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ABSTRACT

This paper analyzes the data distribution on stock market returns in SAARC nations (Bhutan, India, Bangladesh, Nepal, Sri Lanka and Pakistan) for weekly data from January 2006 to December 2011 to see if market returns are normally distributed. Secondly we have also tested if returns are similar across different markets using pair sample t-tests. While comparing differences or similarities in returns we compare associated risks for each pair to see if there exist opportunity for similar returns at lower risk or higher returns at a given risk. Finally we analyzed variance analysis using one-way ANOVA with multiple comparisons to find out if time varying effect is present in any of the stock market return. Our finding suggests that the data distributions on stock returns of all the markets in the region are not normal. We observe high skewness, kurtosis and further the hypothesis of normal distribution have been rejected based on Jarque-Bera test for full sample data of 2006 to 2011 for all countries although, the data of Bangladesh and India seems to possess lower levels of skewness and Jarque-Bera statistics indicating lesser degree of non-normality. When data was run after splitting the sample annually, we found that the distribution was normal for most years for majority of markets. This suggested impacts of sample size on data distribution. We crosschecked the results with non-parametric test using Kolmogorov-Smirnov (K-S) since it is one of the very popular tests statisticians would use. We found that the data distributions of Indian and Bangladeshi stock returns are normal and the rest are non-normal. While analyzing the return similarities/difference using paired sample t-tests, we found that there exits no statistical differences in the average returns between different pairs of stock returns except some difference with few pairs of returns when sample was split annually. We have observed difference in the levels of risks (standard deviation). This indicates opportunity for investors to earn similar returns at lower risks by changing their investment destinations. We conducted multiple comparisons of variances using annual, weekly and seasonal codes and found that some annual time effect with some stock returns. However, we found no week of the month effect and season of the year effect. Difference in time per se for entry into the stock market and exit from it does not provide extra benefits.
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1. INTRODUCTION

Normal distribution of stock return is a fundamental assumption in the field of efficient market hypothesis. It is this assumption that posits that the returns follow random walk. Time series data particularly the stock returns are hardly random walk and hence the assumption contributes to unrealistic conclusions from the studies that tend to study stock market relationships and integration. If data is normally distributed then we expect to see skewness close to zero and kurtosis close to 3. However, more often than not, the data on stock returns are hugely tailed either to the right producing positive skewness or to the left producing negative skewness. Many studies particularly those concentrating on the stock
markets of emerging and least developed economies report that the stock returns particularly in the emerging and least developed economies have reported, more often than not, very high level of data non-normality. Khan and Huq (2012) and, Sharma and Bodla (2012) are the most recent studies that provided such conclusion based on their stock market studies in the South Asian region. It is important to test data normality before we proceed with the analysis of any econometric models while trying to compare stock market returns of different stocks, find relationships and integration. There are several studies in this regard that have conducted stock market return normality tests, risk and return comparison, variance analysis, relationship analysis, causality and integration among stock markets. However, we find very few in the context of South Asian region and literature is almost nonexistent when we look for Bhutan, one of the least developed nations with very small, highly inactive and young stock market.

2. OBJECTIVES

This paper makes an effort to analyze stock return distribution in Bhutanese stock market vis-a-vis Indian and other markets in the region. Comparison of statistically calculated risk and returns across different stock markets make sense only if they are read in relation to data distribution pattern. It is in this context, the paper conducts test of data normality, compares stock return and variances across stock markets in the South Asian region. Paper intends to conduct one-way variance analysis to get insights into the time varying effect on each stock returns.

3. SIGNIFICANCE AND LIMITATIONS

This paper is different from the past studies in the sense that it includes Bhutanese stock market in the sample. Although several studies are found in the literature that addressed the issues of data normality, test of return similarities and variance analysis return but most are focused on the stock markets of developed economies. Comparatively we find much lesser studies focusing South Asia stock markets. Hardly any study is found that has included Bhutanese stock market in sample. In this context, this paper makes the stock market study in South Asian region more inclusive and comprehensive by including Bhutanese stock market. However, due to inclusion of Bhutanese stock market, the study also faces some limitations. Bhutanese stock market did not have stock index till very recently (April 2012) although the stock exchange was established several years ago. Bhutanese stock exchange has just about 20 listed companies with very poor trading taking place for most of the companies. About six of the companies’ stocks trade quite actively and these were selected purposely to construct the index. Since the trading data in Bhutan was published only once a week, the study had to consider the weekly data for other stock markets too limiting the speed and frequency of trading.

4. LITERATURE

Generally one would believe that securities markets are efficient enough to reflect market information on stock prices. Several decades ago Fama (1970) discussed about efficient capital markets that assumes market returns follow random walk behavior. This means that the distribution of risk and returns are normal. Under the normal risk-return distribution assumption, any news that arises is very quickly spread in the market and everyone has access to it. As a result everyone has equal opportunity in realizing a given amount of return for a certain level of risk by holding a randomly selected portfolio. Malkiel (2003) says that neither technical analysis that studies past stock prices in an attempt to predict future prices, nor any fundamental analysis would enable an investor to achieve returns greater than those that could be obtained by holding a randomly selected portfolio of individual stocks with comparable risk. He states that efficient market stock prices are characterized by random walk and all subsequent future prices represent random departure from the previous series. As a result, prices fully reflect all known information, and even uninformed investors buying a diversified portfolio at the prevailing
market prices will obtain similar rate of return as experts would who may invest after through technical and financial analysis.

Considering the above argument, one can earn a higher return only by bearing a higher level of risk due to market efficiency. However, stock returns do not necessarily follow random walk or the distributions of return are not normal all the time in all the markets. The efficient market hypothesis (EMH) is based on the assumption of data that the returns are normally distributed. There are situation where data for stock market returns are characterized by high levels of skewness and kurtosis indicating market non-normality in data distribution or a form of inefficient market. In such cases the average returns for different stocks may be similar but the risk levels, normally measured in terms of standard deviation, could be different or vice versa. Under such a scenario investors can enjoy certain return at much lower risk. This goes against the hypothesis of EMH. Pandey (2005) provides the rich insight into estimating and forecasting of volatility of assets returns using different approaches. He explains as to which approach performs better in terms of statistical properties such as model efficiency, biasness, and predictive power in estimating and forecasting volatility. He modeled the volatility of S&P CNX Nifty an index of 50 stocks of NSE Mumbai using different class of estimators and models. His results show that the conditional volatility models perform well in estimating volatility for the past in terms of statistical bias whereas extreme value estimators perform well on statistical efficiency criteria. In terms of forecasting volatility, the author reports that the extreme value estimators are better. Author concludes that ultimate conclusion depends on data distribution and appropriateness of the models chosen for analysis.

Naqvi (2004) studied the data behavior for Pakistani stock market (Karachi Stock Exchange) using weekly and monthly data. He tested data normality, autocorrelations and also analyzed data random walks using Dickey-Fuller test. He found that for both weekly and monthly data of Karachi stock exchange was away from normality confirming a very weak form of market efficiency.

Aggrawal (2005) studied stock returns normality for both small and large size samples for Nifty and Sensex in Indian stock market. He used ten years’ daily returns for Nifty (November 3, 1995 – July 31, 2005) and eight years’ for Sensex (July 1, 1997 to July 31, 2005). He analyzed data with Kolmogorov-Smirnov (K-S), Anderson Darling (A-D) and Jarque-Bera (J-B) tests and found out that large sample data size does not follow normal distribution. It is important to note that most studies using statistical tools are carried out on the assumption that the data distributions are normally distributed irrespective of sample size. However, if stock returns are hit with systematic risks, which cannot be avoided, then increase in sample size will lead to increase in error or risks. Therefore as the sample size increases the error increases making larger samples more non-normal than the smaller samples. EMH’s assumption of data normal distribution does not hold true in many cases.

Kumar and Dhankar (2011) studied risk and return normality for three stock indices of Bombay Stock Exchange (BSE 100, BSE 500 and Sensex) from 1996 to 2006 using daily, weekly, monthly and annual data. They applied parametric and nonparametric tests in examining the data. They repeated the tests after splitting data into three sub-samples (January 1999 – December 1999), (January 2000 to December 2002) and (January 2003 to December 2006). They found that the distribution of risk and returns are not normal for daily and weekly returns. But the distributions of monthly and annual returns were found to be normal for all three indices.

Subhani, Hassan, Mehar and Osman (2011) analyzed co-integration for Asian stock markets that includes stock indices from four countries (India, Pakistan, Bangladesh and Nepal). They tested for each indices the presence of unit root applying Dickey and Fuller model and reported that for both (with and without differencing (first lag) there was presence of data non-stationary. Since the data was non-stationary, Johansen co-integration has been applied to see if markets were integrated. They analyzed multivariate co-integration between Pakistani stock and the rest and failed to accept the hypothesis of no co-integration in the equity market in South Asian
region. However, when co-integration was analyzed on one to one basis between Pakistani stock and the rest. They found that Pakistani and Bangladeshi markets were co-integrated but with Indian and Nepalese markets there was no co-integration.

Saha and A. Bhunia (2012) studied relationship between Indian stock and leading South Asian markets between August 2002 and August 2011. They initially looked at the correlation matrix among the stock markets in the region and since Indian stock was observed having relationship with others, it was thought that Indian stock as a more proficient market in the region has some influence on the others. They tested each variable for unit root and applied bivariate and multivariate co-integration (Johansen co-integration approach) and Granger causality test to see if South Asian stock market is integrated. They concluded that there is ample opportunity for the investors to broaden the horizon of their investment in the capital market in the region to take advantage of the poor integration.

M.M.H Khan and U.R. Huq (2012) focused their studies on the risk and return behavior of different stock indices of Bangladesh. They used three stock indices of Bangladesh stock exchange covering (2002 – 2010) period to analyze risk-return pattern. They used daily, weekly and monthly data to analyze descriptive statistics and variances for each index and found inconsistency between risk and returns indicating that an investor can achieve better returns without any additional risk. This suggests that even in the same country, the different stock indices are not integrated or closely related.

5. METHODOLOGY

Stock return for each stock indices in this study are calculated as follows.

\[ R_t = \left( \frac{P_t}{P_{t-1}} \right) \times 100 \]

where \( R_t \) is the rate of return for the period \( t \), \( P_t \) and \( P_{t-1} \) is the index of two successive periods. For the comparison of returns against risks (volatility) we used basic statistical risk measure (standard deviation). To test the data normality for each stock returns we applied descriptive statistics that produces average returns, associated standard deviation and, skewness, kurtosis and Jarque-Bera test. We also crosschecked the data normality using non-parametric test of Kolmogorov-Smirnov (K-S). Paired sample t-test for average return comparison between Bhutan, India and the rest in the SAARC region was applied. One-way ANNOVA test for variance comparisons is conducted. Weekly data from January 2006 to December 2011 for stock indices of Bhutan, India, Nepal, Bangladesh, Sri Lanka and Pakistan are used in the sample. Variables on stock returns of different countries are defined as RBHU for Bhutan, RBSE for India, RBDG for Bangladesh, RNPL for Nepal, RSLK for Sri Lanka and RPAK for Pakistan.

6. RESULTS AND DISCUSSIONS

This section presents the findings and discussions thereof on each of the research objectives highlighted in the study. Firstly we present the test for data normality followed by discussion on risk-return comparison, test of mean differences and finally variance analysis.

6.1 Test of Data Normality

Table 1 presents the result for risk (standard deviation) and returns (mean) along with the indicators that facilitates analysis of data normality. Skewness, Kurtosis and Jarque-Bera statistics are used in testing the normality of return distribution across the countries under study. Findings suggest that stock returns of all SAARC nations are either skewed to the right or to the left. Indian and Pakistani stock returns are skewed to the left ( -0.1843 and – 8329) respectively. Indian stock return is closer to zero indicating lower level of data non-normality unlike Pakistani stock return. The stock returns of other markets are positively skewed. Nepal has the highest level of skewness (7.689) indicating longest right tail in the data distribution. Among the market having positive skewness, Bangladesh seems to be closer to zero indicating lower level of non-normality in data. Bhutanese and Sri Lankan data are quite close to each other in terms of skewness (2.494 and 1.216) respectively. Indian stock return is closer to zero indicating lower level of data non-normality unlike Pakistani stock return. The stock returns of other markets are positively skewed. Nepal has the highest level of skewness (7.689) indicating longest right tail in the data distribution. Among the market having positive skewness, Bangladesh seems to be closer to zero, which indicates lower level of non-normality in data. Bhutanese and Sri Lankan data are quite close to each other in terms of skewness (2.494 and 1.216) respectively. To test flatness or peakedness of data distribution, we used kurtosis to measure the data distribution.
Table 1. Risk-return comparison and test of data normality

|                | RBHU       | RBSE       | RNPL       | RBGD       | RSLK       | RPAK       |
|----------------|------------|------------|------------|------------|------------|------------|
| Mean           | 0.001895   | 0.002254   | 0.002973   | 0.004197   | 0.004238   | 0.001059   |
| Median         | 0.0000000  | 0.006296   | -0.001854  | 0.003808   | 0.001286   | 0.005834   |
| Maximum        | 0.218094   | 0.140776   | 1.163421   | 0.164470   | 0.334867   | 0.102581   |
| Minimum        | -0.175417  | -0.159542  | -0.433064  | -0.116886  | -0.268233  | -0.136657  |
| Std. Dev.      | 0.026038   | 0.038428   | 0.085831   | 0.030300   | 0.036819   | 0.034827   |
| Skewness       | 2.494131   | -0.184268  | 7.689354   | 0.117538   | 1.216323   | -0.832879  |
| Kurtosis       | 37.67545   | 4.670270   | 111.9712   | 7.139948   | 32.34866   | 5.047634   |
| Jarque-Bera    | 15954.51   | 38.03308   | 157445.8   | 223.5276   | 11274.40   | 90.57819   |
| Probability    | 0.000000   | 0.000000   | 0.000000   | 0.000000   | 0.000000   | 0.000000   |
| Sum            | 0.591239   | 0.038428   | 0.085831   | 0.030300   | 0.036819   | 0.034827   |
| Sum Sq. Dev.   | 0.210859   | 0.459262   | 2.291099   | 0.285533   | 0.421607   | 0.377222   |
| Observations   | 312        | 312        | 312        | 312        | 312        | 312        |

Stock returns in all countries showed positive kurtosis. Again, data of Nepal has the highest kurtosis (111.97) followed by Bhutan (37.675). Sri Lankan data also is quite peaked (32.349). Indian data has the lowest level of kurtosis (4.670). Bangladeshi and Pakistani stock returns show 7.140 and 5.048 respectively. Kurtosis above the level of 3.00 is usually considered to be leptokurtic (unacceptably peaked). Further to this, Jarque-Bera statistics for all the stock returns are very high and statistically significant at p-value 5% or lower. This indicates that the “hypothesis of data is normal” is rejected for all indices. We conducted non-parametric test with Kolmogorov-Smirnov (K-S) and found out that all indices except Indian and Bangladeshi stocks are not normal in distribution. Indian and Bangladeshi stock returns have (K-S) statistics of (1.126 and 1.076) leading to rejection of the hypothesis of “data non-normality”. For the rest of the indices, the calculated value of (K-S) is high enough leading to the non-rejection of hypothesis of data non-normality (statistical table not reported). We repeated the nonparametric test after splitting sample sizes to annual period (about 52 data points each) to see if smaller sample size had normal distribution. We found out that smaller samples are more normal than the full sample data. Most of the indices that were non-normal for full samples were found to be normal in different smaller sample sizes (see Annex 1). This finding supports the conclusion of Aggrawal (2004) who studied the impact of sample size for Nifty and Sensex of India and reported that smaller sample size had more normal distribution as against larger samples.

6.2 Risk-return Comparison

Weekly returns obtained in table: 1 is converted to annualized average and presented in the graph (figure 1). Sri Lankan and Bangladeshi stock returns are higher than in other markets at 22.04% and 21.82% respectively. Third level of annualized return for weekly data of 2006-2011 was obtained in Nepalese stock (15.46%). Indian stock provided 11.72% and Bhutanese stock provided 9.85% quite close to each other. Pakistani stock return was the lowest at 5.51%.

In terms of risk assessment, based on weekly data, we found that Nepalese stock has the highest standard deviation (0.0858) although in average return it stands at third position. Risks associated with other stock markets also vary though not very substantially. Standard deviation of weekly returns for different stocks is: Indian stock (0.384), Bhutanese stock (0.0260), Bangladeshi stock...
(0.0303), Sri Lankan stock (0.0368) and Pakistani stock (0.0348).

We have seen that the higher returns are not necessarily associated with higher risks. For instance, Nepal has the highest risk but the return is not. Sri Lanka and Bangladesh have much higher returns but not associated with the highest risk levels. For more clarity of risk-return relationship, we have presented annualized returns in figure 1 and standard deviations (calculated based on weekly returns) in figure 2.

![Figure 1. Annualized average returns](image1)

![Figure 2. Risk comparison](image2)

### 6.3 Test of Similarities Returns between Bhutan, India and Other SAARC Nations

This section provides the paired sample t-tests for the mean return differences between Bhutan, India and the rest. Firstly we compared mean return of Bhutanese stock against others for the full sample and secondly we repeated the tests year-wise with each stock return individually. From the full sample results presented in (table 2) we observed that Indian and Bhutanese stock mean returns are not different. The mean difference is 0.0004 (almost zero) and this difference is not at all significant. In the similar manner, when we compare average return between Bhutanese and other stock returns in the region we did not find any statistical differences. It confirms that the average stock return in Bhutanese market is similar to those of other SAARC countries at least for 2006 – 2011 periods.
Table 2. Test of similarities of Bhutanese with the rest (2006-2011)

| Paired Differences | Mean | Std. Deviation | Std. Error Mean | 95% Confidence Interval of the Difference | t | df | Sig. (2-tailed) |
|--------------------|------|----------------|-----------------|------------------------------------------|---|----|----------------|
| Pair 1 RBSE - RBHU | .0004| .04546         | .00257          | -0.0047 - 0.0054                         | .140| 311| .889           |
| Pair 2 RBGD - RBHU | .0023| .04143         | .00235          | -0.0023 - 0.0069                         | .981| 311| .327           |
| Pair 3 RNPL - RBHU | .0011| .09119         | .00516          | -0.0091 - 0.0112                         | .209| 311| .835           |
| Pair 4 RSLK - RBHU | .0023| .04629         | .00262          | -0.0028 - 0.0075                         | .894| 311| .372           |
| Pair 5 RPAK - RBHU | -.0008| .04295         | .00243          | -.0056 - 0.0039                          | -.344| 311| .731           |

As stated we have compared year-wise average returns in the following tables. Table 3 compares returns on annual basis between Bhutan and India, we find that the statistical difference exists (t stat = 1.860, p-value 0.069) only in 2008. Bhutanese stock provided better returns in 2008 compared to Indian stock.

Table 3. Test of year-wise stock return similarities between Bhutan and India

|                | Mean  | Std. Deviation | Std. Error Mean | 95% Confidence Interval of the Difference | t | df | sig (2-tailed) |
|----------------|-------|----------------|-----------------|------------------------------------------|---|----|----------------|
|                | Lower | Upper          |                 |                                          |    |    |                |
| Pair 1 BHU_06 - BSE_06 | -0.005| 0.0445         | 0.0062          | -0.017 - 0.0079                           | -0.7480| 50 | 0.4580 |
| Pair 2 BHU_07 - BSE_07 | -0.005| 0.0507         | 0.0071          | -0.019 - 0.0093                           | -0.6930| 50 | 0.4920 |
| Pair 3 BHU_08 - BSE_08 | 0.0148| 0.0567         | 0.0079          | -0.001 - 0.0307                           | 1.8600| 50 | 0.0690 |
| Pair 4 BHU_09 - BSE_09 | -0.009| 0.0498         | 0.007          | -0.023 - 0.0051                           | -1.2800| 50 | 0.2060 |
| Pair 5 BHU_10 - BSE_10 | -0.003| 0.0228         | 0.0032          | -0.009 - 0.0038                           | -0.8330| 50 | 0.4090 |
| Pair 6 BHU_11 - BSE_11 | 0.0071| 0.0383         | 0.0054          | -0.004 - 0.0179                           | 1.3270| 50 | 0.1900 |

Similar to the analysis of average stock return for different time period between Bhutanese and Indian stocks, we have conducted test to see if Bhutanese stock returns are similar with the returns of other stock markets in the region. In general we found no differences of mean returns between Bhutanese stock and the other stock returns except for just 2010 and 2008. In 2010, Bhutanese stock return were found to be different from the returns of other stock markets in the region, particularly with Sri Lanka, Nepal and Bangladesh. During this period, Bhutanese average return was lower than the returns in Bangladesh and Sri Lanka (statistical difference accepted at 5% significance level) but higher than the Nepalese stock returns, again significant at 5%. In 2008, Bhutanese stock return was higher than Sri Lankan and Pakistani stock returns. The t-statistics were t-stat 2.271 and 2.493 respectively, both significant at 5% confirming statistical differences. Details statistical tables on year-wise mean comparisons are not reported in the paper for reasons of space requirement.

6.4 Comparison of Returns Variances

We know that the t-test is not a sufficient tool in statistics when we need to compare means of different categories of variables at one go since it compares pair-wise. In our analysis, we wanted to compare whether the means stock returns in
Bhutan, India or any other SAARC nation is different from the regional (over all) mean. Further, we wanted to see if there exists a difference in the mean returns in Bhutan, India and others across different time periods. Analysis of variance (one-way ANOVA) is used to test the hypothesis that several means are equal rather than comparing just a pair of means at a time. As one-way ANOVA is an extension of the two-sample t-test, in the sense that ANOVA compares means of several groups at one go rather than on pairwise basis. In addition to determining that differences exist or does not exist among the means of different stock returns, this procedure allows us to pinpoint which mean (by different variable category) is different from the means of other categories. Generally the procedure provides two types of tests for comparing means: a priori contrasts and post hoc tests. ANOVA (contrasts) calculates compares F-statistic, the ratio of the variance calculated among the means to the variance within the samples. Through the F-statistic, we conclude whether there exists statistical difference between means of group variables and determine whether group differences as a whole exist or do not exist. But unless we conduct a post hoc test and produce multiple comparisons it is not possible to confirm which groups differ from the others. We have conducted both priori contrast and post hoc test wherever necessary in comparing the means and variances.

Firstly, we categorized variables by country and tested hypothesis, “mean returns among the SAARC stock markets are not different from each other. Results for this hypothesis are presented in table 4. We find that there is no difference between the group means of stock returns. This is confirmed from F-test (0.236) and significance value of (0.947). However, we need to remember that one-way ANOVA assumes that the variances of groups that are compared are similar. While conducting test of homogeneity of variance using Levene–statistics, we found that differences in variance exist very significantly (Levene-stat is 13.205 and significant value (0.000); hence assumption of ANOVA is contradicted. Under such situation, it is suggested that “Robust Tests of Equality of Means” will have to be considered for confirmation. We conducted robust test of equality of means and found that the mean returns across the countries in the region do not differ (Welch stat is 0.467 and significance value is 0.801). We have thus concluded that there is equality of means across stock returns in the region. Since the equality of returns is confirmed, conducting post hoc test (multiple comparison) to know which specific groups’ means differ is irrelevant in this case.

Table 4. ANOVA Test with Countries as Category Variable

|               | Sum of Squares | Df  | Mean Square | F    | Sig. |
|---------------|----------------|-----|-------------|------|------|
| Between Groups| .003           | 5   | .001        | .236 | .947 |
| Within Groups | 4.046          | 1866| .002        |      |      |
| Total         | 4.048          | 1871|             |      |      |

Now we will present the similar analysis as above with time (years) as the category variable. This will enable us to see whether mean returns are similar for different time period. We have conducted variance analysis firstly for the whole region together and secondly for specific indices using time as the category variable.

We found that the average stock returns as a whole in the SAARC region vary between different years. We found that F-stat is (6.075 and significance level is (0.000). As the variances of stock market returns are different for different time period, it indicates the returns are volatile. In this case, since the variance homogeneity was not there, we looked at robust test for equality of means and confirmed the difference in means. We found differences in the mean returns across time periods. Next step in the analysis of variance analysis when differences exist is to analyze which groups (which time period in this case) differ from other periods. We conducted a
multiple comparison test using Tukey Post hoc approach and the results are presented in table 5. This analysis produces "year of the sample period effect", meaning which year's returns are different from rest of the years during the sample period.

Table 5. Multiple Comparisons - Year of the Sample Period Effect

| Years (2006 – 11) | (J) Different years (2006 - 11) | Mean Difference (I-J) | Std. Error | Sig. | 95% Confidence Interval | Lower Bound | Upper Bound |
|------------------|------------------------------|-----------------------|------------|------|-------------------------|-------------|-------------|
|                  |                              |                       |            |      |                         |             |             |
| 6                | 7                            | -.0005394             | .00371725  | 1.00 | -1.01114354            | .01006476   |             |
|                  | 8                            | .0142531(*)           | .00369984  | .002 | -.0036987               | .0248076    |             |
|                  | 9                            | -.0011319             | .00371725  | 1.00 | -1.01173604            | .0094722    |             |
|                  | 10                           | .0025046              | .00369984  | .984 | -1.00804994           | .0130590    |             |
|                  | 11                           | .0106023              | .00373525  | .077 | -1.00059324            | .0207177    |             |
| 7                | 6                            | .0005394              | .00371725  | 1.00 | -1.01060474            | .0111435    |             |
|                  | 8                            | .0147925(*)           | .00368167  | .001 | -.00428994             | .0252951    |             |
|                  | 9                            | -.0005925             | .00369916  | 1.00 | -1.01114504            | .0099600    |             |
|                  | 10                           | .0030440              | .00368167  | .963 | -1.00745864            | .0135466    |             |
|                  | 11                           | .0106017              | .00371725  | .050 | -1.00000424            | .0212058    |             |
| 8                | 6                            | -.0142531(*)          | .00369984  | .002 | -.02480764             | -.0036987   |             |
|                  | 7                            | -.0147925(*)          | .00368167  | .001 | -.00428994             | .0252951    |             |
|                  | 9                            | -.0153851(*)          | .00368167  | .000 | -.02588774             | -.0048825   |             |
|                  | 10                           | -.0117486(*)          | .00366410  | .017 | -.02220106             | -.0012961   |             |
|                  | 11                           | -.0041909             | .00369984  | .868 | -.01474534             | .0063636    |             |
| 9                | 6                            | .0011319              | .00371725  | 1.00 | -.00947224             | .0117360    |             |
|                  | 7                            | .0005925              | .00369916  | 1.00 | -.00996004             | .0111450    |             |
|                  | 8                            | .0153851(*)           | .00368167  | .000 | -.00488254             | .0258877    |             |
|                  | 10                           | .0036365              | .00368167  | .922 | -.00686614             | .0141391    |             |
|                  | 11                           | .0111942(*)           | .00371725  | .032 | .00059014              | .0217983    |             |
| 10               | 6                            | -.0025046             | .00369984  | .984 | -.01305904             | .0080499    |             |
|                  | 7                            | -.0030440             | .00368167  | .963 | -.01354664             | .0074586    |             |
|                  | 8                            | .0117486(*)           | .00366410  | .017 | .00129614              | .0222010    |             |
|                  | 9                            | -.0036365             | .00368167  | .922 | -.01413914             | .0068661    |             |
|                  | 11                           | .0075577              | .00369984  | .318 | -.00299674             | .0181122    |             |
| 11               | 6                            | -.0100623             | .00373525  | .077 | -.02071774             | .0005932    |             |
|                  | 7                            | -.0106017             | .00371725  | .050 | -.02120584             | .0000024    |             |
|                  | 8                            | .0041909              | .00369984  | .868 | -.00636364             | .0147453    |             |
|                  | 9                            | .0111942(*)           | .00371725  | .032 | -.02179834             | -.0005901   |             |
|                  | 10                           | -.0075577             | .00369984  | .318 | -.01811224             | .0029967    |             |

*The mean difference is significant at the .05 level.
As per the findings, average return of 2008 is statistically lower than the returns of most of the years (2006, 2007, 2009 and 2010). Return of 2011 is found lower than the returns of 2009. In the table (*) indicates significant difference in mean at 5% significance level. Multiple comparison of returns using time as the category variable confirms that the differences in stock returns exist for different years in the SAARC region.

Since analysis of variance by category of time provides us the time varying effect on returns, we were interested to look at the time effect more at more micro level than just the year of the sample period effect. Barrak (2009) conducted a study to analyze time effect for the stock returns of three stock markets in Gulf Cooperation Council (GCC). His study looked at the day of the week effect and found that returns on Saturdays are significantly higher than on other days except Tuesday. In our case since we are dealing with the weekly data due to unavailability of daily data for Bhutan, so we choose to analyze week of the month effect. This allows us to find returns of which week is different from the returns of rest of the weeks. Similarly, to find the season of the year effect we repeated the procedure after recoding data by four seasons as: November to January, February to April, May to July, and, August to October. We analyzed both week of the month effect and season of the year effect for stock return of individual indices. We found that the average returns across weeks of any month and across season of any year for each return stock returns were similar. This suggests that the time effects, at least in the weekly and seasonally classified data were non-existent in the regional stock markets. Multiple comparison of results for each stock both for weekly and seasonal effects were analyzed but tables are not presented here due to space requirement.

7. CONCLUSION

To conclude from our finding we state that stock returns are not distributed normally in all the countries in the SAARC region at least when full sample (22006 – 2011) was considered. However, when data was split into smaller samples (annual period), we observed normality in data distribution for most countries (except for Bhutan) in most of the smaller (annual) samples sizes. It indicates that there exists sample size effect on data normality. This finding is similar to that of Aggrawal (2004) who analyzed with daily and monthly returns for different sample sizes of Nifty and Sensex of Indian Stock. Although we found numerical differences in the percentages of annualized returns across the countries, the risk differences were not proportionately associated. When we tested differences in weekly mean returns between Bhutanese stock and other stock returns, we found no statistical differences. Across the stock markets in the region, the mean returns of 2008 were found to be lower than the returns for other years. Although the annualized returns were different for different countries (when full sample was considered), the differences in the risk levels were not in the same proportion as in the return differences. Comparing returns and risks in absolute number terms, Nepal seems to have one of the highest risks but return is somewhere at number three among the SAARC countries. On the other hand Bangladeshi and Sri Lankan returns are the highest with mediocre risk levels. This provides opportunity for the investors to gain extra return without having to take proportionately higher risks. This is in contrast to what EMH advocates. Opportunity seems to exist but investors in South Asia are constrained with legal restrictions in their own countries for capital mobility. Economic integration in the region is very poor as stated by Dubey (2007) and there are lot of restrictions for cross boarder trade and investments.

One-way ANNOVA test reveals that there was no week of the month effect and season of the year effect in any of the stock markets in the region. May be it can be stated that the time effect on return difference is non-existent in the stock markets in South Asian region. However, one should keep in mind that analysis of day of the week effect is more appropriate to conclude on time effect. At least from our findings we can state that investors entering into the stock market with selection of week or season and existing with similar logic will not generate extra gain, as time effect is absent.
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Annex 1

Non-Parametric Test for Data Normality with Annually Split Samples

### One-Sample Kolmogorov-Smirnov Test 2006

|        | RBHU | RBSE | RBGD | RNPL | RSLK | RPAK |
|--------|------|------|------|------|------|------|
| N      | 51   | 51   | 51   | 51   | 51   | 51   |
| Normal Parameters a,b  | Mean | .00288573 | .0075051 | .0000057 | .0236518 | .0069534 | .0009201 |
| Std. Deviation | .03214879 | .03050899 | .02189935 | .18989403 | .02327710 | .03518001 |
| Most Extreme Absolute | .269 | .167 | .048 | .360 | .108 | .124 |
| Differences Positive | .261 | .092 | .048 | .360 | .108 | .059 |
| Negative | -.269 | -.167 | -.045 | -.312 | -.072 | -.124 |
| Kolmogorov-Smirnov Z | 1.918 | 1.194 | .344 | 2.569 | .772 | .886 |
| Asymp. Sig. (2-tailed) | .001 | .115 | 1.000 | .000 | .590 | .412 |

a. Test distribution is Normal.
b. Calculated from data.

### One-Sample Kolmogorov-Smirnov Test 2007

|        | RBHU | RBSE | RBGD | RNPL | RSLK | RPAK |
|--------|------|------|------|------|------|------|
| N      | 52   | 52   | 52   | 52   | 52   | 52   |
| Normal Parameters a,b  | Mean | .0332273 | .0794111 | .0124364 | .0071476 | .0078183 |
| Std. Deviation | .04084133 | .03397157 | .02392498 | .07235737 | .02037035 | .02719057 |
| Most Extreme Absolute | .341 | .099 | .096 | .198 | .059 | .163 |
| Differences Positive | .307 | .069 | .060 | .194 | .052 | .090 |
| Negative | -.341 | -.099 | -.096 | -.198 | -.059 | -.163 |
| Kolmogorov-Smirnov Z | 2.457 | 1.194 | .713 | 1.426 | .428 | 1.176 |
| Asymp. Sig. (2-tailed) | .000 | .689 | .719 | .034 | .993 | .126 |

a. Test distribution is Normal.
b. Calculated from data.

### One-Sample Kolmogorov-Smirnov Test 2008

|        | RBHU | RBSE | RBGD | RNPL | RSLK | RPAK |
|--------|------|------|------|------|------|------|
| N      | 53   | 53   | 53   | 53   | 53   | 53   |
| Normal Parameters a,b  | Mean | .0008188 | .0118298 | .0013331 | -.0043782 | -.0088635 |
| Std. Deviation | .00942681 | .05354115 | .02144446 | .03977489 | .02844940 | .04686104 |
| Most Extreme Absolute | .440 | .071 | .104 | .062 | .143 | .190 |
| Differences Positive | .440 | .064 | .096 | .062 | .088 | .132 |
| Negative | -.431 | -.071 | -.104 | -.040 | -.143 | -.190 |
| Kolmogorov-Smirnov Z | 3.205 | .519 | .756 | .449 | 1.042 | 1.382 |
| Asymp. Sig. (2-tailed) | .000 | .951 | .618 | .988 | .228 | .044 |

a. Test distribution is Normal.
b. Calculated from data.

### One-Sample Kolmogorov-Smirnov Test 2009

|        | RBHU | RBSE | RBGD | RNPL | RSLK | RPAK |
|--------|------|------|------|------|------|------|
| N      | 52   | 52   | 52   | 52   | 52   | 52   |
| Normal Parameters a,b  | Mean | .0024645 | .0118982 | .0013331 | -.0043782 | .0186530 |
| Std. Deviation | .03007936 | .04623967 | .02327469 | .02445079 | .06874221 | .04201059 |
| Most Extreme Absolute | .472 | .124 | .142 | .072 | .205 | .117 |
| Differences Positive | .472 | .124 | .142 | .072 | .205 | .100 |
| Negative | -.388 | -.099 | -.102 | -.058 | -.200 | -.117 |
| Kolmogorov-Smirnov Z | 3.404 | .891 | 1.021 | .520 | 1.476 | .841 |
| Asymp. Sig. (2-tailed) | .000 | .405 | .248 | .949 | .026 | .479 |

a. Test distribution is Normal.
b. Calculated from data.
### One-Sample Kolmogorov-Smirnov Test 2010

|                | RBHU | RBSE | RBGD | RNPL | RSLK | RPAK |
|----------------|------|------|------|------|------|------|
| N              | 53   | 53   | 53   | 53   | 53   | 53   |
| Normal Parameters<sup>a,b</sup> Mean | -.0004597 | .0025282 | .0111736 | -.0056690 | .0138524 | .0054403 |
| Std. Deviation | .00702221 | .02304929 | .02163314 | .02087716 | .02693567 | .01968449 |
| Most Extreme Differences Absolute | .451 | .101 | .087 | .136 | .101 | .148 |
|               | Negative | -.451 | -.101 | -.087 | -.069 | -.049 | -.148 |
| Kolmogorov-Smirnov Z | 3.281 | .739 | .634 | .994 | .733 | 1.077 |
| Asymp. Sig. (2-tailed) | .000 | .646 | .816 | .277 | .656 | .196 |

<sup>a</sup>. Test distribution is Normal.

<sup>b</sup>. Calculated from data.

### One-Sample Kolmogorov-Smirnov Test 2011

|                | RBHU | RBSE | RBGD | RNPL | RSLK | RPAK |
|----------------|------|------|------|------|------|------|
| N              | 51   | 51   | 51   | 51   | 51   | 51   |
| Normal Parameters<sup>a,b</sup> Mean | .0025591 | -.0042778 | -.0072865 | -.0043177 | -.0037257 | -.0014318 |
| Std. Deviation | .02012474 | .03082588 | .04774362 | .02909968 | .02117974 | .02412937 |
| Most Extreme Differences Absolute | .363 | .127 | .082 | .193 | .076 | .140 |
|               | Positive | .363 | .127 | .076 | .193 | .076 | .098 |
|               | Negative | -.313 | -.074 | -.082 | -.129 | -.058 | -.140 |
| Kolmogorov-Smirnov Z | 2.590 | .905 | .585 | 1.375 | .540 | .999 |
| Asymp. Sig. (2-tailed) | .000 | .386 | .884 | .046 | .932 | .272 |

<sup>a</sup>. Test distribution is Normal.

<sup>b</sup>. Calculated from data.