Application of State Transition Simulated Annealing Algorithm in Community Detection
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Abstract. Community detection is one of the most important attributes to reveal the hidden structure of complex networks. The way of community detection based on the intelligent optimization algorithm has been widely used. Aiming at the initialization problem of the solution, the paper uses the density peaks clustering (DPC) algorithm to obtain a stable and high-quality solution. Aiming at the search strategy, state transition simulated annealing algorithm (STASA) is proposed. On the basis, three types of operators are designed: vertex replacement operator, community fusion operator and cross mutation are designed. In the initial optimization stage, the vertex substitution operator is used to generate diverse solution. The community fusion operator speeds up the optimization in a certain sense. The introduction of the cross mutation operator in the later optimization stage is only suitable for high-quality solution and enhances the local search ability of the algorithm. Finally, the experimental results on the GN benchmark and the real-world networks show that the algorithm is superior to other classic community detection algorithms in terms of stability and accuracy.

1. Introduction

Many systems in nature and society can be abstracted into complex networks, such as social networks, power transmission networks, and the World Wide Web. The study of network structure is of great significance to efficiently manage these large-scale networks. In fact, the network structure often has such a rule: a certain cluster has close internal links and sparse external links. This structural feature of the network is called community [1]. Community detection is the basis of complex network research. It not only has important theoretical value, but also has been widely used in various fields of society. At present, community detection has been used in unfamiliar protein function analysis [2], semantic community detection [3], computer network analysis [4,5], etc.

Due to the significant practical significance of community detection, many community detection algorithms have emerged. The method based on hierarchical clustering can be further divided into agglomeration and split method [6,7]. These methods will form a tree diagram during the division process, and any layer in the tree can be a kind of community division results. The method based on random walk uses random walk to redefine the distance between two nodes [8]. The community detection method based on evolutionary algorithm takes the modularity function as the fitness function, and uses the intelligent optimization algorithm to maximize the fitness function to achieve the optimal partitioning. Tasgin [9] applied genetic algorithm to community detection for the first time. With the rise of evolutionary algorithm, more scholars use evolutionary algorithm in the field of community detection. Gong [10] proposed a multi-objective discrete particle swarm algorithm, and applied it to community detection. In addition, cloning algorithm [11], bat [12] algorithm, multi-agent genetic
algorithm [13] were all used to solve community detection problems. However, these algorithms usually
cannot obtain a stable modularity value, and due to the mechanism of the greedy algorithm, the algorithm
is easy to fall into a local optimal solution.

Therefore, the paper combines the density peaks algorithm [14] and the state transition simulated
annealing algorithm [15] and applies them to the community detection. Fundamentally speaking,
community detection can be regarded as a graph-based clustering process. Therefore, firstly, we use the
improved density peaks clustering algorithm (IDPC) to complete the initialization process of the solution.
Then for the optimization of the search strategy, the STASA is introduced. Based on the algorithm, three
state transition operators are proposed: vertex replacement operator, community fusion operator and
cross-transform operator, taking into account the global search and the local search capability.

2. State Initialization Based on IDPC

2.1. Density peaks clustering
The DPC algorithm is mainly based on two assumptions about the cluster center:
1) The density of the center is higher than its neighbours;
2) The distance between centers is distant.
Firstly, the local density and the distance are given as follows:

\[
\rho_i = \sum_j \chi(d_{ij} - d_c), \chi(x) = \begin{cases} 
1, & x < 0 \\
0, & x \geq 0 
\end{cases}
\]

(1)

where \(d_{ij}\) represents the distance between \(i\) and \(j\), \(d_c\) is the cutoff distance which need to be determined manually.

\[
\delta_i = \begin{cases} 
\max_{j \neq i} d_{ij}, & \rho_i = \max(\rho) \\
\min_{j \neq i} d_{ij}, & \text{else}
\end{cases}
\]

(2)

After calculating the local density and \(\delta\) of each point, the user manually selects these points with
larger two indicators as the cluster centers on the decision graph. Then, arrange each remaining point in
descending order of density to the cluster where the closest point with higher density is located.

2.2. The framework of IDPC for community detection
Since the clustering is not completely the same as the community detection, some non-common
problems need to be solved. The input of the density peaks clustering algorithm is the distance matrix.
But in complex networks, the given information is only the adjacency matrix. Then the calculation of
the distance between nodes in the network becomes an urgent problem.

Firstly, the connection weight between two points is calculated as follows:

\[
w_{ij} = a_{ij} + \sum_{j \neq i} a_{ij} a_{ij}
\]

(3)

\(a_{ij}\) is the element in adjacency matrix, the right item represents the number of paths from point \(i\) to \(j\)
through two steps.

Furthermore, the weight of each edge of the node is introduced, and the updated link strength is
defined as follows:

\[
str_{ij} = \frac{n \cdot w_{ij}}{\sqrt{\sum_{p \neq i} w_{pj} \sum_{q \neq j} w_{iq}}}
\]

(4)

The local density is defined as follows:

\[
\rho_i = \sum_{j \in \text{neigh}(i)} \exp(-\text{dist}(i, j))
\]

The framework for IDPC on community detection is as follows:
Step 1: generate adjacency matrix;
Step 2: calculate the distance matrix according to Eqs.3,4;
Step 3: calculate the local density and the distance according to Eq.2;
Step 4: select cluster centers on the decision graph;
Step 5: assign the remaining nodes to the cluster of the closest point with higher density.

3. Community Detection based on STASA

STASA is a new global optimization algorithm. STASA uses the state transition algorithm (STA) to enrich the solution generation method of the simulated annealing algorithm (SA). STASA shows its powerful search ability in both traveling salesman problem (TSP) and continuous function optimization problems.

In STASA, each state represents a way of community division. More intuitively, each state contains the community information to which each point belongs.

3.1. Three state transition operators

The original three state transition operators are designed for the TSP, but they are not suitable for community detection, so the state transition operator needs to be redesigned.

1) Vertex replacement operator

The idea of vertex replacement operator comes from label propagation. The label of a node is easily affected by its neighbor nodes. The process of the vertex replacement is shown in Figure 1. The neighbors of node 6 include [1, 7, 11, 17], where the label value of node 1 is 1 (shown in light orange), the label value of other neighbors is 2 (shown in green), and the label of node 6 is random replaced with the label value 2 of the neighbor node 17. Figure 1 shows that the vertex replacement operator optimizes the division effect.

![Figure 1. The process of vertex replacement](image1)

2) Community fusion operator

In the vertex replacement operator, the label of only one node changes each time, so the efficiency of finding the global optimal solution is undoubtedly extremely low. In order to speed up the optimization speed, the label value of the entire community is replaced.

Firstly, we randomly selects a point $i$, the community it belongs to is recorded as $c_i$, and replaces the labels of all nodes in the $c_i$ with the labels of adjacent communities. If there is an edge between two communities, then the two communities are adjacent communities.

![Figure 2. The schematic diagram of consolidating community](image2)
The process of community fusion is shown in Figure 2. The node 24 is randomly selected, since node 24 is connected to node 26, the community label that node 26 belongs to is assigned to all nodes in the entire community where node 24 is located. The modularity is increased from 0.3833 to 0.3991, and the result of community division is optimized.

3) Cross mutation operator

The purpose of the cross mutation operator is to cross over the excellent solution sets generated by the previous two operators in an attempt to produce better solutions.

The process of the cross transform operator is shown in Figure 3. Firstly, node 6 is randomly selected, and the points with the same label as node 6 in the current state 1 are {4, 5, 7}, and then the labels of {4, 5, 7} in the next state 2 will be replaced with the label value of node 6 in state 1. Similarly, {3, 4, 5} in next state 1 is replaced with the label value of node 6 in current state 2. The cross mutation operator enhances the local optimization ability of the algorithm.

### Figure 3. The schematic diagram of cross mutation operator

| nodes | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|-------|---|---|---|---|---|---|---|---|---|----|
| Next state 1 | 1 | 1 | 2 | 2 | 2 | 2 | 3 | 4 | 4 | 4 |
| Current state 1 | 1 | 1 | 2 | 3 | 3 | 3 | 3 | 4 | 4 | 4 |
| Current state 2 | 1 | 1 | 2 | 2 | 2 | 2 | 3 | 3 | 4 | 4 |
| Next state 2 | 1 | 1 | 2 | 3 | 3 | 3 | 3 | 3 | 4 | 4 |

3.2. The framework of STASA on community detection

Step 1: Initialize parameters;
Step 2: Compute the fitness function of the initial solution $f(\text{Best})$;
Step 3: Perform vertex replacement/community fusion transformation to generate $S_E$ new solutions, select the solution with the largest fitness function value $\text{new}_\text{Best}$, if $f(\text{new}_\text{Best}) > f(\text{Best})$, or $e^{-\eta} \cdot f(\text{new}_\text{Best}) > e^{-\eta} \cdot f(\text{Best})$, $\eta \in (0, 1)$, $\text{Best}_\text{history} = [\text{Best}_\text{history}, \text{new}_\text{Best}]$;
Step 4: Determine whether the number of inner loop is reached. If yes, go to the next step, otherwise return to step 3;
Step 5: Updated the temperature: $T = \alpha \times T, \alpha < 1$;
Step 6: Check if the temperature reaches the terminal temperature $t$. If yes, go to step 7, otherwise return to step 3;
Step 7: Sort the solutions in $\text{Best}_\text{history}$ in descending order according to fitness value, and take the first $\text{elite}_\text{size}$ elements for cross-transformation.
Step 8: Check if the number of iterations is satisfied, if yes, print $\text{Best}$ and $f(\text{Best})$; otherwise return to step 7.

4. Experimental results and analysis

4.1. Argument setting

To demonstrate the effectiveness of the IDPC-STASA algorithm, the GN benchmark and real-world networks are used to test its performance. Moreover, we take Louvain [16], LPA [17], Danon [18], GA [19] as the control group. The GN benchmark [20] is widely used in community detection. In the benchmark, the parameter $\mu$ controls the structural complexity of the network.
The parameters involved in optimization for STASA are mainly SA internal termination iteration number $\text{IterIn}$, starting temperature $T$ and ending temperature $t$, cooling rate and the elite population used for crossover operator transformation, the number of iterations $\text{Iter}$ in the cross transformation, the search enforcement $\text{SE}$. Through experiments, $\text{elite\_size} = 20$, and $\text{IterIn} = 40$, $\text{Iter} = 100$, $T = 1000$, $t = 1$, $\alpha = 0.97$.

The experimental environment is as follows: win7 64bit, Intel(R) Core(TM) i7-6700 CPU@3.4GHz, MATLAB R2019b.

![Figure 4. The results of five algorithm GN benchmark](image)

4.2. **GN benchmark**

In order to compare the performance of the algorithm on networks with different complexity levels more comprehensively, $\mu$ is set to 0.1-0.5 to generate networks with different structural complexity. It should be noted that the structure of the GN benchmark is known, so it is more reasonable to use normalized mutual information (NMI) to measure the quality of community detection. All algorithms run 20 times, and the average value of NMI is taken as the experimental result. It can be seen intuitively from Figure 4 that the proposed algorithm can achieve the highest NMI value at each $\mu$, which shows the effectiveness of IDPC-STASA. As mentioned before, $\mu$ determines the complexity of the network structure. When $\mu$ is between 0.1 and 0.15, that is, when the network structure is relatively simple, each algorithm can eventually reach a high precision value, which is equal to 1 or close to 1. When $\mu$ increases to 0.2, the NMI of the GA algorithm decreases significantly, the remaining four algorithms can still achieve good results. When the value increases from 0.2 to 0.4, only the Louvain and IDPC-STASA can maintain the accuracy close to 1, and the NMI for Danon has decreased, but it is not as sharp as GA and LPA. When the value is between 0.45 and 0.5, the network structure is already very complicated, and the NMI of LPA is almost close to 0. In conclusion, IDPC-STASA can achieve the best results, and the Louvain can also achieve relatively good results. In summary, the results on GN benchmark fully demonstrate the effectiveness of the proposed algorithm.

4.3. **Real-world datasets**

In this section, 8 real-world networks are used to test the effect of IDPC-STASA. Table 1 shows the modularity and NMI value of each algorithm on different datasets. The optimal modularity value and NMI value are highlighted in bold. It should be noted that not all real-world datasets have known structure. In this case, only the modularity is used to evaluate the division result of the algorithm. The larger modularity indicates better division effect.
Table 1. The results of five algorithms in unknown real-world datasets

| Algorithm       | Maximum Modularity | Minimum Modularity | Average Modularity | Maximum NMI | Minimum NMI | Average NMI | Average NMI |
|-----------------|--------------------|--------------------|--------------------|-------------|-------------|-------------|-------------|
| Email Karate    |                    |                    |                    |             |             |             |             |
| LPA             | 0.236              | 1.13E-16           | 0.0079             | 0.402       | 6.41E-18    | 0.287       | 0.3279      |
| GA-net          | 0.261              | 0.2041             | 0.2439             | 0.4024      | 0.3356      | 0.3703      | 0.3392      |
| Louvain         | 0.5412             | 0.5412             | 0.5412             | 0.4188      | 0.4188      | 0.4188      | 0.5866      |
| Danon           | 0.5471             | 0.536              | 0.5399             | 0.4087      | 0.4033      | 0.4065      | 0.5377      |
| IDPC-STASA      | **0.5637**         | **0.5637**         | **0.5637**         | **0.4198**  | **0.4198**  | **0.4198**  | **0.6955**  |
| Netscience      |                    |                    |                    |             |             |             |             |
| LPA             | 0.9255             | 0.9114             | 0.9197             | 0.5265      | 0.3735      | 0.4867      | 0.2644      |
| GA-net          | 0.9211             | 0.8396             | 0.8523             | 0.4678      | 0.3643      | 0.4138      | 0.1862      |
| Louvain         | 0.9543             | 0.9543             | 0.9543             | 0.5188      | 0.5188      | 0.5188      | 0.5162      |
| Danon           | 0.9588             | 0.9588             | 0.9588             | 0.5136      | 0.5136      | 0.5136      | 0.5743      |
| IDPC-STASA      | **0.9598**         | **0.9598**         | **0.9598**         | **0.5267**  | **0.5267**  | **0.5267**  | **0.5715**  |
| Dolphin         |                    |                    |                    |             |             |             |             |
| LPA             | 0.4428             | 0.282              | 0.4344             | 0.603       | 0.4997      | 0.5779      | 0.6823      |
| GA-net          | 0.3652             | 0.2373             | 0.2997             | 0.5588      | 0.3759      | 0.457       | 0.3705      |
| Louvain         | 0.4431             | 0.4431             | 0.4431             | 0.6046      | 0.6046      | 0.6046      | 0.8903      |
| Danon           | 0.4401             | 0.4387             | 0.4394             | 0.5773      | 0.5633      | 0.5725      | 0.7541      |
| IDPC-STASA      | **0.451**          | **0.451**          | **0.451**          | **0.6646**  | **0.6646**  | **0.6646**  | **0.892**   |
| Jazz Football   |                    |                    |                    |             |             |             |             |
| LPA             | 0.6763             | 0.6691             | 0.6607             | 0.4986      | 1.79E-17    | 0.4106      | 0.3479      |
| GA-net          | 0.6515             | 0.6443             | 0.6353             | 0.497       | 0.3242      | 0.3883      | 0.1542      |
| Louvain         | 0.9335             | 0.9335             | 0.9335             | 0.4986      | 0.4986      | 0.4986      | 0.5745      |
| Danon           | **0.9364**         | 0.934             | **0.9354**         | 0.5269      | 0.5237      | 0.5245      | 0.5343      |
| IDPC-STASA      | 0.9345             | **0.9345**         | 0.9345             | **0.5312**  | **0.5312**  | **0.5312**  | **0.5821**  |

5. Conclusion
The application of IDPC and STASA to community detection is studied in this chapter. On the one hand, the improved density peak clustering algorithm is used to complete the initialization of the solution to obtain a stable initial solution, which provides a good foundation for the subsequent optimization process. On the other hand, according to the search strategy, the STASA is introduced. On this basis, three state transition operators for community detection, vertex replacement operator, community fusion operator and cross mutation operator are designed to ensure the diversity of solution, taking into account the global search and local search ability of the algorithm. Finally, the modularity and NMI value of the proposed algorithm on the GN benchmark and real-world networks are almost better than the other four classic algorithms, verifying the effectiveness of the proposed algorithm. In future work, we are committed to designing search operators with more powerful search capabilities, improving the search efficiency of the algorithm and the universality of dynamic community detection.
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