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Abstract

The Jacobi–Trudi formulas imply that the minors of the banded Toeplitz matrices can be written as certain skew Schur polynomials. In 2012, Alexandersson expressed the corresponding skew partitions in terms of the indices of the struck-out rows and columns. In the present paper, we develop the same idea and obtain some new applications. First, we prove a slight generalization and modification of Alexandersson’s formula. Then, we deduce corollaries about the cofactors and eigenvectors of banded Toeplitz matrices, and give new simple proofs to the corresponding formulas published by Trench in 1985.
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1 Introduction

The first exact formulas for banded Toeplitz determinants were found by Widom [31] and by Baxter and Schmidt [3]. Trench [29, 30] discovered another equivalent formula for the determinants and exact formulas for the inverse matrices and eigenvectors. Among many recent investigations on Toeplitz matrices and their generalizations we mention [2, 5, 6, 10, 15–18]. See also the books [8, 11, 12, 20] which employ an analytic approach and contain asymptotic results on Toeplitz determinants, inverse matrices, eigenvalue distribution, etc.

It is obvious from the Jacobi–Trudi formulas that there is a simple connection between Toeplitz minors and skew Schur polynomials. Surprisingly for us, this connection was not mentioned in the works cited above.

Gessel [19, Section 7] showed that some combinatorial generating functions can be written as Toeplitz determinants (without actually naming them “Toeplitz determinants”). With the help of Gessel’s formula, Borodin and Okounkov [7] expressed the general Toeplitz determinant as the Fredholm determinant of some operator acting on the Hilbert space $\ell^2$. Tracy and Widom [28] used Gessel’s formula to compute some asymptotic distributions related to combinatorial objects. They also observed that the minors located in the first columns of the triangular Toeplitz matrix $[h_{j-k}]_{j,k}$ can be written as Schur polynomials, and expressed the corresponding partitions in terms of the selected rows.

Bump and Diaconis [14] considered Toeplitz minors with a fixed number of struck-out rows and columns, and studied their asymptotic behavior as the order of the minor tends to infinity. They indexed the minors with two partitions without writing explicitly the relation between these partitions and the indices of the struck-out rows and columns.

Lascoux in his book [21] defined skew Schur functions $s_{\lambda/\mu}$ as minors of the triangular Toeplitz matrix $[h_{k-j}]_{j,k}$ and explicitly related the partitions $\lambda$ and $\mu$ with the indices of the selected rows and columns. Reiner, Shaw, and van Willigenburg mentioned the same relation in their article [24] about the problem of coinciding skew Schur polynomials.

Alexandersson [1] found a new combinatorial proof of Widom’s formula for the determinants of Toeplitz matrices. As an auxiliary result [1, Proposition 3], he wrote the minors of triangular Toeplitz matrices $[e_{k-j}]_{j,k}$ as skew Schur polynomials $s_{\alpha/\beta}$, with certain partitions $\alpha$ and $\beta$ expressed explicitly in terms of the struck-out rows and columns.

The aim of this paper is to complement [1] by showing that some other classical results from the theory of Toeplitz matrices can also be naturally embedded into the theory of skew Schur polynomials. When it comes to building bridges between these two theories we prefer to stay on the “Toeplitz side.” Thus, we start with a general (non-necessarily triangular) banded Toeplitz matrix $T_n(a)$ generated by an arbitrary Laurent polynomial $a$ and express its minors as certain skew Schur polynomials evaluated at the zeros of $a$. Then we deduce several formulas for the cofactors and eigenvectors, and give new proofs for the classical Trench’s formulas.
2 Main results

Let $a$ be a Laurent polynomial of the form

$$a(t) = \sum_{k=p-w}^{p} a_k t^k = a_p t^{p-w} \prod_{j=1}^{w} (t - z_j),$$

where $p \in \mathbb{N}_0 = \{0, 1, 2, \ldots\}$, $w \in \mathbb{N} = \{1, 2, \ldots\}$, $a_{p-w}, \ldots, a_p$ are some complex numbers and $a_p \neq 0$. The coefficients $a_k$ are defined to be zero if $k > p$ or $k < p - w$. For every $n$ in $\mathbb{N}$ denote by $T_n(a)$ the $n \times n$ banded Toeplitz matrix generated by $a$:

$$T_n(a) = [a_{j-k}]_{j,k=1}^{n}.$$  

Note that if $n$ is sufficiently large, $p$ is the index of the last nonzero diagonal below the main diagonal and $w + 1$ is the width of the band.

By Vieta’s formulas, the numbers $a_k/a_p$ can be written as elementary symmetric polynomials in the variables $z_1, \ldots, z_w$, with alternating signs. Thus, every minor of $T_n(a)$, after factorizing an appropriate power of $a_p$, is a symmetric polynomial in $z_1, \ldots, z_w$. It turns out that it is a certain skew Schur polynomial, up to a sign. Given a skew partition $\lambda/\mu$, we denote by $s_{\lambda/\mu}(z_1, \ldots, z_w)$ or just by $s_{\lambda/\mu}$ the corresponding skew Schur polynomial in variables $z_1, \ldots, z_w$. Given $k$ in $\mathbb{N}_0$, we denote by $h_k(z_1, \ldots, z_w)$ the complete homogeneous polynomial of degree $k$. The details are given in Section 3.

For every two integers $n, m$ such that $0 \leq m \leq n$, we denote by $I_n^m$ the set of all strictly increasing functions $\{1, \ldots, m\} \to \{1, \ldots, n\}$. Every element $\rho$ of $I_n^m$ can be written as an $m$-tuple $(\rho_1, \ldots, \rho_m)$, where $\rho_1, \ldots, \rho_m \in \{1, \ldots, n\}$ and $\rho_1 < \cdots < \rho_m$. We identify the function $\rho$ with the subset $\{\rho_1, \ldots, \rho_m\}$ of $\{1, \ldots, n\}$. Let $|\rho|$ denote the sum $\rho_1 + \cdots + \rho_m$.

Given $A$ in $\mathbb{C}^{n \times n}$, $m \in \{0, \ldots, n\}$, and $\rho, \sigma$ in $I_n^m$, we denote by $A_{\rho, \sigma}$ the submatrix of $A$ located in the intersection of the rows $\rho_1, \ldots, \rho_m$ and the columns $\sigma_1, \ldots, \sigma_m$:

$$A_{\rho, \sigma} = [A_{\rho_j, \sigma_k}]_{j,k=1}^{m}.$$  

Notice that if $m = 0$, then the submatrix $A_{\rho, \sigma}$ is void, and its determinant is 1.

Working with integer tuples we use a comma to denote the concatenation and superior indices to denote the repetition. For example, $(5^3, 3^2) = (5, 5, 5, 3, 3)$. For every tuple $\xi = (\xi_1, \ldots, \xi_d)$ we denote by rev$(\xi)$ the reversed tuple $(\xi_d, \ldots, \xi_1)$. Let $id_d$ denote the identity tuple $(1, 2, \ldots, d)$.

We start with two equivalent formulas for the minors of banded Toeplitz matrices.

**Theorem 2.1.** Let $a$ be a Laurent polynomial of the form (2.1), $n, m \in \mathbb{Z}$, $0 \leq m \leq n$, $\rho, \sigma \in I_n^m$, $d = n - m$, and $\xi, \eta \in I_n^d$ be the complements of $\rho, \sigma$, respectively. Then

$$\det(T_n(a)_{\rho, \sigma}) = (-1)^{pm + |\rho| + |\sigma|} a_p^m s_{m^p, \text{rev}(\xi - id_d)}/\text{rev}(\eta - id_d)(z_1, \ldots, z_w),$$

and also

$$\det(T_n(a)_{\rho, \sigma}) = (-1)^{pm + |\rho| + |\sigma|} a_p^m s_{m^p, m^d + id_d - \eta}/(m^d + id_d - \xi)(z_1, \ldots, z_w).$$
Let us rewrite the skew partitions from (2.3) and (2.4) in the expanded form. The skew Schur polynomial from (2.3) is \( s_{\lambda/\mu} \), where

\[
\lambda = (m, \ldots, m, \xi_d - d, \ldots, \xi_1 - 1), \quad \mu = (\eta_d - d, \ldots, \eta_1 - 1),
\]

and the skew Schur polynomial from (2.4) can be written as \( s_{\alpha/\beta} \), where

\[
\alpha = (m, \ldots, m, m + 1 - \eta_1, \ldots, m + d - \eta_d), \quad \beta = (m + 1 - \xi_1, \ldots, m + d - \xi_d).
\]

If a pair of partitions \( \lambda, \mu \) does not form a skew partition, i.e. if \( \lambda_j < \mu_j \) for some \( j \), then we define the corresponding skew Schur polynomial \( s_{\lambda/\mu} \) to be zero; this convention is justified by Proposition 3.1.

Formula (2.4) is a simple generalization and modification of formula (3) from [1]. We prove Theorem 2.1 in Section 4 combining ideas from [1] with a couple of other tools.

In the particular case of Toeplitz determinants, i.e. when \( d = 0 \), both identities (2.3) and (2.4) reduce to

\[
\det(T_n(a)) = (-1)^p a^n s_{(n^p)}(z_1, \ldots, z_w).
\]

In fact, (2.7) follows immediately from the dual Jacobi–Trudi formula for Schur polynomials, without the need for skew Schur polynomials. Formula (2.7) was noted by Bump and Diaconis [14, proof of Theorem 1]. Equivalent forms of (2.7) were discovered previously by Baxter and Schmidt [3] and by Trench [29, 30]; see Remark 4.9.

Theorem 2.1 says that every Toeplitz minor can be written as a skew Schur polynomial. Bump and Diaconis mentioned this fact in [14, pp. 253 and 254], but they did not express the skew partition in terms of the struck-out rows and columns. Theorem 2.1 also easily implies that every skew Schur polynomial in variables \( z_1, \ldots, z_w \) can be written as an appropriate minor of a Toeplitz matrix generated by a Laurent polynomial with zeros \( z_1, \ldots, z_w \); see Proposition 4.10.

Applying Theorem 2.1, we obtain the following equivalent formulas for the cofactors, i.e. for the entries of the adjugate matrix.

**Theorem 2.2.** Let \( a \) be of the form (2.1) and \( n \geq 1 \). Then for every \( r, s \) in \( \{1, \ldots, n\} \)

\[
\begin{align*}
\text{adj}(T_n(a))_{r,s} &= (-1)^{p(n-1)} a^{n-1}_p s_{((n-1)^p,s-1)/(r-1)}, \\
\text{adj}(T_n(a))_{r,s} &= (-1)^{p(n-1)} a^{n-1}_p s_{((n-1)^p,n-r)/(n-s)}, \\
\text{adj}(T_n(a))_{r,s} &= (-1)^{p(n-1)} a^{n-1}_p \sum_{k=\max(0,s-r)}^{\min(n-r,s-1)} s_{((n-1)^p-1,n+s-r-1-k,k)} \quad \text{(for } p \geq 1\text{),} \\
\text{adj}(T_n(a))_{r,s} &= (-1)^{pn} a^{n-1} \left( h_{s-r-p} s_{(np)} - \sum_{k=0}^{p-1} (-1)^k h_{s+k-p} s_{(np-k-1),(n-1)^k,n-r)} \right).
\end{align*}
\]
The expansion in the right-hand side of (2.10) does not make sense for \( p = 0 \); in this trivial case (2.8), (2.9), and (2.11) reduce to \( \text{adj}(T_n(a))_{r,s} = a_0^{n-1} s_{(r-s)} = a_0^{n-1} h_{r-s} \).

Of course, (2.8)–(2.11) can be easily converted into formulas for the entries of the inverse matrix \( T_n(a)^{-1} \): suppose that \( s_{(n^p)} \neq 0 \), change the left-hand side for \( (T_n(a)^{-1})_{r,s} \) and divide the right-hand sides by \( (-1)^{pn} a_p^n s_{(n^p)} \).

Formulas (2.8) and (2.9) are immediate corollaries from Theorem 2.1. In Section 5 we prove (2.10) applying a particular case of the Littlewood–Richardson rule and deduce (2.11) from (2.9) using the Jacobi–Trudi formula and expanding the corresponding determinant by the first column. Note that (2.11) is essentially Trench’s formula for the entries of the inverse matrix [29, Theorem 3]; it has an advantage over (2.10) because the number of summands in (2.11) does not depend on \( n \).

Finally, in the next theorem we give a simple formula for the components of an eigenvector of \( T_n(a) \), supposing that the associated eigenvalue \( x \) is known. More precisely, we construct a vector \( v \in \mathbb{C}^n \) satisfying \( T_n(a)v = xv \); there is no guarantee that \( v \) is nonzero.

**Theorem 2.3.** Let \( a \) be of the form (2.1), \( p \geq 1, n \geq 1 \), and \( x \) be an eigenvalue of \( T_n(a) \). Denote by \( z_1, \ldots, z_w \) the zeros of \( a - x \). Then the vector \( v = [v_r]_{r=1}^n \) with components

\[
v_r = s_{((n-1)p-1,n-r)}(z_1, \ldots, z_w)
\]

(2.12)

satisfies \( T_n(a)v = xv \). If \( 1 \leq p \leq w \) and the zeros of \( a - x \) are simple, then the vector \( v \) can be written as a linear combination of geometric progressions with ratios \( 1/z_1, \ldots, 1/z_w \) and some complex coefficients \( C_1, \ldots, C_w \):

\[
v_r = \sum_{j=1}^w C_j z_j^{n-r+w-p}.
\]

(2.13)

In Section 6 we prove Theorem 2.3 and provide explicit expressions for \( C_1, \ldots, C_w \). Formula (2.13) essentially coincides with Trench’s formula [30, Theorem 1].

Theorems 2.1, 2.2, 2.3, except for (2.13), are also true for Toeplitz matrices generated by semi-infinite Laurent series; in this situation one has to work with skew Schur functions instead of skew Schur polynomials; see Remark 4.1.

All formulas from Theorems 2.1–2.3, except for (2.10), are very efficient for small values of \( w, p, \) and \( d \), even if \( n \) is large.

We tested the main results with symbolic and numerical computations; see the details in Remark 4.12.
3 Skew Schur polynomials: notation and facts

In this section, we fix some notation and recall some well-known facts about skew Schur polynomials. See [23] and [27] for explanations and proofs.

For each \( r \in \mathbb{N}_0 \), the \( r \)-th elementary symmetric polynomial \( e_r \) is the sum of all products of \( r \) distinct variables, and the \( r \)-th complete homogeneous symmetric polynomial \( h_r \) is the sum of all monomials of total degree \( r \):

\[
e_r(x_1, \ldots, x_w) = \sum_{j_1 < j_2 < \cdots < j_r} \prod_{k=1}^{r} x_{j_k}, \quad h_r(x_1, \ldots, x_w) = \sum_{j_1, \ldots, j_r \in \{1, \ldots, w\}} \prod_{k=1}^{w} x_{j_k}.
\]

When \( x_1, \ldots, x_w \) are pairwise different complex numbers, \( h_r(x_1, \ldots, x_w) \) can be computed by the following efficient formula:

\[
h_r(x_1, \ldots, x_w) = \sum_{j=1}^{w} \frac{x_j^{r+w-1}}{\prod_{k \in \{1, \ldots, w\} \setminus \{j\}} (x_j - x_k)}.
\] (3.1)

For brevity, from now on we omit the variables \( x_1, \ldots, x_w \) when possible. Note that \( h_0 = e_0 = 1 \) and \( h_1 = e_1 \). Define \( h_r \) and \( e_r \) to be zero for \( r < 0 \). The above definitions also imply that \( e_r = 0 \) for \( r > w \). Consider the generating functions for the sequences of polynomials \((e_r)_{r=0}^{\infty}\) and \((h_r)_{r=0}^{\infty}\):

\[
E(t) = \sum_{r=0}^{w} e_r t^r = \prod_{s=1}^{w} (1 + x_s t), \quad H(t) = \sum_{r \geq 0} h_r t^r = \prod_{s \geq 0} (1 - x_s t)^{-1}.
\]

The formal series \( E(-t) \) and \( H(t) \) are mutually reciprocal:

\[
E(-t)H(t) = 1.
\] (3.2)

Equivalently, the sequences \((e_r)_{r=0}^{\infty}\) and \((h_r)_{r=0}^{\infty}\) are related by

\[
\sum_{k=0}^{j} (-1)^k e_k h_{j-k} = \delta_{j,0} \quad (j \in \mathbb{N}_0).
\] (3.3)

**Integer partitions** (partitions, for short) are tuples of the form \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_m) \), where \( m \in \mathbb{N}_0 \), \( \lambda_1, \lambda_2, \ldots, \lambda_m \in \mathbb{Z} \), and \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_m \geq 0 \). Each \( \lambda_j \) is called a part of \( \lambda \). The number of parts is the length of \( \lambda \), denoted by \( \ell(\lambda) \); and the sum of the parts is the weight of \( \lambda \), denoted by \( |\lambda| \). The Young–Ferrers diagram of a partition \( \lambda \) may be formally defined as the set of all points \((j, k)\) in \( \mathbb{Z}^2 \) such that \( 1 \leq k \leq \lambda_j \). The conjugate of a partition \( \lambda \) is the partition \( \lambda' \) whose diagram is the transpose of the diagram \( \lambda \). Hence, \( \lambda'_k \) is the number of nodes in the \( k \)-th column of \( \lambda \):

\[
\lambda'_k = \# \{ j : \lambda_j \geq k \}.
\] (3.4)
Here is an example of a partition and its conjugate, shown as Young–Ferrers diagrams:

\[ \lambda = (5, 3) = \young(11111,111), \quad \lambda' = (2, 2, 1, 1) = \young(11,11). \]

Given two partitions \( \lambda \) and \( \mu \), it will be written \( \mu \subseteq \lambda \) if \( \ell(\mu) \leq \ell(\lambda) \) and \( \mu_j \leq \lambda_j \) for all \( j \) in \( \{1, \ldots, \ell(\mu)\} \). In this case, the pair \( \lambda, \mu \) is called a skew partition and is denoted by \( \lambda/\mu \).

The diagram of \( \lambda/\mu \) is defined as the set difference of the diagrams associated to \( \lambda \) and \( \mu \).

For example,

\[ (7, 4, 2)/(2, 1) = \young(111111,11111,111). \]

There are many equivalent definitions of skew Schur polynomials. Given a skew partition \( \lambda/\mu \), the skew Schur polynomial \( s_{\lambda/\mu} \) can be defined by the (first) Jacobi–Trudi formula:

\[
s_{\lambda/\mu} = \det [h_{\lambda_j - \mu_k - j + k}]_{j,k=1}^{\ell(\lambda)}.
\]  

(3.5)

The dual Jacobi–Trudi formula (also known as the second Jacobi–Trudi formula or the N"agelsbach–Kostka formula) expresses \( s_{\lambda/\mu} \) in terms of the elementary polynomials:

\[
s_{\lambda/\mu} = \det [e_{\lambda'_j - \mu'_k - j + k}]_{j,k=1}^{\lambda_1}.
\]  

(3.6)

In formulas (3.5) and (3.6), the partition \( \mu \) is extended with zeros up to the length of the partition \( \lambda \). Also notice that the extension of \( \lambda \) with zeros does not change the corresponding skew Schur polynomial \( s_{\lambda/\mu} \), though the matrix \( JT(\lambda/\mu) \) changes its size.

We use the notation \( \lambda/\mu \) and the definition (3.5) for all pairs of partitions \( \lambda, \mu \), without requiring \( \mu \subseteq \lambda \), and denote by \( JT(\lambda/\mu) \) the matrix \([h_{\lambda_j - \mu_k - j + k}]_{j,k=1}^{\ell(\lambda)} \) that appears in the right-hand side of the formula (3.5).

**Proposition 3.1.** For every integer partitions \( \lambda \) and \( \mu \) such that \( \mu \not\subseteq \lambda \), the determinants in the right-hand sides of (3.5) and (3.6) are zero.

**Proof.** Suppose that \( p \in \{1, \ldots, \ell(\lambda)\} \) and \( \mu_p > \lambda_p \). Then the \((p,p)\)th entry of \( JT(\lambda/\mu) \) is zero, and so are the entries below and to the left of \((p,p)\). Indeed, if \( j \geq p \) and \( k \leq p \), then

\[
\lambda_j - \mu_k - j + k \leq \lambda_p - \mu_p < 0
\]

and therefore \( JT(\lambda/\mu)_{j,k} = 0 \). Thus, the rank of the matrix formed by the first \( p \) columns of \( JT(\lambda/\mu) \) is strictly less than \( p \), the matrix \( JT(\lambda/\mu) \) is singular, and \( \det(JT(\lambda/\mu)) = 0 \).

Another way to obtain the same conclusion is to divide the rows and columns of \( JT(\lambda/\mu) \) into the parts \( \{1, \ldots, p\} \) and \( \{p + 1, \ldots, w\} \) and to apply the formula for the determinant of block-triangular matrices.

The situation with the determinant in (3.6) is similar; let us just prove that \( \mu \subseteq \lambda \) if and only if \( \mu' \subseteq \lambda' \). Since the operation \( \lambda \mapsto \lambda' \) is involutive, it is sufficient to verify the if part. Suppose that \( \mu_k \leq \lambda_k \) for each \( k \). Then for each \( j \) we obtain \( \{k: \mu_k \geq j\} \subseteq \{k: \lambda_k \geq j\} \), thus, \( \mu'_j \leq \lambda'_j \) by (3.4). \( \square \)
In particular, if \( \mu \) is the void partition \( () \), then the skew Schur polynomial \( s_{\lambda/\mu} \) is called the Schur polynomial associated to \( \lambda \) and is denoted by \( s_\lambda \). In this case, the Jacobi–Trudi formula (3.5) and its dual (3.6) become

\[
\begin{align*}
s_\lambda &= \det[h_{\lambda_j-j+k}]_{j,k=1}^{\ell(\lambda)}, \\
s_\lambda &= \det[e_{\lambda_j-j+k}]_{j,k=1}^{\ell(\lambda)}.
\end{align*}
\] (3.7) (3.8)

**Remark 3.2.** The parts of \( \lambda \) are the degrees of the complete homogeneous polynomials in the main diagonal of \( JT(\lambda) \), i.e. \( JT(\lambda)_{j,j} = h_{\lambda_j} \).

Schur polynomials can also be expressed as quotients of antisymmetric functions. Notice first that if \( \ell(\lambda) > w \), then (3.8) yields \( s_\lambda(x_1, \ldots, x_w) = 0 \). If \( \ell(\lambda) \leq w \), then the partition \( \lambda \) can be extended with zeros up to the length \( w \), and

\[
s_\lambda(x_1, \ldots, x_w) = \frac{\det A_\lambda(x_1, \ldots, x_w)}{\det A_{(0^w)}(x_1, \ldots, x_w)}.
\] (3.9)

where \( A_\lambda(x_1, \ldots, x_w) \) is the generalized Vandermonde matrix

\[
A_\lambda(x_1, \ldots, x_w) = \begin{bmatrix} x_1^{\lambda_1+w-j} & x_2^{\lambda_2+w-j} & \cdots & x_w^{\lambda_w+w-j} \\
& x_1^{\lambda_1+w-2} & x_2^{\lambda_2+w-2} & \cdots & x_w^{\lambda_w+w-2} \\
& & \ddots & \ddots & \vdots \\
& & & x_1^{\lambda_w} & x_2^{\lambda_w} & \cdots & x_w^{\lambda_w} \end{bmatrix}. \tag{3.10}
\]

The denominator of the quotient in (3.9) is the Vandermonde determinant

\[
V(x_1, \ldots, x_w) = \det A_{(0^w)}(x_1, \ldots, x_w) = \prod_{1 \leq j < k \leq w} (x_j - x_k).
\]

**Remark 3.3.** If some of the numbers \( x_1, \ldots, x_w \) coincide, then the quotient (3.9) can be computed by the L’Hôpital’s rule, i.e. by differentiating the columns of the determinants that correspond to the repeating variables. Following Trench [29, Definition 1] and modifying slightly his notation, we denote by \( C_\lambda \) the vector-function \( t \mapsto [t^{\lambda_1+w-j}]_{j=1}^{w} \), and by \( C^{(q)}_\lambda \) the \( q \)-th derivative of this function. Suppose that the list \( x_1, \ldots, x_w \) contains \( \gamma \) different complex numbers, and \( m_1, \ldots, m_\gamma \) are their multiplicities, such that \( m_1 + \cdots + m_\gamma = w \), \( z_1 = \cdots = z_{m_1} \), \( z_{m_1+1} = \cdots = z_{m_1+m_2} \), and so forth. Denote by \( A_\lambda(x_1, \ldots, x_w) \) the confluent generalized Vandermonde matrix of order \( w \), whose first \( m_1 \) columns are \( C^{(0)}_\lambda(x_1), \ldots, C^{(m_1-1)}(x_1) \), the next \( m_2 \) columns are \( C^{(0)}(x_{m_1+1}), \ldots, C^{(m_2-1)}(x_{m_1+1}) \), etc. Then \( V = \det A_{(0^w)}(x_1, \ldots, x_w) \) is the confluent Vandermonde determinant. With these modifications, formula (3.9) is valid in the case when some of \( x_1, \ldots, x_w \) coincide.
Schur polynomials form a basis for the vector space of homogeneous symmetric polynomials. In particular, the skew Schur polynomials can be expressed as sums of Schur polynomials. This is known as the Littlewood–Richardson rule.

In this paper we only use a particular case of the Littlewood–Richardson rule, known as the skew version of Pieri’s rule. Let $\lambda$ be a partition and $r \in \mathbb{N}$. Then

$$s_{\lambda/(r)} = \sum_{\nu} s_{\nu}, \quad (3.11)$$

where $\nu$ ranges over all partitions $\nu \subseteq \lambda$ such that $\lambda/\nu$ is a horizontal strip of size $r$. It is said that a skew partition is a horizontal strip if in the associated diagram there is no two nodes in the same column. Formally, $\nu$ from (3.11) satisfies

$$\ell(\nu) \leq \ell(\lambda), \quad \lambda_{j+1} \leq \nu_j \leq \lambda_j \quad (1 \leq j \leq \ell(\lambda)) \quad \text{and} \quad |\lambda| - |\nu| = r. \quad (3.12)$$

The flip operation over skew partitions is defined by

$$(\lambda/\mu)^\ast = (\lambda^{\ell(\lambda)} - \text{rev}(\mu))/(\lambda^{\ell(\lambda)} - \text{rev}(\lambda)), \quad (3.13)$$

i.e. $(\lambda/\mu)^\ast = \alpha/\beta$, where

$$\alpha_j = \lambda_1 - \mu_{\ell(\lambda) + 1 - j}, \quad \beta_j = \lambda_1 - \lambda_{\ell(\lambda) + 1 - j}. \quad (3.14)$$

Here is an example of the action of the flip operation:

$$\lambda/\mu = (6, 6, 3, 1)/(3, 2, 2) = \begin{array}{cccc} \lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 \\ \mu_1 & \mu_2 & \mu_3 & \mu_4 \\ \end{array} \quad \text{and} \quad (\lambda/\mu)^\ast = \alpha/\beta = (6, 4, 4, 3)/(5, 3) = \begin{array}{cccc} \alpha_1 & \alpha_2 & \alpha_3 & \alpha_4 \\ \beta_1 & \beta_2 & \beta_3 & \beta_4 \\ \end{array}.$$

It is well known that $s_{(\lambda/\mu)^\ast} = s_{\lambda/\mu}$; see, for example, [27, Exercise, 7.56(a)]. For the reader’s convenience, we give another simple proof of this fact in the following proposition by applying the Jacobi–Trudi formula and the concept of the pertranspose matrix. Recall that the exchange matrix of order $n$ is defined by $J_n = [\delta_{j+k,n+1}]_{j,k=1}^{n}$, where $\delta$ is Kronecker’s delta. Given a matrix $A \in \mathbb{C}^{n \times n}$, the matrix $J_n A^T J_n$ is called the pertranspose of $A$; its entry $(j, k)$ equals $A_{n+1-k,n+1-j}$. The matrices $J_n A^T J_n$ and $A$ have the same determinant because $\det(J_n) = (-1)^{n(n-1)/2}$.

**Proposition 3.4.** Let $\lambda$ and $\mu$ be some partitions. Then

$$s_{\lambda/\mu} = s_{(\lambda/\mu)^\ast}. \quad (3.15)$$

**Proof.** Denote the length of $\lambda$ by $n$. The following computation shows that the matrix $JT((\lambda/\mu)^\ast)$ is the pertranspose of $JT(\lambda/\mu)$:

$$JT((\lambda/\mu)^\ast)_{j,k} = h_{\lambda_{n+1-k} - \mu_{n+1-j} - j + k}$$

$$= h_{\lambda_{n+1-k} - \mu_{n+1-j} - (n+1-k) + (n+1-j)} = JT(\lambda/\mu)_{n+1-k,n+1-j}.$$

Thus, the determinants of $JT((\lambda/\mu)^\ast)$ and $JT(\lambda/\mu)$ coincide. \qed
If the pair $\lambda, \mu$ does not form a skew partition, i.e. $\lambda_j < \mu_j$ for some $j$, then the pair $\alpha, \beta$ defined by (3.14) have the same defect, hence in this case both sides of (3.15) are zero.

**Remark 3.5.** Many formulas for skew Schur polynomials do not involve explicitly the variables $x_1, \ldots, x_w$; the corresponding abstraction leads to the concept of skew Schur functions. In this paper, it is convenient to think that the argument of a skew Schur function is not a list of variables $x_1, x_2, \ldots$, but rather an arbitrary sequence of numbers $(e_k)_{k=0}^{\infty}$ or, equivalently, the formal series $E(t) = \sum_{k=0}^{\infty} e_k t^k$. Then the numbers $h_0, h_1, \ldots$ are defined as the coefficients of the formal series $H(t) = 1/E(-t)$, i.e. by formula (3.3), and the skew Schur functions are defined by Jacobi–Trudi formula (3.5). This idea is explained in [22, pp. 99–100 and Chap. VII] and [27, Exercise 7.91]. Note that (3.9) makes sense only for Schur polynomials.

### 4 Minors of banded Toeplitz matrices

In this section we prove Theorem 2.1. Let $a$ be a Laurent polynomial of the form (2.1). Consider the polynomial

$$P(t) = t^{w-p} a(t) = \sum_{j=0}^{w} a_{j+w-p} t^j = a_p \prod_{j=1}^{w} (t-z_j).$$

By Vieta’s formulas, the coefficients of this polynomial can be related with elementary symmetric polynomials $a_{j+p-w} = a_p (-1)^{w-j} e_{w-j} t^j$, which yields

$$a_j = (-1)^{p-j} a_p e_{p-j}.$$  \hfill (4.1)

Note that (4.1) is true not only for $p - w \leq j \leq p$, but for every integer $j$, since for $j > p$ or $j < p - w$ both sides equal zero. Thus the matrix $T_n(a)$ can be written as

$$T_n(a) = (-1)^p a_p \left[(-1)^{+k} e_{p+k-j} t_j \right]_{j=1}^{n}.$$  \hfill (4.2)

**Remark 4.1** (Toeplitz matrices generated by semi-infinite Laurent series). Instead of working with Laurent polynomials of the form (2.1) and corresponding banded Toeplitz matrices, we consider the more general situation in which $a$ is a formal Laurent series of the form $a(t) = \sum_{k=-\infty}^{p} a_k t^k$, with $a_p \neq 0$. In other words, the initial data is the sequence $(a_k)_{k \in \mathbb{Z}}$ such that $a_p \neq 0$ and $a_k = 0$ for $k > p$. Then the corresponding Toeplitz matrices have only a finite number of nonzero diagonals below the leading diagonal. We do not know how to define the zeros of a formal Laurent series nor how to express the coefficients $a_k$ through these zeros. Thus we define $(e_k)_{k=0}^{\infty}$ directly by (4.1) and work with skew Schur functions, see Remark 3.5. Note that $a$ can be written in terms of $(e_k)_{k=0}^{\infty}$ as

$$a(t) = \sum_{k=-\infty}^{p} a_k t^k = a_p t^p \sum_{k=-\infty}^{0} (-1)^k e_{-k} t^k = a_p t^p E(-1/t).$$  \hfill (4.3)

Almost all results of this paper are valid in this situation, except for (2.13).
Consider first the triangular case studied by other authors, in order to facilitate the comparison of the results. Let

\[ b(t) = E(1/t) = \sum_{k=0}^{\infty} e_k t^{-k} = \sum_{k=-\infty}^{0} e_{-k} t^k. \] (4.4)

If \( e_0, e_1, \ldots \) are elementary symmetric polynomials in a finite number of variables, \( z_1, \ldots, z_w \), then the sums in (4.4) are finite, and \( -z_1, \ldots, -z_w \) are the roots of \( b \).

The next lemma is a simple application of the dual Jacobi–Trudi formula.

**Lemma 4.2.** Let \( n \geq 1, m \leq n, \rho, \sigma \in I_{m}^{n} \), and \( d = n - m \). Then

\[ \det(T_n(b)_{\rho, \sigma}) = \det [e_{\sigma_k - \rho_j}]_{j,k=1}^{m} = s_{(\text{id}_m - \rho + d m)'} / (\text{id}_m - \sigma + d m)'. \] (4.5)

**Proof.** The \((j,k)\)th entry of the matrix \( T_n(b)_{\rho, \sigma} \) is \( e_{\sigma_k - \rho_j} \). Rewrite the difference \( \sigma_k - \rho_j \) as

\[ \sigma_k - \rho_j = (j - \rho_j + d) - (k - \sigma_k + d) - j + k, \]

and define partitions \( \lambda \) and \( \mu \) via their conjugates:

\[ \lambda'_j = j - \rho_j + d, \quad \mu'_k = k - \sigma_k + d. \] (4.6)

Then \( T_n(b)_{\rho, \sigma} \) coincides with the matrix from the right-hand side of (3.6). □

The summand \( d \) in (4.6) serves just to make \( \lambda'_j \) and \( \mu'_k \) non-negative. This summand can be substituted by any integer greater or equal to \( \max\{\rho_m - m, \sigma_m - m\} \).

Lemma 4.2 is very close to the Subsection 4.2 from [24], but the Toeplitz matrix considered there is \( [h_{k,j}]_{j,k=0}^{\infty} \), and the summand \( \sigma_m - m \) is used instead of \( d \). See also the Section 1.4 from [21], where the skew Schur functions are defined as certain minors of the matrix \( [h_{k,j}]_{j,k=0}^{\infty} \), and the parts of the partitions are written in the increasing order.

If the number of the selected rows and columns (which we denote by \( m \)) is small, then the corresponding Toeplitz minor is easy to compute directly. The interesting case is when \( d = n - m \) is small, i.e. when we strike out only few rows and columns. We are going to express \( \lambda \) and \( \mu \) in terms of the deleted rows and columns. The following elementary combinatorial lemma yields the ascending enumeration of a subset of \( \{1, \ldots, n\} \) in terms of its complement.

**Lemma 4.3.** Let \( m, n \in \mathbb{N}, m \leq n, d = n - m, \rho \in I_{n}^{m} \) and \( \xi \in I_{n}^{d} \) such that \( \xi = \{1, \ldots, n\} \setminus \rho \). Then for every \( j \) in \( \{1, \ldots, d\} \)

\[ \xi_{j} = j + \#\{k \in \{1, \ldots, m\} : \rho_k - k < j\}. \] (4.7)
Proof. Put \( A_j = \{ k \in \{1, \ldots, m\} : \rho_k < \xi_j \} \) and \( B_k = \{ j \in \{1, \ldots, d\} : \xi_j < \rho_k \} \). The set \( A_j \) is the complement of \( \{\xi_1, \ldots, \xi_j\} \) in \( \{1, \ldots, \xi_j\} \), therefore \( \xi_j = j + \#A_j \). Similarly, \( \rho_k = k + \#B_k \). Furthermore,

\[
\rho_k < \xi_j \iff j \notin B_k \iff \#B_k < j \iff \rho_k - k < j,
\]

and \( \xi_j = j + \#A = j + \#\{k : \rho_k - k < j\} \). \( \square \)

To illustrate Lemma 4.3, take \( n = 10 \) and \( \rho = (1, 3, 4, 6, 9, 10) \), then \( \xi = (2, 5, 7, 8) \) and

\[
\xi_3 = 3 + \#\{k : \rho_k - k < 3\} = 3 + \#\{1, 2, 3, 4\} = 7.
\]

By comparing formulas (4.7) and (3.4) we see that the duality between the sets and their complements is somehow similar to the duality between the partitions and their conjugates. This is the key idea behind the proof of the following lemma.

**Lemma 4.4.** In conditions of Lemma 4.2, denote by \( \xi \) and \( \eta \) the complements of \( \rho \) and \( \sigma \), with respect to the set \( \{1, \ldots, n\} \). Then

\[
\det(T(b)_{\rho, \sigma}) = s_{rev(\xi - \text{id}_d)}/rev(\eta - \text{id}_d)
\]

and

\[
\det(T(b)_{\rho, \sigma}) = s_{(m^d + \text{id}_d - \eta)/(m^d + \text{id}_d - \xi)}.
\]

**Proof.** Let us compute \( \lambda_j \) by applying (3.4), (4.6) and (4.7). For every \( j \in \{1, \ldots, d\} \),

\[
\lambda_j = \#\{k : \lambda'_k \geq j\} = \#\{k : k - \rho_k + d \geq j\} = \#\{k : \rho_k - k \leq d - j\} = \#\{k : \rho_k - k < d + 1 - j\} = \xi_{d+1-j} - (d + 1 - j) = (\xi - \text{id}_d)_{d+1-j} = \text{rev}(\xi - \text{id}_d)_j.
\]

Thereby we obtain \( \lambda = \text{rev}(\xi - \text{id}_d) \). The formula \( \mu = \text{rev}(\eta - \text{id}_d) \) can be proved in a similar manner. As we know from Proposition 3.4, \( s_{\lambda/\mu} = s_{\alpha/\beta} \), where \( \alpha/\beta = (\lambda/\mu)^* \). We compute \( \alpha \) and \( \beta \) by (3.13):

\[
\alpha = \lambda^{(\lambda)}_1 - \text{rev}(\mu) = \lambda^{(\lambda)}_1 + \text{id}_d - \eta, \quad \beta = \lambda^{(\lambda)}_1 - \text{rev}(\lambda) = \lambda^{(\lambda)}_1 + \text{id}_d - \xi.
\]

Note that \( \lambda_1 = \xi_d - d \leq n - d = m \). The partitions \( m^d + \text{id}_d - \eta \) and \( m^d + \text{id}_d - \xi \) are obtained from \( \alpha \) and \( \beta \) by adding the same non-negative integer number \( m - \lambda_1 \) to all parts. This operation does not change the skew Schur function, thus (4.9) is proved. \( \square \)

Formula (4.9) is the original Alexandersson’s formula (3) from [1]. The statements and proofs of our Lemmas 4.2–4.4 may be viewed as another redaction of the proof of Proposition 3 in [1].
In what follows we use extensively the obvious identity
\[ \text{id}_{d+p} = (\text{id}_p, p^d + \text{id}_d) = (\text{id}_d, d^p + \text{id}_p). \quad (4.10) \]

The next lemma shows how to transform a general minor of \( T_{n}(a) \) to a certain minor of the triangular matrix \( T_{n+p}(b) \). As usual, in the notation for the submatrices we have to indicate the selected rows and columns, but the real “characters of the tale” are the struck-out rows and columns.

**Lemma 4.5.** Let \( a \) and \( b \) be Laurent series of the forms (4.3) and (4.4), respectively. Furthermore, let \( n, m \in \mathbb{Z} \), \( 1 \leq m \leq n \), \( \rho, \sigma \in I_{n}^{m} \), \( \xi = \{1, \ldots, n\} \setminus \rho \), \( \eta = \{1, \ldots, n\} \setminus \sigma \). Then\n
\[ \det T_{n}(a)_{\rho, \sigma} = (-1)^{|\rho|+|\sigma|+mp} a^{m}_{p} \det T_{n+p}(b)_{\hat{\rho}, \hat{\sigma}}, \quad (4.11) \]

where \( \hat{\xi} = (\xi, \text{id}_p + n^p) \), \( \hat{\eta} = (\text{id}_p, \eta + p^d) \), \( \hat{\rho} = \{1, \ldots, n + p\} \setminus \hat{\xi} \), and \( \hat{\sigma} = \{1, \ldots, n + p\} \setminus \hat{\eta} \).

**Proof.** First we express the submatrix \( T_{n}(a)_{\rho, \sigma} \) in terms of \((e_k)_{k=0}^{\infty}\):
\[ T_{n}(a)_{\rho, \sigma} = [a_{\rho_j - \sigma_\ell}^{m}]_{j,k=1}^{m} = (-1)^{p} a^{m}_{p} \left( (-1)^{p_{j}+\sigma_\ell} a^{m}_{p} \right)_{j,k=1}^{m}. \]

Now we factorize \((-1)^{p_j}\) from the \( j\)-st row, for every \( j \), and \((-1)^{\sigma_\ell}\) from the \( k\)-st column, for every \( k \). Formally,
\[ T_{n}(a)_{\rho, \sigma} = (-1)^{p} a^{m}_{p} \text{ diag}([(-1)^{p_{j}}]_{j=1}^{m}) \left[ diag((e_{p_{j}+p_{\ell}})_{j,k=1}^{m}) \right] \text{ diag}([(-1)^{\sigma_\ell}]_{k=1}^{m}), \]

where \( \text{diag}(v) \) is the diagonal matrix generated by a vector \( v \). Passing to determinants we obtain
\[ \det T_{n}(a)_{\rho, \sigma} = (-1)^{|\rho|+|\sigma|+mp} a^{m}_{p} \det(e_{p_{j}+p_{\ell}})_{j,k=1}^{m}. \quad (4.12) \]

Defining \( \hat{\rho}, \hat{\sigma} \in I_{n+p}^{m} \) by \( \hat{\rho} = \rho \) and \( \hat{\sigma} = \sigma + p^m \) we arrive at (4.11). We are left to compute the complements of \( \hat{\rho} \) and \( \hat{\sigma} \) in \( \{1, \ldots, n + p\} \). Identifying subsets with strictly increasing tuples and using (4.10) we obtain
\[ \text{id}_{n+p} \setminus \hat{\rho} = (\text{id}_{n} \setminus \rho) \cup ((\text{id}_{p} + n^{p}) = (\xi, \text{id}_{p} + n^{p}) = \hat{\xi}, \]
\[ \text{id}_{n+p} \setminus \hat{\sigma} = \text{id}_{p} \cup ((\text{id}_{n} + p^{n}) \setminus (\sigma + p^{m})) = \text{id}_{p} \cup (\eta + p^{d}) = (\text{id}_{p}, \eta + p^{d}) = \hat{\eta}. \]

**Proof of Theorem 2.1.** By Lemma 4.5 and Lemma 4.4 applied to \( \hat{\xi} \) and \( \hat{\eta} \),
\[ \det T_{n}(a)_{\rho, \sigma} = (-1)^{|\rho|+|\sigma|+pm} a^{m}_{p} s_{\lambda/\mu} = (-1)^{|\rho|+|\sigma|+pm} a^{m}_{p} s_{\alpha/\beta}, \]

where
\[ \lambda = \text{rev}(\hat{\xi} - \text{id}_{d+p}), \quad \mu = \text{rev}(\hat{\eta} - \text{id}_{d+p}), \]
\[ \alpha = m^{d+p} + \text{id}_{d+p} - \hat{\xi}, \quad \beta = m^{d+p} + \text{id}_{d+p} - \hat{\eta}. \]
With the help of (4.10), these expressions are easily transformed to the partitions (2.5) and (2.6) from Theorem 2.1. For example,

\[ \hat{\xi} - \text{id}_{d+p} = (\xi, \text{id}_p + m^p) - (\text{id}_d, \text{id}_p + d^p) = (\xi - \text{id}_d, m^p), \]

thus \( \lambda = \text{rev}((\xi - \text{id}_d, m^p)) = (m^p, \text{rev}(\xi - \text{id}_d)) \).

\[ \text{Remark 4.6.} \] Another way to prove Theorem 2.1 is to apply formula (3.6) and Lemma 4.3 directly to \( \det(T_n(a))_{\rho,\sigma} \), without reducing the situation to the triangular case. The equality between the right-hand sides of (2.3) and (2.4) can also be proved directly, by verifying that \( \alpha/\beta = (\lambda/\mu)^* \) or by applying the persymmetric property of Toeplitz matrices.

\[ \text{Remark 4.7.} \] A sketch of an alternative proof of Theorem 2.1 is as follows. Consider the following mutually reciprocal formal series in non-positive powers of \( t \):

\[ f(t) = E(-1/t) = \sum_{k=0}^{\infty} (-1)^k e_k t^{-k}, \quad g(t) = H(1/t) = \sum_{k=0}^{\infty} h_k t^{-k}. \]

Similarly to Lemma 4.5,

\[ \det T_n(a)_{\rho,\sigma} = a^m_p \det T_{n+p}(f)_{\tilde{\rho},\tilde{\sigma}}. \]

The upper triangular Toeplitz matrices generated by \( f \) and \( g \) are mutually inverse. Thus, by Jacobi’s theorem about the complementary minor, every minor of \( T_{n+p}(f) \) can be expressed through a certain minor of \( T_{n+p}(g) \). In our case,

\[ \det T_{n+p}(f)_{\tilde{\rho},\tilde{\sigma}} = (-1)^{\tilde{\xi}+|\tilde{\eta}|} \det T_{n+p}(g)_{\tilde{\eta},\tilde{\xi}} = (-1)^{\xi+|\eta|+m^p} \det [h_{\xi_k-\eta_j}]_{d+p}. \]

In order to apply the Jacobi–Trudi formula and to identify the obtained minor of \( T_{n+p}(g) \) with \( s_{\alpha/\beta} \), we have to represent \( \hat{\xi}_k - \hat{\eta}_j \) as \( \alpha_j - \beta_k - j + k \). This is achieved by taking \( \alpha_j = m + j - \hat{\eta}_j \) and \( \beta_k = m + k - \hat{\xi}_k \). The corresponding partitions are \( \alpha \) and \( \beta \) from (2.6):

\[ \alpha = m^{p+d} + \text{id}_{d+p} - \hat{\eta} = (m^p, m^d + \text{id}_d - \eta), \]
\[ \beta = m^{p+d} + \text{id}_{d+p} - \hat{\xi} = (m^d + \text{id}_d - \xi, 0^p). \]

The importance of Jacobi’s theorem for the theory of Toeplitz matrices was already noted in various papers, including [13].

Let us illustrate Theorem 2.1 by an example.

\[ \text{Example 4.8.} \] For \( w = 5 \) and \( p = 2 \), the Laurent polynomial (2.1) takes the form \( a(t) = \sum_{k=-3}^{2} a_k t^k \). Let \( a_2 = 1, n = 7, \xi = (3, 6) \) and \( \eta = (3, 7) \). Then \( d = 2, m = 5, \rho = \).
(1, 2, 4, 5, 7) and \( \sigma = (1, 2, 4, 5, 6) \). By striking out the rows \( \xi \) and the columns \( \eta \) in the Toeplitz matrix \( T_7(a) \) we obtain the minor

\[
\det(T_7(a)_{\rho,\sigma}) = \begin{vmatrix}
a_0 & a_{-1} & a_{-3} & 0 & 0 \\
a_1 & a_0 & a_{-2} & a_{-3} & 0 \\
0 & a_2 & a_0 & a_{-1} & a_{-2} \\
0 & 0 & a_1 & a_0 & a_{-1} \\
0 & 0 & 0 & a_2 & a_1 \\
\end{vmatrix}.
\]

By Vieta’s formulas the \( a_k \) are expressed through \( e_{2-k} \):

\[
\det(T_7(a)_{\rho,\sigma}) = \begin{vmatrix}
e_2 & -e_3 & -e_5 & 0 & 0 \\
-e_1 & e_2 & e_4 & -e_5 & 0 \\
0 & e_0 & e_2 & -e_3 & e_4 \\
0 & 0 & -e_1 & e_2 & -e_3 \\
0 & 0 & 0 & e_0 & -e_1 \\
\end{vmatrix} = \begin{vmatrix}
e_2 & -e_3 & -e_5 & e_6 & -e_7 \\
-e_1 & e_2 & e_4 & -e_5 & e_6 \\
-e_1 & e_0 & e_2 & -e_3 & e_4 \\
e_2 & -e_1 & e_2 & e_3 & e_4 \\
e_4 & -e_3 & -e_1 & e_0 & e_1 \\
\end{vmatrix}.
\]

Using (2.5), we have \( \lambda = (5^2, 6 - 2, 3 - 1) = (5^2, 4, 2) \) and \( \mu = (7 - 2, 3 - 1) = (5, 2) \), then

\[
\det(T_7(a)_{\rho,\sigma}) = (-1)^{10+19+18}s_{(5,5,4,2)/(5,2)} = -s_{(5,4,2)/(2)}.
\]

By (2.6), \( \alpha = (5, 5, 3) \) and \( \beta = (3, 1) \), thus

\[
\det(T_7(a)_{\rho,\sigma}) = -s_{(5,5,3)/(3,1)}.
\]

Note that \( \alpha/\beta \) is related with \( \lambda/\mu \) by the flip operation \(*\):

\[
\lambda/\mu = \begin{array}{cccc}
\begin{array}{cccc}
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\end{array}
\end{array}, \quad \alpha/\beta = \begin{array}{cccc}
\begin{array}{cccc}
0 & 0 & 0 & 0 \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\end{array}
\end{array}.
\]

**Remark 4.9.** The Schur function \( s_{(n^p)} \) from the right-hand side of (2.7) can be written by the Jacobi–Trudi formula (3.5). Then (2.7) takes the form

\[
\det T_n(a) = a^n_p (-1)^{pn} \det [h_{n-j+k}]_{j,k=1}^p. \tag{4.13}
\]

Baxter and Schmidt [3] proved (4.13) without using the language of Schur functions. They denoted by \( h_j \) the coefficients of the reciprocal series to a given series \( \sum_k (-1)^k e_k t^k \). Essentially, they proved the Jacobi theorem about the complementary minor for this particular situation. In the banded case, the Schur polynomial \( s_{(n^p)} \) can also be written by (3.9), as the quotient of two determinants:

\[
\det T_n(a) = a^n_p (-1)^{pn} A_{(n^p)}(x_1, \ldots, x_w) \frac{\frac{\prod}{V(x_1, \ldots, x_w)}}. \tag{4.14}
\]

In this form (2.7) was deduced by Trench [30, Theorem 2]. These classical results are also explained in [8, Chapter 2].
Proposition 4.10. Let $\lambda/\mu$ be a skew partition and $d = \ell(\lambda)$. Define $a$ by (2.1) with $p = 0$ and $a_p = 1$. Furthermore, let $n = \lambda_1 + d$,

$$\xi = \text{rev}(\lambda) + \text{id}_d = (\lambda_d + 1, \lambda_{d-1} + 2, \ldots, \lambda_1 + d),$$

$$\eta = \text{rev}(\mu) + \text{id}_d = (\mu_d + 1, \mu_{d-1} + 2, \ldots, \mu_1 + d),$$

(4.15)

and let $\rho, \sigma \in I^d_n$ be the complements of $\xi, \eta$, respectively. Then

$$s_{\lambda/\mu}(z_1, \ldots, z_w) = (-1)^{|\lambda|+|\mu|} \det T_n(a)_{\rho,\sigma}.$$  

(4.16)

Proof. Formulas (4.15) and (4.16) are equivalent to (2.5) and (2.3), if $a_p = 1$ and $p = 0$. □

Remark 4.11. Given a skew partition $\lambda/\mu$ and a number $w$, the skew Schur polynomial $s_{\lambda/\mu}$ can be obtained not only as Proposition 4.10 states. For example, one can choose an arbitrary $n$ satisfying $n \geq \lambda_1 + d$. Furthermore, instead of (2.5) one could use (2.6) with $p = 0$ and define $\xi$ and $\eta$ by

$$\xi = (\mu_1 - (m + 1), \ldots, \mu_d - (m + d)), \quad \eta = (\lambda_1 - (m + 1), \ldots, \lambda_d - (m + d)).$$

(4.17)

We do not have a general necessary and sufficient condition to determine whether two banded Toeplitz minors correspond to the same skew Schur polynomial. Two different skew partitions can induce the same skew Schur polynomial, and the problem of coincidences between skew Schur polynomials is not trivial, see [24].

Remark 4.12. We tested Theorems 2.1, 2.2, 2.3 using symbolic computations with Schur functions in SageMath [25, 26], which integrates the Littlewood–Richardson Calculator library (lrcalc) developed by Anders S. Buch. In particular, we verified (2.3) and (2.4) for all possible $p, n, m, \rho, \sigma$ with $0 \leq p, n \leq 8$ and $a_p = 1$. There were 138812 nonzero answers from 158193 minors in total. In each example, the determinant in the left-hand side of (2.3) was computed by the recursive expansion. Such symbolic computations can take much time even for modest values of $m$, say for $m = 10$. We also tested Theorem 2.1 with pseudorandom values of $p, d, w, n$ ($p, d, w \leq 30$, $n \leq 200$), pseudorandom subsets $\xi, \eta$ of $\{1, \ldots, n\}$ and pseudorandom numbers $z_1, \ldots, z_w$.

5 Cofactors of banded Toeplitz matrices

The purpose of this section is to prove Theorem 2.2. Before a formal proof, we show in the next example how to expand skew Schur functions of the form $s_{(n^p,s)/(r)}$.

Example 5.1. The skew Pieri rule (3.11) applied to $(8^3, 5)/(2)$ yields

$$\text{Fig. 5.1} = \text{Fig. 5.2} + \text{Fig. 5.3} + \text{Fig. 5.4}.$$
i.e.
\[ s_{(8^3,5)/(2)} = s_{(8^2,6,5)} + s_{(8^2,7,4)} + s_{(8^2,8,3)}. \]

The form of the initial diagram implies that the deleted nodes appear only in the last two rows of the diagrams in the right-hand side.

The same skew Schur function can be represented as the determinant of the following matrix, by Jacobi–Trudi formula:
\[
JT((8^3, 5)/(2)) = \begin{bmatrix}
h_6 & h_9 & h_{10} & h_{11} 
\hline
h_5 & h_8 & h_9 & h_{10} 
\hline
h_4 & h_7 & h_8 & h_9 
\hline
h_0 & h_3 & h_4 & h_5 
\end{bmatrix}.
\]

The columns 2, 3, 4 of \( JT((8^3, 5)/(2)) \) coincide with the columns 2, 3, 4 of \( JT((7^3, 5)) \). In each row of this submatrix, the degrees of the complete homogeneous polynomials form arithmetic progressions. The first column of \( JT((7^3, 5)/(2)) \) disturbs this simple structure. Therefore, we expand the determinant along the first column and convert each cofactor into a Schur function (it is easily done with the rule from Remark 3.2):
\[ s_{(8^3,5)/(2)} = h_6 s_{(8^2,5)} - h_5 s_{(9,8,5)} + h_4 s_{(9^2,5)} - h_0 s_{(9^3)}. \]

**Lemma 5.2.** Let \( n, p \in \mathbb{N} \) and \( r, s \in \{1, \ldots, n\} \), then
\[
s_{(np,s)/r} = \sum_{k=\max(0,s-r)}^{\min(n-r,s)} s_{(np-1,n+s-r-k,k)}. \tag{5.1}
\]

**Proof.** We apply the skew Pieri rule (3.11), like in Example 5.1. For \( \lambda = (np, s) \), conditions (3.12) become
\[
n \leq \nu_j \leq n \quad (1 \leq j \leq p - 1), \quad s \leq \nu_p \leq n, \quad 0 \leq \nu_{p+1} \leq s, \quad np + s - |\nu| = r.
\]

Consequently, \( \nu_1 = \ldots = \nu_{p-1} = n \), and if \( \nu_{p+1} \) is denoted by \( k \), then \( \nu_p = n + s - r - k \). The corresponding diagram looks as follows (the deleted nodes are filled with the gray background):
\[
\nu = \begin{array}{ccccccc}
np-1 & & & & & & \\
n + s - r - k & & & & & \end{array}
\]

The conditions \( 0 \leq k \leq s \) and \( s \leq n + s - r - k \leq n \) determine the limits of the summation in (5.1). \( \square \)
Proof of Theorem 2.2. Applying (2.3) and (2.4) with \( d = 1, \xi = (s) \) and \( \eta = (r) \), we immediately obtain (2.8) and (2.9). Combining Lemma 5.2 with formula (2.8), we get (2.10). In order to prove the identity (2.11), consider the skew Schur function from (2.9):

\[
S_{((n-1)p,n-r)/(n-s)} = \begin{vmatrix}
    h_{s-1} & h_n & \cdots & h_{n+p-1} \\
    \vdots & \vdots & \ddots & \vdots \\
    h_{s-p} & h_{n-p+1} & \cdots & h_n \\
    h_{s-r-p} & h_{n-r-p+1} & \cdots & h_{n-r}
\end{vmatrix}.
\]

As in the Example 5.1, we expand the determinant by the first column and use Remark 3.2:

\[
S_{((n-1)p,n-r)/(n-s)} = \sum_{j=1}^{p} (-1)^j h_{s-j} S_{(n-j-1,(n-1)p-j,n-r)} + (-1)^p h_{s-r-p} S_{(n,p)}.
\]

Making the change of variable \( k = j - p \) we obtain

\[
S_{((n-1)p,n-r)/(n-s)} = (-1)^p h_{s-r-p} S_{(n,p)} - (-1)^p \sum_{k=0}^{p-1} (-1)^k h_{s+k-p} S_{(n-p-k+1,(n-1)p,n-r)}.
\]

The substitution of the latter expression into (2.8) leads to (2.11). \( \square \)

Remark 5.3. Identity (2.11) can also be verified by applying Pieri’s formula. The sum in the right-hand side of (2.11) can be expanded into a certain telescopic sum in terms of Schur functions, but the corresponding formulas are rather complicated, and we decided to omit that proof.

Remark 5.4. The number of summands in the right-hand side of (2.10) does not depend on \( p \) and can be described as the distance from the cell \((r,s)\) to the boundary of the matrix:

\[
\min\{n-r,s+1\} - \max\{0,s-r\} + 1 = \min\{r,s,n+1-r,n+1-s\}. \tag{5.2}
\]

For example, if \( n = 5 \), then (5.2) yields the following table:

\[
\begin{bmatrix}
    1 & 1 & 1 & 1 & 1 \\
    1 & 2 & 2 & 2 & 1 \\
    1 & 2 & 3 & 2 & 1 \\
    1 & 2 & 2 & 2 & 1 \\
    1 & 1 & 1 & 1 & 1
\end{bmatrix}.
\]

Plotting the 3D graph of the function \((r,s) \mapsto (5.2)\), i.e. representing the number of summands by the height, we obtain a pyramid.
We already know that all entries of \( \text{adj}(T_n(a)) \) can be written as skew Schur functions, up to certain coefficients. In the case of the entries belonging to the “border” of the matrix \( \text{adj}(T_n(a)) \), these skew Schur functions simplify to Schur functions. The next result, being a corollary of Theorem 2.2, gives a formula for the entries of the first column.

**Corollary 5.5.** Let \( a \) be of the form (4.3) and \( n \geq 1 \). Then for every \( r \) in \( \{1, \ldots, n\} \)

\[
\text{adj}(T_n(a))_{r,1} = a_p^{n-1}(-1)^{p(n-1)}s_{((n-1)p-1,n-r)}.
\]

(5.3)

**Proof.** Apply (2.9) with \( s = 1 \) and the identity \( s_{((n-1)p,n-r)/(n-1)} = s_{((n-1)p-1,n-r)} \). Alternatively, use (2.8) with \( s = 1 \) and the flip operation *.

\[\square\]

6 Eigenvectors of banded Toeplitz matrices

The starting point of our approach to eigenvectors is the elementary observation that for a non-invertible square matrix \( A \),

\[
A \text{adj}(A) = \det(A)I_n = 0_{n \times n}.
\]

Thus every column of the adjugate matrix \( \text{adj}(A) \) belongs to the null-space of \( A \). Applying this reasoning to \( A - xI \) instead of \( A \) we arrive at the following statement which was already mentioned and used in [9, Section 2].

**Lemma 6.1.** Let \( A \in \mathbb{C}^{n \times n} \) and \( x \) be an eigenvalue of \( A \). Then every column \( v \) of the matrix \( \text{adj}(A - xI_n) \) satisfies \( Av = xv \).

**Proof of Theorem 2.3.** Let us define \( v \in \mathbb{C}^n \) as the first column of \( \text{adj}(T_n(a - x)) \) multiplied by \((-1)^{p(n-1)}\). Then \( v_r = s_{((n-1)p-1,n-r)} \) by (5.3), and by Lemma 6.1 \( T_n(a) = xv \). This part is not only true for Laurent polynomials, but also for Laurent series of the form (4.3).

Now suppose that \( a \) is a Laurent polynomial, and \( a - x \) has \( w \) distinct zeros \( z_1, \ldots, z_w \). Recall the notation (3.10) and consider the matrices

\[
B = A_{((n-1)p-1,n-r)}(z_1, \ldots, z_w), \quad D = A_{np}(z_1, \ldots, z_w),
\]

i.e.

\[
B = \begin{bmatrix}
    z_1^{n+w-2} & \cdots & z_w^{n+w-2} \\
    \vdots & \ddots & \vdots \\
    z_1^{n+w-p} & \cdots & z_w^{n+w-p} \\
    z_1^{n-r+w-p} & \cdots & z_w^{n-r+w-p} \\
    z_1^{w-p-1} & \cdots & z_w^{w-p-1} \\
    \vdots & \ddots & \vdots \\
    z_1^0 & \cdots & z_w^0 \\
\end{bmatrix}, \quad D = \begin{bmatrix}
    z_1^{n+w-1} & \cdots & z_w^{n+w-1} \\
    z_1^{n+w-2} & \cdots & z_w^{n+w-2} \\
    \vdots & \ddots & \vdots \\
    z_1^{n+w-p} & \cdots & z_w^{n+w-p} \\
    z_1^{w-p-1} & \cdots & z_w^{w-p-1} \\
    \vdots & \ddots & \vdots \\
    z_1^0 & \cdots & z_w^0 \\
\end{bmatrix}.
\]
After deleting the $p$-th row of $B$ and the first row of $D$ (these rows are filled with gray background), one obtains the same submatrix. Therefore the cofactor of the entry $(p, j)$ in $B$ coincides with the cofactor of the entry $(1, j)$ in $D$, up to the factor $(-1)^{p-1}$. Denote by $C_j$ this cofactor divided by the Vandermonde polynomial $V = V(z_1, \ldots, z_w)$:

$$C_j = \frac{(adj B)_{j,p}}{V} = \frac{(-1)^{p-1}(adj D)_{j,1}}{V}.$$  \hfill (6.1)

The matrix $D$ does not depend on $r$, hence the numbers $C_j$ neither depend on $r$. Here is a more explicit formula for $C_j$:

$$C_j = \frac{(-1)^{p+j}}{V} \begin{vmatrix} z_1^{n+w-2} & \ldots & z_1^{n+w-2} & \ldots & z_1^{n+w-2} \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ z_1^{n+w-p} & \ldots & z_1^{n+w-p} & \ldots & z_1^{n+w-p} \\ \vdots & & \vdots & & \vdots \\ z_1^0 & \ldots & z_1^{0-r} & \ldots & z_1^0 \end{vmatrix}.$$  

Applying (3.9) we represent the Schur polynomial $s_{((n-1)p-1, n-r)}$ from the right-hand side of (2.12) as a quotient of two determinants. Expanding the numerator by the $p$th row we obtain

$$v_r = \frac{\det B}{V} = \sum_{j=1}^w C_j B_{p,j},$$  \hfill (6.2)

which coincides with (2.13).

Remark 6.2. Formula (2.13) can be generalized to the case when some of the numbers $z_1, \ldots, z_w$ coincide. In this case we apply (6.1) and (6.2) with $B, D, V$ defined as in Remark 3.3.

Remark 6.3. The vector $C = [C_j]_{j=1}^w$, multiplied by $(-1)^{p-1}$, is the $p$-th column of the matrix $\text{adj}(D)$. Since $\det(D) = 0$, this vector belongs to the null-space of $D$. In [30], Trench wrote Toeplitz matrices in the transposed form $[a_{k-j}]_{j,k=1}^n$, thus instead of (2.13) he obtained a linear combination of geometric progressions with increasing powers. Up to these technical changes, he described the vector $C$ as a nonzero solution of the linear system $DC = 0_w$. Thus the result obtained by Trench is slightly more general than (2.13).

Example 6.4. If $a$ is of the form (4.3) with $p = 1$, then the corresponding Toeplitz matrices $T_n(a)$ have only one nonzero diagonal below the main diagonal and are known as upper Hessenberg-Toeplitz matrices. In this case, (2.12) simplifies to

$$v_r = h_{n-r}.$$  \hfill (6.3)

An analogue of the formula (6.3) for lower Hessenberg-Toeplitz matrices was established in [4, Theorem 1.1].
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