Floquet engineering of long-range $p$-wave superconductivity: Beyond the high-frequency limit
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It has been shown that long-range $p$-wave superconductivity in a Kitaev chain can be engineered via an ac field with a high frequency [Benito et al., Phys. Rev. B 90, 205127 (2014)]. For its experimental realization, however, theoretical understanding of Floquet engineering with a broader range of driving frequencies becomes important. In this paper, focusing on the ac-driven tunneling interactions of a Kitaev chain, we investigate effects from the leading correction to the high-frequency limit on the emergent $p$-wave superconductivity. Importantly, we find new engineered long-range $p$-wave pairing interactions that can significantly alter the ones in the high-frequency limit at long interaction ranges. We also find that the leading correction additionally generates nearest-neighbor $p$-wave pairing interactions with a renormalized pairing energy, long-range tunneling interactions, and in particular multiple pairs of Floquet Majorana edge states that are destroyed in the high-frequency limit.

PACS numbers: 03.67.Lx, 75.10.Pq, 03.65.Vf

I. INTRODUCTION

The Floquet engineering, being a promising quantum engineering and quantum control technology, has attracted much attention in recent years. Its main idea is to design appropriate time-periodic driving protocols to engineer properties of a time-independent effective Hamiltonian that governs the time evolution of periodically driven quantum systems. Besides usual properties analogous to their static counterparts, Floquet quantum systems possess additional unique features that result from the periodicity of their quasienergy spectrum. Given the versatility of driving protocols, Floquet engineering opens up new possibilities for exploring and observing exotic phenomena unreachable in static systems1–15. For example, this technique has been employed to realize dynamical localization16–18, photon-assisted tunneling19–21, and novel topological band structures22–29.

A promising quantum system for implementing Floquet engineering is a Kitaev chain. It is a one-dimensional $p$-wave superconducting wire supporting Majorana zero modes at its ends30 and can potentially be realized in realistic quantum systems such as a quantum nanowire31–37. Similar to the static case, a driven Kitaev chain hosts end states called Floquet Majorana zero modes which may realize fault-tolerant quantum computation38,39 and also provide a new way to detect these elusive Majorana states5,40.

Interestingly, a very recent work has demonstrated that long-range $p$-wave superconductivity (or equivalently long-range many-body spin interactions) can be engineered by periodically driving the tunneling interactions in a Kitaev chain29. It has been shown for example that the generated next-neighbor interactions become comparable to the first-neighbor interactions as the driving amplitude increases29. These interesting observations, however, are based on the high driving frequency limit. A thorough understanding of Floquet engineering with a broader range of driving frequencies is important for the experimental realization of the effective long-range $p$-wave superconductivity.

In this paper, we consider a driving protocol where the tunneling interactions of a Kitaev chain are modulated by an ac field. We focus on the leading correction to the high-frequency limit. We find that the leading correction results in long-range $p$-wave pairing interactions with interaction strengths depending nontrivially on the driving amplitude and frequency of the applied ac field. Compared with the ones corresponding to the high-frequency limit, these new interactions become important when the interaction range increases. We also find that the long-range tunneling interactions, the nearest-neighbor pairing interactions, and multiple Floquet Majorana edge states can now be engineered with the leading correction. We believe that our results are important for the experimental realization of Floquet-engineered long-range $p$-wave pairing interactions and tunneling interactions. They also provide new insights about the quantum engineering of new exotic phases in realistic quantum systems.

This paper is organized as follows. In Sec. II, we introduce a model of a time-dependent Kitaev chain. In Sec. III, we present our driving protocol by considering periodically driven tunneling interactions of a Kitaev
and apply the discrete Fourier transformation, $f(\mathbf{k}_f)$ does not depend on time. Known Kitaev chain if the Hamiltonian in Eq. (1) does throughout the paper. This model becomes the well-known Kitaev chain if the Hamiltonian in Eq. (1) does not depend on time.

Consider the periodic boundary condition $f_{N+1} = f_1$ and apply the discrete Fourier transformation, $f_k = \frac{1}{\sqrt{N}} \sum_j f_j e^{-ikj}$, Eq. (1) gives the reciprocal-space Hamiltonian

$$H(t) = \sum_{k > 0} \Psi^\dagger_k H_k(t) \Psi_k, \quad (2)$$

where $\Psi^\dagger_k = (f^\dagger_k, f^\dagger_{-k})$ is a two-component operator and $H_k(t)$ is the Bogoliubov-de Gennes (BdG) Hamiltonian in the Nambu space given by

$$H_k(t) = [\mu - \tilde{w}(t)] \sigma^z_k + \tilde{\Delta} \sigma^y_k. \quad (3)$$

Here $\sigma^{\mu(\nu)}_k$ is the Pauli matrix, $\tilde{w}(t) = w(t) \cos k$, and $\tilde{\Delta} = \Delta \sin k$. For a static Kitaev chain with $w(t) \equiv w_0$, it is known that there is a topological nontrivial phase when $\mu < w_0$ and a trivial phase if $\mu > w_0$ given that $\Delta > 0$. For a dynamical Kitaev chain with the tunneling interactions being periodically driven by an ac field in the limit of a high driving frequency, it has been shown that an interesting effective model with a long-range p-wave superconductivity (or long-range many-body spin interactions) can be generated.

## III. DRIVING PROTOCOL AND EFFECTIVE HAMILTONIAN OF LONG-RANGE P-WAVE SUPERCONDUCTIVITY

In this section, we present our driving protocol and derive an effective time-independent Hamiltonian in a rotated reference frame which allows the characterization of different topological phases. Specifically, it is an ac field applied to the tunneling strength in Eq. (1) given by

$$w(t) = w_0 + \frac{w_1}{2} \cos(\omega t), \quad (4)$$

with $w_0$ being a constant, $w_1/2$ the driving amplitude, and $\omega$ the driving frequency. Then the BdG Hamiltonian given by Eq. (3) becomes

$$H_k(t) = \{\mu - [w_0 + \frac{w_1}{2} \cos(\omega t)] \cos k\} \sigma^z_k + \Delta \sin k \sigma^y_k. \quad (5)$$

To obtain a simple effective time-independent Hamiltonian, we need to find a suitable rotating frame. We define

$$S^\dagger_k = e^{-i \frac{w_1}{2} \sin(\omega t) \cos k \sigma^z_k}, \quad (6)$$

so that Eq. (5) is transformed as

$$\tilde{H}_k(t) = S^\dagger_k H_k(t) S_k(t) - i S^\dagger_k(t) \frac{\partial S_k(t)}{\partial t}, \quad (7)$$

which gives

$$\tilde{H}_k(t) = [\mu - w_0 \cos k] \sigma^z_k - i \Delta \sin k \sigma^y_k e^{-i \frac{w_1}{2} \sin(\omega t) \cos k} + i \Delta \sin k \sigma^y_k e^{i \frac{w_1}{2} \sin(\omega t) \cos k}. \quad (8)$$

By using the Jacobi-Anger expansion

$$e^{iz \sin \theta} = \sum_{n = -\infty}^{\infty} J_n(z) e^{i n \theta} \quad (9)$$

with $J_n (x)$ being the $n$th-order Bessel function of the first kind, the Hamiltonian $H_k(t)$ becomes

$$\tilde{H}_k(t) = \sum_{p = -\infty}^{\infty} \tilde{H}_{k,p} e^{ip\omega t}, \quad (10)$$

where the Fourier components are given by

$$\tilde{H}_{k,p} = (\mu - w_0 \cos k) \sigma^z_k \delta_{p,0} - i \Delta \sin k \sigma^y_k J_p - i \Delta \sin k \sigma^y_k J_p, \quad (11)$$

with

$$J_{\pm p} \equiv J_{\pm p} \left(\frac{w_1}{2} \frac{\cos k}{\omega}\right). \quad (12)$$
Then one can define the one-period time-evolution operator $U(T,0) = e^{-i\hat{H}^{\text{eff}}T}$ with the period $T = 2\pi/\omega$, and a time-independent effective Hamiltonian $\hat{H}^{\text{eff}}$. Using the Magnus expansion and Eq. (11), the effective Hamiltonian is expressed as a power series expansion in $1/\omega^{5-9,12}$, namely

$$\hat{H}^{\text{eff}}_k = \hat{H}_{k,0} + \frac{1}{\omega}[\hat{H}_{k,0},\hat{H}_{k,1}] - \frac{1}{\omega}[\hat{H}_{k,0},\hat{H}_{k,-1}] - \frac{1}{\omega}[\hat{H}_{k,-1},\hat{H}_{k,1}],$$

(13)

The convergence condition for the expansion is $\int_0^T \| \hat{H}_k(t) \| dt < \pi$ where $\| \cdots \|$ denotes the Euclidean norm.

The previously considered high-frequency limit corresponds to $\omega \to \infty$ in Eq. (13) or equivalently taking only the $p = 0$ term in Eq. (10). In contrast, we also include the leading correction by considering all four terms on the right-hand side of Eq. (13) and obtain an effective BdG Hamiltonian (see Appendix A)

$$\hat{H}^{\text{eff}}_k = \left( \mu - w_0 \cos k + \frac{4\mathcal{J}_0\mathcal{J}_1}{\omega} \Delta^2 \sin^2 k \right) \sigma^z_k + \left[ (\mathcal{J}_0 - \frac{4\mu}{\omega}) \Delta \sin k + \frac{2w_0\mathcal{J}_1}{\omega} \Delta \sin(2k) \right] \sigma^\nu_k,$$

(14)

where $\mathcal{J}_0$ and $\mathcal{J}_1$ are given by Eq. (12). This effective Hamiltonian in Eq. (14) reduces to Eq. (31) of Ref. 29 in the high-frequency limit. It contains in particular a pairing term which reads, after summing over the Fourier modes [see also Eq. (A12) in Appendix A],

$$V = -i \sum_{k > 0} \left\{ (\mathcal{J}_0 - \frac{4\mu}{\omega}) \Delta \sin k + \frac{2w_0\mathcal{J}_1}{\omega} \Delta \sin(2k) \right\} (f_k^\dagger f_{-k} - f_{-k}^\dagger f_k).$$

(15)

To have a better understanding of this effective Hamiltonian, it will be converted to the real space by performing the inverse Fourier transformation. This is however non-trivial due to the $k$-dependent argument of the Bessel functions. We thus first evaluate the Bessel functions by using the expansions

$$\mathcal{J}_0 = \sum_{m=0}^{\infty} \frac{(-1)^m}{[m!]^2} \left( \frac{w_1 \cos k}{2\omega} \right)^{2m},$$

(16)

$$\mathcal{J}_1 = \sum_{m=0}^{\infty} \frac{(-1)^m}{m!(m+1)!} \left( \frac{w_1 \cos k}{2\omega} \right)^{2m+1},$$

(17)

$$\mathcal{J}_0\mathcal{J}_1 = \sum_{m=0}^{\infty} \frac{(-1)^m (2m+1)}{[m!(m+1)!]^2} \left( \frac{w_1 \cos k}{2\omega} \right)^{2m+1}.$$

(18)

After substituting into Eq. (14) and performing some simplifications, the effective BdG Hamiltonian becomes

$$\hat{H}^{\text{eff}}_k = \left[ \mu - w_0 \cos k + \sum_{m=0}^{\infty} \sum_{r=1,3,\cdots} 2\mathcal{C}_1 \mathcal{D}_1 \cos(kr) \sigma^z_k \right] + \left[ \sum_{m=0}^{\infty} \sum_{r'=1,3,\cdots} 2\mathcal{C}_2 \mathcal{D}_2 \sin(kr') - 4\mu\Delta \omega \sin k \right] + \left[ \sum_{m=0}^{\infty} \sum_{r=1,3,\cdots} 2\mathcal{C}_3 \mathcal{D}_3 \sin(kr) \right] \sigma^\nu_k,$$

(19)

where

$$\mathcal{C}_1 = 2\mathcal{C}_2^{m-\frac{r-1}{2}} - \mathcal{C}_2^{m-\frac{r+1}{2}} - \mathcal{C}_2^{m+1},$$

(20)

$$\mathcal{C}_2 = \frac{\omega}{2\omega} \left( \frac{w_1}{4\omega} \right)^{2m+1},$$

(21)

$$\mathcal{C}_3 = \frac{w_0\mathcal{D}_1}{\omega} \left( \frac{w_1}{4\omega} \right)^{2m+1}.$$
The first two terms in the curly brackets representing the on-site chemical potential and nearest-neighbor tun-

ing pairings with a renormalized pairing energy $2\mu\Delta/\omega$ that depends on the driving frequency $\omega$ in contrast to a constant bare value of $\Delta/2$ in Eq. (1). The other is the fourth term representing both engineered nearest-

neighbor $(r = 1)$ and long-range $(r \geq 3)$ tunneling $\mathcal{F}^f_{j} \mathcal{F}^f_{j+r}$ with a strength $\mathcal{C}_1 D_1/4$. More interestingly, the sixth term involving $\mathcal{C}_3 D_3 \mathcal{F}^f_{j} \mathcal{F}^f_{j+r}/2$ $(r = 1, 3, \cdots, 2m + 3)$ is the leading correction to the $p$-wave pairing. These new long-range pairing corrections can both enhance or reduce the pairing interaction strength as demonstrated below. Finally, we emphasize that these corrections are all proportional to $1/\omega$ or its powers and vanish in the high frequency limit.

**IV. LONG-RANGE $p$-WAVE PAIRING**

To illustrate that corrections to the high-frequency limit can play an important role in the engineered long-

range $p$-wave superconductivity, we now analyze in detail the pairing strength. Given an interaction range $t$, the pairing term in Eq. (19) can be written as $V = \sum G_t \sin(kt)\sigma^\dagger_\sigma$ with

$$G_t = \mathcal{F}_t + g_{rr} \delta_{rr,t} + h_r \delta_{r,t}, \quad (27)$$

where

$$f_1(\mu) = - \frac{4\mu\Delta}{\omega}, \quad (28)$$

$$g_{rr}(w_1) = \sum_{m=0}^{\infty} 2\mathcal{C}_2 D_2, \quad (29)$$

$$h_r(w_1) = \sum_{m=0}^{\infty} 2\mathcal{C}_3 D_3. \quad (30)$$

Here $t, r', r \in \{1, 3, \cdots\}$. Note that $g_{rr}(w_1)$ is the only non-vanishing term in the high frequency limit and is identical to the previous result in Ref. 29. In contrast, $f_1$ and $h_r$ in Eqs. (28) and (30) respectively are corrections reported for the first time in this paper. In particular, $h_r(r > 1)$ denotes the long-range pairing correction, at which we are particularly interested.

Figure 1(a) shows that the correction $h_r$ is negligible for small values of $w_1/\omega \ll 1$. However, with the increase of $w_1/\omega$, the individual terms $|h_r|$ increase and further show damping oscillations. The impacts due to the corrections $h_r$ and $f_1$ are further illustrated in Figs. 1(b)-(g) that show the superconducting pairing strengths $G_t$ and $g_{rr}$ with and without corrections, respectively. For
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**FIG. 1:** The superconducting pairing strength (a) $h_r/\Delta$ and (b)-(g) $g_{rr}/\Delta$ (dashed curves) without correction and $G_t/\Delta$ (solid curves) with correction for different interaction ranges $r, t, r' \in \{1, 3, 5, 7, 17, 19\}$. The parameters are $w_0 = 0.038w_1$ and $\mu = 0.002w_1$.

The first two terms in the curly brackets representing the on-site chemical potential and nearest-neighbor tun-
the nearest-neighbor pairing interaction with $t = t' = 1$ in Fig. 1(b), $G_1$ shows a damping washboard behavior and changes from positive to negative in addition to exhibiting damping oscillations, in contrast to $g_1$ which approaches to zero. Importantly, for the long-range pairing, e.g., $t, r' \geq 3$ in Figs. 1(c)-(g), it is shown that the deviation of $g_{t, r}$ from $G_t$ becomes significant when increasing the interaction length, indicating the importance of the correction at long interaction ranges. For example, we clearly observe shifted extremum points and also enhanced magnitudes as the range increases from 7 to 19 in Figs. 1(c) and (g), respectively. It is also shown that long-range pairing interactions $G_t(t > 1)$ attain magnitudes comparable to or beyond that of $G_1$ for $\omega_1/\omega \gtrsim 1$. Interestingly, we also find that there are regimes where one long-range pairing strength can be larger than that of the other ranges, e.g., $|G_7| > |G_1|$ ($t \neq 7$), implying the possibility of the engineering of a predominantly arbitrarily-ranged pairing interaction. In a nutshell, the long-range pairing corrections are crucial for any detectable long-range $p$-wave superconductivity.

V. FLOQUET MAJORANA EDGE STATES

Although the long-range $p$-wave pairing was reported previously in the limit of a high driving frequency (i.e., $\omega \to \infty$), edge states and their observability were not discussed\textsuperscript{29}. In this section, we are going to show that the leading correction of order $1/\omega$ gives rise to multiple pairs of Floquet Majorana edge states which, however, are destroyed in the high-frequency limit.

Considering open boundary conditions and applying Majorana operators

$$\gamma_{2j-1} = f_j + \bar{f}_j^\dagger, \quad \gamma_{2j} = -i(f_j - \bar{f}_j^\dagger),$$

(31)

Eq. (26) is represented as

$$\tilde{H}^{\text{eff}} = \sum_j \left\{ \frac{\mu}{2} \gamma_{2j-1} \gamma_{2j} + \frac{w_0c + 4\mu\Delta}{4\omega} i\gamma_{2j} \gamma_{2j+1} - \frac{w_0c + 4\mu\Delta}{4\omega} i\gamma_{2j-1} \gamma_{2j+2} \right.$$  

$$\left. - \sum_{m=0}^{\infty} \left[ \sum_{r=1,3,\ldots}^{2m+3} \left( C_1 D_1 - C_3 D_3 \right) \frac{i\gamma_{2j} \gamma_{2j+2r-1}}{2} \right. \right.$$  

$$\left. \left. - C_1 D_1 + C_3 D_3 \right) \frac{i\gamma_{2j-1} \gamma_{2j+2r}}{2} \right.$$  

$$\left. - \sum_{r'=1,3,\ldots}^{2m+1} \left( C_3 D_2 \frac{i\gamma_{2j} \gamma_{2j+2r'-1} + \gamma_{2j-1} \gamma_{2j+2r'}}{2} \right) \right\}. \right.$$  

(32)

A. High-frequency limit

In order to better understand the important role that the leading correction plays in the generation of de-
tectable Majorana edge states, let us first start with the high-frequency limit. The above Hamiltonian in Eq. (32) is further simplified to

\[ \hat{H}_{\text{eff}} = \sum_j \left[ \frac{\mu}{2} \hat{i}\gamma_{2j-1}\gamma_{2j} \right] + \frac{w_0}{4} i \left( \gamma_{2j}\gamma_{2j+1} - \gamma_{2j-1}\gamma_{2j+2} \right) \\
+ \sum_{r'=1,3,\ldots}^{2m+1} \frac{C_2D_2}{2} i \left( \gamma_{2j}\gamma_{2j+2r'-1} + \gamma_{2j-1}\gamma_{2j+2r'} \right) \}

(33)

In the second term on the right-hand side of Eq. (33), two Majoranas \( \gamma_1 \) and \( \gamma_{2N} \) that are absent from the interaction \( \hat{i}\gamma_{2j}\gamma_{2j+1} \) [see Fig. 2(b)], are however coupled via the interaction \( \hat{i}\gamma_{2j-1}\gamma_{2j+2} \) to \( \gamma_4 \) and \( \gamma_{2N-3} \) [see Fig. 2(c)], respectively. These couplings destroy the Majoranas. Also, \( \gamma_2 \) and \( \gamma_{2N-1} \) absent from \( \hat{i}\gamma_{2j-1}\gamma_{2j+2} \) [see Fig. 2(c)] are coupled via the interaction \( \hat{i}\gamma_{2j}\gamma_{2j+1} \) to \( \gamma_3 \) and \( \gamma_{2N-2} \) [see Fig. 2(b)], respectively. Due to the third term in Eq. (33), Majorana pairs \( (\gamma_{2l-1}, \gamma_{2N-2(l-1)}) \) with \( 1 \leq l \leq r' \), i.e., \( \gamma_1, \gamma_3, \ldots, \gamma_{2r'-1} \) on one end of the chain and \( \gamma_{2N-2(r'-1)}, \ldots, \gamma_{2N-2}, \gamma_{2N} \) on the other end [see Fig. 2(d)] where \( r' = 3 \) and \( 2N = 18 \), which are not coupled by \( \hat{i}\gamma_{2j}\gamma_{2j+2r'-1} \), are on the other hand coupled by \( \hat{i}\gamma_{2j-1}\gamma_{2j+2r'}. \) Similarly, for the interaction \( \hat{i}\gamma_{2j}\gamma_{2j+2r'} \), we have Majorana pairs \( (\gamma_{2l-1}, \gamma_{2N-2(l-1)}) \), namely, \( \gamma_2, \gamma_4, \ldots, \gamma_{2r'} \) on one end and \( \gamma_{2N-2(r'-1)}, \ldots, \gamma_{2N-3}, \gamma_{2N-1} \) on the other end as shown in Fig. 2(c), which, however, are coupled by the interaction \( \hat{i}\gamma_{2j}\gamma_{2j+2r'-1} \). The unavoidable destruction of Majorana edge states according to the above analysis essentially results from the same strengths for two kinds of interactions. When the second and third terms are comparable in magnitudes, it is possible to have two unequal coupling strengths \( C_2D_2/2 + w_0/4 \) and \( C_2D_2/2 - w_0/4 \) with \( r' = 1 \) for interactions \( \hat{i}\gamma_{2j}\gamma_{2j+1} \) and \( \hat{i}\gamma_{2j-1}\gamma_{2j+2} \), respectively, implying that there would be a single Majorana pair \( (\gamma_1, \gamma_{2N}) \) or \( (\gamma_2, \gamma_{2N-1}) \) as indicated by the blue dot in Fig. 3(a) [discussions about Fig. 3(a) are given below]. As a result, in the high-frequency limit with equal long-range interaction strengths (e.g., \( C_2D_2/2 \) for \( r' > 1 \)), there cannot exist multiple pairs of Floquet Majorana edge states.

### B. Beyond the high driving frequency

We now go back to consider Eq. (32) that includes the leading correction and therefore goes beyond the high driving frequency limit. Let us first consider the second and third terms inside the curly brackets in Eq. (32). Performing similar analysis to that on Eq. (33), we know that it is possible to have two Majorana states \( \gamma_1 \) and \( \gamma_{2N} \) if \( w_0\omega \approx -4\mu\Delta \) or \( \gamma_2 \) and \( \gamma_{2N-1} \) if \( w_0\omega \approx 4\mu\Delta \), as shown in Fig. 2(b) or (c) respectively. This simple condition for having Majoranas is based on the assumption of negligible contributions from the fourth, fifth and sixth terms with \( r = r' = 1 \). When the fourth and fifth terms including long-range interactions (e.g., \( r \geq 3 \)) become dominant, there would be multiple Majorana pairs \( (\gamma_{2l-1}, \gamma_{2N-2(l-1)}) \) if \( C_1D_1 \approx -C_2D_1 \) and \( (\gamma_{2l}, \gamma_{2N-2(l-1)}) \) if \( C_1D_1 \approx C_2D_1 \) \((1 \leq l \leq r \) with \( r = 3, \ldots, 2m+3 \)).

Similar to the analyses above, we can extract from Eq. (32) a general condition for the existence of Floquet Majorana edge states. The coupling strengths for interactions \( \hat{i}\gamma_{2j-1}\gamma_{2j+2} \) and \( \hat{i}\gamma_{2j}\gamma_{2j+2r'-1} \) are defined by \( \mathcal{F}_t \) and \( \mathcal{G}_t \) respectively, which are given by

\[ \mathcal{F}_t = G_t + F_t, \]
\[ \mathcal{G}_t = G_t - F_t, \]

(34)
(35)

where the pairing strength \( G_t \) is given by Eq. (27) and the tunneling strength \( F_t \) is defined as

\[ F_t = p_t \delta_{1,t} + q_t \delta_{r,t}, \]

(36)
Figure 3 shows clearly that a single pair of Majoranas i.e., $(\gamma_1, \gamma_{2N-2l+1})$ with $1 \leq l \leq 9$ represented by the purple dot in Fig. 3(a) would be destroyed by the inevitable interaction e.g., $i\gamma_{2l} \gamma_{2l+1}$ (or $i\gamma_{2l-1} \gamma_{2l+2}$) due to $F_0 < G_1$ (or $F_0 < |G_1|$) at the corresponding $w/\omega$.

In order to have stable Majorana pairs, an additional condition e.g., $|G_1| > |G_{t'}|$ ($t' < t$) and $|G_{t'}| > |F_{t'}|$ ($t'' \neq t$) when $F_t = 0$ or $|F_t| > |F_{t'}|$ ($t' < t$) and $|F_n| > |G_{t'}|$ ($t'' \neq t$) when $G_t = 0$ should be fulfilled. By using parameters $w_0 = -0.021w_1$ and $\mu = -0.00001w_1$ different from those in Fig. 3(a), it is shown in Fig. 3(b) that the green dot indicates $G_5 = F_3 = G_1 = 0$ and $F_5 > |G_3| > F_1$, implying that there might be five pairs of Floquet Majorana states. Using the corresponding driving field, i.e., $w_1/\omega = 6.989$ for the green dot, the energy spectrum of the effective Hamiltonian [i.e., Eq. (26)] in Fig. 4(b) does show multiple Floquet Majorana pairs with $E_\omega \sim 0$.

To further support the existence of multiple pairs of Floquet Majorana states, we calculate the spatial profile i.e., $\varphi_n^+ + (\varphi_{N-n}^+)^* \neq \varphi_n^- + (\varphi_{N-n}^-)^*$ ($i = 0, 1, 2, 3, 4$ and $n = 1, 2, \cdots, N$) of Majorana operators $\gamma_{n,+} = \sum_j |\varphi_j^+ + (\varphi_{N-j}^+)^*|^2 f_j + |\varphi_j^- + (\varphi_{N-j}^-)^*|^2 f_j^\dagger$ and $\gamma_{n,-} = -i \sum_j (|\varphi_j^+ - (\varphi_{N-j}^+)^*|^2 f_j + |\varphi_j^- - (\varphi_{N-j}^-)^*|^2 f_j^\dagger)$. Here $\varphi_j^+$ and $\varphi_j^-$ are coefficients used to define the operators $\psi_n = \sum_j \varphi_j^+ f_j + \varphi_j^- f_j^\dagger$ which together with $\psi_n^\dagger$ diagonalize the effective Hamiltonian in Eq. (26), namely, $\tilde{H}^\text{eff} = \sum_n E_n (\psi_n^\dagger \psi_n - \psi_n \psi_n^\dagger)/2$. Figures 5(a1) and (a2) show the spatial profile (i.e., $\varphi_N^+ + (\varphi_{N-1}^+)^*$ and $\varphi_n^- - (\varphi_{N-n}^-)^*$ with $N = 30$) of a single Majorana pair corresponding to the energy spectrum in Fig. 4(a) and the blue dot in Fig. 3(a). In contrast to this well-known exponential decay starting from the edges in Fig. 5(a1) and (a2), a non-exponential decay of spatial profiles of Majorana operators is observed in Figs. 5(b1)-(b2). The Majorana edge states for example localized at sites 2 and 59 decay to the bulk as shown in Fig. 5(b1) and (b2) respectively. Note that the revival behavior during the decay process e.g., Fig. 5(d1) and (d2) is associated with a relatively large deviation from an exact zero energy in Fig. 4(b). These spatial profiles of Majorana operators could support the existence of multiple pairs of Floquet Majorana states as suggested already by zero-energy modes in the energy spectrum in Fig. 4(b) and the green dot in Fig. 3(b).

It is expected that many more pairs of Majoranas could also be achievable by choosing different parameters. We emphasize that our reported conditions for the existence of multiple Floquet Majorana edge states can be realized by properly tuning the parameters such as the driving frequency $\omega$ and the amplitude $w_1$ of the applied ac field.

\[ p_1 = -w_0, \]
\[ q_r(w_1) = \sum_{m=0}^{\infty} 2C_1D_1. \]
FIG. 5: The spatial profile $\varphi_{N-n,i}^\ast + (\phi_{N-n,i}^\ast)^\dagger$ and $\varphi_{N-n,i} - (\phi_{N-n,i})^\ast$ with $i = 0, 1, 2, 3, 4$ and $N = 60$ of Majorana operators $\gamma_{n,i}$ versus the lattice index $n$. (a1) and (a2) are for a single Majorana pair corresponding to zero-energy modes i.e., $E_{60} = E_{61} = 0$ in Fig. 4(a) while (b1)-(f2) for multiple pairs of Floquet Majorana states corresponding to five pairs of modes close to zero energy in Fig. 4(b).

C. Floquet spectrum

The Magnus expansion up to a given order might give artifacts such as a dependence of the quasienergy spectrum on the driving phase or the initial time $t_0$ considered for the calculation of the one-period time evolution operator $U(t_0 + T, t_0)$. This problem can be overcome by using the van Vleck expansion\cite{19} or the Brillouin-Wigner theory.\cite{19} The consideration of the van Vleck expansion up to the first order [i.e., considering only the first two terms in Eq. (13)] gives the same results (e.g., an existence of a single Majorana pair) as those in this paper in the high frequency limit, because the commutator $[\tilde{H}_{k,-1}, \tilde{H}_{k,1}]$ equals to zero as shown in Eq. (A10). It is nevertheless true that the driving-phase dependence in the Magnus expansion up to the first order, that does not cause any change of the spectrum within the order $\propto 1/\omega$, can contribute to finite corrections to the quasienergy spectrum after including the second-order terms ($\propto 1/\omega^2$). This implies that our consideration of the communicators i.e., $[\tilde{H}_{k,0}, \tilde{H}_{k,1}]$ and $[\tilde{H}_{k,0}, \tilde{H}_{k,-1}]$ in Eq. (13) could provide indications of an existence of multiple Majorana pairs.

In order to verify our result on multiple Majorana pairs induced by a low-frequency driving, we numerically calculate the quasienergy spectrum of the time-dependent Hamiltonian by using the Floquet theory.\cite{27,29,47} Inserting the Floquet state $|\psi(t)\rangle = e^{-i\omega t}|\zeta(t)\rangle$ into the Schrödinger equation $i\partial_t|\psi(t)\rangle = \hat{H}(t)|\psi(t)\rangle$, we have the Floquet equation $\hat{H}^F|\zeta(t)\rangle = \epsilon|\zeta(t)\rangle$ with the Floquet Hamiltonian given by

$$\hat{H}^F = \hat{H}(t) - i\partial_t.$$ \hspace{1cm} (39)

In an expanded Hilbert space where $|\zeta(t)\rangle = \sum_m e^{i\omega t}|\xi_m\rangle$, the Floquet equation becomes

$$\sum_{m'} H^F_{m,m'}|\xi_m\rangle = \epsilon|\xi_m\rangle,$$ \hspace{1cm} (40)

where

$$H^F_{m,m'} = m\omega\delta_{m,m'} + \frac{1}{T} \int_0^T dt \hat{H}(t)e^{i(m'-m)\omega t}.$$ \hspace{1cm} (41)

Here $\hat{H}(t) = \hat{H}_0 + \hat{H}_D \cos(\omega t)$ and is obtained by rewriting the time-dependent Hamiltonian [i.e., Eq. (1)] as $\hat{H}(t) = \frac{1}{2}\hat{f}\hat{H}(t)\hat{f}$ with $\hat{f}^\dagger = (f_1^\dagger, \cdots, f_{N}^\dagger, f_1, \cdots, f_N)$, and then the Floquet matrix elements become $H^F_{m,m} = m\omega + \hat{H}_0$ and $H^F_{m,m+1} = H^F_{m+1,m} = \frac{1}{2}\hat{H}_D$. An example of $\hat{H}$ with $N = 4$ is provided in Appendix B.

The Floquet quasienergy spectrum can be obtained from the numerical diagonalization of the Floquet Hamiltonian with matrix elements given by Eq. (41). In this calculation, a small number of sites, i.e., $N = 30$ (instead of $N = 60$ in Figs. 4 and 5) and $m = 0, \pm 1, \cdots, \pm M$ with $M = 30$ are considered. The Floquet Hamiltonian is then a $2N'$-by-$2N'$ matrix with $N' = N(2M + 1) = 1830$. The resulting energy spectrum $E_{m}$ is presented in Fig. 6. In the high driving frequency limit, three intervals in the spectrum are shown in Figs. 6(a), (b), and (c) respectively. A single pair of Majorana states at the quasienergy $\epsilon = \alpha\omega$ ($\alpha = 0, \pm 1, \pm 2, \cdots$ with $\omega = 1000\omega_1$) appears in the spectrum. When a driving frequency falls short of the high frequency limit, Figure 6(d) clearly shows three pairs of Majorana edge states.
FIG. 6: The quasienergy spectrum $E_\nu$ of the Floquet Hamiltonian [i.e., Eq. (39)] versus the index $\nu$. We take $w_1/\omega = 0.001$ and $w_0 = 0.16w_1$ in (a), (b), (c) and $w_1/\omega = 3.125$ and $w_0 = 0.45w_1$ in (d). Other parameters are $\Delta = 0.16w_1$, $\mu = -0.01w_1$, $N = 30$, and $m = 0, \pm 1, \cdots, \pm 30$ in Eq. (40).

exactly at the quasienergy $\epsilon = \alpha \omega$ ($\alpha = 0, \pm 1, \pm 2, \cdots$ with $\omega = w_1/3.125$) in each case.

Although parameters with different values from those used in Fig. 4 are considered in Fig. 6, results in Fig. 6(b) would become identical to those in Fig. 4(a) when the same parameters, e.g., $w_0 = \Delta = 0.028w_1$ are used, as demonstrated in Fig. 7(a), indicating that our numerical calculation gives the same results as those from analytical derivations in the high frequency limit (e.g., $w_1/\omega = 0.001$). These different parameters are, however, needed for the quasienergy spectrum to show three pairs of Majorana states in Fig. 6(d). The deviation of the conditions for the existence of multiple Majorana pairs in Fig. 6(d) from those in Fig. 4(b) is not only due to neglecting terms $\propto 1/\omega^2$ with $(p = \pm 2, \cdots)$ in the Magnus expansion in Eq. (13). It is also due to neglecting the second-order terms ($\propto 1/\omega^2$) that do contribute to the driving-phase-independent second-order corrections of the quasienergy spectrum. Therefore, it would be expected that this deviation decreases when increasing the driving frequency [note that numerical and analytical results in the high frequency limit are identical, as shown in Figs. 4(a) and 7(a)]. We now provide an evidence of the above explanation of the deviation by comparing the energy spectra from analytical and numerical calculations with same parameters. It is shown that the increase of the driving frequency $\omega$, e.g., from $w_1/6.989$ in Fig. 7(b) to $w_1/3.125$ in Fig. 7(c) does reduce the deviation between analytics and numerics, although these new parameters only support a single Majorana pair. Finally we want to emphasize that our analytical calculations, although not giving quantitatively precise conditions, are necessary to identify regimes where interesting effects occur and to better understand the underlying conditions (e.g., when two terms in the effective Hamiltonian cancel at fine-tuned points).

Similar to Fig. 5, Fig. 8 shows the spatial profile (i.e., $\bar{\eta}_{N'\nu-i}$ and $\bar{\eta}_{N'\nu-i}$ with $i = 0, 1, 2$ and $N' = 1830$ obtained from eigenfunctions of the Floquet Hamiltonian) of the zero-energy modes with $E_\nu = 0$ [see Fig. 6(d)]. Besides a single Majorana pair in the high driving frequency limit in Fig. 8(a1) and(a2), three pairs of well-localized Majorana edge states induced by a low-frequency driving are also observed in Fig. 8(b1)-(d2), verifying the results of zero-energy modes in Fig. 6(d). In a word, the Floquet quasienergy spectrum and the spatial profiles of the Floquet Majorana states do provide an evidence of the existence of multiple pairs of Majorana edge states when considering a driving field deviated from the high frequency limit.

VI. DISCUSSIONS AND CONCLUSIONS

Given the known correspondence between the Kitaev chain and the one dimensional transverse Ising model, there is an effective spin representation for our effective Hamiltonian obtained above. Specifically, we apply the inverse Jordan-Wigner transformation $\sigma_j^+ = \cdots$.
FIG. 7: (a) The energy spectrum $E_\nu$ from numerical calculation with the same parameters as those for analytics in Fig. 4(a) in the high frequency limit e.g., $w_1/\omega = 0.001$. (b) and (c) The comparison of energy spectra from analytics (green circles) and numerics (red upper angles) with the increase of the driving frequency from $w_1/\omega = 6.989$ in (b) to $w_1/\omega = 3.125$ in (c), and other parameters are same as those in Fig. 4(b). Note that we consider the same number of lattice sites $N = 60$ as that in Fig. 4 which is different from $N = 30$ in Figs. 6 and 8.

FIG. 8: The spatial profile $\eta_{n'}^{0}$ and $\eta_{N'-i}^{0}$ with $i = 0, 1, 2$ and $N' = 1830$ of Floquet Majorana states versus the index $n'$. (a1) and (a2) are for two zero-energy modes i.e., $E_{1830} = E_{1831} = 0$ in Fig. 6(b) while (b1)-(d2) correspond to three pairs of zero-energy modes in Fig. 6(d). Other parameters as shown in the panels are same as those in Fig. 6.

\[ f_j \prod_{m=1}^{+1}(2f_m f_{m+1} - 1) \text{ and } \sigma^-_j = \prod_{m=1}^{+1}(2f_m f_{m+1} - 1)f_j \text{ on Eq. (26) and obtain an equivalent Hamiltonian in terms of spin operators, namely,} \]

\[
\tilde{H}_{\text{eff}} = \sum_j \left\{ -\frac{\mu}{2}\sigma^\pm_j - \frac{w_0}{4}(\sigma^\pm_j \sigma^\pm_{j+1} + \sigma^\pm_j \sigma^\pm_{j+1}) \right. \\
+ \frac{\mu\Delta}{\omega}(\sigma^\pm_j \sigma^\pm_{j+1} - \sigma^\pm_j \sigma^\pm_{j+1}) \\
+ \sum_{m=0}^{\infty} \sum_{r=1,3,\ldots}^{2m+3} C_1D_1\left(\sigma^y_j M^x_{j+r} \sigma^y_{j+r} + \sigma^x_j M^y_{j+r} \sigma^z_{j+r}\right) \\
- \sum_{m=0}^{\infty} \sum_{r'=1,3,\ldots}^{2m+1} C_2D_2\left(\sigma^y_j M^x_{j+r'} \sigma^y_{j+r'} - \sigma^x_j M^y_{j+r'} \sigma^y_{j+r'}\right) \\
- \sum_{m=0}^{\infty} \sum_{r=1,3,\ldots}^{2m+3} C_3D_3\left(\sigma^x_j M^z_{j+r} \sigma^z_{j+r} - \sigma^z_j M^x_{j+r} \sigma^y_{j+r}\right) \right\},
\]
It shows long-range many-body spin interactions with strengths $C_1 D_1/2$, $C_2 D_2$, and $C_3 D_3/2$ that correspond to long-range tunneling and pairing interactions in Eq. (26). Note that the spin interactions involving $C_1$ and $C_3$, and the nearest-neighbor spin interaction with the strength $\mu \Delta/\omega$ are leading corrections to the high-frequency limit.

The multiple pairs of Floquet Majorana modes have been demonstrated previously in the entire region of the phase diagram in Ref. 28 where the periodic $\delta$-function kicks in the chemical potential and hopping terms were considered. The multiple Majorana pairs presented in our paper are, however, based on a different driving protocol, namely harmonically driven tunneling interactions. We have verified (but not included in this paper) that multiple Majorana pairs together with long-range interactions do not appear when considering the harmonic driving of the chemical potential, which is consistent with numerical results of two end states in Ref. 28. Our paper shows the existence of multiple pairs of Majorana edge states for certain parameters and an extension of these isolated points to entire regions of phase diagram might be possible.

For a Kitaev chain with or without high frequency driving, there would be two edge states. The overlap of their wavefunctions results in a Majorana splitting $\propto e^{-L/\xi}$ where $L$ is the length of the chain and $\xi$ is the correlation length. When considering a driving falling short of the high frequency limit, we have shown that several edge states at each end of the chain appear. To make the Majorana splitting negligible with all relevant energy scales, two nearest-neighboring edge states should be sufficiently well separated. The detail investigation of Majorana mode splitting of our effective long-range interactions and nearest-neighbor $p$-wave pairings can be generated when applying a broad range of driving frequencies. In addition, we show the leading corrections can give detectable multiple pairs of Floquet Majorana edge states that is destroyed at the high driving frequency limit.
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### Appendix A: Derivation of Eq. (14)

The Fourier components given in Eq. (11) for $p = 0, \pm 1$ become

$$\tilde{H}_{k,0} = A \sigma^z_k - iB \tilde{J}_0 \sigma^+ \sigma_k^- + iB \tilde{J}_0 \sigma^z \sigma_k^-, \quad (A1)$$

$$\tilde{H}_{k,1} = -iB \tilde{J}_1 \sigma^+ \sigma_k^- + iB \tilde{J}_1 \sigma^z \sigma_k^-, \quad (A2)$$

$$\tilde{H}_{k,-1} = -iB \tilde{J}_1 \sigma^+ \sigma_k^- + iB \tilde{J}_1 \sigma^z \sigma_k^-, \quad (A3)$$

where

$$A = \mu - w_0 \cos k, \quad (A4)$$

$$B = \Delta \sin k, \quad (A5)$$

$$\tilde{J}_0 \equiv \tilde{J}_0 \left( \frac{w_1}{\omega} \cos k \right), \quad (A6)$$

$$\tilde{J}_{\pm 1} \equiv \tilde{J}_{\pm 1} \left( \frac{w_1}{\omega} \cos k \right). \quad (A7)$$

Their commutators are obtained as

$$\left[ \tilde{H}_{k,0}, \tilde{H}_{k,1} \right] = -2AB \tilde{J}_0 \sigma^z_k + 2B^2 \tilde{J}_0 \tilde{J}_1 \sigma^z_k, \quad (A8)$$

$$\left[ \tilde{H}_{k,0}, \tilde{H}_{k,-1} \right] = 2AB \tilde{J}_1 \sigma^z_k - 2B^2 \tilde{J}_0 \tilde{J}_1 \sigma^z_k, \quad (A9)$$

$$\left[ \tilde{H}_{k,1}, \tilde{H}_{k,-1} \right] = 0. \quad (A10)$$

Here, we have used $[\sigma^+_k, \sigma^-_k] = 2\sigma^+_k$, $[\sigma^+_k, \sigma^z_k] = -2\sigma^z_k$, $[\sigma^z_k, \sigma^-_k] = \sigma^+_k$, and $\tilde{J}_{-1} = -\tilde{J}_1$. Inserting these commutators into Eq. (13), we have

$$\tilde{H}_{k,0}^{\text{eff}} = \tilde{H}_{k,0} + \frac{1}{\omega} \left( \left[ \tilde{H}_{k,0}, \tilde{H}_{k,1} \right] - \left[ \tilde{H}_{k,0}, \tilde{H}_{k,-1} \right] \right),$$

$$= A \sigma^z_k + iB \left[ \tilde{J}_0 - \frac{4}{\omega} \tilde{A} \tilde{J}_1 \right] \left( \sigma^-_k - \sigma^+_k \right) + \frac{4}{\omega} B^2 \tilde{J}_0 \tilde{J}_1 \sigma^z_k. \quad (A11)$$

Further inserting the expressions of $A$ and $B$, the effective Hamiltonian in Eq. (14) is then obtained. Using $H^{\text{eff}} = \tilde{H}_{k,0}^{\text{eff}}$...
\( \sum_{k \geq 0} \Psi_k \tilde{H}_{k} \Psi_k \), the Hamiltonian in the reciprocal space becomes

\[
\tilde{H}_{\text{eff}} = \sum_{k > 0} \left\{ \left( \mu - u_0 \cos k + \frac{4J_0 J_1}{\omega} \Delta^2 \sin^2 k \right) \times \left( f^\dagger_k f_k - f^\dagger_{-k} f_{-k} \right) - i \left( J_0 - \frac{4\mu}{\omega} \right) \Delta \sin k \right. \\
\left. + \frac{2u_0 J_1}{\omega} \Delta \sin(2k) \right\} \left( f^\dagger_k f^\dagger_{-k} - f^\dagger_{-k} f_k \right). \tag{A12} \]

**Appendix B: An example of \( \mathcal{H}(t) \) in Eq. (A41)**

In this appendix, we provide an example of \( \mathcal{H}(t) = \mathcal{H}_0 + \mathcal{H}_D \cos(\omega t) \) that is used to construct the Floquet Hamiltonian matrix in Eq. (A41). Consider a chain with four sites i.e., \( N = 4 \), we have

\[
\mathcal{H}_0 = \begin{pmatrix}
\mu & -\frac{u_0}{2} & 0 & 0 \\
-\frac{u_0}{2} & \mu & -\frac{u_0}{2} & 0 \\
0 & -\frac{u_0}{2} & \mu & 0 \\
0 & 0 & -\frac{u_0}{2} & \mu \\
-\frac{\Delta}{2} & 0 & 0 & -\mu \\
0 & -\frac{\Delta}{2} & 0 & 0 \\
0 & 0 & -\frac{\Delta}{2} & 0 \\
0 & 0 & 0 & -\frac{\Delta}{2} \\
\end{pmatrix} 
\tag{B1} \]

\[
\mathcal{H}_D = \begin{pmatrix}
0 & -\frac{u_1}{4} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-\frac{u_1}{4} & 0 & -\frac{u_1}{4} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -\frac{u_1}{4} & 0 & -\frac{u_1}{4} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -\frac{u_1}{4} & 0 & -\frac{u_1}{4} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -\frac{u_1}{4} & 0 & -\frac{u_1}{4} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -\frac{u_1}{4} & 0 & -\frac{u_1}{4} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -\frac{u_1}{4} & 0 & -\frac{u_1}{4} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -\frac{u_1}{4} & 0 & -\frac{u_1}{4} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -\frac{u_1}{4} & 0 & -\frac{u_1}{4} \\
\end{pmatrix} \tag{B2} \]

The quasienergy spectrum is then obtained from the diagonalization of the Floquet Hamiltonian with matrix elements given by Eq. (A41).
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