GUARANTEED A POSTERIORI LOCAL ERROR ESTIMATION FOR
FINITE ELEMENT SOLUTIONS OF BOUNDARY VALUE
PROBLEMS∗
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Abstract. This paper considers the finite element solution of the boundary value problem of Poisson’s equation and proposes a guaranteed a posteriori local error estimation based on the hypercircle method. Compared to the existing literature on qualitative error estimation, the proposed error estimation provides an explicit and sharp bound for the approximation error in the subdomain of interest, and its efficiency can be enhanced by further utilizing a non-uniform mesh. Such a result is applicable to problems without $H^2$-regularity, since it only utilizes the first order derivative of the solution. The efficiency of the proposed method is demonstrated by numerical experiments for both convex and non-convex 2D domains with uniform or non-uniform meshes.
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1. Introduction. This paper studies the finite element solution of the boundary value problem (BVP) of Poisson’s equation, and proposes an a posteriori local error estimation method for finite element solution, based on the hypercircle method, i.e., the Prager–Synge theorem.

The motivation of this research originates from the error analysis of the four-probe method, which has been used for the resistivity measurement of semiconductors over the past century [7]. The image of the four-probe method is illustrated in Figure 1: four probes $A, B, C,$ and $D$ are aligned on the surface of the sample; a constant current $I_{AD}$ is applied between $A$ and $D$ and the potential difference $V_{BC}$ between $B$ and $C$ is measured. The resistivity $\rho$ is then calculated by $\rho = F_c V_{BC} / I_{AD}$, where $F_c$ is the correction factor. As an important quantity for high-precision measurement, $F_c$ is evaluated theoretically by considering the governing equation of the distribution of the potential. A well-used model for the potential distribution $u$ is described by the following boundary value problem of Poisson’s equation (see, e.g., [7, 27]):

\[
-\Delta u = 2\rho I_{AD} (\delta(A; x) - \delta(D; x)) \text{ in } \Omega; \quad \frac{\partial u}{\partial n} = 0 \text{ on } \partial \Omega,
\]

where $\delta(A; x)$ and $\delta(D; x)$ are Dirac’s delta functions located at $A$ and $D$, respectively.

Note that this model regards the current $I_{AD}$ as a point charge on the surface of the sample. By setting $\rho I_{AD} = 1$, the value of $F_c$ can be evaluated by

\[
F_c = \frac{1}{u(B) - u(C)}.
\]
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The calculation of $F_c$ only utilizes the potential $u$ at the probes $B$ and $C$, i.e., the local information of the solution around the probes. To have a sharp estimation of the correction factor $F_c$, the local error around the probes is of interest and the local error estimation for the FEM approximation to $u$ is wanted. Note that the right-hand side of (1.1) does not belong to the $L^2$ space. In this study, instead of the equation (1.1), a model problem $-\Delta u = f$ with $f \in L^2(\Omega)$ is considered. The technique to solve equation (1.1) directly will be discussed in our subsequent papers.

There is some literature related to local error estimation for finite element solutions (see, e.g., [3–5, 14, 18, 21–25]). The local error estimation was first studied by Nitche and Schatz in [18]. In the studies of [18, 23], for the subdomain $\Omega_0$ of interest, an intermediate subdomain $\Omega_1$ such that $\Omega_0 \subset \subset \Omega_1 \subset \subset \Omega$ is utilized to deduce the following error estimation: for $u \in H^l(\Omega)$,

$$\|u - u_h\|_{s, \Omega_0} \leq C(h^{l-s}\|u\|_{l, \Omega_1} + \|u - u_h\|_{-p, \Omega_1}),$$

for $s = 0$ or $1$ and $p$ as a fixed integer. In [18], an estimation for quasi-uniform meshes was provided. In [25, 26], based on the knowledge of the local error distribution, Xu and Zhou proposed a parallel technique that uses coarse grids to approximate the low frequency part of the residual error and then uses fine grids for the high frequency part. Discussions on relaxing the assumption in [18] applied to the mesh can be found in [2, 5]. In the field of adaptive finite element methods, error indicators based on the local error estimation have been well studied; see, e.g., [3, 4, 14, 25, 26].

The above results on local error estimation mainly focus on the qualitative analysis (e.g., convergence rate) of local error terms, while the explicit bound for the local error estimation is not available.

In this paper, we propose a quantitative error estimation method for the local error of the finite element solutions. Such a method is regarded as an extension of the explicit error estimation theorem developed by Liu [15], which inherits the idea of Kikuchi [11] to utilize the hypercircle method. The idea of local error estimation was also introduced in a concise manner in our previous work [16] published in Japanese. Here, thorough discussions along with detailed numerical examples are provided to describe this newly developed local error estimation method.

The application of the hypercircle method to the a posteriori error estimation can also be found in [1, 17]. Instead of developing $p_h \in H(\text{div;} \Omega)$ by processing the discontinuity of $\nabla u_h$ across the edges of elements [1, 17], the feature of Kikuchi’s approach and our method is to construct the hypercircle by utilizing $p_h \in H(\text{div;} \Omega)$ such that $\text{div} p_h + f_h = 0$ holds exactly, where $f_h$ is the projection of $f$ to totally discontinuous piecewise polynomials.

The hypercircle method, namely the Prager–Synge theorem, was developed more than fifty years ago by [20] for elastic analysis. Around the same time [20], based on the $T^*T$ theory of Kato [8], Fujita developed a method similar to the hypercircle
method [6], which has been applied to develop the point-wise estimation method for boundary value problems with specially constructed base functions. The extension of Kato–Fujita’s approach to finite element method for local error estimation will be considered in our succeeding work.

The local error estimation proposed in this paper has the following features.

1. As a quantitative result, it provides explicit estimation for the energy error in the subdomain of interest.
2. The method deals with domains of general shapes in the natural way and is applicable to non-convex domains where a singularity may appear around the re-entry corner of the boundary.
3. There are no constraints on the mesh generation of the domain, compared to the stringent requirement of a uniform mesh in past studies on local error estimation. Also, the proposed local error estimator has an optimal convergence rate for the finite element solutions when non-uniform meshes are utilized to obtain finer solution approximation over the subdomain of interest.

The rest of the paper is organized as follows: In section 2, we provide preliminary information on the problem setting and basic knowledge about the finite element method spaces. In section 3, the global error estimation based on the hypercircle method developed in [15] is introduced. In section 4, the details of the local error estimation are described. In section 5, the qualitative analysis about the convergence rate of the proposed local error estimation is discussed. In section 6, the numerical examples for Poisson’s equation over the square domain and the L-shaped domain are presented. Finally, in section 7, we summarize the conclusions and discuss future studies.

2. Preliminary.

2.1. Problem settings. Throughout this study, the domain Ω is assumed to be a bounded polygonal domain of $\mathbb{R}^2$. Thus, Ω can be completely triangulated without any gap near the boundary. Standard symbols are used for the Sobolev spaces $H^m(\Omega)(m \geq 0)$. The norm of $L^2(\Omega)$ is written as $\|\cdot\|_{L^2(\Omega)}$ or $\|\cdot\|_{0}$. Symbols $|\cdot|_{H^m(\Omega)}$, $\|\cdot\|_{H^m(\Omega)}$ denote semi-norm and norm of $H^m(\Omega)$, respectively. Let $(\cdot, \cdot)$ be the inner product of $L^2(\Omega)$ or $(L^2(\Omega))^2$. Sobolev space $W^{1,\infty}(\Omega)$ is a function space where weak derivatives up to the first order are essentially bounded on Ω. The standard vector valued function space $H(\text{div}; \Omega)$ is defined as follows:

$$H(\text{div}; \Omega) := \{q \in (L^2(\Omega))^2; \text{div } q \in L^2(\Omega)\}.$$

In this paper, the finite element solution for the following model boundary value problem will be discussed:

\begin{equation}
-\Delta u = f \text{ in } \Omega, \quad \frac{\partial u}{\partial n} = g_N \text{ on } \Gamma_N, \quad u = g_D \text{ on } \Gamma_D.
\end{equation}

Here, $\Gamma_N$ and $\Gamma_D$ are disjoint subsets of $\partial \Omega$ satisfying $\Gamma_N \cup \Gamma_D = \partial \Omega$; $n$ is the unit outer normal direction on the boundary and $\frac{\partial}{\partial n}$ is the directional derivative along $n$ on $\partial \Omega$.

Let $S$ be a subdomain of $\Omega$ of interest. Suppose that $u_h$ is an approximate solution to the problem (2.1). The error of $(\nabla u - \nabla u_h)$ in the subdomain $S$ will be evaluated in this study.

The weak form for the aforementioned problem is given by:

\begin{equation}
\text{Find } u \in V \text{ s.t. } (\nabla u, \nabla v) = (f, v) + (g_N, v)_{\Gamma_N}, \quad \forall v \in V_0.
\end{equation}
where
\[(g_N, v)_{\Gamma_N} := \int_{\Gamma_N} g_N v \, ds.\]

In case \(\Gamma_D\) is not an empty set, the function space \(V\) of the trial function and the function space \(V_0\) of the test function are defined by
\[
V := \{ v \in H^1(\Omega); v = g_D \text{ on } \Gamma_D \}, \quad V_0 := \{ v \in H^1(\Omega); v = 0 \text{ on } \Gamma_D \}.
\]

For an empty \(\Gamma_D\), the definition of \(V\) and \(V_0\) are modified as follows:
\[
V = V_0 = \left\{ v \in H^1(\Omega); \int_{\Omega} v \, dx = 0 \right\}.
\]

### 2.2. Finite element space setting.

To prepare for the discussion on the newly developed local error estimation in §4, we review the standard FEM approaches to (2.1). To simplify the discussion, assume \(g_D, g_N\) in the boundary conditions of the model problem (2.1) to be piecewise linear and piecewise constant at the boundary edges of \(T^h\), respectively. Let \(T_h\) be a proper triangulation of the domain \(\Omega\). Given an element \(K \in T_h\), let \(h_K\) denote the length of longest edge of \(K\). The mesh size \(h\) of \(T_h\) is defined as follows:
\[
h := \max_{K \in T_h} h_K.
\]

On each element \(K \in T_h\), the set of polynomials with degree up to \(d\) is denoted by \(P_d(K)\). Let \(V_h, V_{h,0}\) denote the finite element spaces consisting of piecewise linear and continuous functions, the boundary conditions of which follow the settings of \(V\) and \(V_0\), respectively. The conforming finite element formulation of (2.2) is given by
\[
(2.3) \quad \text{Find } u_h \in V_h \text{ s.t. } (\nabla u, \nabla v_h) = (f, v_h) + (g_N, v_h)_{\Gamma_N}, \quad \forall v_h \in V_{h,0}.
\]

To provide the local error estimation for \((\nabla u - \nabla u_h)\) over the subdomain \(S\), let us introduce the following finite element spaces.

(a) Piecewise constant function space:
\[
X_h := \{ v_h \in L^2(\Omega); \ v_h|_K \in P_0(K), \ \forall K \in T_h \}.
\]

In case \(\Gamma_D\) is empty, it is further required that \(\int_{\Omega} v \, dx = 0\) for \(v_h \in X_h\).

(b) The Raviart–Thomas finite element space:
\[
RT_h := \{ p_h \in H(\text{div}; \Omega); \ p_h|_K = (a_K + c_K x, b_K + c_K y) \text{ for } K \in T_h \}.
\]
\[
RT_{h,0} := \{ p_h \in RT_h; \ p_h \cdot n = 0 \text{ on } \Gamma_N \}.
\]

Here, \(a_K, b_K, c_K \in P_0(K)\) for \(K \in T_h\).

The standard mixed finite element formulation of (2.1) reads: Find \((p_h, \mu_h) \in RT_h \times X_h, \ p_h \cdot n = g_N\) on \(\Gamma_N\), s.t.
\[
(2.4) \quad (p_h, q_h) + (\text{div} \ q_h, \mu_h) + (\text{div} \ p_h, \eta_h) = \int_{\Gamma_D} g_D(q_h \cdot n) \, ds - (f, \eta_h),
\]
for \((q_h, \eta_h) \in RT_{h,0} \times X_h\).

Define the projection \(\pi_h : L^2(\Omega) \to X_h\) such that for \(f \in L^2(\Omega)\),
\[
(f - \pi_h f, \eta_h) = 0, \quad \forall \eta_h \in X_h.
\]
The following error estimation holds for $\pi_h$,

$$\|f - \pi_h f\|_\Omega \leq C_0 h \|f\|_{H^1(\Omega)}, \quad \forall f \in H^1(\Omega). \quad (2.5)$$

To give a concrete value of $C_0$ in (2.5), let us define $C_0(K)$ as a constant that depends on the shape of the triangle $K \in T_h$ and satisfies

$$\|f - \pi_h f\|_K \leq C_0(K) \|f\|_{H^1(K)}, \quad \forall f \in H^1(K).$$

By using $C_0(K)$, the constant $C_0$ that depends on triangulation can be defined by

$$C_0 := \max_{K \in T_h} C_0(K) h. \quad (2.6)$$

The previous studies [9, 10, 12] reported that the optimal value of $C_0(K)$ is given by

$$C_0(K) := h K / j_{1,1}(h K), \quad 1 \leq j_{1,1}(h K) \approx 3.83171$$

of the first kind Bessel's function $J_{1,1}$.

3. Global a priori error estimation for the finite element solutions. In this section, we introduce the global error estimation developed in [13, 15, 19], which will be used in Theorem 4.7 for local error estimation. We focus on the global a priori error estimation for problems with homogeneous boundary value conditions, which fits the needs in the proof for Theorem 4.7. For global a priori error estimation of non-homogeneous boundary value problems, refer to [13].

As a preparation for Theorem 4.7, let us consider the following boundary value problem.

$$-\Delta \phi = f \text{ in } \Omega, \quad \frac{\partial \phi}{\partial n} = 0 \text{ on } \Gamma_N, \quad \phi = 0 \text{ on } \Gamma_D. \quad (3.1)$$

The weak formulation of (3.1) seeks $\phi \in V_0$, s.t.,

$$\langle \nabla \phi, \nabla v \rangle = (f, v), \quad \forall v \in V_0. \quad (3.2)$$

The Galerkin projection operator $P_h : V_0 \to V_{h,0}$ satisfies, for $v \in V_0$

$$\langle \nabla(v - P_h v), \nabla v_h \rangle = 0, \quad \forall v_h \in V_{h,0}. \quad (3.3)$$

In [15], the following quantity $\kappa_h$ is introduced for the purpose of a priori error estimation to the Galerkin projection $P_h \phi$:

$$\kappa_h := \max_{f_h \in X_h} \min_{v_h \in V_{h,0}, q_h \in RT_{h,0}, \text{div } q_h + f_h = 0} \frac{\|\nabla v_h - q_h\|}{\|f_h\|}. \quad (3.4)$$

The theorem below provides an a priori error estimation using $\kappa_h$ and the Prager–Synge theorem.

**Theorem 3.1** (Global a priori error estimation [15]). Given $f \in L^2(\Omega)$, let $\phi$ be the solution to (3.2). Then, the following error estimation holds.

$$|\phi - P_h \phi|_{H^1(\Omega)} \leq C(h) \|f\|_\Omega, \quad (3.5)$$

where $C(h) := \sqrt{\kappa_h^2 + (C_0 h)^2}$; $C_0$ is the quantity defined in (2.6).
Remark 3.2. When the exact solution $\phi$ belongs $H^2(\Omega)$, the constant $C(h)$ appearing in (3.4), (3.5) can be replaced for the error constant of the Lagrange interpolation. For example, in §6.2, it is possible to use $C(h) = 0.493h$ as $C(h)$ for the right-angled triangle mesh.

Remark 3.3. Calculation of $\kappa_h$: given $f_h \in X_h$, let $R_h : X_h \to V_h$, $T_h : X_h \to RT_h$ be the linear operators that map $f_h$ to the Lagrange FEM approximation of $\nabla \phi$ and the Raviart-Thomas FEM approximation of $\nabla \phi$, respectively. Then, $\kappa_h$ is characterized by the following maximum formulation:

$$\kappa_h = \max_{f_h \in X_h} \frac{\| (R_h - T_h) f_h \|_{\Omega}}{\| f_h \|_{\Omega}},$$

which is determined by a matrix eigenvalue problem. See [13,15] for a more detailed discussion on the calculation of $\kappa_h$.

4. Weighted hypercircle formula and main result. In this section, we propose a posteriori local error estimation for the finite element solutions. Let $S(\subset \Omega)$ be the subdomain of interest. In §4.1, the weighted inner product and weighted norm corresponding to $S$ will be introduced through a cutoff function $\alpha$. In §4.2, we show the weighted hypercircle formula as an extension of Theorem 4.1. The result of the local error estimation will be provided in §4.3.

4.1. The weight function. Let $\Omega'$ be the extended domain of $S$ with a band of width $\varepsilon$, that is, $\Omega' := \{ x \in \Omega : \text{dist}(x, S) < \varepsilon \}$. Denote the band surrounding $S$ by $B_S$. Refer to Figure 2-(a),(b) for two examples of $S$ and $B_S$. The weight function $\alpha \in W^{1,\infty}(\Omega)$ is defined as a piecewise polynomial with the following property.

$$\alpha(x, y) = \begin{cases} 1 & (x, y) \in S \\ 0 & (x, y) \in (\Omega')^c \end{cases}, \quad 0 \leq \alpha(x, y) \leq 1, \text{ for } (x, y) \in B_S.$$

![Fig. 2. Definition of the weight function $\alpha$.](image)

To construct a concrete weight function $\alpha(x, y)$, let us define $\alpha_{(a,b)}$ over interval $(a, b)$ as follows.

$$\alpha_{(a,b)}(x) := \begin{cases} 1 + (x - a)/\varepsilon & x \in (a - \varepsilon, a] \\ 1 & x \in (a, b) \\ 1 - (x - b)/\varepsilon & x \in [b, b + \varepsilon) \\ 0 & \text{otherwise} \end{cases}.$$

Refer to Figure 2-(c) for the graph of $\alpha_{(a,b)}$. For $S$ being a rectangular subdomain constructed by the Cartesian product of two open intervals $(x_a, x_b)$, $(y_a, y_b)$, the weight function $\alpha$ can be defined by $\alpha(x, y) = \min \{ \alpha_{(x_a,x_b)}(x), \alpha_{(y_a,y_b)}(y) \}$.

The weighted inner product and norm are defined by using $\alpha$ as follows.
For \( \alpha w \) 

\[
(f, g)_\alpha := \int_{\Omega'} \alpha f \cdot g \, dx.
\]

(b) Weighted norm \( \| \cdot \|_\alpha \): For \( f \in L^2(\Omega) \),

\[
\|f\|_\alpha := \sqrt{(f, f)_\alpha} = \sqrt{\int_{\Omega'} f^2 \alpha \, dx} \quad (= \| f \sqrt{\alpha} \|_\Omega).
\]

The following inequalities hold.

\[
(4.1) \quad \|f\|_S \leq \|f\|_\alpha \leq \|f\|_V \leq \|f\|_\Omega.
\]

### 4.2. Weighted hypercircle formula.

In this sub-section, a weighted hypercircle formula is proposed, which can be regarded as an extension to the classical Prager–Synge theorem below.

**Theorem 4.1** (Prager–Synge’s theorem \([20]\)). Let \( \phi \) be the solution of (3.1). For any \( v \in V_0 \) and \( \mathbf{p} \in H(\text{div}; \Omega) \) satisfying

\[
\text{div} \mathbf{p} + f = 0, \quad \mathbf{p} \cdot \mathbf{n} = 0 \quad \text{on } \Gamma_N,
\]

we have,

\[
(4.2) \quad \| \nabla \phi - \nabla v \|_\alpha^2 + \| \nabla \phi - \mathbf{p} \|_\Omega^2 = \| \nabla v - \mathbf{p} \|_\Omega^2.
\]

For weighted norms introduced in the previous section, we have the following extended formulation of the hypercircle (4.2).

**Theorem 4.2.** Let \( u \) be the solution of (2.1). For any \( v \in V_0 \) and \( p \in H(\text{div}; \Omega) \) satisfying

\[
\text{div} \mathbf{p} + f = 0 \quad \text{in } \Omega, \quad \mathbf{p} \cdot \mathbf{n} = g_N \quad \text{on } \Gamma_N.
\]

Then,

\[
\| \nabla u - \nabla v \|_\alpha^2 + \| \nabla u - \mathbf{p} \|_\alpha^2 \leq \| \nabla v - \mathbf{p} \|_\Omega^2 + 2\sqrt{2} \| \nabla \alpha \|_{L^\infty(\Omega)} \| u - v \|_{\text{div}} \| \nabla u - \mathbf{p} \|_\Omega.
\]

**Proof.** The expansion of \( \| \nabla v - \mathbf{p} \|_\Omega^2 = \| (\nabla v - \nabla u) + (\nabla u - \mathbf{p}) \|_\Omega^2 \) tells that

\[
(4.3) \quad \| \nabla v - \mathbf{p} \|_\Omega^2 = \| \nabla v - \nabla u \|_\alpha^2 + \| \nabla u - \mathbf{p} \|_\alpha^2 + 2(\nabla v - \nabla u, \nabla u - \mathbf{p})_\alpha.
\]

Let \( w := v - u \). Below, we show the estimation for the cross-term of (4.3), i.e.,

\( (\nabla w, \nabla u)_\alpha \).

To deal with \( (\nabla w, \nabla u)_\alpha \), let us take the test function as \( \alpha w \) in (2.2) and apply the chain rule to \( \alpha w \), i.e., \( \nabla(\alpha w) = w \nabla \alpha + \alpha \nabla w \). Then we have

\[
(4.4) \quad (\nabla w, \nabla u)_\alpha = - \int_\Omega w \nabla \alpha \cdot \nabla u \, dx + \int_\Omega f \cdot (\alpha w) \, dx + \int_{\Gamma_N} g_N \cdot (\alpha w) ds.
\]

For \( (\nabla w, \mathbf{p})_\alpha \), Green’s formula tells that

\[
(\nabla w, \mathbf{p})_\alpha = \int_\Omega \nabla w \cdot (\alpha \mathbf{p}) \, dx = \int_{\Gamma_N} g_N \cdot (\alpha w) ds - \int_\Omega w \, \text{div}(\alpha \mathbf{p}) \, dx
\]

\[
= - \int_{\Gamma_N} g_N \cdot (\alpha w) ds - \int_\Omega (\alpha w) \, \text{div} \mathbf{p} \, dx - \int_\Omega w \nabla \alpha \cdot \mathbf{p} \, dx.
\]

\[
(4.5) \quad \quad = - \int_\Omega w \nabla \alpha \cdot \mathbf{p} \, dx + \int_\Omega (\alpha w) f \, dx + \int_{\Gamma_N} g_N \cdot (\alpha w) ds.
\]
By taking (4.4)-(4.5) and noticing that \( \alpha = 0 \) on \( \Omega \setminus \Omega' \), we have
\[
(\nabla v - \nabla u, \nabla u - \mathbf{p})_\alpha = - \int_\Omega (v-u)\nabla \alpha \cdot (\nabla u - \mathbf{p}) \, dx = - \int_{\Omega'} (v-u)\nabla \alpha \cdot (\nabla u - \mathbf{p}) \, dx.
\]

By applying Hölder’s inequality, we have
\[
\text{(4.6)} \quad |(\nabla v - \nabla u, \nabla u - \mathbf{p})_\alpha| \leq \sqrt{2} \|\nabla \alpha\|_{L^\infty(\Omega)} \|u - v\|_\Omega \|\nabla u - \mathbf{p}\|_\Omega.
\]
From (4.3) and (4.6), we draw the conclusion. \( \square \)

**Remark 4.3.** Theorem 4.2 holds no matter \( \partial S \cap \partial \Omega = \emptyset \) or not, as can be confirmed in the proof.

**4.3. A posteriori local error estimation for finite element solutions.** As a preparation to the argument of the main result, let us follow the idea of Kikuchi [11] to introduce auxiliary functions \( \overline{u} \in V \) and \( \overline{u}_h \in V_h \) as the solutions to the following equations.

\[
(4.7) \quad (\nabla \overline{u}, \nabla v) = (\pi_h f, v) + (g_N, v)_{\Gamma_N}, \quad \forall v \in V_0;
\]
\[
(4.8) \quad (\nabla \overline{u}_h, \nabla v_h) = (\pi_h f, v_h) + (g_N, v_h)_{\Gamma_N}, \quad \forall v_h \in V_{h,0}.
\]

Both the functions are introduced only for error analysis in a theoretical way, and the above equations do not need to be solved explicitly.

**Lemma 4.4.** For \( \overline{u} \) of (4.7) and \( \overline{u}_h \) of (4.8), the following estimations hold.

\[
(4.9) \quad |u - \overline{u}|_{H^1(\Omega)} \leq C_0 h \|f - \pi_h f\|_\Omega;
\]
\[
(4.10) \quad |u_h - \overline{u}_h|_{H^1(\Omega)} \leq C_0 h \|f - \pi_h f\|_\Omega.
\]

Here, \( C_0 \) is the projection error constant defined in (2.6).

**Proof.** According to the definitions of \( u \) and \( \overline{u} \),
\[
(\nabla (u - \overline{u}), \nabla v) = (f - \pi_h f, v) = (f - \pi_h f, v - \pi_h v), \quad \forall v \in V_0.
\]
By taking \( v = u - \overline{u} \) in the above equation and using the error estimation of projection \( \pi_h \) in (2.5), we have
\[
|u - \overline{u}|_{H^1(\Omega)}^2 = |(\nabla (u - \overline{u}), \nabla (u - \overline{u}))| \leq \|f - \pi_h f\|_\Omega \cdot C_0 h |u - \overline{u}|_{H^1(\Omega)}.
\]
Hence,
\[
|u - \overline{u}|_{H^1(\Omega)} \leq C_0 h \|f - \pi_h f\|_\Omega.
\]
Estimation (4.10) is obtained in the same way. \( \square \)

With the selected \( \pi_h f \in X_h \), the property \( \text{div}(RT_h) = X_h \) makes it possible to find \( \mathbf{p}_h \in RT_h \) such that
\[
(4.11) \quad \text{div } \mathbf{p}_h + \pi_h f = 0, \quad \mathbf{p}_h \cdot \mathbf{n} = g_N \text{ on } \Gamma_N.
\]
In this case, the following hypercircle equation holds:
\[
(4.12) \quad \|\nabla \overline{u} - \nabla v_h\|_{\Omega}^2 + \|\nabla \overline{u} - \mathbf{p}_h\|_{\Omega}^2 = \|\nabla v_h - \mathbf{p}_h\|_{\Omega}^2.
\]
Remark 4.5. The estimation (4.9) along with the hypercircle (4.12) leads to an *a posteriori* estimation of the global error.

\begin{equation}
\|\nabla (u - u_h)\|_{\Omega} \leq \|\nabla u_h - p_h\|_{\Omega} + C_0 h \|f - \pi_h f\|_{\Omega}.
\end{equation}

Here, $p_h$ can be chosen freely to approximate $\nabla u$ under the condition (4.11).

Below, we apply Theorem 4.2 to the current function settings.

**Lemma 4.6.** Let $\bar{u}$ and $\bar{u}_h$ be the solutions of (4.7) and (4.8), respectively. For $p_h \in RT_h$ satisfying (4.11), the following estimation holds,

\[\|\nabla (\bar{u} - \bar{u}_h)\|_{\alpha}^2 \leq \|\nabla \bar{u}_h - p_h\|_{\alpha}^2 + 2\sqrt{2}\|\nabla \alpha\|_{L^\infty(\Omega)} \|\bar{u} - \bar{u}_h\|_{\Omega} \|\nabla \bar{u} - p_h\|_{\Omega} \|\bar{u}_h\|_{\Omega}^1.\]

**Proof.** Take $f := \pi_h f$, $p := p_h$, $u := \bar{u}$ and $v := \bar{u}_h$ in Theorem 4.2, then the following inequality holds.

\[\|\nabla (\bar{u} - \bar{u}_h)\|_{\alpha}^2 + \|\nabla \bar{u} - p_h\|_{\alpha}^2 \leq \|\nabla \bar{u}_h - p_h\|_{\alpha}^2 + 2\sqrt{2}\|\nabla \alpha\|_{L^\infty(\Omega)} \|\bar{u} - \bar{u}_h\|_{\Omega} \|\nabla \bar{u} - p_h\|_{\Omega} \|\bar{u}_h\|_{\Omega}^1.\]

Because $\Omega' \subset \Omega$, we conclude by replacing $\|\cdot\|_{\Omega'}$ with $\|\cdot\|_{\Omega}$. \hfill \Box

To state the results in Theorem 4.7 and 4.8, let us define the following four computable quantities $E_1$, $E_2$, $E_1$ and $E_2$.

\begin{align*}
E_1 & := \|\nabla \bar{u}_h - p_h\|_{\alpha}, \\
E_2 & := \left\{2\sqrt{2}C(h) \cdot \|\nabla \alpha\|_{L^\infty(\Omega)}\right\}^{1/2} \cdot \|\nabla \bar{u}_h - p_h\|_{\Omega}, \\
E_1 & := \|\nabla u_h - p_h\|_{\alpha} + C_0 h \|f - \pi_h f\|_{\Omega}, \\
E_2 & := \left\{2\sqrt{2}C(h) \cdot \|\nabla \alpha\|_{L^\infty(\Omega)}\right\}^{1/2} \cdot \|\nabla u_h - p_h\|_{\Omega}.
\end{align*}

**Theorem 4.7 (*A posteriori* local error estimation for $\pi$).** Let $u$ and $\pi_h$ be the solutions of (2.2), (4.8), respectively. For $p_h \in RT_h$ satisfying

\[\text{div } p_h + \pi_h f = 0, \quad p_h \cdot n = g_N \text{ on } \Gamma_N,\]

the following local error estimation holds.

\begin{equation}
\|\nabla u - \nabla \pi_h\|_{\Omega} \leq \sqrt{E_1^2 + E_2^2} + C_0 h \|f - \pi_h f\|_{\Omega}.
\end{equation}

**Proof.** With $\pi$ defined in (4.7) and the triangle inequality, we obtain:

\[\|\nabla (u - \pi_h)\|_{\Omega} \leq \|\nabla (u - \bar{u})\|_{\Omega} + \|\nabla (\bar{u} - \pi_h)\|_{\Omega} \leq \|\nabla (u - \bar{u})\|_{\Omega} + \|\nabla (\bar{u} - \bar{u}_h)\|_{\Omega}.\]

By applying the estimation of $\|\nabla (u - \bar{u})\|_{\Omega}$ in Lemma 4.4 and the estimation of $\|\nabla (\bar{u} - \bar{u}_h)\|_{\Omega}$ in Lemma 4.6, the following estimation holds.

\begin{align}
\|\nabla (u - \pi_h)\|_{\Omega} & \leq \left\{\|\nabla \pi_h - p_h\|_{\alpha}^2 + 2\sqrt{2}\|\nabla \alpha\|_{L^\infty(\Omega)} \|\pi - \pi_h\|_{\Omega} \|\nabla \pi - p_h\|_{\Omega}\right\}^{1/2} \\
& + C_0 h \|f - \pi_h f\|_{\Omega}.
\end{align}

(4.15)

Next, we give the estimation for $\|\pi - \pi_h\|_{\Omega}$, $\|\nabla \pi - p_h\|_{\Omega}$ in (4.15).
(a) From Theorem 4.1, the hypercircle below is available for \(\bar{u}\) defined in (4.7),

\[
\|\nabla \bar{u} - \nabla u_h\|_\Omega^2 + \|\nabla \bar{u} - p_h\|_\Omega^2 = \|\nabla u_h - p_h\|_\Omega^2, \quad \forall u_h \in V_h.
\]  

By taking \(v_h := \bar{u}_h\), we obtain the estimation of \(\|\nabla \bar{u} - p_h\|_\Omega\):

\[
\|\nabla \bar{u} - p_h\|_\Omega \leq \|\nabla \bar{u}_h - p_h\|_\Omega.
\]  

(b) To give the estimation of \(\|\bar{u} - \bar{u}_h\|_\Omega\), let us define the dual problem.

Find \(\phi \in V_0\) s.t. \(\langle \nabla \phi, \nabla v \rangle = \langle \bar{u} - \bar{u}_h, v \rangle, \forall v \in V_0\).

By applying \(P_h\) defined in (3.3) along with the \textit{a priori} estimation (3.4) in Theorem 3.1, we have,

\[
\|\bar{u} - \bar{u}_h\|_\Omega^2 \leq \|\nabla \phi - P_h \phi\|_\Omega \cdot \|\nabla \bar{u} - \bar{u}_h\|_\Omega.
\]

\[
\leq C(h) \|\bar{u} - \bar{u}_h\|_\Omega \cdot \|\nabla \bar{u} - \bar{u}_h\|_\Omega.
\]

Notice that (4.16) with \(v_h := \bar{u}_h\) implies

\[
\|\nabla \bar{u} - \nabla \bar{u}_h\|_\Omega \leq \|\nabla \bar{u}_h - p_h\|_\Omega.
\]

Thus, we have the estimation of \(\|\bar{u} - \bar{u}_h\|_\Omega\):

\[
\|\bar{u} - \bar{u}_h\|_\Omega \leq C(h) \|\nabla (\bar{u} - \bar{u}_h)\|_\Omega \leq C(h) \|\nabla \bar{u}_h - p_h\|_\Omega.
\]

Apply (4.17) and (4.18) to the first term of the right-hand side of (4.15),

\[
\|\nabla \bar{u}_h - p_h\|_\Omega^2 + 2\sqrt{2} \|\nabla \alpha\|_\infty \|\bar{u} - \bar{u}_h\|_\Omega \|\nabla \bar{u} - \bar{u}_h\|_\Omega
\]

\[
\leq \|\nabla \bar{u}_h - p_h\|_\Omega^2 + 2\sqrt{2} \|\nabla \alpha\|_\infty C(h) \|\nabla \bar{u}_h - p_h\|_\Omega^2
\]

\[
\leq 0.2 + 0.2.
\]

Now, we draw the conclusion by sorting the estimation of (4.15).

\[\Box\]

\textbf{Theorem 4.8.} Under the assumptions of Theorem 4.7, the following estimation holds.

\[
\|\nabla u - \nabla u_h\|_S \leq \sqrt{E_1^2 + E_2^2} + 2C_0 h \|f - \pi_h f\|_\Omega.
\]

\textbf{Proof.} First, we apply the triangle inequality to \((u - \bar{u}_h) + (\bar{u}_h - u_h)\) and the estimation (4.10) in Lemma 4.4 to have,

\[
\|\nabla (u - u_h)\|_S \leq \|\nabla (u - \bar{u}_h)\|_S + \|\nabla (u - \bar{u}_h)\|_S \leq C_0 h \|f - \pi_h f\|_\Omega + \|\nabla (u - \bar{u}_h)\|_S.
\]

Next, we apply the result in Theorem 4.7 to \(\|\nabla (u - \bar{u}_h)\|_S\) and process the term \(\bar{u}_h\) in \(E_1\) and \(E_2\). Because \(\bar{u}_h\) is the best approximation to \(\bar{u}\) in \(V_h\), the hypercircle (4.12) with respect to \(\pi_h f\) leads to

\[
\|\nabla \bar{u}_h - p_h\|_\Omega \leq \|\nabla u_h - p_h\|_\Omega.
\]

For the term \(\|\nabla \bar{u}_h - p_h\|_\alpha\) in \(E_2\), apply the triangle inequality and (4.10) to obtain

\[
\|\nabla \bar{u}_h - p_h\|_\alpha \leq \|\nabla (\bar{u}_h - u_h)\|_\alpha + \|\nabla u_h - p_h\|_\alpha \leq C_0 h \|f - \pi_h f\|_\Omega + \|\nabla u_h - p_h\|_\alpha.
\]

Now, we can conclude as in (4.19).
5. Convergence analysis and application to non-uniform mesh. In this section, we have an analysis on the convergence behavior for the proposed a posteriori error estimation and show its application in efficient computing with non-uniform meshes.

For a solution $u \in H^2$ solved by FEM over a uniform mesh with mesh size $h$, the global error terms $\|\nabla u_h - p_h\|_\Omega$ and $C(h)$ have the convergence rate as $O(h)$. Thus, the following convergence rate is available in Theorem 4.8.

\begin{equation}
E_1 = O(h), \quad E_2 = O(h^{1.5}); \quad \|\nabla u - \nabla u_h\|_S \leq O(h)
\end{equation}

Note that the order of $E_2$ can be further improved by selecting the Raviart-Thomas FEM space with higher degree and theoretically $E_2$ can be arbitrarily small by selecting a good approximation of $p_h$ to $\pi$ using an independent quite refined mesh. Below is a detailed argument for this property.

Improving convergence rate of the global error term. Let $V^k_h \cdot RT_h^{k-1}$ be the conforming finite element space of degree $k$ and the Raviart-Thomas FEM space of degree $k-1$, respectively. Suppose $\pi$ defined in (4.7) has $H^2$-regularity. Let us consider the following FEM solutions corresponding to $\pi$:

- $\pi_h \in V^k_h$ as the best approximation to $\pi$ under $\| \cdot \|_1$ norm;
- $\tilde{p}_h \in RT_h^{k-1}$ as the best approximation to $\nabla \pi$ under $L^2$ norm, subject to the condition (4.11).

Then the following hypercircle equation holds.

\[ \|\nabla \pi - \nabla \pi_h\|_\Omega^2 + \|\nabla \pi - \tilde{p}_h\|_\Omega^2 = \|\nabla \pi_h - \tilde{p}_h\|_\Omega^2. \]

Since for a smooth enough solution $\pi$, both $\|\nabla \pi - \nabla \pi_h\|_\Omega$ and $\|\nabla \pi - \tilde{p}_h\|_\Omega$ have the convergence rate as $O(h^k)$, we have

\[ (\|\nabla \pi - \tilde{p}_h\|_\Omega \leq) \|\nabla \pi_h - \tilde{p}_h\|_\Omega = O(h^k) \quad (k \geq 2). \]

By replacing the estimation of (4.17) with $\|\nabla \pi - \tilde{p}_h\|_\Omega \leq \|\nabla \pi_h - \tilde{p}_h\|_\Omega$, the global error terms $E_2, E_2$ in Theorem 4.7 and 4.8 become

\begin{align*}
\overline{E}_2 & := \left\{2\sqrt{2}C(h) \cdot \|\nabla \alpha\|_{L^\infty(\Omega)} \cdot \|\nabla \pi_h - \tilde{p}_h\|_\Omega \cdot \|\nabla \pi_h - \tilde{p}_h\|_\Omega \right\}^{1/2}, \\
E_2 & := \left\{2\sqrt{2}C(h) \cdot \|\nabla \alpha\|_{L^\infty(\Omega)} \cdot \|\nabla u_h - \tilde{p}_h\|_\Omega \cdot \|\nabla \pi_h - \tilde{p}_h\|_\Omega \right\}^{1/2}.
\end{align*}

Note that both $\|\nabla \pi_h - \tilde{p}_h\|_\Omega$ and $\|\nabla u_h - \tilde{p}_h\|_\Omega$ have the convergence rate as $O(h)$, which can be confirmed by utilizing the hypercircle involving $\pi, \pi_h$ and $p_h$. Therefore we have the convergence rate as

\begin{equation}
E_2, \overline{E}_2 = O(h^{1+k/2}) \quad (k \geq 1).
\end{equation}

It is worth to point out the selection of $\pi_h$ and $p_h$ is independent on the objective FEM solution $u_h$. Thus, a large value of $k(\geq 2)$ will result in an improved convergence rate for global error terms; see numerical results in Figure 8, 10 of §6.2. Application to non-uniform mesh. Theoretical analysis on local error estimation tells that for $u \in H^2(\Omega)$ (§25, 26):

\begin{equation}
\|u - u_h\|_{1,S} = O(h^{\alpha'} + h^2). \quad (5.3)
\end{equation}
Here, \( h_{\Omega'} \) denotes the mesh size of \( \Omega' \); \( h_G \) the one for the mesh outside of \( \Omega' \). Estimation (5.3) implies an asymptotically optimal error with rate \( O(h_{\Omega'}) \) in \( H^1 \) norm locally by taking \( h_G = O(\sqrt{h_{\Omega'}}) \).

Such \textit{a priori} estimation motivates us to apply our proposed \textit{a posteriori} error estimator to non-uniform meshes to have more efficient computation and error estimation. Here, the local error estimator in Theorem 4.8 is denoted by

\[
\tilde{E}_L := \sqrt{E_1^2 + E_2^2 + 2C_0h_G\|f - \pi_h f\|_\Omega}.
\]

For \( f \in H^1(\Omega) \), the convergence rate of the projection error term \( C_0 h \| f - \pi_h f \|_1 \) in \( E_1 \) is \( O(h_G^2) \). For the error term \( E_1 \), it is expected that the local term \( \| \nabla u_h - p_h \|_\alpha = O(h_{\Omega'} + h_G^2) \). However, such a result is not discussed yet in the existing literature. In this paper, rather than theoretical analysis, by numerical experiment in §6.2, we confirm the asymptotic behavior of \( E_1 = O(h_{\Omega'}) \) over a non-uniform mesh when the mesh size is selected as \( h_G = \sqrt{h_{\Omega'}} \). With analogous argument to the one for (5.2), it is easy to see that the convergence rate of the global error term \( E_2 \) and \( \overline{E}_2 \) are dominated by the global mesh size \( h_G \):

\[
E_2, \overline{E}_2 = O(h_G^{1+k/2}) \quad (k \geq 1).
\]

In §6.2, by numerical examples, we investigate the the convergence rate of error estimators when the mesh size is chosen as \( h_G = \sqrt{h_{\Omega'}} \). In case that only \( u_h \in V_h^{(1)} \) and \( p_h \in RT_h^{(0)} \) are used in the local error estimation, it is validated that

\[
E_1 = O(h_{\Omega'}), \quad E_2 = O(h_G^{1.5}); \quad \tilde{E}_L \leq O(h_{\Omega'} + h_G^{1.5}).
\]

In case that \( \overline{u}_h \in V_h^{(k)} \) and \( \overline{p}_h \in RT_h^{(k-1)} \) \((k \geq 2)\) along with (5.4) are also used in the local error estimation, we have

\[
E_1 = O(h_{\Omega'}), \quad E_2 = O(h_G^{1+k/2}); \quad \tilde{E}_L \leq O(h_{\Omega'} + h_G^{1+k/2}).
\]

6. Numerical experiments.

6.1. Preparation. The selection of bandwidth of the \( B_S \) is important in the local error estimation. A large bandwidth of \( B_S \) leads to a large value of \( E_1 \), while a small bandwidth of \( B_S \) results in a large value of \( \| \nabla u \|_{L^\infty(\Omega)} \) in \( E_2 \). Therefore, in each example, we first investigate the impact of the bandwidth of \( B_S \), and then take an appropriate width of \( B_S \) for subsequent computation.

Besides the symbols \( E_1, E_2 \) in (4.19), we introduce new symbols as follows:

- The local error is denoted by

\[
E_L := \| \nabla u - \nabla u_h \|_S, \quad \tilde{E}_L := \sqrt{E_1^2 + E_2^2 + 2C_0h\|f - \pi_h f\|_\Omega}.
\]

- The global error and its estimation in (4.13) are denoted by

\[
E_G := \| \nabla u - \nabla u_h \|_\Omega, \quad \tilde{E}_G := \| \nabla u_h - p_h \|_\Omega + C_0h\|f - \pi_h f\|_\Omega.
\]

Here, \( u_h \in V_h \) and \( p_h \in RT_h \) are finite element solutions of the objective problems; \( p_h \) also satisfies the condition (4.11).
6.2. Square domain. The error estimation proposed in this paper is applicable to problems with different boundary conditions. To illustrate this feature, let us consider the following Poisson equations over the unit square domain \( \Omega = (0,1)^2 \), where the subdomain is selected as \( S = (0.375, 0.625)^2 \).

(a) Dirichlet boundary condition (exact solution \( u = \sin(\pi x) \sin(\pi y) \)).

\[
-\Delta u = 2\pi^2 \sin(\pi x) \sin(\pi y) \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial \Omega.
\]

(b) Neumann boundary condition (exact solution \( u = \cos(\pi x) \cos(\pi y) \)).

\[
-\Delta u = 2\pi^2 \cos(\pi x) \cos(\pi y) \quad \text{in } \Omega, \quad \frac{\partial u}{\partial n} = 0 \quad \text{on } \partial \Omega, \quad \int_{\Omega} u \, dx = 0.
\]

The finite element solutions \( u_h, p_h \) are computed with uniform meshes, and the mesh size \( h \) here is chosen as the leg length of the triangle element for an uniform mesh.

![Uniform and non-uniform mesh (Rectangle domain).](image)

Asymptotic behavior of the proposed local error estimator over a uniform mesh. For Dirichlet and Neumann boundary conditions, the dependencies of the local error estimator \( \hat{E}_L \) on the bandwidth of \( B_S \) are shown in Figure 4 and Figure 5, respectively. The relative variation of local error estimator with respect to bandwidth selection is displayed for two problems. It is noteworthy that the local error estimation is not significantly sensitive to variations in bandwidth. For example, in Figure 4, for \( h = 1/64 \), the relative variation in error estimation with respect to a bandwidth in the range \([0.125, 0.275]\) is less than 5%.

In the following discussion, the bandwidth of \( B_S \) is selected as 0.15 for the Dirichlet boundary condition and 0.10 for the Neumann boundary condition.

| \( h \) | \( \kappa_h \) | \( C(h) \) | \( E_L \) | \( E_1 \) | \( E_2 \) | \( \hat{E}_L \) | \( \hat{E}_G \) |
|---|---|---|---|---|---|---|---|
| 1/16 | 0.030 | 0.036 | 0.060 | 0.106 | 0.206 | 0.258 | 0.264 |
| 1/32 | 0.015 | 0.018 | 0.030 | 0.049 | 0.074 | 0.095 | 0.129 |
| 1/64 | 0.008 | 0.009 | 0.015 | 0.024 | 0.026 | 0.037 | 0.064 |
| 1/128 | 0.004 | 0.005 | 0.007 | 0.012 | 0.009 | 0.015 | 0.032 |
| 1/256 | 0.002 | 0.002 | 0.004 | 0.006 | 0.003 | 0.007 | 0.016 |

A detailed discussion on each component of the error estimators is also presented; see Table 1 and Figure 6 for Dirichlet boundary condition, Table 2 and Figure 7 for Neumann boundary condition. From the numerical results, we confirm that for both
Fig. 4. Dependency of local error estimation on the bandwidth of $B_S$ (Dirichlet BVP and square domain, uniform mesh).

Fig. 5. Dependency of local error estimation on the bandwidth of $B_S$ (Neumann BVP and square domain, uniform mesh).

Table 2

| $h$  | $\kappa_h$ | $C(h)$ | $E_L$ | $E_1$ | $E_2$ | $E_L$ | $E_G$ |
|------|------------|--------|-------|-------|-------|-------|-------|
| 1/16 | 0.030      | 0.036  | 0.084 | 0.153 | 0.252 | 0.320 | 0.263 |
| 1/32 | 0.015      | 0.018  | 0.042 | 0.073 | 0.090 | 0.122 | 0.129 |
| 1/64 | 0.008      | 0.009  | 0.021 | 0.036 | 0.032 | 0.049 | 0.064 |
| 1/128| 0.004      | 0.005  | 0.011 | 0.018 | 0.011 | 0.021 | 0.032 |
| 1/256| 0.002      | 0.002  | 0.005 | 0.010 | 0.004 | 0.010 | 0.016 |

the problems the main term $E_1$ of the error estimation (4.19) becomes dominant when $h \leq 1/128$, which agrees with the analysis in §5.

Improved convergence rate of the global error term $E_2$. Here, we confirm the improvement of the local error estimator discussed in §5, when the approximation $p_h$ to $\nabla u$ is obtained in a higher degree Raviart-Thomas FEM space. Table 3 and Figure 8 show that the global error term $E_2$ has an improved convergence rate as $O(h^2)$ by using $p_h \in RT_h^1$. The numerical results support the theoretical result (5.2).

GUARANTEED A POSTERIORI LOCAL ERROR ESTIMATION

Local and global error estimators

Components of $\hat{E}_L$

Fig. 6. Error estimators for Dirichlet BVP (square domain, uniform mesh).

Local and global error estimators

Components of $\hat{E}_L$

Fig. 7. Error estimators for Neumann BVP (square domain, uniform mesh).

Fig. 8. Improved convergence rate of the local error estimator (5.2) with $\varpi_h \in V_h^2$, $p_h \in RT_h^1$ (uniform mesh for squared domain).

Table 3
Convergence rate of $E_2$ w.r.t. the selection of $p_h \in RT_h^{k-1}$.

| $h$    | $E_2(k = 1)$ | Order | $E_2(k = 2)$ | Order |
|--------|--------------|-------|--------------|-------|
| 1/16   | 0.206        | -     | 0.036        | -     |
| 1/32   | 0.074        | 1.484 | 0.009        | 1.982 |
| 1/64   | 0.026        | 1.493 | 0.002        | 1.992 |
| 1/128  | 0.009        | 1.497 | 5.7e-4       | 1.997 |
| 1/256  | 0.003        | 1.499 | 1.4e-4       | 1.999 |
Convergence behavior for non-uniform meshes. Based on numerical results, we investigate the behavior of our proposed estimator (4.19) for non-uniform meshes under the setting \( h_G = O(\sqrt{h_{\Omega'}}) \); see a sample non-uniform mesh in Figure 3. The subdomain \( S \) and the bandwidth \( B_S \) are set to \((0.375,0.625)^2\) and 0.125, respectively.

![Components of \( \hat{E}_L \) and Local error estimator](image1.png)

**Fig. 9.** Local error estimator for lowest order FEM over non-uniform mesh (squared domain).

![Components of \( \hat{E}_L \) and Local error estimator](image2.png)

**Fig. 10.** Improvement of the local error estimator (4.19) for FEM of higher degree over non-uniform meshes (squared domain).

| \( h_{\Omega'} \) | \( \| \nabla u_h - p_h \|_\alpha \) | Order |
|-----------------|-----------------|-------|
| 0.177           | 0.221           | -     |
| 0.044           | 0.059           | 0.957 |
| 0.011           | 0.015           | 1.007 |
| 0.003           | 0.004           | 0.997 |

**Table 4**

Convergence rate of \( \| \nabla u_h - p_h \|_\alpha \) over non-uniform mesh (squared domain).

The numerical results in Figure 9 and Table 4 show that the convergence rates of \( \| \nabla u_h - p_h \|_\alpha \) and \( E_1 \) are almost \( O(h_{\Omega'}) \). The numerical results support the expectation that \( \| \nabla u_h - p_h \|_\alpha = O(h_{\Omega'}) \) under current mesh configuration (i.e., \( h_G = \sqrt{h_{\Omega'}} \)). In case that the lowest degree Raviart-Thomas FEM employed to compute the global term \( E_2 \), the convergence rate of the estimator \( \hat{E}_L \) is approximately \( O(h_{\Omega'}^{0.75}) \). When \( \tilde{p}_h \) is selected from \( RT^{(1)} \), the convergence rate of \( E_2 \) and \( \hat{E}_L \) is improved to be \( O(h_{\Omega'}) \); see Figure 10. The theoretical convergence rate of \( \| \nabla u_h - p_h \|_\alpha \) will be considered in our succeeding research.
As a conclusion, our proposed local error estimator is dominated by the local error term $E_1 = O(h \Omega)$. Thus, it is possible to increase the efficiency of computation by using a non-uniform mesh with a raw triangulation for the subdomain outside of the part of interest.

6.3. L-shaped domain. The proposed error estimation (4.19) is applicable to problems with a singular solution and the even case in which the subdomain $S$ and $\Omega$ share a common part of the boundary. In this sub-section, we consider the boundary value problem over an L-shaped domain $\Omega := (-0.5, 0.5)^2 \setminus [-0.5, 0]^2$; see Figure 11. The error estimation on two subdomains $S = \Omega \cap (-0.125, 0.125)^2$ and $S' = (0.25, 0.5)^2$ will be considered.

Let $u = r^{\frac{3}{4}} \sin \left(\frac{2}{3}(\theta + \frac{\pi}{2})\right) \cos(\pi x) \cos(\pi y)$, where $r$ and $\theta$ are the variables under the polar coordinates. Define $f = -\Delta u$. Then $u$ is the solution of the following equation.  

$$-\Delta u = f \quad \text{in} \, \Omega, \quad u = 0 \quad \text{on} \, \partial \Omega. \quad (6.3)$$

It is easy to confirm that $u \notin H^2(\Omega)$ due to the singularity around the re-entry corner point of the domain.

Selection of the bandwidth of $B_S$. The dependency of $\widehat{E}_L$ on the bandwidth of the $B_S$ is shown in Figure 12. In the following computation, the bandwidth of $B_S, B_{S'}$ is selected as 0.375, 0.25, respectively.

![Figure 11. Uniform and non-uniform mesh for an L-shaped domain $\Omega$ with two subdomains $S, S'$.](image1)

![Figure 12. Dependency of local error estimation on the bandwidth of $B_S$ (L-shaped domain).](image2)
For subdomain $S$, the asymptotic behavior of $\hat{E}_L$ with respect to mesh size $h$ is shown in the Table 5 and Figure 13. The numerical results tell that the local error component $E_1$ in $\hat{E}_L$ gradually becomes dominant as the mesh is refined.

Table 5

| $h$   | $\kappa_h$ | $C(h)$ | $E_L$ | $E_1$ | $E_2$ | $\hat{E}_L$ | $\hat{E}_G$ |
|-------|------------|--------|-------|-------|-------|-------------|-------------|
| 1/16  | 0.046      | 0.050  | 0.080 | 0.139 | 0.108 | 0.192       | 0.172       |
| 1/32  | 0.028      | 0.029  | 0.050 | 0.081 | 0.047 | 0.098       | 0.095       |
| 1/64  | 0.017      | 0.018  | 0.032 | 0.049 | 0.021 | 0.054       | 0.055       |
| 1/128 | 0.011      | 0.011  | 0.020 | 0.030 | 0.030 | 0.032       | 0.032       |
| 1/256 | 0.007      | 0.006  | 0.013 | 0.018 | 0.005 | 0.019       | 0.020       |

Fig. 13. Error estimators for subdomain $S$ (uniform mesh of L-shaped domain).

We also compare $E_L$, $\hat{E}_L$ with $E_G$, $\hat{E}_G$ in Table 6. Denote $\beta := E_L/E_G$ and $\hat{\beta} := \hat{E}_L/\hat{E}_G$. It is observed that the approximation error concentrates in the subdomain $S$ around the re-entry corner as the mesh is refined. For $h = 1/256$, the local error in $S$ is about 91% of the global error in the whole domain. Finally, we consider the local

Table 6

| $h$   | $\beta$ (%) | $\hat{\beta}$ (%) | $E_L$ | $\hat{E}_L$ | $\beta$ (%) | $\hat{\beta}$ (%) |
|-------|-------------|-------------------|-------|-------------|-------------|-------------------|
| 1/16  | 64          | 112               | 0.041 | 0.160       | 33          | 93                |
| 1/32  | 73          | 103               | 0.021 | 0.069       | 30          | 72                |
| 1/64  | 80          | 100               | 0.010 | 0.031       | 26          | 57                |
| 1/128 | 86          | 99                | 0.005 | 0.014       | 22          | 45                |
| 1/256 | 91          | 99                | 0.003 | 0.007       | 18          | 35                |

error estimation for a non-uniform mesh; see computation results Table 7 and Figure 14. It is observed that for the subdomain $S$, both $\beta$ and $\hat{\beta}$ become smaller compared to the results in the case of uniform meshes, which implies that a denser mesh around the re-entry corner improves the quality of local approximation.

7. Conclusion and future work. In this study, we proposed an explicit local a posterior error estimation for the finite element solutions and performed numerical
Guaranteed a posteriori local error estimation

Table 7
Error estimators for subdomain S (non-uniform mesh of L-shaped domain)

| h     | $\kappa_h$ | $C(h)$ | $E_L$ | $E_1$ | $E_2$ | $E_L$ | $E_G$ | $\hat{\beta}$(%) | $\hat{\beta}$(%) |
|-------|------------|--------|-------|-------|-------|-------|-------|---------------|---------------|
| 0.141 | 0.039      | 0.054  | 0.023 | 0.083 | 0.106 | 0.168 | 0.166 | 21            | 101           |
| 0.081 | 0.021      | 0.030  | 0.012 | 0.039 | 0.040 | 0.067 | 0.081 | 21            | 82            |
| 0.041 | 0.011      | 0.015  | 0.007 | 0.019 | 0.015 | 0.027 | 0.040 | 23            | 67            |
| 0.020 | 0.006      | 0.008  | 0.004 | 0.010 | 0.005 | 0.012 | 0.020 | 46            | 60            |
| 0.010 | 0.003      | 0.004  | 0.002 | 0.005 | 0.002 | 0.006 | 0.010 | 30            | 57            |

Fig. 14. Error estimators for subdomain S (non-uniform mesh of L-shaped domain).

experiments on the boundary value problem of the Poisson equation, defined on the square and L-shaped domains. The numerical results show that the proposed method provides an efficient estimation of the local error, especially compared to the general overestimated global error estimation.

In future, we will further apply the local error estimation to the four-probe method used in resistivity measurement. Another promising approach for the explicit pointwise error estimation needed by the four-probe method is to apply the idea of [6] and the hypercircle method to the finite element method.
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