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ABSTRACT
This paper proposes a neural network that performs audio transformations to user-specified sources (e.g., vocals) of a given audio track according to a given description while preserving other sources not mentioned in the description. Audio Manipulation on a Specific Source (AMSS) is challenging because a sound object (i.e., a waveform sample or frequency bin) is ‘transparent’; it usually carries information from multiple sources, in contrast to a pixel in an image. To address this challenging problem, we propose AMSS-Net, which extracts latent sources and selectively manipulates them while preserving irrelevant sources. We also propose an evaluation benchmark for several AMSS tasks, and we show that AMSS-Net outperforms baselines on several AMSS tasks via objective metrics and empirical verification.

CCS CONCEPTS
• Applied computing → Sound and music computing; • Computing methodologies → Neural networks.
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1 INTRODUCTION
In recent days, social media applications have attracted many users to create, edit, and share their audio, audio-visual, or other types of multimedia content. However, it is usually hard for non-experts to manipulate them, especially when they want to edit only the desired objects. For image manipulation, fortunately, recently proposed methods such as image inpainting [36], style transfer [38], and text-guided image manipulation [10, 12] enable non-expert users to edit the desired objects while leaving other contents intact. These machine learned-based methods can reduce human labor for image editing and enable non-experts to manipulate their image without prior knowledge of tools that are often complicated to use.

On the other hand, little attention has been given to machine learning methods for automatic audio editing. It is challenging to edit specific sound objects (e.g., decrease the volume of cicada buzzing noise) with limited tools in the given audio. Considering that audio editing usually requires expert knowledge of audio engineering or signal processing, we explore a deep learning approach in conjunction with textual queries to lessen audio editing difficulty.

This paper addresses Audio Manipulation on Specific Sources (AMSS), which aims to edit only desired objects that correspond to specific sources, such as vocals and drums, according to a given description while preserving the content of sources that are not mentioned in the description. We formally define AMSS and a structured query language for AMSS in §2. AMSS can be used for many applications such as video creation tools making audio editing easy for non-experts. For example, users can decrease the volume of drums by typing simple textual instructions instead of time-consuming interactions with digital audio workstations.

Although many machine learning approaches have been proposed for audio processing [3, 8, 13, 14, 18, 19, 23, 24, 28, 32, 33], to the best of our knowledge, there is no existing method that can directly address AMSS (see §3). This paper proposes a novel end-to-end neural network that performs AMSS according to the given textual query. Designing a neural network for AMSS is straightforward if the sources of a given mixture track are observable. However, we assume that they are not observable because most
audio data does not provide them in general. In the assumed environment, modeling AMSS is very challenging because a sound object (e.g., a sample in a wave, a frequency bin in a spectrogram) is ‘transparent’ ([34]); a pixel in an image usually corresponds to only a single visual object, whereas a sound object carries information of multiple sources, as shown in Figure 1. Thus, we need different approaches for AMSS from the existing image manipulation techniques.

To address this challenge, we propose a neural network called AMSS-Net that extracts a feature map containing latent sources (see §5.4.1) from the given mixture audio and selectively manipulates them while preserving irrelevant latent sources. We describe the AMSS-Net architecture in §5.

Another challenge is that existing datasets cannot be directly used for supervised training AMSS-Net. If a training dataset of triples \((A(i), S(i), A' (i))\), where \(S(i)\) is an AMSS description, \(A(i)\) is a mixture, and \(A'(i)\) is the manipulated audio according to \(S(i)\) is provided, we can train a neural network net in a supervised manner by minimizing \(\sum_{i=1}^{N} \text{loss}(\text{net}(A(i), S(i)), A'(i))\), where loss is a distance metric such as \(L_2\). Unfortunately, there were no datasets currently available that directly target AMSS. To address this issue, we propose a training framework for AMSS (see §4) that uses a ‘source observable multi-track dataset’ such as Musdb18 [22]. To generate an AMSS triple on-the-fly, we apply audio transformations onto specific sources of a given multi-track using common methods from Digital Signal Processing (DSP) libraries.

We summarize our contributions as follows:

- Our work is a pioneer study on selective audio manipulation.
- We propose a supervised training framework for AMSS based on source observable multi-track datasets and DSP libraries together with evaluation benchmarks for AMSS.
- We propose AMSS-Net, which performs multiple tasks and outperforms baselines on several tasks.

### 2 TASK DEFINITION

#### 2.1 Audio Manipulation on Specific Sources

We define Audio Manipulation on Specific Sources (AMSS) as follows: for a given audio track \(A\) and a given description \(S\), AMSS aims to generate a manipulated audio track \(A'\) that semantically matches \(S\) while preserving contents in \(A\) that are not described in \(S\). \(A\) contains multiple sources, and \(S\) describes the desired audio transformation and the targets, which we want to manipulate. \(S\) can be represented as a one-hot encoding or a textual query. In this paper, we assume that \(S\) is a textual query written in the Audio Manipulation Language described in §2.2.

As a proof-of-concept, this paper aims to verify that it is possible to train a neural network for AMSS. Specifically, we focus on modifying specified sources’ sonic characteristics (e.g., loudness, panning, frequency content, and dereverberation). This paper does not address more complex manipulations such as distortion (see §6.7). Throughout the rest of the paper, we define an AMSS task to be a set of instructions dealing with the same manipulation method. Table 1 lists nine AMSS tasks we try to model in this paper. We also define an AMSS task as a set of similar AMSS tasks.

#### 2.2 Audio Manipulation Language

We assume that \(S\) is given as a textual query, such as “apply light lowpass to drums”. We make this assumption because textual querying enables us to naturally describe any pair of a transformation function and its target sources with detailed options. For example, we can control the level of audio effects (which corresponds to the parameter settings of DSP functions) by simply inserting adjectives such as light, medium, or heavy into the query. It also can provide easy extensibility to natural language interfaces, which will be addressed in future works.

To this end, we propose an Audio Manipulation Language based on a probabilistic Context-Free Grammar (CFG) [5] for AMSS. Due to the page limit, we only present a subset of production rules (i.e., Rules (1a)-(1f)) that define the query language’s syntax for the filter class. The Full CFG is available online1.

\[
\begin{align*}
< \text{desc} > & \rightarrow < \text{cls} > \\
< \text{cls} > & \rightarrow < \text{apply} < \text{opt} - < \text{filter} > > < \text{to} > < \text{srcs} > \\
< \text{opt} > & \rightarrow < \text{srcs} > < \text{filter} > | < \text{filter} > \\
< \text{srcs} > & \rightarrow < \text{vocals} | < \text{drums} | < \text{bass} > | < \text{vocal} , < \text{drums} > | ... \\
< \text{filter} > & \rightarrow < \text{lowpass} > | < \text{highpass} > \\
< \text{lowpass} > & \rightarrow < \text{heavy} > | < \text{medium} > \\
< \text{heavy} > & \rightarrow < \text{light} > \\
\end{align*}
\]

In the above rules, bold strings are terminal symbols, and strings enclosed in angle brackets are non-terminal symbols. Each rule is of the form \(A \rightarrow a[\beta]...\), which means that \(A\) can be replaced with \(a\) or \(\beta\). In a CFG, we apply a rule to replace a single non-terminal symbol with one of the expressions. Starting from the first symbol \(< \text{desc} >\), we can generate a valid query string by recursively applying rules until there is no non-terminal symbol.

---

1[https://kuielab.github.io/AMSS-Net/aml.html](https://kuielab.github.io/AMSS-Net/aml.html)
For example, “apply medium lowpass to vocals, drums” can be derived from `<desc>` by Rules (1a)-(1f). We can also produce “apply lowpass to vocals, drums” if we choose `<filter>` instead of `<opt>` for `lowpass`. Since we set a default option for `lowpass` level to be medium, those two queries have the same meaning.

Rules (1b)-(1e) are dependant on an AMSS task class, and Rule (1f) is dependant on a given multi-track audio. In this work, we use four AMSS task classes as shown in Table 1. Since we use the experiment Musdb18[22] dataset of which track contains three named instruments (i.e., vocals, drums, bass), we set the right-hand side of Rule (1f) to have all the possible permutations (13 expressions in total)

3 RELATED WORK
Since the past decade, data-driven approaches for audio manipulation have been active research fields. Meanwhile, there were virtually no studies that directly addressed AMSS. An exception was an early algorithmic method [1], which proposed a framework that identifies and controls volumes of desired sources based on digital signal processing. Unlike [1], this paper presents a machine learning-based approach for various AMSS tasks as well as volume controls. We review the literature related to machine learning-based studies for audio manipulation.

**Audio Effect Modeling:** As described in [28], audio effects are used to modify perceptual attributes of the given audio signal, such as loudness, spatialization, and timbre. Recently, several methods [13, 14, 23, 28, 33] have been proposed for audio effect modeling with deep neural networks. [23] proposed a convolutional network performing equalization (i.e., an audio effect that changes the harmonic and timbral characteristics of audio signals). [13, 14] proposed convolutional and recurrent networks for nonlinear audio effects with Long and Short-Term Memory [7], such as distortion and Leslie speaker cabinet. [28] presented an efficient neural network for modeling an analog dynamic range compressor enabling real-time operation on CPU.

All the methods above assume an audio input with a single source, while our method assumes a mixture of multiple sources as input. Also, they are task-specific (the trained model provides only one audio effect), while our approach can perform several manipulations with a single model.

**Automatic Mixing:** Audio mixing is a task that combines multi-track recordings into a single audio track. Before taking the sum of signals, mix engineers usually apply various audio signal processing techniques such as equalization and panning for a better hearing experience. Some approaches have attempted to automate audio mixing with deep neural networks. For example, [15] trained end-to-end neural networks for automatic mixing of drums, where the audio waveform of individual drum recordings is the input of the model and the post-produced stereo mix is the output. [27] proposed networks based on temporal dilated convolutions to learn neural proxies of specific audio effects and train them jointly to perform audio mixing. These methods mainly focus on developing expert-type mixing models that combine individual sources into a mixture track, regardless of user control or input for the desired type of transformation. On the other hand, AMSS-Net aims to manipulate user-specified sources in a desired manner, preserving others, where individual sources are not observable.

Unlike [15, 16], [17] assumed an environment where individual sources are not provided as input. They proposed an algorithmic framework that automatically remixes early jazz recordings, which are often perceived as irritating and disturbing from today’s perspective. It first decomposes the given input into individual tracks by means of acoustic source separation algorithms and remixes them using automatic mixing algorithms. [19] proposed a replacement of the source separation and the mixing processes by deep neural networks. The environment assumed in [19] is the most similar to ours. However, [19] mainly focuses on remixing to change the audio mixing style, while this paper focuses on modifying specified sources in the desired manner. Thus, [19] cannot directly address the AMSS problem.

**Source Separation:** Our work is also related to deep learning-based source separation methods [3, 4, 8, 11, 18, 24, 35]. While early methods separate either a single source [4, 8, 35] or multiple sources once [11], conditioned source separation methods [3, 18, 24] isolate the source specified by an input symbol. A conditioned source separation task can be viewed as an AMSS task where we want to simply mute all the unwanted sources. We propose a method that can perform several AMSS tasks as well as source separation tasks using a single model, and controlled with a textual query.

We can design an algorithmic framework for AMSS using an existing separation method as a preprocessor, similar to [17]. Such a method can perform some AMSS tasks by separating the individual sources and applying the appropriate DSP functions to target sources. However, source separation methods also generate minor artifacts, which are not present in the original source. Although they are negligible in each source, they can be large enough to be perceived when we sum the separated results for AMSS.

Instead of such a hybrid framework, we propose an end-to-end neural network since our approach can model more complex transformations such as dereverberation, which cannot be easily modeled with DSP algorithms. Still, our model must have the ability to extract the target sources to be manipulated. Inspired by recent deep learning-based methods, we design a novel model that extracts latent sources, selectively manipulates them, aggregates them, and outputs a mixture that follows a textual query.

The concept of latent source has been introduced in recent source separation methods [3, 32]. [32] have trained their model to separate the given input into a variable number of latent sources, which can be remixed to approximate the original mixture. By carefully taking the weighted sum of separated latent sources, we can extract the desired source, such as clean speech. [3] also use the concept of latent source for conditioned source separation. They proposed the Latent Source-Attentive Frequency Transformation (LaSAFT) method, which extracts the feature map for each latent source and takes the weighted sum of them by using an attention mechanism.

We also use the concept of latent sources in AMSS-Net, where each latent source deals with a more detailed aspect of acoustic features than a symbolic-level source (e.g., ‘vocals’). Similar to [3], we assume that a weighted sum of latent sources can represent a source, while [32] assumed that latent sources are independent. Unlike previous works, our approach is based on channel-level separation as described in §5.4.1. Each decoding block of AMSS-Net
extracts latent source channels from the given feature map so that each channel can be correlated to a latent source.

4 TRAINING FRAMEWORK FOR AMSS

We propose a novel training framework that uses a multi-track dataset. It generates an AMSS triple \((A, A', S)\) on the fly by applying DSP library transformations or audio effects onto target sources of a given multi-track audio file. For instance, suppose that we have a randomly generated query string \(S = \text{'apply lowpass to drums'}\) using the CFG and a multi-track that consists of three sources, namely, a vocal track \(a_0\), a bass track \(a_1\), and a drum track \(a_2\). Our training framework takes the linear sum (i.e., \(A = \sum a_j\)) to generate \(A\) to generate corresponding input \(A\) for the target audio \(A'\), it computes \(\sum_j \alpha_j a_j + \sum_j f(a_j)\), where \(\tau\) and \(f\) is the set of target sources and DSP function described in \(S\), respectively. Our framework applies a Low-pass Filter (LPF) to \(a_2\), and takes the sum for \(A'\) as follows: \(A' = a_0 + a_1 + LPF(a_2)\). By doing so, it can generate an AMSS triple on-the-fly for a given description \(S\).

For audio restoration tasks such as dereverberation, we swap \(A\) and \(A'\). For example, the framework applies reverb to a randomly generated query string \(S = \text{'remove reverb from drums. '}\) and 

\begin{algorithm}
\caption{AMSS Training Triple Generation}
\begin{algorithmic}[1]
\State \textbf{Input:} multi-track \(\{a_j\}_{j=1}^n\), a set \(G\) of triple generators
\State \textbf{Output:} a triple \((A, A', S)\)
\State 1: \text{randomly sample a generator} \(g\) from \(G\)
\State 2: \(S, f, \tau \leftarrow g. \text{gen\_random\_generate}()\)
\State 3: \(A \leftarrow \sum_{j=1}^n a_j\)
\State 4: \(A' \leftarrow \sum_{j=1}^n a_j + \sum_{j=1}^n f(a_j)\)
\State 5: \text{if} \(g\) is for removing effect \text{then}
\State 6: \( (A, A', S) \leftarrow (A', A, S)\)
\State 7: \text{end if}
\State 8: \text{return} \((A', A, S)\)
\end{algorithmic}
\end{algorithm}

The training framework has a set \(G\) of triple generators. A generator \(g \in G\) has a subset of CFG for text query generation and the corresponding DSP function \(f\), which is used for computing \(A'\). \(g\) also has an indicator that describes whether \(g\) is for applying or removing the effect. For a multi-track \(\{A_j\}_{j=1}^n\) and a set \(G\) of triple generators, our framework generates an AMSS triple by using Algorithm 1, where \(n\) denotes the number of sources.

5 AMSS-NET ARCHITECTURE

Our AMSS-Net takes as input an audio track \(A\) with a text description \(S\) and generates the manipulated audio track \(A'\) as shown in Figure 2. It consists of two sub-networks, i.e., a Description Encoder \(E_{\text{desc}}\) and a Spectrogram Encoder-Decoder Network \(SEDN\). \(E_{\text{desc}}\) extracts word features \(w \in \mathbb{R}^{L \times E}\) from \(S\), where \(E\) denotes the dimension of the word features and \(L\) denotes the number of words, to analyze the meaning of \(S\). \(SEDN\) takes as input word features \(w\) and the complex-valued spectrogram \(A_{\text{spec}}\) of the input audio \(A\). Conditioned on the word feature \(w\), it estimates the complex-valued spectrogram \(A'_{\text{spec}}\), from which \(A'\) can be reconstructed using iSTFT. We train the AMSS-Net by minimizing the \(L_2\) loss between the ground-truth spectrogram \(A'_{\text{spec}}\) of \(A'\) and the estimated \(\hat{A}'_{\text{spec}}\).

5.1 Description Encoder

The description encoder \(E_{\text{desc}}\) encodes the given text description \(S\) written in the Audio Manipulation Language (§2.2) to word features \(w \in \mathbb{R}^{L \times E}\), where we denote the dimension of each word feature by \(E\) and the number of words in \(S\) by \(L\). It embeds each word to a dense vector using a word embedding layer and then encodes the embedded description using a bidirectional Recurrent Neural Network (Bi-RNN) [25]. We use pre-trained word embeddings such as GloVe[20] to initialize the weight of the embedding layer since they were trained to capture the syntactic and semantic meaning of words.

5.2 Spectrogram Encoder-Decoder Network

The Spectrogram Encoder-Decoder Network \(SEDN\) estimates the complex-valued spectrogram \(A'_{\text{spec}}\), conditioned on the extracted word features \(w \in \mathbb{R}^{L \times E}\). It is an encoder-decoder network that has the same number of down-sampling layers and up-sampling layers as depicted in Figure 2. It extracts down-sampled representations from \(A_{\text{spec}}\) in the encoding phase and generates up-sampled representations in the decoding phase. The output of the last decoding block is fed to the Aggregate PoCM (see §5.5) that generates the output \(A'_{\text{spec}}\).

As illustrated in Figure 2, it has direct connections between the encoding blocks and their counterpart decoding blocks, which help decoding blocks recover fine-grained details of the target. Instead of concatenation or summation commonly used in several U-Net-based architectures \([3, 4, 8, 18]\), we propose a Channel-wise Skip Attention (CSA) mechanism (§5.4.4) that attentively aggregates latent source channels to reconstruct the original channels.

As shown in Figure 2, \(SEDN\) consists of several components: encoding blocks, down/up-sampling layers, decoding blocks, and an Aggregate PoCM. We use strided convolutions and transposed convolutions for down-sampling and up-sampling, respectively. We introduce other components in §5.3, §5.4, and §5.5.

5.3 Spectrogram Encoding Block

\(SEDN\) uses multiple encoding blocks in the encoding phase to capture common sonic properties residing in the input spectrogram. The \(k\)th encoding block \(E_k\) transforms an input spectrogram-like tensors into an equally-sized tensor. We adopt the encoding block called TFC-TDF proposed in [4], which applies densely-connected 2-d convolutions to the given spectrogram-like representations followed by a fully connected layer that enhances features of frequency patterns observed in the frequency axis.

5.4 Spectrogram Decoding Block

In the decoding phase, \(SEDN\) uses multiple decoding blocks. Each decoding block first extracts a feature map in which each channel corresponds to a specific latent source. It selectively manipulates them conditioned on the AMSS description and aggregates channels
5.4 Latent Source Channel Extractor. We assume that we can learn representations of latent sources that deal with more detailed acoustic features than symbolic-level sources. The Latent Source Channel (LSC) extractor aims to generate a feature map $V_{ch}$, in which each channel deals with a latent source. Figure 4 visualizes the conceptual view of latent source channels. Each channel is a spectrogram-like representation of size $T(k) \times F(k)$ dealing with a specific latent source. For example, the blue channel in Figure 4 deals with the acoustic features observed in the bass drum. We can also generate an audio track from a single latent source channel. In §6.4, we visualize and discuss results of the audio generation.

The LSC extractor takes $X_E^{k}$ and $X_D^{k}$ as input and extracts feature maps with $M$ latent source channels, where $C$ refers to the number of channels, $T(k) \times F(k)$ refers to the shape of the spectrogram-like features, and $M$ denotes the number of latent sources. It first concatenates $X_E^{k}$ and $X_D^{k}$ to obtain $[X_E^{k}; X_D^{k}] \in \mathbb{R}^{2C \times T(k) \times F(k)}$, and applies a TFC-TDF block [4] to $[X_E^{k}; X_D^{k}]$ to obtain acoustic features $X^k$ for latent source separation.

To extract a feature map $V_{ch} \in \mathbb{R}^{M \times T(k) \times F(k)}$ with $M$ latent source channels, it applies a $1 \times 1$ convolution to $X^k$. We denote this convolution as $conv_{V}$ since its role is a value generator in the context of the channel-wise skip attention mechanism §5.4.4 as shown in Figure 3. Similar to $conv_{V}$, we apply another $1 \times 1$ convolution called $conv_{K}$ to $X^k$, of which role is a key generator, to obtain $K_{ch}$. By the guide of the channel-wise skip attention mechanism, the LSC extractor is expected to extract latent source channels from the mixture features so that each channel deals with a latent source.

5.4.2 Selective Manipulation via PoCMs. Since we have to manipulate specific features while preserving other features, selective manipulation requires a more sophisticated modulation than existing methods such as Feature-wise Linear Modulation (FiLM) [21], or Point-wise Convolutional Modulation (PoCM) [3].

We propose SMPoCM, an extension of PoCM, that aims to manipulate features for the given AMSS task selectively. As shown in Figure 3, it takes as input $V_{ch}$ and condition parameters $\theta = (\theta_s, \theta_m, \theta_i)$,
generated by the LSC extractor and the condition weight generator, respectively. It outputs \( V^{ch} \in \mathbb{R}^{M \times T \times F(k)} \), a selectively manipulated feature.

Inspired by Long Short-term Memory (LSTM) [7], the SMPoCM uses three different PoCMs: (1) a selective gate PoCM with \( \theta_s \) to determine how much we should manipulate each latent source channel, (2) a manipulation PoCM with \( \theta_m \) to manipulate specific features, and (3) an input gate PoCM with \( \theta_i \) to determine how much we should emit the manipulated features.

Before defining SMPoCM formally, we summarize the behavior of PoCM as follows: a PoCM is a point-wise convolution (i.e., \( 1 \times 1 \) convolution) of which the condition weight generator provides parameters. We now give a definition of SMPoCM as follows:

\[
\text{SMPoCM}(X|\theta) = i \odot \tanh(\text{PoCM}(s \odot X, \theta_m)) + (1-s) \odot X,
\]

where \( s \) is defined as \( \sigma(\text{PoCM}(X, \theta_s)) \), \( i \) is defined as \( \sigma(\text{PoCM}(X, \theta_i)) \), \( \odot \) is Hadamard product, and \( \sigma \) is a sigmoid function. The total number of parameters in \( \theta \) is about \( 3(M^2 + M) \) (i.e., three point-wise convolutions).

SMPoCM naturally models the selective modulation required for modeling AMSS tasks. For example, if \( i^{th} \) latent source should be preserved for the given input, then the \( i^{th} \) channel of \( s \) would be trained to have near-zero values.

### 5.4.3 Condition Weight Generator
Given \( w \in \mathbb{R}^{L \times E} \), the condition weight generator generates parameters \( \theta = (\theta_s, \theta_m, \theta_i) \). We exploit the attention mechanism to determine which word should be attended to \( \theta_s, \theta_m, \) and \( \theta_i \) respectively.

The weight generator has a learnable matrix \( \Theta \in \mathbb{R}^{3 \times d_k} \), where we denote the cardinality of each PoCM task embedding by \( d_k \). It also has two linear layers \( \text{linear}_k \) and \( \text{linear}_r \) that embed \( w \) to \( w_{key} \in \mathbb{R}^{L \times d_k} \) and \( w_{value} \in \mathbb{R}^{L \times d_k} \) respectively. To determine which word we should attend for each task, we compute the scaled attention [30] as follows:

\[
\alpha^{wg} = \text{softmax}(\frac{\Theta \cdot w_{key}}{\sqrt{d_k}}), \quad \alpha^{value} = \text{softmax}(\frac{\Theta \cdot w_{value}}{\sqrt{d_k}}).
\]

Finally, it generates \( \theta_s, \theta_m, \) and \( \theta_i \) as follows: \( \theta_s = \text{linear}_r(\alpha^{wg}[,1,:]) \), \( \theta_m = \text{linear}_r(\alpha^{wg}[,2,:]) \), and \( \theta_i = \text{linear}_r(\alpha^{value}[2,:]) \), where \( \text{linear}_r \), \( \text{linear}_m \), and \( \text{linear}_s \) are fully-connected layers.

### 5.4.4 Channel-wise Skip Attention
Inspired by skip attention [37] and [2], we propose a Channel-wise Skip Attention (CSA) mechanism. It attently aggregates \( M \) latent source channels to restore the number of channels to the same as the input (i.e., \( C \)). The goal of CSA is to minimize information loss during channel reconstruction to preserve other features that are irrelevant to the description.

Figure 3 overviews the workflow required to prepare the query feature \( Q^{ch} \), key feature \( K^{ch} \), and the value feature \( V^{ch} \). To obtain \( Q^{ch} \in \mathbb{R}^{C \times T(t \times F(k))} \), we apply \( \text{conv}_{ce} \), a \( 1 \times 1 \) convolution to \( X^{ch}_E \).

For each frame, CSA aims to capture channel-to-channel dependencies between \( X^{ch}_E \) that encodes the original acoustic features of \( A \) and the feature map \( K^{ch} \) of isolated latent sources obtained by the LSC extractor. It is worth noting that we use \( K^{ch} \) for computing attention matrix instead of \( V^{ch} \) since \( V^{ch} \) which SMPoCM modulated, no longer has the same information as \( X^{ch}_E \).

For \( Q^{ch} = Q^{ch}[:, t,:]; \) and \( K^{ch} = K^{ch}[:, t,:]; \) we compute the scaled dot product attention matrix [30] as follows:

\[
\text{CSA}(Q^{ch}, K^{ch}) = \text{softmax}(\frac{Q^{ch}(K^{ch})^T}{\sqrt{F(E)}})
\]

The attention weight \( \text{CSA}(Q^{ch}, K^{ch})_{i,j} \) represents the correlation between the \( i^{th} \) channel of the original audio features and the \( j^{th} \) latent source channel of the decoded audio features. Finally, we can obtain the decoding block’s output \( y^k_D \) where \( y^k_D[:, t,:] \) is defined as \( \text{CSA}(Q^{ch}, K^{ch})V^{ch}[:, t,:]; \)

### 5.5 Aggregate PoCM
The Aggregate PoCM is similar to the SMPoCM other than two key differences. First, the Aggregate PoCM only has one PoCM that is not followed by any activation. Second, the Aggregate PoCM reduces the number of channels from \( C \) to \( 4 \) (i.e., the number of channels of the two-channeled complex-valued spectrogram) while the SMPoCM’s input and output have the same number of channels.

### 6 EXPERIMENTS

#### 6.1 Experiment Setup
We evaluate the proposed model both qualitatively and quantitatively on various AMSS tasks described in Table 1 using the Musdb18 dataset. We compare its performance with baselines to verify our architecture.

#### 6.1.1 Training Framework
Musdb18 [22] contains 86 tracks for training, 14 tracks for validation, and 50 tracks for the test. Each track is stereo, sampled at 44100 Hz, and each data tuple consists of the mixture and four sources: vocals, drums, bass, and other. We implemented the training framework based on Musdb18 and pysndfx\(^{\footnote{https://pypi.org/project/pysndfx/}}\), a Python DSP library. We train all models based on this framework with 9 AMSS tasks listed in Table 1. For each task, we implement triple generators based on the Audio Manipulation Language (¶2.2) and Musdb18. We exclude ‘other’ since it is not a single instrument. With the set \( G \) of triple generators and randomly generated multi-tracks obtained by data augmentation [29], we generate AMSS triples using Algorithm 1 for training.

#### 6.1.2 Training Environment
We train models using Adam [9] with learning rate \( lr \in [0.0001, 0.001] \). Starting with a learning rate \( lr \), we halved \( lr \) and restarted training when the current \( lr \) seemed to be too high. Each model is trained to minimize the \( L_2 \) loss between the ground-truth and estimated spectrograms. For validation, we use the \( L_1 \) loss of target and estimated signals. It takes about two weeks to converge when we train models with a single 2080Ti GPU.

#### 6.2 Model Configurations
To validate the effectiveness of AMSS-Net, we compared it with the two baselines. One does not use CSA (AMSS-Net w/o CSA), and the other does not use SMPoCM in decoding blocks (AMSS-Net w/o SM). The baseline model without CSA uses an LSC extractor with LaSAFT block [3] instead of TFC-TDF [4] to compensate the absence of CSA. The model without SMPoCM uses a single PoCM with tanh activation in its decoding block. An AMSS-Net has about
| Model          | Model | Vocals | Drums | Bass  | Other | AVG   |
|----------------|-------|--------|-------|-------|-------|-------|
| Meta-TasNet    | 6.40  | 5.91   | 5.58  | 4.19  | 5.52  |
| LaSAFT-GPoCM-Net12 | 7.33  | 5.68   | 5.63  | 4.87  | 5.88  |
| LaSAFT-GPoCM-Net11 | 6.96  | 5.84   | 5.24  | 4.54  | 5.64  |
| AMSS-Netsep | 6.78  | 5.92   | 5.10  | 4.51  | 5.58  |
| AMSS-Netsep | ±0.12 | ±0.03  | ±0.06 | ±0.90 | ±0.90 |
| AMSS-Netsep | 6.34  | 5.53   | 4.33  | 3.99  | 5.05  |
| AMSS-Netsep | ±0.06 | ±0.07  | ±0.13 | ±0.07 | ±0.99 |
| w/o CSA | 6.03  | 5.53   | 4.22  | 3.73  | 4.88  |
| w/o CSA | ±0.24 | ±0.12  | ±0.09 | ±0.23 | ±0.99 |
| w/o SMPoCM | 6.08  | 5.63   | 4.28  | 3.76  | 4.94  |
| w/o SMPoCM | ±0.25 | ±0.08  | ±0.19 | ±0.04 | ±0.99 |

Table 2: A comparison SDR performance. LaSAFT-GPoCM-Net uses FFT window size of 2^4

4.3M, a baseline without CSA has about 4.9M, and a baseline without SMPoCM has about 2.4M.

For hyper-parameter setting, we use a similar configuration of models with an FFT window size of 2048 in [3]. Every model has three encoding blocks, two decoding blocks, an additional Aggregate PoCM block. We assume that there are eight latent sources (i.e., M = 8). We also adopt the multi-head attention mechanism [30] for CSA, where we set the number of heads to 6. The STFT parameter of each model is as follows: an FFT window size of 2048 and a hop size of 1024.

6.3 Quantitative Analysis

6.3.1 Evaluation of separate and mute tasks (Table 2). To evaluate separate and mute tasks, we use Source-to-Distortion (SDR) metric by using the official tool3. The Musdb18 tasks are separating vocals, drums, bass, and other, which corresponds to the following AMSS: ‘separate vocals’, ‘separate drums’, ‘separate bass’, and ‘mute vocals, drums, bass’. Using the SDR metric for these two tasks allows us to compare our model’s source separation performance with other state-of-the-art models for conditioned source separation. Following the official guideline, we report the median SDR value over the test set tracks for each run and report the mean SDR over three runs (with a different random seed).

Table 2 summarizes the result, where AMSS-Net shows comparable or on slightly inferior performance compared to state-of-the-art conditioned separation models, namely, Meta-TasNet [24] and LaSAFT-GPoCM-Nets. AMSS-GPoCM-Nets outperform the baselines for all sources except for drums, where the gap is not significant. It is worth noting that ours can perform other AMSS tasks and show promising results on source separation tasks. If we train AMSS-Net solely for Musdb18 tasks (AMSS-Netsep), then it shows comparable performance to LaSAFT-GPoCM-Net11 whose FFT window size is the same as ours.

6.3.2 Evaluation of other AMSS tasks (Table 3). Since there is no reference evaluation metric for AMSS, we propose the new evaluation benchmark. The benchmark script is available online4. For evaluation metric, we extract Mel-frequency Cepstral coefficients (MFCC) for A’ and ̂A’, and compute the Root Mean Square Error (RMSE) of them, since MFCC approximates the human perception of the given track. We refer to this metric as RMSE-MFCC. We report the mean RMSE-MFCC value over all the test set tracks for each run and report the mean RMSE-MFCC over three runs.

Table 3 summarizes the results, where reference loss is the RMSE-MFCC of A and A’. Reference loss provides information about the amount of manipulation needed to model each AMSS task. As described in Table 3, AMSS-Net outperforms all the AMSS task but a task of “highpass filter to vocals”. Significantly, the model without SMPoCM is inferior to AMSS-Net for every task. It indicates that SMPoCM significantly contributes to improving the quality of AMSS results. CSA also improves the performance of AMSS-Net for most of the AMSS tasks. CSA might degrade the performance for more difficult AMSS tasks by forcing the model to over-correlate the latent source channels with the mixture channels. However, it reduces artifacts created during progressive manipulation as described in §6.5.

6.4 Latent Source Channels

As mentioned in the LSC extractor (§5.4.1), we design AMSS-Net to perform latent source-level analysis. Such analysis enables AMSS-Net to perform delicate manipulation for the given AMSS task. To verify that AMSS-Net decoding blocks can extract a feature map in which each channel corresponds to a specific latent source, we generate an audio track from a single latent source channel. We mask all channels in the manipulated feature map V′ except for a single latent source channel and fed it to the remaining sub-networks to generate the audio track during the last decoding block.

Figure 5 shows interesting results of generated audios, which remind us the conceptual view of the latent source in Figure 4. For the given input track of Figure 5 (a), we generate an audio track after masking all channels except for the fifth channel in the second head group, then the result sounds similar to the low-frequency band of drums (i.e., kick drum) as illustrated in Figure 5 (b). AMSS-Net can keep this channel and drop other drum-related channels to produce "apply lowpass to drums." However, a latent source channel does not always contain a single class of instruments. For example, the latent channel of the fourth row in the table deals with several

https://github.com/sigsep/sigsep-mus-eval
https://github.com/kuielab/AMSS-Net/blob/main/task2_eval.py
Table 3: A RMSE-MFCC Comparison of our models with baselines, over 7 AMSS tasks applied to vocals, drums, and bass

|                  | pan left | pan right | decrease volume | increase volume |
|------------------|----------|-----------|-----------------|-----------------|
| voc              | 4.62     | 8.20      | 4.66            | 4.06            |
| AMSS-Net         |          |           |                 |                 |
| reference loss   | 4.62     | 8.20      | 4.66            | 4.06            |
| w/o CSA          | 3.32     | 4.81      | 2.11            | 2.72            |
| w/o SMPoCM       | 4.74     | 9.82      | 3.49            | 4.36            |
|                  | 3.32     | 4.85      | 2.11            | 2.72            |
|                  | ±0.19    | ±0.16     | ±0.13           | ±0.17           |
|                  | 3.34     | 4.85      | 2.11            | 2.72            |
|                  | ±0.19    | ±0.16     | ±0.13           | ±0.17           |
|                  | 2.72     | 3.78      | 1.93            | 3.49            |
|                  | ±0.23    | ±0.18     | ±0.13           | ±0.13           |
|                  | 3.49     | 4.36      | 2.9             | ±0.12           |
|                  | ±0.12    | ±0.18     | ±0.4            | ±0.12           |
|                  | 2.65     | 5.49      | 2.58            | 3               |
|                  | ±0.17    | ±0.02     | ±0.33           | ±0.1            |
|                  | 3.63     | 5.35      | 2.58            | ±0.13           |
|                  | ±0.11    | ±0.23     | ±0.3            | ±0.13           |
|                  | 4.26     | 6.72      | 4.18            | 4.57            |
|                  | ±0.23    | ±0.24     | ±0.24           | ±1.70           |
|                  | 6.72     | 4.18      | 4.57            | ±0.12           |
|                  | ±0.24    | ±0.24     | ±0.24           | ±1.70           |
|                  | 3.81     | 6.05      | 2.81            | ±0.12           |
|                  | ±0.09    | ±0.28     | ±0.28           | ±1.70           |
|                  | 5.65     | 6.9       | 3.8             | ±0.09           |
|                  | ±0.11    | ±0.11     | ±0.11           | ±0.09           |
|                  | 6.12     | 6.72      | 4.18            | ±0.09           |
|                  | ±0.29    | ±0.23     | ±0.23           | ±0.09           |
|                  | 4.57     | 6.05      | 2.81            | ±0.09           |
|                  | ±0.24    | ±0.24     | ±0.24           | ±0.09           |
|                  | 4.84     | 6.75      | 3.26            | ±1.53           |
|                  | ±0.1     | ±0.12     | ±0.12           | ±1.53           |
|                  | 6.81     | 7.08      | 4.28            | ±0.12           |
|                  | ±0.23    | ±0.24     | ±0.24           | ±0.12           |
|                  | 6.68     | 7.17      | 4.68            | ±0.21           |
|                  | ±0.12    | ±0.24     | ±0.24           | ±0.12           |
|                  | 5.41     | 6.81      | 3.71            | ±1.67           |
|                  | ±0.31    | ±0.31     | ±0.31           | ±1.67           |
|                  | 8.11     | 9.02      | 3.04            | ±0.31           |
|                  | ±0.07    | ±0.07     | ±0.07           | ±0.31           |
|                  | 12.37    | 10.92     | 2.65            | ±0.07           |
|                  | ±0.15    | ±0.15     | ±0.15           | ±0.07           |
|                  | 5.65     | 6.9       | 3.8             | ±0.15           |
|                  | ±0.11    | ±0.11     | ±0.11           | ±0.15           |
|                  | 6.12     | 6.72      | 4.18            | ±0.11           |
|                  | ±0.29    | ±0.23     | ±0.23           | ±0.11           |
|                  | 4.57     | 6.05      | 2.81            | ±0.11           |
|                  | ±0.24    | ±0.24     | ±0.24           | ±0.11           |
|                  | 4.84     | 6.75      | 3.26            | ±0.12           |
|                  | ±0.1     | ±0.12     | ±0.12           | ±0.12           |
|                  | 6.81     | 7.08      | 4.28            | ±0.12           |
|                  | ±0.23    | ±0.24     | ±0.24           | ±0.12           |
|                  | 6.68     | 7.17      | 4.68            | ±0.23           |
|                  | ±0.12    | ±0.24     | ±0.24           | ±0.12           |
|                  | 5.41     | 6.81      | 3.71            | ±0.24           |
|                  | ±0.31    | ±0.31     | ±0.31           | ±0.24           |
|                  | 12.06    | 10.92     | 2.65            | ±0.31           |
|                  | ±0.21    | ±0.21     | ±0.21           | ±0.31           |
|                  | 6.81     | 7.08      | 4.28            | ±0.21           |
|                  | ±0.24    | ±0.24     | ±0.24           | ±0.21           |
|                  | 6.68     | 7.17      | 4.68            | ±0.24           |
|                  | ±0.12    | ±0.24     | ±0.24           | ±0.12           |

6.5 Progressive Manipulation

We show that we can repeatedly apply the proposed method to manipulated audio tracks, which is also known as Progressive Manipulation used in conversational systems described in [12]. Figure 6 shows an example of progressive manipulation.

However, methods based on neural networks sometimes suffer from artifacts [31], which are not present in the original source. Although they sound negligible after a single manipulation task, they can be large enough to be perceived after progressively applying several. To investigate artifacts created by progressive manipulation, we apply the same AMSS task “apply highpass to drums” to a track in a progressive manner. Figure (a) shows the Mel-spectrogram of the ground-truth target. We can observe blurred areas in the high-frequency range in Mel-spectrograms of Figure 7 (c) and (d). Compared to them, Figure 7 (b) is more similar to the ground-truth target. Via hearing test, we observed perceivable artifacts 7 in the results of baselines. Our AMSS-Net contains minor artifacts compared to them because each decoding block of AMSS-Net has a CSA mechanism, a unique structure that prevents unwanted noise generated by intermediate manipulated features. Generated samples are available online.".

6.6 Controlling the level of audio effects

As mentioned in §2.2, we can train AMSS-Net to perform more detailed AMSS such as “apply heavy lowpass to vocals”. As shown in Figure 8, users can control the level of audio effects by simply injecting adverbs instead of a laborious search for an appropriate parameter configuration. Generated samples are available online.".

6.7 Discussion

AMSS-Net shows promising results on several AMSS tasks. AMSS-Net can also be trained with a more complicated AMSS training dataset based on a realistic audio mixing dataset such as IDMT-SMT-Audio-Effects dataset [26]. However, this study is limited to model relatively simpler AMSS tasks. One can extend our work to provide multiple types of manipulations, but one can also extend our work to provide multiple types of tasks such as “apply reverb to vocals and apply lowpass...".

---

1. https://kuielab.github.io/AMSS-Net/latent_source.html
2. https://kuielab.github.io/AMSS-Net/progressive.html
3. https://kuielab.github.io/AMSS-Net/control_level.html
with a latent source and selectively manipulates them while pre-

GAN).
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7 CONCLUSION

In this paper, we define a novel task called AMSS. We propose AMSS-

Net, which generates feature maps in which each channel deals 

with a latent source and selectively manipulates them while pre-

serving irrelevant features. AMSS-Net can perform several AMSS 
tasks, unlike previous models such as LaSAFT-GPocM-Net. The experimental results show that AMSS-Net outperforms baselines 
on several tasks. Future work will extend it to provide more com-
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(GAN).
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