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Abstract

Vision Transformers (ViTs) have shown promising performance compared with Convolutional Neural Networks (CNNs), but the training of ViTs is much harder than CNNs. Current ViT training suffers from sub-optimal due to the complexity of learning curves. In this paper, we define several metrics, including Dynamic Data Proportion (DDP) and Knowledge Assimilation Rate (KAR), to investigate the training process, and divide it into three periods accordingly: formation, growth and exploration. As revealed from our observations, the same set of training examples being fed into the different training stages leads to insufficient learning, since the number of “effective” training examples for networks differs widely across these stages. In particular, at the last stage of training, we observe that only a tiny portion of training examples is used to optimize the model. Given the data-hungry nature of ViTs, we thus ask a simple but important question: is it possible to provide abundant “effective” training examples at EVERY stage of training? To address this issue, we need to address two critical questions, \textit{i.e.}, how to measure the “effectiveness” of individual training examples, and how to systematically generate enough number of “effective” examples when they are running out. To answer the first question, we find that the “difficulty” of training samples can be adopted as an indicator to measure the “effectiveness” of training samples. To cope with the second question, we propose to dynamically adjust the “difficulty” distribution of the training data in these evolution stages. To achieve these two purposes, we propose a novel data-centric ViT training framework to dynamically measure the “difficulty” of training samples and generate “effective” samples for models at different training stages. Furthermore, to further enlarge the number of “effective” samples and alleviate the overfitting problem in the late training stage of ViTs, we propose a patch-level erasing strategy dubbed \textbf{PatchErasing}. Extensive experiments demonstrate the effectiveness of the proposed data-centric ViT training framework and techniques.

1 Introduction

In the last decade, Convolutional Neural Networks (CNNs) driven by large-scale data have revolutionized the field of computer vision. Recently, Vision Transformers (ViTs), first introduced by Dosovitskiy \textit{et al}. \cite{dosovitskiy2020image}, have progressively emerged as the alternative architectures in computer vision. However, training of ViTs is much harder than CNN as the former tends to be more data-hungry \cite{van2021training, chen2021empirical} due to the lack of inductive bias, making ViTs vulnerable to over-fitting than CNNs. Although various architectures \cite{liu2021Swin, liu2021DETR, yang2021BEiT, liu2021ResMLP, tancik2020fourier, chen2021segformer, liu2021MMA, li2021MAE, liu2021barlow, burlina2021exploring, wu2022convolutional, lei2022styleformer, li2022towards, zhang2022beit2, zhu2022beit3, zhou2022beit4, liu2022beit5},
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have been continuously suggested to improve the ViTs, these models still suffer from suboptimal performance under the limited training data. Therefore, follow-up efforts start to pay attention to data-centric solutions, which is a promising direction for training ViTs. As a representative, data augmentation [31, 33, 1, 42], a data-driven and informed regularization strategy that artificially increases the number of training samples to improve the generalization ability of models, has been widely explored for better training of ViTs.

However, traditional ViTs training methods exhibit an inflexible training paradigm, which is data-unfriendly. Based on our observations, the training process can be divided into several distinct stages. To investigate this problem, we define several metrics, including Dynamic Data Proportion (DDP) and Knowledge Assimilation Rate (KAR), and divide the training process into three stages accordingly: formation, growth and exploration, as shown in Figure 1(a,b), following an easy sample to hard sample learning process. The formation stage ($T_1$) is the period when the model forms as a fledgling model driven by easy samples; the growth stage ($T_2$) is when the model absorbs knowledge from moderate samples; and the exploration stage ($T_3$) is when the model strives to explore more new knowledge from moderate and hard samples.

We find that even though the same set of training examples is fed into the training process at different stages, the number of “effective” training examples is very scarce. For example, at the last stage of training, we observe that only hard and moderate training examples are used to optimize the model, leaving the training loss of easy samples nearly unchanged. Given the data-hungry nature of ViTs, we raise an interesting question: how to provide as many “effective” training examples at every stage of training as possible? To address this issue, we need to solve two other questions: how to measure the “effectiveness” of individual training examples, and how to generate enough number of “effective” examples upon need.

For the first question, it is found that the “difficulty” of training samples can be adopted to measure the “effectiveness” of training samples. To generate “effective” samples, we propose to dynamically adjust the “difficulty” of training samples through a dynamic MixUp technique at different training stages. More concretely, we propose a novel data-centric ViT training framework, which contains a data samples processing mechanism that can solve many data-centric tasks, herein the measurement of sample “difficulty” and generation of “effective” examples. The model trained from prior iteration can provide extensive data operation guidance for the current model to learn. Different from curriculum learning [2, 17], we divide the evolution period of training into three stages explicitly, and flexibly manipulate the “difficulty” distribution of training data according to the distinguishing properties of these stages. To further enlarge the “effective” samples and alleviate the overfitting problem in the late training stage of ViT, a patch-level erasing method namely PatchErasing is customized for ViTs. It relieves the ViTs from overfitting to some local patch tokens in the late $T_3$ period by randomly erasing some patches in the image and regularizing the corresponding label vector. And we experimentally demonstrate that it can improve the generalization ability of ViTs.

In summary, we make the following contributions in this work: (i) We thoroughly analyze the properties of ViT training, and by defining two new metrics, DDP and KAR, we divide the training into three periods, unveiling the process of training from easy to hard samples. (ii) We propose to measure the “difficulty” of training samples as the indicator of “effectiveness” during training, and introduce a novel data-centric ViT training framework to dynamically measure the “effectiveness” of training samples and generate “effective” samples for different training stages. (iii) A new patch-level erasing strategy, PatchErasing, is invented to further enlarge the number of “effective” samples and relieve the overfitting problem in the late training stage.

Figure 1: The learning process of ViTs. Wherein DDP-e and DDP-h represent Dynamic Data Proportion of easy and hard samples, respectively; KAR represents Knowledge Assimilation Rate. According to our investigation, ViTs training can be divided into three distinct periods $T_1$, $T_2$ and $T_3$. 

For the second question, it is found that the “difficulty” of training samples can be adopted to measure the “effectiveness” of training samples. To generate “effective” samples, we propose to dynamically adjust the “difficulty” of training samples through a dynamic MixUp technique at different training stages. More concretely, we propose a novel data-centric ViT training framework, which contains a data samples processing mechanism that can solve many data-centric tasks, herein the measurement of sample “difficulty” and generation of “effective” examples. The model trained from prior iteration can provide extensive data operation guidance for the current model to learn. Different from curriculum learning [2, 17], we divide the evolution period of training into three stages explicitly, and flexibly manipulate the “difficulty” distribution of training data according to the distinguishing properties of these stages. To further enlarge the “effective” samples and alleviate the overfitting problem in the late training stage of ViT, a patch-level erasing method namely PatchErasing is customized for ViTs. It relieves the ViTs from overfitting to some local patch tokens in the late $T_3$ period by randomly erasing some patches in the image and regularizing the corresponding label vector. And we experimentally demonstrate that it can improve the generalization ability of ViTs.

In summary, we make the following contributions in this work: (i) We thoroughly analyze the properties of ViT training, and by defining two new metrics, DDP and KAR, we divide the training into three periods, unveiling the process of training from easy to hard samples. (ii) We propose to measure the “difficulty” of training samples as the indicator of “effectiveness” during training, and introduce a novel data-centric ViT training framework to dynamically measure the “effectiveness” of training samples and generate “effective” samples for different training stages. (iii) A new patch-level erasing strategy, PatchErasing, is invented to further enlarge the number of “effective” samples and relieve the overfitting problem in the late training stage.
Figure 2: The evolution period of DeiT. Wherein the LSC represents the Least-Squares fitting Curve, which is mainly used to calculate the Knowledge Assimilation Rate (KAR) of the network.

2 Related Work

Generally speaking, there are two directions to improve the ViT training, namely, model-centric and data-centric. We will briefly survey works towards these two directions. Please refer to [25, 42] for a comprehensive survey of ViTs and data augmentation.

2.1 Model-Centric ViTs Training

Training ViTs is much harder than training CNNs, largely due to the lack of inductive bias. To deal with this problem, several works improve the ViTs training from the view of model design. CvT [38], CoaT [43] and Visformer [6] introduce convolution operations, safely removing the position embedding; DeepViT [49] and CaiT [34] investigate the unstable training problem, and propose the re-attention and re-scale techniques for stable training; to accelerate the convergence of training, ConViT [9], PiT [22], CeiT [44], and LocalViT [26] introduce convolutional bias to speedup the training; conv-stem is adopted in LeViT [16], EarlyConv [40], CMT [18], VOLO [45] and ScaledReLU [35] to improve the robustness of training ViTs. All of these methods improve ViT training by designing new models, but our work investigates ViTs training from the view of training data.

2.2 Data-Centric ViTs Training

Different from model-centric ViTs training, several works are proposed to improve the performance from the view of data. For example, DeiT [33] adopts several data augmentations [7, 8, 48] and training techniques to extend ViT [12] to a data-efficient version; PatchViT [13] proposes several loss functions to promote patch diversification for training wider and deeper ViTs; LV-ViT [24] adopts several techniques including MixToken and Token Labeling for better training and feature generation. Recently, methods based on masked image modeling, such as SimMIM [41] and MAE [20], are proposed to improve the self-supervised ViTs training by masking a large ratio of patches. All of these methods adopt a one-stage training pipeline, without deep analysis of the training process. In this paper, we divide the training process into three periods and design a novel unified data-centric ViTs training framework to dynamically measure the “effectiveness” of training samples and generate as many “effective” samples as possible according to training stages.

3 Data-Centric Observations

According to Curriculum Learning (CL) [2], deep networks follow a learning process from easy samples to hard samples. In this paper, we insight into this phenomenon under the mainstream ViT-based architectures on ImageNet1K [10], and specifically divide the training process into several distinct stages. To this end, we first define several metrics, including Dynamic Data Proportion (DDP) and Knowledge Assimilation Rate (KAR).

**DDP** The Dynamic Data Proportion (DDP) reflects the proportion of easy and hard samples in the training data space. Suppose $D$ denotes training data space, $f(\cdot, \Theta_t)$ means the model parameterized
Table 1: **Exploration of effective training examples in different evolution periods.** In this table, we further investigate the effect of data settings in different difficulties on the three stages of network training. Top-1 accuracy is reported in this table. ME means making samples easy, while MH means making samples hard. In practice, we can achieve ME and MH by adjusting the interpolation strength in MixUp.

| ME  | MH | T1  | T2  | T3  | DeiT-T | DeiT-S | DeiT-B | Swin-T | Swin-S | Swin-B |
|-----|----|-----|-----|-----|--------|--------|--------|--------|--------|--------|
| -   | -  | 72.2| 79.8| 81.8| 81.3   | 83.0   | 83.5   |        |        |        |
| ✓   | ✓  | 72.5| 79.9| 81.8| 81.4   | 83.0   | 83.5   |        |        |        |
| ✓   | ✓  | 72.7| 80.0| 81.6| 81.5   | 82.8   | 83.3   |        |        |        |
| ✓   | ✓  | 72.9| 79.4| 81.3| 81.1   | 82.4   | 82.8   |        |        |        |
| ✓   | ✓  | 71.6| 80.2| 82.1| 81.4   | 83.3   | 83.7   |        |        |        |
| ✓   | ✓  | 71.0| 80.0| 82.2| 81.6   | 83.4   | 83.8   |        |        |        |
| ✓   | ✓  | 69.5| 79.7| 81.7| 81.0   | 82.9   | 83.6   |        |        |        |

by $\Theta$ during the $t$-th training schedule. So the classification probabilities predicted by $f$ can be denoted as $p_t = [p_{t,1}, p_{t,2}, \cdots, p_{t,C}]$. Each element in $p_t$ can be obtained by the softmax function:

$$p_{t,i} = \frac{\exp(z_{t,i})}{\sum_{j=1}^{C} \exp(z_{t,j})}, \quad z_t = f(x, \Theta_t)$$  \hspace{1cm} (1)

where $z_t$ represents the logits reasoned by $f$ from data examples $x$, and $C$ is the number of classes. For a probability distribution $p_t$, $p_{t,k} = \max(p_t)$ is the maximum prediction value in it. According to the $p_{t,k}$, we can partition the data space $D$ into three subsets of easy samples $D_{t,e}$ that $p_{t,k} > \alpha$, moderate samples $D_{t,m}$ that $\alpha \geq p_{t,k} \geq \beta$, and hard samples $D_{t,h}$ that $p_{t,k} < \beta$ during training. $\alpha$ and $\beta$ denote the thresholds for separating hard and easy samples (generally we take $\alpha=0.8, \beta=0.3$). As a result, the static training set $D$ can be reformulated as a controllable dynamic training set $\{D_{t,e}, D_{t,m}, D_{t,h}\}$. After that, we can formalize the DDP of easy and hard samples at training time $t$ as:

$$\text{DDP}_{t,e} = \frac{|D_{t,e}|}{|D_N|}, \quad \text{DDP}_{t,h} = \frac{|D_{t,h}|}{|D_N|}$$  \hspace{1cm} (2)

where $|\cdot|$ is the cardinality and $N$ is the number of examples in the mini-batch. Here we only count the proportion of easy and hard samples, because they are on separate sides of the data space, which can more intuitively reflect the state of the model.

**KAR** The Knowledge Assimilation Rate (KAR) reflects the rate and ability of the models to assimilate knowledge from $D$. Intuitively, it reflects the sum of the change rates of DDP$_{t,e}$ and DDP$_{t,h}$ at each moment. For convenience, we average the partial derivatives of DDP$_{t,e}$ and DDP$_{t,h}$ at time $t$ as the Knowledge Assimilation Rate (KAR) of model $f$, which is formulated as

$$\text{KAR} = \frac{1}{2}(|\frac{\partial \text{DDP}_{t,e}}{\partial t}| + |\frac{\partial \text{DDP}_{t,h}}{\partial t}|)$$.  \hspace{1cm} (3)

To calculate the KAR values of the model at each epoch, as shown in Figure[2] we leverage the Least-Squares to fit the functions of DDP$_{t,e}$ and DDP$_{t,h}$, in which $t \in \{1, 2, \cdots, \text{epoch}\}$.

According to the DDP and KAR, the evolution of the network can be roughly divided into three stages accordingly: formation ($T_1$: the period before the KAR increases), growth ($T_2$: the period when the KAR increases and then declines), and exploration ($T_3$: the period after the KAR declines), as shown in Figure[2](b). And the performance of models with different capacities differs widely in these three evolutionary periods.

**Formation Period** This is a relatively short period of time, the models at this period are gradually full-fledged by rapidly assimilating the knowledge in easy examples $D_{t,e}$. Interestingly, we observe that the time spent in this period is basically the same for networks of different capacities as shown in Figure[2] which means that the ViTs with different parameter scales have a similar initial learning ability to assimilate knowledge from easy examples. Of course, due to their different capacities, small-capacity networks, such as DeiT-tiny, only enjoy a smaller easy data space $D_{t,e}$. 

Interestingly, we observe that
As can be seen in Table 1, taking the DeiT as an example, making samples easy in this period can bring some gains for DeiT-T and DeiT-S, while not working for DeiT-B. For another, making samples hard during this period results in a consistent performance degeneration both on DeiT-T, DeiT-S, and DeiT-B. It is in line with the learning process of CL [39] from easy examples to hard examples. Nevertheless, we find that data manipulations during the $T_1$ period only caused slight performance fluctuations, which reflects the fact that the models in this period are relatively fragile, resulting in limited manipulative space on training data. Therefore, in this period, we attempt to keep the “difficulty” distribution of training examples at a relatively low level.

**Growth Period** At the beginning of this period, the model already has the ability to challenge these more complicated examples, so it now focuses on exploring new knowledge from moderate data space $D_{t,m}$. The performance of ViTs with different capacities is comparatively different in this period. For example, the KAR of DeiT-T is much lower than that of DeiT-S and DeiT-B under the same data settings as shown in Figure 2. It means that smaller capacity networks need more time to assimilate and conform the knowledge from $D_{t,m}$.

It is surprised to find that the first two periods have a significant impact on the final performance, especially for large models. As shown in Figure 3(a), if we configure easy samples throughout these periods on DeiT-B, the model can be fitted quicker in these stages while reducing the generalization ability to some extent, resulting in the degradation of the final performance as illustrated in Table 1. Therefore, this period plays a pivotal role in the final formation of a strong model, and over-easy or -hard sample distributions are not conducive for model training. Therefore, in this period, we propose to leverage a rapid-growing strategy to dynamically control the data space to follow a distribution from easy to hard.

**Exploration Period** The $T_3$ evolution period, occupying most of the training time, is a stressful yet meaningful time for ViTs. During this period, the KAR falls back into a lower level as shown in Figure 2. It means that the network encountered greater learning resistance during this period, i.e., the network tries to transfer the assimilation target to these harder examples (e.g., the examples that occupy the middle ground between $D_{t,m}$ and $D_{t,h}$, as well as hard examples in $D_{t,h}$), and gradually obtains the ability to induct high-level semantic knowledge.

As can be seen from Figure 2 as the model is trained, the increase of $DDP_{t,e}$ and decrease of $DDP_{t,h}$ show an approximately symmetric nature, which means that the model gradually learns more discriminative concepts from hard samples, thereby continuously improving the confidence of easy and moderate samples. In addition, we find that models with large capacity have faster knowledge assimilation speed and more substantial knowledge reserves in this period, thus forming stronger classifiers. For example, after training for 250 epochs, DeiT-B has less than about 10% hard samples left, while DeiT-T is still a staggering about 30%. This also means that DeiT-B will face the dilemma of knowledge exhaustion in the limited data space.

Intuitively, a sufficiently long $T_3$ period allows the model to absorb as much new knowledge as possible from a hard sample space, to consistently improve performance. However, with long-term training, a natural problem comes up: the network has difficulty continuing to absorb new knowledge from the limited data space, whereby prompting it to focus on those samples that have already been assimilated, which is commonly known as the overfitting phenomenon. Exactly, as can be seen in Figure 3(b), the continuous decrease of $DDP_{t,h}$ is accompanied by a rapid increase of $DDP_{t,e}$ in late $T_3$ period, but does not bring additional benefits to the performance. The explanation is that “effective” examples for the network are running out.
Table 2: **Patch-level overfitting phenomenon of ViTs.** The results below refer to predictions on the training set of ImageNet1K (refer to Appendix for Swin Transformer). Wherein Top-k represents the top k image patches with the highest response, here we selected through the *self-attention scores of the last layer of Transformer*, and $p_k$ represents the mean of all the predicted maximum softmax scores in $D$.

| Top-k | DeiT-S            | DeiT-B            | Swin-S            | Swin-B            |
|-------|-------------------|-------------------|-------------------|-------------------|
|       | $p_k$  | Top-1  | $p_k$  | Top-1  | $p_k$  | Top-1  | $p_k$  | Top-1  |
| 0     | 0.67  | 77.8   | 0.75  | 85.5   | 0.631  | 80.2   | 0.631  | 82.0   |
| 1     | 0.67  | 77.5−0.1 | 0.75  | 85.5−0.0 | 0.631−0.000 | 80.0−0.2 | 0.631−0.000 | 81.9−0.1 |
| 5     | 0.66  | 76.0−1.8 | 0.75  | 85.2−0.3 | 0.630−0.001 | 79.7−0.5 | 0.631−0.000 | 81.5−0.5 |
| 10    | 0.64−0.03  | 74.3−3.5 | 0.74−0.01  | 84.9−0.6 | 0.627−0.004 | 78.9−1.3 | 0.630−0.001 | 81.0−1.0 |

**Overfitting Investigation.** In fact, we observe that ViTs show a patch-level overfitting phenomenon in the late stage, suggesting that several image patches dominate the semantic content of the entire image. To dive into this phenomenon, we analyze the effect on the average accuracy and softmax score on the training set of ImageNet1K when erased the largest top-k patches in the image that the model “cares about” the most. More specifically, we use the parameters with the highest accuracy on the test set to make predictions on the training set. Similar to the inference stage, the predicted samples are first resized to $256 \times 256$, and then center-cropped into $224 \times 224$. As illustrated in Table 2, the average maximum softmax score, $p_k = \frac{1}{K} \sum_{i}^{K} p_{k_i}$, $K = |D|$, is almost unchanged if the input is fed into ViTs after erasing a few most sensitive patch tokens, but the accuracy degrades significantly. This phenomenon reveals that the final prediction of the model is determined by only a few patches in the image, resulting in a poor generalization ability of ViTs.

Based on the above observations, we propose a dynamic MixUp scheme to generate more “effective” examples at the different training stages. Meanwhile, in order to alleviate the overfitting phenomenon of models in the later period of $T_3$, we propose a PatchErasing strategy to increase the knowledge capacity of the data space. We discuss our method in detail in the following sections.

### 4 Methodology

This paper proposes a heuristic data-centric training framework for Vision Transformers (ViTs), which can be used to tackle many data-centric tasks. Specifically, we present a dynamic and controllable optimization method to dynamically control the distribution “difficulty” of training examples based on MixUp [47], to generate enough “effective” training examples over the three evolution periods of ViTs optimization. In addition, a new data augmentation strategy, dubbed PatchErasing, is proposed to enrich the knowledge capacity of the training data space.

#### 4.1 Training Framework

As illustrated in Figure 4, the presented training scheme is mainly divided into two processes, *parameters updating* and *data manipulation*. During network training, first, we randomly sample a large chunk of data and dynamically control its distribution “difficulty” based on observations of the network state at the previous training moment. Then the tuned data is fed into the network to perform standard forward and backward propagation while recording the predefined measurements of the model at the current moment, such as DDP and KAR as defined above. This new training paradigm can be regarded as data-centered learning based on apriori knowledge. Given the observations on the performance of ViTs at different training stages, we present two approaches, dynamic-based and static-based, to manipulate the “difficulty” distribution of training data in this paper. The following sections discuss them in detail.

Figure 4: **The proposed training framework.** During the training, the input data is first processed appropriately according to the data-centric observations derived from the previous iteration, then input to ViT for targeted training.
4.2 Data Manipulation

In this section, we first briefly review the definition of MixUp, as our data manipulation methods are based on a dynamic MixUp strategy (one can flexibly replace with other data manipulation methods according to the actual situation), and then introduce two different data manipulation methods and the PatchErasing strategy.

4.2.1 MixUp.

Generally, MixUp creates new instances \((\hat{x}, \hat{y})\) by randomly taking convex combinations pairs \((x_i, y_i)\) and \((x_j, y_j)\), which can be formulated as:

\[
\begin{align*}
\hat{x} &= \lambda \cdot x_i + (1 - \lambda) \cdot x_j, \\
\hat{y} &= \lambda \cdot y_i + (1 - \lambda) \cdot y_j,
\end{align*}
\]

where \(\lambda \sim \text{Beta}[0, 1]\) controls the strength of interpolation between sample pairs. Normally, \(\alpha\) is a relatively small fixed value, meaning that the distribution “difficulty” of examples maintains a standard strength throughout the training. Therefore, our goal is to achieve data “difficulty” transformation by dynamically adjusting \(\alpha\). We investigate two distributions of \(\alpha\) and evaluate them on networks with different capacities.

4.2.2 Dynamic-based Distribution.

This strategy can adjust the data “difficulty” in real-time depending on historical learning conditions. Let \(\text{DDP}_{t-1,e}\) and \(\text{DDP}_{t-1,h}\) denote the easy and hard examples proportion measured at \(t-1\) iteration, then the \(\alpha\) at the \(t\)-th iteration can be formulated as:

\[
\alpha_t = \frac{1}{2}(\text{DDP}_{t-1,e} + (1 - \text{DDP}_{t-1,h}))
\]

For numerical stability, we use Exponential Moving Average (EMA) to estimate the local mean of the variable \(\alpha_t\), so that the update of the \(\alpha_t\) is related to the historical value over a period of time:

\[
\bar{\alpha}_t \leftarrow \tau \bar{\alpha}_{t-1} + (1 - \tau)\alpha_t
\]

where \(\tau\) is momentum, here we set \(\tau=0.9\) in all of our experiments.

4.2.3 Static-based Distribution.

As shown in Figure 5, this strategy is employed to manipulate training examples in stages, given the prior that the network enjoys different knowledge assimilation abilities in the three evolution periods as illustrated in Figure 2. We use a cosine-like growth approach to progressively adjust the \(\alpha\) from 0.05 to 0.8 (standard setting in DeiT) during training.

More specifically, In the \(T_1\) period, we adopt a relatively low value (about 0.05) to ensure that the “difficulty” distribution of training examples is at a relatively low \(\alpha\). In the \(T_2\) period, we rapidly increase the data “difficulty” through a cosine-growing strategy (increasing \(\alpha\) from 0.05 to 0.5), given the \(T_2\) period is critical for forming a robust model, i.e., over-simple training examples lead to poor generalization, and vice versa, low learning efficiency. Considering that the \(T_3\) period is a long-term process of knowledge exploration, we thus employ a linear-growing strategy (increasing \(\alpha\) from 0.5 to 0.8) to progressively improve the data “difficulty” in this stage.

Figure 5: The static-based “difficulty” distribution. Wherein the \(T_1\) stage utilizes a fixed \(\alpha\) of 0.05, the \(T_2\) stage rapidly increases \(\alpha\) from 0.05 to 0.5 through a cosine-growth function, and the \(T_3\) stage slowly increases \(\alpha\) from 0.5 to 0.8 through a linear-growth function.
**PatchErasing.** PatchErasing is a simple yet effective regularization method that randomly erases a certain number of patches from the image during training. Different from HaS [32] and GridMask [5], PatchErasing is specially designed for ViTs to alleviate its patch-level overfitting phenomenon, i.e., the size of the erasing area is aligned with the partitioned patch inputs for ViT. This is also inspired by MAE [20], i.e., the image can be reconstructed with only a few patches thanks to the powerful global attention ability of ViTs, which, if unconstrained, also makes the model more sensitive to some local patches during training. Therefore, PatchErasing is proposed to relieve the model from getting trapped in locally optimal solutions. Let \((x_i, y_i)\) and \((x_j, y_j)\) denote a sample pair, \(\gamma_i \in [0, \mu]\) and \(\gamma_j \in [0, \mu]\) represent their erasing rate, and \(E(\cdot, \gamma)\) means random erasing function with mask rate \(\gamma\). Then the generated new instance can be denoted as:

\[
\begin{align*}
\hat{x}' &= \lambda \cdot E(x_i, \gamma_i) + (1 - \lambda) \cdot E(x_j, \gamma_j), \\
\hat{y}' &= (\lambda - \epsilon_i) \cdot y_i + (1 - \lambda - \epsilon_j) \cdot y_j,
\end{align*}
\]

where \(\epsilon_i = \frac{\lambda}{\mu} \times \gamma_i\) and \(\epsilon_j = \frac{1 - \lambda}{\mu} \times \gamma_j\) are information decay factors for label vectors \(y_i\) and \(y_j\), i.e., describe the informativeness contained in the instance \(\hat{x}'\). This seems to be ignored by previous work, where they treat instances as 100% informativeness, even though more than half of the image regions are masked out. Therefore, in our case, we regularize the corresponding one-hot labels along with the images.

Table 3: Effect of two data manipulation methods for DeiT of different capacities. Vanilla means traditional training strategy.

| Strategy       | DeiT-T | DeiT-S | DeiT-B |
|---------------|--------|--------|--------|
| Vanilla       | 72.2   | 79.8   | 81.8   |
| dynamic-based | 72.6   | 80.3   | 82.2   |
| static-based  | 72.4   | 80.2   | 82.3   |

5 Experiments

We evaluate the proposed data-centric training framework and data augmentation strategy on two representatives ViT architectures, DeiT [33] and Swin Transformer [27]. DeiT is a global ViT and Swin Transformer is a local ViT. (We also transfer it to CNNs to show its generality and scalability in Appendix.)

Table 4: Effects of erasing rate for PatchErasing. Wherein RE and PE represent vanilla RandomErasing and proposed PatchErasing, respectively. Typically, the \(\gamma \sim Unif([0, \mu])\) is a random variables with \(\mu \geq 0\).

| RE PE Mask Rate (\(\gamma\)) | DeiT-T | DeiT-S | DeiT-B |
|-----------------------------|--------|--------|--------|
| -                           | 72.2   | 79.8   | 81.8   |
| ✔                           | 72.5   | 80.0   | 81.9   |
| ✔ 0% ~ 10%                  | 72.4   | 80.1   | 82.1   |
| ✔ 0% ~ 100%                 | 71.8   | 79.9   | 82.2   |

5.1 Ablation Study

In this section, the DeiT family is used for research. All settings are in accordance with the official configuration unless otherwise specified.
Table 5: **Comparison on different backbones.** #Res represents resolutions used in training / validating, and * indicates our reproduced results.

| Model     | Params | #Res    | Baseline Top-1 | Baseline Top-5 | Ours Top-1 | Ours Top-5 |
|-----------|--------|---------|----------------|---------------|------------|------------|
| DeiT-T 5M | 224$^2$ | 72.2    | 91.1           | 72.8 ± 0.4    | 91.4 ± 0.3 | 91.4 ± 0.3 |
| DeiT-S 86M | 224$^2$ | 79.8    | 95.0           | 80.5 ± 0.7    | 95.2 ± 0.2 | 95.2 ± 0.2 |
| DeiT-B 86M | 224$^2$ | 81.8    | 95.6           | 82.4 ± 0.4    | 95.8 ± 0.2 | 95.8 ± 0.2 |
| DeiT-B 384 | 384$^2$ | 82.9*   | 96.2*          | 83.4 ± 0.5    | 96.3 ± 0.1 | 96.3 ± 0.1 |
| Swin-T 28M | 224$^2$ | 81.3    | 95.5           | 81.8 ± 0.5    | 95.7 ± 0.2 | 95.7 ± 0.2 |
| Swin-S 50M | 224$^2$ | 83.0    | 96.2           | 83.5 ± 0.5    | 96.3 ± 0.1 | 96.3 ± 0.1 |
| Swin-B 86M | 224$^2$ | 83.5    | 96.5           | 84.0 ± 0.5    | 96.7 ± 0.2 | 96.7 ± 0.2 |
| Swin-B 384 | 384$^2$ | 84.5    | 97.0           | 84.9 ± 0.4    | 97.2 ± 0.2 | 97.2 ± 0.2 |

Figure 6: **The evolution period of DeiT-S under different thresholds** $\alpha$ and $\beta$. For more evolution curves please refer to Appendix.

**Effect of two Data Manipulate Strategies.** As can be seen from Table 5, both two data “difficulty” manipulation methods can consistently improve performance (DeiT-T: +0.4, DeiT-S: +0.5, DeiT-B: +0.5), but they maintain their own characteristics. Concretely, the small-scale networks, *e.g.*, DeiT-T and DeiT-S, enjoy the dynamic-based manipulation strategy, which means it is necessary to allocate “effective” samples more flexibly in combination with their actual learning ability. However, for large-scale networks, *e.g.*, DeiT-B, it is advisable to rapidly increase the sample “difficulty” at the $T_2$ evolution period to avoid it falling into a local optimum, thereby resulting in decreasing the generalization ability of models. Based on the above observations, during training, we employ the static-based manipulation method to control the “difficulty” distribution of training data for large-scale networks (*e.g.*, DeiT-B and Swin-B), while the dynamic-based manipulation method is employed for small-scale networks (*e.g.*, DeiT-T, DeiT-S, Swin-T, and Swin-S).

**Impact of Erasing Rate for PatchErasing.** In this paragraph, we investigate the impact of mask rate for PatchErasing. As can be seen from Table 5, the mask rate has a significant impact on performance. We find that the large model prefers stronger regularization (promote the performance +0.4 when $\gamma \in Unif([0, 1])$), which may be because large models are more prone to overfitting. Taking into account the performance gains both on small and large models, we finally choose the hyperparameter $\mu=50\%$ in all of our experiments.

**Evolution Period Under Different Thresholds.** As shown in Figure 6, even under different thresholds $\alpha$ and $\beta$, the evolution period of the network still follows three stages, and the time they experience in these stages is basically the same, which further demonstrates the existence of these evolution periods during training. Nevertheless, under a stricter threshold settings, the dynamic data proportions of easy and hard samples are lower. For example, when training to 250 epoch, the DDP$_{250,e}$ $\leq$ 20% for $\alpha=0.9$, and the DDP$_{250,h}$ $\leq$ 20% for $\beta=0.1$.

**Attention Map Visualization.** According to the observation that ViTs may be suffering from patch-level overfitting, we visually show that PatchErasing can alleviate this problem to some extent. As shown in Figure 7, compared with the vanilla erasing strategy, PatchErasing can force models to
focus on more regions of the object rather than just a few locally significant areas, thereby making the models more robust.

5.2 Main Experimental Results

We compare the models trained by the proposed training framework with baseline models in Table 5. The training strategy we adopt is to dynamically control the “difficulty” of training examples at different evolution periods. Furthermore, PatchErasing is introduced in the $T_3$ learning period to enlarge the knowledge capacity of the data space. As can be seen in Table 5 for different model sizes, our proposed method consistently boosts DeiT and Swin Transformer, while almost no extra time overhead is introduced during training. In particular, our method improves the average performance of DeiT by $\geq 0.5\%$, and Swin Transformer by $\geq 0.4\%$, which demonstrates the effectiveness of the proposed technologies in global-based and local-based ViTs.

6 Conclusions

In this paper, we thoroughly investigate the training process of ViTs and divide it into three stages. A data-centric ViT training framework is proposed to measure and generate “effective” training examples. In addition, a patch-level erasing strategy is proposed to further enlarge the number of “effective” samples and relieve the overfitting problem in the late training stage. We hope our work can inspire more research works on data-centric neural network training.
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Figure 8: The evolutionary period of Swin Transformer. Wherein the subfigures (a), (b) and (c) show the DDP and KAR curves under different thresholds $\alpha$ and $\beta$ on Swin-T. The subfigures (d), (e) and (f) show the DDP and KAR curves of models with different capacities under the same thresholds $\alpha$ and $\beta$.

A Appendix

A.1 Experiment Results on CNNs

Table 6: Comparison on ResNet-50. * indicates our reproduced results.

| Model   | Params | #Res | Baseline | Ours |
|---------|--------|------|----------|------|
|         |        |      | Top-1    | Top-5| Top-1 | Top-5 |
| ResNet-50 | 25.6M  | 224 | 78.5*    | 94.4*| 79.0  | 94.7  |

We try to extend our proposed training strategy to ResNet-50 [21], a commonly used CNN architecture in computer vision. As illustrated in Table 6, the experimental results show the generality of the proposed training paradigm, which demonstrates that there is still a similar situation in the training process of CNN-based network architecture, i.e., deep neural networks following an easy sample to hard sample learning process, and reasonable manipulation of training samples at different evolutionary periods of models can improve the performance.

A.2 Impacts of PatchErasing on Training Data

As aforementioned in the main manuscript, PatchErasing is introduced to enlarge the knowledge capacity of training data. To dive into this view more intuitively, we further analyze its effects on the DDP$_{t,e}$ and DDP$_{t,h}$ of DeiT-B and Swin-B. In particular, we measure these metrics at different epochs on the ImageNet1K training set. As shown in Figure 9, compared with RandomErasing strategy, PatchErasing can further reduce the number of easy samples (DDP$_{t,e}$) while increasing the number of hard samples (DDP$_{t,h}$) during training, which means more “effective” examples are generated for networks training. In other words, the PatchErasing can encourage the network to absorb more effective gradients by converting easy samples to hard ones, as we find that easy samples increase significantly late in the $T_3$ period, and they provide very little positive effect in network training.
**Figure 9:** The DDP$_{e}$ and DDP$_{h}$ values under two regularization methods. The measurements are evaluated from the training set of the ImageNet1K dataset, where all examples here only use the RandomErasing / PatchErasing for data preprocessing. Furthermore, we set the mask rate to $\mu=30\%$ for PatchErasing, and take $\alpha=0.8$, $\beta=0.3$ in this experiment.

### A.3 Evolution Curves of Swin Transformer

Considering that DeiT-S and Swin-T have a similar number of parameters (22M vs. 28M), we thus show the DDP and KAR curves under different thresholds $\alpha$ and $\beta$ on Swin-T. As shown in Figure 8(a,b,c), the learning process of Swin Transformer still follows the learning process of three evolution periods $T_1$, $T_2$ and $T_3$, according to the learning speed and ability to assimilate new knowledge. At the same time, we interestingly find that Swin Transformer with different capacities shows nearly the same knowledge assimilation rate (KAR) under the same thresholds $\alpha$ and $\beta$ in the $T_2$ period as shown in Figure 8(d,e,f), which may be attributed to the stronger local and global modeling ability of Swin Transformer. In other words, the Swin Transformer, which takes into account both local and global modeling, has a stronger learning ability than the vanilla global-based ViT architectures.

**Figure 10:** Class activation map on ImageNet validation images.

### A.4 Visualization of CAM

We visualize more class activation maps in Figure 10 where the first row represents the original images, the second row represents applying a random erasure strategy during training, and the third
row represents applying the proposed patch-level regularization strategy during training. As can be seen, the patch-level regularization strategy force the network to activate more regions of the object, instead of focusing only on those most sensitive ones. This is beneficial because the network can still be confident enough to recognize instances in the image when the main area of the object is occluded. In addition, we find that the model trained with the PatchErasing strategy is more friendly to these smaller-scale and larger-scale objects.