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Abstract  
Fraud has become the most viable threat to the global economy requiring maximum attention of forensic accountants and traditional auditors, as well as anti-graft bodies worldwide. The primary objective of this paper is to discuss the process of screening, editing and preparation of initial data collected, before any further multivariate analysis of the study regarding the relationship between fraud risk management and risk culture on bank performance. A survey method was employed to administer a total of 417 questionnaires to either the senior officer in the risk management department, internal control department, and branch manager of each bank in the Nigerian banking sector. The questionnaire is a 5 point Likert-scale. The data was analyzed using Statistical Package for the Social Sciences (SPSS) version 23 (v23). The initial data screening and cleaning were conducted as an attempt to fulfill the assumptions of multivariate analysis. Therefore, the present study assessed missing values, outliers, normality test, collinearity test, common method variance, and test of non-response bias with the help of SPSS V23. The results have shown that the data satisfied the multivariate analysis assumptions which indicate the fulfillment of conditions for further multivariate analysis.
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1. Introduction

Fraud has become the most viable threat to the global economy that requires the maximum attention of the internal control, traditional auditors, forensic accountants, and anti-graft bodies globally (Abdullahi and Mansor, 2018). Its menace has certainly emerged as one of the hindrances to bank performance (AbdulRasheed et al., 2012). In addition, it is a major cost to society (Lee and Fargher, 2013). Levi, Burrows, Fleming, and Hopkins (2007) recently very conservatively estimated that in the UK alone, the impact, extent, and nature of fraud is in the region of £14 billion per annum. Despite the tremendous efforts made by the organizational management, governing bodies in eradicating fraudulent activities, it is indeed discovered that fraud in its various natures continues to grow in frequency, and severity (Coram et al., 2008; KPMG, 2009; Wolfe and Hermanson, 2004). The high level of fraud experienced in Nigeria has now reached an alarming stage. It is so disturbing that the inability of both public and private sector auditors (i.e. external and internal) and traditional auditing method to checkmate fraud has attracted public concerned (Sorunke, 2018).

For instance, in 2017 it was reported that there are 340 cases of fraud perpetrated by staff in the Nigerian banking sector only, which necessitate the dismissal of 286 staffs as a result of fraud and forgeries
Fraud is considered as a global phenomenon, as it has universally penetrated both the public and private sectors to the extent that no country is protected from its taint while developing countries suffer the most (Okoye and Gbegi, 2013). Fraud has affected organizational performance, growth, and national development and undermined the corporate and norms and values (Omoolorun and Abilogun, 2017). The main purpose of this paper is to conduct a preliminary analysis of the data collected regarding the relationship between fraud risk management and risk culture on bank performance to satisfy the multivariate analysis assumptions.

When conducting statistical analysis for hypothesis testing, appropriate conclusions can only be drawn when the assumptions guiding the specific analysis are sound (Cruz, 2007). In any multivariate analysis, especially where primary data is obtained from surveys, an initial process of screening and treatment of collected data is a necessary step because it guarantees high-quality analysis that can generally be accepted by the practitioners and academic community by ensuring that the subsequent analyses are valid, such as PLS or other parametric or non-parametric statistics when conducted. It also helps the researchers to recognize any possible violations of the main assumptions regarding the application of multivariate techniques of data analysis (Hair et al., 2010). Pallant (2007) expressed that, before starting any analysis of data, it is essential to check the data set for error because it is very easy to make a mistake in data entry. Tabachnick and Fidell (2007) noted that for the accuracy of data to be guaranteed there is a need for proper proofreading and checking of the data for errors.

Unfortunately, it was observed that researchers had been conducted mostly without initial data screening and preliminary analysis perhaps due to the rigorous activities attached to such process (Hair et al., 2010). Even though, ignoring such process can affect the predictive power of any analysis outcome, because, ignoring the initial data screening would increase the standard error estimates, which in turn influences the regression-based path coefficient negatively (Dijkstra and Henseler, 2015). To achieve accuracy and consistency in any analysis, data screening is one of the essential factors to be given due consideration (Tabachnick and Fidell, 2007). Hence, there is need to examine data through descriptive statistics using computer software. In this way, all the hidden errors that are not easily observed would be revealed (Hair et al., 2010). Additionally, the authors observed that by conducting data examination, researcher gains at least two critical benefits. Firstly, complete understanding of the interrelationships among the variables and this consequently facilitates articulate interpretation of results. Secondly, ability to satisfy the assumptions of multivariate data analysis which is more complex than in univariate analyses.

Based on these, the objective of this paper is to present preliminary analysis employed in finding the effect of fraud risk management and risk culture on the performance of Nigerian banks. The following preliminary data analyses were performed: (i) assessment of missing value (ii) assessment of outliers (iii) normality test and (iv) multicollinearity test (v) common method variance, and non-response test bias (Tabachnick and Fidell, 2007). Conclusively, this study examined issues related to preliminary analysis to have a free error data as recommended by (Hair et al., 2014). The following sections consist of the literature review, methodology, result, and discussion, and then, finally, the conclusion was derived based on the results of the study.

2. Literature review

Every business transaction is exposed to the risk of fraud. The danger of fraud has affected not only organizations in a developed economy, but it has also affected developing nations and differs across time as well as places in its magnitude (Inaya, 2016). Perhaps, that is why ACFE in (2010) reported the risk of fraud to be present in almost every business regardless of shape, size, country, and complexity. The risk of fraud could materialize itself in an employee, vendor, client, or management, (Vonya Global, 2011). Ghazali et al. (2014) in their study revealed that fraud is a significant problem in public sector, and the main causes of fraud are economic pressure, poor management practices, and weak response strategies. The survey of 6,337 companies by PricewaterhouseCoopers (PwC) (2016) from the study of 115 countries found that 36% of the companies experienced fraud in the previous 24 months (2014-2015). The reports further revealed that insiders constitute more than half of the fraudsters (56%) and thus indicating ineffective risk assessment of staff roles and weak internal controls.
Unfortunately, many organizations tend to underrate the role of fraud risk management in minimizing the risk of fraud in their businesses (Mat et al., 2013). As banking sector is important in economy, it is imperative to develop an effective fraud risk management procedures to mitigate the adverse effect of fraud in the banking system. Fraud risk management involved the activities in developing and identifying plans for the business to minimize the risk that will arise from the potential and actual cases of fraud (Boateng et al., 2014). Specifically, the activities according to the authors are proactive methods designed to prevent, detect, and respond to fraud at an early stage in the banking sector.

2.1. Bank Performance

Performance has been defined variously. For instance, Antony and Bhattacharyya (2010) defined performance as the measure that is used to assess and evaluate the achievement of an organization to create and deliver the value to its internal and external customers. It’s also seen as a measure of a firm overall financial strength over a given period which can also be used for comparison of industries in aggregation (Hales, 2005). Therefore, performance can be viewed as a measure of how the organization utilizes their assets to generate revenue from their primary mode of operation.

Various approaches are used to measure performance. For instance, Henri (2004) view performance from objective measures to determine whether the company is profitable, while others such as Elnihewi et al. (2017) used subjective measures (non-financial). Objective measures use a set of financial ratios or volume measures, thus also referred as financial measures. Financial performance is a measure of company’s operations and policies in monetary terms. These results are reflected in the firm’s value-added, capital base, return on investment, and return on assets (Gitau and Samson, 2016).

Bank performance, is one of the most relevant constructs in the field, and the construct is commonly used as the dependent variable (Gitau and Samson, 2016) Research in bank performance suffers from problems such as selection of indicators based on convenience, its dimensionality, and lack of consensus (Kaplan and Norton, 2001; Ţeţănescu and Logofătău, 2017). Many studies measure bank performance with a single indicator and present this concept as one-dimensional (Chazi et al., 2018; Gitau and Samson, 2016) while other researchers used multidimensionality in measuring bank performance (Cristian and Monica, 2017; Gweyi and Karanja, 2014).

2.2. Fraud Risk Management

In the light of the current economic condition, it becomes imperative for a business to re-assess the way of managing their fraud risks. Though, business organizations seem too concentrated on ensuring their survival. However, businesses should also not fail to focus on effective fraud risk management, thereby increasing their weakness to fraud. Therefore, organizations should adopt practical measures that can significantly reduce their vulnerability to fraud (Wells and Gill, 2007). This is in line with Coso (2016) advise that the organization should designs, implements, and maintains fraud risk management periodically. Fraud risk management refers to any methods planned in developing and identifying actions for the organization to minimize risk arising from the potential and actual corporate fraud cases; these include fraud detection, prevention, and response to fraud (Alavi, 2016; KPMG, 2016). This research will use the three dimension of fraud risk management (i.e., preventive, detective, and responsive fraud risk management) in finding the effect of fraud risk management on the performance of banking sector in Nigeria. This is consistent with the work of (Alavi, 2016; Albrecht et al., 2012; KPMG, 2017). The three dimensions are briefly discussed below:

2.2.1. Preventive Fraud Risk Management Method

Fraud prevention is the initial stage of a fraud risk management framework, which requires the adoption of suitable strategies that can prevent fraud in an organization. Fraud prevention strategies consist of all procedures, training, policies, actions, and communication that stop fraud from occurring (Albrecht et al., 2012). The best approach to fighting fraud in an organizations is to prevent it from occurring in the first which is mostly on improving the key risk processes indicators (i.e. business environment, operational risk, and internal control environment) (Albrecht et al., 2012). To prevent fraud, measures that limit the opportunity of offenders to commit fraud, and reduce motivation need to be taken (AICPA, 2009). Different measures were put in place for fraud prevention. For instance, the use of anti-
fraud control mechanism such as segregation of duty, limits and approval authorities, review of customers associate, access control,, implementation and application of security mechanism, and physical security control system (KPMG, 2006).

2.2.2. Detective Fraud Risk Management Method

Fraud detection refers to all procedures employed by organizations to detect fraud after it has been committed (NDIC, 2014). Fraud detection strategies are plans implemented to efficiently and quickly detect fraudulent activity by identifying suspicious or frauds that have bypassed the preventive measures so that an organization can take proper corrective action (Australian Standard, 2008). Banks have developed a number of strategies to detect and mitigate fraud. The reason behind any fraud detection system is to identify or detect any potential fraud and reduce subsequent losses. Banking sector has a strong interest in developing strategies of detecting fraudulent activity in time due to its direct impact upon its status as a reputable financial institution, bottom line operating expenditure, and as an institutions customer service delivery with integrity (Edge and Sampaio, 2009).

2.2.3. Responsive Fraud Risk Management methods

Fraud risk responses are the measures taken for the corrective purpose to remedy the harm caused by fraud (Ross and Armstrong, 2016). Fraud response strategies significantly affect the occurrence of fraud in commercial banks, therefore the tougher the fraud response strategies, the less the likelihood of fraud (Ogola et al., 2016). A successful fraud incident, depending on its magnitude, may negatively affect the survival of an organization (KPMG, 2010). Therefore, the organization should designs, implements, and maintains fraud risk management periodically (Coso, 2016).

2.3. Risk culture

Risk culture is a multidimensional concept that includes risk and culture which are complex scopes (Schmitt, 2017). Definition of culture has been discussed by various researchers. For instance, culture refers to a group of values, norms, beliefs, and understanding which members of organization think is a good thing, which can be adapted to external environment and passed on to new members for coordination within the organization (Nikpour, 2017). While, Fraser et al. (2010) define Risk culture as the system of behaviors and values existing in an organization that assists in influencing risk decisions. Power (2013) is on the view that risk culture is not a separate kind of thing to culture in general but rather a specific kind of framing of the culture problem, allowing general concerns about culture to focus on risk-taking and risk control activities.

The global financial crisis and corporate scandals of 2008 report by pertinent stakeholders, rating agencies, and regulators have highlighted ethical issues in the financial institutions business practices have all conceded that the substantial financial losses incurred by these organizations is as a results of their weak organizational cultures which undermined the effectiveness of their risk management frameworks (Wood and Lewis, 2017). Also, Kpodo and Agyekum (2015) argue that risk culture is the light of the organization’s operations. These operations had four sub-variables which include compensation or reward system, effective challenge, prevailing accountability framework, and tone at the top or leadership by example.

3. Methodology of research

Prior to conducting the main analyses, the data collected were subjected to preliminary analyses in terms of assessment of missing values, identification of outliers, normality, multicollinearity test, common method variance (CMV), test of non-response bias, and descriptive analysis were conducted to meet the preliminary assumption for further multivariate analysis (Hair et al., 2016).

This is achieved through the use Statistical Package for the Social Science version 23 software (SPSS v23). Samples of 417 were selected from the total population of 1,098 banks in Nigeria through stratified random sampling technique. Hence, 305 useable responses were retrieved from the sample. Results pertaining to each of the six key assumptions stated above are reported. However demographic profile and response rate were also discussed below:
4. Results and Discussions

4.1. Demographic profile of participants

Statistically, the descriptive analysis reveals that majority of the participants were male (61.3%) while 38.7% were female. This implies that majority of the bank staff senior officers are male since the percentage of male are higher than the percentage of female in the Nigerian banking sector. This disparity could be as a result of socio-cultural practices whereby female were restricted from attending formal education in some parts of the country. For educational background of the respondents, preliminary analysis revealed that (51.5%) of the respondents have postgraduate degree as the highest educational attainment, followed by bachelor degree or equivalent with (45.9%), diploma or equivalent is (2.6%), while none has SSCE or equivalent. The academic qualification of the respondents is quite impressive and attests to the high caliber of staff required in the banking sector for senior officers. The result reveals that most of the participants are branch managers (51.8%), 30.8% were risk management senior officers, and 17.4% were internal control officers. This clearly shows that our target respondents have been achieved. Table 1 below summarize the details:

Table 1. Demographics

| Gender          | Frequency | Percentage % |
|-----------------|-----------|--------------|
| Male            | 187       | 61.3         |
| Female          | 118       | 38.7         |

| Highest Educational Qualification | Frequency | Percentage % |
|-----------------------------------|-----------|--------------|
| ND/NCE                           | 8         | 2.6          |
| HND/B.SC                         | 139       | 45.6         |
| Post Graduate                    | 158       | 51.8         |

| Department    | Frequency | Percentage % |
|---------------|-----------|--------------|
| Internal Control | 53        | 17.4        |
| Risk Management       | 94        | 30.8        |
| Branch Manager        | 158       | 51.8        |

| Age  | Frequency | Percentage % |
|------|-----------|--------------|
| 20-29| 7         | 2.3          |
| 30-39| 133       | 43.6         |
| 40-49| 161       | 52.8         |
| 50-59| 4         | 1.3          |

4.2. Response Rate

The response rate of the survey is a significant concern in a study because it ensures the questionnaires collected are valid for data analysis (Hair et al., 2010). In this study, 328 questionnaires out of 417 distributed were retrieved. A reasonably good response rate was achieved as a result of the researcher’s persistence through several phone call, reminders, and self-re-visit to the respondents (Traina et al., 2005) and series of follow-up through short message service (SMS) for completion of each questionnaire. Therefore, this makes the response rate of 78.66%, though; out of the 328 collected questionnaires only 305 were found to be useful for further analysis. Twenty three questionnaires were excluded from the analysis due non-suitability of either not duly completed or problems of outliers as explained in table 2. This accounted for 73.14% valid response rate. According to Sekaran and Bougie(2009), a response rate of 30% is acceptable for surveys. Henceforward, a response rate of this study is adequate for further analysis.

Table 2. Response Rate of the Questionnaires

| S/N | Response                                    | Frequency | Percent (%) |
|-----|---------------------------------------------|-----------|-------------|
| 1   | No. of distributed questionnaires           | 417       | 100         |
| 2   | Completed and returned questionnaires       | 328       | 78.66       |
| 3   | Unusable questionnaires:                    | 23        | 5.52        |
|     | • Incompleteness and non-eligibility        | 14        | 3.36        |
|     | • Univariate and multivariate outliers      | 9         | 2.16        |
| 4   | Returned and usable questionnaires          | 305       | 73.14       |
4.3. Preliminary Analyses Tests

4.3.1. Data Coding and Screening

Preliminary data analysis is conducted to detect and correct problems in a data set for the main analysis (Fidell and Tabachnick, 2003). The significance of data screening in any process of data analysis particularly quantitative survey cannot be over emphasized because it provides an excellent groundwork for achievement of a significant result. The output and analysis quality are dependent upon the quality of preliminary data screening (Hair et al., 2010). The returned questionnaires (i.e., 328) were keyed into SPSS v23 variable view page. Each item/question was coded and given name based on its main variable initials and under the same latent construct. For instance, 14 items/questions measuring the type of fraud were coded as TYPEA, TYPEB, TYPEC ... TYPEN. Also, ten items/questions measuring preventive fraud risk management were coded as PFRM1, PFRM2... PFRM10 (e.g., question no. 3 “Fraud prevention training to staffs regularly.” is coded as PFRM3). Hence, the same process was used to all other independent variables in the study. Equally, for the dependent variable, which is bank performance (financial and non-financial performance), the same process was employed, and seven questions reflecting the financial performance were coded as FINPERF1, FINPERF2... FINPERF7. While six questions reflecting the non-financial performance were coded as NFINPERF1, NFINPERF2 ... NFINPERF6. For the moderating variable (i.e., risk culture), nine items/questions were coded as RC1, RC2 ... RC9.

4.3.2. Missing Value Analysis

Missing value “is one of the most pervasive problems in data analysis, its seriousness depends on the pattern of missing data, how much is missing, and why it is missing” (Tabachnick and Fidell, 2007). It is statistically important to check for missing values before conducting any analytic procedures because some statistical packages (e.g., SmartPLS) will not work even with a single data missing. Furthermore, overlooking cases with missing values could lead to the loss of vital information, which subsequently minimizes the statistical power and increases standard errors (Don and Peng, 2013). The indication of a missing data is when a respondent failed to deliver answer concerning one or more questions thus making the data collected not appropriate for subsequent analysis (Hair et al., 2010). In view of the effect of missing data in analysis, steps were taken by the researcher to prevent the problem of missing data right from the field of data collection in an effort to decrease their rate. Each questionnaire was thoroughly checked upon receipt to make sure that all questions were properly answered.

While there is no universally acceptable cut-off in the literature regarding the percentage of missing value in a dataset for valid statistical analysis Schafer and Olsen (1998)argued that a missing rate of 5% or less is inconsequential. After running the data for frequency analysis, only a small number of missing values were detected. The results of the missing values analysis are provided in Table 3.

Table 3. Number and Percentage of Missing Value

| Construct   | No of Missing Value |
|-------------|---------------------|
| PFRM 2      | 02                  |
| PFRM3       | 02                  |
| DFRM1       | 06                  |
| RC3         | 04                  |
| NFINPERF4   | 04                  |
| **Total**   | **18**              |

| No of Data Points | 53 observed Variables * 305 Respondents = 16,165 |
|-------------------|-----------------------------------------------|
| Percentage of Missing Data | 18/16,165 * 100 = 0.11% |

As shown in Table 3, out of 16,165 data points in the SPSS v23 dataset, 18 were randomly missed, thereby accounting for 0.11%. In particular, preventsives fraud risk management had 4 missing value, detectives fraud risk management has 6, while risk culture and performance has 4 missing values each. Despite the fact that 0.11% missing value in a dataset, the data is still valid for a meaningful statistical analysis which is less than 5% (Schafer and Graham, 2002).Tabachnick and Fidell (2007) suggested that the missing value is replaced using mean substitution. Therefore, missing values were treated and replaced with the variable mean option, using SPSS v23. This method is used because it is very easy to be executed.
and time effective. Checking and replacement of missing data is essential in running PLS-SEM which is very sensitive to missing data, and as such, it was adequately checked.

4.3.3. Assessment of Outliers

Further data screening involved the treatment and assessment of outliers. Outliers are extreme scores or values of data sets that may significantly affect the analysis and the result of the study (Hair et al., 2010). The presence of outliers in a regression-based analysis data set, can seriously mislead the estimates of regression coefficients and lead to unreliable results (Verardi and Croux, 2008). Two types of outliers namely univariate and multivariate were assessed in this study. The presences of univariate outliers can be detected using either standardized variable values (Z score) or by using frequency distribution tables such as histograms, box plots, and normal probability plots. The study uses standardized variable values (z-scores) threshold of ±3.29 as recommended by Tabachnick and Fidell (2007) Thus, a total of 9 cases were identified using standardized values as potential univariate outliers. Specifically, these 9 cases identified are presented in Table 4.

Table 4. Outliers identified based on standardized values

| Respondents ID | Item Cases with standardized values exceeding ± 3.29 |
|---------------|-----------------------------------------------------|
| 50            | -4.31435                                            |
| 67            | -3.53317                                            |
| 93            | -4.31435                                            |
| 105           | 4.44915                                             |
| 112           | -4.09112                                            |
| 121           | -4.31435                                            |
| 135           | -4.44918                                            |
| 178           | -3.55317                                            |
| 241           | -3.53317                                            |

The univariate outliers were deleted from the dataset because they could affect the accuracy of the data analysis technique. In addition, Mahalanobis distance ($D^2$) was also tested to locate multivariate outliers. Tabachnick and Fidell (2007) defined Mahalanobis distance ($D^2$) as “the distance of a case from the centroid of the remaining cases where the centroid is the point created at the intersection of the means of all the variables” (p. 74). Hence, Mahalanobis $D^2$ was calculated using linear regression methods in SPSS v23, followed by the computation of the Chi-square value. Given that 53 items were used, 52 represent the degree of freedom in the Chi-square table with $p < 0.001$, so the criterion is 90.57 (Tabachnick and Fidell, 2007). This means that any case with a Mahalanobis $D^2$ value of 90.57 or more (i.e., for the 53 items) at 0.05 degree of freedom should be removed. However, no single case of a multivariate outlier was recorded. Thus, the remaining 305 responses were thus considered for further multivariate analysis.

4.3.4. Normality Test

Normality, in particular, can often be addressed prior to hypothesis testing through data screening procedures. Assessing for normality and factors affecting the shape of the distribution prior to hypothesis testing can help researchers draw more accurate conclusions and can help diagnose potential problems early on what can affect the results of the statistical analysis and assumptions underlying the hypothesis tests (Cruz, 2007). Previous research (Reinartz et al., 2009) has traditionally assumed that PLS-SEM provides accurate model estimations in situations with extremely non-normal. However, this assumption may turn out to be false. It was suggested by Hair, Sarstedt et al. (2012) that researchers should perform a normality test on the data. Highly skewed or kurtosis data can inflate the bootstrapped standard error estimates (Chernick, 2011), which in turn underestimate the statistical significance of the path coefficients (Hair et al., 2012).
### Table 5. Results of Test of Skewness and Kurtosis

|                      | Descriptive Statistics |                  |                  |                  |                  |                  |                  |
|----------------------|------------------------|------------------|------------------|------------------|------------------|------------------|------------------|
|                      | Min. Statistic         | Max. Statistic   | Mean Statistic   | Std. Deviation   | Skewness Statistic| Kurtosis Statistic| Std. Error       |
| Preventive           | 2.60                   | 5.00             | 3.96             | 0.51             | -0.05            | 0.14             | -0.08            | 0.28             |
| Detective            | 3.17                   | 5.00             | 4.09             | 0.38             | 0.30             | 0.14             | 0.24             | 0.28             |
| Responsive           | 2.22                   | 5.00             | 3.99             | 0.44             | -0.67            | 0.14             | 1.20             | 0.28             |
| Risk Culture         | 3.22                   | 5.00             | 4.04             | 0.27             | 1.34             | 0.14             | 4.14             | 0.28             |
| Financial            | 2.86                   | 5.00             | 4.02             | 0.34             | 0.27             | 0.14             | 1.92             | 0.28             |
| Non-Financial        | 3.17                   | 5.00             | 4.07             | 0.31             | 0.81             | 0.14             | 2.13             | 0.28             |
| Valid N (listwise)   |                        |                  |                  |                  |                  |                  |                  |

The values of Skewness are found to be below 2, while the values of kurtosis are below 7 in table 5 above. The range of acceptable values of the Skewness is < 2 and < 7 for the kurtosis (Gorondutse and Hilman, 2014). Thus, the values are within the acceptable range. However, Field (2009) added that a large sample decreases the standard errors, which in turn inflate the value of the Skewness and kurtosis statistics. Therefore, it is more important to look at the shape of the distribution graphically rather than looking at the value of the Skewness and kurtosis statistics. On this basis, the present study employed a histogram and normal probability plots to check for the normality of the data collected (Tabachnick and Fidell, 2007).

![Histogram](image1.png)

**Figure 1.** Histogram

![Normal probability plots](image2.png)

**Figure 2.** Normal probability plots.

Figure 1 and 2 above revealed data collected confirmed to normal distribution curve indicating that multivariate normality assumptions have not been violated in the present study.

#### 4.3.5. Multicollinearity

Multicollinearity refers to a situation in which two or more exogenous latent constructs become highly correlated. Multicollinearity problem occurs when the independent variables are highly correlated to each other (Hair et al., 2010; Tabachnick and Fidell, 2007). The presence of multicollinearity among the exogenous latent constructs can substantially distort the estimates of regression coefficients and their statistical significance tests (Chatterjee and Hadi, 2006). In particular, multicollinearity increases the standard errors of the coefficients, which in turn render the coefficients statistically insignificant (Tabachnick and Fidell, 2007). To detect multicollinearity, two methods were used in the present study as suggested by Peng and Lai (2012). First, the correlation matrix of the exogenous latent constructs was...
examined. According to Hair et al. (2010), a correlation coefficient of 0.90 and above indicates multicollinearity between exogenous latent constructs. Table 4.6 shows the correlation matrix of all exogenous latent constructs.

**Table 4.6: Correlations matrix of the Exogenous Latent Variables**

| Correlation | Preventive | Detective | Responsive | Risk_Culture | Fin_Perf | Non_FinPerf |
|-------------|------------|-----------|------------|-------------|---------|-------------|
| Preventive  | 1          | .308      | .229       | .209        | .301    | .267        |
| Detective   | .308       | 1         | .278       | .274        | .311    | .220        |
| Responsive  | .229       | .278      | 1          | .198        | .231    | .199        |
| Risk_Culture| .209       | .274      | .198       | 1           | .286    | .228        |
| Financial   | .301       | .311      | .231       | .286        | 1       | .633        |
| Non-Financial| .267      | .220      | .199       | .228        | .633    | 1           |

**Source:** Researcher

Following the examination of the correlation matrix for the exogenous latent variables, another way to verify the issue of multicollinearity is through the examination of Variance Inflation Factors (VIF) and tolerance values. This was further examined to detect multicollinearity problem. Hair et al. (2011) suggested that multicollinearity is a concern if VIF value is higher than 5 or, the tolerance value is less than 0.20. Table 7 shows the VIF values and tolerance values for the exogenous latent constructs.

**Table 7: Tolerance and Variance Inflation Factors (VIF)**

| Collinearity Statistics | Tolerance | VIF  |
|-------------------------|-----------|------|
| Preventive              | 0.833     | 1.200|
| Detective               | 0.801     | 1.249|
| Responsive              | 0.876     | 1.141|
| Risk Culture            | 0.864     | 1.158|

**Dependent Variable: Performance**

The result indicates that independent variables under study do not have multicollinearity problem, because the tolerance values are greater than 0.20 and the Variance Inflation Factors (VIF) range from 1.141 to 1.249 which is acceptable (Hair et al., 2011). Hence, it is concluded that multicollinearity is not an issue in the present study.

**4.3.6. Common Method Variance (CMV) Test**

According to Podsakoff et al. (2003), common method variance (CMV) refers to the variance that is perpetually attributable to the measurement procedure rather than to the actual constructs the measures represent. CMV is important due to its potential of bias when estimating the relationship among the theoretical constructs of the research (Podsakoff et al., 2003). However, there is general agreement that CMV is a major concern for researchers using self-report surveys (Lindell and Whitney, 2001).

Following Viswanathana and Kayandeb (2012), the present study adopted several procedural remedies to minimize the effects of CMV. First, to reduce evaluation apprehension, respondents were fully given freedom of choice and freedom of expression assuring that the responses will be kept highly confidential and for the study purposes only. The participants were informed that there is no right or wrong answer to the items in the questionnaire. Second, improving scale items by the elimination of item ambiguity was also used to reduce method biases in the present study. This was achieved by avoiding vague concepts in the questionnaire, and when such concepts were used, simple examples were provided. To further improve scale items, all questions in the survey were written in a simple, specific and concise language.

Third, this study also examined common method variance by applying Harman’s single factor test. As suggested by Hulland et al. (2017), all items in this study were subjected to a principal components factor analysis. The outcomes of the analysis yielded 5 factors, explaining a cumulative of 41.80% of the variance;
and only 20.74% of the total variance was accounted by the single factor, suggesting that common method bias does not exist in the present study since it’s less than 50% (Kumar, 2011).

4.3.7. Test of Non-Response Bias

Previous studies have established that the non-respondents occasionally differ systematically from the respondents both in behaviors, attitudes, perceptions, and demographics in which any or all of which might affect the results of the study. Non-response bias is the common mistake that a researcher expects to make while estimating sample characteristics because some group of the respondents may be underrepresented as a result of non-response. The issue of non-response bias arises when there is the difference in the answers between non-respondents and respondents (Lambert and Harrington, 1990). Non-response bias can affect the findings of the research and the generalization of the result to the population. Henceforth, there is a need to conduct the non- response bias test to detect this type of error before moving to the main analysis.

With regards to the possibility of non-response bias issue, this research followed a time-trend extrapolation method (Armstrong and Overton, 1977) by comparing the early and late respondents. The respondents were divided into early and late response groups with regards to the five study variables (i.e., preventives, detectives, and responsive fraud risk management, risk culture, financial and non-financial performance). Responses received within one month were classified as early responses while those received after a month were classified as the late responses. Then, an independent samples t-test was conducted for all the study variables to examine if there is any difference between the two groups. As shown in Table 8, below respondents were divided into early and late response groups with regards to the six study variables Looking at the table below, it can be seen generally that the mean and standard deviation for early response and late response are distinctly diverse.

However, the responses were recorded instantly, as the questionnaires were collected from the respondent (Vink and Boomsma, 2008). Most of the respondents in the sample in the study, widely accounted for that is 279 (91.5%) responded to the questionnaire within first month, while the remaining 26, representing (8.5%) responded after one month (Table 8). Specifically, an independent samples t-test was conducted to detect any possible non-response bias on the main study variables including preventives, detectives, and responsive fraud risk management, risk culture, financial and non-financial performance. Table 8 presents the results of independent-samples t-test obtained. As indicated in Table 8, the results of independent-samples t-test revealed that the equality variance significance values for each of the six main study variables were greater than the 0.05 significance level of Levene’s test for equality of variances as suggested by Pallant (2010) and Yin (2009). For this reason, this suggests that the assumption of equal variances between early and late respondents has been taken care up. As such, it can be concluded that non-response bias was not a major concern in the present study.

Table 8. Independent samples T-test for equality of means Leven’s test for equality of variance

| Non_Response | N   | Mean   | Std. Deviation | Std. Error Mean | Sign |
|--------------|-----|--------|----------------|-----------------|------|
| Preventive   |     |        |                |                 |      |
| Early Response | 279 | 3.9086 | .48975         | .02932          | .655 |
| Late Response | 26  | 4.4654 | .39994         | .07844          |      |
| Detective    |     |        |                |                 |      |
| Early Response | 279 | 4.0594 | .36568         | .02189          | .103 |
| Late Response | 26  | 4.3878 | .41429         | .08125          |      |
| Responsive   |     |        |                |                 |      |
| Early Response | 279 | 3.9697 | .44009         | .02635          | .457 |
| Late Response | 26  | 4.2350 | .40774         | .07996          |      |
| Risk Culture |     |        |                |                 |      |
| Early Response | 279 | 4.0299 | .26142         | .01565          | .034 |
| Late Response | 26  | 4.1800 | .30915         | .06063          |      |
| Fin. Performance |    |        |                |                 |      |
| Early Response | 279 | 3.9575 | .27635         | .01654          | .822 |
| Late Response | 26  | 4.7088 | .22671         | .04446          |      |
| Non-Fin. Performance |   |        |                |                 |      |
| Early Response | 279 | 4.0149 | .24006         | .01437          | .015 |
| Late Response | 26  | 4.6731 | .30361         | .05954          |      |
5. Conclusions

This paper evaluated the collected data through series of statistical techniques in an attempt to ensure that satisfies the multivariate assumptions. Particularly, as the missing data were thoroughly scrutinized, outliers were detected, treated and removed from the dataset. The study also conducted normality and multicollinearity assessments and data revealed that normality assumptions had not been violated and multicollinearity indicated no significant violation of assumptions in the present study. Thus, the study reports that the data fulfill the multivariate analysis requirements.
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