Flow-Mixup: Classifying Multi-labeled Medical Images with Corrupted Labels
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Abstract—In clinical practice, medical image interpretation often involves multi-labeled classification, since the affected parts of a patient tend to present multiple symptoms or comorbidities. Recently, deep learning based frameworks have attained expert-level performance on medical image interpretation, which can be attributed partially to large amounts of accurate annotations. However, manually annotating massive amounts of medical images is impractical, while automatic annotation is fast but imprecise (possibly introducing corrupted labels). In this work, we propose a new regularization approach, called Flow-Mixup, for multi-labeled medical image classification with corrupted labels. Flow-Mixup guides the models to capture robust features for each abnormality, thus helping handle corrupted labels effectively and making it possible to apply automatic annotation. Specifically, Flow-Mixup decouples the extracted features by adding constraints to the hidden states of the models. Also, Flow-Mixup is more stable and effective comparing to other known regularization methods, as shown by theoretical and empirical analyses. Experiments on two electrocardiogram datasets and a chest X-ray dataset containing corrupted labels verify that Flow-Mixup is effective and insensitive to corrupted labels.

Index Terms—deep learning, regularization, multi-labeled image classification, mixup

I. INTRODUCTION

Medical image classification is critical in clinical practice (e.g., for early detection of diseases). However, medical image classification is still a challenging task due to large intra-class variations, blurred boundaries between abnormalities, inconclusive abnormality patterns, etc. Furthermore, it is common for a patient to suffer multiple symptoms simultaneously, which present several kinds of abnormalities and some complex comorbidities in the medical images. Therefore, medical image interpretation is commonly a multi-labeled image classification process. Recently, supervised deep learning models have attained high performance thanks to large amounts of well-annotated data for model training. However, it is time-consuming to annotate medical images manually by medical experts, while automatic annotation (e.g., automatically extracting labels from reports [22]) is fast but possibly introduces considerable corrupted (incorrect) labels.

Many methods, such as model ensemble [17], weighted loss function [8], and label hierarchy [4], were widely utilized in multi-labeled medical image classification. However, dealing with corrupted labels of multi-labeled medical images was rarely studied, which is a basic issue for using automatically annotated labels. It was proved that regularization methods could hinder the memorization of models with the generalization ability preserved [2], which is advantageous to tackling label corruption. Many known regularization methods (e.g., Mixup [25], Manifold Mixup [21]) were proposed for single-output tasks, but could not meet the needs of multi-output tasks [24]. Besides, the existence of complex correlations among abnormalities was confirmed in literature [5], [22], which required additional considerations in model training. Thus, multi-labeled medical image classification with corrupted labels is a challenging problem and requires further research effort.

To this end, in this paper, we propose a new regularization
approach called Flow-Mixup for multi-labeled medical image classification with label corruption. Specifically, we introduce a new dimension called “flow dimension” for the feature tensors in hidden states and apply a novel Mixing module to a selected hidden state. Thus, the model layers ahead of the selected hidden state are restricted to learning a nonlinear function while the subsequent layers are restricted to learning a linear function. Flow-Mixup guides the nonlinear part to decouple the complex features (where the features of abnormalities are correlative) into abnormality-specific features before feeding the features to the linear part. The decoupling is guaranteed as the linear function requires its input features to lie in a linearly separable space. We compare Flow-Mixup with Mixup [25] and Manifold Mixup [21] to highlight the characteristics of Flow-Mixup.

This work makes three main contributions:

1) We propose a new regularization method called Flow-Mixup for multi-labeled medical image classification, and show that Flow-Mixup is insensitive to corrupted labels.

2) We compare Flow-Mixup with Mixup [25] and Manifold Mixup [21], and show that the “correlation conflicts” phenomenon and the “distribution shift” phenomenon occur with using Mixup or Manifold Mixup.

3) Experiments on several multi-labeled medical image classification datasets with corrupted labels verify that our Flow-Mixup outperforms known regularization methods.

II. RELATED WORK

A. Multi-labeled Medical Image Classification

Various automatic medical image interpretation applications involve multi-labeled image classification tasks, such as chest X-ray (CXR) interpretation [5], [14], [17], electrocardiogram (ECG) monitoring [7], [12], [18], comorbidity identification of Alcohol Use Disorder and human immunodeficiency virus infection [1], bone fracture type diagnosis [16], etc. To better handle multi-labeled classification tasks, a new loss function was proposed to guide deep learning models to search the subspace of abnormality features [14], and label hierarchy [4] and matrix completion [1] methods were also used in correlative feature refinement. In [6], an approach was especially designed to calculate the uncertainty of automated diagnosis. Abnormality location perception was considered in [8], [19] for CXR image classification. Also, adversarial learning approaches were designed for data augmentation and disease severity assessment in CXR [15], [23] and ECG [7] classification. A large dataset [22] catalyzed multi-labeled classification methods on CXR images. However, the labels in this dataset were mined from radiology reports by natural language processing (NLP) and the text-mined labels were somewhat corrupted. Most of the known supervised multi-labeled classification methods focused on tackling feature correlations among abnormalities but few of them considered label corruption.

B. Regularization Methods

Regularization methods are useful for dealing with label corruption [2]. Kurmann et al. [14] managed to drive class-specific features into different affine subspaces and enlarge the distances between the subspaces. This method outperformed the vanilla methods in multi-labeled CXR image classification. Many data augmentation methods were used to deal with multi-labeled medical image classification [3], [8], [17], which had similar effect as regularization methods. The state-of-the-art regularization methods for single-labeled classification are Mixup [9], [25] and Manifold Mixup [21], by introducing linear constraints into the models. However, both of them are not very suitable to multi-labeled classification because of the “correlation conflicts” and “distribution shift” phenomena (discussed in Sec. IV). Mixup ignored the feature correlations among abnormalities while Manifold Mixup was often unstable in training. In this paper, we propose Flow-Mixup for multi-labeled medical image classification, which avoids the drawbacks of Mixup and Manifold Mixup.

III. APPROACH

A. Preliminaries

Mixup [25] introduced a linear constraint to single-labeled classification and achieved good performance. Considering a deep learning classifier as a function $h(\cdot)$, the standard Mixup is defined as:

$$h(px_p + qx_q) = py_p + qy_q \quad (1)$$

where $x_p$ and $x_q$ are two input images while $y_p$ and $y_q$ are the corresponding labels, with $q = 1 - p$. Mixup regularization restricts the whole model (the function $h$) to be a linear function, as $h(px_p + qx_q) = py_p + qy_q = ph(x_p) + qh(x_q)$. Similarly, Manifold Mixup [21] applies the mixing operation as in Eq. (1) to a hidden state, and restricts the subsequent parts of the model to learn a linear function. Note that the “linear function” and “nonlinear function” are different from the “linear layer” and “nonlinear layer” of the neural networks, as the former concepts are related to the learning objectives but the later concepts are about the model entities.

B. An Overview of Flow-Mixup

In this paper, we propose a new regularization approach, Flow-Mixup, for multi-labeled medical image classification. Consider a deep learning classifier $h(x) = f(g(x))$, where $g$ is a nonlinear function and $f$ is a linear function. A training forward process with Flow-Mixup takes several steps: First, we select a hidden state $s$ to split the model into a nonlinear part and a linear part before training, as $s = g(x), y = f(s)$, and $y$ is the model output. Second, we process the data (e.g., the images) forward to the selected hidden state, and apply a new Mixing module to the features in the hidden state (our Mixing module is depicted below). After being processed by the Mixing module, the features continue the
forward propagation until the output. With the Mixing module, Flow-Mixup restricts the front part of the model to learning a nonlinear function, and the rest of the model serves as a linear function. In dealing with multi-labeled medical images, the nonlinear function extracts abnormality-specific features, and the linear function (subsequent part) of the model projects the abnormality-specific features into the label spaces. The constraint to the nonlinear part is guaranteed, as the output of the nonlinear part is fed to the linear part which requires its input to lie in a linearly separable space. Different from Manifold Mixup, the special Mixing module introduces an extra flow dimension, thus simultaneously using several mixing modules in a model is allowed.

C. Mixing Module

Generally, the tensors of an image in deep learning models have 4 dimensions: batch dimension, channel dimension, width and height dimensions. Our proposed Flow-Mixup introduces a new dimension, called flow dimension. As shown in the left part of Fig. 1, assume that the original feature \( z \) has a flow dimension of size 1 before being processed by the Mixing module, and then the output of the Mixing module \([z, z_\text{mixed}]\) has a flow dimension of size 2. The flow size is increased by the feature concatenation operation. After the features are fed to the Mixing module, the first step is to make a copy of these features. Then, the feature copy is processed by a mixing operation and then concatenated into the original features along the flow dimension. The forward process in the Mixing module is defined as:

\[
z' = M(p, z) = [z, \text{Mixing}(p, z)] = [z, z_\text{mixed}] \tag{2}
\]

where the mixing operation \(\text{Mixing}(-,\cdot)\) transforms a feature copy \((z_\text{copy}, y)\) into two mini-copies \(((z, y), (z', y'))\) and applies the standard Mixup to them by \((z_{\text{mixed}}, y_{\text{mixed}}) = (pz + (1-p)z', py + (1-p)y')\), as illustrated in the right part of Fig. 1. \((z, y)\) and \((z', y')\) are obtained by applying random index-shuffle to \((z_\text{copy}, y)\). \(p\) is randomly sampled from a beta distribution \(p_B(\alpha, \alpha)\) and \(\alpha\) is a hyper-parameter controlling the mixing degree [25]. \([\cdot,\cdot]\) indicates feature-wise concatenation, which results in the flow dimension size increase. Following Eq. (2), the feature \(z\) is transformed into \(z'\) with a double flow size. Since the flow size is doubled in the forward propagation, the Mixing module shall halve the gradients in the back-propagation in order to keep the magnitudes of the gradients. The back-propagation of the Mixing module is defined as:

\[
\text{grad} = (\text{grad}' + \text{grad}_m)/2 \tag{3}
\]

where \(\text{grad}'\) indicates the gradients of the original features, and \(\text{grad}_m\) represents the gradients of the mixed features (see Fig. 1). In this way, the Mixing module can be applied to several hidden states simultaneously with the original features being preserved, as shown in Fig. 2(a)(b). Note that the regularization approach cannot entirely restrict the subsequent layers to be a linear function, and thus applying several Mixing modules is helpful in strengthening the linear constraints. In implementation, if a hidden state is the last one (see Fig. 2(b)) or there is only one state (see Fig. 2(a)) to apply the Mixing module, it is optional to compute the forward propagation of the original features to the output layer. If the original features do not go forward, the Mixing module degrades into the common Mixup operation, calculating \(z' = z_{\text{mixed}}\) in the forward propagation and \(\text{grad} = \text{grad}_m\) in the back-propagation.

IV. ANALYSIS AND COMPARISONS

This section discusses the feasibility and the characteristics of Flow-Mixup and its differences with the known regularization methods, Mixup [25] and Manifold Mixup [21].

A. Feasibility of Flow-Mixup

Hypothesis 1: A learned sequential deep learning classifier for multi-labeled images can be reformulated as a composition of some linear functions and some nonlinear functions.

Since the feature correlations among abnormalities exist
and the labels lie independently in the label space, a deep learning classifier needs to learn nonlinear functions in order to decouple the correlative features. Thus, it is reasonable to regard a learned sequential classifier as a composition of multiple nonlinear functions and linear functions.

Based on Hypothesis 1, a learned sequential deep learning classifier $h(\cdot)$ can be mathematically decoupled by:

$$h(x) = f_1 \circ g_1 \circ f_2 \circ g_2 \circ \cdots \circ f_a \circ g_b(x)$$

(4)

where the functions $f_i$ ($i \in \{1, 2, \ldots, a\}$) and $g_j$ ($j \in \{1, 2, \ldots, b\}$) belong to a linear function family $\mathcal{F}$ and a nonlinear function family $\mathcal{G}$, respectively.

In practice, in Eq. (4), the order and the concrete expressions of $f_i$ and $g_j$ are obtained by learning from the data.

**Theorem 1.** A learned sequential deep learning classifier $h(\cdot)$ for multi-labeled images can be reformulated as a composition of some linear functions and some nonlinear functions, in a sequence where the nonlinear functions $\hat{g}_i$ appear first and then the linear functions $\hat{f}_j$ follow, as:

$$h(x) = \hat{g}_1 \circ \hat{g}_2 \circ \cdots \circ \hat{g}_a \circ \hat{f}_1 \circ \hat{f}_2 \circ \cdots \circ \hat{f}_d(x)$$

(5)

**Proof:** A commutative law for linear and nonlinear functions can be proved, as follows. Assume $f \circ g(x) = y$ for a linear function $f$ and a nonlinear function $g$. Then $\exists \hat{f} \in \mathcal{F}$ and $\exists \hat{g} \in \mathcal{G}$ such that $f \circ g(x) = (f \circ g \circ f^{-1}) \circ f(x) = \hat{g} \circ f(x) = y$ (because a linear function is invertible), with $\hat{g} = f \circ g \circ f^{-1}$. Thus, $f \circ g(x) = \hat{g} \circ f(x)$. By applying this commutative law repeatedly, it is easy to prove that a model $h(x)$ under Hypothesis 1 can be specified as:

$$h(x) = \hat{g}_1 \circ \hat{g}_2 \circ \cdots \circ \hat{g}_a \circ \hat{f}_1 \circ \hat{f}_2 \circ \cdots \circ \hat{f}_d(x)$$

(6)

where $d = a$ and $c = b$. The solution thus constructed (i.e., Eq. (6)) verifies the theorem, which suggests that any multi-labeled image classifier can find a solution under the constraint of Flow-Mixup if the equation of the original classifier has a solution.

□

**B. Comparisons with Mixup**

As discussed in the previous work [3], the features of abnormalities can be correlative, which may not be linearly separable. In other words, the inherent correlation of abnormalities might be in conflict with the linear constraint of Mixup. Thus, training a multi-labeled image classifier with the Mixup regularization may result in performance decrease. As the situation illustrated in Fig. 3 such “correlation conflicts” happen as the boundary line of two classes cannot deal with the data belonging to both of these two classes, after mapping the data manifold to a low dimensional space satisfying the Mixup linear constraint. In contrast, with our Flow-Mixup, the correlative features of abnormalities can be decoupled into abnormality-specific features by the nonlinear functions first, and such features lie in a linearly separable space.

**C. Comparisons with Manifold Mixup**

Manifold Mixup [21] allows applying a mixing operation to several hidden states in the training process. However, this mixing operation cannot be performed simultaneously. Manifold Mixup randomly selects one of these hidden states to apply the mixing operation in every training iteration, and consequently suffers two drawbacks. (1) Updating parameters in every iteration affects the final parameters. Therefore, it is hard to know exactly what degree of data mixing is applied to a hidden state, as the mixing operation is used with a probability. Thus, it is difficult to determine the hyperparameters for the mixing operation. (2) Since the training condition to a hidden state (whether to use a mixing operation) is changeable, the training process is unstable and suffers a “distribution shift” phenomenon. “Distribution shift” means that the objective feature distribution is changed. Ideally, using
To observe the occurrence of the “distribution shift” phenomenon in model training, we compare the feature distributions of different hidden states with or without mixing operations. A mixing operation on a hidden state restricts the features to lie in a linearly separable space. However, Manifold Mixup keeps changing the constraint to the hidden states, which leads to an unstable training process and decreases the performance.

To observe the occurrence of the “distribution shift” phenomenon in model training, we compare the feature distributions on the training set of CIFAR-10, as shown in Fig. 4. We train the PreAct-ResNet-32 model [10] on the training set of CIFAR-10 with Mixup (applied to the data input and the output of every residual block with $p_b(1.0, 1.0)$) and without Mixup. Then we collect the output of every residual block and the model output. To avoid the influence of the classification results, we utilize the k-means clustering algorithm (partitioning into $k = 10$ classes) on the collected features of every block output and model output. Then we calculate the average value of $R^2$ (similar to $R^2$ in the analysis of variance) to observe the feature distributions. $R^2 = 1 - SSI/SST$, where $SSI$ is the sum of squares for intra-cluster and $SST$ is the total sum of squares. $R^2$ presents the percentage of the total variance coming from the inter-cluster variance. The higher $R^2$ is, the more clear the boundaries of the clusters are. $SSI$ and $SST$ are defined by:

$$\begin{align*}
SST^{(i)} &= \frac{1}{V(i)} \sum_{v=1}^{V(i)} (z_{j,v}^{(i)} - \bar{z}_{c,v}^{(i)})^2 \\
SSI^{(i)} &= \frac{1}{V(i)} \sum_{v=1}^{V(i)} (z_{j,v}^{(i)} - \bar{z}^{(i)})^2
\end{align*}$$

where $C$ indicates the number of clusters, $N$ is the number of images, and $N_v$ is the number of the images belonging to the $c$-th hidden state. $V(i)$ denotes the feature size of one data in the $i$-th hidden state, i.e., $V = D \times H \times W$, where $D$, $H$, and $W$ are the channel, height, and width dimension sizes. $\bar{z}_{c,v}^{(i)}$ and $\bar{z}^{(i)}$ denote the data-wise average features in the $i$-th hidden state and the data-wise average features of the $c$-th cluster in the $i$-th hidden state, respectively. As shown in Fig. 4, one can see that $R^2$ of the features learned with Mixup is evidently higher than without any mixing operations. Thus, the “distribution shift” phenomenon happens when using Manifold Mixup, as the objective feature distributions are very different with and without mixing operations.

V. EXPERIMENTS

A. Datasets

To evaluate our Flow-Mixup approach for multi-labeled medical image classification tasks, we conduct experiments on the ChestX-ray14 dataset [22] and two ECG record datasets of the Alibaba Tianchi Cloud Competition. These datasets are for multi-labeled medical image classification. The ChestX-ray14 dataset [22] consists of 112,120 CXR images of size $1,024 \times 1,024$ each. The corresponding labels cover 14 abnormalities extracted from radiology reports by natural language processing (NLP), and some of the CXR images are assigned with more than one label. As estimated by data collectors [22], there is $\sim$10% label corruption. For the ECG classification, we use the preliminary competition ECG dataset (the ECG-55 dataset) containing 55 arrhythmia categories, and a selected ECG dataset (the ECG-12 dataset) containing 12 most common arrhythmia categories in which the ECG records are selected from the preliminary dataset and the final competition dataset. The ECG-55 dataset consists of 31,779 8-lead ECG records and ECG-12 has 34,664 8-lead ECG records. The ECGs are 10 second records and were recorded at a frequency of 500 Hertz. An ECG record can be treated as a special one-dimensional image and with 1-D convolutions [12], [18]. Example samples of the ChestX-ray14 and ECG datasets are shown in Fig. 5. In experiments, for the ChestX-ray14 dataset, we follow the official split, and for the ECG datasets, we randomly split a dataset into training, validation, and test parts by 7:1:2 since the official test set is not available.

B. Experimental Setups

We use DenseNet-121 [11] as the CXR classifier baseline and ResNet-34 [10] as the ECG classifier baseline. Two convolutional layers are added ahead of the DenseNet-121
network as was done similarly in [8], both with a kernel size of 3 and a stride of 2. For CXR image classification, we follow the weighted binary cross-entropy loss function [8], [22], weighting the loss term for an abnormality with its inverse proportion. In ResNet-34, 1-D convolution kernels of size 3 are used to replace the $3 \times 3$ convolution kernels. During training, we set the batch size as 32, and employ the Adam optimizer [13] with $\beta_1 = 0.9$ and $\beta_2 = 0.999$. The learning rate is initialized as $10^{-4}$ and is reduced by $10 \times$ when the valid loss reaches a plateau. We run 50 epochs for CXR image classification and 200 epochs for ECG classification. To validate Flow-Mixup and compare to the known regularization methods on multi-labeled classification with label corruption, we replace the labels with corrupted labels in probability. The label corruption rates for the ECG reports are $0\%$, $10\%$, $40\%$, $70\%$, and $100\%$, while for CXR images the label corruption rates are $0\%$, $10\%$, $30\%$, and $50\%$ as the original labels are already corrupted. The mixing operation is applied to the input of the third and fifth ResBlock and Denseblock, for both Manifold Mixup and Flow-Mixup. We report the average AUC (Area under the ROC curve) over the 14 kinds of abnormalities on the CXR test set, and report Macro-F1 (macro-averaging on F1 scores) on the two ECG test sets.

### C. Experimental Results

1) Performance Comparison: The experimental results on the ChestX-ray14 dataset are reported in Table I and the results on the ECG-55 and ECG-12 datasets are in Table II. We compare the indicators of our proposed Flow-Mixup with those of several known state-of-the-art regularization methods, including the Empirical Risk Minimization (ERM) principle [20], Mixup [25], and Manifold Mixup [21]. We report the

**Table I**

| Regularization                  | 0% $\times$ | 10% $\times$ | 30% $\times$ | 50% $\times$ |
|--------------------------------|-------------|--------------|--------------|--------------|
| ERM                            | 74.2 | 69.4 | 73.1 | 69.9 | 3.2 | 72.8 | 69.3 | 3.5 | 72.2 | 67.3 | 4.9 |
| Mixup ($\alpha = 1.0$)         | 77.0 | 76.2 | 0.8 | 76.8 | 76.4 | 0.4 | 76.4 | **75.9** | 0.5 | 75.7 | 74.6 | 1.1 |
| Mixup ($\alpha = 3.0$)         | 76.7 | 75.8 | 0.9 | 76.3 | 75.6 | 0.7 | 76.3 | 75.6 | 0.7 | 76.1 | **75.5** | 0.6 |
| Manifold Mixup ($\alpha = 3.0$) | 77.3 | 75.5 | 1.8 | 76.6 | 75.3 | 1.3 | 76.6 | 74.8 | 1.8 | 75.8 | 74.3 | 1.5 |
| Flow-Mixup ($\alpha=3.0$, Op=False) | **77.8** | **76.9** | 0.9 | **77.1** | 76.3 | 0.8 | 76.5 | 75.3 | 1.2 | 76.1 | **75.1** | 1.0 |
| Flow-Mixup ($\alpha=3.0$, Op=True) | 76.9 | 76.5 | 0.4 | 76.9 | 76.7 | 0.2 | **77.0** | 75.7 | 1.3 | **76.3** | 75.4 | 0.9 |

**Table II**

| Dataset | Regularization | 0% $\times$ | 10% $\times$ | 40% $\times$ | 70% $\times$ |
|---------|----------------|-------------|--------------|--------------|--------------|
| ECG-12  | ERM            | 0.6617      | 0.6531       | 0.6238       | 0.5590       |
|         | Mixup ($\alpha = 1.0$) | 0.6773 | 0.6581 | 0.6337 | 0.5774 |
|         | Mixup ($\alpha = 3.0$) | 0.6575 | 0.6225 | 0.6195 | 0.5894 |
|         | Manifold Mixup ($\alpha = 3.0$) | 0.6436 | 0.6389 | 0.6378 | 0.5822 |
|         | Flow-Mixup ($\alpha=3.0$, Op=False) | **0.6994** | **0.6800** | 0.6347 | **0.5996** |
|         | Flow-Mixup ($\alpha=3.0$, Op=True) | 0.6846 | 0.6784 | **0.6495** | 0.5963 |
| ECG-55  | ERM            | 0.5535      | 0.5319       | 0.4501       | 0.3280       |
|         | Mixup ($\alpha = 1.0$) | 0.5543 | 0.5119 | 0.4992 | 0.3474 |
|         | Mixup ($\alpha = 3.0$) | 0.5509 | 0.5245 | 0.4953 | 0.4563 |
|         | Manifold Mixup ($\alpha = 3.0$) | 0.5512 | 0.5390 | 0.4966 | **0.4655** |
|         | Flow-Mixup ($\alpha=3.0$, Op=False) | 0.5551 | 0.5416 | **0.5113** | 0.4426 |
|         | Flow-Mixup ($\alpha=3.0$, Op=True) | **0.5769** | **0.5454** | 0.5072 | **0.4570** |

Fig. 5. (a) A chest X-ray image from the ChestX-ray14 dataset. (b) An 8-lead electrocardiogram record from the ECG datasets.
best and the last performances in CXR classification; we report only the best performances in ECG classification, since the last performances are very close to the best performances on the ECG datasets. One can see that Flow-Mixup outperforms the other regularization methods in dealing with various degrees of label corruption. Flow-Mixup’s performance over the other regularization methods validates the capability of Flow-Mixup. Flow-Mixup attains better performances than Mixup, which might result from the abnormality-specific features extracted by the nonlinear part (see Sec. IV-B). In ECG classification, Flow-Mixup outperforms Mixup and Manifold Mixup, and a similar conclusion can be derived. Further, one can see from Fig. 6 that Flow-Mixup outperforms Mixup in most classes in F1 scores and AUCs.

2) Correlation Conflict Reduction: To further evaluate Flow-Mixup’s ability to reduce correlation conflicts, we compare the F1 score and AUC of every abnormality between Mixup and Flow-Mixup on the ChestX-ray14 test set and ECG-12 test set, respectively. The histograms of these F1 scores and AUCs are shown in Fig. 6 both of them with \( \sim 10\% \) label corruption. For easy comparison, we set two new indicators for every class: “Performance Ratio” = \( \frac{\text{Performance}_{\text{Mixup}}}{\text{Performance}_{\text{Flow-Mixup}}} \) (\( r \) is an exponent; \( r = 10.0 \) for CXR images and \( r = 1.0 \) for ECG records), and “Independent Ratio” = \( \frac{n_c}{m_c} \), where \( n_c \) is the number of images with only the class \( c \), and \( m_c \) is the number of all the images with the class \( c \) including multi-labeled images. The “Performance Ratio” (which is the “AUC Ratio” for CXRs and “F1 Ratio” for ECGs in Fig. 6) indicates the relative performance in every abnormality of Mixup and Flow-Mixup, while the “Independent Ratio” suggests in what degree a class is independent in a dataset. The performances are normalized before computing the “Performance Ratio”. Thus, one can see whether the relative performances are related to the class independence by comparing the coincides of the “Performance Ratio” and the “Independent Ratio”. In Fig. 6, the “Performance Ratio” curves coincide with the “Independent Ratio” curves (with Spearman correlation coefficients \( \approx 0.3 \)), indicating that Flow-Mixup can obtain better performance in a relatively dependent class. Hence, we believe Flow-Mixup is able to reduce the correlation conflicts.

3) Distribution Shift Reduction: To evaluate Flow-Mixup’s ability to reduce the “Distribution Shift” phenomenon, we compute the differences (Diff.s) between the Best AUCs and the Last AUCs on the ChestX-ray14 test set, shown in Table III. The Diff.s on the ECG test sets are not reported since the best and the last Marco F1 scores are very close. Further, we compute the variances of the normalized performance indicators (AUCs for CXR images and Macro F1 scores for ECG records) of some epochs on the test sets, as:

\[
\text{Var}(I) = \frac{\sum_{e=1}^{n}(I_e - \bar{I})^2}{n}
\]

where \( I \) is the normalized performance on the test set, \( \bar{I} \) is the average performance, and \( e \) is the index of epochs. The normalization method is the min-max normalization. The variances are computed for the early 20 epochs on the ChestX-ray14 dataset (\( n = 20 \)) and for the early 100 epochs on the two ECG datasets (\( n = 100 \)), as the indicators just fluctuate slightly in the rest epochs. As shown in Table III, Flow-Mixup has lower variances than Manifold Mixup, which suggests that Flow-Mixup is more stable. Comparing the Diff.s and variances, it is obvious that training models with Manifold Mixup is not as stable as with Flow-Mixup, which might be due to the instability caused by “distribution shift”, as discussed in Sec. IV-C.

4) Hyperparameter \( \alpha \): As the suggestions in [21], [25], setting the mixing degree \( \alpha > 1.0 \) is suggested in dealing with the corrupted labels. In our tasks, we find that the models perform well with \( \alpha > 1.0 \). Flow-Mixup seems to be insensitive to \( \alpha \), and the results fluctuate within \( \sim 0.1 \) on the ECG datasets and within \( \sim 1.0 \) on the ChestX-ray dataset with different \( \alpha \in [1.0, 3.0] \).

VI. CONCLUSIONS

In this paper, we proposed a new regularization approach, Flow-Mixup, for multi-labeled medical image classification.

![Fig. 6. Illustrating the AUC and F1 score for every abnormality with Mixup (\( \alpha = 3.0 \)) and Flow-Mixup (\( \alpha = 3.0, \text{Op} = \text{False} \)). In Subfig. (b), we show just 11 abnormality categories except for a normal category. Note that Mixup achieves F1 scores = 0.0 in the left bundle branch block abnormality.](image-url)
TABLE III

| Regularization | ChestX-ray14 (n = 20) | ECG-12 (n = 100) | ECG-55 (n = 100) |
|----------------|-----------------------|------------------|------------------|
|                | 0%×                  | 10%×             | 0%×              |
|                | 30%×                  | 50%×             | 70%×             |
| Manifold Mixup | 0.0636                | 0.0891           | 0.0230           |
|                | 0.1208                | 0.0909           | 0.0316           |
| Flow-Mixup     | 0.0350                | 0.0336           | 0.0316           |
|                | 0.0233                | 0.0316           | 0.0316           |
|                | 0.0233                | 0.0316           | 0.0316           |
|                | 0.0350                | 0.0336           | 0.0316           |
|                | 0.0233                | 0.0316           | 0.0316           |
|                | 0.0350                | 0.0336           | 0.0316           |
|                | 0.0233                | 0.0316           | 0.0316           |
|                | 0.0350                | 0.0336           | 0.0316           |
|                | 0.0233                | 0.0316           | 0.0316           |

with corrupted labels. Guided by Flow-Mixup, a deep learning classifier extracts abnormality-specific features and then maps such features into the label space. Experiments verified that Flow-Mixup can handle datasets containing corrupted labels, and thus makes it possible to apply automatic annotation. Besides, we compared Flow-Mixup with the common Mixup and Manifold Mixup methods, highlighted the characteristics of Flow-Mixup, and discussed the “correlation conflicts” phenomenon and “distribution shift” phenomenon occurred with using Mixup or Manifold Mixup.
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