ON TRIPLE PRODUCT L-FUNCTIONS AND A CONJECTURE OF
HARRIS–VENKATESH
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Abstract. Harris and Venkatesh made a conjecture relating the derived Hecke operators and
the adjoint motivic cohomology in the setting of weight one modular forms. This conjecture
was proved under some conditions in the dihedral case by Darmon–Harris–Rotger–Venkatesh.
We use a new approach to prove more general cases of the conjecture (up to sign). Our
approach relies on Waldspurger’s formula for the central value of Rankin L-series and Ichino’s
formula for the triple product L-function.
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1. Introduction

The aim of this paper is to prove, up to sign, some cases of a conjecture of Harris–Venkatesh
on dihedral weight one modular forms. This conjecture was made in [6], and proven under some
assumptions in [3]. We refer to the introduction of [3] for some background on the conjecture.
While our results are similar to those of [3], they are more general and the methods are quite
different. See Remark 1.1 below for some discussion comparing our two results.

Let $N, p \geq 5$ be primes such that $p \mid N - 1$. Fix embeddings $\mathbb{Q} \hookrightarrow \mathbb{Q}_p$ and $\mathbb{Q} \hookrightarrow \overline{\mathbb{Q}}_p$. Let $\mathfrak{T}$ (resp. $\mathfrak{T}^0$) be the Hecke algebra (over $\mathbb{Z}$) acting on $M_2(\Gamma_0(N))$ (resp. $S_2(\Gamma_0(N))$). Let $I \subset \mathfrak{T}$ be the Eisenstein ideal and $\mathfrak{a} = I + (p)$ be the $p$-Eisenstein maximal ideal of $\mathfrak{T}$. We denote by $\mathfrak{T}_p$ and $\mathfrak{T}^0_p$ the corresponding $p$-adic completions. We let $g_p = \text{rank}_{\mathbb{Z}_p} \mathfrak{T}^0_p \geq 1$. Fix a surjective group homomorphism $\log : (\mathbb{Z}/N\mathbb{Z})^\times \to \mathbb{Z}/p\mathbb{Z}$. This choice of log gives rise to a canonical element $\Theta \in \text{Hom}(S_2(\Gamma_0(N), \mathbb{Z}_p), \mathbb{Z}/p\mathbb{Z})$, called the Shimura class, which is annihilated by $\mathfrak{a}$ (cf. [6, §3.1]).

Let us review briefly the context and notation of the conjecture of Harris–Venkatesh [6]. Let $g \in S_1(\Gamma_1(d))$ be a weight one cuspidal newform of conductor $d$. Assume that $\gcd(Np, d) = 1$.
We denote by $g^*$ the dual form, i.e. the cusp form whose Fourier coefficients at infinity are the complex conjugates of those of $g$. We denote by $G$ the trace of $g(z)g^*(Nz)$ from $S_2(\Gamma_0(N))$ to $S_2(\Gamma_0(N))$. Attached to $g$ is an odd Artin representation $\rho_g : Gal(\overline{\mathbb{Q}}/\mathbb{Q}) \rightarrow GL_2(\mathbb{O}_g)$, where $\mathbb{O}_g$ is the ring of integers of a certain number field $L_g$ containing the Fourier coefficients of $g$ and contained in a cyclotomic field. We let $R = \mathbb{O}_g[\frac{1}{p}]$. As in \cite{3} §1.2, one can define a $R$-module $U_g$, which is a certain unit group cut out by the adjoint of $\rho_g$. Note in \cite{3} the authors invert $N$ in $R$, but that this is not actually needed for the definition of $U_g$, and indeed we want $U_g$ to be independent of $N$. Furthermore, $U_g$ is equipped with a “reduction modulo $N$” map

$$\text{red}_N : U_g \rightarrow (\mathbb{Z}/N\mathbb{Z})^\times \otimes_{\mathbb{Z}} R.$$ 

The Harris–Venkatesh conjecture is as follows:

**Conjecture 1.1** (Conjecture 1.1 of \cite{3}). There exists an integer $m_g \geq 1$ and $u_g \in U_g$ such that, for all primes $N$ and $p$ as above, we have in $R/pR$:

$$m_g \cdot (G, \mathfrak{S}) = \log(\text{red}_N(u_g)).$$

In their recent paper \cite{3}, Darmon–Harris–Rotger–Venkatesh prove this conjecture in certain cases when $g$ is dihedral. Let $K$ be a quadratic field of discriminant $D$, and let $g = \theta_{\psi_1}$ be a weight one theta series associated to a Hecke character $\psi_1$ of $K$. Let $\tilde{\psi} = \frac{\psi_1}{\psi_1^{1/2}}$, where $\psi_1^{1/2}$ is the $\text{Gal}(K/\mathbb{Q})$-conjugate of $\psi_1$. We assume that $g$ is cuspidal, which is equivalent to $\psi_1 \neq \psi_1^{1/2}$. The main result of \cite{3} is the following:

**Theorem 1.2** (Theorem 1.2 of \cite{3}). If $K$ is imaginary, assume that $D$ is an odd prime and that $\psi_1$ is unramified. If $K$ is real, assume that $D$ is odd and that the conductor of $\psi_1$ divides $(\sqrt{D})$. Then Conjecture 1.1 holds for $g = \theta_{\psi_1}$.

We prove Conjecture 1.1 up to sign, under less restrictive assumptions. The following is our main result.

**Theorem 1.3.** Assume that $D$ is odd and that $\psi := \frac{\psi_1}{\psi_1^{1/2}}$ is unramified. Then there exists $u_g \in U_g$ and $m_g \in \mathbb{Z}$ (depending only on $g$) such that for all primes $N$ and $p$ as above, we have, in $R/pR$:

$$m_g \cdot (G, \mathfrak{S}) = \pm \log(\text{red}_N(u_g)).$$

Here, the sign $\pm$ may depend on $N$ and $p$.

**Remark 1.1.** Let us discuss the differences between our result and the one of \cite{3}. On the one hand, we only prove the desired identity up to sign, while the result of \cite{3} does not have this ambiguity. On the other hand, our ramification assumption on $\psi_1$ is weaker than the one of Theorem 1.2. Furthermore, we remove the assumption that $D$ is prime in the imaginary case. Let us also point out that \cite{3} does not assume that $p^2$ does not divide $N - 1$. We have imposed this condition in order to simplify the commutative algebra of \cite{2}. We do not know whether this may be removed.

Our proof is relatively short compared to that of \cite{3}. The main reason is that we rely on existing results of on special values of $L$-functions (due to Waldspurger, Gross and Popa), while \cite{3} is more self-contained and uses the theory theta lifts. It seems to us that these two kinds of results use similar techniques (see also the comment at the beginning of \cite{3} §2). However, the results on special values of $L$-functions allow us to remove some limitations which arise in the theta lifting method. We expect to be able to remove the assumption that $\psi$ is unramified, since we still have a similar, but more complicated, special $L$-value formula in this case.

**Remark 1.2.** In an earlier version of this paper, we limited ourselves to the case where $g$ is self-dual, i.e. $g = g^*$. The reason is that the special $L$-value formulae involve the square of the
absolute value, e.g. the left-hand side of (13) is $|(G, f)|^2$. In order to get an identity up to sign, we need to remove this absolute value, i.e. replace $|(G, f)|^2$ by $(G, f)^2$. It turns out that the phase of the complex number $(G, f)$ is easy to compute (it is basically $\chi_g(N)$, where $\chi_g$ is the nebentype of $g$). The trick is to apply the Atkin–Lehner involution $w_N$. We thank Venkatesh for explaining this trick to us.

Our idea is to go back to the explicit formulation of the conjecture as found in [9]. Assume for simplicity that $g_p = 1$ and that $g$ has coefficients in $\mathbb{Z}$, the general case being more technical but not fundamentally different. The space $S_2(\Gamma_0(N), \mathbb{Z}/p\mathbb{Z})$ is generated by a single element, namely the Eisenstein series

\begin{equation}
    f_0 = \frac{N - 1}{24} + \sum_{n \geq 1} \left( \sum_{d|n, \gcd(d,N) = 1} \frac{d}{1}\right) \cdot q^n \pmod{p}.
\end{equation}

Therefore, the projection $G^\text{Eis}$ of $G$ on the Eisenstein component $S_2(\Gamma_0(N), \mathbb{Z}/p\mathbb{Z})$ is of the form

\[ G^\text{Eis} \equiv a_0 \cdot f_0 \pmod{p} \]

for some $a_0 \in \mathbb{Z}/p\mathbb{Z}$. We thus get

\[ \langle G, \mathfrak{S} \rangle \equiv a_0 \cdot \langle f_0, \mathfrak{S} \rangle = a_0 \cdot \mathcal{M}_0 \pmod{p} \]

where $\mathcal{M}_0 = -8 \cdot \sum_{k=1}^{N-1} k \cdot \log(k) \neq 0$ is Merel’s unit (its non-vanishing is equivalent to our assumption $g_p = 1$). It turns out that we will not need the explicit formula for $\mathcal{M}_0$ due to Merel.

We need a way to understand the coefficient $a_0$.

This is where we use L-functions. As recalled in [3, §1.3] (with a missing absolute value), we have the following identity of Harris–Kudla and Ichino:

\begin{equation}
    |\langle G, f \rangle|^2 = C \cdot L(f/K, 1) \cdot L(f/K, \psi, 1)
\end{equation}

where $f$ is any newform in $S_2(\Gamma_0(N))$, $\langle G, f \rangle$ denote the Petersson inner product, and $C$ is a certain non-zero constant, which is essentially a product of local constant terms depending on $f$ and $g$. We will explain in [3, §1.3] that, as a consequence of Ichino’s formula, we have $C = C_g \cdot C_N$, where $C_g \in \mathbb{Q}$ depends only on $g$ and $C_N \in \mathbb{Q}$ depends only on $N$ but is actually independent of $N$ modulo $p$.

In this paper, we normalize the Petersson product as follows: for any weight 2 cusp forms $f_1$ and $f_2$ of level $\Gamma_0(N)$, we define

\begin{equation}
    \langle f_1, f_2 \rangle = 8 \pi^2 \cdot \int_{\Gamma_0(N) \backslash \mathbb{H}} f_1(z) \overline{f_2(z)} dxdy.
\end{equation}

We have a decomposition

\[ G = \sum_f \lambda_f(G) \cdot f \]

where $f$ runs through all the newforms in $S_2(\Gamma_0(N))$. We can view $\lambda_f(G)$ alternatively in $\mathbb{C}$ or in $\overline{\mathbb{Q}}$, thanks to our embeddings $\overline{\mathbb{Q}} \hookrightarrow \overline{\mathbb{Q}}_p$, and $\overline{\mathbb{Q}} \hookrightarrow \overline{\mathbb{C}}$. We have $\lambda_f(G) = \overline{(G/f)}$.

Since $p \nmid N - 1$, Mazur showed that there is a unique newform $F$ (up to conjugation) which is congruent modulo a prime above $p$ to the Eisenstein series $f_0$. We fix such a newform (among its conjugates) in the rest of the paper. Since we are assuming $g_p = 1$, we can canonically view $F$ as having coefficients in $\mathbb{Z}/p\mathbb{Z}$. We can thus view $\lambda_F(G)$ as an element of $\mathbb{Z}/p\mathbb{Z}$ and we have

\begin{equation}
    \lambda_F(G) \equiv a_0 \pmod{p}.
\end{equation}
By (3), we have:

(6) \[ \lambda_F(G)^2 = |\lambda_F(G)|^2 = C \cdot \frac{L(F/K, 1) \cdot L(F/K, \psi, 1)}{(F, F)^2}. \]

A general formula of Waldspurger, made more concrete by Gross (resp. Popa) when \( K \) is imaginary (resp. real), gives an identity which is roughly of the form:

(7) \[ \frac{L(F/K, 1) \cdot L(F/K, \psi, 1)}{(F, F)^2} = \frac{|\langle e_F, e_K' \rangle \cdot \langle e'_F, e_\psi \rangle|^2}{\langle e_F, e'_F \rangle^2}, \]

where \( e_F \) (resp. \( e'_F \)) is an eigenvector corresponding to \( F \) in a certain Hecke module \( M \) (resp. the dual \( M' \) of \( M \)). More precisely, if \( K \) is imaginary then \( M \) is related to the supersingular module, while if \( K \) is real then \( M \) is a space of modular symbols. Furthermore, \( e_K' \) and \( e_\psi \) explicit elements of \( M \) depending only on \( K \) and \( \psi \) respectively. These elements are related to some reduction of CM curves modulo \( N \) if \( K \) is imaginary and to closed Heegner geodesics of discriminant \( D \) on \( X_0(N) \) if \( K \) is real. Let us note that if \( K \) is real, then an additional argument if needed for proving (7), namely an expression of the Petersson norm in terms of modular symbols due to Merel [11].

The right-hand side is an element of \( \mathbb{Z}_p \). To understand the numerator modulo \( p \), one needs some knowledge of the higher Eisenstein elements in \( M \). What has been done in [8] for the supersingular module and restated in a more suitable form in [9] is enough. One gets that \( \langle e_F, e_K \rangle \) is proportional to \( \log(\text{red}_\eta(u_\eta)) \). On the other hand, an abstract argument shows that \( \langle e_F, e'_F \rangle \) is proportional to \( M_0 \) modulo \( p \). This argument does not require the actual explicit knowledge of \( M_0 \). Altogether, this proves Theorem 1.3.

The plan of this paper is as follows. In Section 2 we carry out an abstract computation relating \( \langle e_F, e'_F \rangle \) to (the higher analogue of) Merel’s unit. The main result is Theorem 2.4. In Section 3.1 we gather some results about special values of L-functions, including Ichino’s triple product formula in a classical language (following [11]). In Section 3.2 (resp. Section 3.3) we deal with the case where \( K \) is imaginary (resp. real).

Acknowledgements. The author is grateful to Akshay Venkatesh, who pointed out Lemma 3.2 thus allowing to remove the self-dual assumption for \( g \). We also thank Michael Harris and Paul Nelson for providing references regarding Ichino’s triple product formula. Part of this work has been carried out while the author was a member at the Institute for Advanced Study (Princeton). We thank the IAS for its hospitality. This work was funded by Tsinghua University, the Yau Mathematical Sciences Center, the Institute for Advanced Study and a National Natural Science Foundation of China research grant (No. 12050410242).

2. Higher Eisenstein elements and pairings

2.1. Pairings. In this section, we will use the results and notation of [8] Section 2. Recall that there is an isomorphism \( I/I^2 \otimes \mathbb{Z}_p \cong \mathbb{Z}/p\mathbb{Z} \) sending \( T_\ell \mapsto \ell - 1 \) to \((\ell - 1)\log(\ell)\) for any prime \( \ell \neq N \). We fix in what follows a local generator \( \eta \in I \) sent to 1 via this isomorphism.

Let \( M \) and \( M' \) be \( \mathbb{T} \)-modules such that \( M_\mathbb{Q} := M \otimes_\mathbb{T} \mathbb{T}_{\mathbb{Q}} \) and \( M'_\mathbb{Q} \) are free of rank one over \( \mathbb{T}_{\mathbb{Q}} \). Let \( e_0, ..., e_g \) (resp. \( e'_0, ..., e'_g \)) be a system of higher Eisenstein elements of \( \overline{M} := M/pM \) (resp. \( \overline{M}' \)). We can and do assume that for any \( i \in \{0, 1, ..., g_p\} \), we have \( \eta \cdot e_i = e_{i+1} \) (this is an actual equality in \( M/pM \)), and similarly for the \( e'_i \)’s.

Assume that we have a \( \mathbb{T} \)-equivariant bilinear pairing \( \langle \cdot, \cdot \rangle : M \times M' \to \mathbb{Z} \) which induces a perfect pairing \( M_\mathbb{Q} \times M'_\mathbb{Q} \to \mathbb{Z}_p \). The quantity \( \langle e_i, e'_j \rangle \in \mathbb{Z}/p\mathbb{Z} \) is well-defined if \( i + j \leq g_p \), depends only on \( i + j \) and is non-zero if and only if \( i + j = g_p \) (cf. [8] Corollary 2.5)].
By Proposition 1.8, we have an exact sequence
\[ 0 \to \mathbb{Z} \cdot T_0 \to \mathbb{T} \to \mathbb{T}^0 \to 0 \]
where \( T_0 \in \mathbb{T} \) is such that \( T_0 - \frac{N-1}{12} \cdot \mathcal{O} \in I \). Let \( M^0 = M/T_0 \cdot M \) and \( M_0 = M|_{T_0} \) (the elements annihilated by \( T_0 \)) (and similarly for \( M' \)); these are both \( \mathbb{T}^0 \) modules locally free of rank one at \( \mathfrak{p} \). Note that for all \( i \in \{0, 1, ..., g_p - 1\} \), we have \( e_i \in \mathcal{O}_{M^0} \) and that \( T_0 \cdot M = \mathcal{O}(\mathbb{Z}/p\mathbb{Z}) \cdot e_0 \).

The \( \Theta \)-correspondence is the canonical \( \mathbb{T} \)-equivariant homomorphism
\[ \Theta : M \otimes \mathbb{T} M' \to M_2(\Gamma_0(N), \mathbb{Z}[\frac{1}{6}]) \]
sending \( x \otimes y \) to the modular form whose \( q \)-expansion at \( \infty \) is \( \frac{\text{gcd}(N-1, 12)}{24} \cdot \langle x, T_0 y \rangle + \sum_{n \geq 1} \langle x, T_n y \rangle \cdot q^n \). This induces a \( \mathbb{T}_p \)-equivariant isomorphism
\[ \Theta_p : M_0 \otimes \mathbb{T}_p \to M_2(\Gamma_0(N), \mathbb{Z}_p) \]
and a \( \mathbb{T}_p^0 \)-equivariant isomorphism
\[ \Theta_{p0} : (M_0)^0 \otimes \mathbb{T}_p \to S_2(\Gamma_0(N), \mathbb{Z}_p) \]
which depend on \( M, M' \) and the pairing \( \langle \cdot, \cdot \rangle \). Let \( f_0, ..., f_{g_p} \) be a system of higher Eisenstein elements of \( M_2(\Gamma_0(N), \mathbb{Z}/p\mathbb{Z}) \). We normalise \( f_0 \) as in (2).

**Proposition 2.1.** For all \( i, j \in \{0, 1, ..., g_p\} \), we have
\[ \Theta_p(e_i \otimes e_j) \equiv \langle e_0, e_{g_p}', \cdot \rangle_{1+i-j-g_p} \pmod{(\mathbb{Z}/p\mathbb{Z})} : f_0 \oplus \cdots \oplus (\mathbb{Z}/p\mathbb{Z}) : f_{i+j-g_p-1}, \]
with the convention that \( f_k = 0 \) if \( k < 0 \).

**Proof.** If \( i + j < g_p \), then \( e_i \otimes e_j = 0 \), so the result is true. If \( i + j = g_p \), then the element \( e_i \otimes e_j \) is non-zero and annihilated by the Eisenstein ideal. Thus, \( \Theta_p(e_i \otimes e_j) = \lambda \cdot f_0 \) for some \( \lambda \in \mathbb{Z}/p\mathbb{Z} \).

We have \( a_1 \lambda f_0 = \langle e_i, e_j \rangle = \langle e_0, e_{g_p}' \rangle \), so \( \lambda = \langle e_0, e_{g_p}' \rangle \). The result for \( i + j > g_p \) is obtained by induction on \( i + j \) using the Hecke property satisfied by the higher Eisenstein elements (cf. [8, Theorem 2.1]).

\[ \square \]

### 2.2. Eigenvectors

Since we have assumed \( p \mid | N - 1 | \), the \( \mathbb{Z}_p \)-algebra \( \mathbb{T}_{p0}^0 \) is isomorphic to the valuation ring \( \mathcal{O} \) of a totally ramified finite extension \( L \) of \( \mathbb{Q}_p \). Fix such an isomorphism \( \varphi : \mathbb{T}_{p0}^0 \to \mathcal{O} \), and let \( \pi = \varphi(\varphi) \) be a uniformizer of \( \mathcal{O} \) (\( \varphi \) being our fixed local generator of \( I \)). We denote by \( \varpi \) the \( \pi \)-adic valuation. Since \( \mathcal{O} \) is local, the minimal polynomial \( P(X) \in \mathbb{Z}_p[X] \) of \( \pi \) is distinguished, i.e. \( P(X) = X^{g_p} + \sum_{i=0}^{g_p-1} a_i X^i \) and \( p \) divides \( a_i \) for all \( i \in \{0, 1, ..., g_p - 1\} \).

We use the notation \( \mathcal{O} \) for \( \mathbb{T}_{p0}^0 \) when we view \( \mathbb{T}_{p0}^0 \) as a “ring of coefficients”. More precisely, let \( M_0 := \mathbb{M}_{p} \otimes \mathcal{O} \) and \( M_0' := (\mathbb{M}_0)^0 \otimes \mathcal{O} \). We view \( M_0 \) as a (left) \( \mathbb{T}_{p0}^0 \)-module via the action of \( \mathbb{T}_{p0}^0 \) on \( \mathbb{M} \) and as a (left) \( \mathcal{O} \)-module via the action of \( \mathcal{O} \) on itself. Similarly for \( M_0' \). We get a perfect \( \mathcal{O} \)-linear and \( \mathbb{T}_{p0}^0 \)-equivariant pairing \( \langle \cdot, \cdot \rangle : M_0 \times M_0' \to \mathcal{O} \).

As in the introduction, we fix in the rest of this paper a newform \( F \in S_2(\Gamma_0(N), \mathcal{O}) \) such that \( F \equiv f_0 \) (modulo \( \pi \)).

**Proposition 2.2.**

(i) There is an element \( e_F \in M_0 \), unique up to multiplication by \( \mathcal{O} \), such that for any \( T \in \mathbb{T}_{p0}^0 \), we have \( T \cdot e_F = \varphi(T) \cdot e_F \). Similarly for \( e_F' \in M_0' \).

(ii) We have \( \varpi(P(T)) = \varpi(T') = \varphi(T) \cdot e_F \).

(iii) One can choose \( e_F \) (resp. \( e_F' \)) such that \( e_F \equiv e_1 \) (modulo \( \pi \)) (resp. \( e_F' \equiv e_0' \) (modulo \( \pi \))).

With these choices, we have:
\[ \frac{\langle e_F, e_F' \rangle}{\langle e_0, e_{g_p}' \rangle} \equiv \langle e_0, e_{g_p}' \rangle \pmod{\pi} \]
Proof. Proof of (i). Suppose such an element $e_F$ exists. One can write uniquely $e_F = \sum_{i=0}^{g_p-1} m_i \otimes \pi^i$ for some $m_i \in M^0_{\mathbb{Q}}$. The condition $\eta \cdot e_F = \pi \cdot e_F$ together with the equation $\pi^{g_p} + \sum_{i=0}^{g_p-1} a_i \cdot \pi^i = 0$ implies that for all $i \in \{0, 1, ..., g_p - 1\}$ we have $m_i = \left(\sum_{k=i+1}^{g_p} a_k \cdot \eta^{k-i-1}\right) \cdot m_{g_p-1}$ (where by convention $a_{g_p} = 1$). Thus, $e_F$ is unique up to a scalar in $\mathcal{O}$. Conversely, the formula

$$(8) \quad e_F = \sum_{i=0}^{g_p-1} \left( \sum_{k=i+1}^{g_p} a_k \cdot \eta^{k-i-1}\right) \cdot m \otimes \pi^i$$

defines the desired element $e_F$ (for any choice of $m$ in $M^0_{\mathbb{Q}}$).

Proof of (ii). For simplicity, let us assume $L/\mathbb{Q}_p$ is Galois and let $G = \text{Gal}(L/\mathbb{Q}_p)$. The general case is identical, up to replacing Galois automorphisms by embeddings $\sigma : L \hookrightarrow \mathbb{Q}_p$.

We shall need the following result:

**Lemma 2.3.** We have:

$$\text{Tr}_{L/\mathbb{Q}_p} \left( \frac{\pi^i}{P'(\pi)} \right) = \begin{cases} 0 & \text{if } 0 \leq i < g_p - 1 \\ 1 & \text{if } i = g_p - 1 \end{cases}$$

Proof. For $0 \leq i \leq g_p - 1$, we have the following identity:

$$X^i = \sum_{\sigma \in G} \sigma \left( \frac{\pi^i}{P'(\pi)} \right) \frac{1}{X - \sigma(\pi)} .$$

The lemma then follows from comparing the series expansion in $1/X$. \hfill $\square$

Let $m \in M^0_{\mathbb{Q}}$ (resp. $m' \in (M^0_{\mathbb{Q}})^\prime$) be a generator over $\mathbb{Q}_p$. Choose $e_F$ and $e_F'$ as in (8). By Lemma 2.3 we get $\text{Tr}_{L/\mathbb{Q}_p} \left( \frac{e_F}{P'(\pi)} \right) = m$, i.e.

$$(9) \quad m = \sum_{\sigma \in G} \sigma \left( \frac{1}{P'(\pi)} \right) \cdot \sigma(e_F) .$$

The family $(\sigma(e_F))_{\sigma \in G}$ is a basis of $M_L := M_\mathcal{O} \otimes \mathcal{O} L$ (where $L = \text{Frac}(\mathcal{O})$), and similarly for $(\sigma(e_F'))_{\sigma \in G}$. Since $(1, \eta, ..., \eta^{g_p-1})$ is a $\mathbb{Z}_p$-basis of $\mathbb{Q}_p$, we see that $(m, \eta \cdot m, ..., \eta^{g_p-1} \cdot m)$ is a $\mathcal{O}$-basis of $M_\mathcal{O}$. The matrix of $(m, \eta \cdot m, ..., \eta^{g_p-1} \cdot m)$ in the $L$-basis $(\sigma(e_F))_{\sigma \in G}$ of $M_L$ is $P = (\sigma(e_F))_{\sigma \in G, 0 \leq i \leq g_p-1}$. Note that $\det(P)^2 = \prod_{\sigma \in G} \sigma(\frac{1}{P'(\pi)})$. We have an equality of matrices

$$(\eta^i \cdot m, \eta^j \cdot m')_{0 \leq i, j \leq g_p-1} = P^T \cdot (\sigma(e_F), \sigma(e_F'))_{\sigma \in G} \cdot P .$$

Since the pairing $\langle \cdot, \cdot \rangle : M_\mathcal{O} \times M_\mathcal{O} \to \mathcal{O}$ is perfect, the determinant of the left hand side is a unit. We thus get

$$v_\pi \left( \prod_{\sigma \in G} \sigma \left( \frac{e_F, e_F'}{P'(\pi)} \right) \right) = 0,$$

which proves that $v_\pi(e_F, e_F') = v_\pi(P'(\pi))$. Let us now compute $\frac{(e_F, e_F')}{P'(\pi)}$ modulo $\pi$.

Proof of (iii). Regarding the first assertion, since for all $0 \leq k < g_p$ we have $a_k \equiv 0 \pmod{p}$, it suffices to choose $m$ and $m'$ such that $m \equiv e_{g_p} \pmod{p}$ and $m' \equiv e'_{g_p-1} \pmod{p}$ respectively. The index discrepancy in the higher Eisenstein elements between $m$ and $m'$ comes from the fact that $M_\mathcal{O}$ is the maximal cuspidal quotient, while $M^0_{\mathbb{Q}}$ is the maximal cuspidal subspace. Thus, in some sense, $e_1$ is the Eisenstein element of $M_\mathcal{O}$ (and not a higher Eisenstein element).
We have:
\[
\text{Tr}_{L/\mathbf{Q}_p} \left( \frac{\langle e_F, e'_F \rangle}{P'(\pi)} \right) = \sum_{\sigma \in G} \sigma \left( \frac{\langle e_F, e'_F \rangle}{P'(\pi)} \right)
\]
\[
= \sum_{\sigma \in G} \langle \sigma \left( \frac{e_F}{P'(\pi)} \right), \sigma \left( e'_F \right) \rangle
\]
\[
= \sum_{\sigma, \tau \in G} \langle \sigma \left( \frac{e_F}{P'(\pi)} \right), \tau \left( e'_F \right) \rangle
\]
\[
= \left( \text{Tr}_{L/\mathbf{Q}_p} \left( \frac{e_F}{P'(\pi)} \right), \text{Tr}_{L/\mathbf{Q}_p} \left( e'_F \right) \right),
\]
where the third equality comes from the fact that \( \langle \sigma(e_F), \tau(e'_F) \rangle = 0 \) if \( \sigma \neq \tau \). By (9), we have \( \text{Tr}_{L/\mathbf{Q}_p} \left( \frac{e_F}{P'(\pi)} \right) = m \equiv e_{g_p} \) (modulo \( p \)). On the other hand, we have
\[
\text{Tr}_{L/\mathbf{Q}_p} \left( e'_F \right) \equiv \left( \sum_{k=1}^{g_p} a_k \cdot \eta^{k-1} \right) \cdot m' \equiv e'_{g_0} \) (modulo \( p \)).

This concludes the proof of (iii).

\[
\square
\]

We can finally prove the main result of this section.

**Theorem 2.4.** Let \( f \in S_2(\Gamma_0(N), \mathbf{Z}_p) \) and write \( f \equiv \sum_{i=0}^{g_p-1} \lambda_i(f) \cdot e_i \) (modulo \( p \)) for some \( \lambda_i(f) \in \mathbf{Z}/p \mathbf{Z} \). Let \( \lambda_F(f) \in L \) be such that \( f = \text{Tr}_{L/\mathbf{Q}_p} (\lambda_F(f) \cdot F) \), i.e. \( \lambda_F(f) \) is the coefficient of \( f \) in \( F \). We have \( \langle e_F, e'_F \rangle \cdot \lambda_F(f) \in \mathcal{O} \) and
\[
\langle e_F, e'_F \rangle \cdot \lambda_F(f) \equiv \langle e_0, e'_{g_0} \rangle \cdot \lambda_{g_p-1}(f) \) (modulo \( p \)).

**Proof.** It suffices to check this statement for \( f = \Theta_p^0 (m \otimes m') \) where \( m \in \mathcal{O} \) and \( m' \in M_{\mathcal{O}}' \). Write \( m \equiv \sum_{i=0}^{g_p} \lambda_i(m) \cdot e_i \) (modulo \( p \)) and \( m' \equiv \sum_{i=0}^{g_p} \lambda_i(m') \cdot e_i \) (modulo \( p \)). By Proposition (2.1) we have:
\[
\Theta_p^0 (m \otimes m') = \langle e_0, e'_{g_0} \rangle \cdot \sum_{1 \leq i \leq j \leq g_p-1} \lambda_i(m) \cdot \lambda_j(m') \cdot f_i \cdot f_j \cdot -g_p.
\]
We thus get
\[
\lambda_{g_p-1}(f) \equiv \langle e_0, e'_{g_0} \rangle \cdot \lambda_{g_p}(m) \cdot \lambda_{g_p-1}(m') \) (modulo \( p \)).

On the other hand, write \( m = \text{Tr}_{L/\mathbf{Q}_p} (\lambda_F(m) \cdot e_F) \) and \( m' = \text{Tr}_{L/\mathbf{Q}_p} (\lambda_F(m') \cdot e'_F) \). By orthogonality of the various conjugates of \( e_F \) and \( e'_F \), we get:
\[
\Theta_p^0 (m \otimes m') = \Theta_p^0 \left( \text{Tr}_{L/\mathbf{Q}_p} (\lambda_F(m) \cdot \lambda_F(m') \cdot e_F \otimes e'_F) \right).
\]
We claim that \( \Theta_p^0 (e_F \otimes e'_F) = \langle e_F, e'_F \rangle \cdot F \). Both sides are proportional since they have the same eigenvalues for the Hecke operators, and the constant of proportionality is given by the first Fourier coefficient of \( \Theta_p^0 (e_F \otimes e'_F) \), which is \( \langle e_F, e'_F \rangle \) by definition. We thus get:
\[
\Theta_p^0 (m \otimes m') = \text{Tr}_{L/\mathbf{Q}_p} (\lambda_F(m) \cdot \lambda_F(m') \cdot \langle e_F, e'_F \rangle \cdot F).
\]
This proves that \( \lambda_F(f) = \lambda_F(m) \cdot \lambda_F(m') \cdot \langle e_F, e'_F \rangle \), and so
\[
\langle e_F, e'_F \rangle \cdot \lambda_F(f) = \langle (e_F, e'_F) \cdot \lambda_F(m) \rangle \cdot (e_F, e'_F) \cdot \lambda_F(m')).
\]
By (10) and (11), in order to prove Theorem 2.3, it is enough to show that \( \langle e_F, e'_F \rangle \cdot \lambda_F(m) \in \mathcal{O} \) and \( \langle e_F, e'_F \rangle \cdot \lambda_F(m) \equiv \langle e_0, e'_{g_0} \rangle \cdot \lambda_{g_p}(m) \) (modulo \( p \)), and similarly \( \langle e_F, e'_F \rangle \cdot \lambda_F(m') \in \mathcal{O} \) and \( \langle e_F, e'_F \rangle \cdot \lambda_F(m') \equiv \langle e_0, e'_{g_0} \rangle \cdot \lambda_{g_p}(m') \) (modulo \( p \)).
and \( \langle e_F, e'_F \rangle \cdot \lambda_F(m') = \langle e_0, e'_0 \rangle \cdot \lambda_{g_p - 1}(m') \) (modulo \( \pi \)). The statement is true for \( m \equiv e_q \) (modulo \( p \)): this follows from (9) (from which one gets \( \lambda_F(m) = p^{\frac{m}{2}}(\pi) \)) and Proposition 2.2 (iii). The statement is then seen to be true for \( n^i \cdot m \) for any \( i \in \{1, ..., g_p - 1\} \) (both sides of the equality \( \langle e_F, e'_F \rangle \cdot \lambda_F(m) = \langle e_0, e'_0 \rangle \cdot \lambda_{g_p}(m) \) (modulo \( \pi \)) are zero), and thus for any linear combination of such terms.

\[ \square \]

2.3. Higher Eisenstein elements. In the following paragraphs, we review some results about higher Eisenstein elements that we shall need later. These results are nicely summarised in [3], so we briefly restate them and generalize them when needed.

2.3.1. The supersingular module. The supersingular module is \( M = \mathbb{Z}[S] \) where \( S \) is the set of isomorphism classes of supersingular elliptic curves over \( \mathbb{F}_{q^2} \). It is well-known that elements of \( S \) are defined over \( \mathbb{F}_{q^2} \). For \( E \in S \), we let \( w_E = \frac{\Delta(E)}{24} \in \{1, 2, 3\} \). There is a natural action of \( \Gamma \) on \( M \). The Atkin–Lehner involution \( W_N \) also acts on \( M \) (we actually have \( W_N = -U_N \in \Gamma \)). Explicitly, we have \( W_N([E]) = -[E(N)] \) for \( [E] \in S \), where \( E(N) \) is the elliptic curve obtained from \( E \) by raising its coefficients to the power \( N \).

There is a natural \( \Gamma \)-equivariant bilinear pairing \( \langle \cdot, \cdot \rangle : M \times M \to \mathbb{Z} \) defined by

\[ \langle [E], [E'] \rangle = \begin{cases} 0 & \text{if } E \neq E' \\ w_E & \text{if } E = E' \end{cases} \]

which is perfect after inverting 6.

The Eisenstein element \( \Sigma_0 \) of \( M \) is normalised such that

\[ (12) \quad \Sigma_0 := \sum_{E \in S} \frac{[E]}{w_E}. \]

We fix a system of higher Eisenstein elements \( \Sigma_0, \Sigma_1, ..., \Sigma_{g_p} \) of \( M/pM \). There is an explicit formula for \( \Sigma_1 \) (cf. [3] Equation (91)).

Recall the notation \( g, R, \psi_1, \psi_1', \psi, U_g \) and \( \text{red}_N \) from the introduction. We assume in this section that \( K \) is imaginary quadratic. Let \( \mathcal{H} \) be the Hilbert class field of \( K \) and \( F \) be a finite abelian extension of \( K \) containing \( \mathcal{H} \) and such that \( \rho_g \) factors through \( \text{Gal}(F/\mathbb{Q}) \). We let \( H = \text{Gal}(F/K) \), which is an abelian group. Note that \( \text{Gal}(K/\mathbb{Q}) \) acts on \( H \), but that the action is not in general the map \( h \mapsto h^{-1} \) (this is the case if \( \psi_1 \) is unramified, which is assumed in [3]). Thus, \( \psi_1, \psi_1' \) and \( \psi \) can be considered as character \( H \to \mathbb{C}^\times \).

As in [3] §5.1], for any character \( \chi : \text{Pic}(\mathcal{O}_K) \to \mathbb{Z}[\chi]^{\times} \) of the class group of \( K \) (eg. \( \chi = \psi \) or \( \chi = 1 \)), one can associate an element \( [\chi] \in M \otimes \mathbb{Z}[\chi] \) (where \( \mathbb{Z}[\chi] \) is the ring generated by the values of \( \chi \)). The element \( [\chi] \) actually depends on a choice of a prime ideal \( \mathfrak{P} \) of \( F \) above \( N \), so in order to keep track of this choice, we shall use the notation \( [\chi]_{\mathfrak{P}} \).

The following result will be crucial for us. It is a direct generalization of [3] Proposition 5.2 and Lemma 5.6]. Actually, the element \( u_g \) of [3] Lemma 5.6] depends on the choice of an ideal \( \mathfrak{P} \) above \( N \). So does their right hand side, so that the equality written there is correct, but not precise enough for our purposes.

**Theorem 2.5.** There exists \( u_g \in U_g \) and \( D_g \in \mathbb{Z} \) such that for all \( N \) and \( p \) as before, we have in \( R/pR \):

\[ |D_g \cdot \langle \Sigma_1, [\psi]_{\mathfrak{P}} \rangle|^2 = |(\text{log}(\text{red}_N(u_g)))|^2 \]

and

\[ \text{log}(\text{red}_N(u_g)) = -\chi_g(N)^{-1} \cdot \text{log}(\text{red}_N(u_g)) \]

where if \( x \in R/pR \), we have denoted by \( \overline{x} \) the complex conjugate of \( x \) and \( |x|^2 = x \overline{x} \).
Proof. Let \( \mathfrak{R} \) be a prime ideal of \( F \) above \( N \). Following [3 §5.1], one chooses an auxiliary prime \( q \) not dividing \( D \) and such that \( q = q \mathfrak{R} \) splits in \( K \) and \( \psi(q) \neq 1 \). As in [3 Definition 5.1], one defines a certain elliptic unit \( u_{\psi,q} \in \mathcal{H}^\times \otimes R \) (where as above \( \mathcal{H} \) is the Hilbert class field of \( K \)). It has the property that \( \text{Gal}(\mathcal{H}/K) \) acts by multiplication by \( \psi^{-1} \) on \( u_{\psi,q} \). By [3 Proposition 5.2], we have

\[
(1 - \psi(\mathfrak{R})) \times (\Sigma_1, [\psi]_{\mathfrak{R}}) = -\frac{1}{6} \cdot \log_{\mathfrak{R}}(u_{\psi,q}) ,
\]

where \( \log_{\mathfrak{R}}(u_{\psi,q}) \) means log of the reduction of \( u_{\psi,q} \) modulo \( \mathfrak{R} \) (which belongs to \( F_\mathfrak{R}^\times \), so we extend log uniquely to \( F_\mathfrak{R}^\times \)). If \( \mathfrak{R}' = h(\mathfrak{R}) \) is another prime ideal above \( N \) (for some \( h \in H \)), then

\[
(1 - \psi(\mathfrak{R}')) \times (\Sigma_1, [\psi]_{\mathfrak{R}'}) = \psi^{-1}(h) \cdot \log_{\mathfrak{R}'}(u_{\psi,q}) .
\]

Our fixed embedding \( \overline{\mathbb{Q}} \hookrightarrow \mathbb{C} \) determines a complex conjugation \( \sigma \in \text{Gal}(F/\mathbb{Q}) \). Let \( \sigma_{\mathfrak{R}} \in \text{Gal}(F/\mathbb{Q}) \) the Frobenius element corresponding to \( \mathfrak{R} \). One modifies slightly the construction of the proof of [3 Lemma 5.6] as follows. Let \( V_g \) be the two dimensional \( R \)-lattice on which the Artin representation \( \rho_g \) acts. We choose a vector \( e_1 \) of \( V_g \) on which \( H \) acts via \( \psi_1 \). Let \( e_2 = \sigma(e_1) \). By construction, \( (e_1, e_2) \) is a \( R \)-basis of \( V_g \).

One can completely describe \( \rho_g \) in the basis \( (e_1, e_2) \) as follows. If \( h \in \text{Gal}(\overline{K}/K) \), then we have

\[
\rho_g(h) = \begin{pmatrix} \psi_1(h) & 0 \\ 0 & \psi_1'(h) \end{pmatrix},
\]

where \( \psi_1'(h) = \psi_1(\sigma^{-1}h\sigma) \). Furthermore, we have

\[
\rho_g(\sigma) = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix},
\]

since \( \det(\rho_g(\sigma)) = -1 \).

Let

\[
u := u_{\psi,q} \otimes \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} + \sigma(u_{\psi,q}) \otimes \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} .
\]

Here, the matrices in the tensor products live in \( \text{Ad}(V_g) \), which we identify with \( \text{Ad}(V_g)^* \) via the trace pairing. Obviously, \( u_g \) is independent of \( N \) and \( p \).

We claim that \( u_g \) is fixed by \( \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \). If \( h \in \text{Gal}(\overline{K}/K) \), then

\[
h(u_g) = \psi^{-1}(h) \cdot u_{\psi,q} \otimes \begin{pmatrix} \psi_1(h) & 0 \\ 0 & \psi_1'(h) \end{pmatrix} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} \psi_1(h) & 0 \\ 0 & \psi_1'(h) \end{pmatrix}^{-1} + \psi(h) \cdot \sigma(u_{\psi,q}) \otimes \begin{pmatrix} \psi_1(h) & 0 \\ 0 & \psi_1'(h) \end{pmatrix} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} \psi_1(h) & 0 \\ 0 & \psi_1'(h) \end{pmatrix}^{-1} = u_g .
\]

We also have:

\[
\sigma(u_g) = \sigma(u_{\psi,q}) \otimes \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}^{-1} + u_{\psi,q} \otimes \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} 0 & 0 \\ 1 & 1 \end{pmatrix} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}^{-1} = u_g .
\]

We have thus proved that \( u_g \) is fixed by \( \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \), and thus by definition belongs to \( U_g \).
Let $h \in H$ such that $\sigma_R = \sigma \cdot h$. We have
\[
\rho_g(\sigma_R) = \begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix}
\begin{pmatrix}
\psi_1(h) & 0 \\
0 & \psi'_1(h)
\end{pmatrix}
= \begin{pmatrix}
0 & \psi'_1(h) \\
\psi_1(h) & 0
\end{pmatrix}.
\]

By definition, we have
\[
\log(\text{red}_N(u_g)) = \log_R(\text{Tr}(u_g \cdot \rho_g(\sigma_N)))
= \log_R\left(u_{\psi,q} \cdot \text{Tr}\left(\begin{pmatrix}
0 & 1 \\
0 & 0
\end{pmatrix} \cdot \begin{pmatrix}
0 & \psi_1(h) \\
\psi_1(h) & 0
\end{pmatrix}\right)\right)
= \log_R\left(\sigma(u_{\psi,q}) \cdot \text{Tr}\left(\begin{pmatrix}
0 & 0 \\
1 & 0
\end{pmatrix} \cdot \begin{pmatrix}
0 & \psi_1(h) \\
\psi_1(h) & 0
\end{pmatrix}\right)\right)
= \psi_1(h) \cdot \log(\text{red}_N(u_{\psi,q})) + \psi'_1(h) \cdot \log_R(\sigma(u_{\psi,q})).
\]

Note that
\[
\log_R(\sigma(u_{\psi,q})) = \log_R(\sigma_R^{-1}(u_{\psi,q})) = \psi(h) \cdot \log_R(\sigma_R(u_{\psi,q})) = \psi(h) \cdot \log_R(u_{\psi,q}).
\]

We thus have
\[
\log(\text{red}_N(u_g)) = 2 \cdot \psi_1(h) \cdot \log_R(u_{\psi,q}) = -12 \cdot \psi_1(h) \cdot (1 - \psi(q)) \cdot \langle \Sigma_1, [\psi]_R \rangle.
\]
One easily checks from the definition that for any character $\chi$ of the class group of $K$, we have:
\[
\langle \chi \rangle_R = -\chi(h) \cdot W_N[\chi]_R,
\]
where $h \in H$ is such that $\sigma_R = \sigma \cdot h$. Thus, we have in $R/pR$:
\[
\log(\text{red}_N(u'_g)) = D_g \cdot \psi_1(h)^{-1} \cdot \langle \Sigma_1, [\psi]_R \rangle
= D_g \cdot \psi_1(h)^{-1} \cdot \psi(h) \cdot \langle \Sigma_1, -W_N[\psi]_R \rangle
= D_g \cdot \psi_1(h)^{-1} \cdot \psi(h) \cdot \langle \Sigma_1, [\psi]_R \rangle
= \psi_1(h)^{-2} \cdot \psi(h) \cdot \log(\text{red}_N(u'_g))
= \psi_1(h)^{-1} \cdot \psi'_1(h)^{-1} \cdot \log(\text{red}_N(u'_g)).
\]

We have used the fact that $\langle \Sigma_1, -W_N[\psi]_R \rangle = -W_N \Sigma_1, [\psi]_R \rangle = \langle \Sigma_1, [\psi]_R \rangle$. Note that we have
\[
\chi_g(N) = \det(\rho_g(\sigma_R)) = \det(\rho_g(\sigma \cdot h)) = -\det(\rho_g(h)) = -\psi_1(h) \cdot \psi'_1(h).
\]

We have thus proved:
\[
\log(\text{red}_N(u'_g)) = -\chi_g(N)^{-1} \cdot \log(\text{red}_N(u'_g)).
\]

Thus, $u'_g$ satisfies the two conditions of Theorem 2.5. □
2.3.2. Modular symbols. We refer to [3] §4.3, 4.4 for the results of this paragraph. We let $M^+ = H^1(X_0(N), \text{cusp}, Z_p)^+$ and $M^- = H^1(Y_0(N), Z_p)^-$. Here, we are using singular cohomology and the sign corresponds to the eigenvalue for the action of the complex conjugation. There is a natural action of $\mathbb{T}$ (and thus $W_N$) on $M^+$ and $M^-$. There is a natural perfect $\mathbb{T}$-equivariant bilinear pairing $\langle \cdot, \cdot \rangle : M^+ \times M^- \rightarrow Z_p$ given Poincaré duality. Note that, since $p > 3$, one can ignore elliptic terms and we get a canonical isomorphism $M^- \cong \text{Hom}(\Gamma_0(N), Z_p)^-$. Furthermore, the cuspidal quotient $(M^+)^0$ is equal to $H^1(X_0(N), Z_p)^+$, which can be identified with the subspace of group homomorphisms $\varphi \in \text{Hom}(\Gamma_0(N), Z_p)^+$ vanishing on the parabolic elements. We fix a system of higher Eisenstein elements $\kappa^{\pm}_0, \kappa^{\pm}_1, \ldots, \kappa^{\pm}_{g_p}$ in $M^+/pM^+$ as in [3] §4.3, 4.4. In particular, we have the following formula:

$$\kappa^{\pm}_i \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) = \log(a)$$

for any $\left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \Gamma_0(N)$. Furthermore, $\kappa^{-}_0$ is the $N$-stabilization of the Dedekind–Rademacher homomorphism.

2.3.3. Modular forms. We let $M = M_2(\Gamma_0(N), Z_p)$. Recall that we have fixed a system of higher Eisenstein elements $f_0, f_1, \ldots, f_{g_p}$ of $M/pM$, where $f_0$ is the weight 2 Eisenstein series modulo $p$ defined by (3). Let us now consider the dual $M^\vee = \text{Hom}(M, Z_p)$. We normalise the Eisenstein element $\mathfrak{S}_0$ of $M^\vee$ by the formula

$$\mathfrak{S}_0(f) = a_0(f) .$$

We denote by $\mathfrak{S}_0, \mathfrak{S}_1, \ldots, \mathfrak{S}_{g_p}$ a system of higher Eisenstein elements of $\overline{M^\vee}$. Note that $\mathfrak{S}_1$ is only well-defined modulo $\mathfrak{S}_0$, but that the image of $\mathfrak{S}_1$ in $\text{Hom}(S_2(\Gamma_0(N), Z/pZ), Z/pZ)$ is well-defined. By [3, Theorem 4.9], this image is simply the Shimura class $\mathfrak{S}$ (viewed in coherent cohomology, cf. [3 §1.1]) of the introduction.

2.4. Compatibility between pairings. Since the various pairings involving the Hecke modules above will appear in our computations, it is important to know that they are essentially the same:

**Theorem 2.6.** For all $i, j \in \{0, 1, \ldots, g_p\}$ with $i + j = g_p$, we have:

$$\langle \Sigma_i, \Sigma_j \rangle = 2 \cdot \langle f_i, \mathfrak{S}_j \rangle = -\frac{1}{12}\langle \kappa^{\pm}_i, \kappa^{\pm}_j \rangle .$$

**Proof.** This follows from [3, Corollary 6.3]. Let us explain the factor $-\frac{1}{12}$. The minus sign comes from the fact that the present normalisation of $\kappa^{\pm}_1$ is the opposite of that of [3, Theorem §4.2] (we chose this normalisation here to be consistent with the one of [3]). The factor $\frac{1}{12}$ comes from our different normalisation of $\kappa^{-}_0$ (cf. the sentence after [3 Theorem 1.9]).

3. Proof of the main theorem

We are now ready to prove Theorem 1.3. We keep the notation of the previous sections. As in [2], we fix a newform $F \in S_2(\Gamma_0(N), \mathcal{O})$ congruent to $f_0$ modulo $\pi$. We are going to evaluate explicitly both sides of (3) (appropriately renormalised) modulo $\pi$.

3.1. Special values of $L$-functions. We first make precise the constant $C$ of the triple product formula [3]. Ichino [7] expressed $C$ as a product of local terms, which were computed explicitly in some cases by Woodbury. The passage from the automorphic formulation of Ichino’s formula to an entirely classical one has been done [1]. We now recall Collins’ computation. We warn the reader that Collins’ normalization of the Petersson product is $\frac{3}{\text{vol}(\Gamma_1(d))]^{1/2}}$ times our normalization (4). Let $f$ be a newform in $S_2(\Gamma_0(N))$ and let $g$ be a newform in $S_1(\Gamma_1(d))$ as in the introduction (in particular, we assume that $\gcd(N, d) = 1$). We have, by [1, Theorem 2.1.2]:
\[ |(g(z)g^*(Nz), f(z))|^2 = \frac{[\text{SL}_2(\mathbb{Z}) : \Gamma_0(N)]^2}{N} \cdot L(f, g, g^*, 1) \cdot \prod_{q \mid Nd, q \text{ prime}} \mathcal{E}_q I_q^* , \]

where for each prime \( q \) dividing \( Nd \), \( \mathcal{E}_q I_q^* \) is a non-zero local factor defined by Ichino and recalled in [1]. By [1, Corollary 2.2.2], we have \( \mathcal{E}_N I_N^* = \frac{N}{(N+1)^2} \) (note that \( \frac{[\text{SL}_2(\mathbb{Z}) : \Gamma_0(N)]^2}{N} \) cancels with \( \mathcal{E}_N I_N^* \)). We let \( C_g = \prod_{q \mid d, q \text{ prime}} \mathcal{E}_q I_q^* \). We shall not need the exact value of \( C_g \) (which, to our knowledge, has not been computed in the litterature). Instead, the following result will be enough for our purposes.

**Proposition 3.1.** If \( g = \theta_{\psi_1} \) is as in Theorem 1.3, then \( C_g \cdot \frac{1}{|D|} \) is a square in \( L_g^* \).

The proof of this proposition will require some preliminaries, which will also be used later in the paper.

First, we relate \( \langle g(z)g^*(Nz), f(z) \rangle^2 \) to \( |(g(z)g^*(Nz), f(z))|^2 \). We denote by a bar the complex conjugation acting on \( \mathbb{C} \). The following result was indicated to us by Venkatesh.

**Lemma 3.2.** We have
\[
\overline{(g(z)g^*(Nz), f(z))} = \epsilon_N(f) \cdot \chi_g(N)^{-1} \cdot (g(z)g^*(Nz), f(z))
\]

where \( \chi_g : (\mathbb{Z}/d\mathbb{Z})^* \to \mathbb{C}^* \) is the Nebentype character of \( g \) and \( \epsilon_N(f) \in \{1, -1\} \) is the Atkin–Lehner eigenvalue of \( f \) (at the prime \( N \)).

**Proof.** If \( \Gamma \) is a congruence subgroup, let \( X(\Gamma) \) be the corresponding (compact) modular curve. We denote by \( \pi_1, \pi_2 : X(\Gamma_0(N) \cap \Gamma_1(d)) \to X(\Gamma_1(d)) \) the two degeneracy maps given by \( \pi_1(z) = z \) and \( \pi_2(z) = Nz \) on the upper-half plane. Let \( W_N \) be the index \( N \) Atkin–Lehner involution and \( \langle N \rangle \) be the \( N \)th diamond operator. These are automorphisms of both \( X(\Gamma_0(N) \cap \Gamma_1(d)) \) and \( X(\Gamma_1(d)) \) (which we denote by the same letter, as no possible confusion will arise). Using the moduli interpretation, we easily check that \( W_N^2 = \langle N \rangle \) and \( \pi_1 \circ W_N = \langle N \rangle \circ \pi_2 \) (note that \( W_N \) is not an involution in general). We thus get
\[
\pi_2 \circ W_N = \langle N \rangle^{-1} \circ \pi_1 \circ W_N^2 = \langle N \rangle^{-1} \circ \pi_1 \circ \langle N \rangle = \pi_1 .
\]

We denote by an upper star the maps induced on the spaces of modular forms (of any weight). We have
\[
W_N^*(g(z)g^*(Nz)) = W_N^*(\pi_1(g) \cdot \pi_2(g^*)) = (\pi_1 \circ W_N)(g) \cdot (\pi_2 \circ W_N)(g^*) = ((\pi_2 \circ \langle N \rangle^*)(g)) \cdot \pi_1^*(g) = \chi_g(N) \cdot g(Nz)g^*(z) .
\]

Since \( f \) has level \( \Gamma_0(N) \), its Fourier coefficients are totally real. We thus have
\[
\langle g(z)g^*(Nz), f(z) \rangle = \langle g^*(z)g(Nz), f(z) \rangle .
\]

Thus, we have
\[
\langle g(z)g^*(Nz), f(z) \rangle = \langle g^*(z)g(Nz), f(z) \rangle = \epsilon_N(f) \cdot \langle g(z)g^*(Nz), f(z) \rangle = \chi_g(N)^{-1} \cdot \langle g(z)g^*(Nz), W_N^*(f) \rangle = \chi_g(N)^{-1} \cdot \langle g(z)g^*(Nz), f(z) \rangle
\]

\( \square \)
In the remainder of this section, we assume that \( g = \theta_{\psi_1} \) and we fix a newform \( f \in S_2(\Gamma_0(N)) \). Recall that \( G(z) = g(z)g^*(Nz) \). We have \( (g(z)g^*(Nz), f) = \lambda_f(G) \cdot (f, f) \), where \( \lambda_f(G) \) belongs to the compositum \( K_f \cdot L_g \) of \( L_g \) and the Hecke field \( K_f \) of \( f \). Thus, we have:

\[
\lambda_f(G)^2 = \frac{(g(z)g^*(Nz), f)^2}{(f, f)^2} - \chi_g(N) \cdot \epsilon_N(f) \cdot |(g(z)g^*(Nz), f)|^2
\]

By the Artin formalism, we have \( L(f, g, g^*, 1) = L(f/K, 1) \cdot L(f/K, \psi, 1) \) where we recall that \( \psi = \psi_1^{\psi_1} \) (\( \psi_1^{\psi_1} \) being the conjugate character of \( \psi_1 \)). By Ichino’s formula, we get

\[
\lambda_f(G)^2 = C_g \cdot \chi_g(N) \cdot \epsilon_N(f) \cdot \frac{L(f/K, 1) \cdot L(f/K, \psi, 1)}{(f, f)^2}
\]

We now sketch the proof of Proposition 5.1. Recall the notation \( O_g, L_g, \psi_1, \psi_1' \) and \( \psi \) from the introduction.

**Proof.** Let us first assume that \( K \) is imaginary, i.e. \( D < 0 \). Let \( u(K) = \#(O_K^*/\pm 1) \in \{1, 2, 3\} \). Gross gave an explicit formula for the special value \( L(f, \chi, 1) \) if \( \chi \) is a character of the class group of \( K \) (cf. [5 Proposition 11.2]). The formula is as follows:

\[
L(f/K, \chi, 1) = \frac{1}{u(K)^2 \cdot \sqrt{-D}} \cdot \frac{|\langle [\chi]_{\mathfrak{m}}, e_f' \rangle|^2}{\langle e_f', e_f' \rangle}
\]

where \( e_f' \) is any non-zero element of \( K_f[S]^0 \) (the augmentation subgroup of the supersingular module with coefficients in \( K_f \)) such that \( T_n(e_f') = a_n(f) \cdot e_f' \) for all \( n \geq 1 \). Here, \( T_n \) is the \( n \)th Hecke operator and \( a_n(f) \) is the \( n \)th Fourier coefficient of \( f \) at \( \infty \).

Recall that \( [\chi]_{\mathfrak{m}} \in \mathbb{Z}[\chi][S] \) was defined in [2.3.1] and depends on a choice of a prime ideal \( \mathfrak{m} \) above \( N \) in \( F \). Recall that by [13] we have:

\[
[\chi]_{\mathfrak{m}} = -\chi(h) \cdot \mathcal{W}_N[\chi]_{\mathfrak{m}}
\]

where \( h \in \text{Gal}(F/\mathbb{Q}) \) is such that \( \sigma_{\mathfrak{m}} = \sigma \cdot h \) (using the notation of the proof of Theorem 2.5).

As in [10], we have \( \chi_g(N) = -\psi_1(h) \cdot \psi_1'(h) \).

Since our form \( f \) is self-dual, we get

\[
\langle [\chi]_{\mathfrak{m}}, e_f' \rangle = \langle [\chi]_{\mathfrak{m}}, e_f' \rangle = -\chi(h) \cdot \mathcal{W}_N[\chi]_{\mathfrak{m}}, e_f'
\]

\[
-\chi(h) \cdot \langle [\chi]_{\mathfrak{m}}, \mathcal{W}_N e_f' \rangle
\]

\[
-\epsilon_N(f) \cdot \chi(h) \cdot \langle [\chi]_{\mathfrak{m}}, e_f' \rangle
\]

Thus, Gross’ formula can be rewritten as

\[
L(f/K, \chi, 1) = \frac{\epsilon_N(f) \cdot \chi(h)}{u(K)^2 \cdot \sqrt{-D}} \cdot \frac{|\langle [\chi]_{\mathfrak{m}}, e_f' \rangle|^2}{\langle e_f', e_f' \rangle}
\]

Applying this formula for \( \chi = 1 \) and \( \chi = \psi \), we get:

\[
\frac{L(f/K, 1) \cdot L(f/K, \psi, 1)}{(f, f)^2} = -\frac{\psi(h)}{u(K)^4 \cdot D} \cdot \frac{|\langle [1]_{\mathfrak{m}}, e_f' \rangle \cdot \langle [\psi]_{\mathfrak{m}}, e_f' \rangle|^2}{\langle e_f', e_f' \rangle}
\]

Using (17) and the fact that \( \psi(h) \cdot \chi_g(N) = -\psi_1(h)^2 \), we get:
\[ (19) \quad \lambda_f(G)^2 = C_g \cdot \frac{1}{D} \cdot \varepsilon_N(f) \cdot \psi_1(h)^2 \cdot \left( \left[ [1]_{\mathfrak{M}}^\vee, e_f' \right] \cdot \langle [\psi]_{\mathfrak{M}}, e_f' \rangle \right)^2. \]

We apply (19) in the case where \( f \) is the newform of \( S_2(\Gamma_0(11)) \) (for which \( K_f = \mathbb{Q} \) and \( \varepsilon_{11}(f) = -1 \)). We get that \( -C_g \cdot \frac{1}{D} \) is a square in \( L_g^\vee \), which concludes the proof Proposition 3.1 when \( K \) is imaginary.

The proof when \( K \) is real is very similar, but uses Popa's formula for the special value \( L(f/K, \chi, 1) \) instead of Gross' formula. See \([3,3]\) and especially Remark 3.1 for more details. \( \square \)

3.2. Proof of the main theorem: the imaginary quadratic case. Assume in this paragraph that \( K \) is imaginary. Recall that \( D \) is the discriminant of \( K \) and that \( u(K) = \#(\mathcal{O}_K^\times/\pm 1) \in \{1, 2, 3\} \). Let \( h(K) \) be the class number of \( K \). Let us recall our basic assumptions: \( D \) is odd and \( g = \theta_{\psi_1} \) for some Hecke character \( \psi_1 \) of \( K \) such that \( \psi := \frac{\psi_1}{\psi} \) is unramified.

We apply the result of \([2,2]\) for \( M = M' = \mathbb{Z}[\mathfrak{S}] \) (the supersingular module). There is a subtlety here: even though \( M = M' \), but \( M_0 \neq M' \) and \( e_F \neq e_F' \). This is due to the fact that \( M_0 \) corresponds to the cuspidal \( \text{quotient} \), while \( M' \) corresponds to the cuspidal \( \text{subspace} \). The canonical map \( M_0 \to M' \) has image \( I \cdot M' \). This induces a canonical map \( \varphi : M_0 \to M_0 \), and we have \( \varphi(e_F') = \eta \cdot e_F = \pi \cdot e_F \). This can be seen for instance using \([8]\) and noting that \( m' \) can be chosen such that \( \varphi(m') = \eta \cdot m \).

By Theorem \([2,3]\), we have:

\[ (20) \quad \langle e_F', e_F' \rangle \cdot \lambda_F(G) \equiv \langle \Sigma_0, \Sigma_{g_0} \rangle \cdot \lambda_{g_0-1}(G) \pmod{\pi}. \]

Let us now analyse the right-hand side of (17). Gross' formula (18) gives

\[ \frac{L(F/K, \chi, 1)}{\langle F, F \rangle} = \frac{1}{u(K)^2 \cdot \sqrt{-D}} \cdot \frac{[[\chi], e_F']^2}{\langle e_F', e_F' \rangle}. \]

Note that the denominator of the right hand side is not \( \langle e_F, e_F' \rangle \). Since \( \varphi(e_F') = \pi \cdot e_F \), we get \( \langle e_F', e_F' \rangle = \pi \cdot \langle e_F, e_F' \rangle \).

Let \( [1] \) be the trivial character. Since the degree of \( [1] \) is \( h(K) \) and \( e_F' \equiv \Sigma_0 \pmod{\pi} \), we have \( \langle e_F', [1] \rangle \equiv h(K) \pmod{\pi} \). Since \( e_F \equiv \Sigma_1 \pmod{\pi} \), Theorem \([2,5]\) shows that there exists a constant \( D_g \in \mathbb{Z} \) and \( u_g \in U_g \) such that \( |D_g \cdot \langle [\psi], e_F' \rangle|^2 \equiv |\log(\text{red}_N(u_g))|^2 \pmod{\pi} \). Since \( \varphi(e_F') = \pi \cdot e_F \), we get

\[ |D_g \cdot \langle [\psi], e_F' \rangle|^2 \equiv \pi^2 \cdot |\log(\text{red}_N(u_g))|^2 \pmod{\pi^2}. \]

Combining all of the above, we get:

\[ D_g^2 \cdot \langle e_F, e_F' \rangle^2 \cdot \frac{L(F/K, 1) \cdot L(F/K, \psi, 1)}{\langle F, F \rangle^2} \equiv \frac{1}{u(K)^4 \cdot |D|} \cdot (h(K))^2 \cdot |\log(\text{red}_N(u_g))|^2 \pmod{\pi}. \]

By Theorem \([2,5]\) we have

\[ |\log(\text{red}_N(u_g))|^2 \equiv (\log(\text{red}_N(u_g)) \cdot \log(\text{red}_N(u_g))) \]

\[ = -\chi_g(N)^{-1} \cdot \log(\text{red}_N(u_g))^2 \]

so we get

\[ (21) \quad D_g^2 \cdot \langle e_F, e_F' \rangle^2 \cdot \frac{L(F/K, 1) \cdot L(F/K, \psi, 1)}{\langle F, F \rangle^2} \equiv -\chi_g(N)^{-1} \cdot \frac{1}{u(K)^4 \cdot |D|} \cdot (h(K))^2 \cdot \log(\text{red}_N(u_g))^2 \pmod{\pi}. \]
Since \( F \) is Eisenstein modulo \( p \), we have \( W'_N(F) = -U_N(F) = -F \) (note that \( U_N = -W_N \) on \( X_0(N) \) as \( N \) is prime). By \([17]\), we get:

\[(22) \quad \lambda_F(G)^2 = -C_g \cdot \chi_g(N) \cdot \frac{L(F/K, 1) \cdot L(F/K, \psi, 1)}{(\bar{F}, F)^2}.\]

By Proposition \([3.1]\), one can write \( C_g = |D| \cdot \frac{a^2}{\pi} \) for some \( B_g \in \mathbb{Z} \) and \( A_g \in \mathcal{O}_g \) depending only on \( g \). Combining \([20, 21]\) and \([22]\), we conclude that:

\[B_g^2 \cdot D_g^2 \cdot (\langle \Sigma_0, \Sigma_g \rangle \cdot \lambda_{g-1}(G))^2 = \frac{A_g^2}{u(K)^4} \cdot (h(K))^2 \cdot \log(\operatorname{red}(u_g))^2 \quad (\text{modulo } \pi).\]

By Theorem \([2.6]\), we have \( \langle \Sigma_0, \Sigma_g \rangle = 2 \cdot \langle f_{g_0}, \Sigma_1 \rangle \). Finally, notice that \( \langle G, \Theta \rangle = \lambda_{g^{-1}}(G) \cdot \langle f_{g_0}, \Sigma_1 \rangle \). In conclusion, we have proven that there exists \( a_g \in \mathbb{R} \) depending only on \( g \) such that \( M_g^2 \cdot (G, \Theta)^2 = \log(\operatorname{red}(u_g))^2 \) in \( \mathbb{R}/p \mathbb{R} \) for all \( N \) and \( p \) as before. This proves Theorem \([13]\) when \( K \) is imaginary.

### 3.3. Proof of the main theorem: the real quadratic case.

Assume in this paragraph that \( K \) is real. Let \( D \) be the discriminant of \( K \), \( h(K) \) the narrow class number and \( u(K) \) be a fundamental unit of \( \mathcal{O}_K^\times \). We fix a prime \( \mathfrak{p} \) of \( \mathcal{O}_K \) dividing \( N \). Let \( C(K) \) be the narrow class group of \( \mathcal{O}_K \). Let us recall our basic assumptions: \( D \) is odd and \( g = \theta_{\psi^i} \) for some Hecke character \( \psi^i \) of \( K \) such that \( \psi := \frac{\psi^i}{\psi^i} \) is unramified. We denote by \( \chi_g : (\mathbb{Z}/d\mathbb{Z})^\times \to \mathbb{C}^\times \) the Nebentype character of \( g \). The existence of our unramified character \( \psi \) of signature at infinity \((-1, -1)\) implies that the narrow class group is strictly bigger than the (usual) class group, i.e. the norm of \( u(K) \) is 1.

We apply the result of \([2.2]\) for \( M = M^+ = H_1(X_0(N), \text{cusp}, \mathbb{Z}_p)^+ \) and \( M' = M^- = H_1(Y_0(N), \mathbb{Z}_p)^- \). One can consider our eigenform \( F \) as having coefficients in \( \mathbb{C} \) via our embeddings \( \overline{\mathbb{Q}} \hookrightarrow \mathbb{Q}_p \) and \( \overline{\mathbb{Q}} \hookrightarrow \mathbb{C} \). We get a “period homomorphism” \( \xi_F : H_1(X_0(N), \mathbb{Z}) \to \mathbb{C} \) given by \( \xi_F(\gamma) = \int_\gamma 2\pi i F(z)dz \) for cycles \( \gamma \in H_1(X_0(N), \mathbb{Z}) \). One can write \( \xi_F = \xi_F^+ + i \cdot \xi_F^- \), where \( \xi_F^+ : H_1(X_0(N), \mathbb{Z})^+ \to \mathbb{R} \). Actually, one can extend \( \xi_F^+ \) to a homomorphism \( H_1(X_0(N), \text{cusp}, \mathbb{Z})^+ \to \mathbb{R} \) and factor \( \xi_F^- \) as a homomorphism \( H_1(Y_0(N), \mathbb{Z})^- \to \mathbb{R} \). One can then view \( \xi_F^+ \) and \( \xi_F^- \) as elements of \( H^1(X_0(N), \text{cusp}, \mathbb{R})^+ \) and \( H^1(Y_0(N), \mathbb{R})^- \) respectively.

There exist periods \( \Omega_F^+, \Omega_F^- \in \mathbb{C}^\times \), unique up to an element of \( \overline{\mathbb{Q}}^\times \), such that \( \frac{\xi_F^+}{\Omega_F^+} \) takes values in \( \overline{\mathbb{Q}} \). One can choose the periods so that \( e_F = \frac{\xi_F^+}{\Omega_F^+} \) and \( e_F' = \frac{\xi_F^-}{\Omega_F^-} \). In that way, \( \Omega_F^+ \) and \( \Omega_F^- \) are well-defined up to an element of \( 1 + \pi \cdot \mathcal{O} \).

**Proposition 3.3.** One has \( \frac{\langle F, F \rangle}{\Omega_F^+ \Omega_F^-} = 2 \cdot \langle e_F, e_F' \rangle \).

**Proof.** This is essentially due to Merel, who related \( \langle F, F \rangle \) to \( \xi_F \) (cf. \([11]\) Corollaire 4). One can deduce that \( -i \cdot \langle F, F \rangle = \langle \xi_F, \xi_F^- \rangle \) (for any cusp form \( F \)). A detailed proof can be found in \([9]\) Theorem 2.16 and Proposition 2.17] (where we warn the reader that the Petersson product is differently normalised than the one used in the present paper). Finally, note that \( \langle \xi_F, \xi_F^- \rangle = -2i \cdot \langle \xi_F^+, \xi_F \rangle \). \( \square \)

We refer to \([3, \S 3.1]\) for the formalism of Heegner cycles. The choice of our prime ideal \( \mathfrak{p} \) above \( N \) in \( K \) corresponds to a choice of \( \delta_N \in \mathbb{Z} \) (uniquely determined modulo \( N \)) such that \( \delta_N^2 \equiv D \) (modulo \( N \)). For any \( [I] \in C(K) \), one can associate a closed geodesic \( \gamma_{I} \) in the modular curve \( X_0(N) \). The definition of \( \gamma_{I} \) actually depends on the choice of \( \mathfrak{p} \), but we don’t make it explicit for the ease of notation. We easily see that \( \gamma_{\alpha I} \) is the image \( c(\gamma_I) \) of \( \gamma_I \) by the
complex conjugation (on the modular curve), where \( \alpha \in K^\times \) is any element of negative norm. If \( \chi : \mathcal{C}(K) \to \mathbb{C}^\times \), one defines

\[
[\chi] := \sum_{[I] \in C(K)} \chi^{-1}(I) \cdot \gamma_l \in H_1(X_0(N), \mathbb{Z}) \otimes \mathbb{Z} \mathbb{C}.
\]

Popa proved in [12] that we have the following formula, for any character \( \chi \) as above:

\[
(23) \quad L(F/K, \chi, 1) = \frac{1}{\sqrt{D}} \left| \sum_{I \in C(K)} \chi^{-1}(I) \cdot \xi_F(\gamma_l) \right|^2.
\]

Let us consider the analogue of (15) (which was needed in the proof of Proposition 3.1).

**Lemma 3.4.** For all character \( \chi \) of \( \mathcal{C}(K) \), we have:

\[
[\chi] = -\chi(\mathfrak{N}) \cdot W_Nc([\chi])
\]

Here, by \( [\chi] \) we mean that we apply the complex conjugation to the coefficients of the homology (not on the modular curve itself), while \( c \) denotes the complex conjugation acting on \( X_0(N) \).

**Proof.** We follow [2] §1.4. Recall that we have fixed a choice of \( \delta_N \in \mathbb{Z} \) such that \( \delta_N^2 \equiv D \pmod{N} \). The corresponding ideal \( \mathfrak{N} \) of \( O_K \) is given by \( (N, -\delta_N + \sqrt{D}) \). Any ideal class in \( \mathcal{C}(K) \) has a representative \( I \) of the form \( (A, -B + \sqrt{D}) \) where \( N \mid A \) and \( B \equiv \delta_N \pmod{N} \). We let \( W_N(I) \) be the ideal given by \( (NC, -B + \sqrt{D}) \). With such an \( I \), by definition \( \gamma_l \) corresponds to the homology class of the path from \( z \) to \( M_lz \) in \( X_0(N) \), where \( M_l := \begin{pmatrix} u + Bv & -2Cv \\ 2Av \quad u + Bv \end{pmatrix} \in \Gamma_0(N) \), \( z \) is in the upper-half plane and \( u + \sqrt{D}v \) is a choice of fundamental unit of \( K \) (fixed once and for all).

The cycle \( W_N \gamma_l \) corresponds to the matrix

\[
\begin{pmatrix} 0 & -1 \\ N & 0 \end{pmatrix} M_l \begin{pmatrix} 0 & -1 \\ N & 0 \end{pmatrix}^{-1} = \begin{pmatrix} u + Bv & -2Cv \\ 2Av \quad u + Bv \end{pmatrix} = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} M_{W_N(l)}^{-1} \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}^{-1}.
\]

Thus, we have \( W_N \gamma_l = -c(\gamma_{W_N(l)}) \).

By [2] Proposition 1.11, for all \( [I] \in \mathcal{C}_K \), we have \( \gamma_{W_N(l)^{-1}} = \gamma_{W_N(l)} \). We thus have

\[
\gamma_{W_N(l)^{-1}} = -cW_N \gamma_l.
\]

Therefore, we have:

\[
[\chi] = \sum_{I \in C(K)} \chi(I) \cdot \gamma_l = \sum_{I \in C(K)} \chi(I)^{-1} \cdot \gamma_{W_N(l)^{-1}} = \chi(\mathfrak{N}) \cdot \sum_{I \in C(K)} \chi(I)^{-1} \cdot \gamma_{W_N(l)^{-1}} = -\chi(\mathfrak{N}) \cdot cW_N \left( \sum_{I \in C(K)} \chi(I)^{-1} \cdot \gamma_l \right) = -\chi(\mathfrak{N}) \cdot W_Nc([\chi]).
\]

\( \square \)
Remark 3.1. Using (23) and Lemma 3.4, the proof of Proposition 3.1 when $K$ is real is very similar to the proof when $K$ is imaginary (we leave the details to the reader).

By [31 (109)], we have

\[ \kappa_+^+(\gamma_I) = -\log(u(K)) , \]

where the log is applied to the reduction of $u(K)$ modulo $\mathfrak{R}$. As in [31 Proposition 5.8], we have

\[ \kappa_0^-([\psi]) = (1 - \psi(\mathfrak{R})^{-1}) \cdot \text{L}_{\text{alg}}(\psi) \in R , \]

where $\text{L}_{\text{alg}}(\psi) = \frac{1 + \sqrt{D}}{\pi^2} \cdot L(\psi, 1)$ belongs to $R$. Let us now examine (23) for $\chi = 1$ and $\chi = \psi$.

If $\chi = 1$, then

\[ \sum_{I \in \mathcal{C}(K)} \chi^{-1}(I) \cdot \zeta_F^+(\gamma_I) = \sum_{I \in \mathcal{C}(K)} \xi_F^+(\gamma_I) \]

\[ = \sum_{I \in \mathcal{C}(K)} \xi_F^-(\gamma_{\alpha \cdot I}) \]

\[ = - \sum_{I \in \mathcal{C}(K)} \xi_F^+(\gamma_I) \]

We thus have $\sum_{I \in \mathcal{C}(K)} \xi_F^+(\gamma_I) = 0$ and $\sum_{I \in \mathcal{C}(K)} \zeta_F^+(\gamma_I) = \sum_{I \in \mathcal{C}(K)} \xi_F^+(\gamma_I)$. Thus, we get:

\[ \sqrt{D} \cdot \frac{L(F/K, 1)}{(\Omega_F^+)^2} = \left| \sum_{I \in \mathcal{C}(K)} \varepsilon_F^+(\gamma_I) \right|^2 \equiv (h(K) \cdot \log(u(K)))^2 \pmod{\pi}, \]

where the last congruence follows from (24). We shall give in [10] another proof of that congruence without using Popa’s formula, but instead relying on Sharifi’s conjecture.

Let us now consider the case $\chi = \psi$. Note that $\psi$ has signature $(-1, -1)$, and thus $\psi(\alpha \cdot I) = -\psi(I)$ where $\alpha \in K^\times$ has negative norm. We have:

\[ \sum_{I \in \mathcal{C}(K)} \psi^{-1}(I) \cdot \xi_F^+(\gamma_I) = \sum_{I \in \mathcal{C}(K)} \psi^{-1}(\alpha \cdot I) \cdot \xi_F^+(\gamma_{\alpha \cdot I}) \]

\[ = - \sum_{I \in \mathcal{C}(K)} \psi^{-1}(I) \cdot \xi_F^+(\gamma_I) \]

\[ = - \sum_{I \in \mathcal{C}(K)} \psi^{-1}(I) \cdot \xi_F^+(\gamma_I) \]

so we get $\sum_{I \in \mathcal{C}(K)} \psi^{-1}(I) \cdot \xi_F^+(\gamma_I) = 0$. Consequently, we have: $\sum_{I \in \mathcal{C}(K)} \psi^{-1}(I) \cdot \zeta_F^+(\gamma_I) = i \cdot \sum_{I \in \mathcal{C}(K)} \psi^{-1}(I) \cdot \xi_F^+(\gamma_I)$. We thus get:

\[ \sqrt{D} \cdot \frac{L(F/K, \psi, 1)}{(\Omega_F^+)^2} \equiv \left| \sum_{I \in \mathcal{C}(K)} \psi^{-1}(I) \cdot e_F^+(\gamma_I) \right|^2 \equiv (1 - \psi(\mathfrak{R})^{-1}) \cdot \text{L}_{\text{alg}}(\psi) \pmod{\pi}, \]

where the last congruence comes from (25). Consider the Hecke polynomial $X^2 - a_N(g)X + \chi_g(N)$ of our weight one form $g$ at $N$. Let $\alpha_N$ and $\beta_N$ be its roots, ordered so that $\psi(\mathfrak{R}) = \frac{\alpha_N}{\beta_N}$. Since $|\alpha_N| = |\beta_N| = 1$, we have

\[ |1 - \psi(\mathfrak{R})^{-1}|^2 = |\alpha_N - \beta_N|^2 . \]
Note that
\[ |\alpha_N - \beta_N|^2 = (\alpha_N - \beta_N) \cdot (\bar{\alpha_N} - \bar{\beta_N}) \]
\[ = (\alpha_N - \beta_N) \cdot \left( \frac{1}{\alpha_N} - \frac{1}{\beta_N} \right) \]
\[ = -\chi_g(N)^{-1} \cdot (\alpha_N - \beta_N)^2. \]
Furthermore, the number \( L_{\text{alg}}(\psi) \) is real (since the same is true for \( L(\psi, 1) \) as \( \psi \) is unramified).

We have thus proved that:
\[ \sqrt{D} \cdot \frac{L(F/K, \psi, 1)}{(\Omega_F)^2} \equiv -\chi_g(N)^{-1} \cdot (\alpha_N - \beta_N)^2 \cdot L_{\text{alg}}(\psi)^2 \pmod{\pi}, \]

Note that the right hand side does not depend on the ordering of \( \alpha_N \) and \( \beta_N \), which is reassuring because the left hand side does not.

Combining (26), (27) and Proposition 3.3, we get:
\[ 4D \cdot \langle e_F, e_F' \rangle^2 \cdot \frac{L(F/K, 1) \cdot L(F/K, \psi, 1)}{(F, F)^2} \equiv -\chi_g(N)^{-1} \cdot (h(K) \cdot \log(u(K))) \cdot (\alpha_N - \beta_N) \cdot L_{\text{alg}}(\psi)^2 \pmod{\pi}. \]

By Proposition 3.1 one can write \( C_g = D \cdot \frac{A_g^2}{\beta_g^2} \) for some \( A_g \in R \) and \( B_g \in \mathbb{Z} \). Combining (22) and (25), we get:
\[ 4B_g^2 \cdot \langle e_F, e_F' \rangle^2 \cdot \lambda_F(G)^2 \equiv A_g^2 \cdot (h(K) \cdot \log(u(K))) \cdot (\alpha_N - \beta_N) \cdot L_{\text{alg}}(\psi)^2 \]

By Theorem 2.4 and Theorem 2.6 we have
\[ \langle e_F, e_F' \rangle \cdot \lambda_F(G) \equiv \langle \kappa^+_g, \kappa^-_g \rangle \cdot \lambda_{g_p-1}(G) \equiv -24 \cdot \langle f_{g_p-1}, \mathcal{S}_1 \rangle \cdot \lambda_{g_p-1}(G) \equiv -24 \cdot \langle G, \mathcal{S} \rangle \pmod{\pi}. \]
We have thus proved:
\[ 4 \cdot B_g^2 \cdot (-24 \cdot \langle G, \mathcal{S} \rangle)^2 \equiv A_g^2 \cdot (h(K) \cdot \log(u(K))) \cdot (\alpha_N - \beta_N) \cdot L_{\text{alg}}(\psi)^2 \pmod{\pi}. \]

By [3] Lemma 5.12, one can choose \( u_g \in U_g \) such that \( \log(\text{red}_N(u_g)) = h(K) \cdot \log(u(K)) \cdot (\alpha_N - \beta_N) \cdot L_{\text{alg}}(\psi) \) in \( R/pR \). In conclusion, we have proven that there exists \( M_g \in R \) and \( u_g \in U_g \) depending only on \( g \) such that \( M^2_g \cdot \langle G, \mathcal{S} \rangle^2 = \log(\text{red}_N(u_g))^2 \) in \( R/pR \) for all \( N \) and \( p \) as before. This proves Theorem 1.3 when \( K \) is real.
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