Instabilities near the QCD phase transition in the holographic models
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This paper discusses phenomena close to the critical QCD temperature, using the holographic model. One issue studied is the overcooled high-\(T\) phase, in which we calculate quasinormal sound modes. We do not find instabilities associated with other first-order phase transitions, but nevertheless observe drastic changes in sound propagation and dissipation. The rest of the paper considers a cluster of the high-\(T\) phase in the UV in coexistence with the low-\(T\) phase, in a simplified ansatz in which the wall separating them is positioned only in the holographic coordinate. This allows one to find the force on the wall and classical motion of the cluster. When classical motion is forbidden, we evaluate the tunneling probability through the remaining barrier.
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I. INTRODUCTION

A. Motivation and overview

Production of a new phase of matter—quark-gluon plasma (QGP)—is the main goal of ongoing experiments with heavy ion collisions, currently performed at RHIC and LHC colliders. During these collisions, the matter relatively rapidly equilibrates to QGP phase; but subsequent expansion leads to cooling. As a result, the temperature decreases with time, crossing back to the so-called hadronic phase at temperature \(T < T_c\). In this paper we focus on the phenomena in the vicinity of the critical temperature \(T_c\).

More specifically, we study two distinct situations, to be referred to as (i) the “beginning” and (ii) the “end,” of inhomogeneous matter distribution.

(i) The beginning stage starts with a homogeneous high-\(T\) phase which is overcooled and starts developing the inhomogeneous phase. Certain instabilities which lead to the formation of spatially inhomogeneous states are well known in many fields of physics (for example, overcooled water vapor leads to formation of rain drops). General theory of instabilities near many first-order transitions is well developed. So one can be naturally interested if such phenomena may also occur in a holographic setting.

The growth of perturbations proceed to the so-called 50-50 state, in which both phases occupy comparable fractions of the bulk: we do not attempt to discuss this stage. Our interest will be (ii) the near-end situation, in which the high-\(T\) phase is represented by a dilute gas of remaining clusters. As the expansion or cooling proceeds further, those have to disappear as well. The exact fate of the clusters depends however on the parameters of the problem: they can either become unstable and start collapsing due to classical equations of motion, or become metastable and decay via the thermal or quantum tunneling through the remaining barrier. Which route the system takes is a subject of the second part of this paper.

From known examples one can infer that their decay can be rather dramatic. One classic example is the Rayleigh bubble collapse, capable of destroying hard steel of navy ship propellers. Another is sonoluminiscence phenomena (see e.g. [1] for a review) concentrating the bubble in a volume of \(10^{-6}\) of the original one and creating much higher temperatures (and light) from the room temperature water under the influence of just low-amplitude low-frequency sound. This however happens only in well tuned conditions, as the results depend strongly on bulk thermodynamical quantities, as well as on other essential “details” such as the interphase surface tension, dissipative parameters (viscosities), etc.

Attempts to find observable consequences of the QCD critical behavior as its temperature passes through the phase transition region \(T \approx T_c \approx 170\) MeV, from QGP to the hadronic phase, have certain history. One of us [2] had suggested to detect enhanced event-by-event critical fluctuations. Those are expected to be enhanced near the hypothetical second-order QCD critical point [3]: this idea had motivated the downward energy scan program at RHIC. While some changes in fluctuation pattern have been observed, the program is not yet completed and the information about location of the critical point (or even if it exists at all, in the domain covered by this program) remains inconclusive.

The existence of QGP clusters at the end of the expansion is phenomenologically based on rapidity correlations between the detected hadrons in heavy ion experiments. Recently it has been proposed [4] to search for signals of the sound emitted in the collapse of the QGP clusters.

Depending on the rate of expansion, the instability can proceed differently. One scenario is that the free energy minimum may turn at sufficient supercooling into a maximum. If this happens, one should be able to find a classical instability of the corresponding excitation mode. In Sec. II we will study the sound mode. We do not find density
instability to be present, as the imaginary part of the quasinormal modes (QNM) is always negative, but we do observe rather drastic changes in the sound propagation which we think are worth reporting.

In Sec. we discuss the “finite amplitude” instability developing via a more subtle “tunneling” scenario. In this case both phases retain the shape of local minima in the functional space, however separated by a relatively small or “penetrable” barrier.

B. The holographic models

Pure gauge SU(Nc) theory is known to have the first-order deconfinement phase transition for Nc > 2. While u, d, s quarks with physical masses seem to change it to a crossover, the QCD thermodynamics still is quite close to the first-order behavior. Rather detailed information about thermodynamical quantities comes from the first principles via the lattice gauge theory. Unfortunately, this approach does require analytic continuation into the Euclidean time, and thus it has very limited capabilities for predicting real-time dynamics such as dissipative phenomena. One also cannot look for instabilities and their dynamics in the Euclidean setting.

Another tool we have to get to the strongly coupled regime are the holographic models. A limitation of those is that they are used mostly in the large Nc limit. However they can be used both in Euclidean and real-time settings. In fact their crucial success has been the calculation of the near-equilibrium bulk and shear viscosities. The famous prediction for the latter η/s = 1/4π is within the factor of 2 from the phenomenological value.

We will not have room here to give introduction to those models or their historical development: the interested reader can consult e.g. Ref. [5]. We directly introduce the notations and the action, for the generic dilaton-gravity model, is
\[ S = -\frac{1}{16\pi G_5} \int d^5x \sqrt{G} \left( R - \frac{4}{3} (\partial \phi)^2 - \mathcal{V}(\phi) \right) + \frac{1}{8\pi G_5} \int d^5x \sqrt{H} K, \]
where the last term is the Gibbons-Hawking term of the boundary, with H, K being the corresponding induced metric and extrinsic curvature, respectively. Depending on the choice of dilaton potential, different groups have succeeded in matching to different aspects of real world QCD [6,7]. In this work, we will use the specific model in [7]. The explicit form of the potential is lengthy and can be found for example in Eq. (6) of Ref. [7] (see also the original papers on the subject [5,6]). We do not reproduce it here. We further take the number of flavors to be zero, in which case we do have a first-order phase transition.

The corresponding equations of motion (EOMs) admit two solutions, which have to be solved for numerically. We will call them the low-T (“hadronic”) and the high-T (“black hole” or “QGP”), respectively. The low-T solution is described by the metric and scalar field depending on the holographic coordinate z. α is the exponential of the dilaton field φ.

\[ ds^2 = b_0(z)^2(-dt^2 + d\vec{x}^2 + dz^2), \quad \alpha = e^\phi = \alpha_0(z), \] (1.2)

while the high-T solution has the black hole form
\[ ds^2 = b(z)^2(-f(z)dt^2 + d\vec{x}^2 + dz^2/f(z)), \quad \alpha = \alpha(z). \] (1.3)

The low-T solution exists for any temporal extension given by the inverse temperature. The high-T solution exists only above a minimum temperature T_min. Furthermore, it becomes thermodynamically favorable above a critical temperature T_c, as seen from the calculation of its free energy. So, below T_c the black hole solution is metastable and can in principle be realized by supercooling. The high-T black hole solution can be parameterized by α_i, which is defined as the value of α at the horizon. The precise form of the metric functions and dilaton that follow from the particular potential V(φ) given by Eq. (6) of [7] can only be obtained numerically; see Figs. 3–5 of [7] for a generic behavior. The metric functions and dilaton reduce to their zero temperature counterpart asymptotically near the boundary, with asymptotic expansions given by Eqs. (46)–(49) of [7].

Equilibrium coexistence between the QGP cluster (called in this paper the plasma ball) and hadronic matter has been first discussed by Aharony, Minwalla and Wiseman [8], who had formulated the problem in a holographic setting and had solved it in the domain wall case, of a flat boundary between the two phases. This solution is naturally stable only at T = T_c, as there is no force acting on the wall. Its energy per area—the surface tension—has been evaluated in [8].

II. OVERCOOLED HIGH-T PHASE AND QUASINORMAL MODES IN THE SOUND CHANNEL

The question is whether at a certain degree of supercooling, the free energy minimum may turn into a maximum, at least in some direction in functional space, so that an instability may develop. We will study those triggered in a channel involving the dilaton. This is the sound channel, which mixes components of stress tensor with the gluon condensate in the holographic QCD model. The perturbation of bulk fields are parametrized as
\[ ds^2 = b(z)^2(-f(z)dt^2 + d\vec{x}^2 + dz^2/f(z) + h_{\mu\nu}dx^\mu dx^\nu), \]
\[ \alpha \to \alpha + \delta\alpha. \] (2.1)

In the axial gauge for the metric perturbation, we have μ = t, x_1, x_2, x_3, taking h_{\mu\nu} and δα to be plane wave
forms, with spatial momentum lying along the $x_3$ direction. The sound channel involves the following metric components:

$$h_{00}, h_{33}, h_{03}, h_{aa} = (h_{11} + h_{22})/2,$$

and the perturbation of the dilaton $\delta \alpha$. The EOMs have been previously derived in [9]. We sketch the derivation here for completeness. It is convenient to study the perturbation in terms of the following gauge invariant combinations:

$$Z_0 = k^2 h_{00} + 2k \omega h_{03} + \omega h_{33} - (\omega^2 - k^2 (f + b f'/b')) h_{aa},$$

$$Z_\alpha = \frac{\delta \alpha}{\alpha} - \frac{\alpha' b}{2\alpha b' h_{aa}}.$$

The EOMs can be derived from the linearized Einstein equation and dilaton equation,

$$Z_0'' + P(\alpha(z), b(z), f(z)) Z_0' + Q(\alpha(z), b(z), f(z)) Z_0$$

$$+ R(\alpha(z), b(z), f(z)) Z_\alpha = 0,$$

$$Z_\alpha'' + K(\alpha(z), b(z), f(z)) Z_\alpha' + L(\alpha(z), b(z), f(z)) Z_\alpha$$

$$+ M(\alpha(z), b(z), f(z)) Z_0' + N(\alpha(z), b(z), f(z)) Z_0 = 0.$$

The coefficients are functionals of the background solution. The explicit forms are lengthy and will not be shown here. The fluctuations $Z_0$ and $Z_\alpha$ can be studied by integrating (2.4) from the horizon. Near the horizon, the gauge invariant combinations satisfying infalling boundary condition have the expansion

$$Z_0 = (z_h - z)^{-\frac{i}{\omega}} (c_0 + c_1 (z_h - z) + \cdots),$$

$$Z_\alpha = (z_h - z)^{-\frac{i}{\omega}} (d_0 + d_1 (z_h - z) + \cdots),$$

where the analytic form of $c_1, d_1$, etc., can be expressed as functions of $c_0$ and $d_0$ only. The coefficients $c_0$ and $d_0$ are arbitrary. QNM of the coupled system corresponds to the fluctuations that are infalling at the horizon and vanishing at the boundary. The latter condition means

$$\lim_{z \to 0} Z_0 = 0, \quad \lim_{z \to 0} Z_\alpha \frac{\alpha' b'}{\alpha b} = 0.$$

The QNM are realized only for a particular ratio of $c_0$ and $d_0$. The condition can be formulated as

$$\lim_{z \to 0} Z_0^{(1)} Z_\alpha^{(2)} \frac{\alpha' b'}{\alpha b} - Z_0^{(2)} Z_\alpha^{(1)} \frac{\alpha' b'}{\alpha b} = 0,$$

where the superscript indicates a pair of linearly independent solutions. In practice, we choose $c_0 = 0$, $d_0 = 1$ and $c_0 = 1$, $d_0 = 0$ for the pair.

Before presenting our numerical results for the QNM search, we explain a useful trick in the numerical procedure. We first recall that the numerical solution of the black hole background is obtained first by starting with arbitrary integration constants at the horizon and then applying a set of rescalings to obtain the true numerical solution. Explicitly, the equations for the background

$$W' = \frac{16}{9} b W^2 - \frac{1}{f} (W f' - \frac{3}{4} b V), \quad b' = -\frac{4}{9} b^2 W,$$

are invariant under the following rescalings:

$$W(z) \to W(z + \xi), \quad b(z) \to b(z + \xi),$$

$$\alpha(z) \to \alpha(z + \xi), \quad f(z) \to f(z + \xi);$$

$$W(z) \to W(z) \sqrt{\delta_f}, \quad b(z) \to b(z)/\sqrt{\delta_f},$$

$$\alpha(z) \to \alpha(z), \quad f(z) \to f(z)/\delta_f;$$

$$\alpha(z) \to \alpha(z), \quad f(z) \to f(z)/\delta_f.$$

These are simply the manifestation of isometries in the particular background. The first line of (2.9) is just trivial shift in $z$ coordinate. The second is inhomogeneous rescaling in $t$ and $x$. The third line is homogeneous rescaling in $t$, $x$, and $z$. They have a straightforward generalization in the presence of metric and dilaton perturbations, which we list as follows:

$$t \to t \delta_f, \quad x \to x \sqrt{\delta_f}, \quad h_{00} \to h_{00}/\sqrt{\delta_f}, \quad h_{33} \to h_{33},$$

$$h_{03} \to h_{03}/\sqrt{\delta_f}, \quad h_{aa} \to h_{aa}, \quad \delta \alpha \to \delta \alpha. \quad t \to t/\sqrt{\delta_p};$$

$$x \to x/\sqrt{\delta_p}, \quad z \to z/\sqrt{\delta_p}, \quad h_{00} \to h_{00}, \quad h_{33} \to h_{33},$$

$$h_{03} \to h_{03}, \quad h_{aa} \to h_{aa}, \quad \delta \alpha \to \delta \alpha.$$

They correspond to the following scaling rule for $\omega$ and $k$:

$$\omega \to \omega/\delta_f, \quad k \to k/\sqrt{\delta_f}; \quad \omega \to \omega \delta_p, \quad k \to k \delta_p.$$

With these in mind, we can work with black hole background obtained with arbitrary shifting constants and solve the fluctuation equations for the corresponding QNM. The true QNM can be obtained in the end by applying the rescaling rule (2.11). We show the result of QNM in the supercooled black hole phase corresponding to $\alpha_h = 1.2$ and $\alpha_h = 1.6$ in Figs. 1 and 2, with the latter corresponding to black hole with the lowest temperature $T_{\text{min}}$. We see no sign of QNM developing a positive imaginary part; thus we conclude that there is no instability of the sound mode. However, we do find quite a remarkable phenomenon in the form of radical changes in the sound propagation. While the former plots with $\alpha_h = 1.2$ show the conventional sound—with the real part approximately linearly rising with $k$ and the imaginary part approximately quadratic in $k$—the solution with $\alpha_h = 1.6$ is entirely different. Above certain momentum the sound stops propagating completely, $\text{Re}(\omega) \to 0$, and the mode becomes...
purely dissipative. On the other hand the slope \( \partial \text{Im}(\omega)/\partial k \) has a discontinuity at this critical momentum. Such a regime is of interest, and as far as we know, it is observed for the first time. A similar behavior in the diffusion mode for normal QGP at finite momentum has been found in [10], where the purely dissipative diffusion mode starts to propagate with Re(\( \omega \)) > 0 beyond a certain critical momentum. In that case, the behavior originates in the crossing of the diffusion mode with the lowest nonhydrodynamic mode. It would be interesting to see if the stoppage of sound mode in supercooled black hole has a similar origin.

### III. COLLAPSE OF THE QGP CLUSTERS

We now jump to the end of the inhomogeneous phase and consider the fate of the high-\( T \) phase, which in our case is generically called QGP.

For very large clusters one can return to the flat domain wall solution of Aharony, Minwalla and Wiseman [8], take \( T < T_c \) and calculate the force experienced by the domain wall (which naturally acts in the direction of the QGP side). Also, since the surface tension is known from their work, one can immediately estimate the size of the so-called critical bubble, for which the gain in the volume and loss in surface free energy compensate each other:

\[
R_c = \frac{\sigma}{\delta F}. \tag{3.1}
\]

Smaller clusters with \( R < R_c \) would disappear by classical shrinkage, while the large ones are metastable and require tunneling. In macroscopic physics, in which one can tune conditions to be very close to critical and \( \delta F \) very small, such critical bubbles are macroscopically large and the treatment outlined above is obviously justified.

Unfortunately, in heavy ion collisions we do not have very large systems. Therefore the explosions are rather rapid and time between \( T_c \) and freeze-out is quite limited. Since this temperature is not very close to \( T_c \), there is no parameter available which makes the critical cluster large. More specifically, only the final hadrons emerging at the “freeze-out” temperature in the range \( T_f = 120–150 \text{ MeV} \) are actually observed, substantially lower than the critical one \( T_c = 170 \text{ MeV} \).

One may be wary that since \( T_f \) is not that close to \( T_c \), all critical phenomena will be erased. But—as we already noted in the introduction—two-particle rapidity correlation functions do show the existence of certain clusters, from which observed hadrons come. The multiplicity per cluster is in the range 5–10, which is not a large number. If clusters are not large, separation of their free energy into the volume, surface, curvature and so on terms makes little sense. Therefore, one needs to address the issue of “mesoscopic” clusters, of the size comparable to the basic correlation scales.

One possible—albeit technically challenging—way to proceed would be to generalize the solution of Aharony, Minwalla and Wiseman [8] from flat to spherical geometry, looking for classically stable solutions with the critical size, as a function of \( T \). Unfortunately, even at \( T_c \) and for the flat domain wall considered in that paper, the solution is complicated by the fact that in holography the domain wall solution depends not only on the coordinate normal to the wall, \( x \), but also on the holographic coordinate we will now generically call \( z \). In fact Aharony, Minwalla and Wiseman were only able to get the solution in coordinates in which...
they had shown certain symmetry between the arguments, on the basis of which one can get to a kind of radial coordinate of the kind of $\sqrt{x^2 + z^2}$ and make the problem one dimensional. For a spherical cluster the spatial radial coordinate $r$ does not enter the metric like the flat $x$ from the beginning, and no symmetry with the holographic coordinate $z$ of the kind can be expected, and thus one has to face equations in partial derivatives with different dependence on $r$, $z$ variables.

In this paper we propose a way around this difficulty, which is not strict but allows certain practical progress. The idea is to consider field configurations depending on only one variable, the holographic one, incorporating two different phases in the UV and IR directions. We will call it a domain-wall (DW) background. It interpolates a high-$T$ black hole (BH) solution in the UV and a low-$T$ thermal gas (TG) solution in the IR. If the width of the wall is small, the background can be approximated by a black hole patch and a thermal gas patch joined by a interface. This corresponds to the thin-wall limit [11]. While in general the metric and dilaton can have finite jumps across the interface, we will restrict ourselves to the case where they are continuous. The approximate background satisfies the Einstein equation everywhere except on the interface, where it deviate from the true solution. We will refer to the interface as membrane in the following. (Thus the setting resembles the one in our paper [12] in which the dynamics of the interface should be determined from the Israel junction condition. Similar setting has also been considered in global anti–de Sitter space for studying decay of unstable CFT state [13].) We stress however, that—unlike [12,13]—we do not introduce any external source to the gravity-dilaton fields. Our background is homogeneous and isotropic in spatial coordinates of field theory, and the position of the membrane can only be a function of time. We will parameterize the position of the membrane by $z = \Lambda(z_0 = \Lambda_0)$ and derive an action for its evolution. The dynamics of the membrane will be determined from the action. Decay from supercooled BH to TG will happen if the membrane moves toward the boundary, enlarging the TG patch. By substituting our approximate background into the action of the model, we get effective action of motion for the membrane, which would describe the cluster collapse at appropriate parameters.

The action per unit 4-volume is obtained from the renormalized action of the background [14].

$$\frac{S^{\text{DW}}(\epsilon)}{\beta \text{Vol}} = \lim_{\epsilon, \bar{\epsilon} \rightarrow 0} (S^{\text{DW}}(\epsilon) - S^{\text{TG}}(\bar{\epsilon})). \tag{3.2}$$

The ratio of the temporal extension is obtained by matching the metric components along the trajectory of the membrane. The result will necessarily depend on the moving velocity of the membrane.

$$b^2(-f dt^2 + dz^2/f) = b_0^2(-dt_0^2 + dz_0^2). \tag{3.8}$$

Using $dz = \dot{\Lambda} dt$, $dz_0 = \dot{\Lambda}_0 dt_0$ on the membrane trajectory where a dot denotes the time derivative and $\dot{a} \dot{\Lambda} = a_0 \dot{a} \dot{\Lambda}$ from the continuity of the dilaton, we obtain

$$\frac{S^{\text{TG}}(\bar{\epsilon})}{\beta \text{Vol}} = -\frac{1}{16\pi G_5} \int_\epsilon^\Lambda dz_0 \sqrt{G} \left( R - \frac{4}{3}(\partial \phi)^2 - \mathcal{V}(\phi) \right)$$

$$+ \frac{1}{8\pi G_5} \sqrt{H} K_{1-\epsilon} - \frac{1}{16\pi G_5} \int_\Lambda^\infty dz_0 \sqrt{G} \left( R - \frac{4}{3}(\partial \phi)^2 - \mathcal{V}(\phi) \right). \tag{3.3}$$

where the TG action that appears in (3.2) reads

$$\frac{S^{\text{TG}}(\bar{\epsilon})}{\beta \text{Vol}} = -\frac{1}{16\pi G_5} \int_\epsilon^\Lambda dz_0 \sqrt{G} \left( R - \frac{4}{3}(\partial \phi)^2 - \mathcal{V}(\phi) \right)$$

$$+ \frac{1}{8\pi G_5} \sqrt{H} K_{1-\epsilon}. \tag{3.4}$$

Note that we do not include Gibbon-Hawking terms at $z = \Lambda$ and $z_0 = \Lambda_0$ in (3.3). The reason is that they will be canceled by corresponding terms in the membrane action obtained by integrating from $z = \Lambda$ to $z_0 = \Lambda_0$. Using (3.3) and following [6], this particular contribution to the difference in (3.2), $S^{\text{DW}}_1 - S^{\text{TG}}$ evaluates to

$$\frac{S_1}{\beta \text{Vol}} = \frac{1}{16\pi G_5} \left[ \lim_{\epsilon, \bar{\epsilon} \rightarrow 0} \left( 6b^2(e)b'(e)f(e) + b(e)^3 f'(e) \right) \right.$$

$$- 6b_0'(\bar{\epsilon})b_0(\bar{\epsilon})b(\bar{\epsilon})f(\bar{\epsilon}) \left] + 2f(\Lambda)b(\Lambda)b'(\Lambda) \right.$$

$$\left. - 2b_0(\Lambda_0)^2 b'(\Lambda) \frac{\beta_0 \text{Vol}}{\beta \text{Vol}} \right], \tag{3.5}$$

where the first line is identified as the BH free energy density. The very last term is due to the TG patch, while the rest is contribution from the BH patch. The dependence on $\Lambda$ is contained in the second line.

Here $\Lambda$ and $\Lambda_0$ are coordinates of the membrane from the BH and TG solutions, respectively. They are related by the continuity condition of the dilaton

$$\alpha(z = \Lambda) = \alpha_0(z_0 = \Lambda_0). \tag{3.6}$$

The ratio of the 3-volume in the last term is easily obtained by matching the spatial metric components on the membrane, with all quantities evaluated on the membrane:

$$b^2 dx^2 = b_0^2 dx_0^2 \Rightarrow \frac{\text{Vol}_0}{\text{Vol}} = \frac{d^3x_0}{d^3x} = \frac{b^3}{b_0^3}. \tag{3.7}$$

The ratio of the temporal extension is obtained by matching the metric components along the trajectory of the membrane. The result will necessarily depend on the moving velocity of the membrane.

$$b^2(-f dt^2 + dz^2/f) = b_0^2(-dt_0^2 + dz_0^2). \tag{3.8}$$
\[ \frac{\beta_0}{\beta} = \frac{dt_0}{dt} = \sqrt{b^2 f - \left( \frac{b^2}{f} - \frac{a_0^2}{a_0^2} b_0^2 \right) \Lambda^2} b_0. \] (3.9)

In the limit \( \Lambda \to 0 \), \( \frac{\beta_0}{\beta} \to \frac{b \sqrt{f}}{b_0} \), recovering the stationary boundary result as in [6]. Collecting everything, (3.5) takes the following form:

\[
\frac{S_1}{\beta \text{Vol}} = F + \frac{1}{16 \pi G_5} \left[ 2 f b^2 b' - \frac{2 b_0^3}{b_0^2} \sqrt{f} \right] - \frac{2 b_0^3}{b_0^2} \sqrt{b^2 f - \left( \frac{b^2}{f} - \frac{a_0^2}{a_0^2} b_0^2 \right) \Lambda^2}. \] (3.10)

where the quantities with (without) subscript 0 are evaluated at \( \Lambda (\Lambda_0) \). The first term in (3.10) is the renormalized free energy of the black hole background [6]. Without dependence on \( \Lambda \), (3.10) may be viewed as a potential energy.

The less obvious contribution from the membrane is obtained as follows: recall that the dilaton and metric are continuous across the membrane. Their first derivatives however can have finite jumps and second derivatives can have delta functions. The Ricci scalar in (1.1) contains energy while the rest gives additional contribution to the potential energy. Note one important fact: all the terms with \( \Lambda \), (3.15) may be viewed as a potential energy.

The less obvious contribution from the membrane is obtained as follows: recall that the dilaton and metric are continuous across the membrane. Their first derivatives however can have finite jumps and second derivatives can have delta functions. The Ricci scalar in (1.1) contains second derivatives in metric components, which upon integration across the membrane from \( z = \Lambda \) to \( z_0 = \Lambda_0 \) will give finite contribution to the action. As will be clear soon, it gives contribution to both kinetic energy and potential energy. To apply this method, we need to require the metric components are continuous. This is a more stringent condition than the continuity of metric on the membrane. To this end, we rescale the coordinates \( t, x, z \) in the TG solution so that the metric components are continuous across the membrane:

\[
ds^2 = b_0(z_0)^2 (-dt_0^2 + dx_0^2 + dz_0^2) \to ds^2 = b_0(z_0)^2 g(\Lambda, \Lambda_0)(-f(\Lambda) dt^2 + dx^2 + dz^2/f(\Lambda)), \] (3.11)

where \( g(\Lambda, \Lambda_0) \equiv \frac{b(\Lambda)^2}{b_0(\Lambda_0)^2} \). The rescaled radial coordinate \( \tilde{z}_0 \) and the original one \( z_0 \) are related by

\[
b_0(\Lambda_0)dz_0 = \frac{b(\Lambda)}{\sqrt{f(\Lambda)}} d\tilde{z}_0. \] (3.12)

from which follows the relation on the derivatives

\[
\partial_{\tilde{z}_0} = \frac{b(\Lambda)}{b_0(\Lambda_0)\sqrt{f(\Lambda)}} \partial_{z_0}. \] (3.13)

Now we can write the metric components for BH and TG solutions in a unified way:

\[
\frac{S_2}{\beta \text{Vol}} = \frac{1}{16 \pi G_5} \left[ \left(-8b^2 f b' - b^3 f' + \frac{8b^4 b_0^4 \sqrt{f}}{b_0^4} \right) \right. \\
\left. + \left(8b^2 b' - b^3 f' - \frac{8b^4 b_0^4 \sqrt{f}}{b_0^4} \right) \right] \Lambda^2 \] (3.17)

Obviously terms containing \( \Lambda^2 \) correspond to the kinetic energy while the rest gives additional contribution to the potential energy. Note one important fact: all the terms with the second time derivative of \( \Lambda \) automatically cancel out, basically because of continuity of the metric components.

Summing over (3.10) and (3.17), we obtain the following expression for the action for DW background:
\[ \frac{1}{\beta \text{Vol}} S = F + \frac{1}{16 \pi G_{5}} \left[ \left( -6b^{2} f b' - b^{3} f' + \frac{8b^{4} b_{0}' \sqrt{f}}{b_{0}^{2}} \right) + \left( \frac{8b^{2} b'}{f} - \frac{b^{3} f'}{f^{2}} - \frac{8b^{3} b_{0}' \alpha'}{b_{0} f \alpha_{0}'} \right) \lambda^{2} \right] - \frac{2b_{0}' b_{0} f}{b_{0}^{2}} \left( \frac{1}{b_{0}^{2} f - \left( \frac{b^{2}}{f} - \frac{a^{2} b_{0}}{b_{0}^{2}} \right) \lambda^{2}} \right), \] (3.18)

Again all quantities with (without) indices 0 are evaluated at \( \Lambda (\Lambda_{0}) \). The first line is potential energy and the second line is kinetic energy. The third line is noncanonical. If we formally expand in \( \lambda^{2} \), the zeroth-order term gives additional contribution to potential energy and first-order term gives correction to the kinetic energy. It is useful to note the existence of conserved energy due to the absence of explicit \( r \) dependence of the action (3.18). Legendre transform of (3.18) gives the following conserved energy:

\[ \frac{H}{\beta \text{Vol}} = -F - \frac{1}{16 \pi G_{5}} \left[ \left( -6b^{2} f b' - b^{3} f' + \frac{8b^{4} b_{0}' \sqrt{f}}{b_{0}^{2}} \right) + \left( \frac{8b^{2} b'}{f} - \frac{b^{3} f'}{f^{2}} - \frac{8b^{3} b_{0}' \alpha'}{b_{0} f \alpha_{0}'} \right) \lambda^{2} \right] - \frac{2b_{0}' b_{0} f}{b_{0}^{2}} \left( \frac{1}{b_{0}^{2} f - \left( \frac{b^{2}}{f} - \frac{a^{2} b_{0}}{b_{0}^{2}} \right) \lambda^{2}} \right). \] (3.19)

### A. Quantum tunneling of membrane in DW background

Now we are ready to study the dynamics of the membrane. The functions appearing in (3.18) need to be determined numerically from the background BH and TG solutions. Here we present the numerical results of those functions and discuss some of the analytical features. We first define

\[ \frac{S}{\beta \text{Vol}} = F - V(\Lambda) + M(\Lambda) \lambda^{2} + \frac{\sqrt{P(\Lambda) - Q(\Lambda) \lambda^{2}}}{P(\Lambda)}, \]

\[ \frac{H}{\beta \text{Vol}} = -F + V(\Lambda) + M(\Lambda) \lambda^{2} - \frac{1}{\sqrt{P(\Lambda) - Q(\Lambda) \lambda^{2}}}, \] (3.20)

where

\[ 16\pi G_{5} V(\Lambda) = \left( -6b^{2} f b' - b^{3} f' + \frac{8b^{4} b_{0}' \sqrt{f}}{b_{0}^{2}} \right), \]

\[ 16\pi G_{5} M(\Lambda) = \left( \frac{8b^{2} b'}{f} - \frac{b^{3} f'}{f^{2}} - \frac{8b^{3} b_{0}' \alpha'}{b_{0} f \alpha_{0}'} \right), \]

\[ (16\pi G_{5})^{-2} P(\Lambda) = \frac{b_{0}^{4}}{4 b^{4} b_{0}^{2}}, \]

\[ (16\pi G_{5})^{-2} Q(\Lambda) = \frac{b_{0}^{4} \left( \frac{1}{f} - \frac{a^{2} b_{0}}{b_{0}^{2}} \right)}{4 b^{4} f^{2} b_{0}^{2}}. \]

In Figs. 3 and 4, we present numerical results on mass function \( M(\Lambda) \) and \( V(\Lambda) - \frac{1}{\sqrt{P(\Lambda)}} \). The 5D gravitational constant appearing in the action is given by \( \frac{1}{16 \pi G_{5}} = \frac{N^{2} - 1}{45 \pi l^{4}} \), which evaluates to \( 2 \times 10^{-4} \) GeV\(^{-3} \) with \( l = 4.389 \) GeV\(^{-1} \) fixed in [7]. We note a peculiar behavior of the mass function: it is positive near the horizon and negative near the boundary, with a sign change in the middle. We denote the zero of \( M(\Lambda) \) by \( \Lambda_{m} \). The physical meaning of \( V(\Lambda) - \frac{1}{\sqrt{P(\Lambda)}} \) is the Hamiltonian density \( \frac{H}{\beta \text{Vol}} \) evaluated at \( \Lambda = 0 \). The numerical results on \( V(\Lambda) - \frac{1}{\sqrt{P(\Lambda)}} \) are noisy near \( \Lambda = 0 \), as it follows from numerically subtracting an

![FIG. 3 (color online). \( M \) as a function of \( \Lambda \) for supercooled black holes with \( \alpha_{h} = 1.2 \). The left edges near \( \Lambda = 0 \) are noisy as it involves a subtraction of infinity from infinity. One analytically finds that \( M \) logarithmically diverges as \(- \log \Lambda \) as \( \Lambda \to 0 \). The right boundary is \( \Lambda = z_{h} \).](image-3.png)

![FIG. 4 (color online). \( V - \frac{1}{\sqrt{P(\Lambda)}} \) as a function of \( \Lambda \) for the supercooled black hole with \( \alpha_{h} = 1.2 \). The left edges near \( \Lambda = 0 \) are noisy as it involves a subtraction of infinity from infinity. One analytically finds the limit value as \( F \) as \( \Lambda \to 0 \). The right boundary is \( \Lambda = z_{h} \).](image-4.png)
One has to note however that in the limit from Legendre transform of supercooled black hole action.

Since we are considering a process starting from a stability of $f(z_h)$ becomes significant. In fact one can prove that very close to the boundary, where numerical noise becomes significant. In fact one can prove that $Q > 0$ for the black hole in the entire range of $\Lambda$ using the generic equations for the dilatonic black holes presented in [6].

We proceed by solving for $\Lambda$ from the conserved energy. Since we are considering a process starting from a stationary supercooled BH, the conserved energy follows from Legendre transform of supercooled black hole action. One has to note however that in the limit $\Lambda \to z_h$ the contribution of the membrane action $S_2$ (3.17) should be subtracted. The rest, that is, the contribution $S_1$ (3.10), vanishes provided that $\Lambda^2$ vanishes faster than linear near the horizon. This is indeed satisfied in the solutions we find below. Motivated by this, we set the Hamiltonian to the value one obtains by Legendre transforming $S_1$ and evaluating at $z_h$. This gives $H = -F$. The equation of motion for the membrane is then

$$A(\Lambda, \dot{\Lambda}) = V(\Lambda) + M(\Lambda) \dot{\Lambda}^2 - \frac{1}{\sqrt{P(\Lambda) - Q(\Lambda) \dot{\Lambda}^2}} = 0. \tag{3.24}$$

For a given $\Lambda$, the solution to $\dot{\Lambda}^2$ can be positive, negative or complex. A positive solution means that the classical path is possible and the membrane can move spontaneously. In our scenario it moves toward the boundary, squeezing the QGP phase. A negative solution corresponds to a purely imaginary $\dot{\Lambda}$. The realization of such a solution requires quantum tunneling. The classical tunneling description of metastable bubbles has been proposed via the so-called “bounce” classical solution long ago, by Kobzarev, Okun, and Voloshin [15] and Coleman [11,16]. The basic idea is to Wick-rotate time to imaginary axis; thus the phase shift $e^{i\beta}$ becomes $e^{-i\beta}$, giving the tunneling probability. Note that for negative $\dot{\Lambda}^2$, $S$ is always real. This can be generalized to include complex $\dot{\Lambda}^2$ as well, in which case $S$ can also be complex. The phase shift can be expressed as

$$i \int dt d^3x \frac{S}{\beta V \text{Vol}} = i \int \frac{d\Lambda d^3x}{\Lambda} \frac{S}{\beta V \text{Vol}}, \tag{3.25}$$

The imaginary part of the integrated action $\int \frac{d\Lambda d^3x}{\Lambda} \frac{S}{\beta V \text{Vol}}$ is related to tunneling probability.

It is instructive to discuss the tunneling window using general properties of functions $V(\Lambda)$, $M(\Lambda)$, $P(\Lambda)$ and $Q(\Lambda)$. We have shown that as $\Lambda \to 0$, $A(\Lambda, \dot{\Lambda} = 0) \to F$, thus is positive for $T < T_c$, and it tends to a negative value $-ST$ as $\Lambda \to z_h$. Furthermore, we find numerically it is a monotonic function. Therefore $A(\Lambda, \dot{\Lambda} = 0)$ has a single zero, which we denote as $\Lambda_h$. For sufficient low $T$, $\Lambda_m < \Lambda_h$. When $0 < \Lambda < \Lambda_m$, we have $M(\Lambda) < 0$ and because $P(\Lambda) > 0$, $Q(\Lambda) > 0$, $A(\Lambda, \dot{\Lambda}^2)$ is a monotonically decreasing function of $\dot{\Lambda}^2$. Since $A(\Lambda, \dot{\Lambda} = 0) > 0$, a positive $\dot{\Lambda}^2$ solution is guaranteed, so the window $\Lambda < \Lambda_m$ is classically allowed. When $\Lambda > \Lambda_m$, $A(\Lambda, \dot{\Lambda}^2)$ is nonmonotonic in $\dot{\Lambda}^2$. The solution depends on the detail of the functions. For high $T$ yet still below $T_c$, $\Lambda_m > \Lambda_h$, the same analysis gives a classically allowed window $\Lambda < \Lambda_h$. There is numerical evidence that $\Lambda_m$ and $\Lambda_h$ move toward the boundary as temperature increases, which translates to the shrinking of the classically allowed window.

One can solve the equation of motion for the domain wall (3.24) analytically for an arbitrary constant energy $H = H_0$. One finds three branches of solutions:

$$\dot{\Lambda}_k^2 = \frac{P - u_k^2}{Q}, \quad u_k = -\frac{1}{3} \left( v_k C - \frac{3a}{v_k C} \right), \tag{3.26}$$

where

$$C = 3 \left( \frac{b_0}{2} \right)^{1/2} \left( 1 + \sqrt{1 + \frac{4a^3}{27b^2}} \right), \tag{3.27}$$

$$a = -\frac{QV - F - H_0}{M} - P, \quad b = \frac{Q}{M}, \quad \nu_1 = 1, \quad \nu_2 = e^{2i\xi}, \quad \nu_3 = e^{-2i\xi}. \tag{3.28}$$

The solution with our boundary condition is obtained by setting $H_0 = -F$ in the expression for $a$ above.

Now we will demonstrate that near the boundary region $\Lambda \to 0$ one obtains quantum tunneling with a highly suppressed tunneling probability for $T > T_c$, and classical rolling for $T < T_c$, as expected: For small $\dot{\Lambda}^2$, we can approximate

$$A(\Lambda, \dot{\Lambda}^2) = V(\Lambda) - \frac{1}{\sqrt{P(\Lambda)}} + \left( M(\Lambda) - \frac{Q(\Lambda)}{2P(\Lambda)^{3/2}} \right) \dot{\Lambda}^2. \tag{3.29}$$

The solution to $A(\Lambda, \dot{\Lambda}^2) = 0$ is given by
\[
\hat{\Lambda}^2 = -\frac{V(\Lambda) - \frac{1}{\sqrt{p(\Lambda)}}}{M(\Lambda) - \frac{Q(\Lambda)}{2p(\Lambda)^{3/2}}}.
\]  
(3.30)

In the region \( \Lambda \to 0 \), the numerator approaches \( F \) which is negative (positive) for \( T < T_c \) (\( T > T_c \)). On the other hand, the denominator tends to negative infinity: using near boundary asymptotic expansion of the metric functions in [6], one obtains as \( \Lambda \to 0 \)

\[
M \to -3(\log \Lambda)^2(4E - 3ST) + \cdots,
\]
(3.31)

\[
\frac{Q}{2p^{3/2}} \to -\frac{3}{4}(\log \Lambda)^2(4E - 3ST) + \cdots,
\]
(3.32)

where ellipses denote terms that are constant in the limit. The combination in the brackets is nothing but the renormalized trace of the stress tensor of the black hole, \( \langle T^\mu_\nu(T) \rangle - \langle T^\mu_\nu(0) \rangle \) [6]; hence it is positive definite. Therefore the denominator in (3.30) indeed goes to negative infinity as \(-15/(4E - 3TS)(\log \Lambda)^2\).

The solution to (3.30),

\[
\hat{\Lambda}^2 \sim -\frac{F}{M - \frac{Q}{2p^{3/2}}},
\]
(3.33)

is indeed infinitesimal then, justifying [14] the approximation (3.29). With the solution, we have for the integrated action

\[
i \int \frac{d\Lambda d^3x}{\Lambda} \left( \frac{S}{\beta \text{Vol}} - F \right) = 2\sqrt{F} \int d\Lambda d^3x \sqrt{M - 2 \frac{Q}{2p^{3/2}}},
\]
(3.34)

We have subtracted the free energy \( F \) of the black hole from the action as it defines the zero point energy of the system. Figure 5 shows a plot \( M - \frac{Q}{2p^{3/2}} \) versus \( \Lambda \). The \( \Lambda \to 0 \) region indeed tends to a large negative value given above. Even though the integrated exponent (3.34) in the limit \( \Lambda \to 0 \) seems to converge as \( \sqrt{15(4E - 3TS)/(TS - E)}(\Lambda \log \Lambda + \text{const}) \), this still provides a large suppression. By the same token, for \( T < T_c \) the numerator in (3.33) becomes positive and one finds classical rolling. The logarithmic UV asymptotics in (3.31) and (3.32) follow from the construction of the holographic QCD background by modeling asymptotic freedom of QCD in the UV.

We now return to our interest \( T < T_c \) and study quantum tunneling near the horizon. For this we start with the analytic solution (3.26) and perform near horizon expansion. For the three branches in (3.26) one obtains the following behavior:

\[
\hat{\Lambda}^2 \to f^2 - v_k^2 p^{-1/2}(ST)^{-1/2} + O(f^2),
\]
(3.35)

where the constants \( v_k \) are defined in (3.28) and \( p \) is a nonuniversal constant determined by the horizon value of \( P \) in (3.21) as \( P \to p/f \). We should require the presence of quantum tunneling near the horizon. One can show that the first solution \( \hat{\Lambda}_1 \) is real to all orders in \( f \) and hence never leads to quantum tunneling. Among the other two solutions one should choose the one that leads to a negative value for the imaginary part of the exponent

\[
\text{exponent} = \frac{1}{\Lambda} \left( \frac{S}{\beta \text{Vol}} - F \right).
\]
(3.36)

with the tunneling probability given by

\[
\text{probability} = \exp \left( -\int_0^{\alpha_h} d\Lambda d^3x \text{Im[exponent]} \right).
\]
(3.37)

Substituting the asymptotic behavior (3.35) in the action for \( k = 2, 3 \) and evaluating the imaginary part of the exponent above, one finds

\[
\text{Im[exponent]} \to \pm \frac{3\sqrt{3}}{8} \left( p^{2/3}(ST)^{4/3} \right)^{-1} f^{-1/2} + \cdots.
\]
(3.38)

Requiring a negative imaginary part, one chooses the branch \( k = 2 \) in (3.26). Note this also fixes the branch in the square root \( \sqrt{\hat{\Lambda}^2} \). Although the integrand is diverging at the horizon (see Fig. 6), the integral is convergent, and hence the tunneling barrier near the horizon is penetrable. One can also find the dependence of steepness of the barrier on \( T \) from these expressions. Extracting the \( T \) dependence from the constant \( p \) (3.38) as \( b(\alpha_h) = S^{1/3} \) one finds that the steepness of the barrier grows with \( T \) as \( s(T)^{2/3}T^{1/3} \) where \( s \equiv S/T^3 \) is a dimensionless entropy that itself grows with \( T \); see e.g. [6]. Therefore the tunneling probability near horizon is much more suppressed in the high-\( T \) regime. On the other hand \( s \) vanishes as \( T \to T_{\text{min}} \), leading to flattening of the barrier in the supercooled BH.

We now turn to numerical exploration of the results. The probability (3.37) only receives contribution from quantum tunneling windows. We find numerically that the quantum tunneling window broadens as the temperature of BH increases. Figure 6 shows the quantum tunneling windows for \( \alpha_h = 1.3 \) and \( \alpha_h = 1.2 \). To fix the volume integral
we estimate the volume by a sphere with a radius of 4 fm, which is typical for a cluster size before particle emission according to Hanbury-Brown Twiss radii analysis [17]. This gives a volume factor \( R^3 \times \frac{1}{C^2} \). We show in Fig. 7 the tunneling probability from the black hole as a function of the temperature. The absolute value of the tunneling probability should be taken with a caveat, as it is sensitive to the choice of volume factor. However the monotonic behavior as a function of temperature is robust.

**IV. SUMMARY**

In this paper, devoted to inhomogeneous out-of-equilibrium dynamical situations near the deconfinement transition, we considered two distinct stages of the cooling process. In the first beginning stage we studied properties of the sound modes, in a supercooled high-\( T \) phase. While one may expect at certain parameters the appearance of sound instabilities, we have not found it happening, in the model under consideration. However we do observe rather remarkable changes in the behavior of the sound mode, in the form of *stoppage of the propagation* and pure dissipative behavior, not known before in such a setting.

In the second part we consider the end of the inhomogeneous phase, in which the last clusters of the high-\( T \) phase are expected to disappear. We propose unusual configurations, in which the two phases are not separated by a boundary both in the usual and holographic coordinates—denoted by \( r \) and \( z \)—but in the holographic direction only. Two solutions of the equations of motion are thus separated by a “membrane,” whose motion we study. We suggest this qualitatively corresponds to the collapse of the QGP cluster under consideration.

Finally, we discuss quantum tunneling, using effective one-dimensional action derived in the previous subsection. We find that classical rolling window exists for supercooled black hole near the boundary but does not exist for normal black hole. We map out tunneling windows as a function of the membrane position for supercooled black hole at different temperatures. We find a universal tunneling window near the horizon, with an infinite but penetrable barrier. Other possible windows exist for a high temperature supercooled black hole.
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