Abstract—Quantum computing is a hotspot technology for its potential to accelerate specific applications by exploiting quantum parallelism. However, current physical quantum computers are limited to a relatively small scale, simulators based on conventional machines are significantly relied on to perform quantum computing research. The straightforward array-based simulators require a tremendous amount of memory that increases exponentially with respect to the number of qubits. To mitigate such computing resource concerns, decision diagram based simulators were proposed that can efficiently exploit data redundancies in quantum states and operations. In this paper, we study two classes of quantum circuits on which the state-of-the-art decision diagram based simulators failed to perform well in terms of simulation time. We also propose a simple and powerful reorder trick to boost the simulation of such quantum circuits. Preliminary evaluation results demonstrate the usefulness of the proposed trick. Especially, for the Quantum Phase Estimation circuits, the proposed trick achieved speedups up to 313.6 compared to a state-of-the-art approach that relies on an auxiliary tool to optimize simulation order.
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I. INTRODUCTION

Quantum computing is emerging as a research hotspot because of its potential for massively parallel processing. Quantum algorithms exploit quantum mechanisms such as superposition and entanglement of quantum bits (i.e. qubits) to outperform conventional machines in solving certain tasks. For instance, Shor’s algorithm [1] is considered efficient in terms of complexity in factoring integers. Nonetheless, current realizations of quantum computers such as [2], [3] suffer from physical limits such as a relatively small number of qubits and a low fidelity due to noises, conventional machine based simulators are thus widely used in quantum computing for purposes such as designing quantum circuits (QCs) and validating quantum algorithms.

Array-based simulators such as [4]–[6] are a straightforward solution, performing the simulation of a QC as a sequence of linear algebra calculations. That is, the quantum state is represented as a vector (i.e., array) and operations such as quantum gates are represented as matrices. Updating the quantum state is done by performing a matrix-vector multiplication with the operation matrix and the state vector. However, the memory consumption increases exponentially with respect to the number of qubits, and the array-based QC simulation is thus limited to several tens of qubits even with supercomputers [12].

To alleviate the concern of a tremendous amount of memory use, decision diagram (DD) based simulators have been proposed [7], [8]. Such a DD-based simulator allows a compact representation of the quantum states and operations by reducing data redundancies in the state vectors and operation matrices. Many successful cases demonstrate that the DD-based simulators make it possible to simulate circuits of a large number (in some cases even more than 100) of qubits using a machine with moderate specifications.

In this paper, we studied two important classes of QCs, i.e., the entangled Quantum Fourier Transform (QFT) and Quantum Phase Estimation (QPE) circuits, on which the DD-based simulators failed to perform well in terms of simulation time. We propose a simple and effective trick for the DD-based simulator to fast simulate such circuits.

The reminder of the paper is organized as follows. Section II summarizes the related work on DD-based QC simulation. Section III gives a minimal knowledge of DD-based QC simulation. Section IV shows the details of the proposed method. Experimental results are provided in Section V. Finally, we conclude the paper in Section VI.
II. Related Work

Niemann et al. [7] laid the very foundation, QMDDs, the first practical DD-based QC simulator. In their work, they realized a compact and canonical representation of quantum functionality. The QMDDs simulator provides the basis for sophisticated quantum computing applications such as solutions for synthesis, simulation, and verification.

Zulehner et al. [8] highlighted the up-to-date version of [7] by showcasing the advancement of the DD-based simulator compared to other state-of-the-art array- and graph-based simulators. They revisited the basics of quantum computation and developed a simulation approach that exploits redundancies in the respective quantum state and operation descriptions.

Burgholzer et al. [9] studied the importance of choosing a good simulation path when using DD-based simulators. They borrowed contraction order strategies from the domain of tensor networks to optimize the order of simulating a QC with DD-based simulators, showing a significant speedup compared to the straightforward fashion used by previous DD-based simulations. Their approach involves the use of an auxiliary library to optimize the simulation order before simulating a QC, whereas our proposed trick is simpler in use. Moreover, our trick outperforms their work in simulating the QPE circuits.

Burgholzer et al. [10] proposed a hybrid Schrödinger-Feynman technique to parallelize DD-based simulation. Such a technique makes a QC branch into doppelgängers by breaking the controlled quantum gates. The doppelgänger circuits can be simulated simultaneously and the results will be summed up to get the entire picture. However, the number of doppelgänger circuits increases exponentially with respect to the number of controlled gates we must break. Therefore, this technique can only be applied to very shallow circuits.

III. Background

To make this article self-contained, this section gives a basic knowledge of DD-based QC simulation.

A. Quantum Circuit Simulation

The state of a single-qubit system can be given as a vector \( |\alpha, \beta\rangle = \alpha |0\rangle + \beta |1\rangle \) where \( \alpha^2 + \beta^2 = 1 \). Applying the hadamard gate, \( H \), the state can be represented as a matrix:

\[
\begin{bmatrix}
1 & 1 \\
1 & -1
\end{bmatrix}
\]

B. Decision Diagram Based Simulation

As the name implies, the DD-based simulator [7], [8] maintains the state vector as DDs. In general, qubits are represented as nodes whereas the probability coefficients are dynamically computed and assigned to the edges between nodes. The probability amplitude for a specific state (or sub-state) can be obtained by taking the product of all the coefficients along the according path from the root node to the target node. Note that states (or sub-states) with the same probability amplitudes can be merged into the same sub-diagrams, thus reducing the data redundancy.

IV. Methodology

A. Eliminating Swap Gates for Entangled QFT

In studying the entangled QFT circuits, we used a “trial-and-error” heuristic to pinpoint the bottleneck of simulating such circuits. Precisely, we deleted gates from a circuit repeatedly to observe the change of simulation time. Finally, we observed that the sequence swap gates in the rear of the entangled QFT circuits consumed most of the simulation time. Such gates swap each pair of qubits that are symmetric in the circuit. For instance, for a circuit of \( n \) qubits, the qubit 0 will be swapped with the qubit \( n - 1 \) at the end of simulation. Figure 1 illustrates a simple QFT circuit for better understanding.

However, the index of a qubit is just used for users to refer to and has no special meaning. That is, if we know which qubit we want to refer to, the index can be arbitrary and the swap gates are thus unnecessary. Therefore, we can eliminate the sequence of swap gates in the rear of a QFT circuit. For example, if we delete the swap gate applied to the qubit 0 and the qubit \( n - 1 \), we...
Fig. 1. A three-qubit QFT circuit. Note that a swap gate exists at the end. Such final swap gates limit the performance of entangled QFT circuits.

| Benchmark     | No. of Qubits | Baseline | DDSIM w/ CoTenGra | DDSIM w/ reorder |
|---------------|---------------|----------|-------------------|-----------------|
| Entangled QFT | 17            | 42.8     | 0.6               | 0.6             |
|               | 18            | 395.6    | **0.9**           | 1.9             |
|               | 19            | 5836.2   | **3.7**           | 7.2             |
| QPE           | 17            | 27.2     | 7.1               | **0.2**         |
|               | 18            | 118.1    | 14.2              | **0.2**         |
|               | 19            | 1837.0   | 282.2             | **0.9**         |

effectively reorder the two qubits. We must be careful when referring to the reordered qubits. If we want to query the amplitude of the state \( |q_0 \ldots q_{n-1} \rangle \), we must query \( |q_{n-1} \ldots q_0 \rangle \) instead. Note that the qubit reorder technique is also used in array-based simulation to improve the data locality for matrix-vector multiplications [14].

B. Qubit Reorder for QPE

The QPE is another class of circuits on which the DD-based simulator does not perform well. Therefore, we want to take advantage of the observation of Section IV-A because the QPE circuits are relevant to the QFT. Nevertheless, the QPE circuits utilize a variant of QFT, namely, inverse QFT, which scatters the swap gates throughout the circuit instead of putting them in the end of the circuit. Subsequently, we cannot simply delete such swap gates from the circuit because other gates may depend on them.

Therefore, we proposed an explicit reorder trick. If we cannot directly delete the swap gate applied to the qubit \( i \) and the qubit \( j \), we can instead replace the qubit \( i \) with the qubit \( j \) and vice versa. That is, all the gate take the form of \( GATE(\ldots, i, \ldots, j, \ldots) \) will be changed to \( GATE(\ldots, j, \ldots, i, \ldots) \). In doing so, we can effectively delete swap gates from the QPE circuits.

V. EXPERIMENTAL RESULTS

We compare our reorder trick with the baseline [8] and an state-of-the-art approach [9] that utilizes an auxiliary tool, the CoTenGra [15] library, to optimize the simulating order before simulating a QC. In the experiments, we used the entangled QFT and QPE circuits provided by the MQT Bench [16]. A MacBook Pro laptop with an Apple M1 CPU was used to perform the experiments. The operation system is macOS Monterey 12.0.1 and the version of MQT DDSIM simulator [8] is 1.12.3.

As shown in Table I, our reorder trick helped DDSIM fast simulate entangled QFT and QPE circuits. As for entangled QFT circuits, although DDSIM with qubit reorder was slower than a previous work [9], it is simpler to use, avoiding the use of any auxiliary tools such as the CoTenGra library. As for QPE circuits, the reorder trick can even beat the CoTenGra-based solution, achieving speedups up to 313.6\( x \).

VI. CONCLUSIONS

In this work, we proposed a qubit reorder trick for DD-based simulation, especially to boost the simulation of QFT-related circuits on which the current DD-based simulator does not perform very well. We studied the effects of directly deleting final swap gates for the entangled QFT circuits and explicitly reordering qubits for the QPE circuits. Experimental evaluations show that the qubit reorder trick is both simple and effective. Especially, the qubit reorder trick achieved speedups up to 313.6\( x \), compared to a state-of-the-art approach based on an auxiliary optimization tool [9].
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