Abstract—The real-world recommender system needs to be regularly retrained to keep with the new data. In this work, we consider how to efficiently retrain graph convolution network (GCN)-based recommender models that are state-of-the-art techniques for the collaborative recommendation. To pursue high efficiency, we set the target as using only new data for model updating, meanwhile not sacrificing the recommendation accuracy compared with full model retraining. This is nontrivial to achieve since the interaction data participates in both the graph structure for model construction and the loss function for model learning, whereas the old graph structure is not allowed to use in model updating. Toward the goal, we propose a causal incremental graph convolution (IGC) approach, which consists of two new operators named IGC and colliding effect distillation (CED) to estimate the output of full graph convolution. In particular, we devise simple and effective modules for IGC to ingeniously combine the old representations and the incremental graph and effectively fuse the long- and short-term preference signals. CED aims to avoid the out-of-date issue of inactive nodes that are not in the incremental graph, which connects the new data with inactive nodes through causal inference. In particular, CED estimates the causal effect of new data on the representation of inactive nodes through the control of their collider. Extensive experiments on three real-world datasets demonstrate both accuracy gains and significant speed-ups over the existing retraining mechanism.
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I. INTRODUCTION

RECENT years have witnessed the success of graph convolution network (GCN)-based recommender models, such as PinSAGE [1] and LightGCN [2], which performs node representation learning over the interaction graph and demonstrates promising performance [3]. The core of them is neighborhood aggregation that enhances a node’s representation with the information from its neighbors. In this way, the graph structure can be explicitly integrated into the embedding space, improving the representations of users and items. In practical usage, a recommender system needs to be periodically (e.g., daily) retrained to keep the model fresh with the new interaction data. In this work, we study the problem of GCN model retraining for the recommendation, which has received relatively little scrutiny.

Given new interactions for refreshing an old GCN model, there are three straightforward strategies.

1) **Full retraining**, which simply merges the old data and new interactions to perform a full model training. This solution retains the most fidelity since all data are used. However, it is very costly in both memory and time since interaction data are usually of a large scale and keep increasing with time.

2) **Fine-Tuning With Old Graph**: Interaction data participate in two parts of a GCN: forming the graph structure to perform graph convolutions and constituting training examples of the loss function. This fine-tuning solution constructs training examples with new interactions only while still using the full graph structure. As such, although this solution costs fewer resources than full retraining, it is still costly due to the usage of the old graph.

3) **Fine-Tuning w/o Old Graph**: This solution uses only the new interactions for model training and graph convolution. The old graph is not used in graph convolution, which saves many computation and storage resources because of the high sparsity of incremental graph (see Fig. 1). However, the new interactions contain only users’ short-term preferences, which can differ much from the long-term performances and be much sparser. In addition, it cuts off the connection to the inactive nodes that have no new interactions. It, thus, suffers easily from forgetting and overfitting issues.

Given the pros and cons of the above intuitive strategies, we distill three considerations for effective and efficient GCN recommender retraining: 1) detaching the old graph; 2) preserving the old (long-term) preference signal; and 3) fusing the old and new preference signals. In short, our target is to achieve comparable or even better recommendation accuracy as full retraining with the use of new interactions only. The key lies in how to estimate the output of full graph convolution (i.e., on the whole graph for full retraining) based on the old node representations and the incremental graph (i.e., the graph constructed from the new interactions (cf. Fig. 1) as
Fig. 1. Illustration of the incremental graph at stage $t+1$ in GCN retraining.

an example. This is, however, nontrivial to achieve for three reasons.

1) In the full graph convolution, the new interactions not only bring new neighbors for a target node but also participate in the normalization weighting of old neighbors. It is known that the normalization weights of neighbors have a large impact on the GCN performance [2] and need to be carefully considered.

2) The old representations are learned over historical data and represent long-term preference. Since user interests may drift, making the new interactions discrepant from long-term preference, blindly fine-tuning old representations could make the model forget the long-term preference.

3) The incremental graph lacks inactive nodes that have no new interactions (e.g., node $i_1$ in Fig. 1), which calls for extra effort to refresh the representation of such nodes.

Toward our target, we first propose incremental graph convolution (IGC), which estimates the full graph convolution of a target node based on its old representation and the incremental graph structure. In particular, we design a degree synchronizer to learn the degree-based node normalization weights, so as to approach the normalization weights in full graph convolution. Meanwhile, we devise a representation aggregator to compose the old representation with the new neighbors for effectively encoding both long- and short-term signals. We devise the two modules as simple convolutional neural networks (CNNs), which keep the overall complexity of IGC close to fine-tuning w/o old graph with sufficient fidelity.

Meanwhile, we devise colliding effect distillation (CED) to refresh the representation of inactive nodes, which estimates the effect of new data on the representation of inactive nodes. In particular, we resort to causal theory [4] and frame the whole incremental training phase as a causal graph (see Fig. 3). The key lies in how to connect the $d$-separated [4] variables: the representation of inactive nodes and new data. We construct a collider [4] between them to make them conditionally $d$-connected and estimate their colliding effect (CE) [5] to update the representation of inactive nodes. In particular, CED distills the CE conditioned on the similarity between inactive and active nodes implied by the old representations.

The proposed IGC and CED are universal operators that are applicable to most GCN models. In this work, we equip them on LightGCN [2], a simple GCN model with state-of-the-art performance on the collaborative recommendation. Through extensive experiments on three real-world datasets, we demonstrate the effectiveness of the Causal IGC approach, which outperforms full retraining in recommendation accuracy with overall costs comparable to fine-tuning w/o old graph. The main contributions of this work are summarized as follows.

1) We study the new task of GCN model retraining for recommendation and propose a new Causal IGC approach that well supports the efficient and effective retraining of GCN models.

2) We devise two universal operators named IGC and CED that can estimate the full graph convolution for both active and inactive nodes during the incremental training.

3) We instantiate IGC and CED on LightGCN and conduct extensive experiments to demonstrate the effectiveness and efficiency of our approach.

II. METHODOLOGY

We represent the temporal interaction data as $I = \{I_0, I_1, \ldots, I_{t-1}, I_t\}$ and the corresponding user–item graph as $G = \{G_0, G_1, \ldots, G_{t-1}, G_t\}$. $I_t$ means the new interactions collected in stage $t$; $G_t$ is the bipartite user–item graph built on the interactions in $I_t$, which we also term the incremental graph. A stage can be of any time period (e.g., one/multiple hours/days), which depends on the expected model freshness and the training cost that we can afford. Toward the target of efficient GCN model retraining, we formulate the task as

$$\theta_{t-1}^{(l, G_t)} \xrightarrow{\text{retrain}} \theta_t \xrightarrow{\text{serve}} I_{t+1}$$

where $\theta_t$ denotes the model parameters learned in stage $t$.

In this formulation, we retrain using only the latest stage’s interactions $I_t$ and the incremental graph $G_t$. The model with $\theta_t$ is used to serve for next stage $t+1$; thus, we use the (future) data $I_{t+1}$ to evaluate the retraining effectiveness.

A. GCN-Based Recommender Model

We recap how GCN works for collaborative filtering. Suppose that we construct GCN on the full graph up to $t$, denoted as $\mathcal{G}_{0:t}$; the graph convolution commonly used is

$$e_{i,j}^{l+1} = \sigma \left( \frac{1}{\sqrt{d_{i,0:t}}} \sum_{j \in N_{i,0:t}} \frac{1}{\sqrt{d_{j,0:t}}} e_{i,j}^{l} \right)$$

where $e_{i,j}^{l}$ denotes the representation of node $j$ at the $l$th layer, $N_{i,0:t}$ represents the neighbors of node $i$ in the graph $\mathcal{G}_{0:t}$, and $d_{i,0:t}$ (accumulated degree) equals to the number of nodes in $N_{i,0:t}$. The core of graph convolution is neighborhood aggregation, which aggregates the representations of neighbor nodes for the target node $i$. The node degrees play the

1Real-world recommender systems will continually collect new data, so the whole training data and the full graph will keep growing. Thus, the existing gap in retraining costs between fine-tuning w/old graph (or full-retraining) and incremental training will continue to widen.
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role of normalization, exerting a large impact on the GCN performance [2]. The feature transformation function $\sigma(\cdot)$ has various formats, such as linear [3] and bilinear mapping [6]. We focus on the neighborhood aggregation in this work, omitting the feature transformation function $\sigma(\cdot)$ for briefness.

The embeddings of the zeroth layer are the model parameters to learn, which are trained by minimizing the loss function

$$L(y_{u,i}, \hat{y}_{u,i}) + \lambda \| \theta \|^2$$

(3)

where $I^{-}$ are negative samples, $y_{u,i}$ is the interaction label, and $\hat{y}_{u,i}$ is the corresponding model prediction, such as the inner product of final user and item representations. $L(\cdot)$ specifies the recommendation loss, such as the pairwise BPR [7] and pointwise cross entropy [8], and $\lambda$ is the hyperparameter for $L_2$ regularization.

### B. Incremental Graph Convolution

The cost of full retraining is high and increasing with time. Since $N_{i,t-1}$ equals to $N_{i,0:t-1} \cup \hat{N}_{i,t}$, an efficient retraining means bypassing $\hat{N}_{i,0:t-1}$ and using only $N_{i,t}$ to estimate the full graph convolution of (2). Suppose that the old representation $\mathbf{e}_{i,t-1}^{l(t)}$ is trained on $G_{0:t-1}$; it then can encode graph convolution experience on $N_{i,0:t-1}$. As such, a smart integration of it with only new neighbors can well approximate the result of full graph convolution. To this end, we propose IGC (see Fig. 2) that estimates the full graph convolution on target node $i$ as

$$\mathbf{e}_{i,t}^{l(1)} = \frac{1}{\sqrt{d'_{i,t}}} \cdot \varphi$$

$$\times \left( \frac{\text{old representation}, \text{constant}}{\sqrt{d_{i,0:t-1}}} \cdot \mathbf{e}_{i,t-1}^{l(t-1)} \right) + \sum_{j \in \hat{N}_{i,t}} \frac{1}{\sqrt{d'_{j,t}}} \cdot \mathbf{e}_{j,t}^{l(t)}$$

(4)

where $d'_{j,t} = f(d_{j,0:t-1}, d_{j,t})$ denotes the normalization weight estimated by the degree synchronizer. In the next, we elaborate the core designs of our IGC.

1) Degree Synchronizer: To retain the most fidelity as the full graph convolution, we carefully set the degree-based normalization weights in IGC. We first scrutinize the first term of old representation

$$\sqrt{d_{i,0:t-1}} \cdot \mathbf{e}_{i,t-1}^{l(t-1)} = \sum_{j \in N_{i,0:t-1}} \sqrt{d_{j,0:t-1}} \cdot \mathbf{e}_{j,t-1}^{l(t-1)}.$$  

(5)

If we replace $t-1$ with $t$, the right side becomes exactly what we need for full neighborhood aggregation. Since we are not allowed to use $N_{i,0:t-1}$ in IGC, we use $(d_{i,0:t-1})^{1/2} \cdot \mathbf{e}_{i,t-1}^{l(t-1)}$ instead, which has encoded the signal in $N_{i,0:t-1}$. As updating $\mathbf{e}_{i,t}^{l(t)}$ in retraining has the risk of losing the signal of old neighbors, we set it as a constant during stage $t$ retraining. For this operation, we only need to store one additional integer

2Iteratively training with our IGC from stage 0 to $t - 1$ yields the same effect, so the premise still holds.

Fig. 2. IGC on the target node $u_1$ in stage $t$. The blurred part is the old graph that is not used in stage $t$. Red edges denote the new interactions in stage $t$. The yellow region shows the nodes included in graph convolution. $Agg(\cdot)$ and $In�(\cdot)$ represent the operations to use $\mathbf{e}_{u_1,t-1}^{l(1)}$ in IGC and full graph convolution, respectively.

for each node—its accumulated degree $d_{i,0:t-1}$—the cost of which is negligible.

We next move to the second term for new neighbors modeling. At the first sight, we can set $f(d_{j,0:t-1}, d_{j,t})$ as $d_{j,0:t-1} + d_{j,t}$, which is the one used in full graph convolution. However, the evolution pattern of node degree may be different for datasets of different domains. This provides opportunities to boost the performance of original graph convolution if we can strategically learn $f(\cdot)$ toward the recommendation objective function. To this end, we weighted combine the two degrees

$$f(d_{j,0:t-1}, d_{j,t}) = \beta \cdot d_{j,0:t-1} + d_{j,t}$$

(6)

where $\beta$ is end-to-end trained to control the impact of old degree. We empirically find this simple function works well, and the optimal $\beta$ varies significantly for different datasets (cf. Section III-C).

2) Representation Aggregator $\varphi(\cdot)$: The full graph convolution updates parameters associated with both old and new neighbors. However, IGC is only allowed to update parameters of new neighbors for efficiency concerns. This causes significant discrepancy issues: 1) the old representation is off-the-shelf, while the new representation is iteratively updated to optimize the loss function on new interactions and 2) the old representation is learned over historical data and represents long-term preference, which may be discrepant from the new interactions due to interest drift.

To tackle these issues, we devise a parameterized function $\varphi(\cdot)$, adapting the fusion strategy to the training objective. An existing solution is the Transfer component in [9], which adopts a standard CNN network with nonlinear transformations. However, we find it works poorly in our scenario, partially because of the complexity brought by feature mapping and nonlinear activation. As such, we further simplify the
CNN design, retaining the minimum operations and parameters. Specifically, we stack the old and new representations, passing them into a convolution layer

\[
p\left(\left(\mathbf{w}_f^{(l)}, \left[\sqrt{d_{i,0-t-1}} \cdot \mathbf{e}_{t,L-1}^{(l+1)}, \sum_{j \in E(t)} \frac{1}{\sqrt{d_{j,t}^*}} \cdot \mathbf{e}_{j,t}^{(l)}\right]\right)\right)
\]

where \( p(\cdot) \) is a pooling operation, \( \mathbf{w}_f \in \mathbb{R}^{2 \times 1} \) denotes the \( f \)th filter of the CNN layer, and there can be multiple filters in a layer. In this way, the aggregator adjusts the importance of long- and short-term preferences and aligns the scale of the two representations in the training process. We can stack multiple CNN layers to enhance the expressiveness of the aggregator, whereas, in our experiments, using one layer leads to good performance in most cases (cf. Section III-D).

To summarize, compared with the vanilla graph convolution, our IGC demonstrates three main differences.

1) **Incremental Neighborhood Aggregation**: Instead of aggregating all neighbors, IGC aggregates the new neighbors only, combining with the target node’s old representation \( \mathbf{e}_{t,1}^{(l+1)} \). Only the parameters associated with new neighbors are trainable (i.e., the zeroth layer embeddings), which significantly reduces the retraining cost.

2) **Degree Synchronizer**: This module revises the normal- ization weights for old representation and new neighbors to boost the model performance. It requires saving the accumulated degree for each node, which has a negligible cost equal to increasing the embedding size by 1.

3) **Representation Aggregator \( \varphi(\cdot) \) :** This learnable function combines the constant \( \mathbf{e}_{t,1}^{(l+1)} \) and the trained new representations with the ability to handle the discrepancy between them. It can also compensate for some estimation error of the old representation and improve model capability by only introducing a simple CNN with very few parameters.

\[\varphi(\cdot) := \frac{1}{L} \sum_{l=0}^{L} \mathbf{e}_{t,l}^{(l)}\]

\[\mathbf{r}_{i,t} := \frac{1}{L} \sum_{l=0}^{L} \mathbf{e}_{t,l}^{(l)}\]

We denote the nodes occur in \( I_t \) as active nodes and the remaining as inactive nodes. Accordingly, we denote the representations of active and inactive nodes as \( \mathbf{R}_{ac,t} \) and \( \mathbf{R}_{in,t} \), respectively. Their old representations are organized into \( \mathbf{R}_{ac,t-1} \) and \( \mathbf{R}_{in,t-1} \) with the same criterion.

As we use the new data \( I_t \) to train I-LightGCN, IGC mainly refreshes the representation of active nodes, which will, thus, face the out-of-date issue on the inactive nodes. The reason is that the parameters correspond to the inactive nodes (e.g., node embedding) are not involved in the training procedure (e.g., backpropagation). In this light, we consider two directions to properly refresh the representation of inactive nodes: 1) directly injecting the new preference signal from active nodes into the representation of inactive nodes and 2) including the parameters of inactive nodes into the training objective to indirectly push their representations to be updated. Apparently, the key lies in constructing the connection from new data to the representation of the inactive node, which is cut off due to the discarding of data replay in the incremental training setting.

1) **Direct Update**: Toward the target, we devise CED as

\[
\tilde{\mathbf{r}}_{m,t} = \gamma_1 \cdot \mathbf{r}_{mt} + \frac{1 - \gamma_1}{K} \sum_{n \in \text{KNN}(\mathbf{R}_{ac,t-1}, m, K, \delta)} \mathbf{r}_{nt}
\]

where \( m \) is an inactive node in stage \( t \) and \( \tilde{\mathbf{r}}_{m,t} \) is the final representation that connects \( K \) active nodes. \( \text{KNN}(\cdot) \) denotes the nearest neighbor fetching operation that calculates the top-\( K \) nearest active nodes to node \( m \) according to a distance measure \( \delta \) (e.g., the Euclidean distance) between the old representations \( \mathbf{r}_{m,t-1} \) and \( \mathbf{R}_{ac,t-1} \). \( \gamma_1 \in [0, 1] \) is a hyperparameter that controls the influence of active nodes. Intuitively, CED refreshes the representation of an inactive node with the latest status of active nodes that have shown similar properties in previous stages. For instance, we believe that the inactive user \( m \) will exhibit similar short-term preference evolution as her/his similar users shown in stage \( t \). We will give a rigorous derivation for the formulation of CED in Section II-D.

2) **Indirect Update**: While (9) updates the representations of inactive nodes, their parameters are still not touched since we construct the training data from \( I_t \) only. CED, thus, also operates the active nodes, which is formulated as

\[
\tilde{\mathbf{r}}_{n,t} = \gamma_2 \cdot \mathbf{r}_{nt} + \frac{1 - \gamma_2}{K} \sum_{m \in \text{KNN}(\mathbf{R}_{ac,t-1}, n, K, \delta)} \mathbf{r}_{mt},
\]

In this way, the parameters of inactive nodes are attached to the objective function and updated during the retraining.

Note that CED is also a universal operator applicable to most GCN models. In this work, we apply both IGC and CED to LightGCN, which is named CI-LightGCN. Upon the output of CED, we use the inner product of \( \tilde{\mathbf{r}}_{u,t} \) and \( \tilde{\mathbf{r}}_{i,t} \) to generate the prediction result of one \( u, i \) pair

\[
\hat{y}_{ui} = \langle \tilde{\mathbf{r}}_{u,t}, \tilde{\mathbf{r}}_{i,t} \rangle.
\]

Following the original LightGCN paper, we learn the model parameters \( \Theta \), by optimizing (3) over the new data \( I_t \) with the minibatch Adam [10] optimizer. In particular, the parameters to be learned include the embedding of nodes and the CNN filters, and the \( \beta \) in IGC. Note that it is initialized as \( \Theta_{t-1} \) in the beginning of stage \( t \) retraining (random initialization for \( t = 0 \)). The time complexity is close to the standard fine-tuning since only the new interactions \( I_t \) are used to construct graph and training examples. Below illustrates the retraining procedure of CI-LightGCN.

In Algorithm 1, line 6 and 10 refer to IGC, i.e., the incremental training of the active nodes. Line 3, 7, 11, and 12 refer to CED, where line 7 and 12 correspond to **indirect update** and **direct update** of inactive nodes, respectively.
D. Casual View of CED

We first conceptually introduce CE [4] with a real-life example. Suppose that a college gives scholarships to two types of students with unusual musical talents or high GPAs. This corresponds to a causal graph: \( M \rightarrow S \leftarrow G \) where \( M \), \( S \), and \( G \) denote musical talents, scholarship, and GPA; \( S \) is a collider between \( M \) and \( G \). Ordinarily, musical talent and GPA are independent but become dependent given that a student won a scholarship. In such a case, knowing that the student lacks musical talent, we can infer that the student is likely to have a high GPA. In other words, \( M \) and \( G \) become dependent by conditioning on the value of their common cause, i.e., the collider \( S \). In this light, we can leverage such CE to enhance the prediction of \( M \) or \( G \).

The design of CED is inspired by Hu et al. [5], which first models and leverages the CE in class incremental learning. We use three causal graphs [11] (see Fig. 3) to elaborate on the causal theory behind CED. We model the representation calculation of I-LightGCN (see Fig. 3(a)) and then introduce the collider to make inactive nodes and new data conditionally \( d \)-connected (see Fig. 3(b)), followed by the causal graph of CI-LightGCN (see Fig. 3(c)). The nodes in a causal graph denote variables, and we scrutinize the meaning of each variable as follows.

1) \( R_{\text{Int},t} \) and \( R_{\text{ac},t} \) denote the node representations of inactive nodes and active nodes, respectively.
2) \( R_{\text{In},t} \) and \( R_{\text{ac},t-1} \) denote the corresponding old node representations in stage \( t-1 \).
3) \( I_t \) is the new interaction data that is collected in stage \( t \).
4) \( S_t \) denotes the pairwise distance between nodes in \( R_{\text{In},t} \) and \( R_{\text{ac},t} \).

The edges in the causal graph describe the causal relations between variables, where black arrows correspond to the operations in I-LightGCN, red dotted arrows correspond to the calculation of node distance, and double arrows denote the causal relations as conditioned on a collider. In particular,

1) \( (R_{\text{ac},t-1}, I_t) \to R_{\text{ac},t} \) As to the active nodes, IGC aggregates the old representations \( R_{\text{ac},t-1} \) and the incremental graph constructed from \( I_t \).
2) \( R_{\text{In},t} \to R_{\text{in},t} \) As to inactive nodes, IGC only encodes their old representations \( R_{\text{In},t-1} \).
3) \( (R_{\text{ac},t}, R_{\text{In},t}) \to S_t \) The calculation of \( S_t \) is based on the new representations of active and inactive nodes. Note that \( S_t \) is a collider between variable pairs \( R_{\text{ac},t} \) and \( R_{\text{In},t} \).
4) \( R_{\text{ac},t} \leftarrow R_{\text{In},t} \) When conditioned on the collider as \( S_t = s_{t-1} \), the causal path between its parent nodes is built up [5].

Recall that the key to refreshing the representation of inactive nodes is connecting \( R_{\text{In},t} \) to \( I_t \). As shown in Fig. 3(c), \( I_t \) has CE on \( R_{\text{In},t} \) through the path \((I_t, R_{\text{ac},t-1}) \to R_{\text{ac},t} \leftarrow R_{\text{In},t} \) as conditioned on \( S_t = s_{t-1} \).

\( s_{t-1} \) represents the old similarity between active and inactive nodes calculated from \( R_{\text{ac},t-1} \) and \( R_{\text{In},t-1} \). The condition on \( S_t = s_{t-1} \) means that the updated representations in stage \( t \) maintain a similar relative distance between nodes as the previous stage. In this light, we additionally consider the CE CED, as follows:

\[
P(R_{\text{In},t} | R_{\text{In},t-1}, R_{\text{ac},t-1}, I_t, S_t = s_{t-1}) = P(R_{\text{In},t} | R_{\text{In},t-1}, R_{\text{ac},t-1} = 0, I_t = \emptyset, S_t = s_{t-1})
\]

(12)

which denotes the change of \( R_{\text{In},t} \) as \( R_{\text{ac},t-1} \) and \( I_t \) changes from a reference status \((R_{\text{ac},t-1} = 0 \text{ and } I_t = \emptyset)\) to the factual status. We omit the second term since it can be treated as constant. This is because \( R_{\text{In},t} \) will not be updated if the new data are empty. By extending the first term according to the total probability formula, we derive CED, as

\[
\sum_{R_{\text{ac},t}} \sum_{R_{\text{In},t}} P(R_{\text{In},t} | R_{\text{In},t-1}, R_{\text{ac},t-1}, I_t, S_t = s_{t-1}) P(R_{\text{ac},t} | R_{\text{ac},t-1}, I_t)
\]

(13)

Note that we can omit the variables \( R_{\text{In},t-1}, R_{\text{ac},t-1} \) for brevity (the second step) when conditioned on \( S_t = s_{t-1} \), which...
is calculated by $R_{ac,t-1}$ and $R_{ln,t-1}$. By abstracting the underlined term as a weighting function $W(I_t, R_{ln,t}, s_{t-1}, R_{ac,t})$, we can understand CE$\gamma$, $R_{ac,t-1}$ as a weighted adjustment of the conditional probability distribution of $R_{ac,t}$. The value of $W$ reflects the importance of an active node $R_{ac,t-1}$ to maintain its old similarity ($s_{t-1}$) to an inactive node $R_{ln,t}$. Considering that $R_{ln,t}$ is directly affected by $R_{ln,t-1}$ (denoted as DE$\gamma$, $R_{ln,t-1}$), we estimate their total effect to update the representation of inactive nodes, which is formulated as

$$(\gamma \cdot \text{DE}_{ln,t} + (1 - \gamma) \cdot \text{CE}_{ln,t}) \cdot R_{ln,t}.$$ 

Given an inactive node $m$, we can infer DE$\gamma$, $R_{ln,t}$ from the output of I-LightGCN (i.e., $r_{m,t}$). As to CE$\gamma$, $R_{ln,t}$, we follow Hu et al. [5] to infer a representation from the weighted distribution according to the $K$-nearest neighbors of $m$ in $s_{t-1}$, which is formulated as

$$\sum_{n \in \text{KNN}(R_{ln,t-1}, m, K)} W(r_{m,t}, s_{t-1}, r_{n,t}) \cdot r_{n,t}. \quad (14)$$

We omit $I_t$ since no co-occurrence of node $m$ and $n$ in $I_t$. As the simplest average weighting can achieve competitive performance [5], we set $W$ as $1/K$. We, thus, obtain the formulation of CED in (9). Similarly, by considering the CE from $R_{ln,t-1}$ to $R_{ac,t}$, we obtain (10).

### III. Experiments

In this section, we evaluate CI-LightGCN on three real-world datasets to answer the following questions.

1) **RQ1**: How is the performance of CI-LightGCN compared with the existing retraining methods?

2) **RQ2**: How do the CED and IGC operators affect the recommendation performance?

3) **RQ3**: What factors (e.g., hyperparameters) significantly affect the recommendation performance of CI-LightGCN?

#### A. Experimental Settings

1) **Datasets**: We select three widely used datasets for recommendation: Yelp, Gowalla, and Adressa: 1) Yelp is adopted from the 2019 Yelp Challenge, which records the interactions between customers and local business in a period of more than ten years; 2) Gowalla3 includes the check-in records in one year on go.gowalla.com, where users share their locations by checking in; and 3) Adressa is a news articles’clicks record dataset with historical interactions on Adressa in three weeks. For Yelp and Adressa, we adopt the version4 preprocessed by Zhang et al. [9], where the interactions are chronologically split into stages. For Gowalla, we follow the same pre-processing procedure and split the interactions into 40 stages. We summarize detailed statistics of the datasets in Table I. The densities of Yelp, Gowalla, and Adressa are 0.042%, 0.084%, and 0.037%, respectively. We evaluate the effectiveness of top-$K$ recommendation5 by reporting the average recall@5, 20 (R@5 and R@20) and ndcg@5, 20 (N@5 and N@20) over interactions in the testing stages.

![Table I](https://github.com/yzang/1580/SML/)

2) **Compared Methods**: We consider five LightGCN models with different retraining methods.

1) **Full-Retrain LightGCN**: This method retrain LightGCN with all interactions and full graph. We search the L2-norm coefficient in $[0, 0.001]$ at a multiplicative ratio of $10^x$ and training epochs in $[400, 1000]$ with the step of 100.

2) **Fine-Tune LightGCN**: This method updates LightGCN with new interactions and the incremental graph. We search the L2-norm coefficient in $[0, 0.001]$ at a multiplicative ratio of $10^x$ and training epochs in $[200, 300, 400, 500]$.  

3) **SML + LightGCN-O**: This method retrain LightGCN with SML [9], which first trains a LightGCN over the incremental graph and then combines the old and new representations with a Transfer. We search the L2-norm coefficient in $[0, 0.01]$ at a multiplicative ratio of $10^x$; training epochs of LightGCN and Transfer in $[50, 600]$ with the step of 50; and learning rate in $[1e-5, 1e-2]$ at $10^x$ multiplicative ratio.

4) **SML + LightGCN-E**: It also retrain LightGCN with SML, which combines the parameters (i.e., the zeroth layer’s node embedding) of the new model and old model. We search the same hype-parameters as SML + LightGCN-O.

5) **LightGCN + EWC**: This method retrain LightGCN with elastic weight consolidation (EWC) [12] over the incremental graph and new interactions, which is a regularization-based method in continual learning. We search the EWC ratio in $[0.01, 1]$ at a multiplicative ratio of $10^x$.  

We also include some sequential recommendation baselines.

1) **GRU4Rec** [13]: It pioneered the usage of recurrent neural network (RNN) to serve the session-based recommender system. By building an RNN for each user’s interaction sequence, it can capture the interest drift of users. We use the whole history to construct the user’s interaction sequence and retrain the model with a full-retrain strategy. We search the hidden layer size of GRU in $[64, 128, 256]$.

2) **Caser** [14]: This method uses CNN to capture the interest evolution of users and the collaboration signal between items of the most $L$ recent interactions. We tune $L$ in the range of $[1, 5]$ with step 1, and other hyperparameters follow the optimal setting, as reported in this article.

---

1. [http://snap.stanford.edu/data/loc.gowalla.html](http://snap.stanford.edu/data/loc.gowalla.html)
2. [https://github.com/yzang/1580/SML/]
3. The code of our method CI-LightGCN is available at [https://github.com/Dingseewhole/CI_LightGCN_mastere](https://github.com/Dingseewhole/CI_LightGCN_mastere/)
4. We omit the version of fine-tuning with old graph, which is less effective than full retraining and less efficient than fine-tuning w/o old graph.
TABLE II
RECOMMENDATION PERFORMANCE ON YELP AND GOWALLA. THE BEST PERFORMANCE AND BEST BASELINE IN EACH COLUMN ARE HIGHLIGHTED WITH BOLD FONT AND UNDERLINE, RESPECTIVELY. RI Denotes CI-LIGHTGCN’S RELATIVE PERFORMANCE GAIN w.r.t. R@5

| Methods               | Yelp          | Gowalla       |
|-----------------------|---------------|---------------|
|                       | R@5 | R@20 | N@5 | N@20 | RI   | R@5 | R@20 | N@5 | N@20 | RI   |
| GRU4Rec               | 0.1706 | 0.4518 | 0.1080 | 0.1771 | 92.5% | 0.1016 | 0.2978 | 0.0625 | 0.1169 | 215.8% |
| Caser                 | 0.2195 | 0.4565 | 0.1440 | 0.2117 | 49.6% | 0.1143 | 0.3622 | 0.1111 | 0.3585 | 180.8% |
| SPMF                  | 0.1725 | 0.3635 | 0.1136 | 0.1677 | 90.4% | 0.1595 | 0.3759 | 0.0993 | 0.1606 | 101.2% |
| SML-MF                | 0.2251 | 0.4748 | 0.1485 | 0.2194 | 45.9% | 0.1761 | 0.3428 | 0.1233 | 0.1701 | 82.2% |
| Fine-tune LightGCN    | 0.2338 | 0.4320 | 0.1619 | 0.2185 | 40.5% | 0.2142 | 0.3860 | 0.1505 | 0.1993 | 49.8% |
| Full-retrain LightGCN | 0.2923 | 0.5247 | 0.2074 | 0.2727 | 12.4% | 0.3103 | 0.5276 | 0.2212 | 0.2819 | 3.4% |
| SML-LightGCN-O        | 0.1895 | 0.4197 | 0.1246 | 0.1897 | 73.3% | 0.2152 | 0.4275 | 0.1505 | 0.2103 | 49.1% |
| SML-LightGCN-E        | 0.1771 | 0.3971 | 0.1159 | 0.1782 | 85.4% | 0.2153 | 0.4515 | 0.1476 | 0.2144 | 49.0% |
| LightGCN+EWC          | 0.2365 | 0.4441 | 0.1736 | 0.2463 | 38.9% | 0.2117 | 0.3942 | 0.1498 | 0.1987 | 51.6% |
| CI-LightGCN           | 0.3284 | 0.5695 | 0.2294 | 0.2956 | -     | 0.3209 | 0.5421 | 0.2272 | 0.2908 | -     |

3) **SPMF [15]**: It applies a sample-based retraining method on matrix factorization (MF), which samples some historical interactions to be added into new data to update the old model. We search the best reservoir size in {7, 000, 15, 000, 30, 000, 70, 000, 150, 000}.

4) **SML-MF [9]**: This method applies SML on MF where the Transfer combines the old embedding and new embedding. We quote the result from SML [9].

B. Performance Comparison (RQ1)

Table II reports the performance comparison results. From the table, we have the following observations.

1) CI-LightGCN outperforms Full-retrain LightGCN and Fine-tune LightGCN in all cases. It validates the rationality of combining the old representation and incremental graph to approach the full graph convolution. The performance gain of CI-LightGCN is attributed to the IGC and CED, which properly fuses the long- and short-term preferences for all users and items.

2) CI-LightGCN also outperforms SML-LightGCN-O and SML-LightGCN-E, which combines the old and new representations with the complex Transfer model. We postulate the reasons are twofold.

   a) The complex Transfer model hurts the performance of LightGCN due to its feature transformation and nonlinear activation [2].

   b) The SML-based methods use degree within incremental graph only for normalization weighting, which ignores the accumulated degree. This result indicates the importance of normalization weighting in the GCN model and the importance of synchronizing the weights for GCN retraining.

3) LightGCN + EWC beats Fine-tune LightGCN since EWC alleviates the forgetting issue of the old preference signal. Nevertheless, CI-LightGCN further achieves performance gain over LightGCN + EWC. The reason for this is due to the IGC and CED operators. IGC transfers old representations into new representations, whereas EWC just treats it as a regularizer, and CED updates the representation of inactive nodes, but EWC is unable to do that.

Fig. 4. Stagewise performance on Yelp.

4) On all datasets, LightGCN-based methods largely outperform the non-LightGCN ones in most cases, including SML-MF equipped with advanced retraining strategy. It is consistent with the result in [3], validating the effectiveness of GCN in the recommendation.

1) **Stagewise Performance**: Fig. 4 shows the detailed recommendation performance w.r.t. by R@10 at each testing stage of Yelp. To save space, we omit the results of other metrics and the results on Yelp, which shows the same trend. From the figure, we can see that CI-LightGCN stably outperforms the baselines across the stages.

2) **Speed-Up**: Recall that our target is the efficient retraining of the GCN model; we compare the time cost of LightGCN-based methods. Fig. 5 shows their training time on the same server with one RTX-3090 GPU. From the figure, we can see that: 1) CI-LightGCN speeds up the retraining with more than 30 times compared with full-retraining and 2) the running time of CI-LightGCN is slightly longer than fine-tuning. The results justify that IGC and CED enable the fast retraining of the GCN model, which is highly valuable in practice.

C. Ablation Study (RQ2)

1) **Study on CED**: To reveal the effect of CED and IGC, we further evaluate two variants of CI-LightGCN: 1) I-LightGCN, which only applies IGC on LightGCN, i.e., removing CED and 2) CI-LightGCN(T), which only uses CED in training, i.e., removing Steps 11 and 12 of Algorithm 1. Table III shows their recommendation performance on the two datasets. From the table, we can see that the recommendation
performance of the three methods exhibits a clear increasing trend, which validates the rationality of updating inactive nodes during incremental training and the effectiveness of CED. Moreover, I-LightGCN still outperforms the baselines in Table II, which justifies the effectiveness of IGC. Furthermore, we evaluate the detailed performance of inactive users as the target of CED is to refresh their representations. Across Tables III and IV, we observe that CI-LightGCN(T) and CI-LightGCN achieve larger improvement over I-LightGCN on inactive users. It validates that CED can boost the recommendation accuracy of inactive users.

2) Study on IGC: We study how the components of IGC influence its effectiveness by comparing two variants of I-LightGCN without degree synchronizer (I-LightGCN w/o DS) and without representation aggregator as well (I-LightGCN w/o RA & DS). Meanwhile, we compare the I-LightGCN-MLP RA that enables parameter sharing across dimensions in the representation aggregator. Fig. 6 shows the performance comparison between vanilla I-LightGCN and its variants. From the figure, we can see that: 1) the performance of vanilla I-LightGCN (i.e., I-LightGCN - Conv RA), I-LightGCN w/o DS, and I-LightGCN w/o RA & DS shows a clear decrease trend in most cases, which justifies the effectiveness and the necessity of the two modules in IGC and 2) I-LightGCN-MLP RA performs much worse than the one with CNN implementation across the two datasets, which demonstrates the rationality of restricting the complexity of the representation aggregator.

D. In-Depth Analysis (RQ3)

1) Study on CED: We investigate how hyperparameters influence the effectiveness of CED. We select four hyperparameters: the value of $K$ and $\gamma$ (i.e., $\gamma_1$ and $\gamma_2$) in (10) and (9). Figs. 7 and 8 show the performance of CI-LightGCN as changing the value of $K$ and $\gamma$. From Fig. 7, we observe a similar trend of performance (increasing then stable) across the four curves, i.e., CED is insensitive to $K$, and we can simply set $K$ as a relatively small value (e.g., 15). Fig. 8 shows that CI-LightGCN performs worst as $\gamma_1 = 1.0$, which reveals the benefit of CED on inactive nodes. Moreover, the performance largely decreases as setting $\gamma_2$ with small values. This is reasonable since smaller $\gamma_2$ leads to less update of the active nodes during training.

2) Study on IGC: For IGC, we select two hyperparameters in the representation aggregator, the number of CNN layers and the number of CNN filters, to study the sensitivity of IGC. Fig. 9 shows the performances of I-LightGCN with one-layer CNN and two-layer CNN on Gowalla and Yelp as changing the number of filters from 1 to 20. We can see that:
A surge of attention has been dedicated to incorporating causal inference techniques into various machine learning applications [38]–[44]. These methods are also successfully adapted to recommendation systems for resolving bias issues and enhancing model reliability. For instance, DecRS [45], MACR [46], and KDCRec [47] analyze the biases of recommendation from causal view and use counterfactual learning techniques to debias. Similarly, intervention techniques are also leveraged to debias [48]–[50]. Existing works focus on leveraging causal inference techniques for debiasing. Our work is in an orthogonal direction as we focus on model retraining and CED, which is a new causal inference technique.

V. Conclusion

In this work, we highlighted the importance of GCN model retraining for the recommendation. To achieve effective and efficient retraining, our analysis enlightens that the key lies in detaching the old graph from neighborhood aggregation, meanwhile reserving the long-term preference signal and refreshing the inactive nodes. Toward this end, we proposed a causal IGC method that consists of two new operators named...
IGC and CED. We instantiated IGC and CED based on Light-GCN and conducted extensive experiments on three real-world datasets. The results show that CI-LightGCN outperforms full retraining with a speed-up of more than 30 times, validating the effectiveness and the rationality of our proposal. This work opens up a new research direction about GCN model retraining and highlights a promising perspective about causal inference. In the future, we are interested in applying different model parameter updating techniques in IGC, such in more graph learning applications, such as user profiling and targeted advertising.
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