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Abstract—In software industry, it is necessary to reduce time and efforts in software development. Software reusability is an important measure to improve development and quality of software. Enhancing reusability will reduce delivery time of software products, decreases the development labor, software defects and cost of the development process. Software reuse is the best solution factor to acquire the existing knowledge from software warehouse. Measuring the reusability level of the software is essential to achieve the goals of reuse. Data mining is the process of extracting useful patterns and analyzing data sets from large data sets. The reusability of a software component chooses the right measurement and enhances the preventability of an application for reuse. The software metrics are used as quantitative measures to establish and evaluate the components. In this paper, measuring the software reusability using some classification algorithms on a specific software reuse data set is discussed. The system is implemented using R data mining tool and performance of the automation system is developed for reusability prediction like precision, recall, f-measure. The experimental result shows that the model can be effectively used for efficient, accurate, quicker and economic identification of reusable components from the existing software resources. This paper seeks to provide comparative analysis of H-SOM and Naïve Bayes algorithm classifiers of Dengue datasets.
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1. INTRODUCTION

Software Reuse offers a great deal of potentiality in terms of software productivity and software quality. Software Reusability decreases the time and cost of software development processes. It also increases productivity and quality of software industry. Reusability is an essential feature of a software component. It manages the building, wrapping, pattern, setting up, operation and maintenance issues and supposes these are not able to maintain properly than it appear to be reusable.

Figure 1.1 shows the steps of reusability process. The first step is developed for building a reuse plan and studying the given problem. The next phase is classifying the reuse plan. The construction of the solution is reconfigured to develop the reusability in the upcoming phases. The existing components are acquired, instantiated or modified. The software components are included in the newly developed components and as the last step, the whole product is evaluated and validated.

Figure 1.1 Flowchart of Reusability Process

Nowadays, different data mining techniques are used to extract data from software historical data. Data mining or knowledge discovery is the process of breaking and analyzing enormous sets of data and extracting the meaning of the data. Figure 1.2 shows the knowledge discovery pattern (KDP). The KDP consists of the steps such as selection of data, data cleaning, data transformation, pattern searching (data mining), in addition to discovering appearance, explanation for data and estimation. Data collection phase is used to extract the data related to data mining analysis.

Data cleaning and transformation phase of KDP provides cleaning and preparation of data, converting the data for processing and validating results to get the results. The data mining algorithms are clustering, classification, artificial neural networks, rule association, decision tree and classification and regression trees (CART). The final steps are interpretation and evaluation of results useful for making decisions by applying knowledge discovery techniques.
NEED OF SOFTWARE REUSE

The software development life cycle (SDLC) is the main phase of software development. The software components build a system instead of designing and developing a new system. Software reuse can be used efficiently to develop the software more quickly with lower budget and within limited period time. Software reuse is mainly divided into process and product reuse. Creation of software components and integrating them into new system is known as Product reuse. Reuse is used for developing efficient software process and repository that produces base knowledge. Thus, reuse process is useful to improve quality, minimizing development reprocess and risk reduction.

BENEFITS OF SOFTWARE REUSE

It builds novel software and reduces the complexity and dependence of the software products. It is compared with the quality of the software with the existing components. The main advantages of reuse come from the higher level reuse. The reusability attributes are software specifications, development, planning and prototype.

The software reuse has many evident benefits and inevitable problems. The software reuse can reduce costs and time in software developments. The major benefits of software reusability are:

- increase in dependability
- Reduction of Process Risk
- Increase in the Productivity of Software
- Reduction in the operational Cost
- System interoperability enhancement
- Developed with Less Manpower
- Reduces Software Maintenance Cost
- Accelerates Development
- Delivers a good quality software as well as powerful competitive
- Increases effectiveness

As said earlier, the software reuse saves time as well as cost. It resolves the planned development, exploitation and maintenance of reusable software assets. It can be successful because of reduction in the functional product delivery and amount of resource components. Software reusability can improve productivity, time to market, quality of software; it can reduce maintenance cost, allow for system interoperability, risk minimization, knowledge and can increase system functionality.

The rest of this proposed work is illustrated as follows. Section II describes related works about software reusability using data mining. The proposed methodology work and algorithm implementation is described in section III. Section IV presents the experimental results. Section V compromises the conclusion.

2. RELATED WORKS

Tajinder Singh Sondhi et.al(2017) Software reuse is a significant but hidden piece of Software businesses and it provides them with predefined software parts, so as to assemble better software at more rapid and at a lower cost. Reusing software parts help in a quickened, chance free and cost effectivive advancement of software. However, numerous issues have arrived in more than couple of decades. We have studied various methodologies accessible for software reuse beginning from the traditional ones like REBOOT, faceted execution to the later ones like the PULSE technique, object oriented methodology and plan science research methodologies, pragmatic approach and development model. These systems have continually given better methods that have improved the advancement of time, decreased improvement costs, diminished procedure chance, and improved constancy. Furthermore, they have given an institutionalized way to deal with programming reuse. In this paper, we have compared and analyzed different strategies and techniques accessible for tackling different issues related with the reuse of software parts.

Ahmed Mateen et.al (2017) The high quality software reuse process is useful to improve the reliability, superiority and productivity, and enhance the schedule, cost and evaluation of a software program. The reuse software program and reuse software processes have benefits to decrease risking factors. Software reuse approaches improve the quality in software industry. It increases software quality in less energy and time.
Megha Dabhade et al (2016) argues that several reusability metrics are useful to recognize the software reusability components only. In the reuse level, the software qualities are improved by decreasing the change and rework done at the design phase of the software development that results with better software productivity.

K. Deeba et al (2015) suggested that data mining is the process of analyzing the data and extracting information. Data mining uses several methodologies to predict the relationship between the existing data and the expected outcome results. Classification, clustering, regression, rule generation are the solution to these problems. Classification is a type of data mining algorithm used to create class labels and classify the data, based on sample inputs and classify datasets. The paper focuses on software reusability for classification of data using data mining.

Nilesh Jagdish Vispute (2015) authors discuss data mining as an analysis of huge amount of the data which takes the hidden valuable information from it. Data mining algorithm is used for testing the accuracy in predicting the datasets. The classification consists of predicting certain results based on a given input. To show the outcome of these inputs, the algorithm processes a set of training input with set of attributes and checks with respective outcome, which is called as goal or predictive attribute. The classification of data and outputs were compared using Naïve Bayes, SGD, and H-SOM algorithms and finally simulated the results.

Priyanka kakkar et al (2012) developed most flexible components to calculate and check the reusability of software modules. The purpose of this representation is pattern recognition by finding supervised appearance that helps to evaluate the indescribable aspects of software modules in terms of reusability. There are multiple degrees in reusability of their modules which are used to identify the functionality of software modules. The performance measurements of software components are calculated in terms of volume, coupling, complexity, reuse frequency, regularity and reusability.

Kath et al., (2009) accept that with the move to dispersed, segment based frameworks including reuse of segments and administrations, developing, framework wide properties, incorporating wellbeing and security specifically, are winding up progressively hard to ensure. Model based methods establish a promising way to deal with assurance wellbeing and security in frameworks worked with reusable parts. The key components in this methodology are rightness and certainty by development, and detachment of concerns.

Dantas et al., (2010) discovered with framework improvement ending up progressively steady, programming reuse, and soundness emerges as two of the most alluring properties of top quality software. A key objective in contemporary programming design is advance reuse and stability of the software components concurrently. There are developing number of procedures for improving modularity, running from perspective situated and highlight arranged programming to piece channels. They exhibited an exploratory analysis of advance programming methods on how it is made possible to reach a superior exchange off of programming reuse and solidness. Results revealed that a hybrid manifestation of highlit situated and viewpoint arranged programming is, by all accounts, the most encouraging programming method.

3. THEORETICAL BACKGROUND

PRINCIPLES OF SOFTWARE REUSE

The software reusability principles are characterized in terms of some reuse methodology such as abstraction, selection, integration and specialization. The software reuse is as follows:

1. Develop a software field as structural design and as a support for the reuse behavior.
2. The software development process is used to support and organize reuse.
3. Reuse higher than just code.
4. Practice domain engineering.
5. Incorporate the reuse of a quality management and software engineering actions.
6. Achieve reuse process across product boundaries.
7. Utilize the automation tools to sustain reuse.
8. Concept, content and context.

PROPOSED METHODOLOGY

Software Reusability evaluation for procedure based software components is done using following steps:

Choose Functions/Procedure Component

Calculate Performance Merits of Software Reusability

Develop the Performance Merits

Run Classification Algorithm of H-SOM

Calculate Precision, Recall and F-measure to check the performance

Figure 1.3 Flowchart of Proposed Methodology

Figure 1.3 shows the flow of the proposed methodology. The proposed model (reusability evaluation tool) data collection is done for some of the classification algorithm (H-SOM).The computed results are evaluated in terms of precision, recall, f-measure. The data mining technique is used to achieve higher software reusability.

NAÏVE BAYESIAN CLASSIFIERS (NB)

NB is a simple Bayesian supervised classifier that assumes that all attributes are independent of each other, given the context of the class:

\[ P(x|y = c) = \prod_{i=1}^{D} P(x_i|y) = c \quad (1) \]
This is called NB assumption which is rarely true in the most real-world situations. NB often performs classification. Due to this presumption, the parameters for each property can be adapted independently, and thus greatly simplifies learning, particularly when the number of properties is enormous.

In view of NB presumption, probability of a report given its class can be determined as a result of the probability of the quality values over all word characteristics. Given estimates of parameters can be determined from the training records while classification can be performed on test reports by figuring the back probability of each class given the proof of the test record, and choosing the class with the most elevated probability.

In this model, a record is an arrangement of words taken from a similar vocabulary $V$ and lengths of documents are autonomous of class. Assumption is that the probability of each word occasion in a document is autonomous of the word’s setting and position in the document. Thus, each document $d_i$ is drawn from a multinomial distribution of words and represented in the form of bag of words,

$$P(d_i|C; \theta) = P((d_i_i)|d_i)! \prod_{i=1}^{[V]} \frac{P(d_i_i|C_i; \theta)^{N_i}}{N_i!}$$

The probabilities of each word are parameters of the generative component for each class $\theta_{w(i)} = P(w_i|C_i; \theta)$ where $0 \leq \theta_{w(i)} \leq 1$ and $\sum_i \theta_{w(i)} = 1$.

Optimal estimates for these parameters are calculated from a set of labeled training data, and the estimate of the probability of word $w$ in class $c$ is:

$$\hat{\theta}_{w(i)} = P(w_i|C_i; \hat{\theta}) = \frac{1 + \sum_{i=1}^{[D]} N_iP(C_i|d_i)}{|V| + \sum_{i=1}^{[D]} N_iP(C_i|d_i)}$$

Given estimates of parameters are calculated from the training documents; classification can be performed on test documents by calculating the posterior probability of each class given as the evidence of the test document, and selecting the class with the highest probability using Bayes’ rule

$$P(C_i|d_i; \hat{\theta}) = \frac{(C_i|\theta)P(d_i|C_i; \hat{\theta})}{P(d_i|\theta)}$$

This existing work uses the multivariate Bernoulli and multinomial model of NB. In the multivariate Bernoulli model, a document is represented with binary vector of words. Each dimension of the space corresponds to word vocabulary. Dimension of the vector for document is either 0 or 1, indicating whether the word occurs at least once in the document. In contrast, multinomial model of NB uses representation of a document as a vector of word occurrences and this information on frequency of each word can help in classification. Documents classification is an example of a domain with large number of attributes. These attributes are words, and the number of different words in a document can be large. NB has been successfully applied to document classification.

**HIERARCHICAL SELF-ORGANIZING MAP (SOM)**

Hierarchical Self-Organizing Map (H-SOM) is one of pattern recognition and classification algorithms. H-SOM is an ANN model that depends on focused learning and is an unsupervised learning worldview. Kohonen's Self-Organizing Map utilizes an arrangement of neurons for the most part in 2-D rectangular or hexagonal framework. Information decrease into 2-D dimensionality from high dimensionality is powerful in estimation of comparability relations. Furthermore, it is valuable for information representation to help in deciding classes or comparative patterns.

H-SOM moves the subjective elements of approaching information signals into a couple of dimensional guide, and learns or finds the fundamental structure of the information. H-SOM has two layers of neurons namely, an input layer and an output layer. Each input vector is completely associated with every neuron in the output layer. The decision of the H-SOM network size is controlled by the level of degree of the discoveries; more generalization of finding requires less matrix measure than increasingly one.

In H-SOM grid, the comparable clusters are neighbors, and various groups are long way from one another on the framework. This is called spatial autocorrelation. In the field of software building, H-SOM has been utilized in numerous inquiries and however, few are concerned about to distinguishing metric based reusable parts. Apply H-SOM to the description of the product segments, so as to classify these parts in stores that got from programming manual and the outcomes were promising. The proposed methodology is helpful for fashioner to analyze and shape a profound downplaying of the bunches to perceive the module measure. H-SOM algorithm is computationally the most straightforward and the lightest, and it is produced by and by helpful consequences of mapping a high dimensional input vector.

//**ALGORITHM**//

1. Choose random values for the initial weight vectors $W_i$.
2. Select a sample training input vector $x$ randomly from the input space.
3. Find the best winning neuron $I(x)$ that has weight vector closest to the input vector that is minimum value of $d_j(x) = \sum_{i=1}^{[D]} (x_i - w_{ij})^2$.
4. Apply the weight update equation $\Delta w_{ij} = \eta(t)T_{ij}(x_i - w_{ij})$ where $T_{ij}(x_i)$ is a Gaussian neighbourhood and $\eta(t)$ is the learning rate.
5. Goto to Step 1-4 until the decrease the size of the neighbourhood. Repeat until weights are stabilized.

4. EXPERIMENTAL RESULTS

Dataset is a collection of data or a single statistical data, where every attribute of data represents variable and each instance has its own description. For prediction of dengue disease, we used dengue data set for prediction and
classification of algorithms in order to compare their accuracy using R language. The R is a programming language and software framework for statistical analysis and graphics representation. R is an open source and a powerful programming language. Figure 1.5 shows a description of dengue dataset. The dataset used by us contains 18 attributes and 108 instances for dengue disease classification and accuracy. It shows the dengue dataset for H-SOM and Naïve Bayes.

**NAÏVE BAYES**

Naïve Bayes is one of the algorithms that works as a probabilistic classifier of all attributes contained in data sample individually and then classifies data problems. By running the algorithms using Naïve Bayes, we analyze the classifier output with so many statistics to make a prediction of each instance of the dataset.

| A   | B           | C   | D         | E | F            | G          | H        | I          | J          |
|-----|-------------|-----|-----------|---|---------------|------------|----------|------------|------------|
| P1  | P2          | P3  | P4        | P5 | P6            | P7         | P8       | P9         | P10        |
| 02-June-18 | 02-June-18 | 02-June-18 | 02-June-18 | 02-June-18 | 02-June-18 | 02-June-18 | 02-June-18 | 02-June-18 |
| Mauritius | Mauritius | Mauritius | Mauritius | Mauritius | Mauritius | Mauritius | Mauritius | Mauritius |
| 2.00          | 2.00        | 2.00        | 2.00        | 2.00        | 2.00        | 2.00        | 2.00        | 2.00        |
| 0.32          | 0.32        | 0.32        | 0.32        | 0.32        | 0.32        | 0.32        | 0.32        | 0.32        |
| 0.99          | 0.99        | 0.99        | 0.99        | 0.99        | 0.99        | 0.99        | 0.99        | 0.99        |
| 0.99          | 0.99        | 0.99        | 0.99        | 0.99        | 0.99        | 0.99        | 0.99        | 0.99        |

The output obtained by scoring of Naïve Bayes algorithm accuracy is given in Table 1.1 which shows the basis of precision, recall and f-measures Figure 1.8, Figure 1.9 and 1.10 show the precision, recall and F-Measure of Naïve Bayes.

**H-SOM**

Hierarchical SOM is one of the methods used for classification. This proposed work reduces the dimensionality of the datasets without losing the information.
content in the dataset. This H-SOM algorithm decreases the computational time, improves the performance analysis compared to the Naïve Bayes. Table 1.2 shows the H-SOM algorithm values and Figure 1.11 shows precision values, Figure 1.12 shows the recall and, Figure 1.13 shows the f-measure of H-SOM.

| Table 1.2 H-SOM Classifier Values |
|-----------------------------------|
| Precision | Recall | F-Measure |
| 0.429     | 0.3    | 0.353     |
| 0.538     | 0.56   | 0.541     |
| 0.611     | 0.733  | 0.667     |
| 0.657     | 0.745  | 0.671     |
| 0.691     | 0.778  | 0.697     |

Figure 1.11 Precision Values of H-SOM Algorithm

Figure 1.12 Recall Values of H-SOM Algorithm

Table 1.3 Comparisons Analysis of Naïve Bayes and H-SOM

| Algorithm     | Efficiency (%) | Time Taken(Secs) |
|---------------|----------------|------------------|
| Naïve Bayes   | 69.23          | 41               |
| H-SOM         | 71.01          | 40               |

5. CONCLUSION

The existing detection of breast cancer cells can be predicted accurately by the use of machine learning techniques. This may result in the decrease of health cost and may enhance time required for a patient to receive treatment. In this paper, we proposed the H-SOM algorithm to provide the efficient prediction time and automatic classification problems. The R data mining tool is used to analyze algorithm accuracy which was obtained after running H-SOM and Naïve Bayes algorithms in the output window. The outputs were compared on the basis of accuracy achieved. These algorithms compare classifier accuracy to each other on the basis of correctly classified instances, time taken to build model and F-Measure. The aim of this paper is to apply R language in order to determine which among the lot is best for disease detection. The results showed that H-SOM algorithm is the more time efficient than Naïve Bayes.
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