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Abstract

We present a simple but effective pixel-level self-supervised distillation framework friendly to dense prediction tasks. Our method, called Pixel-Wise Contrastive Distillation (PCD), distills knowledge by attracting the corresponding pixels from student’s and teacher’s output feature maps. PCD includes a novel design called SpatialAdaptor which “reshapes” a part of the teacher network while preserving the distribution of its output features. Our ablation experiments suggest that this reshaping behavior enables more informative pixel-to-pixel distillation. Moreover, we utilize a plug-in multi-head self-attention module that explicitly relates the pixels of student’s feature maps to enhance the effective receptive field, leading to a more competitive student. PCD outperforms previous self-supervised distillation methods on various dense prediction tasks. A backbone of ResNet-18-FPN distilled by PCD achieves 37.4 APbbox and 34.0 APmask on COCO dataset using the detector of Mask R-CNN. We hope our study will inspire future research on how to pre-train a small model friendly to dense prediction tasks in a self-supervised fashion. Our implementation is available at https://github.com/allo-rene/pcd.

1. Introduction

Self-supervised learning (SSL) has emerged as a promising pre-training method due to its remarkable progress on various computer vision tasks [24, 9, 21, 6, 23, 59]. Models pre-trained by SSL methods attain transfer performance akin to, or even surpassing that of their supervised pre-trained counterparts. However, this advancement of SSL appears to be confined to larger models. Small models, such as ResNet-18 [26], exhibit inferior linear probing accuracy as reported in [18, 60, 14]. Considering the necessity of small models for edge devices or resource constraint regime, it is much essential to tackle this problem.

Recent advances in SSL have been effectively alleviated by self-supervised distillation [61, 39, 1, 18, 19, 60, 4, 14, 66, 54], where teachers’ (large pre-trained models) knowledge is transferred [5, 48, 2, 29] to students (small models) in a self-supervised learning fashion. Self-supervised distillation methods yield competitive performance for small models, especially on classification tasks (e.g., fine-grained and few-shot classification). Nevertheless, their improvement on dense prediction tasks like object detection and semantic segmentation is less pronounced than on classification tasks. This imbalance seemingly suggests that the favorable representations learned by teachers can only be partially transferred to students. A natural question arises: what obstructs students from inheriting the knowledge advantageous to dense prediction tasks? In this study, we seek the answers to this question from the following aspects.

First, the distillation signals of current self-supervised distillation methods are mostly at image-level, while the rich pixel-level knowledge is yet to be utilized. We argue that it is inefficient for small models to learn representations good for dense prediction tasks from image-level supervision. Driven by this, we here present a simple but effective pixel-level self-supervised distillation framework, Pixel-Wise Contrastive Distillation (PCD), which extends the idea of contrastive learning [22] by incorporating pixel-level knowledge distillation. PCD attracts the corresponding pixels from the student’s and the teacher’s output feature maps and separates the student’s pixels and the negative pixels of a memory queue [24]. With pixel-level distillation signal, PCD enables more efficient and adequate transfer of knowledge from the teacher to the student.

Second, it is not straightforward to distill pixel-level knowledge from the commonly adopted teachers pre-trained by image-level SSL methods [24, 9, 21, 6]. These teachers tend to project images into vectorized features, thus losing the spatial information which is indispensable to pixel-to-pixel distillation in our PCD. An intuitive practice to circumvent this issue would be to remove the well-
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trained projection/prediction head (a non-linear MLP attached to the backbone) and the global pooling layer. The distillation loss will be computed over the feature maps output by the backbone. However, we experimentally show the ineffectiveness of such a simplistic approach, implying that the projection/prediction head contains nonnegligible knowledge for pixel-level distillation. Towards the goal of leveraging this knowledge, we introduce a SpatialAdaptor to adapt the projection/prediction head used for encoding vectorized features to processing 2D feature maps while not changing the distribution of the output features. Though conceptually simple, the SpatialAdaptor is of great significance to pixel-level distillation.

Last, small models are innately weak in capturing information from the regions of large spans due to their smaller effective receptive fields (ERF) [37]. This natural deficiency prevents students from further imitating teachers at pixel-level. In this case, we append a multi-head self-attention (MHSA) module [49] to the student model, which explicitly relates the pixels within the student’s output feature maps. The addition of the MHSA module helps slightly enlarge the ERF of the small model, and consequently improves its transferring results. The MHSA will be deprecated in the fine-tuning phase. We think such gain without pain is very helpful for pre-training. We refer to Fig. 1a for a detailed depiction of PCD.

We comprehensively evaluate the effectiveness of PCD on several typical dense prediction tasks. PCD surpasses state-of-the-art results across all downstream tasks. Our results demonstrate the nontrivial advantages of PCD over competitive SSL methods designed for dense prediction tasks and previous image-level self-supervised distillation methods. Under the linear probing protocol, a ResNet-18 distilled by PCD attains 65.1% top-1 accuracy on ImageNet. These results highlight the superiority of pixel-level supervision signal for self-supervised distillation.

We also find that PCD is robust to the choices of pre-trained teacher models and works well with various student backbone architectures. Students of larger backbones can compete with or even exceed the teacher on certain tasks, revealing an encouraging path for pre-training. These findings carry implications for future research and we hope our work inspires further investigation into self-supervised pre-training with small models.

2. Related Work

Pixel/region-level self-supervised learning aims to learn competitive representations specialized for dense prediction tasks. Following the philosophy of contrasting pixel/region-level features from different augmented views, these methods develop various rules to find the positive pairs.

Intuitive methods [40, 43, 56, 58, 62, 52] record the offsets and the scaling factors induced by geometric transformations (e.g., cropping, resizing, and flipping) to locate the positive pairs of pixels/regions from different augmented views. In [27, 3], all pixels or regions within the original image are classified into some appropriate categories by a heuristic way or some unsupervised semantic segmentation methods. Any two pixels or regions from the same category form a positive pair. SoCo [51] and ORL [57] utilize the selective search [47] to identify numerous regions containing a single object and perform region-level contrastive learning based on these regions. DenseCL [50] and Self-EMD [35] pair the pixels of feature maps from different views according to some certain rules, e.g., minimizing the cosine distances between pixels or finding the matching set with minimum earth mover’s distance [30].

Our PCD does not rely on sophisticated rules or preparations to pair pixels or regions. Instead, we directly
contrast the feature maps output by the student and the teacher from the same view of an image, decoupling the requirement for delicate augmentation policies from the design of pre-training framework.

**Feature-based knowledge distillation** transfers knowledge by matching the intermediate features of students and teachers, which are often not comparable due to the difference in shapes, i.e., the number of channels and the spatial size. It is a common practice to reshape students’ features to have the same shape as teachers’ by a learnable module [44]. Some works [64, 33, 28, 8] transform both students’ and teachers’ features into tensors of the same shape. In PCD, shape alignment (especially with regard to the number of channels) is achieved by a non-linear projection head, which is a widely recognized technique in SSL for enhancing the quality of learned representations [9, 10, 21]. Additionally, in cases where the student and the teacher have feature maps of different spatial sizes, we employ a simple interpolation to complete the necessary alignment.

**Self-supervised distillation** transfers knowledge in a self-supervised learning fashion. CompRess [1] and SEED [18] propose to minimize the feature similarity distributions between students and teachers. DoGo [4] and DisCo [19] add a distillation branch for easing the optimization problem of small models during self-supervised pre-training. Previous works train students to classify images [61, 39] or miniatures and teachers, which are often not comparable due to the edge by matching the intermediate features of students and teachers. DoGo [4] and DisCo [19] add a distillation branch for easing the optimization problem of small models during self-supervised pre-training. Previous works train students to classify images [61, 39] or minis. Therefore, the supervision only comes from teachers, yielding task-agnostic students that can be fine-tuned on various downstream tasks.

**Image-level self-supervised distillation.** Though varying dramatically in the specific rules of computing distillation loss, current self-supervised knowledge distillation methods [61, 39, 1, 18, 4, 19, 60, 14] share one thing in common—the supervision signals are all at image-level. Below, we describe a general formulation for these methods.

An input image is fed to the student’s and the teacher’s backbone, generating feature maps, \(s \in \mathbb{R}^{C_s \times H \times W} \) and \(t \in \mathbb{R}^{C_t \times H \times W} \), respectively. \(C_s\) and \(C_t\) are the number of channels. \(H\) and \(W\) are the spatial sizes\(^2\). These feature maps are then global average/max pooled into vectorized features. The distillation loss \(L\) with respect to a single input image is defined by:

\[
L = L(\phi(s), \phi(t)),
\]

where \(\phi(\cdot)\) is the global pooling layer. Note that \(L(\cdot, \cdot)\) is a function composition \(^3\), but not a simple loss function like \(\ell_2\) distance. We let \(\phi\) be global average pooling for the ease of analysis, i.e., \(\phi(x) = \frac{1}{HW} \sum_i x_i\). Here \(i = (i_H, i_W)\) is a 2-tuple indexing the \((i_H, i_W)\)-th pixel of feature maps.

Given this unified formulation, we consider the derivative with respect to the \(i\)-th pixel of student’s feature maps \(s_i\). By chain rule, we have:

\[
\frac{\partial L}{\partial s_i} = \frac{\partial L}{\partial \phi} \frac{\partial \phi}{\partial s_i} = \frac{1}{HW} \frac{\partial L}{\partial \phi}.
\]

It is obvious to see that \(\frac{\partial L}{\partial s_i}\) is a term independent from the position of the pixel. In other words, teacher’s guidance is not detailed at pixel-level. There probably exists huge disparity between student’s and teacher’s pixel-level features. Consequently, it is far beyond reach for students (small models) to inherit the competitive pixel-level knowledge possessed by teachers. We argue that this may be the very reason of students’ imbalanced performance on classification and dense prediction tasks.

**Pixel-Wise Contrastive Distillation.** Motivated by the above analysis, we propose a simple pixel-level self-supervised distillation framework, Pixel-Wise Contrastive Distillation (PCD). Our PCD transfers knowledge by attracting the positive pairs of pixels from students and teachers and repulsing the negative pairs.

Different from augmentation-invariant representation learning [46, 24, 38, 9, 58, 50], the positive pairs of PCD are from the corresponding pixels of student’s and teacher’s output feature maps for the same image, i.e., \((s_i, t_i)\). Negative samples \(\{n^k|k = 1, \ldots, K\}\) are stored in a queue in conformity with MoCo [24]. For an input image, we optimize the average contrastive loss of all output pixels:

\[
\mathcal{L}(s, t) = \frac{1}{HW} \sum_i \ell(s_i, t_i, \{n^k\}),
\]

\(^2\)It is reasonable to assume \(s\) and \(t\) have the same spatial size owing to the popular 32-stride design of convolutional network architectures. We also discuss about the situation where the student and the teacher produce features with different spatial sized.

\(^3\)In CompRess [1], for example, \(L\) is equivalent to first estimating the similarity distributions of the student and the teacher, then computing the KL divergence among them.
where $\ell$ stands for the contrastive loss function. We do not directly contrast $s_i$ and $t_i$ for they may have different dimensions (i.e., the numbers of channels). Following SimCLR [9], we append a projection head (a non-linear MLP $\varphi$ parameterized by $\theta$) to student’s backbone. Details of the projection head $\varphi (\cdot | \theta)$ will be given in Sec. 3.2. The projection head $\varphi$ serves as aligning $s_i$ and $t_i$ in terms of dimension, and will be removed once training is accomplished. We denote the projected output $\varphi (s_i | \theta)$ as $s_i^\ast$ for short. The concrete form of $\ell$ is:

$$
\ell = - \log \frac{\exp \left( s_i^\ast T t_i / \tau \right)}{\exp \left( s_i^\ast T t_i / \tau \right) + \sum_k \exp \left( s_i^\ast T n_k / \tau \right)}, \tag{4}
$$

where $\tau$ is a temperature hyper-parameter. After back-propagation, teacher’s feature maps $t$ will be global pooled, $\ell$-2-normalized, and enqueued as a negative sample used for subsequent iterations. Here, we omit the $\ell$-2-normalization applied to $s_i^\ast$ and $t_i$. So the inner product $s_i^\ast T t_i$ equals to the cosine distance.

It is worth noting that PCD does not require $s$ and $t$ to have the same spatial size. In cases of $s$ and $t$ having mismatched spatial sizes, we perform bilinear interpolation on $t$ to match the spatial size of $s$. Further discussions are in Sec. 4.3.

**SpatialAdaptor.** For the models pre-trained by image-level SSL methods (e.g., [24, 9, 21, 6]), their projection/prediction heads (henceforth projection head for simplicity) are the stacked fully-connected (fc) layers with batch normalization (BN) layers and ReLU in between. These projection heads only take the global pooled features as inputs. If adopting these models as teachers (a common practice in previous self-supervised distillation methods), one has to remove the global pooling layer and the projection heads to be compatible with our PCD. However, removing the well-trained projection heads will break the integrity of teachers. Such removal incurs knowledge loss, bringing in sub-optimal results for transfer learning. We will empirically verify this in Sec. 4.3.

To meet the demand of utilizing the fruitful knowledge of the projection heads, we propose a SpatialAdaptor to adapt the projection heads to processing 2D inputs. We next discuss a simple case where the projection head only contains a fc layer ($f$) and ReLU ($\sigma$), to demonstrate how the SpatialAdaptor works. Before using the SpatialAdaptor, the feature maps $t$ output by teacher’s backbone will be global average pooled and fed to the projection head:

$$
\sigma (f (\phi (t))) = \sigma \left( f \left( \frac{1}{HW} \sum_i t_i \right) \right) = \sigma \left( \frac{1}{HW} \sum_i f (t_i) \right). \tag{5}
$$

The second equality holds being a consequence of $f$’s linearity. By interchanging $f$ and $\phi$, $f$ now acts on pixels rather than vectorized features. It follows that $f$ can be reformulated into a $1 \times 1$ convolution (conv) layer with the stride of 1. This simple case does not consider the existence of any BN layer since fc and BN layer together can be fused into a linear function and represented by $f$.

Furthermore, we present the Channel-Wise ReLU (CW-ReLU) that masks out the channels whose mean are negative. Let $\sigma^*$ denote CW-ReLU. By the definition, we have:

$$
\sigma (\phi (x)) = \phi (\sigma^* (x)). \tag{6}
$$

Eq. (6) means the global pooling layer and the activation function now are “commutative”. Combining Eq. (5) with this commutative property, we can interchange the global pooling layer and the activation function:

$$
\sigma (f (\phi (t))) = \phi (\sigma^* (f (t))). \tag{7}
$$

Note that $\phi$ in the right-hand side of Eq. (7) is only used for illustrating the invariability of the SpatialAdaptor. It will be omitted in actual use for maintaining spatial information.

Thus far, we have shown how a projection head composed of a fc layer and ReLU is adapted by the SpatialAdaptor to processing 2D feature maps while not changing the feature distribution (Fig. 1b). As such, the integrity of teachers is maintained, and our PCD is made compatible with the teachers pre-trained by various SSL methods. Though the case discussed above being so simple, the SpatialAdaptor can be easily generalized to the situation where the projection head is more complex (i.e., stacked with more fc layers and ReLU).

We are aware that the models pre-trained by pixel-level SSL methods [58, 50] have the projection heads processing 2D inputs. But this does not deprive the significance of the SpatialAdaptor, because we do not want too much constraints on teacher’s pre-training methods. Such accessibility can also be seen as a strength of our PCD.

**Multi-head self-attention.** Apart from the granularity of distillation signals, the intrinsic properties (e.g., limited capacity and smaller receptive field) of the students also play a role in self-supervised distillation. Consider the effective receptive field (ERF) [37] for an example. ERF measures how much each pixel contributes to the final prediction and has been proven to be closely related to the performance of
abundant computer vision tasks [7, 13]. Intuitively, models with larger ERF are able to capture information from a bigger area of image, leading to more robust and reliable predictions.

According to [37], we draw the ERFs of ResNet-50 and ResNet-18 [26] in Fig. 2. We can see a clear contrast that ResNet-50 has larger ERF (larger bright region) than ResNet-18. Therefore, it is unrealistic to expect small models to perfectly capture information from the regions of large spans like teachers do without outside help.

The definition of ERF indicates allowing more pixels to participate in predictions helps enlarge ERF. From this perspective, we can enhance the student model by explicitly relating all pixels right before making predictions. This is made possible by a multi-head self-attention (MHSA) module [49]. We introduce a MHSA module between student’s projection head and contrastive loss. Information from different pixels are aggregated together to make a more robust prediction. This module only induces a handful of memory and computation cost during pre-training, and does not influence the fine-tuning phase. Equipped with the MHSA module, the ERF of ResNet-18 is slightly enlarged (shown in the third picture of Fig. 2).

3.2. Baseline Settings

In this section, we provide the necessary details for implementing PCD.

**Teacher.** In most of our experiments, we adopt the ResNet-50 pre-trained by MoCo v3 [12] for 1000 epochs as the teacher. We use the momentum updated branch (i.e., momentum_encoder of the checkpoint) of MoCo v3 model. The projection head has the following structure: FC–BN–ReLU–FC–BN. The last BN has no affine parameters. We drop it because its static normalization statistics slow down the convergence. The global pooling layer of the backbone is removed. Modified by the SpatialAdaptor, the structure of the projection head becomes Conv–BN–CW-ReLU–Conv. The hidden and output dimension of the projection head is 4096 and 256 respectively. The shape of output feature maps is 256×7×7 (channels × spatial size). Other choices of teacher models are discussed in Sec. 4.3.

**Student.** By default, we use a ResNet-18 as the student’s backbone. It is followed by a projection head (φ mentioned in Sec. 3.1). We follow the asymmetric structure design in [21, 11, 12] to instantiate φ with two consecutive MLPs. The MLPs are structurally similar to the teacher’s projection head that is modified by the SpatialAdaptor, except that the activation function is ReLU. The hidden dimension of the student is equal to that of the teacher. We append a MHSA module [49] without position encoding [53] to the end of φ. The MHSA has 8 heads, each with an embedding dimension of 64. Each pixel of the input feature maps is regarded as a token. The attention values of all heads are concatenated and then projected by a 1×1 conv layer to match with the input features in dimension. The output of the MHSA module is used for computing the contrastive distillation loss. Other choices of student backbone architectures are discussed in Sec. 4.3.

**Distilling.** We perform self-supervised distillation on the ImageNet [45] training set. The image augmentation policy is the same as that proposed in [21], comprised of two distributions of augmentation. It generates a pair of augmented views for an input image. Our PCD computes distillation loss on each view and optimizes the mean of two losses. We observe this loss symmetrization brings about better convergence. We must point out that PCD with asymmetric loss also provides bright transfer performance (see in Sec. 4.2).

We use the LARS [63] optimizer to train for 100 epochs. The batch size is 1024. The base learning rate (lr) is set to be 1.0 and scaled by the linear scaling rule [20]: lr×batch_size/256. The learning rate is linearly increased to 4.0 for the first 10 epochs of training (warmup) and then decayed to 0 based on the cosine schedule. We use a weight decay of 0.00001 and a momentum of 0.9. All biases and the affine parameters of BN layers are excluded from the weight decay. We set the temperature of contrastive loss to be 0.2. The queue storing negative samples has a capacity of 65536.

4. Experiments

4.1. Evaluation Setup

Here, we provide some background for our fine-tuning experiments. We evaluate our PCD on VOC [17] object detection, COCO [34] object detection and instance segmentation, and CityScapes [13] semantic segmentation. The codebase for evaluation is Detectron2 [55]. We strictly fol-
|                  | ImageNet | VOC 07 | VOC 07+12 | COCO-C4 | COCO-FPN | CityScapes |
|------------------|----------|--------|-----------|---------|----------|------------|
|                  | Acc      | AP$_{50}$ | AP | AP$_{50}$ | AP | AP$_{bbox}$ | AP$_{mask}$ | AP$_{bbox}$ | AP$_{mask}$ | IoU |
| Teacher          | 74.6     | 77.8   | 48.1     | 83.0   | 56.7     | 37.4       | 32.8       | 40.7       | 36.9       | 73.5  |
| ImageNet Supervised | 69.8    | 70.0   | 38.2     | 76.9   | 47.3     | 30.7       | 28.0       | 36.3       | 33.0       | 70.2  |
| MoCo v2 [10]    | 48.7     | 69.7   | 40.2     | 77.5   | 49.7     | 30.7       | 27.9       | 35.0       | 31.8       | 70.4  |
| PixPro [58]      | 41.4     | 71.5   | 42.3     | 78.5   | 51.1     | 30.9       | 28.1       | 35.8       | 32.6       | 70.3  |
| CompRess [1]    | 63.9     | 71.3   | 41.2     | 78.4   | 50.4     | 31.4       | 28.4       | 35.7       | 32.4       | 70.3  |
| DisCo [19]      | 63.5     | 62.5   | 30.7     | 72.6   | 40.1     | 28.2       | 25.8       | 36.0       | 32.8       | 69.3  |
| BINGO [60]      | 64.2     | 70.4   | 39.9     | 77.8   | 49.3     | 31.1       | 28.2       | 36.2       | 32.8       | 71.0  |
| PCD, asymmetric | 64.2     | 72.7   | 42.7     | 79.3   | 51.5     | 31.9       | 28.8       | 37.0       | 33.7       | 71.6  |
| PCD              | 65.1     | 73.0   | 43.2     | 79.4   | 52.1     | 32.2       | 29.0       | 37.4       | 34.0       | 71.8  |

Table 1: Comparing different pre-trained models. All pre-trained models adopt ResNet-18 as backbone. ImageNet supervised pre-trained model is from the model zoo of PyTorch [41]. Other pre-trained models are from our reproductions built on their officially released codes. For fair comparisons, we pre-trained these models for 100 epochs. We use the ResNet-50 pre-trained by MoCo v3 as teacher for all self-supervised distillation methods. The best results are marked in bold, and the second best are marked in gray (exclusive of the teacher).

low the fine-tuning settings proposed in [24, 58] for fair comparisons. We also provide the linear probing accuracy on ImageNet.

It has been a notorious problem that fine-tuning LARS-trained models with optimization hyper-parameters best selected for SGD-trained counterparts yields sub-optimal performance [11, 32]. To address this, recent work [32] proposes NormRescale to scale the norm of LARS-trained weights by a specific anchor (e.g., the norm of SGD-trained weights or a constant number). It helps the LARS-trained models fit to the optimization strategy of fine-tuning. When fine-tuning C4 or FCN backbones pre-trained by PCD, we employ this technique to multiply the weights by a constant 0.25. Multiplying a constant is an efficient choice for not introducing extra training cost.

**VOC object detection.** We use a C4 backbone with Faster R-CNN [42] detector. We evaluate the pre-trained models under two fine-tuning settings. The first is to train on trainval2007 set for 9k iterations, and the second is to train on trainval2007 set for 24k iterations. We use the same fine-tuning settings as per [24]. Fine-tuned models are evaluated on test2007 set. For better reproducibility, we report the average AP$_{50}$ and AP over 5 runs.

**COCO object detection and instance segmentation.** We use two types of backbone, C4 and FPN, for fine-tuning on COCO dataset. The detector is Mask R-CNN [25]. Pre-trained models are fine-tuned on train2017 set according to the 1× optimization setting (about 12 COCO epochs). We report AP$_{bbox}$ for object detection and AP$_{mask}$ for instance segmentation on val2017 set.

**CityScapes semantic segmentation.** We implement a FCN-like [36] structure based on pre-trained backbones. A newly initialized BN layer is added to the end of pre-trained backbones for helping optimization. Subsequently, we append two atrous convolutional blocks, each with a 3×3 conv layer of 256 output channels, a BN layer, and ReLU. The conv layers have stride 1, dilation 6, and padding 6. The prediction layer is a 1×1 conv layer with 19 output channels (19 classes), whose outputs are then bilinearly interpolated to match the size of input images. Fine-tuning takes 90k iterations on train$_{fine}$ set. More detailed information of fine-tuning can be found in Appendix. We report the average IoU on val set over 5 runs.

**Linear probing in ImageNet.** We freeze the backbones pre-trained by PCD and train a linear classifier on the ImageNet training set. We use nesterov SGD to train for 100 epochs. The batch size is 1024, and the learning rate is 0.8 (base $lr = 0.2$). The learning rate will decay to 0 according to the cosine schedule without restart. The momentum is 0.9, and the weight decay is 0. We use a vanilla image augmentation policy containing random cropping, resizing to $224\times224$, and horizontal flipping. We report the single-crop classification accuracy on the ImageNet validation set.

### 4.2 Main Results

In Tab. 1, we present the fine-tuning results of the following pre-training methods: supervised pre-training, SSL methods, previous competitive self-supervised distillation methods, and our PCD. We notice that PixPro [58] (a SSL method designed for dense prediction tasks) outperforms the self-supervised distillation methods on most tasks. This observation confirms our hypothesis that small models are
Table 2: **Pixel-level vs. image-level.** We compare PCD to image-level contrastive distillation. The backbone is ResNet-18 and pre-trained for 100 epochs. The best results are marked in **bold.**

|          | VOC 07+12 | COCO-FPN | CityScapes |
|----------|-----------|----------|------------|
|          | AP$_{50}$ | AP       | AP$_{bbox}$ | AP$_{mask}$ | IoU |
| image-level | 78.7     | 49.8     | 36.5 | 33.3 | 71.1 |
| pixel-level | 79.4     | 52.1     | 37.4 | 34.0 | 71.8 |

Table 3: **Ablations on SpatialAdaptor.** We compare four variants of PCD (a-d) to examine the necessity of SpatialAdaptor. The backbone is ResNet-18 and pre-trained for 100 epochs. The best results are marked in **bold.**

|        | VOC 07+12 | COCO-FPN | CityScapes |
|--------|-----------|----------|------------|
|        | AP$_{50}$ | AP       | AP$_{bbox}$ | AP$_{mask}$ | IoU |
| (a)    | 76.0      | 48.8     | 36.5 | 33.2 | 70.1 |
| (b)    | 77.9      | 50.6     | 36.8 | 33.6 | 70.7 |
| (c)    | 77.3      | 50.1     | 36.3 | 33.1 | 69.6 |
| (d)    | 77.8      | 50.7     | 36.6 | 33.2 | 70.1 |
| ours   | **79.4**  | **52.1** | **37.4** | **34.0** | **71.8** |

Table 4: **Ablations on MHSA.** We ablate the MHSA module. “extra pred.” stands for replacing the MHSA module by an extra prediction head. The backbone is ResNet-18 and pre-trained for 100 epochs. The best results are marked in **bold.**

|        | VOC 07+12 | COCO-FPN | CityScapes |
|--------|-----------|----------|------------|
|        | AP$_{50}$ | AP       | AP$_{bbox}$ | AP$_{mask}$ | IoU |
| w/o MHSA | 79.2 | 51.8 | 37.1 | 33.7 | 71.6 |
| extra pred. | 79.1 | 52.0 | 37.2 | 33.7 | 71.2 |
| ours | **79.4** | **52.1** | **37.4** | **34.0** | **71.8** |

**difficult** to learn pixel-level knowledge from image-level pretext tasks, even with distillation signals, further justifying the necessity of our method.

Our PCD shows impressive generalization capacity: it surpasses all competitors on each dense prediction task. We achieve 37.4 AP$_{bbox}$ and 34.0 AP$_{mask}$ on COCO using the Mask R-CNN detector and the ResNet-18-FPN backbone, emerging as the first pre-training method exceeding the supervised pre-trained model on this benchmark. Under the linear probing protocol, our PCD also achieves decent top-1 accuracy (65.1%), which makes PCD a well-rounded self-supervised distillation method.

We notice that some competitors (e.g., supervised learning, MoCo v2 [10], and CompRes [1]) are pre-trained by asymmetric loss. Here, we provide an asymmetric variant of PCD to exclude the effect of loss symmetrization. The change is simple: we adopt the symmetric augmentation policy as per [21], and sample one augmented view from each input image during training. Indeed, the symmetric loss endows PCD with better performance, but asymmetric variant still achieves the second best results on all tasks (marked as gray in Tab. 1). The nontrivial advantages of PCD against other self-supervised distillation methods have confirmed the fact that pixel-level distillation signals are the key to transferring knowledge conducive to dense prediction tasks.

**4.3. Ablation Experiments**

We perform extensive ablation experiments to analyze PCD. Unless specified, we adopt the training settings mentioned in Sec. 3.2.

**Pixel-level vs. image-level.** To directly compare pixel-level and image-level distillation, we develop an image-level variant of PCD. Based on PCD, this variant vectorizes student’s and teacher’s output feature maps by an extra global average pooling layer and computes contrastive loss on these vectorized features. It has highly competitive results (Tab. 2) like those image-level self-supervised distillation methods in Tab. 1, revealing the effectiveness of contrastive loss used for self-supervised distillation. But it still lags behind the original PCD on all downstream tasks. This gap further confirms the importance of pixel-level distillation signal.

**Ablation on SpatialAdaptor.** We examine the necessity of the SpatialAdaptor for learning competitive representations. Without resorting to the SpatialAdaptor, we remove teacher’s projection head (along with the global pooling layer) and simply use the feature maps output by teacher’s backbone to compute contrastive loss (variant (a) in Tab. 3). The evaluation metrics AP$_{50}$ and AP on VOC are rather low. This variant overlooks the fact that teacher’s feature maps have numerous zeros (the characteristic of ReLU) while student’s feature maps do not. Contrasting two features from different distributions naturally leads to sub-optimal results.

For more reasonable comparisons, we introduce two more variants extended from variant (a). Variant (b) adds ReLU after the MHSA module. Variant (c) removes the MHSA module and adds ReLU after student’s projection head. Overall, these two variants (Tab. 3 (b-c)) are still significantly worse than PCD. And they are no better than the image-level self-supervised distillation methods in Tab. 1 and Tab. 2. We argue that preserving the integrity of teachers (with the help of the SpatialAdaptor) is of vital importance to pixel-level distillation. Otherwise, it will notably lower the quality of learned representations.

Additionally, we study the impact of invariability of SpatialAdaptor by replacing CW-ReLU with ReLU (variant (d)). We observe that keeping the distribution of teacher’s...
learned features unchanged has massive gains on dense prediction tasks (Tab. 3 (d)). In sum, the SpatialAdaport is an essential component of PCD, enabling more informative pixel-wise distillation from teachers pre-trained by image-level SSL methods.

**Ablation on multi-head self-attention.** We ablate the MHSA module in Tab. 4. PCD without the MHSA module meets slight performance drop. A plausible explanation for the positive impact of the MHSA module is that it works like a prediction head to promote the quality of learned representations [21, 11, 12]. We thus supersede the MHSA module by an extra prediction head of roughly the same number of parameters. This substitution does not bring any improvement (Tab. 4), suggesting that explicitly relating pixels is useful for PCD. The MHSA module only adds a small computational overhead to the pre-training phase, but it consistently benefits to various downstream tasks. We therefore regard it as a necessary part to PCD.

**Different teachers.** Both MoCo v3 and PCD are trained with contrastive loss. To exclude the positive or negative effect induced by optimizing the same type of loss, we consider using teachers pre-trained by SwAV [6], BYOL [21], and Barlow Twins [65]. The fine-tuning results in Tab. 5 show that these teachers can also inspire favorable representations. The effectiveness of PCD is not strictly correlated to the teacher model pre-trained by MoCo v3. It can be concluded that PCD is robust to the choices of teacher models.

Beyond typical convolutional architectures, we try using ViT [16] as the teacher to study the effect of cross-architectures distillation. There is an innate obstacle for ResNet-18 to imitate ViT at pixel-level, since they differ in the resolutions of output feature maps. Therefore, we downsample the output of ViT by a $2 \times 2$ average pooling layer with a stride of 2. Another solution would be to employ strided convolution in the projection head of student model. We leave it to be a topic of future research. It leads to acceptable results on dense prediction tasks, whereas unsatisfying linear top-1 accuracy ($57.6\%$) on ImageNet. We believe cross-architectures distillation (between CNNs and transformers) is a noteworthy problem for future research.

**Different students.** We investigate the effectiveness of PCD on different student backbones: ResNet-34, ResNet-50, and MobileNet v3 (Large) [31]. Compared to supervised pre-training, our PCD consistently outperforms on all backbones (Tab. 6). A clear trend is that backbones with larger capacity (from ResNet-18 to ResNet-50) have better transfer performance. A distilled ResNet-34 or ResNet-50 can rival or even beat the teacher (referred to Tab. 1) on some downstream tasks, marking the practicability of our...
5. Conclusion

In this paper, we study the notorious problem that small models pre-trained by SSL methods faces performance degradation on downstream tasks, especially on dense prediction tasks. We find it difficult for small models to learn pixel-level knowledge from image-level pretext tasks, even with distillation signals. To address this problem, we propose a simple but effective self-supervised distillation framework friendly to dense prediction tasks. Given the remarkable performance of PCD, we believe it points out a practical solution to pre-training small models in a self-supervised fashion.
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A. Qualitative Results

In Fig. 3, we visualize the feature maps from ‘layer4’ of ResNet-18 pre-trained by PCD and vectorized variant of PCD, respectively. The feature maps of ResNet-18 pre-trained by PCD show clear outlines of input images.

Figure 3: Visualization of feature maps. Images of the first column are from COCO val2017. The second and the third column depict the output feature maps of ‘layer4’ of ResNet-18 pre-trained by PCD and vectorized variant of PCD, respectively.

B. Details of Fine-Tuning Experiments

B.1. Fine-Tuning on CityScapes

The fine-tuning hyper-parameters are listed as follows:

| Configuration       | Value          |
|---------------------|----------------|
| optimizer           | SGD            |
| base learning rate  | 0.01           |
| momentum            | 0.9            |
| weight decay        | 1e-4           |
| batch size          | 16             |
| training steps      | 90000          |
| learning rate schedule | WarmupMultiStepLR |  |
| warmup iters        | 1000           |
| decay milestones     | 63000, 81000   |
| shortest edge of resizing | [512, 768, ..., 2048] |  |
| max input size      | 4096           |
| random cropping     | True           |
| random flipping     | True           |

B.2. Fine-Tuning MobileNet v3 (Large)

MobileNet v3 (Large) [31] is not a stage-wise architecture like ResNet series [26]. We have to manually define the “stem” and “res” stages in MobileNet v3 (Large) to fit in Detectron2. The rules for partitioning the modules of MobileNet v3 (Large) are: i) modules with the same stride belong to the same partition; ii) res4 must be of stride 16. We show the partitioning results:

| index | modules | total stride | partitions |
|-------|---------|--------------|------------|
| 1     | conv    | 2            | stem       |
| 2     | IBN     | 2            |            |
| 3     | IBN     | 4            | res2       |
| 4     | IBN     | 4            |            |
| 5     | IBN     | 8            | res3       |
| 6     | IBN     | 8            |            |
| 7     | IBN     | 8            |            |
| 8     | IBN     | 16           | res4       |
| 9     | IBN     | 16           |            |
| 10    | IBN     | 16           |            |
| 11    | IBN     | 16           |            |
| 12    | IBN     | 16           |            |
| 13    | IBN     | 16           |            |
| 14    | IBN     | 32           | res5       |
| 15    | IBN     | 32           |            |
| 16    | IBN     | 32           |            |
| 17    | conv    | 32           |            |

B.3. Distilling from Different Teachers

In Sec.4.3, we try using other models as teachers. Most of checkpoints are from the official repository, except for BYOL [21]. The ResNet-50 [26] pre-trained by BYOL are from the implementation of [32]. We list out the URLs for downloading these models:

- MoCo v3 (ResNet-50) [12]: https://dl.fbaipublicfiles.com/moco-v3/r-50-1000ep/r-50-1000ep.pth.tar
- MoCo v3 (ViT-Base) [12]: https://dl.fbaipublicfiles.com/moco-v3/vit-b-300ep/vit-b-300ep.pth.tar
- SwAV [6]: https://dl.fbaipublicfiles.com/deepcluster/swav_800ep_pretrain.pth.tar
- BYOL [21]: https://drive.google.com/file/d/1-5-049vsro9YW9WTokSc8CoSmjKfieB/view?usp=sharing
Barlow Twins [65]: https://dl.fbaipublicfiles.com/barlowtwins/ljng/checkpoint.pth

Barlow Twins has a projection head with an output dimension of 8192. We have to use the variant of PCD with asymmetric loss to distill knowledge from Barlow Twins due to limited memory.