Reexamination of the Madden–Julian Oscillation Effect on Wintertime Sea Ice Concentrations in the North Pacific
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Abstract: In the Pacific sector of the Arctic, a noticeable dipole pattern of the sea ice concentration (SIC) between the Sea of Okhotsk and the Bering Sea has been reported on timescales of weeks to months. The dipole pattern owes its existence to the large-scale circulation variability across the North Pacific. Meanwhile, it is well known that eastward propagating tropical convection on an intraseasonal timescale, the Madden–Julian Oscillation (MJO), forms large-scale circulation anomalies in the North Pacific through the poleward-propagating Rossby waves that are stimulated by MJO-related tropical convection, which is often manifested as a Pacific–North American teleconnection pattern. Few studies, however, have focused on the lagged MJO influence on the SIC change in the high-latitude North Pacific by poleward-propagating waves. Thus, herein, we investigated the intraseasonal SIC variations associated with the MJO phases by considering the lagged circulation response. The dipole pattern in the composite daily SIC change map between the two seas becomes apparent after approximately one week of MJO phases 3 and 7. In the Bering Sea (the Sea of Okhotsk), the SIC increases after MJO phase 3 (phase 7), while it decreases in phase 7 (phase 3). The lagged anomalous circulation pattern in the North Pacific associated with the MJO leads to SIC changes primarily through the dynamic response in 10 m winds and the resultant sea ice motion.
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1. Introduction

In winter, variations in sea ice control the local surface energy budget through the engagement of feedback processes with longwave radiative and turbulent heat fluxes [1]. Traditionally, the existence of thicker sea ice in winter reduces the energy exchange between the ocean and atmosphere, but diminishing sea ice means the marginal Arctic seas (e.g., the Barents and Kara Seas) have remained exposed to the cold winter atmosphere in recent decades, which drastically enhances the ocean-to-atmosphere heat flux [2].

Arctic winter sea ice notably fluctuates on various timescales associated with major large-scale oceanic and atmospheric climate modes at the Northern Hemisphere (NH) mid- and high-latitudes, such as the Pacific Decadal Oscillation (PDO), the Atlantic Multidecadal Oscillation (AMO), and the Arctic Oscillation (AO)/North Atlantic Oscillation (NAO). The PDO and AMO directly determine the ocean temperatures of the Pacific and Atlantic sectors of the Arctic, respectively. The sea ice concentration (SIC) is reduced in their warm phases, which can be partially attributed to the recent Arctic sea ice retreat [3,4]. The positive AO/NAO phase indicates the deepening of the Icelandic low,
causing noticeable export (import) of sea ice in the Labrador (Barents) Sea [5,6], and also leads to more effective sea ice export across the central Arctic to the Fram Strait by the anomalously weakened Arctic high [7].

A remote response of the Arctic to the tropics has also been investigated in terms of El Niño–Southern Oscillation (ENSO) and the Madden–Julian Oscillation (MJO). The Arctic warming is accelerated during the period of a La Niña-like tropical convection pattern via the upward and poleward propagation of Rossby waves [8,9]. Similarly, on an intraseasonal timescale, the dominant intraseasonal mode of tropical convection, the MJO [10], has been found to contribute to Arctic warming [11] and sea ice [12], where the poleward-propagating Rossby waves are attributed to those remote connections [13]. Henderson et al. [12] studied the Arctic sea ice modulation by the MJO in winter and summer and found that the winter (January) SIC variability in the Atlantic (Pacific) sector showed a mirror-like pattern between MJO phases 4 and 7 (2 and 6), indicating an MJO phase-dependent modulation.

The intraseasonal poleward-propagating Rossby waves, stimulated by MJO-related convection, traverse the North Pacific in a Pacific–North American (PNA)-like pattern [13–16]. Therefore, the MJO North Pacific teleconnections must show lagged responses after its stimulation in the tropics. In this context, the NH high-latitude composite anomalies, using the same days as each MJO phase that were applied in [12], may mislead the response to a certain MJO phase in the NH extratropics, even though the study was meaningful, giving a first look at the MJO effect on Arctic sea ice. In this study, therefore, we reexamine the MJO influence on the winter SIC variability by focusing on sea ice in the North Pacific sector (i.e., the Sea of Okhotsk and the Bering Sea) and the closest Arctic marginal sea ice zone where the MJO-stimulated propagating Rossby waves have a direct effect. We also aim to confirm that the intraseasonal MJO North Pacific teleconnections establish the well-known Pacific dipole variability of SICs between the Sea of Okhotsk and the Bering Sea from timescales of weeks to months [5,17].

2. Data and Methods

The daily data from the European Centre for Medium-Range Weather Forecasts Reanalysis Interim (ERA-Interim) [18] were used for SIC, sea level pressure (SLP), air temperature at 2 m height (T2m), zonal and meridional winds at 10 m height, and 300 hPa geopotential height. The horizontal resolutions of the dataset are 1.0° × 1.0° for SIC and 1.5° × 1.5° for atmospheric variables. The eddy geopotential height was computed by removing the global zonal average. As a proxy for tropical convection, the daily 2.5° × 2.5° interpolated outgoing longwave radiation (OLR) data provided by the National Oceanic and Atmospheric Administration [19] were utilized. For daily sea ice motion, polar pathfinder daily 25 km Equal-Area Scalable Earth (EASE) grid sea ice motion vectors version 4 data [20], provided by the National Snow and Ice Data Center, were used. To analyze the effects of the MJO on SIC, the daily change in SIC (ΔSIC) was calculated as follows:

\[
ΔSIC = SIC_n - SIC_{n-1}
\]  

where \(n\) indicate a certain day [12]. The daily change in T2m (ΔT2m) is also determined in the same manner.

The MJO is based on the daily real-time multivariate MJO (RMM) index [21]. The MJO phase and amplitude are characterized by using the principal components of the two leading combined empirical orthogonal functions of near-equatorially averaged 850 and 200 hPa zonal winds and satellite-observed OLR. The MJO has eight phases, according to the region of MJO convection [21].

Composite analysis was performed in order to investigate the variability of sea ice according to the MJO phase during the boreal winter (December–January–February, DJF) for the period of 1981/1982–2017/2018. Prior to this, the seasonal cycle was removed at each grid point for all atmospheric and oceanic variables. The seasonal cycle was calculated by taking a 30-year average for 1981–2010 and then smoothing it using a 1–2–1 weighting function, where 0.5 is multiplied by the value for a day and 0.25 was multiplied by the values for the previous and following days in the moving average.
window [22]. Thereafter, the daily variables without seasonal cycle were detrended by subtracting the DJF mean for each year. For the composite analysis, each MJO phase event was defined as the largest value date during a time period in which the MJO amplitude is greater than 1.0 standard deviations for three or more consecutive days. If an event occurs within 15 days of the preceding event, then the smallest event was discarded. The MJO-related tropical convection anomalies influence the NH extratropical circulation by the propagations of Rossby waves within a time period of 1–2 weeks [11,13,23]. Therefore, it is natural to regard that the tropical convection anomalies should occur in advance of the circulation anomalies affecting SIC. Based on this fact, we chose a weekly mean over 4–10 days after the peak date of each phase of an MJO event (day 0), which roughly spans a 1–2 week range for the composites of variables in the NH extratropics, while day 0 was chosen for the tropical OLR composite. The significance of the composite was evaluated based on a Student’s t-test, and the confidence intervals are detailed in the associated figure captions.

3. Results

Figure 1a displays the time series of anomalies of the daily SIC over the Bering Sea and the Sea of Okhotsk. Here, the Bering Sea and the Sea of Okhotsk were respectively defined as the areas of 50–70° N, 170–200° E and 50–60° N, 140–155° E. For calculating the SIC anomaly time series, the seasonal cycle was first extracted, and then each annual DJF mean was removed. As seen in Figure 1a, it is clear that the variability of SIC anomalies in the Sea of Okhotsk is much larger than that of the Bering Sea. This might be because the Sea of Okhotsk is covered by more thin and floating ice sensitive to large-scale environmental changes. The correlation coefficient between the time series is –0.33, which is statistically significant at the 99% confidence level. This is consistent with several previous studies, which showed a dipole type of SIC fluctuation between the Bering Sea and the Sea of Okhotsk [5,6].

Figure 1. (a) Wintertime (December–February) daily time series of sea ice concentration anomalies in the Bering Sea (red) and the Sea of Okhotsk (blue) from 1981 to 2017. Hereafter, 1981 denotes the December-January-February (DJF) of 1981 from 1 December 1981 to last day of February 1982 as an example. (b) and (c) indicate the power spectrum (black solid), red noise curve (gray dashed), and 95% confidence bounds (red dashed) for the Bering Sea and the Sea of Okhotsk, respectively.
The power spectra indicate that the intraseasonal variabilities are dominant in both seas (Figure 1b,c). Common significant peaks are found near 40–50 days, i.e., the characteristic timescale of the MJO, indicating that intraseasonal variabilities of SIC for both basins are possibly in accordance with the MJO. However, the separate outstanding peak at 60–65 days in the Bering Sea SIC time series is notable. Assuming that it has a physical reason, some speculations can be suggested as follows: (1) there could be the MJO-induced propagating waves with slower velocity that only cross the Bering Sea [24,25]; (2) the interaction with the other low-frequency oscillations (e.g., the North Pacific Oscillation (NPO), ENSO, etc.) could generate the lengthened timescale of intraseasonal variability [26]; and (3) the slower oceanic phenomenon (e.g., ocean eddies) in the Bering Sea could be responsible for the spectral peak [27]. Because thorough dynamical analyses are needed to prove this, we leave these topics for a future study.

In order to relate the sea ice variability in the Pacific sector of the Arctic with the large-scale conditions associated with the MJO, we conducted a composite analysis with respect to each MJO phase. The occurrence of each MJO phase was defined when the amplitude for the phase exceeds its standard deviation from the average. The first day of occurrence of each peak phase was set by a lag 0 day. According to Figure 2, the opposite ∆SIC is clearly shown between the Bering Sea and the Sea of Okhotsk in most of the phases. In the Bering Sea (the Sea of Okhotsk), a positive ∆SIC is predominant in phases 2–4 (phases 6 and 7), while a negative ∆SIC is evident in phases 6 and 7 (phases 2–4).

The dipole pattern of ∆SIC between the Bering Sea and the Sea of Okhotsk in each phase seems to be largely attributed to 10 m wind fields. In phases 2–4, anomalous southerly/southeasterly and northwesterly winds dominate the Sea of Okhotsk and the Bering Sea, respectively (Figure 2a). The northeastward wind-driven transport due to southerly/southeasterly winds could make the sea ice pull back to north shore of the Sea of Okhotsk, resulting in a sea ice reduction (Figure 3). In the Bering Sea, the increasing region of ∆SIC moves southward more gradually from phases 2 to 4. In phase 2, ∆SIC increases thermodynamically in relation to the cold advection due to northwesterly winds (Figure 2b). In addition, the convergence of sea ice motion in the Bering Strait could explain the increasing sea ice therein, although the sea ice motion is not easily attributable to wind vectors. For phases 3 and 4, however, it is clear that the southward wind-driven transport due to northwesterly winds likely spreads out sea ice, causing a sea ice increase (Figure 3). Meanwhile, except for the Bering Sea in phase 2, there are no noticeable air temperature changes over the two ocean basins during phases 2–4 (Figure 2b). Hence, sea ice changes seem to be more dominantly controlled by the dynamic process in the both ocean basins.

The 10 m wind field strongly depends on the SLP pattern over the North Pacific. In SLP composites, the eastward tilted dipole patterns are evident between the North Pacific and Alaska in both phases 3 and 7 (Figure 4a). In phase 3, an anomalous high and low are located in the North Pacific and Alaska, respectively. The opposite is true for phase 7. These SLP patterns exactly correspond to the 10 m wind vectors shown in Figure 2. Since we hypothesized herein that the SLP patterns are attributable to the planetary Rossby waves being stimulated by MJO-related tropical convection, the 300 hPa eddy geopotential height fields were also investigated. As can be seen in Figure 4b, in the upper-level troposphere, the planetary Rossby waves are clearly displayed. Enhanced tropical convection over the Indian Ocean (in phase 3) causes the negative PNA-like pattern, while that over the central Pacific (in phase 7) creates a positive PNA-like pattern. In fact, several studies have suggested that active (inactive) convection in the Indian Ocean and the western Pacific is likely related to the negative (positive) PNA pattern [14,23]. According to our results, the upper-level eddy geopotential height nearly corresponds to the SLP pattern. These strong barotropic structures in both phases strongly support the idea that the SLP pattern is modulated by the planetary Rossby waves stimulated by the MJO-related tropical heating.
The power spectra indicate that the intraseasonal variabilities are dominant in both seas (Figure 1b,c). Common significant peaks are found near 40–50 days, i.e., the characteristic timescale of the MJO, indicating that intraseasonal variabilities of SIC for both basins are possibly in accordance with the MJO. However, the separate outstanding peak at 60–65 days in the Bering Sea SIC time series is notable. Assuming that it has a physical reason, some speculations can be suggested as follows: 1) there could be the MJO-induced propagating waves with slower velocity that only cross the Bering Sea [24,25]; 2) the interaction with the other low-frequency oscillations (e.g., the North Pacific Oscillation (NPO), ENSO, etc.) could generate the lengthened timescale of intraseasonal variability [26]; and 3) the slower oceanic phenomenon (e.g., ocean eddies) in the Bering Sea could be responsible for the spectral peak [27]. Because thorough dynamical analyses are needed to prove this, we leave these topics for a future study.

Figure 2. Seven-day mean anomaly composites of (a) daily change in sea ice concentration ($\Delta$SIC, shading), sea level pressure (SLP, contour), and 10 m winds (arrows), and (b) $\Delta T_{2m}$ from day 4 to 10 after each Madden–Julian Oscillation (MJO) phase peak. The sea level pressure contour interval is 1 hPa from ±1 hPa, and the dashed lines represent the negative anomaly. The composites over the dotted or bold-lined regions are statistically significant at the 90% confidence level based on a Student’s $t$-test. Ten-meter wind anomalies are only plotted at statistically significant levels.
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dotted or bold-lined regions are statistically significant at the 90% confidence level based on a Student’s t-test. In phases 6 and 7, anomalous northeasterly and southeasterly winds prevail in the Sea of Okhotsk and the Bering Sea, respectively (Figure 2a). Similarly, the southwestward wind-driven transport due to northeasterly wind extends sea ice in the Sea of Okhotsk (Figure 3). The northwestward wind-driven transport, due to southeasterly winds, leads sea ice to be contracted to the north so that sea ice retreats in the basin (Figure 3). Air temperature is not the main factor in the SIC variations in phases 6 and 7, although warm advection may affect the decrease in SIC in the Bering Sea in phase 6. According to our results, the dipole pattern in sea ice between the Bering Sea and the Sea of Okhotsk is evident in phases 2–4 and phases 6–7. Because of their similarity of mechanism to control sea ice change, i.e., wind-driven transport, we will hereafter focus more on phases 3 and 7 of the MJO for a simpler approach. In addition, the MJO-induced teleconnection patterns are not so different within each phase group, i.e., phases 2–4 and phases 6–7 (not shown).

Figure 3. Seven-day mean anomaly composites of sea ice motion from day 4 to 10 after each MJO phase peak. The composites over the green shaded regions are statistically significant at the 90% confidence level based on a Student’s t-test. In phases 6 and 7, anomalous northeasterly and southeasterly winds prevail in the Sea of Okhotsk and the Bering Sea, respectively (Figure 2a). Similarly, the southwestward wind-driven transport due to northeasterly wind extends sea ice in the Sea of Okhotsk (Figure 3). The northwestward wind-driven transport, due to southeasterly winds, leads sea ice to be contracted to the north so that sea ice retreats in the basin (Figure 3). Air temperature is not the main factor in the SIC variations in phases 6 and 7, although warm advection may affect the decrease in SIC in the Bering Sea in phase 6. According to our results, the dipole pattern in sea ice between the Bering Sea and the Sea of Okhotsk is evident in phases 2–4 and phases 6–7. Because of their similarity of mechanism to control sea ice change, i.e., wind-driven transport, we will hereafter focus more on phases 3 and 7 of the MJO for a simpler approach. In addition, the MJO-induced teleconnection patterns are not so different within each phase group, i.e., phases 2–4 and phases 6–7 (not shown).

Figure 4. Seven-day mean anomaly composites of (a) SLP and (b) outgoing longwave radiation (OLR) (shading) and a 300 hPa eddy geopotential height (contour) for MJO phases 3 and 7. Composite averages were taken from each MJO phase peak date for OLR and day 4 to 10 after each MJO phase peak for others. The interval of the 300 hPa geopotential height anomaly is 20 m from ±10 m, and the dashed line represents the negative anomaly. The composites over the dotted or bold-lined regions are statistically significant at the 90% confidence level based on a Student’s t-test.
To further verify the possible relation between sea ice and the MJO found in this study, representative cases of MJO phases 3 and 7 were selected when the amplitude of the RMM index was larger than two times the standard deviation from its mean (Figure 5). The chosen cases for phases 3 and 7 are 6 February 1985 (Case 1) and 1 January 1993 (Case 2), respectively. In Case 1, the negative PNA-like pattern gradually develops from lag 0 to lag +9 days after enhanced tropical convection in the Indian Ocean. A positive ΔSIC in the Bering Sea prevails throughout all the lag days, while a negative ΔSIC in the Sea of Okhotsk is dramatically enhanced after the lag +6 day. The latter is because anomalous southeasterly winds over the Sea of Okhotsk notably form after the lag +6 day. In Case 2, the positive PNA-like pattern is shown the lag +6 day after the suppression of tropical convection in the Indian Ocean. In the Bering Sea, similar to Case 1, a negative ΔSIC prevails throughout all the lag days, whereas, in the Sea of Okhotsk, a positive ΔSIC becomes noticeable after the lag +6 day but the signal is weaker, compared with Case 1, due to weaker prevailing wind anomalies therein.

Figure 5. Anomalies of the atmospheric variables and ΔSIC (a) on 6 February 1985 for phase 3 and (b) on 1 January 1993 for phase 7. Shading indicates the tropical OLR (ΔSIC), and the contour is the eddy Z300 (SLP) in the left (right) panels. Arrows in the right panels are 10 m wind vectors with wind speeds above 5 m/s. The interval of the 300 hPa geopotential height (SLP) anomaly is 100 m (7 hPa), and dashed lines represent the negative anomaly.

4. Discussion and Conclusions

This study explored the MJO impact on wintertime SIC in the North Pacific sector, especially over the Bering Sea and the Sea of Okhotsk. Time series of intraseasonal SIC anomalies over the Bering Sea and the Sea of Okhotsk show a negative correlation, in agreement with the findings of previous works [28,29]. Moreover, both time series have significant power spectra of about 40–50 days, representing intraseasonal variations relevant to the characteristic MJO timescale. Intraseasonal variability of SIC accounts for up to 38% and 33% of the total variation over the Bering Sea and the Sea of Okhotsk, respectively. Given that the variations of SIC in the two seas are well synchronous with the evolution of the MJO, these amounts of explained variance may have implications on real SIC predictions using the MJO phase [30].

Figure 6 schematically summarizes the North Pacific sea ice response to the intraseasonal dynamical processes associated with the two core phases of the MJO (i.e., phases 3 and 7). At phase 3 of the
MJO, enhanced convection over the tropical Indian Ocean remotely induces a wave train toward the North Pacific Ocean, forming a negative PNA-like pattern approximately one week after its peak date (Figure 6a). During this period, northwesterly (southeasterly) winds prevail, and the ∆SIC anomalies are positive (negative) in the Bering Sea (the Sea of Okhotsk) resulting in the SIC increase (decrease) via wind-driven ice drift. Meanwhile, suppressed convection over the Indian Ocean, representing the MJO phase 7, leads to a positive PNA-like pattern approximately one after its peak date (Figure 6b). This is responsible for southeasterly (northeasterly) winds over the Bering Strait (the Sea of Okhotsk), leading to the decrease (increase) in ∆SIC through wind-driven ice drift.

\[\text{(a) Phase 3}\]

\[\text{(b) Phase 7}\]

Figure 6. Schematics of the MJO impacts on the atmospheric circulation and sea ice in the North Pacific for (a) phase 3 and (b) phase 7. The black solid lines and dashed circles denote anticyclonic and cyclonic circulation anomalies, respectively. The curly thick blue (red) arrows denote the wind anomalies with a northerly (southerly) component, and green (brown) shadings at high latitudes indicate an increase (a decrease) of SIC.

Our study is advanced from [12] in the following two aspects. Differently to [12], we considered the time lag of the influence of the MJO on the North Pacific teleconnection and brought the dipole sea ice modulation by the MJO over the North Pacific into focus. Taking the time lag into consideration, the intraseasonal SIC changes at the peak phases (i.e., 3 and 7) seem to be more dependent on wind-driven sea ice drift rather than temperature anomalies, because there is no promoting effect on the significant changes in ∆SIC by temperature anomalies in phases 3 and 7. Yet, as in [12], the temperature anomalies still seem to affect phases 2 and 6.

There are some crucial aspects which were not investigated in detail here. In the mid- and high-latitude, the synoptic eddies, such as the locations, intensities, and tracks of the North Pacific storms also play a part in sustaining the low-frequency variability. In phase 3 (7), for example, an anomalous anticyclone (cyclone) in the Bering Sea implies less or weaker (more or stronger) storm activity, which co-occurs with the expansion (shrinking) of sea ice area in the region. This situation is very similar to the explanation of [31], where the authors noted that the sea ice extent in the Bering Sea is linked to wintertime storm track location on an interannual timescale. From a dynamical perspective, the storm activity is tightly linked to the low-frequency variability through the synoptic
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eddy feedback [32]. By nature, the synoptic eddy feedback sustains the low-frequency variabilities, such as the PNA, NPO, and AO/NAO, all of which are significantly modulated by the MJO in the tropics [16,23,33,34]. Therefore, further investigation on the role of synoptic storms in SIC changes under different MJO phases is necessary for the following study.
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