LOGARITHMIC VERTEX ALGEBRAS
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Abstract. We introduce and study the notion of a logarithmic vertex algebra, which is a vertex algebra with logarithmic singularities in the operator product expansion of quantum fields; thus providing a rigorous formulation of the algebraic properties of quantum fields in logarithmic conformal field theory. We develop a framework that allows many results about vertex algebras to be extended to logarithmic vertex algebras, including in particular the Borcherds identity and Kac Existence Theorem. Several examples are investigated in detail, and they exhibit some unexpected new features that are peculiar to the logarithmic case.
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1. Introduction

Vertex algebras essentially appeared in physics as chiral algebras in conformal field theory [BPZ, Go, DMS], and in mathematics in the construction of the moonshine module of the Monster group [Bo, FLM]. Since then, the theory of vertex algebras has been developed in different directions (see, e.g., [FB, LL, K, KRR]). In particular, a generalization called generalized vertex algebras was later given in [FFR, DL, M] (called vertex operator algebras in [FFR]). Important examples of generalized vertex algebras have been constructed, in particular, in [FFR, DL, M, GL, BK].

In this work, we define and study a generalization of vertex algebras, which we call logarithmic vertex algebras. We develop a framework in terms of a locally-nilpotent endomorphism \( S \in \text{End}(V) \otimes \text{End}(V) \) for a vector space \( V \), which we call an (infinitesimal) braiding map on \( V \). This allows many results about vertex algebras to be extended to logarithmic vertex algebras. A logarithmic vertex algebra with a trivial braiding map \( S = 0 \) is an ordinary vertex algebra, and in this case our results reduce to known statements about vertex algebras.

Now we describe two motivations for studying logarithmic vertex algebras. Our first motivation comes from the so-called twisted modules of vertex algebras, which were introduced and developed in [Le, FLM, FFR, D]. Let \( \sigma \) be a finite-order automorphism of a vertex algebra \( U \). Then for any \( \sigma \)-twisted \( U \)-module \( W \), the direct sum \( U \oplus W \) naturally has a structure of a generalized vertex algebra (see, e.g., [BK]). Note that every finite-order automorphism is semisimple. The notion of a twisted module has been generalized for non-semisimple automorphisms [H, B]; in this case, the quantum fields involve the logarithm of the formal variable, and such modules are called twisted logarithmic modules. Let \( N \in \text{Der}(U) \) be a locally-nilpotent derivation of a vertex algebra \( U \); then \( \varphi = e^{-2\pi i N} \) is an automorphism of \( U \). In Section 3.7 below, we show that \( V = U \oplus W \) has a natural structure of a logarithmic vertex algebra for any \( \varphi \)-twisted logarithmic \( U \)-module \( W \). In this case, the braiding map \( \mathcal{S} \) on \( V \) is given by:

\[
\mathcal{S}|_{U \otimes U} = 0, \quad \mathcal{S}|_{U \otimes W} = N \otimes I, \quad \mathcal{S}|_{W \otimes U} = I \otimes N, \quad \mathcal{S}|_{W \otimes W} = 0,
\]

where \( I \) denotes the identity operator. The notion of a logarithmic vertex algebra extends that of a twisted logarithmic module by allowing logarithmic singularities in the algebra itself and not just in the action of the algebra on its module. Many of the ideas and results of the present paper generalize and extend those developed in [B] for twisted logarithmic modules.
Our second and main motivation comes from logarithmic conformal field theory (LCFT); see, e.g., [G1, G2, Ga, CR] and the references therein. We are motivated by LCFT to define conformal logarithmic vertex algebras (Definition 3.18), in which we have a Virasoro Lie algebra action on the vector space $V$. In LCFT, the Virasoro operator $L_0$ is not semisimple as in usual conformal vertex algebras, but acts as a Jordan matrix on $V$. We denote by $L_0^{(s)}$ the semisimple part of $L_0$ and by $L_0^{(n)} = L_0 - L_0^{(s)}$ its locally-nilpotent part, according to its Jordan–Chevalley decomposition. Then we have the following relation between $L_0^{(n)}$ and the braiding map $\mathcal{S}$ in a conformal logarithmic vertex algebra $V$. Suppose that

$$L_0^{(n)} = d + \sum_i f_i g_i \quad \text{where} \quad d, f_i, g_i \in \text{Der}(V),$$

an assumption that holds in many examples. Then

$$\mathcal{S} = - \sum_i (f_i \otimes g_i + g_i \otimes f_i);$$

see Proposition 3.19 below for a more precise statement (in the fermionic case, one has to include appropriate signs). Notice that, as already observed in [G1], if $L_0$ is not semisimple so $L_0^{(n)} \neq 0$, then we are forced to have $\mathcal{S} \neq 0$ and hence logarithms.

In this paper, we present a rigorous formulation of the algebraic properties of quantum fields in LCFT, which can be used to do explicit calculations with the operator product expansion (OPE). We derive a version of the Kac Existence Theorem, thus providing a way to construct a logarithmic vertex algebra from a collection of generating fields. In particular, we interpret an example of a LCFT at central charge $c = 0$, due to Gurarie–Ludwig [GL1, GL2, G2], as an explicit example of a conformal logarithmic vertex algebra (see Section 4.4). In a future work, we will study the representations of this logarithmic vertex algebra, which we hope will shed light on LCFT at $c = 0$.

In more details, to every vector (state) $a$ in a logarithmic vertex algebra $V$, there corresponds a field $Y(a, z)$, which is a linear map from $V$ to the space of Laurent series in a formal variable $z$ that are also polynomials in another formal variable $\zeta = \log z$,

$$Y(a, z) : V \to V((z))[\zeta], \quad a \in V.$$ 

The map $a \mapsto Y(a, z)$ is called the state-field correspondence and has the property that

$$Y(1, z) = I, \quad Y(a, z) 1 \in V[z], \quad Y(a, z) 1 \big|_{z=0} = a,$$

where $1$ denotes the vacuum vector. The fields $Y(a, z)$ have a mode expansion that involves the braiding map $\mathcal{S}$:

$$Y(a, z)b = \sum_{n \in \mathbb{Z}} z^{-n-1-\mathcal{S}} a_{(n+\mathcal{S})} b, \quad z^{-\mathcal{S}} := e^{-\zeta \mathcal{S}},$$
which generalizes the corresponding expression about twisted logarithmic modules from [B]. The precise meaning of this formula is that we have bilinear products

\[ \mu_{(n)}: V \otimes V \rightarrow V, \quad \mu_{(n)}(a \otimes b) = a_{(n+\mathcal{S})}b, \quad n \in \mathbb{Z}, \]

and then

\[
Y(a, z)b = \sum_{n \in \mathbb{Z}} \mu_{(n)} \left( z^{-n-1-\mathcal{S}}(a \otimes b) \right)
= \sum_{i, n \in \mathbb{Z}} \frac{(-1)^i}{i!} z^{-n-1} \mu_{(n)} \left( \mathcal{S}^i(a \otimes b) \right).
\]

Here the sum over \( i \) is finite, because \( \mathcal{S} \) is locally nilpotent, so \( \mathcal{S}^i(a \otimes b) = 0 \) for \( i \gg 0 \). For every fixed \( a \) and \( b \), we also have \( a_{(n+\mathcal{S})}b = 0 \) for \( n \gg 0 \). All these products, together with the action of \( \mathcal{S} \), encode the OPE of logarithmic fields as follows:

\[
Y(a, z_1)Y(b, z_2) \sim \sum_{i, n \in \mathbb{Z}} \frac{(-1)^i}{i!} \log^i(z_1 - z_2) \mu_{(n)} \left( \mathcal{S}^i(a \otimes b), z_2 \right).
\]

In conformal field theory, it is customary to include only the singular part of the OPE, which corresponds to the sum over \( n \geq 0 \) (and \( i = 0 \) as there are no logarithms). In LCFT, the singular part of the OPE involves the sets of indices \( \{i = 0, n \geq 0\} \) and \( \{i \geq 1, n \in \mathbb{Z}\} \), because all logarithmic terms are singular. Fortunately, the terms with \( \log(z_1 - z_2) \) are controlled by the action of \( \mathcal{S} \). Once we know the terms with \( i = 0 \) that are determined by the products \( a_{(n+\mathcal{S})}b \), then the terms with \( \log^i(z_1 - z_2) \) are obtained from taking \((n + \mathcal{S})\)-th products of the vectors appearing in the expression \( \mathcal{S}^i(a \otimes b) \). The fact that such a nested structure exists was one of our main initial observations.

Our next goal was to understand the algebraic relations satisfied by all \((n + \mathcal{S})\)-th products and the braiding map \( \mathcal{S} \). The answer is given by the following logarithmic analogue of the Borcherds identity on \( V \otimes^3 \) for all \( k, m, n \in \mathbb{Z} \):

\[
\sum_{j = 0}^{\infty} (-1)^j \mu_{(m+n-j)}(I \otimes \mu_{(j)}) \binom{n + \mathcal{S}_{12}}{j}
- \sum_{j = 0}^{\infty} (-1)^{n+j} \mu_{(n+k-j)}(I \otimes \mu_{(j)}) \binom{n + \mathcal{S}_{12}}{j}(P \otimes I)
= \sum_{j = 0}^{\infty} \mu_{(m+k-j)}(\mu_{(j+n)} \otimes I) \binom{m + \mathcal{S}_{13}}{j},
\]
where $P: V \otimes V \to V \otimes V$ is the transposition of factors (with the appropriate sign in the fermionic case). Above, we use the standard notation

$$\mathcal{S}_{12} = \mathcal{S} \otimes I, \quad \mathcal{S}_{23} = I \otimes \mathcal{S}, \quad \mathcal{S}_{13} = (I \otimes P) \mathcal{S}_{12} (I \otimes P)$$

for the action of $\mathcal{S}$ on the corresponding factors in the tensor power $V \otimes^3$.

Notice that, unlike the case of ordinary vertex algebras, the Borcherds identity for $n = 0$ does not give a formula for the commutator of modes. Instead, in general, one gets a sequence of quadratic relations (see Section 4.4). Other unexpected new features arise that are peculiar to the logarithmic case. For example, it is possible to have $a, b \in V$ such that the corresponding fields have a trivial singular OPE

$$Y(a, z_1)Y(b, z_2) \sim 0,$$

but nevertheless do not commute,

$$[Y(a, z_1), Y(b, z_2)] \neq 0.$$ 

In other words, even if $\mathcal{S}(a \otimes b) = 0$ and $a_{(j+\mathcal{S})}b = 0$ for all $j \geq 0$, one may have some $[a_{(m+\mathcal{S})}, b_{(k+\mathcal{S})}] \neq 0$, due to the presence of $\mathcal{S}_{13}$ in the right-hand side of the Borcherds identity (see Remark 4.6). More generally, it is possible to have a subspace of $V$ that is closed under the OPEs, which however does not close a subalgebra of $V$. This suggests that one has to work with subspaces of $V$ that are invariant under all tensor components of the braiding map $\mathcal{S}$.

Let us list the defining properties of the infinitesimal braiding map $\mathcal{S}$ in a logarithmic vertex algebra $V$. As already said, $\mathcal{S}$ is locally nilpotent. In addition, $\mathcal{S}$ is symmetric (i.e., $\mathcal{S}P = P\mathcal{S}$) and satisfies:

$$[\mathcal{S}_{12}, \mathcal{S}_{23}] = [\mathcal{S}_{13}, \mathcal{S}_{23}] = [\mathcal{S}_{12}, \mathcal{S}_{13}] = 0,$$

$$\mathcal{S}(\mu(n) \otimes I) = (\mu(n) \otimes I)(\mathcal{S}_{13} + \mathcal{S}_{23}), \quad n \in \mathbb{Z}.$$ 

The first identity above trivially implies that $\mathcal{S}$ is a solution of the classical Yang–Baxter equation. The second identity, which we call the hexagon axiom, together with the symmetry of $\mathcal{S}$ is equivalent to the condition that

$$\mathcal{S} \in \text{Der}(V) \otimes \text{Der}(V).$$

Our hexagon axiom is similar to the hexagon identity for the braiding map in quantum vertex algebras (see [FR, EK, DGK]). In fact, much of the theory developed here has parallels for quantum vertex algebras.

In the theory of vertex algebras, the main property of the fields is their locality (see [DL, Li, K]):

$$z_{12}^N Y(a, z_1)Y(b, z_2) = z_{12}^N Y(b, z_2)Y(a, z_1), \quad z_{12} := z_1 - z_2,$$

for some integer $N \geq 0$ depending on $a, b \in V$ (and again there is an extra sign factor in the case when $a$ and $b$ are fermions). For generalized vertex algebras, one allows $N$ to be a complex number, provided that $z_{12}^N$ is expanded in the domain $|z_1| > |z_2|$ on the left-hand side and for $|z_2| > |z_1|$ on the right-hand side (see [DL, M, BK]). Our definition of locality for logarithmic vertex algebras generalizes this further by replacing $z_{12}^N$ with $z_{12}^{N+\mathcal{S}}$, which is interpreted as

$$z_{12}^{N+\mathcal{S}} = z_{12}^N e^{\mathcal{S} \log |z_{12}|}.$$
and again expanded in the appropriate domain. More precisely, introduce the formal power series

\[ \vartheta_{12} = \zeta_1 - \sum_{n=1}^{\infty} \frac{1}{n} z_1^{-n} z_2^n, \quad \vartheta_{21} = \zeta_2 - \sum_{n=1}^{\infty} \frac{1}{n} z_1^n z_2^{-n}, \]

which can be thought of as expansions of \( \log z_{12} = \log z_1 + \log(1 - \frac{z_2}{z_1}) \) for \(|z_1| > |z_2|\), and of \( \log z_{21} \) for \(|z_2| > |z_1|\), respectively. Then the locality axiom in a logarithmic vertex algebra \( V \) states that for every \( a, b \in V \), there exists an integer \( N \geq 0 \) such that for all \( c \in V \),

\[
\left. z_{12}^N \left( Y(z_1)(I \otimes Y(z_2)) e^{\vartheta_{12} Y_{12}}(a \otimes b \otimes c) \right. \right|_{z_1 = z_2 = 0} = \left. z_{21}^N \left( Y(z_2)(I \otimes Y(z_1)) e^{\vartheta_{21} Y_{12}}(b \otimes a \otimes c) \right. \right|_{z_1 = z_2 = 0},
\]

where \( Y(z)(a \otimes b) = Y(a, z)b \). This identity is again reminiscent of what happens for quantum vertex algebras (see [FR, EK, DGK]). It is possible to generalize the notion of a logarithmic vertex algebra further by allowing non-integral powers of \( z \) in the fields and the number \( N \) in the locality condition to be non-integer, as for generalized vertex algebras. For simplicity of the exposition, we have restricted to the integer case in the present paper. Another possible generalization could be to include polylogarithms in the OPEs, as in [AH, V].

The paper is organized as follows. In Section 2, we define the notions of a logarithmic quantum field, braiding map, locality of fields and of spaces of fields, \((n + \mathcal{S})\)-th products, OPEs, and translation covariance of logarithmic fields. We obtain a generalization of Dong’s Lemma (Lemma 2.13), and we show how, under certain assumptions, one can construct a state-field correspondence for logarithmic fields (Theorem 2.28). Here \( \mathcal{S} \) is a braiding map on the space of logarithmic fields (see Definition 2.4).

In Section 3, we provide two definitions of a logarithmic vertex algebra \( V \) (Definitions 3.1 and 3.14). One is given in terms of a braiding map \( \mathcal{S} \) on \( V \), and the other in terms of a braiding map \( \hat{\mathcal{S}} \) on the space of logarithmic fields on \( V \) obtained as the image of the state-field correspondence \( Y \). We prove that the two definitions are equivalent and that the two braiding maps are related by:

\[
\hat{\mathcal{S}} = (\text{ad} \otimes \text{ad})(\mathcal{S}),
\]

\[
\mathcal{S}(a \otimes b) = \hat{\mathcal{S}}(Y(a, z_1) \otimes Y(b, z_2))(1 \otimes 1)\big|_{z_1 = z_2 = 0}.
\]

This equivalence allows us to apply the results of Section 2 and obtain analogues of Kac’s Existence Theorem (Theorem 3.2) and Goddard’s Uniqueness Theorem (Theorem 3.4). Then we derive logarithmic versions of the \( n \)-th product identity (Proposition 3.5), skew-symmetry and associativity (Propositions 3.22, 3.23), Borcherds identity (Theorem 3.26 and (3.40)) and Jacobi identity (Proposition 3.30). We also define conformal logarithmic vertex algebras and describe the relation between \( L_{0}^{(n)} \) and \( \mathcal{S} \) mentioned.
above (Proposition 3.19). We finish the section with a discussion of the relation to twisted logarithmic modules.

Finally, in Section 4, we present in detail several examples of conformal logarithmic vertex algebras. These include the well-known examples of symplectic fermions \([G1, Kau1, Kau2]\) and free bosons, Gurarie–Ludwig’s LCFT at \(c = 0\) from \([GL1, GL2, G2]\), as well as a new example of a logarithmic vertex algebra associated to an integral lattice. As an application of our Borcherds identity, we derive a complete list of explicit algebraic relations satisfied by the modes of generating fields in Gurarie–Ludwig’s example (Lemma 4.5), which was previously unknown.

Throughout the paper, we denote by \(\mathbb{Z}_+\) the set of non-negative integers, and we use the divided-powers notation \(x^{(k)} = x^k / k!\) for \(k \geq 0\); \(x^{(k)} = 0\) for \(k < 0\). We will work with vector superspaces over \(\mathbb{C}\). For a vector superspace \(V = V_0 \oplus V_1\) and a vector \(v \in V_\alpha\), where \(\alpha \in \mathbb{Z}/2\mathbb{Z} = \{0, 1\}\), we denote the parity of \(v\) by \(p(v) = \alpha\). Unless otherwise specified, all tensor products and Hom’s are over \(\mathbb{C}\). We denote the identity operator by \(I\).

2. Logarithmic Quantum Fields

We start this section with a review of some basic facts and notations on superspaces. Then we define the notions of a logarithmic quantum field, locality, \((n+\mathcal{S})\)-th products, OPEs, and translation covariance of logarithmic fields. We prove a generalization of Dong’s Lemma, and we show how, under certain assumptions, one can obtain a state-field correspondence for logarithmic fields.

2.1. Vector superspaces. Recall that the tensor product of two superspaces \(V = V_0 \oplus V_1\) and \(W = W_0 \oplus W_1\) is the superspace \(V \otimes W\) with \((V \otimes W)_\alpha = \bigoplus_{\beta \in \mathbb{Z}/2\mathbb{Z}} V_\beta \otimes W_{\alpha - \beta}\), \(\alpha \in \mathbb{Z}/2\mathbb{Z} = \{0, 1\}\).

We denote the transposition operator on the superspace \(V \otimes V\) as

\[
P(a \otimes b) = (-1)^{p(a)p(b)} b \otimes a, \quad a, b \in V.
\]

As customary when writing such identities, by linearity, we assume that the elements \(a\) and \(b\) are homogeneous with respect to parity.

The vector space \(\text{End}(V)\), consisting of all linear operators on \(V\), is naturally a superspace with

\[
\text{End}(V)_\alpha = \{ \varphi \in \text{End}(V) \mid \varphi V_\beta \subset V_{\alpha + \beta} \ \forall \beta \in \mathbb{Z}/2\mathbb{Z} \}, \quad \alpha \in \mathbb{Z}/2\mathbb{Z}.
\]

Moreover, on \(\text{End}(V)\) we have a product defined by the composition, which will be denoted as

\[
\mu: \text{End}(V) \otimes \text{End}(V) \to \text{End}(V), \quad \mu(\varphi \otimes \psi) = \varphi \psi.
\]
This makes End(V) an associative superalgebra. For any associative superalgebra A, the commutator bracket is defined by
\[
[a,b] = ab - (-1)^{p(a)p(b)}ba,
\]
and it defines on A the structure of a Lie superalgebra. We will use the standard notation ad(a)b = [a,b]. Then for a, b ∈ A we have the endomorphism
\[
(ad ⊗ ad)(a ⊗ b) = ad(a) ⊗ ad(b) ∈ \text{End}(A) ⊗ \text{End}(A),
\]
which is defined by
\[
(2.3) \quad (ad(a) ⊗ ad(b))(c ⊗ d) = (-1)^{p(b)p(c)}[a,c] ⊗ [b,d], \quad c, d ∈ A.
\]

In this paper, we will work with even endomorphisms
\[
\mathcal{S} ∈ \text{End}(V) ⊗ \text{End}(V).
\]
We can write \(\mathcal{S}\) as a finite sum
\[
(2.4) \quad \mathcal{S} = \sum_{i=1}^{L} \phi_i ⊗ \psi_i, \quad \phi_i, \psi_i ∈ \text{End}(V);
\]
then the condition \(p(\mathcal{S}) = 0\) means that \(p(\phi_i) = p(\psi_i)\) for all \(i\). The action of \(\mathcal{S}\) on \(V ⊗ V\) is given by:
\[
(2.5) \quad \mathcal{S}(a ⊗ b) = \sum_{i=1}^{L} (-1)^{p(\psi_i)p(a)} \phi_i(a) ⊗ \psi_i(b), \quad a, b ∈ V.
\]
We say that \(\mathcal{S}\) is locally nilpotent on \(V ⊗ V\) if for all \(a, b ∈ V\) there exists a positive integer \(r\) such that \(\mathcal{S}^r(a ⊗ b) = 0\).

Given \(\mathcal{S}\) as above, we define the endomorphisms \(\mathcal{S}_{12}, \mathcal{S}_{23}, \mathcal{S}_{13} ∈ \text{End}(V) ⊗ \text{End}(V) ⊗ \text{End}(V)\) as follows:
\[
\mathcal{S}_{12} = \mathcal{S} ⊗ I = \sum_{i=1}^{L} \phi_i ⊗ \psi_i ⊗ I,
\]
\[
(2.6) \quad \mathcal{S}_{23} = I ⊗ \mathcal{S} = \sum_{i=1}^{L} I ⊗ \phi_i ⊗ \psi_i,
\]
\[
\mathcal{S}_{13} = (I ⊗ P)\mathcal{S}_{12}(I ⊗ P) = \sum_{i=1}^{L} \phi_i ⊗ I ⊗ \psi_i,
\]
where \(I\) denotes the identity operator and \(P\) is the transposition (2.1) on \(V ⊗ V\).
2.2. Logarithmic quantum fields. Throughout the paper, we will denote by $z, z_1, z_2, \ldots$ and $\zeta, \zeta_1, \zeta_2, \ldots$ commuting even formal variables, and we will use the notation $z_{ij} = z_i - z_j$. The variables $\zeta, \zeta_1, \zeta_2, \ldots$ will be thought of as $\zeta = \log z$ and $\zeta_i = \log z_i$. As in [B], we introduce the operators
\[ D_z = \partial_z + z^{-1} \partial_{\zeta}, \quad D_{z_i} = \partial_{z_i} + z_i^{-1} \partial_{\zeta_i}. \]
Note that $D_z$ is the total derivative with respect to $z$ if we set $\zeta = \log z$. We will also need the formal power series
\[ \vartheta_{12} := \zeta_1 - \sum_{n=1}^{\infty} \frac{1}{n} z_1^{-n} z_2^n, \]
which can be thought of as an expansion of $\log z_{12} = \log z_1 + \log(1 - z_2 z_1^{-1})$.
Similarly, we define
\[ \vartheta_{21} := \zeta_2 - \sum_{n=1}^{\infty} \frac{1}{n} z_1^n z_2^{-n}, \]
which is an expansion of $\log z_{21}$.

Remark 2.1. Note that $D_{z_i} \vartheta_{12}$ is the expansion of $z_{12}^{-1}$ in the domain $|z_1| > |z_2|$, while $D_{z_i} \vartheta_{21}$ is the expansion of $z_{12}^{-1}$ in the domain $|z_2| > |z_1|$. This implies that
\[ z_{12} D_{z_i} \vartheta_{12} = z_{12} D_{z_i} \vartheta_{21} = 1, \]
and
\[ \delta(z_1, z_2) = D_{z_i} (\vartheta_{12} - \vartheta_{21}) = \sum_{n \in \mathbb{Z}} z_1^{-n-1} z_2^n \]
is the formal delta function.

Now we introduce the notion of a logarithmic field, which is a central object of our study.

Definition 2.2. Let $V$ be a vector superspace. The superspace
\[ \mathbf{LFie}(V) = \mathbf{LFie}(V)_0 \oplus \mathbf{LFie}(V)_1 \]
of logarithmic (quantum) fields is defined by
\[ \mathbf{LFie}(V)_\alpha = \text{Hom}(V_0, V_\alpha(\langle z \rangle)[\zeta]) \oplus \text{Hom}(V_1, V_{\alpha+1}(\langle z \rangle)[\zeta]), \quad \alpha \in \mathbb{Z}/2\mathbb{Z}. \]
In particular, when $V$ is a (purely even) vector space, we have
\[ \mathbf{LFie}(V) = \text{Hom}(V, V(\langle z \rangle)[\zeta]). \]
We denote the elements of $\mathbf{LFie}(V)$ as $a(z, \zeta)$ or $a(z)$ for short.

In the above definition, $V(\langle z \rangle)[\zeta] = V[\langle z \rangle][z^{-1}, \zeta]$ stands for the space of polynomials in $\zeta$ whose coefficients are formal Laurent series in $z$ (i.e., formal power series in $z$ and $z^{-1}$ with finitely many negative powers of $z$). When expanded, a logarithmic field $a(z, \zeta)$ can be viewed as a formal power series in $z^{\pm 1}$ and $\zeta$ (with uniformly bounded powers of $\zeta$) with coefficients in
End(V). If \( a(z, \zeta) \) has parity \( p(a) \), then all coefficients in its expansion have the same parity \( p(a) \).

**Remark 2.3.** It is possible to consider more general logarithmic fields, which are formal power series in \( \zeta \) (cf. \([B, BS2]\)), and many of our results generalize to this case. As in \([B]\), the condition that the logarithmic fields are polynomials in \( \zeta \) is a consequence of the local nilpotency of the operator \( S \) defined below (see Definition 2.4).

We can compose two logarithmic fields \( a, b \in LFie(V) \) only if they depend on different formal variables. This defines a linear map

\[
a(z_1) b(z_2) : V \to V((z_1))[[z_2]]
\]

Note that \( V((z_1))[[z_2]] \) and \( V((z_2))[[z_1]] \) are two different subspaces of \( V[[z_1, z_2], \zeta_1, \zeta_2] \), whose intersection is \( V[[z_1, z_2], z_1^{-1}, z_2^{-1}, \zeta_1, \zeta_2] \).

As for fields in vertex algebras, the product \( a(z) b(z) \) is not well defined in general, and one has to do a normal ordering of the product. Every logarithmic field \( a \in LFie(V) \) can be expanded as

\[
a(z, \zeta) = \sum_{n \in \mathbb{Z}} a_n(\zeta) z^{-n-1}, \quad a_n(\zeta) \in \text{Hom}(V, V[\zeta]),
\]

where for each \( v \in V \) we have \( a_n(\zeta) v = 0 \) for sufficiently large \( n \). The annihilation and creation parts of \( a(z) \) are defined respectively as

\[
a(z)_- = a(z, \zeta)_- = \sum_{n \geq 0} a_n(\zeta) z^{-n-1},
\]

\[
a(z)_+ = a(z, \zeta)_+ = \sum_{n < 0} a_n(\zeta) z^{-n-1}.
\]

The normally ordered product of two logarithmic fields \( a, b \in LFie(V) \) is defined as

\[
:a(z)b(z): = a(z)_+ b(z) + (-1)^{p(a)p(b)} b(z)a(z)_-.
\]

Note that the normally ordered product \( :a(z)b(z): \) is again a logarithmic field, because for \( v \in V \), we have:

\[
a(z)_+ v \in V[[z]] \zeta, \quad a(z)_- v \in V[z^{-1}, \zeta],
\]

which imply that

\[
a(z)_+ b(z)v \in V((z))[[\zeta]], \quad b(z)a(z)_- v \in V((z))[[\zeta]].
\]

### 2.3. Locality of logarithmic fields.

Recall that, for ordinary vertex algebras, the locality of a pair of fields \( a, b \) (assumed homogeneous with respect to parity) is the condition

\[
(2.11) \quad z_{12}^N a(z_1) b(z_2) = (-1)^{p(a)p(b)} z_{12}^N b(z_2) a(z_1), \quad z_{12} := z_1 - z_2,
\]

for some integer \( N \geq 0 \) (see \([DL, Li, K]\)). For generalized vertex algebras, one allows the power \( N \) to be non-integral, where \( z_{12}^N \) is expanded in the
domain $|z_1| > |z_2|$ in the left-hand side of (2.11) and for $|z_1| < |z_2|$ in the right-hand side (see [DL, M, BK]).

For logarithmic vertex algebras, we will generalize (2.11) further, by replacing $N$ with a suitable linear operator acting on tensor products of logarithmic fields. To this end, we introduce the following notion, which will be important throughout the paper.

**Definition 2.4.** Let $U$ be a vector superspace. An (infinitesimal) braiding map $\mathcal{S}$ on $U$ is an even linear operator

$$\mathcal{S} \in \text{End}(U) \otimes \text{End}(U),$$

satisfying the following two conditions:

1. $\mathcal{S}$ is symmetric, i.e., $\mathcal{S} \mathcal{P} = \mathcal{P} \mathcal{S}$ where $\mathcal{P}$ is the transposition (2.1);
2. $[\mathcal{S}_2, \mathcal{S}_3] = [\mathcal{S}_3, \mathcal{S}_2] = [\mathcal{S}_2, \mathcal{S}_3] = 0$, where $\mathcal{S}_j$ are as in (2.6).

Now we state the definition of locality for logarithmic fields and we provide one example; more examples are given in Section 4.

**Definition 2.5.** Let $\mathcal{V}$ be a subspace of $\text{LFe}(\mathcal{V})$, and $\hat{\mathcal{S}}$ be a braiding map on $\mathcal{V}$, which is locally nilpotent, i.e., for any $a, b \in \mathcal{V}$ there exists a positive integer $r$ (depending on $a, b$) such that $\hat{\mathcal{S}}^r(a \otimes b) = 0$. Two logarithmic fields $a, b \in \mathcal{V}$ are called $\hat{\mathcal{S}}$-local (or just local for short) if

$$(2.12) \quad \mu(z_1^N e^{\vartheta_12} \hat{\mathcal{S}} a(z_1) \otimes b(z_2)) = (-1)^{p(a)p(b)} \mu(z_1^N e^{\vartheta_21} \hat{\mathcal{S}}(b(z_2) \otimes a(z_1))),$$

for some integer $N \geq 0$ (depending on $a$ and $b$).

By abuse of notation, we will sometimes write for short $e^{\vartheta_12} \hat{\mathcal{S}} a(z_1)b(z_2)$ instead of $\mu(e^{\vartheta_12} \hat{\mathcal{S}} a(z_1) \otimes b(z_2))$. Furthermore, we will denote

$$(2.13) \quad z_1^N e^{\vartheta_12} \hat{\mathcal{S}} = z_1^N, \quad z_1^N e^{\vartheta_21} \hat{\mathcal{S}} = z_1^N e^{\vartheta_21},$$

provided that $N$ is even so that $z_1^N = z_2^N$. Then the locality condition (2.12) can be reformulated so that it resembles (2.11):

$$(2.14) \quad z_1^{N+} \hat{\mathcal{S}}(a(z_1)b(z_2)) = (-1)^{p(a)p(b)} z_2^{N+} \hat{\mathcal{S}}(b(z_2)a(z_1))$$

for some $N \in 2\mathbb{Z}_+$. When necessary for clarity, we use the notation (2.12).

Another way to rewrite (2.12) is

$$(2.15) \quad (a \otimes b)(z_1, z_2) = a(z_1) \otimes b(z_2), \quad a, b \in \text{LFe}(\mathcal{V}).$$

Then (2.12) is equivalent to the equation

$$(2.16) \quad \mu(z_1^N e^{\vartheta_12} \hat{\mathcal{S}}(a(z_1, z_2))) = \mu(z_1^N e^{\vartheta_21} \hat{\mathcal{S}}(P\alpha)(z_2, z_1)),$$

for $\alpha = a \otimes b$, where we used the transposition $P$ from (2.1) acting on $\mathcal{V} \otimes \mathcal{V}$. The advantage of (2.16) is that it can be extended by linearity to other elements $\alpha \in \mathcal{V} \otimes \mathcal{V}$, and the set of such $\alpha$ is a subspace of $\mathcal{V} \otimes \mathcal{V}$.
Remark 2.6. The symmetry of $\hat{\mathcal{S}}$ implies that if $\alpha \in \mathcal{V} \otimes \mathcal{V}$ satisfies (2.16), then (2.16) holds with $P\alpha$ in place of $\alpha$. In particular, if a pair of logarithmic fields $a, b \in \mathcal{V}$ is $\hat{\mathcal{S}}$-local, then the pair $b, a$ is $\hat{\mathcal{S}}$-local.

Example 2.7 (Free boson). Let $V = \mathbb{C}[x_0, x_1, x_2, \ldots]$, and $x(z)$ be the logarithmic field

$$x(z) = \sum_{n=0}^{\infty} x_n z^n + \partial_{x_0} \zeta + \sum_{n=1}^{\infty} \frac{\partial_{x_n} z^{-n}}{-n}.$$ 

Then it is easy to see that

$$x(z_1)x(z_2) = \vartheta_{12} + :x(z_1)x(z_2):.$$ 

Letting $\hat{\mathcal{S}} = -\text{ad}(\partial_{x_0}) \otimes \text{ad}(\partial_{x_0})$ and $\mathcal{V} = \text{span}\{x(z), I\}$ where $I$ denotes the identity operator, we find that

$$\hat{\mathcal{S}}(x(z_1) \otimes x(z_2)) = -I \otimes I.$$ 

Hence

$$e^{\vartheta_{12}} \hat{\mathcal{S}} x(z_1)x(z_2) = x(z_1)x(z_2) - \vartheta_{12}$$

$$= :x(z_1)x(z_2): = :x(z_2)x(z_1): = e^{\vartheta_{21}} \hat{\mathcal{S}} x(z_2)x(z_1),$$

which means that the field $x(z)$ is $\hat{\mathcal{S}}$-local with respect to itself. Additionally, we have

$$\hat{\mathcal{S}}(x(z_1) \otimes I) = \hat{\mathcal{S}}(I \otimes I) = 0,$$

which trivially implies that $x, I$ and $I, I$ are $\hat{\mathcal{S}}$-local.

2.4. Local spaces of logarithmic fields. From now on, for simplicity, we will assume that $\hat{\mathcal{S}}$ is a braiding map on the whole space $\text{LFie}(V)$, i.e.,

$$\hat{\mathcal{S}} \in \text{End}(\text{LFie}(V)) \otimes \text{End}(\text{LFie}(V)).$$

Thus, we can write $\hat{\mathcal{S}}$ as a finite sum

$$\hat{\mathcal{S}} = \sum_{i=1}^{L} \Phi_i \otimes \Psi_i, \quad \Phi_i, \Psi_i \in \text{End}(\text{LFie}(V)), \quad p(\Phi_i) = p(\Psi_i).$$

Without loss of generality, we will assume that $\Phi_1, \ldots, \Phi_L$ are linearly independent and $\Psi_1, \ldots, \Psi_L$ are linearly independent. Then conditions (1) and (2) from Definition 2.4 are equivalent to the identities:

$$\hat{\mathcal{S}} = \sum_{i=1}^{L} \Phi_i \otimes \Psi_i = \sum_{i=1}^{L} (-1)^{p(\Phi_i)} \Psi_i \otimes \Phi_i$$

and

$$[\Phi_i, \Psi_j] = [\Phi_i, \Phi_j] = [\Psi_i, \Psi_j] = 0, \quad 1 \leq i, j \leq L,$$

respectively. Note, however, that the operator $\hat{\mathcal{S}}$ will be locally nilpotent not on the whole $\text{LFie}(V) \otimes \text{LFie}(V)$ but only on $\mathcal{V} \otimes \mathcal{V}$ for some subspace $\mathcal{V} \subset \text{LFie}(V)$. 
Remark 2.8. The assumptions (2.17)–(2.20) are satisfied in all examples that we know (cf. Section 4 below), and in all of them \( \hat{\mathcal{I}} \) has the form (see (2.3)):

\[
\hat{\mathcal{I}} = \sum_{i=1}^{L} \text{ad}(\phi_i) \otimes \text{ad}(\psi_i), \quad \phi_i, \psi_i \in \text{End}(V).
\]

Let \( V \) be a subspace of \( \text{LFie}(V) \). We say that \( V \) is \textit{component-wise} \( \hat{\mathcal{I}} \)-invariant if

\[
\Phi_i V \subset V, \quad \Psi_i V \subset V, \quad 1 \leq i \leq L.
\]

In particular, this implies \( \hat{\mathcal{I}}(V \otimes V) \subset V \otimes V \), and it makes sense to talk about the restriction of \( \hat{\mathcal{I}} \) to \( V \otimes V \).

**Definition 2.9.** Let \( \hat{\mathcal{I}} \) be a braiding map on \( \text{LFie}(V) \). We will say that a subspace \( V \subset \text{LFie}(V) \) is \( \hat{\mathcal{I}} \)-local (or just local when \( \hat{\mathcal{I}} \) is fixed) if the following three conditions hold:

1. \( V \) is component-wise \( \hat{\mathcal{I}} \)-invariant;
2. the restriction of \( \hat{\mathcal{I}} \) to \( V \otimes V \) is locally nilpotent;
3. every two fields \( a, b \in V \) are \( \hat{\mathcal{I}} \)-local.

Note that, by linearity, if \( V \) is a local space as in Definition 2.9, then all elements \( \alpha \in V \otimes V \) are \( \hat{\mathcal{I}} \)-local in the sense of (2.16). In particular, \( \hat{\mathcal{I}}^i(a \otimes b) \) is local for all \( a, b \in V \) and \( i \in \mathbb{Z}_+ \); hence, there exists an integer \( N \in \mathbb{Z}_+ \) such that

\[
(2.23) \quad \mu\left(z_1^N e^{\theta_{12} \hat{\mathcal{I}}} \hat{\mathcal{I}}^i a(z_1) \otimes b(z_2)\right) = (-1)^{p(a)p(b)} \mu\left(z_1^N e^{\theta_{21} \hat{\mathcal{I}}} \hat{\mathcal{I}}^i b(z_2) \otimes a(z_1)\right).
\]

By abuse of notation, we will sometimes write for short \( e^{\theta_{12} \hat{\mathcal{I}}} \hat{\mathcal{I}}^i a(z_1) b(z_2) \) instead of \( \mu\left(e^{\theta_{12} \hat{\mathcal{I}}} \hat{\mathcal{I}}^i a(z_1) \otimes b(z_2)\right) \). Then the locality condition (2.23) can be reformulated as

\[
(2.24) \quad z_1^{N+\hat{\mathcal{I}}} \hat{\mathcal{I}}^i a(z_1) b(z_2) = (-1)^{p(a)p(b)} z_2^{N+\hat{\mathcal{I}}} \hat{\mathcal{I}}^i b(z_2) a(z_1)
\]

for some \( N \in 2\mathbb{Z}_+ \). Since \( \hat{\mathcal{I}} \) is nilpotent on \( a \otimes b \), we can pick one \( N \) that works for all \( i \in \mathbb{Z}_+ \).

In the following lemmas, we will extend a local space \( V \) to a larger space of logarithmic fields that includes the identity field and all the derivatives of the fields in \( V \). Next, in Section 2.6 below, we will obtain a larger extension containing all \( (n+\hat{\mathcal{I}}) \)-th products of the quantum fields in \( V \) (cf. Definition 2.12 below).

Let \( V_I = V + CI \), where \( I \) is the identity operator considered as a field.

**Lemma 2.10.** Let \( \hat{\mathcal{I}} \) be a braiding map on \( \text{LFie}(V) \), and \( V \subset \text{LFie}(V) \) be an \( \hat{\mathcal{I}} \)-local space. Suppose that

\[
(2.24) \quad \hat{\mathcal{I}}(a \otimes I) = \hat{\mathcal{I}}(I \otimes a) = 0 \quad \text{for all } a \in \text{LFie}(V).
\]

Then \( V_I \) is an \( \hat{\mathcal{I}} \)-local space.
Proof. This is obvious from the definitions. \qed

Because of the above lemma, from now on we will always assume that $I \in \mathcal{V}$. Now let $\mathcal{V}_D = \mathbb{C}[D_2]\mathcal{V}$ be the minimal $D_2$-invariant subspace of $\text{LFie}(\mathcal{V})$ containing the space $\mathcal{V}$.

**Lemma 2.11.** Let $\hat{\mathcal{J}}$ be a braiding map on $\text{LFie}(\mathcal{V})$ such that

$$[D_2 \otimes I, \hat{\mathcal{J}}] = [I \otimes D_2, \hat{\mathcal{J}}] = 0 \quad \text{on} \quad \text{LFie}(\mathcal{V}) \otimes \text{LFie}(\mathcal{V}).$$

Then for every $\hat{\mathcal{J}}$-local space $\mathcal{V} \subset \text{LFie}(\mathcal{V})$, the space $\mathcal{V}_D$ is $\hat{\mathcal{J}}$-local.

**Proof.** Assumption (2.25) is equivalent to:

$$[D_2, \Phi_i] = [D_2, \Psi_i] = 0, \quad 1 \leq i \leq L.$$ It is obvious that if $\mathcal{V}$ satisfies conditions (1), (2) from Definition 2.9, then $\mathcal{V}_D$ satisfies the same conditions. It remains to prove that any two fields from $\mathcal{V}_D$ are local.

Suppose that $\alpha(z_1, z_2) \in \mathcal{V}_D \otimes \mathcal{V}_D$ is such that all $\hat{\mathcal{J}}^i \alpha$ ($i \in \mathbb{Z}_+$) are local in the sense of (2.16). Applying the derivative $D_{z_1}$ to both sides of (2.16) with $N + 1$ in place of $N$, we obtain using (2.9) that

$$z_{12}^{N+1} \hat{\mathcal{J}} D_{z_1} \alpha(z_1, z_2) + (N + 1 + \hat{\mathcal{J}}) z_{12}^{N+1} \alpha(z_1, z_2) = z_{12}^{N+1} \hat{\mathcal{J}} D_{z_1} (P \alpha)(z_2, z_1) + (N + 1 + \hat{\mathcal{J}}) z_{12}^{N+1} (P \alpha)(z_2, z_1).$$

Taking $N$ sufficiently large so that (2.16) is satisfied for both $\alpha$ and $\hat{\mathcal{J}} \alpha$, we obtain that the second terms on the left and right side above cancel each other. Hence, $D_{z_1} \alpha$ is $\hat{\mathcal{J}}$-local. By symmetry and repeating the same argument, we get that all $D_{z_1}^m D_{z_2}^n \alpha$ are local for $m, n \in \mathbb{Z}_+$.

Starting from $a, b \in \mathcal{V}$, the above claim for $\alpha(z_1, z_2) = a(z_1) \otimes b(z_2)$ implies that the fields $D_{z_1}^m a$ and $D_{z_2}^n b$ are local for all $m, n \in \mathbb{Z}_+$. \qed

2.5. $(n + \hat{\mathcal{J}})$-products. In this subsection, following [B], we define products of local logarithmic fields. As before, let $\hat{\mathcal{J}}$ be a braiding map on $\text{LFie}(\mathcal{V})$ (see (2.17)–(2.20)), and let $\mathcal{V}$ be an $\hat{\mathcal{J}}$-local subspace of $\text{LFie}(\mathcal{V})$, as in Definition 2.9. Observe that, since $a, b \in \mathcal{V}$ are $\hat{\mathcal{J}}$-local, both sides of (2.12) are linear maps from $\mathcal{V}$ to $\mathcal{V}[z_1, z_2][z_1^{-1}, z_2^{-1}, \zeta_1, \zeta_2]$; hence the following definition makes sense.

**Definition 2.12.** Let $a, b \in \mathcal{V}$ be two local logarithmic fields, and $N$ be from (2.12). For $n \in \mathbb{Z}$, the $(n + \hat{\mathcal{J}})$-th product $a_{(n, \hat{\mathcal{J}})} b$ is defined by ($v \in \mathcal{V}$):

$$a(z)_{(n, \hat{\mathcal{J}})} b(z) = D_{z_1}^{(N-1-n)} \left( z_{12}^{N} e^{\hat{\mathcal{J}} z_{12}} a(z_1, \zeta_1) \otimes b(z_2, \zeta_2) \right) v \bigg|_{z_1 = z_2 = z}. $$

From now on, to simplify the notation, we will suppress the dependence on $\zeta$ and understand that setting $z_1 = z$ automatically sets $\zeta_1 = \zeta$. 


Note that, by definition, $a_{(n+\hat{\mathcal{F}})}b = 0$ for $n \geq N$, since $D^{(k)}_{z_1} := 0$ for $k < 0$. It is easy to check that $a_{(n+\hat{\mathcal{F}})}b$ is again a logarithmic field with parity $p(a_{(n+\hat{\mathcal{F}})}b) = p(a) + p(b)$, and it does not depend on the choice of $N$ satisfying (2.12).

More generally, for any local element $\alpha \in \mathcal{V} \otimes \mathcal{V}$ satisfying (2.16), $n \in \mathbb{Z}$ and $v \in \mathcal{V}$, we let

$$
(\hat{\mu}_{(n)}(\alpha)(z)v) = D_{z_1}^{(N-1-n)}\mu\left(z_2^N e^{\hat{a}_{12}} \alpha(z_1, z_2)\right)v \bigg|_{z_1=z_2=z}.
$$

This defines an even linear map

$$
\hat{\mu}_{(n)} : \mathcal{V} \otimes \mathcal{V} \to \text{LFie}(\mathcal{V}), \quad \hat{\mu}_{(n)}(a \otimes b) = a_{(n+\hat{\mathcal{F}})}b.
$$

In particular, we will use the notation

$$
\hat{\mathcal{F}}^i a_{(n+\hat{\mathcal{F}})}b = \hat{\mu}_{(n)}(\hat{\mathcal{F}}^i (a \otimes b)), \quad i \in \mathbb{Z}_+, \quad n \in \mathbb{Z}.
$$

Notice that, since $\hat{\mathcal{F}}$ is locally nilpotent, we have $\hat{\mathcal{F}}^r (a \otimes b) = 0$ for some $r \geq 0$ and

$$
\hat{\mathcal{F}}^i a_{(n+\hat{\mathcal{F}})}b(z) = 0 \quad \text{if} \quad i \geq r \quad \text{or} \quad n \geq N.
$$

It is easy to check that the $(n+\hat{\mathcal{F}})$-th products satisfy the following properties:

$$
\begin{align*}
(2.31) \quad & a_{(n+\hat{\mathcal{F}})}I = 0, \quad n \geq 0, \\
(2.32) \quad & a_{(-n-1+\hat{\mathcal{F}})}I = D^{(n)}_z a, \quad n \geq 0, \\
(2.33) \quad & I_{(m+\hat{\mathcal{F}})}a = \delta_{m,-1}a, \quad m \in \mathbb{Z}.
\end{align*}
$$

Furthermore, using the Leibniz rule and (2.9), we obtain:

$$
\begin{align*}
(2.34) \quad & (D_z a)_{(n+\hat{\mathcal{F}})}b = -(n+\hat{\mathcal{F}}) a_{(n-1+\hat{\mathcal{F}})}b, \\
(2.35) \quad & D_z (a_{(n+\hat{\mathcal{F}})}b) = (D_z a)_{(n+\hat{\mathcal{F}})}b + a_{(n+\hat{\mathcal{F}})}(D_z b), \\
(2.36) \quad & \partial_\xi (a_{(n+\hat{\mathcal{F}})}b) = (\partial_\xi a)_{(n+\hat{\mathcal{F}})}b + a_{(n+\hat{\mathcal{F}})}(\partial_\xi b) + \hat{\mathcal{F}} a_{(n+\hat{\mathcal{F}})}b.
\end{align*}
$$

2.6. **Dong’s Lemma.** In this subsection, we generalize Dong’s Lemma (see, e.g., [K]) to the case of logarithmic fields. We continue using the notation from the previous subsection.

Let $\mathcal{V}$ be an $\hat{\mathcal{F}}$-local subspace of $\text{LFie}(\mathcal{V})$ such that the identity field $I \in \mathcal{V}$. We denote by $\mathcal{V}^1$ the minimal subspace of $\text{LFie}(\mathcal{V})$ containing $\hat{\mu}_{(n)}(\mathcal{V} \otimes \mathcal{V}) \subset \text{LFie}(\mathcal{V})$ for all $n \in \mathbb{Z}$, i.e.,

$$
\mathcal{V}^1 = \sum_{n \in \mathbb{Z}} \hat{\mu}_{(n)}(\mathcal{V} \otimes \mathcal{V}).
$$

Note that $\mathcal{V}_D \subset \mathcal{V}^1$ because of $I \in \mathcal{V}$ and (2.32).
Lemma 2.13 (Dong’s Lemma). Let $\hat{\mathcal{S}}$ be a braiding map on LFie$(V)$, and $V$ be an $\hat{\mathcal{S}}$-local subspace of LFie$(V)$. Suppose that for all $n \in \mathbb{Z}$, we have
\[
\hat{\mathcal{S}}(\hat{\mu}(n) \otimes I) = (\hat{\mu}(n) \otimes I)(\hat{\mathcal{S}}_{13} + \hat{\mathcal{S}}_{23}) \quad \text{on} \quad V^{\otimes 3}.
\]
Then the space $V^1$ is $\hat{\mathcal{S}}$-local.

Proof. We will check each of the conditions in Definition 2.9.

(1) In components, condition (2.38) is equivalent to the fact that all $\Phi_i$ are derivations of the $(n + \hat{\mathcal{S}})$-th products:
\[
\Phi_i(a_{(n+\hat{\mathcal{S}})}b) = \Phi_i(a)_{(n+\hat{\mathcal{S}})}b + a_{(n+\hat{\mathcal{S}})}\Phi_i(b), \quad a, b \in V.
\]
for $a, b \in V$. Then the symmetry of $\hat{\mathcal{S}}$ implies
\[
\Psi_i(a_{(n+\hat{\mathcal{S}})}b) = \Psi_i(a)_{(n+\hat{\mathcal{S}})}b + a_{(n+\hat{\mathcal{S}})}\Psi_i(b), \quad a, b \in V.
\]
Now, since $V$ is component-wise $\hat{\mathcal{S}}$-invariant (see (2.22)), the above equations (2.39) and (2.40) imply that $V^1$ is component-wise $\hat{\mathcal{S}}$-invariant.

(2) Similarly to (2.38), we have that (2.40) is equivalent to
\[
\hat{\mathcal{S}}(I \otimes \hat{\mu}(n)) = (I \otimes \hat{\mu}(n))(\hat{\mathcal{S}}_{12} + \hat{\mathcal{S}}_{13}) \quad \text{on} \quad V^{\otimes 3}.
\]
Together with (2.38) (with $m$ in place of $n$), this gives
\[
\hat{\mathcal{S}}(\hat{\mu}(m) \otimes \hat{\mu}(n)) = (\hat{\mu}(m) \otimes \hat{\mu}(n))(\hat{\mathcal{S}}_{13} + \hat{\mathcal{S}}_{14} + \hat{\mathcal{S}}_{23} + \hat{\mathcal{S}}_{24}) \quad \text{on} \quad V^{\otimes 4},
\]
for all $m, n \in \mathbb{Z}$. From here, we obtain
\[
\hat{\mathcal{S}}^r(\hat{\mu}(m) \otimes \hat{\mu}(n)) = (\hat{\mu}(m) \otimes \hat{\mu}(n))(\hat{\mathcal{S}}_{13} + \hat{\mathcal{S}}_{14} + \hat{\mathcal{S}}_{23} + \hat{\mathcal{S}}_{24})^r \quad \text{on} \quad V^{\otimes 4},
\]
for all $r \geq 1$. Applying both sides of this equation to $a \otimes b \otimes c \otimes d \in V^{\otimes 4}$ gives
\[
\hat{\mathcal{S}}^r(a_{(m+\hat{\mathcal{S}})}b \otimes c_{(n+\hat{\mathcal{S}})}d) = (\hat{\mu}(m) \otimes \hat{\mu}(n))(\hat{\mathcal{S}}_{13} + \hat{\mathcal{S}}_{14} + \hat{\mathcal{S}}_{23} + \hat{\mathcal{S}}_{24})^r(a \otimes b \otimes c \otimes d).
\]
Now observe that, by (2.20), the operators $\hat{\mathcal{S}}_{13}$, $\hat{\mathcal{S}}_{14}$, $\hat{\mathcal{S}}_{23}$, $\hat{\mathcal{S}}_{24}$ commute with each other. Since each of them is nilpotent on $a \otimes b \otimes c \otimes d$, it follows that their sum is also nilpotent on $a \otimes b \otimes c \otimes d$. Thus, $\hat{\mathcal{S}}$ is nilpotent on $a_{(m+\hat{\mathcal{S}})}b \otimes c_{(n+\hat{\mathcal{S}})}d$.

(3) Now we will prove that all fields from $V^1$ are local in two steps:

(i) For all $a, b \in V$, the field $a_{(n+\hat{\mathcal{S}})}b$ is local with respect to any $c \in V$.

(ii) For all $a, b, c, d \in V$, the fields $a_{(n+\hat{\mathcal{S}})}b$ and $c_{(m+\hat{\mathcal{S}})}d$ are local.

To prove claim (i), notice that because $V$ is a local space we can find a sufficiently large $N$ such that:
\[
\begin{align*}
\rho_{12}^{n+\hat{\mathcal{S}}} a(z_1)b(z_2) &= (-1)^{p(a)p(b)} \rho_{21}^{n+\hat{\mathcal{S}}} b(z_2)a(z_1), \\
\rho_{13}^{n+\hat{\mathcal{S}}} a(z_1)c(z_3) &= (-1)^{p(a)p(c)} \rho_{31}^{n+\hat{\mathcal{S}}} c(z_3)a(z_1), \\
\rho_{23}^{n+\hat{\mathcal{S}}} b(z_2)c(z_3) &= (-1)^{p(b)p(c)} \rho_{32}^{n+\hat{\mathcal{S}}} c(z_3)b(z_2).
\end{align*}
\]
Here we used notation (2.13), namely $z^{N+\hat{\mathcal{J}}}_{ij} = z_{ij}^N e^{\theta_i \hat{\mathcal{J}}} \mathcal{J}$ and $z^{N+\hat{\mathcal{J}}}_{ji} = z_{ij}^N e^{\theta_j \hat{\mathcal{J}}} \mathcal{J}$ for $1 \leq i < j \leq 3$.

As in the proof of [B, Lemma 3.4], we compute for $n' = N - 1 - n \geq 0$ and $v \in V$:

$$
\begin{align*}
&z_{23}^{2N+n'+\hat{\mathcal{J}}} (a_{n+\hat{\mathcal{J}}}, b)(z_2) c(z_3)v \\
&= \mu \left( z_{23}^{2N+n'+\hat{\mathcal{J}}} D_{z_1}^{(n')} \mu \left( z_{12}^N a(z_1) \otimes b(z_2) \right) \right)_{z_1 = z_2} c(z_3)v \\
&= \mu (\mu \otimes I) \left( z_{23}^{2N+n'} D_{z_1}^{(n')} e^{\theta_{23} \hat{\mathcal{J}}_{12} \hat{\mathcal{J}}_{13}} a(z_1) \otimes b(z_2) \otimes c(z_3) \right)_{z_1 = z_2} v .
\end{align*}
$$

For the last equality we used that, by Definition 2.4(2) and (2.38), we have

$$
e^{\zeta_{23}} (\mu \otimes I) = (\mu \otimes I) e^{\zeta_{13} \hat{\mathcal{J}}_{12} \hat{\mathcal{J}}_{13}} .
$$

Moreover, $\theta_{13} = \theta_{23}$ after setting $z_1 = z_2$ and $\zeta_1 = \zeta_2$. Similarly, we can replace $z_{23}^{2N+n'}$ with $z_{13}^{N+n'} z_{23}^N$ and obtain:

$$z_{13}^{N+n'+\hat{\mathcal{J}}_{13}} z_{23}^{N+\hat{\mathcal{J}}_{12}} D_{z_1}^{(n')} z_{12}^{N+\hat{\mathcal{J}}_{12}} a(z_1) b(z_2) c(z_3) v |_{z_1 = z_2} .
$$

Next, we apply the Leibniz rule in the form

$$f(z, \zeta) D_{z_i}^{(n)} g(z, \zeta) = \sum_{i=0}^{n} (-1)^{n-i} D_{z_i}^{(i)} \left( (D_{z_i}^{(n-i)} f(z, \zeta)) g(z, \zeta) \right),
$$

which holds for arbitrary functions $f$ and $g$. Using that $D_{z_1}^{(k)} z_{12}^{m+\hat{\mathcal{J}}} = z_{12}^{m-k+\hat{\mathcal{J}}}$, we obtain

$$z_{23}^{2N+n'+\hat{\mathcal{J}}}(a_{n+\hat{\mathcal{J}}}, b)(z_2) c(z_3)v
$$

$$= \sum_{i=0}^{n'} (-1)^{n'-i} \left( N + n' + \hat{\mathcal{J}}_{13} \right)_{n' - i}
\times D_{z_i}^{(i)} \left( z_{31}^{N+i+\hat{\mathcal{J}}_{12} \hat{\mathcal{J}}_{13}} z_{23}^{N+\hat{\mathcal{J}}_{12}} a(z_1) b(z_2) c(z_3)v \right) |_{z_1 = z_2} .
$$

Repeating the same calculation, we also get

$$z_{32}^{2N+n'+\hat{\mathcal{J}}}(a_{n+\hat{\mathcal{J}}}, b)(z_2)v
$$

$$= \sum_{i=0}^{n'} (-1)^{n'-i} \left( N + n' + \hat{\mathcal{J}}_{13} \right)_{n' - i}
\times D_{z_i}^{(i)} \left( z_{13}^{N+i+\hat{\mathcal{J}}_{12} \hat{\mathcal{J}}_{13}} z_{32}^{N+\hat{\mathcal{J}}_{12}} c(z_3)a(z_1) b(z_2)v \right) |_{z_1 = z_2} .
$$

Thus, the locality of $a_{n+\hat{\mathcal{J}}}$ and $b$ will follow from the equality

$$z_{13}^{N+\hat{\mathcal{J}}_{13}} z_{23}^{N+\hat{\mathcal{J}}_{12}} a(z_1) b(z_2) c(z_3)
= z_{31}^{N+\hat{\mathcal{J}}_{12} \hat{\mathcal{J}}_{13}} z_{23}^{N+\hat{\mathcal{J}}_{13} \hat{\mathcal{J}}_{12}} a(z_1) b(z_2) c(z_3) \ .
$$

(2.42)
We can derive (2.42) from (2.41), but the derivation is subtle because we first need to apply the operator \( z_{12}^j = e^{\theta_{12}^j} \) to \( a(z_1) \otimes b(z_2) \) before we can use the locality of the pairs \( a, c \) and \( b, c \). This is where we use that \( \mathcal{V} \) is a local space. Suppose that \( \mathcal{F}^n(a \otimes b) = 0 \), then we get from (2.18):

\[
\begin{align*}
z_{12}^j a(z_1)b(z_2) & = \\
& = \sum_{s=0}^{r-1} \phi_{12}^{(s)} \sum_{1 \leq i_1, \ldots, i_s \leq L} (\Phi_{i_1} \cdots \Phi_{i_s} a(z_1)) (\Psi_{j_1} \cdots \Psi_{j_s} b(z_2)).
\end{align*}
\]

(2.43)

We have similar expressions for \( z_{13}^j a(z_1)c(z_3) \) and \( z_{23}^j b(z_2)c(z_3) \). Now we can use the locality of all \( \Psi_j, \cdots, \Psi_j \) with \( c \), increasing if necessary \( N \) so that equations (2.41) hold for all of them. This implies

\[
\begin{align*}
z_{13}^{N + \mathcal{I}_{13}} z_{23}^{N + \mathcal{I}_{23}} z_{12}^j a(z_1)b(z_2)c(z_3) & = z_{13}^{N + \mathcal{I}_{12}} z_{32}^{N + \mathcal{I}_{23}} z_{12}^j a(z_1)c(z_3)b(z_2).
\end{align*}
\]

Then we use the locality of all \( \Phi_i, \cdots, \Phi_i \) with all \( \Psi_j, \cdots, \Psi_j \), increasing \( N \) as needed. We obtain

\[
\begin{align*}
z_{13}^{N + \mathcal{I}_{12}} z_{23}^{N + \mathcal{I}_{23}} z_{12}^j a(z_1)c(z_3)b(z_2) & = z_{31}^{N + \mathcal{I}_{12}} z_{32}^{N + \mathcal{I}_{23}} z_{12}^j c(z_3)a(z_1)b(z_2),
\end{align*}
\]

which proves (2.42) and completes the proof that \( a_{(n, \mathcal{I})} b \) and \( c \) are \( \mathcal{I} \)-local.

Finally, we prove step (ii). By step (i) above, we have that any field in \( \mathcal{V} \) is local with respect to \( c_{(m, \mathcal{I})} d \). In particular, \( a \) and \( c_{(m, \mathcal{I})} d \) are local, and \( b \) and \( c_{(m, \mathcal{I})} d \) are local. Using step (i) again with \( c_{(m, \mathcal{I})} d \) in place of \( c \), we see now that \( a_{(n, \mathcal{I})} b \) is local with \( c_{(m, \mathcal{I})} d \). This completes the proof of the lemma.

\[\square\]

Remark 2.14. It is not hard to prove that, if \( \mathcal{I} \) satisfies (2.38) and \([\mathcal{I}_{12}, \mathcal{I}_{23}]=[\mathcal{I}_{12}, \mathcal{I}_{13}]=0\) on \( \mathcal{V} \otimes \), then the latter holds also on \( (\mathcal{V}^1)^{\otimes 3} \). However, in all our examples, the last condition is satisfied on the whole \( \text{LFie}(\mathcal{V})^{\otimes 3} \).

In the next lemma, we make a stronger assumption on \( \mathcal{I} \), which is nevertheless sufficient for our purposes.

Lemma 2.15. Let \( \mathcal{I} \) be a braiding map on \( \text{LFie}(\mathcal{V}) \), such that (2.38) holds for any \( \mathcal{I} \)-local subspace \( \mathcal{V} \subset \text{LFie}(\mathcal{V}) \). Then, for any \( \mathcal{I} \)-local subspace \( \mathcal{V} \) containing \( I \), there exists an \( \mathcal{I} \)-local subspace \( \mathcal{V} \subset \text{LFie}(\mathcal{V}) \) containing \( \mathcal{V} \), which is closed under all \( (n + \mathcal{I}) \)-th products \( (n \in \mathbb{Z}) \).

Proof. Starting from the local space \( \mathcal{V} \), let \( \mathcal{V}^{1} \supset \mathcal{V} \) be given by (2.37). Then \( \mathcal{V}^{1} \) is again a local space, by Lemma 2.13. By assumption, (2.38) now holds for \( \mathcal{V}^{1} \) in place of \( \mathcal{V} \); hence, we can apply Lemma 2.13 for \( \mathcal{V}^{1} \) and construct the local space \( \mathcal{V}^{2} = (\mathcal{V}^{1})^{1} \). Continuing by induction, we let \( \mathcal{V}^{m+1} = (\mathcal{V}^{m})^{1} \), and we obtain a sequence of \( \mathcal{I} \)-local subspaces

\[
\mathcal{V} = \mathcal{V}^{0} \subset \mathcal{V}^{1} \subset \mathcal{V}^{2} \subset \cdots
\]
Their union $V$ is $\hat{S}$-local and closed under all $(n + \hat{S})$-th products. □

Notice that the space $V$ constructed in the proof of the above lemma is the unique minimal such subspace.

2.7. Braiding maps compatible with an algebra. The results of Lemmas 2.10, 2.11, 2.13 suggest the following notion.

**Definition 2.16.** Let $U$ be a unital differential algebra, with a (not necessarily associative) product $\mu: U \otimes U \to U$, a unit element $1 \in U$, and a derivation $D \in \text{Der}(U)$. We say that a braiding map $\mathcal{S}$ on $U$ is compatible with the algebra structure if it has the following three properties:

1. $\mathcal{S}(a \otimes 1) = 0$ for all $a \in U$;
2. $[D \otimes I, \mathcal{S}] = 0$;
3. $\mathcal{S}(\mu \otimes I) = (\mu \otimes I)(\mathcal{S}_{13} + \mathcal{S}_{23})$.

Sometimes we will denote a unital differential algebra with a compatible braiding map as a quintuple $(U, 1, D, \mu, \mathcal{S})$.

As before, if we write

\begin{equation}
\mathcal{S} = \sum_{i=1}^{L} \Phi_i \otimes \Psi_i, \quad \Phi_i, \Psi_i \in \text{End}(U), \quad p(\Phi_i) = p(\Psi_i),
\end{equation}

then, combined with the symmetry of $\mathcal{S}$, conditions (1)–(3) above are equivalent to the following:

\begin{align}
\Phi_1 1 &= \Psi_1 1 = 0, \\
[D, \Phi_i] &= [D, \Psi_i] = 0, \\
\Phi_i, \Psi_i &\in \text{Der}(U), \quad 1 \leq i \leq L.
\end{align}

**Remark 2.17.** The identities in Definition 2.16 are similar to the identities satisfied by braiding maps in quantum vertex algebras [EK, FR, DGK]. We describe the similarities between logarithmic vertex algebras and quantum vertex algebras in Remark 3.17 below.

Lemma 2.15 provides examples of algebras with compatible braiding maps as follows.

**Corollary 2.18.** Let $\hat{\mathcal{S}}$ be a braiding map on $\text{LFie}(V)$, such that (2.38) holds for any $\hat{\mathcal{S}}$-local subspace $V \subset \text{LFie}(V)$. Then, for every fixed $n \in \mathbb{Z}$, we have the unital differential algebra with a compatible braiding map $(\nabla, I, D_z, \hat{\mu}_n, \hat{\mathcal{S}})$.

Now we will provide a construction of such compatible braiding maps, which appears in all examples from Section 4 below. Fix a vector superspace $V$, and consider the associative algebra $U = \text{End}(V)$ with the product $\mu$ given by composition, the unit element $I$ the identity operator, and the trivial derivation $D = 0$. Let $\hat{\mathcal{S}}$ be a braiding map on $U$, compatible with the algebra structure. We extend the action of $\Phi_i$ and $\Psi_i$ to $\text{LFie}(V)$
by acting only on the coefficients in front of powers of $z^{\pm 1}$ and $\zeta$ in the logarithmic fields. Then this action clearly commutes with the derivative $D_z$. The remaining properties are also easy to check, leading to the following result.

**Lemma 2.19.** Let $(\text{End}(V), I, 0, \mu, \hat{\mathcal{S}})$ be a compatible structure as above, and extend the action of $\hat{\mathcal{S}}$ to $\text{LFie}(V) \otimes \text{LFie}(V)$ by acting on the coefficients of logarithmic fields. Then $\hat{\mathcal{S}}$ is a braiding map on $\text{LFie}(V)$, which satisfies (2.24), (2.25), and (2.38) for any $\hat{\mathcal{S}}$-local subspace $V \subset \text{LFie}(V)$.

In particular, such braiding maps can be constructed as in (2.21).

**Corollary 2.20.** Let $V$ be a vector superspace, $\mathcal{S}$ be a braiding map on $V$, and let $\hat{\mathcal{S}} = (\text{ad} \otimes \text{ad})(\mathcal{S})$; cf. (2.3), (2.4), (2.21). Then $\hat{\mathcal{S}}$ is a braiding map on $\text{LFie}(V)$ satisfying (2.24), (2.25), and (2.38) for any $\hat{\mathcal{S}}$-local subspace $V \subset \text{LFie}(V)$.

### 2.8. Operator product expansion.

As before, we denote by $z_1, z_2, \ldots$ and $\zeta_1, \zeta_2, \ldots$ commuting even formal variables, where we think of $\zeta_i$ as $\log z_i$ and we continue to use the notation $z_{ij} = z_i - z_j$. We introduce additional commuting even formal variables $\zeta_{ij} = \zeta_{ji}$, which are thought of as $\log |z_{ij}|$.

In order to define the operator product expansion of logarithmic fields, we need the following definitions motivated by the geometric and logarithmic series expansions in complex analysis. Let

\[
(2.48) \quad \iota_{z_1, z_2} z_{12}^{-1} = D_{z_1} \vartheta_{12} = \sum_{j \geq 0} z_1^{-j-1} z_2^j
\]

be the series expansion of $z_{12}^{-1} = 1/(z_1 - z_2)$ in the domain $|z_1| > |z_2|$, and similarly

\[
(2.49) \quad \iota_{z_1, z_2} \zeta_{12} = \vartheta_{12} = \zeta_1 - \sum_{j \geq 1} \frac{1}{j} z_1^{-j} z_2^j
\]

be the expansion of $\log z_{12}$ in the same domain (cf. (2.7) and Remark 2.1). The map $\iota_{z_1, z_2}$ can be extended uniquely to a homomorphism of associative algebras

\[
\iota_{z_1, z_2} : V[z_1, z_2][z_1^{-1}, z_2^{-1}, z_{12}^{-1}, \zeta_1, \zeta_2, \zeta_{12}] \to V(\langle z_1 \rangle)(\langle z_2 \rangle)[\zeta_1, \zeta_2],
\]

by defining it on the generators $z_{12}^{-1}$ and $\zeta_{12}$ as above and as the identity on all others:

\[
(2.50) \quad \iota_{z_1, z_2}(z_i^{\pm 1}) = z_i^{\pm 1}, \quad \iota_{z_1, z_2}(\zeta_i) = \zeta_i, \quad i = 1, 2.
\]

Analogously, we define the map

\[
\iota_{z_2, z_1} : V[z_1, z_2][z_1^{-1}, z_2^{-1}, z_{12}^{-1}, \zeta_1, \zeta_2, \zeta_{12}] \to V(\langle z_2 \rangle)(\langle z_1 \rangle)[\zeta_1, \zeta_2],
\]
which acts as the expansion in the domain $|z_2| > |z_1|$. Explicitly, it is given by (cf. (2.8)):

\begin{align}
(2.51) & \quad \iota_{z_2,z_1} \zeta_{12} = \vartheta_{21} = \zeta_2 - \sum_{j \geq 1} \frac{1}{j} z_1^{j} z_2^{-j}, \\
(2.52) & \quad \iota_{z_2,z_1} z_{12}^{-1} = D_{z_1} \vartheta_{21} = -D_{z_2} \vartheta_{21} = -\sum_{j \geq 0} z_1^{j} z_2^{-j-1}, \\
(2.53) & \quad \iota_{z_2,z_1}(z_{i}^\pm) = z_{i}^\pm, \quad \iota_{z_2,z_1}(\zeta_{i}) = \zeta_{i}, \quad i = 1, 2.
\end{align}

Observe that here $\iota_{z_2,z_1} \zeta_{12} = \iota_{z_2,z_1} \zeta_{21}$ is the expansion of $\log z_{21}$ for $|z_2| > |z_1|$. Finally, define the map

$$
\iota_{z_2,z_{12}} : V[z_1, z_2] \left[ z_1^{-1}, z_1^{-1}, z_{12}^{-1}, \zeta_1, \zeta_2, \zeta_{12} \right] \to V((z_2))(\hat{z}_{12})[\zeta_2, \zeta_{12}]
$$

as the expansion in the domain $|z_2| > |z_{12}|$, where we use the relation $z_1 = z_2 + z_{12}$ and we think of $\zeta_1$ as $\log z_{12} = \log(z_2 + z_{12})$. Namely,

\begin{align}
(2.54) & \quad \iota_{z_2,z_{12}} \zeta_1 = \zeta_2 - \sum_{j \geq 1} \frac{(-1)^j}{j} z_{12}^j z_2^{-j}, \\
(2.55) & \quad \iota_{z_2,z_{12}} z_{12}^{-1} = D_{z_1} \iota_{z_2,z_{12}} \zeta_1 = \sum_{j \geq 0} (-1)^j z_{12}^j z_2^{-j-1},
\end{align}

and $\iota_{z_2,z_{12}}$ is the identity on the remaining generators $z_1$, $z_2$, $z_2^{-1}$, $z_{12}^{-1}$, $\zeta_2$, $\zeta_{12}$. Note that, by construction, all $\iota$-maps are homomorphisms of associative algebras and commute with the actions of the derivatives $D_{z_1}, D_{z_2}$ and with the multiplication by elements of $\mathbb{C}[z_1, z_2]$.

With the above notation, we can formulate the following theorem, which is similar to corresponding results for ordinary vertex algebras and generalized vertex algebras (see [DL, FB, LL, BK]).

**Theorem 2.21.** Let $V$ be a superspace and $V \subset \text{LFie}(V)$ be a space of local logarithmic fields for some braiding map $\hat{\varphi}$. Then, for every fixed $a, b \in V$ and $v \in V$, there exists a formal power series

$$
\gamma_{a,b,v}(z_1, z_2) \in V[[z_1, z_2]][z_1^{-1}, z_1^{-1}, z_{12}^{-1}, \zeta_1, \zeta_2, \zeta_{12}],
$$

with the following properties:

\begin{align}
(2.56) & \quad a(z_1)b(z_2)v = \iota_{z_1,z_2} \gamma_{a,b,v}(z_1, z_2), \\
(2.57) & \quad b(a(z_1))v = (-1)^{p(a)p(b)} \iota_{z_2,z_1} \gamma_{a,b,v}(z_1, z_2), \\
(2.58) & \quad b(z_2)a(z_1)v = (-1)^{p(a)p(b)} \iota_{z_2,z_1} \gamma_{a,b,v}(z_1, z_2),
\end{align}

and

\begin{align}
(2.59) & \quad \sum_{i \in \mathbb{Z}_+, n \in \mathbb{Z}} \frac{(-1)^i}{i!} z_{12}^{i} z_{12}^{-n-1} (\hat{\varphi}^i a_{(n+\hat{\varphi})} b)(z_2)v = \iota_{z_2,z_{12}} \gamma_{a,b,v}(z_1, z_2).
\end{align}

Furthermore, there exists $N \in \mathbb{Z}_+$, depending only on $a$ and $b$, such that

\begin{align}
(2.60) & \quad z_{12}^{N} \gamma_{a,b,v}(z_1, z_2) \in V[[z_1, z_2]][z_1^{-1}, z_1^{-1}, \zeta_1, \zeta_2, \zeta_{12}], \quad v \in V.
\end{align}
Proof. Let \( N \) be a positive integer large enough so that (2.23) is satisfied for all \( i \in \mathbb{Z}_+ \). Then we define

\[
y_{a,b,v}(z_1, z_2) = z_{12}^{-N} \mu\left(z_{12}^N e^{\Theta_{12}} e^{\zeta_{12}} a(z_1) \otimes b(z_2)\right)v
\]

(2.61)

\[
= \sum_{i \geq 0} \left(\frac{-1}{i!}\right)^i \zeta_{12}^{-N} \mu\left(z_{12}^N e^{\Theta_{12}} e^{\zeta_{12}} a(z_1) \otimes b(z_2)\right)v.
\]

Notice that the above sum is in fact finite, because \( \hat{\mathcal{V}} \) is nilpotent on \( a \otimes b \). Moreover, from locality (2.23), we have

\[
\mu\left(z_{12}^N e^{\Theta_{12}} e^{\zeta_{12}} a(z_1) \otimes b(z_2)\right)v \in V[z_1, z_2]\left[z_1^{-1}, z_2^{-1}, \zeta_1, \zeta_2\right],
\]

which proves (2.60). Then using (2.48) and (2.49) we get

\[
a(z_1)b(z_2)v = z_{12}^{-N} \mu\left(z_{12}^N e^{\Theta_{12}} e^{\zeta_{12}} a(z_1) \otimes b(z_2)\right)v
\]

\[
= t_{01,21} z_{12}^{-N} \mu\left(z_{12}^N e^{\Theta_{12}} e^{\zeta_{12}} a(z_1) \otimes b(z_2)\right)v
\]

Similarly, from (2.23), (2.51) and (2.52) we have

\[
b(z_2)a(z_1)v = z_{12}^{-N} \mu\left(z_{12}^N e^{\Theta_{12}} e^{\zeta_{12}} b(z_2) \otimes a(z_1)\right)v
\]

\[
= t_{21,12} z_{12}^{-N} \mu\left(z_{12}^N e^{\Theta_{12}} e^{\zeta_{12}} b(z_2) \otimes a(z_1)\right)v
\]

Finally, from (2.27), (2.29) and Taylor’s formula, we have for every \( i \in \mathbb{Z}_+ \):

\[
\sum_{n \in \mathbb{Z}} z_{12}^{n-1} (\hat{\mathcal{V}}^i a_{(n+\zeta_{12})}) (z_2)v
\]

\[
= \sum_{n \in \mathbb{Z}} z_{12}^{n-1} D_{z_1}^{(N-1-n)} \mu\left(z_{12}^N e^{\Theta_{12}} e^{\zeta_{12}} a(z_1) \otimes b(z_2)\right)v |_{z_1 = z_2}
\]

\[
= z_{12}^{-N} t_{21,12} \mu\left(z_{12}^N e^{\Theta_{12}} e^{\zeta_{12}} a(z_1) \otimes b(z_2)\right).
\]

Multiplying this by \( (-1)^i \zeta_{12}^i/i! \) and summing over \( i \in \mathbb{Z}_+ \) proves (2.59). \( \square \)

Remark 2.22. In the setting of Theorem 2.21 and its proof, consider the linear map

\[
y: \mathcal{V} \otimes \mathcal{V} \rightarrow \text{Hom}(V, V[z_1, z_2]\left[z_1^{-1}, z_2^{-1}, \zeta_1, \zeta_2\right]),
\]

defined by

\[
y(a \otimes b)v = y_{a,b,v}(z_1, z_2).
\]

Then \( y \) has the property that

\[
y(e^{\zeta_{12}} (a \otimes b)) = z_{12}^{-N} \mu\left(z_{12}^N e^{\Theta_{12}} a(z_1) \otimes b(z_2)\right)
\]

is independent of \( \zeta_{12} \). Conversely, this property together with (2.57), (2.58) and (2.60) implies the locality of \( \mathcal{V} \).
Let again $V \subset \text{LFie}(V)$ be a local space for some braiding map $\mathcal{S}$. For $a, b \in V$, their operator product expansion (OPE) is defined as the formal series

$$
\sum_{i \in \mathbb{Z}_+, n \in \mathbb{Z}} \frac{(-1)^i}{i!} \zeta_{12}^{i-1-n} (\mathcal{S}^i a_{(n+\mathcal{S})} b)(z_2).
$$

Note that this is not equal to $a(z_1)b(z_2)$ as it is an expansion in a different domain; compare (2.57) and (2.59). The OPE is denoted as

$$
a(z_1)b(z_2) \sim \sum_{i \in \mathbb{Z}_+, n \in \mathbb{Z}} \frac{(-1)^i}{i!} \zeta_{12}^{i-1-n} (\mathcal{S}^i a_{(n+\mathcal{S})} b)(z_2).
$$

In the physics literature, it is customary to write the OPE as follows:

$$
a(z_1)b(z_2) \sim \sum_{i \in \mathbb{Z}_+, n \in \mathbb{Z}} \frac{\log^i (z_1 - z_2)}{(z_1 - z_2)^{n+1}} c_{i,n}(z_2),
$$

where

$$
c_{i,n}(z) = \frac{(-1)^i}{i!} (\mathcal{S}^i a_{(n+\mathcal{S})} b)(z) \in \text{LFie}(V),
$$

or at $z_2 = 0$ in the form

$$
a(z)b(0) \sim \sum_{i \in \mathbb{Z}_+, n \in \mathbb{Z}} \frac{\log^i z}{z^{n+1}} c_{i,n}(0);
$$

see also (3.35), (3.36) below.

2.9. Translation covariant logarithmic fields. In this subsection, as with ordinary vertex algebras, we will assume that our superspace $V$ is equipped with an even vector $1 \in V_0$ (called the vacuum vector) and an even linear operator $T \in \text{End}(V)_0$ (called the translation operator) such that $T1 = 0$. As before, let $\mathcal{S}$ be a braiding map on $\text{LFie}(V)$ satisfying (2.24) and (2.25).

**Definition 2.23.** A logarithmic field $a \in \text{LFie}(V)$ is called translation covariant if

$$
[T, a(z)] = D_z a(z).
$$

We denote by $\text{LFie}_T(V)$ the space of translation covariant logarithmic fields.

Note that $\text{LFie}_T(V)$ is a $D_z$-invariant subspace of $\text{LFie}(V)$. To ensure it is invariant under the operators $\Phi_i$ and $\Psi_i$ from (2.18), we will impose the condition that

$$
[\text{ad}(T) \otimes I, \mathcal{S}] = [I \otimes \text{ad}(T), \mathcal{S}] = 0.
$$

Notice that the second equality follows from the first and the symmetry of $\mathcal{S}$. As a consequence of (2.25) and (2.63), $\mathcal{S}$ restricts to a braiding map on $\text{LFie}_T(V)$. 

Lemma 2.24. Let $\hat{\varphi}$ be a braiding map on $\text{LFie}(V)$ satisfying (2.25) and (2.63). Then for every local subspace $V \subset \text{LFie}_T(V)$ and any $a, b \in V$, we have $a(n+\hat{\varphi})b \in \text{LFie}_T(V)$ for all $n \in \mathbb{Z}$.

Proof. Since $\text{ad}(T)$ is a derivation of the product $\mu$ in $\text{End}(V)$, we have:
\[
\text{ad}(T)(e^{\theta_{12}\hat{\varphi}}a(z_1) \otimes b(z_2)) = \mu(\text{ad}(T \otimes I + I \otimes T)e^{\varphi_{12}\hat{\varphi}}a(z_1) \otimes b(z_2)) = (D_{z_1} + D_{z_2})\mu(e^{\varphi_{12}\hat{\varphi}}a(z_1) \otimes b(z_2)),
\]
where in the last identity we used the translation covariance of $a, b$ and $(D_{z_1} + D_{z_2})\varphi_{12} = 0$. Note that for an arbitrary function $f$ in two variables, $D_zf(z, z) = (D_{z_1} + D_{z_2})f(z_1, z_2)|_{z_1=z_2=z}$. Applying Definition 2.12, we thus obtain
\[
\text{ad}(T)(a(z)(n+\hat{\varphi})b(z)) = D_z(a(z)(n+\hat{\varphi})b(z)),
\]
as claimed. \hfill \Box

Lemma 2.25. For every translation covariant field $a(z) \in \text{LFie}_T(V)$, we have $a(z)1 \in V[z]$.

Proof. From (2.62) and $T1 = 0$, we derive $D_z a(z)1 = Ta(z)1$. Let us write
\[
a(z)1 = \sum_{n \in \mathbb{Z}} a_n(\zeta)z^{-n-1}, \quad a_n(\zeta) \in V[\zeta],
\]
where $a_n(\zeta) = 0$ for $n \gg 0$. Then we obtain the equations
\[
(\varphi - n)a_{n-1}(\zeta) = Ta_n(\zeta), \quad n \in \mathbb{Z}.
\]
Pick the largest $N \in \mathbb{Z}$ such that $a_{N-1}(\zeta) \neq 0$ and $a_n(\zeta) = 0$ for $n \geq N$. Hence,
\[
(\varphi - N)a_{N-1}(\zeta) = 0,
\]
which is impossible for a polynomial, unless $N = 0$ and $a_{-1}(\zeta) \in V$ is a constant. Thus, $a_n(\zeta) = 0$ for $n \geq 0$. Next, from
\[
(\varphi + 1)a_{-2}(\zeta) = Ta_{-1}(\zeta) \in V,
\]
we see that $a_{-2}(\zeta) \in V$. In the same way, by induction, we get $a_n(\zeta) \in V$ for all $n < 0$. \hfill \Box

As a consequence of Lemma 2.25, we get an even linear map from $\text{LFie}_T(V)$ to $V$ defined by
\[
(2.64) \quad \Theta: \text{LFie}_T(V) \to V, \quad \Theta(a) = a(z)1|_{z=0}.
\]
Then from the equation $D_z a(z)1 = Ta(z)1$, we obtain
\[
(2.65) \quad a(z)1 = e^{zT}\Theta(a), \quad a \in \text{LFie}_T(V),
\]
like for ordinary vertex algebras.
Lemma 2.26. Let \( \hat{\mathcal{S}} \) be a braiding map on \( \text{LFie}(V) \) satisfying (2.25) and (2.63). Then for every local subspace \( V \subset \text{LFie}_T(V) \) and \( a, b \in V \), we have

\[
(2.66) \quad a(z)\Theta(b) = \sum_{i \in \mathbb{Z}_+, n \in \mathbb{Z}} \frac{(-1)^i}{i!} \zeta^i z^{-n-1} \Theta(\hat{\mathcal{S}}^i a(z_{n+\hat{\mathcal{S}}}) b).
\]

Furthermore, if \( \Theta(a) = 0 \), then \( a(z)\Theta(b) = 0 \) for all \( b \in V \).

Proof. We will use Theorem 2.21. Let again \( N \) be a positive integer large enough so that (2.23) is satisfied for all \( i \in \mathbb{Z}_+ \). If we expand \( z_{12}^{N+\hat{\mathcal{S}}^i} a(z_1) b(z_2) \) as in the right-hand side of (2.43), it follows from Lemma 2.25 that

\[
(z_{12}^{N+\hat{\mathcal{S}}^i} a(z_1) b(z_2)) 1 \in V[z_1, z_2][z_1^{-1}, \zeta]
\]

is independent of \( \zeta_2 \) and has only non-negative powers of \( z_2 \). Due to locality (2.23), we conclude that

\[
c_i(z_1, z_2) := (z_{12}^{N+\hat{\mathcal{S}}^i} a(z_1) b(z_2)) 1 \in V[z_1, z_2].
\]

Then from (2.61) we find

\[
y_{a,b,1}(z_1, z_2) = \sum_{i \geq 0} \frac{(-1)^i}{i!} \zeta_1^i z_1^{-N} c_i(z_1, z_2).
\]

By (2.57), we have

\[
a(z_1)\Theta(b) = \ell_{z_1,z_2} y_{a,b,1}(z_1, z_2)|_{z_2=0} = \sum_{i \geq 0} \frac{(-1)^i}{i!} \zeta_1^i z_1^{-N} c_i(z_1, 0),
\]

using that \( \ell_{z_1,z_2} \zeta_2|_{z_2=0} = \zeta_1 \) and \( \ell_{z_1,z_2} z_{12}^{-N}|_{z_2=0} = z_1^{-N} \) by (2.48), (2.49).

By definition, the coefficient in front of \( z_1^{N-n-1} \) in the Taylor expansion of

\[
c_i(z_1, 0)
\]

is

\[
D_1^{(N-n-1)} c_i(z_1, 0)|_{z_1=0} = (D_1^{(N-n-1)} c_i(z_1, z_2)|_{z_1=z_2=0})|_{z_2=0} = \Theta(\hat{\mathcal{S}}^i a(z_{n+\hat{\mathcal{S}}}) b),
\]

which proves (2.66).

For the second claim in the lemma, suppose that \( \Theta(a) = 0 \). Then \( a(z) 1 = 0 \) by (2.65). Applying (2.58) and using (2.51), we get

\[
0 = (-1)^{p(a)p(b)} z_{12}^N b(z_2) a(z_1) 1
= \ell_{z_2,z_1} z_{12}^N y_{a,b,1}(z_1, z_2) = \sum_{i \geq 0} \frac{(-1)^i}{i!} \hat{g}_{21}^i c_i(z_1, z_2).
\]

This sum is finite because \( \hat{\mathcal{S}} \) is nilpotent on \( a \otimes b \). We want to show that all \( c_i(z_1, z_2) = 0 \). Assume, on the contrary, that some \( c_r \neq 0 \) and \( c_i = 0 \) for all \( i > r \). Then the highest power of \( \zeta_2 \) in the above sum is \( \zeta_2^r \) and its coefficient is non-zero, a contradiction. Therefore, all \( c_i = 0 \), and as a consequence \( a(z)\Theta(b) = 0 \). \( \square \)
For any field \( a \in \text{LFie}(V) \), we have the sequence of linear maps \( a_{(n+\mathcal{S})} \in \text{End}(V) \), \( n \in \mathbb{Z} \), given by
\[
(2.67) \quad a(z) |_{\zeta=0} = \sum_{n \in \mathbb{Z}} z^{-n-1}a_{(n+\mathcal{S})}.
\]

We remark that the notation \( a_{(n+\mathcal{S})}b \in \text{LFie}(V) \) means the \((n+\mathcal{S})\)-th product of two logarithmic fields \( a, b \) (Definition 2.12), while the notation \( a_{(n+\mathcal{S})}v \in V \) means the vector obtained from the evaluation of the linear operator \( a_{(n+\mathcal{S})} \) on \( v \in V \). In the case of logarithmic vertex algebras, these two notions will be related in the next section. We can already see this relationship in the following corollary of (2.66).

**Corollary 2.27.** In the setting of Lemma 2.26, we have
\[
(2.68) \quad \Theta(a_{(n+\mathcal{S})}b) = a_{(n+\mathcal{S})}\Theta(b), \quad a, b \in V, \quad n \in \mathbb{Z}.
\]

The following version of the Kac Existence Theorem (see \([K, DK]\)) will be useful to generate examples of logarithmic vertex algebras. In it we use the definition of the space \( \overline{V} \) from Lemma 2.15. In addition, \( \hat{\mathcal{S}} \) will be a braiding map on \( \text{LFie}(V) \) satisfying (2.24), (2.25), and (2.38) for any \( \hat{\mathcal{S}} \)-local subspace \( V \subset \text{LFie}(V) \). For simplicity, we will assume that \( \hat{\mathcal{S}} = (\text{ad} \otimes \text{ad})(\mathcal{S}) \) is constructed as in Corollary 2.20, where \( \mathcal{S} \) is a braiding map on \( V \) as in (2.4). Then conditions (2.63) hold provided that \([T, \phi_i] = [T, \psi_i] = 0\) for all \( i \). As we will see in the next section, for a logarithmic vertex algebra, the map \( \hat{\mathcal{S}} \) always has this form.

**Theorem 2.28 (Existence Theorem).** Let \( V \) be a superspace equipped with an even vector \( 1 \in V_0 \) and an even linear operator \( T \in \text{End}(V)_0 \) such that \( T1 = 0 \), and \( \mathcal{S} \) be a braiding map on \( V \) as in (2.4) such that
\[
(2.69) \quad [T, \phi_i] = [T, \psi_i] = 0, \quad i = 1, \ldots, L.
\]
Set \( \hat{\mathcal{S}} = (\text{ad} \otimes \text{ad})(\mathcal{S}) \) and extend it to a braiding map on \( \text{LFie}(V) \) by acting only on the coefficients in front of powers of \( z^{\pm 1} \) and \( \zeta \) in the logarithmic fields. Fix an \( \hat{\mathcal{S}} \)-local subspace
\[
V = \text{span}\{I, a^i(z) \mid i \in J\} \subset \text{LFie}_T(V)
\]
of translation covariant logarithmic fields, where \( J \) is an index set. Suppose that \( V \) is complete in the sense that
\[
V = \text{span}\{1, a_{(n_1+\mathcal{S})} \cdots a_{(n_k+\mathcal{S})} 1 \mid k \geq 1, i_1, \ldots, i_k \in J, n_1, \ldots, n_k \in \mathbb{Z}\}.
\]
Then \( \overline{V} \subset \text{LFie}_T(V) \) is an \( \hat{\mathcal{S}} \)-local space containing \( V \), closed under all \((n+\hat{\mathcal{S}})\)-th products, and for every \( v \in V \) there exists a unique logarithmic field \( Y(v, z) \in \overline{V} \) such that \( Y(v, z)1 |_{z=0} = v \). Furthermore, \( \overline{V} \) is the maximal \( \hat{\mathcal{S}} \)-local subspace of \( \text{LFie}_T(V) \) containing \( V \).
Proof. As discussed before the theorem, \( \hat{S} \) is a braiding map on \( \text{LFie}(V) \) satisfying (2.24), (2.25), and (2.38) for any \( \hat{S} \)-local subspace \( V \subset \text{LFie}(V) \). Hence, by Lemma 2.15, we can construct the minimal local space \( \hat{V} \) containing \( V \) and closed under all \( (n + \hat{S}) \)-th products, \( n \in \mathbb{Z} \). Moreover, (2.69) implies \([\text{ad}(T), \text{ad}(\phi_i)] = [\text{ad}(T), \text{ad}(\psi_i)] = 0\) for all \( i \), so the map \( \hat{S} \) satisfies (2.63). Then Lemma 2.24 ensures that \( V \subset \text{LFie}_T(V) \).

The linear map \( \Theta \), given by (2.64), satisfies \( \Theta(I) = 1 \) and \( \Theta(a^i) = a^i_{(-1,\hat{S})}1 \); see (2.67). More generally, by (2.68), we have

\[
\Theta(a^i_{(n_1+\hat{S})} (a^i_{(n_2+\hat{S})} I)) = a^i_{(n_1+\hat{S})} a^i_{(n_2+\hat{S})} 1 , \quad \text{etc.}
\]

By induction, we get

\[
\Theta(a^i_{(n_1+\hat{S})} (a^i_{(n_2+\hat{S})} \cdots (a^i_{(n_k+\hat{S})} I) \cdots)) = a^i_{(n_1+\hat{S})} \cdots a^i_{(n_k+\hat{S})} 1 .
\]

Therefore, the map \( \Theta \) is surjective, due to the completeness of \( V \).

To prove that \( \Theta \) is injective, suppose that \( a \in \hat{V} \) is such that \( \Theta(a) = 0 \). Applying Lemma 2.26 for the space \( \hat{V} \), we get \( a(z) \Theta(b) = 0 \) for all \( b \in \hat{V} \), which implies \( a(z) = 0 \) because \( \Theta \) is surjective. Hence \( \Theta \) is bijective, and we define \( \hat{Y} : V \to \hat{V} \) as \( \Theta^{-1} \).

Finally, to show that \( \hat{V} \) is maximal, consider any local subspace \( \hat{U} \subset \text{LFie}_T(V) \) such that \( \hat{V} \subset \hat{U} \). Then applying the above results for \( \hat{U} \) instead of \( \hat{V} \), we obtain the subspace \( \hat{U} \) and the bijection \( \Theta : \hat{U} \to \hat{V} \). However, \( \hat{V} \subset \hat{U} \) and the restriction of \( \Theta \) to \( \hat{V} \) is also bijective. Hence, \( \hat{V} = \hat{U} \), which implies \( \hat{U} \subset \hat{V} \).

Notice that the space \( \hat{V} \) constructed in the above theorem is both minimal and maximal; thus is the unique space with these properties. This uniqueness is related to Goddard’s Uniqueness Theorem for vertex algebras (see [K, DK]). We will have another version of it for logarithmic vertex algebras in the next section.

3. Logarithmic vertex algebras

In this section, we introduce two equivalent definitions of the notion of a logarithmic vertex algebra. We define conformal logarithmic vertex algebras and express the braiding map \( \hat{S} \) in terms of the Virasoro \( L_0 \)-operator. We derive an Existence Theorem, Uniqueness Theorem, \( (n + \hat{S}) \)-th product identity, OPEs, skew-symmetry, associativity, and a version of the Borcherds identity for logarithmic vertex algebras.

3.1. \( \hat{S} \)-logarithmic vertex algebras. Our first definition is given in terms of a braiding map \( \hat{S} \) on the space \( \text{LFie}(V) \) of logarithmic fields, and it encodes the properties of the space \( \hat{V} \) from Theorem 2.28.
Definition 3.1. An \( \hat{S} \)-logarithmic vertex algebra (abbreviated \( \hat{S} \)-logVA) is a vector superspace \( V \) (space of states), equipped with an even vector \( 1 \in V_0 \) (vacuum vector), an even endomorphism \( T \in \text{End}(V)_0 \) (translation operator), an even linear map (state-field correspondence) \( Y_z : V \rightarrow \text{LFie}(V), \quad a \mapsto Y_z(a) = Y(a, z) \), and a braiding map \( \hat{S} \) on the space \( Y_z(V) \) (see Definition 2.4), which are subject to the following axioms:

1. **(vacuum)** \( Y(1, z) = I, \quad Y(a, z)1 \in V[[z]], \quad Y(a, z)1|_{z=0} = a, \quad T1 = 0. \)
2. **(covariance)** \( [\text{ad}(T) \otimes I, \hat{S}] = [D_z \otimes I, \hat{S}] = 0, \quad [T, Y(a, z)] = D_z Y(a, z). \)
3. **(locality)** The space \( Y_z(V) \) is \( \hat{S} \)-local (see Definition 2.9).
4. **(hexagon)** For all \( n \in \mathbb{Z} \), we have
   \[
   \hat{S}(\mu(n) \otimes I) = (\mu(n) \otimes I)(\hat{S}_{13} + \hat{S}_{23}) \quad \text{on} \quad Y_z(V)^{\otimes 3},
   \]
   where \( \mu(n) \) is the \((n+\hat{S})\)-th product of logarithmic fields defined by (2.26) and (2.28).

We denote an \( \hat{S} \)-logVA by \((V, 1, T, Y, \hat{S})\) or just \( V \) for short.

We will construct examples of logarithmic vertex algebras in Section 4 below. The main tool for that is the following version of the Kac Existence Theorem (see [K, DK]), which allows us to generate an \( \hat{S} \)-logVA from an \( \hat{S} \)-local space of logarithmic fields.

**Theorem 3.2 (Existence Theorem).** Under the assumptions of Theorem 2.28, we have the \( \hat{S} \)-logVA \((V, 1, T, Y, \hat{S})\).

**Proof.** Follows immediately from Theorem 2.28. \( \square \)

Let \( V \) be an \( \hat{S} \)-logVA, and denote by \( \mathcal{V} \) the local space \( Y_z(V) \). Then, by Theorem 2.28, we have \( \mathcal{V} = \mathcal{V}_0 \). This implies that \( \mathcal{V} \) is closed under all \((n+\hat{S})\)-th products \( n \in \mathbb{Z} \), and in particular under \( D_z \) because \( I \in \mathcal{V} \) (see (2.32)). Hence we have the following:

**Remark 3.3.** Let \( V \) be an \( \hat{S} \)-logVA. Then, for every fixed \( n \in \mathbb{Z} \), we have the structure \((Y_z(V), I, D_z, \mu(n), \hat{S})\), which is compatible in the sense of Definition 2.16.

Moreover, again by Theorem 2.28, the space \( \mathcal{V} = Y_z(V) \) is maximal. As a consequence, we obtain the following version of Goddard’s Uniqueness Theorem (cf. [K]).

**Theorem 3.4 (Uniqueness Theorem).** Let \( V \) be an \( \hat{S} \)-logVA. If \( \mathcal{U} \subset \text{LFie}_T(V) \) is an \( \hat{S} \)-local space of translation covariant logarithmic fields containing \( Y_z(V) \), then \( \mathcal{U} = Y_z(V) \). In particular, for any \( a(z) \in \mathcal{U} \), we have \( a(z) = Y(v, z) \) where \( v = a(z)1|_{z=0} \).
As in [B], we will use the notation (cf. (2.67)):

\[(3.2) \quad X(a, z) := Y(a, z)|_{\zeta=0} = \sum_{n \in \mathbb{Z}} a_{(n+\mathcal{S})} z^{-n-1}, \quad a \in V.\]

The linear operators \(a_{(n+\mathcal{S})} \in \text{End}(V)\) are called the modes of \(a\). For example, the vacuum and covariance axioms imply that

\[(3.3) \quad a_{(-1+\mathcal{S})}1 = a, \quad a_{(-2+\mathcal{S})}1 = Ta,\]

just as for ordinary vertex algebras. Notice that, by definition, for every fixed \(a, b \in V\) we have

\[(3.4) \quad a_{(n+\mathcal{S})}b = 0, \quad n \gg 0.\]

We have the following analog of the \(n\)-th product identity (cf. [K]).

**Proposition 3.5** \(((n+\mathcal{S})\text{-th product identity})\). For any \(\hat{\mathcal{S}}\text{-logVA} V\) and \(a, b \in V\), we have

\[(3.5) \quad Y(a, z)_{(n+\mathcal{S})}Y(b, z) = Y(a_{(n+\mathcal{S})}b, z), \quad n \in \mathbb{Z}.\]

In particular, \(Y(Ta, z) = D_z Y(a, z)\).

**Proof.** As discussed before Remark 3.3, the space \(Y_z(V)\) is closed under all \((n+\hat{\mathcal{S}})\)-th products. Hence, for fixed \(a, b \in V\) and \(n \in \mathbb{Z}\), we have

\[Y(a, z)_{(n+\hat{\mathcal{S}})}Y(b, z) = Y(v, z)\]

for some \(v \in V\). Recall that, by definition,

\[\Theta(Y(v, z)) = Y(v, z)1|_{z=0} = v.\]

But from Corollary 2.27,

\[(3.6) \quad (Y(a, z)_{(n+\hat{\mathcal{S}})}Y(b, z))1|_{z=0} = a_{(n+\mathcal{S})}b;\]

thus, \(v = a_{(n+\mathcal{S})}b\). \(\square\)

More generally, using (2.66), the same proof as above gives the full expansion of a logarithmic field in an \(\hat{\mathcal{S}}\text{-logVA}:\)

\[(3.7) \quad Y(a, z)b = \sum_{i \in \mathbb{Z}_+, n \in \mathbb{Z}} \frac{(-1)^i z^{-n-1}}{i!} \hat{\mathcal{S}}^i Y(a, z)_{(n+\hat{\mathcal{S}})}Y(b, z_1)|_{z_1=0},\]

for all \(a, b \in V\), where we use the notation (2.29). In order to understand this formula better, let us rewrite the coefficients as

\[(3.8) \quad (\hat{\mathcal{S}}^i Y(a, z)_{(n+\hat{\mathcal{S}})}Y(b, z))1|_{z=0} = (\Theta \hat{\mu}(n))\hat{\mathcal{S}}^i (Y(a, z) \otimes Y(b, z)) = (\Theta \hat{\mu}(n) \hat{\mathcal{S}}^i (Y_z \otimes Y_z))(a \otimes b).\]

where, as before, we use the notation (2.28) and (2.64). Similarly to \(\hat{\mu}(n)\), we introduce the linear maps

\[(3.9) \quad \mu(n) : V \otimes V \to V, \quad \mu(n)(a \otimes b) = a_{(n+\mathcal{S})}b.\]
Then (3.5) and (3.6) can be reformulated as the following identities on \( V \otimes V \):

\[
\hat{\mu}_{(n)} (Y_z \otimes Y_z) = Y_z \mu_{(n)}, \\
\Theta \hat{\mu}_{(n)} (Y_z \otimes Y_z) = \mu_{(n)}.
\]

These two identities are equivalent because the maps \( \Theta \) and \( Y_z \) are inverse to each other. Using the isomorphisms \( \Theta \) and \( Y_z \), we will transfer the action of \( \hat{\mathcal{S}} \) on \( Y_z(V) \otimes Y_z(V) \) to an action on \( V \otimes V \).

**Definition 3.6.** For any \( \hat{\mathcal{S}} \)-logVA \( V \), we have an even linear operator \( \mathcal{S} \) on \( V \otimes V \) defined by

\[
\mathcal{S}(a \otimes b) = \hat{\mathcal{S}} \left( Y(a, z_1) \otimes Y(b, z_2) \right) (1 \otimes 1) \bigg|_{z_1 = z_2 = 0}.
\]

As in (3.10), (3.11), equation (3.12) is equivalent to the identity

\[
\mathcal{S} = (\Theta \otimes \Theta) \hat{\mathcal{S}} (Y_{z_1} \otimes Y_{z_2}),
\]

and by applying \( Y_{z_1} \otimes Y_{z_2} \) to it we get

\[
(Y_{z_1} \otimes Y_{z_2}) \mathcal{S} = \hat{\mathcal{S}} (Y_{z_1} \otimes Y_{z_2}).
\]

We will study the properties of \( \mathcal{S} \) in the next subsection. In particular, it is clear that \( \mathcal{S} \) is locally nilpotent. Similarly to (2.29), let us introduce the notation

\[
\mathcal{S}^i a_{(n+\mathcal{S})} b := \mu_{(n)} \left( e^{-i \mathcal{S}} a \otimes b \right), \quad a, b \in V.
\]

As an application of the above identities, we derive the explicit expansion of logarithmic fields in an \( \hat{\mathcal{S}} \)-logVA, which explains our choice of notation for the modes (cf. [B]).

**Proposition 3.7.** In any \( \hat{\mathcal{S}} \)-logVA \( V \), we have for \( a, b \in V \),

\[
Y(a, z)b = \sum_{i \in \mathbb{Z}^+, n \in \mathbb{Z}} \frac{(-1)^i}{i!} \zeta^i z^{-n-1} \mathcal{S}^i a_{(n+\mathcal{S})} b
\]

\[
= \sum_{n \in \mathbb{Z}} z^{-n-1} \mathcal{S}^n a_{(n+\mathcal{S})} b,
\]

where, as before, \( z^{-\mathcal{S}} := e^{-\zeta \mathcal{S}} \).

**Proof.** We apply (3.7), where the coefficients are given by (3.8):

\[
(\Theta \hat{\mu}_{(n)} \hat{\mathcal{S}}^i (Y_z \otimes Y_z)) (a \otimes b).
\]

Then using (3.14) and (3.11), we find

\[
\Theta \hat{\mu}_{(n)} \hat{\mathcal{S}}^i (Y_z \otimes Y_z) = \Theta \hat{\mu}_{(n)} (Y_z \otimes Y_z) \mathcal{S}^i = \mu_{(n)} \mathcal{S}^i,
\]

thus completing the proof. \( \Box \)
From Propositions 3.5 and 3.7, we derive an expression for translation covariance in terms of modes:

\[(Ta)_{(n+\mathcal{S})}b = -(n + \mathcal{S})a_{(n-1+\mathcal{S})}b, \quad a, b \in V.\]

In the future, it will also be convenient to use the linear maps \(Y(z): V \otimes V \to V((z))[\zeta]\) and \(X(z): V \otimes V \to V((z))\) defined by

\[(3.17) \quad Y(z)(a \otimes b) := Y(a, z)b, \quad X(z)(a \otimes b) := X(a, z)b = Y(a, z)b|_{\zeta=0}.
\]

Then equation (3.16) can be restated as follows (cf. [B]):

\[(3.19) \quad Y(z) = X(z) e^{-\zeta \mathcal{S}}, \quad X(z) = Y(z) e^{\zeta \mathcal{S}}.
\]

From (2.26), (3.14) and Proposition 3.5, we obtain another version of the \((n + \mathcal{S})\)-th product identity.

**Corollary 3.8.** For any \(\hat{\mathcal{S}}\)-logVA \(V\) and \(a, b, c \in V\), \(n \in \mathbb{Z}\), we have

\[(3.20) \quad Y(a_{(n+\mathcal{S})}b, z_2)c = D_{(N-1-n)}\left( z_{12} Y(z_1)(I \otimes Y(z_2)) e^{\mathcal{S} z_{12}} (a \otimes b \otimes c) \right)|_{z_1 = z_2},
\]

for a sufficiently large \(N\) depending only on \(a\) and \(b\).

We finish this subsection with another consequence of Proposition 3.5, which is also its generalization.

**Corollary 3.9.** For any \(\hat{\mathcal{S}}\)-logVA \(V\), elements \(a, b \in V\) and \(n \in \mathbb{Z}\), \(i \in \mathbb{Z}_+\), we have

\[(3.21) \quad \hat{\mathcal{S}}^i Y(a, z)_{(n+\mathcal{S})} Y(b, z) = Y(\mathcal{S}^i a_{(n+\mathcal{S})} b, z).
\]

**Proof.** Follows by applying both sides of (3.10) to \(\mathcal{S}^i (a \otimes b)\) and using (3.14). \(\square\)

**3.2. Properties of the operator \(\mathcal{S}\).** Let again \(V\) be an \(\hat{\mathcal{S}}\)-logVA, and define the linear operator \(\mathcal{S}\) on \(V \otimes V\) by (3.12). In this subsection, we study the properties of \(\mathcal{S}\) and list them in Proposition 3.11 below. But first, we need the following definition.

**Definition 3.10.** A derivation of an \(\hat{\mathcal{S}}\)-logVA \(V\) is a linear operator \(D \in \text{End}(V)\) such that

\[(3.22) \quad D(Y(a, z)b) = Y(Da, z)b + (-1)^{p(a)p(D)} Y(a, z)Db, \quad a, b \in V.
\]

We denote by \(\text{Der}(V)\) the set of all derivations of \(V\).

As usual, \(\text{Der}(V)\) is a Lie superalgebra under the supercommutator bracket. Condition (3.21) is equivalent to \(D\) being a derivation of the \((n + \mathcal{S})\)-th product \(\mu_{(n)}\) for every \(n \in \mathbb{Z}\), and can be restated as

\[(3.23) \quad D \mu_{(n)} = \mu_{(n)} (D \otimes I + I \otimes D).
\]

Equivalently, using notation (3.18), we have on \(V \otimes V\):

\[(3.24) \quad D Y(z) = Y(z) (D \otimes I + I \otimes D).
\]
It is easy to derive from (3.3) that every derivation $D \in \text{Der}(V)$ satisfies
\begin{equation}
D1 = 0, \quad [D, T] = 0.
\end{equation}
Notice that $T \in \text{Der}(V)$, by the covariance axiom and Proposition 3.5.

**Proposition 3.11.** Let $V$ be an $\hat{\mathcal{S}}$-logVA. Then the linear operator $\mathcal{S}$ defined by (3.12) has the following properties:

1. $\mathcal{S}$ is a braiding map on $V$.
2. $\mathcal{S}$ is locally nilpotent on $V \otimes V$.
3. $(V, 1, T, \mu(n), \mathcal{S})$ is compatible for every $n \in \mathbb{Z}$.
4. $\mathcal{S}(Y(z) \otimes 1) = (Y(z) \otimes 1)(\mathcal{S}_{13} + \mathcal{S}_{23})$.
5. $\mathcal{S} \in \text{Der}(V) \otimes \text{Der}(V)$.
6. $\hat{\mathcal{S}} = (\text{ad} \otimes \text{ad})(\mathcal{S})$ on $Y_z(V) \otimes Y_z(V)$.

**Proof.** (1) If we write $\hat{\mathcal{S}}$ as in (2.18), then we obtain from (3.13) that $\mathcal{S}$ has the form (2.4) with
\[
\phi_i = \Theta \Phi_i, \quad \psi_i = \Theta \Psi_i, \quad Y_z = \Theta^{-1}.
\]
In particular, this implies $\mathcal{S} \in \text{End}(V) \otimes \text{End}(V)$. The other conditions for a braiding map (see Definition 2.4) follow immediately from the corresponding properties of $\hat{\mathcal{S}}$.

(2) follows from the local nilpotency of $\hat{\mathcal{S}}$, because from (3.13) we have
\[
\mathcal{S}^i = (\Theta \otimes \Theta) \hat{\mathcal{S}}^i (Y_z \otimes Y_z).
\]

(3) and (4) are equivalent to each other and to $\mathcal{S} \in \text{Der}(V) \otimes \text{End}(V)$, due to (3.21)–(3.24). Since $\mathcal{S}$ is symmetric, they are also equivalent to (5). To prove them, we recall that $\hat{\mathcal{S}}$ satisfies (3.1), and using (3.10), (3.13), we derive
\[
\mathcal{S}(\mu(n) \otimes 1) = (\mu(n) \otimes 1)(\mathcal{S}_{13} + \mathcal{S}_{23}), \quad n \in \mathbb{Z}.
\]

(6) We find for $v \in V$:
\[
\Phi_i(Y(v, z)) = (Y_z \phi_i \Theta)Y(v, z) = Y_z(\phi_i v) = Y(\phi_i v, z).
\]
But since $\phi_i \in \text{Der}(V)$, we have $Y(\phi_i v, z) = [\phi_i, Y(v, z)]$. Therefore, $\Phi_i = \text{ad}(\phi_i)$ on $Y_z(V)$. Similarly, we have $\Psi_i = \text{ad}(\psi_i)$ on $Y_z(V)$. \qed

**Remark 3.12.** Recall that our braiding map $\hat{\mathcal{S}}$ is defined on all of LFie(V) ⊗ LFie(V). However, in principle, the identity $\hat{\mathcal{S}} = (\text{ad} \otimes \text{ad})(\mathcal{S})$ holds only for the restrictions to the fields from the $\hat{\mathcal{S}}$-logVA V. In practice, we start with the operator $\mathcal{S}$ and then define $\hat{\mathcal{S}}$ everywhere using that identity.

**Remark 3.13.** We can start from an arbitrary locally nilpotent braiding map $\mathcal{S}' = \sum \phi'_i \otimes \psi'_i$ on $V \otimes V$ such that $[T, \phi'_i] = [T, \psi'_i] = 0$ for all $i$. Then, as discussed in Theorem 2.28, the map $\hat{\mathcal{S}} = (\text{ad} \otimes \text{ad})(\mathcal{S}')$ will have all the desired properties. We can still define $\mathcal{S}$ by (3.12), and we will have
\( \hat{\mathcal{S}} = (\text{ad} \otimes \text{ad})(\mathcal{S}) \), but in general \( \mathcal{S} \neq \mathcal{S}' \). For example, we can add different multiples of the identity operator to \( \phi'_i \) and \( \psi'_i \).

### 3.3. \( \mathcal{S} \)-logarithmic vertex algebras

Now we express the definition of a logarithmic vertex algebra using the endomorphism \( \mathcal{S} \) instead of \( \hat{\mathcal{S}} \). In Proposition 3.16 below, we prove that this definition is equivalent to Definition 3.1.

**Definition 3.14.** An \( \mathcal{S} \)-logarithmic vertex algebra (abbreviated \( \mathcal{S} \)-logVA) is a vector superspace \( V \) (space of states), equipped with an even vector \( 1 \in V \bar{0} \) (vacuum vector), an even endomorphism \( T \in \text{End}(V) \bar{0} \) (translation operator), an even linear map (state-field correspondence) \( Y_{\bar{z}} : V \to \text{LFie}(V) \), \( a \mapsto Y_{\bar{z}}(a) = Y(a, z) \), and a braiding map \( \mathcal{S} \) on \( V \) (see Definition 2.4), which are subject to the following axioms:

1. **(vacuum)** \( Y(1, z) = I \), \( Y(a, z)1 \in \bar{V}[z] \), \( Y(a, z)1|_{z=0} = a \), \( T1 = 0 \).
2. **(covariance)** \( [T, Y(a, z)] = D_z Y(a, z) \).
3. **(nilpotence)** \( \mathcal{S} \) is locally nilpotent on \( V \otimes V \).
4. **(locality)** For every \( a, b \in V \), there exists \( N \in \mathbb{Z}_+ \) such that for all \( c \in V \),

\[
Y(z_1)(I \otimes Y(z_2)) z_1^N e^{\theta_{12} \mathcal{S} z_2}(a \otimes b \otimes c) = (-1)^{p(a)p(b)} Y(z_2)(I \otimes Y(z_1)) z_2^N e^{\theta_{21} \mathcal{S} z_1}(b \otimes a \otimes c),
\]

(3.25)

where we use the notation (3.18).

5. **(hexagon)** The following identity is satisfied on \( V \otimes 3 \):

\[
\mathcal{S}(Y(z) \otimes I) = (Y(z) \otimes I)(\mathcal{S}_{13} + \mathcal{S}_{23}),
\]

(3.26)

where we use the notation (2.6) and (3.18).

We denote an \( \mathcal{S} \)-logVA by \((V, 1, T, Y, \mathcal{S})\) or \( V \) for short. When the braiding map \( \mathcal{S} \) is fixed, we will call \( V \) just a logarithmic vertex algebra or a logVA.

**Remark 3.15.** As discussed in Section 3.2, the hexagon axiom together with the symmetry of \( \mathcal{S} \) is equivalent to the condition \( \mathcal{S} \in \text{Der}(V) \otimes \text{Der}(V) \). In particular, this implies that \( [T \otimes I, \mathcal{S}] = 0 \).

**Proposition 3.16.** The notion of an \( \hat{\mathcal{S}} \)-logVA is equivalent to that of an \( \mathcal{S} \)-logVA.

**Proof.** If we have an \( \hat{\mathcal{S}} \)-logVA \( V \), then the operator \( \mathcal{S} \), defined by (3.12), satisfies all properties from Proposition 3.11. Locality in the form (3.25) follows from (3.14) and the \( \hat{\mathcal{S}} \)-locality (2.12) of the fields \( a(z) = Y(a, z) \) and \( b(z) = Y(b, z) \). Hence, \( V \) is an \( \mathcal{S} \)-logVA.

Conversely, suppose that \( V \) is an \( \mathcal{S} \)-logVA. Define \( \hat{\mathcal{S}} = (\text{ad} \otimes \text{ad})(\mathcal{S}) \) as a linear operator on \( \text{End}(V) \otimes \text{End}(V) \) and extend it to \( \text{LFie}(V) \otimes \text{LFie}(V) \).
by letting it act on the coefficients of the logarithmic fields. Since $\mathcal{S} \in \text{Der}(V) \otimes \text{Der}(V)$ (by Remark 3.15), from the proof of Proposition 3.11(6) we can derive (3.14). As before, this implies that $\hat{\mathcal{S}}$ is locally nilpotent on $Y_{\xi}(V) \otimes Y_{\xi}(V)$, because $\mathcal{S}$ is locally nilpotent on $V \otimes V$. The remaining properties of $\hat{\mathcal{S}}$ and the $\hat{\mathcal{S}}$-locality again follow from (3.14). Hence, $V$ is an $\hat{\mathcal{S}}$-logVA. \[ \square \]

If $V$ is a logVA with $\mathcal{S} = 0$, then from (3.19) we see that all fields $Y(a, z)$, $a \in V$, are independent of $\zeta$. Hence, a logVA with $\mathcal{S} = 0$ is the same as an ordinary vertex algebra (see, e.g., [K, Chapter 4]). More generally, for a logVA $V$, consider the subspace

(3.27) $V^0 = \{a \in V \mid \mathcal{S}(a \otimes b) = 0 \text{ for all } b \in V\}.$

Then $V^0$ is an ordinary vertex algebra and is a subalgebra of $V$.

Remark 3.17. The locality (3.25) can be equivalently expressed as follows:

(3.28) $z_{12}^N \left( Y(z_1)(I \otimes Y(z_2))(e^{(\vartheta_{12} - \eta)} \mathcal{S}(a \otimes b) \otimes c) \right)_{\eta = \vartheta_{21}} = (-1)^{p(a)p(b)} z_{12}^N Y(b, z_2)Y(a, z_1)c,$

for $a, b, c \in V$ and some integer $N \geq 0$ that depends only on $a$ and $b$. Note that we cannot evaluate $\eta = \vartheta_{21}$ inside the parentheses, since the product $e^{(\vartheta_{12} - \eta)} \mathcal{S}$ are not well defined.

Note that equation (3.28) is reminiscent of the definition of locality in quantum vertex algebras [FR, EK, DGK], where the map $e^{\mathcal{S}} : V \otimes V \to (V \otimes V)[\zeta]$ plays the role of a braiding map. Additionally, our hexagon identity is analogous to the hexagon identity for quantum vertex algebras, while condition (2) in Definition 2.4 trivially implies that $\mathcal{S}$ is a solution of the classical Yang–Baxter equation.

3.4. Conformal logarithmic vertex algebras. As we mention in the introduction, the following definition is motivated by logarithmic conformal field theory (see [G1, G2, Ga]).

Definition 3.18. A logVA is called conformal of central charge $c \in \mathbb{C}$ if there exists an even vector $\omega \in V_0$ (the conformal vector), with the following properties:

1. $\mathcal{S}(\omega \otimes v) = 0$ for all $v \in V$ (i.e., $\omega \in V^0$, see (3.27)).

2. The modes $L_n := \omega_{(n+1, \mathcal{S})}$ satisfy the commutation relations of the Virasoro Lie algebra with central charge $c$.

3. $L_{-1} = T$ is the translation operator of $V$.

4. $L_0$ is locally finite on $V$ (i.e., every $v \in V$ is contained in a finite-dimensional subspace invariant under $L_0$).
Condition (1) above and (3.19) imply that

\[ Y(\omega, z) = L(z) = \sum_{n \in \mathbb{Z}} L_n z^{-n-2} \]

is a *Virasoro field* (called the stress-energy tensor and usually denoted as \( T(z) \) in the physics literature). Notice that the difference between this definition and that of a conformal vertex algebra is that for the latter the linear operator \( L_0 \) must be semisimple (see [K]). Since \( L_0 \) is locally finite, it has a *Jordan–Chevalley decomposition*

\[ L_0 = L_{0}^{(s)} + L_{0}^{(n)} , \quad [L_{0}^{(s)} , L_{0}^{(n)} ] = 0 , \]

where \( L_{0}^{(s)} \) is semisimple and \( L_{0}^{(n)} \) is locally nilpotent on \( V \).

Because the Virasoro field \( Y(\omega, z) \) is non-logarithmic, it satisfies the usual commutator formula for vertex algebras:

\[ [Y(\omega, z_1), Y(a, z_2)] = \sum_{j \in \mathbb{Z}^+} Y(\omega(j+,\mathcal{S})a, z_2) \partial_{z_2}^j \delta(z_1, z_2) \]

(see Corollary 3.28 below). Comparing the coefficients in front of \( z_1^{-2} \) gives

\[ [L_0, Y(a, z)] = zY(L_{-1}a, z) + Y(L_0 a, z) \]

\[ = zD_z Y(a, z) + Y(L_0 a, z) , \]

just like for ordinary vertex algebras (see [K]). From the uniqueness of the Jordan–Chevalley decomposition \( zD_z = z\partial_z + \partial_\zeta \), we obtain:

\[ [L_{0}^{(s)}, Y(a, z)] = z\partial_\zeta Y(a, z) + Y(L_{0}^{(s)}a, z) , \]

\[ [L_{0}^{(n)}, Y(a, z)] = \partial_\zeta Y(a, z) + Y(L_{0}^{(n)}a, z) . \]

In particular, we can exponentiate the operator \( \partial_\zeta \) and derive from the second equation that

\[ Y(a, z) = e^{\zeta L_{0}^{(n)} X}(e^{-\zeta L_{0}^{(n)} a, z})e^{-\zeta L_{0}^{(n)} a} . \]

On the other hand, we know from (3.19) that the \( \zeta \)-dependence of \( Y(a, z) \) is governed by the braiding map \( \mathcal{S} \). The following proposition relates the operators \( L_{0}^{(n)} \) and \( \mathcal{S} \) in a special case, which appears often in examples.

**Proposition 3.19.** Let \( V \) be a conformal logVA, in which the locally nilpotent part of the Virasoro operator \( L_0 \) has the form

\[ L_{0}^{(n)} = d + \sum_{i=1}^{\infty} f_i g_i \]

for some \( d, f_i, g_i \in \text{Der}(V) \) with \( p(f_i) = p(g_i) \) and \( p(d) = \bar{0} \). Then for all \( a, b \in V \), we have

\[ \mathcal{S}(a \otimes b) = -\sum_{i=1}^{L} \left( f_i \otimes g_i + (-1)^{p(f_i)} g_i \otimes f_i \right)(a \otimes b) \mod \text{Ker} Y(z) . \]
Proof. By (3.19), \( \partial_{\zeta} Y(a, z)b = -Y(z, \mathcal{S})(a \otimes b) \). On the other hand, using that \( d, f_i \) and \( g_i \) are derivations, we find:

\[
\partial_{\zeta} Y(a, z)b + Y((L_0^{(n)} - d)a, z)b
= \left[ L_0^{(n)} - d, Y(a, z) \right]b
= \sum_{i=1}^{L} \left( f_i[g_i, Y(a, z)] + (-1)^{p(g_i)p(a)}[f_i, Y(a, z)]g_i \right)b
= \sum_{i=1}^{L} \left( f_i Y(g_i a, z) + (-1)^{p(g_i)p(a)}Y(f_i a, z)g_i \right)b
= \sum_{i=1}^{L} \left( Y(f_i g_i a, z) + (-1)^{p(f_i)p(a)}Y(g_i a, z)f_i + (-1)^{p(g_i)p(a)}Y(f_i a, z)g_i \right)b
= Y((L_0^{(n)} - d)a, z)b + \sum_{i=1}^{L} Y(z)(f_i \otimes g_i + (-1)^{p(f_i)}g_i \otimes f_i)(a \otimes b).
\]

Thus,

\[
\partial_{\zeta} Y(a, z)b = \sum_{i=1}^{L} Y(z)(f_i \otimes g_i + (-1)^{p(f_i)}g_i \otimes f_i)(a \otimes b),
\]

which completes the proof. \( \square \)

Remark 3.20. Suppose that a conformal logVA \( V \) has two different conformal vectors \( \omega' \) and \( \omega'' \) with corresponding Virasoro operators \( L'_0 = L''_0 \), respectively. Then (3.31) implies that \( L'_0 - L''_0 \in \text{Der}(V) \). Since the locally nilpotent part of a derivation is a derivation (see, e.g., [B, Lemma 4.6]), we obtain that \( (L'_0)^{(n)} - (L''_0)^{(n)} \in \text{Der}(V) \). If we can apply Proposition 3.19 for the conformal vector \( \omega' \), then we can also apply it for \( \omega'' \) and we will get the same braiding map.

3.5. Skew-symmetry, associativity, and OPE. Logarithmic vertex algebras satisfy skew-symmetry and associativity properties similar to those of ordinary vertex algebras and generalized vertex algebras (see [DL, FB, LL, BK]). Below we will sometimes specify explicitly the dependence of the logarithmic fields on both \( z \) and \( \zeta \), writing \( Y(a, z, \zeta) \) and \( Y(z, \zeta) \) instead of \( Y(a, z) \) and \( Y(z) \), respectively. The next lemma is useful to prove the skew-symmetry relation.

Lemma 3.21. In any logVA, we have \( Y(a, z)1 = e^{zT}a \) and

\[
e^{-zT}Y(a, z_1, \zeta_1)e^{z_2T} = \iota_{z_1, z_2}Y(a, z_{12}, \zeta_{12}),
\]

where we use the expansions (2.48), (2.49).
Proof. The identity $Y(a, z)1 = e^{zT}a$ follows from $T1 = 0$ and the translation covariance of $Y(a, z)$; see (2.65). Again by translation covariance, we have
\[ e^{-z_2T}Y(a, z_1, \zeta_1)e^{z_2T} = e^{-z_2ad(T)}Y(a, z_1, \zeta_1) = e^{-z_2Dz_1}Y(a, z_1, \zeta_1). \]
Then the second identity in the lemma follows from Taylor’s formula, since
\[ e^{-z_2Dz_1}z_1^n = \ell_{z_1, z_2}z_2^n \] and \[ e^{-z_2Dz_1}\zeta_1 = \ell_{z_1, z_2}\zeta_1 \] for $n \in \mathbb{Z}$. \hfill \Box

**Proposition 3.22** (Skew-symmetry). For any logVA $V$ and $a, b \in V$, we have
\[ Y(a, z, \zeta)b = (-1)^{p(a)p(b)}e^{zT}Y(b, -z, \zeta)a. \]
In particular,
\[ X(a, z)b = (-1)^{p(a)p(b)}e^{zT}X(b, -z)a. \]

Proof. We use the locality relation (3.25) for $c = 1$. By Lemma 3.21 and (3.19), we can set $z_2 = 0$ in the left-hand side of (3.25) and obtain:
\[ Y(z_1)(I \otimes Y(z_2))z_1^N e^{\hat{\theta}_{12}\zeta_{12}}(a \otimes b \otimes 1) \big|_{z_2=0} \]
\[ = Y(z_1)z_1^N e^{\hat{\theta}_{21}\zeta_{21}}(a \otimes b) = z_1^N X(z_1)(a \otimes b). \]
Again from Lemma 3.21, (3.19) and (2.49), we find that the right-hand side of (3.25) gives:
\[ Y(z_2)(I \otimes Y(z_1))z_2^N e^{\hat{\theta}_{21}\zeta_{21}}(b \otimes a \otimes 1) \]
\[ = \mu(Y_{z_2} \otimes e^{z_1T})z_2^N e^{\hat{\theta}_{21}\zeta_{21}}(b \otimes a) \]
\[ = e^{z_1T}e^{z_2, z_1}z_1^N Y(z_2, \zeta_{21})e^{\zeta_{21}\zeta_21}(b \otimes a) \]
\[ = e^{z_1T}e^{z_2, z_1}z_1^N X(z_2)(b \otimes a). \]
We pick $N$ large enough so that $z^N X(b, z)a$ has only non-negative powers of $z$. Then it makes sense to set $z_2 = 0$ in the above expression and get
\[ z_1^N e^{z_1T}X(-z_1)(b \otimes a). \]
Therefore,
\[ X(z)(a \otimes b) = (-1)^{p(a)p(b)}e^{zT}X(-z)(b \otimes a). \]
To finish the proof, we replace in this identity $a \otimes b$ with $e^{-\zeta\zeta_2}(a \otimes b) \in (V \otimes V)[\zeta]$ and use again (3.19). \hfill \Box

In the associativity relation below and its proof, it will be convenient to use notation (2.6) and (2.13).

**Proposition 3.23** (Associativity). For any logVA $V$ and $a, b, c \in V$, there exists $N \in \mathbb{Z}_+$ such that
\[ \ell_{z_1, z_2}Y(z_{12}, \zeta_{12})(I \otimes Y(z_{2}, \zeta_{2}))z_{12}^N e^{\hat{\theta}_{12}\zeta_{12}}(a \otimes b \otimes c) \]
\[ = Y(-z_2, \zeta_2)(Y(z_1, \zeta_1) \otimes I)z_{12}^N e^{\hat{\theta}_{21}\zeta_{21}}(a \otimes b \otimes c), \]
where the expansion $\ell_{z_1, z_2}$ is as in (2.48), (2.49).
Proof. Let us apply $e^{-z_2 T}$ to both sides of the locality relation (3.25). By Lemma 3.21 and Proposition 3.22, the left-hand side of (3.25) becomes

$$e^{-z_2 T} Y(z_1)(I \otimes Y'(z_2)) z_{12}^{N + \mathcal{R}_{12}} (a \otimes b \otimes c)$$

$$= \iota_{z_1, z_2} Y(z_{12}, \zeta_{12})(I \otimes e^{-z_2 T} Y'(z_2)) z_{12}^{N + \mathcal{R}_{12}} (a \otimes b \otimes c)$$

$$= (-1)^{p(b)p(c)} \iota_{z_1, z_2} Y(z_{12}, \zeta_{12})(I \otimes Y(-z_2, \zeta_2)) z_{12}^{N + \mathcal{R}_{12}} (a \otimes c \otimes b) ,$$

while the right-hand side of (3.25) becomes

$$(-1)^{p(a)p(b)} e^{-z_2 T} Y'(z_2)(I \otimes Y'(z_1)) z_{21}^{N + \mathcal{R}_{12}} (b \otimes a \otimes c)$$

$$= (-1)^{p(b)p(c)} e^{-z_2 T} Y(-z_2, \zeta_2)(Y(z_1) \otimes I) z_{21}^{N + \mathcal{R}_{13}} (a \otimes c \otimes b) .$$

This completes the proof. \qed

If we replace $z_2$ with $-z_2$ in the associativity identity (3.32), it becomes equivalent to:

$$\iota_{z_1, z_2} (z_1 + z_2)^N Y(z_1 + z_2, \tilde{\zeta}_{12})(I \otimes Y(z_2)) e^{\tilde{\zeta}_{12} \mathcal{R}_{13}} (a \otimes b \otimes c)$$

$$= \iota_{z_2, z_1} (z_1 + z_2)^N Y(z_2)(Y(z_1) \otimes I) e^{\tilde{\zeta}_{21} \mathcal{R}_{13}} (a \otimes b \otimes c) ,$$

where $\tilde{\zeta}_{12}$ and $\tilde{\zeta}_{21}$ are new formal variables and (cf. (2.54))

$$\iota_{z_1, z_2} \tilde{\zeta}_{12} := \zeta_1 - \sum_{j=1}^{\infty} \frac{(-1)^j}{j!} z_1^{-j} z_2^{-j} .$$

We also have a version of formal commutativity and associativity, which follows immediately from Theorem 2.21, Proposition 3.7 and Corollary 3.9. We use the expansions (3.34) and (2.48)–(2.53).

**Proposition 3.24.** Let $V$ a logVA and $a, b, c \in V$. Then there exists a formal series

$$Y_{a,b,c}(z_1, z_2, \zeta_1, \zeta_2, \zeta_3) \in V[z_1, z_2][z_1^{-1}, z_2^{-1}, z_{12}^{-1}, \zeta_1, \zeta_2, \zeta_3]$$

with the property that

$$Y(a, z_1) Y(b, z_2) c = \iota_{z_1, z_2} Y_{a,b,c}(z_1, z_2, \zeta_1, \zeta_2, \zeta_1) ,$$

$$Y(b, z_2) Y(a, z_1) c = (-1)^{p(a)p(b)} \iota_{z_2, z_1} Y_{a,b,c}(z_1, z_2, \zeta_1, \zeta_2, \zeta_2) ,$$

$$Y(Y(a, z_3) b, z_2) c = \iota_{z_2, z_3} Y_{a,b,c}(z_2 + z_3, z_2, \zeta_3, \zeta_3) .$$

Furthermore,

$$z_{12}^N Y_{a,b,c}(z_1, z_2, \zeta_1, \zeta_2, \zeta_3) \in V[z_1, z_2][z_1^{-1}, z_2^{-1}, \zeta_1, \zeta_2, \zeta_3],$$

for some $N \in \mathbb{Z}_+$ that depends only on $a$ and $b$.

As in Section 2.8, we can use Proposition 3.24 to express the OPEs in a logVA as follows:

$$Y(a, z_1) Y(b, z_2) \sim \sum_{i \in \mathbb{Z}_+, n \in \mathbb{Z}} (-1)^{ij} i! \zeta_{12}^{-n-1} Y(\mathcal{R}^i a_{(n, \mathcal{R})} b, z_2) .$$
In the physics literature, this is written as

\[ (3.35) \quad Y(a, z_1)Y(b, z_2) \sim \sum_{i \in \mathbb{Z}^+, n \in \mathbb{Z}} \frac{(-1)^i \log^i (z_1 - z_2)}{i! (z_1 - z_2)^{n+1}} Y(\mathcal{S}^i a_{(n, \mathcal{S})} b, z_2), \]

or after setting \( z_2 = 0 \) as

\[ (3.36) \quad Y(a, z_1)Y(b, 0) \sim \sum_{i \in \mathbb{Z}^+, n \in \mathbb{Z}} \frac{(-1)^i \log^i z}{i! z^{n+1}} Y(\mathcal{S}^i a_{(n, \mathcal{S})} b, 0). \]

Notice that \( Y(b, 0) \) does not make sense by itself but it does after it is applied to the vacuum vector \( 1 \). Then \( Y(b, 0)1 = b \) and the above formula corresponds to the expansion (3.16) of \( Y(a, z)b \). We define the singular OPE (or the singular part of the OPE) as the sum over the subset \( \{ i = 0, n \geq 0 \} \cup \{ i \geq 1, n \in \mathbb{Z} \} \).

3.6. **Borcherds identity.** The formal delta function \( \delta(z_1, z_2) \) defined in (2.10) plays an important role in the theory of vertex algebras (see [FLM, K, FB, LL]). We will utilize the following generalization introduced in [B]:

\[ (3.37) \quad \delta(\zeta_1, \zeta_2) := \delta(z_1, z_2)e^{(\zeta_2 - \zeta_1)\mathcal{S}} = \sum_{n \in \mathbb{Z}} z_1^{-n-1-\mathcal{S}} z_2^{n+\mathcal{S}}, \]

which is a linear operator

\[ \delta(\zeta_1, \zeta_2) : V \otimes V \to \mathbb{C}[z_1^{\pm 1}, z_2^{\pm 1}] \otimes (V \otimes V)[\zeta_1, \zeta_2]. \]

Notice that

\[ (3.38) \quad (D_{z_1} + D_{z_2}) \delta(\zeta_1, \zeta_2) = 0. \]

We will not list all other properties of \( \delta(\zeta) \) but only one that is needed here.

**Lemma 3.25.** For any two elements \( a, b \) in a logVA, one has

\[ Y(z_1)(a \otimes b)\delta(z_1, z_2) = Y(z_2)\delta(z_1, z_2)(a \otimes b). \]

**Proof.** Indeed, from (3.19) and \( X(z_1)\delta(z_1, z_2) = X(z_2)\delta(z_1, z_2) \), we have

\[
Y(z_1)(a \otimes b)\delta(z_1, z_2) = X(z_1)e^{-\zeta_1 \mathcal{S}}(a \otimes b)\delta(z_1, z_2) \\
= X(z_2)e^{-\zeta_1 \mathcal{S}}(a \otimes b)\delta(z_1, z_2) \\
= Y(z_2)e^{\zeta_2 \mathcal{S}}e^{-\zeta_1 \mathcal{S}}(a \otimes b)\delta(z_1, z_2),
\]

as claimed. \( \square \)

Now we can state a version of the Borcherds identity for logarithmic vertex algebras, which is one of the main results of the paper.
\textbf{Theorem 3.26} (Borcherds identity). For every three elements $a, b, c$ in a logVA $V$ and $n \in \mathbb{Z}$, we have the following identity
\begin{equation}
\begin{aligned}
t_{z_1, z_2} Y(z_1)(I \otimes Y(z_2)) & z_{12}^n e^{\partial_{12}(a \otimes b \otimes c)} \\
& - (-1)^{\rho(a)\rho(b)} t_{z_2, z_1} Y(z_2)(I \otimes Y(z_1)) z_{12}^n e^{\partial_{12}(b \otimes a \otimes c)} \\
& = \sum_{j \in \mathbb{Z}_+} Y(z_2)(\mu_{(n+j)} \otimes I)D_{z_2}^{(j)} \delta_{13}(z_1, z_2)(a \otimes b \otimes c).
\end{aligned}
\end{equation}

\textit{Proof.} The proof is similar to that of [B, Theorem 5.2]. For a sufficiently large $N$, let us denote
$$F(z_1, z_2) := Y(z_1)(I \otimes Y(z_2)) z_{12}^N e^{\partial_{12}},$$
which implicitly also depends on $\zeta_1$ and $\zeta_2$. It follows from locality (3.25) and (3.19) that
$$F(z_1, z_2) e^{\zeta_1 \delta_{13}}(a \otimes b \otimes c) \in V(\zeta_2) Y(\zeta_1).$$
Hence, as in the proof of Lemma 3.25, we have
$$F(z_1, z_2)(a \otimes b \otimes c) \delta(z_1, z_2) = F(z_2, z_2) \delta_{13}(z_1, z_2)(a \otimes b \otimes c).$$
Next, recall that
$$\delta(z_1, z_2) = (t_{z_1, z_2} - t_{z_2, z_1}) z_{12}^{-1},$$
which implies
$$\partial_{z_2}^{(n)} \delta(z_1, z_2) = (t_{z_1, z_2} - t_{z_2, z_1}) z_{12}^{-n-1}, \quad n \in \mathbb{Z}.$$ Then using locality (3.25) again, we find that the left-hand side of (3.39) is equal to:
$$F(z_1, z_2)(a \otimes b \otimes c)(t_{z_1, z_2} - t_{z_2, z_1}) z_{12}^{n-N} = F(z_1, z_2)(a \otimes b \otimes c) \partial_{z_2}^{(n-N)} \delta(z_1, z_2).$$
Applying the Leibniz rule, we obtain:
$$F(z_1, z_2)(a \otimes b \otimes c) \partial_{z_2}^{(N-n-1)} \delta(z_1, z_2) = D_{z_2}^{(N-n-1)} (F(z_1, z_3)(a \otimes b \otimes c) \delta(z_1, z_2)) \bigg|_{z_3 = z_2}$$
$$= D_{z_2}^{(N-n-1)} (F(z_2, z_3) \delta_{13}(z_1, z_2)(a \otimes b \otimes c)) \bigg|_{z_3 = z_2}$$
$$= \sum_{j \geq 0} (D_{z_1}^{(N-n-1-j)} F(z_1, z_2)) \bigg|_{z_1 = z_2} D_{z_2}^{(j)} \delta_{13}(z_1, z_2)(a \otimes b \otimes c).$$
Now to finish the proof, we observe that
$$D_{z_1}^{(N-n-1-j)} F(z_1, z_2) \bigg|_{z_1 = z_2} = Y(z_2)(\mu_{(n+j)} \otimes I),$$
by the $(n + \mathcal{S})$-th product identity (3.20). \hfill \Box

\textbf{Remark 3.27.} Since $\mathcal{S}$ is locally nilpotent, the coefficients of $\delta_{13}(z_1, z_2)(a \otimes b \otimes c)$ span a finite-dimensional subspace of $V^{\otimes 3}$. Hence, there exists $N \in \mathbb{Z}_+$ such that $\mu_{(N+j)} \otimes I$ vanishes on this subspace for all $j \geq 0$, and the Borcherds identity (3.39) implies the locality (3.25), with $N$ possibly depending on not only $a, b$ but $c$ as well.
Suppose that \( V \) has the following property: for every \( a, b \in V \), there is \( N \in \mathbb{Z}_+ \) such that

\[
(\phi_{i_1} \cdots \phi_{i_k} a)_{(n, \mathcal{J})} b = 0 \quad \text{for all} \quad n \geq N, \ k \geq 0, \ 1 \leq i_1, \ldots, i_k \leq L,
\]

where the components \( \phi_i \) of \( \mathcal{J} \) are given by (2.4). Then the Borcherds identity (3.39) implies the locality (3.25) with \( N \) depending only on \( a, b \).

**Corollary 3.28.** If \( a \in V^0 \), i.e., \( \mathcal{J}(a \otimes v) = 0 \) for all \( v \in V \), then we have the usual Borcherds identity for every \( b \in V \), \( n \in \mathbb{Z} \):

\[
l_{z_1, z_2} Y(a, z_1) Y(b, z_2) z_1^n z_2^n - (-1)^{p(a)p(b)} l_{z_2, z_1} Y(b, z_2) Y(a, z_1) z_1^n z_2^n
= \sum_{j \in \mathbb{Z}_+} Y(a_{(n+j+\mathcal{J})} b, z_2) \partial_{z_2}^{(j)} \delta(z_1, z_2),
\]

and, in particular, the usual commutator formula

\[
[Y(a, z_1), Y(b, z_2)] = \sum_{j \in \mathbb{Z}_+} Y(a_{(j+\mathcal{J})} b, z_1) \partial_{z_2}^{(j)} \delta(z_1, z_2).
\]

We can express the Borcherds identity (3.39) in terms of the product \( \mu_{(n)} \) defined in (3.9). To do so, notice that by the definition of \( l_{z_1, z_2} \) and \( l_{z_2, z_1} \) (see (2.48)–(2.53)), we have for \( n \in \mathbb{Z} \):

\[
l_{z_1, z_2} z_2^{n+\mathcal{J}} = l_{z_1, z_2} z_1^{n+\mathcal{J}} e^{\mathcal{J} z_2} = \sum_{j \in \mathbb{Z}_+} \binom{n+\mathcal{J}}{j} (-1)^j z_1^{n-j+\mathcal{J}} z_2^j,
\]

\[
l_{z_2, z_1} z_1^{n+\mathcal{J}} = l_{z_2, z_1} z_2^{n+\mathcal{J}} e^{\mathcal{J} z_1} = \sum_{j \in \mathbb{Z}_+} \binom{n+\mathcal{J}}{j} (-1)^{n+j} z_1^{n-j+\mathcal{J}} z_2^j,
\]

where

\[
\binom{n+\mathcal{J}}{j} = \frac{1}{j!} (n+\mathcal{J})(n+\mathcal{J}-1) \cdots (n+\mathcal{J}-j+1).
\]

Using these expansions and the mode expansion (3.16) of logarithmic fields, we see that for any fixed \( n \in \mathbb{Z} \), equation (3.39) is equivalent to the following collection of identities on \( V^g \) for all \( k, m \in \mathbb{Z} \):

\[
\sum_{j \in \mathbb{Z}_+} (-1)^j \mu_{(m+n-j)}(I \otimes \mu_{(k+j)}) \binom{n+\mathcal{J}}{j}
= \sum_{j \in \mathbb{Z}_+} (-1)^{n+j} \mu_{(n+k-j)}(I \otimes \mu_{(m+j)}) \binom{n+\mathcal{J}}{j} (P \otimes I)

= \sum_{j \in \mathbb{Z}_+} \mu_{(m+k-j)} \otimes I \binom{m+\mathcal{J}}{j},
\]

\[(3.40)\]

**Corollary 3.29.** If \( a, b \in V \) are such that \( \mathcal{J}(a \otimes b) = 0 \), then for all \( m, k \in \mathbb{Z} \) and \( v \in V \), we have the commutator formula

\[
[a_{(m+\mathcal{J})}, b_{(k+\mathcal{J})}] v = \sum_{j \in \mathbb{Z}_+} \mu_{(m+k-j)}(I \otimes \mu_{(j)}) \binom{m+\mathcal{J}}{j} (a \otimes b \otimes v).
\]
Proof. Set $n = 0$ in (3.40) and apply both sides to $a \otimes b \otimes v$. □

The Borcherds identity from [K] is the special case $\mathcal{J} = 0$ of (3.40). We also have the following logarithmic version of the Jacobi identity from [FLM].

**Proposition 3.30.** In any logVA $V$, we have the following identity on $V^{\otimes 3}$:

$$
\tau_{z_1, z_2} Y(z_1) (I \otimes Y(z_2)) \delta_{\mathcal{J}_{12}}(z_3, z_12)
- \tau_{z_2, z_1} Y(z_2) (I \otimes Y(z_1)) \delta_{\mathcal{J}_{12}}(z_3, z_12)(P \otimes I)
= \tau_{z_1, z_3} Y(z_3) (Y(z_3) \otimes I) \delta_{\mathcal{J}_{13}}(z_3, z_2).
$$

**Proof.** After it is applied to $a \otimes b \otimes c$, this identity is equivalent to the collection of Borcherds identities (3.39) for all $n \in \mathbb{Z}$. Indeed, we can express each of the terms in (3.39) as a residue:

$$
\tau_{z_1, z_2} Y(z_1) (I \otimes Y(z_2)) z_1^n e^{\phi_{12}} \delta_{\mathcal{J}_{12}}(a \otimes b \otimes c)
= \text{Res}_{z_1} \tau_{z_1, z_2} Y(z_1) (I \otimes Y(z_2)) z_1^n \delta_{\mathcal{J}_{12}}(a \otimes b \otimes c)
$$

and

$$
\tau_{z_1, z_2} Y(z_1) (I \otimes Y(z_2)) z_1^n e^{\phi_{12}} \delta_{\mathcal{J}_{12}}(b \otimes a) \otimes c
= \text{Res}_{z_1} \tau_{z_2, z_1} Y(z_2) (I \otimes Y(z_1)) z_1^n \delta_{\mathcal{J}_{12}}(b \otimes a \otimes c)
$$

similarly,

$$
\tau_{z_2, z_1} Y(z_2) (I \otimes Y(z_1)) z_1^n e^{\phi_{21}} \delta_{\mathcal{J}_{12}}(a \otimes b \otimes c)
= \text{Res}_{z_2} \tau_{z_2, z_1} Y(z_2) (I \otimes Y(z_1)) z_1^n \delta_{\mathcal{J}_{12}}(a \otimes b \otimes c)
$$

and

$$
\sum_{j \geq 0} Y(z_2)(\mu_{(n+j)} \otimes I) D^{(j)}(z_1) \delta_{\mathcal{J}_{13}}(z_1, z_2)(a \otimes b \otimes c)
= \sum_{j \geq 0} Y(z_2)(\mu_{(n+j)} \otimes I)(-1)^j D^{(j)}(z_1) \delta_{\mathcal{J}_{13}}(z_1, z_2)(a \otimes b \otimes c)
$$

and

$$
\sum_{j \geq 0} Y(z_2)(\mu_{(n+j)} \otimes I) z_1^n e^{-z_1 D_{z_1}} \delta_{\mathcal{J}_{13}}(z_1, z_2)(a \otimes b \otimes c)
= \text{Res}_{z_2} \tau_{z_2, z_1} Y(z_2) (Y(z_3) \otimes I) z_1^n \delta_{\mathcal{J}_{13}}(z_1, z_2)(a \otimes b \otimes c)
$$

This completes the proof. □

### 3.7. Relation to twisted logarithmic modules

Let $U$ be an ordinary vertex algebra with a locally-nilpotent derivation $N \in \text{Der}(U)$. Then $\varphi = e^{-2\pi i N}$ is an automorphism of $U$, which is not semisimple unless $N = 0$. Consider a $\varphi$-twisted module $W$ in the sense of [B].

We will introduce a logVA structure on the vector space direct sum $V = U \oplus W$, so that it becomes an abelian extension of $U$ by $W$. Namely, $Y(a, z)b$ is defined as in $U$ for $a, b \in U$, and $Y(a, z)b = 0$ for $a, b \in W$. For $a \in U$ and $b \in W$, we define $Y(a, z)b$ using the $U$-action on $W$, while $Y(b, z)a$ is...
determined from the skew-symmetry relation (see Proposition 3.22). The braiding map on \( V \) is given by
\[
\mathcal{S} = (N \pi_U) \otimes \pi_W + \pi_W \otimes (N \pi_U) \in \text{End}(V) \otimes \text{End}(V),
\]
where \( \pi_U : V \to U \) and \( \pi_W : V \to W \) denote the projections. Then \( V \) is a logVA. Notice that, by construction,
\[
\mathcal{S}(a \otimes b) = 0, \quad \mathcal{S}(a \otimes v) = (Na) \otimes v, \quad a, b \in U, \ v \in W.
\]
Hence, the mode expansion (3.16) reduces to the following formula from [B, (5.8)]:
\[
Y(a, z)v = \sum_{n \in \mathbb{Z}} (z^{-n-1-N}a)(n+\mathcal{S})v, \quad a \in U, \ v \in W,
\]
where \( z^{-N} := e^{-CN} \). Moreover, in the Borcherds identity (3.39) for \( a, b \in U, \ c \in W, \) we can replace \( \mathcal{S}_{12} = 0 \) and \( \mathcal{S}_{13} = N \otimes I \otimes I \), and it becomes exactly the Borcherds identity [B, (5.8)]. Similarly, identity (3.40) applied to \( U \otimes U \otimes W \) corresponds to [B, (5.3)].

Several examples of twisted logarithmic modules were provided in [B, BS1, BS2]; they all give logarithmic vertex algebras due to the above construction. We discuss additional examples in the next section.

4. Examples of logarithmic vertex algebras

In this section, we describe in detail several examples of conformal logVAs, including the well-known examples of symplectic fermions [G1, Kau1, Kau2] and free bosons, a new example of a logarithmic vertex algebra associated to an integral lattice, and a logVA corresponding to Gurarie–Ludwig’s logarithmic conformal field theory [GL1, GL2, G2]. In the last example, the explicit relations among the generators were previously unknown.

4.1. Symplectic fermions. As far as we know, symplectic fermions were historically the first example of logarithmic conformal field theory [G1, Kau1, Kau2]. Here, we interpret it as a conformal logVA.

Let \( V \) be the Grassmann algebra \( \bigwedge (\xi_n, \chi_n)_{n=0,1,2,...} \) generated by odd variables \( \xi_n, \chi_n \). On this vector superspace we consider the odd logarithmic fields given by:
\[
\xi(z) = \sum_{n=0}^{\infty} \xi_n z^n + \zeta \partial_{\xi_0} + \sum_{n=1}^{\infty} \partial_{\xi_n} \frac{z^{-n}}{-n}, \quad \chi(z) = \sum_{n=0}^{\infty} \chi_n z^n - \zeta \partial_{\chi_0} - \sum_{n=1}^{\infty} \partial_{\chi_n} \frac{z^{-n}}{-n}.
\]

The fields \( \xi(z) \) and \( \chi(z) \) satisfy
\[
\xi(z_1)\chi(z_2) = :\xi(z_1)\chi(z_2): + \vartheta_{12}, \quad [\xi(z_1), \xi(z_2)] = [\chi(z_1), \chi(z_2)] = 0.
\]
Their derivatives
\[ D_z\xi(z) = \sum_{n=1}^{\infty} n\xi_n z^{n-1} + \sum_{n=0}^{\infty} \partial_{\chi_n} z^{-n-1}, \]
\[ D_z\chi(z) = \sum_{n=1}^{\infty} n\chi_n z^{n-1} - \sum_{n=0}^{\infty} \partial_{\xi_n} z^{-n-1} \]
are non-logarithmic and have the following singular OPEs:
\[ (D_z\xi(z_1))(D_{z_2}\chi(z_2)) \sim \frac{1}{(z_1 - z_2)^2}, \quad (D_z\chi(z_1))(D_{z_2}\xi(z_2)) \sim \frac{-1}{(z_1 - z_2)^2}, \]
\[ (D_z\xi(z_1))(D_{z_2}\xi(z_2)) \sim 0, \quad (D_z\chi(z_1))(D_{z_2}\chi(z_2)) \sim 0, \]
i.e., they form a pair of symplectic fermions.

We let the vacuum vector \( \mathbf{1} = 1 \). The translation operator \( T \in \text{End}(V)_0 \) is uniquely defined by the conditions \( T \mathbf{1} = 0 \) and
\[ [T, \xi_n] = (n + 1)\xi_{n+1}, \quad [T, \chi_n] = (n + 1)\chi_{n+1}, \quad n \geq 0. \]
Then it satisfies
\[ [T, \partial_{\chi_n}] = -n\partial_{\chi_{n-1}}, \quad [T, \partial_{\xi_n}] = -n\partial_{\xi_{n-1}}, \quad n \geq 0, \]
which implies that the fields \( \xi(z) \) and \( \chi(z) \) are translation covariant. It is easy to check that the linear operator
\[ \mathcal{S} = \partial_{\xi_0} \otimes \partial_{\chi_0} - \partial_{\chi_0} \otimes \partial_{\xi_0} \]
is a braiding map on \( V \) and commutes with \( T \otimes I \). Then, as in Theorem 2.28, the operator
\[ \hat{\mathcal{S}} = (\text{ad} \otimes \text{ad})(\mathcal{S}) = \text{ad}(\partial_{\xi_0}) \otimes \text{ad}(\partial_{\chi_0}) - \text{ad}(\partial_{\chi_0}) \otimes \text{ad}(\partial_{\xi_0}) \]
is a braiding map on LFie\((V)\) and also on LFie\(_T(V)\).

We claim that the subspace \( \mathcal{V} = \text{span}\{\xi(z), \chi(z), I\} \subset \text{LFie}_T(V) \) is \( \mathcal{S} \)-local. Indeed, conditions (1) and (2) of Definition 2.9 follow immediately from the fact that
\[ [\partial_{\xi_0}, \xi(z)] = [\partial_{\chi_0}, \chi(z)] = I, \quad [\partial_{\xi_0}, \chi(z)] = [\partial_{\chi_0}, \xi(z)] = 0, \]
which implies
\[ \hat{\mathcal{S}}(\xi \otimes \chi) = -I \otimes I, \quad \hat{\mathcal{S}}(\chi \otimes \xi) = I \otimes I, \quad \hat{\mathcal{S}}(\xi \otimes \xi) = \hat{\mathcal{S}}(\chi \otimes \chi) = 0. \]
Hence,
\[ e^{\vartheta_{12}}\hat{\mathcal{S}}(\xi(z_1)\chi(z_2)) = \xi(z_1)\chi(z_2) - \vartheta_{12} = :\xi(z_1)\chi(z_2): \]
\[ = -:\chi(z_1)\xi(z_2): = -e^{\vartheta_{21}}\hat{\mathcal{S}}(\chi(z_2)\xi(z_1)), \]
and the locality of all other pairs of fields is obvious. Additionally, the space \( \mathcal{V} \) is complete by construction (see Theorem 2.28).
Therefore, by Theorems 2.28 and 3.2, we obtain the structure of a logVA on $V$. The state-field correspondence $Y$ is defined so that $Y(a, z)1|_{z=0} = a$ for all $a \in V$. For instance,
\[
Y(\xi_0, z) = \xi(z), \quad Y(\chi_0, z) = \chi(z), \\
Y(\xi_1, z) = D_z\xi(z), \quad Y(\chi_1, z) = D_z\chi(z).
\]
According to (3.35), the generating fields $\xi(z)$ and $\chi(z)$ have the following singular OPEs:
\[
\xi(z_1)\chi(z_2) \sim \log(z_1 - z_2), \quad \chi(z_1)\xi(z_2) \sim -\log(z_1 - z_2), \\
\xi(z_1)\xi(z_2) \sim 0, \quad \chi(z_1)\chi(z_2) \sim 0.
\]
Finally, we note that $V$ is a conformal logVA with central charge $c = -2$ (see Definition 3.18), where the conformal vector is given by
\[
\omega = \chi_{1}\xi_{1}, \quad Y(\omega, z) = :D_z\chi(z):D_z\xi(z):
\]
Then $L_0 = L_0^{(s)} + L_0^{(n)}$ with
\[
L_0^{(s)} = \sum_{n=1}^{\infty} \left( n\chi_{n}\partial\chi_{n} + n\xi_{n}\partial\xi_{n} \right), \quad L_0^{(n)} = \partial\chi_{0}\partial\xi_{0},
\]
which agrees with Proposition 3.19.

It is clear that if we take $r$ anti-commuting pairs of fields $(\xi^i(z), \chi^i(z))$, where each pair is as $(\xi(z), \chi(z))$, they will generate a logVA that is an $r$-th tensor power of the logVA $V$ constructed above. The tensor product of two logarithmic vertex algebras is described in more detail in the following remark.

**Remark 4.1.** Let $(V', 1', T', Y', \mathcal{S}')$ and $(V'', 1'', T'', Y'', \mathcal{S}'')$ be two logVAs. Then their **tensor product** is the logVA
\[
(V' \otimes V'', 1' \otimes 1'', T' \otimes I + I \otimes T'', Y, \mathcal{S}'_{13} + \mathcal{S}''_{24})
\]
where
\[
Y(a \otimes b, z) = Y'(a, z) \otimes Y''(b, z), \quad a \in V', \ b \in V''.
\]
If $V'$ and $V''$ are conformal with conformal vectors $\omega'$ and $\omega''$, respectively, then $V' \otimes V''$ is also conformal with
\[
\omega = \omega' \otimes 1'' + 1' \otimes \omega''
\]
and central charge equal the sum of central changes of $V'$ and $V''$.

### 4.2. Free bosons

This example is a continuation of Example 2.7, but for completeness we present it again from scratch. It is similar to the example of symplectic fermions from Section 4.1.

Let $V = \mathbb{C}[x_0, x_1, x_2, \ldots]$ be the space of polynomials in infinitely many even variables. We consider the logarithmic field on $V$ given by
\[
x(z) = \sum_{n=0}^{\infty} x_n z^n + \partial x_0 \zeta + \sum_{n=1}^{\infty} \partial x_n \frac{z^{-n}}{-n},
\]
which satisfies
\[ x(z_1)x(z_2) = :x(z_1)x(z_2): + \vartheta_{12}. \]
The derivative
\[ D_z x(z) = \sum_{n=1}^{\infty} nx_n z^{n-1} + \sum_{n=0}^{\infty} \partial x_n z^{-n-1} \]
is a free boson field with the singular OPE
\[ (D_{z_1} x(z_1)) (D_{z_2} x(z_2)) \sim \frac{1}{(z_1 - z_2)^2}. \]

We let the vacuum vector \( 1 = 1 \), and define the translation operator \( T \in \text{End}(V) \) by
\[ [T, x_n] = (n + 1)x_{n+1}, \quad n \geq 0. \]
Then one checks that
\[ [T, \partial x_n] = -n\partial x_{n-1}, \quad n \geq 0, \]
so the field \( x(z) \) is translation covariant. We define a braiding map on \( V \) by
\[ S = -\partial x_0 \otimes \partial x_0. \]

Then \([S, T \otimes 1] = 0\); hence
\[ \mathcal{S} = (\text{ad} \otimes \text{ad})(\mathcal{S}) = -\text{ad}(\partial x_0) \otimes \text{ad}(\partial x_0) \]
is a braiding map on \( \text{LFie}_T(V) \) satisfying the conditions of Theorem 2.28.

The subspace \( V = \text{span}\{x(z), I\} \subset \text{LFie}_T(V) \) is \( \mathcal{S} \)-local because
\[ \mathcal{S}(x \otimes x) = -I \otimes I \]
and
\[ e^{\vartheta_{12}} \mathcal{S} x(z_1)x(z_2) = x(z_1)x(z_2) - \vartheta_{12} = :x(z_1)x(z_2): \]
\[ = :x(z_2)x(z_1): = e^{\vartheta_{21}} \mathcal{S} x(z_2)x(z_1). \]
We can apply Theorems 2.28 and 3.2 to conclude that \( V \) has the structure of a logVA. The state-field correspondence \( Y \) satisfies
\[ Y(x_0, z) = x(z), \quad Y(x_1, z) = D_z x(z). \]
The generating field \( x(z) \) has the singular OPE
\[ x(z_1)x(z_2) \sim \log(z_1 - z_2). \]

The logVA \( V \) is conformal with central charge \( c = 1 \) and
\[ \omega = \frac{1}{2}(x_1)^2, \quad Y(\omega, z) = \frac{1}{2}(D_z x(z))^2. \]

In particular, \( L_0 = L_0^{(s)} + L_0^{(n)} \) where
\[ L_0^{(s)} = \sum_{n=1}^{\infty} nx_n \partial x_n, \quad L_0^{(n)} = \frac{1}{2} \partial^2 x_0, \]
in agreement with Proposition 3.19.
Now consider $r$ commuting logarithmic fields $x^1(z), \ldots, x^r(z)$ where each of them is a logarithmic free boson. Then

$$x^i(z_1)x^j(z_2) = :x^i(z_1)x^j(z_2): + \delta_{i,j}\vartheta_{12},$$

and they generate a logVA isomorphic to the $r$-th tensor power of the free boson logVA (see Remark 4.1). Explicitly, it is identified with the space of polynomials in even variables $x^i_n$ $(1 \leq i \leq r, 0 \leq n)$. Here we describe this example in a basis-independent way.

Start with an $r$-dimensional vector space $\mathfrak{h}$ equipped with a non-degenerate symmetric bilinear form $(\cdot | \cdot)$. Recall that the free boson vertex algebra $B_{\mathfrak{h}}$ is defined as follows (see, e.g., [K]). As a vector space, $B_{\mathfrak{h}}$ is the symmetric algebra $S(t^{-1}\mathfrak{h}[t^{-1}])$. This is a highest-weight representation of the Heisenberg Lie algebra $\hat{\mathfrak{h}} = \mathfrak{h}[t, t^{-1}] \oplus \mathbb{C}K$ with the Lie brackets

$$[a_m, b_n] = m\delta_{m,-n}(a|b)K, \quad [K, \mathfrak{h}] = 0, \quad a, b \in \mathfrak{h}, \quad m, n \in \mathbb{Z},$$

where $K$ acts as $I$ and we use the shorthand notation $a_m = at^m$. The vertex algebra $B_{\mathfrak{h}}$ is generated by the free boson fields

$$a(z) = \sum_{m \in \mathbb{Z}} a_m z^{-m-1}$$

which have singular OPEs

$$(a(z_1)b(z_2) \sim \frac{(a|b)}{(z_1 - z_2)^2}, \quad a, b \in \mathfrak{h}.$$ 

The vacuum vector is the highest-weight vector 1.

In order to construct a logarithmic extension of $B_{\mathfrak{h}}$, we first extend the Heisenberg Lie algebra $\mathfrak{h}$ to the Lie algebra $\mathfrak{h}^{\log}$ defined as the abelian extension of $\mathfrak{h}$ by its module $\tilde{\mathfrak{h}} \simeq \mathfrak{h}$. More explicitly, $\mathfrak{h}^{\log} = \mathfrak{h} \oplus \tilde{\mathfrak{h}}$ as a vector space, the brackets in $\mathfrak{h}$ are as before, and

$$[a_m, \tilde{b}] = \delta_{m,0}(a|b)K, \quad [\tilde{a}, \tilde{b}] = 0, \quad a, b \in \mathfrak{h}, \quad m \in \mathbb{Z},$$

where the elements in $\tilde{\mathfrak{h}}$ are denoted as $\tilde{\mathfrak{h}}$ for $h \in \mathfrak{h}$. Now we introduce the logarithmic extension of $B_{\mathfrak{h}}$:

$$B_{\mathfrak{h}}^{\log} = B_{\mathfrak{h}} \otimes S(\tilde{\mathfrak{h}}).$$

Since $\tilde{\mathfrak{h}}$ is an $\hat{\mathfrak{h}}$-module, $S(\tilde{\mathfrak{h}})$ and hence $B_{\mathfrak{h}}^{\log}$ are also $\hat{\mathfrak{h}}$-modules. If we let the abelian Lie algebra $\tilde{\mathfrak{h}}$ act trivially on $B_{\mathfrak{h}}$ and as multiplication on $S(\tilde{\mathfrak{h}})$, then $B_{\mathfrak{h}}^{\log}$ becomes an $\hat{\mathfrak{h}}^{\log}$-module.

For every $a \in \mathfrak{h}$, we define a logarithmic field

$$\tilde{a}(z) = \tilde{a} + \zeta a_0 + \sum_{n \neq 0} a_n z^{-n},$$

so that

$$D_z\tilde{a}(z) = a(z), \quad a \in \mathfrak{h}.$$
These fields satisfy \((a, b \in \mathfrak{h})\):
\[
\tilde{a}(z_1) \tilde{b}(z_2) = a(z_1) b(z_2) + (a|b) \vartheta_{12},
\]
which means that their singular OPEs are
\[
\tilde{a}(z_1) \tilde{b}(z_2) \sim (a|b) \log(z_1 - z_2).
\]
By taking \(D_{z_1}\) and \(D_{z_2}\), we also get
\[
a(z_1) \tilde{b}(z_2) \sim -\frac{(a|b)}{z_1 - z_2}, \quad \tilde{a}(z_1)b(z_2) \sim \frac{(a|b)}{z_1 - z_2}.
\]
Let \(\{h_1, \ldots, h^r\}\) be an orthonormal basis for \(\mathfrak{h}\) with respect to the bilinear form \((\cdot|\cdot)\). Then the fields \(\hat{h}^i(z)\) can be identified with the above \(x^i(z)\), and \(B^\log_\mathfrak{h} \cong \mathbb{C}[x^i_n]_{1 \leq i \leq r, 0 \leq n}\) so that
\[
\hat{h}^i = x^i_0, \quad h^i_n = \partial_x h^i_0, \quad h^i_{-m} = mx^i_m \quad (n \geq 0, m \geq 1).
\]
The vacuum vector is \(1 = 1 \otimes 1\), the translation operator \(T\) on \(B^\log_\mathfrak{h}\) is defined by \(T 1 = 0\) and
\[
[T, \tilde{a}] = a_{-1}, \quad [T, a_n] = -na_{n-1}, \quad a \in \mathfrak{h}, \quad n \in \mathbb{Z},
\]
and the braiding map is given by
\[
\mathcal{S} = -\sum_{i=1}^r h^i_0 \otimes h^i_0 \in \text{End}(B^\log_\mathfrak{h}) \otimes \text{End}(B^\log_\mathfrak{h}).
\]
As usual, we also have a conformal vector with central charge \(r = \text{dim} \mathfrak{h}\),
\[
\omega = \frac{1}{2} \sum_{i=1}^r (h^i_{-1})^2 \otimes 1 \in B^\log_\mathfrak{h},
\]
the same as the conformal vector in \(B_\mathfrak{h}\). However, unlike its action on \(B_\mathfrak{h}\), the action of \(L_0\) on \(B^\log_\mathfrak{h}\) is not semisimple. Its locally nilpotent part is
\[
L_0^{(n)} = \frac{1}{2} \sum_{i=1}^r (h^i_0)^2,
\]
which is consistent with Proposition 3.19. In conclusion, \(B^\log_\mathfrak{h}\) is a conformal logVA such that
\[
Y(1 \otimes \tilde{a}, z) = \tilde{a}(z), \quad Y(a_{-1} \otimes 1, z) = a(z), \quad a \in \mathfrak{h}.
\]
Observe that both \(\mathcal{S}\) and \(\omega\) are independent of the choice of basis for \(\mathfrak{h}\).
4.3. Lattice logVA. Let $Q$ be an integral lattice, i.e., a free abelian group of rank $r$ equipped with a non-degenerate symmetric bilinear form $(\cdot, \cdot): Q \times Q \to \mathbb{Z}$. We extend the bilinear form to the complex vector space $\mathfrak{h} = \mathbb{C} \otimes \mathbb{Z}Q$ and identify $Q$ as a subset of $\mathfrak{h}$. We will continue to use the notation of Section 4.2.

First, recall the definition of the lattice vertex algebra $V_Q$ (see, e.g., [K]). There is a 2-cocycle $\varepsilon: Q \times Q \to \{\pm 1\}$ such that

$$\varepsilon(\alpha, \alpha) = (-1)^{|\alpha|^2(|\alpha|^2 + 1)/2}, \quad |\alpha|^2 = (\alpha|\alpha), \quad \alpha \in Q.$$ 

It gives rise to the associative algebra $\mathbb{C}_\varepsilon[Q]$ with a basis $\{e^\alpha\}_{\alpha \in Q}$ and product

$$e^\alpha e^\beta = \varepsilon(\alpha, \beta)e^{\alpha+\beta},$$

which is a central extension of the multiplicative group algebra $\mathbb{C}[Q]$ of the additive group $Q$. Such a 2-cocycle $\varepsilon$ is unique up to equivalence and can be chosen to be bimultiplicative.

Then $V_Q$ is defined as the superspace $V_Q = B_\mathfrak{h} \otimes \mathbb{C}_\varepsilon[Q]$, where $B_\mathfrak{h}$ is even and the parity of $e^\alpha$ is $|\alpha|^2 \mod 2\mathbb{Z}$. The vacuum vector is $1 = 1 \otimes e^0$. The translation operator $T$ on $V_Q$ is given by

$$T(v \otimes e^\beta) = (Tv) \otimes e^\beta + (\beta_1 v) \otimes e^\beta, \quad v \in B_\mathfrak{h}, \beta \in Q,$$

where $T$ acts on $B_\mathfrak{h}$ as in Section 4.2. We let the Heisenberg algebra act on $V_Q$ by

$$a_n(v \otimes e^\beta) = (a_nv) \otimes e^\beta + \delta_n,0(\alpha|\beta)v \otimes e^\beta, \quad v \in B_\mathfrak{h}, \beta \in Q.$$ 

Then the state-field correspondence on $V_Q$ is uniquely determined by the generating fields:

$$Y(a_1 \otimes 1, z) = \sum_{n \in \mathbb{Z}} a_n z^{-n-1}, \quad a \in \mathfrak{h},$$

$$Y(1 \otimes e^\alpha, z) = \exp\left(\sum_{n<0} \alpha_n \frac{z^{-n}}{-n}\right) \exp\left(\sum_{n>0} \alpha_n \frac{z^{-n}}{-n}\right) \otimes e^\alpha z^{\alpha_0},$$

where $e^\alpha$ acts as multiplication on $\mathbb{C}_\varepsilon[Q]$ and $z^{\alpha_0}e^\beta = z^{(\alpha|\beta)}e^\beta$.

Now we introduce the logarithmic extension of $V_Q$:

$$V_Q^\log = B_\mathfrak{h}^\log \otimes \mathbb{C}_\varepsilon[Q] = B_\mathfrak{h} \otimes S(\tilde{\mathfrak{h}}) \otimes \mathbb{C}_\varepsilon[Q],$$

which we claim is a conformal logVA. The vacuum vector in $V_Q^\log$ is $1 = 1 \otimes 1 \otimes e^0$, and the translation operator $T$ is given by

$$T(v \otimes e^\beta) = (Tv) \otimes e^\beta + (\beta_1 v) \otimes e^\beta, \quad v \in B_\mathfrak{h}^\log, \beta \in Q.$$ 

Next, we let $\tilde{\mathfrak{h}}$ act trivially on $\mathbb{C}_\varepsilon[Q]$, and thus obtain the structure of an $\tilde{\mathfrak{h}}^\log$-module $V_Q^\log$. The (logarithmic) free boson fields

$$Y(a_1 \otimes 1 \otimes e^0, z) = a(z), \quad Y(1 \otimes \tilde{a} \otimes e^0, z) = \tilde{a}(z), \quad a \in \mathfrak{h},$$

$$Y(a_1 \otimes 1 \otimes \tilde{e}^0, z) = \tilde{e}(z), \quad \tilde{e}^\alpha = \tilde{e}^{(\alpha|\beta)}e^\beta.$$
are as in Section 4.2. The vertex operators $Y(1 \otimes 1 \otimes e^{\alpha}, z)$ are also defined as above, but one has to take into account that $\alpha_0$ now acts not only on the factor $C_\varepsilon[Q]$ but also on $S(\tilde{h})$. Its action on $S(\tilde{h})$ is locally nilpotent; hence $z^{\alpha_0}$ should be interpreted as $e^{\zeta \alpha_0}$ when acting there (cf. [BS2]). Explicitly,

$$Y(1 \otimes 1 \otimes e^{\alpha}, z) = \Gamma_{\alpha}(z) := \exp \left( \sum_{n<0} \alpha_n \frac{z^{-n}}{-n} \right) \otimes e^{\zeta \alpha_0} \otimes e^{\alpha z^{\alpha_0}}.$$ 

The logVA $V_Q^{\log}$ is generated by the fields $\tilde{a}(z)$ and $\Gamma_{\alpha}(z)$. The singular OPEs between them are as in [K] and in Section 4.2, except for the following new OPE:

$$\tilde{a}(z_1)\Gamma_{\beta}(z_2) \sim (a|\beta)\Gamma_{\beta}(z_2) \log(z_1 - z_2), \quad a \in \mathfrak{h}, \ \beta \in Q.$$ 

The logVA $V_Q^{\log}$ is conformal of central charge $r = \text{rank } Q$ with the same conformal vector as $B_h$ (or $V_Q$ as well). Note, however, that the linear operator $a_0$ for $a \in \mathfrak{h}$ is locally nilpotent on $S(\tilde{h})$ and semisimple on $C_\varepsilon[Q]$. Hence,

$$a_0^{(n)} = I \otimes a_0 \otimes I, \quad a_0^{(s)} = I \otimes I \otimes a_0.$$ 

Let, as before, \{h^1, \ldots, h^r\} be an orthonormal basis for $\mathfrak{h}$ with respect to the bilinear form $(\cdot|\cdot)$. Then the locally nilpotent part of $L_0$ is

$$L_0^{(n)} = \frac{1}{2} \sum_{i=1}^{r} \left( h_i^{(n)} \right)^2 - \left( h_i^{(s)} \right)^2 = \frac{1}{2} \sum_{i=1}^{r} \left( h_0^{i(n)} h_0^{i(n)} + 2 h_0^{i(n)} h_0^{i(s)} \right).$$

It follows from Proposition 3.19 that the braiding map on $V_Q^{\log}$ is given by

$$\mathcal{S} = - \sum_{i=1}^{r} \left( h_0^{i(n)} \otimes h_0^{i(n)} + h_0^{i(n)} \otimes h_0^{i(s)} + h_0^{i(s)} \otimes h_0^{i(n)} \right).$$

This is consistent with the above OPEs and the general OPE formula (3.35).

4.4. Gurarie–Ludwig’s LCFT. In this subsection, we interpret an example of a logarithmic conformal field theory (LCFT) due to Gurarie–Ludwig [GL1, GL2, G2] as an example of a conformal logVA $V$. We will first present the LCFT and derive from it the properties that $V$ should satisfy; then we will take these properties as a definition and prove rigorously that indeed we have a logVA. In the process, we will discover relations among the generators of $V$, which were previously unknown.

The superspace of states $V$ is a representation of the Virasoro Lie algebra with central charge $c = 0$. As usual, the conformal vector $\omega \in V_0$ corresponds to the Virasoro field

$$L(z) = Y(\omega, z) = \sum_{n \in \mathbb{Z}} L_n z^{-n-2}$$

(4.1)
(see (3.29)), which is denoted as $T(z)$ in [G2]. It is assumed that $V$ contains odd vectors $\xi, \xi \in V_{\bar{1}}$ such that the corresponding fermionic fields

$$\xi(z) = Y(\xi, z), \quad \bar{\xi}(z) = Y(\bar{\xi}, z)$$

are primary of conformal weight 2, i.e.,

$$L_0\xi = 2\xi, \quad L_0\bar{\xi} = 2\bar{\xi}, \quad L_n\xi = L_n\bar{\xi} = 0, \quad n > 0.$$ (4.2)

Notice that $L(z)$ is also a primary field because $c = 0$:

$$L_0\omega = 2\omega, \quad L_n\omega = 0, \quad n > 0.$$ (4.3)

Finally, it is assumed that $\omega$ has a logarithmic partner $\ell \in V_{\bar{0}}$ such that

$$L_0\ell = 2\ell + \omega, \quad L_2\ell = \beta 1, \quad L_1\ell = L_n\ell = 0, \quad n > 2,$$ (4.4)

for some $\beta \in \mathbb{C}$, which is a parameter of the theory (in [G2], $\ell$ is denoted as $t$ and $\beta$ as $b$). Here, as before, $1$ is the vacuum vector. The above equations imply that $L_0$ is not semisimple on the subspace span$\{\omega, \ell, \xi, \bar{\xi}\} \subset V$, but instead $L_0 = L_0^{(s)} + L_0^{(n)}$ with

$$L_0^{(s)} = 2I, \quad L_0^{(n)}\ell = \omega, \quad L_0^{(n)}\omega = L_0^{(n)}\xi = L_0^{(n)}\bar{\xi} = 0.$$ (4.5)

As usual, the above action of the Virasoro Lie algebra on the states is equivalent to specifying the singular OPEs between $L(z)$ and the fields corresponding to the states:

$$L(z)L(0) \sim \frac{2L(0)}{z^2} + \frac{TL(0)}{z},$$

$$L(z)\ell(0) \sim \frac{\beta}{z^4} + \frac{2\ell(0) + L(0)}{z^2} + \frac{T\ell(0)}{z},$$ (4.5)

$$L(z)\xi(0) \sim \frac{2\xi(0)}{z^2} + \frac{T\xi(0)}{z}, \quad L(z)\bar{\xi}(0) \sim \frac{2\bar{\xi}(0)}{z^2} + \frac{T\bar{\xi}(0)}{z}.$$ (4.5)

Here, as in [G2], we are using the shorthand form (3.36) of the OPE (3.35). Its rigorous meaning is that, after applied to the vacuum vector, we have $L(0) = \omega, \xi(0) = \xi$, etc. We also use our previous notation $T = L_{-1}$ for the translation operator, and set $\ell(z) = Y(\ell, z)$. 
The remaining singular OPEs were determined in \([\text{GL1, GL2, G2}]\) to be as follows:

\[(4.6)\]

\[
\begin{align*}
\xi(z)\bar{\xi}(0) & \sim \frac{\beta}{2z^4} + \frac{\ell(0)}{z^2} + \frac{T\ell(0)}{2z} + \frac{1}{8}L(z)L(0) + \frac{1}{2}L(z)L(0)\log(z), \\
\ell(z)\xi(0) & \sim \frac{T\xi(0)}{2z} + \frac{1}{4}L(z)\xi(0) - L(z)\xi(0)\log(z), \\
\ell(z)\bar{\xi}(0) & \sim \frac{T\bar{\xi}(0)}{2z} + \frac{1}{4}L(z)\bar{\xi}(0) - L(z)\bar{\xi}(0)\log(z), \\
\ell(z)\ell(0) & \sim \frac{-2\beta\log(z)}{z^4} + \frac{\ell(0)(1 - 4\log(z)) - L(0)(\log(z) + 2\log^2(z))}{z^2} \\
& \quad + \frac{T\ell(0)(1 - 4\log(z)) - TL(0)(\log(z) + 2\log^2(z))}{2z}.
\end{align*}
\]

The OPEs of opposite products are derived from the above using skew-symmetry (Proposition 3.22), and any other singular OPEs are assumed zero. In the right-hand sides of the first three equations, the products \(L(z)L(0), L(z)\xi(0)\) and \(L(z)\bar{\xi}(0)\) should be further expanded according to their OPEs, which gives the following expressions:

\[
\begin{align*}
\xi(z)\bar{\xi}(0) & \sim \frac{\beta}{2z^4} + \frac{4\ell(0) + L(0) + 4L(0)\log(z)}{4z^2} \\
& \quad + \frac{4T\ell(0) + TL(0) + 4TL(0)\log(z)}{8z}, \\
\ell(z)\xi(0) & \sim \frac{\xi(0)}{2z^2} + \frac{3T\xi(0)}{4z} - \frac{2\xi(0)\log(z)}{z^2} + \frac{T\xi(0)\log(z)}{z}, \\
\ell(z)\bar{\xi}(0) & \sim \frac{\xi(0)}{2z^2} + \frac{3T\bar{\xi}(0)}{4z} - \frac{2\bar{\xi}(0)\log(z)}{z^2} + \frac{T\bar{\xi}(0)\log(z)}{z}.
\end{align*}
\]

Conversely, the above OPE of \(\ell(z)\ell(0)\) is already in expanded form, while in compact form it can be written as:

\[
\ell(z)\ell(0) \sim \frac{\ell(0)}{z^2} + \frac{T\ell(0)}{2z} - 4\xi(z)\bar{\xi}(0)\log(z) + L(z)L(0)\log^2(z).
\]

**Remark 4.2.** Let us show, for example, how to apply the skew-symmetry relation from Proposition 3.22 to find the singular OPE of \(\xi(z)\bar{\xi}(0)\). It is given by the singular part of

\[
\begin{align*}
& - \frac{e^{z\beta}}{2(-z)^4} - \frac{e^{zT}(4\ell(0) + L(0) + 4L(0)\log(z))}{4(-z)^2} \\
& \quad - \frac{e^{zT}(4T\ell(0) + TL(0) + 4TL(0)\log(z))}{8(-z)}.
\end{align*}
\]
which simplifies to $\tilde{\xi}(z)\xi(0) \sim -\xi(z)\tilde{\xi}(0)$.

Let us assume that $V$ is a logVA generated by the logarithmic fields $L(z)$, $\ell(z)$, $\xi(z)$ and $\tilde{\xi}(z)$. Since all these fields are of conformal weight 2, we will label their modes similarly to those of $L(z)$:

$$X(\xi, z) = \xi(z)|_{\zeta=0} = \sum_{n \in \mathbb{Z}} \xi_n z^{-n-2},$$

$$X(\tilde{\xi}, z) = \tilde{\xi}(z)|_{\zeta=0} = \sum_{n \in \mathbb{Z}} \tilde{\xi}_n z^{-n-2},$$

$$X(\ell, z) = \ell(z)|_{\zeta=0} = \sum_{n \in \mathbb{Z}} \ell_n z^{-n-2}.$$  \hspace{1cm} (4.7)

This means that we have a shift

$$\omega_{(n+\mathcal{S})} = L_{n-1}, \quad a_{(n+\mathcal{S})} = a_{n-1}, \quad n \in \mathbb{Z}, \quad a \in \{\ell, \xi, \tilde{\xi}\}.$$  \hspace{1cm} (4.8)

According to (3.36), the above singular OPEs encode the action of the braiding map $\mathcal{S}$ and the $(n+\mathcal{S})$-th products of the generators of $V$. (However, $\mathcal{S}$ is not determined uniquely from the OPEs.) Setting $\log(z) = 0$ in the OPEs, we obtain the action of the modes:

$$\xi_2\tilde{\xi} = \frac{\beta}{2}1, \quad \xi_1\tilde{\xi} = 0, \quad \xi_0\xi = \frac{1}{4}(4\ell + \omega), \quad \xi_{-1}\tilde{\xi} = \frac{T}{8}(4\ell + \omega),$$

$$\ell_0\xi = \frac{1}{2}\xi, \quad \ell_{-1}\xi = \frac{3}{4}T\xi, \quad \ell_0\tilde{\xi} = \frac{1}{2}\tilde{\xi}, \quad \ell_{-1}\tilde{\xi} = \frac{3}{4}T\tilde{\xi},$$

$$\ell_0\ell = \ell, \quad \ell_{-1}\ell = \frac{1}{2}T\ell,$$  \hspace{1cm} (4.9)

and

$$\xi_m\tilde{\xi} = 0, \quad \ell_n a = 0 \quad \text{for all} \quad m > 2, \quad n > 0, \quad a \in \{\ell, \xi, \tilde{\xi}\}.$$  \hspace{1cm} (4.10)

All other products $a_n b$ with $a, b \in \{\ell, \xi, \tilde{\xi}\}$, $n \geq -1$, either follow from the skew-symmetry relation or are zero.

We will find the braiding map $\mathcal{S}$ on $V$ by utilizing Proposition 3.19. It was observed in [GL1, GL2, G2] that the above OPEs of generating fields admit odd derivations $\eta$ and $\tilde{\eta}$ if we define their action on $\omega, \ell, \xi, \tilde{\xi}$ according to the diagram

$$\xi \quad \eta/2 \quad \ell \quad \tilde{\eta}/2$$

$$\downarrow \quad \swarrow$$

$$\xi$$  \hspace{1cm}  \omega$$

$$\downarrow \quad \searrow$$

$$\eta$$  \hspace{1cm}  \tilde{\eta}$$

Thus, we obtain odd derivations $\eta, \tilde{\eta} \in \text{Der}(V)$ of the logVA $V$ satisfying

$$\eta^2 = \tilde{\eta}^2 = 0, \quad \eta\tilde{\eta} = -\tilde{\eta}\eta.$$  \hspace{1cm} (4.12)
Remark 4.3. The action of \( \eta \) and \( \bar{\eta} \) can be extended to an action of the Lie superalgebra \( \mathfrak{gl}(1|1) \), which has a basis \( \{ E, N, \eta, \bar{\eta} \} \) and the non-vanishing brackets

\[
[N, \eta] = \eta, \quad [N, \bar{\eta}] = -\bar{\eta}, \quad [\eta, \bar{\eta}] = E.
\]

In our case, \( N\omega = N\ell = 0, N\xi = \xi, N\bar{\xi} = -\bar{\xi} \), and \( E = 0 \).

Now observe that \( L_0^{(n)} = \frac{1}{2} \eta \bar{\eta} \). Hence, by Proposition 3.19,

\[
(4.13) \quad \mathcal{S} = \frac{1}{2} (\eta \otimes \eta - \eta \otimes \bar{\eta}).
\]

From here, using (2.5), we compute the action of \( \mathcal{S} \) on tensor products of generators and obtain:

\[
\mathcal{S}(\xi \otimes \xi) = -\mathcal{S}(\xi \otimes \bar{\xi}) = \frac{1}{2} \omega \otimes \omega, \quad \mathcal{S}(\ell \otimes \xi) = \mathcal{S}(\xi \otimes \ell) = \xi \otimes \omega, \\
\mathcal{S}(\ell \otimes \ell) = 2\xi \otimes \xi - 2\bar{\xi} \otimes \bar{\xi}, \quad \mathcal{S}(\xi \otimes \bar{\xi}) = \mathcal{S}(\bar{\xi} \otimes \ell) = \bar{\xi} \otimes \omega.
\]

The action on all other tensors not listed here is zero. In particular, \( \mathcal{S}(\omega \otimes a) = 0 \) for all \( a \in \{ \omega, \ell, \xi, \bar{\xi} \} \), as it should by Definition 3.18(1). We also have

\[
\mathcal{S}^2(\ell \otimes \ell) = -2\omega \otimes \omega,
\]

and \( \mathcal{S}^2 = 0 \) on all other tensors.

Lemma 4.4. Given the above \( (n + \mathcal{S}) \)-th products (4.8)–(4.10) of generators \( \ell, \xi, \bar{\xi} \) and action of \( \mathcal{S} \) by (4.13), the singular OPEs (4.5), (4.6) of generating fields agree with the general formula (3.36).

Proof. Since the terms of the OPE of \( Y(a, z)Y(b, 0) \) given by (3.36) correspond to the action \( Y(a, z)b \) given by (3.16), it is enough to compute the latter. Using (3.19), we find:

\[
\xi(z)\bar{\xi} = X(\xi, z)\bar{\xi} + \frac{\zeta}{2} L(z)\omega,
\]

\[
\ell(z)\xi = X(\ell, z)\xi - \zeta X(\xi, z)\omega, \quad \ell(z)\bar{\xi} = X(\ell, z)\bar{\xi} - \zeta X(\bar{\xi}, z)\omega,
\]

\[
\ell(z)\ell = X(\ell, z)\ell - 2\zeta(\xi X(\xi, z)\bar{\xi} - \xi X(\bar{\xi}, z)\xi) - \zeta^2 L(z)\omega.
\]

Due to skew-symmetry (Proposition 3.22), we have as in Remark 4.2,

\[
X(\xi, z)\omega \sim L(z)\xi, \quad X(\xi, z)\omega \sim L(z)\bar{\xi}, \quad X(\bar{\xi}, z)\xi \sim -X(\xi, z)\bar{\xi},
\]

where \( \sim \) here means equality of the singular parts that involve negative powers of \( z \). Therefore,

\[
\ell(z)\xi \sim X(\ell, z)\xi - \zeta L(z)\xi, \quad \ell(z)\bar{\xi} \sim X(\ell, z)\bar{\xi} - \zeta L(z)\bar{\xi},
\]

\[
\ell(z)\ell \sim X(\ell, z)\ell - 4\zeta X(\xi, z)\bar{\xi} - \zeta^2 L(z)\omega.
\]

The rest of the proof follows by construction. \( \square \)
As in the proof of Lemma 4.4, from (2.5), (3.19), (4.11) and (4.13), we can derive the following expansions of logarithmic fields:

\[ \xi(z) = X(\xi, z) + \frac{\zeta}{2} L(z) \eta, \quad \bar{\xi}(z) = X(\bar{\xi}, z) - \frac{\zeta}{2} L(z) \bar{\eta}, \]

(4.14)

\[ \ell(z) = X(\ell, z) - \zeta X(\xi, z) \bar{\eta} - \zeta X(\bar{\xi}, z) \eta + \frac{\zeta^2}{2} L(z) \eta \bar{\eta}. \]

Our next goal is to determine the relations satisfied by the modes of generating fields. We summarize the answer in the next lemma.

**Lemma 4.5.** Let \( V \) be a logVA with elements \( \omega, \ell \in V_0 \) and \( \xi, \bar{\xi} \in V_1 \), whose \((n+\mathcal{S})\)-th products are given by (4.2)–(4.4), (4.8)–(4.10). Suppose that there are \( \eta, \bar{\eta} \in \text{Der}(V)_1 \) satisfying (4.12) and acting according to (4.11), such that the braiding map \( \mathcal{S} \) is given by (4.13). Then the following relations hold for all \( m, k \in \mathbb{Z} \):

\[
\begin{align*}
[\eta, a_m] &= (\eta a)_m, \quad [\bar{\eta}, a_m] = (\bar{\eta} a)_m, \quad a \in \{L, \ell, \xi, \bar{\xi}\}, \\
[L_m, L_k] &= (m - k)L_{m+k}, \\
[L_m, \xi_k] &= (m - k)\xi_{m+k} + \frac{1}{2}L_{m+k}\eta, \quad [L_m, \bar{\xi}_k] = (m - k)\bar{\xi}_{m+k} - \frac{1}{2}L_{m+k}\bar{\eta}, \\
[L_m, \ell_k] &= (m - k)\ell_{m+k} + (m+1)L_{m+k} - \xi_{m+k}\bar{\eta} - \bar{\xi}_{m+k}\eta + \delta_{m,-k}\frac{m^3 - m}{6}\beta, \\
[\xi_m, \xi_k] &= \xi_{m+k}\eta, \quad [\bar{\xi}_m, \bar{\xi}_k] = -\bar{\xi}_{m+k}\bar{\eta}, \\
[\xi_m, \ell_k] &= (m - k)\left(\frac{1}{8}L_{m+k} + \frac{1}{2}\ell_{m+k}\right) + \delta_{m,-k}\frac{m^3 - m}{12}\beta \\
&\quad + \frac{1}{2}\xi_{m+k}\eta - \frac{1}{2}\xi_{m+k}\bar{\eta} - \frac{1}{2}\sum_{j \geq 1} \frac{1}{j}(L_{m-j}L_{k+j} - L_{k-j}L_{m+j}), \\
[\ell_m, \xi_k] &= -\frac{1}{4}(3k + m + 4)\xi_{m+k} + \left(\ell_{m+k} + \frac{5}{8}L_{m+k}\right)\eta + \delta_{m,-k}\frac{m}{4}\beta\eta \\
&\quad + \sum_{j \geq 1} \frac{1}{j}(\xi_{m-j}L_{k+j} - L_{k-j}\xi_{m+j}), \\
[\ell_m, \bar{\xi}_k] &= -\frac{1}{4}(3k + m + 4)\bar{\xi}_{m+k} - \left(\ell_{m+k} + \frac{5}{8}L_{m+k}\right)\bar{\eta} - \delta_{m,-k}\frac{m}{4}\beta\bar{\eta} \\
&\quad + \sum_{j \geq 1} \frac{1}{j}(\bar{\xi}_{m-j}L_{k+j} - L_{k-j}\bar{\xi}_{m+j}), \\
[\ell_m, \ell_k] &= \frac{1}{2}(m - k)\ell_{m+k} + \delta_{m,-k}\frac{m}{2}\beta\eta \\
&\quad + 2\sum_{j \geq 1} \frac{1}{j}(\xi_{m-j}\ell_{k+j} + \ell_{k-j}\xi_{m+j} - \xi_{m-j}\bar{\xi}_{k+j} - \bar{\xi}_{m-j}\ell_{k+j}).
\end{align*}
\]
\[ + 2 \sum_{j \geq 2} \frac{h(j-1)}{j} (L_{m-j}L_{k+j} - L_{k-j}L_{m+j}), \]

where \( h(j) := 1 + \frac{1}{2} + \cdots + \frac{1}{j} \) are the harmonic numbers.

**Proof.** The identities for \([\eta, a_m]\) and \([\bar{\eta}, a_m]\) simply express the fact that \(\eta\) and \(\bar{\eta}\) are derivations. All other formulas follow from the Borcherds identity (3.40) with \(n = 0\) applied to \(a \otimes b \otimes v\), where \(a, b \in \{\omega, \ell, \xi, \bar{\xi}\}\) and \(v \in V\) is arbitrary. In the case when \(\mathcal{S}(a \otimes b) = 0\), the left-hand side of (3.40) reduces to the commutator formula from Corollary 3.29.

Let us consider, for example, \(a = b = \xi\). From Corollary 3.29, we get

\[ [\xi_{(m+\mathcal{S})}, \xi_{(k+\mathcal{S})}] = \sum_{j \geq 0} \mu_{(m+k-j)}(\mu_{(j)} \otimes I) \left( \frac{m + \mathcal{S}_{13}}{j} \right) (\xi \otimes \xi \otimes v), \]

and from (2.5), (4.11) and (4.13), we have

\[ \mathcal{S}_{13}(\xi \otimes \xi \otimes v) = \frac{1}{2} \omega \otimes \xi \otimes \eta v, \quad \mathcal{S}_{13}^2(\xi \otimes \xi \otimes v) = 0. \]

Then we apply \(\mu_{(j)} \otimes I\) to either \(\xi \otimes \xi \otimes v\) or \(\omega \otimes \xi \otimes \eta v\), using the \((j + \mathcal{S})\)-th products given by (4.2)–(4.4), (4.8)–(4.10). Observe that \(\xi_{(j+\mathcal{S})}\xi = 0\) for \(j \geq 0\), and \(\omega_{(j+\mathcal{S})}\xi = 0\) for \(j \geq 2\), while \(\omega_{(1+\mathcal{S})}\xi = 2\xi\). Hence, the above sum over \(j\) reduces to the terms with \(j = 0\) and \(j = 1\):

\[
\begin{align*}
\mu_{(m+k)}(\mu_{(0)} \otimes I)(\xi \otimes \xi \otimes v) + & \mu_{(m+k-1)}(\mu_{(1)} \otimes I)(m + \mathcal{S}_{13})(\xi \otimes \xi \otimes v) \\
= & \frac{1}{2} \mu_{(m+k-1)}(\mu_{(1)} \otimes I)(\omega \otimes \xi \otimes \eta v) \\
= & \frac{1}{2} \mu_{(m+k-1)}(2\xi \otimes \eta v) = \xi_{(m+k-1+\mathcal{S})}(\eta v).
\end{align*}
\]

This proves that \([\xi_m, \xi_k] = \xi_{m+k}\eta\) after we make the shift (4.8).

As another example, let us consider \(a = b = \ell\). In this case, we have:

\[
\begin{align*}
\mathcal{S}_{12}(\ell \otimes \ell \otimes v) &= 2\xi \otimes \xi \otimes v - 2\xi \otimes \xi \otimes v, \\
\mathcal{S}_{12}^2(\ell \otimes \ell \otimes v) &= -2\omega \otimes \omega \otimes v, \\
\mathcal{S}_{13}(\ell \otimes \ell \otimes v) &= \xi \otimes \ell \otimes \eta v + \bar{\xi} \otimes \ell \otimes \eta v, \\
\mathcal{S}_{13}^2(\ell \otimes \ell \otimes v) &= \omega \otimes \ell \otimes \bar{\eta} v,
\end{align*}
\]

and the higher powers are zero. Also, notice that for \(j \geq 1\),

\[ (-1)^j \left( \frac{\mathcal{S}_{12}}{j} \right) = -\frac{1}{j} \mathcal{S}_{12} + \frac{h(j-1)}{j} \mathcal{S}_{12}^2 + \cdots \]
where the dots signify higher powers of $\mathcal{S}_12$ and we let $h(0) := 0$. Hence, the first sum in the left-hand side of \eqref{eq:3.40} with $n = 0$ applied to $\ell \otimes \ell \otimes v$ is

$$\mu_{(m)}(I \otimes \mu(k))(\ell \otimes \ell \otimes v) - \sum_{j \geq 1} \frac{1}{j \mu_{(m-j)}(I \otimes \mu(k+j))}\mathcal{S}_12(\ell \otimes \ell \otimes v)$$

$$+ \sum_{j \geq 2} \frac{h(j-1)}{j} \mu_{(m-j)}(I \otimes \mu(k+j))\mathcal{S}_2^2(\ell \otimes \ell \otimes v)$$

$$= \ell_{(m+\mathcal{S}_1)}(\ell_{(k+\mathcal{S}_1)}v) - 2 \sum_{j \geq 1} \frac{1}{j} \left( \xi_{(m+\mathcal{S}_1)}(\xi_{(k+\mathcal{S}_1)}v) - \xi_{(m+\mathcal{S}_1)}(\bar{\xi}_{(k+\mathcal{S}_1)}v) \right)$$

$$- 2 \sum_{j \geq 2} \frac{h(j-1)}{j} \omega_{(m+\mathcal{S}_1)}(\omega_{(k+\mathcal{S}_1)}v).$$

Since $P(\ell \otimes \ell) = \ell \otimes \ell$, the second sum in the left-hand side of \eqref{eq:3.40} is obtained from the first sum by swapping $k$ and $m$.

To compute the right-hand side of \eqref{eq:3.40}, we first observe that $\omega_{(j+\mathcal{S}_1)}\ell = 0$ for $j \geq 4$ due to \eqref{eq:4.4}. Hence, we only need to find the coefficient of $\mathcal{S}_13$ in the binomials $^{(m+\mathcal{S}_1)}_{(j)}$ for $j = 0, 1, 2, 3$, which gives $0, 0, 1/2$ and $(m-1)/2$, respectively. However, $\omega_{(2+\mathcal{S}_1)}\ell = 0$, so only $j = 3$ contributes. Second, to find the contributions involving $\mathcal{S}_1^3$, we need to determine the products $\xi_{(j+\mathcal{S}_1)}\ell$ and $\bar{\xi}_{(j+\mathcal{S}_1)}\ell$. For this, as before, we use the skew-symmetry relation from Proposition 3.22:

$$X(\xi, z)\ell = e^{zT}X(\ell, -z)\xi \sim e^{zT} \left( \frac{1}{2} \xi(-z)^{-2} + \frac{3}{4} T \xi(-z)^{-1} \right)$$

$$\sim \frac{1}{2} \xi z^{-2} - \frac{1}{4} T \xi z^{-1}$$

where $\sim$ denotes equality modulo terms with non-negative powers of $z$. The same calculation applies for $\bar{\xi}$. We obtain

$$\xi_{(0+\mathcal{S}_1)}\ell = -\frac{1}{4} T \xi, \quad \xi_{(1+\mathcal{S}_1)}\ell = \frac{1}{2} \xi, \quad \bar{\xi}_{(0+\mathcal{S}_1)}\ell = -\frac{1}{4} T \bar{\xi}, \quad \bar{\xi}_{(1+\mathcal{S}_1)}\ell = \frac{1}{2} \bar{\xi},$$

and the higher products are zero. We see that we may have a contribution $\mathcal{S}_1^3$ from $^{(m+\mathcal{S}_1)}_{(j)}$ only for $j = 1$.

Putting these together, we find that the right-hand side of \eqref{eq:3.40} is:

$$\sum_{j \geq 0} \binom{m}{j} \mu_{(m-k-j)}(\mu(j) \otimes I)(\ell \otimes \ell \otimes v)$$

$$+ \mu_{(m-k-1)}(\mu(1) \otimes I)\mathcal{S}_13(\ell \otimes \ell \otimes v)$$

$$+ \frac{m-1}{2} \mu_{(m-k-3)}(\mu(3) \otimes I)\mathcal{S}_1^2(\ell \otimes \ell \otimes v).$$
Now we compute each of the terms in this sum. By \((4.8)-(4.10)\) and \((3.17)\), the first one is

\[
\sum_{j \geq 0} \binom{m}{j} (\ell_{(j+\mathcal{J})}\ell_{(m+k-j+\mathcal{J})})v = \frac{1}{2}(T\ell)(m+k+\mathcal{J})v + ml_{(m+k-1+\mathcal{J})}v
\]

\[
= -\frac{1}{2}(-m+k+\mathcal{J})\ell_{(m+k-1+\mathcal{J})}v
\]

\[
= \frac{1}{2}(m-k)\ell_{(m+k-1+\mathcal{J})}v - \frac{1}{2}\xi_{(m+k-1+\mathcal{J})}(\bar{\eta}v) - \frac{1}{2}\bar{\xi}_{(m+k-1+\mathcal{J})}(\eta v).
\]

The remaining two terms give

\[
\mu_{(m+k-1)}(\mu_{(1)} \otimes I)(\xi \otimes \ell \otimes \bar{\eta}v + \bar{\xi} \otimes \ell \otimes \eta v)
\]

\[
= (\xi_{(1+\mathcal{J})}\ell_{(m+k-1+\mathcal{J})})(\bar{\eta}v) + (\bar{\xi}_{(1+\mathcal{J})}\ell_{(m+k-1+\mathcal{J})})(\eta v)
\]

\[
= \frac{1}{2}\xi_{(m+k-1+\mathcal{J})}(\bar{\eta}v) + \frac{1}{2}\bar{\xi}_{(m+k-1+\mathcal{J})}(\eta v),
\]

and

\[
\frac{m-1}{2}\mu_{(m+k-3)}(\mu_{(3)} \otimes I)(\omega \otimes \ell \otimes \bar{\eta}v) = \frac{m-1}{2}(\omega_{(3)}\ell_{(m+k-3+\mathcal{J})})(\bar{\eta}v)
\]

\[
= \frac{m-1}{2}\beta 1_{(m+k-3+\mathcal{J})}(\bar{\eta}v) = \delta_{m+k,2} \frac{m-1}{2}\beta \bar{\eta}v.
\]

Taking into account the shift \((4.8)\), we obtain the formula for \([\ell_m, \ell_k]\). This completes the proof of the lemma. 

\[\square\]

**Remark 4.6.** We would like to stress that, even though the singular OPE \(\xi(z)\xi(0) \sim 0\) is trivial, the modes of \(\xi\) do not commute with each other. This is a new phenomenon in the logarithmic case, which does not occur for ordinary vertex algebras. Similarly, although the singular OPE of \(\ell(z)\ell(0)\) contains only the fields \(L(z)\) and \(\ell(z)\), the commutator \([\ell_m, \ell_k]\) involves the modes of \(\xi\) and \(\bar{\xi}\) as well. In [G2], it is claimed that \(\omega\) and \(\ell\) generate an LCFT; however, we were unable to construct a logVA generated only by them.

After we have derived the properties of a hypothetical logVA \(V\) corresponding to Gurarie–Ludwig’s LCFT, we now reverse course and use these properties to define \(V\) and prove that it is indeed a conformal logVA. To this end, we introduce a unital associative superalgebra \(A\) with a set of generators \(L_n, \ell_n, \xi_n, \bar{\xi}_n, \eta, \bar{\eta} \ (n \in \mathbb{Z})\) subject to the relations from Lemma 4.5. However, we need to make sense of the infinite sums in the relations.

Fix \(\beta \in \mathbb{C}\). Let \(U\) be a vector superspace with a basis \(\{L_n, \ell_n, \xi_n, \bar{\xi}_n, \eta, \bar{\eta}\}_{n \in \mathbb{Z}}\) where \(L_n\) and \(\ell_n\) are even and the other basis vectors are odd. We denote by \(U = \bigoplus_{j \geq 0} U^{\otimes j}\) the tensor algebra over \(U\). Both \(U\) and \(U\) are \(\mathbb{Z}\)-graded by setting

\[
\deg L_n = \deg \ell_n = \deg \xi_n = \deg \bar{\xi}_n = -n, \quad \deg 1 = \deg \eta = \deg \bar{\eta} = 0.
\]
We consider the completion $\mathcal{F}$ of $\mathcal{I}$, which extends it by allowing infinite sums of the form

$$\sum_{j \geq N} t_j \otimes u_j$$

where $t_j \in \mathcal{I}$, $u_j \in U$, $\deg t_j = m + j$, $\deg u_j = -j$,

for some fixed $m, N \in \mathbb{Z}$.

Clearly, $\mathcal{F}$ is no longer an associative superalgebra under $\otimes$, but its quotient $\mathcal{A}$ will be. We define $\mathcal{A}$ as the vector superspace quotient $\mathcal{F}/(\mathcal{I} \otimes \mathcal{R} \otimes \mathcal{I})$, where $\mathcal{R} \subset \mathcal{F}$ is spanned by all relations from Lemma 4.5 together with the relations (4.12). The tensor product in $\mathcal{F}$ induces a well-defined product in $\mathcal{A}$, because one can use the relations in $\mathcal{R}$ to rewrite the product of two elements of $\mathcal{F}$ as an element of $\mathcal{F}$ mod $\mathcal{I} \otimes \mathcal{R} \otimes \mathcal{I}$.

Therefore, $\mathcal{A}$ is a unital associative superalgebra, and it inherits a $\mathbb{Z}$-grading from $\mathcal{F}$. Consider the subspace $\mathcal{F}_- \subset \mathcal{F}$ consisting of all sums $\sum_{j \geq -1} t_j \otimes u_j$ as above with $N = -1$. Let $\mathcal{A}_-$ be the image of $\mathcal{F}_-$ in the quotient $\mathcal{A}$. Then $\mathcal{A}_-$ is a left ideal of $\mathcal{A}$, because in the relations from Lemma 4.5, any commutator $[u_m, v_k]$ with $u, v \in \{L, \ell, \xi, \bar{\xi}\}$ and $k, m \geq -1$, is expressed as an element of $\mathcal{A}_-$.

We let $V$ be the left $\mathcal{A}$-module $\mathcal{A}/\mathcal{A}_-$. Then $V$ is generated as an $\mathcal{A}$-module by the even vector $1 := 1 + \mathcal{A}_-$, where $1 \in \mathcal{A}$ is the identity element, with the properties that

$$L_n 1 = \ell_n 1 = \xi_n 1 = \bar{\xi}_n 1 = \eta 1 = \bar{\eta} 1 = 0, \quad n \geq -1.$$  

(4.15)

Lemma 4.7. The superspace $V$ is linearly spanned by $1$ and monomials of the form

$$a_{n_1}^1 \cdots a_{n_r}^r 1$$

where $n_i \leq -2$, $a^i \in \{L, \ell, \xi, \bar{\xi}\}$, $1 \leq i \leq r$.

Hence, $V$ is graded by $\mathbb{Z}_+$ so that $\deg 1 = 0$. In particular, for every $v \in V$, we have

$$L_n v = \ell_n v = \xi_n v = \bar{\xi}_n v = 0, \quad n \gg 0.$$  

Proof. This is similar to the case of Lie algebras. We will prove by induction on $r$ that every monomial $g_1 \cdots g_r 1$, where each $g_i$ is a generator of $\mathcal{A}$, can be rewritten as a linear combination of monomials with $r$ or fewer factors such that $\deg g_i > 1$ for all $i$. The claim is trivial for $r = 0$ and $r = 1$.

For $r \geq 2$, by the inductive assumption, we can assume that $\deg g_i > 1$ for $2 \leq i \leq r$. If $\deg g_1 > 1$, we are done, so let $\deg g_1 \leq 1$. Then we use the relations of $\mathcal{A}$ to rewrite $g_1 g_2$ as $(-1)^{p(g_1)p(g_2)} g_2 g_1 + [g_1, g_2]$ and apply again the inductive assumption for $g_1 g_3 \cdots g_r 1$. The bracket $[g_1, g_2]$ is either already in the desired form or involves terms in which the degree of the first factor is strictly larger that $\deg g_1$. This means that repeating this process finitely many times will give us terms with $\deg g_1 > 1$. \qed

It follows from Lemma 4.7 that all infinite sums in $\mathcal{A}$ become finite when acting on a fixed $v \in V$. We define the elements of $V$:

$$\omega = L_{-2} 1, \quad \ell = \ell_{-2} 1, \quad \xi = \xi_{-2} 1, \quad \bar{\xi} = \bar{\xi}_{-2} 1,$$

(4.16)
and the logarithmic fields $L(z), \ell(z), \xi(z), \bar{\xi}(z)$ on $V$ given by (4.1), (4.7) and (4.14). We let the translation operator $T = L_{-1}$, and the braiding map $\mathcal{S}$ be as in (4.13). As before, this gives rise to a braiding map $\hat{\mathcal{S}} := (\text{ad} \otimes \text{ad})(\mathcal{S})$ on $\text{LFie}(V)$.

**Theorem 4.8.** The logarithmic fields $L(z), \ell(z), \xi(z), \bar{\xi}(z)$ are translation covariant and $\mathcal{S}$-local, and they generate the structure of a logVA on $V$ such that $\eta, \bar{\eta} \in \text{Der}(V)$. The singular OPEs among these fields are given by (4.5), (4.6). Moreover, $V$ is a conformal logVA with a conformal vector $\omega$ and central charge 0.

**Proof.** First, it is easy to see that $\mathcal{S}$ is indeed a braiding map on $V$ and $[T \otimes I, \mathcal{S}] = 0$. Hence, $\hat{\mathcal{S}}$ is a braiding map on $\text{LFie}(V)$ satisfying the conditions of Theorem 2.28. Let us check the other assumptions of this theorem. From the relations in $A$, we see that

$$[T, L_n] = -(n+1)L_{n-1}, \quad [T, \ell_n] = -(n+1)\ell_{n-1} - \xi_{n-1} - \bar{\xi}_{n-1},$$

$$[T, \xi_n] = -(n+1)\xi_{n-1} + \frac{1}{2}L_{n-1}, \quad [T, \bar{\xi}_n] = -(n+1)\bar{\xi}_{n-1} - \frac{1}{2}L_{n-1},$$

which imply the translation covariance of $L(z), \ell(z), \xi(z)$ and $\bar{\xi}(z)$. The relations also imply that $\eta$ and $\bar{\eta}$ are derivations of all $(n+\mathcal{S})$-th products. The completeness of $V$ follows from Lemma 4.7.

Using again the relations in $A$ and (4.15), (4.16), we check the $(n+\mathcal{S})$-th products (4.2)–(4.4), (4.8)–(4.10). Let us do just two examples here. First,

$$\ell_0 \ell = \ell_0 \ell_{-2} = [\ell_0, \ell_{-2}] 1$$

$$= \ell_{-2} 1 + 2 \sum_{j \geq 1} \frac{1}{j} (\xi_{-j} \bar{\xi}_{-2+j} + \bar{\xi}_{-2-j} \xi_j - \xi_{-j} \bar{\xi}_{-2+j}) 1$$

$$+ 2 \sum_{j \geq 2} \frac{h(j-1)}{j} (L_{-j}L_{-2+j} - L_{-2-j}L_j) 1 = \ell_{-2} 1 = \ell.$$  

Similarly,

$$\xi_{-1} \xi = \xi_{-1} \xi_{-2} = [\xi_{-1}, \xi_{-2}] 1 = \frac{1}{8}L_{-3} 1 + \frac{1}{2} \ell_{-3} 1$$

$$= \frac{1}{8} [T, L_{-2}] 1 + \frac{1}{2} [T, \ell_{-2}] 1 = \frac{1}{8} TL_{-2} 1 + \frac{1}{2} T \ell_{-2} 1 = \frac{1}{8} T \omega + \frac{1}{2} T \ell.$$  

The rest of the $(n+\mathcal{S})$-th products are verified in the same way.

Then, by the proof of Lemma 4.5, the Borcherds identity (3.40) holds for $n = 0$ and all $k, m \in \mathbb{Z}$ when applied to $a \otimes b \otimes v$, where $a, b \in \{\omega, \ell, \xi, \bar{\xi}\}$ and $v \in V$ is arbitrary. From Remark 3.27, we obtain that our generating fields span an $\mathcal{S}$-local subspace of $\text{LFie}(V)$. By Theorem 3.2, $V$ has the structure of a logVA.
Finally, the singular OPEs are as in (4.5) and (4.6), due to Lemma 4.4. In particular, the OPEs (4.5) of $L(z)$ imply that $\omega$ is a conformal vector with central charge 0.
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