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Abstract: An automatic method of obtaining geographic coordinates of bales using monovision uncrewed aerial vehicle imagery was developed utilizing a data set of 300 images with a 20-megapixel resolution containing a total of 783 labeled bales of corn stover and soybean stubble. The relative performance of image processing with Otsu’s segmentation, you only look once version three (YOLOv3), and region-based convolutional neural networks was assessed. As a result, the best option in terms of accuracy and speed was determined to be YOLOv3, with 80% precision, 99% recall, 89% F1 score, 97% mean average precision, and a 0.38 s inference time. Next, the impact of using lower-cost cameras was evaluated by reducing image quality to one megapixel. The lower-resolution images resulted in decreased performance, with 79% precision, 97% recall, 88% F1 score, 96% mean average precision, and 0.40 s inference time. Finally, the output of the YOLOv3 trained model, density-based spatial clustering, photogrammetry, and map projection were utilized to predict the geocoordinates of the bales with a root mean squared error of 2.41 m.
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1. Introduction

Cellulosic biomass is a distributed energy resource. It must be collected from production fields and accumulated at storage locations. Additionally, these materials have low bulk density and are commonly densified in-field with balers and handled in a bale format. In-field bale collection plays a vital role in the logistics of farm-gate operations. If bales are left in the field for a long time, they can damage plants under them and undergo losses associated with microbial degradation, leading to reduced integrity observed as dry matter loss [1].

If bales were geolocated at the time of baling, the collection process could be optimized algorithmically, and a path plan could be communicated to a human operator or autonomous uncrewed ground vehicle, allowing the operator to order the bale collection efficiently. However, many tractors still do not incorporate geolocation, and web connectivity is still limited in rural areas [2], which would restrict sharing of data between field operations.

We propose a novel solution where bales are located from images collected by an uncrewed aerial vehicle (UAV) equipped with a monocular camera and a low-cost global navigation satellite system (GNSS) receiver. This solution could be implemented in an ad hoc network between the UAV and bale collection tractor or uncrewed ground vehicle to transmit the bales’ positions and coordinate the collection system. Consequently, each farmer need not invest in these technologies as location and collection could be offered in a farming as a service model. At the time of writing, many developing autonomous solutions have adopted this business model.

The utility of UAV sensor payloads in remote sensing and agricultural diagnostics has been extensively studied. Some applications include the development of UAV-based remote...
sensing products [3], irrigation management [4,5], crop stress management [6,7], crop yield management [8,9], weed management [10,11], georeferencing [12,13], mapping [14,15], and path planning [16,17]. One common use of UAV data is object detection. This task is fundamental in computer vision and has seen rapid development in the past several decades [18].

The state-of-the-art object detection models are found in deep learning techniques that mainly belong to two model families: R-CNN and YOLO. The region-based convolutional neural networks (R-CNNs) deep learning models family includes the R-CNN model, fast R-CNN model, and faster R-CNN model. This family of algorithms pursues model performance by increasing the accuracy of object recognition and localization. The faster R-CNN model has demonstrated accuracy and speed [19]. Similarly, the you only look once (YOLO) model family includes YOLO, YOLOv2 (YOLO9000), and YOLOv3, which have higher inference speeds but are less accurate than R-CNN models [20].

Both algorithms have been broadly used in agriculture. Xu et al. [21] studied a variation of faster R-CNN called mask R-CNN for counting cattle in real time. Zheng et al. [22] obtained good performance using YOLOv3 for vegetable detection for an agricultural picking robot. Tian et al. [23] compared the detection of YOLOv3 incorporated with a dense net method and faster R-CNN to detect apples in an orchard and plan to estimate yield in future work. Ferentinos [24], using CNNs, obtained a 99.53% success rate identifying plant species, healthiness, and disease.

In terms of bale detection, Seyyedhasani et al. [25] used an approach to determine bale geolocation using UAV imagery to generate an orthomosaic map. The methodology applied resulted in a centimeter precision. However, the utility to generate real-time maps is limited due to the use of ground control points and the time needed to generate an orthomosaic of the field, which can take hours. These data would have little utility in making timely decisions for bale collection operations.

The goal of this work was to develop a UAV-based vision system that could generate bale geolocations to support path planning for bale collection. The specific objectives were (1) to evaluate the performance of threshold and supervised learning for detection of bales, (2) to understand the influence that image resolution has on the accuracy and detection speed, and (3) to apply photogrammetry to images to estimate the geolocations of bales.

2. Materials and Methods

Figure 1 outlines the approach utilized in this work for processing RGB images captured by a UAV, the detection method for bales observed in each photo, and the process for obtaining the geographic coordinates for each bale. First, an annotated dataset was created containing images of three different fields. Next, the relative utility of thresholding and two methods of supervised learning for bale detection faster R-CNN and YOLOv3 were compared [19,20,26]. The output from the best candidate was utilized with photogrammetry to estimate the bale geolocation and determine localization error. Finally, the results were compared graphically with the corresponding orthomosaic image.

2.1. Datasets Preparation and Preprocessing

The datasets utilized in this research were collected by commercial UAV overflights of corn and soybean stubble fields located at the University of Wisconsin Arlington Research Station (Arlington, WI, USA). Fields were observed after grain harvest and baling of the remaining stubble but before bale collection. Round bales were made using a John Deere 569 round baler, producing a nominal bale of 1.22 m width × 1.52 m diameter.

Examples of imaged bales are shown in Figure 2. Seven flight campaigns were conducted by a UAV (Model T650A, SZ DJI Technology Co., Ltd., Shenzhen, China) and a monocular camera (Model ZENMUSE X4S, SZ DJI Technology Co., Ltd., Shenzhen, China). The camera utilizes a 25.4 mm CMOS sensor (Model Exmor R, Sony Corporation, Minato, Tokyo) coupled to a gimbal stabilizer that allows lateral and vertical rotation. The bale
datasets were imaged at an altitude of 61 m or 122 m above ground level on four different days in early winter.

**Figure 1.** Approach utilized in this study to evaluate methods of bale detection (image processing, faster R-CNN, and YOLO) in UAV imagery and predict bale geolocation using photogrammetry.
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**Figure 2.** Examples of bales imaged at 20 MP (5472 × 3648 pixels) and an altitude of 61 m above ground level yielding a pixel resolution of 1.08 × 1.65 cm: top left—field of corn stover residue containing six bales and one partial bale; top right—field of corn stover residue containing three bales and one building; bottom left—field of corn stover residue containing six bales; bottom right—field of soybean residue containing four bales.
For each of the campaigns, we also surveyed the location of each bale. The localization was determined using a GNSS rover (Model GeoMax Zenith 35 Pro, Hexagon AB, Stockholm, Sweden) with real-time position corrections from the Wisconsin Continuously Operating Reference Station’s network and data logger (Model Surveyor 2, Carlson Software Inc., Maysville, KY, USA). The center of each bale was located by computing the center of two opposite corners of the bale marked by the rover.

All images were annotated using the Computer Vision Annotation Tools (CVATs), LabelImg, and LabelMe [27]. These tools were used to annotate bales, buildings, trucks, and roads in both Microsoft Common Objects in Context and YOLO data formats (Figure 3). The numbers of each instance registered in the dataset are shown in Table 1. The specifications of the datasets used in experiments are displayed in Table 2.

### Table 1. Number of instances annotated using LabelImg for COCO datasets and YOLO datasets.

| Images | Bales | Buildings | Streets | Trucks |
|--------|-------|-----------|---------|--------|
| 300    | 783   | 22        | 72      | 17     |

### Table 2. Dataset specifications for training machine learning algorithms.

| Dataset | Resolution       | Train | Validation | Test |
|---------|------------------|-------|------------|------|
| High Res | 5472 × 3648      | 243   | 27         | 30   |
| Low Res  | 1080 × 720       | 243   | 27         | 30   |

#### 2.2. Image Resolution Dataset

To better understand the impact of image resolution on bale localization, captured images taken at 61 m were rescaled. The original photos have 5472 × 3648 pixels, which corresponds to a camera resolution of 20 megapixels and a ground sampling distance (GSD) of 1.365 cm/pixel. A second dataset was created, resizing the images to 1080 × 720 pixels to simulate a camera with less than 1-megapixel resolution and a GSD of 6.916 cm/pixel, which maintains the aspect ratio of 3:2 of the original captures. One advantage of a low-resolution image is that smaller image sizes can be obtained. Without any compression and metadata, the images could reduce their file size by a factor of 20. This can improve network traffic and object detection [28]. These data also create the possibility of using the same image sensor at a higher altitude, effectively increasing the area capacity of the UAV [25]. Reducing the image from 20 to 1 megapixel would simulate an altitude of 309 m, which is greater than the maximum altitude the FAA permits a small UAV to operate under title 14 code of federal regulations part 107.
2.3. Detection Algorithms

Our team also explored the relative utility of image processing compared with YOLOv3 and faster R-CNN for bale detection. Bale detection using image processing follows the pipeline in Figure 4. This approach exploits the brightness of the bales for image segmentation.

![Diagram of image processing pipeline](image)

**Figure 4.** Pipeline to detect bales in the field using image processing. It starts with converting the image to grayscale, blurring to remove noise, equalizing the histogram to remap the pixel values between 0–255, binarizing using Otsu threshold, and applying the erosion + dilation to remove noise.

The first step was converting to grayscale and blurring the image. The Gaussian blur would remove image components with high frequency that are usually related to noise. After the Gaussian blur, histogram equalization was performed by remapping values of the pixels from 0 to 255. Pixels with lower brightness were assigned to zero and those with the highest brightness to 255.

The binarization process utilized Otsu’s method [29]. Otsu’s method is an automatic algorithm that returns a single intensity to separate pixels into two classes—foreground and background. Morphological operations of erosion, followed by dilation, were employed to remove unexpected small noise after the binarization. The result is a mask that segments the bales from the background. This approach depends on luminosity. In general, the bales are the brightest objects in the field, but their brightness can vary depending on the type of wrap and environmental variables, such as weather, shadows, and season.

The next two approaches for bale detection employed machine learning. The YOLO architecture called Darknet-53 consists of 53 convolutional layers (Table 3) [20]. YOLOv3 was implemented using the Ultralytics [30] and training code in PyTorch. The faster R-CNN was implemented using the Facebook API Detectron2 [31], which employs a ResNet + feature pyramid network and utilizes the model zoo as the backbone.
Table 3. YOLOv3 detector network architecture.

| Type          | Filters | Size     | Output      |
|---------------|---------|----------|-------------|
| Convolutional | 32      | $3 \times 3$ | 256 $\times$ 256 |
| Convolutional | 64      | $3 \times 3/2$ | 128 $\times$ 128 |
| Convolutional | 32      | $1 \times 1$ | 1 $\times$ 1  |
| Convolutional | 64      | $3 \times 3$ | 128 $\times$ 128 |
| Residual      | 128     | $3 \times 3/2$ | 64 $\times$ 64 |
| Convolutional | 64      | $1 \times 1$ | 1 $\times$ 1  |
| Convolutional | 128     | $3 \times 3$ | 64 $\times$ 64 |
| Residual      | 256     | $3 \times 3/2$ | 32 $\times$ 32 |
| Convolutional | 256     | $1 \times 1$ | 1 $\times$ 1  |
| Residual      | 512     | $3 \times 3/2$ | 16 $\times$ 16 |
| Convolutional | 256     | $1 \times 1$ | 1 $\times$ 1  |
| Residual      | 1024    | $3 \times 3/2$ | 8 $\times$ 8  |
| Convolutional | 512     | $1 \times 1$ | 1 $\times$ 1  |
| Residual      | 1024    | $3 \times 3$ | 8 $\times$ 8  |
| Avgpool       |         | Global   | 1 $\times$ 1  |
| Connected     |         |          | 1000         |
| Softmax       |         |          |              |

2.4. Geolocalization

The coordinate system for geolocalization of the images was WGS 84 (EPSG 4326), with a UTM zone of 16N (EGM 96 Geoid) as designated for the county in which the experiments were conducted. Using this coordinate system, we have a principal radius of the spheroid $a = 6,378,137$ m, an inverse flattening $f = 298.257223563$, and a squared eccentricity of $e^2 = (2 - 1/f)/f$. With these parameters, it is possible to calculate the meridional radius of curvature $M$, the radius of curvature along with the parallel $N$, and the radius of the parallel $r$ at a given latitude $\phi$ using the following equations [32,33]:

$$M = \frac{a(1 - e^2)}{(1 - e^2 \sin(\phi)^2)^{3/2}},$$

$$N = \frac{a}{\sqrt{1 - e^2 \sin(\phi)^2}},$$

$$r = N \cos(\phi).$$ (1)

To determine the latitude and longitude of each detected bale, the following data were available: the GPS coordinate of the center of the picture $(lon_c, lat_c)$, the pixel position of the center image $(x_c, y_c)$, the orientation of the gimbal to the true north (i.e., roll, pitch, yaw) $(\phi_G, \theta_G, \psi_G)$, the camera focal length $f$, the above-ground level altitude of the UAV $(h_{AGL})$, and the mean sea level altitude $(h_{MSL})$.

The pixel coordinate $(x_i, y_i)$ of the center of each bale $i$ in the image is oriented by the UAV’s gimbal. Thus, it needs to be rotated to align with the true north. As the gimbal was locked, only the yaw, $\psi_G$, was allowed to change while the other angles maintained a constant. Therefore, the rotation matrix is defined as

$$R = \begin{pmatrix}
\cos \psi_G & -\sin \psi_G \\
\sin \psi_G & \cos \psi_G
\end{pmatrix}.$$ (2)

To rotate a pixel coordinate with respect to the center of the image, we apply

$$\begin{pmatrix}
\Delta x'_{i} \\
\Delta y'_{i}
\end{pmatrix} = \begin{pmatrix}
x'_{i} - x_c \\
y'_{i} - y_c
\end{pmatrix} = R \begin{pmatrix}
x_{i} - x_c \\
y_{i} - y_c
\end{pmatrix} = R \begin{pmatrix}
\Delta x_{i} \\
\Delta y_{i}
\end{pmatrix}.$$ (3)
where \( x_i' \) and \( y_i' \) are the \( i \)th bale rotated coordinates with respect to the image center. Given the corrected coordinates, it is possible to calculate the actual distance between the center of the image to each bale

\[
d_{x_i} = \frac{h_{AGL} \Delta x_i'}{f}, \quad d_{y_i} = \frac{h_{AGL} \Delta y_i'}{f}
\]

(4)

and the latitude and longitude coordinates for the bale

\[
\text{lat}_i = \text{lat}_c + \frac{180d_{y_i}}{\pi M}, \quad \text{lon}_i = \text{lon}_c + \frac{180d_{x_i}}{\pi r}.
\]

(5)

Finally, to detect the coordinate groups representing the same bale, we used an unsupervised learning method that employed density-based spatial clustering of applications with noise, DBSCAN [34]. It was applied using a neighborhood radius of \( 5 \times 10^{-5} \) and a minimum number of neighbors of at least 2.

2.5. Implementation and Evaluation

All methods were implemented inside the Google Colab Pro environment with Python version 3.6.9 notebooks. The specifications of the virtual machine utilized are listed in Table 4. The YOLOv3 was implemented using PyTorch version 1.5.1, while faster R-CNN was implemented with PyTorch version 1.5.0. All package requisites for running the faster R-CNN or YOLO (e.g., NumPy, skimage) were satisfied with the installation of the Ultralytics and Detectron GitHub repositories on the Colab environment.

Table 4. Google Colab specifications of the machine used to implement the detection algorithms.

| CPU          | Memory | GPU          | CUDA Version |
|--------------|--------|--------------|--------------|
| Intel Xeon 2.20GHz | 16 GB  | Tesla P100-16GB | 10.1         |

The dataset was split into 90% for training and validation and 10% for testing. The model was trained for 300 epochs. In addition, 10-fold cross-validation was used to validate the model performance. Transfer learning can be defined as tuning a pre-existing network to perform new tasks. It has become an essential technique to machine learning when limited annotated data exists for this task. In this work, we used the Darknet-53 pre-trained model as a backbone for YOLOv3. The backbone for the faster RCNN was Resnet-51 with a feature pyramid network detector.

Precision and recall were considered to evaluate the performance of the detection networks. These metrics can be formulated as follows, with \( TP, TF, FP, \) and \( FN \) standing for true positives, true negatives, false positives, and false negatives:

\[
\text{Precision} = \frac{TP}{TP + FP}, \quad \text{Recall} = \frac{TP}{TP + FN}
\]

(6)

The area of intersection over union is defined by Equation (12). This metric evaluates if a bounding box is a true or a false positive. If the IoU between the predicted bounding box and ground truth is greater than a threshold, it is a true positive; otherwise, it is false. If multiple detections overlap or have an IoU greater than a threshold, the bounding box with the largest IoU will be considered \( TP \), and the others will be \( FP \). For the conducted experiments, a threshold of 0.5 was used.

\[
\text{IoU} = \frac{\text{detection result} \cap \text{ground truth}}{\text{detection result} \cup \text{ground truth}}
\]

(7)
F1 score is a statistical measure defined as the harmonic average between precision and recall, and its value ranges between 0 and 1, where 1 is the best performance.

\[ F1 = \frac{2 \cdot \text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}} \] (8)

The average precision is defined as the area under the curve of the precision–recall curve. For multiple classes, it is possible to calculate the mean average precision (mAP) using the average precision of each class. The last metric measured for object detection is the average time for the inference process to detect objects in the field images.

The root-mean-square error (RMSE) was utilized to characterize the performance of bale geolocation and was defined by

\[ RMSE = \sqrt{\frac{\sum_{i=1}^{n} (\text{lat}^{gt}_i - \text{lat}_i)^2 + (\text{lon}^{gt}_i - \text{lon}_i)^2}{n}} \] (9)

where \( n \) is the number of bales detected, and \( \text{lat}^{gt}_i \) and \( \text{lon}^{gt}_i \) correspond to the ground truth latitude and longitude of the \( i \)th bale, respectively. One can also consider the RMSE for latitude and longitude separately as follows:

\[ RMSE_{\text{Lat}} = \sqrt{\frac{\sum_{i=1}^{n} (\text{lat}^{gt}_i - \text{lat}_i)^2}{n}}, \quad RMSE_{\text{Lon}} = \sqrt{\frac{\sum_{i=1}^{n} (\text{lon}^{gt}_i - \text{lon}_i)^2}{n}} \] (10)

3. Results and Discussion

3.1. Bale Detection

The image processing method did not require trained or annotated images to accomplish the detection task. However, manual tuning of parameter values was necessary to optimize bale detection. The best set of parameters for this dataset are reported in Table 5. Additionally, Figure 5 depicts the results of each step. The resulting mask is shown in Figure 6b. In general, this approach was successful. However, in some photos, there were regions brighter than the bales. Since this detection method was based on this feature, the algorithm detected that part of the field as the bale, obfuscating the real bales. These factors influenced the performance of this method, having moderate values for Precision, Recall, and F1 score (Table 6). The average inference time was 9.1 s per image, meaning this approach would not have utility in real-time applications.

Table 5. Image processing parameters that yielded the best contrast between the bales and ground.

| Gaussian Size | Gaussian Iterations | Erosion Kernel | Dilation Kernel | Erosion Iterations | Dilation Iterations |
|---------------|---------------------|----------------|-----------------|-------------------|--------------------|
| (45.3)        | 2                   | (20, 20)       | (25, 25)        | 1                 | 2                  |

Table 6. Performance of image processing, R-CNN, and YOLOv3 on in-field detection of biomass bales.

| Method                         | Precision | Recall | F1   | mAP   | Inference Time (s) |
|-------------------------------|-----------|--------|------|-------|--------------------|
| Image Processing              | 0.681     | 0.878  | 0.767| -     | 9.1                |
| Faster R-CNN (Low Res)        | 0.823     | 0.902  | 0.860| 0.802 | 0.597              |
| Faster R-CNN (High Res)       | 0.845     | 0.895  | 0.869| 0.808 | 0.627              |
| YOLOv3 (Low Res)              | 0.790     | 0.967  | 0.883| 0.958 | 0.377              |
| YOLOv3 (High Res)             | 0.801     | 0.988  | 0.889| 0.965 | 0.400              |

F1—average between precision and recall; mAP—mean average precision.
The image processing method using Otsu segmentation achieved a 68.1% precision, 87.8% recall, and 76.7% F1 score. Xu et al. [35] reported similar object detection performance where the Otsu segmentation algorithm detected bayberries with a precision of 82%, recall of 72%, and 79% F1 score.

Performance was also considered for a reduced resolution dataset. The motivation was to determine the efficacy of bale detection given a higher flight altitude or reduced image sensor size. Here, the original image resolution (5472 × 3648, 20 MP, 1.365 cm/pixel) taken at 61 m height was downsampled to a lower resolution (1080 × 720, 1 MP, 6.916 cm/pixel) that would simulate an altitude of 309 m, maintaining the aspect ratio of the image (3:2). In Figure 6c–f, it is possible to see the output of the bale detection for each of the models. A slightly faster detection was observed using lower resolution images. However, the precision/recall/mAP performance was better for high-resolution images.

In both high and low image resolutions, the recall of the YOLOv3 is close to one, indicating that the algorithm did not make any type II error (false negative) while evaluating the test set. The type I error (false positives) can be handled as noise and may be rejected with georeferencing. Therefore, the overall best performance obtained was using YOLOv3 with the high-resolution dataset.

After the selection of the YOLOv3 model, hyperparameter tuning was performed to optimize the network. The hyperparameters that were tuned were the generalized intersection over union (GIoU) loss gain for the box regression, classification (cls), objectness (obj) loss gain, binary cross-entropy positive weight for classification (cls_{pw}), and objectness (obj_{pw}), intersection over union training threshold (iot_t), learning rate (lr), stochastic gradient descent (SGD) momentum, optimizer weight decay, and focal loss gamma (fl_{gamma}). The initial values of each hyperparameter can be found in Table 7.

An evolutionary search algorithm was utilized to tune the hyperparameter with a probability of mutation of 20% for 100 generations. The algorithm was set to maximize the average between the F1 score and the mAP. The resulting hyperparameter values are shown in Table 7, and the resulting performance is shown in Table 8. Hyperparameter tuning increased precision, recall, and F1. Since the optimization criteria maximized the average between the F1 score and mAP, a slight reduction in mAP was observed to increase the precision and, thus, increase the F1 score.
Figure 5. Sample picture from a field of corn stover residue processed through each step of the pipeline (a–f) described in Figure 4. The input image contains only one biomass bale in the top right part of the figure. The output image is a binary mask that segments the bale from the background.

Figure 6. Image processing, faster R-CNN, and YOLOv3 detection outputs from a sample image of field 0. (a) is the original 20 MP sample image. (b) is the output of the detection using the image processing pipeline. (c,e) are the outputs of the faster R-CNN and YOLOv3 on the 1 MP sample image, respectively. (d,f) are the outputs of the faster R-CNN on the 20 MP sample image, respectively.

Table 7. Optimal YOLOv3 hyperparameters determined for in-field detection of biomass bales.

| Hyperparameter | Initial | Final |
|----------------|---------|-------|
| GIoU           | 3.54    | 5.21  |
| cls            | 37.4    | 41.4  |
| cls_pw         | 1.0     | 1.6   |
| obj            | 49.5    | 49.5  |
| obj_pw         | 1.0     | 1.46  |
| iot_t          | 0.225   | 0.166 |
| lr             | 0.006   | 0.009 |
| SGD            | 0.937   | 0.881 |
| weight_decay   | 0.0005  | 0.003 |
| fl_gamma       | 0.4     | 0.0   |
3.2. Bale Geolocation

UAV imagery of three different fields from training was used to test the inference. The image metadata contained the gimbal orientation in degrees, GPS data of the center of the picture (latitude, longitude, MSL altitude, MGL altitude), and calibration parameters \((x_c, y_c, f)\). The UAV’s GPS has a nominal accuracy of 1.5 m. The final pipeline of the mapping framework is shown in Figure 7.

![Figure 7](image)

**Figure 7.** The final pipeline of the mapping framework: (1) image data were collected with a UAV; (2) a YOLOv3 model was trained and tuned to obtain the coordinates in the image; (3) image coordinates are converted from drone position and pose to latitude and longitude; (4) multiple observations of the same bale in different images are reconciled using DBSCAN; (5) final coordinates of the bale is predicted.

The visualization of bale coordinate predictions can be seen in Figure 8, where the red dots correspond to the surveyed (ground truth) coordinates, and the black dots represent the predicted coordinates. There were some false positives from the detection algorithm within the black dots, and three bales were missing the ground truth coordinates.

An unsupervised learning algorithm (DBSCAN) was utilized to group coordinates from the same bale in different photos. Isolated detections that do not fit in any of the clusters generated by the algorithm are treated as noise, removing possible false positives. Additionally, a criterion was added that a bale must be detected in at least two other images. The main parameters to be set for DBSCAN are the maximum distance between two samples and the minimum number of samples in a neighborhood. The maximum distance between two samples was obtained empirically. We measured the minimum distance between two bales and used half of this distance as the threshold, which was determined to be \(5.5 \times 10^{-5}\). As false positives were not often detected at the same place by YOLOv3, the threshold to consider a group of points in a cluster was set to at least two samples inside a neighborhood. The output of DBSCAN is shown in Figure 8b, and it was overlaid with an orthomosaic generated with the same images in Figure 8c for better visualization.

After point clustering was completed, the positions of individual bales could be predicted. A comparison between the predicted and the surveyed bale positions for three independent fields are summarized in Table 9. While the error associated with this method was larger than orthomosaic mapping, it was small compared with the size of the field (Figure 9).

![Table 8](image)

**Table 8.** Bale detection performance of YOLOv3 before and after tuning the hyperparameters.

| Method     | Precision | Recall | F1    | mAP   | Method  |
|------------|-----------|--------|-------|-------|---------|
| No Tuning  | 0.801     | 0.988  | 0.889 | 0.965 | No Tuning |
| Tuned      | 0.895     | 1.000  | 0.988 | 0.945 | Tuned   |

![Table 9](image)

**Table 9.** Bale localization performance in three fields using the proposed method compared with RTK–GNSS ground survey.

| Field | RMSE (°)     | RMSE\(_{LAT}\) (°) | RMSE\(_{LON}\) (°) | RMSE (m) | RMSE\(_{LAT}\) (m) | RMSE\(_{LON}\) (m) |
|-------|--------------|---------------------|---------------------|-----------|---------------------|---------------------|
| 0     | \(2.405 \times 10^{-5}\) | \(1.195 \times 10^{-5}\) | \(2.087 \times 10^{-5}\) | 2.67      | 1.33                | 2.32                |
| 1     | \(2.233 \times 10^{-5}\) | \(7.897 \times 10^{-6}\) | \(2.089 \times 10^{-5}\) | 2.48      | 0.88                | 2.32                |
| 2     | \(1.916 \times 10^{-5}\) | \(1.371 \times 10^{-5}\) | \(2.337 \times 10^{-5}\) | 2.13      | 1.52                | 2.60                |
| Average | \(2.185 \times 10^{-5}\) | \(1.119 \times 10^{-5}\) | \(2.171 \times 10^{-5}\) | 2.43      | 1.24                | 2.41                |
Figure 8. Field 0: (a) black dots are the predictions, and the red dots are the ground truth coordinates of the bales; (b) shows the DBSCAN clustering of the detected bales. It is possible to see that some isolated detections are rejected as noise; (c) shows an overlay of the orthomosaic with the colored DBSCAN clustering.

Figure 9. The black line is the linear regression of the predicted bale location by the surveyed ground truth location of the bales. In the red dashed line, we have the 45° slope as a reference: left—predicted latitude versus actual latitude (y = 1.000629x, R² = 1, F = 8.7 × 10⁷, p-value < 0.01); right—predicted longitude versus actual longitude (y = 1.001x, R² = 1, F = 1.14 × 10⁸, p-value < 0.01).
Although this project presented good results, there are limitations. The first limitation is that the detection model was trained on one type of bale (round bale with net wrap), in two types of crops, and under good illumination conditions. This problem can be solved by increasing the training dataset with more samples of other bales and weather conditions or augmenting the data using generative adversarial networks, as Zhao et al. [36] proposed. The second issue is that precision is lower than that obtained using orthomosaic mapping [25]. For some tasks, such as path planning, the generated map could be augmented by navigation algorithms such as SLAM to correct the map. For other applications requiring centimeter precision, a better GPS, correction signal for the UAV, or utilizing surveyed positions as ground control points might be considered. The last consideration is the topography of the field. The fields imaged in this study were generally flat and rectangular in shape. If the field has a slope or deformations, it might interfere with the pixel resolution of the image and affect the localization performance.

The method resulting from this work has utility over other geolocalization methods that utilize ground control points and image stitching [37]. The process to set up the ground control points and to obtain their coordinates can be time consuming and hard to automate [38]. The method presented here relies only on the GPS data and the imagery provided by the UAV. The GPS utilized in this study had meter precision (1.5 m); therefore, the bale geolocation accuracy could not reach centimeter precision achieved by the orthomosaic method. However, the level of accuracy achieved and the performance of the YOLOv3 detection demonstrated in this work would be sufficient for automated bale collection and use in machinery logistics simulations.

4. Conclusions

This work optimized a software pipeline that transformed monocular images with GPS metadata into georeferenced coordinates of round bales with a precision of 2.41 m and an inference time of 0.4 s. The optimal pipeline consisted of bale detection with YOLOv3, deduplication of multiple observations of the same bale with DBSCAN, and transformation of GPS coordinates from image metadata into bale positions. This method would have utility in generating datasets for modeling bale collection systems and path planning for crewed and uncrewed bale collection systems.
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