RU-Net for Heart Segmentation from CXR
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Abstract. Cardiovascular disease is one of the top causes of death in the world. In order to release heavy workload for doctor, automated segmentation methods using deep learning are proposed by researchers. Due to limitation of medical images, we proposed a novel model RU-Net based on the combination of U-Net and Residual Network for heart segmentation. We replaced Res path from direct skip connection from encoder to decoder. We use Jaccard similarity coefficient to compare the result of our method and U-Net with public dataset called Japanese Society of Radiological Technology (JSRT). The experiment result demonstrates the accuracy of our method.
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1. Introduction

According to the World Health Organization, heart disease is the lead killers worldwide. Heart segmentation represents an essential step in cardiovascular therapy. A research [1] shows that asymptomatic patients with atrial fibrillation have stoke more than twice as many as symptomatic patients with atrial fibrillation in 2017. There are a lot of way to diagnose for heart disease, such as Positron Emission Tomography (PET), Chest X-ray radiography (CXR), Magnetic Resonance Images (MRI), Computer Tomography (CT), and etc.

Chest X-ray radiography is commonly modalities of medical images in routine physical examination due to cheap, fast and low dose of radiation. CXR includes ribs cage, lungs filed, heart and great vessels. Manual labeling in the massive medical images is time consuming. Nowadays, low resolution and 2-D projection causes challenges of chest radiograph diagnose. Furthermore, high accuracy and reliable segmentation of medical image is needed to support clinical practitioners. The segmentation of CXR provides some information about shape and size of heart to evaluate clinical conditions including Pleural effusion, Cardiac hypertrophy, Pneumothorax and Emphysema. This enablesdoctor to detect and treat some disease of heart with organ segmentation. Therefore, image segmentation plays a profound role of disease diagnosis.

Usually, CXR uses to diagnose for lung disease because of clear structure of lung. In recent years, doctor use experience and observation to diagnose common heart disease, such as Cardiac hypertrophy (enlargement of heart), pulmonary hypertension and etc. However, doctor need to deal with a massive number of CXR at work. To deal with this situation,
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We use some image processing for heart segmentation for heart diagnose for low prize than other diagnose method for heart. Medical image segmentation and classification is becoming the focus of research in the recent years because people pay attention about their health. There is a large amount of paper for medical image segmentation for heart segmentation and lung segmentation by CXR. The challenging task that heart segmentation by using CXR is limitation of medical image scale. Dataset for medical image with accurate annotation is generally small due to doctor’s heavy workload. CXR is difficult for segmentation due to overlap lung fields, ribs and heart mask with blurred border.

For overcoming these difficulties, we propose an accurate and efficient heart segmentation model in this paper. Our architecture combined with U-Net and Residual Network, while we made a couple of vital improvements over U-Net model by adding a res path and changing the processing before max pooling and after up-sampling. In our paper, our model can reach higher accuracy than U-Net efficiently. We use Jaccard similarity coefficient to compare the result of our method and U-Net with public dataset called Japanese Society of Radiological Technology (JSRT). The experiment result shows the comparison of accuracy of our method and U-Net.

The composition of our paper is as follows. Section II reviews the most common methods for medical images segmentation and classification. In Section III, we demonstrates our Res path and the architecture of RU-Net. In Section IV, we compare the experimental results of our method and U-Net. Section V shows the conclusion of our paper.

2. Related work

On account of importance of image segmentation and complexity of manual label, a massive of automated segmentation methods [2] are widely explored. In recent years, medical image segmentation and classification are becoming more and more popular topics [3]. Many researches in deep learning for medical image segmentation and classification have explored for brain [4], liver [5], lung [6], pelvis [7] and heart [8].

With the recent advancement in deep learning, a vast number of approaches use convolutional neural networks (CNN) [9] for biological image segmentation [10]. CNN (2012) used a sliding window method to predict the semantic tag of each pixel and obtained the best performance. However, the drawback of CNN is obvious, which cost much time for calculation and finding a suitable and fixed patch size. Jonathan Long et al. proposed an architecture called Full Convolution Networks (FCN) [11] with end-to-end architecture to reduce image loss from convolution and pooling operation. They use full convolutional layers instead of full connected layers to improve efficiency for reduce calculation with arbitrary input. After convolutional operation, they obtained an image with low resolution and high dimensional feature called heatmap. The result of segmentation and classification is same size as input image by deconvolutional operation. In the same year, [12] proposed U-Net to segment with multiple organs based on CNN and gained a terrific performance. They found this delicate and small model perform an excellent result for medical image segmentation. They use data augmentation for shift and rotation to enlarge the dataset which contains a scarce amount of data for only 30 images. The strong use of data augmentation avoids overfitting for deep learning and train a good model for medical biological image segmentation. U-Net is similar to FCN which begins deconvolutional operation to up sampling at fifth step for high dimensional feature and low dimensional feature fusion.

Figure 1 shows U-Net architecture, which is an encoder and decoder network with symmetric structure. The contracting path is regard as encoder for capturing feature. The expanding path is regard as decoder for precise location.
Figure 1. U-Net architecture. It is encoder-decoder architecture with skip connection for corresponding layers. In the part of encoder, every step consists of two 3x3 convolution followed ReLU and 2x2 max pooling. In the part of decoder, every step consists of 2x2 deconvolution and two 3x3 convolution followed ReLU. The skip connection is plain short cut for corresponding layer before and after the max pooling operation and deconvolutional operation.

The reduced sampling path must first go through two 3x3 convolutions, and then perform rectified linear unit (ReLU) [13] and 2x2 maximum merge operation. For every step for expanding path of up sampling, it composes a 2x2 deconvolution and repeated two 3x3 convolution followed a ReLU. They used a 1x1 convolutional operation at the final layer to map the feature vector to the required classes. Skip connection connects the corresponding layers before and after the max pooling operation and deconvolutional operation for fusion of high dimensional feature and low dimensional feature. However, U-Net has three drawbacks. Firstly, it is too much information with low resolution kept in the skip connection. The extracted image is blurred due to repeated information of low resolution. Secondly, it is blurred edge due to low resolution. Thirdly, it is difficult to optimize extracted feature of high level for pooling operation. In a U-Net based segmentation architecture, the delineation of the heart would be uncertainty due to low resolution.

Badrinarayanan V et al. proposed a novel architecture based on FCN called SegNet [14]. SegNet contains encoder network to extract feature and decoder network to predict classification of pixels. Chen L C et al. proposed DeepLab [15] and shown great improvement from SegNet by using atrous convolution instead of down sampling.

3. Methodology
In this section, we demonstrate the architecture details of the proposed methods for heart and lung segmentation of CXR image.

3.1. Res path
In the U-Net, skip connection between the corresponding layers of encoder and decoder is plain direct connection. Skip connection connects the corresponding layer between encoder and decoder. Although it makes low dimensional feature and high dimensional feature fusion, it could not address different scale of medical image segmentation and classification. Inspired by inception blocks [16], we use 1x1 convolution to handle multi-scale medical image processing.

Max pooling operation would loss some information of image and keep high level feature of medical image. There is some diversity of feature between encoder and decoder needed to be alleviated. Hence, we put some convolutional operations in the skip connection. Therefore, instead of direct connection between encoder and decoder, we use a chain of 3x3 convolutional operation with a residual connection for 1x1 convolutional operation and concatenate for four times with decoder information. Figure 2 shows our improved skip connection and call it Res path.
3.2. The architecture of RU-Net

The architecture of the RU-Net is shown in Figure 3. The proposed model called U-Net combined with residual network (RU-Net) encompasses encoder and decoder. Different from U-Net, we made some important improvement by residual path [17] and concatenation operation. The U-Net contracting path contains a sequence of two 3x3 convolution operations with a max pooling operation as follow for four times. Despite that this modification gave great performance than slide window, it is still quite demanding for clear border for organ segmentation. In order to keep relation between our model and U-Net architecture, we calculate the value of parameter W as following:

$$W = \theta \times U$$

Parameter U represents the number of filters in the corresponding layers of U-Net and $\theta$ is scaler coefficient. We compare RU-Net and U-Net easily for decomposing W to 0 by controlling the number of parameters. We choose $\alpha = 0.28$ for little lower of parameters than U-Net. Increasing filters in the corresponding convolutional layers performs better result than equal number of filters. Therefore, we assign [W], [2W], [6W] filters for successive convolutional layers respectively for our best result.

3.2. The architecture of RU-Net

For every step of down sampling, we take three output from three 3x3 convolution layers and concatenate them together. For the sake of improving the efficacy in medical image segmentation to obtain spatial feature, we take non-linear addition with 1x1 convolutional layers. After that, we use 2x2 max pooling operation to extract high dimensional feature. On the contrary for up sampling, we use 2x2 up sampling operation for enlarge feature image. Then we take same method as every step of down sampling before max pooling for image processing. There are four steps for up sampling operation and down sampling operation respectively. In order to map the feature, we use 1x1 convolutional layer at the
last layers. Res path is used to replace the skip connection with res path to alleviate the diversity of feature between decoder and encoder.

In our RU-Net model, we use concatenation of three 3x3 convolutional layer with residual connection instead of using 3x3 convolutional layer for three times to reduce calculation and bottleneck. All the aviation operation except last layer is ReLU aviation function and batch normalization [18]. The last layer of aviation function is sigmoid aviation function.

4. Experiments
The RU-Net has been implemented using Keras with the well-known tensorflow framework. An Intel Xeon E5-2698 v4 2.2GHz(20-Core) CPU and one Tesla V100(32 GB memory for each GPU) is used to implement the experiment. Since RU-Net is improved on the famous U-net network, RU-Net and U-net are both experimented on the dataset mentioned above.

4.1. CRX images pre-processing and dataset
CXR images are with low contrast and blurred border for organ segmentation. In this paper, the adaptive histogram equalization (CLAHE) is used for image enhancement.

Japanese Society of Radiological Technology (JSRT) [19] is public dataset of CXRs with accurate annotation for lung fields and heart masks. JSRT encompasses 154 nodule and 93 non-nodule 12-bits grayscale images with high resolution 2048x2048. As we known, machine learning needs massive data to optimize the model and avoid overfitting. Due to the limited dataset of JSRT has only 247 images, image augmentation is needed.

Data augmentation is a common method in image processing of medical image segmentation and classification, because the public dataset with accurate annotation is commonly small to cause overfitting. The common data augmentation divides into basic image manipulations [20] and deep learning approaches [21]. In this paper, we use some basic image manipulations method for data augmentation [22]. We use geometric transformations and rotation for data augmentation to increase the data from JSRT.

4.2. Training methodology
In fact, our method is a kind of semantic segmentation and pixels belonging to the same category are all classified into one category. RU-Net uses the ADAM to train the model and adaptively calculate different learning rates for different parameters. Since in semantic segmentation pixels of the same type only take up a small part of the entire image, it is far from enough to judge the segmentation results by indicators such as recall rate. In this article the Jaccard coefficient is used to compare the similarity and difference between CXR datasets. The standard evaluations metrics can be expressed mathematically as follow:

\[
J(A, B) = \frac{|A \cap B|}{|A \cup B|}
\]  (1)

We proposed a dataset A for our heart segmentation result and a dataset B for training with accurate annotation. Jaccard is used to compare the similarity and diversity of our heart segmentation result and training with accurate annotation. The value of Jaccard index is equal to the value of similarity between two datasets. The high value of Jaccard similarity coefficient means good performance for our model with high similarity of our result and accurate segmentation.

4.3. k-fold cross validation
Cross validation is to build models and verify model parameters. The acquired sample data is separate into different training datasets and testing datasets. The training dataset is used to train the model, and the testing dataset is used to evaluate the prediction of the model. On the multiple datasets of different training datasets and testing datasets can be acquired. A sample in a training dataset possibly becomes a sample in the testing dataset for the next time. S-fold cross-validation divides the sample data into A randomly. For each time, A1 is randomly selected as the training set, and the other is used as the testing
dataset. When this round is completed, randomly select A1 copies as the training dataset. After many rounds, we select the loss function to evaluate the different model and parameter.

4.4. Results

The experiment uses five-fold cross-validation method and following table shows the results of 5-fold cross-validation for RU-Net and U-net. From TABLE I the results demonstrate that using RU-Net, it is highly possible to acquire superior results in less training epochs comparing with U-Net architecture.

| Model   | Parameters | Evaluation scheme | Jaccard (%) |
|---------|------------|-------------------|-------------|
| U-net   | 31,084,008 | 5-fold CV         | 87.7828±0.4857 |
| RU-Net  | 30,482,465 | 5-fold CV         | 85.5774±0.0028 |

In order to improve readability, the Jaccard Index values have been converted into percentage ratios (%). Figure 4 shows that RU-Net is superior to the basic U-Net when segmenting the medical images of dataset.

![Figure 4. Comparison of different segmentation method result curve](image)

![Figure 5. Initial CXR image (a), CXR image segmentation results (b), RU-Net segmentation results (c) and U-net segmentation results (d). Both the results seem to the results close to the CXR image segmentation results (b).](image)
Since the model has some gradient fluctuations, the final convergence accuracy is obviously better than U-net. Figure 5 shows part of the segmentation result. From left to right is the Initial CXR image, CXR image segmentation results, well-known U-net result and proposed result.

The most important thing for image segmentation is its boundary part. As the state-of-the-art model for medical biological image segmentation, the proposed model has shown favorable results in the experiments. However, there are still many medical images shown bad result for both model, and our results are slightly better than U-net they are still unconvincing. Figure 6 shows the problem mentioned above and the results for RU-Net segmentation and U-Net segmentation. It will be the direction of our future research and optimization.

5. Conclusion
In this paper, the model RU-Net based on U-Net with res path and complicated concatenation with different size of convolution. The JSRT public dataset is used to evaluate the proposed method by Jaccard similarity coefficient. The segmentation results demonstrate that our model can achieve better performance segmentation results than U-Net.
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