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Abstract—We introduce a new multi-dimensional nonlinear embedding – Piecewise Flat Embedding (PFE) – for image segmentation. Based on the theory of sparse signal recovery, piecewise flat embedding with diverse channels attempts to recover a piecewise constant image representation with sparse region boundaries and sparse cluster value scattering. The resultant piecewise flat embedding exhibits interesting properties such as suppressing slowly varying signals, and offers an image representation with higher region identifiability which is desirable for image segmentation or high-level semantic analysis tasks. We formulate our embedding as a variant of the Laplacian Eigenmap embedding with an $L_{1,p}(0 < p \leq 1)$ regularization term to promote sparse solutions. First, we devise a two-stage numerical algorithm based on Bregman iterations to compute $L_{1,1}$-regularized piecewise flat embeddings. We further generalize this algorithm through iterative reweighting to solve the general $L_{1,p}$-regularized problem. To demonstrate its efficacy, we integrate PFE into two existing image segmentation frameworks, segmentation based on clustering and hierarchical segmentation based on contour detection. Experiments on four major benchmark datasets, BSDS500, MSRC, Stanford Background Dataset, and PASCAL Context, show that segmentation algorithms incorporating our embedding achieve significantly improved results.
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1 INTRODUCTION

Image segmentation decomposes an image into non-overlapping regions each of which covers pixels sharing common low-level (e.g. texture and color) or high-level (e.g. semantic meaning) characteristics. It supports high-level visual inference and perception [1] such as figure/ground analysis and object discovery. It supplies vital cues to methods that generate object proposals [2], which often serve as the starting point for object detection. It is also important for low-level operations, such as object extraction [3], image compositing [4] and photo enhancement [5].

Many challenges exist in image segmentation, including the existence of textures and low-frequency appearance variations over objects in an image. Textures bring in high frequency variations (i.e. the Retinex theory [6]); while the low-frequency appearance variations are caused by multiple factors including spatially varying illumination and shading. Both textures and low-frequency variations could make the differences between distant pixels on the same object exceed the differences between nearby pixels on different objects, increasing the difficulty to decide where object boundaries should be. While there have been solutions for suppressing textures using local cues [7], low-frequency variations are harder to remove and would require more global solutions.

A common practice to tackle this challenge embeds pixels into a new feature space by solving an optimization problem which is usually a continuous approximation of a balanced graph cut [10], [11], [12]. In this new feature space pixels with similar attributes are pulled closer while pixels with dissimilar attributes stay away from each other. Clustering pixels in this feature space would improve segmentation performance if distances in this space preserve intrinsic visual differences while being insensitive to distractions caused by shading and illumination. Nonetheless, because pairwise affinity is measured coarsely, $L_2$-regularized graph embedding method has noticeable smooth variations within object regions, which often make clustering-based segmentation algorithms produce false region boundaries [9]. One effective approach for removing such smooth variations computes nonlinear embeddings under various norms. $L_p (1 \leq p < 2)$ norm has been adopted in spectral clustering to produce 1-dimensional embedding with relatively small variations within clusters [12], [13].

In this paper, we propose a new multi-dimensional nonlinear embedding, called piecewise flat embedding (PFE), for image segmentation. This embedding is capable of sup-
pressing variations within segments or clusters while preserving discontinuities between them. In the context of image segmentation, since object boundaries only occupy a small percentage of pixels in the whole image, in a locally connected graph, there only exist a sparse subset of pixel pairs whose pixels come from different object regions. An embedding to pursue the aforementioned property should only have a small subset of pixel pairs maintaining sufficiently large distances while distance between any remaining pixel pairs is pushed to zero. Under the condition of locally connected graph with noisy similarity measurements, this embedding problem can be solved via minimizing an objective function regularized with the sparsity of nonzero pairwise pixel differences according to the theory of sparse signal recovery [14], [15]. Specifically, we attempt to promote sparse solutions with multiple dimensions by adopting an $L_{1,p}$-regularized ($0 < p \leq 1$) energy term in the objective function. This $L_{1,p}$-regularized embedding is a generalization of an $L_1$-regularized formulation, with extra space for sparsity pursuit and increased degree of nonconvexity as $p$ becomes smaller. A numerical solution is first developed to solve the $L_{1,1}$-regularized objective function by nesting two existing numerical solvers [16], [17]. Orthogonally constrained embedding channels are simultaneously computed as local optima of the objective function. Inspired by iteratively reweighted $L_1$ algorithms (IRL1) [18], we further design an iteratively reweighted algorithm based on the numerical solution to the $L_{1,1}$-regularized optimization to solve the more generic $L_{1,p}$-regularized problem.

It is easy to integrate piecewise flat embedding into existing image segmentation frameworks, including clustering based image segmentation [8] and contour-driven hierarchical segmentation [9]. An example of our embedding results and subsequent clustering based segmentation is shown in Figure 1. We conduct experiment on four popular benchmark datasets, including BSDS500 [9], Stanford Background Dataset (SBD) [19], the precise version [20] of 23-class MSRC [21] and PASCAL Context [22]. Both image segmentation frameworks incorporating PFE achieve state-of-the-art performance comparing to their counterparts.

This paper is an extended version of [23]. New technical contents in this version are summarized as follows.

- The previous $L_{1,1}$-regularized objective function is extended to an $L_{1,p}$-regularized formulation, which still makes the embedding piecewise flat. An iteratively reweighted numerical algorithm based on nested Bregman iterations is devised to minimize this new objective function.

- The overall numerical solution becomes an order of magnitude faster due to the adoption of the Cholesky Decomposition [24] for directly solving the sparse least-squares problems in the numerical pipeline.

- New initialization schemes and a weighting strategy based on the residual cost of individual embedding channels are devised for piecewise flat embedding to achieve improved performance in image segmentation.

- Segmentation algorithms integrating our embedding produce state-of-the-art performance on four benchmark datasets (BSDS500, SBD, MSRC and PASCAL Context).

## 2 Related Work

**Image Segmentation**: A comprehensive summarization on segmentation methods has been given in [3]. Here we discuss 3 types of segmentation techniques which are closely related to our method. If pixels in an image are taken as a set of unordered data samples, most clustering algorithms, such as K-means, Gaussian Mixture Models [25] and Mean-Shift [26], can be used for image segmentation.

**Gradient based methods** form the other representative approach in image segmentation. Examples include segmentation based on the watersheds transform [27]. In [28], OWT-UCM transforms a boundary probability map to a hierarchical segmentation, where oriented watershed transform (OWT) is designed to remove noises arising from the standard watershed algorithm, and ultrametric contour map (UCM) combines closed, non-self-intersecting weighted contour information. With the recent developments in boundary detection [7], [29], [30], [31], OWT-UCM remains a favorable choice for image segmentation [2], [9], [31]. Starting from small superpixels, INSCRA [32] generates hierarchical segmentation with the help of a sequence of cascaded discriminative classifiers. LEP [33] is a more recent hierarchical segmentation algorithm, which is inspired by the least effort principle and models the amount of effort involved in tracing boundaries by human.

**Graph partition** is another widely used approach. Modeling the 2D pixel grid of an image as a Markov random field, graphcut algorithms [34], [35] have been developed to solve binary or multi-label image segmentation efficiently. Graph cuts [35] solves the partition problem using an energy function consisting of a posterior term and a Potts model. The $L_1$ distance is adopted in the Potts model to preserve discontinuity. Graph based segmentation [36] is another efficient method based on greedily deciding the existence of boundaries between pairs of regions. Spectral embedding methods [10], [11], [37] project pixels into a new feature space where similar pairs of pixels stay closer than dissimilar pairs. The classical Ratio Cut problem [38] is considered in [10], [37] while Normalized Cut is put forward in [11]. Channels in a spectral embedding provide not only better features for clustering based segmentation [8], but also clearer global boundary information [39]. Cheeger Cut [40] is able to set a lower bound of the second smallest eigenvalue of the graph Laplacian. Bühler and Hein [12] utilize a uniform $p$-Laplacian formulation to define spectral embedding methods with various norms and prove that the optimal solution of Cheeger Cut can be found by thresholding the second eigenvector of the $p$-Laplacian when $p \to 1$.

They have also devised an algorithm based on gradient and Newton steps to compute the second eigenvector for $1 < p < 2$. Their algorithm can be applied to divisive clustering/segmentation. The work in [41] and [13] is dedicated to solving the second eigenvector of $1$-Laplacian on the basis of Split Bregman and inverse power algorithms respectively. Our method is similar to $p$-Laplacian as we also adopt a variational objective function with sparsity regularization. However our method differs from them in two aspects. First, we seek to solve an $L_{1,p}$-regularized objective function where $0 < p \leq 1$. Second, spectral methods using $p$-Laplacian ($1 \leq p < 2$) only compute a single embedding
channel every time, namely the second eigenvector, making them limited for recursive top-down clustering. Our objective function inherits the orthogonality constraint from a generalized version of normalized 2-Laplacian namely Laplacian Eigenmaps [42], which enables multiple diverse embedding channels to be computed simultaneously. Thus our method can be conveniently integrated into both clustering and gradient based segmentation algorithms.

**Manifold Learning:** To cope with the “curse of dimensionality”, various manifold learning algorithms have been proposed for nonlinear dimension reduction preserving structural information. These algorithms roughly fall into two categories, local and global methods. Local methods, such as LLE [43] and Laplacian Eigenmaps [42], attempt to preserve local structures among data points. t-SNE [44], an extension of SNE [45], generates pleasant embedding results for the visualization of high dimensional data. GNMF [46] is another local method that proposes a graph regularized objective function to take into account both the reconstruction loss and local pairwise variation cost.

Global methods, such as Isomap [47] and structure preserving embedding [48], attempt to preserve local and global relationships among all data points. Sparsity constraints have been considered in SMCE [49] and Sparse Embedding [50]. SMCE constructs neighborhood relationships via selecting neighbors from the same manifold for each data point, which is solved as a sparse optimization problem. It then follows the spectral method to compute embedding and clustering results. Sparse Embedding performs simultaneous dimension reduction and dictionary learning by learning a transformation from the original high-dimensional space to a low-dimensional space while preserving sparse structures. SSC proposed in [51] attempts to learn a sparse and global affinity matrix through representing every sample with a few samples in the same subspace. The more the reference sample contributes to reconstructing the query sample, the higher similarity they possess. GraphEncoder [52] tries to embed affinity matrix into feature space directly in the prototype of autoencoder. [53] proposes to embed different types of data (image and text) into a unified space with the help of deep learning technologies. Our method differs from these embedding techniques in the sense that we directly minimize a global objective function formulated using $L_{1,p}$ regularization without dictionary learning and achieves high performance in the image segmentation task.

### 3 Piecewise Flat Embedding

Let us consider the problem of dividing an image into regions containing pixels with similar low-level/high-level features. We first construct a locally connected graph $G = (V,E)$, where $V$ represents the set of pixels and $E$ represents edges connecting pixels within their neighborhoods. Usually there is only a very small fraction of edges which straddle across region boundaries because of the sparseness of boundaries in 2D image plane – the majority are between pixels from the same region. Intuitions and statistical observations in BSDS500 are provided in Figure 2. These indicate region boundaries might be discovered as the solution to an energy minimization problem with sparsity regularization.

![Fig. 2. Sparsity of edges crossing region boundaries in a locally connected graph.](image)

Further, we would like to constrain the feature embedding of pixels from the same region to lie as tightly with one another as possible, therefore achieving the goal of piecewise “flat” embedding. This piecewise flatness property matters. From one point of view it reduces the intra-class variations of raw pixel values within image segments, for reasons explained earlier. From another point of view, it aims to factorize out a piecewise smooth component, which is known as an intrinsic component of pixel values from image formation, and pursues a feature embedding that captures a set of piecewise constant representations. This section will describe our formulation of the problem and a numerical solution to it.

#### 3.1 Problem Definition

Given $n$ data points $X = \{x_1, \ldots, x_n\}$ in $R^m$, we would like to embed them into a new $d$-dimension space $R^d$. Let $Y = \{y_1, \ldots, y_n\}^T$ be the $n \times d$ data matrix in the new space, where $y_k$ is the $k$-th row of $Y$, representing the $d$ coordinates of the $k$-th data point in the new space. PFE is to find an embedding $Y$ that achieves the sparsity, or the piecewise flat property by minimizing the following objective function,

$$\min_Y \sum_{ij} ||W_{ij} (y_i - y_j)||^p_1 \quad \text{s.t.} \quad Y^T D Y = I, \quad (1)$$

where $0 < p \leq 1$, $W = \{W_{ij}\}$ is the symmetric affinity matrix, and $D$ is the diagonal weight matrix with $D_{ii} = \sum_j W_{ij}$. Our embedding formulation is inspired by Normalized Cut and Laplacian Eigenmaps (LE) [42], which is defined as follows:

$$\min_Y \sum_{ij} W_{ij} ||y_i - y_j||^2_2 \quad \text{s.t.} \quad Y^T D Y = I, \quad (2)$$

where $W$ and $D$ are defined in the same way.

Note $W$ is a symmetric sparse matrix, so we can rewrite the problem formulation in (1) as follows,

$$\min_Y ||(MY)^T||^p_{1,p} \quad \text{s.t.} \quad Y^T D Y = I, \quad (3)$$

where $Y$ is the embedding matrix, $M$ is a diagonal matrix with $M_{ii} = ||x_i||^2$, and $p$ and $q$ are the regularization parameters.
where $M = \{M_{ij}\}$ is a $t \times n$ matrix, $M_{ki} = W_{ij} = -M_{kj}$ are for data points $x_i$ and $x_j$ that form the $k$-th non-zero entry of the affinity matrix, and $t$ is the total number of non-zero entries. $\|A\|_{q,p} = (\sum_j (\sum_i |A_{ij}|^q)^{p/q})^{1/p}$ is the $L_{q,p}$ norm of matrix $A$.

Similarly, the Laplacian Eigenmaps formulation (2) can be rewritten as follows,

$$\min_Y \| (M'Y)^T \|_{2,2}^2 \quad s.t. \quad Y^T D Y = I, \quad (4)$$

where $M'$ is a $t \times n$ matrix, $M'_{ki} = W_{ij}^{1/2} = -M'_{kj}$ are for data points $x_i$ and $x_j$ that form the $k$-th non-zero entry of $W$.

Although (3) and (4) are similar, the most obvious difference is that we use the $L_{1,p}$ norm in (3) while the formulation of Laplacian Eigenmaps inherits a common trait of mainstream multi-dimensional embedding methods, which is the use of the squared $L_{2,2}$ norm in the objective function. In fact, such a small difference has the following important implication. The $L_{1,p}$ norm promotes sparse solutions while the $L_{2,2}$ norm does not. A sparse solution implies that, among all locally connected point pairs, there only exists a sparse subset of point pairs whose distances in the new space are sufficiently large, and the distances between the rest of the point pairs are almost zero. Such a sparse solution suggests points with a large distance in the new space should belong to different clusters and points with a very small distance in the new space should belong to the same cluster. Therefore, performing clustering in the new space becomes a straightforward process. On the other hand, although the affinity matrix in (4) attempts to move points with similar attributes closer in the new space, the resulting pairwise distances in the new space still follows a relatively smooth distribution because the measurement of pairwise affinity is coarse and noisy, and the distinction between similar points and dissimilar points is not as clear as in our results.

In the context of image segmentation, a sparse solution to (3) means there only exist a sparse subset of locally connected pixel pairs whose pairwise difference in the new space, $y_i - y_j$, remains sufficiently different from zero. Since the affinity $W_{ij}$ appears together with $|y_i - y_j|_1$, a large affinity forces $|y_i - y_j|_1$ to approach zero and $|y_i - y_j|_1$ becomes nonzero only when the affinity is relatively small. On the other hand, pixel pairs crossing region boundaries typically have smaller affinities than those from the same region. Therefore, the sparse solution to (3) should be capable of facilitating the discovery of region boundaries. At the interior of a region, $y_i - y_j$ would be most likely zero due to the large affinity between them. This implies each embedding channel has an almost constant value inside every region, hence, the name piecewise flat embedding.

A visual comparison between our $L_{1,1}$-regularized PFE and Laplacian Eigenmaps are shown in Figure 3, where each image represents pixelwise values of one embedding channel and the histogram below each image represents the pixel distribution of that embedding channel. According to the results in this figure, PFE channels are almost piecewise constant and their histograms are much sparser than those of Laplacian Eigenmaps, which still possess obvious nonzero gradients within image regions.
orthogonality constraint in our formulation. The adoption of the orthogonality constraint gives us more freedom to define novel embedding spaces that are more independent of the input image. For instance, the dimensionality of an embedding space can be different from that of the input image, and embedding channels do not have to correspond to channels of the input image. Nonetheless, this freedom brings numerical challenges.

3.2 Numerical Solution

In the following, we first present an iterative numerical solution for a special case of the problem in (3), where the $L_{1,1}$ norm is used instead of the more general $L_{1,p}$ norm. Then a numerical solution for the original problem in (3) with the $L_{1,p}$ norm is introduced as an iteratively reweighted version of the special-case solution.

3.2.1 Solution to $L_{1,1}$-regularized Objective Function

By setting $p = 1$ in (3), we obtain the $L_{1,1}$-regularized objective function as follows,

$$
\min_{Y} \|MY\|_{1,1} \quad \text{s.t.} \quad Y^T D Y = I.
$$

Solving this problem is challenging as it consists of $L_{1,1}$ regularization and an orthogonality constraint while most of existing numerical algorithms can only handle one of them. Here we present a numerical solution by nesting two existing solvers that handle $L_{1,1}$-regularized optimization and orthogonality constraints respectively. This solution is later accelerated with a two-stage strategy that relaxes the orthogonality constraint.

Since the objective function in (8) is convex, we apply the Splitting Orthogonality Constraint (SOC) algorithm in [17]. Following the derivation of the SOC algorithm, we define $P = D^{1/2} Y$, and rewrite (8) as,

$$
\min_{Y} \|MY\|_{1,1} \quad \text{s.t.} \quad D^{1/2} Y = P, \quad P^T P = I,
$$

which can be iteratively solved using Bregman iterations [60] as follows:

\begin{align*}
(\text{a}) & \quad Y^{(k+1)} = \arg \min_{Y} \|MY\|_{1,1} + \frac{r}{2} \|D^{1/2} Y - P^{(k)} + B^{(k)}\|_{2,2}^2, \\
(\text{b}) & \quad P^{(k+1)} = \arg \min_{P} \|P - (D^{1/2} Y^{(k+1)} + B^{(k)})\|_{2,2}^2, \quad \text{s.t.} \quad P^T P = I, \\
(\text{c}) & \quad B^{(k+1)} = B^{(k)} + D^{1/2} Y^{(k+1)} - P^{(k+1)},
\end{align*}

where $B$ is an auxiliary matrix, and $B^{(0)} = 0$.

According to Theorem 2.1 in [17], the spherically constrained problem in step (b) has the following closed form solution:

$$
D^{1/2} Y^{(k+1)} + B^{(k)} = U \Sigma_{n \times d} V^T, \quad P^{(k+1)} = U_{n \times d} V^T,
$$

where $U$ and $V$ are matrices with orthogonal columns from the SVD decomposition in the first step.

The subproblem in step (a) of the above numerical solution inherits the $L_{1,1}$-regularized energy term from (8). There exist many numerical solutions for optimization problems with $L_1$ regularization. For reasons discussed later, we choose to apply the Split Bregman algorithm in [16] to solve the subproblem in step (a). By introducing auxiliary variables, the Split Bregman algorithm solves an $L_1$-regularized optimization iteratively by transforming the original optimization into a series of differentiable unconstrained convex optimization problems. The definition of any convex optimization in the series depends on the auxiliary variables passed from the previous iteration, and convergence can be achieved within a relatively small number of iterations. Detailed solution to the $L_{1,1}$-regularized problem in step (a) is enclosed in Appendix A.

Two-Stage Implementation In practice, we run the following two-stage implementation to obtain a high-quality solution more efficiently.

Stage I This stage implements the full numerical solution with nested Bregman iterations. A large penalty coefficient for the orthogonality constraint is used. The outer loop makes different dimensions of the embedded data orthogonal to each other to remove redundancy among them. This is important in avoiding naive solutions with highly redundant or even duplicate dimensions.

However, orthogonality is a highly non-convex constraint that prevents the objective function in (8) from settling into a truly low-energy state; and more important, it is not absolutely necessary for us to pursue an embedding whose dimensions are strictly orthogonal as long as there is not too much redundancy across different dimensions. Therefore, following a few iterations of the full numerical solution, we relax the orthogonality constraint in a second stage.

Stage II This stage only executes the Bregman iterations in the inner loop without performing the SVD in the outer loop to strictly enforce orthogonality. Such relaxation of the orthogonality constraint allows the objective function to reach a lower energy.

Figure 4 shows an example of the energy curve during Stage I and Stage II. It verifies our two-stage scheme can reach a lower energy than a single-stage one.

Residual-Based Channel Weighting For the sake of efficiency, we run the numerical procedure in each stage for a predefined number of iterations instead of waiting until
the empirical error of every embedding channel falls below a predefined tolerance ε. Thus the obtained embedding channels differ from each other with respect to the degree of convergence. To moderate the effect of such early termination, we devise the following weighting scheme based on the residual cost of the objective function with respect to each embedding channel,

\[ \eta_v = \sqrt{\frac{\|M y_v\|_1}{\|D^{1/2} y_v\|_2^2}}, \quad \hat{y}_v = \text{normalize}(y_v)/\eta_v, \]  

(11)

where \( y_v \) and \( \hat{y}_v \) are the \( v \)-th columns of \( Y \) obtained at the end of Stage II and the final embedding \( \hat{Y} \) respectively. This weighting scheme makes the importance of a channel lower if it has a larger residual cost. A comparison of PFE-based segmentations with and without residual-based channel weighting are shown in Figure 5, where segmentation results with residual-based channel weighting are clearly better.

**Comparison to 1-Laplacian**

The inverse power method in [13] is adopted to compute the eigenvector of 1-Laplacian with the second smallest eigenvalue. Our method enables multiple diverse embedding channels to be computed concurrently with the help of the orthogonality condition in (6). Comparisons of embedding results and convergence rates are shown in Figure 6. The same affinity matrix is computed from a boundary map [30] for both methods. 1-Laplacian is applied to multiple distinct initializations independently to obtain a multi-channel embedding. The optimization processes of our method and 1-Laplacian are presented using energy value \( f = \|M y\|_1 \) and the second smallest eigenvalue \( \lambda_2 \) respectively. The convergence rates of our algorithm and 1-Laplacian are comparable. 1-Laplacian gives rise to similar embedding results across all channels despite different initializations while our method computes much more diverse channels. On average, it costs 87s to compute one channel using 1-Laplacian and 58s to compute 4 channels at once using our method.

### 3.2.2 Solution to \( L_{1,p} \)-regularized Objective Function

To leverage algorithms for handling simpler objective functions when a more sophisticated objective function is optimized, a class of numerical methods based on iterative reweighting has been previously developed. These methods iteratively optimize a smooth or nonsmooth convex objective function dynamically weighted by coefficients evaluated from the previous iteration. For instance, IRLS [61] solves iteratively reweighted quadratic problems while IRL1 [62] solves iteratively reweighted \( L_1 \)-regularized problems. Algorithms using iterative reweighting have been recently summarized in [18]. Inspired by such methods, we develop a method based on iterative reweighting to solve the \( L_{1,p} \)-regularized problem in (3).

As done for the \( L_{1,1} \)-regularized problem in (8), the \( L_{1,p} \)-regularized problem in (3) is also solved in two stages. The first stage of the numerical procedures for solving these two problems is completely the same. The result from the first stage initializes the second stage. In the second stage, we revise the objective function in step (a) of the procedure solving (8) as follows,

\[ Y = \arg \min_Y \| (MY)^T \|_{1,p} + \frac{r}{2} \Psi(Y), \]  

(12)

where \( \Psi(Y) = \|D^{1/2} Y - P + B\|_2^2 \). \( P \) and \( B \) are obtained from the last outer iteration of the first stage.

We apply the majorization-minimization algorithm [18] to solve the problem in (12). A detail description is enclosed in Appendix B.

Residual-based weighting introduced earlier can still be applied to individual channels of \( Y^{(k+1)} \) obtained in the first step to improve segmentation performance. Define the result from residual-based weighting as \( \hat{Y}^{(k+1)} \). Then the second step of the algorithm in Appendix B is revised as follows,

\[ w_i^{k+1} = \max(\alpha\|m_i^T \hat{Y}^{(k+1)}\|_1, \varepsilon)^{p-1}, \]  

(13)
where $\alpha$ is a constant. We experimentally found that the revised iterations can converge when $0 < \alpha \leq 50$.

A comparison of segmentations obtained through $L_{1,1}$ regularization and $L_{1,p}$ ($p = 0.8$) regularization are shown in Figure 7. $L_{1,0.8}$ regularization gives rise to more accurate results.

**Parameter Setting** For methods developed in this paper, we select parameters as follows. In Stage I, we set the maximum number of outer iterations to 5 and the number of inner iterations to 8. In Stage II of the algorithm optimizing the $L_{1,1}$-regularized objective function in (8), the maximum number of iterations is set to 40. For the $L_{1,p}$-regularized objective function in (3), there still exists a double loop in the second stage due to iterative reweighting. We set the maximum number of outer iterations to 5 and the number of inner iterations to 20 or less. The parameter setting for $\alpha$, $\varepsilon$, $\lambda$ and $\rho$ will be given in the following section on image segmentation. Figure 8 shows a few embedding results.

## 4 Image Segmentation Using Piecewise Flat Embedding

An image with resolution $w \times h$ gives rise to a set of $n = w \times h$ data points. By computing an affinity value between neighboring pixels, we have a locally connected graph (with $n$ nodes), where edge weights can be represented with a $n \times n$ sparse affinity matrix $W$. A piecewise flat embedding of these data points in a new $d$-dimensional space can be computed using the numerical algorithms in the previous section. We have integrated such embedding results in two popular image segmentation frameworks. Figure 9 illustrates our segmentation pipeline.

### 4.1 Segmentation by Clustering

The first segmentation framework we have considered is based on spectral clustering [8]. Spectral clustering first computes a set of generalized eigenvectors from the locally connected graph. The elements in these eigenvectors corresponding to the same pixel form a $d$-dimensional feature vector at that pixel. It then runs standard clustering, such as K-means, on the pixelwise feature vectors. A variant of spectral clustering, named weighted spectral clustering, reweights the $i$-th feature coordinates by $1/\sqrt{\lambda_i}$, where $\lambda_i$ is the eigenvalue corresponding to the $i$-th eigenvector.

Our revised clustering-based segmentation simply replaces the eigenvectors in spectral clustering with the channels in our embedding. That is, each row of the matrix $Y$ becomes the $d$-dimensional feature vector of the corresponding pixel. Since our embedding is not a spectral one, instead of eigenvalues, we make use of the channel-wise residual cost in our channel weighting scheme defined in (11). Afterwards, we still perform K-means clustering on the original or weighted channels.

Since our embedding is piecewise flat, pixels of the same region are tightly distributed in the feature space. In contrast, existing embedding techniques, such as Laplacian Eigenmaps, do not share this property. A Laplacian eigenvector is obtained by minimizing the smooth $L_{2,2}$-regularized objective function in (4). The resulting eigenmaps are piecewise smooth but not piecewise flat. Therefore pixels from the same region may still have reasonably large distances among them in the feature space, and may not be grouped together into the same cluster. This is the reason why large or elongated regions are often broken up into pieces in segmentation results based on spectral clustering.

### 4.2 Contour-Driven Hierarchical Segmentation

One strategy avoiding the drawback of spectral clustering when applied in OWT-UCM [9], derives global contour information from the eigenmaps computed from the affinity matrix, and then forms segments with respect to contours using hierarchical agglomerative clustering. The hierarchical tree structure built during clustering makes it flexible to choose a segmentation granularity. To make the algorithm robust, this method also combines local edges with global contours when constructing the contour probability map. Our contour-driven segmentation follows the same pipeline, except that global contours are extracted from the channels of our embedding instead of the eigenmaps.

Again, since our embedding is piecewise flat, channels in our embedding have almost zero gradients everywhere except at region contours where gradients have a large magnitude. Contour maps extracted from our embedding are both clear and clean without many spurious edges.

### 4.3 PFE Initialization for Image Segmentation

Initialization plays an important role for the iterative algorithm to converge to a local minimum. In [23], we proposed an initialization scheme based on Gaussian Mixture Models: we fit a Gaussian model to each of the $2^d$ clusters, and use the Gaussians to generate $2^d$ density maps. The density maps are then encoded into $d$ images as the initial channels of piecewise flat embedding. Suppose the Gaussians have been ordered into a linear sequence. Each initial channel is formed by summing up $2^{d-1}$ density maps and subtracting the mean from every pixel. For example, the first channel...
records the mixed density of the first half of the Gaussians; then we divide the sequence in the middle into two equal subsequences, and the second channel records the mixed density of the first half of the Gaussians in both subsequences. Once the initial \( Y \) has been set, \( P \) is initialized with an orthogonalized version of \( D^{1/2}Y \) using (10). An example of initialization is shown in Figure 10.

However, it is neither efficient nor robust as GMM was implemented using expectation maximization iterations and initialized randomly. Here we devise two more effective schemes: hierarchical clustering, and weighted spectral clustering [63] (WSC). 1) For hierarchical clustering, we use finest level superpixel from [36], representing each superpixel with its average RGB values, and agglomeratively merging them until \( 2^d \) clusters are left. 2) For WSC, we employ RGB values to compute the affinity matrix and cluster pixels into \( 2^d \) groups. Our final model adopts this WSC-based scheme, and we will evaluate and compare the performances of the three schemes in later section. Another two schemes are also tested to show the importance of initialization: (1) random values; (2) simple color combination, \( R \odot G, R \odot B, G \odot B, R \odot G \odot B \) (\( \odot \) is element-wise multiplication).

5 EXPERIMENTS

We have conducted experiments within the two aforementioned frameworks: (a) segmentation by clustering and (b) contour-driven hierarchical segmentation, and compared revised segmentation methods incorporating our embedding against the original and other existing methods.

We first incorporate our piecewise flat embedding into the clustering-based segmentation approach, and compare it against three existing spectral methods. Two types of affinity matrices are used: the affinity used in the original Normalized Cut [11] shown in Table 1, and that using local boundary probability [9] shown in Table 2. Clustering-based segmentation using K-means need to specify cluster numbers. We used the following two schemes during performance testing: the fixed scheme and the dynamic scheme. The fixed scheme uses the number of segments provided by the groundtruth segmentation. If there are multiple groundtruth segmentations, we run the algorithm with the number of segments for every groundtruth segmentation, and take the average. The dynamic scheme sets the number of segments to odd numbers between 5 and 25 (empirically), and chooses the one with the best performance. For methods that require multiple NCut eigenvectors, we run each method using 4, 8, and 16 eigenvectors respectively, and take the one with the highest performance.

![Fig. 9. Image segmentation pipeline. Given an input image, our method generates a piecewise flat embedding from an affinity matrix of the image in a two-stage optimization. The channels in the embedding are used for image segmentation either in a clustering-based method, or a contour-driven hierarchical method.](image)

![Fig. 10. Initialization. The 16 probability density maps (Middle) are defined with Gaussian models of 16 pixel clusters formed via spectral clustering. Each channel in the initialization (Right) represents the mixed density of 8 Gaussian models. The \( i \)-th channel (ordered from left to right and top to bottom) mixes 8 density maps of \( \{ (2^i - 2 + k) \% 16 | j = 1, \ldots, 2^{i-1}; k = 1, \ldots, 2^{i-1} \} \).](image)
We have also incorporated piecewise flat embedding into contour-driven hierarchical segmentation following the pipeline in gPb-owt-ucm [9] and MCG [2]. In our revised algorithms, we replace the eigenvectors with our piecewise flat embedding. We have also conducted segmentation experiments by additionally replacing the local contours in gPb-owt-ucm [9] with those computed from Deep Boundaries (DB) [30] and multi-scale boundaries of COB [31]. We compare the segmentation performance of our revised algorithms with the original or LE-based algorithms and a number of existing algorithms. The comparison results are shown in Tables 3, 4, 5 and 6.

**Metrics** The results are evaluated using four standard criteria: $F$ measure for boundaries ($F_b$), Segmentation Covering (Covering), Probabilistic Rand Index (PRI), and Variation of Information (VI) as summarized in [9], plus another widely used metric, $F$ measure for objects and parts ($F_{op}$) proposed in [64]. We use threshold values $\{\frac{\tau}{100} | x = 0, 1, ..., 100\}$ for all UCM based methods.

**Datasets** Experiments and comparison are conducted on the following 4 benchmark datasets:

- **BSDS500** [9]: 200 training, 100 validation and 200 testing images. 5-10 groundtruth segmentations are annotated by different subjects for each image. Image size is $321 \times 481$ or $481 \times 321$.
- **SBD**: Stanford Background Dataset [19], 715 images of outdoor scenes. ‘layers’ is used as groundtruth.
- **MSRC** [21]: 591 images and 23 object classes. Precise groundtruth segmentations are provided in [20].
- **PASCAL Context** [22]: 10,103 images and 459 object classes. It is split into 4,998 training images, 2,607 validation images and 2,498 testing images in [31].

Object regions are used as groundtruth segmentation without semantic meaning for MSRC and PASCAL Context.

**Implementation** When computing our piecewise flat embedding in the clustering-based segmentation, we set the parameters $\lambda$ and $r$ to 4000 and 600 respectively in stage I, and reduce $r$ to 10 in stage II. $\alpha = 0.1$, $\varepsilon = 10^{-2}$, and the neighborhood radius is set to 3 in PFE computed using the $L_{1,1}$-regularized and $L_{1,p}$-regularized objective functions, respectively. When computing our piecewise flat embedding in the contour-driven hierarchical segmentation, we set the parameters $\lambda$ and $r$ to 4000 and 600 respectively in stage I, and reduce $r$ to 10 in stage II. $\alpha = 0$, $\varepsilon = 10^{-2}$, and the neighborhood radius is set to 5.

**Notations** For clarity, we define the following expression to differentiate among variants of piecewise flat embedding: $\text{[init][weighting][PFE]}_{\text{size}}$, where [init] is either ‘r’, ‘c’, ‘g’, ‘h’, or ‘s’, denoting initialization based on random numbers, color combination, GMM, hierarchical clustering or WSC (the new scheme); [weighting?] is either ‘cw’ or ‘c’, denoting whether residual-based channel weighting is turned on or not; [size] is the width of neighborhood window (default value is 11); and [norm] is either ‘l’ or ‘p’, ‘l’ for the $L_{1,1}$-regularized objective and ‘p’ for the $L_{1,p}$-regularized ($p \neq 1$) objective. For example, goPFE, the same version as in [23], meaning PFE is computed using the $L_{1,1}$-regularized objective in (8) and GMM based initialization without channel weighting. And swPFEp means PFE is computed using the $L_{1,p}$-regularized objective in (3), residual-based channel weighting and the WSC initialization.

Figure 11 shows segmentation results by our method and comparison with algorithms used in our evaluation.

5.1 Results and Comparison

**Segmentation Using PFE vs Other Existing Methods** In the framework of clustering-based segmentation, methods incorporating our piecewise flat embedding achieve significantly better performance than those adopting Normalized Cuts including spectral clustering and weighted spectral clustering, as shown in Tables 1 and 2. Particularly, variant of our embedding, swPFE0.8, achieves 0.247 on $F_{op}$ (fixed scheme), which is 54.4% higher than the corresponding method using Laplacian Eigenmaps in Table 1. In the context of hierarchical image segmentation, as our embedding is not a standalone segmentation algorithm, we demonstrate that incorporating our embedding makes existing hierarchical algorithms achieve clearly better performance. As shown in Table 3, once PFE is integrated into gPb-owt-ucm, the resulting algorithm, ‘swPFE0.8+mPb’, exhibits better performance.
under all considered metrics except for $F_1$. Its $F_{op}$ (OIS) is increased from 0.385 to 0.411, and VI (OIS) is improved from 1.690 to 1.565. Likewise, ‘swPFE$_{0.8}$+MCG’ delivers better performance than the original MCG under all metrics. After further replacing the local contours in gpB-owt-ucm with those computed using Deep Boundaries [30], the resulting ‘swPFE$_{0.8}$+DB’ delivers substantially better performances than its LE counterpart (‘LE+DB’), and achieves state-of-the-art performance in BSDS500 under the contour-driven hierarchical segmentation framework. Consistently favorable results are delivered by PFE-based methods in SBD (Table 4), MSRC (Table 5) and PASCAL Context (Table 6). Precision-recall curves of various segmentation algorithms for $F_{op}$ measure are shown in Figure 12.

In Table 3, performances of MS-NCut [65] and Mean Shift [26] are taken from [9]. The result of Hoiem [66] is from [32]. Other methods are evaluated through the SEISM toolbox [64]. The algorithm in [13] (denoted as 1-SC) taking affinity matrices computed from local boundary [30] is tested as a hierarchical segmentation method. Maximum number of clusters is 60 and normalized criteria is adopted. For COB, we use the precomputed result provided by [31]. As we mentioned earlier, our objective function bears some resemblance with the energy function (7) which utilizes weighted nonlocal total variation for regularization. We have attempted to make use of it in image segmentation by directly extracting global contours from 3 scales of its smoothed outputs. The affinity measure $W_{ij}$ is computed
from DB. The WLS (weighted least squares) method is used to solve it and its performance is reported as 'WLS+DB'. Similarly the filtering method in [59] is also integrated into image segmentation and reported as 'SDF+DB'. However, the results are not comparable to result of our method.

In addition to region-oriented measures, boundary-oriented measure $F_b$ is also widely used to evaluate the performance of image segmentation. Since our embedding focuses on flattening regions and we still use existing local boundary cues in contour-driven segmentation, our piece-wise flat embedding tends to substantially improve region-oriented segmentation measures while achieving equivalent or slightly better results under $F_b$.

Initialization Schemes Table 7 shows performance perturbation of different initialization schemes, and of weighted vs. original PFE schemes. The initialization schemes are random values, color combination, GMM, hierarchical segmentation, and WSC that we described in Section 4.3. In the original PFE scheme, i.e. without the residual-based channel weighting, the three initialization schemes make little differences (the top three rows). With the weighting scheme, GMM is noticeably worse, and WSC is slightly better than hierarchical-based initialization. For example, $F_{op}$ (ODS) measure of ‘gwPFE0.8+DB’ is $0.44$ while those of the other two schemes are both over $0.46$; the VI (ODS) measure of ‘gwPFE0.8+DB’ is $1.330$, while ‘hwPFE0.8+DB’ is $1.302$ and ‘swPFE0.8+DB’ is $1.293$. Initializations using random values, color combination and GMM derive almost same performances except for different VI measures. The experiments were conducted on the BSDS500 dataset. Results on the other datasets exhibit similar behavior.

Original PFE vs Weighted PFE The residual-based channel weighting makes a clear difference in all three initialization schemes as shown in Table 7. For example, if we compare $F_{op}$ (ODS) measure of ‘swPFE0.8+DB’ against ‘soPFE0.8+DB’, the former is $0.463$ while the latter is $0.438$. On the $F_{op}$ (ODS) measure, the performance gain brought by channel weighting for the GMM, hierarchical and WSC initializations are $1\%$, $6\%$, and $6\%$, respectively. Besides, further experiments show that the weighting scheme has less effect in the clustering-based segmentation framework.

A gallery of segmentation results from various algorithms and comparisons can be found in Figures 11, 14 and 15.

**5.2 Parameter Choice**

In addition to the categorical parameters such as initialization and channel weighting option, let’s further investigate the effects of a few important continuous parameters on the final segmentation performance. These parameters include $p$, $\lambda$, and neighborhood size. We use the contour-driven hierarchical segmentation framework for this evaluation, and take the ODS value of all five performance metrics for this evaluation. The results are plotted in Figure 13.

- $p$ controls the sparsity of the embedding. Smaller $p$ improves the sparsity. However a sparser embedding does not always give rise to better segmentation performance. In our evaluation, the best result is achieved around $p = 0.7$ under all measures except for $F_b$, which improves as $p$ increases.
- As shown in step (a.1) (Appendix A), $\lambda$ is the weight of the $L_{1,1}$-regularized energy term. It balances between the sparsity of the embedding and the orthogonality among the embedding channels. The five performance metrics do not change consistently as $\lambda$ varies. It produces the best result with respect to PRI when $\lambda$ is around 7000. However, $F_{op}$, Covering and VI become better overally as $\lambda$ increases, and $F_b$ remains stable within our testing range with the maximum variation less than 0.003.

- Neighborhood Size A larger neighborhood allows direct interaction among pixels further apart, but decreases the sparsity of boundary-crossing connections and brings difficulty in computing accurate pairwise affinity. The best performance on BSDS500 under four measures other than $F_b$ is achieved when the neighborhood radius is around 4, while $F_b$ benefits from smaller neighborhood radius.
6 Conclusions
We have presented a new multi-dimensional nonlinear embedding called piecewise flat embedding for image segmentation. We adopt an $L_{1,p}$-regularized ($0 < p \leq 1$) energy term in the objective function to promote sparse solutions. To solve the $L_{1,1}$-regularized objective function, a two-stage numerical algorithm is first developed by nesting two existing solvers. Then we generalize this numerical algorithm through iterative reweighting to solve the $L_{1,p}$-regularized problem. Experiments on BSDS500, MSRC, SBD and PASCAL Context indicate that segmentation methods incorporating our embedding can achieve significantly improved results.
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Fig. 14. Comparison of contour-driven hierarchical segmentation methods on BSDS500. ‘swPFE_{0.8}+COB’ denotes the contour-driven segmentation algorithm that integrates swPFE_{0.8} while utilizing local boundary information from COB.

Fig. 15. Comparison of contour-driven hierarchical segmentation methods on SBD and MSRC. Top 3 images are selected from SBD, and other images are from MSRC.
**APPENDIX A**

**L_1,1-REGULARIZED MINIMIZATION**

According to the Split Bregman algorithm [16], the $L_{1,1}$-regularized problem in step (a) of equation (9) can be solved by iterating the following steps:

(a.1) $Y^{(k,l+1)} = \arg \min_Y \frac{\lambda}{2} \|MY + E^l - C^l\|_{2,2}^2 + \frac{\mu}{2} \|D^{1/2}Y - F^l\|_{2,2}^2$.

(a.2) $C^{l+1} = \arg \min_C \|C\|_{1,1} + \frac{\lambda}{2} \|MY^{(k,l+1)} - E^l\|_{2,2}^2$.

(a.3) $E^{l+1} = E^l + MY^{(k,l+1)} - C^{l+1}$.

until $\|Y^{(k,l+1)} - Y^{(k,l)}\| \leq \epsilon$. Note that in the above steps, $C$ and $E$ are two auxiliary matrices, $C^0 = E^0 = 0$, $Y^{(k,0)} = Y^{(k)}$, $F^k = P^k - B^k$, and $\epsilon$ is a predefined error tolerance. The problem in (a.1) is a least-squares problem and can be easily solved through the following sparse linear system,

$$LY = rD^{1/2}F^{(k)} + \lambda M^T(C - E^l),$$

(14)

where $L = \lambda S + rD$, and $S = M^T M$ can be explicitly defined as

$$S = \begin{pmatrix}
W_{11}^2 & -W_{12}^2 & \cdots & -W_{1n}^2 \\
-W_{21}^2 & \sum_{j \neq 2} W_{2j}^2 & \cdots & -W_{2n}^2 \\
\vdots & \ddots & \ddots & \vdots \\
-W_{n1}^2 & -W_{n2}^2 & \cdots & \sum_{j \neq n} W_{nj}^2
\end{pmatrix},$$

where $W_{ij} = 0$ if there exists no connection between $x_i$ and $x_j$.

Matrix $L$ has the following two important characteristics: 1) $L$ stays the same across iterations and only the right hand side of (14) evolves; 2) $L$ is sparse, symmetric and positive definite as it is a Hermitian diagonally dominant matrix with real positive diagonal entries. So $L$ only needs to be decomposed once for all iterations using a sparse matrix solver. In practice, we use Cholesky matrix decomposition to factorize matrix $L$: $L = \Lambda \Lambda^T$ where $\Lambda$ is a lower triangular matrix. Thus (14) is equivalent to two triangular systems,

$$\Lambda \tilde{Y} = rD^{1/2}F^{(k)} + \lambda M^T(C - E^l),$$

$$\Lambda^T \tilde{Y} = \tilde{Y}.$$  

(15)

During each iteration, the extremely efficient forward and backward substitution method can be used to solve the sparse linear system in (14). This is the main reason for our choice of the Splitting Bregman algorithm in solving our $L_{1,1}$-regularized optimization.

In the conference version, we use the mldivide function in MATLAB, which performs Cholesky decomposition internally without returning the triangular matrix. Thus, we had to unnecessarily perform Cholesky decomposition in every iteration when solving (14). In this work, we perform Cholesky decomposition to factorize matrix $L$ only once and save the resulting triangular matrix. This allows us to solve two triangular systems only in every iteration, as shown in (15). This gives rise to a much faster algorithm. In a test run on 200 sample images from the BSDS500 dataset, the average computation time of swPFE drops from 233 seconds to 60 seconds.

The problem in (a.2) has a closed form solution called shrinkage operation defined as follows,

$$C^{l+1} = \text{Shrink}(MY^{(k,l+1)} + E^l, 1/\lambda).$$

(16)

Suppose $Z = \text{Shrink}(X, \gamma)$. Then $Z_{ij} = \text{sign}(X_{ij}) \max(|X_{ij}| - \gamma, 0)$.

**APPENDIX B**

**L_1,p-REGULARIZED MINIMIZATION**

Suppose $M = [m_1, \ldots, m_i]^T$ where $m_i^T$ is the $i$-th row of $M$. The problem in (12) can be rewritten as,

$$Y = \arg \min_Y \sum_{i=1}^t \|m_i^TY\|_p + \Psi(Y).$$

(17)

According to [18], the majorization-minimization algorithm can be applied to solve problem (12) in the form of the following iterative algorithm which makes the energy value monotonically decrease when $0 < p < 1$.

1. Solve the following nonsmooth $L_{1,1}$-regularized problem,

$$Y^{(k+1)} = \arg \min_Y \sum_{i=1}^t w_i^k \|m_i^TY\|_1 + \Psi(Y) = \arg \min_Y \|\hat{M}^{(k)}Y\|_{1,1} + \Psi(Y),$$

(18)

where $\hat{M}^{(k)} = [w_1^km_1^T, \ldots, w_i^km_i^T]^T$ and $w_0^i = 1$.

2. Update the coefficient $w_i^k$:

$$w_i^{k+1} = p \max(||m_i^TY^{(k+1)}||_1, \epsilon)^{p-1},$$

where $\epsilon$ is a constant used for avoiding an infinite value.

Again the $L_{1,1}$-regularized problem in (18) can be solved using the splitting Bregman iterations described in appendix A.