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Initial assessment tests are crucial in capturing learner knowledge states in a consistent manner. Aside from crafting questions itself, putting together relevant problems to form a question sheet is also a time-consuming process. In this work, we present a generic formulation of question assembly and a genetic algorithm based method that can generate assessment tests from raw problem-solving history. First, we estimate the learner-question knowledge matrix (snapshot). Each matrix element stands for the probability that a learner correctly answers a specific question. We formulate the task as a combinatorial search over this snapshot. To ensure representative and discriminative diagnostic tests, questions are selected (1) that has a low root mean squared error against the whole question pool and (2) high standard deviation among learner performances. Experimental results show that the proposed method outperforms greedy and random baseline by a large margin in one private dataset and four public datasets. We also performed qualitative analysis on the generated assessment test for 9th graders, which enjoys good problem scatterness across the whole 9th grader curriculum and decent difficulty level distribution.
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1 INTRODUCTION

Designing good diagnostic tests are crucial in assessing learner knowledge state. Since learners cannot be asked to solve all questions in a domain just to measure his/her performance, small number of selected questions are required and deployed in many standardized tests. For instance, TOEIC measures business English communication skill in a score of 0-1000, with 100 reading comprehension and 100 listening comprehension problems. However, manually designing such question sheets is costly and time-consuming. Our research question arises here: Can we select representative diagnostic questions when learners' problem solving history is given?

We first observed there are no standard problem formulation for generating diagnostic tests. In this work, we define this task as a combinatorial search problem, where we search for a subset of problems that minimizes the learners performance gap between whole problems and selected problems, and maximize discrimination among learners. More specifically, learner performance gap is computed by Root Mean Squared Error of average score
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on selected questions against the whole set average score across all learners. Also, discrimination among learners can be defined using standard deviation of average score on selected questions across all learners.

We then present a pipeline for selecting such a subset of questions that optimize above criterion. In the framework, we first generate snapshot of learners, which is learner-question matrix $Q$ containing probabilities $Q_{ij}$ that learner $j$ solves problem $i$, using generic Knowledge Tracing models. To scale to number of learners, learners are first randomly selected to reduce snapshot size. By this process, computing criteria becomes efficient with smaller snapshot size. Finally, we introduce a genetic algorithm based model that can find optimal subset of question pool with affordable computation cost of $O(N_g N_p)$, where $N_g$ is the number of generation, and $N_p$ size of population.

Comprehensive experiments show that our proposed method outperforms both random and greedy baseline algorithm across four public and one private dataset. We also present qualitative analysis on generated question sheets to show effectiveness of our method.

Our contributions are two-folds.

- We formulate diagnostic assessment generation as a combinatorial search problem where a set of problems that maximize similarity to the entire set and discrepancy among learner performances, without any assumption on model architecture.
- We propose a genetic algorithm based method that searches for diagnostic question sheet in a given question pool. Experimental results show our method outperforms two basic baselines and is able to generate decent quality diagnostic question sheets.

2 PROBLEM FORMULATION

We formulate diagnosis generation task as a combinatorial search problem. Given a set of questions $U = \{q_1, q_2, ..., q_{|U|}\}$ and search size $K$, we aim to finding a subset $S \subset U$ such that $|S| = K$ that maximizes the
are considered and those when only selected problems are considered. More specifically, when a learner is given, we have probability values of each problem $q$ answered correctly. We get average values of two sets $\{p_{ql} : q \in U \text{ and } l \in L\}$ and $\{p_{ql} : q \in S \text{ and } l \in L\}$, each denoted as $\mu_U$ and $\mu_S$. Then $C_1$ can be described as

$$C_1(U, S) = \sqrt{\frac{1}{|L|} \sum_{l \in L} (\mu_U - \mu_S)^2}$$

The criterion $C_2 : 2^U \times 2^U \rightarrow \mathbb{R}$ quantifies how well selected subset $S \subset U$ discriminates learners’ performances. Specifically, when a set of learners $L$ and subset $S$ is specified, we can define each learner’s performance as $\mu_S$, the average value of $\{p_{ql} : q \in S \text{ and learner } l\}$. Then we can define $C_2(L, S) = \text{STD}(\{\mu_S : l \in L\})$, where STD(·) means standard deviation of numbers in the set.

The final criterion is weighted sum of two criterion $C_1$ and $C_2$ and defined as follow:

$$C(S) = -C_1(U, S) + \lambda \cdot C_2(L, S)$$

For $C(S)$ to be maximized, $C_1$ needs to be smaller and $C_2$ larger. $\lambda$ is a mixing coefficient that determines the relative importance of second criterion against first criterion. Since two criterions differ in scale, we set $\lambda = \frac{C_1}{C_2}$ making both criterion have similar importance. $\overline{C_1}$ and $\overline{C_2}$ are averages of $C_1(U, S)$ and $C_2(L, S)$ with 10,000 of random sampling for $S$, respectively. By this choice of lambda, one can see whether a solution is better than random guess by comparing its fitness to zero.

3 METHODS

We first generate learners’ snapshot using trained knowledge tracing model and applied genetic algorithm to find a subset $S$ of questions that maximizes the criterion $C(S)$.

3.1 Knowledge Tracing Model

Knowledge Tracing(KT) has become a de-facto standard to track learner knowledge state at a specific time frame. After DKT emerged in the field, most neural-network-based KT model accepts inputs of learner’s problem solving history. For a single learner, it can be represented by vector $X = [x_1, x_2, ..., x_T]$, where each $x_t$ is one-hot embedding for question-response pair at time $t$ and $[\cdot]$ means vector concatenation. KT model then outputs probability vector $\hat{Y} \in \mathbb{R}^{|U|}$ that the learner would correctly answer each question at time $T$ in question pool $U$. We utilized Neural Pedagogical Agent(NPA) [9] as a base knowledge tracing model in this work. NPA successfully deploys bi-LSTM to model sequential nature of knowledge and attention mechanism to focus on most influential interaction in the learning history. More specifically, we embedded question-response pair and difficulty level into $d$-dimensional vectors and used their addition as inputs for bi-LSTM.

$$E_t = \text{Embedding}(X_t) \in \mathbb{R}_d^d$$

$$R_t = D_t \oplus E_t \in \mathbb{R}_d^d$$
where \( \oplus \) is element-wise sum and \( D_t \) is difficulty level embedding.

\[
v_t = \text{bi-LSTM}(R_{<t}) \in \mathcal{R}^d
\]

Additive attention is computed with question \( q \in \mathcal{R}^{d_q} \) as a query and \( v_t \) as key and value. Learner embedding at timestep \( t \) is as follow.

\[
a_t = \text{attention}(v_t, q) \in \mathcal{R}
\]

where \( \text{attention}(v_t, q) = \text{softmax}(\frac{\text{tanh}(W_v \cdot v_t + W_q \cdot q)}{T < t}) \) and \( W_v \in \mathcal{R}^{1 \times d_v}, W_q \in \mathcal{R}^{1 \times d_q} \).

\[
l_t = \sum_{t' < t} a_{t'} \cdot v_{t'} \in \mathcal{R}^d
\]

Finally, correctness probability for question \( q \in \mathcal{R}^{d_q} \) at timestep \( t \) is computed.

\[
\hat{P}_{tq} = f(l_t, q)
\]

Training is performed with standard binary cross-entropy objective, using Adam optimizer[8]. As stated above, we used difficulty level embedding along with question responses. Difficulty level embedding is defined by question’s correct ratio in training dataset into 3 categories : easy, normal, hard. Thresholds for each category are determined according to the correct ratio distribution of each dataset, in a way that meets the ratio easy : normal : hard = 3 : 4 : 3. More details on the training of NPA model are reported in the Appendix A.1.

### 3.2 Learner Performance Snapshot

Performance of a learner changes whenever he/she proceeds to solve exercises and do other learning activities. Thus we call the question-learner matrix \( Q \in \mathcal{R}^{U \times L} \) learner performance snapshot, whose element \( Q_{ij} \) denotes probability that learner \( l_j \) correctly answers question \( q_i \).

Since knowledge tracing models probabilities \( Q \in \mathcal{R}^{U} \) when a learner \( l_i \) is specified, we can predict \( Q \) matrix using trained knowledge tracing models of any kind. In our work, we generated snapshot using NPA(Neural Pedagogical Agent, [9]) since its Area Under Curve(AUC) was the highest in AIHUBmath dataset. We trained the model using the training split and applied it to every learner in whole dataset to generate a snapshot.

A set of learner scores \( Q_q = \{Q_{ql} : l \in L \} \) can be regarded as samples from performance distribution of question \( q \). As law of large numbers states, the average of \( Q_q \) approaches true learner score \( \mu_q \) as the number of learners goes to infinity. We searched for practical large number \( N \) over each dataset such that change of learner performance becomes near zero. Fig 2 shows average performance change when new learners are added in a snapshot. EdNet and ASSISTment2015 have 784,309 and 19,840 students respectively and from the plot, 2 to 8k learners seem sufficient for estimating global average performance. We selected 6k for AIHUBmath and ASSISTment2009 dataset. One can also apply this strategy for each question and find the number of learners that stabilize all problem’s average performance.
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|                  | ASSISTment 2009 | EdNet | ASSISTment 2015 | EdNet | AIHUBmath | Simulated-5 |
|------------------|-----------------|-------|-----------------|-------|-----------|-------------|
| # of Students    | 4,163           | 784,309 | 19,840          | 4,673 | 4,673     | 6,000       |
| # of Questions   | 26,688          | 100   | 13,169          | 50    | 2,887     | 50          |
| # of Interaction | 283,105         | 683,801 | 95,274,496     | 707,450 | 300,000   |             |
| Avg Interaction per Student | 68    | 34    | 121             | 154   | 50        |             |
| Domain           | Mathematics     | Mathematics | English       | Mathematics | Synthetic |

Table 1. Dataset Statistics

3.3 Genetic Algorithm

Genetic algorithm is an algorithm that obtain superior individuals by evolving them over generations. The superiority of each individual $S$ can be assessed by fitness $C(S)$ mentioned above. Individuals stand for diagnostic tests, and a gene for a question. An individual $S$ is represented by a set of genes.

$$S = \{q_1, q_2, q_3, ..., q_k\} : q_i \in U$$

Likewise population is defined as a set of individuals. After these notations being set, we describe genetic algorithm as follow:

1. **Production**: Create a population of $P$ individuals which are randomly selected subset of size $k$.
2. **Selection**: Randomly pick 10% of the individuals among the population and choose one individual with the highest fitness. Repeat process $P$ times to produce $P$ individuals at the end, which are regarded as the population of this generation.
3. **Crossover**: Pair up odd numbered individual with even numbered one, generating $\lfloor N/2 \rfloor$ pairs for $N$ individuals. Uniformly selected random index decides split position of two individuals and those splits are interchanged with probability $p_c$. Overlapping genes are replaced randomly to ensure the number of unique genes.
4. **Mutation**: Select individuals with probability $p_m$, where each gene is to be replaced randomly with probability $p_m$. Mutation process does not allow genes that already exist in the individual.

Repeat (2) to (4) by the number of generations $N_g$ and obtain the individual with the highest fitness. We implemented the genetic algorithm using DEAP library of Python. For more detail on algorithm, see Appendix ??.

4 DATASETS

We describe 4 publicly available datasets (ASSISTment2009, ASSISTment2015, EdNet, Simulated-5) and a private dataset (AIHUBmath) in terms of their construction and statistics.

4.1 AIHUBmath

AIHUBmath Dataset is 7-9 graders’ math question solving logs gathered from I-scream Edu online learning platform. Questions are bundled in question sheets, where questions in a sheet are all related to a specific knowledge concept. Questions are of multiple-choice and subjective types and can be interactively solved inside the platform. As a result, we gathered 707,450 problem solving interactions from 4,673 students. The average number of interactions per student is 153.84.

4.2 ASSISTment

ASSISTment dataset[12] was gathered from a 8-graders’ math learning platform, ASSISTment that gives learners consecutive scaffolding questions in case of first wrong response. Scaffolding questions consists of ones related to...
4.3 EdNet

EdNet[4] is a large collection of various learning activities from TOEIC learning app, Santa. KT1-4 sets are provided according to their granularity, where KT1 only covers basic problem solving interactions and durations whereas KT4 contains more meta-activities such as purchasing learning packages or pausing an audio clip at specific cursor time. It is constructed from activity logs generated in Santa, from 2017 to 2020. Due to the app’s popularity, the dataset(KT1) contains 95,293,926 student interactions from 784,309 students with 121.5 average interactions per student. To the best of our knowledge, it is the largest public IES dataset.

4.4 Simulated-5

Simulated-5[11] is a synthetic dataset that simulates learners based on Item-Response theory. Each problem in the dataset has a concept id $i \in \{0, 1, 2, 3, 4\}$ and difficulty $\alpha \sim \mathcal{N}(0, 1)$. Each learner has concept skill $\beta \in \mathbb{R}^5$ with each element following $\mathcal{N}(0, 1)$. With slip probability $c$, probability that learner $l$ solves problem $q$ correctly is calculated by $P(X_{ql} = 1|\alpha, \beta, c) = c + \frac{1}{1+e^{-\alpha - \beta}}$. As [11] suggested, each concept skill increases with constant factor $\delta_q$ when students answers question $q$ correctly. This $\delta_q$ is sampled from $\mathcal{N}(0.4, 0.05^2)$ distribution. In this dataset only, each learner is required to solve all 50 questions sequentially in increasing order. We adopted this synthetic dataset to compare true snapshot and predicted snapshot and for learner simulation purposes.

5 RESULTS AND ANALYSIS

5.1 Baselines

We built a $K$-question diagnosis sheet according to the following baselines. We did not use curriculum information in both our method and baselines. We focused on the effectiveness of learning history for the construction of diagnostic assessments. Inspecting on effects of curriculum information would be the scope of the future work.

- Random: 10 non-overlapping questions are randomly sampled from the question pool. By this baseline, we can compare how good each algorithm is in each criterion $C_1$ and $C_2$. According to one’s choice for snapshot generation method (especially snapshot scale) and type of dataset, proposed criteria can vary significantly.
- Greedy: $K$ problems are sampled successively from the question pool, wherein newly added question is not overlapping with already sampled subset and maximize $C(S)$ greedily in each step. This algorithm iterates $K$ times over the question pool of size $N$, rendering its time complexity $O(KN)$.

|            | Random | Greedy | GA     |
|------------|--------|--------|--------|
|            | RMSE   | Std.   | Fitness| RMSE   | Std.   | Fitness| RMSE   | Std.   | Fitness|
| ASSISTment |        |        |        |        |        |        |        |        |        |
| 2009       | 0.045140 | 0.166305 | -0.008470 | 0.011207 | 0.168501 | 0.025947 | 0.004099 | 0.170038 | 0.033395* |
| 2015       | 0.057359 | 0.109682 | -0.011928 | 0.016169 | 0.113232 | 0.030731 | 0.012176 | 0.111334 | 0.033938* |
| AIHUBmath  |        |        |        |        |        |        |        |        |        |
| Grade 7    | 0.031128 | 0.222232 | 0.010518 | 0.007564 | 0.223940 | 0.034401 | 0.005142 | 0.223840 | 0.036804* |
| Grade 8    | 0.039918 | 0.227920 | -0.002972 | 0.005828 | 0.231175 | 0.031644 | 0.004745 | 0.230005 | 0.032538* |
| Grade 9    | 0.039199 | 0.248258 | -0.003648 | 0.005909 | 0.243549 | 0.028966 | 0.004623 | 0.242634 | 0.030122* |
| Simulated-5| 0.042539 | 0.058993 | -0.008347 | 0.013894 | 0.070500 | 0.026967 | 0.004099 | 0.066921 | 0.032858* |
| EdNet      | 0.027165 | 0.151822 | 0.008573 | 0.004267 | 0.146537 | 0.030227 | 0.003801 | 0.146481 | 0.030680* |

Table 2. Results are from held-out test split and are averaged over 10 different runs. * means statistical significance compared to second-best result with $p$ value of 0.01.
5.2 Results

Note that each algorithm uses no prior knowledge about curriculum. We compared Random, Greedy and Genetic Algorithm in terms of RMSE($C_1$), Std($C_2$) and Fitness($C$). Results on random baseline implies that it is fairly easy to select samples with good standard deviation but not easy with good RMSE, rendering RMSE more important than standard deviation.

5.3 Analysis

5.3.1 Qualitative Analysis on Generated Diagnostic Tests. Table 7 shows details on the diagnosis question sheet generated by genetic algorithm. Without any prior knowledge on curriculum structure or question difficulty, generated diagnostic test enjoys good question scatterness across all 9-grader’s curriculum and decent difficulty distribution. For a detail, there are 5 questions related to second-order expressions(1318, 2180, 389, 1563, 278), which is the core of 9th grade Algebra. Also, it includes many important geometry concepts such as chords and tangent line. For those who want further inspection, we reported 7 and 8-grader’s generated question sheets in the Appendix.

5.3.2 Comparison between predicted snapshot and true snapshot. We used Simulated-5, a synthetic dataset, to see the actual discrepancy between true snapshot and predicted snapshot. Fig 3 shows each learner’s ground truth average probability over all questions and corresponding predicted probability in training split of Simulated-5. We observed Pearson correlation of 0.74 and Spearman correlation of 0.72, which is slightly under expectation. This implies improving KT models can result in better diagnosis generation by reducing the gap between predicted snapshot and the ground truth.

5.3.3 Enhancing trained knowledge tracing model. Learner interactions produced by our diagnosis generation can slightly improve sequential inference of trained knowledge tracing models. For the experiment, we prepared two different 10-problem sequences: one randomly sampled from the question pool, and the other is sampled by proposed method. We then sampled another random sequence of 10 questions that does not overlap with none of previous two sequences, which is appended to each previous sequence. Then responses were generated for 2000 synthetic learners in the test split using learner knowledge state and IRT model. All generated responses are fed to the trained KT model and last 10 responses are evaluated. For 32 dimension hidden state model, AUC score was improved to 60.52 when using generated diagnosis test, compared to 57.06 when using random test.

6 LIMITATION

We also designed heuristic policy that does utilize prior knowledge on course curriculum, such as subsection information, and problem distribution. Question sheets generated by heuristic policy does not yield competitive $C_1$ and $C_2$, sometimes worse than random baseline. We suspect that predicted snapshot, which we used as a search material, does not contain all the information that defines what makes good diagnostic assessment. Thus
Table 3. 9-grader’s diagnosis exam generated using genetic algorithm from AIHUBmath Question Pool. Each digit in curriculum id stands for grade, semester, chapter, section, subsection respectively.

| Problem Id | Related Concept                  | Category               | Curriculum ID     | Correct Ratio |
|------------|----------------------------------|------------------------|-------------------|---------------|
| 2283       | Real Numbers                     | Number and Operation   | 9-1-1-1-3         | 0.39          |
| 1318       | Multiplication of Square Roots   | Number and Operation   | 9-1-1-2-1         | 0.56          |
| 2180       | Multiplication of Square Roots   | Number and Operation   | 9-1-1-2-1         | 0.49          |
| 389        | Mixed Operations with Square Roots| Number and Operation   | 9-1-1-2-2         | 0.33          |
| 1563       | Property of Quadratic Function (1)| Functions            | 9-1-4-1-3         | 0.61          |
| 278        | Property of Quadratic Function (2)| Functions            | 9-1-4-1-4         | 0.40          |
| 1813       | Trigonometric Ratio               | Geometry              | 9-2-1-1-1         | 0.54          |
| 804        | Length of Chord                   | Geometry              | 9-2-2-1-1         | 0.58          |
| 1932       | Length of Tangent Line to Circle  | Geometry              | 9-2-2-1-2         | 0.29          |
| 529        | Inscribed and Central Angle       | Geometry              | 9-2-2-2-1         | 0.50          |

Our snapshot-based search method is one-way, which means searching over snapshot generates decent diagnostic tests but not all good diagnostic tests give good $C_1$ and $C_2$ on snapshot.

7 RELATED WORKS

How to assess learner’s ability to solve certain problems has been a research interests in education analytic field. Bayesian Knowledge Tracing[5] was a monumental research that started using statistical modelings to capture hidden states of learner knowledge. They adopted hidden markov chain to model two discrete knowledge state - know or don’t know - and whether a learner answered correctly to a question was used to train it. BKT has a severe drawback that it cannot model multiple question relationships inherently since it only inputs interactions of certain question. To model multiple questions, the same number of models need to be trained. To alleviate the issue, Learning Factor Analysis[2] was introduced that can model several questions. Later as a breakthrough, Deep Knowledge Tracing[11] proposed to use Recurrent Neural Network to model successive learner responses from different questions. Question relations can be decoded from DKT using conditional probability that question $j$ was correct given a question $i$ was answered correctly. Also, using this versatile model as a student simulator, one can build a recommender system that gives questions that most boost student performance. Following success of DKT, many improved model designs appeared including DKVMN[14], SAKT[10], NPA[9], SAINT[3], LANA[15]. They adopted improved modules such as attention, transformer, and student level decoder.

Q-matrix design under DINA or DINO model[13] is an attempt for construction of reliable diagnostic assessments. Q-matrix[1] is a binary matrix representing question-concept assignments, where $Q_{ij} = 1$ means that underlying concept $j$ is necessary to solve question $i$. Learner’s knowledge state can also be represented by a vector of size $K$ when $K$ concepts are present, resulting in $2^K$ possible states for a question requirement, or student state. When we have a student-question response matrix $X$, we can construct a Q-matrix with chosen questions and compute student state using response matrix $X$. Comparing estimated student state and the true state can quantify how well those questions are selected. They did not present how to select a good diagnostic tests. Instead, 3 different Q-matrix were chosen and compared. DINA model is mathematically rigorous but has serious drawbacks. Simply estimating a joint probability distribution of $K$ concepts requires estimation of $2^K$ parameters, making a DINA model infeasible in case of large concept pool. Also their estimation process assumes a complete response matrix, which requires every learner solves each question exactly once. It is rarely the case in actual online education settings. In our work, DKT-like models were used which only computes marginal probabilities for each concept state and accepts sparse learner interactions, tackling aforementioned problems of DINA model.
[6] proposed auto generation of diagnostic assessments that well discriminate student performances and can be used to estimate student ability close to ground truth. Authors used 3-parameter Item Response Theory model to estimate ground truth student ability $\theta$ for each question. After diagnostic questions are selected, related interactions are used to train another student IRT model and student ability $\hat{\theta}$ from this partial model is evaluated against $\theta$ above. They claimed policy that incorporate discrimination and student behavior reduced student ability RMSE near 20%.

Inspired by [6], we reformulated the task so that it does not depend on a specific model like IRT. Learner performance snapshot can be directly compared without any model fitting process. It is also more generic since it can be derived from any models including loopy belief propagation[7], BKT or even average correct ratio. Consequently, similarity to the whole question pool can be directly incorporated into objective function. For other hard constraints, such as distribution of difficulty levels and syllabus coverage can be forced via search space reduction or filtering of individuals.

8 CONCLUSION

In this work, we formulated the task of diagnosis generation as a combinatorial search problem on learner-question snapshot matrix and presented a pipeline that can effectively search for question subsets that maximize proposed criterion. Our proposed formulation is generic in that snapshots can be generated with any known learner performance measures and doesn’t even have to be a probability distribution. Also, any search algorithm can be applied to find an optimal subset. Qualitative analysis shows that GA produces fair diagnosis question sheet even though it is searched over predicted snapshot and utilized no prior knowledge on curricula, which asserts its effectiveness in practical education. We expect that improved set modeling or search algorithm can be applied to yield better collection of questions.
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A SUPPLEMENTARY

Hyperparameters were searched over validation split, which is part of the training split. We used the same split scheme for KT model training and genetic algorithm search.

A.1 KT model Settings and Experiments

| Dataset          | $d_q$, $d_o$ | Batch Size | Learning Rate | Dropout | AUC   | ACC   |
|------------------|--------------|------------|---------------|---------|-------|-------|
| ASSISTment2009   | 256          | 1,024      | 1e-3          | 0.2     | 0.7612| 0.7319|
| ASSISTment2015   | 64           | 1,024      | 1e-3          | 0.2     | 0.7229| 0.7444|
| EdNet            | 256          | 1,024      | 1e-3          | 0.2     | 0.7485| 0.7223|
| Simulated-5      | 64           | 1,024      | 1e-3          | 0.2     | 0.7923| 0.7992|
| AIHUBmath        | 256          | 1,024      | 1e-3          | 0.2     | 0.8284| 0.7590|

Table 4. $d_q$ and $d_o$ stand for hidden dimension of question vector $q$ and learner state $o$.

A.2 Genetic Algorithm Hyperparameters

| Dataset          | $p_c$ | $p_{m_1}$ | $p_{m_2}$ | $K$ | $N_p$ | $N_g$ |
|------------------|-------|-----------|-----------|-----|-------|-------|
| ASSISTment2009   | 0.5   | 0.5       | 0.25      | 25  | 1000  | 5     |
| ASSISTment2015   | 0.75  | 0.75      | 0.25      | 10  | 1000  | 5     |
| EdNet            | 0.25  | 0.75      | 0.25      | 12  | 1000  | 5     |
| Simulated-5      | 0.75  | 0.5       | 0.25      | 10  | 1000  | 5     |
| AIHUBmath (7th)  | 0.5   | 0.25      | 0.25      | 10  | 1000  | 5     |
| AIHUBmath (8th)  | 0.5   | 0.75      | 0.25      | 10  | 1000  | 5     |
| AIHUBmath (9th)  | 0.5   | 0.75      | 0.25      | 10  | 1000  | 5     |

Table 5. $p_c$ is probability of performing crossover operation, and $p_{m_1}$, $p_{m_2}$ stand for probability of choosing an individual to be mutated and probability of each gene to be mutated respectively. $k$, $N_p$, $N_g$ mean number of questions to sample, size of population and number of generations respectively.
A.3 Genetic Algorithm Pseudocode

**Algorithm 1 Genetic Algorithm**

1: $population \leftarrow$ A list of some random individuals  \hspace{1em} \triangleright \text{Production}  
2: $P \leftarrow$ Size of population  
3: $N_g \leftarrow$ The number of generations  
4: for $generation = 1, 2, \ldots, N_g$ do  
5: new$Population \leftarrow$ empty list  
6: for $i = 1, 2, \ldots, P$ do  
7: $indiv \leftarrow$ Randomly select 10% from population and choose the best individual  
8: new$Population.append(indiv)$  
9: end for  
10: $population \leftarrow$ new$Population$  
11: for $i = 1, 2, \ldots, P/2$ do  
12: Select two individuals in $population$  
13: Generate two offspring by crossover with probability $p_c$  
14: Replace the two individuals with two offspring  
15: end for  
16: for $i = 1, 2, \ldots, P$ do  
17: Select each individual in $population$ with probability $p_m_1$  
18: Mutate the genes of selected individual with probability $p_m_2$  
19: end for  
20: end for  
21: $bestIndividual \leftarrow$ Select the best individual in $population$  
22: return $bestIndividual$

A.4 Qualitative analysis on generated diagnostic tests for 7th and 8th graders

| Problem Id | Related Concept | Category | Curriculum ID | Correct Ratio |
|------------|-----------------|----------|---------------|---------------|
| 1960       | Prime Numbers   | Number and Operation | 7-1-1-1-1 | 0.55          |
| 248        | Common Multiples and Least Common Multiples | Number and Operation | 7-1-1-2-2 | 0.58          |
| 612        | Application of Least Common Multiples | Number and Operation | 7-1-1-2-2 | 0.66          |
| 2651       | Signs of Rational Numbers | Number and Operation | 7-1-1-4-2 | 0.34          |
| 2293       | Polynomials     | Variable and Expression | 7-1-2-1-3 | 0.57          |
| 243        | Multiplication and Division between Monomials and Numbers | Variable and Expression | 7-1-2-1-3 | 0.40          |
| 998        | Transposition   | Variable and Expression | 7-1-2-2-2 | 0.42          |
| 682        | Position of the point on the coordinate plane | Functions | 7-1-3-1-1 | 0.56 |
| 2089       | Perpendicularity of two planes | Geometry | 7-2-1-2-1 | 0.60 |
| 1351       | Sum of the sizes of internal angles in Polygons | Geometry | 7-2-2-1-3 | 0.64 |

Table 6. 7-grader’s diagnosis exam generated using genetic algorithm from AIHUBmath Question Pool. Each digit in curriculum id stands for grade, semester, chapter, section, subsection respectively.
| Problem Id | Related Concept                              | Category            | Curriculum ID | Correct Ratio |
|------------|---------------------------------------------|---------------------|---------------|---------------|
| 1272       | Rational Numbers                            | Number and Operation| 8-1-1-1-1     | 0.47          |
| 2809       | Classification of Rational Numbers          | Number and Operation| 8-1-1-1-1     | 0.82          |
| 398        | Law of exponents (1) - Addition of exponents| Variable and Expression | 8-1-1-2-1 | 0.55          |
| 1089       | Mixed calculation of Polynomials            | Variable and Expression | 8-1-1-3-2 | 0.32          |
| 2575       | Solution of first order inequality          | Variable and Expression | 8-1-2-1-3 | 0.67          |
| 686        | Application of linear equation system (distance, speed, time) | Variable and Expression | 8-1-2-4-1 | 0.57          |
| 143        | Relationship between a linear function and a linear equation with two variables | Functions           | 8-1-3-2-1     | 0.65          |
| 2497       | Relationship between a linear equation graph and a linear equation system | Functions           | 8-1-3-2-2     | 0.41          |
| 1329       | Property of the bisector of the internal angle in triangle. | Geometry            | 8-2-3-2-1     | 0.46          |
| 1552       | Pythagorean Theorem                         | Geometry            | 8-2-4-1-1     | 0.56          |

Table 7. 8-grader’s diagnosis exam generated using genetic algorithm from AIHUBmath Question Pool. Each digit in curriculum id stands for grade, semester, chapter, section, subsection respectively.