Neural Substrates for Semantic Memory of Familiar Songs: Is There an Interface between Lyrics and Melodies?
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Abstract

Findings on song perception and song production have increasingly suggested that common but partially distinct neural networks exist for processing lyrics and melody. However, the neural substrates of song recognition remain to be investigated. The purpose of this study was to examine the neural substrates involved in the accessing “song lexicon” as corresponding to a representational system that might provide links between the musical and phonological lexicons using positron emission tomography (PET). We exposed participants to auditory stimuli consisting of familiar and unfamiliar songs presented in three ways: sung lyrics (song), sung lyrics on a single pitch (lyrics), and the sung syllable ‘la’ on original pitches (melody). The auditory stimuli were designed to have equivalent familiarity to participants, and they were recorded at exactly the same tempo. Eleven right-handed nonmusicians participated in four conditions: three familiarity decision tasks and a sound type decision task (control) that was designed to engage perceptual and prelexical processing but not lexical processing. The contrasts (familiarity decision tasks versus control) showed no common areas of activation between lyrics and melody. This result indicates that essentially separate neural networks exist in semantic memory for the verbal and melodic processing of familiar songs. Verbal lexical processing recruited the left fusiform gyrus and the left inferior occipital gyrus, whereas melodic lexical processing engaged the right middle temporal sulcus and the bilateral temporoparietal cortices. Moreover, we found that song specifically activated the left posterior inferior temporal cortex, which may serve as an interface between verbal and musical representations in order to facilitate song recognition.
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Introduction

Singing is one of the oldest cultural activities of human beings, one that combines a verbal component (lyrics) with a musical component (melody). Studies on the neural basis of song have thus focused on how these two components are processed in our brains. Evidence from behavioral studies [1] and from electrophysiological studies [2] has suggested that lyrics and melody are processed separately during detecting verbal and melodic errors in song. Lesion studies have also indicated dissociation between these components, as demonstrated by better performance on production of melody than on production of lyrics in nonfluent aphasics [3,4] and by preservation of the recognizability of lyrics but not of melody in a music-agnosic patient [5]. In contrast, several behavioral and neurophysiological studies have reported that neural pathways involved in each domain interact at some stage of processing [6–10]. Over the last decade, evidence regarding song perception (listening or discrimination tasks) and song production (singing) has been accumulated using PET, fMRI and other modalities. The evidence supports the existence of an interactive relationship between the processing of lyrics and melody based on the common but partially distinct neural substrates of verbal and melodic processing. This interactivity has been observed in both song perception [11–14] and song production [11,15–17].

For instance, Schon et al. [14] have investigated the neural networks involved in the song perception by fMRI. Participants listened to pairs of spoken words, vocalise (sung melody on the syllable ‘vi’), and sung words while performing a same-different task. They have shown a similar network including superior and middle temporal cortex and inferior frontal cortex for perception of speech, vocalise and song. Brown et al. [15] have examined neural correlation of sentence and melody generation using PET. In that study, participants listened to incomplete novel sentences or melodies that they were asked to complete by generating appropriate endings. They suggested that there were three stages of interaction between speech and music in the brain: sharing (primary auditory cortex and primary motor cortex), parallelism (superior temporal cortex and inferior frontal cortex for phonological generativity), or distinction (extrasyllabian temporal lobe for semantic/syntax interface). It remains unclear, however, the neural mechanism implicated in the stage of recognition of
familiar songs. In addition to considering previous findings, an examination of the neural relationships between verbal and melodic processes in song recognition requires rigorous consideration of each theoretical process stage mentioned below.

Based on lesion studies of musically impaired patients with selective brain damage, Peretz and Coltheart [10] proposed a modular functional model of music processing. This model postulates separate but interactive modules for the musical lexicon and the phonological lexicon. They defined the musical lexicon as a representational system that contains all representations of the specific musical phases to which one has been exposed during one’s lifetime [19–20]. We use this model as a basis for understanding the processing of song that contains both musical and phonological information, which are usually tightly bound. In the present study, we use the term “song lexicon” as a conceptual representational system in which the musical lexicon and the phonological lexicon integrate and interact. Recognition of a sung familiar song consists of a set of computations that transform the acoustic waveform of the song into a representation that accesses the song lexicon [21–23]. In other words, recognition of a familiar song appears to include basic acoustic analysis, perceptual and phonological processing, access to the song lexicon (lexical access), selection of potential candidate matches in semantic memory, and integration [18,19,21,24–26]. In this paper, we focus on the recognition of familiar songs, especially the processing stage of lexical lookup of songs, which takes place after the perceptual and phonological stages.

For verbal materials, numerous neuroimaging studies have reported that tasks involving semantic memory processes mainly activate the left hemisphere, focusing on areas such as the inferior frontal gyrus, the middle and inferior temporal gyri, the fusiform gyrus, the parahippocampal gyrus, the posterior cingulate gyrus, and the angular gyrus (for review, see [25]). Hickok and Poeppel have proposed a dual-stream model of speech processing, which nominates a dorsal stream that maps sound to articulation and a ventral stream that maps sound to meaning [21]. Recognition of familiar songs, including verbal components thereof, is predicted to recruit the ventral stream, which projects ventrolaterally toward the inferior posterior temporal cortex and serves as an interface between sound-based representations and lexical conceptual representations of speech. On the other hand, few studies on semantic memory of musical materials have been reported. Some studies have reported that regions activated during familiarity decision tasks involving melodies were located in the bilateral medial and orbital frontal regions, the left angular gyrus, the left anterior part of the temporal lobe [27], the bilateral anterior part of the temporal lobe, and the parahippocampal gyrus [28], and left temporal sulcus and left middle frontal gyrus [29]. For recognition of familiar tunes, Peretz et al. [22] have suggested that the right superior temporal sulcus contained musical lexical networks by comparing passive listening to familiar music relative to unfamiliar music. Investigating the semantic congruence of verbal materials (proverbs) and musical materials (classical melodies), Groussard et al. [30] reported that the two types of materials engage distinct neural networks compared with perceptual reference tasks. Furthermore, Groussard et al. [31] extended their study by introducing a familiarity judgment task for the two types of materials. They confirmed the distinction between the two types of materials in semantic memory based on results indicating that familiarity judgment of proverbs activated the left middle and inferior temporal gyri, whereas that of melodies mainly activated the bilateral superior temporal gyrus. However, it remains unclear how the verbal and melodic components of familiar songs are processed in the semantic memory system. To address this issue, we investigate the neural substrates of song recognition via direct comparisons between three types of sound stimuli: lyrics, melody, and song.

In order to compare these three sound types directly, it is necessary to control for attributes such as familiarity and emotional factors [24,32,33]. To this end, we investigated ratings of familiarity, age of acquisition, retrievability of lyrics and melody, and emotional factors associated with 100 Japanese children’s songs in a preparatory study [34]. On the basis of these results, songs for use as auditory stimuli were chosen for the present study and synthesized in order to be as similar as possible in terms of familiarity, acoustical features (such as intensity, voice timbre, prosody, and duration), and temporal structures.

In addition to manipulating the auditory stimuli, we paid special attention to the design of the target task and the control task. First, in order to examine the neural substrates dedicated to lexical lookup of songs while minimizing the retrieval of associative memories, emotion, etc., we employed a familiarity decision task (decision between known and unknown) demanding that participants respond as quickly as possible. Second, in order to elucidate the neural networks involved in song lexical lookup beyond perceptual processing, a control task was designed that engages perceptual processing, monitoring of variations in phoneme and the pitch of auditory inputs, decisional processing, and motor processing, but not lexical access processing [18,20,21]. Based on previous neuroimaging research [15,30,31], we expected to see distinct neural pathways involved in lyrics and melody processing in the stage of the lexical lookup of songs. Our previous behavioral study demonstrated that the recognition of song is the fastest when song was presented in its entirety compared to when lyrics or melody was presented in isolation, even though the familiarity and other attributes of the stimuli were controlled [34]. Based on this finding, we hypothesized that an interface area may link verbal and melodic representation to facilitate song recognition.

Methods

Participants

Eleven native speakers of Japanese (11 men, mean age 20.8 years, range 20–23 years) participated in this study. All participants were right-handed, as confirmed by a modified version of the Edinburgh Handedness Inventory [35], and were free of any neurological or hearing impairments. The participants fulfilled the following two criteria: they had no professional musical education or training (mean 3.1 years of music lessons other than music education classes at primary and secondary school), and they were “common listeners” (i.e., not “music lovers,” who tend to listen to one specific type of music only; their time spent listening to music per day was 1.1 (SD = 0.74) hours.

Ethics statement

This study is approved by the ethical committee of the Tokyo Metropolitan Institute of Gerontology. All participants gave written informed consent to participate in this study.

Auditory stimuli

Twenty-four highly familiar songs and twenty-four unfamiliar songs were selected to serve as stimuli based on the results of our preparatory study of familiarity ratings of Japanese children’s and traditional songs [34]. The mean familiarity rating on our five-point scale (1 = unfamiliar, 5 = highly familiar) was 4.69 for the familiar songs and 1.19 for the unfamiliar songs. The beginnings of the familiar songs were rated as equally familiar even when the lyrics or the melody was presented in isolation. Additionally, 30
songs with intermediate familiarity were used during a training session. A total of 234 sound stimuli were prepared.

In the first type of sound stimuli (song), original lyrics were sung to the original melody. In the second type of sound stimuli (lyrics), the original lyrics were sung using the original rhythm, but on a single pitch (G3, 196 Hz). In the third type of sound stimuli (melody), the syllable “la” was sung to the original melody and using the original rhythm. All stimuli were generated by the VOCALOID voice-synthesizing software (YAMAHA, Inc., Tokyo, Japan) in order to make the three types of sound stimuli as similar as possible in terms of acoustical features, such as intensity, voice timbre, prosody, and duration. As a result, the three types of sound stimuli had exactly the same temporal features, such as tempo, rhythm, and duration of notes (Figure 1). None of the stimuli contained instrumental or choral accompaniment. The auditory stimuli were digital music files with 16-bit depth, 44,100-Hz sampling rate, and mean loudness of 75.1 dB SPL. The warning stimulus was a pure tone (sine wave, 500-Hz frequency, 500-ms duration). All sound stimuli were presented using E-Prime (Psychology Software Tools, Inc., Pittsburgh, USA).

We checked the clearness of and participants’ feelings of discomfort with the synthetic voices compared to natural human voices in the pre-experimental study, which tested 12 participants (12 men, mean age = 21, SD = 2). The results showed that the clearness of and participants’ feelings of discomfort with the synthetic voices were not significantly different from values obtained using human voice sounds (t = 1.02, p > 0.13, paired t-test).

Procedure

Prior to each PET scanning session, the participant completed a short practice session in which five sound stimuli were presented. During PET scanning, there were two decision tasks: a familiarity decision (FamD) and a sound-type decision (which was a perceptive control task [Control]). There were three sound type conditions in which FamD task were made labeled as Song, Lyrics, and Melody. For each sound type condition, 24 stimuli (12 familiar songs and 12 unfamiliar songs) were presented via in-ear headphones each sound type. The participants were instructed to decide whether a song excerpt was known to have been acquired in his/her life or not as quickly and accurately as possible by pressing one of two buttons: the first button, pressed with the right index finger, signified that the participant was familiar with the song, and the second button, pressed with the right middle finger, signified that the participant was unfamiliar with the song. During each trial, a warning stimulus was presented for 500 ms, followed by a silence interval (500 ms), then the target auditory stimulus (3000 ms), then silence (500 ms), followed by the next trial. The auditory stimulus was stopped immediately after a response button was pressed by the participant in order to prevent additional processing. Reaction time (RT) was measured as the interval between target stimulus onset and participant response. The designation of a song as familiar signifies that the participant had learned it well during his/her life.

The Control (sound-type decision) task was designed to recruit multiple processes, such as listening, monitoring variations in phoneme and pitch, working memory, decisional memory, and motor processing. The participants were asked to decide whether an excerpt that they heard belonged to the complete-song type (song) or to the other types (lyrics-in-isolation type [lyrics] and melody-in-isolation type [melody]) as quickly and accurately as possible by pressing one of two buttons: the first button, pressed by the right index finger, signified the song type, and the second button, pressed with the right middle finger, signified that the excerpt was one of the other types. The three types of sound stimuli were presented in a random order. Identical stimuli were used in both the FamD and the control tasks so as to balance the acoustical and perceptual processes.

The three FamD conditions (Song, Lyrics, and Melody) and the Control condition were presented to participants in a counterbalanced order. Then, each of four conditions was performed twice. RT and button selection data were recorded using a response box placed under the participant’s right hand, which was linked to a computer running the E-Prime software package. In a post-scan test, participants were asked to rate the familiarity of the 78 songs presented as song, lyrics, and melody stimuli types, including the stimuli used during the PET session, using a 5-point scale.

Data acquisition

Regional cerebral blood flow (rCBF) was measured via PET scanning using 15O-labeled water. A SET 2400W scanner
(Shimadzu Inc., Kyoto, Japan), operated in three-dimensional mode, acquiring a 120 × 120 × 50 in matrix with a 2 × 2 × 3.125-mm voxel size. Each participant was scanned eight times to measure the distribution of $^{15}$O-labeled water with a 10-min inter-scan interval to allow for decay. Each scan was started upon the appearance of radioactivity in the brain after an intravenous bolus injection of 180 MBq of $^{15}$O-labeled water. Each scan lasted 90 s.

The activity measured during this period was summed and used as a measure of rCBF. A transmission scan was obtained using a $^{68}$Ga/$^{68}$Ge source for attenuation correction prior to participant scanning. Each experimental condition was started 15 s before data acquisition and continued until the completion of the scan. Participants were scanned while lying supine with their eyes closed in a darkened, quiet room. T1-weighted structural MRI scans were also obtained for each participant on a 1.5-T GE Signa system (SPGR: TR = 21 ms, TE = 6 ms, matrix = 256 × 256 × 125 voxels) for anatomical reference and in order to screen for any asymptomatic brain disorders.

**Behavioral data analysis**

For each of the three types of auditory sound stimuli, the degree of familiarity measured in the post-scan task was calculated. Mean familiarities were analyzed by means of paired t-tests. For each participant and for each experimental condition, mean RTs were calculated. Accuracy was calculated based on the results of the post-scan familiarity rating task. We performed a repeated-measures ANOVA on RTs and accuracy. Behavioral data was analyzed by SPSS 17.0 (SPSS Inc., Chicago, USA). Post hoc, Bonferroni-corrected, paired t-tests were used to test for differences between conditions.

**Imaging analysis**

PET images were analyzed using the Statistical Parametric Mapping software package (SPM8, Wellcome Department of Cognitive Neurology, London, UK), implemented in MATLAB 7.5.0 (Mathworks Inc., Massachusetts, USA). During preprocessing, PET data were realigned, spatially transformed into standard Montreal Neurological Institute stereotactic space (MNI, voxel size 2 × 2 × 2 mm), and smoothed with a 12-mm Gaussian filter. Each scan was scaled to a mean global activity of 50 ml/100 g/min. We used a threshold of 80% of the whole brain mean as the cutoff point for designation of voxels as containing gray matter, and covariates were centered around their means before inclusion in the design matrices. An analysis of covariance (ANCOVA), with global activity as a confounding covariate, was performed on a voxel-by-voxel basis. The results, expressed in SPM as t-statistics (SPM $t$), were then transformed onto a standard normal distribution (SPM $z$). All statistical thresholds were set at $p<0.005$, uncorrected at the voxel level, with an extent threshold requiring a cluster size of more than 20 voxels.

First, using t-tests, we created SPM contrasts subtracting the Control condition from each of the three FamD conditions: Song–C, Lyrics–C and Melody–C. Then, we performed conjunction analyses to classify the activations in each FamD condition in terms of whether they were also activated in either of the other two conditions (Figure 2). For instance, areas of activation in the contrasts (Song–C, Lyrics–C and Melody–C) may be classified into seven categories: (1) commonly activated in all three FamD conditions (Song–C ∩ Lyrics–C ∩ Melody–C, Figure 2, a), (2) commonly activated by Song and Lyrics (Song–C ∩ Lyrics–C, Figure 2, b), (3) commonly activated by Song and Melody (Song–C ∩ Melody–C, Figure 2, c), (4) commonly activated by Lyrics and Melody (Lyrics–C ∩ Melody–C, Figure 2, d), (5) specifically activated by Song (Song–Lyrics ∩ Song–Melody ∩ Song–C, Figure 2, e), (6) specifically activated by Lyrics (Lyrics–Song ∩ Lyrics–Melody ∩ Lyrics–C, Figure 2, f), and (7) specifically activated by Melody (Melody–Song ∩ Melody–Lyrics ∩ Melody–C, Figure 2, g).

**Results**

**Behavioral data**

Participants’ degrees of familiarity with the sound stimuli in the song, lyrics and melody categories did not significantly differ (paired t-tests: $t$ = 0.83, $p$ > 0.14 for song vs. lyrics; $t$ = 1.51, $p$ > 0.14 for song vs. melody; $t$ = 1.20, $p$ > 0.24 for lyrics vs. melody). The mean performance accuracies were 99.6% (SD = 0.59) for Song, 99.6% (SD = 0.70) for Lyrics, and 96.0% (SD = 2.18) for Melody in the FamD task and 97.2% (SD = 1.57) in the Control task. No significant differences in accuracy were observed between Song and Lyrics ($p$ > 0.40) or between Melody and Control ($p$ > 0.90), although accuracy was slightly lower for Melody than for Song and Lyrics. We excluded 1.4% of all data in each condition because RTs were more than 2 SD above the mean. A repeated-measures ANOVA showed a significant main effect of auditory stimulus type on RT ($F$ (2,42) = 60.58, $p$ < 0.0001) (Figure 3). The mean RTs for Song were the fastest of the three types of sound stimuli in the FamD task ($p$ < 0.001, Bonferroni corrected) and the mean RTs for Melody were the slowest of the three types of sound stimuli. The mean RTs for Lyrics were significantly slower than those for Song but significantly faster than those for Melody. The mean RTs for Control were not different from those for Song ($p$ = 0.58). We observed no significant task order effect (first vs. second) in any of the tasks ($F$ (1,20) = 0.011, $p$ = 0.92).

**PET activation data**

In contrast to the Control, Song and Lyrics showed mainly bilateral activation patterns, whereas Melody showed right-dominant activation patterns (Figure 4 and Table 1). As expected,
activations in primary and secondary auditory areas (Brodmann’s areas [BA] 41, 22, and 21) were not detected due to being masked by activation in Control.

Some regions activated by Song were also activated by Lyrics or Melody (Figure 4, Table 1). According to the results of conjunction analysis, areas of activation common to the Song–C and Lyrics–C contrasts were located in the medial part of the superior frontal gyrus and the cingulate gyrus (BA 32), centered at MNI coordinates [−4, 38, −12], in the anterior part of the fusiform gyrus (BA 37) [−34, −40, −24], and in the inferior occipital cortex [−22, −100, −12], all in the left hemisphere. Areas of activation common to the Song–C and Melody–C contrasts were detected in the right temporo-occipital cortex (BA 39) [36, −74, 20], in the left temporo-occipital cortex (BA 19) [−30, −92, 22], and in the right middle temporal sulcus (BA 20) [50, −14, −28]. No activations common to the Lyrics–C and Melody–C contrasts were detected by conjunction analysis. Accordingly, no areas of activation were common across all three FamD conditions compared to the Control condition.

We observed a region activated specifically in Song, but not to Lyrics or Melody, located in the posterior portion of the left inferior temporal cortex (PITC) (Figure 5). Lyrics specifically activated areas in the ventral portion of the right inferior frontal gyrus, the right anterior insula, the left angular gyrus, and the cerebellum, whereas Melody specifically produced right-dominant frontal-parietal activations (Table 2).

**Discussion**

The main purpose of this PET study was to elucidate the neural networks responsible for the semantic memory of familiar songs. We directly compared neural activation in three familiarity decision conditions: Song, Lyrics, and Melody relative to a control condition (Control, C) so as to reveal the neural mechanisms of verbal and melodic processing involved in lexical lookup of songs.

**Behavioral results**

The behavioral results showed that mean RTs in Song were significantly faster than those in Lyrics and Melody, though the three types of sound stimuli were equivalently familiar to participants and had identical temporal structures (rhythm and tempo). This result is consistent with our previous behavioral study [34], which indicates that a familiar melody can facilitate the recall of lyrics [32] and that a strong connection between lyrics and melody facilitates song recognition [34,36]. In addition, mean RTs in Melody were significantly slower than those in Song and Lyrics. This result is consistent with the findings of a number of previous psychological studies that indicated a large advantage for words over melodies during recognition tests involving songs and melody, priming experiments, familiarity decision tasks, and gating paradigms [34,36–39].

**Subtraction analyses: each of the three familiarity decision conditions compared to the Control condition (FamD–C)**

As expected, no contrasts between FamD and the Control showed activations in auditory regions, including Heschl’s gyrus and the superior temporal gyrus. Previous studies suggested that the roles of the superior temporal gyrus in language are related primarily to speech perception and phonological processing rather than to lexical processing [25,40–42]. Therefore, the contrasts (FamD–C) may allow us to investigate which areas are preferentially involved in lexical lookup of songs beyond auditory perceptual processing [18,22,43].

Direct comparisons among the contrasts (Song–C, Lyrics–C, and Melody–C) showed no areas of activation common to the three types of sound stimuli because the areas of activation
Table 1. Brain regions activated by the three familiarity decision conditions more strongly than by the control condition.

| Contrast and anatomical location                          | x   | y   | z   | Z score |
|-----------------------------------------------------------|-----|-----|-----|---------|
| **Song-Control**                                          |     |     |     |         |
| L Posterior inferior temporal cortex (BA 37)              | −46 | −56 | −18 | 4.26    |
| L Fusiform gyrus (BA 37)                                  | −34 | −40 | −24 | 3.03    |
| L Medial frontal gyrus/CG (BA 32)                        | −2  |  40 | −12 | 3.65    |
| L Inferior frontal gyrus (BA 47)                         | −38 |  32 | −36 | 3.30    |
| L Precuneus (BA 30)                                      | −16 | −56 |  20 | 3.28    |
| L Cuneus (BA 7/19)                                       | −12 | −84 |  24 | 3.10    |
| L Temporo-occipital cortex (BA 19)                        | −28 | −90 |  22 | 3.01    |
| R Temporo-occipital cortex (BA 39)                        | −36 | −76 |  20 | 3.10    |
| L Inferior temporal sulcus (BA 20)                       | −50 | −14 |−28  | 3.01    |
| L Inferior occipital gyrus (BA 18)                        | −22 | −102|−12  | 3.00    |
| **Lyrics-Control**                                       |     |     |     |         |
| L Medial frontal gyrus/CG (BA 32/10)                     | −6  |  38 |−12  | 4.01    |
| L Globus pallidus                                        | −12 | −6  |− 8  | 4.20    |
| R Middle frontal gyrus (BA 8)                            |  34 |  14 |  62 | 4.10    |
| R Anterior insula (BA 13)                                |  32 |  16 |  14 | 3.35    |
| R Inferior frontal gyrus (BA 47)                         |  50 |  38 |−12  | 3.06    |
| L Anterior part of hippocampus                            | −28 | −12 |−16  | 3.07    |
| R Angular gyrus (BA 39)                                  | −40 |−28  |  28 | 3.20    |
| L Fusiform gyrus (BA 37)                                 | −36 | −40 |−24  | 3.63    |
| L Inferior occipital gyrus (BA 18)                        | −24 | −96 |−12  | 3.84    |
| R Inferior occipital gyrus (BA 18)                        | −32 | −86 |−18  | 3.21    |
| L Cerebellum crus I                                      | −26 | −76 |−40  | 3.28    |
| **Melody-Control**                                       |     |     |     |         |
| R Supplementary motor area (BA 6)                        |  14 |  2  |  66 | 5.30    |
| L Supplementary motor area (BA 6)                        | −6  |−26  |  60 | 3.07    |
| R Premotor cortex (BA 6)                                 |  62 |  10 |  36 | 3.29    |
| R Middle frontal gyrus (BA 9)                            |  26 |  38 |  34 | 4.41    |
| L Middle frontal sulcus (BA 6)                           | −26 | −8  |  46 | 3.80    |
| R Inferior precentral gyrus (BA 4)                       |  68 |−22  |  34 | 3.83    |
| R Postcentral gyrus (BA 3)                               |  40 |−16  |  36 | 3.71    |
| R Middle temporal sulcus (BA 20)                         | −44 |−16  |−18  | 4.39    |
| L Temporo-occipital cortex (BA 19)                        | −32 | −90 |  18 | 4.06    |
| R Temporo-occipital cortex (BA 39)                        |  36 | −72 |  18 | 3.14    |
| L Precuneus (BA 7)                                       | −8  |−66  |  54 | 3.16    |
| R Precuneus (BA 7)                                       |  12 |−58  |  62 | 3.31    |

Notes: Coordinates x, y, z are in Montreal Neurological Institute stereotactic space. BA, Brodmann’s area.
doi:10.1371/journal.pone.0046354.t001

Visualized under the contrast (Lyrics–C) showed no overlap with those visualized under the contrast (Melody–C) (Figure 4, Table 1). On the other hand, some activated regions found by the contrast (Song–C) were common to those found by the contrast (Lyrics–C) and by the contrast (Melody–C). Those common regions may represent verbal lexical processing and melodic lexical processing in song recognition, respectively. These results suggest essentially separate neural networks between verbal and melodic access to the song lexicon. This finding is consistent with previous neuroimaging studies, which demonstrated that the neural substrates of classical melodies and proverbs in semantic memory tasks are distinct [30,31]. On the other hand, Schön et al. [14] have shown similar networks involved in lyrics and melody processes in the stage of song perception. In the present study we examined neural activations in the stage of lexical lookup of songs beyond the perceptual processing which was masked by the Control. Therefore, it is suggested that the interrelationships between lyrics and melody differs depending on the stage of song processing.

**Verbal lexical processing in song recognition (common areas of activation between Song–C and Lyrics–C)**

Common areas of activation detected by conjunction analysis (Song–C ∩ Lyrics–C) were located in the left fusiform gyrus, the left inferior occipital gyrus, and the medial part of the superior frontal gyrus and cingulate gyrus. The left fusiform gyrus has been implicated not only in visual word processing but also in auditory word processing [44–48]. A review of activation of the fusiform gyrus suggested that words presented in the auditory modality

| Contrast and anatomical location                          | x   | y   | z   | Z score |
|-----------------------------------------------------------|-----|-----|-----|---------|
| **Lyrics-Song**                                           |     |     |     |         |
| L Ventral inferior frontal gyrus (BA 47)                  |  50 |  38 |−12  | 3.26    |
| R Anterior insula (BA 13)                                 |  32 |  18 |  16 | 3.35    |
| L Angular gyrus (BA 39)                                  | −40 |−68  |  28 | 3.20    |
| L Cerebellum Crus I                                      | −26 |−76  |−40  | 3.14    |
| **Melody-Song**                                           |     |     |     |         |
| R Middle frontal gyrus (BA 9)                            |  28 |  38 |  28 | 3.95    |
| R Premotor cortex (BA 6)                                 |  56 |  8  |  34 | 3.09    |
| R Postcentral gyrus (BA 3 1 2)                           |  52 |−16  |  54 | 3.19    |
| R Parietal operculum (BA 40)                             |  64 |−18  |  18 | 3.43    |
| R Middle temporal gyrus (BA 21)                          |  44 |−18  |−14  | 3.31    |

doi:10.1371/journal.pone.0046354.t002
yield activation anterior (average $y = -43$) to the area referred to as the visual word form area (VWFA) (average $y = -60$) [49,50]. Activation in the anterior part of the left fusiform gyrus has been observed more strongly during listening to words than to pseudowords [44], and this area is also preferentially activated during listening to the voices of familiar people relative to those of unfamiliar people in speaker recognition tasks [45]. Lesion or hypoperfusion in the left fusiform cortex extending into the posterior middle and inferior temporal cortices (BA 37) has been previously associated with semantic errors in naming (anomia) without a deficit in spoken word comprehension [51–53]. Therefore, the results of the present study suggest that the left fusiform gyrus may be important for the lexical lookup of lyrics. The left medial part of the superior frontal gyrus and the anterior cingulate gyrus have been found to be involved in decision processing using semantic memory [27,29,54,55].

Melodic lexical processing in song recognition (common activations between Song–C and Melody–C)

Common areas of activation detected by the conjunction analysis (Song–C ∩ Melody–C) were located in the bilateral temporo-occipital cortices and the right middle temporal sulcus. Several previous studies have reported the recruitment of these temporo-occipital cortices during non-visual auditory tasks. For instance, activation in the bilateral temporo-occipital cortices was observed during listening to the soprano part of a harmony relative to that observed during listening to the harmony as a whole [56]. Activation in the left temporo-occipital cortex (BA 19) was observed during familiarity decision processes using classical melodies [19]. Activation in the right temporo-occipital cortex has been found during decisions about whether pitches are ascending or descending [57], during imagery of sequence of five notes in random order just heard before [58], and during listening or covert singing [11]. We also observed involvement of the precuneus in both the Song–C and Melody–C contrasts, although the location of the peak of activation was slightly different between Song and Melody (Table 1). The precuneus is well known for its contribution to imagery-related processes (for a review, see [39]). Our results indicate that the bilateral temporo-occipital gyri, together with the precuneus, may be implicated in the comparison of melodic contours between experimental auditory stimuli and melodies stored in memory. The right middle temporal gyrus and sulcus have been implicated as being selectively involved in the processing of semantic musical memories as opposed to episodic musical memories [27], and these areas are also more involved in the process of making familiarity decisions about melodies than in the detection of melodic alteration [28]. Therefore, the right middle temporal sulcus may be responsible for the melodic processing of lexical lookup in song recognition.

Specific activation when all properties of song are intact (Song–Lyrics ∩ Song–Melody ∩ Song–C)

One of our main findings is that the left PITC (BA 37) selectively responded to Song, but not to Lyrics, Melody, or Control (Figure 5). The location of the activation peak in this area was [$-48$, $-36$, $-16$], a location slightly lateral and posterior to the fusiform gyrus [$-34$, $-40$, $-24$], which is commonly activated in Song–C and Lyrics–C. Although the left PITC (BA 37) has often been considered to be part of the visual association cortex [25,54,60,61], several functional imaging studies have observed that this region is activated by auditory verbal stimuli in a variety of lexical tasks [31,46,48,62–65]. It is suggested that the left PITC [$-42$, $-54$, $-16$] acts as an interface between visual form information and its associated sound and meaning [61]. In the dual-stream model of speech processing [21,66], regions including the PITC has been nominated as part of the ventral stream; it appears to be involved in mapping auditory phonological representations onto lexical conceptual representations. Moreover, recent studies have reported that the left posterior inferior temporal region (BA 37) plays a central role in the multisensory representation of object-related information across the visual, auditory, and/or tactile modalities [67–69]. Therefore, we suggest that in the present study, the left PITC (BA 37) plays an important role in lexical lookup of songs as an interface region between lyrics and melody. The specific activation by Song in this area could help to explain why the mean RTs in Song were faster than those in Lyrics and Melody.

One component (Lyrics or Melody) evoked more activation than Song or Control

We found the neural distinction between Lyrics–C and Melody–C (Figure 4). The conjunction analysis (Lyrics–Song ∩ Lyrics–Melody ∩ Lyrics–C) identified activations in the right ventral inferior frontal gyrus (BA 47) and the right anterior insula (Table 2) as being specific to Lyrics. These right-hemispheric structures have been reported to be responsible for the retrieval and imagery of melody [58,70,71], for singing [17,72], and for the discrimination of pitch [73,74]. Therefore, our results indicate that the right inferior frontal gyrus and the right anterior insula may be responsible for the retrieval of an appropriate melodic contour to compensate for flattened pitch. In addition, we observed that Lyrics elicited specific activation in the left angular gyrus. The left angular gyrus has been reported to be involved in speech comprehension tasks [75–78]. Thus, it is suggested that the stimuli in Lyrics may make greater demands on verbal comprehension in song recognition tasks relative to the stimuli in Song, in which melodic components were intact.

The conjunction analysis (Melody–Song ∩ Melody–Lyrics ∩ Melody–C) showed that activations specific to Melody were widely distributed in the right fronto-parietal regions, including the premotor and somatosensory areas (Table 2). These regions have been reported to be involved in the retrieval, imagery, working memory storage, and rehearsal of melodies and in the imagery of singing [58,70,79]. Taken together, our results suggest that Melody demands motor strategies such as auditory-to-articulatory mapping so as to maintain the information gleaned by excerpts, retrieve the next part of the song from memory, and identify melodic lines for song recognition [14,80].

One limitation of our study is that we were not able to fully control the effect of automatically accessing the song lexicon. We merely used identical stimuli in the FamD and the Control in order to balance the perceptual processing across conditions. Thus, we cannot rule out the possibility that the Control automatically evokes the execution of lexical lookup processes. This might be the reason why we did not detect activation in the superior temporal sulcus, which has been implicated in automatic access to the musical lexicon [22]. Further studies are needed in order to elucidate the neural mechanisms of musical semantic memory, focusing on the automatic lexical lookup of songs.

Conclusions

The present study investigated the neural substrates responsible for the verbal and melodic processes involved in the semantic memory of familiar songs. Our results demonstrate essentially separate neural networks controlling verbal processing and melodic processing during lexical lookup of songs. The verbal
representation recruited the left fusiform gyrus and the left inferior occipital gyrus, whereas the melodic representation engaged the right middle temporal sulcus and the bilateral temporo-occipital cortices. Moreover, we found that the left PITC (BA 37) was specifically activated by feature-complete songs, but not for lyrics or melody. The left PITC appears to play a crucial role in song lexical lookup of songs as an interface area between lyrics and melody to facilitate the recognition of familiar songs.

Acknowledgments
We would like to thank Takao Fukushima, PhD for helpful advice on auditory stimuli and Muneyuki Sakata, PhD for technical support.

Author Contributions
Conceived and designed the experiments: YS KI NS HM. Performed the experiments: YS KI KO. Analyzed the data: YS KI KO. Contributed reagents/materials/analysis tools: YS KI KK. Wrote the paper: YS KI NS.

References
1. Bonnel AM, Faita F, Perez I, Besson M (2001) Divided attention between lyrics and tunes of operatic songs: evidence for independent processing. Perception Psychophysics 63: 1201–1213.
2. Besson M, Faita F, Perez I, Bonnel A-M, Requin J (1998) Singing in the brain: the neocortex and other brain areas. Psychological Science 9: 494–498.
3. Hebert S, Racette A, Gaspion L, Perez I (2003) Revisiting the distinction between singing and speaking in expressive aphasia. Brain 126: 1838–1850.
4. Racette A, Bard C, Perez I (2006) Making non-fluent aphasia speak: sing along! Brain 129: 2571–2584.
5. Hebert S, Peretz I (2001) Are text and tune of familiar songs separable by brain damage? Brain Cognition 46: 169–175.
6. Bigand E, Tillmann B, Poulin B, D’Adamo DA, Madurell F (2001) The effect of harmonic context on phoneme monitoring in vocal music. Cognition 81: B1–B7.
7. Gordon RL, Schon D, Magne C, Astesano C, Besson M (2010) Words and melody are intertwined in perception of sung words: EEG and behavioral evidence. PLoS One 5: e9089.
8. Schoenkopf K (2005) Neural substrates of processing syntax and semantics in music. Current Opinion in Neurobiology 15: 207–212.
9. Poulin-Charronnat B, Bigand E, Madurell F, Peereman R (2005) Musical structure modulates semantic priming in vocal music. Cognition 94: B67–78.
10. Steinbeiss N, Koelsch S (2008) Shared neural resources between music and language indicate semantic processing of musical tension-resolution patterns. Cerebral Cortex 18: 1169–1176.
11. Callan DE, Tsytzuev V, Hanakawa T, Callan AM, Katsumara M, et al. (2006) Song and speech: brain regions involved with perception and covert production. NeuroImage 31: 1327–1342.
12. Levin DJ, Tiwodola AK (2009) Current advances in the cognitive neuroscience of music. Annals of New York Academy of Science 1156: 211–231.
13. Sammler D, Baird A, Valabregue R, Clement S, Dupont S, et al. (2010) Music processing in the cortical networks for speech perception: A PET study. Brain 124: 83–95.
14. Schoen D, Gordon R, Campagne A, Magne C, Astesano C, et al. (2010) Similar cerebral networks in language, music and song perception. NeuroImage 51: 450–461.
15. Brown S, Martinez MJ, Parsons LM (2006) Music and language side by side in the brain: a PET study of the generation of melodies and sentences. European Journal of Neuroscience 23: 2791–2803.
16. Ozdenir E, Norton A, Schlaug G (2006) Shared neural resources in episodic and semantic memory for familiar songs: evidence from priming and recognition. Brain Cognition 51: 357–368.
17. Schon D, Gordon R, Campagne A, Magne C, Astesano C, et al. (2010) Similar cerebral networks in language, music and song perception. NeuroImage 51: 441–450.
18. Racette A, Desgranges B, Landeau B, Ablas A, et al. (2010) Musical and verbal semantic memory: two distinct neural networks? NeuroImage 49: 2764–2773.
19. Platel H, Price C, Baron JC, Wise R, Lambert J, et al. (1997) The structural organization of musical semantic memory. Perception & Psychophysics 66: 689–694.
20. Platel H, Price CJ (2000) The anatomy of language: contributions from functional neuroimaging studies. Cerebral Cortex 10: 512–528.
21. Raymer AM, Foundas AL, Maher LM, Greenwald ML, Morris M, et al. (1997) Cognitive neuropsychological analysis and neuroanatomical correlates in a case of acute anomaia. Brain and Language 58: 137–156.
22. Satoh M, Takada K, Nagata K, Shimosogawa E, Kuzuhara S (2006) Positron-emission tomography of brain regions activated by recognition of familiar music. American Journal of Neuroradiology 27: 1101–1106.
23. Plailly J, Tillmann B, Royet JP (2007) The feeling of familiarity of music and odors: the same neural signature? Cerebral Cortex 17: 2650–2658.
54. Cabeza R, Nyberg L (2000) Imaging cognition II: An empirical review of 275 PET and fMRI studies. Journal of Cognitive Neuroscience 12: 1–47.
55. Gobbini MI, Hashy JV (2007) Neural systems for recognition of familiar faces. Neuropsychologia 45:, 32–41.
56. Sato H, Takeda K, Nagata K, Hatazawa J, Kurahara S (2003) The anterior portion of the bilateral temporal lobes participates in music perception: a positron emission tomography study. American Journal of Neuroradiology 24: 1843–1848.
57. Zatorre RJ, Perry DW, Beckett CA, Westbury CF, Evans AC (1998) Functional anatomy of musical processing in listeners with absolute pitch and relative pitch. Proc Natl Acad Sci U S A 95: 3172–3177.
58. Halpern AR, Zatorre RJ (1999) When that tune runs through your head: a PET investigation of auditory imagery for familiar melodies. Cerebral Cortex 9: 697–704.
59. Cavanna AE, Trimble MR (2006) The precuneus: a review of its functional anatomy and behavioural correlates. Brain 129: 564–583.
60. Nakamura K, Honda M, Okada T, Hanakawa T, Toma K, et al. (2000) Participation of the left posterior inferior temporal cortex in writing and mental recall of kanji orthography: A functional MRI study. Brain 123 (Pt 5): 954–967.
61. Binder JR, Frost JA, Hammeke TA, Cox RW, Rao SM, et al. (1997) Human brain regions identified by functional magnetic resonance imaging. The Journal of Neuroscience 17: 353–362.
62. Lewis JW, Wightman FL, Breffczynski JA, Phinney RE, Binder JR, et al. (2004) Human brain regions involved in recognizing environmental sounds. Cerebral Cortex 14: 1000–1021.
63. Tranæs D, Grabowski TJ, Lyon J, Damasio H (2005) Naming the same entities from visual or from auditory stimulation engages similar regions of left inferotemporal cortices. Journal of Cognitive Neuroscience 17: 1293–1305.
64. Wise RJ, Howard D, Mummery CJ, Fletcher P, Leff A, et al. (2000) Noun imagability and the temporal lobes. Neuropsychologia 38: 983–994.
65. Devlin JT, Jamison HL, Gommerman LM, Matthews PM (2006) The role of the posterior fusiform gyrus in reading. Journal of Cognitive Neuroscience 18: 911–922.
66. Hickok G, Poeppel D (2000) Towards a functional neuroanatomy of speech perception. Trends in Cognitive Sciences 4: 131–138.
67. Bavel C, Price C, Friston K (1998) A multimodal language region in the ventral visual pathway. Nature 394: 274–277.
68. Kasahara T, Klinger C, Holig C, Menz MM, Pito M, et al. (2011) The left fusiform gyrus hosts triisory representations of manipulable objects. NeuroImage 56: 1566–1577.
69. Stevenson RA, James TW (2009) Audiovisual integration in human superior temporal sulcus: Inverse effectiveness and the neural processing of speech and object recognition. NeuroImage 44: 1210–1223.
70. Langheim FJ, Callcott JH, Mattay VS, Duyn JH, Weinberger DR (2002) Cortical systems associated with covert music rehearsal. NeuroImage 16: 901–908.
71. Halpern AR, Zatorre RJ, Bouffard M, Johnson JA (2004) Behavioral and neural correlates of perceived and imagined musical timbre. Neuropsychologia 42: 1291–1292.
72. Jeffries KJ, Fritz JB, Braun AR (2003) Words in melody: an H(2)15O PET study of brain activation during singing and speaking. NeuroReport 14: 749–754.
73. Zatorre RJ, Evans AC, Meyer E, Gjedde A (1992) Lateralization of phonetic and pitch discrimination in speech processing. Science 256: 846–849.
74. Legero-Chauvel C, Perez I, Baha M, Lagoutit V, Chauvel P (1998) Contribution of different cortical areas in the temporal lobes to music processing. Brain 121 (Pt 10): 1853–1867.
75. Price CJ (2010) The anatomy of language: a review of 100 fMRI studies published in 2009. Annals of New York Academy of Science 1191: 62–88.
76. Bozic M, Tyler LK, Ives DT, Randall B, Marslen-Wilson WD (2010) Bihemispheric foundations for human speech comprehension. Proceedings of the Nationalall Academy of Sciences of the United States of America 107: 17439–17444.
77. Ohlsser J, Kota SA (2009) Expectancy constraints in degraded speech modulate the language comprehension network. Cerebral Cortex 20: 633–640.
78. Ohlsser J, Wise RJ, Alex Dresner M, Scott SK (2007) Functional integration across brain regions improves speech perception under adverse listening conditions. The Journal of Neuroscience 27: 2230–2239.
79. Halpern AR (2001) Cerebral substrates of musical imagery. Annals of New York Academy of Science 930: 179–192.
80. Wilson SM, Sagyin AP, Sereno MI, Iacoboni M (2008) Listening to speech activates motor areas involved in speech production. Nature Neuroscience 7: 701–702.