Abstract. A classic result by Bass says that the class of all projective modules is covering, if and only if it is closed under direct limits. Enochs extended the if-part by showing that every class of modules $C$, which is precovering and closed under direct limits, is covering, and asked whether the converse is true. We employ the tools developed in [18] and give a positive answer when $C = A$, or $C$ is the class of all locally $A_{\leq \omega}$-free modules, where $A$ is any class of modules fitting in a cotorsion pair $(A, B)$ such that $B$ is closed under direct limits. This setting includes all cotorsion pairs and classes of locally free modules arising in (infinite-dimensional) tilting theory. We also consider two particular applications: to pure-semisimple rings, and artin algebras of infinite representation type.

1. Introduction

The additive closure $\text{Add}(M)$ of a module $M$ over a ring $R$ is always a precoversing class. Bass’ Theorem P deals with the existence of minimal right $\text{Add}(M)$-approximations when $M = R$. More generally, when $M$ is a direct sum of finitely presented modules, the existence of minimal right $\text{Add}(M)$-approximations is equivalent to $\text{Add}(M)$ being closed under direct limits, and it can be rephrased by a descending chain condition over the endomorphism ring of $M$, see [1, Theorem 4.4]. In this paper, we will prove the same result for modules occurring as additive generators of the kernel of certain cotorsion pairs, including the ones studied in (infinite dimensional) tilting theory.

More precisely, we will consider cotorsion pairs $(A, B)$ with the right-hand class being closed under direct limits. It was proved in [18] that such cotorsion pairs are always complete and of countable type, and that the class $B$ is even definable, that is, it is closed under pure submodules, in addition to direct products and direct limits. We are going to show that the kernel $A \cap B$ is of the form $\text{Add}(M)$ for some module $M$, and that $M$ has the properties discussed above if and only if the class $A$ is closed under direct limits, or equivalently, $(A, B)$ is a perfect cotorsion pair, i.e. it yields $A$-covers and $B$-envelopes (Corollary 5.5).

The key to prove these results is a reduction to the countable case. Indeed, the tools developed in [18] allow us to test for approximation properties on a particular class of countably presented modules, the Bass modules. They further provide a useful connection with the class $L$ of all locally free modules (with respect to...
This class is located between $A$ and its direct limit closure, and it can be described in terms of a Mittag-Leffler condition. It turns out that the cotorsion pair $(A, B)$ is perfect if and only if $L$ is deconstructible, or equivalently, every module has an $L$-precover.

In particular, our results apply to the cotorsion pairs $(A, B)$ where $B = T^{\perp_\infty}$ for some tilting module $T$. In this case, an additive generator of the kernel is provided by $T$ itself. It follows that $(A, B)$ is perfect if and only if every pure submodule of a direct sum of copies of $T$ is a direct summand. In some cases, e.g. when the ring is noetherian and $T$ has projective dimension at most one, this amounts to $T$ being $\sum$-pure-injective and even product-complete.

The paper is organized as follows. After some preliminaries in Section 2, we start investigating cotorsion pairs $(A, B)$ with both classes being closed under direct limits in Section 3. Section 4 is devoted to locally free modules. Section 5 contains our main results discussed above. In Section 6, we derive some consequences related to the Pure-Semisimplicity Conjecture. Section 7 exhibits an explicit example of a Bass module $N$ over a hereditary artin algebra of infinite representation type such that $N$ does not possess a locally Baer precover.

2. Preliminaries

We will freely use the terminology introduced in [18]. Here we collect some further notions needed in the sequel.

**Definition 2.1.** A module $T$ is tilting, provided $T$ has finite projective dimension, $\text{Ext}^i_T(T, T^{(i)}) = 0$ for each $i \geq 1$ and each set $I$, and there exist a $k < \omega$ and an exact sequence $0 \to R \to T_0 \to \cdots \to T_k \to 0$ such that $T_i \in \text{Add}(T)$ for each $i \leq k$. Each tilting module induces the tilting class $B = T^{\perp_\infty} = \bigcap_{i < \omega} \text{Ker} \text{Ext}^i_T(T, -)$. Moreover, $T$ is called $n$-tilting in case $T$ has projective dimension $\leq n$.

With each tilting module $T$, a cotorsion pair and a class of locally free modules are associated, as follows: If $T$ is a tilting module with the induced tilting class $B$, then there is a hereditary cotorsion pair $\mathcal{C} = (A, B) = (\perp B, B)$, called the tilting cotorsion pair induced by $T$. The kernel of $\mathcal{C}$ equals $\text{Ker} \mathcal{C} = \text{Add}(T)$, and $\mathcal{C}$ is of finite type. In particular, the class $A$ is $\aleph_1$-deconstructible, and $B$ is closed under direct limits.

The locally $A^{\leq \omega}$-free modules (in the sense of [18] Definition 2.1) are called the locally $T$-free modules.

**Example 2.2.** (i) If $T$ is the 0-tilting module $R$, then the locally $T$-free modules coincide with the flat Mittag-Leffler modules [15]. Indeed, one of our main goals here will be to extend the results proved in [18] for flat Mittag-Leffler modules to the general setting of locally $T$-free modules for an arbitrary tilting module $T$.

(ii) If $R$ is a hereditary artin algebra of infinite representation type and $T$ is the Lukas tilting module, then the locally $T$-free modules are called the locally Baer modules, [20]. This example will be considered in more detail in Section 7.

Given a class $B$ of modules closed under direct limits and products, we know by [18] Lemma 5.3] that $B$ contains a pure-injective module $C$ such that each $B \in B$ can be purely embedded into a direct product of copies of $C$, see also [17] 5.3.52. We will call any such $C \in B$ an elementary cogenerator for $B$.

The pure-injective hull of a module $M$ will be denoted by $PE(M)$. A pure-injective module is discrete if it is isomorphic to the pure-injective hull of a direct sum of indecomposable pure-injective modules.

Moreover, a module $M$ is called $\Sigma$-pure-split if for all $N \in \text{Add}(M)$, any pure embedding into $N$ splits. Each $\Sigma$-pure-injective module is $\Sigma$-pure-split, but the converse fails in general (see Section 5).
Before we proceed, let us recall several important results from [18]. First of all, if \((A, B)\) is a cotorsion pair with \(B\) being closed under direct limits, then it follows from [18, Lemma 4.2] that every module in \(A\) is strict \(B\)-stationary.

We are going to use the following lemma many times.

**Lemma 2.3.** [18, Lemma 5.4] Let \(C\) be a pure-injective module which cogenerates \(\text{Mod-}R\), and \(M\) be a strict \(C\)-stationary module. Then there exists an \(\aleph_1\)-dense system \(L\) of strict \(C\)-stationary submodules of \(M\) such that \(\text{Hom}_R(M, C) \to \text{Hom}_R(N, C)\) is surjective \((\dagger)\) for every directed union \(N\) of modules from \(L\).

In the lemma below, \(X^c\) stays for the usual character module of \(X \in \text{Mod-}R\), i.e. \(X^c = \text{Hom}_\mathbb{Z}(X, \mathbb{Q}/\mathbb{Z}) \in \text{R-Mod}\).

**Lemma 2.4.** [18, Lemma 4.4] Let \(B\) be a module and \(0 \to N \to A \to M \to 0\) a short exact sequence of modules such that \(M \in \perp (B(I))^{cc}\) for each set \(I\). Then \(N\) is strict \(B\)-stationary if so is \(A\).

Finally, we need a variant of [19, Proposition 2.7]:

**Proposition 2.5.** Let \(G\) be a class of modules and \(M\) a countably presented module such that \(M \in \perp G\). Then the following is equivalent:

1. \(M \in \perp D\) for each module \(D\) isomorphic to a pure submodule of a product of modules from \(G\);
2. \(M \in \perp D\) for each module \(D\) isomorphic to a countable direct sum of modules from \(G\);
3. \(M\) is \(G\)-stationary.

### 3. Closed cotorsion pairs

In this section, we will characterize the tilting cotorsion pairs \(\mathfrak{C} = (A, B)\) such that \(\mathfrak{C}\) is closed, that is, \(\varinjlim A = A\). In fact, in Theorem 3.6 we will go far beyond the tilting setting: we will not require \(\mathfrak{C}\) to be hereditary or \(A\) to have bounded projective dimension. Further characterizations for the closure of \(\mathfrak{C}\) will be given later in Theorem 5.2 and Corollary 5.5.

First, we recall the following important result going back to Hill (in the form presented in [12, Theorem 7.10], for example):

**Lemma 3.1.** Let \(\lambda\) be a regular infinite cardinal. Let \(S\) be a class of \(< \lambda\)-presented modules and \(M\) a module possessing an \(S\)-filtration \((M_\alpha \mid \alpha \leq \sigma)\). Then there is a family \(\mathcal{F}\) of submodules of \(M\) such that:

1. \(M_\alpha \in \mathcal{F}\) for all \(\alpha \leq \sigma\).
2. \(\mathcal{F}\) is closed under arbitrary sums and intersections.
3. For each \(N, P \in \mathcal{F}\) such that \(N \subseteq P\), the module \(P/N\) is \(S\)-filtered.
4. For each \(N \in \mathcal{F}\) and a subset \(X \subseteq M\) of cardinality \(< \lambda\), there is \(P \in \mathcal{F}\) such that \(N \cup X \subseteq P\) and \(P/N\) is \(< \lambda\)-presented.

We will also capitalize on a useful description of the class of pure-epimorphic images of modules from \(A\), cf. [12, Lemmas 8.38 and 8.39] and [19, Proposition 5.12].

**Lemma 3.2.** Let \(R\) be a ring and \(\mathfrak{C} = (A, B)\) a cotorsion pair in \(\text{Mod-}R\) such that \(B\) is closed under direct limits, and let \(B'\) be the class of all pure-injective modules from \(B\). Then \(\perp B'\) coincides with the class \(\hat{A}\) of all pure-epimorphic images of modules from \(A\).
Having a cotorsion pair \((A, B)\) with \(B = \varinjlim B\), the next two lemmas imply that any pure-epimorphic image of a module from \(\tilde{A}\) is the direct limit of a direct system of Bass modules over \(A^{\leq \omega}\).

**Lemma 3.3.** Let \((A, B)\) be a cotorsion pair with \(B = \varinjlim B\). Denote by \(\tilde{A}\) the class of all pure-epimorphic images of modules from \(A\). Then \(\tilde{A} = \varinjlim \tilde{A}^{\leq \omega}\).

**Proof.** Denote by \(C\) an elementary cogenerator for the class \(B\). From Lemma 3.2 and the properties of \(C\), we get \(\tilde{A} = \downarrow C\). Let \(F \in \tilde{A}\) be a (non-countably presented) module. Take any presentation

\[
\begin{array}{cccc}
0 & \longrightarrow & K & \longrightarrow \ \ \ L^{(X)} & \longrightarrow & F & \longrightarrow & 0
\end{array}
\]

with \(X\) infinite. Then \(K\) is (strict) \(C\)-stationary by Lemma 2.3.

Let \(L\) be an \(\aleph_1\)-dense system from Lemma 2.3. Put \(I = \{(L, Y) \in \mathcal{L} \times [X]^{\omega} \mid L \subseteq R(Y)\}\), where \([X]^{\omega}\) denotes the set of all countable subsets of \(X\). Then \(I\), together with inclusion in both coordinates, is a directed poset. The module \(F\) is the direct limit of the induced direct system \((R(Y)/L \mid (L, Y) \in I)\).

It follows from the properties of the system \(\mathcal{L}\) that \(R(Y)/L \in \tilde{A}\) whenever \((L, Y) \in I\). Indeed, \(\tilde{A} = \downarrow C\) and any homomorphism \(h\) from \(L \in \mathcal{L}\) to \(C\) can be extended to an element of \(\text{Hom}_R(K, C)\), and then further to a homomorphism \(R(Y) \rightarrow C\). The restriction of the latter map to \(R(Y)\) (where \(L \subseteq R(Y)\)) is an extension of \(h\), whence \(R(Y)/L \in \downarrow C\).

Notice that the direct system in the proof above is even \(\aleph_1\)-continuous, i.e. it is closed under taking direct limits of its countable direct subsystems.

**Lemma 3.4.** Let \(\mathfrak{C} = (A, B)\) be a complete cotorsion pair with \(B\) closed under countable direct limits. Assume that \(M\) is a countably presented pure-epimorphic image of a module from \(A\).

Then there exists a direct system \((F_n, f_{nm} \mid m \leq n < \omega)\) of finitely presented modules such that \(M = \varinjlim_{n < \omega} F_n\), and \(f_{n+1,n}\) factors through a module from \(A\) for each \(n < \omega\). In particular, \(M\) is a countable direct limit of modules from \(A\).

If moreover \(\mathfrak{C}\) is of countable type (finite type), then \(M\) is a Bass module over \(A^{\leq \omega}\) (\(A^{\leq \omega}\)).

**Proof.** Let \(\mathcal{D} = (F_n, f_{nm} \mid m < n < \omega)\) be a direct system of finitely presented modules with the direct limit \((M, f_n \mid n < \omega)\). We can expand \(\mathcal{D}\) to a direct system of special \(\tilde{A}\)-precovers \(\pi_n : A_n \rightarrow F_n\) of the modules \(F_n\) (\(n < \omega\)) so that the diagram

\[
\begin{array}{cccc}
\ldots & \longrightarrow & A_n & \longrightarrow & A_{n+1} & \longrightarrow & \ldots \\
\downarrow \pi_n & & \downarrow \pi_{n+1} & & & & \\
\ldots & \longrightarrow & F_n & \longrightarrow & F_{n+1} & \longrightarrow & \ldots
\end{array}
\]

is commutative. Then \(\pi = \varinjlim \pi_n\) is a pure epimorphism: indeed, as \(\text{Ker}(\pi) \in B\) by our assumption on \(B\), the presentation of \(M\) as a pure-epimorphic image of a module from \(A\) factors through \(\pi\). Since the modules \(F_n\) are finitely presented, by possibly dropping some of them, we can assume that \(f_{n+1,n} = \pi_{n+1}\nu_n\) where \(\nu_n \in \text{Hom}_R(F_n, A_{n+1})\) for each \(n < \omega\). Then \((M, f_n\pi_n \mid n < \omega)\) is the direct limit of the direct system \((A_n, g_{nm} \mid m \leq n < \omega)\) where \(g_{nm} = \nu_{n-1}\pi_{n-1} \ldots \nu_m\pi_m\) for all \(m < n < \omega\).

If \(\mathfrak{C}\) is of countable type, then each \(A_n\) is \(A^{\leq \omega}\)-filtered. We use Lemma 3.3 for \(\lambda = \aleph_1\), to build inductively, for each \(n\), a submodule \(A'_n \in A^{\leq \omega}\) of \(A_n\) which contains (at most countable) generating sets of \(\text{Im}(\nu_{n-1}), g_{n-1}(A_{n-1})\) as well as of a finitely generated module \(G\) such that \(G + \text{Ker}(\pi_n) = A_n\). We replace each \(A_n\)
by $A'_n$, and $\pi_n$ and $g_n$ by their restrictions $\pi'_n$ and $g'_n$ to $A'_n$, respectively. So the diagram

\[
\begin{array}{cccccc}
\ldots & g'_n & A'_n & g'_n' & A'_n' & \ldots \\
\pi'_n & \downarrow & \downarrow & \downarrow & \downarrow & \\
\ldots & f_{n,n-1} & F_n & f_{n+1,n} & F_{n+1} & \ldots
\end{array}
\]

is commutative. As above, $(M, f_n \pi'_n | n < \omega)$ is the direct limit of the direct system $(A'_n, g'_n | m \leq n < \omega)$ where $g_{nm} = \nu_{n-1} \pi'_{n-1} \ldots \nu_m \pi'_m$ for all $m < n < \omega$. In particular, $M$ is a Bass module over $A^{<\omega}$.

If $\mathcal{C}$ is of finite type, then each $A_n$ is a direct summand in a $A^{<\omega}$-filtered module with a complement in Ker($\mathcal{C}$) = $A \cap B$ (see [12 Corollary 6.13(b)]). Thus, we can w.l.o.g. assume that in the special $A$-precover $\pi_n : A_n \to F_n$, the module $A_n$ is $A^{<\omega}$-filtered. Using Lemma 2.14 for $\lambda = \aleph_0$, we replace each $A_n$ by its submodule $A'_n \in A^{<\omega}$, and $\pi_n$ and $g_n$ by their restrictions $\pi'_n$ and $g'_n$ to $A'_n$, respectively, so that Im$(\nu_n) \subseteq A'_n+1$, and the diagram above is commutative. As above, we conclude that $M$ is a Bass module over $A^{<\omega}$.

Corollary 3.5. Let $(A, B)$ be a cotorsion pair with $B = \lim_{\to} B$, and let $C$ be any class of modules. Assume that all Bass modules over $A^{<\omega}$ are $C$-stationary. Then all pure-epimorphic images of modules from $A$ are $C$-stationary.

Proof. Combining the two lemmas above, we can express any pure-epimorphic image of a module from $A$ as the direct limit of an $\aleph_0$-continuous direct system consisting of Bass modules over $A^{<\omega}$. Using [14 Corollary 2.6(3)], we know that a module is $C$-stationary, if and only if it is $M^{\infty}$-Mittag-Leffler for any $M \in C$.

The conclusion follows by [15 Proposition 2.2] and the assumption on the Bass modules over $A^{\leq\omega}$.

We can now characterize the cotorsion pairs $(A, B)$ with both classes closed under direct limits among those which satisfy the condition only on the right-hand side. The characterization shows that when testing for $\lim_{\to} A = A$, it suffices to check only the Bass modules over $A^{\leq\omega}$:

Theorem 3.6. Let $R$ be a ring and $\mathcal{C} = (A, B)$ a cotorsion pair in Mod-$R$ such that $B$ is closed under direct limits. Then the following conditions are equivalent:

1. $\mathcal{C}$ is cogenerated by a (discrete) pure-injective module;
2. $A$ is closed under pure-epimorphic images (and pure submodules);
3. $\mathcal{C}$ is closed (i.e., $\lim_{\to} A = A$);
4. $A$ contains all Bass modules over $A^{\leq\omega}$.

Proof. (1) $\Rightarrow$ (2). Since $A = \{C \in B \mid \text{C is pure-injective, } A \text{ is closed under pure-epimorphic images.}\}$ In order to verify closure under pure submodules, we take a pure submodule $X$ of a module $A$ from $A$ and show that $\text{Hom}_R(X, -)$ is exact on the short exact sequence $0 \to C \to E(C) \to Z \to 0$ given by the injective envelope of $C$. Since the first cosyzygy $Z$ of the pure-injective module $C$ is pure-injective (see e.g. [12 Lemma 6.20]), every $f \in \text{Hom}_R(X, Z)$ can be extended to a homomorphism $f' \in \text{Hom}_R(A, Z)$. Now $f'$ factors through $E(C)$ as $A \in A = \{C \in B \mid \text{C is pure-injective, } A \text{ is closed under pure-epimorphic images.}\}$. Restricting to $X$, we obtain the desired factorization.

The implications (2) $\Rightarrow$ (3) and (3) $\Rightarrow$ (4) are trivial.

(4) $\Rightarrow$ (1). By [18 Theorem 6.1], $\mathcal{C}$ is of countable type (whence $\mathcal{C}$ is complete), and $B$ is definable. We can apply [19 Proposition 5.12] and obtain a set $S$ of indecomposable pure-injective modules such that $\tilde{A} = \{\varprojlim S\}$, where $\tilde{A}$ denotes the class of all pure-epimorphic images of modules from $A$. The direct product can
be replaced by the pure-injective hull, \( C \), of \( \bigoplus S \), which is a discrete pure-injective direct summand in \( \coprod S \). Further, we can assume w.l.o.g. that \( C \) cogenerates \( \text{Mod-R} \) (possibly replacing it by \( C \oplus Q \) where \( Q \) is an injective cogenerator).

Let \( M \in \tilde{A} = \mathcal{C} \mathbb{C} \) be \( \leq \kappa \)-presented. By induction on \( \kappa \), we will prove that \( M \in \mathcal{A} \) (then \( \mathcal{A} = \mathcal{C} \mathbb{C} \), and (1) will hold). The case of \( \kappa = \aleph_0 \) follows from (4) by Lemma 2.3.

Assume that \( \kappa \) is uncountable and all \( < \kappa \)-presented modules from \( \tilde{A} \) are in \( \mathcal{A} \). Consider a free presentation of \( M \),

\[
0 \longrightarrow K \longrightarrow R^{(\kappa)} \longrightarrow M \longrightarrow 0.
\]

Since \( R^{(\kappa)} \) is (strict) \( C \)-stationary, so is \( K \) by Lemma 2.4 and Lemma 3.2. Consider the family \( \mathcal{L} \) for \( K \) provided by Lemma 2.3. By Corollary 3.6, where we take \( \mathcal{C} = \{C\} \), \( M \) is (strict) \( C \)-stationary as well: here, we use that all the modules from \( \mathcal{A} \) are \( C \)-stationary. Using Lemma 2.3 again, we can build in \( M \) an \( \aleph_1 \)-dense system of countably presented submodules, w.l.o.g. of the form \( f(R^{(\lambda)}) \) for a countable subset \( I \) of \( \kappa \). We denote this system by \( \mathcal{H} \), and for every \( H \in \mathcal{H} \), take a countable subset \( I_H \subseteq \kappa \) such that \( f(R^{(\lambda_H)}) = H \).

Let \( \mathcal{M} = \{ H \in \mathcal{H} \mid \text{Ker}(f | R^{(\lambda_H)}) \in \mathcal{L} \} \). Then \( \mathcal{M} \) is \( \aleph_1 \)-dense and consists of modules from \( \tilde{A} \), by the property of the modules in \( \mathcal{L} \) and by the assumption of \( M \in \mathcal{C} \mathbb{C} = \tilde{A} \). So \( \mathcal{M} \subseteq \mathcal{A} \) by the inductive premise for \( \kappa = \aleph_0 \).

Next, we fix a continuous strictly ascending chain \( (\delta_\gamma \mid 0 < \gamma < \text{cf}(\kappa)) \) of infinite ordinals \( \leq \kappa \) which is cofinal in \( \kappa \). Moreover, we put \( \delta_0 = 0 \) and \( \delta_{\text{cf}(\kappa)} = \kappa \). Then we can easily build a continuous ascending chain \( (\mathcal{M}_\gamma \mid \gamma \leq \text{cf}(\kappa)) \) consisting of \( \subseteq \)-directed subsets of \( \mathcal{M} \) such that \( |\mathcal{M}_\gamma| = |\delta_\gamma| \) and \( \bigcup \mathcal{M}_{\text{cf}(\kappa)} = M \). Understanding \( \bigcup \emptyset \) as the trivial submodule of \( M \), we claim that the continuous ascending chain \( \mathcal{F} = (\bigcup \mathcal{M}_\gamma \mid \gamma \leq \text{cf}(\kappa)) \) is actually an \( \mathcal{A} \)-filtration of \( M \) (proving that \( M \in \mathcal{A} \)).

Indeed, all modules in \( \mathcal{F} \) are elements of \( \tilde{A} \). Moreover, the property (1) from Lemma 2.3 is preserved when taking directed unions. It follows that all consecutive factors in \( \mathcal{F} \) belong to \( \tilde{A} = \mathcal{C} \mathbb{C} \), and hence to \( \mathcal{A} \) by the inductive premise.

If \( \mathcal{C} = (\mathcal{A}, \mathcal{B}) \) is a cotorsion pair of finite type, then the class \( \mathcal{B} \) is definable (cf. 12 Example 6.10), so Theorem 3.6 applies. In fact, the Bass modules over \( \mathcal{A}^{< \omega} \) are sufficient in this case (see Lemma 3.4).

**Corollary 3.7.** Let \( R \) be a ring, and \( \mathcal{C} = (\mathcal{A}, \mathcal{B}) \) be a cotorsion pair of finite type. Then \( \mathcal{C} \) is closed if and only if \( \mathcal{A} \) contains all Bass modules over \( \mathcal{A}^{< \omega} \).

4. **Locally free modules and approximations**

Now we can present several consequences for the structure of locally free modules. We start with the deconstructibility.

Let \( (\mathcal{A}, \mathcal{B}) \) be a cotorsion pair of countable type and let \( \mathcal{L} \) denote the class of all locally \( \mathcal{A}^{< \omega} \)-free modules. Assume there exists a Bass module \( N \) over \( \mathcal{A}^{< \omega} \) such that \( N \notin \mathcal{A} \). Then, by 20 Theorem 6.2, the class \( \mathcal{L} \) is not deconstructible. Thus, Theorem 3.6 gives

**Theorem 4.1.** Let \( R \) be a ring and \( \mathcal{C} = (\mathcal{A}, \mathcal{B}) \) a cotorsion pair with \( \varprojlim \mathcal{B} = \mathcal{B} \). Let \( \mathcal{L} \) be the class of all locally \( \mathcal{A}^{< \omega} \)-free modules. Then \( \mathcal{L} \) is deconstructible, if and only if \( \mathcal{A} \) contains all Bass modules over \( \mathcal{A}^{< \omega} \).

**Corollary 4.2.** If \( T \) is a tilting module, then the class of all locally \( T \)-free modules is deconstructible, if and only if \( T \) is \( \bigoplus \)-pure-split, if and only if \( \mathcal{A} \) contains all Bass modules over \( \mathcal{A}^{< \omega} \).
Proof. Every tilting cotorsion pair \( \mathcal{C} \) is of finite type, thus Corollary 3.2 applies. Further, by \cite[Proposition 13.55]{12}, \( \mathcal{C} \) is closed if and only if \( T \) is \( \Sigma \)-pure-split. \( \square \)

Remark 1. Corollary 3.2 provides for a common generalization of several results from \cite{20} §6, where the classes of locally \( T \)-free modules were shown not to be deconstructible for various instances of non-\( \Sigma \)-pure split tilting modules \( T \). In particular, the assumption in \cite{20} §6 of \( T \) being a direct sum of countably presented modules, turns out to be redundant.

Let us now consider the existence of locally free precovers. The prototype case of flat Mittag-Leffler modules has already been treated in \cite{18} §3; we now give a general answer for the tilting case. Note that we have no bound on the cardinality of the ring \( R \).

Theorem 4.3. Let \( R \) be a ring, \( T \) a tilting module, and \( \mathcal{C} = (A, B) \) the tilting cotorsion pair induced by \( T \). Then the class of all locally \( T \)-free modules is (pre)covering if and only if \( T \) is \( \Sigma \)-pure-split.

Proof. By Corollary 3.2, if \( T \) is not \( \Sigma \)-pure-split, then there exists a Bass module \( N \) over \( A_{<\omega} \) such that \( N \notin A \). Since \( A_{<\omega} \) coincides with the class of all countably presented locally \( T \)-free modules, \( N \) is not (a direct summand of) a locally \( T \)-free module. So \( N \) satisfies the assumptions of \cite{18} Lemma 3.2, whence \( N \) has no precover in the class of all locally \( T \)-free modules.

Conversely, if \( T \) is \( \Sigma \)-pure split, then the class \( L \) of all locally \( T \)-free modules coincides with \( A \). Indeed, we have \( A \subseteq L \) by \cite{20} Theorem 4.5 and \cite[Theorem 7.13]{12}, and the other inclusion follows by Corollaries 3.7 and 3.2 in particular the fact that \( A = \operatorname{lim} A \). Thus \( L \) is covering by e.g. \cite[Theorem 2.2.8]{21}.

In fact, Theorem 4.3 is an instance of even more general Theorem 5.2 and Corollary 5.3. We can also express the local freeness in terms of \( B \)-stationarity:

Theorem 4.4. Let \( (A, B) \) be a cotorsion pair with \( B = \operatorname{lim} B \). Then a module \( M \) is locally \( A_{<\omega} \)-free, if and only if \( M \) is a \( B \)-stationary pure-epimorphic image of a module from \( A \).

In particular, the class of all locally \( A_{<\omega} \)-free modules is closed under pure submodules.

Proof. The local \( A_{<\omega} \)-freeness of \( M \) just says that \( M \) possesses an \( \aleph_1 \)-dense system of submodules from \( A_{<\omega} \). Since \( M \) is the directed union of these submodules, it is a pure-epimorphic image of their direct sum. Moreover, all modules in \( A \) are (strict) \( B \)-stationary by \cite[Lemma 4.2]{18}, whence \( M \) is \( B \)-stationary by \cite[Corollary 2.6(5)]{14}.

For the if-part, we take an elementary cogenerator \( C \) for \( B \). Then \( C \) is a cogenerator for \( \text{Mod}-R \), and the notions of \( C \)-stationarity and strict \( C \)-stationarity coincide (since \( C \) is pure injective, cf. \cite[Proposition 1.7]{14}). Next, we consider a free presentation of \( M \),

\[
0 \longrightarrow K \longrightarrow R^{(X)} \longrightarrow \longrightarrow M \longrightarrow 0.
\]

Since \( M \) is a pure-epimorphic image of a module in \( A \), it follows from Lemma 5.2 and Lemma 2.3 that \( M \in \perp C \) and \( K \) is strict \( B \)-stationary. Applying Lemma 2.9, we obtain an \( \aleph_1 \)-dense system \( L \) consisting of strict \( C \)-stationary submodules of \( K \). Since \( M \) is \( B \)-stationary, it is (strict) \( C \)-stationary. Using Lemma 2.3 again, this time for \( M \) and \( C \), we obtain an \( \aleph_1 \)-dense system \( H \) of submodules in \( M \), where each \( H \in H \) is w.l.o.g. of the form \( f(R^{(X)}) \) for a countable subset \( X \) of \( X \).

Now, the set \( \mathcal{M} = \{ N \in \mathcal{H} \mid \ker(f \upharpoonright R^{(X)}) \subseteq L \} \) is an \( \aleph_1 \)-dense system of submodules in \( M \), and it consists of strict \( C \)-stationary countably presented
modules from \( \perp C \) (use (i) for \( \mathcal{L} \) and \( M \in \perp C \)). By Proposition 2.5 and the definition of \( C \), we infer \( M \subseteq \mathcal{A}^{\omega} \), whence \( M \) is locally \( \mathcal{A}^{\omega} \)-free.

The final claim follows from the fact that a module \( M \) is \( \mathcal{B} \)-stationary, if and only if it is (strict) \( \mathcal{C} \)-stationary, see [3 Corollary 3.9]. The latter property is inherited by pure submodules by [3 Corollary 8.12(1)]. Moreover, the class of all pure-epimorphic images of modules from \( \mathcal{A} \) equals \( \perp C \) by Lemma 3.2, and as such, it is always closed under pure submodules (cf. the proof of Theorem 5.6).

5. Covers and pure-injectivity

In the late 1990s, Enochs asked whether each covering class of modules \( \mathcal{A} \) is closed under direct limits (see e.g. [12 Open Problems 5.4]). This problem is still open in general. We will give a positive answer for the case when \( \mathcal{A} \) fits in a cotorsion pair \( \mathcal{C} = (\mathcal{A}, \mathcal{B}) \) such that \( \mathcal{B} \) is closed under direct limits. In particular, we have a positive answer when \( \mathcal{C} \) is any tilting cotorsion pair.

We will approach the problem via an extension of Theorem 3.6 by further equivalent conditions. First, we need a proposition of independent interest:

**Proposition 5.1.** Let \( (\mathcal{A}, \mathcal{B}) \) be a cotorsion pair such that \( \mathcal{B}^{(\omega)} \in \mathcal{B} \) for every \( B \in \mathcal{B} \). Assume that \( h : A \to M \) is an \( \mathcal{A} \)-cover. Then \( h \) is an isomorphism, if and only if the embedding \( \text{Ker}(h) \subseteq A \) is locally split, and \( M^{(\omega)} \) has an \( \mathcal{A} \)-cover.

**Proof.** The only-if part is trivial. For the if-part, consider \( x \in \text{Ker}(h) \). By the hypothesis, there is a homomorphism \( g : A \to \text{Ker}(h) \) such that \( g(x) = x \). Note that \( h \) is a special \( \mathcal{A} \)-precover by the Wakamatsu lemma [12 Lemma 5.13]. By our assumption on \( \mathcal{B} \), the coproduct map \( h^{(\omega)} : A^{(\omega)} \to M^{(\omega)} \) is a special \( \mathcal{A} \)-precover. We can now use [21 Theorem 1.4.7] (since the assumption of \( M^{(\omega)} \) having an \( \mathcal{A} \)-cover, which is missing from its statement, is satisfied here) and obtain that \( h^{(\omega)} \) is an \( \mathcal{A} \)-cover. By [21 Theorem 1.4.1], we conclude that there exists \( m < \omega \) such that \( 0 = g^{m}(x) = x \). This proves that \( \text{Ker}(h) = 0 \), whence \( h \) is an isomorphism.

**Theorem 5.2.** Let \( R \) be a ring and \( \mathcal{C} = (\mathcal{A}, \mathcal{B}) \) be a cotorsion pair in \( \text{Mod-}R \) such that \( \mathcal{B} \) is closed under direct limits. Let \( \mathcal{L} \) denote the class of all locally \( \mathcal{A}^{\omega} \)-free modules. Then the following conditions are equivalent:

1. \( \mathcal{C} \) is closed;
2. every module in \( \mathcal{B} \) has an \( \mathcal{A} \)-cover;
3. \( \text{Ker}(\mathcal{C}) \) is closed under countable direct limits;
4. \( (\varprojlim \mathcal{A})^{\omega} \) consists of (strict) \( \mathcal{B} \)-stationary modules;
5. \( \text{Ker}(\mathcal{C}) \) consists of \( \Sigma \)-pure-split modules;
6. \( \mathcal{L} \) coincides with the class \( \bar{\mathcal{A}} \) of all pure-epimorphic images of modules from \( \mathcal{A} \);
7. every module in \( (\varprojlim \mathcal{A})^{\omega} \) has an \( \mathcal{L} \)-(pre)cover.

**Proof.** First, we recall that by [18 Theorem 6.1], the cotorsion pair \( \mathcal{C} \) is of countable type, hence it is complete, and \( \mathcal{B} \) is a definable class. Further, by Lemma 3.2, there is an elementary cogenerator \( C \) for \( \mathcal{B} \) with \( \bar{\mathcal{A}} = \perp C \). Finally, note that, by [18 Lemma 4.2], any module in \( \mathcal{A} \) is strict \( B \)-stationary.

1. \( \Rightarrow \) 2. This is well known: each precovering class closed under direct limits is covering, cf. [21 Theorem 2.2.8].

2. \( \Rightarrow \) 3. Let \( \mathcal{B} \) be a countable direct limit of modules from \( \text{Ker}(\mathcal{C}) = \mathcal{A} \cap \mathcal{B} \). Then there exist modules \( M_{i} \in \text{Ker}(\mathcal{C}) \), morphisms \( g_{i} : M_{i} \to M_{i+1} \), and a pure exact sequence

\[
0 \to \bigoplus_{i<\omega} M_{i} \xrightarrow{\partial} \bigoplus_{i<\omega} M_{i} \xrightarrow{h} M \to 0
\]
such that $g \upharpoonright M_i = \text{id}_{M_i} - g_i$ for each $i < \omega$, e.g. by \cite{12} Lemma 2.12]. It is easy to see that $g$ is locally split.

By our assumption on $\mathcal{B}$, $h$ is a special $\mathcal{A}$-precover of $M$, and $M \in \mathcal{B}$. By (2) and \cite{21} Theorem 1.2.7, there is a direct summand $A$ of $\bigoplus_{i<\omega} M_i$ such that $h \upharpoonright A$ is $\mathcal{A}$-cover of $M$, and $A \cap \text{Ker}(h)$ is a direct summand in $\text{Ker}(h)$. Note that the inclusion $A \cap \text{Ker}(h) \subseteq A$ inherits the property of being locally split from $g$. By Proposition \ref{5.1} we conclude that $M \cong A \in \mathcal{A} \cap \mathcal{B}$.

(3) $\Rightarrow$ (4). By Lemma \ref{3.3} each $M \in (\text{lim} \mathcal{A})^{\leq \omega}$ is a direct limit of a countable direct system, $(A_n \mid n < \omega)$, of modules from $\mathcal{A}$. We expand this direct system to a direct system of short exact sequences induced by special $\mathcal{B}$-preenvelopes. Its direct limit is a short exact sequence $0 \to M \to B \to A \to 0$ where $B \in \mathcal{A} \cap \mathcal{B}$ by (3), and $A \in \text{lim} \mathcal{A}$. Then $B$ is strict $\mathcal{B}$-stationary, and $A \in A = D$ for each pure-injective module $D \in \mathcal{B}$ by Lemma \ref{3.2}. So $M$ is strict $\mathcal{B}$-stationary by Lemma \ref{2.4}.

(4) $\Rightarrow$ (1). Since $(\text{lim} \mathcal{A})^{\leq \omega} \subseteq ^{C} \mathcal{C}$, it follows from (4) and Proposition \ref{5.2} that $(\text{lim} \mathcal{A})^{\leq \omega} \subseteq \mathcal{A}$. So $\mathcal{C}$ is closed by Theorem \ref{3.6}.

(1) $\Rightarrow$ (5). This is clear, since $\mathcal{B}$ is definable, and $\mathcal{A}$ is closed under pure-epimorphic images by Theorem \ref{3.6}.

(5) $\Rightarrow$ (6). First, notice that $\mathcal{B} \cap \mathcal{A} \subseteq \mathcal{A}$: Indeed, if $M \in \mathcal{B} \cap \mathcal{A}$, and $f : A \to M$ is a special $\mathcal{A}$-precover of $M$, then $f$ is a pure epimorphism and $A \in \mathcal{A} \cap \mathcal{B}$, hence $f$ splits by (5).

Next, for a module $N \in \mathcal{A}$, we form a special $\mathcal{B}$-preenvelope $g : N \to B$. Then $B \in \mathcal{A}$ by the previous argument. In particular, $B$ is strict $\mathcal{B}$-stationary, and $N$ is strict $\mathcal{B}$-stationary by Lemma \ref{2.4}. So $N \in \mathcal{L}$ by Theorem \ref{4.3}. Conversely, $\mathcal{L} \subseteq (\text{lim} \mathcal{A})^{\leq \omega} \subseteq A$, whence (6) holds.

(6) $\Rightarrow$ (7). This follows from the fact that $\mathcal{A}$ is a covering class.

(7) $\Rightarrow$ (4). Let $M \in (\text{lim} \mathcal{A})^{\leq \omega}$. Then $M$ is a Bass module over $\mathcal{A}^{\leq \omega}$ by Lemma \ref{3.5}. By (7) and \cite{18} Lemma 3.2, $M$ is (a direct summand of) an element of $\mathcal{L}$, so $M$ is $\mathcal{B}$-stationary by Theorem \ref{4.4}.

Remark 2. Notice that by the proof above, the condition in (4) can be relaxed further to assuming the stationarity with respect to a single (pure-injective) module $C$.

As an application, we prove a generalization of \cite{10} Theorem 4.6.

**Proposition 5.3.** Let $\mathcal{D} = (\mathcal{F}, \mathcal{G})$ be a cotorsion pair with $\mathcal{F}$ closed under direct limits and $\mathcal{G}$ closed under countable direct sums. Let us denote by $\mathcal{C}$ the class of all FP$_2$-modules from $\mathcal{F}$. Then $\mathcal{D}$ is of finite type if and only if $\mathcal{F} = \text{lim} \mathcal{C}$.

**Proof.** If $\mathcal{D}$ is of finite type, then $\mathcal{F} = \text{lim} \mathcal{C}$ since $\mathcal{F}$ is closed under direct limits.

Conversely, let $\mathcal{F} = \text{lim} \mathcal{C}$. Let us denote by $\mathcal{C} = (\mathcal{A}, \mathcal{B})$ the cotorsion pair generated by the class $\mathcal{C}$. Then $\mathcal{F}$ coincides with the class $\mathcal{A}$ of all pure-epimorphic images of modules from $\mathcal{A}$. So, using Lemma \ref{3.2}, $\mathcal{F} = ^{\mathcal{C}} \mathcal{A}$ for an elementary cogenerator $\mathcal{C}$ for $\mathcal{B}$.

To show that $\mathcal{F} = \mathcal{A}$, we verify the statement (4) from Theorem \ref{5.2}. By Remark 2 above, it is enough to observe that countably presented modules from $\mathcal{F}$ are $\mathcal{C}$-stationary. However, it follows from Proposition \ref{2.5} that they are $\mathcal{G}$-stationary, since $\mathcal{G}$ is closed under countable direct sums.

In what follows, we will see that statements contained in Theorem \ref{5.2} actually generalize (part of) the famous Theorem P by Hyman Bass. The next lemma sheds more light on the structure of $\text{Ker}(\mathcal{C})$, showing that it is quite similar to the tilting setting:
Lemma 5.4. Let $\mathcal{C} = (\mathcal{A}, \mathcal{B})$ be a cotorsion pair with $\mathcal{B}$ closed under direct limits. Then $\text{Ker}(\mathcal{C}) = \text{Add}(K)$ for a module $K$.

Proof. Put $\mu = |R| + \aleph_0$ and let $K$ be the direct sum of a representative set of all $\leq \mu$-presented modules in $\text{Ker}(\mathcal{C})$. Let us denote this representative set by $K$. We have to show that each $M \in \text{Ker}(\mathcal{C})$ is (isomorphic to) a direct sum of $\leq \mu$-presented modules, which is equivalent to $M$ being $K$-filtered.

We will prove this by induction on $\lambda$ where $\lambda$ is the minimal cardinal such that $M$ is $\lambda$-presented. It holds trivially for $\lambda \leq \mu$. Assume that $\lambda > \mu$ is regular. Since $M \in \mathcal{A}$, $M$ is $A^{<\lambda}$-filtered by [18] Theorem 6.1 and [12] Theorem 7.13. Fix one such filtration of $M$ and use Lemma 5.1 with $S = A^{<\lambda}$ to obtain a family $F$ of submodules of $M$. Note that $F \subseteq \mathcal{A}$. We build a continuous chain $(M_\alpha \mid \alpha \leq \lambda)$ of submodules of $M$ such that $M_0 = 0$, $M_\lambda = M$ and $M_\alpha$ are $< \lambda$-presented, for all $\alpha < \lambda$, as follows:

For $\alpha$ limit, we put $M_\alpha = \bigcup_{\beta < \alpha} M_\beta$. Let $\alpha = \beta + 1$. If $\alpha$ is odd, we define $M_\alpha$ as a member from $F$ given by Lemma 3.4 for $N = 0$ and $X = M_\beta$.

Now, let $\alpha$ be even. We choose $M_\alpha$ as a pure submodule of $M$ containing $M_\beta$ with $|M_\alpha| \leq |M_\beta| + \mu < \lambda$ (it is possible by [12] Lemma 2.25(a)). Then $M_\alpha \in \mathcal{B}$ since $M \in \mathcal{B}$ and $\mathcal{B}$ is definable. Note, however, that $M_\alpha$ need not be a member of $F$.

Consider the subchain $\mathcal{C} = (M_\alpha \mid \alpha \leq \lambda, \alpha \text{ is limit})$. Using the properties of $\mathcal{B}$ and $F$, we see that each member of $\mathcal{C}$ as well as each of its consecutive factors belongs to $\text{Ker}(\mathcal{C})$. The consecutive factors are $< \lambda$-presented, and we can use the inductive assumption to deduce that $M$ is $K$-filtered.

If $\lambda$ is singular, we use [12] Theorem 7.29. As the sets $S_\kappa$, $\mu < \kappa < \lambda$ regular, witnessing $\kappa$-$K$-freeness of $M$, we choose $F \cap B^{<\kappa}$, where $F$ is the family given by Lemma 5.1 used for the regular cardinal $\kappa$ and $S = A^{<\kappa}$. It is straightforward to verify that $S_\kappa$ has the desired properties stated in [12] Definition 7.27. \qed

Recall that a module $M$ has a perfect decomposition if it has a decomposition in modules with local endomorphism ring, and every module $N \in \text{Add}(M)$ has a semiregular endomorphism ring $S_N = \text{End}_R(N)$, i.e., idempotents lift modulo the Jacobson radical $J(S_N)$, and $S_N/J(S_N)$ is a von Neumann regular ring.

The notion of perfect decomposition has many equivalent definitions, cf. [8]. In particular, $M$ has perfect decomposition if and only if every pure monomorphism from any direct sum $\bigoplus_{n \in \mathbb{N}} N_n$ into a module from $\text{Add}(M)$ splits whenever all of its finite subsums split. For example, every $\Sigma$-pure-split module has a perfect decomposition.

Our next corollary extends (part of) Bass’ Theorem P (which is the case of $\mathcal{C} = (\mathcal{P}_0, \text{Mod}-R)$ and $K = R$), and more in general, it also covers the tilting setting (for $K = T$ a tilting module).

Corollary 5.5. Let $R$ be a ring, and $\mathcal{C} = (\mathcal{A}, \mathcal{B})$ be a cotorsion pair with $\mathcal{B} = \text{lin} \mathcal{B}$. Let $K$ be a module such that $\text{Ker}(\mathcal{C}) = \text{Add}(K)$ (see Lemma 5.4). Then the following conditions are equivalent:

1. $\mathcal{A} = \text{lin} \mathcal{A}$;
2. every module (in $\mathcal{B}$) has an $\mathcal{A}$-cover;
3. every module in $\text{Ker}(\mathcal{C})$ has a semiregular endomorphism ring;
4. $K$ has perfect decomposition;
5. $K$ is $\Sigma$-pure-split;
6. every module (in $\mathcal{B}$) has a $\text{Ker}(\mathcal{C})$-cover.

Proof. The first two conditions are the same as in Theorem 5.2. Condition (5) is equivalent to the same condition there. (4) \Rightarrow (3) is trivial.
(5) ⇒ (4) follows by the equivalent definition mentioned above.

(3) ⇒ (6) follows from [11 Proposition 4.1] and the fact that Ker(\(\mathfrak{C}\)) = Add(K).

(6) ⇒ (2). Observe that any Ker(\(\mathfrak{C}\))-cover of a module \(B \in \mathcal{B}\) is, in fact, an \(\mathcal{A}\)-cover: this follows, for instance, from [21 Theorem 1.2.7] applied to a special \(\mathcal{A}\)-precover (hence Ker(\(\mathfrak{C}\))-precover) of \(B\).

The condition (5) above cannot be replaced by ‘\(K\) is \(\Sigma\)-pure-injective.’ While each \(\Sigma\)-pure-injective module is \(\Sigma\)-pure-split, the converse is not true in general, even for tilting modules: If \(R\) is right perfect, then \(K = R\) is certainly \(\Sigma\)-pure-split, but it need not be \(\Sigma\)-pure-injective. In fact, [23 §2] contains an example of a right artinian ring which is not right pure-injective.

There is, however, a case where \(\Sigma\)-pure splitting and \(\Sigma\)-pure-injectivity coincide, namely when the cotorsion pair \((\mathcal{A}, \mathcal{B})\) has the property that \(\mathcal{A}^{\omega}\) is covariantly finite. This is always true when \(\mathcal{R}\) is left noetherian and \(\mathcal{A}^{\omega}\) consists of modules of projective dimension \(\leq 1\) (see [3 Proposition 2.5]). A further case is provided by the following observation.

**Lemma 5.6.** Let \(R\) be a left hereditary ring, and let \(\mathcal{C}\) be a class consisting of \(FP_2\)-modules, such that \(\mathcal{C}\) is closed under extensions, direct summands, and contains \(R\). Then \(\mathcal{C}\) is covariantly finite.

**Proof.** By [12 Theorem 8.40], we can compute \(\lim\mathcal{C}\) as Ker Tor\(^R_1\)\((-\mathcal{A})\) where \(\mathcal{A} =\) Ker Tor\(^R_1\)(\(\mathcal{C}, -\)). Now \(\mathcal{A}\) is closed under direct limits, and by the Ext-Tor-relations, it is the left-hand class of a cotorsion pair of left \(R\)-modules. By the assumption on \(R\) and [12 Lemma 9.7], \(\mathcal{A} = \lim\mathcal{A}^{\omega}\), whence \(\lim\mathcal{C} =\) Ker Tor\(^R_1\)(\(-\mathcal{A}^{\omega}\)). It yields that \(\lim\mathcal{C}\) is closed under direct products. By the classic result of Crawley-Boevey, this amounts to \(\mathcal{C}\) being covariantly finite in the class of all finitely presented right modules. □

We state the next auxiliary result in a more general setting:

**Lemma 5.7.** Let \(\mathcal{C}\) be a covariantly finite subcategory of the category of all finitely presented modules, and \(T \in \lim\mathcal{C}\) be a module. Assume that every countable direct system in \(\mathcal{C}\) is \(T\)-stationary. Then \(T\) is \(\Sigma\)-pure-injective.

**Proof.** We will verify condition (4) of [13 Lemma 5.1]. Let \(M\) be an arbitrary countably presented module. We express \(M\) as the direct limit of a countable direct system \((F_n, f_n \mid n < \omega)\) of finitely presented modules. Since \(\mathcal{C}\) is covariantly finite, we can expand this direct system into a direct system of \(\mathcal{C}\) preenvelopes \(p_n : F_n \rightarrow C_n\).

Now, apply the contravariant Hom-functor Hom\(_R\)(\(-,T\)). From \(T \in \lim\mathcal{C}\), it follows (using Lenzing’s result characterizing modules in \(\lim\mathcal{C}\)) that Hom\(_R\)(\(p_n, T\)) are surjective maps. Since the inverse system \((\text{Hom}_R(C_n,T))_{n<\omega}\) is Mittag-Leffler by our assumption, the inverse system \((\text{Hom}_R(F_n,T))_{n<\omega}\) is the epimorphic image of a Mittag-Leffler inverse system. As such, it must be Mittag-Leffler as well by [13 Proposition 13.2.1]. In other words, \(M\) is \(T\)-stationary. □

**Corollary 5.8.** Let \(\mathcal{C} = (\mathcal{A}, \mathcal{B})\) be a cotorsion pair of finite type. Assume that \(\mathcal{A}^{\omega}\) is covariantly finite in the category of all finitely presented modules.

Then the equivalent conditions of Theorems 5.6 and 5.7 are further equivalent to the condition that Ker(\(\mathfrak{C}\)) consists of \(\Sigma\)-pure-injective modules, which amounts to Ker(\(\mathfrak{C}\)) = Add(K) for a product-complete module \(K\).

**Proof.** If Ker(\(\mathfrak{C}\)) consists of \(\Sigma\)-pure-injective modules, then (5) from Theorem 5.7 trivially follows. For the opposite direction, assume condition (4) of Theorem 5.7 and use Lemma 5.7 for \(\mathcal{C} = \mathcal{A}^{\omega}\). (Notice that Ker(\(\mathfrak{C}\)) \(\subseteq \mathcal{A} \subseteq \lim\mathcal{C}\) because \(\mathfrak{C}\) is of finite type.)
Finally, assume that $\mathcal{C}$ is closed. Since $\mathcal{C}$ is of finite type, we have $A = \varprojlim A^{<\omega}$, and we can use Crawley-Boevey’s result to deduce that $A$ is closed under direct products. Thus $\text{Ker}(\mathcal{C})$ is closed under direct products as well. Taking $K$ as in Lemma [5.4], we see that $\text{Ker}(\mathcal{C}) = \text{Add}(K)$ for a product-complete module $K$. \hfill $\Box$

6. An application: pure-semisimple hereditary rings

Our previous results allow us to give various characterizations of hereditary rings which are related to pure-semisimplicity.

**Theorem 6.1.** Let $R$ be right hereditary. The following statements are equivalent.

1. Every cotorsion pair in $\text{Mod-}R$ is tilting.
2. Every cotorsion pair in $\text{Mod-}R$ is of finite type.
3. All cotorsion pairs in $\text{Mod-}R$ form a set.
4. Every class of right $R$-modules closed under transfinite extensions and direct summands and containing $R$ is deconstructible.
5. Every class of right $R$-modules closed under transfinite extensions and direct summands and containing $R$ is (special) precovering.
6. Every $1$-tilting right $R$-module is $\Sigma$-pure-split.

Moreover, under these conditions, $R$ is right artinian.

**Proof.** (1) $\Rightarrow$ (2) holds by [12, Theorem 13.46]. (2) $\Rightarrow$ (3) is trivial.

(3) $\Rightarrow$ (4) follows by contradiction: if such class $\mathcal{C}$ is not deconstructible, then \[ \left\{ \left( \perp (C^{\leq \lambda^{+}}), C^{\leq \lambda^{+}} \right) \mid \lambda \text{ infinite cardinal} \right\} \]

is not a set. (Note that the closure properties of $\mathcal{C}$ imply that $\perp (C^{\leq \lambda^{+}}) \subseteq \mathcal{C}$ for all $\lambda$, by [12, Corollary 6.13]).

(4) $\Rightarrow$ (5). The condition (4) yields that any such class is the left-hand class of a cotorsion pair generated by a set (cf. [12 Corollary 6.13]), hence the class is special precovering by [12, Theorem 6.11(b)].

(5) $\Rightarrow$ (6). Follows from Theorem [13] and [20, Theorem 4.5].

(6) $\Rightarrow$ (1). Let $(\mathcal{A}, \mathcal{B})$ be a cotorsion pair. Since $R$ is right hereditary, the cotorsion pair $\mathcal{C}$ generated by $A^{<\omega}$ is $1$-tilting. By [12, Lemma 9.7], $\mathcal{A} \subseteq \lim \mathcal{A}^{<}\omega$. The latter class, however, is the left-hand class of $\mathcal{C}$ by (6) and Corollary 5.5, whence $\mathcal{C} = (\mathcal{A}, \mathcal{B})$.

Finally, assume that the equivalent conditions (1)–(6) hold. By [13, Theorem 3.3], it follows from (5) that $R$ is right perfect. Further, the cotorsion pair generated by the class of all finitely presented modules is $1$-tilting, and so, by (6), its left-hand class is closed under direct limits. It follows that the tilting class coincides with the class of all injective modules which is therefore closed under direct limits. This proves that $R$ is right noetherian. \hfill $\Box$

**Remark 3.** The implications (1) $\Rightarrow$ (2) $\Rightarrow$ (3) $\Rightarrow$ (4) $\Rightarrow$ (5) $\Rightarrow$ (6) hold true over any ring $R$. If $R$ is left hereditary, then (6) implies that every $1$-tilting right $R$-module is $\Sigma$-pure-injective and even product-complete, see Corollary 5.8.

Recall that a ring $R$ is left pure-semisimple if all left $R$-modules are $(\Sigma)$-pure-injective. This is equivalent to the fact that every left $R$-module is a direct sum of finitely generated modules. Further, a module $M$ is a splitter if $\text{Ext}^1_R(M, M) = 0$.

**Proposition 6.2.** [2, Proposition 4.2], [11, Remark 4.1(2)] Let $R$ be a left pure-semisimple hereditary ring. Then every cotorsion pair in $\text{R-Mod}$ is generated by a finitely generated tilting module, and every indecomposable (finitely generated) left $R$-module is a splitter.
Observe that the second property above then also holds for right modules.

Remark 4. Let \( R \) be a left pure-semisimple hereditary ring. Then every indecomposable finitely generated right \( R \)-module is a splitter. Indeed, every such module \( A \) is endofinite, and by [22, Lemma 5.1(2)] it follows that \( A \cong A^{++} \), where + denotes the local dual. Now we know that \( A^+ \), being an indecomposable finitely generated left module, is a direct summand of a tilting module \( T \) with cotorsion pair \( \mathcal{C} = (A, B) \), so it is in the kernel of \( \mathcal{C} \). By [3, Lemma 9.4 (3) and (5)], it follows that \( A \cong A^{++} \) is in the kernel of the dual cotilting cotorsion pair \( (\mathcal{C}, D) \) in Mod-\( R \), so it is isomorphic to a direct summand in a direct product of copies of a cotilting module, and thus it is a splitter.

As for the first property, we don’t know whether it is left-right-symmetric. In fact, this would imply the long-standing Pure-Semisimplicity Conjecture.

**Proposition 6.3.** Let \( R \) be a left pure-semisimple hereditary ring. The following statements are equivalent.

1. \( R \) has finite representation type.
2. \( R \) satisfies (one of) the conditions in Theorem 6.7.
3. There are only finitely many tilting left modules up to equivalence.
4. There are only finitely many tilting right modules up to equivalence.

**Proof.** By [4, Theorem 2.10] and [2, Theorem 5.6], the ring \( R \) has finite representation type if and only if a certain tilting left \( R \)-module \( W \) is endofinite, or equivalently, a certain tilting right \( R \)-module \( T \) satisfies the descending chain condition on cyclic \( \text{End}_R(T) \)-submodules. But the latter follows from condition (6) in Theorem 6.1 since \( T \) is then \( \Sigma \)-pure-injective, cf. Remark 3.

(3) \( \Rightarrow \) (1). Every tilting left module is equivalent to a finitely generated one, so there are only finitely many indecomposable modules up to isomorphism that occur as direct summands in a tilting module. Since every (finitely generated) indecomposable left module is a splitter, thus a direct summand in some tilting module, the claim follows.

(4) \( \Rightarrow \) (3). Since any tilting left module is product-complete, it is also cotilting, and thus equivalent to \( T^c \) for some tilting right module \( T \) by [12, Theorems 15.31 and 15.18(a)], The rest follows by [12, Theorem 15.18(b)]. \( \square \)

7. **An example: Bass modules for Lukas’ tilting over hereditary Artin algebras**

We have seen that non-\( \Sigma \)-pure-split tilting modules \( T \) give rise to non-deconstructible, and even non-precovering, classes of all locally \( T \)-free modules. The point is the existence of a Bass module \( N \) over \( \mathcal{A}^{\leq \omega} \) such that \( N \notin \mathcal{A} \) (see Corollary 4.2 and Theorem 4.3).

We will now present a concrete construction of such a Bass module for the particular case when \( R \) is a hereditary artin algebra of infinite representation type and \( T \) is the Lukas tilting module (see [12, Example 13.7(b)] and [20, §7]).

In this case, it is well known that the representative set of all indecomposable finitely generated modules can be divided in three parts: \( p, q, \) and \( t \) formed by the \( \Sigma \)-pure projective, \( \Sigma \)-pure injective, and regular modules, respectively. The modules in the class \( \text{add}(p) \) (\( \text{add}(q) \), \( \text{add}(t) \)) are called the \( \Sigma \)-pure projective (\( \Sigma \)-pure injective, regular) modules.

In our setting, \( \mathcal{A}^{\leq \omega} = \text{add}(p) \), while \( \mathcal{A} \) is the class of all Baer (= \( p \)-filtered) modules, \( \mathcal{L} \) the class of all locally Baer modules, and \( \lim_{\to} \mathcal{A} = \lim_{\to} \mathcal{L} \) coincides with the torsion-free class \( \mathcal{F} \) in the torsion pair \( (\mathcal{T}, \mathcal{F}) \) generated by \( t \), cf. [3, 14, 20].
In this section, a strictly increasing chain of finitely generated modules
\[ \mathcal{P} : 0 = P_0 \subseteq P_1 \subseteq \cdots \subseteq P_n \subseteq P_{n+1} \subseteq \cdots \]
is called special provided that \( \mathcal{P} \) consists of preprojective modules, but \( P_{n+1}/P_n \in \mathcal{A} \) is regular for each \( 0 < n < \omega \).

**Lemma 7.1.** Let \( \mathcal{P} \) be a special chain. Then the module \( N = \bigcup_{n<\omega} P_n \) is a Bass module over \( \mathcal{A}^{<\omega} \) such that \( N \notin \mathcal{A} \).

**Proof.** Clearly, \( N \in \bigcup_{i<\omega} \mathcal{A}^{<\omega} \).

Assume \( N \) is a Baer module. As shown in [10], \( N \) has a \( \mathfrak{p} \)-filtration \( (Q_n \mid n < \omega) \) consisting of finitely generated preprojective modules. Let \( i < \omega \) be such that \( P_i \subseteq Q_i \). Then there is an epimorphism \( N/P_i \to N/Q_i \). However, this contradicts the fact that in the torsion pair \( (T,F) \), the torsion-free class \( F \) contains all Baer modules, so \( N/Q_i \in F \), while \( T \) contains all finitely generated regular modules, so \( N/P_i \in T \). This proves that \( N \notin \mathcal{A} \). \( \square \)

So it suffices to construct the special chains. We will distinguish the tame case from the wild one. For the latter, we will employ the notion of a mono orbit due to Dagmar Baer (see [10] and [16]):

**Definition 7.2.** Let \( R \) be a wild hereditary artin algebra, and \( P \in \mathfrak{p} \). The \( \tau^{-1} \)-orbit of \( P \) (that is, the set \( O(P) := \{ \tau^{-n}(P) \mid n < \omega \} \) where \( \tau^{-1} = TrD \) is the Auslander-Reiten translation) is called a mono orbit provided that

(a) for each \( X \in O(P) \) and each \( Y \in \mathfrak{p} \), all non-zero homomorphisms \( f : X \to Y \) are injective; and

(b) every non-zero homomorphism between elements of \( O(P) \) has a regular cokernel.

Baer proved that for each hereditary artin algebra of wild representation type, there exists an indecomposable projective module \( P \) whose \( \tau^{-1} \)-orbit is a mono orbit (see [10] Proposition 2.2]). Of course, \( O(Q) \) is then a mono orbit for each \( Q \in O(P) \).

**Lemma 7.3.**

1. Assume \( R \) is tame. Let \( P \) be a non-zero finitely generated preprojective module, and \( \{ S_n \mid 0 < n < \omega \} \) be any sequence of simple regular modules from (not necessarily distinct) homogenous tubes. Then there exists a special chain \( \mathcal{P} \) such that \( P_1 = P \), and \( P_{n+1}/P_n \cong S_n \) for each \( 0 < n < \omega \).

2. Assume \( R \) is wild. Let \( P \in \mathfrak{p} \) be such that \( O(P) \) is a mono orbit. Then \( O(P) \) contains a special chain such that \( P_1 = P \).

**Proof.**

1. Let \( P_1 = P \), and assume that \( P_n \) is defined for some \( 0 < n < \omega \). We can factorize the embedding of \( P_n \) into its injective envelope through the homogenous tube containing \( S_n \). Since the elements of the tube are \( \{ S_n \} \)-filtered, necessarily \( \text{Hom}_R(P_n,S_n) \neq 0 \). As \( \tau(S_n) = S_n \), the Auslander-Reiten formula gives \( \text{Ext}_{D_1}^1(S_n,P_n) \neq 0 \). So there is a non-split extension \( 0 \to P_n \to P_{n+1} \xrightarrow{g_n} S_n \to 0 \).

It remains to prove that \( P_{n+1} \) is preprojective. Clearly, \( P_{n+1} \) cannot have any non-zero preinjective direct summands. If \( T_n \) is a non-zero regular direct summand of \( P_{n+1} \), then \( g_n(T_n) = S_n \), because \( S_n \) is simple regular. Since \( R \) is tame, the category of all finitely generated regular modules is abelian, so the kernel of \( g_n \mid T_n \) is the zero submodule of \( P_n \). Thus \( g_n \) splits, a contradiction.

2. (Kerner) Consider \( 0 < k < \omega \) such that \( \text{Hom}_R(P,\tau^{-k}P) \neq 0 \). Since \( O(P) \) is a mono orbit, there is an exact sequence \( 0 \to P \to \tau^{-k}P \to X \to 0 \) where \( X \) is regular. Iterated application of the Auslander-Reiten translation \( \tau^{-1} \) yields the exact sequences \( 0 \to \tau^{-n}P \to \tau^{-(n+1)k}P \to \tau^{-n}X \to 0 \) for all \( 0 < n < \omega \). Since
the modules $\tau^{-n}X$ ($n < \omega$) are regular, it suffices to put $P_1 = P$ and $P_{n+1} = \tau^{-nk}P$ for each $0 < n < \omega$. \qed

Acknowledgement: We thank Otto Kerner for suggesting the use of mono orbits for constructing special chains in the wild case.
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