Centrality and transverse momentum dependence of higher-order flow harmonics of identified hadrons in Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV
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We present high-precision measurements of elliptic, triangular, and quadrangular flow \( v_2, v_3, \) and \( v_4 \), respectively, at midrapidity \((|\eta| < 1.0)\) for identified hadrons \( \pi, p, K, \varphi, K_s, \Lambda \) as a function of centrality and transverse momentum in Au+Au collisions at the center-of-mass energy \( \sqrt{s_{NN}} = 200 \) GeV. We observe similar \( v_n \) trends between light and strange mesons which indicates that the heavier strange quarks flow as strongly as the lighter up and down quarks. The number-of-constituent-quark scaling for \( v_2, v_3, \) and \( v_4 \) is found to hold within statistical uncertainty for 0-10\%, 10-40\% and 40-80\% collision centrality intervals. The results are compared to several viscous hydrodynamic calculations with varying initial conditions, and could serve as an additional constraint to the development of hydrodynamic models.

Keywords:

I. INTRODUCTION

A main goal of high-energy heavy-ion facilities such as the Relativistic Heavy-Ion Collider (RHIC) and the Large Hadron Collider (LHC) is to understand the properties of the quark-gluon plasma (QGP). Of particular importance are the transport properties of the QGP, especially the specific shear viscosity per unit of entropy density, \((\eta/s)\), which describes the ability of the QGP to transport and dissipate momentum. Anisotropic flow measurements quantify the azimuthal anisotropy of the particle emission in the transverse plane. These reflect the viscous hydrodynamic response to the initial spatial distribution of energy density produced in the early stages of the collision.

Experimentally, anisotropic flow can be characterized using the Fourier expansion of the azimuthal distribution as

\[
E \frac{d^3N}{dp^3} = \frac{1}{2\pi p_T dp_T dy} \left( 1 + \sum_{n=1}^{N} 2 v_n \cos(n(\phi - \psi_{RP})) \right),
\]

where \( v_n \) is the \( n^{\text{th}} \) order flow coefficient, \( E \) is the energy, \( p_T \) is transverse momentum, \( y \) is rapidity, \( \phi \) is the particle azimuthal angle, and \( \psi_{RP} \) is the azimuth of the reaction plane given by the beam direction and impact parameter. The first, second, third and fourth Fourier harmonics \((v_1, v_2, v_3, v_4)\) are called the directed flow, elliptic flow \( v_2 \), triangular flow and quadrangular flow, respectively.

Previous measurements of identified hadrons by the STAR collaboration were limited to the elliptic flow \( v_2 \) and little information was shown about the higher-order flow harmonics \( v_n \) with \( n > 2 \). Those \( v_2(p_T) \) \((p_T = \sqrt{\not{E}_T^2 + \not{p}_T^2})\) measurements showed mass-order dependence at low \( p_T \), \( p_T < 2.0 \) GeV/c, which is understood to result from the hydrodynamic expansion of the medium. For the intermediate-\( p_T \) region, \( 2.0 < p_T < 4.0 \) GeV/c, the identified hadron \( v_2(p_T) \) magnitudes are larger for baryons than mesons (which is referred to as baryon-meson splitting). Such an observation can be described by quark coalescence models. In the quark coalescence picture, partons develop flow during the partonic evolution and the hadron flow is given by the sum of the collective flows of the constituent partons. The quark coalescence mechanism explains the observed number-of-constituent-quark (NCQ) scaling of \( v_2(p_T) \) at RHIC.

In this paper, we extend the prior measurements by adding results on \( v_3 \) and \( v_4 \) of identified hadrons \( \pi, p, K, \varphi, K_s, \Lambda \) for \( \text{Au+Au} \) collisions at \( \sqrt{s_{NN}} = 200 \) GeV as a function of both transverse momentum \( (p_T) \) and centrality. Due to the strong viscous effects on the higher-order anisotropic flow coefficients \( v_n \) with \( n > 2 \), higher order harmonics \( v_{n>2} \) are expected to be more sensitive to \( \eta/s \) than the elliptic flow \( v_2 \). In addition, previous studies indicate that NCQ scaling \((n_q \text{ is the number of constituent quarks})\) works well for the elliptic flow \( v_2 \), but does not for the higher harmonics. As proposed in Ref. \( \text{[31] [32]} \), a modified form of the scaling function, \( v_n/n_q^{n/2} \), is tested here. It works better for \( v_3 \) and \( v_4 \) up to the intermediate-\( p_T \) region. Although hadronic rescattering might be treated as a reason of the modification in scaling, the underlying physics is under discussion.

The present measurements will not only supplement other anisotropic flow studies of identified particles for \( \text{Pb+Pb} \) collisions at the LHC energies as reported in Refs., but also be compared to two hydrodynamic models.
which are summarized in Table I. The first, Hydro-1 \cite{44}, employs the TRENTO model \cite{46} initial-state and does not include a hadronic afterburner. The second, Hydro-2 \cite{45}, uses an IP-Glasma \cite{47} initial-state in conjunction with a UrQMD \cite{48,49} afterburner. Hydro-II also imposes the effects of global momentum and local charge conservation.

|                  | Hydro-1 [44] | Hydro-2 [45] |
|------------------|--------------|--------------|
| \( \eta/s \)    | 0.05         | 0.12         |
| Initial conditions | TRENTO     | IP-Glasma   |
| Contributions     | Hydro +     | Hydro +     |
| Direct decays     | Hadronic cascade |

TABLE I: Summary of the two hydrodynamic models Hydro-1 \cite{44} and Hydro-2 \cite{45}.

This paper is organized as follows. Section II describes the experimental setup. In Section III, the particle identification, the event plane reconstruction, \( v_n \) signal extraction, and systematic uncertainty estimation are discussed. In Section IV, the centrality and momentum dependent \( v_n \) results are presented and discussed. The summary is presented in Section V.

II. EXPERIMENTAL SETUP

The Solenoidal Tracker At RHIC (STAR) at the Brookhaven National Laboratory employs a solenoidal magnet and multiple detectors to provide a wide-acceptance measurement at mid-rapidity \cite{50}. In this analysis, the primary detectors used were the STAR Time-Projection Chamber (TPC) and the Time-of-Flight (ToF) systems.

The TPC has a pseudorapidity, \( \eta \), acceptance of |\( \eta \)| < 1.8, and full azimuthal coverage \cite{51}. Along the beam direction, the central membrane divides the TPC into two halves. Within the TPC radius of 0.5 < \( r \) < 2 m, tracks can be reconstructed with a maximum of 45 hit points per track. The specific energy loss (\( dE/dx \)) provided by the TPC for each reconstructed track can be used for particle identification. The time-of-flight detector is based on Multi-gap Resistive Plate Chambers (MRPCs) \cite{52}. The ToF has a time resolution of \( \sim 85 \) ps, and covers the full azimuth and a pseudorapidity range of |\( \eta \)| < 0.94. The particle mass-squared, \( m^2 \), provided by the ToF system significantly extends STAR’s particle identification capabilities to higher \( p_T \). Additional details on the use of these detectors are provided in Section III A.

The Au+Au 200 GeV data collected in the year 2011 with about 400 M events is used in this analysis. A minimum bias trigger based on a coincidence of the signals from the Zero Degree Calorimeters (ZDC) \cite{53}, Vertex Position Detectors (VPD) \cite{54}, and/or Beam-Beam Counters (BBC) \cite{50} was used. Collisions more than ±30 cm from the center of STAR along the beam direction, or more than 2 cm radially from the center of the beam pipe, were rejected. The absolute difference between the \( z \)–vertex positions measured by the TPC and VPD detectors in each event was required to be less than 3 cm to reduce background events. Collision centrality is inferred from the measured event-by-event multiplicity with the aid of a Monte Carlo Glauber simulation \cite{55,56}. Also, a multivariate quality assurance of each data-taking run was performed. The values of the mean transverse momentum, the mean vertex position, and the mean multiplicity in the detector in single data-taking runs were all required to be within 3\( \sigma \) away of their mean values over the entire data set. Track quality cuts were applied to suppress backgrounds and to improve the resolution of track quantities such as the momentum and energy loss. Each track was required to have at least 15 hits assigned to it (out of up to 45). In order to remove track splitting the ratio of the number of reconstructed hits to the maximum possible number of hits for each track was required to be larger than 0.51. Tracks with |\( \eta \)| > 0.9 and momenta below 0.2 GeV/c, or above 4.0 GeV/c, were rejected.

III. METHODOLOGY

A. Particle identification

Particle identification in the STAR experiment can be done in multiple ways \cite{31}. The identification of charged particles is based on a combination of momentum information, the specific energy loss \( dE/dx \) in the TPC and a required time-of-flight measurement with the ToF detector. Charged pions and kaons can be easily distinguished on the basis of their \( dE/dx \) values for momenta up to approximately 0.7 GeV/c; at higher momenta the particles’ \( dE/dx \) distributions overlap. At higher momenta, two-dimensional fits in a combined \( m^2 \) vs. \( dE/dx \) plane were used.
to statistically extract the particle yield for π and K. Protons and antiprotons are identified mainly by the time-of-flight $m^2$ information. To suppress contributions from pions and kaons an additional cut on $|n\sigma_p| < 2.5$ was applied. At low transverse momenta ($p_T < 2$ GeV/$c$) the separation of protons relative to pions and kaons is good enough to count all protons within an equivalent range of 3σ around the center of the $n\sigma_p$ distribution. At high $p_T$ the tails on the left of the proton distributions are excluded to avoid contamination from pions and kaons. Thus the $m^2$ cut value increases with $p_T$.

The unstable particles $K^0_S, \varphi, \Lambda$, and $\bar{\Lambda}$ decay into a pair of oppositely charged particles and can be reconstructed using the invariant mass technique. For weak decay particles, additional topological constraints on the decay kinematics were applied to suppress backgrounds. The combinatorial background from uncorrelated particles was reduced by employing cuts on the daughter particle $dE/dx$ and/or $m^2$, as well as on the topology of the specific decay. The misidentification of the daughter particles, which is more probable at higher momenta, can result in an additional correlated background. A correlated background, for example from the $\Lambda$ hyperon, can appear in the invariant mass distribution if the proton was misidentified as a $\pi^+$, such a correlated background does not create a peak in the invariant mass distribution of the particles of interest because the daughter-particle masses are assumed to be the nominal ones (e.g., π mass instead of proton mass), but instead appears as a broad distribution which can significantly affect the signal extraction. This correlated background can be eliminated by investigating additional invariant mass spectra with identical track combinations, but different daughter mass values. The background was removed by applying invariant mass cuts on the corresponding unwanted peaks in the misidentified invariant mass distributions. Usually, the correlated background from particle misidentification increases with the $p_T$ values of the mother particle. In this work, the remaining uncorrelated combinatorial background was subtracted with the mixed-event technique.

B. $v_n$ Analysis method

In this work we used the two-particle cumulant method to extract the flow coefficients $v_n$ of π, K, and $p$. For other particles we used the event plane (EP) method to measure the $v_2$ and $v_3$ values. In this section, a description of each method used here is provided.

1. Two-particle cumulant method

The framework for the cumulant method is described in Refs. 57, 58, which was extended to the case of subevents in Refs. 53, 60. The two-particle correlations were constructed using the two-subevent cumulant method 60, with particle weights, e.g. weighted with the particle acceptance correction, and $\Delta\eta > 0.7$ separation between the subevents A and B (i.e. $1 > \eta_A > 0.35$ and $-1 < \eta_B < -0.35$). The use of the two-subevent method reduces the nonflow correlations including the decay of resonances to several charged daughter particles, Hanbury-Brown Twiss correlations, and jets 37. The two-particle flow harmonics can be written as,

$$v_n^2 = \langle \langle \cos(n|\varphi^A_i - \varphi^B_j|) \rangle \rangle,$$

where $\langle \langle \rangle \rangle$ indicates the average over all particles in a single event and over all events, and $\varphi_i$ is the azimuthal angle of the $i^{th}$ particle. The integrated and $p_T$ differential $n^{th}$-order flow harmonics are given as,

$$v_n = \langle \langle \cos(n|\varphi^A_i - \varphi^B_j|) \rangle \rangle / \sqrt{v_n^2},$$

and

$$v_n(p_T, PID) = \langle \langle \cos(n|\varphi^A_i(p_T, PID) - \varphi^B_j) \rangle \rangle / \sqrt{v_n^2}.$$  

2. Event plane method

The $n^{th}$-order event planes, $\Psi_n$, used here are constructed from the azimuthal distribution of final-state particles 20 as

$$\Psi_n = \tan^{-1}\left( \frac{\sum_i w_i \sin(n\varphi_i)}{\sum_i w_i \cos(n\varphi_i)} \right) / n$$  

(5)
where $\phi_i$ is the azimuthal angle of $i^{th}$ particle and $w_i$ is its weight that reflect the detector $\eta$-$\phi$ acceptance correction. Only tracks with momentum in the range from 0.2 to 2 GeV/c and pseudorapidity $|\eta| < 1$ in the TPC were used to calculate the event plane(s).

Two planes (east and west) are constructed using tracks from the opposite pseudorapidity hemisphere to the particle of interest, i.e., the east $\eta_{\text{sub}}$ event plane using tracks with $-1.0 \leq \eta \leq -0.05$ and the west $\eta_{\text{sub}}$ event plane using tracks with $0.05 \leq \eta \leq 1.0$. This procedure is called ”$\eta$-sub” method and suppresses the nonflow contribution [37]. The additional bias in the event plane reconstruction caused by detector inefficiencies generates a non-uniform $\Psi_n$ angle distribution in the laboratory coordinate system. To flatten this distribution, the recentering [61] and shifting [62] method were applied. The event plane resolution was calculated from the two $\eta$-sub events [37]. Each of the flow harmonics was measured with respect to the corresponding, same-order, event plane.

C. Systematic uncertainty analysis

The systematic uncertainties associated with the measurements shown in this paper are evaluated by varying several parameters of the analysis and comparing the measurements with their nominal values. The systematic uncertainty correlated with the event selection is evaluated by studying the variation of the results with different selections on the primary vertex position, i.e. using a range $-30$ to 0 cm or 0 to 30 cm rather than the nominal range of $\pm 30$ cm. The event-cuts systematic uncertainty ranges from 1% to 2% from central to peripheral collisions. The systematic uncertainty resulting from the track selection is estimated by applying stricter conditions: (i) DCA is reduced to be less than 2 cm rather than 3 cm, and (ii) the number of TPC space points changing from more than 15 points to more than 20 points. The track-cuts systematic uncertainty ranges from 1% to 3% from central to peripheral collisions. The systematic uncertainty from varying the particle identification cuts about their nominal values [31] ranges from 1% to 3% from central to peripheral collisions. The systematic uncertainty from varying the particle identification cuts about their nominal values [31] ranges from 1% to 3% from central to peripheral collisions. The overall systematic uncertainty, considering all sources as independent of each other, was evaluated via the quadrature sum of the uncertainties from the individual cut variations. They range from 3% to 7% from central to peripheral collisions.

IV. RESULTS AND DISCUSSION

The $v_n$ results for Au+Au collisions at 200 GeV are shown as a function of the transverse momentum in Sec. IV.A kinetic energy in Sec. IV.B and centrality in Sec. IV.C. The statistical uncertainties are shown as the straight vertical lines, while the point-by-point systematic uncertainties are shown as the open boxes.

A. $v_n$ as a function of transverse momentum

The panels (a)-(c) of Fig. 1 present the particle and antiparticle $v_2$, $v_3$ and $v_4$ for 0–80% central Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV. The measurements show clear similarities in the values and trends between the particle and antiparticle. A more quantitative conclusion can be made by forming the differences $\Delta v_2$, $\Delta v_3$ and $\Delta v_4$ which are shown in panels (d)-(i). The $\Delta v_2$ [31], $\Delta v_3$ and $\Delta v_4$ values for pions and kaons indicate little if any difference between positive and negative mesons of the same species. Although the $\Delta v_3$ and $\Delta v_4$ show little if any difference between protons and antiprotons, the $\Delta v_2$ is nonzero, with a value of 0.0028 ± 0.0002 (stat) ± 0.0003(syst). As pointed out in our prior studies [63, 64] the $v_n$ difference between positive and negative particles could be accounted for by considering nuclear stopping power which decreases with increasing $\sqrt{s_{NN}}$. Such an effect is expected to be small at $\sqrt{s_{NN}} = 200$ GeV.

Figure 2 shows the transverse momentum dependence at midrapidity of $v_2$ (a) and $v_3$ (b) of $\pi$, $K$, $p$, $\Lambda$, $\varphi$ and $K_0^*$ and $v_4$ (c) of $\pi$, $K$ and $p$ for 0–80% central Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV. The measurements indicate similar increasing then flattening trends as a function of $p_T$ in $v_n=2,3,4(|p_T|)$ for all particles shown. Also mass ordering at low $p_T$ is observed for $v_2$, $v_3$, and $v_4$. The shapes of the flow harmonics for light and strange mesons are comparable, which suggests similar flow strength for $u$, $d$, and $s$ quarks.

The $p_T$ dependence of $v_2$, $v_3$, and $v_4$ for $\pi$, $K$, $p$ and their charge conjugates are shown in Figs. 3 and 4. The measurements indicate mass ordering at low $p_T$ for $v_2$, $v_3$, and $v_4$. Our measurements are in good agreement with the prior measurements [23, 32, 65]. The $v_2$ values are found to be higher in peripheral collisions (40–80% centrality)
FIG. 1: The panels (a)-(c) show the transverse momentum dependence of elliptic, triangular and quadrangular flow of particle and antiparticle for 0–80% central Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV using the two-particle cumulant method. The panels (d)-(l) represent the $v_2$, $v_3$, and $v_4$ difference between positive and negative particles. Solid lines are linear fits to the data.

FIG. 2: The transverse momentum dependence of the identified particle $v_2$ (a), $v_3$ (b) and $v_4$ (c) for 0–80% central Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV. Compared to those in central collisions (0-10% centrality). The $v_3$ and $v_4$ values indicate a weak centrality dependence. This observation is compatible with the picture in which the viscous effects reduce the initial spatial anisotropic effects on the higher-order flow harmonics [7, 66].
Prior investigations [38, 64] have indicated that particle species dependence remains in plots of \( v_n \) versus \( p_T \) when each is scaled by the number of constituent quarks, \( n_q \). The breakdown of this scaling is also shown for the present data in Appendix A. A modified scaling function of \( v_n / n_q \) vs scaled kinetic energy \( K_{ET} = m_T - m_0 \) is suggested to work better, and will be tested in this work.

Figure 5 shows the number of constituent quark \( n_q \) scaled \( v_2 \) (a) and \( v_3 \) (b) as a function of scaled kinetic energy dependence at midrapidity \( |y| < 1.0 \) of \( \pi, K, p, \Lambda, \varphi \) and \( K^0_\Lambda \) for 0–80% central collisions. The measurements indicate a clear scaling for the \( v_n / n_q \) vs. scaled kinetic energy \( K_{ET} / n_q \) [33] at the top RHIC energy of \( \sqrt{s_{NN}} = 200 \text{ GeV} \). The observed scaling properties of \( v_2 \) and \( v_3 \) imply that the measured collective flow develops during the partonic phase.

The NCQ scaling properties of these data can be further explored via the centrality dependence of \( v_n \) vs. the scaled kinetic energy. Figures 6 and 7 show the scaled kinetic energy dependence of \( v_2, v_3, \) and \( v_4 \) for \( \pi^+, K^+, p, \) and \( \pi^-, K^-, \bar{p} \) at midrapidity \( |y| < 1.0 \) of 0–10%, 10–40% and 40–80% central \( \text{Au+Au} \) collisions. The measurements indicate a scaling of the \( v_n / n_q \) vs. \( K_{ET} / n_q \) [33] for all the centrality intervals shown. Such measurements could...
FIG. 4: The transverse momentum dependence of the identified antiparticle $v_2$, $v_3$, and $v_4$ for 0–10%, 10–40% and 40–80% central Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV.

add constraints to theoretical models attempting to reproduce the anisotropic flow.

C. $v_n$ as a function of centrality and comparison with models

The centrality dependence of the $p_T$-integrated $v_2$, $v_3$, and $v_4$ of $\pi$, $K$, and $p$ for Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV are presented in Fig. 8. The flow harmonics show a characteristic dependence on the collision centrality that reflects the interplay between initial-state effects and the final-state effects from central to peripheral collisions [67, 68]. In addition, the $v_n$ values decrease with increasing harmonic order. Such an observation reflects the increase of viscous effects with increasing harmonic order [68]. Thorough comparisons between data and theoretical calculations are carried out for all harmonics $v_2$, $v_3$, and $v_4$. The shaded bands in Fig. 8 indicate two viscous hydrodynamic model predictions [44, 45] which are summarized in Table II. Note that these two models differ in their initial- and final-state assumptions. However, both models show qualitative agreement with the present measurements. The predictions from Hydro–1 (cf. Table II) give a closer description to the measured $v_2$ values. The Hydro–1 model overpredicts the kaon $v_3$ and $v_4$ values. The Hydro–2 model gives a closer description to the $v_3$ and $v_4$ values.
FIG. 5: The scaled identified particle elliptic and triangular flow versus the scaled transverse kinetic energy for 0–80% central Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV.

FIG. 6: The scaled identified particle $v_2$, $v_3$, and $v_4$ versus the scaled transverse kinetic energy for 0-10%, 10-40% and 40-80% central Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV.
FIG. 7: The scaled identified anti-particle $v_2$, $v_3$, and $v_4$ versus the scaled transverse kinetic energy for 0–10%, 10–40% and 40–80% central Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV.

FIG. 8: The centrality dependence of the $\pi$, $K$, and $p_T$ integrated $v_2$, $v_3$ and $v_4$ values for $p_T < 2.0$ GeV/c in Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV. The solid and dashed lines represent the two hydrodynamic models used here [44, 45].
V. SUMMARY

In summary, we have presented new differential measurements of $v_2$, $v_3$ and $v_4$, at midrapidity ($|\eta| < 1.0$) for identified hadrons as a function of centrality and transverse momentum in Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV. The $p_T$-differential measurements indicate a sizable centrality and mass-order dependence for the measured flow harmonics. The similarities of the shapes of the $v_n$ versus $p_T$ curves for light and strange mesons indicate that the heavier $s$ quarks flow as strongly as the lighter $u$ and $d$ quarks. We also observed number of constituent quark scaling for $v_2$, $v_3$, and $v_4$ which suggests that the measured collective flow develops during the partonic phase. Furthermore, a qualitative agreement between the present flow measurements and the two viscous hydrodynamic calculations was obtained. These comparisons may provide additional constraints on the transport properties of the medium produced in these collisions.
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Appendix A: Scaled $v_n$ as a function of scaled $p_T$

The number of constituent quark scaling \[38, 39, 69\] can be employed to show the collective flow was generated at the partonic level. In the number of constituent quark scaling process, at a given $p_T$ hadrons are created from $n_q$ quarks with transverse momentum $p_T/n_q$. Figures 9, 10 and 11 present $v_n/n_q$ of different particle species as a function of $p_T/n_q$. The number of constituent quark scaled $v_n$ as a function of $p_T/n_q$ seems to show a global tendency for all particles species, although there are small differences for each $v_n$.

![FIG. 9: The scaled identified particle elliptic and triangular flow versus the scaled $p_T$ for 0-80% central Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV.](image)
FIG. 10: The scaled identified particle $v_2$, $v_3$, and $v_4$ versus the scaled $p_T$ for 0-10%, 10-40% and 40-80% central Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV.
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