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Abstract—Machine learning and, more specifically, deep learning algorithms have seen a remarkable growth in their popularity and usefulness in the last years. This is arguably due to three main factors: powerful computers, new techniques to train deeper networks and larger datasets. Although the first two are readily available in modern computers and ML libraries, the last one remains a challenge for many domains. It is a fact that big data is a reality in almost all fields nowadays, and geosciences are not an exception. However, to achieve the success of general-purpose applications such as ImageNet — for which there are ~14 million labeled images for 1000 target classes — we not only need more data, we need more high-quality labeled data. When it comes to the Oil & Gas industry, confidentiality issues hamper even more the sharing of datasets. In this work, we present the Netherlands interpretation dataset, a contribution to the development of machine learning in seismic interpretation. The Netherlands F3 dataset acquisition was carried out in the North Sea, Netherlands offshore. The data is publicly available and contains post-stack data, 8 horizons and well logs of 4 wells. For the purposes of our machine learning tasks, the original dataset was reinterpreted, generating 9 horizons separating different seismic facies intervals. The interpreted horizons were used to generate ~190,000 labeled images for inlines and crosslines. Finally, we present two deep learning applications in which the proposed dataset was employed and produced compelling results.

I. INTRODUCTION

Seismic interpretation plays a very important role in the exploration and production stream, being indispensable for geoscientists to develop oil and gas prospects. Being able to accurately describe the geology of the subsurface is a critical factor for the successful exploitation of known hydrocarbon accumulations [1].

However, seismic interpretation is a human-intensive and time-consuming task. The reflection seismic method only provides an indirect measurement of the subsurface geology, which is often noisy and limited in its spatial and temporal resolutions. Thus, reconstructing the geologic story of a seismic survey still poses a tremendous challenge, despite the technological advances in data acquisition, processing and software applications [1]. Tight deadlines and the increasing size of datasets are also complicating factors.

Other domains facing similar challenges are using neural networks and machine/deep learning techniques with great success to support tasks that deal with high volumes of data and are considered human-centered [2], [3], [4], [5].

Nevertheless, these methods require training datasets with a rather large amount of data [6].

The geoscience community, and more specifically the oil and gas industry, are already dealing with big data, but to fully harness the power of deep learning techniques, we need high-quality labeled datasets. This was one of the main factors that allowed general-purpose deep learning applications such as MNIST [7] (~60k images), PASCAL-VOC [8] (~40k images), MS-COCO [9] (~330k images), and ImageNet [10] (~14 million images) to be as successful as they are today. These applications comprise tasks like object detection, segmentation and classification, which have direct parallels in common tasks in the seismic interpretation workflow.

In this work, we present a contribution to the development of machine learning in seismic interpretation, which will be made publicly available. The Netherlands interpretation dataset consists of 9 horizons and ~190,000 labeled seismic images derived from the Netherlands F3 seismic data [11], already in the public domain. The seismic sections were interpreted based on their seismic facies. Previous versions of the proposed dataset have already been used in some works such as [12], [13], two of which will be discussed in Section VI.

This paper is organized as follows: next section describes the regional geology of the Netherlands F3 survey. Sections III and IV present the Netherlands F3 seismic dataset and discuss the interpretation procedure. In Section V we present the proposed dataset and detail its main characteristics. Finally, in Sections VI and VII we briefly discuss two deep learning applications in which the proposed dataset was employed and present our final remarks.

II. GEOLOGICAL SETTINGS

The Netherlands F3 dataset is a seismic survey of approximately 384 km² in the Dutch offshore portion of the Central Graben basin, roughly situated at 180km from the Netherlands shore (Figure 1) [14].

The Central Graben Basin is a result of the North Atlantic opening and posterior division of the supercontinent Pangea. This main region is characterized by a triple rift system – Central Graben, Viking Graben, and Moray Firth Basins [15].

The formation of the Central Graben Basin transpired during the Mesozoic, after a triple rifting phase due to the three stages of the Atlantic Ocean opening [16]. The first phase of subsidence is thermal, the second phase, during the Triassic, is represented by a rifting tectonic, ending with several extensional regimes during the Kimmeridgian [17].
As for the lithostratigraphic configuration, the Central Graben Basin is constituted of 9 main groups from the Carboniferous to the Cenozoic. According to [18], the Carboniferous Group sediments – the oldest stratigraphic record from the Central Graben Basin – have limited information, available only from a few wells. This group is mainly composed of black limestones and general clastic rocks, reaching a thickness of more than 4,000m in some areas [19].

The following stratigraphic groups – the Lower and Upper Rotliegend Group – were deposited during the Early and Middle Permian. These deposits are mainly constituted of volcanic rocks and fluvio-lacustrine sediments, on the lower portions, and by fluvial, eolian, and sabkha sediments on the upper regions of the group, reaching a maximum thickness of 900m [18].

The Zechstein Group, the next lithostratigraphic portion, is composed by carbonate and evaporite rocks. In the Central Graben Basin, this group is characterized by several salt structures, reaching a thickness of 1,300m [18]. Moreover, in areas with intense tectonism, the upper layers are affected by the halokinesis caused by the evaporites of the Zechstein Group.

The subsequent group is the Germanic Trias Group, being deposited during the Triassic period, reaching a thickness of 1,800m [18]. The Lower portion of this group is mainly composed of red shale rocks and siltstone interbedded with sands [20], occurring during the Early Triassic. The Upper portion of the Germanic Trias Group, deposited during the Middle and Upper Triassic, is constituted of anhydrous evaporites [20].

The following lithostratigraphic unit is the Altena Group, deposited during the Rhaetian until the Callovian – Middle Jurassic. Thick marine shales mainly represent this group, reaching a thickness of 1,600m [18].

The Late Jurassic deposits are represented by the Schieland, Scruff and Niedersachsen Groups. The thickness of this sediments, primarily lacustrine and clastic, had an intense influence of erosion and inversion, rarely reaching magnitude over 1,000m [18].

The deposits from the Early Cretaceous – the Rijnland Group – have no more than 1,000m thickness in specific regions due to intense erosion and inversion [18]. The sediments of this group are predominantly siliciclastic and suffer intense halokinesis on the Central Graben region.

The Chalk Group, the following lithostratigraphic unit, correspond to the Late Cretaceous deposits. Its sediments have more than 1,800m of thickness, on specific regions, and are mainly comprised of chalk and argillites. However, most of the record is absent in the Dutch Central Graben basin due to inversion in the region [18].

The North Sea Supergroup – Lower, Middle, and Upper – represents the remain deposits from the Cenozoic Era. In the Central Graben Basin, this period is characterized by strong subsidence, and have the most significant presence on the F3-Netherland seismic record. The North Sea Supergroup is also affected by intense halokinesis from the Zechstein Group salt.
present homogeneous seismic facies, where there are no apparent reflections.

- **H2-H1**: reflectors between H2 and H1 are continuous and have low amplitude. These characteristics are related to the neritic environment constituted mainly by argillaceous deposits.
- **H3-H2**: depositional environment and lithology of the sediments between H3 and H2 are essentially the same as H2, but this portion is marked by polygonal faults. Polygonal faults are common in argillaceous sediments and attribute discontinuous mound-shaped characteristic to reflectors.
- **H4-H3**: reflectors between H4 and H3 are predominantly subparallel and have varying amplitude.
- **H5-H4**: characterized by reflectors that has a prograding sigmoidal configuration of low energy and medium to low amplitude due to complex delta system deposited during the Late Miocene and Pliocene.
- **H6-H5**: package between H6 and H5 is made up mostly of parallel, high-amplitude reflectors due to Upper Cretaceous deposits of Chalk Group carbonates.
- **H7-H6**: comprises North Sea Supergroup, which has alternation of sandstones and claystones which give these facies the characteristics of semi-continuity and low amplitude.
- **H8-H7**: this interval still comprises sediments of the North Sea Supergroup and presents contorned to mound-shaped and low amplitude facies.
- **H9-H8**: facies between H9 and H8 are noisy, possibly because of acquisition noise or seismic processing failure.

### V. NETHERLANDS INTERPRETATION DATASET

The Netherlands interpretation dataset consists mainly of 9 interpreted horizons in XYZ format and 3,204 images, being 1,602 seismic lines in TIFF format and 1,602 labeled images in PNG format. The labeled images were created by taking the intersection between the seismic lines and the horizon surfaces. Then, the pixels of each horizon interval were labeled from 0 to 9. Figure 3 presents an inline section (cropped in the figure) and its respective labels. In this paper, we present two applications: classification and semantic segmentation of seismic images. To make it easier for others to experiment with the dataset, we provide the image tiles used in the classification task within the package1.

To produce the classification dataset, we split the seismic images into tiles with $64 \times 25$ pixels. If the predominant class covers more than 70% of the tile, it is associated with that class. Otherwise, the tile is discarded [13], [12]. The process of creating tiles from a seismic image comprises the following steps:

1) **stretch the contrast and re-scale values between 0 and 255**: this step removes extreme amplitudes and allows for a more compact representation of the dataset, e.g. using 8-bit integers.

2) **generate tiles from processed images**: in this step we split the image in tiles and associate each tile with its predominant class.

3) **balance training dataset**: there are many solutions to deal with imbalanced datasets. In this work, we decided to simply balance the number of samples per class, which makes the training process easier and allows us to use standard metrics such as accuracy.

The provided classification dataset includes 9,440 crossline and 9,472 inline seismic tiles per class along with their respective labels. Table I describes the files in the dataset. We do not provide ready-to-use validation and test sets. Thus, users can create their own splits. A common practice is to separate 25% of the dataset for test, and from the remaining training dataset, keep 25% for validation. The name of the tile image files contains the original inline/crossline number, so users can guarantee that the tiles in one seismic section go either in the training or test dataset.

### VI. EXPERIMENTS

In this section, we present two deep learning applications that employ the Netherlands interpretation dataset: classifi-

---

1The Netherlands interpretation dataset is available at: [https://doi.org/10.5281/zenodo.1422787](https://doi.org/10.5281/zenodo.1422787)
A. Classification of Rock Layers

The first application is the classification of different types of rock layers as presented in [12] and [13]. In both works, the authors trained deep neural networks that were able to successfully discriminate strata in the Netherlands F3 dataset. The main assumption is that one may distinguish different layers by their textural features as discussed in [23], [24]. Hence, a model that can classify images based on their textural attributes could be used to classify distinct rock types.

In the experiments presented in [13], the dataset preprocessing step included a sliding window mechanism to split the input image into tiles, in which each tile received the label of its predominant texture. These small images were then used as the actual input of the model that classifies each tile as one of the possible classes.

The authors in [13] tested multiple tile sizes, many numbers of examples per rock type, different percentages for texture predominance among other parameters, using a similar training dataset based on Netherlands F3. To create a baseline, we applied the same methodology on the proposed interpretation dataset. In this experiment, we used only 9 seismic sections randomly selected from the odd lines of the cube for training and validation. From these sections, we took 80% for training and 20% for validation. For testing, we used all the even lines which produced 4,784 tiles per class, after balancing. The final accuracy in the test dataset was 81.6%. Figure 4 shows the final confusion matrix.

B. Semantic Segmentation of Seismic Images

The second application in which the Netherlands interpretation dataset was used is the semantic segmentation of seismic images. In [25], the authors selected a trained deep neural network from the rock layer classification task [13] to function as a pre-trained feature extractor. This transfer learning technique makes training faster and more accurate, as discussed in [25], [26].

Next, they removed the tail of the network that acts as a classifier and appended an upscale module to produce pixel-wise predictions based on the the main extracted features. Such a process has already been used in many other works [27], [28]. Finally, they trained the resulting model using the Netherlands interpretation dataset.

Similarly to the first application discussed, the authors in [25] divided the input seismic section into small tiles. Additionally, they merged some layers to prevent thin layers from unbalancing the dataset. Next, they applied the network throughout the image to generate the final prediction. By doing this, they achieved more than 98% of the mean Intersection over Union (IoU) metric. Figure 5 shows that the model produced segmentations very close to the actual interpretation (white lines) with very little discontinuity.

Although ready-to-use tile data are provided with the dataset, users can split the original seismic sections using different tile sizes, depending on the task at hand. For example, the result obtained in [25] was produced using more than 50% of the seismic lines for training. However, the authors have been able to achieve ~90% of mean IoU for semantic segmentation using only 9 training lines and a tile size of 120×80 pixels for the same dataset.

VII. CONCLUSIONS

In this work, we argued that seismic interpretation is a human-intensive and time-consuming task which is indispensable for the identification and exploitation of hydrocarbon accumulations. On the other hand, deep learning techniques have seen a remarkable growth while achieving impressive results in similar human-centered tasks. Many of them being general-purpose applications related to object detection, segmentation and classification, which have obvious parallels in the seismic interpretation workflow.

However, for the successful application of such techniques on seismic interpretation, we not only have to leverage the large amounts of data produced daily in oil and gas companies but also to create high-quality labeled data. With our dataset,
we make a contribution that will allow geoscientists and machine learning practitioners working in the field to validate their models and compare their results.

In the experiments discussed in this work, the authors used the proposed dataset to train state-of-the-art deep learning models for rock layer classification and semantic segmentation of seismic images, obtaining high accuracies. Nevertheless, the Netherlands interpretation dataset could also be used to train and validated other machine learning techniques such as clustering, retrieval and transfer learning.
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