Constructing Ghost Free High Dynamic Range Images Using Convolutional Neural Network and Structural Similarity Index
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Abstract—A foreign object, commonly called as a ghost artifact, is integrated in the HDR output image when there is a moving object in the photography scene. The problem is persisting even after numerous models proposed by researchers. The most advanced techniques for capturing HDR photographs are still struggling with the produced output till date. The majority of the existing techniques are unable to tackle the situation where luminance varies in the input images. This ultimately causes the algorithms to compromise on quality by reducing the input images. In this research, two techniques are presented that help in getting rid of ghost artifacts from HDR output. The first method that is used in this research is a vintage method that uses structural similarity index measurement. The second method is the use of convolutional neural network. Since convolutional neural network is a specialized tool for image processing, a convolutional neural network is designed and trained to estimate the index of similarity of two or more images.
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I. INTRODUCTION

High Dynamic Range images are increasingly becoming important in the field of photography and videography sciences [1]. More than ever HDR content is delivered over a variety of medium these days. In recent era, many software application packages are needing digital photographs to mesh with the digital images seamlessly [1]. What human perceives with their eyes cannot be captured on a digital image as of yet with a single click of a regular camera [2]. In a natural scene, whatever detail in present cannot be obtained due to the way the luminance work.

In a bright scene, the color that is present in the brightest area cannot be obtained with full detail. Same goes with the dark areas of the scene. The color information that is present in the darkest area of the scene cannot be perceived with full detail. High Dynamic Range Imaging is the technique that solves this problem. It works by taking multiple images with different exposure times first and subsequently add them up with respect to the luminance each image has.

This way high dynamic range image construction works is very prone to have objects in the result image that should not be there[2]. Such foreign objects are due to moving objects in the scene.

Though there are many techniques present in the literature and several of them can be accepted as an suitable approach, there is still lot more to be done and there is a huge room for improvement. Every effort to remove the ghost artifact contributed to a certain extent but majority of them could not handle the different exposure values of input images.

This is yet another effort to help to deal with the anti-ghosting in high dynamic range images. The proposed methods using structural similarity index method and convolutional neural network methods not only helpful in removing ghost artifacts, but it also deals effectively with the problem of different exposure time values.

The research in hand is presenting two methods for ghost artifact removal.
1. Ghost Artifact removal using Structural Similarity Index SSIM estimation [3]
2. Ghost Artifact removal using Convolutional Neural Network Image Comparison [4]

The first method of Structural Similarity Index SSIM estimation is originally used for estimating the quality of video that is aired on TV [3]. The original film is taken as the reference and the video that is coming from the TV are compared. The algorithm estimates the index of similarity with respect to the luminance, contrast and structure.

The second method that is used in this research for removing any potential foreign objects is the use of convolutional neural network. A convolutional neural network is considered as the specialized type of neural network that helps best in comparing images for similarity [4]. In this research, a convolutional neural network is designed and trained. Once we have a trained neural network, patches of the input images are passed into it and compared with the counterpart patches in the rest of the images. After analysis, the convolutional neural network comes with a degree and index of similarity of the input patches. On this point, the system takes a decision on that if the compared patches are similar or else. In cases where the similarity index is high enough, the patches are considered as same and no further action is taken at that point. But when the similarity index is a very small fractional value, it is learnt that both the patches are dissimilar. The dissimilar patches are then replaced with the closest matching patch from any of the counterpart patch.

II. RELATED WORK

The recent work [2] to removed ghost artifacts works by splitting the input LDR images in 64 x 64 pixel patches. This technique first orders the input images by exposure time values and then it makes pairs. It then detects the mismatching pairs and replace when needed. Another approach [5] is based on the technique where is tries to find inconsistent pixels across all input images and then correct each one using the reference images. Researchers have also proposed a method of fast moving object detection in HDR imaging using a sub-sampling based technique [6] which helps in detecting the ghost artifact using thresholding technique.

III. METHODOLOGY

A. Structural Similarity Index Measurement (SSIM):

Structural Similarity Index (SSIM) is a measure that tells the level of similarity between two images. It works by accepting two images as parameters [3]. The first image is the reference image. The reference image is the template image and the second parameter are the target image which will be compared with the reference image. The structural similarity index algorithm tells the percent of similarity of the target image with the reference image.

SSIM estimation is based on three properties [3].
1. Luminance
2. Contrast
3. Structural information

The mathematical model for calculating the similarity index between images X and Y is calculated as below. This model, the image X is used as template or a reference image and image Y is the target image whose similarity is calculated with the image Y.

$$SSIM(x, y) = \frac{(2\mu_x\mu_y + c_1)(2\sigma_{xy} + c_2)}{\mu_x^2 + \mu_y^2 + c_1}(\sigma_x^2 + \sigma_y^2 + c_2)$$

Experiments:

The first step is to input he array of raw images into the system. Second, we break the input images into equal size of patches. The size that we choose for the patches is a variable size which is adjusted according to the size of potential ghost artifact as described in [2]. Once the patches are created, we start matching each patch with the counterpart patches. Each comparison gives an index values of similarity. An array of the differences is created. On this point, the system takes a decision on that if the compared patches are similar or else. But when the similarity index is a very small fractional value, it is learnt that both the patches are dissimilar. The dissimilar patches are then replaced with the closest matching patch from any of the counterpart patch.

b. Results:

Following are the results of applying SSIM in figure 1-3.
Convolutional Neural Network is getting famous for image comparison\cite{4}. The recent research has proved that the convolutional neural network is able to detect the image similarity. The good thing about convolutional neural network is that one doesn’t need to specify the parameters and features or ground truths manually during the training. This research uses the convolutional neural network to that can learn directly from the raw images.

The convolutional neural network in this research is trained on a dataset of more than 120,000 images. Each training example is labeled at either as a matching pair or mismatching pair. Half of the training examples are matching pairs and half of the pairs are mismatching pairs. The accuracy of this method is found to be at the extent where it is outperforming the state-of-the-art \cite{4}.

It is proposed that this convolutional network can be used to estimate the patch similarity during the problem in hand. A patch having a ghost artifact when matched with a patch that does not have the ghost artifact can be effectively detected using this method of convolutional neural network.

In the proposed research methodology, it is proposed that the trained convolutional neural network \cite{4} can be used to detect the similarity and dissimilarity to identify the ghost artifact. It will also be helpful in replacing the removed infected patch with the most relevant patch present in the rest of the images as elaborated in figure 4.

B. Patch Matching Using Convolutional Neural Network (CNN):

Convolutional Neural Network is getting famous for image comparison\cite{4}. The recent research has proved that the convolutional neural network is able to detect the image similarity. The good thing about convolutional neural network is that one doesn’t need to specify the parameters and features or ground truths manually during the training. This research uses the convolutional neural network to that can learn directly from the raw images.

The convolutional neural network in this research is trained on a dataset of more than 120,000 images. Each training example is labeled at either as a matching pair or mismatching pair. Half of the training examples are matching pairs and half of the pairs are mismatching pairs. The accuracy of this method is found to be at the extent where it is outperforming the state-of-the-art \cite{4}.

It is proposed that this convolutional network can be used to estimate the patch similarity during the problem in hand. A patch having a ghost artifact when matched with a patch that does not have the ghost artifact can be effectively detected using this method of convolutional neural network.

In the proposed research methodology, it is proposed that the trained convolutional neural network \cite{4} can be used to detect the similarity and dissimilarity to identify the ghost artifact. It will also be helpful in replacing the removed infected patch with the most relevant patch present in the rest of the images as elaborated in figure 4.
Two methods have been proposed to prevent the ghost artifact from integrating in HDR images. SSIM when used for detecting differences in pair of patches, was able to draw a line between matching and mismatching patches. The ConvNet on the other hand was able to clearly separate the matching and mismatching patches. ConvNet is even favorable to detect the matching and mismatching patches in cases where both patches had different exposure time value. ConvNet comparatively is more favorable then SSIM to detect moving objects in LDR images.

IV. CONCLUSION

Two methods have been proposed to prevent the ghost artifact from integrating in HDR images. SSIM when used for detecting differences in pair of patches, was able to draw a line between matching and mismatching patches. The ConvNet on the other hand was able to clearly separate the matching and mismatching patches. ConvNet is even favorable to detect the matching and mismatching patches in cases where both patches had different exposure time value. ConvNet comparatively is more favorable then SSIM to detect moving objects in LDR images.

V. FUTURE WORK

As there are several shortcomings in the both proposed methods, it is worthwhile to do execute more research in the following areas. The first proposed method of using structural similarity index function SSIM, there is a huge potential room for improvement. The result can be improved by using the spatial information from image only and to ignore the other two features of luminance and contrast. While it is expected that it will improve the patch matching accuracy, it is also suspected that the due to lack of luminance and contrast will lead towards increasing the error and the generation of false positives.
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