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Abstract. Let $R$ be the polynomial ring $K[x_{i,j}]$ where $1 \leq i \leq r$ and $j \in \mathbb{N}$, and let $I$ be an ideal of $R$ stable under the natural action of the infinite symmetric group $S_\infty$. Nagel–Römer recently defined a Hilbert series $H_I(s,t)$ of $I$ and proved that it is rational. We give a much shorter proof of this theorem using tools from the theory of formal languages and a simple algorithm that computes the series.
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1. Introduction

1.1. Statement of results. Let $R$ be the polynomial ring over the field $K$ in variables $x_{i,j}$, where $i \in \{1, \ldots, r\}$ and $j \in \mathbb{N}$. The infinite symmetric group $S_\infty$ acts on $R$ (by fixing the first index and moving the second), and a fundamental result, proved originally by Cohen [Co] but subsequently rediscovered [AH, HS], is that $R$ is $S_\infty$-noetherian: that is, any $S_\infty$-ideal in $R$ is generated by the $S_\infty$-orbits of finitely many elements. Given this, one can begin to study finer properties of ideals. In this paper, we investigate their Hilbert series.

Let $I \subset R$ be a homogeneous $S_\infty$-ideal. For $n \geq 1$, let $R_n \subset R$ be the subalgebra generated by the variables $x_{i,j}$ with $1 \leq i \leq r$ and $j \leq n$, and put $I_n = I \cap R_n$. Then $I_n$ is a finitely generated graded $R_n$-module, and so its Hilbert series $H_{I_n}(t)$ is a well-defined rational function. We define the Hilbert series of $I$ by

$$H_I(s,t) = \sum_{n \geq 0} H_{I_n}(t)s^n.$$ 

This series was introduced by Nagel–Römer [NR], who proved the following theorem:

Theorem 1.1. The series $H_I(s,t)$ is a rational function of $s$ and $t$. 
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The purpose of this paper is to give a new proof of this theorem. Our proof is shorter and (in our opinion) conceptually clearer than the one given in [NR].

Remark 1.2. In fact, [NR] work with what we would call $H_{R/I}(s,t)$, but it is a trivial matter to pass between this and our $H_I(s,t)$. □

Remark 1.3. The result of [NR] gives information about the denominator of $H_I(s,t)$. Our method gives some information as well, though we have not carefully traced through everything to see exactly what it yields. In particular, we do not know which method will ultimately say more about the denominator. □

1.2. Overview of proof. We now describe the idea of our proof. First, passing to the initial ideal one can reduce to the case where $I$ is a monomial ideal. One then has what is essentially a complicated bookkeeping problem: one must understand which of the monomials in the infinitely many variables $x_{i,j}$ appear in $I$. Our main idea is to use a sort of encoding scheme to make the problem more finite: more precisely, we establish a bijection between the monomials in $R$ and a certain set of words in a finite alphabet. Thus, in a sense, we trade the infinitely many commuting variables of $R$ for finitely many non-commuting variables. We show that, under this encoding scheme, $I$ (or rather, the set of monomials it contains) corresponds to a regular language. The theorem then follows from standard results on generating functions of regular languages.

The idea of using formal languages was motivated by the approach to Hilbert series in [SS2]. However, the result and methods of this paper do not appear to fit into the general setup of [SS2].

1.3. Outline. In §2 we review background material on regular languages. In §3 we prove the main theorem in the case of monomial ideals; this is really the bulk of the work. In §4 we complete the proof of the theorem by reducing to the monomial case. In §5 we explicitly describe an algorithm for computing $H_I(s,t)$, given a set of generators for $I$. Finally, in §6 we discuss the possibility of treating Hilbert series of $R$-modules.

1.4. Notation. We write $N$ for the set of non-negative integers. We let $\text{Inc}(N)$ be the so-called increasing monoid: this is the set of functions $f : N \to N$ satisfying $f(n) < f(m)$ for $n < m$, using composition as the monoidal operation. Throughout, $K$ denotes an arbitrary field.

2. Background on regular languages

In this section we review some well-known material on formal languages, especially regular languages. We refer the reader to the text [HU] for more details.

Let $\Sigma$ be a finite set and let $\Sigma^*$ be the set of words in the alphabet $\Sigma$; alternatively, $\Sigma^*$ is the free monoid on $\Sigma$. A formal language on $\Sigma$ is simply a subset of $\Sigma^*$. Given a formal language $\mathcal{L}$ on $\Sigma^*$, we define the Kleene star $\mathcal{L}^*$ of $\mathcal{L}$ to be the language consisting of all words of the form $w_1 \cdots w_n$ where $w_i \in \mathcal{L}$; alternatively, $\mathcal{L}^*$ is the submonoid of $\Sigma^*$ generated by $\mathcal{L}$. Given two formal languages $\mathcal{L}_1$ and $\mathcal{L}_2$, we define their concatenation $\mathcal{L}_1 \mathcal{L}_2$ to be the formal language consisting of all words of the form $w_1 w_2$ with $w_1 \in \mathcal{L}_1$ and $w_2 \in \mathcal{L}_2$. We also make use of the standard set-theoretic operations of union, intersection, and complement on formal languages.

The class of regular languages on $\Sigma$ is the smallest class of languages containing the singleton languages $\{\sigma\}$ for each $\sigma \in \Sigma$, and closed under union, concatenation, and Kleene
star. (Actually, the empty language and the language consisting only of the empty word are also counted as regular languages, but do not fit the previous definition.) It turns out that the class of regular languages is also closed under intersection and complement.

Let \( t_1, \ldots, t_k \) be a set of formal variables, let \( \mathcal{M} \) be the set of monomials in these variables, and let \( \rho: \Sigma^* \rightarrow \mathcal{M} \) be a monoid homomorphism, which we refer to as the weight function. We note that \( \rho \) is determined by its restriction to \( \Sigma \). Given a language \( \mathcal{L} \) on \( \Sigma \), we define its **generating function** with respect to \( \rho \) by

\[
H_{\mathcal{L}, \rho}(t_1, \ldots, t_k) = \sum_{w \in \mathcal{L}} \rho(w),
\]

assuming this sum makes sense (i.e., there are only finitely many \( w \in \mathcal{L} \) for which \( \rho(w) \) is a given monomial). We consider this as a formal power series in the variables \( t_1, \ldots, t_k \). For example, suppose \( k = 1 \) and \( \rho \) is defined by \( \rho(\sigma) = \sigma \) for all \( \sigma \in \Sigma \). Then for a word \( w \) we have \( \rho(w) = t^{\text{len}(w)} \), and so the coefficient of \( t^n \) in \( H_{\mathcal{L}, \rho}(t) \) is the number of words in \( \mathcal{L} \) of length \( n \). We require the following standard result (see, e.g., [St, Theorem 4.7.2], though the terminology there is somewhat different):

**Proposition 2.1.** If \( \mathcal{L} \) is a regular language then \( H_{\mathcal{L}, \rho}(t_1, \ldots, t_k) \) is a rational function of the \( t_i \)'s, for any weight function \( \rho \) (for which the series makes sense).

3. **Monomial ideals**

Let \( R = K[x_{i,j}] \) where \( 1 \leq i \leq r \) and \( j \in \mathbb{N} \), and let \( \mathcal{M} \) be the set of monomials in \( R \). Let \( \Sigma \) be the alphabet \( \{\tau, \xi_1, \ldots, \xi_t\} \). Let \( T: \mathcal{M} \rightarrow \mathcal{M} \) be the shift operator, defined by \( T(x_{i,j}) = x_{i,j+1} \) and extended multiplicatively. We define a function \( \mathbf{m}: \Sigma^* \rightarrow \mathcal{M} \) inductively using the following three rules: (a) \( \mathbf{m}(\emptyset) = 1 \); (b) \( \mathbf{m}(\xi_i w) = x_{i,0} \cdot \mathbf{m}(w) \); and (c) \( \mathbf{m}(\tau w) = T(\mathbf{m}(w)) \). Thus, concretely, to compute \( \mathbf{m}(w) \) simply change each \( \xi_i \) in \( w \) to \( x_{i,0} \) and each \( \tau \) to \( T \) applied to the string following it.

**Example 3.1.** We have \( \mathbf{m}(\tau \xi_1 \xi_2 \tau) = T(x_{1,0} T(x_{2,0} T(1))) = T(x_{1,0} x_{2,1}) = x_{1,1} x_{2,2} \).

It is clear that the map \( \mathbf{m}: \Sigma^* \rightarrow \mathcal{M} \) is surjective, though it is not injective since the variables \( x_{i,j} \) commute, e.g., \( \mathbf{m}(\xi_1 \xi_2) = \mathbf{m}(\xi_2 \xi_1) \). We therefore introduce a subset of \( \Sigma^* \) to obtain a bijection. We say that a word \( w \) in \( \Sigma^* \) is **standard** if it satisfies the condition that every substring \( \xi_i \xi_j \) of \( w \) has \( i \leq j \). Let \( \Sigma^*_{\text{std}} \) be the set of standard words, and let \( \Sigma^*_{\text{std}, n} \) be the set of standard words in which \( \tau \) occurs exactly \( n \) times. Let \( \mathcal{M}_n \) be the set of monomials in the variables \( x_{i,j} \) with \( 1 \leq i \leq r \) and \( 0 \leq j \leq n \).

**Proposition 3.2.** For each \( n \) the map \( \mathbf{m}: \Sigma^*_{\text{std}, n} \rightarrow \mathcal{M}_n \) is a bijection.

**Proof.** Let \( u \) and \( w \) be words in \( \Sigma^*_{\text{std}, n} \) such that \( \mathbf{m}(u) = \mathbf{m}(w) \), and let us prove \( u = w \). Let \( u' \) be the segment of \( u \) appearing before the first \( \tau \) in \( u \), and write \( u = u'u'' \); similarly decompose \( w = w'w'' \). Note that \( u', u'', w', \) and \( w'' \) are all standard. Every variable in \( \mathbf{m}(u') \) has second index equal to \( 0 \), while every variable in \( \mathbf{m}(u'') \) has second index greater than \( 0 \), and similarly for \( \mathbf{m}(w') \) and \( \mathbf{m}(w'') \). We have

\[
\mathbf{m}(u') \mathbf{m}(u'') = \mathbf{m}(u) = \mathbf{m}(w) = \mathbf{m}(w') \mathbf{m}(w'')
\]

and so \( \mathbf{m}(u') = \mathbf{m}(w') \) and \( \mathbf{m}(u'') = \mathbf{m}(w'') \). Since \( u' \) and \( w' \) are standard, it is clear that \( u' = w' \). If \( n = 0 \) then \( u'' \) and \( w'' \) are empty and thus equal. If \( n > 0 \) then \( u'' = \tau u'' \) and \( w'' = \tau w'' \). Since \( T \) is injective on \( \mathcal{M} \), we have \( \mathbf{m}(u'') = \mathbf{m}(w'') \). By
induction on \(n\), \(u^n = u^m\), thus \(u = w\). We have thus shown that \(m: \Sigma_{\text{std}}^* \to \mathcal{L}\) is injective; it is clearly surjective.

We let \(w: \mathcal{L} \to \Sigma_{\text{std}}^*\) be the right-inverse to the map \(m\) which sends monomial \(m\) to the minimal length word \(w\) such that \(m(w) = m\). The image of \(w\) is the set of words in \(\Sigma_{\text{std}}^*\) that do not end in \(\tau\). On the other hand \(m^{-1}(m) = w\tau^*\), the set of words consisting of \(w\) followed by any number of trailing \(\tau\)s.

Given a monomial \(m \in \mathcal{M}\), let \(\langle m \rangle\) be the set of monomials \(m' \in \mathcal{M}\) such that \(\sigma(m) | m'\) for some \(\sigma \in \text{Inc}(\mathbb{N})\). Given monomials \(m_1, \ldots, m_n\), let \(\langle m_1, \ldots, m_n \rangle\) be the union of the \(\langle m_i \rangle\)s.

**Proposition 3.3.** Let \(m_1, \ldots, m_n\) be monomials in \(\mathcal{R}\) and let \(I\) the monomial ideal generated by the \(\text{Inc}(\mathbb{N})\)-orbits of \(m_1, \ldots, m_n\). Let \(\rho\) be the weight function defined by \(\rho(\tau) = s\) and \(\rho(\xi_i) = t\) for all \(i = 1, \ldots, r\). Then

\[
H_I(s, t) = H_{m^{-1}(\langle m_1, \ldots, m_n \rangle), \rho}(s, t).
\]

**Proof.** Let \(I \subseteq \mathcal{M}\) be the set of monomials in \(I\). Then \(I = \langle m_1, \ldots, m_n \rangle\). The coefficient of \(s^nt^m\) in \(H_I(s, t)\) is the number of monomials in \(I \cap \mathcal{M}_n\) of degree \(m\). This equals the number of words in \(m^{-1}(I)\) in which \(\tau\) appears exactly \(n\) times and which contain exactly \(m\) non-\(\tau\) letters. But this is just the coefficient of \(s^nt^m\) in \(H_{m^{-1}(I), \rho}(s, t)\) as defined at the end of \(\S 2\). Thus \(H_I(s, t) = H_{m^{-1}(I), \rho}(s, t)\), and so the result follows from Proposition 2.1.

We say that a word in \(\Sigma^*\) is **simple** if it contains no \(\tau\).

**Proposition 3.4.** The set \(\Sigma_{\text{std}}^*\) is a regular language on \(\Sigma\).

**Proof.** Let \(L\) be the language of simple standard words. The identity

\[
L = \{\xi_1\}^* \cdot \{\xi_2\}^* \cdots \{\xi_n\}^*
\]

shows that \(L\) is regular. The identity \(\Sigma_{\text{std}}^* = L \cdot (\tau L)^*\) now shows that \(\Sigma_{\text{std}}^*\) is regular.

**Proposition 3.5.** Let \(m \in \mathcal{M}\). Then \(m^{-1}(\langle m \rangle)\) is a regular language on \(\Sigma\).

**Proof.** Write \(w(m) = w_0\tau w_1 \tau \cdots \tau w_n\), where each \(w_i\) is simple. Let \(L_i\) be the language consisting of simple standard words \(w'\) such that \(m(w_i) | m(w')\). One easily sees that \(L_i\) is a regular language. Let \(L\) be the regular language on \(\Sigma\) defined by

\[
(3.6) \quad \Sigma^* L_0 \Sigma^* \tau L_1 \Sigma^* \tau L_2 \cdots \Sigma^* \tau L_n \Sigma^*.
\]

We claim that a monomial \(m'\) belongs to \(\langle m \rangle\) if and only if \(w(m') \in L\). This will prove the proposition, as then \(m^{-1}(\langle m \rangle)\) will coincide with \(L \cap \Sigma_{\text{std}}^*\), and \(\Sigma_{\text{std}}^*\) is also regular.

First suppose \(m' \in \langle m \rangle\), so that \(\sigma(m) | m'\) for some \(\sigma \in \text{Inc}(\mathbb{N})\). Write \(m = m_0 \cdots m_n\) where \(m_j\) uses only the variables \(x_{i,j}\), and similarly write \(m' = m'_0 \cdots m'_r\). Then \(\sigma(m_j) | m'_{\sigma(j)}\) for \(0 \leq j \leq n\). We have \(w(m') = w'_0\tau w'_1 \tau \cdots \tau w'_n\) where \(\tau^j w'_j = w(m'_j)\). We can regroup this expression as

\[
w(m') = (\cdots)w'_{\sigma(0)}(\cdots)\tau w'_{\sigma(1)}(\cdots)\cdots(\cdots)\tau w'_{\sigma(n)}(\cdots)
\]

Since \(\tau^{\sigma(j)}w_j = w(\sigma(m_j))\) and \(\sigma(m_j) \mid m'_{\sigma(j)}\), we see that \(m(w_j) | m(w'_{\sigma(j)})\) and so \(w'_{\sigma(j)} \in L_j\). Thus the above expression shows that \(w(m') \in L\). Finally, if \(w(m')\) is in \(L\) then so is the set \(w(m')\tau^* = m^{-1}(m')\).

Now suppose \(w' \in L\). Write \(m(w') = m'_0 \cdots m'_r\) and \(w' = w'_0\tau \cdots \tau w'_r\tau^k\) as above. Since \(w(m') \in L\), we can find \(\sigma(0) < \sigma(1) < \cdots < \sigma(n)\) such that \(w'_{\sigma(j)} \in L_j\) for \(0 \leq j \leq n\).
Extend $\sigma$ arbitrarily to an element of $\text{Inc}(N)$. Then it is clear that $\sigma(m) \mid m(w')$, and so $m(w') \in (m)$.

**Corollary 3.7.** Let $m_1, \ldots, m_n \in M$. Then $m^{-1}((m_1, \ldots, m_n))$ is a regular language on $\Sigma$.

**Theorem 3.8.** Let $I \subset R$ be an $\text{Inc}(N)$-stable monomial ideal. Then $H_I(s,t)$ is a rational function.

**Proof.** It is known (see [Co] or [HS]) that $I$ is finitely generated up to the action of $\text{Inc}(N)$: that is, there exist $m_1, \ldots, m_n \in I$, which can be taken to be monomials, such that $I$ is the ideal generated by the $\text{Inc}(N)$-orbits of $m_1, \ldots, m_n$. By Propositions 3.3 and 2.1, $H_I(s,t)$ is rational if $m^{-1}((m_1, \ldots, m_n))$ is a regular language, which is the result of Corollary 3.7.

**Remark 3.9.** The above construction can be generalized from the total degree grading to arbitrary $\text{Inc}(N)$-stable (multi-) grading. An $\text{Inc}(N)$-stable multi-grading, $\deg : M \to \mathbb{Z}^k$, is determined by the values of $\deg(x_{i,0})$ for $i = 1, \ldots, r$. The series $H_I$ is then given by

$$H_I(s,t_1,\ldots,t_k) = H_{\Sigma^{\star} \rho}(s,t_1,\ldots,t_k)$$

for weight function $\rho$ with $\rho(\tau) = s$ and $\rho(\xi_i) = \deg(x_{i,0})$ for $i = 1, \ldots, r$. □

## 4. General ideals

Let $R$ be as in the previous section. We define an order $\leq$ on the monomials in $R$ as follows. First, we order the variables $x_{i,j}$ lexicographically by comparing the second index first: that is, $x_{i,j} < x_{k,\ell}$ if $j < \ell$ or $j = \ell$ and $i < k$. We then order monomials by lexicographically comparing their exponents. This is a well-ordering of the monomials and compatible with multiplication. We write $\text{in}(f)$ for the initial term of a non-zero element $f \in R$ and $\text{in}(I)$ for the initial ideal associated to an ideal $I \subset R$.

**Lemma 4.1.** We have $\text{in}(I) \cap R_n = \text{in}(I \cap R_n)$.

**Proof.** It is clear that $\text{in}(I \cap R_n) \subset \text{in}(I) \cap R_n$, so let us prove the reverse containment. The ideal $\text{in}(I) \cap R_n$ is monomial, so it suffices to show that if $f \in I$ and $\text{in}(f) \in R_n$ then $f \in R_n$. But this is clear from how we ordered the variables: indeed, if $\text{in}(f) = m \in R_n$ then no monomial appearing in $f$ can contain a variable of the form $x_{i,j}$ with $j > n$, for then that monomial would exceed $m$ in our ordering and contradict $m$ being the initial term, and so it follows that $f \in R_n$. □

**Lemma 4.2.** We have $H_I(s,t) = H_{\text{in}(I)}(s,t)$.

**Proof.** The coefficient of $s^n$ in $H_I(s,t)$ is equal to $H_{I \cap R_n}(t)$. It is a standard fact that passing to the initial ideal does not affect Hilbert series, and so this is equal to $H_{\text{in}(I \cap R_n)}(t)$. By the lemma, this is equal to $H_{\text{in}(I) \cap R_n}(t)$, which is the coefficient of $s^n$ in $H_{\text{in}(I)}(s,t)$. □

**Theorem 4.3.** Let $I$ be an $\text{Inc}(N)$-stable ideal in $R$. Then $H_I(s,t)$ is a rational function.

**Proof.** This follows from the previous lemma and Theorem 3.8. (Note that our monomial ordering is compatible with the action of $\text{Inc}(N)$, and so $\text{in}(I)$ is still $\text{Inc}(N)$-stable.) □
5. An algorithm for Hilbert series

We now describe an algorithm for computing $H_I(s, t)$ for an Inc($\mathbb{N}$)-stable ideal $I$ as above. We first recall some additional background material. Suppose that $L$ is a regular language. Then there is a finite-state automaton $A$ that accepts precisely the words in $L$, see [HU, Ch. 2]. Fix such an $A$, and suppose that it has $N$ states. For $\ell \in \Sigma$ let $M_{A, \ell}$ be the associated transition matrix for $A$. This is the 0-1, left-stochastic $N \times N$ matrix with 1 in entry $(i, j)$ if there is edge labeled by $\ell$ from state $j$ to state $i$. Let $e_1 \in \mathbb{K}^n$ be the basis vector for the initial state, and let $u = \sum_{i \in F} e_i \in \mathbb{K}^n$ be the sum of the basis vectors corresponding to the accept states $F$. Then for a word $w = w_1 \cdots w_n$, we have

$$t^u M_{A, w_n} \cdots M_{A, w_1} e_1 = \begin{cases} 1 & \text{if } A \text{ accepts } w \\ 0 & \text{if } A \text{ rejects } w. \end{cases}$$

Let $\rho: \Sigma^* \to \mathcal{M}$ be a weight function, where $\mathcal{M}$ is the set of monomials in $t_1, \ldots, t_k$. Summing the above expression over all words, we find

$$H_{L, \rho}(t_1, \ldots, t_k) = \sum_{w \in L} \rho(w) = \sum_{n \geq 0} t^u \left( \sum_{\ell \in \Sigma} \rho(\ell) M_{A, \ell} \right)^n e_1$$

$$= t^u \left( \text{Id} - \sum_{\ell \in \Sigma} \rho(\ell) M_{A, \ell} \right)^{-1} e_1. \quad (5.1)$$

Thus the generating function for $L$ can be computed directly from the automaton $A$.

The following is our algorithm for computing $H_I(s, t)$, given as input a set of elements $f_1, \ldots, f_r$ of $I$ whose Inc($\mathbb{N}$)-orbits generate $I$:

(1) First compute the initial ideal of $I$. This can be done using standard equivariant Gröbner basis techniques. We suppose that $m_1, \ldots, m_s$ are monomials whose Inc($\mathbb{N}$) orbits generate the initial ideal.

(2) Next construct a regular expression for the language $L = m^{-1}(\langle m_1, \ldots, m_s \rangle)$. We note that (3.6) is essentially a regular expression for $m^{-1}(\langle m \rangle)$ (and is obviously constructed algorithmically from $m$), and a regular expression for $L$ can be obtained by “or-ing” the regular expressions for the various $m_i$. Summing the above expression over all words, we find

$$H_{L, \rho}(t_1, \ldots, t_k) = \sum_{w \in L} \rho(w) = \sum_{n \geq 0} t^u \left( \sum_{\ell \in \Sigma} \rho(\ell) M_{A, \ell} \right)^n e_1$$

$$= t^u \left( \text{Id} - \sum_{\ell \in \Sigma} \rho(\ell) M_{A, \ell} \right)^{-1} e_1. \quad (5.1)$$

Thus the generating function for $L$ can be computed directly from the automaton $A$.

The following is our algorithm for computing $H_I(s, t)$, given as input a set of elements $f_1, \ldots, f_r$ of $I$ whose Inc($\mathbb{N}$)-orbits generate $I$:

(1) First compute the initial ideal of $I$. This can be done using standard equivariant Gröbner basis techniques. We suppose that $m_1, \ldots, m_s$ are monomials whose Inc($\mathbb{N}$) orbits generate the initial ideal.

(2) Next construct a regular expression for the language $L = m^{-1}(\langle m_1, \ldots, m_s \rangle)$. We note that (3.6) is essentially a regular expression for $m^{-1}(\langle m \rangle)$ (and is obviously constructed algorithmically from $m$), and a regular expression for $L$ can be obtained by “or-ing” the regular expressions for the various $m_i$.

(3) From the regular expression for $L$, construct an automaton $A$ that accepts $L$. It is well-understood how to algorithmically pass from a regular expression to an automaton, see [HU, Ch. 2].

(4) Finally, compute the Hilbert series from the automaton via (5.1), using the weight function from Proposition 3.3. This really computes the Hilbert series of the initial ideal, but this coincides with the Hilbert series of the original ideal $I$ by Lemma 4.2.

Example 5.2. Let $r = 1$ and $I = \langle x_1^2 \rangle$. The language $m^{-1}(I)$ is detected by the regular expression

$$(\xi_1 | \tau)^* \xi_1 \xi_1 (\xi_1 | \tau)^*$$

and by the automaton
where the first two states are rejecting and the last accepting. The automaton has transition matrices

\[
M_{A,\tau} = \begin{bmatrix}
1 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{bmatrix}, \quad M_{A,\xi_1} = \begin{bmatrix}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 1
\end{bmatrix}.
\]

We have \(e_1 = (1, 0, 0)\) and \(u = (0, 0, 1)\), and so

\[
H_I(s, t) = t^2 \left( 1 - s - t \right) \left( 1 - s - st \right).
\]

We implemented functions constructing automata corresponding to monomial ideals in \(R\) and computing their Hilbert series in Macaulay2 \([M2]\). These along with some examples are posted at http://rckr.one/eHilbert.html.

6. Hilbert series of modules

Let \(M\) be a graded \(R\)-module equipped with a compatible action of \(S_\infty\) that is generated by the \(S_\infty\) orbits of finitely many elements.\(^1\) A natural problem is to define a notion of Hilbert series for \(M\) and extend Theorem 1.1 to this setting.

One can generalize the definition of \(H_I\) as follows. Let \(G(n) \subset S_\infty\) be the subgroup consisting of permutations that fix each of the elements \(0, \ldots, n\). Then \(I \cap R_n\) is identified with the invariants \(I^{G(n)}\). Thus in the definition of \(H_I\) we can simply replace \(I \cap R_n\) with \(M^{G(n)}\) to obtain a definition for \(H_M\), i.e.:

\[
H_M(s, t) = \sum_{n \geq 0} H_{M^{G(n)}}(t)s^n.
\]

This is a perfectly well-defined series, and so one can certainly study it and investigate its rationality properties. However, as a definition of Hilbert series it is fatally flawed: formation of \(G(n)\) invariants is not exact, and so the above quantity is not additive in short exact sequences of \(R\)-modules. (For example, if \(I = \langle x_{1,1} - x_{1,0} \rangle \subset R\) then \(R^{G(-1)}\) is the set of constants where \(G(-1) = S_\infty\). Meanwhile \((R/I)^{G(-1)} = R/I \cong K[y]\), and therefore \((R/I)^{G(-1)} \neq R^{G(-1)}/I^{G(-1)}\).

There are various ways one could try to fix this problem: one could substitute invariants with derived invariants, which is known to be well-behaved by \([SS, \S 6.4.4]\), or with coinvariants, which is known to be exact by \([SS, \S 6.2.11]\). However, the best series to study is probably

\[
H_M = \sum_{n \geq 0} [M_n]t^n,
\]

where \([M_n]\) is the class of the \(S_\infty\)-representation \(M_n\) in the Grothendieck group of finitely generated algebraic representations (in the sense of \([SS, \S 6]\)). Any reasonable notion of Hilbert

\(^1\)For technical reasons related to our uses of \([SS]\) below, we assume that every element of \(M\) is stabilized by a subgroup of \(S_\infty\) of the form \(\text{Aut}((n, n + 1, \ldots))\). This is automatic if \(M\) is an ideal in \(R\).
series for $M$ should factor through the above definition. We note that the Grothendieck group in question is identified with the ring of symmetric functions $\Lambda$, so that above series can be considered as a power series in $t$ with coefficients in $\Lambda$. We believe there should be some sort of rationality theorem for $H_M$, but leave this as an open problem.
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