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Abstract—We address the issue of context tree estimation in variable length hidden Markov models. We propose an estimator of the context tree of the hidden Markov process which needs no prior upper bound on the depth of the context tree. We prove that the estimator is strongly consistent. This uses information-theoretic mixture inequalities in the spirit of [1], [2]. We propose an algorithm to efficiently compute the estimator and provide simulation studies to support our result.
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I. INTRODUCTION

A variable length hidden Markov model (VLHMM) is a bivariate stochastic process \((X_n, Y_n)_{n \geq 0}\) where \((X_n)_{n \geq 0}\) (the state sequence) is a variable length Markov chain (VLMC) in a state space \(\mathcal{X}\) and, conditionally on \((X_n)_{n \geq 0}\), \((Y_n)_{n \geq 0}\) is a sequence of independent variables in an observation space \(\mathcal{Y}\) such that the conditional distribution of \(Y_n\) given the state sequence (called the emission distribution) depends on \(X_n\) only. Such processes fall into the general framework of latent variable processes, and reduce to hidden Markov models (HMM) when the state sequence is a Markov chain. Latent variable processes are used as a flexible tool to model dependent non-Markovian time series, and the statistical problem is to estimate the parameters of the distribution when only \((Y_n)_{n \geq 0}\) is observed. We assume that the hidden process may only take a fixed and known number of values, that is the case where the state space \(\mathcal{X}\) is finite with known cardinality \(k\).

The dependence structure of a latent variable process is driven by that of the hidden process \((X_n)_{n \geq 0}\), which is assumed here to be a variable length Markov chain (VLMC). Such processes were first introduced by Rissanen in [3] as a flexible and parsimonious modelization tool for data compression. Recall that a Markov process of order \(d\) is such that the conditional distribution of \(X_n\) given all past values depends only on the \(d\) previous ones \(X_{n-1}, ..., X_{n-d}\). Nevertheless different past may lead to identical conditional distributions, so that all \(k^d\) possible past values are not needed to describe the distribution of the process. A VLMC is such that the probability of the present state depends only on a finite part of the past, and the length of this relevant portion, called context, is a function of the past itself. No context may be a proper suffix of any other context, so that the set of all contexts may be represented as a rooted labelled tree. This set is called the context tree of the VLMC.

Variable length hidden Markov models appear for the first time, to our knowledge, in movement analysis [4], [5]. Human movement analysis is the interpretation of movements as sequences of poses. [5] analyses the movement through 3D rotations of 19 major joints of human body. [4] then use a VLHMM representation where \(X_n\) is the pose at time \(n\) and \(Y_n\) is the body position given by the 3D rotations of the 19 major points. They argue that "VLHMM is superior in its efficiency and accuracy of modeling multivariate time-series data with highly-varied dynamics". [6] studies VLHMM from a theoretical point of view, when the observation process \((Y_n)_{n \geq 0}\) consists in a Bernoulli type perturbation of a binary VLMC \((X_n)_{n \geq 0}\) and shows that it is possible to recover the context tree of the chain \((X_n)_{n \geq 0}\), using a suitable version of Rissanen’s Context algorithm, provided that the Bernoulli noise is small enough.

VLHMM could also be used in WIFI based indoor positioning systems (see [7]). Here \(X_n\) is a mobile device position at time \(n\) and \(Y_n\) is the received signal strength (RSS) vector at time \(n\). Each component of the RSS vector represents the strength of a signal sent by a WIFI access point. In practice, the aim is to estimate the positions of the device \((X_n)_{n \geq 0}\) on the basis of the observations \((Y_n)_{n \geq 0}\). The distribution of \(Y_n\) given \(X_n = x\) for any location \(x\) is beforehand calibrated for a finite number of locations \((L_1, ..., L_k)\). A Markov chain on the finite set \((L_1, ..., L_k)\) is then used to model the sequence of positions \((X_n)_{n \geq 0}\). Again VLHMM model would lead to efficient and accurate estimation of the device position.

The aim of this paper is to provide a statistical analysis of variable length hidden Markov models and, in particular, to propose a consistent estimator of the context tree of the hidden VLMC on the basis of the observations \((Y_n)_{n \geq 0}\) only. We consider a parametrized family of VLHMM, and we use a penalized likelihood method to estimate the context tree of the hidden VLMC. To each possible context tree \(\tau\), if \(\Theta_\tau\) is the set of possible parameters, we define

\[
\hat{\tau}_n = \arg\min_{\tau} \left\{ -\sup_{\theta \in \Theta_\tau} \log \ell_\theta(Y_{1:n}) + \text{pen}(n, \tau) \right\},
\]

where \(\ell_\theta(y_{1:n})\) is the distribution density of the observation \(Y_{1:n} = (Y_1, ..., Y_n)\) under the parameter \(\theta\), with respect to some dominating positive measure. \(\text{pen}(n, \tau)\) is a penalty that
depends on the number $n$ of observations and on the context tree $\tau$. Our aim is to find penalties for which the estimator is strongly consistent without any prior upper bound on the depth of the context tree, and to provide a practical algorithm to compute the estimator.

Context tree estimation for a VLHMM is similar to order estimation for a HMM in which the order is defined as the unknown cardinality of the state space $X$. The main difficulty lies in the calibration of the penalty, which requires some understanding of the growth of the likelihood ratios (with respect to orders and to the number of observations). In particular cases, the fluctuations of the likelihood ratios may be understood via empirical process theory, see the recent works [8] for finite state Markov chains and [9] for independent identically distributed observations. Latent variable models are much more complicated, see for instance [10] where it is proved in the HMM situation that the likelihood ratio statistics converges to infinity for overestimated order. We thus use an approach based on information theory tools to understand the behavior of likelihood ratios. Such tools have been successful for HMM order estimation problems and were used in [2], [1] for discrete observations and in [11] for Poisson emission distributions or Gaussian emission distributions with known variance. Our main result shows that for a penalty of the form $d(\tau) \log n, \hat{\tau}_n$ is strongly consistent, that is converges almost surely to the true unknown context tree. Here, $C(\tau)$ has an explicit formulation but is slightly bigger than $(k-1)|\tau|/2$ which gives the popular BIC penalty. We study the important situation of Gaussian emissions with unknown variance, which means that the distributions of $Y_0$ conditionally on $X_0 = x, x \in X$, are Gaussian with the same unknown variance $\sigma^2$ and unknown mean $m_x$ depending on the hidden state $x$. To our knowledge, this case has not been studied in previous works on HMM order estimation. We prove that our consistency theorem holds in this case.

Computation of the estimator requires computation of the maximum likelihood for all possible context trees. As usual, the EM algorithm may be used to compute the maximum likelihood estimator for the parameters when the context tree is fixed. We propose a suboptimal algorithm to compute the estimator $\hat{\tau}_n$, which prevents the exploration of a too large number of context trees by pruning an initial maximal context tree of depth $M > 0, \tau_M$. In general, the EM algorithm needs to be run several times with different initial values to avoid local extremum traps. In the important situation of Gaussian emissions, we propose a way to choose the initial parameters so that only one run of the EM algorithm is needed. Simulations compare penalized maximum likelihood estimators of the context tree $\tau^*$ of the hidden VLMC using our penalty and using the BIC penalty. While these simulations highlight the consistency of our estimator, they also indicate that the BIC estimator seems also consistent and reaches the right model for relatively small samples.

The structure of this paper is the following. Section II describes the model and introduces some notations. Section III presents the information theory tools that we use, states the main consistency result and applies it to Poisson emission distributions and Gaussian emission distributions with known variance. Section IV proves the result for Gaussian emission distributions with unknown variance. In section V, we present the algorithm and provide simulation results. The proofs that are not essential at first reading are detailed in the Appendix.

II. BASIC SETTING AND NOTATION

Throughout the sequel, the underlying probability space $(\Omega, \mathcal{F}, \mathbb{P})$ is assumed to be rich enough to allow the existence of the random processes defined in the paper. Let $X$ be a finite set whose cardinality is denoted by $|X| = k$. We identify $X$ with $\{1, \ldots, k\}$. Let $\mathcal{F}_X$ be the finite collection of subsets of $X$. Let $\mathcal{Y}$ be a Polish space endowed with its Borel sigma-field $\mathcal{F}_Y$.

A. Context trees and variable length Markov chains

A string $s = x_kx_{k+1}...x_l \in X_\tau^{l-k+1}$ is denoted by $x_{k:l}$ and its length is then $l(s) = l - k + 1$. The concatenation of the strings $u$ and $v$ is denoted by $uv$. A string $v$ is a suffix of a string $s$ if there exists a string $u$ such that $s = uv$. Note that, in the literature, the term postfix can be used instead. A set $\tau$ of strings and possibly semi-infinite sequences is called a tree if the following holds: no $s \in \tau$ is suffix of any other $s' \in \tau$. If $\tau$ is a tree, the elements of $\tau$ will be referred to as leaves of the tree and, if $s = x_{1:l}, l \geq 2$, is a leaf of $\tau$, for any $k = 2, \ldots, l, x_{k:l}$ will be referred to as (internal) node of $\tau$. The children of a node $u$ of $\tau$ are the set of strings $xu, x \in X$, such that $xu$ is either a node or a leaf of $\tau$. A tree $\tau$ is irreducible if no element $s \in \tau$ can be replaced by a suffix without violating the tree property. It is complete if each node has $|X|$ children exactly. We denote by $d(\tau)$ the depth of $\tau$: $d(\tau) = \max \{l(s) \ | \ s \in \tau\}$.

Let $X = \{X_n\}_{n \in \mathbb{Z}}$ be an ergodic and stationary process on $\mathcal{X}^\mathbb{Z}$. For any $n \leq m$ and any $x_{m:n}$ in $\mathcal{X}^{n-m+1}$, write $Q(x_{m:n})$ for $Q(X_{0:n} = x_{m:n})$. Throughout the sequel, "$Q$-almost every semi infinite sequence $x_{-\infty:1}$ stands for "all semi infinite sequences $x_{-\infty:1}$ such that for any $M \geq 0, Q(x_{-M:1}) > 0$".

Definition 1. Let $\tau$ be a tree. $\tau$ is called a $X$-adapted context tree if, for $Q$-almost every semi infinite sequence $x_{-\infty:1}$, there exists a unique string $s$ in $\tau$ such that $s$ is suffix of $x_{-\infty:1}$ and:

$$\forall x_0 \in X, \quad P(X_0 = x_0 | X_{-\infty:1} = x_{-\infty:1}) = P(X_0 = x_0 | X_{-l(s):1} = s), \quad (1)$$

Moreover, if for any $s \in \tau, Q(s) > 0$ and no proper suffix of $s$ has the property (1), then $\tau$ is called the minimal context tree of $\{X_n\}_{n \in \mathbb{Z}}$ and $\{X_n\}_{n \in \mathbb{Z}}$ is called a variable length Markov chain (VLMC).

If a tree $\tau$ is $X$-adapted, then for $Q$-almost every $x_{-\infty:1}$ there exists a unique string in $\tau$ suffix of $x_{-\infty:1}$. We denote this suffix by $\tau(x_{-\infty:1})$.

A tree $\tau$ is said to be a subtree of $\tau'$ if for each string $s'$ in $\tau'$ there exists a string $s$ in $\tau$ suffix of $s'$. Then if $\tau$ is a $X$-adapted tree, any tree $\tau'$ such that $\tau$ is a subtree of $\tau'$ will be $X$-adapted.
Definition 2. Let $\tau_0$ be the minimal context tree of a VLMC $(X_n)_{n \in \mathbb{Z}}$. There exists a unique complete tree $\tau^*$ such that $\tau_0$ is a subtree of $\tau^*$ and

$$|\tau^*| = \min \{ |\tau| : \tau \text{ is a complete tree and } \tau_0 \text{ is a subtree of } \tau \}.$$ 

$\tau^*$ is called the minimal complete context tree of the distribution $Q$ of the VLMC $(X_n)_{n \in \mathbb{Z}}$.

In the sequel we only consider ergodic stationary VLMC, $(X_n)_{n \in \mathbb{Z}}$, whose minimal complete context tree $\tau^*$ is finite, $(X_n)_{n \in \mathbb{Z}}$ is then a Markov chain of order $d(\tau^*)$.

Define, for any complete tree $\tau$, the set of transition parameters:

$$\Theta_{t,\tau} = \left\{ (P_{s,i})_{s \in \tau, i \in X} : \forall s \in \tau, \forall i \in X, P_{s,i} \geq 0 \text{ and } \sum_{i=1}^k P_{s,i} = 1 \right\}.$$

If $(X_n)_{n \in \mathbb{Z}}$ is a VLMC with minimal complete context tree $\tau^*$ and transition parameters $\Theta^* = (P^*_{s,i})_{s \in \tau^*, i \in X} \in \Theta_{\tau^*,\tau^*}$, for any complete tree $\tau$ such that $\tau^*$ is a subtree of $\tau$, there exists a unique $\theta_\tau = (P_{s,i})_{s \in \tau, i \in X} \in \Theta_{\tau,\tau}$ that defines the same VLMC transition probabilities, namely: for any $s \in \tau$, there exists a unique $u \in \tau^*$ which is a suffix of $s$, and for all $i \in X$, $P_{s,i} = P^*_{u,i}$. Notice that a transition parameter $\theta_\tau$ in $\Theta_{\tau,\tau}$ does not necessarily define a unique VLMC distribution (possibly, $\theta_\tau$ may not define a unique stationary distribution). $\theta_\tau$ defines a unique VLMC distribution if the extended Markov chain $(X_{n-d(\tau)+1:n})_{n \in \mathbb{Z}}$ is irreducible under the parameter $\theta_\tau$.

B. Variable length hidden Markov models

A variable length hidden Markov model (VLHMM) is a bivariate stochastic process $(X_n, Y_n)_{n \in \mathbb{Z}}$ such that:

- $(X_n)_{n \in \mathbb{Z}}$ (the state sequence) a VLMC with values in $X$,
- $(Y_n)_{n \in \mathbb{Z}}$ (the observation sequence) is a stochastic process such that the variables $Y_{-n}, \ldots, Y_n$, $n \geq 0$ are independent conditionally on the state sequence and such that for any $n \in \mathbb{Z}$, the conditional distribution of $Y_n$ given the state sequence (called the emission distribution) depends on $X_n$ only.

We assume that the emission distribution associated with $x$, namely: the distribution of $Y_0$ conditionally on $X_0 = x$, $x \in X$, is absolutely continuous with respect with some positive measure $\mu$ defined on a measurable space $(Y, \mathcal{F}_Y)$ and are parametrized by a set $\Theta_e \subset (\mathbb{R}^d)^{k} \times \mathbb{R}^{m_e}$, so that the set of possible emission densities is $\{ (g_{\theta_{e,x},\eta}(\cdot))_{x \in X} : \theta_e = (\theta_{e,1}, \ldots, \theta_{e,k}, \eta) \in \Theta_e \}$. For any complete tree $\tau$, define the parameter set:

$$\Theta_\tau = \Theta_{e,\tau} \times \Theta_\tau.$$

Define, for $\theta = (\theta_{e}, \theta_{c}) \in \Theta_\tau$, $P_\theta$ the probability of the VLHMM $(X_n, Y_n)_{n \geq 0}$ under the parameter $\theta$: $(X_n)_{n \in \mathbb{Z}}$ is a VLMC with complete context tree $\tau$, transition parameter $\theta_\tau$, and for any $(u_1, u_2) \in \mathbb{N}^2$, $u_1 \leq u_2$, any sets $A_{u_1}, \ldots, A_{u_2}$ in $\mathcal{F}_Y$, any $x_{u_1:u_2} \in X^{u_2-u_1+1}$,

$$P_{\theta} \left( Y_{u_1} \in A_{u_1}, \ldots, Y_{u_2} \in A_{u_2} \bigg| X_{u_1} = x_{u_1}, \ldots, X_{u_2} = x_{u_2} \right) = \prod_{i=u_1}^{u_2} \int_{A_{\tau,i}} g_{\theta_{e,x_i},\eta}(y) \text{d}\mu(y).$$

Throughout the paper we shall assume that the observations $(Y_1, \ldots, Y_n) = Y_{1:n}$ consist in a sample of a VLHMM with true parameter $\theta^*$ such that $\tau^*$ is the minimal complete context tree associated with the hidden VLMC, and such that $([X_{n-d(\tau^*)+1:n}])_{n \in \mathbb{Z}}$ is a stationary and irreducible Markov chain. In order to define a computable likelihood, we introduce, for any positive integer $d$, a probability distribution $\nu_d$ on $\mathbb{X}^d$ so that, for any complete tree $\tau$ and any $\theta = (\theta_e, \theta_c) \in \Theta_\tau$, we set what will be called the likelihood:

$$\forall y_{1:n} \in \mathbb{X}^n, \ell_\theta(y_{1:n}) = \sum_{x_{1:n} \in \mathbb{X}^n} \left[ \prod_{i=1}^{n} g_{\theta_{e,x_i},\eta}(y_i) \right] q_{\theta}(x_{1:n}),$$

where, if $\theta = (P_{x,i})_{s \in \tau, x \in X}$,

$$q_{\theta}(x_{1:n}) = \sum_{x_{d(\tau)+1:n} \in \mathbb{X}^{d(\tau)}} \left[ \nu_d(x_{d(\tau)+1:n}) \prod_{i=1}^{n} P_{\tau,x_i}(x_{d(\tau)+1:n}, x_i) \right].$$

We are concerned with the statistical estimation of the tree $\tau^*$ using a method that involves no prior upper bound on the depth of $\tau^*$. Define the following estimator of the minimal complete context tree $\tau^*$:

$$\hat{\tau}_n = \arg\min_{\tau \text{ complete tree}} \left[ -\sup_{\theta \in \Theta_\tau} \log \ell_\theta(Y_{1:n}) + \text{pen}(n, \tau) \right],$$

(2)

where $\text{pen}(n, \tau)$ is a penalty term depending on the number of observations $n$ and the complete tree $\tau$.

The label switching phenomenon occurs in statistical inference of VLHMM as it occurs in statistical inference of HMM and of population mixtures. That is: applying a label permutation on $\mathbb{X}$ does not change the distribution of $(Y_n)_{n \geq 0}$. Thus, if $\sigma$ is a permutation of $\{1, \ldots, k\}$ and $\tau$ is a complete tree, we define the complete tree $\sigma(\tau)$ by

$$\sigma(\tau) = \{ \sigma(x_1) \ldots \sigma(x_l) \bigg| x_{1:l} \in \tau \}.$$ 

Definition 3. If $\tau$ and $\tau'$ are two complete trees, we say that $\tau$ and $\tau'$ are equivalent, and denote it by $\tau \sim \tau'$, if there exists a permutation $\sigma$ of $\mathbb{X}$ such that $\sigma(\tau) = \tau'$.

We then choose $\text{pen}(n, \tau)$ to be invariant under permutation, that is: for any permutation $\sigma$ of $\mathbb{X}$, $\text{pen}(n, \sigma(\tau)) = \text{pen}(n, \tau)$. In this case, for any complete tree $\tau$,

$$-\sup_{\theta \in \Theta_{\tau,\tau}} \log \ell_\theta(Y_{1:n}) + \text{pen}(n, \tau) = -\sup_{\theta \in \Theta_{\tau,\tau}} \log \ell_\theta(Y_{1:n}) + \text{pen}(n, \sigma(\tau)),$$

so that the definition of $\hat{\tau}_n$ requires a choice in the set of minimizers of (2).
Our aim is now to find penalties allowing to prove the strong consistency of \( \hat{\tau}_n \), that is such that \( \hat{\tau}_n \sim \tau^* \), \( P_{\theta^*} \) eventually almost surely as \( n \to \infty \).

### III. The General Strong Consistency Theorem

In this section, we first recall the tools borrowed from information theory, and set the result that we use in order to find a penalty insuring the strong consistency of \( \hat{\tau}_n \). Then we give our general strong consistency theorem, and straightforward applications. Application to Gaussian emissions with unknown variance, which is more involved, is deferred to the next section.

#### A. An information theoretic inequality

We shall introduce mixture probability distributions on \( \mathbb{Y}^n \) and compare them to the maximum likelihood, in the same way as [12] first did; see also [13] and [14] for tutorials and use of such ideas in statistical methods. For any complete tree \( \tau \), we define, for all positive integer \( n \), the mixture measure \( \mathbb{K}_{\tau}^{n} \) on \( \mathbb{Y}^n \) using a prior \( \tau_n \) on \( \Theta_x : 

\[ \pi^n(\theta) = \pi_\tau(\theta_\tau) \otimes \pi_e^n(\theta_e) , \]

where \( \pi_n \) is a prior on the \( \Theta_e \) that may change with \( n \), and \( \pi_\tau \) the prior on \( \Theta_x \) such that, if \( \theta = (P_{s,i})_{s \in \tau, i \in \mathbb{X}} \),

\[ \pi_\tau(\theta_\tau) = \otimes_{s \in \tau} \pi_s(\theta_s) \]

where \( (\pi_s)_{s \in \tau} \) are Dirichlet \( D \left( \frac{1}{2}, \ldots, \frac{1}{2} \right) \) distributions on \( [0, 1]^{|\mathbb{X}|} \). Then \( \mathbb{K}_{\tau}^{n} \) is defined on \( \mathbb{Y}^n \) by

\[ \mathbb{K}_{\tau}^{n}(y_1:n) = \sum_{x_1:n \in \mathbb{X}^n} \mathbb{K}_{\tau,1}(x_1:n) \mathbb{K}_{e}(y_1:n|x_1:n) , \]

where

\[ \mathbb{K}_{e}(y_1:n|x_1:n) = \int_{\Theta_x} \prod_{i=1}^{n} g_{\theta_{s,i}, \eta}(y_i) \pi_{e}^{n}(\theta_e) , \]

and

\[ \mathbb{K}_{\tau,1}(x_1:n) = \left( \frac{1}{|\mathbb{X}|} \right)^{d(\tau)} \int_{\Theta_x} \prod_{s \in \tau} \left( \prod_{i=1}^{d(\tau)} P_{s,i}^{a_s(x_1:n)} \right) \pi_\tau(\theta_\tau) , \]

where \( a_s(x_1:n) \) is the number of times that \( x \) appears in context \( s \), that is \( a_s(x_1:n) = \sum_{i=d(\tau)+1}^{n} 1_{x_i=x_1:x_{i-1}(\tau)} \).

The following inequality will be a key tool to control the fluctuations of the likelihood.

#### Proposition 1

There exists a finite constant \( D \) depending only on \( k \) such that for any complete tree \( \tau \), and any \( y_1:n \in \mathbb{Y}^n : 

\[ 0 \leq \sup_{\theta \in \Theta_x} \log \ell_{\theta}(y_1:n) - \log \mathbb{K}_{\tau}^{n}(y_1:n) \leq \]

\[ \sup_{x_1:n} \left[ \log \prod_{i=1}^{n} g_{\theta_{s,i}, \eta}(y_i) - \log \mathbb{K}_{e}(y_1:n|x_1:n) \right] + k - \frac{1}{2} |\tau| \log n + D . \]

#### Proof:

Let \( \tau \) be a complete tree. For any \( \theta \in \Theta_x , 

\[ \ell_{\theta}(y_1:n) = \sum_{x_1:n} g_{\theta_{s,i}, \eta}(y_i) \]

\[ \mathbb{K}_{\tau}^{n}(y_1:n) = \sum_{x_1:n} \mathbb{K}_{\tau}(x_1:n) \mathbb{K}_{e}(y_1:n|x_1:n) , \]

\[ \leq \max_{x_1:n} g_{\theta_{s,i}, \eta}(y_i) \mathbb{K}_{\tau}(x_1:n) \mathbb{K}_{e}(y_1:n|x_1:n) . \]

Thus, using [14],

\[ \log \ell_{\theta}(y_1:n) \leq \sup_{x_1:n} \right[ \log \prod_{i=1}^{n} g_{\theta_{s,i}, \eta}(y_i) \]

\[ - \log \mathbb{K}_{e}(y_1:n|x_1:n) + |\tau| \gamma \left( \frac{n}{|\tau|} \right) + d(\tau) \log k \right] , \]

where \( \gamma \) is defined, for any positive \( x \), by \( \gamma(x) = k \leq \frac{1}{2} \log x + \log k \) and satisfies \( |\tau| \gamma \left( \frac{n}{|\tau|} \right) + d(\tau) \log k \) is an upper bound of

\[ \sup_{\theta \in \Theta_x} \sup_{x_1:n} \log \ell_{\theta}(y_1:n) \]

Then

\[ \log \ell_{\theta}(y_1:n) \leq \sup_{x_1:n} \right[ \log \prod_{i=1}^{n} g_{\theta_{s,i}, \eta}(y_i) \]

\[ - \log \mathbb{K}_{e}(y_1:n|x_1:n) \right] + k - \frac{1}{2} |\tau| \log n + D(\tau) , \]

where \( D(\tau) = - k - \frac{1}{2} |\tau| \log |\tau| + |\tau| \log k + d(\tau) \log k \). Now, since \( \tau \) is complete, \( d(\tau) \leq |\tau| - k \)

\[ D(\tau) \leq |\tau| \left( \log k - \frac{k - 1}{2} \log |\tau| \right) + \frac{|\tau| - k}{k - 1} \log k \].

But the upper bound in the inequality tends to \(-\infty\) when \( |\tau| \)

tends to \(\infty\), so that there exists a constant \( D \) depending only on \( k \) such that for any complete tree \( \tau \), \( D(\tau) \leq D \). \( \Box \)

#### B. Strong consistency theorem

Let \( \theta^* = (\theta^*_1, \ldots, \theta^*_k) \) with \( \theta^*_i = (P_{s,i,k}^*) \) \( \forall sucses \), and \( \theta_{e,k}^* = (\theta_{e,1}^*, \ldots, \theta_{e,k}^*, \eta^*) \) be the true parameters of the VLHMM.

Let us now define for any positive \( \alpha \), the penalty:

\[ p_{\alpha, n, \tau} = \sum_{t=1}^{n} (k - 1) t + \alpha \frac{1}{2} \log n . \quad (3) \]

Notice that the complexity of the model is taken into account through the cardinality of the tree \( \tau \).

We need to introduce further assumptions.

- **(A1)**. For any complete tree \( \tau \) such that \( |\tau| \leq |\tau^*| \) and such that \( \tau \) and \( \tau^* \) are not equivalent, for any \( \theta \in \Theta_\tau \), the random sequence \( (\theta_{e,x_n})_{n \in \mathbb{Z}} \) where \( (X_n)_{n \in \mathbb{Z}} \) is a VLMC with transition probabilities \( \theta_{e} \), has a different distribution than \( (\theta_{e,x_n}^*)_{n \in \mathbb{Z}} \) where \( (X_n)_{n \in \mathbb{Z}} \) is a VLMC with transition probabilities \( \theta_{e}^* \).
(A2). The family \( \{g_{\theta_e}, \theta_e \in \Theta_e\} \) is such that for any probability distributions \((\alpha_i)_{i=1, \ldots, k} \) and \((\alpha'_i)_{i=1, \ldots, k} \) on \( \{1, \ldots, k\} \), any \((\theta_1, \ldots, \theta_k, \eta) \in \Theta_e \) and \((\theta'_1, \ldots, \theta'_k, \eta') \in \Theta_e \), if
\[
\sum_{i=1}^{k} \alpha_i g_{\theta_i, \eta} = \sum_{i=1}^{k} \alpha'_i g_{\theta'_i, \eta'},
\]
then,
\[
\sum_{i=1}^{k} \alpha_i \delta_{\theta_i} = \sum_{i=1}^{k} \alpha'_i \delta_{\theta'_i} \text{ and } \eta = \eta'.
\]

(A3). For any \( y \in \mathcal{Y}, \theta_e \mapsto g_{\theta_e}(y) = (g_{\theta_i, \eta}(y))_{i \in \mathcal{X}} \) is continuous and tends to zero when \( ||\theta_e|| \) tends to infinity.

(A4). For any \( i \in \mathcal{X}, E_{\theta_e} \left( |\log g_{\theta_e, \eta}(Y_1)| \right) < \infty. \)

(A5). For any \( \theta_e \in \Theta_e, \) there exists \( \delta > 0 \) such that :
\[
E_{\theta_e} \left( \sup_{||\theta'_e - \theta_e|| < \delta} (\log g_{\theta'_e}(Y_1))^+ \right) < \infty.
\]

Theorem 1. Assume that (A1) to (A5) hold, and that moreover there exists a positive real number \( b \) such that
\[
\sup_{\theta_e \in \Theta_e} \sup_{x_1:n} \left[ \log \prod_{i=1}^{n} g_{\theta_e, x_i, \eta}(Y_i) - \log \mathbb{K}_{\tau}^n(Y_1|x_1:n) \right] \leq b \log n, \tag{4}
\]
\( \mathbb{P}_{\theta_e} \cdot \) - eventually almost surely. If one chooses \( \alpha > 2(b + 1) \) in the penalty (3), then \( \tilde{\tau}_n \sim \tau^*, \mathbb{P}_{\theta_e} \cdot \) - eventually almost surely.

Notice that, to apply this theorem, one has to find a sequence of priors \( \pi_0^n \) on \( \Theta_e \) such that (4) holds. The remaining of the section will prove that it is possible for situations in which priors may be defined as in previous works about HMM order estimation, while in the next section, we will prove that it is possible to find a prior in the important case of Gaussian emissions with unknown variance.

In the following proof, the assumption (4) insures that \( |\tilde{\tau}_n| \leq |\tau^*| \) eventually almost surely, while assumptions (A1-5) insure that for any complete tree \( \tau \) such that \( |\tau| < |\tau^*| \) or \( |\tau| = |\tau^*| \) and \( \tau \sim \tau^*, \tilde{\tau}_n \neq \tau \) \( \mathbb{P}_{\theta_e} \cdot \) - eventually almost surely. In particular (A1) holds whenever \( \theta^*_{e,x} \neq \theta^*_{e,y} \) if \( (x, y) \in \mathcal{X}^2 \) and \( x \neq y \).

Proof: The proof will be structured as follows : we first prove that \( \mathbb{P}_{\theta_e} \cdot \) - eventually almost surely, \( |\tilde{\tau}_n| \leq |\tau^*| \). We then prove that for any complete tree \( \tau \) such that \( |\tau| \leq |\tau^*| \) and \( \tau \sim \tau^*, \tilde{\tau}_n \sim \tau \) \( \mathbb{P}_{\theta_e} \cdot \) - eventually almost surely. This will end the proof since there is a finite number of such trees. For any \( n \in \mathbb{N}, \) we denote by \( E_n \) the event
\[
E_n : \sup_{\theta_e \in \Theta_e} \sup_{x_1:n} \left( \log \prod_{i=1}^{n} g_{\theta_e, x_i, \eta}(Y_i) - \log \mathbb{K}_{\tau}^n(Y_1|x_1:n) \right) \leq b \log n \]
\[
\mathbb{P}_{\theta_e} \left( (|\tilde{\tau}_n| > |\tau^*|) \cap E_n \right) \leq \sum_{n=1}^{\infty} \mathbb{P}_{\theta_e} \left( (|\tilde{\tau}_n| > |\tau^*|) \right) \leq C_n \frac{\alpha}{2} \left( |\tau| - |\tau^*| \right)^+ b,
\]
for some constant \( C_n. \) Thus
\[
\mathbb{P}_{\theta_e} \left( (|\tilde{\tau}_n| > |\tau^*|) \right) \leq C \sum_{n=1}^{\infty} CT(t)n \frac{\alpha}{2} \left( |\tau| - |\tau^*| \right)^+ b,
\]
By using (4) and Borel-Cantelli Lemma, to get that \( \mathbb{P}_{\theta_e} \cdot \) - eventually almost surely, \( |\tilde{\tau}_n| \leq |\tau^*|, \) it is enough to show
where $CT(t)$ is the number of complete trees with $t$ leaves. But using Lemma 2 in [15], $CT(t) \leq 16^{t}$ so that

$$
P_{\theta^{*}} \left\{ |\tau_{n}| > |\tau^{*}| \right\} \cap E_{n} \leq C n^{b} 16^{\tau^{*}} \sum_{t=1}^{\infty} \left[ 16 n^{-\alpha/2} \right]^{t},$$

$$= O(n^{-\alpha/2 + b}),$$

which is summable if $\alpha > 2(b+1)$.

Let now $\tau$ be a tree such that $|\tau| \leq |\tau^{*}|$ and $\tau \simeq \tau^{*}$. Let $\tau_{M}$ be a complete tree such that $\tau^{*}$ and $\tau$ are both a subtree of $\tau_{M}$. Then, by setting for any integer $n \geq d(\tau_{M}) - 1$, $W_{n} = [X_{n} - d(\tau_{M}) + 1]$, for any $\theta \in \Theta_{\tau} \cup \Theta_{\tau^{*}}$, $(W_{n}, Y_{n})_{n \in \mathbb{Z}}$ is a HMM under $P_{\theta}$. Following the proof of Theorem 3 of [16], we obtain that there exists $K > 0$ such that $P_{\theta^{*}}$-eventually a.s.,

$$\frac{1}{n} \log \log \ell_{\theta}(Y_{1:n}) - \frac{1}{\theta_{e}(\tau_{n})} \log \log \ell_{\theta}(Y_{1:n}) \geq K,$$

so that, $P_{\theta^{*}}$-eventually a.s.,

$$\log \ell_{\theta}(Y_{1:n}) \sim \log \ell_{\theta}(Y_{1:n}) + \log \ell_{\theta}(Y_{1:n}) \sim \log \ell_{\theta}(Y_{1:n}) + \log \ell_{\theta}(Y_{1:n}) \geq 0,$$

which concludes the proof of Theorem 1.

C. Gaussian emissions with known variance

Here, we do not need the parameter $\eta$ so we omit it. Then $\Theta_{e} = \{ \theta_{e} = (m_{1}, ..., m_{k}) \in \mathbb{R}^{k} \}$. The conditional likelihood is given, for any $\theta_{e} = (m_{x})_{x \in \mathbb{X}}$ by

$$g_{\theta_{e}, x}(y) = \frac{1}{\sqrt{2\pi\sigma^{2}}} \exp\left(-\frac{(y - m_{x})^{2}}{2\sigma^{2}}\right).$$

**Proposition 2.** Assume (A1). If one chooses $\alpha > k + 2$ in the penalty (3), $\hat{\tau}_{n} \sim \tau^{*}$, $P_{\theta^{*}}$ -eventually a.s.

*Proof:*

The identifiability of the Gaussian model (A2) has been proved by Teicher in [18], it is easy to see that Assumptions (A3) to (A5) hold. Now, we define the prior measure $\pi^{n}_{e}$ on $\Theta_{e}$ as the probability distribution under which $\theta_{e} = (m_{1}, ..., m_{k})$ is a vector of $k$ independent random variables with centered Gaussian distribution with variance $\tau_{n}^{2}$. Then, using [11], $P_{\theta^{*}}$ -eventually a.s.,

$$\sup_{\theta_{e} \in \Theta_{e}} \max_{x \in X_{n}} \left[ \log \prod_{i=1}^{n} g_{\theta_{e}, x_{i}}(Y_{i}) - \log KT_{e}^{n}(Y_{1:n} | x_{1:n}) \right] \leq \frac{k}{2} \log(1 + \frac{n^{2}}{k\sigma^{2}}) + \frac{k}{2} \tau_{n}^{2} \log n.$$

Thus, by choosing $\tau_{n}^{2} = \frac{5\sigma^{2} k \log(n)}{2}$, we get that for any $\epsilon > 0$,

$$\sup_{\theta_{e} \in \Theta_{e}} \max_{x \in X_{n}} \left[ \log \prod_{i=1}^{n} g_{\theta_{e}, x_{i}}(Y_{i}) - \log KT_{e}^{n}(Y_{1:n} | x_{1:n}) \right] \leq \frac{k + \epsilon}{2} \log n,$$

$P_{\theta^{*}}$ -eventually almost surely, and (4) holds for any $b > \frac{k}{2}$.

D. Poisson emissions

Now the conditional distribution of $Y$ given $X = x$ is Poisson with mean $m_{x}$ and

$$\Theta_{e} = \{ \theta_{e} = (m_{1}, ..., m_{k}) \} \forall j \in \mathbb{X}, m_{j} > 0 \}.$$

**Proposition 3.** Assume (A1). If one chooses $\alpha > k + 2$ in the penalty (3), $\hat{\tau}_{n} \sim \tau^{*}$ $P_{\theta^{*}}$ -eventually a.s.

*Proof:*

The identifiability of the Poisson model (A2) has been proved by Teicher in [18], it is easy to see that Assumptions (A3) to (A5) hold. The prior $\pi^{n}_{e}$ on $\Theta_{e}$ is now defined such that $m_{1}, ..., m_{k}$ are independent identically distributed with distribution Gamma($t, 1/2$). Then, using [11],

$$\sup_{\theta_{e} \in \Theta_{e}, x \in X_{n}} \max_{x \in X_{n}} \left[ \log \prod_{i=1}^{n} g_{\theta_{e}, x_{i}}(Y_{i}) - \log KT_{e}^{n}(Y_{1:n} | x_{1:n}) \right] \leq \frac{k}{2} \log(1 + \frac{n^{2}}{k\sqrt{\log n}}) + \frac{k}{2} (t + t \log n),$$

$P_{\theta^{*}}$ -eventually a.s. Then, for any fixed $t > 0$, for any $\epsilon > 0$, eventually almost surely:

$$\sup_{\theta_{e} \in \Theta_{e}, x \in X_{n}} \max_{x \in X_{n}} \left[ \log \prod_{i=1}^{n} g_{\theta_{e}, x_{i}}(Y_{i}) - \log KT_{e}^{n}(Y_{1:n} | x_{1:n}) \right] \leq \left( \frac{k}{2} + \frac{\epsilon}{2} \right) \log n,$$

Thus $P_{\theta^{*}}$ -eventually almost surely, and (4) holds for any $b > \frac{k}{2}$.

IV. GAUSSIAN EMISSIONS WITH UNKNOWN VARIANCE

We consider the situation where the emission distributions are Gaussian with the same, but unknown, variance $\sigma^{2} > 0$ and with a mean, $m_{x} \in \mathbb{R}$, depending on the hidden state $x$.

Let $\eta = \frac{1}{2\sigma^{2}}$ and $\theta_{e,j} = \frac{m_{j}}{\sigma^{2}}$ for all $j \in \mathbb{X} = \{ 1, ..., k \}$. Here

$$\Theta_{e} = \left\{ \left( \eta_{j}, \theta_{e,j} \right)_{j=1, ..., k} \mid \theta_{e,j} \in \mathbb{R}, \eta < 0 \right\}.$$
Theorem 2. Assume (A1). If one chooses $\alpha > k + 3$ in the penalty (3), then $\hat{\tau}_n \sim \tau^*$, $\mathbb{P}_{\theta^*}$ - eventually a.s.

Proof: We shall prove that Theorem 1 applies. First, it is easy to see that Assumptions (A3) to (A5) hold and the proof of (A2) can be found in [17]. Define now the conjugate exponential prior on $\Theta_e$:

$$\pi^e_n (d\theta_e) = \exp \left[ \alpha^e_n \eta + \sum_{j=1}^{k} \alpha^e_{2j} \theta_{e,j} - \sum_{j=1}^{k} \beta^e_{j} A (\eta, \theta_{e,j}) \right] 
- B (\alpha^e_1, \alpha^e_{21}, \ldots, \alpha^e_{2k}, \beta^e_{1}, \ldots, \beta^e_{k}) \right] d\eta d\theta_{e,1} \cdots d\theta_{e,k},$$

where the parameters $\alpha^e_n$, $(\alpha^e_{2j})_{j=1,\ldots,k}$ and $(\beta^e_n)_{j=1,\ldots,k}$ will be chosen later, and the normalizing constant may be computed as

$$\exp \left\{ B (\alpha^e_n, \alpha^e_{21}, \ldots, \alpha^e_{2k}, \beta^e_{1}, \ldots, \beta^e_{k}) \right\} = \frac{2^{k+\sum_{j=1}^{k} \alpha^e_{2j}/2} \pi^{k} \Gamma \left( \frac{\sum_{j=1}^{k} \beta^e_{j}+k+2}{2} \right)}{\left( \prod_{j=1}^{k} \sqrt{\beta^e_{j}} \right)} \left( \alpha^e_1 - \sum_{j=1}^{k} \frac{(\alpha^e_{2j})^2}{\beta^e_{j}} \right)^{\frac{\sum_{j=1}^{k} \beta^e_{j}+k+2}{2}},$$

where we recall the Gamma function: $\Gamma (z) = \int_{0}^{\infty} y^{z-1} e^{-yu} du$ for any complex number $z$. Theorem 2 follows from Theorem 1 and the proposition below. $\blacksquare$

Proposition 4. The parameters $\alpha^e_n$, $(\alpha^e_{2j})_{j=1,\ldots,k}$ and $(\beta^e_{j})_{j=1,\ldots,k}$ can be chosen such that for any $\epsilon > 0$,

$$\max_{\theta \in \Theta_e} \left\{ \sup_{x_{1:n}} \log \frac{\prod_{i=1}^{n} g_{\theta, e_i, \eta} (Y_i) - \log \mathbb{K}^e_n (Y_{1:n} | x_{1:n})}{n} \right\} \leq \frac{k + 1 + \epsilon}{2} \log n,$$

$\mathbb{P}_{\theta^*}$ - eventually a.s.

Proof: For any $x_{1:n} \in \mathbb{X}^n$, the parameters $(\hat{\eta}, \hat{\theta}_{e,j})$ maximizing the conditional likelihood are given by

$$\hat{\eta} = -\frac{1}{2 \hat{\sigma}^2_{x_{1:n}}}, \quad \hat{\theta}_{e,j} = \hat{m}_{x_{1:n}, j} \hat{\sigma}^2_{x_{1:n}},$$

with

$$\hat{m}_{x_{1:n}, j} = \frac{\sum_{i \in I_j} Y_i}{n_j}, \quad \hat{\sigma}^2_{x_{1:n}} = \frac{1}{n} \sum_{j=1}^{k} \sum_{i \in I_j} (Y_i - \hat{m}_{x_{1:n}, j})^2,$$

so that

$$\log \prod_{i=1}^{n} g_{\theta, e_i, \eta} (Y_i) \leq -n \log \hat{\sigma}^2_{x_{1:n}} - \frac{n}{2} \log 2\pi - \frac{n}{2}.$$

Also,

$$\mathbb{K}^e_n (y_{1:n} | x_{1:n}) = \frac{1}{\sqrt{2\pi n}} \exp \left[ B \left( \alpha^e_1 + \sum_{i=1}^{n} Y_i^2, (\alpha^e_{2j} + \sum_{i \in I_j} Y_i)_{1 \leq j \leq k}, (\beta^e_{j} + n_j)_{1 \leq j \leq k} \right) \right].$$

Recall that for all $z > 0$ (see for instance [19])

$$\frac{\sqrt{2\pi} e^{-z^2/2}}{\sqrt{\pi}} \leq \Gamma (z) \leq \sqrt{2\pi} e^{-z^2/2} \frac{1}{\sqrt{\pi}},$$

so that one gets that, for any $x_{1:n} \in \mathbb{X}^n$ and any $\theta \in \Theta_e$,

$$\log \prod_{i=1}^{n} g_{\theta, e_i, \eta} (Y_i) - \log \mathbb{K}^e_n (y_{1:n} | x_{1:n}) \leq o (\log n)$$

$$\frac{n}{2} \log \hat{\sigma}^2_{x_{1:n}} - \frac{n}{2} (1 + \log 2) + \frac{k}{2} \log \left( \frac{n + \sum_{j=1}^{k} \beta^e_{j}}{k} \right)$$

$$- \left[ - \frac{n + \sum_{j=1}^{k} \beta^e_{j} + k + 2}{2} + \frac{n + \sum_{j=1}^{k} \beta^e_{j} + k + 1}{2} \log \left( \frac{n + \sum_{j=1}^{k} \beta^e_{j} + k + 2}{2} \right) \right]$$

$$+ \frac{n + \sum_{j=1}^{k} \beta^e_{j} + k + 2}{2} \log \left( \alpha^e_1 + \sum_{i=1}^{n} Y_i^2 - \frac{k}{n} \sum_{j=1}^{k} \left( \alpha^e_{2j} + \sum_{i \in I_j} Y_i^2 \right) \right).$$

Choose now,

$$\forall j \in \{1, \ldots, k\}, \quad \beta^e_{j} = \frac{n_j}{n}, \quad \alpha^e_1 = k + 1. \quad (5)$$

Then one easily gets that for any $x_{1:n} \in \mathbb{X}^n$ and any $\theta \in \Theta_e$,

$$\log \prod_{i=1}^{n} g_{\theta, e_i, \eta} (Y_i) - \log \mathbb{K}^e_n (y_{1:n} | x_{1:n}) \leq o (\log n)$$

$$+ \frac{n}{2} \log \frac{n + k/n + k + 2}{2}$$

$$\cdot \log \left( 1 + \frac{1}{n^2 \hat{\sigma}^2_{x_{1:n}}} \right) \frac{k + 1}{2} + \frac{k}{2} \log \frac{n^2 \hat{\sigma}^2_{x_{1:n}}}{n + n_{j \neq j} + \frac{n_j}{n_j + 1/n}}$$

$$+ \frac{n + k/n + k + 2}{2} \log \hat{\sigma}^2_{x_{1:n}}.$$
there exist centroids over all partitions of \( \mathcal{I} \), is its **V** oronoï cell, which is an interval of observations associated with each centroid \( Y_i \) given that \( Y_1 \in I_k \).

**Lemma 1.**
\[
\inf_{x_1:n \in \mathbb{X}^n} \frac{\hat{\sigma}_x^2}{x_1:n} = \inf_{I_1:...,I_k} \hat{\sigma}_I^2, \quad \text{where the infimum in the right hand side of the equality is over all partitions of } \mathbb{R} \text{ in } k \text{ intervals.}
\]

**Proof:** Indeed, given a set of observations \( Y_1:n \) in \( \mathbb{R}^n \), there exist optimal centroids, \( O_j, j = 1, \ldots, k \). The cluster of observations associated with each centroid \( O_j \), \( j = 1, \ldots, k \), is its Voronoi cell, which is an interval of \( \mathbb{R} \). Conversely, given a partition of \( \mathbb{R} \) into interval \( \{I_j : j = 1, \ldots, k\} \), there exist centroids \( O_j, j = 1, \ldots, k \) such that \( \{I_j : j = 1, \ldots, k\} \) corresponds to the Voronoi partition associated with the centroids \( \{O_j : j = 1, \ldots, k\} \).

We now get:
\[
\log \prod_{i=1}^{n} g_{\theta_{x},I_{1:n}}(Y_i) - \log \mathbb{K} \mathbb{T}_{e}(Y_1:n|x_1:n) \leq o(\log n) + \frac{n + k/n + k + 2}{2} \cdot \log \left( 1 + \frac{1}{n} \inf_{I_1:...,I_k} \hat{\sigma}_I^2 \right) \left[ k + 1 \right] + \sum_{j=1}^{k} \left( \frac{1}{n} \left[ |Y|_{(i)}^2 \frac{n_j - n_j^2}{n_j + 1/n} \right] + 2 \frac{n_j}{n \cdot n_j + 1} |Y|_{(i)} \right) \right) + \frac{k + 1}{2} \log n + \frac{k/n + k + 2}{2} \log |Y|_{(i)}^2,
\]

and Proposition 4 follows from the choice (5) and the lemmas below, whose proofs are given in the Appendix.

**Lemma 2.**
\[
\sup_{I_1:...,I_k} \left| \frac{\hat{\sigma}_{I_1:...,I_k}^2 - \sigma_{I_1:...,I_k}^2}{I_1:...,I_k} \right| \rightarrow 0 \text{ as } n \rightarrow \infty \text{ a.s.} \quad \text{(Here the supremum is over all partitions of } \mathbb{R} \text{ in } k \text{ intervals). Also, the infimum } \inf_{I_1:...,I_k} \sigma_{I_1:...,I_k}^2 \text{ over all partitions of } \mathbb{R} \text{ in } k \text{ intervals satisfies } \inf_{I_1:...,I_k} > 0.
\]

**Lemma 3.** \( \mathbb{P}_{\theta^*} \) - eventually a.s., \( |Y|_{(i)}^2 \leq 5\sigma_x^2 \log n \).

**V. ALGORITHM AND SIMULATIONS**

In this section we first present our practical algorithm. This algorithm is a suboptimal pruning algorithm, inspired by Rissanen’s Context algorithm (see [3]). We then apply it in the case of Gaussian emissions with unknown common variance and compare our estimator with the BIC estimator that is when we choose in (2) the BIC penalty \( \text{pen}(n, \tau) = \frac{k+1}{2} |\tau| \log n \).

**A. Algorithm**

We start this section with the definition of the terms used below:

- A maximal node of a complete tree \( \tau \) is a string \( u \) such that, for any \( x \in \mathbb{X}, x \notin \tau \) belongs to \( \tau \). We denote by \( N(\tau) \) the set of maximal nodes in the tree \( \tau \).
- The score of a complete tree \( \tau \) on the basis of the observation \( (Y_1, \ldots, Y_n) \) is the penalized maximum likelihood associated with \( \tau \):
  \[
  sc(\tau) = - \sup_{\theta \in \Theta} \log \ell_\theta(Y_1:n) + \text{pen}(n, \tau).
  \]

We also require that the emission model belongs to an exponential family such that:

1. There exists \( D \in \mathbb{N}^* \), a function \( s : \mathbb{X} \times \mathbb{Y} \rightarrow \mathbb{D} \) of sufficient statistic and functions \( h : \mathbb{X} \times \mathbb{R} \rightarrow \mathbb{R}, \psi : \Theta_e \rightarrow \mathbb{R}^D \), and \( A : \Theta_e \rightarrow \mathbb{R} \), such that the emission density can be written as:
   \[
   g_{\theta_{x},I_{1:n}}(y) = h(x,y) \exp \left[ \psi(\theta_{e}, s(x,y)) - A(\theta_{e}) \right],
   \]
   where \( \langle \ldots \rangle \) denotes the scalar product in \( \mathbb{R}^D \).
2. For all \( S \in \mathbb{R}^D \), the equation:
   \[
   \nabla_{\theta_{e}} \psi(\theta_{e}) S - \nabla_{\theta_{e}} A(\theta_{e}) = 0,
   \]
   where \( \nabla_{\theta_{e}} \) denotes the gradient, has a unique solution denoted by \( \hat{\theta}_{e}(S) \).

Assumption (ii) states that the function \( \hat{\theta}_{e} : S \in \mathbb{R}^D \rightarrow \hat{\theta}_{e}(S) \in \Theta_e \) that returns the complete data maximum likelihood estimator corresponding to any feasible value of the sufficient statistics is available in closed-form.

The key idea of our algorithm is a "bottom to the top" pruning technique. Starting from the maximal complete tree of depth \( M = \lfloor \log n \rfloor \), denoted by \( \tau_M \), we change each maximal node into a leaf whenever the resulting tree decreases the score.

**Remark 1.** As our algorithm aims at computing \( \hat{\tau}_n \) using a pruning procedure starting from a maximal tree \( \tau_M \), we need to choose the depth of \( \tau_M \). The choice \( M = \lfloor \log n \rfloor \) is made so that when \( n \) is big enough, the true minimal context tree \( \tau^* \) is a subtree of \( \tau_M \), this choice only represents a restriction on the set of candidate trees. As definition (2) does not assume any prior bound on the depth of \( \hat{\tau}_n \), any other (larger) choice of \( M \) can be made, for instance \( M = n \), so that we do not restrict the set of candidate trees (intrinsically, \( M = n \) is the bound in the context tree maximising algorithm (see [15])). However, as will we see in this section, our algorithm is based on the EM algorithm and thus is prone to the convergence towards local minima of the limiting likelihood (see [20]). Choosing a larger \( M \), in addition to increase the computation time of the algorithm,
will increase the parameter space $\Theta_t$ maximal dimension and thus the amount of local minima.

We start the algorithm by running several iterations of the EM algorithm. During this preliminary step we build estimators of sufficient statistics. These statistics will be used later in the computation of the maximum likelihood estimator $\hat{\theta}_* \in \Theta_*$ which realizes the supremum in (6) for any complete context tree $\tau$ subtree of $\tau_M$.

For any $n \geq 0$, we denote by $W_n$ the vectorial random sequence $W_n = (X_{n-M+1}, \ldots, X_n)$. For $n$ big enough, $M \geq d(\tau^*)$ and $(W_n)_{n \in \mathbb{N}}$ is a Markov chain. The intermediate quantity (see [20]) needed in the EM algorithm for the HMM $(W_n, Y_n)$ can be written as:

$$Q_{\theta, \theta'} = E_{\theta}(\log(p_{\theta}(W_{1:n}, Y_{1:n})))_{Y_{1:n}},$$

$$E_{\theta}(\nu(W_{1:n})|Y_{1:n}) + \sum_{i=1}^{n-1} E_{\theta'}(\log P_{\theta_i}(W_i, W_{i+1})|Y_{1:n})$$

$$+ \sum_{i=1}^{n} E_{\theta'}(\log g_{\theta_i W_i M, w_i}(Y_i)|Y_{1:n})$$

where $p_{\theta}$ denotes the density, parametrized by $\theta$, of $(W_{1:n}, Y_{1:n})$. Notice, for any $\theta \in \Theta_{\tau_M}$, if $(w, w') \in (X^2)^2$ are such that $w_{2:M} \neq w'_{2:M-1}$, then $P_{\theta_i}(w, w') = 0$.

For any $w \in X^M$ and any $w' \in X^M$ if we denote by

$$\forall i = 1, \ldots, n, \Phi_i^{(n)}(w) = P_{\theta_{t}} (W_i = w | Y_{1:n}),$$

$$\forall i = 1, \ldots, n-1 \quad \Phi^{(n)}_{i+1}(w, w') = P_{\theta'}(W_i = w, W_{i+1} = w' | Y_{1:n})$$

and

$$S_{t, n}^{\theta'} = \left( \frac{\sum_{i=1}^{n} \Phi_i^{(n)}(w, w')}{n} \right)_{(w, w') \in X^M}$$

$$S_{t, n}^{\theta_{t}} = \left( \frac{\sum_{i=1}^{n} \Phi_i^{(n)}(w)}{n} \right)_{w \in X^M}$$

$$\text{then there exists a function } C \text{ such that:}$$

$$\frac{1}{n} Q_{\theta, \theta'} = \frac{1}{n} C(\theta, Y_{1:n}) + \left( S_{t, n}^{\theta_{t}}, \log P_{\theta_{t}} \right) + \left( S_{t, n}^{\theta_{t}}, \psi(\theta_{t}) \right) - A(\theta_{t}).$$

If, for some complete tree $\tau$, we restrict $\theta_{t} \in \Theta_{t, \tau}$, then for any $s \in \tau$, for any $w \in X^M$ such that $s$ is suffix of $w$, for any $x \in X$, we have $P_{\theta_{t}}(w, (w_{2:M}, x)) = P_{s, x}(\theta_{t})$.

Thus, the vector $P_{s, x}$ maximising this equation is solution of the Lagrangian,

$$\begin{align*}
\delta & \frac{1}{n} Q_{\theta, \theta'} + \Lambda \sum_{x' \in X} P_{s, x'} - 1 = 0 \quad \forall x \in X \\
\delta & \frac{1}{n} Q_{\theta, \theta'} + \Lambda \sum_{x' \in X} P_{s, x'} - 1 = 0
\end{align*}$$

and, finally, the estimator of $\theta_{t} \in \Theta_{t, \tau}$, maximising the quantity $Q(\theta', \cdot)$ only depends on the sufficient statistic $S_{t, n}^{\theta_{t}}$ and is given by:

$$\bar{P}_{s, x}(S_{t, n}^{\theta_{t}}) = \frac{\sum_{w \in X^M} S_{t, n}^{\theta_{t}}(w, (w_{2:M}, x))}{\sum_{w \in X^M} S_{t, n}^{\theta_{t}}(w, (w_{2:M}, x'))}.$$

**Algorithm 1** Preliminary computation of the sufficient statistics

**Require:** Let $\theta_{0} = (\theta_{t, 0}, \theta_{c, 0}) \in \Theta_{\tau_M}$ be an initial value for the parameter $\theta$.

**Require:** Let $t_{EM}$ be a threshold.

1. $\text{stop} = 0$
2. $i = 0$
3. while $(\text{stop} = 0)$ do
   4. $i = i + 1$
   5. M step: compute the quantities $S_{t, n}^{\theta_{t, i-1}}$ and $S_{c, n}^{\theta_{c, i-1}}$
   6. E step: set
      $$\theta_{i} = \left( \left( \bar{P}_{w, x}(S_{t, n}^{\theta_{t, i-1}}) \right)_{w, x}, \hat{\theta}_{c}(S_{c, n}^{\theta_{c, i-1}}) \right)$$
   7. if $||\theta_{i} - \theta_{i-1}|| < t_{EM}$ then
      8. $\text{stop} = 1$
   9. end if
10. end while
11. M step: compute the quantities $S_{t, n}^{\theta_{t}}$ and $S_{c, n}^{\theta_{c}}$
12. $S_{t} = S_{t, n}^{\theta_{t}}$ and $S_{c} = S_{c, n}^{\theta_{c}}$
13. return $(S_{t}, S_{c})$

While Algorithm 1 computes the sufficient statistics $S_{t}$ and $S_{c}$ on the basis of the observations $(Y_{k})_{k \in \{1, \ldots, l\}}$, Algorithm 2 is our pruning Algorithm. This algorithm starts with the estimation of the exhaustive statistics calling Algorithm 1. As Algorithm 1 is prone to the convergence towards local maxima, in the Gaussian emissions cases, we set our initial parameter value $\theta_{0}$ after running a preliminary $k$-means algorithm (see [21], [22]): we assign the values $Y_{1:n}$ into $k$ clusters which produces a sequence of “clusters” $X_{1:n}$. A first estimation of the emission parameters is then possible using this clustering, the initial transition parameter $\theta_{0,t} = (P_{w, i}^{(0)})_{w \in X^M, i \in X}$ is also computed on the basis of the sequence $X_{1:n}$ using the relation :

$$\forall w \in X^M, \forall x \in X, P_{w, x}^{(0)} =\frac{\sum_{i=1}^{n-M} 1_{X_{i+M-1}=w} 1_{X_{i+M}=x}}{\sum_{i=1}^{n-M} 1_{X_{i+M-1}=w}}.$$

Then, starting with the initialisation $\tau = \tau_M$, we consider, one after the other, the maximal nodes $u$ of $\tau$. We build a new tree $\tau_{test}$ by taking out of $\tau$ all the contexts $s$ having $u$ as suffix and adding $a$ as a new context: $\tau_{test} = \tau \setminus \{uw | uw \in \tau, x \in X \} \bigcup \{u\}$. Let $\theta_{test} = ((\bar{P}_{s, x}(S_{t}))_{s \in \tau_{test}, x \in X}, \hat{\theta}_{c}(S_{c}))$ which, hopefully, be-
comes an acceptable proxy for \( \arg \max_{\theta \in \Theta_{\tau_1}} \log \ell_\theta(Y_{1:n}) \). Let 
\[-\log \ell_{\theta_n}(Y_{1:n}) + \text{pen}(n, \tau_{\text{test}}) \] 
be an approximation of the score of the context tree \( \tau_{\text{test}} \) still denoted by \( sc(\tau_{\text{test}}) \). Then, if 
\( sc(\tau_{\text{test}}) < sc(\tau) \), we set \( \tau = \tau_{\text{test}} \). In Algorithm 2, the role 
of \( \tau_2 \) is to insure that all the branches of \( \tau \) are tested before shortening again a branch already tested.

**Algorithm 2** Bottom to the top pruning algorithm

**Require:** Let \( t_{EM} \) a threshold.
1: Compute \( (S_t, S_e) \) with Algorithm 1 with the \( t_{EM} \) threshold.
2: \( \theta = \left( P_{\tau_s}(S_t) \right)_{\tau \in T, x \in \mathbb{X}}, \theta_e(S_e) \)
3: Pruning procedure :
4: \( \tau = \tau_2 = \tau_M \)
5: change = \text{YES}
6: while (change = \text{YES AND } |\tau| \geq 1) do
7: \( \text{change} = \text{NO} \)
8: for (\( u \in N(\tau) \)) do
9: if (\( u \in N(\tau_2) \)) then
10: \( L_u(\tau_2) = \{ s \in \tau_2 | u \text{ suffix of } s \} \)
11: \( \tau_{\text{test}} = \{ \tau_2 \setminus L_u(\tau_2) \} \}
12: \( \theta_{\text{test}} = \left( P_{\tau_s}(S_t) \right)_{\tau \in \tau_{\text{test}}}, \theta_e(S_e) \)
13: if (\( sc(\tau_{\text{test}}) < sc(\tau_2) \)) then
14: \( \tau_2 = \tau_{\text{test}} \)
15: \( \theta = \theta_{\text{test}} \)
16: change = \text{YES}
17: end if
18: end if
19: end for
20: \( \tau = \tau_2 \)
21: end while
22: return \( \tau \)

**B. Simulations**

We propose to illustrate the a.s convergence of \( \hat{\tau}_n \) using Algorithm 2 in the case of Gaussian emission with unknown variance. We set \( k = 2 \), and use as minimal complete context tree one of the two complete trees represented in Figure 1 and Figure 2. The true transitions probabilities associated with each trees are indicated in boxes under each context.

For each tree \( \tau_1^* \) and \( \tau_2^* \), we will simulate 3 samples of the VLHMM, choosing as true emission parameters \( m_0 = 0 \), \( \sigma^2 = 1 \) and \( m_1^* \) varying in \( \{2, 3, 4\} \). In the preliminary EM steps, we use as threshold \( t_{EM} = 0.001 \)

Algorithm 1 allows to compute the scores, needed in Algorithm 2, only using forward computations of the likelihood. However, the number of trees considered by Algorithm 2 is approximately \( 2^M - |\hat{\tau}_n| \) and the computation of the score roughly takes 20 seconds per tested tree (in the case \( n = 50000 \) and using the R software). Thus, despite the amount of time saved thanks to the preliminary computation of the sufficient statistics, several hours were needed to fulfill the simulations presented in this section. The results of our simulations are summarized in Tables I to IV. The size of the tree \( |\hat{\tau}_n| \), computed using Algorithm 2, for different values of \( n \) and \( m_1^* \) are noticed in Table I when \( \tau^* = \tau_1^* \) (resp. in the table Figure III when \( \tau^* = \tau_2^* \)) for the two choices of penalties \( \text{pen}_\alpha(n, \tau) = \frac{1}{2} \sum_{i=1}^{\tau_1} (k - 1 \cdot \alpha) \log n \) with \( \alpha = 5.1 \) and \( \text{pen}(n, \tau) = \frac{k - 1}{2} |\tau| \log n \). The first important remark we make regarding Tables I and III is that, on each simulation
and whatever the penalty we used, when $|\hat{\tau}_n| = |\tau^*|$ we also had $\hat{\tau}_n = \tau^*$, in the same way, each time $|\bar{\tau}_n| < |\tau^*|$ (resp. $|\bar{\tau}_n| > |\tau^*|$), $\bar{\tau}_n$ was a subtree of $\tau^*$ (resp. $\tau^*$ was a subtree of $\bar{\tau}_n$). For any combination of $\tau^*$ and $m_1^*$, both estimators seem to converge, except our estimator in the case $\tau^* = \tau_2^*$ and $m_1^* = 2$, where 50 000 measures do not seem sufficient to reach the convergence. However, for small samples, smaller models are systematically chosen with our estimator, while the BIC estimator is reaching the right model for relatively small samples. This behaviour of our estimator shows that our penalty is too heavy.

The score differences $\text{sc}(\hat{\tau}_n) - \text{sc}(\tau^*)$ Table II when $\tau^* = \tau_1^*$ and Table IV when $\tau^* = \tau_2^*$ are the differences between the score of $\bar{\tau}_n$ computed with the estimated parameter $\theta_n$ and the score of $\tau^*$ computed with the real parameters. These informations allow us to know when the estimators $\bar{\tau}_n, \hat{\tau}_n$ are well estimated by Algorithm 2. Indeed, when $\bar{\tau}_n \neq \tau^*$, if the score of $\tau^*$ computed with the real transition and emission parameters is smaller than the score of our estimator with estimated parameters (non negative score difference), then the tree, $\bar{\tau}_n$, given by Algorithm 2 might not be the expected estimator $\hat{\tau}_n$ defined by (2). In particular, Table II shows that the over estimation of the BIC estimator in the case $m_1^* = 2$ (Table II) can be due to a local minima problem: Algorithm 2 selected a tree $\bar{\tau}_n$ such that $|\bar{\tau}_n| > |\tau^*|$ whereas $\tau^*$ had a smaller score. This problem might occur because we use an EM type algorithm which often leads to local minima. Although we try to take an initial value of the parameters in a neighbourhood of the real ones using the preliminary k-means algorithm, this problem persists. Extra EM loops for each tested tree in Algorithm 2 could also provide a better estimation of the parameters and then improve the score estimation for each tested tree, but it would also increase the complexity of the algorithm. An other interpretation of these incorrect estimations is the suboptimality of our pruning procedure. Indeed, Algorithm 2 only explores a restrictive set of trees which does not necessarily contain $\hat{\tau}_n$.

Finally, we observe that the bigger the quantity $|m_0^* - m_1^*|$ is, the quicker the convergence of our estimator or BIC estimator occurs. This phenomenon can be easily understood as very different emission distributions for different states leads to an easier estimation of the underlying state sequence on the basis of the observations and allows us to build a more precise description of the VLMC behaviour.

VI. CONCLUSION

In this paper, we were interested in the statistical analysis of Variable Length Hidden Markov Models (VLHMM). We have

| $\tau^* = \tau_1^*$, $|\tau^*| = 6$ | Penalty (3) | BIC penalty |
|---|---|---|
| $n/m_1^*$ | 2 | 3 | 4 | 2 | 3 | 4 |
| 100 | 2 | 2 | 2 | 2 | 3 | 3 |
| 1000 | 2 | 2 | 2 | 6 | 6 | 6 |
| 2000 | 2 | 2 | 4 | 6 | 6 | 6 |
| 5000 | 2 | 4 | 4 | 6 | 6 | 6 |
| 10000 | 4 | 6 | 6 | 6 | 6 | 6 |
| 20000 | 5 | 6 | 6 | 6 | 6 | 6 |
| 30000 | 5 | 6 | 6 | 6 | 6 | 6 |
| 40000 | 6 | 6 | 6 | 6 | 6 | 6 |
| 50000 | 6 | 6 | 6 | 6 | 6 | 6 |

Table I: Case $\tau^* = \tau_1^*$. Comparison of $|\hat{\tau}_n|$ with between our estimator and the BIC estimator for different values of $n$ and $m_1^*$.

| $\tau^* = \tau_2^*$, $|\tau^*| = 6$ | Penalty (3) | BIC penalty |
|---|---|---|
| $n/m_1^*$ | 2 | 3 | 4 | 2 | 3 | 4 |
| 100 | -202 | -202 | -190 | -6 | -6 | 2 |
| 1000 | -235 | -213 | -155 | 4 | -2 | 25 |
| 2000 | -221 | -129 | -88 | 8 | -4 | 4 |
| 5000 | -144 | -36 | -20 | 5 | -4 | 5 |
| 10000 | -75 | -5 | -4 | 4 | -4 | 4 |
| 20000 | -6 | -4 | -4 | 10 | -4 | 4 |
| 30000 | 21 | -5 | -4 | 10 | -5 | 4 |
| 40000 | 12 | -4 | -3 | 10 | -4 | 3 |
| 50000 | 12 | -7 | -4 | 10 | -4 | 4 |

Table II: Case $\tau^* = \tau_2^*$. Score difference $\text{sc}(\bar{\tau}_n) - \text{sc}(\tau^*)$.

| $\tau^* = \tau_2^*$, $|\tau^*| = 6$ | Penalty (3) | BIC penalty |
|---|---|---|
| $n/m_1^*$ | 2 | 3 | 4 | 2 | 3 | 4 |
| 100 | 2 | 2 | 2 | 2 | 2 | 2 |
| 1000 | 2 | 2 | 2 | 3 | 6 | 6 |
| 2000 | 2 | 2 | 2 | 6 | 6 | 6 |
| 5000 | 2 | 3 | 3 | 6 | 6 | 6 |
| 10000 | 3 | 3 | 3 | 6 | 6 | 6 |
| 20000 | 3 | 3 | 6 | 6 | 6 | 6 |
| 30000 | 3 | 3 | 6 | 6 | 6 | 6 |
| 40000 | 3 | 6 | 6 | 6 | 6 | 6 |
| 50000 | 3 | 6 | 6 | 6 | 6 | 6 |

Table III: Case $\tau^* = \tau_2^*$. Comparison of $|\hat{\tau}_n|$ with between our estimator and the BIC estimator for different values of $n$ and $m_1^*$.

| $\tau^* = \tau_2^*$, $|\tau^*| = 6$ | Penalty (3) | BIC penalty |
|---|---|---|
| $n/m_1^*$ | 2 | 3 | 4 | 2 | 3 | 4 |
| 100 | -201 | -202 | -195 | -10 | -6 | 1 |
| 1000 | -266 | -246 | -229 | 5 | -1 | -2 |
| 2000 | -272 | -239 | 67 | 4 | -1 | 324 |
| 5000 | -272 | -200 | -151 | 2 | -2 | -5 |
| 10000 | -242 | -128 | -52 | 6 | -2 | -4 |
| 20000 | -227 | 12 | -6 | 6 | -6 | -6 |
| 30000 | -191 | 141 | -6 | 7 | -5 | -6 |
| 40000 | -159 | -6 | -8 | 8 | -6 | -8 |
| 50000 | -136 | -6 | -9 | 7 | -6 | -8 |

Table IV: Case $\tau^* = \tau_2^*$. Score difference $\text{sc}(\hat{\tau}_n) - \text{sc}(\tau^*)$. 
presented such models then we estimated the context tree of
the hidden process using penalized maximum likelihood. We
have shown how to choose the penalty so that the estimator
is strongly consistent without any prior upper bound on the
depth or on the size of the context tree of the hidden process.
We have proved that our general consistency theorem applies
when the emission distributions are Gaussian with unknown
means and the same unknown variance. We have proposed a
pruning algorithm, probably suboptimal, and have applied it
to simulated data sets. This illustrates the consistency of our
estimator, but also suggests that smaller penalty could lead to
consistent estimation.
Finding the minimal penalty insuring the strong consistency
of the estimator with no prior upper bound remains unsolved.
A similar problem has been solved by R. van Handel [8]
to estimate the order of finite state Markov chains, and by
E. Gassiat and R. van Handel [9] to estimate the number of
populations in a mixture with i.i.d. observations. The basic
idea is that the maximum likelihood behaves as the maximum
of approximate chi-square variables, and that the behavior of
the maximum likelihood statistic may be investigated using
empirical process theory tools to obtain a log log n rate of
growth. However, it is known for HMM that the maximum
likelihood does not behave this way and converges weakly
to infinity, see [10]. We bypassed the problem by using
information theoretic inequalities, but understanding the path-
wise fluctuations of the likelihood in HMM models remains a
difficult problem to be solved.

\section*{Appendix A}
\textbf{Proof of Lemma 2}

For any partition \((I_1, \ldots, I_k)\) of \(\mathbb{R}\) in \(k\) intervals,
\[
\sigma^2_{I_1, \ldots, I_k} = \sum_{j=1}^{k} \mathbb{P}_{\theta^*}(Y_1 \in I_k) Var_{\theta^*}(Y_1|Y_1 \in I_k),
\]
where the infimum is over all intervals \(I\) of \(\mathbb{R}\). The
distribution of \(Y_1\) is the Gaussian mixture with density \(g^* = \sum_{x \in X} \pi^*(x) \phi_{m^*; \sigma^2}\), where \(\pi^*\) is the stationary distribution
of \((X_n)_{n \geq 0}\) and \(\phi_{m^*; \sigma^2}\) is the density of the normal distribution
with mean \(m^*\) and variance \(\sigma^2\). The repartition function \(F^*\)
of the distribution of \(Y_1\) is continuous and increasing, with
continuous and increasing inverse quantile function. Thus,
\[
\inf_{I_1, \ldots, I_k} \sigma^2_{I_1, \ldots, I_k} \geq \inf_{F^*(a) + \frac{1}{k} \leq F^*(b)} Var_{\theta^*}(Y_1|Y_1 \in [a, b]).
\]
But \(Var_{\theta^*}(Y_1|Y_1 \in [a, b])\) is a continuous function of \((a, b)\),
and the infimum at the right-hand side of the inequality is
attained at some \((\bar{a}, \bar{b})\) (eventually infinite) such that \(F^*(\bar{a}) + \frac{1}{k} \leq F^*(\bar{b})\). Thus \(Var_{\theta^*}(Y_1|Y_1 \in [\bar{a}, \bar{b}]) > 0\), and \(s_{inf} > 0\).

For any partition \((I_1, \ldots, I_k)\) of \(\mathbb{R}\) in \(k\) intervals,
\[
\hat{\sigma}^2_{I_1, \ldots, I_k}(Y_{1:n}) - \sigma^2_{I_1, \ldots, I_k} = \frac{1}{n} \sum_{i=1}^{n} Y_i^2 - E(Y_i^2)
\]
\[
- \frac{k}{n^2} \sum_{j=1}^{k} \left( \frac{\sum_{i=1}^{n} Y_i I_{I_j}(Y_i)}{n} - E(Y I_{I_j}(Y_i))^2 \right),
\]
so that
\[
\sup_{I_1, \ldots, I_k} \left| \hat{\sigma}^2_{I_1, \ldots, I_k}(Y_{1:n}) - \sigma^2_{I_1, \ldots, I_k} \right| \leq \frac{1}{n} \sum_{i=1}^{n} Y_i^2 - E(Y_i^2)
\]
\[
+ \frac{k}{n^2} \sup_{I \text{ interval of } \mathbb{R}} \left( \frac{\sum_{i=1}^{n} Y_i I_{I_i}(Y_i)^2}{n} - E(Y I_{I_i}(Y_i))^2 \right).\]

Using [16], \((Y_n)_{n \geq 0}\) is a stationary ergodic process, so that
\[
\frac{1}{n} \sum_{i=1}^{n} Y_i^2 - E(Y_i^2) \to 0 \quad \text{a.s.}
\]
Using Cauchy Schwarz inequality,
\[
\left( \frac{1}{n} \sum_{i=1}^{n} Y_i I_{I_i}(Y_i) \right)^2 \leq \left( \frac{1}{n} \sum_{i=1}^{n} Y_i^2 I_{I_i}(Y_i) \right) \times \left( \frac{1}{n} \sum_{i=1}^{n} I_{I_i}(Y_i) \right),
\]
and,
\[
E(Y I_{I_i}(Y_i))^2 \leq E(Y^2 I_{I_i}(Y_i))^2 E(I_{I_i}(Y_i)\right),
\]
for some fixed positive constant \(M\). Thus,
\[
\left| \frac{\sum_{i=1}^{n} Y_i I_{I_i}(Y_i)}{n} - E(Y I_{I_i}(Y_i)) \right| \leq \frac{1}{n} \sum_{i=1}^{n} Y_i^2 I_{I_i}(Y_i) + 2E(Y_i^2 I_{I_i}(Y_i)),
\]
\[
\leq \frac{1}{n} \sum_{i=1}^{n} Y_i^2 I_{I_i}(Y_i) - E(Y_i^2 I_{I_i}(Y_i)) + 2E(Y_i^2 I_{I_i}(Y_i)),
\]
\[
\leq \frac{1}{n} \sum_{i=1}^{n} Y_i^2 I_{I_i}(Y_i) - E(Y_i^2 I_{I_i}(Y_i)) + 2M \sqrt{\epsilon}.\]

Let now \(I\) be such that \(E(I_{I_i}(Y_i)) > \epsilon\).
Now, using Lemma 4 below, one gets that, for all positive $\epsilon$,

$$\limsup_{n \to \infty} \sup_{I \text{ interval of } \mathbb{R}} \left| \frac{1}{n^2} \sum_{i=1}^{n} Y_i 1_I(Y_i) - \frac{E(Y_1 1_I(Y_1))}{E(1_I(Y_1))} \right| \leq 2M\sqrt{\epsilon},$$

$\mathbb{P}_{\theta^*}$-a.s. so that

$$\lim_{n \to \infty} \sup_{I \text{ interval of } \mathbb{R}} \left| \frac{1}{n^2} \sum_{i=1}^{n} Y_i 1_I(Y_i) - \frac{E(Y_1 1_I(Y_1))}{E(1_I(Y_1))} \right| = 0,$$

$\mathbb{P}_{\theta^*}$-a.s. and the Lemma follows.

**Lemma 4.** The following quantities,

$$\sup_{I} \frac{1}{n} \sum_{i=1}^{n} Y_i^2 1_I(Y_i) - E(Y_1^2 1_I(Y_1)),$$

$$\sup_{I} \frac{1}{n} \sum_{i=1}^{n} Y_i 1_I(Y_i) - E(Y_1 1_I(Y_1)),$$

$$\sup_{I} \frac{1}{n} \sum_{i=1}^{n} 1_I(Y_i) - E(1_I(Y_1)),$$

where the supremums are over all intervals $I$ in $\mathbb{R}$, tend to zero as $n$ tends to infinity, $\mathbb{P}_{\theta^*}$-a.s.

**Proof:** Let us note $\mathcal{F}_a = \{x \to x^a 1_I(x) : I \text{ interval of } \mathbb{R}\}$ for $a = 0, 1, 2$. Since the sequence of random variables $(Y_n)_{n \geq 0}$ is stationary and ergodic, it is enough to prove that, for $a = 0, 1, 2$, for any positive $\epsilon$, there exists a finite set of functions $\mathcal{F}_a$ such that for any $f \in \mathcal{F}_a$, there exists $l, u$ in $\mathcal{F}_a$ such that $l \leq f \leq u$ and $E(u(Y_1) - l(Y_1)) \leq \epsilon$.

For the case $a=0$ or $2$ and for any positive $\epsilon$, there exist real numbers $L_{0,\epsilon}$ and $L_{2,\epsilon}$ such that $\int_{x_0}^{+\infty} x^a g^*(x) dx \leq \epsilon$ and there exists real numbers $x_{0,1} = L_{2,\epsilon} < x_{0,2} < \cdots < x_{a,N_{a,\epsilon}-2} < L_{2,\epsilon}$ such that $\int_{x_{i+1}}^{x_i} x^a g^*(x) dx < \epsilon/2$, $i = 1, \ldots, N_{a,\epsilon} - 2$. Then we define

- $I_{N_{a,\epsilon}}^{a,\epsilon} = \mathbb{R},$
- for any $i = 1, \ldots, N_{a,\epsilon}, I_{a,i}^{a,\epsilon} = [-\infty, x_{a,i}[$
- and for any $i = 1, \ldots, N_{a,\epsilon}, I_{a,i}^2 = [x_{a,i}, \infty$)

so that if $\mathcal{I}_a$ is the set $\mathcal{I}_a = \{I_{a,i}^{a,\epsilon} : i = 1, \ldots, N_{a,\epsilon}, J = 1, 2\} \cup \{[x_{a,i-1}, x_{a,i}] \mid i \geq i_2\}$ the set $\mathcal{F}_a = \{x^a 1_I \mid I \in \mathcal{I}_a\}$ verifies the above conditions.

For the case $a = 1$ the construction of the sequence $x_{0,1} = L_{1,\epsilon} < x_{0,2} < \cdots < x_{N_{a,\epsilon}-2} < L_{2,\epsilon}$ is similar except that we introduce $0$ in the sequence : $x_{1,1}$.

**APPENDIX B**

**PROOF OF LEMMA 3**

Let $t_n = 5\sigma^2 \log n$. One has

$$\mathbb{P}_{\theta^*} \left( |Y|^2_{(n)} \geq t_n \right) \leq \max_{x_{1,n} \in \mathbb{Z}^n} \mathbb{P}_{\theta^*} \left( |Y|^2_{(n)} \geq t_n | X_{1:n} = x_{1:n} \right),$$

$$\leq \max_{x_{1,n} \in \mathbb{Z}^n} \left\{ 1 - \prod_{i=1}^{n} \mathbb{P}_{\theta^*} \left( Y_i^2 \leq t_n | X_i = x_i \right) \right\},$$

$$\leq 1 - \left[ \mathbb{P} \left( U^2 \leq t_n - \frac{M}{\sigma^2} \right) \right]^n,$$

where $M = \max_{i=1,\ldots,k} m_i^*$ and $U$ is a Gaussian random variable with distribution $\mathcal{N}(0, 1)$. Then, for large enough $n :$

$$\mathbb{P}_{\theta^*} \left( |Y|^2_{(n)} \geq t_n \right) \leq \frac{1}{n^{3/2}},$$

and the result follows from Borel Cantelli Lemma.
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