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Abstract

We study the Schwinger effect in a system of non-parallel D1-branes for the bosonic strings using the path integral formalism. We drive the string pair creation rate by calculating the one loop vacuum amplitude of the setup in presence of the background electric field defined along one of the D1-branes. We find an angle dependent minimum value for the background field and show that the decaying of vacuum into string pairs takes place for the field above this value. It is shown that in \( \theta \to \frac{\pi}{2} \) limit the vacuum becomes stable and thus no pair creation occurs.

1 Introduction

The dynamics of string theory in a background gauge field has been extensively studied for a long time [1-3]. Such a considerations are supported by the fact that the open string spectrum includes the massless gauge fields carrying the corresponding charges at its boundaries [4]. In particular it has been revealed that the string theory vacuum signals instabilities for a string interacting with a constant background electric field. Infact this is the stringy counter part of the well-known Schwinger effect in QED [5-15]. In more recent studies the emphasis is put on the role of the lower dimensional D-branes on which the open strings end. It seems
that string pair creation takes place in the Dp-Dp and Dp-Dp systems in type-IIA or type-
IIB setup, although the criterion for occurrence of the vacuum decay plays more drastic
role in the Dp-Dp system due to some exponential factors depending on the background
configurations [14]. It is also pointed out that a fixed magnetic field can greatly enhance the
pair creation rate in the case of a weak electric background [15].

In previous work the path integral formalism was engaged to derive the one loop vacuum
amplitude of an angled D1-branes system in the bosonic string setup by one of the authors
[16]. Here we propose to study the Schwinger effect in such a system by calculating the
zero point energy using the similar technique presented in [16]. As is expected, the pair
creation rate depends on the angle between the D1-branes, $\theta$. A more interesting feature of
the model is that there is an angle dependent minimum value for the electric field and for
the field below this value the string pair creation disappears. The vacuum becomes stable
in $\theta \rightarrow \frac{\pi}{2}$ limit implying that no string pair creation is expected to occur.

Throughout this work we assume the Euclidean signature for both of the world-sheet and
space-time manifolds, but immediate continuation to the Lorentzian signature for space-time
coordinates is assumed after integration over the bosonic degrees of freedom.

2 One Loop Vacuum Energy

We begin with the bosonic string action in the $d$ dimensional space-time by writing it as

$$S = \frac{T}{2} \int d^2 \sigma \partial_\alpha X^\mu \partial^\alpha X_\mu + S_{ghost}[b,c].$$

At one loop level the annulus and möbius diagrams are the only diagrams which contribute
to the partition function of open string. Taking into account the contribution made by
the annulus diagram (which is the most relevant to the pair creation) the one loop vacuum
energy (zero point energy) could be written as [11-13]

$$\mathcal{F} = \int_0^\infty \frac{ds}{s} \int' DX^\mu DbDc e^{-S_0[X]-S_{ghost}[b,c]},$$

where $X^\mu(\sigma, \tau) = X^\mu(\sigma, \tau + s)$. The prime over the second integral means that the con-
tribution of zero modes are excluded in evaluating the above path integral. In presence of
a constant electric background the free energy acquires an imaginary part and the vacuum
begins to decay into the string pairs with decay rate given by \( w = -2 \text{Im} \mathcal{F} \).

Now, let us consider a bosonic string stretched between two parallel D1-branes located at a relative distance \( Y \). There are 2 degrees of freedom satisfying the Neumann-Neumann (NN) boundary condition \( \partial_\sigma X_N |_{\partial \Sigma} = 0 \) and \( d - 2 \) degrees of freedom satisfying the Dirichlet-Dirichlet (DD) boundary condition \( \delta X_D |_{\partial \Sigma} = 0 \). So, the partition function becomes \( Z = Z_N^2 Z_D^{d-2} Z_{gh} \) where the partition function of ghost fields is given by \( Z_{gh} = \frac{T}{2s} Z_N^{-2} \). For the ends of string we suppose

\[
X^i(0, \tau) = 0, \quad i = 2, \cdots, d
\]

\[
X^i(\pi, \tau) = l_i.
\]

Thus for the typical fluctuations \( X_N \) and \( X_D \) we write

\[
X_N = \sum_{m \in \mathbb{Z}} \sum_{n=0}^{\infty} \chi_{mn} u_{mn},
\]

\[
X_D = \sum_{m \in \mathbb{Z}} \sum_{n=1}^{\infty} \xi_{mn} v_{mn} + \frac{l}{\pi} \sigma.
\]

Here, the eigen-modes are \( u_{mn} = e^{i\omega_m \tau} \cos n\sigma \) and \( v_{mn} = e^{i\omega_m \tau} \sin n\sigma \). Furthermore, we define \( \omega_m = m\omega \), where \( \omega = \frac{2\pi}{s} \). Therefore, we find for the corresponding actions \( S_N \) and \( S_D \) as

\[
S_N = 2\pi \sum_{m=1}^{\infty} x_m^\dagger M_m x_m + \pi x_0^\dagger M_0 x_0,
\]

\[
S_D = 2\pi \sum_{m=1}^{\infty} y_m^\dagger N_m y_m + \pi y_0^\dagger N_0 y_0 + \frac{1}{2s^2} \alpha l^2,
\]

where \( x_m = (\tilde{\chi}_m, \tilde{\chi}_{m1}, \ldots) \), \( y_m = (\tilde{\xi}_{m1}, \tilde{\xi}_{m2}, \ldots) \) and \( \lambda_{mn} = \omega^2_m + n^2 \). The matrix \( M_m \) is defined by its elements as

\[
[M_m]_{nn'} = \frac{1}{4} s T \begin{cases} 2 \lambda_{m0} & n = n' = 0 \\ \lambda_{mn} \delta_{nn'} & n, n' \neq 0. \end{cases}
\]

3
Furthermore, there are $[M_0]_{mn} = \frac{1}{4}sT\lambda_0n\delta_{nn'}$ and $[N_m]_{nn} = \frac{1}{2}sT\lambda_mn\delta_{nn'}$. Integration over the fluctuation $X_N$ leads to

$$Z_N(s) = \int' DX_N e^{-S_0[X_N]} = \prod_{m=1}^{\infty} \int' dx_m^d dx_0 e^{-S_N[x_m^d, x_m, x_0]}$$

(10)

$$= \frac{1}{\sqrt{\det M_0}} \prod_{m=1}^{\infty} \frac{1}{\det M_m}$$

$$= \sqrt{\frac{T}{2s}} q^{-\frac{1}{2}} \prod_{n=1}^{\infty} \frac{1}{1 - q^n}$$

where $q = e^{-s}$. In the same way, we obtain

$$Z_D(s) = \int DX_D e^{-S_0[X_D]} = \prod_{m=1}^{\infty} \int dy_m^d dy_0 e^{-S_D[y_m^d, y_m, y_0]}$$

(11)

$$= \frac{e^{-\frac{1}{2\pi}Tl^2}}{\sqrt{\det N_0}} \prod_{m=1}^{\infty} \frac{1}{\det N_m}$$

$$= q^{-\frac{1}{2\pi}Tl^2 - \frac{d}{2}} \prod_{n=1}^{\infty} \frac{1}{1 - q^n}$$

For the distance between D1-branes we have $Y^2 = \sum_{i=2}^{d} l_i^2$. Now, we consider the case of angled D1-branes. In this case the two degrees of freedom, one satisfying NN and the other satisfying DD boundary condition, turn to satisfy the mixed boundary condition. So, the partition function becomes $Z = Z_NZ_D^{-3}Z_{mix}Z_{gh}$. Hence, with deflection angle $0 \leq \theta \leq \pi$, equations (3) and (4) for the ends of string modifies to

$$X_i(0, \tau) = 0, \quad i = 2, \ldots, d$$

(12)

$$X_i'(\pi, \tau) = l_i', \quad i' = 3, \ldots, d$$

(13)

The conditions satisfied by the ends of an open string at the boundaries, imposed by the classical equations of motion, read [16-19]

$$\partial_\sigma X^1(0, \tau) = 0,$$

(14)

$$\partial_\tau X^2(0, \tau) = 0,$$

(15)

$$\partial_\sigma X^1(\pi, \tau) \cos \theta = -\partial_\sigma X^2(\pi, \tau) \sin \theta,$$

(16)

$$\partial_\tau X^2(\pi, \tau) \cos \theta = \partial_\tau X^1(\pi, \tau) \sin \theta.$$  

(17)

This system is T-dual to a magnetized parallel D2-branes [20]. To see this let us T-dualize the setup along the $X^2$ direction upon interchanging $\partial_\tau X^2 \leftrightarrow \partial_\sigma X^2$ in (15), (16) and (17).
One obtains
\begin{align}
\partial_\sigma X^1(0, \tau) &= 0, \\
\partial_\sigma X^2(0, \tau) &= 0, \\
\partial_\sigma X^1(\pi, \tau) \cos \theta &= -\partial_\tau X^2(\pi, \tau) \sin \theta, \\
\partial_\sigma X^2(\pi, \tau) \cos \theta &= \partial_\tau X^1(\pi, \tau) \sin \theta.
\end{align}
(18-21)

Hence the set of equations (18-21) characterizes a D2-D2 brane system with magnetic field given by \( B = \tan \theta \). For the fluctuations which satisfy the mixed boundary condition of equations (14-17) we choose the eigen-modes to be \( u^a_{mn} = \cos \sigma n_a e^{i\omega_m \tau} \) and \( v^a_{mn} = \sin \sigma n_a e^{i\omega_m \tau} \) and expand them as [16]
\begin{equation}
\left\{ \begin{array}{c}
X^1 \\
X^2
\end{array} \right\} = \sum_{m,n \in \mathbb{Z}} \frac{\lambda_{mn}}{\sqrt{2}} \left\{ \begin{array}{c}
u^a_{mn} \\
v^a_{mn}
\end{array} \right\}.
\end{equation}
(22)

with common eigen-value \( \lambda_{mn} = n^2_a + \omega^2_m = (n + a)^2 + \omega^2_m \). The number \( a = \frac{b}{\pi} \) takes the values \( 0 \leq a \leq 1 \). So, by following the same steps which led to the equations (7) and (8) and by noting that \( \lambda_{m,-n} = \lambda_{mn} \), we get
\begin{equation}
S_{\text{mix}} = 2\pi \sum_{m=1}^{\infty} (\mathbf{x}^1_{+,m} \mathbf{M}^a_m \mathbf{x}^1_{+,m} + \mathbf{x}^1_{-,m} \mathbf{M}^{-a}_m \mathbf{x}^1_{-,m}) + \pi (\mathbf{x}^1_{+,0} \mathbf{M}^a_0 \mathbf{x}^1_{+,0} + \mathbf{x}^1_{-,0} \mathbf{M}^{-a}_0 \mathbf{x}^1_{-,0}),
\end{equation}
(23)

where \( [\mathbf{M}^a_m]_{nn'} = \frac{1}{4} s T \lambda_{mn} \delta_{nn'} \). Therefore, we find the partition function as
\begin{equation}
Z_{\text{mix}}(s) = \int D X^1 D X^2 e^{-S_{X^1,X^2}} = \frac{1}{\sqrt{\det \mathbf{M}_0^a \det \mathbf{M}_0^{-a}}} \prod_{m=1}^{\infty} \frac{1}{\det \mathbf{M}^a_m \det \mathbf{M}^{-a}_m}
\end{equation}
(24)

This leads to the one loop vacuum energy as [16-19]
\begin{equation}
\mathcal{F} = \int_0^\infty ds \frac{d}{s} \sqrt{\frac{T}{2s} q^\frac{1}{4} \pi^2 \frac{\mathbf{y}^2}{a^2} - \frac{2}{a^2} \mathbf{z}^{(a-1)}} \prod_{n=1}^{\infty} (1 - q^n)^{-d+4} (1 - q^{n+a})^{-1} (1 - q^{n-a})^{-1}
\end{equation}
(25)

In analogy with this expression one obtains the free energy of a magnetized D2-D2 configuration in T-dual picture as
\begin{equation}
\mathcal{F} = \frac{BT}{4\pi} \int_0^\infty ds \left( \frac{T}{2s} \right)^\frac{d}{2} q^\frac{1}{4} \pi^2 \frac{\mathbf{y}^2}{a^2} - \frac{2}{a^2} \mathbf{z}^{(b-1)} \prod_{n=1}^{\infty} (1 - q^n)^{-d+4} (1 - q^{n+b})^{-1} (1 - q^{n-b})^{-1}
\end{equation}
(26)

where \( b = \frac{1}{\pi} \tan^{-1} B \). One must note that switching on the electric flux in a magnetized D2-D2 or (D2-\overline{D}2) system leads to a moving intersecting D1-branes at angle (a moving scissor) in T-dual picture [14, 20-22].
3 Vacuum Energy: Interaction With Constant Background

The action of an open bosonic string with charge $q$ located at one of its endpoints (e.g. $\sigma = 0$) interacting with an external $U(1)$ gauge field $A_a$ is \[ S = \frac{T}{2} \int d^2 \sigma \partial_{\nu} X^\mu \partial^\nu X_{\mu} + q \int_{\sigma=0}^1 d\tau A_a \partial_{\tau} X^a + S_{\text{ghost}}[b, c]. \] (27)

For a constant electric field with substituting $qE \rightarrow E$, the above expression can be recast in

\[ S_{\text{int}} = \frac{1}{2} q F_{ab} \int_0^s d\tau X^a \partial_{\tau} X^b = -\frac{i}{2} E \epsilon_{ab} \int_0^s d\tau X^a \partial_{\tau} X^b, \] (28)

which indicates a mixing between the coordinates $X^0$ and $X^1$. Here, we introduce the action $S_E = S_0[X^0] + S_0[X^1] + S_0[X^2] + S_{\text{int}}$, which can be put in another form

\[ S_E = \frac{T}{2} \int d^2 \sigma Y^t \mathcal{D} Y, \] (29)

where $Y = (X^0, X^1, X^2)$ and

\[ \mathcal{D} = \begin{pmatrix} \Box & -i \frac{E}{T} \delta(\sigma) \partial_{\tau} & 0 \\ i \frac{E}{T} \delta(\sigma) \partial_{\tau} & \Box & 0 \\ 0 & 0 & \Box \end{pmatrix}. \] (30)

In particular for $S_{\text{int}}$ we find

\[ S_{\text{int}} = \pi E \sqrt{2} \sum_n \sum_{n' \in \mathbb{Z}} \sum_{m \in \mathbb{Z}} m \chi_{mn}^0 \chi_{mn'}. \] (31)

To make the notation more compact, we introduce the matrices $I_m$ and $J_m$ to rewrite the interaction action as

\[ S_{\text{int}} = 2\pi \sum_{m=1}^{\infty} (x_0^0 I_m x_{m+} + x_0^0 J_m x_{m-} - x_m^0 I_m x_0^0 - x_m^0 J_m x_0^0). \] (32)

where the matrices $I_m$ and $J_m$ are defined as

\[ I_m = \frac{E_m}{\sqrt{2}} \begin{pmatrix} 1 & 1 & \ldots \\ 1 & 1 & \ldots \\ \vdots & \vdots & \ddots \end{pmatrix}, \quad J_m = \frac{E_m}{\sqrt{2}} \begin{pmatrix} 0 & 1 & \ldots \\ 0 & 1 & \ldots \\ \vdots & \vdots & \ddots \end{pmatrix}. \] (33)

and $E_m = mE$. In a similar way, introducing the matrix $\mathcal{M}_m$ leads to a compact form for the action $S_E$

\[ S_E = \pi (x_{0+}^t M_0^a x_{0+} + x_{0-}^t M_0^{-a} x_{0-} + x_0^{0t} M_0 x_0^0) + \sum_{m=1}^{\infty} \zeta_{m}^t \mathcal{M}_m \zeta_m. \] (34)
with \( \zeta_m = (x^+_m, x^0_m, x^-_m) \) and

\[
\mathcal{M}_m = 2\pi \begin{pmatrix}
M^a_m & -I_m & 0 \\
I_m & M_m & J_m \\
0 & -J^a_m & M^{-a}_m
\end{pmatrix},
\]

(35)

Adding all these together, one finds the partition function as

\[
Z_E = \frac{1}{\sqrt{\det M_0^a \det M_0^{-a} \det \mathcal{M}_m}} \prod_{m=1}^{\infty} (2\pi)^3 \det \mathcal{M}_m.
\]

(36)

The determinant of matrix \( \mathcal{M}_m \) is calculated in appendix. So, we skip the details and go on by reminding that

\[
\sum_{n=-\infty}^{\infty} \frac{1}{\lambda_n^{2m}} = \frac{\pi}{2\omega_m} \left[ \coth(\omega_m + ia) + \coth(\omega_m - ia) \right].
\]

(37)

This leads us to the final form of the partition function

\[
Z_E = Z_N \text{Z}_{mix} \sqrt{1 - \frac{E^2}{T^2}} \prod_{m=1}^{\infty} \frac{(1 - e^{-2\pi(\omega_m + ia)})(1 - e^{-2\pi(\omega_m - ia)})}{(1 - e^{-2\pi(\omega_m + \beta)})(1 - e^{-2\pi(\omega_m - \beta)})},
\]

(38)

\[
= Z_N \text{Z}_{mix} \sqrt{1 - \frac{E^2}{T^2}} \prod_{m=1}^{\infty} \frac{f_m(\nu|\tau)}{f_m(\nu'|\tau)}
\]

where \( \nu = a, \nu' = i\beta \) and \( \tau = i\omega \). For the parameter \( \beta \) we have

\[
\beta = \begin{cases} 
    i\gamma, & |\alpha| \leq 1 \\
    \epsilon, & 1 < \alpha
\end{cases}
\]

(39)

where \( \epsilon = \frac{1}{2\pi} \cosh^{-1} \alpha \) and \( \gamma = \frac{1}{2\pi} \cos^{-1} \alpha \). The parameter \( \alpha \) is defined as

\[
\alpha = \frac{\cos 2\theta + \frac{E^2}{T^2}}{1 - \frac{E^2}{T^2}}.
\]

(40)

for which we have \(-1 \leq \alpha < \infty \). Let’s first consider the case \( 1 < \alpha \). The modular property of the Jacobi function \( (z = e^{2\pi i\nu}) \)

\[
\Theta_1(\nu|\tau) = 2e^{\frac{i\pi \nu}{2}} \sin \pi \nu \prod_{m=1}^{\infty} (1 - e^{2\pi i\nu m})(1 - z e^{2\pi i\nu m})(1 - z^{-1} e^{2\pi i\nu m})
\]

(41)

\[
= -\frac{e^{-i\pi / 17}}{\sqrt{1 - \frac{E^2}{T^2}}} \Theta_1(\frac{\nu}{\tau} | - \frac{1}{\tau}),
\]

and the Dedekind eta function \( \eta(\tau) = e^{\frac{i\pi}{12} \tau} \prod_{m=1}^{\infty} (1 - e^{2\pi i\tau m}) = \frac{\eta(-\frac{1}{\tau})}{\sqrt{1 - \frac{E^2}{T^2}}} \) provides an equivalent representation for the expression (38) as

\[
\frac{f_m(\nu|\tau)}{f_m(\nu'|\tau)} = \frac{\sin \pi \nu' \sin(\frac{\pi \nu}{\tau})}{\sin \pi \nu \sin(\frac{\pi \nu'}{\tau})} \frac{f_m(\frac{\nu}{\tau} | - \frac{1}{\tau})}{f_m(\frac{\nu'}{\tau} | - \frac{1}{\tau})} e^{-\frac{i\pi}{17}(\nu^2 - \nu'^2)},
\]

(42)
We find
\[ \frac{\sin(\frac{\pi \nu}{\tau})}{\sin \frac{\pi \nu}{\tau}} e^{-\frac{\pi^2}{4} \nu^2} \prod_m f_m \left( \frac{\nu}{\tau} - \frac{1}{\tau} \right) = \left( 2i \sin \theta q \frac{1}{\tau} Z_{\text{mix}} \right)^{-1}, \] (43)
and since \( Z = Z_E Z_D^{d-3} Z_{gh} \), we get
\[ Z = R_e \sqrt{\frac{T}{2s} \frac{q \frac{1}{2} T Y^2 - \frac{d+2}{2} + \frac{1}{2} \epsilon^2}{\sin(\frac{\pi}{2})}} \prod_{n=1}^{\infty} \left( 1 - q^n \right)^{d+4} \left( 1 - q^{n+\epsilon} \right)^{-1} \left( 1 - q^{n-\epsilon} \right)^{-1}, \] (44)
where the factor \( R_e \) is found to be
\[ R_e = \frac{1}{2} \sin \theta \sqrt{\frac{E^2}{T^2} - \sin^2 \theta}. \] (45)
Beginning from (44) one can easily recover its zero field limit, Eq.(25), by noting that in the limit \( E \to 0 \) we have \( R_e = \frac{i}{2} \) and \( \epsilon = i a \). The equation (44) has singularities at \( s_n = \frac{2 \pi n}{\epsilon} \).
These singularities lead to an imaginary part for (44), which can be captured with the aid of the well-known formula
\[ \frac{1}{x - i \epsilon} = P \frac{1}{x} + i \pi \delta(x). \] (46)
So, by noting that \( \sin \phi \sim (-1)^n (\phi - \pi n) \) we find the string pair creation rate as
\[ w(\theta) = R_e \sqrt{\frac{\epsilon}{\pi} T} \sum_{n=1}^{\infty} (-1)^{n+1} n^{-\frac{1}{2}} e^{-n \left( \frac{1}{2} T Y^2 - \pi \epsilon \right)} \eta^{-d+2} \left( \frac{in}{\epsilon} \right). \] (47)
The factor \( R_e \) in front of this equation imposes a minimum value for the electric field such that for the field above this value the string pair creation is assumed to takes place. Indeed, one finds
\[ E_{\text{min}} = \pm T \sin \theta. \] (48)
The minus sign can be interpreted either as field with reversed direction or as a system with angle \( -\theta \). Taking into account the maximum limit for the electric field, i.e. \( E_{\text{max}} = T \) imposed by the Born-Infeld like factor in front of (38) we find the range for the electric field within which the pair creation occurs, as
\[ T \sin \theta < E < T. \] (49)
In the limit \( \theta \to \pi/2 \) the background field reaches its possible maximum value and as a result \( \lim_{\theta \to \pi/2} R = 0 \) and \( \lim_{\theta \to \pi/2} \epsilon = \frac{i}{2} \), which entails \( w(\pi/2) = 0 \). For the case \( E < E_{\text{min}} \), i.e. \( |\alpha| \leq 1 \), we find the partition function upon substituting \( \epsilon \to i \gamma \) in (44) as
\[ Z = R_e \sqrt{\frac{T}{2s} \frac{q \frac{1}{2} T Y^2 - \frac{d+2}{2} + \frac{1}{2} \gamma^2}{\sinh(\frac{\pi}{2})}} \prod_{n=1}^{\infty} \left( 1 - q^n \right)^{d+4} \left( 1 - q^{n+\gamma} \right)^{-1} \left( 1 - q^{n-\gamma} \right)^{-1}, \] (50)
with
\[ R_\gamma = \frac{1}{2 \sin \theta} \sqrt{\sin^2 \theta - \frac{E^2}{T^2}}. \] (51)

Contrary to the previous case \((\alpha < 1)\) there are no singularities along the integration contour. Therefore, the vacuum amplitude acquires no imaginary part which is meant as the absence of vacuum decay into string pairs. Again, the zero field limit, Eq.(25), is recovered via \(R_\gamma \to \frac{1}{2}\) and \(\gamma \to \alpha\).

**Conclusions**

As the case of point particle physics, string theory vacuum becomes unstable in presence of an external electric field and decays into string pairs. We analyzed this problem for a system of angled D1-branes with bosonic string stretched between them and electric field along one of the D1-branes in framework of the path integral formalism. We derived the string pair creation rate for this system. It seems that there is an angle dependent minimum value for the external field and pair creation occurs when the external field exceeds this minimum value. We also pointed out that the vacuum becomes stable and string pair creation vanishes as \(\theta \to \frac{\pi}{2}\).

**Appendix**

For the matrix \(\mathcal{O}\) defined as \(\mathcal{O} = \mathcal{O}_1 + \mathcal{O}_2\) with
\[
\mathcal{O}_1 = \begin{pmatrix} A & B \\ B & C \end{pmatrix}, \quad \mathcal{O}_2 = \begin{pmatrix} 0 & -I & 0 \\ I & 0 & J \\ 0 & -J^t & 0 \end{pmatrix}
\] (52)

we can write its determinant as
\[
\det \mathcal{O} = \det \mathcal{O}_1 e^{\text{Tr} \ln(1+\mathcal{O}_1^{-1}\mathcal{O}_2)}. \] (53)

The diagonal matrices in \(\mathcal{O}_1\) have the generic form \(\mathcal{Q} = \text{diag}(q_0, q_1, \ldots)\). Now, from \(\ln(1+x) = -\sum_{n=1}^{\infty} \frac{(-1)^n}{k} x^n\) and with the aid of
\[
\text{Tr}(\mathcal{O}_1^{-1}\mathcal{O}_2)^{2n} = 2(-1)^n \text{Tr} \left[ B^{-1}(IA^{-1}I + JC^{-1}J^t) \right]^n,
\] (54)
and by observing that for any diagonal matrix $Q$ we have

$$\text{Tr}(QI)^n = (c\text{Tr}Q)^n, \quad (55)$$

$$\text{IQI} = (c\text{Tr}Q)I, \quad (56)$$

$$\text{JQJ}^t = (c\text{Tr}'Q)I. \quad (57)$$

where we have defined $\text{Tr}Q = \sum_{n=0} q_n$ and $\text{Tr}'Q = \sum_{n=1} q_n$ we get

$$\text{Tr} \ln(1 + O^{-1}O) = \ln \left[ 1 + c^2\text{Tr}B^{-1}(\text{Tr}A^{-1} + \text{Tr}'C^{-1}) \right]. \quad (58)$$

Note that here we have denoted the factor $E_m$ in (33) with $c$. Therefore, we find the determinant as

$$\det O = \det A \det B \det C \left[ 1 + c^2\text{Tr}B^{-1}(\text{Tr}A^{-1} + \text{Tr}'C^{-1}) \right]. \quad (59)$$

In particular with $A = M^a_m$ and $C = M^{-a}_m$ one finds

$$\text{Tr}(M^a_m)^{-1} + \text{Tr}'(M^{-a}_m)^{-1} = \frac{1}{4sT} \sum_{n=-\infty}^{\infty} \frac{1}{\lambda_{mn}^a}. \quad (60)$$

To evaluate the infinite sum of (60) one first writes

$$\sum_{n=-\infty}^{\infty} \frac{1}{\lambda_{mn}^a} = \frac{\partial}{\partial \omega^2_m} \sum_{n=-\infty}^{\infty} \ln \lambda_{mn}^a = \frac{\partial}{\partial \omega^2_m} \ln \prod_{n=-\infty}^{\infty} \lambda_{mn}^a. \quad (61)$$

The infinite product can be calculated straightforwardly by invoking the formula

$$\prod_{m \in \mathbb{Z}} (mx + y) = 2 \sinh \left( i\pi \frac{y}{x} \right). \quad (62)$$

The final result is

$$\sum_{n=-\infty}^{\infty} \frac{1}{\lambda_{mn}^a} = \frac{\pi}{2\omega_m} \left[ \coth \pi(\omega_m + ia) + \coth \pi(\omega_m - ia) \right]. \quad (63)$$
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