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Abstract

The Southern Photometric Local Universe Survey (S-PLUS) is a novel project that aims to map the Southern Hemisphere using a twelve filter system, com-
prising five broad-band SDSS-like filters and seven narrow-band filters optimized for important stellar features in the local universe.

In this paper we use the photometry and morphological information from the first S-PLUS data release (S-PLUS DR1) cross-matched to unWISE data and spectroscopic redshifts from Sloan Digital Sky Survey DR15. We explore three different machine learning methods (Gaussian Processes with GPz and two Deep Learning models made with TensorFlow) and compare them with the currently used template-fitting method in the S-PLUS DR1 to address whether machine learning methods can take advantage of the twelve filter system for photometric redshift prediction. Using tests for accuracy for both single-point estimates such as the calculation of the scatter, bias, and outlier fraction, and probability distribution functions (PDFs) such as the Probability Integral Transform (PIT), the Continuous Ranked Probability Score (CRPS) and the Odds distribution, we conclude that a deep-learning method using a combination of a Bayesian Neural Network and a Mixture Density Network offers the most accurate photometric redshifts for the current test sample. It achieves single-point photometric redshifts with scatter ($\sigma_{\text{NMAD}}$) of 0.023, normalized bias of -0.001, and outlier fraction of 0.64% for galaxies with $r_{\text{auto}}$ magnitudes between 16 and 21.
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### 1. Introduction

Recent developments in both computer science and engineering allowed astronomers to create projects with sky area coverage and photometric depths never seen before. Current surveys, such as the Dark Energy Survey [DES, 56] and the Kilo-Degree Survey [KiDS, 33], and future wide field surveys, such as the Vera C. Rubin Observatory [LSST, 38], Nancy Grace Roman Space Telescope [20] and Euclid survey [44], among others, are gathering and/or will be able to gather information on hundreds of millions of objects, and more efficient
methods to determine redshifts need to be developed. Due to time and cost constraints, and limited spectroscopic capabilities for faint objects, the determination of spectroscopic redshifts ($z_{\text{spec}}$) in the current generation of spectroscopic surveys for most objects in the aforementioned surveys is unfeasible. Consequently, a new way to estimate distances to celestial objects has been developed in the last decades which rely only on much faster and cheaper photometric observations. These estimates are named photometric redshifts ($z_{\text{phot}}$).

Several ongoing projects, such as the Advanced Large Homogeneous Area Medium Band Redshift Astronomical Survey [ALHAMBRA, 48], the Cosmic Evolution Survey [COSMOS, 42], Survey for High-z Absorption Red and Dead Sources [SHARDS, 8], Physics of the Accelerating Universe Survey [PAUS, 2], Javalambre Physics of the Accelerating Universe Survey (J-PAS, Benítez et al. [11], Bonoli et al. [16]), the Javalambre-Photometric Local Universe Survey [J-PLUS, 18], and the Southern Photometric Local Universe Survey [S-PLUS, 46], are able to obtain accurate photometric redshifts due to the use of narrow-band filters. The filter systems of these surveys provide an increase in $z_{\text{phot}}$ accuracy by a factor of 4 when compared to the use of broad-band filters only [49].

Redshifts are a measurement of fundamental importance for astronomy, allowing researchers to have insight on different fields of cosmology and astrophysics. Although $z_{\text{phot}}$s are not as precise as the spectroscopic counterpart, they still allow several studies, and previous works have shown what accuracy is necessary for different science cases. For instance, an error of less than 0.004(1 + $z_{\text{spec}}$) is necessary to constrain the Baryonic Acoustic Oscillations (BAO) (Benítez et al. [12], Weinberg et al. [60]), while photometric redshifts with $< 1\%$ error can also be used on weak-lensing studies (Hildebrandt et al. [32], Kilbinger et al. [39], Rozo et al. [54]). This approach can also be used to find overdensities of faint galaxies [51], or to constrain cosmological parameters using clusters [9].

Photometric redshifts can be estimated using three different approaches: template fitting, machine learning, and hybrid methods. Template fitting (TF) methods make use of the spectral energy distribution of an object and fit it
to a template library, which can be synthetic or empirical, containing spectra of different types of galaxies at different redshifts. Methods that apply this approach are BPZ [10], Le Phare (Arnouts et al. [6], Ilbert et al. [36]), and EAZY [17], among others.

Machine learning (ML) methods are based on the assumption that colours and/or magnitudes of galaxies are dependent of their redshift. Using some sort of data (tabular or images) split into training, validation and testing samples, it is possible to train a model to map a relation between these quantities. After a model is trained, it can be applied to a sample of galaxies to estimate their redshifts. Methods that use this approach are GPz [4], TPZ [40], ANNz [25], ANNz2 [55] and deep learning models created with TensorFlow [1], PyTorch [50], or Theano [59].

Both TF and ML methods have their advantages and disadvantages. The former needs, for example, well-calibrated, unbiased templates, as well as explicit assumptions about the dust extinction, and are more computationally expensive. The latter requires a training sample with a reasonable number of objects that is both complete and representative of the sample of interest and it is reliable in the range of input parameters of the training sample only. To explore the advantages of both approaches, a few hybrid methods have been developed, combining features from both procedures, such as data augmentation using model templates for machine learning codes [34], improving template fitting codes by the use of unsupervised self-organizing maps [57], and the ZEBRA photometric redshift code, which uses a training set of spectroscopic redshifts to improve the robustness of template fitting $z_{\text{phot}}$ estimates [24].

In this work, we explore the performance of the machine learning methods for the determination of photometric redshifts for galaxies using the information of the twelve bands of the S-PLUS filter system, the ellipticity, the maximum surface brightness, and the full width at half maximum from its catalogue. We have chosen to compare Gaussian Processes with GPz and two Deep Learning models made with TensorFlow. We also compare our results with the template fitting method currently used for the determination of $z_{\text{phot}}$ in S-PLUS,
the BPZ2 code \cite{49}. With this work, we examine how these machine learning methods perform with the inclusion of narrow-band filters and non-photometric information.

This paper is organized as follows: in \S 2 we describe the S-PLUS survey and the data that will be used in this study. In \S 3 we describe briefly the methods and the metrics applied to evaluate the quality of the estimates. In \S 4 we present our results and discussions and give our final remarks in \S 5.

2. Data

In this work we used the photometric data from the S-PLUS Data Release 1 \cite{46} and the unWISE project \cite{43}, cross-matched to the spectroscopic information from SDSS Data Release 15 \cite{15}. Further details about their cross-matching are given in Section \S 2.1. The Southern Photometric Local Universe Survey \cite{46} is an ongoing project which aims to cover over 9000 square degrees in the southern sky, which will overlap with existing and future surveys (like DES, KiDS and LSST), using the same twelve bands adopted by the J-PLUS survey \cite{18}, covering the wavelength range between 3700Å and 9000Å. The S-PLUS survey started in August 2016 and is expected to finish in 2025 using a robotic 0.8 metres diameter telescope located at Cerro Tololo, Chile, named T80-S. The camera used in this project has a 2 square degrees field-of-view and is equipped with a 9k × 9k CCD with a 0.55 arcsec/pixel scale. The photometric system has 5 SDSS-like broadband filters (\texttt{uJAV}, \texttt{gSDSS}, \texttt{rSDSS}, \texttt{iSDSS} and \texttt{zSDSS}) and 7 narrow-band filters (J0378, J0395, J0410, J0430, J0515, J0660 and J0861) designed specifically to explore important spectral features in the local universe, such as [O\textsc{ii}] 3727,3729 Å, Ca H+K, Hδ, G-band, Mgb triplet, Hα, and the Ca triplet, respectively \cite{30 45}. This number of filters offers a great opportunity to estimate high-quality photometric redshifts in the local universe. The filter transmission curves\footnote{Obtained from \url{http://www.splus.iag.usp.br/instrumentation/}} are presented in Figure 1.
Figure 1: Transmission curves ($R_\lambda$) for the S-PLUS filter system. Top: broad-band filters. Bottom: narrow-band filters.
The S-PLUS DR1 covers 336 square degrees in Stripe-82. This region overlaps with other surveys, presenting a great opportunity to train supervised machine learning models due to the availability of spectroscopic redshifts. The typical depth of the survey is $r \sim 21$ AB magnitudes for objects with signal-to-noise greater than 3.

The survey calibration pipeline provides 3 different types of magnitudes for each filter, following the output of SExtractor [13]: the auto_restricted magnitudes, which have the advantage of high signal-to-noise while integrating most of the light from galaxies; the petrosian (petro) magnitudes, with an aperture size defined by the distance from the centre of the galaxy to a region where the signal-to-noise drops to zero in the detection images, reducing possible contamination from neighbouring galaxies; and the aper magnitudes, computed in a fixed 3 arcsecond diameter aperture to match the SDSS fibre size. As discussed in [47], the auto_restricted magnitudes provide the best properties for photometric redshift determination due to the high signal-to-noise while containing most of the galaxy light, and so it was chosen to be used in this work. For further details on the calibration pipeline, please refer to Mendes de Oliveira et al. [46].

We also use infrared photometry information from unWISE [42]. This project improves upon the products of AllWISE by taking advantage of deeper imaging and improved source detection in crowded regions. This allows unWISE photometry to be 0.7 mag deeper in the W1 (3.4 µm) band and to detect three times more sources than AllWISE.

2.1. Sample construction and pre-processing

The supervised machine learning methods used in this work require a dataset containing the photometric and morphological information (the inputs) and the spectroscopic redshift (our target variable) to train the models. Since S-PLUS

---

2 Throughout this paper we will denote the auto_restricted magnitudes as auto for simplicity.
does not provide spectroscopic data, a cross-match with other catalogues is necessary to obtain this information.

We construct the samples for training, validation and testing in two steps:

1. A cross-match between unWISE photometric data and SDSS DR15 data in the Stripe-82 is done. Since both catalogues share the same identification number for objects, a simple search between corresponding IDs is made with the TOPCAT [58] software. This creates a sample containing the spectroscopic redshift from SDSS and the $W_1$ (3.4 $\mu$m) and $W_2$ (4.6 $\mu$m) magnitudes from unWISE;

2. The sample created in the previous step is cross-matched with S-PLUS. This match is done using equatorial coordinates (RA and Dec) with a maximum tolerance radius of 1 arcsecond. The resulting sample contains the information from S-PLUS, the $W_1$ and $W_2$ magnitudes of unWISE and the spectroscopic redshift of SDSS. Furthermore, since a comparison with the currently used method is required, this sample also contains the photometric redshifts obtained with BPZ2 [49], available in the S-PLUS DR1.

After these steps we have a sample containing all input features needed for training. In addition to S-PLUS auto magnitudes, we included in our input set the two unWISE magnitudes $W_1$ and $W_2$, the colours calculated with respect to the $r_{\text{auto}}$ magnitude, and the SExtractor parameters full width at half maximum ($\text{FWHM}_n$), maximum surface brightness ($\text{MUMAX}$), and the ellipticity of the objects. In total we use 30 different input features but do not take into account the uncertainties of the observations at this moment. We test which input configuration offers the most accurate photometric redshifts in Section §4.2.

The quality of the results of a given machine learning method is dependent on the quality of the data itself. With this in mind, a pre-processing step is done to assure that only high quality data is used during the training process of the models. The constraints on different parameters are listed in Table [1]. The parameter $n_{\text{Det\_auto}}$ refers to the number of filters in which a given object is
Table 1: Parameters, range of values, and source surveys.

| Parameter       | Value     | Survey   |
|-----------------|-----------|----------|
| Magnitude (r_auto) | [16, 21]  | S-PLUS   |
| nDet_auto       | [8, 12]   | S-PLUS   |
| PhotoFlag       | = 0       | S-PLUS   |
| PROB_GAL        | ⩾ 0.5     | S-PLUS   |
| z spec          | ⩾ 1 × 10^{-4} | SDSS   |
| z err           | ⩽ 0.4     | SDSS     |
| class_SDSS      | ≠ QSO     | SDSS     |

detected and is used to study the effect of missing bands in $z_{\text{phot}}$ determination. PhotoFlag is related to the quality flag given by SExtractor and is important to avoid poor photometry, such as due to blended objects. PROB_GAL is a value related to a star-galaxy separation described in Costa-Duarte et al. [21] and we use it for the selection of galaxies. $z_{\text{spec}}$ is the spectroscopic redshift and it is also used to remove remaining stars misclassified as galaxies after PROB_GAL constraints. $z_{\text{err}}$ is the error in $z_{\text{spec}}$ and is used to assure redshift estimates of good quality. class_SDSS is the spectroscopic class determined by SDSS, used to remove quasars. After applying these constraints, the total number of galaxies in our sample is 37559 when nDet_auto = 12 and increases to 57158 when nDet_auto ⩾ 8 (see Figure 1).

The sample is split randomly into training and testing samples, containing 70% and 30% of the total number of objects, respectively. These fractions are chosen to allow reasonable sample sizes to map the inputs to the output of the model and to allow a robust estimate of statistics as shown in Section 4. Afterwards, during the training process, the initial training sample is further split into training and validation samples, for cross-validation.

A $K$-fold cross-validation, with $K = 4$, consists on splitting a sample randomly into $K$ parts. During the training process, the sample containing 70%
of all objects is split into 75% for training and 25% for validation. With this approach we have a more robust estimate of the performance of our models while making a compromise between training time and the validation dataset size. It should be noticed that, for all methods, the same training, validation and testing samples are used so we can have a fair comparison.

3. Methods

In this section, we describe the methods and the choice of parameters used in this work, as well as the metrics adopted to evaluate the results.

3.1. Gaussian Processes for photometric redshifts (GPz)

GPz [4] is a photometric redshift estimation code based on Sparse Gaussian Processes, developed to overcome the limitations related to the application of Gaussian Processes to large samples and improve upon simple regression methods.

One of the disadvantages of simpler methods, such as a polynomial regression, is the poor adaptiveness to non-linear data. One way of overcoming this problem is using Gaussian Processes [GPs, 61]. GPs are a Bayesian, non-parametric and non-linear regression method that can adapt to the data.

It works by finding a distribution of functions that can map the input space (e.g. magnitudes) to the output space (e.g. redshifts) based on the observations present in the training sample. This method relies on the concept of locality, in which two nearby objects in the input space will also be nearby in the output space (e.g. two galaxies with similar colours will likely have similar redshifts). This increases the prediction power of the method but also increases its complexity and computational demand (see Gomes et al., [28]).

One way to maintain the advantages of Gaussian Processes and reduce its computational cost was introduced in Almosallam et al. [4], through Sparse Gaussian Processes (SGPs). SGPs assumes that one can map the input-output relation using a reduced number of Gaussian kernel functions without losing
accuracy. In the GPz algorithm, each kernel function can have its own hyperparameters in order to describe different densities and patterns of the training sample. The position of each kernel is defined in a way to maintain the distribution of the input data (for a more detailed discussion, see Gomes et al. [28]).

The GPz code can be adapted to a number of scientific problems by changing its configuration parameters. Almosallam et al. [5] present a detailed description of each parameter and their effects on the model. After extensive testing, we choose the following set of parameters:

- 2000 iterations;
- 200 basis functions;
- Joint: True;
- Heteroscedastic: True;
- Cost-sensitive learning method: Normalized;
- Decorrelate: False.

Both the iterations and basis functions are self-explanatory. “Joint” indicates whether the method should learn a simple linear regression prior from the data. The “Heteroscedastic” parameter is set to True so that the method will model the uncertainty in the \( z_{\text{phot}} \) estimates as a function of the input (input-dependent noise). “Cost-sensitive learning” is related to the weight of each sample in the dataset, here defined as \( 1/(1 + z_{\text{sample}}) \). The final parameter, “Decorrelate”, is set to False, so the method does not do a PCA pre-processing step. Further details about these and other parameters are presented in Almosallam [3].

The optimization method is also changed from “BFGS” to “L-BFGS-B”, for lower memory consumption, less time per iteration, and no loss in accuracy.

3.2. Deep Learning

In this work we compared two different deep-learning architectures, both developed using Tensorflow [1] and the Keras [20] Application Programming...
Both deep-learning models used in this work are based on Multi-Layer Perceptrons [MLPs, 53]. In this approach, called Dense, all units in a given layer are connected to all units in the previous and following layer. The training process occurs via changes of the weights connecting those neurons based on feedback related to the errors in the predictions at each step of feedforward and backpropagation.

3.2.1. Dense Network (DN)

Our Dense Network (DN) architecture consists of an input layer with 30 neurons, one for each input feature (as described in Section 2), followed by 12 hidden layers with 35 to 15 neurons (see Figure 2), with Batch Normalizations 37 in between, and an output layer containing 200 neurons. All activations are ReLU 27 and the Categorical Cross-entropy loss is optimized with the Nadam 23 algorithm. This architecture has a total of 10081 parameters and was trained for 200 epochs.

The output layer has a Softmax 29 function and contains 200 neurons to represent the photometric redshift PDFs, i.e., the redshift space is split into 200 bins of width 0.0067 between 0 and 1.34 (the maximum spectroscopic redshift in our sample). This approach converts the regression task into a classification task that gives the probability that a galaxy redshift is in a given bin.

3.2.2. Mixture Density Network (MDN)

For this specific model, we have used Tensorflow Probability 22, since it allows the use of probabilistic reasoning in the Tensorflow framework, making the creation of Bayesian Neural Networks easier. They differ from traditional Neural Networks by the description of the network weights. While the latter uses trainable single values for the weights, the former uses trainable distributions. This change allows the estimation of the epistemic and aleatoric uncertainties 35. The epistemic error is related to model uncertainty and its predictions, and can be reduced to zero as the sample size increases. The aleatoric uncertainty
Figure 2: Architecture of the Dense Network. The input layer (I, in blue) is followed by blocks of Dense ($D'$, white) and BatchNorm ($B$, orange) layers, and the last layer ($S$, red) has a Softmax activation. The numbers represent the quantity of neurons in that layer. The numbers in the 3 last hidden blocks represent how many times these blocks are repeated.

is due to measurement errors and cannot be reduced to zero as more samples are observed.

Mixture Density Networks (MDN) were introduced by Bishop [14] and are defined as a combination of a conventional neural network and a mixture density model. They can represent arbitrary probability distributions in the same way that a neural network can represent arbitrary functions. This is interesting for photometric redshift prediction because this problem may have many solutions due to the color-morphology-redshift degeneracy (objects with different magnitudes having the same redshift) which is more apparent when using only broad-band photometry to estimate photometric redshifts, since they cannot provide a detailed sampling of the spectral features, and the input-output mapping is better expressed with distributions than with single-point estimates. The use of narrow-band filters, such as those in S-PLUS, allow for a better sampling of the spectra and thus lessens the effect of this degeneracy, improving the $z_{\text{phot}}$ estimates.

Our MDN outputs 20 Gaussian functions, each described by three values: the mean, standard deviation and weight. The PDFs are the combination of
these Gaussian functions (see Section 4.4). The number of components was chosen as the one providing the best single-point and PDF metrics, described in Section 3.3 after several tests.

The network is composed of 3 blocks containing DenseVariational layers (provided by Tensorflow Probability) with 196 units, a Batch Normalization, and a Dropout layer with 10% rate. The output layer is a MixtureNormal, which is responsible for returning the mean ($\mu$), standard deviation ($\sigma$) and weight ($w$) for 20 Gaussian distributions. The architecture is illustrated in Figure 3. The Negative-Log Likelihood loss was minimized using the Nadam optimizer, with a learning rate of 0.001. All hidden layers have a Leaky ReLU activation and this model was trained for 500 epochs.

A DenseVariational layer is similar to the Dense layer, but replaces the description of the neuron weights with distributions. The MixtureNormal layer generates $N = 20$ independent distributions (the user can choose the number and type of distributions) to generate the PDF output. Further details can be found in the Tensorflow Probability documentation. We also tested a shallower architecture for the DN model and a deeper architecture for the MDN model but we did not obtain satisfactory results.

3.3. Evaluation Metrics

3.3.1. Single-point estimates

To assess the single-point estimate accuracy of each method, we need to analyse three main quantities: the scatter of the $z_{\text{phot}}$ predictions, their bias, and the number of catastrophic outliers in our results. We present these metrics per bin of r-band magnitudes and spectroscopic redshift, as well as for the complete sample (without binning).

The scatter is computed as in Brammer et al. [17]. It is robust, with low
Figure 3: Architecture of the Mixture Density Network. The input layer (I) is represented in blue and is followed by blocks of DenseVariational (D, white), BatchNorm (B, orange), and Dropout (d, dark grey) layers, a Dense (D’, grey) layer, and the output layer (M, a MixtureNormal) is in red. The numbers represent the quantity of neurons in that layer.

sensitivity to outliers:

\[ \sigma_{\text{NMAD}} = 1.48 \times \text{median} \left( \frac{\delta z - \text{median}(\delta z)}{1 + z_{\text{spec}}} \right), \]  

where \( \delta z = (z_{\text{phot}} - z_{\text{spec}}) \), \( z_{\text{phot}} \) is the photometric redshift calculated by the code, and \( z_{\text{spec}} \) is the true redshift of the object.

The systematic bias of the results, representing whether our predictions have a tendency to over- or underestimate the redshifts, is defined as:

\[ \overline{\mu} = \left\langle \frac{\delta z}{1 + z_{\text{spec}}} \right\rangle, \]  

and the outliers are defined as the objects for which the condition

\[ \frac{|\delta z|}{1 + z_{\text{spec}}} > 0.15, \]  

is satisfied \[36\]. We will represent the outlier fraction by \( \eta \).

Since we analyse these metrics as a function of bins of magnitude and/or redshift, it is worth mentioning that these quantities are calculated for all objects inside that bin and we take the median of the values. The magnitude bins have a width of 0.5 and the redshift bins have a width of 0.05. These values are
chosen in a way to accommodate a reasonable number of objects inside each bin, so the statistics calculated in Section 4 are reliable.

3.3.2. Probability distribution functions

In order to verify the quality of the generated PDFs, we use three different metrics.

The Odds value, as introduced by Benitez [10], can be used as an estimation of the accuracy of a PDF:

$$\text{Odds} = \int_{z_{\text{peak}} - \Delta z}^{z_{\text{peak}} + \Delta z} p(z) dz,$$

(4)

where $z_{\text{peak}}$ is the photometric redshift corresponding to the peak of the PDF, $\Delta z$ is the typical $z_{\text{phot}}$ accuracy in the local universe (see below), and $p(z)$ is the PDF itself. Since the Odds value represents the fraction of the PDF contained in the interval $z_{\text{peak}} \pm \Delta z$, a lower value will represent a broad distribution, while a higher value translates to a narrow PDF.

For this work, the value of $\Delta z$ is chosen as 0.02, which is the typical $z_{\text{phot}}$ standard deviation for methods such as BPZ2 [49]. This particular value was adopted in order to provide a fair comparison between our models and BPZ2.

The second tool used to check the quality of the PDFs is the Probability Integral Transform histogram [PIT, 52]. Each PDF has a PIT value calculated as:

$$\text{PIT} = \int_0^{z_{\text{spec}}} p(z) dz,$$

(5)

where the shape of its distribution reveals details about the PDFs. The ideal case would be a uniform distribution. If the PDFs are too narrow, the PIT histogram will be concave (u-shaped). In the opposite situation, the histogram will be convex. Also, any bias in the PDFs appears as a slope in the distribution, positive in the case of underestimation and negative in the case of overestimation of the redshift.

We also calculate the Continuous Ranked Probability Score [CRPS, 31, 52]. The CRPS is a metric that measures the distance between the Cumulative
Distribution Function (CDF) of a given PDF and its spectroscopic redshift, described as a step function. It is calculated as:

$$\text{CRPS}_i = \int_{-\infty}^{+\infty} [\text{CDF}_i(z) - \text{CDF}_{\text{spec}}(z)]^2 \, dz,$$

where the subscript $i$ denotes a specific galaxy, CDF$_i$ is the cumulative distribution function of the PDF of $i$, and CDF$_{\text{spec}}$ is the cumulative distribution function of spectroscopic redshift of $i$ and is defined based on the Heaviside step-function:

$$\text{CDF}_{\text{spec}}(z) = H(z - z_{\text{spec}}) = \begin{cases} 
0 & \text{for } z < z_{\text{spec}}, \\
1 & \text{for } z \geq z_{\text{spec}}.
\end{cases}$$

4. Results

Now we present and discuss the results for $z_{\text{phot}}$ point estimates and PDFs for GPz, DN, and MDN, comparing them with BPZ2. First we verify the impact of missing-band values, due to non-detections or non-observations, on the training process. Then we analyse how the choice of input features affects our results. After selecting the optimal input features, we compare the single-point estimate results from all methods and check the quality of their PDFs. When available, the shaded regions in the plots shown in this section represent the standard deviation from the 4-Fold Cross Validation, except for the BPZ2 method, for which the uncertainties were calculated using bootstrapping.

4.1. Missing feature analysis

In multiband surveys, such as S-PLUS, not all objects are always detected in all filters, and the impact of objects with missing photometry in the $z_{\text{phot}}$ determination should be addressed. Figure 4 (bottom) shows the fraction of galaxies in our sample with missing photometry for the 12 bands of S-PLUS photometric system. Due to galaxy spectra and filter sensitivity, most of the missing bands are in the blue side of the spectrum.
For this analysis, we trained the models with constrained values of \texttt{nDet\_auto}, i.e., considering samples with \texttt{nDet\_auto} \geq 8, \cdots, 12. Following Chollet [19], we replace missing values by zeroes.

Figure 5 presents the performance of the machine learning methods as a function of \texttt{r\_auto} for different values of \texttt{nDet\_auto}. We can notice, somewhat surprisingly, that the performance increases as \texttt{nDet\_auto} decreases. The improvement is more noticeable in the faint-end, where most of the objects with missing information are located. This can be explained by two major factors: first, as we ease the restrictions on \texttt{nDet\_auto} more objects are included in the training sample, as described in Section 2.1. Second, even though these objects were not detected in some filters (mostly in the blue; Figure 4), the information contained in the redder bands allow for a better input-output mapping during the training process, increasing the generalization capacity of the models [19]. Notice that, in this section, the training, validation, and testing samples change due to different (\texttt{nDet\_auto}) values, but all models shared the same datasets in each case. Due to these results, the analyses in the following sections are done using all objects that have \texttt{nDet\_auto} \geq 8.

### 4.2. Input features analysis

We now analyse which combination of input features provide the most accurate photometric redshifts.

The configuration for each input combination is described in Table 2. The results of this section are shown in Figure 6 as a function of \texttt{r\_auto} and in Table 3 for the entire sample without binning. The DN, MDN, and GPz models perform better when trained using all input features available. For this reason, and to maintain consistency between the methods, we present only the results for the models trained using the “A” configuration in the following sections.

We also evaluated the training and validation loss of the models and verified that there is no under- or overfitting, indicating that the results are reliable and the models have a good generalization capacity.
Figure 4: *Top:* $r_{\text{auto}}$ distribution for three values of $n_{\text{Det\_auto}}$. *Centre:* $z_{\text{spec}}$ distribution for three values of $n_{\text{Det\_auto}}$. *Bottom:* Fraction of objects with missing measurements for each filter in our training sample.
Figure 5: Results for the scatter, bias, and outlier fraction for each method (columns) as a function of the magnitude in the $r$-band for different $n_{\text{Det\_auto}}$ values. The shaded areas represent the uncertainties obtained from the 4-fold cross validation.
Table 2: Name of samples and the input features considered for the tests described in Section 4.2.

| Sample          | Notation | Input Features $^a$ |
|-----------------|----------|---------------------|
| All             | A        | u, J0378, J0395, J0410, J0430, g, J0515, r, J0660, i, J0861, z, W1, W2  |
|                 |          | $u-r$, $378-r$, $395-r$, $410-r$, $430-r$, $g-r$, $515-r$, $r-660$, $r-i$, $r-861$, $r-z$, $r-W1$, $r-W2$  |
|                 |          | FWHM_n, MUMAX, Ellipticity |
| Magnitudes      | M        | u, J0378, J0395, J0410, J0430, g, J0515, r, J0660, i, J0861, z, W1, W2  |
| Magnitudes+Extras | M+E     | u, J0378, J0395, J0410, J0430, g, J0515, r, J0660, i, J0861, z, W1, W2  |
|                 |          | FWHM_n, MUMAX, Ellipticity |
| Colours         | C        | r                   |
|                 |          | $u-r$, $378-r$, $395-r$, $410-r$, $430-r$, $g-r$, $515-r$, $r-660$, $r-i$, $r-861$, $r-z$, $r-W1$, $r-W2$  |
| Colours+Extras  | C+E      | r                   |
|                 |          | $u-r$, $378-r$, $395-r$, $410-r$, $430-r$, $g-r$, $515-r$, $r-660$, $r-i$, $r-861$, $r-z$, $r-W1$, $r-W2$  |
|                 |          | FWHM_n, MUMAX, Ellipticity |

$^a$ Some filter names were abbreviated for simplicity but are the same as described in Section 2.
Figure 6: Comparison of the results as a function of the \( r_{\text{auto}} \) magnitude for the scatter, bias, and outlier fraction for the three machine learning models, using different input feature configurations as described in Table 2.
Table 3: Results for both Deep Learning methods and GPz using the samples described in Table 2 for nDet auto $\geq$ 8.

| Configuration | $\sigma_{NMAD}$ ($\times 10^{-2}$) | $\overline{p}$ ($\times 10^{-2}$) | $\eta$ (%) |
|---------------|-----------------------------------|-----------------------------------|------------|
| **GPz**       |                                   |                                   |            |
| A             | 3.159                             | -0.178                            | 0.717      |
| M             | 3.239                             | -0.182                            | 0.857      |
| M+E           | 3.139                             | -0.180                            | 0.717      |
| C             | 3.114                             | -0.159                            | 0.904      |
| C+E           | 3.017                             | -0.160                            | 0.682      |
| **DN**        |                                   |                                   |            |
| A             | 2.487                             | -0.182                            | 0.636      |
| M             | 2.550                             | -0.629                            | 0.723      |
| M+E           | 2.494                             | -0.376                            | 0.548      |
| C             | 2.509                             | -0.017                            | 0.717      |
| C+E           | 2.426                             | -0.220                            | 0.571      |
| **MDN**       |                                   |                                   |            |
| A             | 2.343                             | -0.104                            | 0.636      |
| M             | 2.457                             | -0.141                            | 0.904      |
| M+E           | 2.354                             | -0.125                            | 0.665      |
| C             | 2.437                             | -0.223                            | 0.934      |
| C+E           | 2.338                             | -0.078                            | 0.583      |
Table 4: Summary of model results for ndet_auto ⩾ 8.

| Method | \(\sigma_{\text{NMAD}} \times 10^{-2}\) | \(\mu \times 10^{-2}\) | \(\eta (\%)\) |
|--------|---------------------------------|----------------|-----------|
| GPz    | 3.159                           | -0.178         | 0.717     |
| DN     | 2.487                           | -0.182         | 0.636     |
| MDN    | **2.343**                       | **-0.104**     | **0.636** |
| BPZ2   | 3.080                           | 0.580          | 2.758     |

4.3. Single-point estimates

Now we analyse the single-point estimates (SPE) of each model in comparison with BPZ2, the method currently used in S-PLUS for \(z_{\text{phot}}\) estimation. Each method obtains SPE in different ways. GPz provides the mean (used as SPE) and uncertainty, the SPE of the DN is a weighted average of the possible \(z_{\text{phot}}\)s and their probabilities (the expected value), the \(z_{\text{phot}}\) of the MDN is chosen as the value corresponding to the peak of the PDF (maximum-a-posteriori), and BPZ2 single-point estimate is given by

\[
  z_b = \sum_T \int p(z, T) z \, dz,
\]

where \(p(z, T)\) is the PDF and \(T\) is a template spectral type at redshift \(z\) [10].

The results obtained for all methods are present in Figure 7. The deep learning-based model MDN provides the most accurate \(z_{\text{phot}}\)s both as a function of magnitude and spectroscopic redshift. The currently used standard for \(z_{\text{phot}}\) determination in S-PLUS, the BPZ2 method, underperformed in this sample in comparison to the other methods, mainly due to higher bias and outlier fraction. The results for the entire sample (without binning in magnitude or redshift) are shown in Table 4.

It should be pointed out that the deep learning-based methods were the only ones sensitive to the “redshift window of opportunity” [19]. This feature is characterized by two emission lines entering two narrow band filters of S-PLUS (namely the [OIII] and H\(\alpha\) lines in the J0660 and J0861 filters, respectively) in the redshift interval of \(0.26 \lesssim z_{\text{spec}} \lesssim 0.32\) and also greatly improves the accuracy of template-fitting methods.
Figure 7: Comparison between the metrics obtained for all methods. Left column, from top to bottom: scatter, bias and outlier fraction as a function of the $r_{\text{auto}}$ magnitude. Right column, from top to bottom: same metrics as a function of the spectroscopic redshift. The GPz results are in blue, DN are in orange, MDN are in green, and BPZ2 results are in red. The shaded areas represent the uncertainties obtained from the 4-fold cross validation (or bootstrapping in the case of BPZ2).
In summary, we verified that the deep learning-based MDN model provided the most accurate single-point estimate $z_{\text{phot}}$. This model also had the best performance for faint objects, while having low bias and a negligible outlier fraction. When it is compared with the current standard in S-PLUS, BPZ2, the MDN model achieved 24% lower scatter, 82% lower bias, and 77% lower outlier fraction in the same testing sample.

4.4. PDF analysis

Besides providing a probabilistic description of results, probability distribution functions (PDFs) are useful to understand and assess the uncertainties of a model. The PDFs here represent all possible values of an object photometric redshift, and include errors in both the data measurement process (the aleatoric uncertainty) and in the model itself (the epistemic uncertainty).

Each method generates PDFs in different ways:

- The DN produces PDFs due to the Softmax activation used in the output layer. The PDF is constructed by the probability of the galaxy belonging to each of the 200 bins of redshift between $0 \leq z_{\text{phot}} \leq 1.34$.

- For the MDN, the PDF is obtained as a combination of 20 Gaussian distributions, each with a different mean, standard deviation, and weight. A combination of these distributions allows the generation of a multi-peak PDF.

- In the case of GPz, each $z_{\text{phot}}$ prediction also generates a predictive variance, modelled as a function of input (heteroscedastic noise), so that the PDF is a Gaussian function.

We use three benchmarks to assess the quality of the PDFs: the Odds values, the Probability Integral Transform (PIT) histogram and the Continuous Ranked Probability Score (CRPS), all described in Section 3.3.

As shown in Figure 8, the machine learning methods have broader PDFs than BPZ2, with peaks in the distribution of Odds between 0.20 and 0.25 for GPz,
and between 0.25 and 0.30 for both the DN and MDN. BPZ2 provides PDFs which are narrower in general, as can be verified by the number of objects with Odds $> 0.6$.

The results obtained for the PIT test are presented in Figure 9. BPZ2 is not included in this comparison because the PDFs of this method were not available. From this figure, we see that GPz PDFs have a near ideal distribution but have a higher quantity of outliers with PIT close to 0 or 1, which can be related to the way this model describes the PDFs (as unimodal Gaussians). The deep learning methods PDFs are better calibrated in relation to the width but present a negative slope in the case of the MDN, indicating that this method overestimates $z_{\text{phot}}$s (this can also be seen in Figure 7), whereas PDFs are slightly broader for the DN and does not show any signs of bias.

The CRPS histograms are very similar between the different models, but the median values (presented inside the plots in Figure 9) indicate that the DN and MDN models provide better PDFs in relation to the true redshift values, but with no significant difference between both.
Figure 9: PIT and CRPS distributions for GPz, DN, and the MDN models.
5. Conclusions

With the advent of all-sky photometric surveys, the need for photometric redshifts to study the large scale universe has increased. Recent advances in computational resources and software are making possible to extract accurate distance estimates from the immense volume of data produced by surveys.

In this work, we have explored three different machine learning methods (GPz, Dense Network and Mixture Density Network), evaluating their performances on the S-PLUS twelve-filter system to generate accurate photometric redshifts. We also compared our results with the method currently used in the S-PLUS DR1, the template-fitting code BPZ2.

We started our analysis by testing how the inclusion of objects with different numbers of missing bands impact photometric redshift estimates. Our findings, as shown in Section 4.1, indicate that even objects with four missing bands provide enough information to improve the results. This can be explained by two main factors: they are generally faint, and adding them to the training sample improves model performance mostly at high magnitudes; and by forcing the model to learn with incomplete information, missing-band objects help increasing the model generalization capacity.

In Section 4.2 we verified how the choice of input features impacts the photometric redshift accuracy. According to our tests for all models, the \( \text{photo-z} \) prediction scatter (\( \sigma_{\text{NMAD}} \)) changed less than 5% between the different input choices described in Table 2. Also, as can be seen in Figure 6, although the scatter does not change significantly, the bias and outlier fractions are, in general, lower when we use all 30 input features for training.

Figure 7 shows that, for the dataset used in this work, all machine learning methods outperform the template-fitting approach currently used in S-PLUS DR1. A special highlight should be given to the deep learning-based methods, which are able to reach a higher accuracy than BPZ2 for faint objects (\( \sigma_{\text{NMAD}} \) 30% lower for \( 20 \leq r_{\text{auto}} \leq 21 \)). For all objects in our sample, the MDN model achieved 24% lower scatter, 82% lower bias, and 77% lower outlier fraction when
compared to BPZ2 results on the same sample. Also, when analysing the results as a function of spectroscopic redshift, we see an increase in photometric redshift accuracy in the interval $0.26 \leq z_{\text{spec}} \leq 0.32$. This only happens due to the [OIII] and Hα emission lines entering two narrow-band filters of the survey at this redshift range. This is an evidence of how important the twelve-filter system of S-PLUS is.

The photometric redshifts have a systematic bias as a function of redshift, as shown in Figure 7. A similar trend is also present in other works, such as Kitching et al. [41, p.11] and Banerji et al. [7, p.11]. A possible explanation is the lower amount of training samples in the low- and high-redshift regions. A possible solution is the implementation of sample weights, which will be done in future work.

When comparing the PDFs, we verified that none of the methods provided well-calibrated distributions, even for the deep learning-based methods with the best single-point estimate results. A second version of the MDN is under development aiming to solve those issues.

In summary, we concluded that, between the methods compared in this work, the best-performing for this sample is the Mixture Density Network, providing accurate photometric redshifts both as a function of $r_{\text{auto}}$ and $z_{\text{spec}}$. It also provides PDFs that are able to take into account the redshift-colour degeneracy due to its multi-peaked nature. Our conclusions can be extended to the remainder of the S-PLUS survey, so that we are able to provide accurate photometric redshifts for several science cases in the Collaboration.

This method can be easily applied to future S-PLUS data releases offering improved photometric redshift performance when compared to the current template-fitting based standard [49]. As more regions are observed and the overlaps with spectroscopic data increases, we also expect further improvements of our model.
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