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A B S T R A C T

Dengue is a harmful tropical disease that causes death to many people. Currently, the dengue vaccine development is still at an early stage, and only intervention methods exist after dengue cases increase. Thus, previously, two scientific experimental field studies were conducted in producing a dengue outbreak forecasting model as an early warning system. Successfully, an Autoregressive Distributed Lag (ADL) Model was developed using three factors: the epidemiological, entomological, and environmental with an accuracy of 85%; but a higher percentage is required in minimizing the error for the model to be useful. Hence, this study aimed to develop a practical and cost-effective dengue outbreak forecasting model with at least 90% accuracy to be embedded in an early warning computer system using the Internet of Things (IoT) approach. Eighty-one weeks of time series data of the three factors were used in six forecasting models, which were Autoregressive Distributed Lag (ADL), Hierarchical Forecasting (Bottom-up and Optimal combination) and three Machine Learning methods: (Artificial Neural Network (ANN), Support Vector Machine (SVM) and Random Forest). Five error measures were used to evaluate the consistency performance of the models in order to ensure model performance. The findings indicated Random Forest outperformed the other models with an accuracy of 95% when including all three factors. But practically, collecting mosquito related data (the entomological factor) was very costly and time consuming. Thus, it was removed from the model, and the accuracy dropped to 92% but still high enough to be of practical use, i.e., beyond 90%. However, the practical ground operationalization of the early warning system also requires several rain gauges to be located at the dengue hot spots due to localized rainfall. Hence, further analysis was conducted in determining the location of the rain gauges. This has led to the recommendation that the rain gauges should be located about 3–4 km apart at the dengue hot spots to ensure the accuracy of the rainfall data to be included in the dengue outbreak forecasting model so that it can be embedded in the early warning system. Therefore, this early warning system can save lives, and prevention is better than cure.

© 2022 The Authors. Publishing services by Elsevier B.V. on behalf of KeAi Communications Co. Ltd. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Dengue is a harmful disease caused by a virus commonly found in *Aedes aegypti* and *Aedes albopictus* mosquito (Johari et al., 2019; Nor Aliza et al., 2019; Rohani et al., 2014). Every year, an estimated 100–400 million people are affected by dengue (WHO, 2021), where about 5% of cases die (World Mosquito Program, 2021). At present, a dengue vaccine is still at an early stage of development (Lim & Poh, 2018; Sheng-Qun et al., 2020). Thus, only an intervention method exists to combat dengue. In many countries, including Malaysia, the current intervention around a dengue outbreak is usually conducted after dengue cases have occurred, such as fogging the dengue cases area with insecticide (MaHTAS, 2019; Song-Quan, 2016), but this conventional approach causes harm to the community.

Consequently, many studies have been conducted to predict dengue outbreaks using mathematical models (either statistical or artificial intelligence or both) in attempts to create an early warning system to prevent dengue. Sanchez-Gendriz et al. (2022) developed a data-driven computational intelligence approach to forecasting the dengue outbreak at Natal, Brazil, using Regression and Neural Network models. Liu, Yin, et al. (2021) implemented Machine Learning Models (Artificial Neural Network and Support Vector Machine) in Guangzhou, China, by integrating them with environmental features. Patil and Pandya (2021) employed Regression, Machine Learning (Random Forest, Decision Trees, Support Vector Machine), and Time Series Models (Moving average, Exponential Smoothing, and ARIMA) in Maharashtra State, India, in forecasting dengue hotspots using meteorological parameters. Colon-Gonzalez et al. (2021) applied Bayesian spatiotemporal models in predicting dengue cases in Vietnam. Johansson et al. (2019) used probabilistic forecasting for dengue epidemics in Peru and Puerto Rico. Ong et al. (2018) used Random Forest to predict risk dengue transmission based on dengue, population, entomological and environmental data in Singapore. The outcome of these studies highlighted the significance of weather data as the key driver and machine learning methods as the best performing dengue outbreak forecasting model.

In Malaysia, the search for a useful dengue outbreak forecasting model started 15 years ago by conducting scientific experimental field studies to establish appropriate impactful factors because many past studies had failed to establish sufficiently accurate models to be of practical value (Ang & Li, 2002; Cheah et al., 2006; Cheng, 2006; Fatimah et al., 2005; Luz et al., 2003; Seng et al., 2005, pp. 109–123; Usman, 2003). One reason was relating a seasonal pattern to the epidemiological factor (dengue cases) where the impact of climate change has amplified the inconsistency of the rainfall season in Malaysia (Anyamba et al., 2006; Bartley et al., 2002; Cheah et al., 2006; Hales et al., 2002; Hartley et al., 2002; Sulaiman et al., 1996; Woodruff et al., 2006). Another reason, although there were studies using two factors: epidemiological (dengue cases) and environmental (weather data) but relying on weather data from Meteorological Department (secondary data) jeopardized the accuracy of forecasting model (Barbazan et al., 2002; Cheah et al., 2006; Kumarasamy, 2006; Ram et al., 1998; Rosa-Freitas et al., 2006) because of the localized rainfall in Malaysia.

Thus, previously, two scientific studies were implemented using an experimental field design to establish factors determining dengue outbreaks in Malaysia, which were epidemiological (dengue cases data), entomological (mosquito-related data), and environmental (weather data) factors. These studies aimed to produce a dengue outbreak forecasting model suitable to be incorporated into an early warning system. Experimental field design was used to collect the primary data of the entomological and environmental factors to guarantee the accuracy of the obtained dengue outbreak forecasting model. Past studies have shown that using secondary weather data in the dengue prediction model has lowered accuracy, such as in Salim et al. (2021), who only obtained 70% and Jain et al. (2019), attaining 73%. The first experimental study was implemented from 2007 until 2009 in four high dengue cases housing areas in Malaysia (Rohani et al., 2011). But due to the small areas selected, only two factors (entomological and environmental) were significant. However, the study contributed important findings regarding the relationship between entomological (mosquito related data) and environmental (rainfall, temperature, and humidity); where it revealed that the previous week’s rainfall (which was collected primarily by placing a mobile weather station in the housing areas) influenced the dengue mosquito population's increment. But the rainfall data (secondary data) obtained from the Meteorological Department based on their weather stations showed insignificant results. This is because Malaysia’s rainfall pattern is very localized (Muhammad et al., 2020; Singh et al., 2022), meaning there are rains in certain areas but no rain just a few blocks away. The localized rain can jeopardize rainfall data quality (obtained from Meteorological Department). But rainfall is an important indicator in dengue outbreak forecasting model (Hii et al., 2012; Liu, Yin, et al., 2021; Ong et al., 2018; Patil & Pandya, 2021; Singh et al., 2022) because rainfall influence the *Aedes* mosquito population (the vector of dengue virus) to breed. Therefore, a practical solution is by placing several rain gauges (mobile weather stations) in the dengue hot spot areas, thereby enhancing the quality of the rainfall data, and potentially increasing the accuracy of the dengue outbreak forecasting model.

The first study’s findings and limitations were considered when implementing the second experimental field study in two dengue-prone areas in Malaysia (Rohani et al., 2018). Two larger areas were selected based on five consecutive years of high dengue cases: ovitraps were used to collect the *Aedes* larvae and several mobile weather stations comprising rain gauges, temperature and humidity data loggers were allocated at both areas. Similar findings were obtained regarding the relationship between entomological and environmental as in Rohani et al. (2011). The findings also indicated the three factors were significant, and in-depth relationships among them were established. An Autoregressive Distributed Lag (ADL) Model was developed to forecast dengue outbreaks with an accuracy of 85%.

Hence, this study aims to develop a dengue outbreak forecasting model with at least 90% accuracy to be embedded in an early warning computer system using the Internet of Things (IoT) approach that is practical and cost-effective for ground
The operationalization of the system. High accuracy of 90% is essential to minimize the costs and ensure the benefits when implemented in the dengue hot spot area.

The last few years have seen considerable interest and recent success in developing new forecasting methods. Two areas that have seen greatest success is by applying machine learning (ML) methods to time series forecasting problems such as the ones outlined here (see Makridakis et al., 2018), and second, the use of combinations of forecasts through hierarchical models. We, therefore, consider three standard ML methods and analyze their performance compared to a state-of-the-art statistical approach, whilst also examining the value that taking a hierarchical approach brings. Thus, the contribution of this study is twofold: to develop a forecasting method sufficiently accurate to be of value to those working on Dengue fever, and second, to examine the benefits of introducing more advanced forecasting methods into the field.

2. Methodology

We used Rohani et al. (2018) time series data which was collected weekly for eighty-one (81) weeks involving three factors (epidemiological, entomological, and environmental) for two large areas in Malaysia (Selayang and Bandar Baru Bangi). The two areas were selected based on five consecutive years of high dengue cases. Epidemiological data were notified dengue cases, onset cases and the number of interventions was obtained from the e-Dengue system developed by the Malaysia Ministry of Health. Notified dengue cases were defined as clinical description dengue cases and notified to the nearest health office, while the onset cases were denoted as the first day of having high fever related to dengue symptoms. The number of interventions was based on interventions conducted in the dengue cases areas. Entomological data were the number of Aedes larvae collected weekly using 50 ovitraps in Selayang and 55 ovitraps in Bandar Baru Bangi; and screened using reverse transcriptase-polymerase chain reaction (RT-PCR) method to detect the dengue virus (positive PCR). This process was time consuming and very costly to conduct because every week, all ovitraps (105) had to be collected and replaced with fresh ovitraps. Then the ovitraps were brought to the laboratory and the eggs/larvae were allowed to further develop up to 5 days and 10 days respectively for the Aedes identification which requires a total of 15 days for each batch each week. Next, the larvae were screened using RT-PCR to detect the type of dengue virus with each RT-PCR costing around MYR100, a total cost of MYR200,000 (USD50,000) for 81 weeks. But this huge cost was worth it because of the success in establishing deep understanding regarding the relationships among the three factors as the parameters in the dengue outbreak forecasting model. The environmental data were collected using ten and eleven mobile weather stations allocated at both areas, respectively, which consisted of rain gauges, temperature, and humidity data loggers. The Air Pollution Index (API) was obtained from Malaysia Environment Department. Refer to Rohani et al. (2018) for the details and description of the data collections.

Based on Fig. 1, all the data were aggregated for level 0 described as the pooled data because the aim was to develop one dengue outbreak forecasting model for Malaysia. Total was calculated to pool the epidemiological data (notified dengue cases, onset cases and number of interventions) in both areas as well as the entomological data (Aedes larvae and number of positive PCR) and rainfall data. Next, the data were partitioned for model estimation/training (week 1 until week 70) and model evaluation/testing (week 71 until week 81) in measuring the model’s performance.

Six forecasting methods were used, which were Autoregressive Distributed Lag (ADL) model, Hierarchical Forecasting (Bottom-up and Optimal combination), and Machine Learning (ML) methods (Artificial Neural Network (ANN), Support Vector Machine (SVM), and Random Forest). The ADL and ML forecasting methods were used because based on past studies (Chiung et al., 2018; Guo et al., 2017; Liu, Yin, et al., 2021; Ong et al., 2018; Patil & Pandya, 2021; Sanchez-Gendriz et al., 2022) showed their relevance in predicting dengue outbreaks. They had also proved their value in various forecasting evaluation studies (see e.g., Makridakis et al., 2018). Hierarchical Forecasting approaches (Bottom up and Optimal combination) have also been adopted because while the aim is to produce only one generic dengue outbreak forecasting model, by pooling the two areas data improved accuracy may be expected, as several studies have shown that pooling the data can increase the accuracy
of the resulting model (Matthias & Feng, 2022; Petropoulos et al., 2022; Siriyasatien et al., 2018; Spiliotis et al., 2019; Zhao et al., 2020).

2.1. a. Autoregressive Distributed Lag (ADL)

The following equation representing the ADL model was used in this study,

\[ Y_t = \alpha_0 + \sum_{k=1}^{10} \sum_{j=0}^{4} \alpha_{kj} X_{k(t-j)} + \epsilon_t \]  

(1)

where \( j \) is the lag length, \( t = 1, 2, \ldots, T \) (time periods) and \( Y_t \) is the target variable which is the notified dengue cases. \( \{X_{kt}\} \) represent the ten predictors, which are epidemiological, entomological, and environmental variables. \( \epsilon_t \) are independent identically distributed random errors with mean zero and variance \( \sigma^2_{\epsilon} \). \( \alpha \) and \( \varphi \) are unknown parameters to be estimated using Ordinary Least Squares (Mohd Alias, 2013).

Based on the Autoregressive Distributed Lags (ADL) models obtained in Rohani et al. (2018), the following variables contributed to the 85% accuracy, supported by the theoretical explanation of the dengue experts; these have been based on the Aedes mosquito life cycle related to weather, virus incubation period, dengue symptoms, and intervention taken by the authority when there were reported cases.

Dependent (Target Variable):
Notified Dengue Cases (\( Y_t \))

Independent Variables (Predictors):
Onset dengue cases (Onset)
Last week Onset dengue cases (Onset1)
Last 3 weeks Larvae (Larvae3)
Last 3 weeks Positive PCR (PCR3)
Last 4 weeks Rainfall (Rainfall4)
Last 3 weeks Minimum Temperature (MinTemp3)
Last 3 weeks Maximum Temperature (MaxTemp3)
Last 3 weeks Maximum Humidity (MaxHumid3)
Last 4 weeks of Air Pollution Index (API4)
Next week Intervention (InterventionLD1)

In this study, the pooled data of these variables were used in the ADL model and also the following forecasting methods in determining the best dengue outbreak forecasting model that can produce at least 90% accuracy.

2.2. b. Hierarchical forecasting

There are four hierarchical forecasting methods: Top-down, Bottom-up, Middle out, and Optimal combination (Hyndman & Athanasopoulos, 2021). However, in this study, only Bottom-up and Optimal combinations were used because the aim was to produce one general model for Malaysia by pooling the data as explained and illustrated in Fig. 1 previously. Top-down was excluded because it would generate a separate individual model for the two areas. Middle out was also excluded because it required at least two hierarchical levels, and, in this study, there was only one level. In the Bottom-up, two ADL models were estimated at the bottom level of the hierarchical structure (level 1) as in Fig. 1. Then the forecast values of the two models were added together to produce the level 0 forecast values.

In the optimal combination, forecast values were produced at level 1, and level 0 using three ADL models (i.e., two for the individual areas data and one using the pooled data) and named as the base forecast values. Next, the three sets of base forecast values were used in the following equation to produce coherent forecast (Hyndman & Athanasopoulos, 2021)

\[ \mathbf{y}_h = \mathbf{SGy}_h \]

\[ \mathbf{G} = \left( \mathbf{S} \mathbf{W}_h^{-1} \mathbf{S} \right)^{-1} \mathbf{S} \mathbf{W}_h^{-1} \]

Therefore, the optimal reconciled forecasts are given by,

\[ \mathbf{y}_h = \mathbf{S} \left( \mathbf{S} \mathbf{W}_h^{-1} \mathbf{S} \right)^{-1} \mathbf{S} \mathbf{W}_h^{-1} \mathbf{y}_h \]

\[ \mathbf{W}_h = k_h \text{diag}(\mathbf{W}_1) \text{ for all } h, \text{ where } k_h > 0 \]
where \( \tilde{y}_h \) is coherent forecasts, \( \hat{y}_h \) is base forecasts, \( G \) is a matrix that maps the base forecasts into the bottom-level, and the summing matrix \( S \) sums these up using the aggregation structure to produce a set of coherent forecasts, \( W_h \) is the forecast error variance of the \( h \)-step-ahead base forecasts and \( \epsilon_t \) is vector of residuals of the models that generated the base forecasts stacked in the same order as the data.

### 2.3. c. machine learning methods

Three methods were used in this study which are Artificial Neural Network (ANN), Support Vector Machine (SVM) and Random Forest. ANN adopts the Multi-Layer Perceptron algorithms together with the back propagation method (Blokdyk, 2020, p. 305). Support Vector Machine (SVM) for regression with a polynomial kernel (Kowalczyk, 2017). Random Forest constructs multiple decision trees with bootstrap aggregation (Geneur & Poggi, 2020). All these ML methods were conducted using WEKA (Brownlee, 2020).

After obtaining 6 estimated models from the forecasting methods, forecast errors were generated based on out-of-sample data (week 71–81 as stated in earlier section for model evaluation) and the following error measures (Koutsandreas et al., 2022; Chen et al., 2017) were used to evaluate the performances of the models. In this application, several error measures were required in order to determine the performance consistency of the forecasting models (Davydenko & Fildes, 2013) because there are multiple potential users and applications of the final forecasting model under construction who do not necessarily share the same loss functions.

**a. Geometric Mean Relative Absolute Error, GMRAE**

\[
GMRAE = \left( \prod_{t=1}^{n} \left| \frac{\epsilon_t}{\tilde{y}_t} \right|^{\frac{1}{n}} \right)^{\frac{1}{h}}
\]

Where \( \epsilon_t \) is the out-of-sample forecast error obtained from Random Walk Model \( Y_t = Y_{t-1} + Z_t \), and \( Z_t \) is a white noise variable with zero mean and constant variance \( \sigma^2 \).

**b. Relative Mean Absolute Error, RelMAE**

\[
RelMAE = \frac{MAE}{MAE^*}
\]

Where \( MAE = \frac{1}{h} \sum_{t=1}^{n} \left| \epsilon_t \right| \) and \( MAE^* \) is the out-of-sample \( MAE \) obtained from Random Walk Model \( Y_t = Y_{t-1} + Z_t \), and \( Z_t \) is a white noise variable with zero mean and constant variance \( \sigma^2 \).

**c. Mean Absolute Scaled Error, MASE**

\[
MASE = \frac{1}{h} \sum_{t=1}^{n} \left| \epsilon_t \right| \left( \frac{MAE^*}{MAE} \right)^\frac{1}{h}
\]

Where \( MAE^* \) is the in-sample \( MAE \) obtained from Random Walk Model \( Y_t = Y_{t-1} + Z_t \), and \( Z_t \) is a white noise variable with zero mean and constant variance \( \sigma^2 \).

**d. Unscaled Mean Bounded Relative Absolute Error, UMBRAE**

\[
UMBRAE = \frac{MBRAE}{1 - MBRAE}
\]

Where \( MBRAE = \frac{1}{h} \sum_{t=1}^{n} \frac{\left| \epsilon_t \right|}{\left| \tilde{y}_t \right|} \). \( \epsilon_t \) is the out-of-sample forecast error obtained from Random Walk Model \( Y_t = Y_{t-1} + Z_t \), and \( Z_t \) is a white noise variable with zero mean and constant variance \( \sigma^2 \).

**e. Mean Absolute Percentage Error, MAPE**

\[
MAPE = \frac{100}{h} \sum_{t=1}^{n} \left| \epsilon_t \right| \left| Y_t \right|
\]

MAPE was used to calculate the percentage accuracy of the model \( 100 - MAPE \)

---

**Fig. 2.** Notified dengue cases for Selayang, Bandar Baru Bangi and pool data.
These forecast errors were calculated based on 4 weeks ahead (Lead 1, 2, 3 and 4); while median was used to summarize the overall 4 leads for each of the above error measures. Next, the median was ranked from 1 to 6 to determine the best forecasting model.

3. Results and discussion

Fig. 2 shows 81 weeks of notified dengue cases of Selayang, Bandar Baru Bangi, and aggregated (pool) cases for both areas. Selayang and Bandar Baru Bangi have quite similar patterns, although the numbers of cases were more in Bandar Baru Bangi as compared to Selayang. Rohani et al. (2018) has established a relationship between notified dengue cases and three factors which were the epidemiological, entomological, and environmental using correlation and an Autoregressive Distributed Lag (ADL) model. Table 1 displays the correlation of the notified dengue cases (target variable) and predictors of Selayang, Bandar Baru Bangi, and the pooled data. There were significant relationships in the pooled data between notified dengue cases with all the predictors, where the notified cases related to this week and last week onset cases; the last 3 weeks larvae; the last 3 weeks positive PCR; the last 3 weeks minimum and maximum temperature; the last 3 weeks maximum humidity; the last 4 weeks rainfall and the last 4 weeks air pollution index (API), respectively. Notified cases were also related with next week intervention.

Based on the correlations obtained in Table 1, Fig. 3 displays the conceptual relationship between the target variable and predictors according to the interconnection of the 3 factors epidemiological, entomological, and environmental. The relationship was established by dengue experts in connecting the variables with the Aedes mosquito life cycle related to weather, virus incubation period, dengue symptoms, and intervention taken by the authority when there were reported cases. Rainfall plays an important role in Aedes mosquito life cycle by providing potential breeding sites for the Aedes mosquito to lay eggs and develop to the adult stage (Banulata et al., 2021; Malinda et al., 2012; Masnita et al., 2018; Seidahmed & Eltahir, 2016) but long-term air pollution (API) due to haze may interferes with the life cycle of the Aedes mosquito thus reduce their population (Ahmad Khairul Hakim et al., 2020; Carneiro et al., 2017; Rohani et al., 2018; Wilder-Smith et al., 2010). Next, the eggs hatch into larvae within 2–4 days, depending on temperature and humidity. Lower minimum temperature (21–22 °C), higher minimum temperature (26 °C and above) and higher maximum temperature (36 °C and above) decreased the number of larvae, but higher maximum humidity (90% and above) increased the number of larvae. However, the temperature and humidity must be supported with the amount of rain to influence the multiplication of larvae (Drakou et al., 2020; Masnita et al., 2018; Tran et al., 2020). According to Tran et al. (2020), the effects of precipitation and relative humidity on Breteau Index (BI) were more obvious when the average temperature exceeded the threshold. The larger number of larvae also contributed to higher chances of obtaining more positive PCR (Fansiri et al., 2021; Pena-García et al., 2016). Then after 5–10 days, adult Aedes mosquito (male and female) emerge and mate within 3–5 days. Later, the infected adult female mosquito bites human for blood in producing eggs (Harrison et al., 2021; Clements, 1992). Aedes mosquito acquires the virus while feeding on the blood of an infected (viraemic) human. It takes 3–8 days before the mosquito become capable of transmitting the virus (Alto & Bettinardi, 2013; Carrington & Simmons, 2014) either vertically (transovarial) or horizontally. Vertical or transovarial transmission involves the passage of dengue viruses to the offspring through the eggs of infected female mosquitoes (Wan Najdah et al., 2021; Windyaraini et al., 2019; da Costa et al., 2017; Joshi et al., 2002) while horizontal transmission involves the passage of dengue viruses to a vertebrate host via a vector. Typically, 4 days after being bitten by an infected Aedes mosquito, a person will develop viremia, a condition in which there is a high level of the dengue virus in the blood. Viremia lasts for approximately 5–12 days depending on the virus incubation period in the human. On the first day of viremia, the person generally shows no symptoms of dengue fever. Five to 7 days after being bitten by the infected mosquito, the person develops symptoms of dengue fever, starting with high fever, defined as onset dengue cases. Typically, 70% of the dengue cases have been notified to the nearest health office, 2–6 days after onset (termed as notified dengue cases) because in the early-stage people usually misdiagnose themself (MaHTAS, 2015). Once the cases have been notified, the Health Department conducts an intervention at the dengue hot spot (MaHTAS, 2015). For larva control, the strategies conducted would be environment management, source reduction, use of larvicides such as temephos (Abate), house inspection and enforcement of Destruction of Disease-Bearing Insect Act 1975; while for adult control, fogging will be carried out based on

Table 1
Correlations between notified dengue cases (target variable) and predictors.

| Area      | Notified Dengue Cases (Target Variable) | Predictors          |
|-----------|----------------------------------------|---------------------|
|           | Onset | Onset1 | API4 | Larvae3 | PCR3 | Rainfall4 | Min Temp3 | Max Temp3 | Max Humid | InterventionLD1 |
| Selayang  | 0.782* | 0.814* | −0.637* | 0.847* | 0.537* | 0.678* | −0.453* | −0.452* | 0.674* | 0.533* |
| BBBangi   | 0.819* | 0.811* | −0.393* | 0.747* | 0.407* | 0.678* | −0.379* | −0.474* | 0.656* | 0.304* |
| Pool      | 0.837* | 0.871* | −0.415* | 0.797* | 0.465* | 0.665* | −0.485* | −0.518* | 0.649* | 0.260* |

* Significant at 1% * Significant at 5%.
the viral cases reported (Kumarasamy, 2006; Tham, 2000, pp. 15–23). All the fogging activities are employed by the trained practitioners of Ministry of Health and Ministry of Housing and Local Government. Since the intervention was implemented after 4 weeks that larvae have existed, there is ample time for dengue transmission. We then can expect a subsequent initial increase in dengue cases being notified from the locality 3–4 weeks after the existence of larvae (Sanchez-Gendriz et al., 2022; Rohani et al., 2018). The reason is these intervention methods cannot prevent dengue outbreaks by themselves as they are not sustainable. An important reason for this is the low vector threshold for dengue transmission (Shamsul et al., 2012). As low as 2-3 adult female mosquitoes emerging every day in a locality of 100 people is sufficient to start an outbreak.

Table 2 presents the estimated ADL model for Selayang, Bandar Baru Bangi and the Pooled data. Five variables were significant in the pooled model, which were Onset, Onset1, Larvae3, Rainfall4 and InterventionLD1. Although there were other variables that were not significant in the model but since these variables were important in explaining the notified dengue cases and the relationship have been verified by experts and established in previous study Rohani et al. (2018). Thus, the same set of variables were used in the other forecasting methods considered.

Table 3 show the error measures results based on RelMAE, MASE, GMRAE and UMBAE for 4 weeks ahead forecast (lead 1, 2, 3 and 4). All error measures indicated Random Forest as the best forecasting model, followed by Support Vector Machine (SVM) and Artificial Neural Network (ANN). These demonstrated machine learning (ML) methods performed better than the Autoregressive Distributed Lag (ADL) and Hierarchical Forecasting when applied to an ADL base forecaster. Since the ADL model is the basis of Hierarchical Forecasting (Bottom-up and Optimal combination), three error measures (RelMAE, MASE and GMRAE) indicated Optimal combination performs better than ADL and Bottom-up. But ADL on pooled data outperformed Bottom-up, which showed that pooling the data initially was better than estimating it individually as in the Bottom-up approach. However, UMBAE rank slightly different from RelMAE, MASE, and GMRAE but the same with MAPE as in Table 4; where ADL outperformed Hierarchical Forecasting, but still optimal combination outperformed bottom up. These findings aligned with Zhao et al. (2020) where pooling the data and using Random Forest enhanced the dengue prediction. Other studies also have highlighted the significant of data pooling (Matthias & Feng, 2022; Petropoulos et al., 2022; Siriyasatien et al., 2018; Spiliotis et al., 2019). In this study pooling the data increased the number of dengue cases as well as other predictors, thus contributing to the sufficient numbers of data points needed in the dengue modelling process: previously Rohani et al. (2011), only established the model using 2 factors (epidemiological and environmental) due to insufficient number of dengue cases at small areas.

Table 4 also displays percentage accuracy calculated using MAPE. The ADL model based on the pooled data has 86% accuracy compared to individual area Selayang (85%) and Bandar Baru Bangi (84%) as in Table 2. Pooling the data has increased the accuracy by 1–2%. Although Artificial Neural Network (ANN) is a machine learning method, its percentage accuracy was not much different from ADL and Hierarchical Forecasting, ranging from 85% to 86%. However, other machine learning methods, Support Vector Machine (SVM) and Random Forest, performed very well with 90% and above. The percentage accuracy of Random Forest was the highest (95%). Past dengue forecasting studies also has highlighted Random Forest as the best model (Carvajal et al., 2018; Ong et al., 2018; Silitonga et al., 2020; Zhao et al., 2020). Random forest performed well here as in other comparisons because of using the bootstrap method (i.e., resampling with replacement) to produce multiple decision trees (Cutler et al., 2011; Fawagreh et al., 2014; Schonlau & Yuyan Zou, 2020; Khaled) where it managed to capture different patterns (i.e., behaviour) in the relationship between notified cases, larvae and rainfall. The first pattern showed that the amount of the last 4 weeks rainfall would increase the last 3 weeks larvae (thus increasing the last 2 weeks mosquito population), finally increasing this week's notified cases. However, another pattern (the second pattern) existed in the relationship due to rainfall. Both previous studies by Rohani et al. (2011 and 2018) have indicated that the rainfall data
Table 2
Estimated autoregressive distributed lag (ADL) model.

| Variables (Predictors) | Selayang | Bandar Baru Bangi | Pool |
|------------------------|-----------|-------------------|------|
| Intercept              | -18.400   | 8.138             | -80.4545 |
| Onset                  | 0.372a    | 0.393a            | 0.490a |
| Onset1                 | 0.381a    | 0.399a            | 0.137b |
| Larvae3                | 0.007a    | 0.005b            | 0.011a |
| Rainfall4              | -0.021    | 0.017             | 0.055a |
| MinTemp3               | -0.272    | 1.352             | 1.282 |
| MaxTemp3               | 0.705     | -1.323            | 1.305 |
| MaxHumidity3           | 0.039     | 0.051             | -0.181 |
| PCR3                   | 0.624b    | 0.727             | 0.262 |
| API4                   | -0.016    | 0.007             | 0.002 |
| InterventionLD1        | 0.061     | 0.058             | 0.113a |
| Adjusted R²            | 0.8465    | 0.8388            | 0.8506 |
| Information Criterion  | 135.039   | 268.466           | 206.447 |
| Accuracy               | 84.9% (~85%) | 84.1% (~84%) | 85.7% (~86%) |

Target Variable: Notified Dengue Cases.

a Significant at 1%.

b Significant at 5%.

Table 3
Error measures based on RelMAE, MASE, GMRAE and UMBRAE.

| Forecasting Methods | Lead | RelMAE | MASE | GMRAE | UMBRAE |
|---------------------|------|--------|------|-------|--------|
| Autoregressive Distributed Lag (ADL) | 1    | 0.9195 | 0.5672 | 0.9916 | 0.7497 |
|                      | 2    | 0.7535 | 0.5142 | 0.9690 | 0.6261 |
|                      | 3    | 0.7473 | 0.548  | 0.9642 | 0.5938 |
|                      | 4    | 0.5636 | 0.4496 | 0.9214 | 0.4330 |
|                      | Median | 0.7504 (5) | 0.5311 (5) | 0.9666 (5) | 0.6100 (4) |
| Hierarchical Forecasting: | 1    | 0.9434 | 0.5819 | 0.9942 | 0.9333 |
| Bottom Up using ADL | 2    | 0.7748 | 0.5288 | 0.9721 | 0.7618 |
|                      | 3    | 0.7338 | 0.5381 | 0.962  | 0.6955 |
|                      | 4    | 0.5824 | 0.4645 | 0.9257 | 0.5834 |
|                      | Median | 0.7543 (6) | 0.5335 (6) | 0.9670 (6) | 0.7287 (6) |
| Hierarchical Forecasting: | 1    | 0.9192 | 0.5626 | 0.9908 | 0.8221 |
| Optimal Combination using ADL | 2    | 0.7442 | 0.5079 | 0.9677 | 0.6559 |
|                      | 3    | 0.7247 | 0.5314 | 0.9605 | 0.6024 |
|                      | 4    | 0.565  | 0.4507 | 0.9217 | 0.5049 |
|                      | Median | 0.7344 (4) | 0.5197 (4) | 0.9641(4) | 0.5317 (5) |
| Artificial Neural Network (ANN) | 1    | 0.6798 | 0.4194 | 0.4208 | 0.6339 |
|                      | 2    | 0.6876 | 0.4693 | 0.5841 | 0.5735 |
|                      | 3    | 0.6693 | 0.4908 | 0.5093 | 0.6956 |
|                      | 4    | 0.866  | 0.6907 | 0.6316 | 0.6037 |
|                      | Median | 0.6837 (3) | 0.4800 (3) | 0.5467 (3) | 0.5317 (3) |
| Support Vector Machine (SVM) | 1    | 0.5066 | 0.3125 | 0.3331 | 0.4947 |
|                      | 2    | 0.4423 | 0.3019 | 0.2557 | 0.394 |
|                      | 3    | 0.3579 | 0.2625 | 0.2215 | 0.3282 |
|                      | 4    | 0.303  | 0.2417 | 0.1819 | 0.2641 |
|                      | Median | 0.4001 (2) | 0.2822 (2) | 0.2386 (2) | 0.3611 (2) |
| Random Forest        | 1    | 0.3881 | 0.2394 | 0.2070 | 0.4048 |
|                      | 2    | 0.3376 | 0.2304 | 0.2463 | 0.3191 |
|                      | 3    | 0.2428 | 0.1781 | 0.1600 | 0.2233 |
|                      | 4    | 0.2315 | 0.1847 | 0.1351 | 0.2118 |
|                      | Median | 0.2902 (1) | 0.2076 (1) | 0.1835 (1) | 0.2712 (1) |

() - Rank.

Table 4
Model accuracy based on MAPE.

| MAPE          | Lead 1 | Lead 2 | Lead 3 | Lead 4 | Median | Rank | Accuracy (%) |
|---------------|--------|--------|--------|--------|--------|------|--------------|
| Autoregressive Distributed Lag (ADL) | 15.9573 | 13.8988 | 14.7043 | 11.2449 | 14.3016 | 4    | 85.70        |
| Hierarchical Forecasting: | 17.0057 | 15.0344 | 15.2610 | 12.7246 | 15.1477 | 6    | 84.85        |
| Bottom Up using ADL | 16.1123 | 14.0466 | 14.6186 | 11.7883 | 14.3326 | 5    | 85.67        |
| Hierarchical Forecasting: | 11.6450 | 12.5917 | 15.1991 | 20.7552 | 13.8954 | 3    | 86.10        |
| Optimal Combination using ADL | 8.5833 | 8.1001 | 6.9631 | 6.1788 | 7.5316 | 2    | 92.47        |
| Artificial Neural Network (ANN) | 6.7609 | 6.2222 | 4.6470 | 4.6981 | 5.4602 | 1    | 94.54        |
| Support Vector Machine (SVM) | 7.8956 | 8.7415 | 5.4089 | 9.1792 | 8.3186 | 1    | 91.68        |
| Random Forest Less 2 variables | 7.8956 | 8.7415 | 5.4089 | 9.1792 | 8.3186 | 1    | 91.68        |
collected was using the amount and not the intensity. Heavy rainfall (i.e., intensity) can contribute to flush out or kill the larvae in the ovitrap (Promprous et al., 2005). As a result, although there was a high amount of rainfall but less larvae, thus less notified cases, which was the reason for the moderate correlation between notified cases and last 4 weeks rainfall (rainfall4: 0.665) as in Table 1. However, based on our data, this situation only occurred less than 10% of the time, as indicated in Fig. 4 (week 50, 56, 57 and 72).

Although Random Forest was the best model with 95% accuracy, it is practically very costly and time-consuming to collect mosquito-related data (Larvae3) and do virus screening using RT-PCR (PCR3) as explained in the methodology section. Thus, we removed the two variables (Larvae3 and PCR3) of the entomological factor and implemented Random Forest. Table 4

![Fig. 4. Total larvae, amount of rainfall and notified dengue cases.](image)

![Fig. 5. Location of Rain gauge (Mobile Weather Station) at Selayang.](image)
indicated that the percentage accuracy of Random Forest with these two less variables was 92%, reducing the full model accuracy by 3% but still acceptable to be embedded in the early warning system, which can rely on just two factors (i.e., epidemiological and environmental). The epidemiological data (notified dengue cases, onset cases, and the number of interventions) can be retrieved automatically by the early warning system through integrating with the e-Dengue system developed by Malaysia Ministry of Health. Meanwhile, the environmental data of rainfall, temperature, humidity, and Air Pollution Index can be collected by the mobile weather station and link automatically with the system through the Internet of Things (IoT) approach. Furthermore, this Random Forest model can forecast up to 4 weeks in advance (based on leads 1, 2, 3 and 4), giving time for the authority to act before dengue cases occur where presently intervention only happens after notified dengue cases increase. However, the real-time operationalization of this system also requires several rain gauges to be located at the dengue hot spot because the rainfall pattern is very localized as explained in the previous section. Thus, further analysis was conducted in determining the distances of the rain gauges.

Figs. 5 and 6 show the location of the 10 and 11 rain gauges at Selayang (RG1 to RG10) and Bandar Baru Bangi (RG11 to RG21), respectively (Rohani et al., 2018). The rain gauges were spread across the two large areas to measure the localize amount of rainfall. Tables 5 and 6 display the distance of the rain gauges (upper diagonal) and correlation of the amount of rainfall (lower diagonal) for both areas. In Selayang, there was a strong correlation (0.893) between RG1 and RG2 when the distance was 0.97 km but a weak correlation (0.162) between RG1 and RG6 when the distance was 6.14 km. A similar finding was obtained for Bandar Baru Bangi, where strong correlation (0.871) between RG11 and RG13 when the distance was 1.13 km but a weak correlation (0.078) between RG11 and RG15 when the distance was 4.73 km. These correlations revealed the localized pattern of rainfall amount at the two areas based on the distance of the rain gauges, as shown in Fig. 7 and Fig. 8. There was an obvious pattern when the rain gauges were near to each other, the amounts of rainfall were similar, but when they were far away, the amounts of rainfall were different. Other rain gauges also showed similar findings. Thus, indicating the existence of localized rainfall in both areas, which often occurs in Malaysia (Muhammad et al., 2020; Singh et al., 2022). Next, we extracted the moderate correlation and respective distances as presented in Table 7 for both areas. The mean rain gauge distance was 3.34 km with a 95% confidence interval of 2.82–3.85 km. Based on this, it is recommended that the rain

---

**Fig. 6.** Location of Rain gauge (Mobile Weather Station) at Bandar Baru Bangi.
gauges should be located about 3–4 km apart at the dengue hot spot in ensuring the accuracy of the amount of rainfall collected for the dengue outbreak forecasting model to be embedded in the early warning system.

Fig. 9 displays the early warning system conceptual framework using the Internet of Things (IoT) approach by integrating the epidemiological data readily available in the e-Dengue system with the environmental data through automated mobile weather stations (around USD500 each) located at the dengue hot spots. In order to implement a real-time warning system, the Random Forest forecasting model needs to be transformed into an algorithm and embedded in the e-Dengue system by including the parameters as listed in Fig. 9. Real time notification of a potential dengue outbreak will then be alerted to the Health Department and COMBI, a community engagement group set up by Ministry of Health (My Health, 2017) to prevent dengue by destroying the Aedes breeding sites. Thus, the proposed e-Dengue early warning system can save lives because prevention is better than cure. According to Lee et al. (2010), the cost of dengue patient hospitalization (dengue illness cost) in Malaysia are 11 times the amount of government spending on Aedes vector control. This relationship indicates that increased investment on prevention could potentially reduce these illness costs. The study also found that dengue may also adversely impact tourism and create emotional and long-term burdens on families affected by illness and deaths. Md Shahin et al. (2016) stated that the mean total cost per case of dengue infection was USD365.16 and average duration of dengue illness was 9.69 days. All of these negative impacts due to dengue can be avoided through the proposed e-Dengue early warning system which is very practical and cost effective using the Internet of Things (IoT) approach.

### 4. Conclusion

The journey in searching of Malaysia dengue outbreak forecasting model by integrating 3 important factors (epidemiological, entomological, and environmental) using scientific experimental field studies started 15 years ago due to the many past studies that have failed to establish a practical model to be embedded in an early warning system. One of the reasons was using only the epidemiological factor (dengue cases) related to seasonal patterns where the impact of climate change has affected the consistency of the rainfall season in Malaysia. Another reason for failure, even when, using just two factors: epidemiological (dengue cases) and environmental (weather data), arose due to using weather data from Meteorological Department (secondary data), jeopardized the accuracy of forecasting model because of the localized rainfall in Malaysia. Hence, to overcome all these limitations, two scientific experimental field studies were conducted to establish the relationship of the 3 factors. However, the first study (Rohani et al., 2011), only managed to relate 2 factors (entomological (mosquito related data) and environmental (weather data)) because of reliance on small localities contributed to insufficient accuracy perforated by the seasonal patterns.

| Distance (KM) | RG11 | RG12 | RG13 | RG14 | RG15 | RG16 | RG17 | RG18 | RG19 | RG20 | RG21 |
|--------------|------|------|------|------|------|------|------|------|------|------|------|
| Correlation  |      |      |      |      |      |      |      |      |      |      |      |
| RG11         |      |      |      |      |      |      |      |      |      |      |      |
| RG12         |      |      |      |      |      |      |      |      |      |      |      |
| RG13         |      |      |      |      |      |      |      |      |      |      |      |
| RG14         |      |      |      |      |      |      |      |      |      |      |      |
| RG15         |      |      |      |      |      |      |      |      |      |      |      |
| RG16         |      |      |      |      |      |      |      |      |      |      |      |
| RG17         |      |      |      |      |      |      |      |      |      |      |      |
| RG18         |      |      |      |      |      |      |      |      |      |      |      |
| RG19         |      |      |      |      |      |      |      |      |      |      |      |
| RG20         |      |      |      |      |      |      |      |      |      |      |      |
| RG21         |      |      |      |      |      |      |      |      |      |      |      |

* Sig. at 1%, * Sig. at 5%.
number of dengue cases (epidemiological). The second study was conducted at two large high dengue cases areas and successfully established specific relationships of the 3 factors and obtained 85% of accuracy using an ADL model (Rohani et al., 2018). But higher accuracy of at least 90% and above were required for embedding the forecasting model into dengue outbreak early warning system (e-Dengue).

Thus, the search continued in this study using Rohani et al. (2018) data and six forecasting methods (Autoregressive Distributed Lag (ADL), Hierarchical Forecasting (Bottom-up and Optimal combination) and Machine Learning methods (Artificial Neural Network (ANN), Support Vector Machine (SVM) and Random Forest) with the aimed of at least 90% accuracy.

### Table 7

| Area                | Rain Gauge | Moderate Correlation | Distance (KM) |
|---------------------|------------|----------------------|---------------|
| Selayang            | RG1 & RG8  | 0.508                | 2.59          |
|                     | RG1 & RG9  | 0.521                | 1.62          |
|                     | RG2 & RG8  | 0.512                | 3.56          |
|                     | RG2 & RG9  | 0.532                | 2.59          |
|                     | RG4 & RG8  | 0.519                | 4.21          |
|                     | RG4 & RG9  | 0.535                | 3.57          |
|                     | RG8 & RG10 | 0.520                | 2.58          |
| Bandar Baru Bangi   | RG19 & RG14| 0.515                | 3.43          |
|                     | RG21 & RG11| 0.542                | 3.91          |
|                     | RG21 & RG12| 0.537                | 2.45          |
|                     | RG21 & RG13| 0.583                | 4.21          |
|                     | RG21 & RG16| 0.576                | 3.74          |
|                     | RG21 & RG17| 0.538                | 5.02          |
|                     | RG21 & RG18| 0.573                | 3.26          |
| Overall             | Mean       |                      | 3.34          |
|                     | Standard Deviation |                | 0.89          |
|                     | 95% Confidence Interval for Mean (Lower & Upper Bound) | | 2.82          | 3.85 |
Successfully, Random Forest proved the most appropriate for forecasting dengue outbreak in Malaysia with 95% accuracy when using the 3 factors, but it was very costly and time consuming to collect mosquito related data (entomological). Thus, only 2 factors (epidemiological and environmental) were used in the model, and while the accuracy dropped to 92%, this was still acceptable. However, the localized rainfall requires practically several rain gauges to be located at the dengue hot spot areas about 3–4 km apart; in ensuring the accuracy of the forecasting model when embedded in the early warning system using an Internet of Things (IoT) approach. The e-Dengue early warning system integrating the epidemiological data readily available in the system with the environmental data through automated mobile weather stations (as the IoT objects/sensors) located at the dengue hot spots and using Random Forest to forecast up to 4 weeks the dengue cases. Real time notification of potential dengue outbreak will then be alerted to Health Department and COMBI, a community engagement group set up by Ministry of Health to prevent dengue by destroying the *Aedes* breeding sites. Thus, the proposed practical and cost-effective e-Dengue early warning system can save lives because prevention is better than cure. The research contribution here is to show how recent advances in forecasting methods when combined to the careful and practice-based simplification of the included drivers of dengue outbreaks has led to a successful implementable warning system.
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