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Abstract—Nonlinear interference (NLI) generated during the propagation of an optical waveform through the fiber depends on the fourth order standardized moment of the channel input distribution, also known as kurtosis. Probabilistically-shaped inputs optimized for the linear Gaussian channel have a Gaussian-like distribution with high kurtosis. For optical channels, this leads to an increase in NLI power and consequently, a decrease in effective signal-to-noise ratio (SNR). In this work, we propose kurtosis-limited enumerative sphere shaping (K-ESS) as an algorithm to generate low-kurtosis shaped inputs. Numerical simulations at a shaping blocklength of 108 amplitudes demonstrate that with K-ESS, it is possible to increase the effective SNRs by 0.4 dB in a single-span single-channel scenario at 400 Gbit/s. K-ESS offers also a twofold decrease in frame error rate with respect to Gaussian-channel-optimal sphere shaping.

Index Terms—Probabilistic shaping, amplitude shaping, kurtosis, nonlinear interference.

I. INTRODUCTION

The capacity of the linear additive white Gaussian noise (AWGN) channel can be achieved by transmitting independent and identically distributed (i.i.d.) Gaussian inputs [1]. Recently, probabilistic amplitude shaping (PAS) was proposed as a coded modulation strategy that achieves this capacity [2]. PAS combines an outer amplitude shaper with an inner channel encoder. The amplitude shaper selects the amplitudes of the inputs while the encoder selects their signs. For the AWGN channel, amplitude shapers are designed such that the resulting input distribution has a Gaussian-like behavior [3]–[7]. Motivated by the performance improvements obtained for the AWGN channel, PAS has attracted considerable attention in optical communication systems. It was demonstrated both numerically and experimentally that PAS with AWGN-optimal shapers provides significant gains in reach or in data rate for long-haul optical links [8]–[13].

The propagation of the optical field through the fiber is subject to nonlinearities. Its propagation is governed by the nonlinear Shrödinger equation. During this propagation, single-channel transmission experiences intra-channel nonlinear interference (NLI), while multi-channel transmission (via wavelength-division multiplexing, WDM) also experiences inter-channel NLI. Often, detection schemes designed for linear channels are used for optical communications, and hence, the NLI is implicitly treated as noise. The so-called Gaussian noise (GN) model approximately describes the variance of this NLI independently of the modulation format and its probability distribution [14]. This approach has been shown to be inaccurate, especially for short links, and thus, the enhanced GN (EGN) model was later proposed in [15]–[17]. The EGN model predicts that the fourth order standardized moment (i.e., the kurtosis) of the input distribution affects the amount of NLI: inputs with higher kurtosis lead to higher NLI, and hence, lower effective signal-to-noise ratios (SNRs) [8, Sec. IV-E1].

PAS framework was considered for long-haul WDM optical communications for the first time in [18]. However, only the Maxwell-Boltzmann (sampled Gaussian, MB) distribution is considered, and the SNRs are computed using the GN model. In [8], the EGN model is adopted, and the kurtosis-dependence of the NLI is used to explain the reason why AWGN-optimal shaping strategies have an SNR-penalty with respect to uniform signaling: the Gaussian distribution has a relatively high kurtosis. Results in [19] experimentally confirmed this kurtosis-dependence for single-span links with 9 and 80 WDM channels. The results in [19] also show that gains obtained by optimizing inputs for optical channels exist but are limited.

In [20], the input distribution is optimized for a 16-ary constellation using the EGN model for transmission with 9 WDM channels and assuming the NLI is circularly symmetric AWGN. It is concluded that AWGN-optimal inputs are good enough. However, there are two caveats: First, as found in [17] and stated in [20], the kurtosis has the greatest influence for short links. On the other hand in [20] (Fig. 2), it is not possible to evaluate the effect of kurtosis for short distances. In this figure, all the considered schemes have mutual information (MI) converging to $\log_2 16 = 4$ bits per symbol when the link consists of fewer than 15 spans of 80 km, i.e., the optimum distribution converges to the uniform distribution. Therefore, it is not possible to draw a conclusion about shaping for short
links. Second, the MI is estimated assuming that the NLI noise is circularly symmetric Gaussian. However, for short distances (especially for single-span), this is not the case [15, Fig. 1].

In [21], optimized input distributions are computed considering kurtosis, and gains in achievable information rates (AIRs)—although small—are observed for 256- and 1024-ary constellations for 5 WDM channels. Unlike [20], a single-span 200 km link is considered in which the effect of kurtosis is expected to be significant and the NLI noise is not circularly symmetric Gaussian. However, the study is limited to AIR computations, and no shaping algorithm is implemented.

In [22], a shaping technique, namely hierarchical distribution matching [23], [24], is discussed. The implementation of this technique is based on lookup tables (LUTs). In [22, Sec. IV], these LUTs are generated such that channel input sequences that have higher \( j \)th order moments are discarded for \( j \leq 8 \). It is concluded that for systems where the dominant source of impairment is the noise generated by the amplifiers, considering only the second order moment is optimum. However, for short links, optimizing higher order moments improves the performance [22, Fig. 4].

A modified version of the MB distributions in which higher order moments can be controlled is introduced in [25] as “super-Gaussian” distributions. These distributions are shown to provide higher nonlinear tolerance than MB distributions based on i.i.d. symbol-wise shaping. Later, these super-Gaussian distributions have been implemented in a chip in [26]. Recently in [27], an optimization of the channel input distribution is performed for transmission with 7 WDM channels over nonlinear fiber channels with non-Gaussian noise. Simulations again based on i.i.d. symbol-wise shaping demonstrate reach increase for dispersion-managed fibers with these optimized distributions. A concise review of some of the other works attempting to use non-AWGN-optimal distributions to decrease NLI can be found in [19, Sec. I].

Although it is well recognized in the literature that kurtosis is important in NLI generation, no constructive algorithms exist implementing specifically kurtosis-limited shaping, other than the algorithms that can target any distribution, e.g., constant composition (CCDM) [3] or multiset-partition distribution matching (MPDM) [4], etc. Here, we attempt to provide such an algorithm using an “indirect” method according to the terminology of [29]: by changing the bounding geometry of the signal space, rather than trying to obtain a target input distribution. Spherical signal structures (as illustrated in [1] (left)) are optimum for the AWGN channel [30]. However, other bounding geometries may lead to more efficient signal sets for non-AWGN channels as we discussed in [28, Sec. I]. With this motivation, in this work:

1) We introduce a new amplitude shaping approach which we call kurtosis-limited sphere shaping (KLSS). KLSS extends the idea of sphere shaping, which is to construct a spherical signal space to obtain inputs with Gaussian-like distribution, by imposing a constraint on the kurtosis of the signal points. With this additional constraint, we effectively propose to use a non-spherical signal structure for optical channels as illustrated in Fig. 1 (right).

2) We show that KLSS generates signal sets with slightly higher average energy than that of sphere shaping, but with a smaller average kurtosis.

3) We implement a KLSS-based amplitude shaper using a modified version of the enumerative sphere shaping (ESS) algorithm [6], [31]. This new algorithm, i.e., K-ESS, creates an invertible mapping from binary indices to amplitude sequences within the KLSS set. Simulation results show that PAS with K-ESS recovers some of the SNR-penalty observed with AWGN-optimal ESS for single-span links. End-to-end decoding results demonstrate that with KLSS, smaller frame error rates (FERs) than sphere shaping and uniform signaling are obtained for single-span links. It is also observed that the additional gain provided by K-ESS over ESS decreases as the number of WDM channels or the number of spans increase. ESS can be recovered as a special case of K-ESS, and thus, K-ESS generalizes ESS. Comparisons of ESS, i.e., sphere shaping, with i.i.d. symbol-wise shaping and with other finite-blocklength shaping architectures such as CCDM and MPDM can be found in [32]. [33] and in [11]–[13], [34], respectively.

The remainder of the paper is organized as follows. In Sec. II some background information is provided, and the system model is described. In Sec. III KLSS and K-ESS are introduced. Numeric results are then discussed in Sec. IV. And finally, some conclusions are drawn in Sec. VII.

II. System Model & Problem Statement

A. Probabilistic Amplitude Shaping

In this study, we restrict our attention to PAS [2]. PAS is a layered coded modulation strategy where in the first layer, an amplitude shaper determines the amplitudes \( a^N = (a_1, a_2, \ldots, a_N) \) of the channel inputs. In the second layer, a forward error correction (FEC) code is used to encode these amplitudes to obtain the corresponding signs \( s^N \in \{-1, +1\}^N \) in the form of parity bits. Typically, this is achieved by using a systematic FEC code. Assuming that the FEC encoding produces uniform signs [2, Sec. IV-A2], the channel input distribution and the properties of the channel input sequences are determined by the amplitude shaper.
B. Amplitude Shaping for the AWGN Channel

The capacity of the average-power-constrained AWGN channel can be achieved when the input \( X \) is a zero-mean i.i.d. Gaussian. Corresponding input sequences \( x^N = (x_1, x_2, \ldots, x_N) \) can be shown to be confined in an \( N \)-sphere for \( N \) large enough. Reciprocally, it is possible to show that if the signal space is bounded by an \( N \)-sphere, lower-dimensional input distributions converge to a Gaussian for \( N \) large enough. Motivated by this duality, there are two main approaches to realize amplitude shaping in the PAS framework for the AWGN channel. The first one is to try to obtain an MB distribution at the output of the amplitude shaper by using distribution matching. Distribution matching can be based on CCDM [3], MPDM [4], etc. The second approach is to try to obtain a spherically-constrained signal space by using sphere shaping, e.g., via shell mapping [5], enumerative sphere shaping (ESS) [6], Huffman-coded sphere shaping (HCSS) [7], etc. In this work, we focus on the second approach via ESS and refer the reader to [28] for a comparison of distribution matching and sphere shaping. Sphere shaping considers the energy-constrained amplitude sequences in the set

\[
\mathcal{A}^* = \left\{ a^N : \sum_{i=1}^{N} a_i^2 \leq E^* \right\},
\]

where \( a_i \in A = \{1, 3, \ldots, M-1\} \) for \( i = 1, 2, \ldots, N \), and \( M = 2^m \) for a positive integer \( m \). The set \( \mathcal{A} \) is the amplitude alphabet of \( M \)-ary amplitude-shift keying (\( M \)-ASK) and of the real and imaginary parts of \( M^2 \)-ary quadrature amplitude modulation (\( M^2 \)-QAM). There are \( |\mathcal{A}^*| \) amplitude sequences in \( \mathcal{A}^* \), and the input length of an amplitude shaper that outputs \( a^N \in \mathcal{A}^* \) is defined as \( k = \lfloor \log_2 |\mathcal{A}^*| \rfloor \) bits. In (1), \( E^* \) is the maximum energy that the signal points are allowed to have, i.e., the squared radius of the \( N \)-sphere. By changing the value of \( E^* \), the shaping rate \( k/N \) can be adjusted.

C. Amplitude Shaping for the Optical Channel

In [14], the effective SNR of an optical signal after propagation is defined as \( \text{SNR}_{\text{eff}} = P_{\text{las}}/(\sigma_{\text{ASE}}^2 + \sigma_{\text{NLI}}^2) \) where \( P_{\text{las}} \) is the optical launch power, \( \sigma_{\text{ASE}}^2 \) is the variance of the noise introduced by the amplifiers, and \( \sigma_{\text{NLI}}^2 \) is the variance of the NLI. In the GN model of [14], the NLI is modeled as a circularly symmetric Gaussian noise whose properties are assumed to be independent of the input modulation format and distribution. This assumption was later shown to be inaccurate, and the EGN model was proposed [15], [16].

The \( k^\text{th} \) order standardized moment is defined as [8, eq. (19)]

\[
\mu_k = \frac{E[|X - E[X]|^k]}{E[|X - E[X]|^2]^{\frac{k}{2}}} = E[|X|^k],
\]

for a channel input \( X \) that is symmetric around the origin and has unit energy. The EGN model shows that the variance \( \sigma_{\text{NLI}}^2 \) of NLI can be expressed as [8, eq. (17)]

\[
\sigma_{\text{NLI}}^2 = P_{\text{las}}^3 \left[ \chi_0 + (\mu_4 - 2) \chi_4 + (\mu_4 - 2)^2 \chi_4' + \mu_6 \chi_6 \right],
\]

where \( \chi_0, \chi_4, \chi_4', \text{ and } \chi_6 \) are coefficients that are determined by fiber parameters. Considering that \( \chi_4' \) is typically negative and that \( \mu_4 \) is typically smaller than 2, (3) implies that as \( \mu_4 \) or \( \mu_6 \) increases, the NLI variance increases as well [8]. Consequently, the SNR-penalty observed for AWGN-optimal input distributions in [8] Sec. IV-E1) is explained by the higher kurtosis values of such distributions [8] Table II).

As an example in Fig. 2 we plotted the kurtosis of the channel input \( X \) with amplitudes selected with sphere shaping. As the distribution is shaped more, i.e., as \( E^* \), \( k/N \) and the entropy of \( X \) all decrease, kurtosis increases and then decreases for small rates. Furthermore, when the shaping redundancy is around 1 bit, the kurtosis is very close to that of a continuous Gaussian. We conclude from Fig. 2 that finite-blocklength sphere shaping leads to input distributions with high kurtosis which increases NLI variance, and accordingly, decreases effective SNR. However, the increase in AIRs due to shaping is larger, and a positive net gain is obtained, especially for long-haul transmission [8] Sec. IV-E1. In the next section, we will propose a new shape shaping approach to lower the kurtosis, and thus, recover the SNR-penalty.

III. KURTOSIS-LIMITED SPHERE SHAPING

A. Kurtosis Constraint on Amplitude Sequences

We want to devise a shaping technique that has smaller kurtosis than that of sphere shaping. Consider the energy- and kurtosis-constrained amplitude sequences in the set

\[
\mathcal{A}^* = \left\{ a^N : \sum_{i=1}^{N} a_i^2 \leq E^* \text{ and } \sum_{i=1}^{N} a_i^4 \leq K^* \right\}.
\]

We call this set the kurtosis-limited sphere shaping (KLSS) set. Similar to sphere shaping, the input length of an amplitude shaper that outputs \( a^N \in \mathcal{A}^* \) is defined as \( k =
The shaping rate $k/N$ can be adjusted by changing the values of $E^*$ and $K^*$. As $K^*$ decreases, sequences with high kurtosis are eliminated from the shaping set, and hence, the rate decreases. As $K^* \to \infty$, $A^*$ converges to the regular sphere shaping set $A^*$ in (1).

The effect of changing $E^*$ and/or $K^*$ can be visualized as shown in the inset figure of Fig. 3 where we show the $E^*K^*$-plane. For each point on this plane, the corresponding set $A^*$ in (4) can be found. The filled red circle corresponds to sphere shaping with only an energy constraint, i.e., $E^* = 528$. On the other hand, the filled black diamond represents the case with only a kurtosis constraint, i.e., $K^* = 10320$. The curve that connects these points is the contour line of constant shaping rate $k/N = 1.50$ bits per amplitude (bit/amplitude). On this curve, as we move away from sphere shaping, kurtosis decreases, however average energy increases. We have also illustrated the contour lines of 1.91, 1.25, and 1.00 bit/amplitude. One important observation here is that the maximum possible decrease in kurtosis, i.e., the difference between $\mu_4$’s of the red circle and the black diamond on a given contour line, is very small (below 0.05) for shaping rates above 1.9 bit/amplitude. This is expected since as the shaping rate increases, the number of possible $(E^*, K^*)$ pairs decreases, with every corresponding $A^*$ converging to a uniform signal set, i.e., an $N$-cube. In the extreme case where the shaping rate is $m-1$ bit/amplitude, there is a single shaping set—which is not shaped anymore—and a single possible kurtosis value. We note that this extreme, i.e., uniform signaling, is represented by the filled black squares in Figures 2 and 3.

In Fig. 2 the minimum $\mu_4$ value that can be obtained with KLSS is also shown (diamond markers). We see that the kurtosis limitation indeed leads to smaller $\mu_4$ than that of sphere shaping at the same rate. Furthermore, $\mu_4$ is relatively flat and roughly independent of $N$ for KLSS.

Figure 3 also demonstrates the effect of the kurtosis constraint $K^*$ in (4). Three cases are considered: Red histogram belongs to sphere shaping, i.e., only $E^*$ is finite and the signal space is as illustrated in Fig. 1(left). Blue histogram belongs to KLSS, i.e., both $E^*$ and $K^*$ are finite, and the signal space is as illustrated in Fig. 1(right). Black histogram belongs to the other extreme where only $K^*$ is finite, i.e., there is no constraint on the energy of the signal points. These three histograms correspond to the filled red circle, blue triangle, and black diamond in the inset figure, respectively. The trend to have more sequences with smaller kurtosis as $K^*$ decreases is self-evident in Fig. 3.

Figure 4 shows the trade-off between average energy $\sum_{a \in A} p(a)a^2$ and kurtosis when moving on a constant shaping rate contour. As $E^*$ increases, the average energy per symbol increases. At the same time, $K^*$ decreases leading to a decrease in kurtosis. We also see from Fig. 4 that after approximately $E^* = 584$ ($K^* = 10320$), increasing $E^*$ only has marginal effect. This is because the proportion of sequences that have energy larger than 584 and kurtosis smaller than 10320 that are included in the shaping set is extremely small.

Figure 3. Histograms of kurtosises of sequences for $N = 64$ with 64-QAM. Kurtosis of a sequence $a^N$ is computed using (4) with the corresponding empirical distribution. Inset: The $E^*K^*$-plane with $k/N = 1.00$, 1.25 and 1.50 bit/amplitude shaping rate contours. Here, the black square effectively represents uniform signaling where there is no constraint on energy or kurtosis, i.e., the signal space is effectively bounded by an $N$-cube.

Fig. 4. Trade-off between the average energy per symbol and kurtosis $\mu_4 = E[|X|^4]$ for the pairs of $E^*$ and $K^*$ on the 1.5 bit/amplitude shaping rate contour in the inset of Fig. 3. The black diamond corresponds to the kurtosis-limited scheme in Fig. 2 and in the inset of Fig. 3. The red circle corresponds to the energy-limited scheme in the inset of Fig. 3.

B. Enumerative Sphere Shaping

Enumerative sphere shaping (ESS) is an algorithm to index amplitude sequences in an $N$-sphere $a^N \in A^*$ [6], [31]. To realize ESS, first an enumerative amplitude trellis is generated, as shown in Fig. 5 for $N = 3$, $A = \{1, 3, 5\}$ and $E^* = 27$. Here, nodes in the $n^{th}$ column represent the accumulated energy of the sequences for their first $n$ amplitudes, more precisely, $\sum_{i=1}^{n} a_i^2$. The nodes are labeled with the energy level ($e$) that they represent. Color-coded branches that connect a node in $(n-1)^{th}$ column to a node in $n^{th}$ column represent $a_e$. Each 3-amplitude sequence is shown by a 3-branch path that starts at node (0) and ends in a node in the final (rightmost) column. Possible values for sequence energy are 3, 11, 19 and 27. As an example, the path that corresponds to $(3, 3, 3)$ with energy 27 is drawn with dashed lines in Fig. 5. The values...
written inside each node are computed using
\[ T_n(e) = \sum_{a \in A} T_{n+1}(e + a^2), \]
for \( n = 0, 1, \ldots, N - 1 \) where the initialization is as follows:
\[ T_N(e) = \begin{cases} 1 : & e \leq E^*, \\ 0 : & \text{otherwise}. \end{cases} \]

In (5), \( T_n(e) \) is the number of ways to reach a final node starting from the node of energy \( e \) in the \( n \)th column. Thus, \( T_0(0) \) gives the number of sequences \(|A^*|\) represented in the trellis, which is 11 in Fig. 5. This means there are 11 3-amplitude sequences with energy no greater than 27. Note that only the accumulated energy values that can occur are considered in Fig. 5. Based on this enumerative trellis, ESS realizes a lexicographical mapping from indices, i.e., \([\log_2 T_0(0)] = k\)-bit strings, to amplitude sequences in \( A^* \) [6, Sec. III-C].

C. KLSS Implementation Based on ESS

To realize kurtosis-limited sphere shaping (KLSS), we introduce a modified version of the enumerative amplitude trellis explained in the previous section. We again use an example trellis as shown in Fig. 6 for the same set of parameters as Fig. 5 and \( K^* = 627 \). Now, nodes in the \( n \)th plane represent the accumulated energy and the accumulated kurtosis \( \sum_{i=1}^{n} \mu_i \) of the sequences for their first \( n \) amplitudes. The nodes are labeled with the energy-kurtosis pair \((e, k)\) that they represent. Similar to Fig. 5 each 3-amplitude sequence is shown by a 3-branch path that starts at node \((0, 0)\) and ends in a node in the final (rightmost) plane. Possible values for sequence energy-kurtosis pairs are \((3, 3)\), \((11, 83)\), \((19, 163)\), \((27, 243)\) and \((27, 627)\). Again, the path that corresponds to \((3, 3, 3)\) with energy 27 and kurtosis 243 is drawn with dashed lines in Fig. 6.

Similar to Fig. 5, the values written inside each node are computed using
\[ F_n(e, k) = \sum_{a \in A} F_{n+1}(e + a^2, k + a^4), \]
for \( n = 0, 1, \ldots, N - 1 \) where the initialization is as follows:
\[ F_N(e, k) = \begin{cases} 1 : & e \leq E^* \text{ and } k \leq K^*, \\ 0 : & \text{otherwise}. \end{cases} \]

In (7), \( F_n(e, k) \) is the number of ways to reach a final node starting from the node of energy \( e \) and kurtosis \( k \) in the \( n \)th plane. Accordingly, \( F_0(0, 0) = |A^*| \) is the number of sequences represented in the trellis. Note that when you look to the trellis in Fig. 6 from the \( en \)-plane, the trellis in Fig. 5 is seen. The difference is that now, we have control also over the maximum value of kurtosis allowed in the trellis. As an example, in the maximum-energy-bounded trellis of Fig. 5 when the final node of energy 27 is included, all sequences with energy 27 are in the shaping set: \((1, 1, 5), (1, 5, 1), (3, 3, 3)\) and \((5, 1, 1)\). However, in the maximum-energy- and maximum-kurtosis-bounded trellis of Fig. 6 it is possible to include the final node \((27, 243)\) while excluding \((27, 627)\). This way, \((1, 1, 5), (1, 5, 1)\) and \((5, 1, 1)\) can be left out, while \((3, 3, 3)\) stays in, which leads to a decrease in \( \mu_4 \).

Finally, the enumerative encoding and decoding algorithms explained in [6, Sec. III-C] can be used also based on \( F(e, k) \) to create an invertible mapping from \( [\log_2 F(0, 0)] = k\)-bit indices to sequences in \( A^* \). We call this kurtosis-limited ESS (K-ESS), and we note that low-complexity implementation techniques introduced for ESS in [35] can be applied to K-ESS straightforwardly. It is important to note that in [6], we only consider the pairs of \((e, k)\) in the \( n \)th (final) plane that can possibly occur for an \( N \)-tuple of amplitudes. We determine these pairs of energy and kurtosis by an exhaustive search over all possible compositions of amplitudes. This is different than ESS in which the corresponding initialization is done by setting \( T_N = 1 \) for all \( e \leq E^* \) [6, Sec. III-B].

In the next section, we will simulate PAS with K-ESS to check whether we can recover the SNR-penalty observed for AWGN-optimal channel inputs due to their high kurtosis.

IV. NUMERIC RESULTS

A. Simulation Setup

To demonstrate the effectiveness of KLSS, we simulated single-channel transmission over a single span of standard single-mode optical fiber (SSMF) with an attenuation of 0.2 dB/km, a dispersion parameter of 17 ps/nm/km, and a nonlinear parameter of 1.3 1/W/km, followed by an erbiu


doped amplifier with a noise figure of 5 dB. The propagation of the optical field over the SSMF is simulated using the split-step Fourier method based on the nonlinear Shr ödinger and Manakov equations for single- and dual-polarized (SP and DP) transmission, resp.

The transmitter generates an SP or DP 50 Gbd signal (with a root-raised cosine pulse with 10% roll-off factor) using 64-QAM, yielding raw data rates of 300 and 600 Gbit/s, resp. The transmission rate is 4 bit/2D symbol, yielding net data rates of 200 and 400 Gbit/s, resp. With uniform signaling, this rate is obtained using a rate 2/3 channel code. With PAS, we use a rate 5/6 channel code with an amplitude shaper with rate 1.5 bit/amplitude. How these shaping and coding rates lead to a transmission rate of 2 bit/1D symbol is explained in [36, Footnote 1]. The channel codes used are the low-density parity-check (LDPC) codes of the IEEE 802.11 standard with a codeword length of 648 bits [27]. For FER calculations, a “frame” is defined as an FEC block. We consider both ESS
and K-ESS with \( N = 108 \). There is a single ESS trellis that satisfies the 1.5 bit/amplitude shaping rate constraint, with \( E^* = 860 \). On the other hand, there are 42 \((E^*, K^*)\) pairs that lead to a KLSS set \([3]\), with a shaping rate of 1.5 bit/amplitude. Finally, for the mapping of coded bits to QAM symbols, the binary reflected Gray code is used \([38, \text{Defn. 2.10}]\).

### B. Mapping Amplitudes to 4D Symbols

For DP transmission, two streams of QAM symbols should be generated to create 4D channel inputs, i.e., we need four amplitudes per channel use considering the in-phase and quadrature components of these streams. Shaped amplitudes can be mapped to these four real dimensions in three different ways. Following the nomenclature used in \([33, \text{Sec. II-C}]\), we call these the 1D, 2D and 4D symbol mapping strategies. In 1D symbol mapping, amplitudes of each real dimension are taken from an independent shaped sequence as shown in \([33, \text{Fig. 3(a)}]\). In 2D symbol mapping, amplitude of each polarization are taken from an independent shaped sequence as shown in \([33, \text{Fig. 3(b)}]\). In 4D symbol mapping, amplitudes of the 4D channel inputs are taken from the same shaped sequence as shown in \([33, \text{Fig. 3(c)}]\). We note that in the SP case, 1D and 2D symbol mappings correspond to the inter- and intra-shaper pairings described in \([39, \text{Sec. II-B}]\), respectively.

In Fig. 7, the effective SNR is shown as a function of the launch power for K-ESS of 64-QAM with \( N = 108 \), \( E^* = 1156 \) and \( K^* = 16556 \) with different amplitude-to-symbol mapping strategies. We see that as observed in \([33, \text{Fig. 12}]\), 4D symbol mapping, i.e., grouping four consecutive amplitudes from a single shaped codeword into a 4D channel input symbol, maximizes the SNR around the optimal launch power. Accordingly, we use the 4D mapping for the simulations discussed in the rest of the paper.

### C. Effective SNR Results

Figures 8 and 9 show the effective SNR as a function of optical launch power for SP and DP transmission, resp. We see that due to its high kurtosis, ESS has an SNR-penalty with respect to uniform signaling. The penalty is slightly higher in the case of SP transmission, i.e., 0.61 dB instead of 0.41 dB. This is in agreement with \([15, \text{Sec. 5}]\) where it is discussed that the effect of kurtosis on NLI variance is slightly more significant for SP transmission. Figures 8 and 9 show that K-ESS recovers some of this SNR-loss thanks to its smaller kurtosis. Another observation from the effective SNR curves is that the optimum launch power for K-ESS is larger than that of ESS for both SP and DP transmission, and is the same as...
Fig. 8. Effective SNR vs. launch power for the transmission of 200 Gbit/s SP-64-QAM over a 213-km-long SSMF. Inset: Effective SNR at the optimum launch power as a function of $E^*$ of the K-ESS trellises. Optimum power is 9 dBm for all considered K-ESS schemes. Red circle represents regular sphere shaping. Blue circles represent the K-ESS trellises for which the launch power vs. effective SNR performance is shown with the dash-dotted curves in the outer figure.

Fig. 9. Effective SNR vs. launch power for the transmission of 400 Gbit/s DP-64-QAM over a 205-km-long SSMF.

Fig. 10. FER vs. launch power for the transmission of 200 Gbit/s SP-64-QAM over a 213-km-long SSMF.

that of uniform signaling in the DP case. This also implies that K-ESS can recover some of the nonlinearity tolerance that is lost when ESS is employed instead of uniform transmission.

In Fig. 8 we show the effective SNR for 4 out of the 42 available K-ESS trellises at the considered rate, i.e., as the operating point moves on the 1.5 bit shaping rate contour away from regular sphere shaping, similar to the inset figure of Fig. 3. This demonstrates that as $E^*$ increases and $K^*$ decreases, the decrease in kurtosis $\mu_4$ results in an improvement in effective SNR. In the inset figure, this trend is shown by plotting the effective SNR at the optimum launch power$^1$ as a function of $E^*$. We see that as $E^*$ increases and $\mu_4$ decreases, effective SNR increases and converges to 14.73 dB. This behavior is consistent with the convergence observed for average energy and kurtosis in Fig. 4. The outermost K-ESS curve in Fig. 8 (triangular markers) has the maximum effective SNR and is considered to be the “best” trellis for this setup. We note that the “best” trellis may change depending on the parameters of the optical link and the communication scenario such as the number of channels and the bandwidth. Furthermore, for the same setup, the trellis that maximizes the SNR and the one that minimizes the FER might differ. In the other figures presented in this paper, we therefore only plot the curve that belongs to the K-ESS trellis that optimizes the corresponding performance metric. This optimum trellis is found by creating all K-ESS trellises and simulating their performance.

D. End-to-end Decoding Results

Figures 10 and 11 show the FER as a function of optical launch power for SP and DP transmission, respectively. We see that although ESS had an SNR-penalty because of its high kurtosis with respect to uniform signaling (see Figs. 8 and 9), the net gain (combined with the improvement in AIRs that results from shaping) in FERs is positive for DP transmission. This is as observed in [8, Sec. IV-E]. For SP transmission, the SNR-penalty and shaping gain cancel each other out. In both SP and DP cases, ESS achieves the minimum FER at a smaller optimum launch power than uniform signaling. This indicates that ESS has a decreased nonlinearity tolerance, $^1$The “optimum launch power” is the value at which the corresponding effective SNR or FER curve has its maximum.

$^2$It is found in [15, 16] that the sixth order moment also plays a (relatively insignificant) role in NLI generation. For the sake of completeness, we report here that the sixth order moment $\mu_6$ also exhibits a convergence behavior for KLSS, similar to the one that is shown in Fig. 4 for kurtosis.
but still, a decoding performance either as good as uniform signaling (SP) or better (DP). With K-ESS, it is possible to obtain a better position at this trade-off. We see that K-ESS further decreases the FERs by at least twofold with respect to ESS while increasing the optimum launch power. This is thanks to the optimized trade-off enabled by K-ESS between the nonlinearity tolerance (due to decreased kurtosis) and the shaping gain in AIR.

E. Rate Adaptivity

To investigate the performance of K-ESS at different transmission rates, we also simulated single-channel transmission over a single span of 227 km SSMF at a rate of 6 bit/4D symbol. The transmitter generates a DP 50 GBd signal again using 64-QAM leading to a 300 Gbit/s net data rate. With uniform signaling, this rate is obtained using a rate 1/2 channel code. With PAS, we again use a rate 5/6 channel code, now with an amplitude shaper with rate 1 bit/amplitude. We consider both ESS and K-ESS with $N = 108$. The ESS trellis that satisfies 1 bit/amplitude rate is with $E^{*} = 428$. However, there are 9 $(E^{*}, K^{*})$ pairs that lead to a KLSS set as in [4] with rate 1 bit/amplitude.

Figures 12 and 13 show the effective SNR and FER as a function of launch power for the 300 Gbit/s transmission, resp. We see that the improvements provided by K-ESS over ESS in effective SNR (0.43 dB) and FER (5 times) at the optimum launch power are larger than their counterparts in the 400 Gbit/s case (see Figs. 9 and 11). This is because at this shaping rate of 1 bit/amplitude ($H(X) \approx 2$ bit/1D symbol) the decrease in kurtosis obtained using KLSS instead of regular sphere shaping is larger than that of 1.5 bit/amplitude ($H(X) \approx 2.5$ bit/1D symbol), as seen in Fig. 2. Therefore, we claim that the performance of K-ESS relative to ESS can be predicted considering the corresponding values of kurtosis, and Fig. 2 suggests that the largest improvement can be expected for shaping rates between 0.5 and 1.5 bit/amp. for 64-QAM.

V. INVESTIGATION OF REACH INCREASE

Figures 14 and 15 show the maximum distance at which a FER of $10^{-3}$ can be achieved when using a slightly different set of parameters than that of Sec. IV-A: the attenuation is 0.19 dB/km instead of 0.2, the noise figure is 5.5 dB instead of 5, and the symbol rate is 56 GBd instead of 50 [40]. When WDM is employed to realize multi-channel transmission, the channel spacing is 62.5 GHz. This set of parameters were used in [32], and we report here that when the same link setups are simulated, we obtained results that are in agreement with [32].

In Fig. 14, we consider a multi-span(s of 80 km) link for WDM transmission with $\{1, 11, 21, 31\}$ channels. Similar to the observations of [9], [13], more than 30% reach increase is obtained for all long-haul systems under consideration using an AWGN-optimal shaping scheme, i.e., ESS. On the other
hand, it is not possible to attain a further increase using K-ESS. Moreover, the optimum K-ESS trellis is the one that has an inactive kurtosis constraint, which is equivalent to ESS. Therefore, we claim that AWGN-optimal shaping is again good enough. This observation agrees with [19], where only marginal improvements in SNR and AIR were discovered after an EGN-model-based optimization of the input for single-span transmission with 9 channels.

VI. BLOCKLENGTH DEPENDENCY & DISCUSSION

It is reported in the literature that for nonlinear optical channels, there is a finite optimum shaping blocklength in the sense that effective SNR (or the AIR) is maximized due to an increased tolerance to NLI [11], [13], [33], [39], [41]–[43]. This optimum can be, e.g., around a few dozens of amplitudes for single-span transmission with 9 WDM channels [33, Fig. 11(a)], or around a few hundreds of amplitudes for 10-span transmission with 5 WDM channels [41, Fig. 3]. These observations create a prima facie assumption that the optimum blocklength depends on the channel memory which depends on the transmission distance and the bandwidth [43, eq. (2)]. On the contrary, authors of [42] observed that when a carrier phase recovery algorithm is employed to mitigate laser phase noise, this behavior disappears (for high SNR) and AIR converges to its maximum as $N$ increases. For the simulations discussed in Secs. IV and V, we selected $N = 108$ as an average value expected to create a small rate loss without resorting to an optimization over $N$. Now, we investigate how the performance of K-ESS depends on shaping blocklength.

Figure 16 shows the FER for DP transmission for various shaping blocklengths. We note that this figure is an extended version of Fig. 11 in addition to $N = 108$, we now consider $N \in \{54, 36, 18\}$. There are two main observations. Firstly, $N = 108$ is not the optimum blocklength, and it is possible to further decrease the FERs by decreasing $N$ until $N = 18$. 

In Fig. [5] we consider a single-span link for WDM transmission with $\{1, 11, 41\}$ channels. It can be seen that the largest reach increase provided by K-ESS over ESS is obtained for single-channel transmission. In this case, the reach increase by ESS and K-ESS over uniform signaling are 1.5% and 2.5% resp. As the number of channels increases to 11 and then to 41, two observations are made: (i) the reach increase by ESS also increases to 3.6% and then to 9.1%, and (ii) the performance of K-ESS converges to that of ESS. Therefore, we claim that for single-span systems, as the number of channels increases, AWGN-optimal shaping is again good enough. This observation agrees with [19], where only marginal improvements in SNR and AIR were discovered after an EGN-model-based optimization of the input for single-span transmission with 9 channels.
For $N < 18$, FERs start to increase again, and thus, we did not include them in Fig. 16 for the sake of clarity. Secondly, although K-ESS consistently performs better than ESS, the gap between them diminishes as we approach the optimum blocklength. We believe there are several reasons behind this behavior. (i) As $N$ decreases, $\mu_4$ of sphere shaping decreases (see Fig. 2) limiting the room for improvement that can be exploited by KLSS. (ii) As $N$ decreases, the number of possible $(E^*, K^*)$ pairs decreases (i.e., the corresponding contour line of constant rate shrinks, see Fig. 3) narrowing the optimization space down. (iii) As $N$ decreases, temporal structures of the sequences in the shaping sets of ESS and K-ESS become similar. This can also be seen by considering the extreme when $N = 1$ where the difference between ESS and K-ESS disappears, and they both output the same i.i.d. amplitudes.

The above three explanations can be considered as different interpretations of the same phenomenon. However, the third argument (iii) brings a concept that we did not discuss before in this paper, temporal shaping, into the discussion. There has been some recent research on temporal shaping aspects for optical channels. The investigation of the shaping gain and sphere shaping for the fiber channel in [44] is considered to be among the earliest studies on temporal shaping by both [45] and [43]. In [45], the state transition probabilities of a finite state machine source were optimized to realize temporal shaping over a few time slots for the nonlinear fiber channel. In [39], temporal structures imposed by short-blocklength shaping (e.g., unlikely long runs of identical symbols) were considered to improve the tolerance to NLI. Recently in [46], temporal shaping was studied based on constant composition sequences. More recently in [47], AIRs were computed for optical communications based on the selection and transmission of sequences with good temporal properties. However, it would be misleading to consider only these works as references for temporal shaping. In fact, any finite-blocklength amplitude shaper realizes some sort of temporal shaping. As an example, CCDM [3] and the associated MPDM [4] put a constraint on the composition of amplitudes in each sequence and hence, create dependency over multiple time slots. Similarly, all sphere shaping implementations [5], [6], [48], [49] put a constraint on the energy of the sequences and hence, they too create dependency. Therefore, practical amplitude shapers realize temporal shaping with correlation between channel inputs, rather than symbol-by-symbol shaping with i.i.d. input sequences. The nuance here is the following. The NLI generation is almost always studied for asymptotically long channel inputs (one of the exceptions being [50]). Moreover, in theory, almost all existing shaping approaches start from an optimization objective (e.g., average distribution, average energy, kurtosis, etc.) that does not prescribe specific temporal structures. However, in practice, a finite blocklength must be selected to realize the corresponding shaper, which indirectly imposes such temporal structures. The study of “good” temporal characteristics for the optical channel and shaping architectures designed specifically to obtain such characteristics, therefore, seem to be the natural next step of this research area.

To wrap up the above discussion, although the gains provided by KLSS are smaller around the optimum $N$ for the set of parameters considered in Fig. 16 we believe that the K-ESS algorithm introduced in this paper can still find an area of use for mainly three reasons. First: As demonstrated in Sec. IV-E, gains obtained with K-ESS are larger for a 6 bit/4D transmission than that of 8 bit/4D, and expected to follow a similar behavior even after an optimization over $N$. Since ESS can be recovered as a special case of K-ESS as we discussed in Sec. I (i.e., by turning off the kurtosis constraint), the optimum performance can be obtained through K-ESS at any rate. Consequently, K-ESS can be a valuable tool in the context of elastic optical networks where rate adaptation is crucial. Second: It can be deduced from the above discussion and from Figs. 13, 15, and 16 that the advantages of KLSS become apparent for single-span transmission with a few WDM channels when the optimum $N$ is relatively large. Assuming that the optimum $N$ indeed follows a similar trend as the channel memory, K-ESS can be more beneficial for another set of parameters which leads to a larger memory, e.g., a higher bandwidth. Moreover, there exist systems for which the performance improves as $N$ increases, e.g., the ones employing a carrier phase recovery algorithm [42, Fig. 2]. Third: It is possible to generalize the shaping set in (4) such that constraints on moments other than the second and the fourth (or even more than two constraints) are realized. As we discussed in footnote 2, the sixth order moment of the channel input also plays a role in NLI generation. Thus, a shaping set which provides a better performance can be found and realized with K-ESS. This generalization can even be used to improve tolerance to nonlinearities caused by other phenomena in communication systems such as power amplifiers. However, we leave for future research the further investigation and generalization of K-ESS for systems with larger optimum $N$, with a carrier phase recovery algorithm, or with other sources of nonlinearities.

VII. CONCLUSIONS

We proposed kurtosis-limited sphere shaping (KLSS) as a constellation shaping technique tailored for optical channels. KLSS creates channel input distributions with a smaller fourth order moment (i.e., kurtosis) than that of Gaussian-channel-optimized inputs. KLSS is implemented using a modified version of the enumerative sphere shaping algorithm. Simulations of transmission over SSMF demonstrate that KLSS can recover most of the effective SNR-penalty experienced with Gaussian-channel-optimized inputs. End-to-end decoding results show that smaller frame error probabilities can be achieved with KLSS. Future work should focus on further generalizations of KLSS for other higher order moments and on shaping strategies that optimize the temporal structure of the channel inputs for nonlinear channels with memory.
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