Artificial Intelligence-Based Image Enhancement in PET Imaging: Noise Reduction and Resolution Enhancement
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Abstract

High noise and low spatial resolution are two key confounding factors that limit the qualitative and quantitative accuracy of PET images. AI models for image denoising and deblurring are becoming increasingly popular for post-reconstruction enhancement of PET images. We present here a detailed review of recent efforts for AI-based PET image enhancement with a focus on network architectures, data types, loss functions, and evaluation metrics. We also highlight emerging areas in this field that are quickly gaining popularity, identify barriers to large-scale adoption of AI models for PET image enhancement, and discuss future directions.

1. Introduction

Positron emission tomography (PET) is a noninvasive molecular imaging modality which is increasingly popular in oncology, neurology, cardiology, and other fields [1-3]. Accurate quantitation of PET radiotracer uptake is vital for disease diagnosis, prognosis, staging, and treatment evaluation. The key confounding factors compromising PET image quality and quantitative accuracy are high noise and low spatial resolution. The high noise issue could be further accentuated in scenarios where the radiotracer dose is reduced in order to decrease a patient’s radiation exposure or the scan time is reduced, possibly with the intent of increasing throughput or decreasing patient discomfort. A variety of physical and algorithmic factors contribute to the resolution limitations of PET, including the non-collinearity of the emitted photon pairs, finite crystal size, crystal penetration and inter-crystal scatter of the detected photons, positron range, and within- or post-reconstruction smoothing. The low resolution of PET images manifests as partial volume effects, which lead to the spillover of estimated activity across different regions-of-interest (ROIs). Collectively, the high noise and low resolution in PET images could lead to over- or under-estimation of standardized uptake values (SUVs) in an ROI and inaccurate lesion delineation or detection.
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A variety of within- and post-reconstruction approaches have been developed to denoise and/or deblur PET images. Among within-reconstruction approaches, regularization using a quadratic penalty and early iteration termination are some of the most rudimentary techniques to tackle image noise [4-6], while point spread function (PSF) modeling in the image or sinogram domain is a common approach to improve resolution [7, 8]. Many penalized likelihood reconstruction approaches have been proposed to improve the noise and resolution characteristics of the reconstructed images [9]. Among post-reconstruction PET image enhancement approaches, Gaussian filtering is the most commonly used denoising technique and is built into the reconstruction software for most clinical and small animal PET scanners. Given the resolution loss associated with Gaussian filters, many edge-preserving alternatives have been proposed for PET image denoising. These include bilateral [10, 11], anisotropic diffusion [12, 13], wavelet-domain [14-17], frequency-domain [18], and nonlocal [19-21] filters. While several penalized deconvolution approaches have been proposed for resolution enhancement [22, 23], the most popular resolution recovery approaches in PET are simple partial volume correction techniques that rely on a segmented anatomical template [24-26]. Some denoising approaches and nearly all deblurring approaches utilize high-resolution anatomical information based on structural magnetic resonance imaging (MRI) or computed tomography (CT).

With the advent of a new era in computing largely dominated by deep learning and artificial intelligence (AI), the fields of medical image reconstruction and processing have been revolutionized by the availability of a new generation of AI-powered image enhancement tools. This review will focus on AI-based approaches for PET image enhancement that have been developed in the recent years and will also discuss new developments and emerging technologies in this arena. Because AI-based reconstruction techniques are the subject of Kuang Gong and colleagues’ article, “The Evolution of Image Reconstruction in PET: From Filtered Back-Projection to Artificial Intelligence,” in this Special Issue, this article focuses exclusively on AI-based post-reconstruction PET image enhancement. We should note here that, while within-reconstruction image enhancement techniques tend to have improved bias-variance characteristics compared to their post-reconstruction counterparts, the latter category of methods is attractive due to two main reasons. Firstly, since these techniques do not require access to raw sinogram or list-mode data, they cater to a wider base of users who only have access to the final reconstructed images. Secondly, data size is a major factor affecting the accuracy of AI models and most large image repositories and databases contain only the reconstructed images but no raw data, making it more practical to train AI models that receive image-domain inputs.

It should be noted that most large data repositories that enable robust training and validation of AI-based image enhancement models are acquired over multiple hospitals and imaging centers. For these multi-site studies, inter-site differences in scanner models and image acquisition protocols (including radiotracer dosage, scan duration, and image reconstruction parameters) could lead to significant variability in image characteristics. As a result, many image enhancement techniques are motivated by the need for data harmonization across multiple data sources so as to enable collective use. This review will discuss emerging PET image enhancement techniques that are particularly
useful for data harmonization. A major bottleneck toward the robust training and validation of AI models for medical imaging modalities like PET is the need for centralized curation of data, which is mired in patient privacy regulations and data ownership concerns. Federated learning, which involves the sharing of deep learning models across institutions in place of data sharing, offers a promising path to circumvent the data sharing bottleneck and facilitate AI practice in the medical domain. We will also discuss emerging trends in federated learning as it relates to PET.

In section 2, we tabulate and discuss recently published AI-based PET image enhancement approaches, including both supervised and unsupervised techniques. In section 3, we highlight several active areas of research that are of direct relevance to PET image enhancement. Finally, in section 4, we discuss future directions, identify barriers, and conclude the paper.

2. Summary of Existing Methods

2.1. Overview

The PET image denoising and deblurring problems both involve the retrieval or restoration of a clean image from its corrupt counterpart. For the denoising problem, the corrupt image is a low-count (also referred to as low-dose) image while the clean image is a higher-dose image. For the deblurring problem, the corrupt image is a lower-resolution counterpart of a higher-resolution clean image. Unlike model-based approaches employed in conventional image processing where the denoising and deblurring problems are associated with very different models, the difference between AI-based image deblurring and denoising often lies in the data used for training. It should be noted here that, while a methodological dichotomy exists, in many practical scenarios, the objective may be to simultaneously deblur and denoise an image.

![Fig. 1. Examples of corrupt (left), clean (middle), and enhanced (right) images for the denoising problem (top) and the deblurring problem (bottom). In the denoising example, a 3D U-Net network was used to produce the denoised image from a 20% low-count image. In the deblurring example, a very deep convolutional neural network was used to generate](image)
a high-resolution PET image similar to those produced by the Siemens HRRT dedicated brain scanner from a low-resolution one generated by the Siemens HR+.

Fig. 1 shows examples of corrupt, clean, and restored/enhanced images for the denoising and deblurring problems. The images are all based on human PET imaging using the $^{18}$F-fluorodeoxyglucose ($^{18}$F-FDG) radiotracer. For both the denoising and deblurring examples, the enhanced images were produced by neural networks that received the corrupt image as its input.

The denoising and deblurring problems aim to compute an estimate, $\tilde{x}$, of a clean image $x$ from its corrupt counterpart $y$ in the form of some explicit or implicit function, $\tilde{x} = R(y)$. Traditional image processing approaches compute the unknown image using either an analytic formula or a model-based iterative procedure. Unlike traditional analytic or iterative image processing methods, AI-based approaches for image enhancement learn the mapping from the corrupt to the clean image directly from the data. For a parametric model, this mapping is of the form $\tilde{x} = f(y,w)$, where the vector $w$ is a set of “weight” parameters for the neural network computed during the network training phase. This is achieved by minimizing a loss function. The majority of AI models for image enhancement are based on supervised learning. A supervised learning setup requires paired clean and corrupt images for network training, as illustrated in Fig. 2. Following the training phase, the model is tested or validated on an independent subset of the data by comparing the enhanced images with the clean (ground truth) images using one or more evaluation metrics. While supervised models are simpler to design and train, their need for paired clean and corrupt inputs limits their applicability to cases where clean counterparts of corrupt images may not be available. In contrast, unsupervised learning models obviate the need for paired inputs and are currently an active area of investigation for PET image enhancement.

Table 1 presents a survey and summary of some noteworthy AI-based image enhancement efforts for PET. In the following subsections, we discuss the supervised and unsupervised model architectures, loss functions, and evaluation metrics for several of the tabulated methods.
| Task      | Learning Style | Paper                        | Method and Architecture | Data and Radiotracer | Loss Function | Input and Output                                                                 | Evaluation Metric               |
|-----------|----------------|------------------------------|-------------------------|----------------------|---------------|----------------------------------------------------------------------------------|----------------------------------|
| Denoising |                | da Costa-Luis et al. [27, 28] | 3D CNN 3 layers         | ¹⁸F-FDG simulation and human data | L2 loss       | Input: low-count PET images with and without resolution modeling, T1-weighted MR imaging, and T1-guided NLM filtering of the resolution modeling reconstruction | NRMSE Bias vs. variance curves   |
|           |                | Gong et al. [29]             | CNN with residual learning 5 residual blocks | ¹⁸F-FDG simulation data, ¹¹C-FDG human data | L2 loss + perceptual loss | Input: low-count PET, T1-weighted MR imaging                                | CRC vs. variance curves          |
|           |                | Xiang et al. [30]            | Deep auto-context CNN 12 convolutional layers | ¹⁸F-FDG human data | L2 loss + L2 norm weight regularization | Input: low-count PET, multi-contrast MR imaging (T1-weighted, T2-weighted, T2 FLAIR) | NRMSE, PSNR                     |
|           |                | Chen et al. [31]             | 2D residual U-Net        | ¹⁸F-F. Florbetaben human brain data | L1 loss       | Input: low-count PET, multi-contrast MR imaging (T1-weighted, T2-weighted, T2 FLAIR) | NRMSE, PSNR, SSIM               |
|           |                | Spuhler et al. [32]          | 2D residual dilated CNN | ¹⁸F-FDG human data | L1 loss       | Input: low-count PET, output/Training target: full-count PET                     | SSIM, PSNR, MAPE                |
|           |                | Serreno-Sosa et al. [33]     | 2.5D U-Net with residual learning and dilated convolution | ¹⁸F-FDG human brain data | -             | Input: low-count PET, output/Training target: full-count PET                     | SSIM, PSNR, MAPE                |
|           |                | Schaefferkoetter et al. [34] | 3D U-Net                 | ¹⁸F-FDG human data | L2 loss       | Input: low-count PET, output/Training target: full-count PET                     | CRC                              |
| Authors                  | Method          | Network/Architectures                                      | Data/Study Description                                                                 | Loss Function                                                                 | Input/Training Target                                                                 | Metrics                        |
|-------------------------|-----------------|------------------------------------------------------------|----------------------------------------------------------------------------------------|-------------------------------------------------------------------------------|---------------------------------------------------------------------------------------|---------------------------------|
| Sano et al. [35]        | 2D residual U-Net | Proton-induced PET data from simulations and a human head and neck phantom study | L2 loss                                                                                | Input: noisier low-count PET  
Output/Training target: less noisy low-count PET | PSNR                                                                                 |                                 |
| Wang et al. [36]        | GAN             | 18F-FDG simulated data, 18F-FDG human brain data          | L1 loss + adversarial loss                                                              | Input: low-count PET, T1-weighted MR imaging,  
Output/Training target: full-count PET                                     | PSNR, SSIM                                                                          |                                 |
| Zhao et al. [37]        | CycleGAN        | 18F-FDG human data                                         | L1 supervised loss + Wasserstein adversarial loss + cycle-consistency loss + identity loss | Input: low-count PET  
Output/Training target: full-count PET                                     | NMSE, SSIM, PSNR, SUV bias                                                        |                                 |
| Xue et al. [38]         | Least squares GAN | 18F-FDG human data                                         | L2 loss + adversarial loss                                                              | Input: low-count PET  
Output/Training target: full-count PET                                     | PSNR, SSIM                                                                          |                                 |
| Wang et al. [39]        | cGANs with progressive refinement | 18F-FDG human brain data                                  | L1 supervised loss + adversarial loss                                                  | Input: low-count PET  
Output/Training target: full-count PET                                     | NMSE, PSNR, SUV bias                                                            |                                 |
| Kaplan et al. [40]      | GAN             | 18F-FDG human data                                         | L2 loss + gradient loss + total variation loss + adversarial loss                     | Input: low-count PET  
Output/Training target: full-count PET                                     | RMSE, MSSIM, PSNR                                                               |                                 |
| Zhou et al. [41]        | CycleGAN        | 18F-FDG human data                                         | L1 supervised loss + Wasserstein adversarial loss + cycle-consistency loss + identity loss | Input: low-count PET  
Output/Training target: full-count PET                                     | NRMSE, PSNR, PSNR, SUV bias                                                       |                                 |
| Ouyang et al. [42]      | GAN             | 18F-florbetaben human data                                 | L1 loss + adversarial loss + task-specific perceptual loss                           | Input: low-count PET  
Output/Training target: full-count PET                                     | SSIM, PSNR, RMSE                                                                |                                 |
| Authors          | Methodology                                                                 | Input/Output | Losses/Generators | Network/Organization Model        | Evaluation Metrics                  |
|------------------|------------------------------------------------------------------------------|--------------|------------------|----------------------------------|-------------------------------------|
| Gong et al. [43] | GAN Generator: hybrid 2D and 3D encoder-decoder Discriminator: 6-layer CNN | 18F-FDG human data | L2 loss + Wasserstein adversarial loss | Input: low-count PET Output/Training target: full-count PET | NRMSE, PSNR, Riesz transform-based feature similarity index, visual information fidelity |
| Liu et al. [44]  | 3D U-Net cross-tracer cross-protocol transfer learning                      | 18F-FDG human data, 18F-FMISO human data, 68Ga-DOTATATE data | L2 loss | Input: low-count PET Output/Training target: full-count PET | NRMSE, SNR, SUV bias                |
| Lu et al. [45]   | Network comparison: Convolutional autoencoder, U-Net, residual U-Net, GAN, 2D vs. 3D vs. 3D | 18F-FDG human lung data | L2 loss | Input: low-count PET Output/Training target: full-count PET | NRMSE, SNR, SUV bias                |
| Ladefoged et al. [46] | 3D U-Net                       | 18F-FDG human cardiac data | Huber loss | Input: low-count PET, CT Output/Training target: full-count PET | NRMSE, PSNR, SUV bias,               |
| Sanaat et al. [47] | 3D U-Net                      | 18F-FDG human data | L2 loss | Input: low-dose PET image/sinogram Output/simulating target: standard-dose PET image/sinogram | RMSE, PSNR, SSIM, SUV bias,         |
| He et al. [48]   | Deep CNN                       | 18F-FDG simulated brain data, 18F-FDG dynamic data | L1 loss + gradient loss + total variation loss | Input: noisy dynamic PET image, MR imaging Output/Training target: composite dynamic images | RMSE, SSIM, CRC vs. variance curves |
| Wang et al. [49] | Deep CNN                       | 18F-FDG human whole-body data | Attention-weighted loss | Input: low-count PET, TI-weighted LAVA MR imaging Output/Training target: full-count PET | NRMSE, SSIM, PSNR, SUV bias         |
| Schramm et al. [50] | 3D CNN with residual learning             | 18F-FDG, 18F-PET1, 18F-FET human data | L2 loss | Input: OSEM-reconstructed low-count PET, TI-weighted MR imaging Output/Training target: enhanced PET (based on anatomical guidance) | CRC, SSIM                           |
| Jeong et al. [51] | GAN Generator: 2D U-Net Discriminator: 3-layer CNN | 18F-FDG human brain data | L2 loss + adversarial loss | Input: low-count PET Output/Training target: full-count PET | NRMSE, PSNR, SSIM, SUV bias         |
| Authors          | Method                              | Data Type                      | Loss Function         | Input Description                                                                 | Output Description                                                                 | Metrics                      |
|------------------|-------------------------------------|-------------------------------|-----------------------|-----------------------------------------------------------------------------------|-----------------------------------------------------------------------------------|------------------------------|
| Tsuchiya et al.  | 2D CNN with residual learning       | 18F-FDG human whole-body data | Weighted L2 loss      | Input: low-count PET, Output/Training target: full-count PET                      | SUV bias                                                                         |
| Liu et al.       | 2D U-Net with asymmetric skip connections | Simulated 18F-FDG brain data | L2 loss               | Input: filtered backprojection reconstructed PET, T1-weighted MR imaging Output/Training target: MLEM-reconstructed PET      | MSE, CNR, bias-variance images                                                  |
| Sanaat et al.    | CycleGAN                            | 18F-FDG human data            | CycleGAN: L1 loss + adversarial loss ResNet: L2 loss | Input: low-count PET, Output/Training target: full-count PET                       | MSE, PSNR, SSIM, SUV bias                                                      |
| Chen et al.      | 2D U-Net with residual learning     | 18F-FDG human brain data      | L1 loss               |                                                                                   | RMSE, PSNR, SSIM                                                               |
| Katsari et al.   | SubtlePET™ AI                       | 18F-FDG PET/CT human data     | -                     |                                                                                   | Subjective image quality, lesion detectivity                                    |
| Cui et al.       | Deep Image Prior                    | Simulation and human data from two radiotracers: Ga-PRGD2 (PET/CT) and 18F-FDG (PET/MR) | L2 loss               | Input: CT/MR image Output: denoised PET Training target: noisy PET                | CRC vs. variance curves                                                       |
| Hashimoto et al. | Deep Image Prior                    | 18F-FDG simulated data, 18F-FDG monkey data | L2 loss               | Input: static PET image Training target: noisy dynamic PET image Output: denoised dynamic PET image | PSNR, SSIM, CNR                                                                |
| Hashimoto et al. | 4D Deep Image Prior                 | Shared 3D U-Net as feature extractor and reconstruction branch for each output frame | Weighted L2 loss      | Input: static PET image Training target: 4D dynamic PET image Output: denoised dynamic PET image | Bias vs. variance curves, PSNR, SSIM                                           |
| Wu et al. [60] | Noise2Noise 3D CNN encoder-decoder | 18O-water human data | L2 denoising loss + L2 bias control loss + L2 content loss | Inputs: low-count PET images from one injection Output: denoised low-count PET images from another injection | CRC |
| Yie et al. [61] | Noiser2Noise 3D U-net | 18F-FDG human data | L2 loss | Inputs: extreme low-count PET Output: denoised low-count PET Training target: low-count PET | PSNR, SSIM |
| Song et al. [62] | Very Deep CNN 20-layer CNN with residual learning | 18F-FDG simulation and human data | L1 loss | Input: low-resolution PET, T1-weighted MR imaging, spatial (radial + axial) coordinates Output/Training target: high-resolution PET | PSNR, SSIM |
| Gharedaghi et al. [63] | Very Deep CNN 16-layer CNN with residual learning | Human data, radiotracer unknown | L2 loss | Input: low-resolution PET, Output/Training target: high-resolution PET | PSNR, SSIM |
| Chen et al. [64] | CycleGAN Model trained on simulation data and applied to clinical data | 18F-FDG simulated images for training and human images for validation | Adversarial loss + cycle-consistency loss | Input: low-resolution PET, Output/Training target: high-resolution PET | Visual examples only, no quantitative results |
| Song et al. [65] | Dual GANs Generator: 8-layer CNN Discriminator: 12-layer CNN | FDG simulated images for pre-training and human images for validation | Two L2 adversarial losses + cycle-consistency loss + total variation penalty | Input: low-resolution PET, T1-weighted MR imaging, spatial (radial + axial) coordinates Output: high-resolution PET Training target: unpaired high-resolution PET | PSNR, RMSE, SSIM |

Abbreviations: 2D: 2-dimensional, 4D: 4-dimensional, cGAN: conditional generative adversarial network, CNR: contrast-to-noise ratio, CRC: contrast recovery coefficient, FLAIR: fluid-attenuated inversion recovery, 18F-FMISO: 18F-fluoromisonidazole, GAN: generative adversarial network, MAPE: mean absolute percentage error, MLE: maximum likelihood expectation maximization, MSE: mean square error, MSSIM: mean structural similarity index measure, NLM: nested logit model, NRMSE: normalized root-mean-square error, OSEM: ordered subsets expectation-maximization, PSNR: peak signal-to-noise ratio, RMSE: root-mean-square error, SSIM: structural similarity index.

2.2. Supervised Learning Models and Network Architectures

Almost all AI-based PET image processing techniques, including both supervised and unsupervised techniques feature some convolutional layers in the neural network. Convolutional neural networks (CNNs), which contain convolutional layers and could also contain other layer types (e.g., pooling...
or fully-connected layers), have emerged as a vital family of image processing tools in the AI era and have been leveraged extensively for PET image enhancement.

Neural networks for image processing are often characterized as 2-dimensional (2D), 2.5-dimensional (2.5D), or 3D based on the input dimensionality. 2D models receive as inputs 2D image slices from the whole image or 2D image patches (i.e., a 2D slice from a sub-image) in one or more orientations (i.e., axial, coronal, or sagittal). A 2.5D model uses image “slabs”, i.e., sets of contiguous 2D slices, and carries some contextual information (i.e., information on the local neighborhood of a voxel) unlike their 2D counterpart. Fully 3D models receive 3D whole images or 3D image patches as inputs and tend to outperform 2D and 2.5D models [39, 45] but have steep memory requirements. Gong et al. proposed a mixed 2D and 3D encoder-decoder network to effectively synergize 2D and 3D features, which improved the fidelity of denoised images [43].

Many denoising approaches have exploited additional information from anatomical images. In many papers, noisy PET images and co-registered MR or CT images were provided to the network via distinct input channels [28, 57]. Anatomically guided approaches have been reported to improve image quality and quantitative accuracy. However, some works mentioned the potential performance degradation that could stem from inter-modality alignment errors [53].

Many of the first supervised learning techniques for PET image denoising were based on CNNs with shallower architectures, i.e., with relatively few layers. The CNN in da Costa-Luis et al., for example, was based on only 3 layers [27]. This network, termed µ-net, has relatively few unknown parameters and is well-adapted for settings with very limited training data. µ-net was demonstrated to be more robust than deeper networks which performed poorly in the validation phase due to overfitting of the training data [28]. Later CNN implementations for PET image denoising use deeper architectures, such as the implementation by Gong et al. [29]. Many CNN-based PET denoising architectures have benefitted from a residual learning strategy [66], which involves learning the difference between the clean and the corrupt images instead of directly learning the clean image [29]. Dilated convolutions have also been shown to improve PET image denoising performance [32, 67].

While most early image denoising efforts were based on pure CNNs, many recent architectural innovations have greatly boosted image denoising performance. A popular architecture widely used for many different image processing tasks today is the U-Net, which was originally proposed for image segmentation [68]. The U-Net architecture consists of a contracting path (resembling an encoder) which reduces the input dimensionality followed by an expansive path (resembling a decoder) with multiple skip connections between the paths that enable feature concatenation to aid upsampling. U-Net applications include supervised denoising models [34, 35, 42, 45] as well as unsupervised models [57-59, 61] to be discussed in section 2.3. A thorough comparison of different U-Net formats – 2D, 2.5D, and 3D – was conducted in a paper by Lu et al., which showed that a fully 3D U-Net leads to lower SUV bias than 2D or 2.5D alternatives [45]. A detailed discussion of
neural network architectures can be found in Fereshteh Yousefirizi and colleagues’ article, “Towards High-Throughput AI-Based Segmentation in Oncological PET Imaging,” of this Special Issue.

Generative adversarial networks (GANs) [69] have rapidly gained popularity in the PET image reconstruction and processing arenas. A GAN consists of two competing neural networks, a generator and a discriminator, that are simultaneously trained. For an image enhancement task, the generator seeks to produce synthetic versions of clean images while the discriminator tries to distinguish between real and synthetic versions of the clean images. Upon completion of the training, the generator would be able to synthesize a highly realistic clean image from a corrupt image. While many PET image enhancement efforts based on GANs are unsupervised, GANs have been successfully used in supervised settings to synthesize realistic clean PET images from their noisy counterparts and have been shown to outperform CNN-based alternatives [41, 42, 54, 64, 65]. Wang et al. published a PET denoising technique based on 3D conditional GANs that uses an iterative refinement scheme for robust training [39]. Ouyang et al. proposed a GAN to denoise ultra-low-dose (1% of the standard dose) amyloid PET images and used a U-Net for the generator, a feature matching adversarial loss to reduce artifacts in the synthetic images, and a task-specific perceptual loss to boost the presence of accurate neuropathological details in the images [42]. In a paper on PET image denoising by Xue et al., residual learning and self-attention were reported to improve GAN performance by preserving structural details and edges in the images [38]. Gong et al. used Wasserstein distances to boost GAN performance at the PET image denoising task and relied on task-specific initialization based on transfer learning to reduce the training time [43]. Zhou et al. used a Siamese adversarial network to recover high-dose respiratory gated PET image volumes from their low-dose gated counterparts [70].

The CycleGAN [71], a specialized configuration of two pairs of GANs originally proposed for domain translation, has found widespread use in image synthesis and processing. CycleGANs for PET image enhancement consist of two generator-discriminator pairs, with the first generator performing the mapping from the corrupt image domain to the clean image domain and the second generator performing the reverse mapping. A cycle consistency loss is introduced to ensure parity between the synthetic and the original corrupt images. Zhou et al. proposed a CycleGAN for denoising low-dose oncological images that relies on the Wasserstein distance metric for the generator loss function in order to stabilize training and showed that this method leads to low bias in both the tumor and background tissues [41]. Fig. 3 shows the network architecture and sample denoised images from Zhou et al. [41]. Zhao et al. also use the CycleGAN for low-dose PET image restoration [37]. Sanaat et al. compared CycleGAN with a residual network for 1/8 low-dose whole-body PET image denoising [54]. The CycleGAN achieved better image quality than a residual network and led to similar performance in lesion detectability compared to full-dose images.
Similar to the denoising problem, solutions to the deblurring and super-resolution problems have been developed in the image processing and computer vision communities that rely on CNNs or more complex architectures like the U-Net, GAN, or CycleGAN [72-75]. Specifically, for PET image enhancement, Song et al. used a very deep CNN architectures with 20 layers [62]. Alongside low-resolution PET, the network received high-resolution anatomical MRI inputs to facilitate resolution recovery. High-resolution PET image patches were used as targets for network training. To accommodate the spatially varying nature of PET image resolution, radial and axial locations for each input patch were passed as additional inputs to the CNN. Training was performed in supervised mode for both simulation and clinical data, and it was shown that the very deep CNN with anatomical guidance outperforms penalized deconvolution as well as shallower CNNs.
2.3. Unsupervised, Weakly-Supervised, and Self-Supervised Learning Models and Network Architectures

The techniques discussed in the previous section are all based on supervised learning and require clean target images corresponding to each corrupt image for network training. In clinical settings, such paired datasets are difficult to come by. For denoising, this would require high-count images corresponding to each low-count image. Such image pairs can be generated by performing rebinning on high-count list-mode data [32, 76], but this step would require access to raw list-mode data. For the deblurring task, a supervised learning model would require a high-resolution image corresponding to each low-resolution image. This can be achieved either by performing two scans of the same subject, one on a state-of-the-art high-resolution scanner and another on a lower-resolution scanner, or by artificially degrading a high-resolution PET image using the measured or estimated PSF corresponding to the low-resolution input. These stringent data requirements limit the practical utility of supervised learning models. This has led to a steadily growing interest in unsupervised models for PET denoising and deblurring. It should be noted that the term *self-supervised* learning is often used to refer to some unsupervised techniques that learn the corrupt-to-clean mapping directly from the input image (e.g., from neighborhood information or population-level characteristics) without requiring a separate paired clean image. *Weakly supervised* methods, on the other hand, rely on noisy or imprecise targets for supervision.

The Noise2Noise technique is a promising weakly supervised denoising approach that reconstructs a clean image from multiple independent corrupt observations [77]. This method was applied to multiple noise realizations of a PET image with similar counts by Chan et al. to create a denoised PET image and was shown to be able to suppress noise while promoting a natural noise texture and reducing speckle and clustered noise [78]. Wu et al. applied Noise2Noise for denoising $^{15}$O-water dynamic PET images with a short half-life of only ~2 min, which tend to be extremely noisy, by using noisy time-frames from separate injections as the independent noise realizations required for the Noise2Noise method [60].

The Noise2Noise technique requires at least two noise realizations, which are not available for most clinical datasets, except for tracers with short half-lives that enables repeated scans with low total patient dose, such as $^{15}$O-water and $^{82}$Rb. In comparison, the Noisier2Noise approach trains the network with noisy and noisier image pairs, where the noisier image is derived from a single noise realization with added synthetic noise based on a known statistical model [79]. Yie et al. compared PET image denoising performance of Noisier2Noise with Noise2Noise and a supervised approach [61]. Their Noisier2Noise model was trained using PET images acquired over 10-s time frames as the input and corresponding 40-s duration images as the target. It was compared with Noise2Clean (input: 40-s duration images, training target: 300-s duration images) and Noise2Noise (pairs of 40-s duration images used for network training). Their results show that, while Noise2Noise and Noise2Clean demonstrate comparable denoising performance, Noisier2Noise is effective at noise suppression while maintaining the noise texture in the input.
The deep image prior is another very popular and versatile technique which is unsupervised and was originally demonstrated to be useful for a wide range of image restoration problems [80]. This method is founded on the idea that the intrinsic structure of a generator network is able to capture low-level image statistics and can be used to regularize an image without any learning. Cui et al. used the deep image prior with a U-Net based generator to denoise PET images in an unsupervised manner. Instead of providing a random input to the generator, they provided an anatomical image at the input and reported notable improvements in the contrast-to-noise ratio [57]. Hashimoto et al. use the deep image prior for dynamic PET imaging denoising and used a less noisy static PET image as the input to a U-Net generator [59].
Unsupervised methods for PET image deblurring and partial volume correction are still emerging. Song et al. reported a dual GAN architecture somewhat similar to the CycleGAN for self-supervised resolution recovery of PET images using unpaired low- and high-resolution image sets [65]. Fig. 4 shows the network architecture and sample denoised images from Song et al. [65]. The network received as inputs a low-resolution PET image, a high-resolution anatomical MR image, spatial information (axial and radial coordinates), and a high-dimensional feature set extracted from an auxiliary CNN which was separately trained in a supervised manner using paired simulation datasets.

2.4. Evaluation Metrics

Traditionally, PET image reconstruction and enhancement techniques are assessed by studying the tradeoff between two statistical measures – bias and variance. The normalized root-mean-square error is an error metric with broad application in many domains and is frequently used in the context of PET as well. In addition, the mean absolute percentage error, peak signal-to-noise ratio and structural similarity index, two image quality metrics popular in the computer vision community, are frequently used nowadays to evaluate AI-based PET image enhancement techniques. In addition, metrics like the contrast recovery coefficient, contrast-to-noise ratio, and SUV bias are also widely used. In the following, the ground truth and estimated images are denoted $x$ and $\hat{x}$ respectively. We use the notations $\mu_x$ and $\sigma_x$ respectively for the mean and standard deviation of $x$ based on averaging over the voxels, with $N$ being the number of voxels in the whole image or over one ROI.

1. Bias and Variance: Many image enhancement techniques reduce noise in the images by adding bias. It is desirable to simultaneously achieve both low bias and low variance. When $M$ noise realizations of the enhanced image are available, the bias and variance at the $i$th voxel can be computed as follows:

$$\text{bias}_i = \frac{1}{M} \sum_{k=1}^{M} (\hat{x}^k_i - x_i),$$

$$\text{var}_i = \frac{1}{M} \sum_{k=1}^{M} \left( \hat{x}^k_i - \frac{1}{M} \sum_{j=1}^{M} (\hat{x}^j_i) \right)^2,$$

where $j$ and $k$ are sample indices. To study the bias-variance tradeoff, the bias and variance (for all voxels or within an ROI) can be plotted against each other. Among a set of image reconstruction or enhancement techniques being compared, the method with the lowest lying bias-variance curve is preferred. This is a very robust technique but requires the knowledge of the ground truth and multiple noise realizations, both of which are feasible in simulations.

2. Normalized Root-Mean-Square Error (NRMSE): The NRMSE can be computed by normalizing the root-mean-square error by the mean:

$$\text{NRMSE}(\hat{x}, x) = \frac{\sqrt{\frac{1}{N} \sum_{i=1}^{N} (\hat{x}_i - x_i)^2}}{\mu_x}.$$ 

3. Mean Absolute Percentage Error (MAPE): The MAPE can be computed as:

$$\text{MAPE}(\hat{x}, x) = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{\hat{x}_i - x_i}{x_i} \right|.$$
4. **Peak Signal-to-Noise Ratio (PSNR):** PSNR is defined as the ratio of the maximum signal, typically the maximum image voxel value that could be sensitive to noise, to the noise power:

\[
\text{PSNR}(\hat{x}, x) = 10 \log_{10} \left( \frac{\text{max}(x)^2}{\frac{1}{N} \sum_{i=1}^{N} (\hat{x}_i - x_i)^2} \right).
\]

5. **Structural Similarity Index (SSIM):** SSIM [81] is a well-accepted measure of the perceived consistency of the image and is computed as:

\[
\text{SSIM}(\hat{x}, x) = \frac{(2\mu_{\hat{x}} \mu_x + C_1)(2\sigma_{\hat{x}x} + C_2)}{(\mu_{\hat{x}}^2 + \mu_x^2 + C_1)(\sigma_{\hat{x}}^2 + \sigma_x^2 + C_2)}
\]

where \( C_1 \) and \( C_2 \) are parameters that are used to stabilize the division operation and \( \sigma_{\hat{x}x} \) is the covariance of the \( x \) and \( \hat{x} \).

6. **Contrast Recovery Coefficient (CRC):** The CRC for a target ROI \( \mathcal{R} \) with respect to a reference region \( \mathcal{R}_{\text{ref}} \) (e.g., a tumor vs. its background) is defined as follows:

\[
\text{CRC} = \frac{\mu_{\hat{x}}^\mathcal{R} - \mu_x^\mathcal{R}_{\text{ref}}}{\mu_x^\mathcal{R}_{\text{ref}}}
\]

7. **Contrast-to-Noise Ratio (CNR):** The CNR for a target ROI \( \mathcal{R} \) with respect to a reference region \( \mathcal{R}_{\text{ref}} \) (e.g., a tumor vs. its background) is defined as follows:

\[
\text{CNR} = \frac{\mu_{\hat{x}}^\mathcal{R} - \mu_x^\mathcal{R}_{\text{ref}}}{\sqrt{\left(\sigma_{\hat{x}}^\mathcal{R}\right)^2 + \left(\sigma_x^\mathcal{R}_{\text{ref}}\right)^2}}
\]

To assess how well an enhanced image performs relative to the original corrupt image, some papers compute a CNR improvement ratio by taking the difference between the CNRs of the enhanced and original images and dividing it by the CNR of the original image.

8. **SUV Bias:** The SUV is a semi-quantitative metric that is widely used in clinical practice. The mean or the maximum SUV in an ROI \( \mathcal{R} \) are both commonly used for ROI quantitation. To assess how well an enhanced image performs relative to the original corrupt image, the SUV change can be computed by taking the difference between the mean or maximum SUV of the enhanced and original images and dividing it by the corresponding number of the original image.

The above metrics are all task-independent metrics that assess image quality globally or for an ROI. PET images are often acquired for a specific clinical task, e.g., detection of a cancerous lesion. A general improvement in image quality may not always proportionately impact the accuracy of the final clinical task. This has led to the development of task-based image quality metrics that are application-dependent. Liu et al., for example, investigated the impact of noise reduction achieved via deep learning on lesion detectability as a function of count statistics based on a cross-center phantom study [82]. Their U-Net based denoiser substantially improved the detectability of small
lesions in low-count PET images even though there was reduced contrast in both liver and lung lesions. In a study conducted by Schaefferkoetter et al., three experienced physicians ranked denoised PET images based on both subjective image quality and lesion detectability for different noise/count levels [34]. Their U-Net based denoiser outperformed Gaussian filtering in terms of physician-assigned image quality ranks with the largest improvement reported for the lowest-count images. When evaluated for lesion detectability – a task-specific metric, AI seemed to only be beneficial for the low-count images. For standard-count images, U-Net and conventional Gaussian filtered images led to similar lesion detectability outcomes. Xu et al. used an FDA-cleared AI-based proprietary software package SubtlePET™ to enhance low-dose noisy PET images of lymphoma patients and reported that standard-count and AI-enhanced low-count PET images led to similar lymphoma staging outcomes based on assessments by two physicians [83]. Katsari et al. also used SubtlePET™ to process 18F-FDG PET/CT examinations obtained with 66% standard dose [56]. Their results showed that there was no significant difference between AI-enhanced low-dose images and standard-dose images in terms of lesion detectability and SUV-based lesion quantitation. Nai et al. conducted a lesion-detection study using a PET/CT protocol for lung screening based on 30% of the standard radiotracer dose [84]. The study found that the AI-processed low-dose images achieved substantial image quality improvement and were able to preserve lesion detectability. Chen et al. also found that AI-enhanced 1%-dose PET images achieved comparable accuracy for amyloid status determination as standard-dose images [55]. Tsuchiya et al. conducted a study involving 18F-FDG PET datasets from 50 patients and reported AI-based image enhancement significantly improved tumor delineation and overall image quality and suppressed image noise compared to a conventional Gaussian filter [52]. A more detailed description of task-based assessment of AI can be found in Abhinav K. Jha and colleagues’ article, “Objective Task-Based Evaluation of Artificial Intelligence-Based Medical Imaging Methods: Framework, Strategies and Role of the Physician,” of this Special Issue.

2.5. Loss Functions
The loss function plays an important role in network training. Table 1 specifies the loss function(s) used in each listed paper. The most common loss function used for image enhancement applications is the mean squared error loss, which is based on the L2 norm of the difference between the network output and the training target and is also referred to as the L2 loss. A common alternative is the L1 loss, which is based on the L1 norm and is less sensitive to outliers than the L2 loss. Some papers have used an L2 or L1 loss term based on the difference between the gradients of the output and target as a way to better preserve structural information in images [40, 48]. A number of loss functions compare probability distributions instead of individual data points. One such common measure from information theory widely used as a loss function in machine learning is the Kullback-Leibler divergence, which measures how one probability distribution diverges from a second expected probability distribution. Another common loss function, the Jensen-Shannon divergence, is based on the Kullback-Leibler divergence but is a symmetric measure with an upper bound of 1. This divergence metric computed between the generator output and observed data distributions is commonly minimized for GAN training. The Wasserstein distance, also known as the earth mover’s
distance, has gained popularity as a loss function for many image enhancement problems. Several of the GAN-based denoising papers discussed in this article and highlighted in Table 1 rely on a Wasserstein loss function. The commonly used evaluation metric SSIM and its variant multi-scale SSIM have also been used as a loss function in certain applications. Another notable loss function for many imaging applications, including PET, is the perceptual loss [85] which is based on differences between high-level image feature representations extracted by a given network those from a pre-trained CNN (mostly commonly a pre-trained VGG16 network [86]. Perceptual loss has been shown to be very effective at improving the visual quality of images.

3. Emerging Approaches and Novel Applications

3.1. Overview

The past trends in AI-based PET image enhancement have been presaged by related developments in the broader machine learning community. Some areas of emphasis in image processing and computer vision research today include the development of approaches that enable the collation and collective use of datasets across multiple centers to ensure higher volume and variety of training data and improved generalization of the resultant models. Another focal area in the machine learning field is the development of models that are interpretable. These efforts are only beginning to percolate through the medical imaging arena with relatively few applications demonstrated on PET imaging at this point. In the following sub-sections, we will discuss some of these areas which are either beginning to impact PET imaging or are likely to do so in the near future.

3.2. Transfer Learning

Transfer learning involves training a model on one (usually larger) dataset and fine-tuning it for a related application using a different dataset [87, 88]. While transfer learning is not a new approach, it continues to find novel applications in the medical imaging field. It is particularly valuable in applications where the training data is limited, a scenario very commonly encountered in clinical settings. The image denoising technique by Gong et al. described earlier, for example, uses a model pre-trained with simulation data and subsequently fine-tuned with real data [29]. As can be seen from Table 1, the overwhelming majority of AI-based efforts in PET are based on the $^{18}$F-FDG radiotracer. Smaller data sizes for non-FDG radiotracers and/or extremely long/short half-lives of some radioisotopes are impediments to the training of AI models based on radiotracers other than $^{18}$F-FDG. Liu et al. used transfer learning to extend denoising models trained on $^{18}$F-FDG PET images to data based on two less-used tracers: $^{18}$F-fluoromisonidazole (commonly referred to as FMISO) and $^{68}$Ga-DOTATATE [44]. They reported that fine-tuning greatly reduced NRMSE and ROI bias and improved the signal-to-noise ratio compared to cases with no transfer learning. Chen et al. used transfer learning to generalize a deep learning model to overcome data bias in multi-site PET/MR studies where there are disparities in acquisition protocols and reconstruction parameters [89]. In this study, a U-Net network was pretrained using data from a GE SIGNA scanner with time-of-flight capability and subsequently finetuned using the data from a Siemens mMR scanner.
3.3. Federated Learning

Data security and privacy issues are of great importance in the medical domain and pose a formidable barrier to the collation of large multi-center patient databases for the effective training and validation of AI models. Usually, in machine learning based on multi-site data, the data from each location are uploaded to a centralized server and subsequently used for model training and validation. Federated learning is a novel and increasingly popular alternative to the traditional centralized learning paradigm and involves distributing the model training task across sites and eventually aggregating the results [90]. It allows collaborative and decentralized training of deep learning models without any patient data sharing. In federated learning, each site uses its local data to train the model and shares the trained model parameters with a centralized server which builds an aggregate model that is shared back with the individual sites. Federated learning has become a common trend in the medical imaging domain by enabling access to distributed data for training deep learning models while abiding by patient privacy regulations. Applications of federated learning in medical imaging are gradually emerging. Its utility has been demonstrated in the context of classification problems based on MRI and CT imaging. For example, Li et al. used federated learning for MRI-based brain tumor segmentation [91]. Additionally, Kumar et al. and Dou et al. used federated learning models for COVID-19 detection using chest CT scans [92, 93]. While federated learning has not been extensively investigated for PET, the multi-site transfer learning study by Chen et al. involved model sharing across sites and compared finetuned models with directly trained models for site-specific datasets [89].

3.4. Data Harmonization

Data heterogeneity is a major bottleneck while processing multi-center medical imaging studies. Differences in image acquisition protocols (including scan time), scanner models, image reconstruction parameters, and post-reconstruction processing could lead to substantial variability in image characteristics, e.g., image size, field-of-view, spatial resolution, and noise. Scan time differences in acquisition protocols could lead to drastically different noise levels across sites. Collective processing of such image pools often involves aggressive Gaussian filtering that would render the lowest-count images usable but over-smoothing the higher-count images in the process. In many longitudinal multi-site PET studies, some sites stick to lower-resolution legacy scanners for temporal consistency while others have access to state-of-the-art high-resolution scanners. In such scenarios, a common harmonization strategy involves degrading higher-resolution images to match the spatial resolution of the lowest-resolution images. The PET image denoising and deblurring techniques discussed in this review all have broad applicability for image harmonization as they enable improving the resolution and noise characteristics of the lowest-quality images instead of degrading the highest-quality images. The super-resolution techniques published by Song et al. [62, 65] are useful for data harmonization as they focus on developing a mapping from a low-resolution image domain (of a legacy scanner) to a high-resolution image domain (of a state-of-the-art dedicated brain PET scanner).
Besides harmonization between images, PET is unique in that there is potential for using AI for “within-image” harmonization. Notably, the resolution of PET images is spatially variant with the resolution at the periphery typically much worse than that at the center of the image. Such resolution nonuniformities pose a severe challenge to PET quantitation. Over the years, the PET community has taken great interest in spatially-variant regularization techniques that generate uniform resolution PET images [94, 95]. AI-based PET image enhancement techniques that achieve uniform resolution are yet to be explored, but these methods may offer an accessible, purely post-processing-based solution to a longstanding problem in PET.

3.5. Reinforcement Learning

There are three fundamental machine learning paradigms: supervised, unsupervised learning, and reinforcement learning. While the first two have been discussed here at length, reinforcement learning is only beginning to be applied for image enhancement and restoration. In reinforcement learning, an artificial agent interacts with its environment through a series of actions intended to maximize the reward for a given task. Smith et al. reported using reinforcement learning for PET image segmentation [96], where the main objective was to detect the location of a lesion by moving a bounding box in different directions in the image to maximize a cumulative reward. The reward function in this scenario was a measure of the agreement between the predicted location of the detected lesion that of the one predefined by radiologists. While reinforcement learning has been used for image segmentation, its applications to image enhancement are gradually emerging. The pixelRL technique is one such approach, which was shown to work for a variety of image processing problems [97]. This method poses an image enhancement tasks as a multi-agent reinforcement learning problem, where each pixel has an agent which can alter the pixel intensity by taking an action intended to maximize a reward. Other examples of reinforcement learning used for image enhancement include a superkernel approach proposed for image denoising [98] and the RL-Restore technique for image restoration [99]. While medical image enhancement based on reinforcement learning is in a nascent stage, it is a most promising research direction for PET. PET image enhancement, for example, could be formulated as a multi-agent reinforcement learning problem where the intensity (i.e., the current state) of each voxel can be iteratively updated by means of an agent’s action. The rewards can be defined as either image-based metrics or clinical task-based metrics. By defining rewards that are based on clinical tasks, it may be possible to integrate clinical decision making with image enhancement, thereby making it easier to assess the clinical benefit of the image enhancement scheme.

3.6. Interpretability

The “black-box” format of AI models sometimes makes them less attractive in a clinical setting where intuitive explanations are sought by the clinical end-users. Emerging interpretable or explainable AI techniques, therefore, have garnered high levels of interest in the clinic. Most interpretable AI tools for medical imaging have focused on image classification problems [100-104]. Current computer vision literature shows a rising trend in papers on interpretable AI models for image deblurring, particularly blind image deblurring. In this category, unrolled deep networks are
notable. Unrolled deep networks incorporate a physical model based on with prior domain knowledge, which makes them fundamentally interpretable. They typically have efficient implementations free of the usual computational costs and inaccuracies associated with model inversion [105-107]. Although the unrolling methods explored so far in PET are in the context of image reconstruction, unrolled networks are equally promising for post-reconstruction PET image enhancement techniques like denoising and deblurring as they can incorporate knowledge of Poisson statistics (for image denoising) and measured spatially variant point spread functions (for image deblurring). Attention-based approaches have been widely used to create explainable AI models, and recently they have been applied to image super-resolution [108]. Manifold modeling in embedded space has been proposed as an interpretable alternative to the deep image prior with broad applications in image denoising, super-resolution, and other inverse problems [109]. These methods are both highly relevant and easily extensible to PET imaging and, therefore, are likely to assume a more prominent role in PET image enhancement in the near future.

4. Conclusion
The excitement around AI in the PET imaging field is no surprise given the promising early results for the ill-posed inverse problems that have plagued the field since its infancy. Most papers discussed here demonstrate that AI-based approaches for PET image enhancement outperform conventional methods by a striking margin. Despite the rich variety in AI efforts for PET enhancement, a key challenge that we are facing today stems from the poor generalizability of most trained models. Data size and variability remain challenges to model training using medical image data and often lead to models that do not generalize well to diverse datasets. A performance drop is often observed when a trained network is applied to data from a different domain (i.e., different scanner, different scanning protocol, different tracer, different reconstruction settings). For example, in PET denoising, when the AI model is trained on PET images with a specific noise level, it could have insufficient denoising in noisier PET images or over-denoising/oversmoothing in less noisy PET images. Specifically, in the context of PET, there is interest in models that perform well on images with resolution and noise characteristics that are very different from the training data. While the recently proposed unsupervised denoising and deblurring models are significant steps to circumventing this challenge, there remains a performance gap between supervised and unsupervised approaches that needs to be bridged. Federated learning also offers the promise to surmount formidable barriers to data access and could lead to the development of more robust models, the performance of which can be replicated in data from multiple sites. Developments in this direction would be vital for engendering confidence in AI-based models and in ensuring the long-term success of AI in the PET imaging field.

While the review focus on AI-based post-reconstruction PET image enhancement, advanced sinogram denoising and PET image reconstruction techniques are vital to improve the image quality for post-reconstruction image enhancement. Sanaat et al. found that AI-based sinogram denoising outperformed AI-based image space denoising with higher image quality and lower SUV bias and
variance [47]. The integration of AI-based reconstruction and post-reconstruction image enhancement has the potential to push advances in the performance of the underlying technology. Developments of intelligent image acquisition, reconstruction, analysis, detection, and diagnosis would release the super-power of AI.

While AI models have shown high performance when adjudged solely based on image quality measures, the performance margins over traditional approaches get slimmer for task-based measures. Unlike the models discussed in this paper, which receive corrupt images as inputs and create enhanced images at outputs, there also exist many “end-to-end” approaches that start with raw data, extract features, and directly output a clinical decision. While this latter group of models are optimized for clinical tasks, these are mostly black-box approaches that do not generate enhanced images. Interpretable image enhancement models that adopt an intermediate path which merges the image enhancement task with one or more clinical decision-making tasks could bridge the existing gap in knowledge and lead to goal-oriented image enhancement. Interpretability would also be vital for ensuring the wider adoptability of AI-based models in the clinic as it would address skepticism among clinicians about the black-box nature of these models.

The community would also benefit from standardized datasets for benchmarking AI models for image enhancement. This would address the disjointedness of current efforts and allow approaches to be evaluated against a common standard. While code sharing is an increasingly common practice in the PET community nowadays, the sharing of trained models would also be vital for fair evaluation of emerging approaches. As in most other research areas, AI-based methods in the PET field today have appreciable momentum. There is reason to be hopeful that creative solutions to the aforementioned problems await us in the near future. With more diverse datasets, rigorous and reproducible validation standards, and innovative models that integrate with existing clinical pipelines, AI-based models for PET image enhancement could ultimately lead to improved diagnosis, prognosis, and treatment evaluation and increasingly personalized approaches to healthcare.
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