Unconventional superconductivity from weak coupling
A unified perspective on formalism and numerical implementation
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Abstract. We develop a joint formalism and numerical framework for analyzing the superconducting instability of metals from a weak coupling perspective. This encompasses the Kohn–Luttinger formulation of weak coupling renormalization group for superconductivity as well as the random phase approximation imposed on the diagrammatic expansion of the two-particle Green’s function. The central quantity to resolve is the effective interaction in the Cooper channel, for which we develop an optimized numerical framework. Our code is capable of treating generic multi-orbital models in two as well as three spatial dimensions and, in particular, arbitrary avenues of spin-orbit coupling.

1 Introduction

Correlated metals can be the parent state for unconventional superconductivity [1]. Opposed to doped Mott insulators such as the famous copper oxide superconductors [2,3] where a strong coupling perspective appears unavoidable at low doping, condensed matter research in the past decades has witnessed a plethora of superconducting materials where the parent state is metallic and yet the pairing mechanism is likely to be mediated by electrons rather than phonons. As an indication for its nevertheless correlated character, the metallic state often experiences itinerant magnetism, a pronounced profile of dynamic spin fluctuations, or even charge-type species of seeding particle hole fluctuations. Their impact on pairing, within a leading approximation, is included in the random phase approximation (RPA) treatment of the superconducting instability in the particle–particle channel of the two-particle Green’s function [4–6]. There, the RPA reduces to a geometric series summation of the particle–hole bubble, which in principle tracks all types of particle–hole fluctuations that can result in an instability of the metallic state to superconducting pairing. While the assignment of a rigorous convergence radius to the RPA approximation is an open problem, it is apparent that the error should increase with the electronic coupling strength, since most higher order diagrammatic contributions are neglected in the RPA. Nevertheless, the RPA remains a useful tool for a qualitative analysis of superconductivity at intermediate coupling. It rests on the hypothesis that the particle–hole bubble is the central source of pairing and its resummation to arbitrary orders yields a valid description even beyond the limit of perturbative coupling strengths. Further refinements from a metallic parent state can be accomplished by functional renormalization group (FRG) where leading vertex corrections are retained and all two-particle channels are treated on equal footing [7,8].

From a somewhat complementary perspective, Kohn and Luttinger [1] analyzed the emergence of Fermi surface instabilities in the infinitesimal coupling limit. Decades later, this was the basis for a related more systematic treatment for superconducting instabilities by Raghu, Scalapino, and Kivelson [9–14]. The resulting ansatz is henceforth labelled weak coupling renormalization group (wcRG). Its central motif is to retain analytical control over the expansion in the particle–particle channel and thus obtain a rigorous formulation of unconventional pairing in the limit of vanishing coupling. The wcRG and RPA approach hence incorporate a different teleological background even though they still exhibit strong formal similarities. In particular, with respect to numerical performance, everything condenses into the efficient computation of the particle–hole bubble as the central building block for the effective particle–particle interaction in the Cooper channel.

In this article, we develop a joint formalism and numerical framework for the analysis of unconventional superconductivity in correlated metals from the perspective of RPA and wcRG. We show that the generalized susceptibility enables a unified numerical formulation of the RPA and wcRG methods and propose a generalization for the exact treatment of generic long range interactions in both approaches. Including arbitrary types of spin orbit coupling into general multi orbital models can cause problems due to the residual gauge degree of freedom in the choice of eigenstates.
This problem and its implications on the exploitation of symmetries is spelled out explicitly and resolved for the two particle Cooper vertex. We present a sophisticated Fermi surface discretization scheme as well as a controlled approximation for the integration of the particle–hole bubble and show that our approach allows for the numerically efficient reproduction of various literature results within the same numerical framework. The model systems we choose for this purpose include the single orbital Hubbard model on the square lattice and the honeycomb Hubbard model, and also consider spin orbit coupling, long-range Coulomb interactions, and hoppings from long-range hybridization. To approach three spatial dimensions, we investigate the transition from a layered square lattice to a simple cubic and body centered cubic lattice.

### 2 Methods and mathematical formalism

In this section we begin by outlining the class of model Hamiltonians considered in our method description. This is followed by a general formulation of the wcRG in Sect. 2.2. Here we focus on an approach centering around the calculation of the generalized susceptibility $\chi$ and introduce a strictly more general object $\tilde{\chi}$ that may be used to implement long range interactions efficiently. Section 2.3 shows that the same object can be used to calculate the susceptibility in the RPA approximation. This equalizes the scaling of numerical cost in both methods.

#### 2.1 Generalized Hubbard model

The formalism developed in this article concerns a generalized Hubbard type model with combined orbital and sublattice degrees of freedom denoted $\omega_i$ occupied by spinful electrons. The kinetic part of such a model can be generically represented by a tight-binding type Hamiltonian

$$H_0 = \sum_{\omega_0,\omega_2} \sum_{n_0,n_2} t_{a_2a_0}(r_2 - r_0)c_\omega^\dagger c_0,$$

where $a_i = (w_i, s_i)$ is a fused spin, orbital and sublattice index, $c_\omega^\dagger$ denotes the creation operator of an electron with indices $a_i$ on a lattice site $r_i$ and $t$ describes the amplitude and phase of a translation invariant hopping process between states $c_\omega^\dagger |0\rangle$ and $c_0^\dagger |0\rangle$.

Such a model is readily simplified by utilizing its translation invariance with a Fourier transformation

$$H_0 = \sum_k \sum_{\omega_0,\omega_2} \left( \sum_r t_{a_2a_0}(r)e^{-ikr} \right) c_{\omega_2,k}^\dagger c_{\omega_0,k},$$

and subsequently solved by numerical diagonalization of the matrix

$$h_{a_2a_0}(k) = \sum_{r_k} t_{a_2a_0}(r_k)e^{-ikr_k} = \sum_{\alpha_i} v_{a_2\alpha_i}(k)\epsilon_{\alpha_i}(k)v_{a_\alpha_i}^\ast(k). \quad (3)$$

The solution is described by (possibly degenerate) band energies $\epsilon_{\alpha_i}(k)$ (eigenvalues) and a complete set of orthonormal eigenvectors $v_{a_\alpha_i}(k)$ of the matrix, encoding the orbital-spin structure of the energy eigenstates. For multi site models it is important to note that we use the Fourier transform to momentum space in “proper” gauge as defined in Ref. [15]. In short this amounts to a transformation which acts as if all orbital positions lie in the center of the Brillouin zone, ensuring the momentum space Hamiltonian’s periodicity under reciprocal lattice vectors. This allows the definition of all other operations without explicit specialization of the Brillouin zone (BZ) in which to evaluate as they are equivalent.

A crucial observation to make at this point is the fact that the $v_{a_\alpha_i}(k)$ are only defined up to gauge transformations i.e., $e^{i\epsilon_{\alpha_i}(k)}v_{a_\alpha_i}(k)$ are equally valid solutions to the eigenvalue problem given by Eq. (3). Additional care must be taken in the case of degenerate bands where not only the phase but also the basis in the space of degenerate states is undefined by the eigenvalue problem. While the second issue is easily circumvented by analytical separation of the spin degree of freedom in the case of non spin orbit coupled systems, the first is ubiquitous for models requiring a numerical solution of Eq. (3). This ambiguity in the choice of eigenstates poses difficulties in the analysis of Hubbard type models due to the gauge-dependence of the bare interaction in band space as we will elaborate now.

The most general interaction we consider in this article is given by the quartic Hamiltonian

$$H_I = \sum_{\{\alpha_i\}} U_{\alpha_0\alpha_1\alpha_2\alpha_3}(\mathbf{r}_1,\mathbf{r}_2,\mathbf{r}_3) c_\alpha^\dagger c_\beta^\dagger c_\gamma c_\delta,$$

where we define $\mathbf{r}_i = \mathbf{r}_i - \mathbf{r}_0$ to compactify notation and emphasize translational invariance. The sums run over $\{x_i\} = x_0, x_1, x_2, x_3$. Employing the same Fourier transform as before we find

$$H_I = \sum_{\{\beta_i\}} \sum_{\{\alpha_i\}} U_{\{\alpha_i\}\{\beta_i\}}(\mathbf{k}_i) c_\alpha^\dagger c_\beta^\dagger c_{\alpha_1} c_{\alpha_2} c_{\alpha_3} c_{\alpha_0}, \quad (5)$$

by introducing the definition

$$U_{\{\alpha_i\}\{\beta_i\}}(\mathbf{k}_i) = \delta(k_0 + k_1 - k_2 - k_3)$$

$$\sum_{\mathbf{r}_1,\mathbf{r}_2,\mathbf{r}_3} U_{\{\alpha_i\}\{\beta_i\}}(\mathbf{r}_1,\mathbf{r}_2,\mathbf{r}_3)$$

$$e^{-i(k_0\mathbf{r}_1 + k_1\mathbf{r}_2 + k_2\mathbf{r}_3)}.$$

---
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A subsequent transformation into band space seems natural and would result in

$$U_{\{\alpha_i\}}(\{k_i\}) = \sum_{\{\alpha_i\}} v_{\alpha_2\alpha_2}(k_2)v_{\alpha_3\alpha_3}(k_3) v_{\alpha_1\alpha_1}(k_1)v_{\alpha_0\alpha_0}(k_0) U_{\{\alpha_i\}}(\{k_i\}).$$

From the prior discussion about the gauge freedom in the eigenvectors $v_{\alpha_i\alpha}$, it is clear that this expression is manifestly gauge variant, making it a useful analytical device but not a computationally advantageous quantity. One can trivially avoid this issue by considering the interaction in orbital space only. This, however, is not common practice in the wcRG and functional renormalization group (fRG) literature, where calculations in band space are standard. Unfortunately performing calculations in orbital space lead to limitations of the applicability and performance of the established Fermi surface patch formulation of the fRG. The reason is that a restriction of the interaction to the Fermi surface is most useful if the interaction is also decidedly constrained to one band at the Fermi surface, resulting in a reduction of the vertex function by a factor of $N_{orb}^2$ [8,16]. Contrarily, our formulation of the weak coupling renormalization group (wcRG) via the generalized susceptibility allows for gauge invariant calculations in band space.

Having established the representation of models to be analyzed for unconventional superconducting instabilities we are going to discuss two approaches to the problem in the following. We first propose a gauge invariant formulation of the wcRG method that is based on a further generalization of the generalized susceptibility tensor known from the RPA. In a second step we will discuss how this allows a direct analytical connection and results in the natural numerical equivalence between the wcRG and the RPA.

### 2.2 Weak coupling renormalization group (wcRG)

The central assumption in the weak coupling renormalization group (wcRG) approach to unconventional superconductivity is the proposition of perturbative coupling strength. This allows a twofold simplification of the problem: Firstly we can employ the arguments thoroughly explored in Refs. [1,9], which deduce that a generic Fermi liquid subject to repulsive interactions has a superconducting and only a superconducting instability under the assumption of interactions much smaller than the bandwidth. This allows restricting the investigations to divergences of couplings in the Cooper channel. Secondly we can calculate perturbative corrections to the bare interactions using second order perturbation theory i.e., one-loop diagrams and neglect all diagrams of higher order. While this approach as well as the possibility for unconventional pairing has been first pointed out by Kohn and Luttinger [1] it was later refined via the language of the perturbative renormalization group [17,18] and subsequently reformulated for computational convenience and applications to lattice models [9]. Expanding on this work we will now present a generalized formulation of the method applicable to generic tight-binding Hamiltonians described by Eq. (1).

The kinetic energy scale of such a model is given by its bandwidth $W$, i.e., the energy difference between the states with highest and lowest energy possible in the system. Including interactions into the problem can now be done perturbatively in powers of $U/W \ll 1$ where $U$ is the largest interaction added and acts as a reference scale for all other interactions $U_i < U$. This procedure is appropriate for the investigation of thermodynamic quantities even at temperature $T = 0$ if an artificial cutoff $\Omega_0$ is introduced into the problem [9]. As long as this scale is chosen larger than the most divergent terms in the perturbative expansion e.g. the Cooper logarithms in the problem we are allowed to neglect many-body effects on the renormalization of the bare interaction. If we further restrict the cutoff to be significantly smaller than the relevant interaction energy scale for the non-singular i.e., magnetic and charge channels we can neglect it for the calculation of particle–hole fluctuations [10]. In the following $\rho$ denotes the density of states at the Fermi level. In summary the cutoff $\Omega_0$ is restricted to a parameter range

$$W \gg \rho U^2 > \Omega_0 > \epsilon(k_F) \exp \left[ - (\rho U)^{-1} \right],$$

such that an effective interaction including the renormalization effects of modes with energies larger than $\Omega_0$ can be calculated via perturbation theory in $U/W$. Due to our lower bound for $\Omega_0$ we are also guaranteed that the resulting interaction will still be small enough for the application of one loop renormalization group equations to the new theory.

Formally we start by formulating our fermionic many body problem in terms of a generating functional for vertex functions written out as a Grassman path integral with the quadratic part of the action given by $H_0$. We then integrate out all modes with energies larger than $\Omega_0$ using perturbation theory up to second order in $U/W$. The resulting theory is now composed of modes restricted to a small annulus of size $\Omega_0$ around the Fermi energy $\epsilon(k_F)$ that interact via a weak renormalized interaction $U^\text{eff}$ such that one can easily apply the standard Fermi-liquid RG procedure by Shankar and Polchinski to it [17,18]. It has been shown by explicit calculations up to fourth order in perturbation theory that this two-step procedure removes any dependence of system properties on the intermediate and artificial cutoff $\Omega_0$ [9]. The authors also clarified that the central property to be calculated is the effective interaction in the Cooper channel $U^\text{eff}_{\{\alpha\}}(k_F,q_F)$ up to one loop where the cutoff $\Omega_0$ can be neglected in the particle–hole diagrams. From the setup of our calculation it is also clear that we may restrict this calculation to momenta $k_F$, $q_F$ from the Fermi surface since these are the only relevant degrees of freedom in the second step of the renormalization. We thus adapt our notation to

$$W \gg \rho U^2 > \Omega_0 > \epsilon(k_F) \exp \left[ - (\rho U)^{-1} \right],$$
reflect this constraint to the Cooper channel:

\[ U_{\{\alpha_i\}}(k_F, -k_F, q_F, -q_F) \rightarrow U_{\{\alpha_i\}}(k_F, q_F) \]  

(9)

In the notation of this review, this effective interaction on the Fermi level may be written as

\[ U_{\{\alpha_i\}}^{\text{eff}}(k_F, q_F) = U_{\{\alpha_i\}}^{\text{bare}}(k_F, q_F) + U_{\{\alpha_i\}}^{2\text{nd order}}(k_F, q_F), \]  

(10)

where \( k_F \) and \( q_F \) are restricted to lie on the Fermi surface and we are only interested in band indices \( \alpha_i \) corresponding to zero energy modes at these momenta. The second order correction is given by the sum of the correction to zero energy modes at these momenta.

In restricting our focus to the zero energy sector without any further approximation \([17]\). With this in mind we drop all frequency labels already at this point to simplify the notation of the subsequent formulas.

In restricting our focus to the zero energy sector of the effective interaction Matsubara summation was used to solve the frequency integration analytically. The propagator pairs reduce to the well known fractions

\[ L_{\beta\beta_m}^{\text{PP}}(l) = \frac{f(T^{-1}(-\epsilon_{\beta_m}(l))) - f(T^{-1}(-\epsilon_{\beta_m}(l)))}{\epsilon_{\beta_m}(l) + \epsilon_{\beta_m}(l)} \]  

(16)

and

\[ L_{\beta\beta_m}^{\text{PH}}(l, m) = \frac{f(T^{-1}(-\epsilon_{\beta_m}(l))) - f(T^{-1}(-\epsilon_{\beta_m}(m)))}{\epsilon_{\beta_m}(l) - \epsilon_{\beta_m}(m)} \]  

(17)

with the Fermi Dirac distribution

\[ f(x) = \frac{1}{e^x + 1}, \]  

(18)

and a temperature parameter \( T \) that may be set to zero for the weak coupling approach but is kept explicit to illustrate the generality of the derivation. Note that the particle–particle diagram is explicitly regularized by restricting its integration to modes \( l \) satisfying \( |\epsilon_{\beta}(\pm 1)| > \Omega_0 \) while no such restriction is needed in the particle–hole diagrams due to the prior assumptions on \( \Omega_0 \). However, the removal of the regulator introduces divergences in \( L^{\text{PH}} \) when \( l = m \) on degenerate bands, that restrict the BZ integration to the respective zero energy states. We explicitly calculate these occurrences via a line integral along the FS using

\[ \int_{\text{FS}_\beta} \, dl \delta(\epsilon_{\beta}(l)) = \int_{\text{FS}_\beta} \frac{1}{v_F \epsilon_{\beta}(l)} \, dl \]  

(19)

where \( v_F \epsilon_{\beta}(l) \) denotes the Fermi velocity on band \( \beta \).

The calculation of the particle–particle diagram in Eq. (12) on the other hand would indeed require a careful implementation of the cutoff since its divergence is of physical origin. Fortunately, closer inspection of the formula results in the insight that the vanishing total momentum of Cooper pairs disallows the emergence of new momentum dependencies \( k_F \) or \( q_F \). Combining this perception, namely that the particle–particle diagram will always be limited to the momentum dependence of the bare interaction, with the fact that the diagram scales with \( U^2 \) compared to \( U \) for the bare interaction, allows us to neglect it completely in the limit of vanishing \( U \) \([9,10]\).

As hinted at in Sect. 2.1 the formulation of the diagrams in band space is useful for the analysis of models with a closed analytical solution for \( H_0 \) but disadvantageous for models where \( H_0 \) can only be solved by numerical matrix diagonalization. To formulate everything in terms of gauge invariant and thereby numerically preferable quantities we explicitly insert the orbital band transformation matrices from Eq. (7) into the expression for the direct particle–hole bubble above.
and notice that the expression in the last line is indeed gauge invariant. If we were able to remove the interaction terms in orbital space from the \( \mathcal{I} \) integration, the object to calculate would equal the generalized susceptibility known from random phase approximation calculations

\[
\chi_{b_b b_1 b_3} (1 - m) = \chi_{b_b b_1 b_3} (k_F - q_F) = - \int d\ell \sum_{\beta, \gamma} \chi_{b_1 \beta \gamma} (1) \chi_{b_2 \beta \gamma} (1) L_{\beta \gamma}^{PH} (1, m) \chi_{b_3 \beta \gamma} (1) \chi_{b_3 \beta \gamma} (1) .
\]  

(21)

Clearly this is possible for the case of local interactions where \( U_{\{a_1\}} \) is momentum independent but we can go beyond local interactions by rewriting the momentum dependence of the bare interaction. Let us first introduce the integrand of this generalized susceptibility as

\[
X_{b_1 b_2 b_3} (1, m) = \sum_{\beta, \gamma} \chi_{b_1 \beta \gamma} (1) \chi_{b_2 \beta \gamma} (1) L_{\beta \gamma}^{PH} (1, m) \chi_{b_3 \beta \gamma} (1) \chi_{b_3 \beta \gamma} (1) ,
\]  

(22)

for notational convenience.

Inspired by the channel decomposition of singular modes [20] and truncated unity fRG [21] we explicitly write our bare interaction in the direct particle–hole diagram representation of these approaches

\[
U_{\{a_i\}} \{ \{k_i\} \} = \delta (k_0 + k_1 - k_2 + k_3) \sum_{i,j} U_{i j}^{a_i a_j} (k_0 - k_2) f_i (k_0) f_j (k_3) ,
\]  

(23)

where the \( f_i (k) \) are a set of envelope functions adapted to the specifics of the input interaction. In the subsequent we will refer to them as form factors. In Appendix A we show that such a reformulation is generically possible for reasonable translationally invariant interactions involving a finite number of bonds and that the number of form factors is bounded by the number of sites involved in the interaction with a reference site.

Plugging Eq. (23) into our expression for the direct particle–hole diagram yields

\[
\begin{align*}
U_{\{a_1\}} (k_F, q_F) & = \sum_{\{a_1\}} v_{a_1 a_1}^* (k_F) v_{a_1 a_1} (k_F) v_{a_2 a_2} (q_F) v_{a_3 a_3} (q_F) v_{a_4 a_4} (q_F) \\
& = \sum_{\{a_1\}} \int d\ell \sum_{\beta, \gamma} \chi_{b_1 \beta \gamma} (1) \chi_{b_2 \beta \gamma} (1) L_{\beta \gamma}^{PH} (1, m) \chi_{b_3 \beta \gamma} (1) \chi_{b_3 \beta \gamma} (1) \\
& \int d\ell X_{b_1 b_2 b_3} (1, m) f_{b_1} (k_F) f_{b_2} (k_F) f_{b_3} (k_F) f_{b_4} (k_F) .
\end{align*}
\]  

(24)

This approves the replacement of Eq. (22) by an even more generalized susceptibility

\[
\mathcal{G}^{ph}_{b_1 b_2 b_3} (k_F, q_F) = \int d\ell f_{b_1} (k_F) f_{b_2} (k_F) f_{b_3} (k_F) f_{b_4} (k_F) ,
\]  

(25)

where we chose the Hebrew letter \( \mathcal{G} \) (Aleph) due to its similarity with the letter \( \chi \). Repeating the same calculation for the crossed particle–hole channel reduces to the same integral i.e., the knowledge of \( \mathcal{G} \) for all points \( k_F \) and \( q_F \) on the discretized Fermi surface is sufficient for the calculation of both the PH and cPH diagrams without further integration.

The decomposition Eq. (23) may seem peculiar at a first glance, since absorbing the whole momentum dependence in the newly defined \( \mathcal{G} \) may reduce the number of required form factors. Yet we are willing to accept the additional numerical effort in the generalized susceptibility calculation to obtain a quantity, which will turn out to be ideally suited as the starting point for a resummation in the RPA approximation (cf. Sect. 2.3).

In fact the proposed form factor decomposition is equivalent to the procedure utilized to incorporate long range Coulomb interactions in FLEX implementations [22]. Here however, we only imposed translational invariance on the interaction.

While we have now established a gauge invariant formulation for the numerically expensive momentum integration, the gauge of the effective interaction in band space is not yet fixed. We tackle this problem by enforcing the calculation of the pair interaction between time reversal partner states. This is possible and trivial for generic models as the time reversal operator does not affect the real space, i.e. orbital or sublattice degrees of freedom and can always be represented by

\[
\hat{T} = i \sigma_y \hat{K} ,
\]  

(26)

where \( \sigma_y \) acts in spin space, \( \hat{K} \) represents complex conjugation and the orbital sublattice structure is trivial. Instead of analyzing an interaction between states created by operators \( c_{k_0}^\dagger c_{-k_3}^\dagger \) we rephrase the problem to an interaction between states created by
the formulas for the particle–hole diagrams contribute to the time reversal partner states together we summarize the basis as suggested in Ref. [16].

Table 1: The natural spin basis to a pseudo-spin formalism [23]. For generic systems an unambiguous pseudo-spin invariance this is naturally given and does not have to be fixed by this procedure leaving a residual degree of freedom. A completely gauge invariant formulation of the effective vertex with time reversal partners therefore requires a consistent pseudo-spin base along the FS. For band degeneracies originating from spin rotational invariance this is naturally given and does not have to be enforced. The same holds for systems akin to the spin orbit coupled Sr$_2$RuO$_4$, where rearranging the orbital spin basis properly renders the Hamiltonian block diagonal [23]. For generic systems an unambiguous pseudo-spin basis can be achieved by adiabatically switching on the spin orbit interaction implying a smooth and traceable evolution of the natural spin basis to a pseudo-spin basis as suggested in Ref. [16].

Putting both the gauge invariance of the $\mathcal{N}$ object and the time reversal partner states together we summarize the formulas for the particle–hole diagrams contributing to the effective interaction in the Cooper channel

$$U^{\text{PH}}_{(\alpha_1)}(k_F, q_F) = \sum_{\{g_i\}} f_{g_0}^*(k_F) f_{g_3}(-q_F) \cdot$$

$$\sum_{\{a_i\}} V^\text{pair}_{\alpha_0\alpha_1, a_0a_1}(k_F) V^{\text{pair}}_{a_2a_3, a_2a_3}(q_F)$$

$$\sum_{\{b_i\}} U^{g_0g_2, (k_F-q_F)}_{a_0a_1, a_2b_3} U^{g_1g_2}_{b_1b_2b_3} (k_F, q_F) U^{g_1g_3}_{b_0a_1, b_2a_3} (k_F, -q_F)$$

(29)
diagonalization of an explicit calculation of the crossover regime between lacking an overall scale. This is based on the fact, that Fermi surface area contributed by a specific band meanwhile denote the total density of states and total transition temperature is given \[ t \] to be 

\[ T_c \sim W \exp \left[ -1/|\lambda| \right] = W \exp \left[ -1/(|\rho V|) \right]. \] (36)

which is only defined up to a multiplicative constant of order 1. In conventional BCS theory the prefactor of the exponential is given by the typical energy scale of the phonons, the Debye frequency, which allows for a quantitative estimate of the critical temperature of phonon based superconductors [24]. Contrarily, Eq. (36) only provides informations about the scaling behavior of \( T_c \) with the coupling constant, as the wcRG procedure is lacking an overall scale. This is based on the fact, that an explicit calculation of the crossover regime between Fermi liquid and superconducting behaviour in the RG flow is explicitly avoided via the separation of scales in Eq. (8). Consequently no quantitative estimate of the physical energy scale and therefore the proportionality factor can be given [9]. The eigenvector \( \phi_0 \) corresponding to \( \lambda_0 \) encodes the information about the spin momentum structure of the leading superconducting instability gap function on the Fermi surface

\[ \Delta_{\alpha_0 \alpha_1}^{SC}(k_F) \propto \sqrt{\frac{v_{F\alpha}}{v_{F\alpha_0}(k_F)}} \phi_0(\alpha_0 \alpha_1, k_F), \] (37)

which may be subsequently analyzed in terms of lattice harmonics, orbital texture or singlet/triplet character. However the central information extracted in our analysis is the more fundamental symmetry character of the gap function: Upon inspection of the eigenvalue problem Eq. (34) its relation to the linearised superconducting gap equation

\[ \lambda \Delta_{\alpha_0 \alpha_1}^{SC}(k_F) = \sum_{\alpha_2, \alpha_3} \left( U_{\alpha,i}^{eff}(k_F, q_F) \Delta_{\alpha_2 \alpha_3}^{SC}(q_F) \right)_{q_F} \] (38)

becomes clear and group theory dictates that all solutions \( \Delta_{\alpha_0 \alpha_1}(k_F) \) must transform under irreducible representations (irreps) of the effective interaction’s symmetry group [8]. Since different irreps can’t mix under the effective interaction the information about the symmetry of the superconducting order parameter is expected to be significantly more robust to changes in model parameters or the computational approach for large gaps in the eigenvalue spectrum of Eq. (34), making the distance \( \lambda_1 - \lambda_0 \) a valuable measure for the robustness of this result.

In summary our formulation paves the way towards a generic and numerically efficient implementation of the wcRG for a wide class of models discussed in Sect. 2.1. The key ingredients necessary for such an implementation are the discretization of the Fermi surface and an efficient solver for the integral in Eq. (25). Our approach to these problems as well as a reduction of the computational effort via the use of symmetries is discussed in Sect. 3 and a variety of benchmark results are shown in Sect. 4.

2.3 Random phase approximation (RPA)

From the notational setup of the wcRG method a striking parallel to the random phase approximation (RPA) becomes apparent: the generalized susceptibility is the central calculational device. We will abstain from repeating the theoretical background of the RPA here and instead point the reader to references on the RPA and fluctuation exchange approaches to the unconventional superconductivity problem [25–29]. Instead the following section of the article focuses on the conceptual discrepancy between wcRG and RPA, explains the notational benefits of using \( S \) for the inclusion of long
range interactions in the latter, and shows computational equivalence between the two methods.

As stated in Sect. 2.2 the expansion of the Cooper pair scattering vertex up to second order in the bare interaction Eq. (10) is justified by an appropriate choice of interaction scales. Yet this restriction also exists in the second step of the RG procedure, where all modes above zero energy are integrated out to yield a low energy effective theory at the Fermi level. This is only possible if no finite scale $\Omega_{\mathrm{RT}}$ in the system remains, that restricts the renormalization of the bare interaction by higher order effects to energies larger than $\Omega_{\mathrm{RT}}$ [9]. Examples of such a physical scale are finite interactions (see Eq. (8)) or temperature. Therefore, the diagonalization of Eq. (32) as the solution of the effective theory on the FS is only the true ground state of the system at $T = 0$ and infinitesimal couplings. In this limit the wcRG offers an unbiased and exact solution to the generic correlated electron problem.

The RPA on the other hand abandons this aim in order to relax the constraint of infinitesimal interactions, which allows higher order terms to enter in the expansion of the Cooper vertex Eq. (10). By assuming the spin and charge fluctuations of the unrenormalized electronic system drive phase transitions in the Fermi liquid, a small set of resummable diagrams is extracted from all possible extensions of the bare vertex [25,27]. Because we are interested only in attractive interactions in the Cooper channel it is sufficient to perform the RPA resummation for the particle–hole bubble. The remaining contributions of the one-loop expansion $U^{\mathrm{PH}}$ and $U^{\mathrm{CPH}}$ give rise to longitudinal and exchange (transverse) fluctuations [30] respectively. This permits expressing $U_{\mathrm{eff}}$ in the fluctuation exchange approximation.

In the case of SU(2) invariant systems the resummation for the spin and charge sector can be carried out independently allowing a decomposition of both the interaction tensor $U^{\mathrm{bare}}$ and the susceptibility into respective channels. This removes the spin indices from the resummation. For spin orbit coupled systems this is not possible as the bare propagator is non-diagonal in spin components. Instead we must summarize both channels in a joint resummation by explicitly keeping the spin index in $U^{\mathrm{bare}}$ and the generalized susceptibility [31]. In order to simplify the resulting equations we first rewrite these tensor functions of the transfer momentum $q$ into matrices where each matrix index $A_i$ is comprised of a form factor index $g$ and a pair of spin orbital indices $a_i$, representing one particle–hole pair

\[
\begin{align*}
\pi^{\mathrm{ph}}_{A_iA_j} (q) & = \pi_{(a_ia_2g),(a_1a_2h)} (q) = \pi_{A_0A_1} (q) + \pi_{A_0B_1} (q)^{\mathrm{RPA}}
\end{align*}
\]

(39)

In this notation the dressed $\pi$ can be written as an infinite series of particle–hole bubbles

\[
\begin{align*}
\pi^{\mathrm{RPA}}_{A_0A_1} (q) & = \pi_{A_0A_1} (q) - \pi_{A_0B_1} (q)U_{B_1B_2} (q)\pi_{B_1A_1} (q)
+ \pi_{A_0B_1} (q)U_{B_1B_2} (q)\pi_{B_1A_1} (q)\pi_{B_2A_1} (q)
- \pi_{A_0B_1} (q)U_{B_1B_2} (q)\pi_{B_1A_1} (q)U_{B_2B_3} (q)\ldots
\end{align*}
\]

(40)

where all repeated $B_j$ indices are summed over. Note that the alternating sign originates from the varying definition of the generalized susceptibility Eq. (25) compared to common RPA convention Eq. (22) [28]. This can be simplified to a recursive expression

\[
\begin{align*}
\pi^{\mathrm{RPA}}_{A_0A_1} (q) & = \delta_{A_1B_1} + \pi_{A_0B_0} (q)U_{B_0B_1} (q)\pi_{B_1A_1} (q)\pi^{\mathrm{RPA}}_{B_1A_1} (q)
\end{align*}
\]

(41)

which is commonly solved by a resummation of the geometric series

\[
\begin{align*}
\pi^{\mathrm{RPA}}_{A_0A_1} (q) & = \left[ \delta_{A_1B_1} + \pi_{A_0B_0} (q)U_{B_0B_1} (q)\right]^{-1}\pi_{B_1A_1} (q)
\end{align*}
\]

(42)

Inserting the result back into Eqs. (29) and (30) yields the effective interaction in the fluctuation exchange approximation, which corresponds to evaluating the particle–particle ladder diagrams in an analogous resummation procedure [32]. Possible particle hole instabilities are already indicated by a divergence of the newly defined particle–hole susceptibility in Eq. (42), which also provides the ordering vector $q$ of the condensate. If no such divergence is found, we know the systems instability to be superconducting and proceed analogously to Sect. 2.2, i.e. apply the linearised gap equation Eq. (38).

Similar to the wcRG approach we restrict our analysis to the static sector of the susceptibility. While it was shown in Ref. [17], that this is exact in the limit of infinitesimal coupling, the employed phase space arguments cannot be transferred to the finite coupling regime. Keeping the loop frequency in Eq. (17) would amount to an additional term in the denominator of the integrand. We can therefore deduce, that the dominant contribution will be the static one already at the bare level. As the RPA is only able to perform channel resummations independently, the differences between the individual contributions will accumulate such that the dominant channel is heavily enhanced in comparison to subleading ones. Keeping the backbone of the diagrams in the RPA series should therefore capture the main features of the particle–hole fluctuations. Good qualitative agreement between dressed susceptibilities from static RPA calculations and self consistent FLEX treatments, which take into account self energy effects, has indeed been found in the literature [33]. We therefore rely on the static approximation to avoid increasing the complexity of the susceptibility integral by another dimension in favor of applicability to realistic 3D multiband materials with complicated FS topology, spin orbit coupling and long range interactions.

In the presented scheme we do not calculate the RPA susceptibilities explicitly. Nevertheless a connection to
standard RPA can be obtained for momentum independent - i.e., onsite - interactions. In this case the employed formfactor basis collapses to \( f_0(k) = 1 \) and Eq. (25) just depicts the bare susceptibility

\[
\chi^{00}_A(k_F, q_F) = -\chi^0_A(k_F - q_F). \tag{43}
\]

Inserting this in the above reveals the well known expression for the RPA susceptibility tensor \([31]\]

\[
\chi^{\text{RPA}}_{A_0, A_1}(q) = -\chi^{\text{RPA}}_{A_0, A_1}(q) = [\delta_{A_0 B_1} - \chi^0_{A_0 B_0}(q) U_{B_0 B_1}(q)]^{-1} \chi^0_{B_1, A_1}(q). \tag{44}
\]

For general long range interactions the presented approach exceeds the established formulas for long range RPA susceptibilities, which focus on the treatment of density density interactions in spin rotational invariant systems \([22, 34]\).

### 2.4 Summary

In conclusion we remark on similarities and differences between the two approaches: Firstly the matrix operations performed here are dwarfed by the cost of the integrations necessary to calculate the \( \delta \) object itself i.e., the RPA and wcRG are almost identical in computational cost, even for the case of an exact treatment of the long range interactions.

Secondly, the finite interaction scales in RPA offers opportunities for significant performance benefits. As discussed previously the wcRG scheme aims at zero temperature results. However, the fundamental origin for pairing in repulsive systems now poses a serious computational challenge: the sharpness of the Fermi level at \( T = 0 \) yields equally sharp features of the integrand Eq. (17), that require prudent calculation of the \( \delta \) object. It would be therefore desirable to perform the crucial integral at finite temperature where the smoothing of the Fermi distribution simplifies the convergence. Unfortunately the effective interaction and the thereof derived superconducting order parameters are heavily dependent on temperature in wcRG as the sole scale present at low energy. This prohibits an approximation of the true ground state of the system by finite temperature calculations.

In RPA the bare interaction sets out a reference energy. Consequently one can restrict the temperature to be small compared to the interaction and still mimic the system at \( T = 0 \). This reduces the effort needed for the particle–hole integral in Eq. (17) significantly compared to the wcRG scheme. The physical explanation is that finite interactions extend the possible pairing channel to all states in a shell of width \( U \) around the Fermi level. Then a dilution of the Fermi surface in this energy range does not noticeably decrease the nesting. Combined with the new formulation of the generalized susceptibility this renders extensive long range studies as presented in Ref. \([35–37]\) accessible for complex spin orbit coupled three dimensional materials.

Finally we stress that the parallels between the two presented methods exceed the formal level and reside on physical grounds. In either method the bare interaction is screened and modified by the response of the electron gas, leading to Cooper pair formation. In the wcRG the small coupling allows us to truncate the calculation of this effect to one loop perturbation theory i.e. we can calculate the particle–hole susceptibility of the unperturbed system. Contrarily the RPA allows for a phase coherent accumulation of particle–hole fluctuations with fixed transfer momentum \( q \) in each order of Eq. (40). The susceptibility is therefore evaluated in a Fermi liquid with low energy collective excitations \([25]\).

However, one can reobtain the wcRG results from RPA in the \( U \to 0 \) limit while keeping terms up to order \( U^2 \) in the Cooper channel interaction, under which Eq. (42) reveals \( \chi^{\text{RPA}} \to \delta \). Studies based on a Kohn–Luttinger type of pairing mechanism (such as wcRG) are therefore only a limiting case of RPA studies. While the derivation of the effective interaction coincides for \( U \to 0 \), the central merit of the wcRG treatment is the subsequent and transparent propagation from \( U^\text{eff} \) to the linearised gap equation in Eq. (38) in an asymptotically exact manner. This rigour in the infinitesimal coupling limit is unique to the wcRG approach and requires the careful analysis presented in Ref. \([9]\).

We want to conclude with some remarks on the physical validity of the obtained results. The irreducible representation deduced in either method is expected to accurately represent the symmetries of the superconducting gap. The eigenvalue separation provides a meaningful way to determine the competition between different superconducting instabilities in a given system. The precise values \( \lambda \) on the other hand are numerically difficult to converge and do not reflect physical transition temperatures \([9]\). Under these considerations several seemingly crude approximations employed during the evaluation of the RPA are put into perspective. Indeed both methods provide reasonable qualitative estimates on the pairing tendencies when compared to more sophisticated and thereby numerically more expensive frameworks \([33, 38]\).

### 3 Numerical implementation

To nevertheless increase the performance of the wcRG for complicated systems in the absence of temperature regularizations we introduce several ideas for reducing the computational cost of the calculation in this section. We also compare our approach to other methods presented in the literature and demonstrate numerical equivalence with a variety of literature results in the following Sect. 4.
3.1 Caching of the kinetic Hamiltonian

The computationally most expensive part of the calculation is the integration of the propagator pair in the first BZ and its transformation into orbital space Eq. (25). To reduce the complexity of this operation we calculate the energies and orbital band transformation matrices for every momentum required before starting the integration - caching them. This prevents recalculations of the diagonalized form of the kinetic Hamiltonian otherwise required as each momentum will need to be accessed twice for each pair of FS momenta \( \mathbf{k}_F, \mathbf{q}_F \) at \( \mathbf{l} \) and \( \mathbf{m}_j = \mathbf{l}_j - \mathbf{k}_F + \mathbf{q}_F \) guaranteed at one \( \mathbf{l}_j \in \text{BZ} \). This reduction becomes especially significant if the system under consideration is described by many bands or long-range orbital dependencies, raising the cost of each diagonalization. In order to cache for all momenta required during the integration, we must know their position prior to the start of the evaluation. This discourages the use of an adaptive integration scheme which would iteratively refine the mesh. Instead we span an equispaced grid within the space of the first BZ and obtain a fixed set of momenta. Even without this choice adaptive integrators are unsuitable for our uses as the sharp features along the FS will inhibit their convergence. There has been an attempt to remedy this by custom adaptive integrators [39] but our scheme reaches equivalent resolution compared to the last iteration of these custom integrators and is thus more accurate. While the loss of adaptive integrators may seem like a downside at first, in their absence the integration is reduced to fixed-size tensor contraction. This discourages the use of an adaptive integration scheme which would iteratively refine the mesh. Instead we span an equispaced grid within the space of the first BZ and obtain a fixed set of momenta. Even without this choice adaptive integrators are unsuitable for our uses as the sharp features along the FS will inhibit their convergence. There has been an attempt to remedy this by custom adaptive integrators [39] but our scheme reaches equivalent resolution compared to the last iteration of these custom integrators and is thus more accurate. While the loss of adaptive integrators may seem like a downside at first, in their absence the integration is reduced to fixed-size tensor contraction. As this is a common problem in the evaluation of neural networks we can use highly optimized libraries, in our case TensorFlow [40] for the evaluations.

We do however require an approximation that is not present in adaptive schemes: As seen above the caching is needed for the integration mesh's momentum 1 but also on \( \mathbf{m} = 1 - \mathbf{k}_F + \mathbf{q}_F \). To ensure that \( \mathbf{m} \) is a cached momentum point we need to ensure all summands are elements of the grid. We achieve this by constraining the patched Fermi surface points - their exact construction is described in Sect. 3.2 - to the closest available point of the integration grid as shown in Fig. 2. While this may seem like a crude approximation at first, it should be noted that the quality improves linearly in the resolution of the integration grid as shown in Fig. 1. For a sufficiently dense (converged) grid of momentum points the approximation is insignificant.

3.2 Patching

Since the evaluation of the particle–hole bubble remains expensive despite the aforementioned efforts, a key avenue of optimization is a reduction of the number of integrals to be calculated. This number scales quadratically with the number of Fermi surface points in the discretization of the RG equations Eq. (32). In the following we will address the previously neglected issue of obtaining a valid set of points (patches) to represent the FS. We name this process the patching of the FS. Let us first define the requirements imposed on the set of momenta:

- Each momentum \( \mathbf{k}_F \) is close to the FS: \( \exists \alpha : \epsilon_\alpha(\mathbf{k}_F) \approx 0 \).
- The set is dense enough to properly represent all FS features.
- They are reducible to the irreducible wedge of the BZ, the full set can be recovered via symmetry operations.
- We know the Fermi velocity \( v_F(\mathbf{k}_F) \) at and Fermi surface element \( dA_F(\mathbf{k}_F) \) associated with each point.
- Fewest possible momenta in set while maintaining all of the above.

It is apparent that even the “best” solution for the patching will remain a balancing act between sufficient resolution and reasonable computation times. In the following we present an approach to obtain such an opti-
Fig. 2 Fermi surface patching schemes. (a) shows a set of momentum space points (set at equal angular distances for each pocket) along the FS as well as an equispaced grid of points spanning the BZ the area of which is marked in gray. The inset b shows the mapping of the FS points to the closest grid points. It should be noted that this approximation looks rather crude here but improves significantly when using resolutions far exceeding the $20 \times 20$ points used here. The second inset d shows the workings of the marching cube algorithm for one exemplary square. For each cube (square in 2D) we find the edges crossed by the FS (green line) by finding adjacent corners with opposing signs. Along these lines we interpolate the corner weights to find the (approximate) intersection of the FS with the cube. The dashed line then defines one surface element, the sum of which over all cubes makes up the FS. We search along the orthogonal to the center of this surface element for the intersection with the FS, defining this to be the FS point. The middle figure c displays the resulting patching from a marching cube calculation. The issues are apparent when observing the inner pocket which is only sparingly patched while less interesting sections of the outer band have multiple points in close proximity. Raising the density to properly represent the inner pocket also introduces more points along the outer pocket. The final figure e is an example of the three dimensional patchings which can now be produced. We patched the same system as in Fig. 2 (i) of [14] but note that instead of 3000 to 4000 patch points only require around 1000 while maintaining resolution of the important features.

3.2.1 Marching cubes

The starting point for the creation of our Fermi surface patches is the marching cubes algorithm [41]. It spans a grid of equispaced cubes within the BZ and evaluates the non-interacting Hamiltonian for each vertex (corner) in the grid. For each cube we discern edges intersecting the FS by connecting adjacent vertices with opposing signs of the energy. Having thus determined the approximate geometric shape of the FS (from the finite number of possibilities) we approximate the shape within the cube using triangles whose vertices are determined by finding approximate roots of the energy along the edge. For ease of presentation we show the two-dimensional equivalent of this algorithm in Fig. 2.

Building upon the triangles obtained from the marching cubes algorithm we determine their centers $c$. While these are sufficiently close to the FS to be used as a valid patching, we can increase accuracy by finding the intersect of the line perpendicular on the triangle through $c$ with the FS. The set of all these points within the BZ is a valid patching. We assume the area covered by a point in the patching to be equal to the area of the corresponding marching cubes triangle. This approximation improves as the number of marching cube squares increases (and the FS curvature between points decreases). Note that this method is highly dependent upon the density and position of the initial cubes relative to the Fermi surface features. While a high density of cubes will yield the proper features of the FS, it will also result in a high number of patches. Meanwhile, a low number of initial cubes can be inapt in the description of features as shown in Fig. 2. We can however use the marching cubes algorithm with a high number of cubes as a starting point and subsequently reduce the set to the needed points. A method for such a procedure will be discussed in the next section.

3.2.2 CGAL

Since the patching of an isoplane in three dimensions is a problem not restricted to physics we were certain to find preexisting solutions to many obstacles. The Computer Graphics Algorithms Library (CGAL) [42] is a most promising toolkit of algorithms offering much of the required functionality. It would have been possible to instantitate the entire patching scheme using the thereby provided three dimensional surface mesh generation [43], but due to the random placement of initial sample points for the Delaunay tri-
and expected from the perfect \((t' = 0)\) allows for calculations constrained to the \(n < 1\) region. At fillings \(n < 0.2\) the leading instabilities are very small and not distinguishable in the numerical error bars. Contrarily close to half filling the nesting of the FS is known to heavily favor the \(B_1\) representation \([9]\). Consequently we focus on the interesting regions in phase space, where we employed \(N_{k_F} = 80\) and \(N_l = (800 \times 800)\). B RPA results for \(t' = 0\) Based on the bare susceptibility responsible for the data in a the RPA resummation with an onsite interaction of \(U = 2t\) reveals a change in the ordering of instabilities. Whereas the triplet state is suppressed via the enhanced antiferromagnetic spin fluctuations, the extended s-wave solution \(A_1\) represents the leading superconducting order around \(n = 0.5\). Our findings coincide with the results of Ref. \([54]\) \((t' = 0\) line in Fig. 3). The shaded region around half filling signals the onset of a spin-density wave due to a diverging RPA spin susceptibility as expected from the perfect \((\pi, \pi)\) nesting of the FS at these fillings. c wcRG calculation for \(t' = -0.3t\) The van-Hove filling is indicated. Unlike the other systems studied in this section, the long range hoppings up the second nearest neighbour break particle– hole symmetry. The scan in electronic filling was performed with \(N_{k_F} = 160\) and \(N_l = (800 \times 800)\)

**Fig. 3** NN Hubbard model on a square lattice. a wcRG findings for \(t' = 0\) The particle–hole symmetry of the system at \(t' = 0\) allows for calculations constrained to the \(n < 1\) region. At fillings \(n < 0.2\) the leading instabilities are very small and not distinguishable in the numerical error bars. Contrarily close to half filling the nesting of the FS is known to heavily favor the \(B_1\) representation \([9]\). Consequently we focus on the interesting regions in phase space, where we employed \(N_{k_F} = 80\) and \(N_l = (800 \times 800)\). B RPA results for \(t' = 0\) Based on the bare susceptibility responsible for the data in a the RPA resummation with an onsite interaction of \(U = 2t\) reveals a change in the ordering of instabilities. Whereas the triplet state is suppressed via the enhanced antiferromagnetic spin fluctuations, the extended s-wave solution \(A_1\) represents the leading superconducting order around \(n = 0.5\). Our findings coincide with the results of Ref. \([54]\) \((t' = 0\) line in Fig. 3). The shaded region around half filling signals the onset of a spin-density wave due to a diverging RPA spin susceptibility as expected from the perfect \((\pi, \pi)\) nesting of the FS at these fillings. c wcRG calculation for \(t' = -0.3t\) The van-Hove filling is indicated. Unlike the other systems studied in this section, the long range hoppings up the second nearest neighbour break particle– hole symmetry. The scan in electronic filling was performed with \(N_{k_F} = 160\) and \(N_l = (800 \times 800)\)

angulation, the algorithm tends to miss pockets not centered around the Gamma point in systems with complicated FS topologies. To provide a more reliable algorithm we build upon the existing implementation of marching cubes to obtain a consistent set of triangular faces. The current workflow for the creation of a mesh combines the effectiveness of marching cubes at high precision with the capabilities of CGAL to reduce the complexity \([44]\) and obtain a sufficient set of smoothly placed triangles using the isotropic remesh algorithm \([45]\).

To ensure an accurate mapping of the FS for the obtained surface mesh, we start with an overly dense mesh of marching cubes. The subsequent reduction by CGAL simplification routines to a target number of triangles retains a truthful representation of the initial FS topology, the algorithm tends to miss pockets not centered around the Gamma point in systems with complicated FS topologies. To provide a more reliable algorithm we build upon the existing implementation of marching cubes to obtain a consistent set of triangular faces. The current workflow for the creation of a mesh combines the effectiveness of marching cubes at high precision with the capabilities of CGAL to reduce the complexity \([44]\) and obtain a sufficient set of smoothly placed triangles using the isotropic remesh algorithm \([45]\).

To ensure an accurate mapping of the FS for the obtained surface mesh, we start with an overly dense mesh of marching cubes. The subsequent reduction by CGAL simplification routines to a target number of triangles retains a truthful representation of the initial FS topology, the algorithm tends to miss pockets not centered around the Gamma point in systems with complicated FS topologies. To provide a more reliable algorithm we build upon the existing implementation of marching cubes to obtain a consistent set of triangular faces. The current workflow for the creation of a mesh combines the effectiveness of marching cubes at high precision with the capabilities of CGAL to reduce the complexity \([44]\) and obtain a sufficient set of smoothly placed triangles using the isotropic remesh algorithm \([45]\).

Having obtained a set of triangles from CGAL we employ the center and orthogonal relocation scheme described at the end of the previous section to obtain the final set of FS points. This workflow is illustrated in Algorithm 1. While it may appear overly complicated we manage to suppress the randomness inherent in the initialization of pure CGAL meshes while returning an optimally spaced grid of points all close to the FS. The remaining challenge lies in the reduction of these FS points to the set of points not equivalent under symmetry operations, and will be discussed in the next section.

### 3.3 Symmetries

The large number of points required for a detailed mapping of the FS along with the extra dimension of the integration grid renders three dimensional calculations numerically challenging even for simple models. While the latter impediment cannot be diminished without a reduction in integration accuracy, we present a way to address the former by exploiting the symmetries of the effective vertex. We subsequently investigate independent entries for an effective vertex as defined in Eq. (10) and their relations of type

\[
U_{\{\alpha_1, \alpha_2, \ldots, \alpha_k\}}^{\eff}\left(k_F, q_F\right) = \sum_{\beta_i} M_{\{\alpha_1, \alpha_2, \ldots, \alpha_k\}}^{k_F, q_F, k_F', q_F'} U_{\{\beta_i\}}^{\eff}\left(k_F', q_F'\right),
\]

with some transformation matrix \(M\) in order to identify a minimal set of vertex entries, that have to be calculated. All remaining elements are then determined through the relation above.

#### 3.3.1 Reduction of the numerical effort

As outlined in Sect. 2.2, the quantity \(R\) encapsulates the momentum space integration of the particle–hole bubble and the effective two particle vertex is calculated from it via contraction with the bare interaction tensors (see Eqs. (29, 30)). While the interactions effect the
spin, orbital, sublattice and momentum indices, \( \mathbf{k}_F \) and \( \mathbf{q}_F \) are directly propagated to \( U_{\text{eff}} \). Since the symmetries of \( \mathbb{R} \) are much more obfuscated and not directly accessible, we stick to the symmetries of the effective vertex and transfer the reduction in momentum space to \( \mathbb{R} \), i.e., we only calculate \( \mathbb{R} \) at pairs \((\mathbf{k}_F, \mathbf{q}_F)\) that have been identified as the minimum set of independent momenta, but to its full extent in spin, orbital and sublattice space. With this preparation at hand Eqs. (29) and (30) give the full effective vertex at these momenta. Yet we need the precise transformation behaviour given by Eq. (45) to construct the remaining \( U_{\text{eff}}(\mathbf{k}_F, \mathbf{q}_F) \). As Eq. (11) involves both \( U^{\text{PH}} \) and \( U^{\text{cPH}} \), i.e., simultaneously \( \mathbb{R}(\mathbf{k}_F, \mathbf{q}_F) \) and \( \mathbb{R}(\mathbf{k}_F, -\mathbf{q}_F) \), we have to ensure that the calculation of either none or both momentum pairs is omitted during symmetrization.

Spin rotational invariant systems however are an exceptional case. Since this symmetry applies to the generalized susceptibility, \( \mathbb{R} \) can be evaluated in only one non vanishing spin channel. The full spin structure can then be restored before contraction with the form factors. The remaining issue is determining relations like Eq. (45) in order to reveal the interdependent momentum sets.

3.3.2 Symmetries of the effective vertex

Taking aside spin rotation invariance, the set of promising vertex symmetries for reducing the computational effort can be classified into two parts: Firstly, the effective vertex features fermionic antisymmetry under particle exchange

\[
U_{\alpha_0,\alpha_1,\alpha_2,\alpha_3}^{\text{eff}}(\mathbf{k}_F, \mathbf{q}_F) = -U_{\alpha_1,\alpha_0,\alpha_2,\alpha_3}^{\text{eff}}(-\mathbf{k}_F, \mathbf{q}_F) = U_{\alpha_1,\alpha_0,\alpha_2,\alpha_3}^{\text{eff}}(\mathbf{q}_F, -\mathbf{k}_F)
\]

and hermiticity

\[
U_{\alpha_0,\alpha_1,\alpha_2,\alpha_3}^{\text{eff}}(\mathbf{k}_F, \mathbf{q}_F) = U_{\alpha_0,\alpha_1,\alpha_2,\alpha_3}^{\text{eff}}(\mathbf{q}_F, \mathbf{k}_F),
\]

where we used \( U_{\text{eff}}(\mathbf{k}_F, \mathbf{q}_F) = U_{\text{eff}}(\mathbf{k}_F, -\mathbf{k}_F, \mathbf{q}_F, -\mathbf{q}_F) \).

Both relations already provide the desired shape of Eq. (45). Secondly, the two particle vertex has well-defined transformation properties under symmetry operations which leave the underlying crystal structure invariant. These operations are contained in the point group \( \mathcal{G} \) of the crystal.

In a first step we expound the transformation behaviour of the general two particle interaction in orbital space Eq. (6) and return to a band space representation of \( U_{\text{eff}} \) in a second step. This way we hope to explain the effort undertaken by us as well as the difference in required information for different symmetrization approaches. We subsequently denote a symmetry operation by \( g \in \mathcal{G} \) with unitary representations in momentum \((\mathcal{P}(g))\) and combined spin, orbital and sublattice space \((\mathcal{D}_{k}(g))\). The gauge freedom of the employed Bloch basis renders the representations \( k \) dependent in general.

The creation and annihilation operators transform under \( g \) as

\[
c_{\alpha, \mathbf{k}} \xrightarrow{g \in \mathcal{G}} c_{\alpha, \mathcal{P}(g) \mathbf{k}} = \sum_{b} \mathcal{D}_{k}(g)_{a,b} c_{b, \mathcal{P}(g) \mathbf{k}},
\]

\[
c_{\alpha, \mathbf{k}}^\dagger \xrightarrow{g \in \mathcal{G}} c_{\alpha, \mathcal{P}(g) \mathbf{k}}^\dagger = \sum_{b} \mathcal{D}_{k}^{\dagger}(g)_{b,a} c_{b, \mathcal{P}(g) \mathbf{k}}^\dagger.
\]

We can now obtain the transformation behavior of the interaction of Eq. (6) as
\[
\sum_{\{a_i\}, \{k_i\}} U_{\{a_i\}}(\{P(g)k_i\}) = \sum_{\{k_i\}} U_{\{k_i\}}(\{P(g)k_i\})
\]
\[
= \sum_{\{k_i\}} \left( \sum_{\{b_i\}} D_{k_0}^\dagger (g)_{a_0,a_0} P_{k_1}^\dagger (g)_{b_1,b_1} D_{k_2}^\dagger (g)_{a_2,a_2} P_{k_3}^\dagger (g)_{b_3,b_3} \right) \cdot
\]
Comparing the coefficients of the fermionic operators reveals
\[
U_{\{a_i\}}(\{P(g)k_i\}) = \sum_{\{b_i\}} U_{\{b_i\}}(\{k_i\})
\]
\[
D_{k_0}^\dagger (g)_{b_0,a_0} P_{k_1}^\dagger (g)_{b_1,b_1}
\]
\[
D_{k_2}^\dagger (g)_{a_2,b_2} P_{k_3}^\dagger (g)_{a_3,b_3},
\]
which maps the interaction tensor at a given momentum set to its symmetry related partner. Knowledge of the representation matrices therefore facilitates a reduction in the number of momentum sets requiring integration. It shrinks by a factor of \(|G|\), the order of the point group.

The \(P(g)\) are given by elements of the SO(3), that can be inspected for example on the Bilbao Crystallographic Server [46]. From these the corresponding elements of the SU(2) can be deduced as spin space representations of \(G\). As we consider charge conserving systems only, the extended group elements can be neglected and there is a one to one correspondence between elements of SO(3) and SU(2). In orbital and sublattice space the transformation matrices are constructed to reflect the physical behavior under elements of the point group. The required information is either ascribed to the analytical Hamiltonian of the inspected toy model or obtained from the Wannier data for ab-initio calculations and therefore highly dependent on the system at hand.

The manifestly gauge independent formulation of the effective interaction presented in Sect. 2.2 allows for a less cumbersome incorporation of symmetries in band space. Let us demand a proper definition of pseudo-spin as discussed ibid, i.e. different bands do not hybridize. A consistent labeling of the bands along the FS renders the representations of \(G\) in band space one dimensional, i.e.
\[
\sum_{a,b} v_{b\alpha}(k) D_k^\dagger (g)_{b,a} v_{a\alpha}(P(g)k) = \delta_{a\beta} \sum_b e^{i[\phi_\alpha(P(g)k) - \phi_\alpha(k)]} \cdot
\]
\[
\Rightarrow v_{a\alpha}(P(g)k) = e^{i[\phi_\alpha(P(g)k) - \phi_\alpha(k)]} \sum_b D_k^\dagger (g)_{b,a} v_{b\alpha}(k),
\]
where we used, that the point group elements are unitary [47]. One dimensional representations are therefore simply expressed by complex band and momentum dependent phases \(\phi_\alpha(k)\). In conjunction with the transformation behaviour of the operators in orbital space Eq. (48) the fermionic operators in band space transform like
\[
c_{a\alpha,k} \rightarrow \sum_{\alpha} v_{a\alpha}(P(g)k) D_k (g)_{\alpha,b} c_{b\alpha,P(g)k}
\]
\[
= c_{a\alpha,P(g)k} e^{i[\phi_\alpha(P(g)k) - \phi_\alpha(k)]}
\]
under point group operations. For the time reversal partners in Eq. (28) this results in the trivial transformation law
\[
c_{k_0,\alpha} \rightarrow \hat{T} c_{k_0,\alpha} \hat{T}^{-1} \quad c_{P(g)k_0,\alpha} \rightarrow \hat{T} c_{P(g)k_0} \hat{T}^{-1}
\]
as the complex phases cancel for pairing in the same band. We want to stress that there is no need of commuting the point group operator with \(\hat{T}\) to act on the fermionic operators. This is due to our construction enforcing the time reversed partner for each \(k\) separately, such that both creation operators in the above must equal at any \(k\).

With these operators the Hamilton operator of the effective interaction Eq. (10) is conveniently expressed as
\[
U_{\{a_i\}}^{\text{eff}}(k_F, q_F) c_{P(g)k_0} \hat{T} c_{P(g)k_0} \hat{T}^{-1}
\]
\[
\rightarrow \sum_{\{\alpha\}} U_{\{a_i\}}^{\text{eff}}(k_F, q_F) c_{P(g)k_0} \hat{T} c_{P(g)k_0} \hat{T}^{-1}
\]
\[
\Rightarrow \sum_{\{\alpha\}} U_{\{a_i\}}^{\text{eff}}(k_F, q_F) c_{P(g)k_0} \hat{T} c_{P(g)k_0} \hat{T}^{-1}
\]
\[
\Rightarrow \sum_{\{\alpha\}} U_{\{a_i\}}^{\text{eff}}(k_F, q_F) c_{P(g)k_0} \hat{T} c_{P(g)k_0} \hat{T}^{-1}
\]

Apparently the cooper pair scattering vertex in band space is invariant under all point group transformations \(U_{\{a_i\}}^{\text{eff}}(k_F, q_F) = U_{\{a_i\}}^{\text{eff}}(P(g)k_F, P(g)q_F)\), which renders the relation Eq. (45) trivial. This offers a striking advantage:

Utilizing an arbitrary gauge does not require knowledge of the point group representations \(D_k(g)\), which are employed in the transformation law in orbital space and the construction of a suitable gauge in previous band space approaches [16]. The reduction of numerical effort via symmetry considerations is therefore facilitated remarkably. Finally we want to remark, that Eq. (54) may not be valid for bands with accidental degeneracies at distinct points in the BZ. At such points the representations of \(G\) turn out to be multi-dimensional and a mixing of degenerate bands is possible. Ref. [47] denotes these as *awkward* bands and covers the issue by introducing a natural basis set for the Bloch states. However, the construction of this specific gauge again involves the representations in orbital space, which we intended to avoid. This is achieved by approaching the problem from a different angle: since \(k_F\) and \(q_F\) are restricted to the set of discretized FS points we avoid awkward points by our the symmetrization scheme for the FS patching presented in the following section.
3.3.3 Symmetrization of the FS patching

In order to benefit from Eq. (54), the momenta connected by \( \mathcal{P}(g) \) must both be part of the employed FS discretization. The patching procedure reviewed in Sect. 3.2 does not yield this property and we therefore have to enforce it via the following procedure.

As the BZ carries the symmetry of the underlying real space Bravais lattice, there exists an irreducible subset of crystal momenta. The whole BZ is then obtained as the star of this subset, which we call the irreducible wedge of the BZ in the following. To identify this wedge we place an initial point \( \mathbf{k}_0 \) at an arbitrary position in the BZ, that is not on a high symmetry line, and obtain all symmetry equivalent points \( \mathbf{k}_i = \mathcal{P}(g_i)\mathbf{k}_0 \) by applying the SO(3) representations of the point group elements \( \mathcal{P}(g_i) \). In analogy to the determination of a Wigner-Seitz cell we calculate the perpendicular bisectors on the connecting lines between \( \mathbf{k}_0 \) and all \( \mathbf{k}_i \) (lines in 2D, planes in 3D). The irreducible wedge is then given by the set of all momenta, which lie on the same side of all bisectors as \( \mathbf{k}_0 \).

When truncating a patching as obtained by the algorithm described in Sect. 3.2 to the irreducible wedge, special care must be taken to correctly transfer the associated areas of the triangles. We therefore operate not on the patch points but on the triangulated FS mesh and employ an iterative scheme: If all corners of a triangle are located on the right (wrong) side of a bisector, we keep (drop) the triangle. If the bisector intersects the triangle, we cut the triangle along the intersection and keep the part located on the right side. After iterating over all bisectors, we remain with a surface mesh of the FS inside the wedge.

Since the edges of the cut triangles lie on the boundaries of the wedge, there are no associated FS points (as defined by the centers of the triangles) on these boundaries that coincide with the high symmetry lines/planes in the BZ. As these are the main contributor of occasional degeneracies this method protects the validity of Eq. (54) for the entire FS patching.

The repetitive cutting leads to an increased density of small triangles at the boundary of the wedge. To obtain a high quality mesh, our experience suggests truncation of the FS mesh to the irreducible wedge prior to the application of CGAL’s utilities as described in Sect. 3.2.2. The symmetric patching of the entire BZ is then constructed from the patching in the irreducible wedge via the point group operations \( \mathcal{P}(g_i) \).

3.4 Performance

The calculation of the \( \mathbf{\kappa} \) as defined in Eq. (25), the most expensive part of wcRG or RPA, is trivially parallel in the FS momenta \( \mathbf{k}_F, \mathbf{q}_F \). We can exploit this to parallelize their calculation using Python’s MPI implementation \textsc{mpi4py} [48–51], distributing the load locally as well as across multiple compute nodes. The speedup of local parallelization can be seen in Fig. 1 with calculations performed on a local cluster using Intel Xeon E5-2630.

As the trivial parallelization requires no communication between computation nodes we expect the scaling for multi-node calculations to be similar to the single-node case. Note that the overhead of the kinetic Hamiltonian caching is substantial and prevents ideal speedups as this part of the calculation is currently running single threaded. We can furthermore see that Intel’s Hyper-Threading has a negative effect on runtime. Once we exceed the number of 16 physical cores we observe a decrease in speedup. We attribute this effect to the injection of sequential calculations when using multiple threads per core and note that this measurement was performed while constraining the \textsc{TensorFlow} backend to run single-threaded, despite the hope that its threading capabilities might make better use of Hyper-Threading. To reach optimal runtimes we combine the parallelization offered by \textsc{TensorFlow} with our custom parallelization. For the reader to be able to gauge the runtime of the calculation we offer the following measurement: Each phase diagram shown in Fig. 9 needed a run time of \( \approx 11.8 \) h on a single node of the SuperMUC-NG cluster featuring a 48 core Intel Skylake Xeon Platinum 8174 processor and 96 Gb of memory.

While using parallelization can reduce the time required for the calculation we want to address the second constraint imposed on the calculations: Memory. The caching as explained in Sect. 3.1 yields objects of size \( \propto N_b(N_b + 1)N_k \). This however is dwarfed by the size of the full generalized susceptibility \( \mathcal{N}_{gh}^{b_i}(\mathbf{k}_F, \mathbf{q}_F) \) which would be an object of size \( N_s^2 \times N_k^2 \times N_f^2 \) where \( N_k \) is the number of FS patches, \( N_s \) is the combined number of orbitals and sublattices and \( N_f \) the number of form factors considered in the expansion given by Eq. (23). The size of these objects inhibits their allocation in memory as a singular object and we therefore implement a method to calculate and save subsets of data iteratively. We once again use the intrinsic parallelism of the calculation to obtain \( \mathcal{N} \) for a fixed number of FS momenta at once and save this batch to disc before starting the next calculation. This circumvents the memory constraints otherwise imposed and allows the calculation of all required system sizes. As the calculation of the \( g \)-matrices are parallel in the same momenta \( \mathbf{k}_F \) and \( \mathbf{q}_F \), trivially seen in Eq. (32), we never require the entire \( \mathcal{N} \) for their evaluation. Note that although \( \mathcal{N} \) may exceed memory limitations the \( g_{ij} \) matrix is significantly smaller due to the constraining of all band indices to the states at zero energy at each \( \mathbf{k}_F \).

Further simplification is achieved by the contraction of the form factor indices with the interaction tensors.

4 Applications

Having established a general framework for the wcRG method, we will now validate it by providing a comparison between our results and the literature for a wide variety of model systems. Particular focus is placed on to the single orbital Hubbard model as the paradig-
mantic benchmark case. We extend the basic model of nearest neighbour hopping \( t \) and onsite repulsion \( U \) with a variety of tuning parameters, namely next nearest neighbour hopping terms \( t' \) and density-density interaction terms \( U' \), as well as a non centrosymmetric Rashba spin orbit coupling \( \alpha_R \) and an out of plane hybridization \( t_z \). In order to illustrate the capabilities of our framework and symmetrization for more intricate lattice geometries, we calculate filling dependent ground state phase diagrams for the honeycomb lattice in two and the body centered cubic (bcc) lattice in three dimensions. Clearly any combination of these complications is in principle possible without the need for further refinement of the methodology \([32,52,53]\) and the authors are planning separate publications exploring the application of this framework to ab-initio electronic structure models.

For the purpose of this article however, the various extensions of the Hubbard model provide the perfect testbed for the optimization of the numerical methods in terms of efficiency and comparison to previous publications. To provide the reader with all information necessary to benchmark their own implementations we provide the number of points used for the discretization of the Fermi surface \( N_{k_F} \) as well as the number of points on the employed integration grid \( N_I = (x \times y \times z) \) for all results. If not indicated otherwise all results were obtained at zero temperature.

The Hamiltonian for all subsequently analyzed models is a version of Eq. (1) with explicit dependencies on the variety of tuning parameters including long-range coupling and Rashba spin orbit coupling and is given by

\[
H_0 = \sum_{\langle ij \rangle, \sigma} -t_{ij} c^\dagger_{i,\sigma} c_{j,\sigma} + i\alpha_R \sum_{\langle ij \rangle, \sigma} (\sigma \times b_{ij})_z^{\sigma \sigma'} c^\dagger_{i,\sigma} c_{j,\sigma'}.
\]

The interacting Hamiltonian used is of the form

\[
H_1 = U \sum_{i,\sigma} n_{i,\sigma} n_{i,\bar{\sigma}} + U' \sum_{\langle i,j \rangle, \sigma} n_{i,\sigma} n_{j,\sigma'}.
\]

We allow nearest \( t_{\langle i,j \rangle} = t \) and next nearest neighbour hybridization \( t_{\langle(i,j)\rangle} = t' \), where unless explicitly negated we constrain the hoppings to reside within the \( xy \)-plane. The strength of the Rashba-coupling is determined by \( \alpha_R \) while \( U \) is the onsite Hubbard interaction. Note that \( U \) is approximately zero in all wcRG studies, which was modelled by setting \( U = 10^{-2}t \) and presenting eigenvalues relative to \( U^2 \) throughout the following. Using this base model we are able to tune into different regimes:

- \( \alpha > 0 \): Rashba Hubbard model
- \( t' > 0 \): Extended Hubbard model
- \( U' > 0 \): Hubbard model with long range interactions
- \( t_z > 0 \): Hubbard model with out of plane hopping

### 4.1 The Hubbard model: a benchmark case

For the simplest benchmark system we restrict the calculations to a square lattice and set all parameters but \( t \) and \( U \) equal zero. We calculate the filling dependent phase diagram of this particle–hole symmetric model for the electron doped side only and present our results in Fig. 3a. Not only do we reproduce the initial results by Raghu et al., \([9]\) but also find the small region of spin triplet pairing in the \( E \) irreducible representation at \( n \approx 0.5 \) uncovered in \([39]\). Our quantitative deviation from the results in \([9]\) by a overall factor has been resolved in private communication with the authors.

Using the generalized susceptibilities obtained from these calculations we perform RPA calculations for the same system at \( U = 2t \) without any additional numerical cost and present our findings in Fig. 3b. As expected this does not affect the symmetry of the order parameter in regions of large separation between the eigenvalues of \( g \) but introduces qualitative changes at \( n \approx 0.5 \). In agreement with the results from \([54]\) an extended \( s \)-wave \( A_1 \) state is favoured in this transition region between the common nearest neighbour \( B_1 / d_{xy} \)-wave state around half filling and the next nearest neighbour \( B_2 / d_{xy} \)-wave state for \( 0.25 < n < 0.45 \).

### 4.2 The \( t-t' \) Hubbard model

The next step of sophistication is the inclusion of finite next nearest neighbour hybridizations \( t' = -0.3t \) into the kinetic theory. This breaks the particle–hole symmetry of the model and we present data for the complete range \( 0.2 < n < 1.8 \). Since the van-Hove singularity is shifted from half filling we indicate it by a line at \( n_{crit} \approx 0.75 \) and notice the suppression of the effective interaction also seen in the \([9,39]\) which we also match in other areas of the phase diagram. The suppression of \( V_{eff} \) as well as the enhancement of spin triplet superconductivity close to \( n_{crit} \) is analytically expected \([9]\). Again we do not show the data for extremely small or large fillings as it is neither conclusive nor significant due to extremely small effective interaction scales.

### 4.3 The long range Hubbard model

The long range Hubbard model was first analysed via the wcRG in \([10]\) and later explored for a wider range of parameters in \([39]\). Unfortunately these publications do not agree on the presence of an \( A_1 \) extended \( s \)-wave regime in the phase diagram making it impossible to reach exact qualitative agreement with both works. However we reproduce the common trends of both a suppression of the \( B_1 \) order as well as the enhancement of the \( A_2 \) irrep commonly called \( g \)-wave due to its eight line nodes as shown in Fig. 4. Since the \( B_1 \) instability can be understood by nearest-neighbour Cooper pairing in real space it is clear that it will be heavily disfavoured by sizable nearest neighbour repulsive interactions.
4.4 The hexagonal Hubbard model

The Hubbard model on the honeycomb lattice with \( C_{6v} \) symmetry has been intensively studied using a variety of numerical and analytical techniques, making it a perfect benchmark system for the wcRG method for a system with non-trivial sublattice structure. Particular excitement was created by the prediction of the systems tendency towards chiral \( d \)-wave superconductivity when tuned to its van Hove singularity [55–57]. Figure 5 clearly shows that we confirm these results within the weak coupling approximation, thereby confirming the calculations of [39] on the same system as a refinement of first results presented in [9]. While this result is interesting for the case of infinitesimal coupling and in the vicinity of \( n_{vH} \), we want to stress that any competition between superconductivity and magnetism is neglected in the wcRG approach, making it inapplicable at \( n_{vH} \)

due to the perfect nesting of the Fermi surface at this filling.

4.5 The Rashba Hubbard model

Introducing a second band into the one orbital Hubbard model can not only be achieved by the introduction of a sublattice degree of freedom but also by lifting the spin degeneracy of the model via a Rashba type spin orbit coupling term [58]. Previous studies of this system have relied on an analytical solution of the corresponding tight-binding Hamiltonian given in Eq. (55) in order to circumvent the gauge problem posed by numerical matrix diagonalization [19, 31]. We successfully reproduce the wcRG results presented in [19] without relying on analytical eigenstates, but by employing the gauge-fixing introduced in Sect. 2.2. Our resulting phase diagram for \( t'/t = -0.3 \) is shown representatively in Fig. 6, while the complete data is summarized in Fig. 9 of the appendix. Since the Rashba term is not centrosymmetric, it lifts the spin degeneracy between the bands at all points in the Brillouin zone with the exception of time reversal invariant momenta and thereby making our gauge choice unique. In addition to reproducing results at \( t' = 0.0 \) and \( t' = -0.3t \) we provide extensive phase diagram scans in \( \alpha_R \) and filling \( n \) for \( t'/t \in [0.0, -0.1, -0.2, -0.3] \) in Appendix B. We demonstrate the splitting of the superconducting dome at \( \alpha_R = t' = 0.0 \) and \( n = 1 \) into two separate domes following the new van Hove singularities established by the two spin orbit separated Fermi surface sheets (compare Fig. 7a–c). We observe an overall suppression of the superconducting pairing strength \( V_{\text{eff}} \) with larger values of \( t' \) as expected due to the reduction of the systems nesting. While enhancing the spin orbit coupling results in a similar effect for \( t' = 0.0 \) it does not reduce \( V_{\text{eff}} \) further for larger values of \( t' \). The perceived enhancement of \( V_{\text{eff}} \) at \( e.g. \ t'/t = -0.3 \), \( \alpha_R = 0.5 \) and \( n = 0.65 \) is attributed to the almost perfect coincidence

Fig. 4 wcRG phase diagram of the Hubbard model with long-range interactions. For the Hubbard model on a square lattice with NN hoppings as defined in Eq. (56) the leading superconducting instability was calculated while varying both electronic filling \( n \) and nearest neighbour repulsion \( U' \). The letter is given as a dimensionless quantity containing the bandwidth \( W \) and the onsite repulsion \( U \). The phase diagram was calculated with \( N_{k_F} = 160 \) and \( N_1 = (800 \times 800) \). The \( U' = 0 \) line coincides with Fig. 3a

Fig. 5 wcRG calculation for NN Hubbard model on the Honeycomb lattice. Only the most prominent symmetry characters are shown. The vertical line signals the position of the van-Hove singularity. Above \( n = 0.9 \) the \( E_2 \) representation remains leading and reaches a maximum coupling strength of \( \approx 0.09 \) around half filling. The calculations were performed with \( N_{k_F} = 120 \) and \( N_1 = (1200 \times 1200) \)

Fig. 6 wcRG calculations for the Rashba Hubbard model on the square lattice. We show the leading representations for the Rashba Hubbard model on a square lattice with \( t' = -0.3t \). Clearly the impact of the spin orbit term does not manage to break the systems tendency towards \( d \)-wave pairing close to half filling. The spin split Fermi surface enforces an even momentum space structure of the gap function due to fermionic anticommutation. This is reflected by the transition from the \( E \) representation at \( \alpha_R = 0 \) to an extended \( s \)-wave state in the \( A_1 \) irrep at \( n \approx 0.5 \). The phase diagram was calculated with \( N_{k_F} = 120 \) and \( N_1 = (640 \times 640) \)
Fig. 7 RPA study of the Rashba Hubbard model on the square lattice. We calculated the static (i.e. zero frequency) RPA susceptibilities for the Rashba Hubbard model on a square lattice with $t' = -0.3t$ and $\Delta_R = 0.5t$ at $T = 0.01t$ and $U = 0.4t$ and fillings $n = 0.5, 0.83, 0.95$ from left to right column. While a - c visualises the Fermi Surface topology $\chi_{\text{long}} = \chi_{1111} - \chi_{1117}$ and g - h the transversal RPA susceptibilities $\chi_{\text{trans}} = \chi_{1111}$ in the BZ. As the finite temperature smoothes the integrand in Eq. (25) a sparse grid in comparison to the previous wcRG calculations satisfies a convergent integration. $N_1 = 100 \times 100$ was sufficient to reproduce the findings of Ref. [31]

with the van Hove filling at this parameter. This feature is not captured with the same accuracy for generic parameter combinations due to the chosen sampling.

Based on the calculations for these phase diagrams we were also able to reproduce results from a RPA study of the Rashba Hubbard model [31]. Instead of presenting the leading superconducting instabilities we show identical results for the RPA susceptibility in two separate sectors for three distinct parameter values in Fig. 7. We highlight that reproducing these results was significantly less expensive numerically, since the finite temperature of $T = 0.01t$ and interaction strength of $U = 0.4t$ allowed a reduction of the integration grid for the generalized susceptibility to $N_1 = (100 \times 100)$ compared to $N_1 = (640 \times 640)$ for the presented wcRG calculations.

4.6.1 Body centered cubic lattice

The symmetry reduction proposed in Sect. 3.3.1 reaches its full potential in three dimensional highly symmetric systems when the order of the point group becomes large. The body centered cubic lattice (bcc) is an ideal representative of this. As with the other cubic Bravais lattices the underlying point group is the $O_h$ with 48 reducible representations in real space. The obtained leading instabilities in Fig. 8a match previous results in Ref. [9]. Specifically we note that the transitions between order parameters occur at equal fillings, while the effective pairing strength does not show unphysical increases at small fillings, where the FS shrinks to a sphere and poor nesting occurs. On the contrary the coupling near half filling is heavily enhanced by nesting effects similar to the two dimensional systems inspected in Fig. 3a.

We classify the superconducting order in terms of its irreducible representations, which contain an infinite number of higher harmonics. Yet each angular momentum channel increases the number of line nodes of the superconducting gap, which lowers possible energy gain available due to Cooper pair formation. The system therefore tends to favour low order harmonics meaning pairing of sites as near as permitted by the bare repulsive interaction. We exemplify the structure of the obtained gap functions in Fig. 8b for a filling of $n = 0.5$, which clearly corresponds to the $d$-wave $3z^2 - r^2$ harmonic, without significant contributions from higher angular momentum channels. This may signify a proper convergence of the superconducting order in three dimensions even though the integration grids used are much coarser than in two dimensional calculations. In this case we utilized $N_1 = (200 \times 200 \times 200)$ and $N_{k_F} \approx 1500$ Fermi surface points.

4.6.2 Out of plane hybridization of the square lattice model

The leniency in resolutions allowed in our calculation scheme is highlighted by the data presented in Fig. 8c. The anisotropic hopping restricts the symmetry of the system to the $D_{4h}$ subgroup which is of lower order than $O_h$. This raises the computational cost. We therefore reduced the integration grid to $N_1 = (200 \times 200 \times 100)$ and obtain comparable calculation times. Nonetheless our calculations for out-of-plane hybridization in the three dimensional Hubbard model reproduce the results presented in Ref. [14] with as few as $N_{k_F} \approx 1000$ (com-
Fig. 8 wcRG analysis of three dimensional systems. (a) Body centered cubic lattice. The bcc model is most conveniently obtained from Eq. (55) in the limit $t = t_z$ and $\alpha_R = 0$. The isotropic hoppings introduce many symmetry constraints on the effective vertex due to the underlying Oh point group. The crossovers of the leading instabilities found in [9] are precisely reproduced. Yet the $T_{1g}$ is much less prominent at low fillings. As for the square lattice Hubbard model the coupling strength increases significantly when approaching van Hove filling at $n = 1$ as the nesting of the FS is restored. The calculation was performed with $N_{k_F} \approx 1500$ and $N_1 = (200 \times 200 \times 200)$. (b) Superconducting gap function at $n = 0.5$. We depict one of the two degenerate eigenvectors contained in the leading $E_g$ instability at $n = 0.5$, which is related to the superconducting gap via Eq. (37). For visualization we choose a larger set of FS points $N_{k_F} \approx 2000$ than usual or necessary. Light regions on the FS corresponds to nodes in the gap function. (c) Anisotropic 3D Hubbard model at $\mu = -3t$. Unlike the previous phase scans, the coupling strengths still carry a dimension for better comparison with Fig. 4 in Ref. [14]. When increases the out-of-plane hopping $t_z$ in the Hamiltonian Eq. (55) the filling increases accordingly, as the system exploits the additional dimension to further delocalise the electrons and lowers its energy level. For $t_z = 0$, the electrons can not exploit this additional degree of freedom and the model returns to the square lattice case of Fig. 3a, where $\mu = -3t$ corresponds to a filling of $n = 0.17$. This causes all irreducible representations not present in $C_{3v}$ to vanish. The van-Hove singularities occur on the vertical lines. We choose $N_{k_F} \approx 1000$ and $N_1 = (200 \times 200 \times 100)$.

5 Conclusion and outlook

In the pursuit of an efficient and reliable framework for the analysis of unconventional superconducting instabilities of correlated metals we have identified the particle–hole bubble as the critical numerically accessible quantity. We provide formulations of both the wcRG and the RPA in terms of this object, formally introduced as the generalized susceptibility $\chi$ for local and its generalization $\tilde{\chi}$ for non-local interactions. By virtue of appropriate optimizations and an elaborate scheme for the discretization of Fermi surfaces in two and three spacial dimensions, we achieve a significant reduction in numerical cost.

This has been further aided by the introduction of a controlled approximation scheme for the required BZ integrations, which will prove to be especially advantageous for the analysis of electronic structures obtained from ab-initio calculations. In addition we have presented a derivation of the implications of point group symmetries for the two particle vertex in the Cooper channel. Combined, using these advances in the methodology of weak coupling approximations we have shown excellent benchmark agreement with previous results in literature at in general higher numerical precision or lower computational cost.

Our work paves the way towards an efficient and reliable numerical toolbox, equipped for the ab-initio analysis of unconventional superconducting instabilities in real materials. Such a framework may start by traditional density functional theory calculations, down-folding of the model to a tight-binding Hamiltonian via Wannierization and analyzing the resulting model within the wcRG or RPA for its propensity towards Fermi surface instabilities.1

Acknowledgements This work is funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) through Project-ID 258490086 - SFB 1170 and through the Würzburg-Dresden Cluster of Excellence on Complexity and Topology in Quantum Matter - ct.qmat Project-ID 390584490 - EXC 2147. The authors gratefully acknowledge the Gauss Centre for Supercomputing e.V. (www.gauss-centre.eu) for funding this project by providing

1 HORUS software project, ERC-CoG-2021-HORUS-Thomale-101045071 (submitted).
Fig. 9 wcRG calculations for the Rashba Hubbard model on the square lattice. The leading representations (left column) and $V_{\text{eff}}$ (right column) are determined for the Rashba Hubbard model on a square lattice with $t' = 0$ in a and b, $t' = -0.1t$ in c and d, $t' = -0.2t$ in e and f, $t' = -0.3t$ in g and h. The color coding of the irreducible representations is indicated in figure g, while the color map for the right column, where yellow (black) denotes a large (small) pairing strength, is normalized differently for each plot.
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Appendix A: Decomposition of long range interactions

We show that a generic translationally invariant two particle interaction

\[ U_{(a_1)}(\{k_i\}) = \delta(k_0 + k_1 - k_2 + k_3) \]

\[ \sum_{\vec{r}_1, \vec{r}_2, \vec{r}_3} U_{(a_1)}(\vec{r}_1, \vec{r}_2, \vec{r}_3)e^{+(k_1 \cdot \vec{r}_1 - k_2 \cdot \vec{r}_2 - k_3 \cdot \vec{r}_3)}, \]

(A.1)

involving a finite number of bonds can be rewritten in the direct particle-hole diagram representation

\[ U_{(a_1)}(\{k_i\}) = \delta(k_0 + k_1 - k_2 + k_3) \]

\[ \sum_{i,j} U_{(a_1)}^{ij}(k_0 - k_2)f_i^*(k_0)f_j(k_3), \]

(A.2)

with a finite set of form factor functions \( f_i(k) \).

This is accomplished by first rewriting the exponent in Eq. (A.1) by using momentum conservation for \( k_1 \)

\[ k_1 \cdot \vec{r}_1 - k_2 \cdot \vec{r}_2 - k_3 \cdot \vec{r}_3 \]

\[ = (k_3 + k_2 - k_0)\vec{r}_1 + (k_0 - k_2)\vec{r}_2 - k_0 \vec{r}_2 - k_3 \vec{r}_3 \]

\[ = (k_0 - k_2)(\vec{r}_2 - \vec{r}_1) - k_0 \vec{r}_2 - k_3 \vec{r}_3 \]

(A.3)

and introducing form factors

\[ f_i(k) = e^{i k \vec{r}_i}. \]

(A.4)

By shifting the summations via the use of translational invariance and defining

\[ \vec{r}_1 = \vec{r}_2 - \vec{r}_1 \]

\[ \vec{r}_g = \vec{r}_2 \]

\[ \vec{r}_h = \vec{r}_1 - \vec{r}_3 \]

we can then simply rewrite Eq. (A.1)

\[ U_{(a_1)}(\{k_i\}) = \delta(k_0 + k_1 - k_2 + k_3) \]

\[ \sum_{\vec{r}_1, \vec{r}_2, \vec{r}_3} U_{(a_1)}(\vec{r}_g - \vec{r}_1, \vec{r}_g, \vec{r}_g - \vec{r}_1, \vec{r}_h) \]

\[ e^{+(k_0 - k_2)\vec{r}_g}e^{-i k_0 \vec{r}_3}e^{+i k_3 \vec{r}_h} \]

\[ = \delta(k_0 + k_1 - k_2 + k_3) \]

\[ \sum_{\vec{r}_g, \vec{r}_h} f_g^*(k_0)f_h(k_3) \]

\[ \sum_{\vec{r}_1} U_{(a_1)}(\vec{r}_g - \vec{r}_1, \vec{r}_g, \vec{r}_g - \vec{r}_1, \vec{r}_h) \]

\[ e^{+(k_0 - k_2)\vec{r}_g} \]

\[ = \delta(k_0 + k_1 - k_2 + k_3) \]

\[ \sum_{\vec{r}_g} f_g^*(k_0)f_h(k_3)U_{(a_1)}^{gh}(k_0 - k_2) \]

(A.5)

\[ \sum_{\vec{r}_g, \vec{r}_h} f_g^*(k_0)f_h(k_3) \]

\[ \sum_{\vec{r}_1} U_{(a_1)}(\vec{r}_g - \vec{r}_1, \vec{r}_g, \vec{r}_g - \vec{r}_1, \vec{r}_h) \]

\[ e^{+(k_0 - k_2)\vec{r}_g} \]

\[ = \delta(k_0 + k_1 - k_2 + k_3) \]

\[ \sum_{\vec{r}_g} f_g^*(k_0)f_h(k_3)U_{(a_1)}^{gh}(k_0 - k_2). \]

(A.6)

The remaining interaction tensor can be identified as

\[ U_{(a_1)}^{gh}(k_0 - k_2) \]

\[ = \sum_{\vec{r}_g} U_{(a_1)}(\vec{r}_g - \vec{r}_1, \vec{r}_g, \vec{r}_g - \vec{r}_1, \vec{r}_h) e^{+(k_0 - k_2)\vec{r}_g} \]

(A.7)

\[ \sum_{\vec{r}_g} U_{(a_1)}(\vec{r}_g, \vec{r}_g - \vec{r}_h) e^{-i(k_0 - k_2)(\vec{r}_g - \vec{r}_h)}. \]

Note that the summations over \( r_g \) and \( r_h \) involve a very limited number of terms for short range interactions and that the complete derivation does not necessitate any approximations.

Appendix B: Extensive dataset for the Rashba Hubbard model

We present four phase diagram scans for the Rashba Hubbard model at different values \( t'/t \). The \( \alpha_R = 0 \) line in Fig. 9a/g coincides with Fig. 3a/Fig. 3c. We note, that in Fig. 9a particle-hole symmetry is present. Yet due to the small effective pairing strength depicted in \( b \), which decreases for all hoppings as the spin orbit interaction is increased, the gap between leading and subleading instabilities drops beneath the numerical resolution of the applied scheme, which is a problem also present in other works (e.g. Ref. [19,39]). The superconducting order is therefore only strictly reliable in phase space regions of sizable pairing strength. This is especially the case near van-Hove fillings, which manifests themselves as bright lines running out into regions with large spin orbit interaction. The fragmental coloring of these lines originates from the varying proximity of the discretized \( \pi \) to \( n_{4h} \). However, a match with previous studies by Wolf and Rachel [19] is also achieved in subtle regions of the phase diagram. A decrease of pairing strength with both \( \alpha_R \) and \( t' \) can be stated, which was respected by adjusting the colormap accordingly from figure \( b \) to \( h \). The phase diagram was calculated with \( N_{k,F} = 120 \) and \( N_1 = (640 \times 640) \).
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