An aggregation model of cockroaches with fast-or-slow motion dichotomy
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Abstract
We propose a mathematical model, namely a reaction–diffusion system, to describe social behaviour of cockroaches. An essential new aspect in our model is that the dispersion behaviour due to overcrowding effect is taken into account as a counterpart to commonly studied aggregation. This consideration leads to an intriguing new phenomenon which has not been observed in the literature. Namely, due to the competition between aggregation towards areas of higher concentration of pheromone and dispersion avoiding overcrowded areas, the cockroaches aggregate more at the transition area of pheromone. Moreover, we also consider the fast reaction limit where the switching rate between active and inactive subpopulations tends to infinity. By utilising improved duality and energy methods, together with the regularisation of heat operator, we prove that the weak solution of the reaction–diffusion system converges to that of a reaction-cross-diffusion system.
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1 Introduction

1.1 Social behaviour of cockroaches

Aggregation is a common behaviour of many species from bacteria to vertebrates which, among other benefits, increases the survival and reproduction success of a given individual (Parrish and Edelstein-Keshet 1999). A typical example of such behaviour is the aggregation of soil-dwelling amoeba Dictyostelium discoideum. In the absence of nutrients resource, the amoeba secretes a chemical signal, cAMP, attracting other amoebae to form a fruit body. This directional movement along a chemical concentration gradient is called chemotaxis and it became a basis for the famous Patlak-Keller-Segel model (Patlak 1953; Keller and Segel 1970).

Cluster formations are also typical for various cockroach species, such as the German cockroach, Blattella germanica, and the American cockroach, Periplaneta americana. Cockroaches respond to the airflow, as well as to the external objects (including predators) using a variety of mechanoreceptors located on their antennae (Okada 2016). The behaviour of cockroaches is further determined by a broad range of chemicals from toxins, food, pathogens, and pheromones which are sensed through chemoreceptors (Harrison et al. 2018). Many cockroaches prefer dark, humid and enclosed spaces as shelters close to food resources. Notably, most cockroach species are gregarious, living in groups, which brings them many benefits ranging from reduc-
tion in predation risk, increased mating to humidity regulation and thermoregulation (Dambach and Goehlen 1999). A wide range of nonexclusive criteria such as mutual attraction, groups size, spatial and temporal variation in social structure, influences cockroach aggregation behaviour and to this day there is no definitive theory explaining the mechanism behind aggregation (Bell et al. 2007, Chap 8). Some cockroach species including *Blattella germanica* are known to secrete an aggregation pheromone responsible for clustering (Ishii and Kuwahara 1967; Ishii 1970). Indeed, the aggregation pheromone is shown to act initially as an attractant for cockroaches to group near the pheromone source, Bell et al. (1972), as well as to inhibit locomotion of individuals so that they remain at the pheromone source (Burk and Bell 1973). Experimental and theoretical studies of shelter selection by cockroach populations further reveal that when the population size of cockroaches at the shelter increases, the individual probability of leaving it decreases and, consequently, newcomers are confined to the shelter. In particular, if the size of a shelter and thus the carrying capacity for the entire population is large enough, a single aggregation site is collectively selected (Amé et al. 2006; Sempo et al. 2013). The aggregation of cockroaches in this case likely results from a social amplification of a positive feedback via pheromone signal (Sempo et al. 2013).

A theory of the ideal free distribution however assumes that individuals compete for resources, e.g., shelters, and that each individual will go to a place where the chance of success is highest and, in particular, the individual will occupy a site among all sites with equally suitable conditions for survival where the number of competitors is lowest (Fretwell and Lucas 1969). Sempo and coworkers (Sempo et al. 2013) show experimentally that a higher level of habitat fragmentation, which was achieved by a larger number of shelters of smaller sizes while the total carrying capacity of the habitat was maintained constant, cockroaches are randomly and equally distributed between the shelters. Thus, the smaller the shelter is, the fewer individuals it can contain and the probability of joining a shelter decreases with the group size occupying the shelter, leading to a negative feedback loop via crowding and, consequently, to dispersal of cockroaches.

Aggregation and dispersal, as two non-linear processes shaping the social behaviour of cockroaches, suggest the existence of a threshold which corresponds to a critical number of individuals occupying one shelter (Sempo et al. 2013). Roughly speaking, whenever the population size of cockroaches is smaller than the critical threshold, cockroaches aggregate due to a positive feedback driven by the pheromone concentration. However, as soon as the critical threshold is reached dispersal prevails over aggregation despite high concentration of the chemoattractant. In this paper we propose a mathematical model for the binary choice of cockroaches between aggregation and dispersal, as just described, based on a fast-or-slow motion dichotomy.

### 1.2 Mathematical modelling

In our modelling framework we assume that

- Cockroaches are divided into two groups based on their ability to move: individuals in one group move actively (“fast”), while the mobility of the second group is inhibited (“slow”)—hence, the fast-or-slow dichotomy; and
Fig. 1 A typical example of the probability function \( r(v) \):

\[
r(v) = \frac{1}{2}(1 - \tanh(\gamma_1(v - v^*)) \text{ for } 0 \leq v \leq \hat{v} \text{ and } r(v) = \frac{1}{2}(1 + \tanh(\gamma_2(v - v^#))) \text{ for } v > \hat{v},
\]

where \( v^*, v^#, \hat{v}, \gamma_1 \) and \( \gamma_2 \) are positive constants. Depending on the concentration of aggregation pheromone, we observe: dispersal of cockroaches (region A), change of cockroach motility from dispersal to aggregation (B), aggregation (C), change of cockroach motility from aggregation to dispersal (D), and dispersal again (E).

- Cockroaches can change their locomotive behaviour depending on the concentration of the aggregation pheromone.

The spread of cockroaches in space and time and switching between the groups based on the pheromone concentration is precisely described by the following equations:

\[
\begin{align*}
\partial_t u_1 &= d \Delta u_1 - \frac{1}{\varepsilon} \left( r(v)u_1 - (1 - r(v))u_2 \right), \\
\partial_t u_2 &= (d + D) \Delta u_2 + \frac{1}{\varepsilon} \left( r(v)u_1 - (1 - r(v))u_2 \right), \\
\partial_t v &= D_v \Delta v + \alpha(u_1 + u_2) - \beta v,
\end{align*}
\]

(1)

where \( u_1 \) and \( u_2 \) denote the population densities of slow and fast cockroach group, respectively, and \( v \) is the concentration of aggregation pheromone. Individuals in both groups can move freely and randomly in space with constant rates of diffusion \( d \) and \( d + D \), respectively, where \( d \) and \( D \) are positive constants; in general \( d \ll D \). Switching between the subpopulations \( u_1 \) and \( u_2 \) is determined by a probability distribution function \( r \) which is a function of the pheromone concentration \( v \) as shown in Fig. 1.

The rate of switching is given by \( 1/\varepsilon \) for some \( \varepsilon > 0 \).

The function \( r \) is a real-valued function with values between zero and one and such that \( r(0) = 1 \), \( r \) is decreasing for \( 0 < v \leq \hat{v} \) and increasing for \( v > \hat{v} \) for some \( \hat{v} > 0 \), and such that \( r(v) \) tends to 1 as \( v \) grows above all limits. If the concentration \( v \) is small so that \( r(v) \approx 1 \) (region A in Fig. 1), then \( r(v)u_1 - (1 - r(v))u_2 \approx u_1 \), which together with the sign before \( 1/\varepsilon \) in the equations for \( u_1 \) and \( u_2 \) implies switching of the mobility of cockroaches from slow, \( u_1 \), to fast, \( u_2 \). In this case, dispersal of cockroaches prevails over aggregation. If the concentration \( v \) is such that \( r(v) \approx 0 \) (region C), then \( r(v)u_1 - (1 - r(v))u_2 \approx -u_2 \), which implies that cockroaches switch their mobility from fast to slow. Thus aggregation dominates over dispersal. However, with further increasing \( v \), \( r \) may be close to one again (region E), which we associate with overcrowding, and thus dispersal dominates again. Regions B and D are transition regions in which change from dispersal to aggregation and vice-versa happens and the extent of switching relates to the concentration of the aggregation pheromone.
In the model, the aggregation pheromone plays a role of signalling molecules called autoinducers in bacterial quorum sensing (Rutherford and Bassler 2012): cockroaches sense the concentration of pheromone \( v \) and perceive the crowding level in the neighbourhood, which then affects their locomotive behavior. The aggregation pheromone is spread in space with a diffusion rate \( D_v \), which is secreted by every cockroach with a production rate \( \alpha \) and degraded with a rate \( \beta \).

We can further add (logistic) growth terms and terms for competition for resources between \( u_1 \) and \( u_2 \) in the model on top of the dichotomy dynamics. The resulting model equations are as follows:

\[
\begin{align*}
\partial_t u_1 &= d \Delta u_1 + a_1 (1 - u_1 - u_2) u_1 - \frac{1}{\varepsilon} (r(v)u_1 - (1 - r(v))u_2), \\
\partial_t u_2 &= (d + D) \Delta u_2 + a_2 (1 - u_1 - u_2) u_2 + \frac{1}{\varepsilon} (r(v)u_1 - (1 - r(v))u_2), \\
\partial_t v &= D_v \Delta v + \alpha (u_1 + u_2) - \beta v,
\end{align*}
\]

where \( a_1 \) and \( a_2 \) are the intrinsic growth rates of \( u_1 \) and \( u_2 \), respectively. If \( a_1 = a_2 = 0 \), the model (2) reduces to the simple dichotomy dynamics model (1). In general, the growth rates \( a_1 \) and \( a_2 \) are two positive constants. We may, however, assume that \( a_1 \geq a_2 \) since the growth rate of slow-motioned population is higher than that of the fast-motioned one because the environment where the cockroaches aggregate is more suitable for reproduction.

The switching between \( u_1 \) and \( u_2 \) in (1) and (2) is fully given by the difference of the terms \( r(v)u_1 \) and \((1 - r(v))u_2 \). A more general case would be to consider two positive functions \( p = p(v) \) and \( q = q(v) \) and a mathematical model

\[
\begin{align*}
\partial_t u_1 &= d \Delta u_1 + a_1 (1 - u_1 - u_2) u_1 - \frac{1}{\varepsilon} (q(v)u_1 - p(v)u_2), \\
\partial_t u_2 &= (d + D) \Delta u_2 + a_2 (1 - u_1 - u_2) u_2 + \frac{1}{\varepsilon} (q(v)u_1 - p(v)u_2), \\
\partial_t v &= D_v \Delta v + \alpha (u_1 + u_2) - \beta v,
\end{align*}
\]

where \( q \) and \( p \) satisfy the following modelling assumptions:

- If \( v \) is small, \( q(v) \) is close to a positive constant \( r_1 \) and \( p(v) \) is close to zero.
- If \( v \) is moderate, \( q(v) \) is close to zero and \( p(v) \) is close to a positive constant \( r_2 \).
- If \( v \) is large, \( q(v) \) is close to a positive constant \( r_3 \) and \( p(v) \) is close to zero.

The constants \( r_1, r_2 \) and \( r_3 \) do not necessarily have the same value. For the purpose of mathematical analysis we require from \( p \) and \( q \) to satisfy some smoothness and growth conditions specified later.

The rate of conversion between \( u_1 \) and \( u_2 \) is denoted by \( 1/\varepsilon \), which is large whenever \( \varepsilon \) small. Since the time scale of the conversion of the states is in general much faster than the other time scales such as the dispersal and the growth of the populations, we may assume that \( 1/\varepsilon \) is large (and thus \( \varepsilon \) small) compared with the diffusion rates \( d \) and \( d + D \) and the growth rates \( a_1 \) and \( a_2 \). When we formally take the limit \( \varepsilon \to 0 \), we obtain that \( q(v)u_1 - p(v)u_2 = 0 \). Here, noting that \( u_1 \) and \( u_2 \) are subpopulations, and denoting the total population as \( u := u_1 + u_2 \), we have \( u_1 = \frac{p(v)}{q(v)+p(v)}u \) and \( u_2 = \frac{q(v)}{q(v)+p(v)}u \). By adding the equations for \( u_1 \) and \( u_2 \), we obtain (formally) the
following reduced model in the limit $\varepsilon \to 0$:

$$
\begin{align*}
\partial_t u &= \Delta \left( \left( d + D \frac{q(v)}{p(v) + q(v)} \right) u \right) + \frac{a_1 p(v) + a_2 q(v)}{p(v) + q(v)} (1 - u) u, \\
\partial_t v &= D_v \Delta v + \alpha u - \beta v.
\end{align*}
$$

(4)

The feature of the reduced model is to naturally obtain a chemotactic movement. The nonlinear diffusion in the equation for $u$ indicates

$$
\frac{\partial u}{\partial t} = \nabla \cdot \left( \left( d + D \frac{q(v)}{p(v) + q(v)} \right) \nabla u \right) + D \nabla \cdot \left( u \nabla \left( \frac{q(v)}{p(v) + q(v)} \right) \right).
$$

The first term means a density dependent diffusion and the second term describes a chemotactic effect which implies that the total population $u$ senses the chemical gradient $v$ on a macroscopic level. Hence, another aspect of the dichotomy dynamics is to approximate a two-component density dependent diffusion system (4), the so-called cross-diffusion system which naturally possesses a chemotactic movement, by a three-component reaction–diffusion system (3). The first result of this kind dates back to 2006 in the seminal work of Iida, Mimura and Ninomiya (Iida et al. 2006).

### 1.3 Contribution of our work

In order to study aggregation of cockroaches, Funaki and coauthors (Funaki et al. 2012) propose both microscopic and macroscopic cross-diffusion model for the self-organised aggregation of cockroaches that includes directed movement due to an aggregation pheromone. A link between the micro- and macroscopic models is established by a reaction–diffusion system (1) which is shown to approximate the macroscopic model, formally and rigorously, as a singular limit of problem (1) when $\varepsilon \to 0$. In Funaki et al. (2012) the model (1) with a strictly decreasing function $r$ is, however, considered and thus the effect of crowding is not taken into account. The model (2) with $a = a_1 = a_2 > 0$ and decreasing $r$ is further studied in Ei et al. (2012), in particular, the authors consider a reaction limit of problem (2) for $a \to 0$ and every $\varepsilon > 0$. Unlike in the papers (Funaki et al. 2012; Ei et al. 2012), the model equations (3) proposed in this paper are more general and consider not only aggregation of cockroaches, which is only one side of a complex and so far not fully understood behaviour of cockroaches, but also dispersal due to crowding by adapting a more realistic switching function such as the one depicted in Fig. 1.

With the probability function $r$ as in Fig. 1, $q = r$ and $p = 1 - r$, we see that the role of aggregation and dispersal in the model (3) is shaped by two pheromone concentration values $v^*$ and $v^#$ at which $r(v^*) = r(v^#) = 1/2$ and the steepness of $r$ in the transition regions B and D. Let us consider $\gamma_1 = \gamma_2 = 20$, c.f. parameters in (6). We remark that $r$ is rather steep in the transition regions B and D for chosen $\gamma_1$ and $\gamma_2$, hence the regions B and D are short intervals and we observe either dominating dispersal...
Fig. 2 Aggregation of cockroaches for $v^* = 1$ and $v^# = 2$: snapshots of spatial distribution of cockroaches and pheromone at different times. The total initial density of $u$ as well as the concentration of the pheromone $v$ is set to one. Moreover, additional noise is added to $v$ (regions A and E) or aggregation (region C) for most values of $v$. Different behaviour of the total population of cockroaches $u = u_1 + u_2$ can be observed depending on the distance between $v^*$ and $v^#$. Figure 2 shows spatio-temporal behaviour of cockroach density $u$ and the pheromone concentration $v$ from homogeneous initial states with some noise added to the initial pheromone concentration. In this simulation we set $v^* = 1$ and $v^# = 2$ where $v^# = 2$ is the maximum concentration of pheromone produced by cockroaches over time and space. For such high $v^#$ the effect of dispersal due to crowding is minimal simply because $v$ does not get over $v^#$. In this case cockroaches form large irregular aggregates similar to the pattern obtained in Funaki et al. (2012) where aggregation is only considered.

However, if we set $v^# = 1.25$, then the dispersal of cockroaches due to crowding kicks in. In this case cockroaches aggregate on the boundaries of rather uniformly shaped sites, later having form of disks, which divide the spatial domain into two regions, see Fig. 3. The pheromone concentration is high outside the disks, therefore most cockroaches prefer these areas. Moreover, a low concentration of the aggregation pheromone inside the disks signalises a possible unfavourable environment, therefore cockroaches inside the disks move towards the places with higher concentration of the pheromone, hence they want to escape from the disks. Crowding outside disks, however, forces cockroaches to search for yet other places. Therefore, cockroaches get trapped to the narrow stripes which separate areas with high pheromone concentration from the areas in which the pheromone concentration is small. Our newly discovered behaviour is intriguing and seems not to have been observed for cockroaches but
Fig. 3 Aggregation and dispersal of cockroaches for $v^a = 1$ and $v^f = 1.25$: snapshots of spatial distribution of cockroaches and pheromone at different times. The total initial density of $u$ as well as the concentration of the pheromone $v$ is set to one. Moreover, additional noise is added to $v$

apparently appeared in other similar biological models, such as chemotaxis models for E.coli or other bacteria (see e.g. Aotani et al. (2010)).

Concerning the limit as $\varepsilon \to 0$, our work is closely related to fast reaction limits towards a cross-diffusion-reaction system, which have been developed extensively in the last decade for many models in biology, chemistry, archeology, etc.

In particular, the fast reaction limits develop in the theory of reaction–diffusion systems. Assuming that the reaction in reaction–diffusion systems is much faster than the diffusion, nonlinear diffusion equations are derived from the reaction–diffusion systems. We refer to Bothe and Hilhorst (2003) as a classical result. Since then, many types of results and mathematical techniques are constructed. For instance, Hilhorst et al. (2009) is a review article for the fast reaction limits. On the theoretical development including the state-of-the-art results, let us mention the works (Eliaš et al. 2021; Bothe et al. 2012; Daus et al. 2020; Desvillettes and Trescases 2015; Brocchieri et al. 2020; Murakawa 2021; Perthame and Skrzeczkowski 2022; Skrzeczkowski 2022). Recently, the fast reaction limits have been applied to mathematical modeling (Eliaš et al. 2021; Funaki et al. 2012; Iida et al. 2006). The present paper also focuses on the understanding of biological aggregation phenomena via the fast reaction limits. At first glance, our system (9) looks similar to what have been considered in Desvillettes and Trescases (2015) or Brocchieri et al. (2020). However, what differs our work from these two, and other related works in the literature, is the equation concerning the pheromone concentration $v^f$. More precisely, the equations of $v^f$ in Desvillettes and Trescases (2015); Brocchieri et al. (2020) possess a structure that implies the bound-
edness of \(v^\varepsilon\) in \(L^\infty(\Omega \times (0, T))\) immediately by using the comparison principle. This in turn becomes an important ingredient to obtain other a-priori estimates, which ultimately allow to pass to the limit rigorously. This is not the case for our system at hand. Indeed, the regularity or the order of integrability of \(v^\varepsilon\) very much depends on that of \(u^\varepsilon_1\) and \(u^\varepsilon_2\). In fact, without further conditions on the functions \(p\) and \(q\), besides their smoothness, even the global existence of weak solutions to the system (9) for fixed \(\varepsilon > 0\) is unclear. In this paper, we resolve this issue by first using an improved duality method, see e.g. Cañizo et al. (2014) or the highly instructive review (Pierre 2010), to obtain that \(u^\varepsilon_1, u^\varepsilon_2\) belong to \(L^{2+\delta_0}(\Omega \times (0, T))\) for some \(\delta_0 > 0\). In dimensions one and two, utilising these estimates, the boundedness of \(v^\varepsilon\) follows from the regularisation of the heat operator. In higher dimensions \(N \geq 3\), additional assumptions on either the boundedness of functions \(p\) and \(q\) or closeness the diffusion coefficients \(d\) and \(D\) are imposed. In case of the latter, we first use the duality method to obtain bounds of \(u^\varepsilon_1\) and \(u^\varepsilon_2\) in \(L^r(\Omega \times (0, T))\) for some \(r > (N + 1)/2\), which, in combination with the regularisation of the heat operator, allow us to again obtain the boundedness of \(v^\varepsilon\) in \(L^\infty(\Omega \times (0, T))\). It is worth mentioning that, while the structure of the equation for \(v^\varepsilon\) prevents us from obtaining the \(L^\infty\)-boundedness of \(v^\varepsilon\) in all dimensions (without further assumptions), it on other hand helps us to show that \(v^\varepsilon\) is bounded below away from zero (for any finite time), which in turn allows us to neglect the lower bounds assumption of \(p\) and \(q\) that were assumed in Desvillettes and Trescases (2015)[Assumption (12)].

Insufficient regularity for \(v^\varepsilon\), as well as for \(u^\varepsilon_1\) and \(u^\varepsilon_2\), is the main reason why the fast reaction limit of a system of equations for \(\varepsilon \to 0\) studied in Ei et al. (2012) remained an open problem. However, our results apply to that model since it is a special case of (3). Therefore our paper completes and expands the works of Mimura and coauthors (Ei et al. 2012; Funaki et al. 2012) in their modelling effort to reproduce social behaviour of cockroaches.

The rest of this paper is organised as follow: In the next section, we discuss the numerical simulation of system (3). More precisely, bifurcation diagrams in both cases of without and with logistic growth are presented. We also give bifurcation diagram concerning the fast reaction limit \(\varepsilon \to 0\). The rigorous analysis of this fast reaction limit is investigated in Sect. 3. Finally, the Appendix is devoted to two technical results.

## 2 Numerical simulation of the model

In this section, we numerically discuss the following model:

\[
\begin{aligned}
\partial_t u_1 &= d \Delta u_1 + a_1(1 - u_1 - u_2)u_1 - \frac{1}{\varepsilon}(q(v)u_1 - p(v)u_2), \\
\partial_t u_2 &= (d + D) \Delta u_2 + a_2(1 - u_1 - u_2)u_2 + \frac{1}{\varepsilon}(q(v)u_1 - p(v)u_2), \\
\partial_t v &= D_v \Delta v + \alpha(u_1 + u_2) - \beta v.
\end{aligned}
\]

In particular, we investigate the global structures of stationary solutions from the viewpoint of pattern formation by using a numerical bifurcation software AUTO (Doedel
et al. 2007). Since the global structures of stationary solutions of the system with growth term ($a_1, a_2 > 0$) and of the model without growth term ($a_1 = a_2 = 0$) somewhat differ, the two cases are discussed separately.

Through this section, the functions of $q(v)$ and $p(v)$ are set as

$$q(v) = \frac{1}{2} (1 - \tanh(\gamma_1(v - v^*))) + \frac{1}{2} (1 + \tanh(\gamma_2(v - v^*)))$$

and

$$p(v) = 1 - q(v).$$

When the function $q(v)$ is divided into two part such as $q(v) = q_1(v) + q_2(v)$, where $q_1(v) = \frac{1}{2} (1 - \tanh(\gamma_1(v - v^*)))$ and $q_2(v) = \frac{1}{2} (1 + \tanh(\gamma_2(v - v^*)))$, note that the function $q_1(v)$ contributes to the activeness for low chemicals, on the other hand the function $q_2(v)$ contributes to the activeness for high chemicals. In addition, we use the following parameter setting unless otherwise stated:

$$d = 0.05, \ D_v = 0.1, \ \alpha = 1.0, \ \beta = 1.0, \ \gamma_1 = 20.0, \ q_2 = 20.0, \ \nu^* = 1.0. \quad (6)$$

### 2.1 System without growth term

The case $a_1 = a_2 = 0$ is studied in this subsection. Then, the system in one space dimension is given by

$$
\begin{align*}
\partial_t u_1 &= d \partial_x^2 u_1 - \frac{1}{\epsilon} (q(v) u_1 - p(v) u_2), \\
\partial_t u_2 &= (d + D) \partial_x^2 u_2 + \frac{1}{\epsilon} (q(v) u_1 - p(v) u_2), \quad t > 0, \ 0 < x < L. \\
\partial_t v &= D_v \partial_x^2 v + \alpha (u_1 + u_2) - \beta v,
\end{align*}
$$

We consider the above model under the Neumann boundary conditions

$$\partial_x u_1 = \partial_x u_2 = \partial_x v = 0 \quad \text{on} \ x = 0, \ L$$

and the initial conditions

$$u_1(0, x) = u_{10}(x), \ u_2(0, x) = u_{20}(x), \ v(0, x) = v_0(x), \ 0 < x < L.$$ 

Adding the equations for $u_1$ and for $u_2$, we have $\partial_t (u_1 + u_2) = \partial_x^2 ((d + (d + D) u_2).$ Integrating the equation over $(0, L)$, and using integration by parts and the Neumann boundary conditions, $\partial_t \int_0^L (u_1 + u_2) dx = 0$ is obtained. This means that (7) is a mass conservation system. When we define the spatial average of initial mass $u_{10} + u_{20}$ as $M := \frac{1}{L} \int_0^L (u_{10} + u_{20}) dx$, the constant steady state is expressed by

$$
(\bar{u}_1, \bar{u}_2, \bar{v}) = \left( \frac{p(\frac{\alpha}{\beta} M)}{p(\frac{\alpha}{\beta} M) + q(\frac{\alpha}{\beta} M) M}, \frac{q(\frac{\alpha}{\beta} M)}{p(\frac{\alpha}{\beta} M) + q(\frac{\alpha}{\beta} M) M}, \frac{\alpha}{\beta} M \right).
$$

 Springer
The stable and unstable regions of the constant steady state \((\bar{u}_1, \bar{u}_2, \bar{v})\) and the neutral stability curves which defined by 
\[ \Gamma_n = \{(M, D) \in \mathbb{R}^2_+ : \det A_n = 0\} \] 
for each \(n\). The parameter values are \(\varepsilon^* = 1.25\), \(\varepsilon = 0.001\) and \(L = 1.0\) which is parametrized by \(M\). This constant steady state can be destabilized depending on the value of \(M\) via Turing-like instability. In order to explain this, (7) is linearized around the constant steady state. Then, the linearized matrix for \(n\)-Fourier cosine mode is obtained as follows:

\[
A_n = \begin{pmatrix}
-d \left( \frac{n\pi}{L} \right)^2 - \frac{1}{\varepsilon} q(\bar{v}) & \frac{1}{\varepsilon} p(\bar{v}) & -\frac{1}{\varepsilon} (q'(\bar{v})\bar{u}_1 - p'(\bar{v})\bar{u}_2) \\
\frac{1}{\varepsilon} q(\bar{v}) & -(d + D) \left( \frac{n\pi}{L} \right)^2 - \frac{1}{\varepsilon} p(\bar{v}) & \frac{1}{\varepsilon} (q'(\bar{v})\bar{u}_1 - p'(\bar{v})\bar{u}_2) \\
\alpha & \alpha & -D_v \left( \frac{n\pi}{L} \right)^2 - \beta 
\end{pmatrix}
\]

One can see from the linearized matrices and linear stability analysis that the neutral stability curve for \(n\) \((n = 1, 2, 3, \cdots)\) is given by \(\det A_n = 0\). For (5), the stable and unstable regions of the constant steady state \((\bar{u}_1, \bar{u}_2, \bar{v})\), which depends on \(M\), and the neutral stability curves in \((M, D)\)-plane are shown in Fig. 4.

Assume that a suitable \(D\) value is fixed. One can see from the figure that when the value of \(M\) is large or small, the constant steady state is stable, on the other hand, when the value of \(M\) is moderate, it is destabilized, so that we can expect that non-constant stationary solutions emerge in the range. Based on the linear stability analysis, we numerically compute global structures of stationary solutions with the aid of a numerical bifurcation software AUTO. Figure 5 shows the global structure of stationary solution when \(D = 0.15\) and \(M\) is a bifurcation parameter.

As the value of \(M\) increases, the constant steady state loses its stability around \(M = 0.936341\) and a subcritical pitchfork bifurcation occurs. Although a pair of non-constant stationary solution branches unstably emerges from the pitchfork bifurcation point, it recovers the stability via fold bifurcations around \(M = 0.78621\) then stably non-constant stationary solutions are observed for \(0.78621 < M < 1.13259\). These stable solution branches undergo fold bifurcations again around \(M = 1.13259\) and the unstable branches connect with the pitchfork bifurcation point around \(M = 1.09886\). For large values of \(M\), only the constant solution is stable. Here, we note that the upper solution branch and the lower one can be identified because if \((u_1(x), u_2(x), v(x))\) is a stationary solution on the upper branch, \((u_1(L-x), u_2(L-x), v(L-x))\) corrsponds to the lower one, so that the stability of the two solutions is also same(see also the solution profiles in Fig. 5). For \(0.936341 < M < 1.09886\), non-constant stationary
Fig. 5 Global structure of stationary solutions for (7). The horizontal and the vertical axes denote a bifurcation parameter $M$ and the value of $u_1 + u_2$ at $x = 0$, respectively. The solid and dashed curves respectively mean stable solution branch and unstable one. The square □ represents a pitchfork bifurcation point. Two profiles of stationary solution are displayed in the figure, where the red and blue curves means $u_1 + u_2$ and $v$, respectively. Each profile corresponds to the stationary solution with $M = 1$ on the stable branches.

Fig. 6 Stably stationary solution profiles according to the value $M$. The meaning of colors is as follows: (red) $u_1 + u_2$, (blue) $v$, (magenta) $u_1$ and (cyan) $u_2$. The parameter values are the same as in Fig. 5 (color figure online).

solution branches with 2-Fourier mode and with 3-Fourier mode are also observed. However, these are always unstable. The transition of stably non-constant stationary solution profiles is shown in Fig. 6 when the value $M$ varies.

One can see that the aggregation region expands as the average mass $M$ increases. Interestingly, the peak of the total population density $u_1 + u_2$ is not the point where the pheromone concentration $v$ is a maximum. One can understand this phenomenon...
from the fact that each individual prefers to the moderate pheromone concentration because they move actively if it is low or high.

In this section, the function \( q(v) \) is set as (5). If the value of \( v^\# \) is large enough in this expression, the function \( q(v) = q_1(v) = \frac{1}{2} \left( 1 - \tanh(\gamma_1(v - v^*)) \right) \) is regarded as \( q(v) = q_1(v) = \frac{1}{2} \left( 1 - \tanh(\gamma_1(v - v^*)) \right) \). This case is discussed in Funaki et al. (2012). A new mathematical modeling perspective in this paper is that if the population density is too high, each individual escapes from the overcrowded region. Here, we assume that each individual senses the population density through the pheromone concentration. Therefore, we add the latter term \( q_2(v) = \frac{1}{2} \left( 1 + \tanh(\gamma_2(v - v^\#)) \right) \) to avoid an overcrowded situation which seems unrealistic as a biological situation, and the parameter \( v^\# \) represents a kind of threshold such that each individual recognizes whether or not the current position is overcrowded. That is, if the value \( v^\# \) is small, each individual is sensitive to the high population density and then tends to move to the moderate density region. We next investigate the influence of \( v^\# \) on the pattern formation. Figure 7 shows the transition of global structures of stationary solutions when the value of \( v^\# \) is varied.

Figure 7a is the global structure for \( q(v) = \frac{1}{2} \left( 1 - \tanh(\gamma_1(v - v^*)) \right) \), which is discussed in Funaki et al. (2012). This case does not consider the repulsion for the high population density. Figure 7b–f are the cases with avoiding effect from crowded region. Note that the term \( q_1(v) \) including \( v^* \) contributes to generating an aggregation via an instability of the constant steady state (see also Funaki et al. 2012), on the other hand, the term \( q_2(v) \) including \( v^\# \) means preventing an overcrowded aggregation. Therefore, the global structure shrinks as the value of \( v^\# \) becomes small, and eventually when \( v^\# = v^* \), \( q(v) = 1 \) and \( p(v) = 0 \), that is, no pattern emerges because all \( u_1 \) changes into \( u_2 \) which is governed by a diffusion equation. In other words, if the value of \( v^\# \) approaches \( v^* \), then the ratio of \( u_2 \) which diffuses faster increases. Consequently, it is hard to form self-organized aggregation. Actually, in Fig. 7, a stably stationary solution with \( M = 1 \) is displayed in each figure. As \( v^\# \) is close to \( v^* \), one can see that the ratio of \( u_2 \) (cyan) (resp. \( u_1 \) (magenta)) relatively increases (resp. decreases).

### 2.2 System with growth term

In this subsection, we discuss the system with growth term

\[
\begin{align*}
\partial_t u_1 &= d \partial_x^2 u_1 + a_1(1 - u_1 - u_2)u_1 - \frac{1}{\varepsilon}(q(v)u_1 - p(v)u_2), \\
\partial_t u_2 &= (d + D) \partial_x^2 u_2 + a_2(1 - u_1 - u_2)u_2 + \frac{1}{\varepsilon}(q(v)u_1 - p(v)u_2), \\
\partial_t v &= D_v \partial_x^2 v + \alpha(u_1 + u_2) - \beta v.
\end{align*}
\]

(8)

in one-space dimension under the Neumann boundary conditions. Unlike the system without growth term (7), (8) possesses a unique constant steady state given by \((\bar{u}_1, \bar{u}_2, \bar{v}) = (\frac{p(\alpha/\beta)}{p(\alpha/\beta) + q(\alpha/\beta)}, \frac{q(\alpha/\beta)}{p(\alpha/\beta) + q(\alpha/\beta)}, \frac{\alpha}{\beta})\). Linearizing (8) around the constant
steady state, the linearized matrix for \( n \)-Fourier cosine mode is obtained as follows:

\[
B_n = \begin{pmatrix}
  b_{11} & -a_1 \bar{u}_1 + \frac{1}{\varepsilon} p(\bar{v}) - \frac{1}{\varepsilon} (q'(\bar{v})\bar{u}_1 - p'(\bar{v})\bar{u}_2) \\
  -a_2 \bar{u}_2 + \frac{1}{\varepsilon} q(\bar{v}) & b_{22} \\
  \alpha & \alpha & -D_v \left( \frac{n\pi}{L} \right)^2 - \beta
\end{pmatrix},
\]

where \( b_{11} = -d \left( \frac{n\pi}{L} \right)^2 - a_1 \bar{u}_1 - \frac{1}{\varepsilon} q(\bar{v}) \) and \( b_{22} = -(d + D) \left( \frac{n\pi}{L} \right)^2 - a_2 \bar{u}_2 - \frac{1}{\varepsilon} p(\bar{v}) \).

It follows from linear stability analysis that the neutral stability curve for \( n \) (\( n = 1, 2, 3, \ldots \)) is given by \( \det B_n = 0 \). Here, we assume that the growth rates \( a_1 \) and \( a_2 \) are equal for simplicity, namely \( r = a_1 = a_2 \). Then, the stable and unstable regions
The stable and unstable regions of the constant steady state \((\bar{u}_1, \bar{u}_2, \bar{v})\) and the neutral stability curves which defined by \(\hat{\Gamma}_n = \{(r, D) \in \mathbb{R}_+^2 : \det B_n = 0\}\) for each \(n\). Here, assume that the growth rate \(a_1\) and \(a_2\) are equal, that is \(r = a_1 = a_2\). The parameter values are \(v^\# = 1.25\), \(\varepsilon = 0.001\) and \(L = 1\).

Fig. 8

One can see from the figure that the constant steady state is stable for suitably large \(r\) values or small \(D\) values, on the other hand, it is unstable for suitably small \(r\) values or large \(D\) values. Thus, it is expected that there are non-constant stationary solutions in the unstable region due to the instability of the constant steady state. Similarly to the previous subsection, a numerical bifurcation software AUTO helps to unveil global structures of stationary solutions for (8).

Figure 9 exhibits a global bifurcation diagram of (8) for \(D = 0.15\). One can see from the linear stability analysis in Fig. 8 that 2-mode, 1-mode and 3-mode are destabilized successively for \(D = 0.15\) as the value of \(r\) gradually decreases. Figure 9 corresponds to the global bifurcation diagram for \(D = 0.15\), where stably non-constant stationary solutions primarily bifurcate from the constant steady state via a supercritical pitchfork bifurcation when \(r\) decreases. Therefore, stably 1-mode and 2-mode stationary
solutions are observed for moderate $r$ values (see also the solution profiles in Fig. 9). However, there is no stable stationary solution for $r < 0.875497$. Instead, stable periodic solution branches (black circles) are observed through a supercritical Hopf bifurcation at $r = 0.875497$.

A feature of this type of periodic solutions is that the smaller the value $r$ is, the longer a period of the solution becomes, as shown in Fig. 10. When $r$ value is quite small, a remarkable periodic solution so called a relaxation oscillation appears. (See also Ei et al. 2012). Actually, the relaxation oscillation which consists of a fast dynamics and a slow dynamics uses the global bifurcation diagram for (7) ($r = 0$).

Figure 11 indicates a conceptual trajectory on the relaxation oscillation. For the detailed dynamics of relaxation oscillation, we refer to Ei et al. (2012).
Next, we investigate the change of global structure of stationary solutions when the value $v^\#$ varies. As well as the case of (7), the small $v^\#$ values simplify global structure of stationary solutions as shown in Fig. 12.

In particular, when $v^\#$ is suitably small, the Hopf bifurcation points which are the onset of relaxation oscillation in Fig. 11 disappear.

Generally, it seems that the intrinsic growth rate of inactive subpopulation is greater than that of active subpopulation because the regions where inactive individuals stay are a better environment. Therefore, it is more natural that the intrinsic growth rates $a_1$ and $a_2$ should be different. Here, we set $a_1$ and $a_2$ as $a_1 = r$ and $a_2 = ar$, and set $r$ as a bifurcation parameter, where $a$ means a ratio between growth rates, so that assume...
that $0 \leq a \leq 1$. When $a = 1$, the global structures of stationary solutions correspond to Figs. 9 and 12. The global structures with $0 \leq a < 1$ are shown in Fig. 13.

Interestingly, when the intrinsic growth rate of inactive population density is greater than that of active population density, even the relatively large $r$ values give rise to aggregation patterns. Moreover, when the value of $a$ varies, the type of the primal bifurcation from the constant steady state changes from the pitchfork bifurcation ($a = 0.5$) to the transcritical bifurcation ($a = 0.25, a = 0.125, a = 0.0$). One can see that the difference on the intrinsic growth rates between active and inactive population densities influences the pattern dynamics drastically.

### 2.3 Convergence as $\varepsilon \to +0$

Finally, we numerically discuss the convergence on stationary solutions as $\varepsilon \to +0$. In order to do that, the following question naturally arise: how do global structures of stationary solutions change according to the parameter value $\varepsilon$?

Figure 14 gives an answer to the question. It seems that the global structures of stationary solutions for (8) converge to that for the two-component limiting system as the value of $\varepsilon$ tends to zero. We numerically confirmed that each solution profiles of (8), including periodic solutions observed for the small $r$ values, also approach the corresponding solution profile of the two-component limiting system as $\varepsilon$ tends to zero. In addition, for the system without growth term (7), a similar result holds. These
numerical results suggest that not only stationary solutions and periodic solutions but also global solution structure of the three-component reaction–diffusion system converge to those of the two-component limiting system. A rigorous proof of the convergence on stationary solutions is not given in this paper, which is our future work.

3 Singular limit of the problem (3) when $\varepsilon \to 0$

From a theoretical point of view, we show a singular limit problem of Problem (P), namely,

\[
\begin{align*}
    \partial_t u_1^\varepsilon &= d \Delta u_1^\varepsilon + a_1(1 - u_1^\varepsilon - u_2^\varepsilon)u_1^\varepsilon - \frac{1}{\varepsilon} \left( q(v^\varepsilon)u_1^\varepsilon - p(v^\varepsilon)u_2^\varepsilon \right), \\
    \partial_t u_2^\varepsilon &= (d + D) \Delta u_2^\varepsilon + a_2(1 - u_1^\varepsilon - u_2^\varepsilon)u_2^\varepsilon + \frac{1}{\varepsilon} \left( q(v^\varepsilon)u_1^\varepsilon - p(v^\varepsilon)u_2^\varepsilon \right), \\
    \partial_t v^\varepsilon &= D_v \Delta v^\varepsilon + \alpha(u_1^\varepsilon + u_2^\varepsilon) - \beta v^\varepsilon,
\end{align*}
\]

for two functions $p$ and $q$ such that

(A1) $p, q \in C^1(\mathbb{R}_+, \mathbb{R}_+) \text{ with } p(s) > 0, q(s) > 0$ for $s > 0$, and

\[
\sup_{s > 0} \left( \frac{|p'(s)|}{p(s)} + \frac{|q'(s)|}{q(s)} \right) < +\infty. \tag{10}
\]

Note that in general we do not require $p$ and $q$ to satisfy $p + q = 1$. Here the superscript $\varepsilon$ of $u_1^\varepsilon, u_2^\varepsilon, v^\varepsilon$ indicates that the solution to (9) depends on $\varepsilon > 0$.

We consider the system (9) in $Q_T = \Omega \times (0, T)$, where $\Omega \subset \mathbb{R}^N$ is an open, bounded domain with a sufficiently smooth boundary $\partial\Omega$ and $T > 0$. Moreover, we assume the homogeneous Neumann boundary conditions

\[
\nabla u_1^\varepsilon \cdot \nu = \nabla u_2^\varepsilon \cdot \nu = \nabla v^\varepsilon \cdot \nu = 0 \text{ on } \partial\Omega \times (0, T), \tag{11}
\]

where $\nu$ is the unit normal vector pointing outwards of the domain, and

\[
u_1^\varepsilon(x, 0) = u_{1,0}(x), \quad u_2^\varepsilon(x, 0) = u_{2,0}(x) \text{ and } v^\varepsilon(x, 0) = v_0(x) \text{ for } x \in \Omega \tag{12}\]

where $u_{1,0}, u_{2,0}$ and $v_0$ satisfy

(A2) $\bullet \ v_0 \in H^1(\Omega) \cap L^\infty(\Omega)$ with $v_0(x) \geq v > 0$ for a.e. $x \in \Omega$,

$\bullet \ 0 \leq u_{1,0}, u_{2,0} \in L^{2+\delta_0}(\Omega)$ for some $\delta_0 > 0$.

All parameters are positive constants.

We consider a singular limit of problem (9)–(12) when $\varepsilon$ tends to zero and prove that a weak solution $(u_1^\varepsilon, u_2^\varepsilon, v^\varepsilon)$ to (9)–(12) converges to a limit $(u_1, u_2, v)$ in the
Fig. 14 A transition of global structures of stationary solutions when the value of $\varepsilon$ varies. The parameter values are the same as in Fig. 9 except for $\varepsilon$

sense of Definition 3.1 as $\varepsilon \to 0$ where $(u, v)$ for $u = u_1 + u_2$ is a weak solution of

$$
\begin{align*}
\partial_t u &= \Delta \left( d + D \frac{q(v)}{p(v) + q(v)} \right) u + \frac{a_1 p(v) + a_2 q(v)}{p(v) + q(v)} (1 - u) u \quad \text{in } Q_T, \\
\partial_t v &= D_v \Delta v + \alpha u - \beta v \quad \text{in } Q_T, \\
\partial_v u &= \partial_v v = 0 \quad \text{on } \partial \Omega \times (0, T) \\
\end{align*}
$$

\begin{align}
\tag{13}
\begin{cases}
    u(0) = u_{1,0} + u_{2,0}, \quad v(0) = v_0 \\
    \varepsilon \to +0 \text{ (Limiting system)}
\end{cases}
\end{align}

To state our results, we first impose an additional technical assumption.

(A3) Assume either
\((A3a)\) \(N \leq 2;\)
\((A3b)\) or \(N \geq 3\) and \(\sup_{s>0}(|p(s)| + |q(s)|) < +\infty;\)
\((A3c)\) or \(N \geq 3\) and there exists \(r > (N+2)/2\) such that
\[
C_{MR,r} < \frac{2d + D}{D}
\]
where \(C_{MR,r}\) is the maximal regularity constant in Lemma 3.5.

We define the notion of weak solutions to (13).

**Definition 3.1** Let \(T > 0\). A pair of functions \((u, v)\) is called a weak solution to (13) on \((0, T)\) if for any test function \(\varphi \in C^2_0(Q_T)\) with \(\varphi(\cdot, T) = 0\) and \(\nabla \varphi \cdot v = 0\) on \(\partial\Omega \times (0, T)\), the following integral identities hold
\[
- \iint_{Q_T} u \partial_t \varphi \, dx \, dt - \int_{\Omega} (u_{1,0} + u_{2,0}) \varphi(0, x) \, dx
- \iint_{Q_T} \left( d + D \frac{q(v)}{q(v) + p(v)} \right) u \Delta \varphi \, dx \, dt
= \iint_{Q_T} \frac{a_1 p(v) + a_2 q(v)}{q(v) + p(v)} (1 - u) u \varphi \, dx \, dt,
\]
and
\[
- \iint_{Q_T} v \partial_t \varphi \, dx \, dt - \int_{\Omega} v(0, x) \, dx - D_v \iint_{Q_T} v \Delta \varphi \, dx \, dt
= \iint_{Q_T} (\alpha u - \beta v) \varphi \, dx \, dt
\]
(14)

The main result of this section is the following theorem.

**Theorem 3.1** Assume (A1), (A2) and (A3). Let \(T > 0\). There exist \(0 < \delta \leq \delta_0\) (with \(\delta_0\) is in (A1)), \(u_1, u_2 \in L^{2+d}(0, T; L^{2+d}(\Omega))\), \(v \in L^2(0, T; L^2(\Omega))\) and subsequences (not relabeled) of \((u_1^\varepsilon, u_2^\varepsilon, v^\varepsilon)\), which are weak solutions to (9), such that
\[
v^\varepsilon \to v, \quad u_1^\varepsilon \to u_1, \quad \text{and} \quad u_2^\varepsilon \to u_2 \quad \text{strongly in} \quad L^2(0, T; L^2(\Omega)),
\]
as \(\varepsilon \to 0\) where
\[
u_1 = \frac{p(v)}{q(v) + p(v)} (u_1 + u_2) \quad \text{and} \quad u_2 = \frac{q(v)}{q(v) + p(v)} (u_1 + u_2)
\]
(16)
hold a.e. in \(Q_T\) and \((u, v)\), where \(u = u_1 + u_2\), is a weak solution to Problem (13) in the sense of Definition 3.1.

**Remark 3.1** The existence of global weak solution \((u_1^\varepsilon, u_2^\varepsilon, v^\varepsilon)\) to (9) is given in Proposition 3.2. Note that for this result alone, the assumption (A3) can be considerably weakened.
In the following, we start to show the existence of a global weak solution to the system (9) for fixed $\varepsilon > 0$. The crucial estimates, which are uniform in $\varepsilon > 0$, are proved in the next subsection. Finally, the limit as $\varepsilon \to 0$ is performed in the last subsection. For simplicity, we will use the following notation for the rest of this paper.

- For fixed $T > 0$ and $r, s \in [1, \infty)$,
  
  \[ L_r^t L_s^x := L^r_t(0, T; L^s_x(\Omega)), \]
  
  \[ L_r^t W_{x,t}^{1,s} := L^r_t(0, T; W_{x,t}^{1,s}(\Omega)). \]

- For any constant $r \in [1, \infty]$, we denote by $r'$ its Hölder conjugate exponent, i.e.
  
  \[ r' = \frac{r}{r-1}, \]

  with the convention $r' = \infty$ when $r = 1$, and $r' = 1$ when $r = \infty$.

### 3.1 The reaction–diffusion system for $\varepsilon > 0$

We start with the definition of a weak solution to (9)–(12).

**Definition 3.2** For each $\varepsilon > 0$, a triple of non-negative functions $(u_1^\varepsilon, u_2^\varepsilon, v^\varepsilon)$ is called a weak solution on $(0, T)$ to system (9)–(12) if $u_1^\varepsilon, u_2^\varepsilon, v^\varepsilon \in L^2_T$ for all $T > 0$ and, for any test function $\varphi \in C^{2,1}(\overline{Q_T})$ with $\varphi(x, T) = 0$ in $\Omega$, and $\partial_\nu \varphi = 0$ on $\partial \Omega \times (0, T)$,

\[ -\int\int_{Q_T} u_1^\varepsilon \partial_t \varphi \, dx \, dt - \int_\Omega u_{1,0} \varphi(0, x) \, dx - d \int\int_{Q_T} u_1^\varepsilon \Delta \varphi \, dx \, dt \]

\[ = a_1 \int\int_{Q_T} (1 - u_1^\varepsilon - u_2^\varepsilon) u_1^\varepsilon \varphi \, dx \, dt - \frac{1}{\varepsilon} \int\int_{Q_T} (q(v^\varepsilon) u_1^\varepsilon - p(v^\varepsilon) u_2^\varepsilon) \varphi \, dx \, dt, \]  

(17)

\[ -\int\int_{Q_T} u_2^\varepsilon \partial_t \varphi \, dx \, dt - \int_\Omega u_{2,0} \varphi(0, x) \, dx - (d + D) \int\int_{Q_T} u_2^\varepsilon \Delta \varphi \, dx \, dt \]

\[ = a_2 \int\int_{Q_T} (1 - u_1^\varepsilon - u_2^\varepsilon) u_2^\varepsilon \varphi \, dx \, dt + \frac{1}{\varepsilon} \int\int_{Q_T} (q(v^\varepsilon) u_1^\varepsilon - p(v^\varepsilon) u_2^\varepsilon) \varphi \, dx \, dt, \]  

(18)

and

\[ -\int\int_{Q_T} v^\varepsilon \partial_t \varphi \, dx \, dt - \int_\Omega v_0 \varphi(0, x) \, dx - D_v \int\int_{Q_T} v^\varepsilon \Delta \varphi \, dx \, dt \]

\[ = \int\int_{Q_T} (\alpha(u_1^\varepsilon + u_2^\varepsilon) - \beta v^\varepsilon) \varphi \, dx \, dt. \]  

(19)
Proposition 3.2 (Weak solutions for fixed $\varepsilon > 0$) Assume (A1), (A2) and either (A3') Assume either (A3a) or (A3c) or

\[
N \geq 3 \quad \text{and} \quad |p(z)| + |q(z)| \leq C \left( 1 + |v|^{1 + \frac{4}{N-2}} \right) \quad \forall z \in \mathbb{R}_+. \tag{20}
\]

Then there exists a global non-negative weak solution to (9)–(12) in the sense of Definition 3.2.

Remark 3.2 The global existence of a weak solution to (9) requires the assumption (20) which is slightly weaker than (A3b) in the case $N \geq 3$ and $p, q$ are bounded by polynomials of certain orders.

Proof of Proposition 3.2 The proof of this Proposition follows from recent advances in reaction–diffusion systems with control of mass, see e.g. Cañizo et al. (2014). For the sake of completeness, we provide a full proof in Appendix B. \qed

3.2 Uniform-in-$\varepsilon$ a-priori estimates

The following proposition contains the main a-priori estimates of the system (9) which are uniform in $\varepsilon > 0$. These estimates are essential in studying the limit $\varepsilon \to 0$. We emphasize that all constants in this subsection are independent of $\varepsilon > 0$ unless stated otherwise.

Proposition 3.3 Assume (A1), (A2) and (A3'), which implies that (9) has a global weak solution.

(i) There exists a constant $C_T$ depending on $T > 0$,

\[
\| u_\varepsilon^i \|_{L^\infty_t L^1_x} + \| u_\varepsilon^i \|_{L^{2+\delta}_{x,t}} \leq C_T, \quad i = 1, 2.
\]

(ii) There exists $\delta > 0$ such that

\[
\| v_\varepsilon \|_{L^{2+\delta}_{x,t}} + \| \partial_t v_\varepsilon \|_{L^{2+\delta}_{x,t}} + \| \nabla v_\varepsilon \|_{L^{2+\delta}_{x,t}} \leq C_T. \tag{21}
\]

Assume additionally either (A3a) or (A3c). Then we have

\[
\| v_\varepsilon \|_{L^\infty_{x,t}} \leq C_T. \tag{22}
\]

(iii) Assume additionally (A3). Then there exists $\xi > 0$ such that

\[
\| \nabla u_\varepsilon^1 \|_{L^{1+\xi}_{x,t}} + \| \nabla u_\varepsilon^2 \|_{L^{1+\xi}_{x,t}} \leq C_T. \tag{23}
\]

The rest of this subsection is devoted to prove Proposition 3.3. The three parts of this proposition are proved in the following sub-subsection respectively, where the first one is shown by using an improved duality method, the second one is obtained from the regularisation of the heat operator, while the last one is proved by using a concave energy function. These parts will be proved consecutively, that means the latter part uses the results of previous part(s) in its proof.
3.2.1 Improved duality method

We start with some estimates that can be immediately obtained from the structure of the system.

**Lemma 3.4** There exists a positive constant $C_T$ independent of $\varepsilon$ such that

\[
\|u_1^\varepsilon\|_{L^\infty_t L^1_x} + \|u_2^\varepsilon\|_{L^\infty_t L^1_x} \leq C_T
\]  

(24)

and

\[
\|u_1^\varepsilon\|_{L^2_{x,t}} + \|u_2^\varepsilon\|_{L^2_{x,t}} \leq C_T.
\]  

(25)

**Proof** We obtain from (9) and non-negativity of $u_1^\varepsilon$ and $u_2^\varepsilon$ that

\[
\int_\Omega (u_1^\varepsilon(t) + u_2^\varepsilon(t)) \, dx + a_1 \int_0^t \int_\Omega (u_1^\varepsilon)^2 \, dx \, ds + a_2 \int_0^t \int_\Omega (u_2^\varepsilon)^2 \, dx \, ds \\
\leq \int_\Omega (u_{1,0} + u_{2,0}) \, dx + \max\{a_1, a_2\} \int_0^t \int_\Omega (u_1^\varepsilon(s) + u_2^\varepsilon(s)) \, dx \, ds
\]

for $0 < t \leq T$. We deduce (24) and (25) from the inequality $x \leq \kappa x^2 + \frac{1}{4\kappa}$ for any $\kappa > 0$. $\Box$

To get the estimate in $L^{2+\delta}_x$ we use an improved duality method which was first proved in Canizo et al. (2014) and later in Einav et al. (2020). This improvement looks marginal, but turns out to be crucial in our analysis. We first need the following lemma.

**Lemma 3.5** Let $1 < r < \infty$ and $m > 0$. Let $\theta \in L^r_{x,t}$ and $\phi$ be the solution to

\[
\begin{cases}
\partial_t \phi + m \Delta \phi = -\theta, & x \in \Omega, \ t \in (0, T), \\
\nabla \phi(x, t) \cdot v = 0, & x \in \partial \Omega, \ t \in (0, T), \\
\phi(x, T) = 0, & x \in \Omega.
\end{cases}
\]  

(26)

Then there exists a constant $C_{MR,r} > 0$ such that

\[
\|\Delta \phi\|_{L^r_{x,t}} \leq \frac{C_{MR,r}}{m} \|\theta\|_{L^r_{x,t}}.
\]  

(27)

In particular, for any positive constants $\omega_1, \omega_2$, there exists $r^* < 2$ depending on $\omega_1, \omega_2$ such that

\[
\frac{|\omega_1 - \omega_2|}{\omega_1 + \omega_2} C_{MR, r^*} < 1.
\]  

(28)

**Proof** The proof of this lemma can be found in Einav et al. (2020). For the sake of completeness, we provide a full proof in the Appendix A. $\Box$
Proof of Proposition 3.3 part (i) From (9) and the fact that $u_1^e, u_2^e \geq 0$, we have

$$\partial_t (u_1^e + u_2^e) - \Delta (du_1^e + (d + D)u_2^e) \leq a_1 u_1^e + a_2 u_2^e. \quad (29)$$

Let $a = \max\{a_1, a_2\}$. By defining $y_1^e(x, t) = e^{-at}u_1^e(x, t)$ and $y_2^e(x, t) = e^{-at}u_2^e(x, t)$, it follows from (29) that

$$\partial_t (y_1^e + y_2^e) - \Delta (dy_1^e + (d + D)y_2^e) \leq (a_1 - a)u_1^e + (a_2 - a)u_2^e \leq 0. \quad (30)$$

Let $\omega_1 = d$ and $\omega_2 = d + D$, and let $r^* < 2$ be the constant defined in (28) in Lemma 3.5. Assume $0 \leq \theta \in L^r_{x,t}$ arbitrary, and let $\phi$ be the solution to (26) with $m = d + D/2$. From the comparison principle, it follows that $\phi \geq 0$. Moreover, thanks to (27),

$$\|\Delta \phi\|_{L^r_{x,t}} \leq \frac{C_{MR, r^*}}{m} \|\theta\|_{L^r_{x,t}}. \quad (31)$$

It also follows from this that

$$\|\partial_t \phi\|_{L^r_{x,t}} \leq m \|\Delta \phi\|_{L^r_{x,t}} + \|\theta\|_{L^r_{x,t}} \leq (C_{MR, r^*} + 1) \|\theta\|_{L^r_{x,t}}. \quad (32)$$

Therefore,

$$\|\phi(\cdot, 0)\|_{L^r_{x}} = \left( \int_\Omega \left( \int_0^T |\partial_t \phi|^{r^*} \, dt \right)^{\frac{1}{r^*}} \right)^{\frac{1}{r}} \leq T^{\frac{1}{r^*}} \|\partial_t \phi\|_{L^r_{x,t}} \quad \leq T^{\frac{1}{r^*}} (C_{MR, r^*} + 1) \|\theta\|_{L^r_{x,t}}. \quad (33)$$

Using integration by parts we have

$$\begin{align*}
\int_Q (y_1^e + y_2^e) \theta \, dx \, dt &= - \int_Q (y_1^e + y_2^e) (\partial_t \phi + m \Delta \phi) \, dx \, dt \\
&= \int_Q (y_1^e(\cdot, 0) + y_2^e(\cdot, 0)) \phi(\cdot, 0) \, dx \\
&\quad + \int_Q \phi (\partial_t (y_1^e + y_2^e) - \Delta (dy_1^e + (d + D)y_2^e)) \, dx \, dt \\
&\quad + (d - m) \int_Q y_1^e \Delta \phi \, dx \, dt + (d + D - m) \int_Q y_2^e \Delta \phi \, dx \, dt \\
&\leq \|u_1^e(\cdot, 0) + u_2^e(\cdot, 0)\|_{L^{r^*}} \|\phi(\cdot, 0)\|_{L^r_{x}} + \frac{D}{2} \|y_1^e + y_2^e\|_{L^{r^*}} \|\Delta \phi\|_{L^r_{x,t}} \\
&\leq \left( \|u_1^e(\cdot, 0) + u_2^e(\cdot, 0)\|_{L^{r^*}} T^{\frac{1}{r^*}} + \frac{C_{MR, r^*} D/2}{m} \|y_1^e + y_2^e\|_{L^{r^*}} \right) \|\theta\|_{L^r_{x,t}}. \quad (34)
\end{align*}$$
Since $0 \leq \theta \in L^r_{x,t}$ arbitrary, by duality we have
\[
\|y_1^\varepsilon + y_2^\varepsilon\|_{L^r_{x,t}} \leq \|u_1^\varepsilon(\cdot, 0) + u_2^\varepsilon(\cdot, 0)\|_{L^r_{x,t}} T^{1/r^*} + \frac{C_{MR,r^*} D/2}{m} \|y_1^\varepsilon + y_2^\varepsilon\|_{L^r_{x,t}}.
\]
Now thanks to (28), we have
\[
\frac{C_{MR,r^*} D/2}{m} = \frac{C_{MR,r^*} D}{2d + D} = \frac{\omega_2 - \omega_1}{\omega_1 + \omega_2} C_{MR,r^*} < 1
\]
recalling $\omega_1 = d$, $\omega_2 = d + D$, and $m = d + D/2$. Therefore,
\[
\|y_1^\varepsilon + y_2^\varepsilon\|_{L^r_{x,t}} \leq \left(1 - \frac{C_{MR,r^*} D}{2d + D}\right)^{-1} \|u_1^\varepsilon(\cdot, 0) + u_2^\varepsilon(\cdot, 0)\|_{L^{p^*}_{x,t}} T^{1/r^*}.
\]
Thanks to the non-negativity of $y_1^\varepsilon$ and $y_2^\varepsilon$ we have
\[
\|y_1^\varepsilon\|_{L^{p^*}_{x,t}} + \|y_2^\varepsilon\|_{L^{p^*}_{x,t}} \leq C_T
\]
and therefore,
\[
\|u_1^\varepsilon\|_{L^{p^*}_{x,t}} + \|u_2^\varepsilon\|_{L^{p^*}_{x,t}} \leq C_T
\]
which are the desired estimates since $r^{p^*} = \frac{r}{r^*-1} > 2$.

### 3.2.2 Heat regularisation

We will use the following lemma.

**Lemma 3.6 (Heat regularisation, Ladyženskaja et al. (1988))** Let $0 < d$, $1 < r < +\infty$ and $f \in L^r_{x,t}$. Let $u$ be the solution of the following linear parabolic equation
\[
\begin{cases}
\partial_t u - d\Delta u = f, & (x, t) \in Q_T, \\
\nabla u \cdot v = 0, & (x, t) \in \partial\Omega \times (0, T), \\
u(x, 0) = u_0(x).
\end{cases}
\]
Then
\[
\|\partial_t u\|_{L^r_{x,t}} + \|u\|_{L^{1/r}_{x,t}} + \|\nabla u\|_{L^{2/r}_{x,t}} \leq C_T \|f\|_{L^r_{x,t}}
\]
where the constant $C_T$ depends on $T$ but is independent of $f$, and
\[
r_1 = \begin{cases}
\frac{(N+2)r}{N+2-2r} & \text{if } r < (N + 2)/2, \\
< +\infty \text{ arbitrary} & \text{if } r = (N + 2)/2, \\
+\infty & \text{if } r > (N + 2)/2.
\end{cases}
\]
and
\[
    r_2 = \begin{cases} 
        \frac{(N+2)r}{N+2-r} & \text{if } r < N + 2, \\
        +\infty \text{ arbitrary} & \text{if } r = N + 2, \\
        +\infty & \text{if } r > N + 2. 
    \end{cases} 
\]  

(37)

**Proof of Proposition 3.3 part (ii)** By defining \( \hat{v}^\varepsilon(x, t) = e^{\beta t} v(x, t) \) we have
\[
    \begin{cases} 
        \partial_t \hat{v}^\varepsilon - D_v \Delta \hat{v}^\varepsilon = e^{\beta t} \alpha(u_1^\varepsilon + u_2^\varepsilon), & (x, t) \in Q_T, \\
        \nabla \hat{v}^\varepsilon \cdot \nu = 0, & (x, t) \in \partial\Omega \times (0, T), \\
        \hat{v}^\varepsilon(x, t) = v_0(x), & x \in \Omega. 
    \end{cases} 
\]  

(38)

By part (i) of Proposition 3.3 which was proved in the previous sub-subsection, \( f := e^{\beta t} \alpha(u_1^\varepsilon + u_2^\varepsilon) \in L^{2+\delta_0}_{x,t} \) for \( \delta_0 > 0 \) in Assumption (A2). Therefore, by applying Lemma 3.6 we obtain that
\[
    \| \partial_t \hat{v}^\varepsilon \|_{L^2_{x,t}} + \| \nabla \hat{v}^\varepsilon \|_{L^2_{x,t}} \leq C_T 
\]
where \( r_2 \) is computed as in (37) with \( r = 2 + \delta_0 \). Note that, in any case, we have \( r_2 > 2 + \delta_0 > 2 \). Therefore, switching back to \( v^\varepsilon \) we obtain the desired estimates in (21).

It remains to show the \( L^\infty_{x,t} \)-bound of \( v^\varepsilon \) in (22). In case \( N \leq 2 \), we have immediately
\[
    \| \hat{v}^\varepsilon \|_{L^\infty_{x,t}} \leq C_T 
\]
thanks to the heat regularisation in Lemma 3.6 since \( f = e^{\beta t} \alpha(u_1^\varepsilon + u_2^\varepsilon) \in L^{2+\delta_0}_{x,t} \) and \( 2 + \delta_0 > (N + 2)/2 \). For the case (A3c) holds, it is sufficient to show that
\[
    \| u_1^\varepsilon \|_{L^r_{x,t}} + \| u_2^\varepsilon \|_{L^r_{x,t}} \leq C_T 
\]  

(39)

where, recalling that, \( r > (N + 2)/2 \). We use again the improved duality method. Let \( 0 \leq \theta \in L^{r'}_{x,t} \) arbitrary, where \( r' = \frac{r}{r-1} \) is the Hölder conjugate exponent of \( r \). Let \( \phi \) be the solution to (26) with \( m = d + D/2 \). Lemma 3.5 gives
\[
    \| \Delta \phi \|_{L^{r'}_{x,t}} \leq \frac{C_{m,r,r'}}{m} \| \theta \|_{L^{r'}_{x,t}}. 
\]

Similarly to (32) and (33) we have
\[
    \| \phi(\cdot, 0) \|_{L^{r'}_{x,t}} \leq C_T \| \theta \|_{L^{r'}_{x,t}}. 
\]

We denote by \( a = \max\{a_1, a_2\} \) and define \( y_1^\varepsilon(x, t) = e^{-at} u_1^\varepsilon(x, t) \) and \( y_2^\varepsilon(x, t) = e^{-at} u_2^\varepsilon(x, t) \). This change of variables gives the inequality (30). By using integration
by parts similarly to that of (34) we have
\[
\int \int_{Q_T} (y_1^\varepsilon + y_2^\varepsilon) \theta \, dx \, dt \\
\leq \|u_1^\varepsilon(\cdot, 0) + u_2^\varepsilon(\cdot, 0)\|_{L^r_x} \|\phi(\cdot, 0)\|_{L^r_x} + \frac{D}{2} \|y_1^\varepsilon + y_2^\varepsilon\|_{L^r_{x,t}} \|\Delta \phi\|_{L^r_{x,t}} \\
\leq \left( \|u_1^\varepsilon(\cdot, 0) + u_2^\varepsilon(\cdot, 0)\|_{L^r_x} C_T + \frac{DC_{\text{MR},r}}{2d + D} \|y_1^\varepsilon + y_2^\varepsilon\|_{L^r_{x,t}} \right) \|\theta\|_{L^r_{x,t}}.
\]
Since \(0 \leq \theta \in L^r_{x,t}\) is arbitrary, duality yields
\[
\|y_1^\varepsilon + y_2^\varepsilon\|_{L^r_{x,t}} \leq \|u_1^\varepsilon(\cdot, 0) + u_2^\varepsilon(\cdot, 0)\|_{L^r_x} C_T + \frac{DC_{\text{MR},r}}{2d + D} \|y_1^\varepsilon + y_2^\varepsilon\|_{L^r_{x,t}}.
\]
From this, we can use the condition (A3c) and the non-negativity of \(y_1^\varepsilon\) and \(y_2^\varepsilon\) to get
\[
\|y_1^\varepsilon\|_{L^r_{x,t}} + \|y_2^\varepsilon\|_{L^r_{x,t}} \leq CT
\]
which gives the desired estimates (39). □

### 3.2.3 Energy estimates

We start with a lower bound for \(v^\varepsilon\) on any finite interval \((0, T)\).

**Lemma 3.7** Assume (A1), (A2) and (A3). Then there exists \(\underline{v} > 0\) such that \(v^\varepsilon(x, t) \geq \underline{v} > 0\) for a.e. \((x, t) \in Q_T\) for each \(T > 0\). Consequently, there’s some constant \(\eta_T\) depending on \(T\) such that
\[
\inf_{(x, t) \in Q_T} p(v^\varepsilon(x, t)) \geq \eta_T \quad \text{and} \quad \inf_{(x, t) \in Q_T} q(v^\varepsilon(x, t)) \geq \eta_T. \tag{40}
\]

**Proof** Since
\[
\partial_t v^\varepsilon - D_v \Delta v^\varepsilon = \alpha(u_1^\varepsilon + u_2^\varepsilon) - \beta v^\varepsilon \geq -\beta v^\varepsilon,
\]
every solution \(w\) to problem
\[
\begin{cases}
\partial_t w - D_v \Delta w = -\beta w, \\
\partial_v w = 0, \\
w(0, x) = \inf_{x \in \Omega} v_0(x) =: \eta,
\end{cases} \tag{41}
\]
is a lower solution to the equation of \(v^\varepsilon\), and therefore, thanks to the comparison principle,
\[
v^\varepsilon(x, t) \geq w(x, t) \quad \text{a.e.} \ (x, t) \in Q_T.
\]
Moreover, every solution \( w \) to Problem (41) is bounded from below by a solution to the equation \( v' = -\beta v \) with, for example, \( v(0) = \eta/2 \), that is by \( v(t) = \eta/2e^{-\beta t} \). Thus, for each \( T > 0 \), there is \( v^\varepsilon \geq Ce^{-\beta T} > 0 \) in \( QT \). In view of Assumption (A1) we deduce (40). \( \square \)

In order to obtain estimates on the gradients of \( u_1^\varepsilon \) and \( u_2^\varepsilon \), we use an energy method with a concave energy function. This idea was utilized in Desvillettes and Trescases (2015).

**Proof of Proposition 3.3 part (iii)** For simplicity, in this lemma we drop the superscript \( \varepsilon \) and write simply \( u_1, u_2, u, v \) instead of \( u_1^\varepsilon, u_2^\varepsilon, u^\varepsilon, v^\varepsilon \). Note that all the constants in this Lemma are independent of \( \varepsilon > 0 \). We first show that

\[
\int\int_{QT} \left( |\nabla \left( u_1^{\theta/2} \right) |^2 + |\nabla \left( u_2^{\theta/2} \right) |^2 \right) \, dx \, dt \leq C_T \tag{42}
\]

for all parameter \( \theta \) such that

\[0 < \theta < \min\{1, \delta_0\}\]

where \( \delta_0 \) is in Assumption (A2). In order to do that, we multiply the equation of \( u_1 \) and \( u_2 \) in (9) by \([q(v)u_1]^{\theta-1}\) and \([p(v)u_2]^{\theta-1}\), respectively, then sum the resultants to have

\[
\int\int_{QT} \left[ \partial_t u_1 - d \Delta u_1 - a_1 (1 - u) u_1 \right] [q(v)u_1]^{\theta-1} \, dx \, dt
\]

\[+ \int\int_{QT} \left[ \partial_t u_2 - (d + D) \Delta u_2 - a_2 (1 - u) u_2 \right] [p(v)u_2]^{\theta-1} \, dx \, dt
\]

\[= -\frac{1}{\varepsilon} \int\int_{QT} \left[ q(v)u_1 - p(v)u_2 \right] \left( [q(v)u_1]^{\theta-1} - [p(v)u_2]^{\theta-1} \right) \, dx \, dt \geq 0 \tag{43}
\]

where we used at the last step the elementary inequality

\[- (x - y)(x^{\theta-1} - y^{\theta-1}) = \frac{(x - y)(x^{1-\theta} - y^{1-\theta})}{(xy)^{1-\theta}} \geq 0 \quad \text{for all } x, y > 0 \text{ and } \theta \in (0, 1). \tag{44}\]

Denote by \((H_1)\) and \((H_2)\) the two integrals on the left hand side of (43). We have

\[
(H_1) = \int\int_{QT} \partial_t u_1 [q(v)u_1]^{\theta-1} \, dx \, dt - d \int\int_{QT} \Delta u_1 [q(v)u_1]^{\theta-1} \, dx \, dt
\]

\[-a_1 \int\int_{QT} (1 - u) u_1 [q(v)u_1]^{\theta-1} \, dx \, dt =: (H_{11}) + (H_{12}) + (H_{13}).
\]

Explicit calculations on the first and third term give

\[
(H_{11}) = \frac{1}{\theta} \int\int_{QT} \left[ \partial_t \left[ u_1^\theta q(v)^{\theta-1} \right] - u_1^\theta \partial_t \left[ q(v)^{\theta-1} \right] \right] \, dx \, dt
\]

\[
(H_{12}) = \frac{1}{\theta} \int\int_{QT} \left[ \partial_t \left[ u_2^\theta q(v)^{\theta-1} \right] - u_2^\theta \partial_t \left[ q(v)^{\theta-1} \right] \right] \, dx \, dt
\]

\[
(H_{13}) = \frac{1}{\theta} \int\int_{QT} \left[ \partial_t \left[ u_1^\theta q(v)^{\theta-1} \right] - u_1^\theta \partial_t \left[ q(v)^{\theta-1} \right] \right] \, dx \, dt
\]

\[
+ \frac{1}{\theta} \int\int_{QT} \left[ \partial_t \left[ u_2^\theta q(v)^{\theta-1} \right] - u_2^\theta \partial_t \left[ q(v)^{\theta-1} \right] \right] \, dx \, dt
\]

\[
= \frac{1}{\theta} \int\int_{QT} \left[ \partial_t \left( u_1^\theta q(v)^{\theta-1} \right) - u_1^\theta \partial_t q(v)^{\theta-1} \right] \, dx \, dt
\]

\[
+ \frac{1}{\theta} \int\int_{QT} \left[ \partial_t \left( u_2^\theta q(v)^{\theta-1} \right) - u_2^\theta \partial_t q(v)^{\theta-1} \right] \, dx \, dt
\]

\[
= \frac{1}{\theta} \int\int_{QT} \left[ \partial_t \left( u_1^\theta q(v)^{\theta-1} \right) - u_1^\theta \partial_t q(v)^{\theta-1} \right] \, dx \, dt
\]

\[
+ \frac{1}{\theta} \int\int_{QT} \left[ \partial_t \left( u_2^\theta q(v)^{\theta-1} \right) - u_2^\theta \partial_t q(v)^{\theta-1} \right] \, dx \, dt
\]

\[
= \frac{1}{\theta} \int\int_{QT} \left[ \partial_t \left( u_1^\theta q(v)^{\theta-1} \right) - u_1^\theta \partial_t q(v)^{\theta-1} \right] \, dx \, dt
\]

\[
+ \frac{1}{\theta} \int\int_{QT} \left[ \partial_t \left( u_2^\theta q(v)^{\theta-1} \right) - u_2^\theta \partial_t q(v)^{\theta-1} \right] \, dx \, dt
\]

\[
= \frac{1}{\theta} \int\int_{QT} \left[ \partial_t \left( u_1^\theta q(v)^^{\theta-1} \right) - u_1^\theta \partial_t q(v)^{\theta-1} \right] \, dx \, dt
\]

\[
+ \frac{1}{\theta} \int\int_{QT} \left[ \partial_t \left( u_2^\theta q(v)^{\theta-1} \right) - u_2^\theta \partial_t q(v)^{\theta-1} \right] \, dx \, dt
\]

\[
= \frac{1}{\theta} \int\int_{QT} \left[ \partial_t \left( u_1^\theta q(v)^{\theta-1} \right) - u_1^\theta \partial_t q(v)^{\theta-1} \right] \, dx \, dt
\]

\[
+ \frac{1}{\theta} \int\int_{QT} \left[ \partial_t \left( u_2^\theta q(v)^{\theta-1} \right) - u_2^\theta \partial_t q(v)^{\theta-1} \right] \, dx \, dt
\]
\[
\frac{1}{\theta} \int_{\Omega} \left[ u_1(T)^\theta q(v(T))^{\theta-1} - u_{1,0}^\theta q(v_0)^{\theta-1} \right] \, dx \\
+ \frac{1 - \theta}{\theta} \int_{Q_T} u_1^\theta q(v)^{\theta-2} q'(v) \partial_t v \, dx \, dt,
\]

and

\[
(H_{13}) = -a_1 \int_{Q_T} (1 - u) u_1^\theta q(v)^{\theta-1} \, dx \, dt.
\]

Integration by parts in the second integral gives

\[
(H_{12}) = d_1 \int_{Q_T} \nabla u_1 \cdot \nabla [q(v)u_1]^{\theta-1} \, dx \, dt
\]
\[
= d \int_{Q_T} \nabla u_1 \cdot [\theta - 1][q(v)u_1]^{\theta-2} \left[ u_1 q'(v) \nabla v + q(v) \nabla u_1 \right] \, dx \, dt
\]
\[
= d(\theta - 1) \int_{Q_T} (q(v))^{\theta-2} u_1^{\theta-1} q'(v) \nabla u_1 \cdot \nabla v \, dx \, dt
\]
\[
+ d(\theta - 1) \int_{Q_T} (q(v))^{\theta-1} u_1^{\theta-2} |\nabla u_1|^2 \, dx \, dt
\]
\[
= d(\theta - 1) \int_{Q_T} (q(v))^{\theta-2} u_1^{\theta-1} q'(v) \nabla u_1 \cdot \nabla v \, dx \, dt
\]
\[
+ \frac{4d(\theta - 1)}{\theta^2} \int_{Q_T} (q(v))^{\theta-1} \left| \nabla \left( \frac{u_1^{\theta/2}}{2} \right) \right|^2 \, dx \, dt.
\]

Thus, we have

\[
(H_1) = \frac{1}{\theta} \int_{\Omega} \left[ u_1(T)^\theta q(v(T))^{\theta-1} - u_{1,0}^\theta q(v_0)^{\theta-1} \right] \, dx \\
+ \frac{1 - \theta}{\theta} \int_{Q_T} u_1^\theta q(v)^{\theta-2} q'(v) \partial_t v \, dx \, dt
\]
\[
- a_1 \int_{Q_T} (1 - u) u_1^\theta q(v)^{\theta-1} \, dx \, dt
\]
\[
+ d(\theta - 1) \int_{Q_T} (q(v))^{\theta-2} q'(v) u_1^{\theta-1} \nabla u_1 \cdot \nabla v \, dx \, dt
\]
\[
+ \frac{4d(\theta - 1)}{\theta^2} \int_{Q_T} (q(v))^{\theta-1} \left| \nabla \left( \frac{u_1^{\theta/2}}{2} \right) \right|^2 \, dx \, dt.
\]

and, similarly,

\[
(H_2) = \frac{1}{\theta} \int_{\Omega} \left[ u_2(T)^\theta p(v(T))^{\theta-1} - u_{2,0}^\theta p(v_0)^{\theta-1} \right] \, dx \\
+ \frac{1 - \theta}{\theta} \int_{Q_T} u_2^\theta p(v)^{\theta-2} p'(v) \partial_t v \, dx \, dt
\]
\[
-a_2 \int_{Q_T} (1 - u)u_2^\theta (p(v))^{\theta - 1} \, dx \, dt \\
+ (d + D)(\theta - 1) \int_{Q_T} (p(v))^{\theta - 2} p'(v) u_2^{\theta - 1} \nabla u_2 \cdot \nabla v \, dx \, dt \\
+ \frac{4(d + D)(\theta - 1)}{\theta^2} \int_{Q_T} (p(v))^{\theta - 1} \left\| \nabla (u_2^{\theta / 2}) \right\|^2 \, dx \, dt.
\]

By inserting the estimates for \((H_1)\) and \((H_2)\) into \((43)\), we obtain

\[
\begin{aligned}
\frac{1}{\theta} \int_{\Omega} &\left[ u_{1,0}^\theta q(v_0)^{\theta - 1} + u_{2,0}^\theta p(v_0)^{\theta - 1} \right] \, dx \\
+ \frac{4d(1 - \theta)}{\theta^2} \int_{Q_T} q(v)^{\theta - 1} \left\| \nabla (u_1^{\theta / 2}) \right\|^2 \, dx \, dt \\
\times \frac{4(d + D)(1 - \theta)}{\theta^2} \int_{Q_T} p(v)^{\theta - 1} \left\| \nabla (u_2^{\theta / 2}) \right\|^2 \, dx \, dt \\
\leq \frac{1}{\theta} \int_{\Omega} &\left[ u_1(T)^\theta q(v(T))^{\theta - 1} + u_2(T)^\theta p(v(T))^{\theta - 1} \right] \, dx \\
+ \frac{1 - \theta}{\theta} \int_{Q_T} \frac{q'(v)}{q(v)} q(v)^{\theta - 1} u_1^\theta \partial_t v \, dx \, dt \\
+ \frac{1 - \theta}{\theta} \int_{Q_T} \frac{p'(v)}{p(v)} p(v)^{\theta - 1} u_2^\theta \partial_t v \, dx \, dt \\
- a_1 \int_{Q_T} (1 - u)u_1^\theta (q(v))^{\theta - 1} \, dx \, dt - a_2 \int_{Q_T} (1 - u)u_2^\theta (p(v))^{\theta - 1} \, dx \, dt \\
+ d(\theta - 1) \int_{Q_T} \frac{q'(v)}{q(v)} q(v)^{\theta - 1} u_1^{\theta - 1} \nabla u_1 \cdot \nabla v \, dx \, dt \\
+ (d + D)(\theta - 1) \int_{Q_T} \frac{p'(v)}{p(v)} p(v)^{\theta - 1} u_2^{\theta - 1} \nabla u_2 \cdot \nabla v \, dx \, dt \\
=: \sum_{i=1}^7 (A_i).
\end{aligned}
\]

Thanks to the lower bounds in Lemma 3.7 and \(\theta \in (0, 1)\), there exists \(\eta_T > 0\) such that

\[
\begin{aligned}
q(v(x, T))^{\theta - 1} + p(v(x, T))^{\theta - 1} \leq \eta_T \text{ a.e. } x \in \Omega, \\
q(v(x, t))^{\theta - 1} + p(v(x, t))^{\theta - 1} \leq \eta_T \text{ a.e. } (x, t) \in Q_T.
\end{aligned}
\]  \((45)\)

We estimates the terms \((A_i), i = 1, \ldots, 7\) separately. First,

\[
(A_1) \leq \frac{\eta_T^\theta}{\theta} \int_{\Omega} \left( u_1(T)^\theta + u_2(T)^\theta \right) \, dx \leq C_{\theta, T} \int_{\Omega} (1 + u_1(T) + u_2(T)) \, dx \\
\leq C_{\theta, T, M}.
\]
thanks to the $L^1(\Omega)$-bounds in Lemma 3.4. For (A₂), we use the assumption (A₁) and the estimate (45) to calculate

\begin{align*}
(\text{A₂}) & \leq \frac{1 - \theta}{\theta} \sup_{s > 0} \left| \frac{q'(s)}{q(s)} \right| \int_{Q_T} |u_1|^\theta |\partial_t v| \, dx \, dt \\
& \leq C_{\theta,T,q} \int_{Q_T} (1 + |u_1|) |\partial_t v| \, dx \, dt \quad \text{(since } \theta \in (0, 1)) \\
& \leq C_{\theta,T,q} \left( 1 + \|u_1\|_{L^2_{x,t}}^2 + \|\partial_t v\|_{L^2_{x,t}}^2 \right) \leq C_{\theta,T,q}
\end{align*}

thanks to parts (i) and (ii) of Proposition 3.3. Similarly,

\begin{align*}
(\text{A₃}) & \leq C_{\theta,T,p} \left( 1 + \|u_2\|_{L^2_{x,t}}^2 + \|\partial_t v\|_{L^2_{x,t}}^2 \right) \leq C_{\theta,T,p}.
\end{align*}

The estimates of (A₄) and (A₅) are immediate due to the bounds (45) and part (i) of Proposition 3.3,

\begin{align*}
(\text{A₄}) + (\text{A₅}) \leq C_{a_1,a_2,p,q,T,\theta}.
\end{align*}

For (A₆), we use (10) in Assumption (A₁), (45), Hölder’s and Young’s inequality to estimate

\begin{align*}
(\text{A₆}) & \leq \frac{2d(1 - \theta)}{\theta} \int_{Q_T} \left| q'(v) \right| \left| q(v) \right|^{\frac{\theta - 1}{2}} \left| q(v) \right|^{\frac{\theta - 1}{2}} \left| \nabla (u_1^{\theta/2}) \right| \left| u_1 \right|^{\theta/2} |\nabla v| \, dx \, dt \\
& \leq C_{d,\theta,T,q} \left[ \int_{Q_T} q(v)^{\theta - 1} \left| \nabla (u_1^{\theta/2}) \right|^2 \, dx \, dt \right]^{1/2} \left[ \int_{Q_T} \|u_1\| |\nabla v| \, dx \, dt \right]^{1/2} \\
& \leq \frac{2d(1 - \theta)}{\theta^2} \int_{Q_T} q(v)^{\theta - 1} \left| \nabla (u_1^{\theta/2}) \right|^2 \, dx \, dt + C_{d,\theta,T,q} \int_{Q_T} \|u_1\|^\theta |\nabla v|^2 \, dx \, dt.
\end{align*}

Further, by Hölder’s inequality we have

\begin{align*}
\int_{Q_T} |u_1|^\theta |\nabla v|^2 \, dx \, dt & \leq \left[ \int_{Q_T} |\nabla v|^{2^{\frac{2+\delta_0}{\theta}}} \, dx \, dt \right]^{\frac{\theta}{2+\delta_0}} \left[ \int_{Q_T} |u_1|^{\frac{2+\delta_0}{\theta}} \, dx \, dt \right]^{\frac{\delta_0}{2+\delta_0}} \\
& = \|\nabla v\|_{L^{2+\delta_0}_{x,t}}^\theta \|u_1\|_{L^{\frac{2+\delta_0}{\theta}}_{x,t}} \left( 2+\delta_0 \right) \\
& \leq C_T \|\nabla v\|_{L^{2+\delta_0}_{x,t}}^\theta \|u_1\|_{L^{\frac{2+\delta_0}{\theta}}_{x,t}} \left( 2+\delta_0 \right)
\end{align*}

since $\theta \in (0, \delta_0)$. Therefore, thanks to parts (i) and (ii) of Proposition 3.3 we obtain

\begin{align*}
(\text{A₆}) & \leq \frac{2d(1 - \theta)}{\theta^2} \int_{Q_T} q(v)^{\theta - 1} \left| \nabla (u_1^{\theta/2}) \right|^2 \, dx \, dt + C_{d,\theta,T,q}.
\end{align*}
Similarly, we have the estimate for \((A_7)\),
\[
(A_7) \leq \frac{2(d + D)(1 - \theta)}{\theta^2} \iint_{Q_T} p(v)^{\theta - 1} \left| \nabla (u_2^\theta) \right|^2 \ dx \ dt + C_d, D, \theta, T, p.
\]
Inserting all these estimates of \((A_1) - (A_7)\) we obtain
\[
\int_{Q_T} q(v)^{\theta - 1} \left| \nabla (u_1^\theta) \right|^2 \ dx \ dt + \int_{Q_T} p(v)^{\theta - 1} \left| \nabla (u_2^\theta) \right|^2 \ dx \ dt \leq C_T \quad (46)
\]
where the constant \(C_T\) depends on \(T\) and other parameters, \(\theta, d, D, p, q, a_1, a_2\), but not on \(\varepsilon\). Now we show that there exists \(\gamma_T > 0\) depending on \(T\), but not on \(\varepsilon\), such that
\[
q(v(x, t))^{\theta - 1} \geq \gamma_T \quad \text{and} \quad p(v(x, t))^{\theta - 1} \geq \gamma_T \quad \text{for a.e.}(x, t) \in Q_T. \quad (47)
\]
Since \(0 < \theta < 1\), it is sufficient to show that \(q(v(x, t))\) and \(p(v(x, t))\) are essentially bounded in \(Q_T\), which follows from \((A_3)\). Indeed, it’s immediate in the case of \((A_3b)\). When either \((A_3a)\) or \((A_3c)\) holds, we have \(\|v\|_{L^n_{T, t}} \leq C_T\) (part (ii) of Proposition 3.3), and therefore the boundedness of \(p(v(x, t))\) and \(q(v(x, t))\) follows straightforwardly from the smoothness of \(p\) and \(q\).

It remains to show (23) using (42). Let \(1 > \xi > 0\) to be determined. By direct computations, we have
\[
\left| \nabla (u_1^\theta) \right|^{1+\xi} = \left( \frac{\theta}{2} \right)^{1+\xi} |u_1|^{(\theta-1)(1+\xi)} \left| \nabla u_1 \right|^{1+\xi}.
\]
Therefore,
\[
\iint_{Q_T} \left| \nabla u_1 \right|^{1+\xi} \ dx \ dt = \left( \frac{2}{\theta} \right)^{1+\xi} \iint_{Q_T} |u_1|^{(\theta-1)(1+\xi)} \left| \nabla (u_1^\theta) \right|^{1+\xi} \ dx \ dt
\]
\[
\leq \left( \frac{2}{\theta} \right)^{1+\xi} \left( \iint_{Q_T} \left| \nabla (u_1^\theta) \right|^{1+\xi} \ dx \ dt \right)^{1+\xi} \left( \iint_{Q_T} |u_1|^{(\theta-1)(1+\xi)} \ dx \ dt \right)^{\frac{2\xi}{2+\xi}}
\]
\[
= \left( \frac{2}{\theta} \right)^{1+\xi} \left( \iint_{Q_T} \left| \nabla (u_1^\theta) \right|^2 \ dx \ dt \right)^{\frac{2\xi}{2+\xi}} \left( \iint_{Q_T} |u_1|^{(\theta-1)(1+\xi)} \ dx \ dt \right)^{\frac{1+\xi}{2+\xi}} \quad (48)
\]
For arbitrary \(\theta \in (0, \min\{1, \delta_0\})\) we take \(\xi = (1 + \theta + \delta_0)/(3 - \theta + \delta_0) \in (0, 1)\) so that
\[
\frac{(1 - \theta)(1 + \xi)}{1 - \xi} = 2 + \delta_0.
\]
Thus, by applying part (i) of Proposition 3.3 and (42) into (48) we get
\[
\iint_{Q_T} \left| \nabla u_1 \right|^{1+\xi} \ dx \ dt \leq C_T.
\]
The proof of
\[ \int \int_{Q_T} |\nabla u_2|^{1+\xi} \, dx \, dt \leq C_T. \]
follows exactly the same, and thus the proof of Proposition 3.3 part (iii) is complete. \( \square \)

The following lemma is the consequence of the proof of part (iii) above, and will be important in our subsequent analysis.

**Lemma 3.8** There exist constants \( \theta \in (0, 1) \) and \( C_T > 0 \) independent of \( \varepsilon > 0 \) such that
\[ \left\| (q(v^\varepsilon)u_1^\varepsilon)^{\theta/2} - (p(v^\varepsilon)u_2^\varepsilon)^{\theta/2} \right\|_{L^2_{x,t}} \leq C_T \sqrt{\varepsilon}. \quad (49) \]
Consequently,
\[ q(v^\varepsilon)u_1^\varepsilon - p(v^\varepsilon)u_2^\varepsilon \xrightarrow{\varepsilon \to 0} 0 \quad \text{a.e. in } Q_T. \quad (50) \]

**Proof** It follows from the argument in the proof of part (iii) of Proposition 3.3 that
\[ 0 \leq -\frac{1}{\varepsilon} \int \int_{Q_T} [q(v^\varepsilon)u_1^\varepsilon - p(v^\varepsilon)u_2^\varepsilon] \left[ (q(v^\varepsilon)u_1^\varepsilon)^{\theta-1} - (p(v^\varepsilon)u_2^\varepsilon)^{\theta-1} \right] \, dx \, dt \leq C_T \]
where the constant \( C_T \) is independent of \( \varepsilon \). When we here use the inequality
\[ -(x-y)(x^{\theta-1} - y^{\theta-1}) \geq C_\theta \left| x^{\theta/2} - y^{\theta/2} \right|^2 \quad \text{for all } x, y > 0 \text{ and } \theta \in (0, 1) \quad (51) \]
where \( C_\theta \) is independent of \( \varepsilon \), we obtain
\[ C_\theta \int \int_{Q_T} \left| (q(v^\varepsilon)u_1^\varepsilon)^{\theta/2} - (p(v^\varepsilon)u_2^\varepsilon)^{\theta/2} \right|^2 \, dx \, dt \leq C_T \varepsilon, \]
which means (49). In addition, (50) follows from (49). \( \square \)

### 3.3 Passing to the limit \( \varepsilon \to 0 \)

We start with the strong convergence of \( \{v^\varepsilon\}_{\varepsilon>0} \).

**Proposition 3.9** Assume (A1), (A2), (A3). Then there exists \( v \in L^2_{x,t} \) and a subsequence of \( \{v^\varepsilon\}_{\varepsilon>0} \) (denoted by \( \{v^\varepsilon\}_{\varepsilon>0} \)) such that
\[ v^\varepsilon \to v \quad \text{strongly in } L^2_{x,t}. \quad (52) \]

**Proof** It follows from (21) that \( v^\varepsilon \in L^{2+\delta_0}_{x} H^1_t \) and \( \partial_t v^\varepsilon \in L^{2+\delta_0}_{x,t} \). By the Aubin-Lions compactness lemma (Roubíček 2013, p. 208), the sequence \( \{v^\varepsilon\}_{\varepsilon>0} \) is relatively compact in \( L^2_{x,t} \). Thus there exists \( v \in L^2_{x,t} \) and a subsequence of \( \{v^\varepsilon\}_{\varepsilon>0} \) (denoted again by \( \{v^\varepsilon\}_{\varepsilon>0} \)) such that \( v^\varepsilon \to v \) strongly in \( L^2(Q_T) \). \( \square \)
The next lemma shows the strong convergence of $u_{1}^\varepsilon$ and $u_{2}^\varepsilon$.

**Lemma 3.10** Assume (A1), (A2), (A3). Then there exist $u_{1}$, $u_{2} \in L_{x,t}^{2+\delta}$ such that,

$$u_{1} = \frac{p(v)(u_{1} + u_{2})}{q(v) + p(v)} \quad \text{and} \quad u_{2} = \frac{q(v)(u_{1} + u_{2})}{q(v) + p(v)},$$

and, up to a subsequence,

$$\|u_{1}^\varepsilon - u_{1}\|_{L_{x,t}^{2}} + \|u_{2}^\varepsilon - u_{2}\|_{L_{x,t}^{2}} \xrightarrow{\varepsilon \to 0} 0.$$

**Proof** Thanks to part (i) of Proposition (3.3), there exist $u_{1}$, $u_{2} \in L_{x,t}^{2+\delta_{0}}$ such that

$$u_{1}^\varepsilon \rightharpoonup u_{1} \quad \text{and} \quad u_{2}^\varepsilon \rightharpoonup u_{2} \quad \text{weakly in} \quad L_{x,t}^{2+\delta_{0}}.$$

Unlike the case of $v^\varepsilon$, it seems not possible to apply the Aubin-Lions lemma directly to $u_{1}^\varepsilon$ and $u_{2}^\varepsilon$ to get the strong convergence since there is no control (which is uniform in $\varepsilon > 0$) of their time derivative. We overcome this difficulty by first showing

$$u_{1}^\varepsilon + u_{2}^\varepsilon \to u_{1} + u_{2} \quad \text{strongly in} \quad L_{x,t}^{2}.$$  \hfill (53)

Denote by

$$\kappa = \max \left\{ 1 + \frac{\xi}{\delta}, \frac{2 + \delta_{0}}{\delta_{0}} \right\}$$

with $\delta_{0}$ in (A2) and $\xi$ in (23). Summing the first and second equations of (9), then testing the resultant with $\varphi \in L_{t}^{\kappa} W_{x}^{1,\kappa}$ give

$$\iint_{Q_{T}} \partial_{t}(u_{1}^\varepsilon + u_{2}^\varepsilon) \varphi \, dx \, dt = -d \iint_{Q_{T}} \nabla u_{1}^\varepsilon \cdot \nabla \varphi \, dx \, dt$$

$$-(d + D) \iint_{Q_{T}} \nabla u_{2}^\varepsilon \cdot \nabla \varphi \, dx \, dt$$

$$+ \iint_{Q_{T}} (a_{1} u_{1}^\varepsilon + a_{2} u_{2}^\varepsilon)(1 - u^\varepsilon) \varphi \, dx \, dt. \quad \text{(54)}$$

By using Hölder inequality, it holds for $i = 1, 2$,

$$\left| \iint_{Q_{T}} \nabla u_{i}^\varepsilon \cdot \nabla \varphi \, dx \, dt \right| \leq \| \nabla u_{i}^\varepsilon \|_{L_{x,t}^{1+\xi}} \| \nabla \varphi \|_{L_{x,t}^{(1+\xi)/\xi}} \leq C_{T} \| \nabla \varphi \|_{L_{x,t}^{(1+\xi)/\xi}}$$

$$\leq C_{T} \| \varphi \|_{L_{x,t}^{\kappa} W_{x}^{1,\kappa}}$$
thanks to part (iii) of Proposition 3.3. For the third integral on the right hand side of (54), we use part (i) of Proposition 3.3 and Hölder’s inequality to estimate

\[
\left| \int_Q \int_T (a_1 u_1^\varepsilon + a_2 u_2^\varepsilon)(1 - u^\varepsilon) \varphi \, dx \, dt \right|
\leq C \left( \|\varphi\|_{L^{1+\delta}_x} + \left( \|u_1^\varepsilon\|_{L^{2+\delta_0}_x}^2 + \|u_2^\varepsilon\|_{L^{2+\delta_0}_x}^2 \right) \|\varphi\|_{L^{(2+\delta_0)/\delta_0}_x} \right)
\leq C_T \|\varphi\|_{L^{(2+\delta_0)/\delta_0}_x} \leq C_T \|\varphi\|_{L^{1,\infty}_x}.
\]

Therefore, by duality, we obtain from (54) that

\[\{ \partial_t (u_1^\varepsilon + u_2^\varepsilon) \}_{\varepsilon > 0}\]
are bounded in \( L^{x'}_t (W^{1,x}_x)' \) uniformly in \( \varepsilon > 0 \),

where \( x' = x/(x-1) \) and \( (W^{1,x}_x)' \) is the dual space of \( W^{1,x}_x \). Now we can apply the Aubin-Lions lemma to obtain some \( \chi \in L^2_{x,t} \) such that, up to a subsequence,

\[ u_1^\varepsilon + u_2^\varepsilon \xrightarrow{\varepsilon \to 0} \chi \quad \text{in} \quad L^2_{x,t}. \]

By uniqueness of weak limit, it is clear that \( \chi = u_1 + u_2 \). To prove the strong convergence for \( u_1^\varepsilon \) and \( u_2^\varepsilon \) separately, we rewrite

\[ u_1^\varepsilon = \frac{p(v^\varepsilon)(u_1^\varepsilon + u_2^\varepsilon) + [q(v^\varepsilon)u_1^\varepsilon - p(v^\varepsilon)u_2^\varepsilon]}{q(v^\varepsilon) + p(v^\varepsilon)}. \]

Thanks to (53) and (50), it yields

\[ u_1^\varepsilon \xrightarrow{\varepsilon \to 0} \frac{p(v)(u_1 + u_2)}{q(v) + p(v)} \quad \text{a.e. in } Q_T. \quad (55)\]

Note that \( \{ u_1^\varepsilon \} \) is bounded in \( L^{2+\delta_0}_{x,t} \). Therefore, the convergence in (55) is in fact strong in \( L^2_{x,t} \). Thus, we have

\[ u_1 = \frac{p(v)(u_1 + u_2)}{q(v) + p(v)} \quad \text{and} \quad \lim_{\varepsilon \to 0} \|u_1^\varepsilon - u_1\|_{L^2_{x,t}} = 0. \]

The relations

\[ u_2 = \frac{q(v)(u_1 + u_2)}{q(v) + p(v)} \quad \text{and} \quad \lim_{\varepsilon \to 0} \|u_2^\varepsilon - u_2\|_{L^2_{x,t}} = 0 \]
follows the same way by rewriting

\[
\begin{align*}
    u_2^\varepsilon &= \frac{q(v^\varepsilon)(u_1^\varepsilon + u_2^\varepsilon) - [q(v^\varepsilon)u_1^\varepsilon - p(v^\varepsilon)u_2^\varepsilon]}{q(v^\varepsilon) + p(v^\varepsilon)}.
\end{align*}
\]

We are now ready to prove the main results in Theorem 3.1.

**Proof** Adding (17) and (18) together, we obtain

\[
\begin{align*}
    &-\int\int_{\partial \Omega_1} (u_1^\varepsilon + u_2^\varepsilon) \partial_t \varphi \, dx \, dt - \int_{\partial \Omega} (u_{1,0} + u_{1,0}) \varphi(0, x) \, dx \\
    &- \int\int_{\partial \Omega_2} (du_1^\varepsilon + (d + D)u_2^\varepsilon) \Delta \varphi \, dx \, dt \\
    &= \int\int_{\partial \Omega_2} (1 - (u_1^\varepsilon + u_2^\varepsilon))(a_1 u_1^\varepsilon + a_2 u_2^\varepsilon) \varphi \, dx \, dt \quad (56)
\end{align*}
\]

for \( \varphi \in C^{2,1}(\Omega_T) \) which satisfies \( \varphi(x, T) = 0 \) and \( \partial \Omega \varphi = 0 \) on \( \partial \Omega \times [0, T] \). Due to Lemma 3.10, the following convergences as \( \varepsilon \to 0 \) are immediate

\[
\begin{align*}
    &-\int\int_{\partial \Omega_1} (u_1^\varepsilon + u_2^\varepsilon) \partial_t \varphi \, dx \, dt \to -\int\int_{\partial \Omega_1} u \partial_t \varphi \, dx \, dt, \\
    &-\int\int_{\partial \Omega_2} (du_1^\varepsilon + (d + D)u_2^\varepsilon) \Delta \varphi \, dx \, dt \to -\int\int_{\partial \Omega_2} (d + D \frac{q(v)}{q(v) + p(v)}) u \Delta \varphi \, dx \, dt.
\end{align*}
\]

The convergence

\[
\begin{align*}
    \int\int_{\partial \Omega_2} (1 - (u_1^\varepsilon + u_2^\varepsilon))(a_1 u_1^\varepsilon + a_2 u_2^\varepsilon) \varphi \, dx \, dt \\
    \to \int\int_{\partial \Omega_2} (1 - (u_1 + u_2))(a_1 u_1 + a_2 u_2) \varphi \, dx \, dt.
\end{align*}
\]

follows from the strong convergence \( u_1^\varepsilon \to u_1 \) and \( u_2^\varepsilon \to u_2 \) in Lemma 3.10. By substituting \( u_1 = q(v)u/(q(v) + p(v)) \) and \( u_2 = p(v)u/(q(v) + p(v)) \) we obtain in fact

\[
\begin{align*}
    \int\int_{\partial \Omega_2} (1 - (u_1^\varepsilon + u_2^\varepsilon))(a_1 u_1^\varepsilon + a_2 u_2^\varepsilon) \varphi \, dx \, dt \to \int\int_{\partial \Omega_2} \frac{a_1 p(v) + a_2 q(v)}{q(v) + p(v)} (1 - u) \varphi \, dx \, dt
\end{align*}
\]

as \( \varepsilon \to 0 \). Inserting these convergences into (56) gives that \( u = u_1 + u_2 \) satisfies (14), which concludes the proof of the theorem. \( \square \)
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A Proof of Lemma 3.5

By Lamberton (1987)[Theorem 1], if \( f \in L^r_{x,t} \) and \( u \) is the solution to

\[
\begin{cases}
\partial_t u - \Delta u = f, & (x, t) \in Q_T, \\
\nabla u \cdot v = 0, & (x, t) \in \partial \Omega \times (0, T), \\
u(x, 0) = 0, & x \in \Omega,
\end{cases}
\tag{57}
\]

then there exists a constant \( C_{\text{MR}, r} > 0 \) independent of \( T \) such that

\[
\| \Delta u \|_{L^r_{x,t}} \leq C_{\text{MR}, r} \| f \|_{L^r_{x,t}}.
\tag{58}
\]

At the first glance, (26) looks like a backward heat equation, but by defining \( \hat{\phi}(x, t) = \phi(x, t/m) \) and \( \tau = T - t \), it becomes the usual forward parabolic equation

\[
\begin{cases}
\partial_\tau \hat{\phi}(x, \tau) - \Delta \hat{\phi}(x, \tau) = \frac{1}{m} \hat{\theta}(x, \tau), & x \in \Omega, \tau \in (0, mT), \\
\nabla \hat{\phi}(x, \tau) \cdot \nu = 0, & x \in \partial \Omega, \tau \in (0, mT), \\
\hat{\phi}(x, 0) = \hat{0}
\end{cases}
\]

where \( \hat{\theta}(x, \tau) = \theta(x, \tau/m) = \theta(x, (T-t)/m) \). By applying (58), it follows that

\[
\| \Delta \hat{\phi} \|_{L^r(0,mT;L^r(\Omega))} \leq C_{\text{MR}, r} \left( \frac{1}{m} \| \hat{\theta} \|_{L^r(0,mT;L^r(\Omega))} \right) = \frac{C_{\text{MR}, r}}{m} \| \hat{\theta} \|_{L^r(0,mT;L^r(\Omega))}.
\]

Therefore,

\[
\int_{Q_{mT}} |\Delta \hat{\phi}(x, \tau)|^r \, dx \, d\tau \leq \left( \frac{C_{\text{MR}, r}}{m} \right)^r \int_{Q_{mT}} |\hat{\theta}(x, \tau)|^r \, dx \, d\tau.
\]

Making the change of variable \( s = \tau/m \) yields

\[
m \| \Delta \phi \|_{L^r_{x,t}} \leq \frac{C_{\text{MR}, r}}{m^{r-1}} \| \theta \|_{L^r_{x,t}}
\]

which implies immediately the desired estimate (27).

To show (28), we first prove that \( C_{\text{MR}, 2} \leq 1 \). Indeed, by multiplying (57) with \( -\Delta u \) then integrating on \( Q_T \), we get

\[
\frac{1}{2} \int_\Omega |\nabla u(\cdot, T)|^2 \, dx + \int_{Q_T} |\Delta u|^2 \, dx \, dt = - \int_{Q_T} f \, \Delta u \, dx \, dt \leq \frac{1}{2} \| f \|_{L^2_{x,t}}^2 + \frac{1}{2} \| \Delta u \|_{L^2_{x,t}}^2
\]

and thus

\[
\| \Delta u \|_{L^2_{x,t}} \leq \| f \|_{L^2_{x,t}}.
\]

\( \text{Springer} \)
which implies $C_{MR,2} \leq 1$. It is obvious that for any $\omega_1, \omega_2 > 0$,
\[
\frac{|\omega_1 - \omega_2|}{\omega_1 + \omega_2} C_{MR,2} < 1.
\]
Therefore, it is sufficient to show that
\[
C_{MR,2}^- := \liminf_{\eta \to 0^+} C_{MR,2-\eta} \leq C_{MR,2}.
\]
By the Riesz-Thorin interpolation theorem, cf. Lunardi (2018)[Chapter 2], we have for small enough $\eta > 0$
\[
C_{MR,2,\eta} \leq C_{MR,2}^{1/2} C_{MR,2,\eta}^{1/2}
\]
where
\[
2\eta = 2 - \frac{2\eta}{4 - \eta}.
\]
Letting $\eta \to 0$ yields
\[
C_{MR,2}^- \leq C_{MR,2}^{1/2} \left( C_{MR,2}^- \right)^{1/2},
\]
which gives consequently $C_{MR,2}^- \leq C_{MR,2}$ and the proof of Lemma 3.5 is therefore complete.

**Global weak solutions for $\varepsilon > 0$**

**Proof of Proposition 3.2** We provide in this section the proof of global weak solutions in Proposition 3.2. For simplicity, we drop the superscript $\varepsilon$ as it is fixed in the whole proof. Denote by
\[
R(u_1, u_2, v) := \frac{1}{\varepsilon} q(v) u_1 - p(v) u_2.
\]
Let $\delta > 0$, we consider the following approximation system of (9),
\[
\begin{align*}
\partial_t u_1^\delta - D \Delta u_1^\delta &= a_1(1 - u_1^\delta - u_2^\delta) u_1^\delta - R(u_1^\delta, u_2^\delta, v^\delta) \left[ 1 + \delta \left| R(u_1^\delta, u_2^\delta, v^\delta) \right| \right]^{-1}, \\
\partial_t u_2^\delta - (d + D) \Delta u_2^\delta &= a_2(1 - u_1^\delta - u_2^\delta) u_2^\delta + R(u_1^\delta, u_2^\delta, v^\delta) \left[ 1 + \delta \left| R(u_1^\delta, u_2^\delta, v^\delta) \right| \right]^{-1}, \\
\partial_t v^\delta - D_v \Delta v^\delta &= \alpha(u_1^\delta + u_2^\delta) - \beta v^\delta
\end{align*}
\]
subject to homogeneous Neumann boundary condition
\[
\nabla u_1^\delta \cdot v(x) = \nabla u_2^\delta \cdot v(x) = \nabla v^\delta \cdot v(x) = 0, \text{ on } \partial\Omega \times (0, T),
\]
and non-negative bounded initial data
\[
u_1^\delta(x, 0) = u_{1,0}^\delta(x), \quad u_2^\delta(x, 0) = u_{2,0}^\delta(x), \quad v^\delta(x, 0) = v_0^\delta(x), \quad \text{for } x \in \Omega,
\]
We require that
\[
\|u_1^\delta - u_{1,0}\|_{L^{2+\kappa}_x} + \|u_2^\delta - u_{2,0}\|_{L^{2+\kappa}_x} + \|v_0^\delta - v_0\|_{L^\infty_x} \to 0.
\]
Denote by \( f_1(u_1^\delta, u_2^\delta, v^\delta) \), \( f_2(u_1^\delta, u_2^\delta, v^\delta) \), \( f_3(u_1^\delta, u_2^\delta, v^\delta) \) the right-hand sides of (59). It’s immediate to check that these nonlinearities are at most polynomial, locally Lipschitz continuous, quasi-positive, i.e. for any \( i \in \{1, 2, 3\} \),
\[
f_i(z_1, z_2, z_3) \geq 0 \quad \text{for all } z \in \mathbb{R}_+^3 \text{ with } z_i = 0,
\]
and are bounded above by linear functions, i.e. for any \( i \in \{1, 2, 3\} \),
\[
f_i(z_1, z_2, z_3) \leq C \left( 1 + z_1 + z_2 + \frac{1}{\delta} \right) \quad \text{for all } z \in \mathbb{R}_+^3.
\]
The classical theory of reaction–diffusion systems, see e.g. Morgan (1989), shows that there exists a unique global non-negative bounded solutions.

We now aim to pass to the limit as \( \delta \to 0 \). By summing the first two equations of (59), we have
\[
\partial_t (u_1^\delta + u_2^\delta) - \Delta(Du_1^\delta + (D + d)u_2^\delta) \leq \max\{a_1, a_2\}(u_1^\delta + u_2^\delta).
\]
Thanks to the improved duality as in the proof of part (i) of Proposition 3.3 (or from Cañizo et al. (2014)), we have the following estimates
\[
\|u_1^\delta\|_{L^{2+\kappa}_t} + \|u_2^\delta\|_{L^{2+\kappa}_t} \leq C_T \quad (60)
\]
where the constant \( C_T \) might depend on \( T > 0, \|u_1^{1,0}\|_{L^{2+\kappa}_x}, \|u_2^{1,0}\|_{L^{2+\kappa}_x}, D, d, a_1, a_2, \) but not on \( \delta \). From the heat regularisation from Lemma 3.6, it follows that when either (A3a) or (A3c) holds
\[
\|v^\delta\|_{L^\infty_x} \leq C_T \quad (61)
\]
and when (20) holds,
\[
\|v^\delta\|_{L^{(N+2)(2+\kappa)}_x} \leq C_T \quad (62)
\]
From this and the growth condition in (20), we have
\[
\|p(v^\delta)\|_{L^\lambda_{x,t}} + \|q(v^\delta)\|_{L^\lambda_{x,t}} \leq C_T \quad (63)
\]
where
\[
\lambda := \frac{(N - 2)(2 + \kappa)}{N - 2(1 + \kappa)} \geq 2 + \kappa.
\]
From (60) and (63) and
\[
|f_1(u_1^\delta, u_2^\delta, v^\delta)| \leq a_1(u_1^\delta + (u_1^\delta)^2 + u_1^\delta u_2^\delta) + |R(u_1^\delta, u_2^\delta, v^\delta)|
\]
≤ a_1(u_1^\delta + (u_1^\delta)^2 + u_1^\delta u_2^\delta) + \frac{1}{\varepsilon}|q(v^\delta)| u_1^\delta + \frac{1}{\varepsilon}|p(v^\delta)| u_2^\delta

we conclude that
\|\partial_t u_1^\delta - D \Delta u_1^\delta\|_{L^{1+\frac{\kappa}{2},t}} \leq C_{T,\varepsilon}

where the constant $C_{T,\varepsilon}$ does not depend on $\delta$. Similarly,
\|\partial_t u_2^\delta - (D + d) \Delta u_2^\delta\|_{L^{1+\frac{\kappa}{2},t}} \leq C_{T,\varepsilon}

and
\|\partial_t v^\delta - D v \Delta v^\delta\|_{L^{2+\kappa,t}} \leq C_{T,\varepsilon}.

Classical Aubin-Lions lemma shows that, there exist a subsequence of \{u_1^\delta, u_2^\delta, v^\delta\} (which we will not relabel) and a non-negative triple $(u_1, u_2, v) \in L^{1+\kappa/2,1}_x \times L^{1+\kappa/2,1}_x \times L^{2+\kappa,1}_x$ such that
\|u_1^\delta - u_1\|_{L^{1+\kappa/2,t}} + \|u_2^\delta - u_2\|_{L^{1+\kappa/2,t}} + \|v^\delta - v\|_{L^{2+\kappa,t}} \xrightarrow{\delta \to 0} 0.

Thanks to these strong convergence and the bounds (60), (61) or (62) (depending $N$), and (63), we can deduce the following strong convergence in $L^{1,1}_x$ as $\delta \to 0$

$$
(u_1^\delta)^2 \to u_1^2, \quad (u_2^\delta)^2 \to u_2^2, \quad u_1^\delta u_2^\delta \to u_1 u_2, \quad q(v^\delta) u_1^\delta \to q(v) u_1, \quad p(v^\delta) u_2^\delta \to p(v) u_2.
$$

Consequently, we also have
\[ R(u_1^\delta, u_2^\delta, v^\delta)[1 + \delta |R(u_1^\delta, u_2^\delta, v^\delta)|]^{-1} \to R(u_1, u_2, v) \quad \text{strongly in } L^{1,1}_x.
\]

Now we can test the system (59) against a test function $\varphi \in C^{2,1}(\overline{Q_T})$ satisfying $\varphi(x, T) = 0$ and $\nabla \varphi \cdot v = 0$ on $\partial \Omega \times (0, T)$, and let $\delta \to 0$. The strong convergence in (64) and (65) allows us to conclude that $(u_1, u_2, v)$ is a global weak solution to (9), which finishes the proof of Propositions 3.2.

\[\square\]
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