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ABSTRACT. We consider a geodesic billiard system consisting of a complete Riemannian manifold and an obstacle submanifold with boundary at which the trajectories of the geodesic flow experience specular reflections. We show that if the geodesic billiard system is hyperbolic on its trapped set and the latter is compact and non-grazing the techniques for open hyperbolic systems developed by Dyatlov and Guillarmou [DG16] can be applied to a smooth model for the discontinuous flow defined by the non-grazing billiard trajectories. This allows us to obtain a meromorphic resolvent for the generator of the billiard flow. As an application we prove a meromorphic continuation of weighted zeta functions together with explicit residue formulae. In particular, our results apply to scattering by convex obstacles in the Euclidean plane.

1. INTRODUCTION

Open hyperbolic flows combine two interesting dynamical phenomena: chaotic behavior on the one hand and escape towards infinity on the other hand. In the mathematical physics literature there are two paradigmatic example classes of such flows: geodesic flows on Schottky surfaces and convex obstacle scattering.

The geodesic flows on (convex co-compact) Schottky surfaces are mathematically much easier to handle (see e.g. [Dal10] for an introduction). They are complete smooth flows on Riemannian locally symmetric spaces whose algebraic structure allows for an application of powerful techniques from harmonic analysis and structure theory. One has e.g. meromorphic continuations of zeta functions [Fri86, Gui92], precise estimates on the counting of periodic trajectories [Gui86, Lal89], or exact correspondences with the quantum counterpart of the geodesic flow [GHW18] given by the Laplace-Beltrami operator.

The example of obstacle scattering, in contrast, has the advantage that it is much less abstract and can be seen as a concrete model of a physical particle in a two-dimensional plane performing specular reflections at a finite number of hard obstacles. It has therefore been intensively studied in the physics literature in the context of classical [GR89b], semiclassical [GR89c], or quantum-mechanical [GR89a] dynamical systems and allows for numerical [CE89, Wir99, LSZ03, BFW14, WBK14] as well as physical experiments [PLS00, BWP13, PWB12]. Obstacle scattering has however been also in the focus of mathematical literature, see e.g. [Ika88, NZ09].

In this article we focus on the theory of Ruelle-Pollicott resonances. These resonances were introduced by Ruelle [Rue76] and Pollicott [Pol85] to describe the convergence to equilibrium of hyperbolic flows. In most modern formulations the resonances occur as a discrete spectrum in an anisotropic function space and as poles of a meromorphic resolvent. The existence of such a discrete resonance spectrum has been established in many different settings such as Anosov flows on compact manifolds [BL07, FS11, DZ16], Morse-Smale flows [DR10, DR20], geodesic flows on manifolds with cusps [BW17], basic sets of Axiom-A flows [DG16], general Axiom-A flows [Med21], higher rank Anosov actions [BGHW20], or finite horizon Sinai billiards [BDL18]. The respective meromorphic resolvents are not only useful to define the Ruelle resonances but also have many additional applications such as meromorphic continuation of zeta functions [GLP13, DZ16] or Poincaré series [DR20a] and to geometric inverse problems [GL19, BL19]. The geodesic flow on Schottky
surfaces provides concrete examples of basic sets of an Axiom-A flow and it neatly fits into the setting of open hyperbolic systems treated in [DG16]. In contrast, for obstacle scattering this is not directly the case: As is typical for billiard flows, there are technical difficulties such as the only piecewise smoothness of the flow and singularities caused by grazing trajectories. The aim of this paper is to establish a meromorphic resolvent for the dynamics of obstacle scattering and provide a rigorous framework to define the Ruelle-Pollicott resonances.

Let us first state a simplified version of our main result: Let \( \Omega_i \subset \mathbb{R}^n \), \( i = 1, \ldots, N \) and \( n \geq 2 \), be a finite number of disjoint, compact, connected, strictly convex obstacle sets with smooth boundaries and non-empty interiors. Then the phase space of the billiard dynamics is given by the unit tangent bundle \( M = S(\mathbb{R}^n \setminus \Omega), \) \( \Omega := \bigcup_{i=1}^N \Omega_i \), and the billiard dynamics on the manifold with boundary \( M \) is described by a flow \( \varphi^b : \mathbb{R} \times M \to M \) whose trajectories coincide with straight motion at unit speed unless they intersect the boundary \( \partial M = (S\mathbb{R}^n)|_{\partial \Omega} \), where they undergo an instantaneous fiber-wise reflection at the tangent lines \( T_x \partial \Omega, x \in \partial \Omega \). If a trajectory intersects the unit tangent bundle \( S\partial \Omega \subset \partial M \) of the obstacle boundary \( \partial \Omega \), we call it a grazing trajectory. We demand that the billiard flow \( \varphi^b \) satisfy the

**no-grazing condition:** Every grazing trajectory undergoes only finitely many boundary reflections either in forward or backward time.

A classical geometric condition which is sufficient but in general not necessary for the no-grazing condition to hold is the so-called no-eclipse condition [Mor91]: For any two obstacles \( \Omega_i, \Omega_j \) the convex hull of their union does not intersect any distinct third obstacle \( \Omega_k \).

**Figure 1.** Spatial projection of a grazing trajectory in a Euclidean billiard in \( \mathbb{R}^2 \) with obstacles given by three discs. Note that the above configuration of obstacles satisfies the no-eclipse condition — in particular, it satisfies the less restrictive no-grazing condition.

Under the assumption of the no-grazing condition one deduces that the trapped set

\[
K^b := \{ (x, v) \in M \mid \varphi^b_t(x, v) \text{ stays in a bounded set for all } t \in \mathbb{R} \}
\]

(1)
contains no grazing trajectories.

In Section 2.4 we introduce for a class of open sets \( U \subset M \) spaces of smooth billiard functions \( C^\infty_{\text{Bill}}(U) \) and billiard test functions \( C^\infty_{\text{Bill}, c}(U) = C^\infty_{\text{Bill}}(U) \cap C^\infty_c(U) \) whose main property to be noted here is that \( C^\infty_c(U \setminus \partial M) \subset C^\infty_{\text{Bill}, c}(U) \subset C^\infty_c(U) \). We then prove the following theorem:
Theorem 1.1. There is an open neighborhood \( U \) of \( K^b \) in \( M \) such that with the backward escape time \( \tau_U(x,v) := \sup\{ t < 0 | \varphi_b(t)(x,v) \notin U \} \), \((x,v) \in U\), and for \( \lambda \in \mathbb{C} \), \( \text{Re}(\lambda) \gg 0 \),

\[
R_U(\lambda)f(x,v) := \int_0^{-\tau_U(x,v)} e^{-\lambda t} f(\varphi^{-t}_b(x,v)) \, dt, \quad f \in C^\infty_{\text{Bill},c}(U), \,(x,v) \in U,
\]
yields a well-defined family of linear maps \( R_U(\lambda) : C^\infty_{\text{Bill},c}(U) \to C(U) \) and its matrix coefficients

\[
\langle R_U(\lambda)f,g \rangle_{L^2(M)}, \quad f, g \in C^\infty_{\text{Bill},c}(U)
\]
extend from holomorphic functions on \( \text{Re}(\lambda) \gg 0 \) to meromorphic functions on \( \mathbb{C} \) with poles contained in a discrete set of complex numbers that is independent of \( f \) and \( g \) and the choice of \( U \).

We will also see that on \( C^\infty_{\text{Bill}}(U) \) we can define an infinitesimal generator \( P \) of the billiard flow and \( R_U(\lambda) \) can be seen as its resolvent in the sense that \( (P + \lambda)R_U(\lambda) = \text{id} \) on \( \text{Re}(\lambda) \gg 0 \). The locations of the possible poles for the matrix coefficients are then defined to be the Ruelle-Pollicott resonances of the billiard flow.

We will actually work without additional further effort in the more general setting of billiards on Riemannian manifolds of arbitrary dimension under the assumption of a compact trapped set for the non-grazing dynamics and uniform hyperbolicity on the trapped set. Theorem 1.1 is then deduced as a special case of the more general Corollary 5.5 (Remark 5.10). Furthermore, in Appendix B we explain how the results are transferred to vector bundles.

We obtain the meromorphic resolvent by constructing a smooth model of the billiard flow (Sections 3 and 4) and showing that this flow fits into the framework of \[DG16\] (Section 5). For the latter step we crucially use results of Conley-Easton \[CE71\] and Robinson \[Rob80\] similarly as it was done in \[GMT21\] \[DG18\]. The construction of the smooth model allows to work with the well-known notion of resolvent of a smooth vector field (Theorem 5.3) and by \[DG16\] we directly get the meromorphic continuation and precise wavefront estimates for this resolvent. Now this allows for a large variety of applications: A first such application is established in this article by the meromorphic continuation to \( \mathbb{C} \) of weighted zeta functions, which in the most simple case of constant weight take the form

\[
\sum_{\gamma} T^\#_{\gamma} \frac{\exp(-\lambda T_{\gamma})}{|\det(\text{id} - P_{\gamma})|}, \quad \text{Re}(\lambda) \gg 0,
\]
where the sum ranges over all closed trajectories \( \gamma \) of the billiard dynamics, \( T^\#_{\gamma} \) denotes the primitive period of \( \gamma \) and \( P_{\gamma} \) its Poincaré map (for precise definitions and the general theorem we refer to Section 5.3). In the case of 3-disk systems these weighted zeta functions allow the efficient numerical calculation of invariant Ruelle densities (see \[BSW21\] Appendix). In addition, the meromorphic resolvent allows the rigorous study of semiclassical zeta functions that are of great importance for understanding quantum resonances.

Based on the present framework of smooth models Chaubet and Petkov meromorphically continued semiclassical zeta functions and solved the modified Lax-Philipp conjecture. Furthermore in \[BSW22\] the results regarding meromorphically continued zeta functions were used to provide a rigorous interpretation of semiclassical zeta functions for Wigner distributions as introduced by Eckhardt et. al. \[EFMW92\]. Another application is given by Yann Chaubet’s work \[Cha21a\] on counting asymptotics of periodic trajectories with a fixed reflection number at some fixed obstacle based on previous results in a non-billiard setting \[Cha21b\].

Let us finally mention a recent related result on the definition of Ruelle-Pollicott resonances for billiard flows. In \[BDL18\] Baladi, Demers and Liverani perform a meromorphic continuation of the billiard resolvent for the Sinai billiard with finite horizon together with
a spectral gap in order to establish exponential mixing. This setting is technically much more challenging than ours because the grazing trajectories cannot be separated from the dynamically relevant region, which is possible in our case by the no-grazing condition.
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2. Geometric setup

As mentioned before, the main purpose of this work is to handle the case of obstacle scattering in the Euclidean plane. However, we can perform all constructions without considerable further effort in a more general setting by replacing the Euclidean plane by a complete connected Riemannian manifold of arbitrary dimension, see e.g. [BFK02]. In this section we will introduce the notation and define the billiard flow.

Let $(\Sigma, g)$ be a complete connected Riemannian manifold of dimension $n \geq 1$ without boundary, $S\Sigma := \{(x,v) \in T\Sigma \mid g_x(v,v) = 1\} \subset T\Sigma$ its unit tangent bundle, and denote by $\pr : S\Sigma \to \Sigma, (x,v) \mapsto x$, the bundle projection as well as by $\varphi^t : \mathbb{R} \times S\Sigma \to S\Sigma, (t,x,v) \mapsto \varphi^t(x,v)$, the geodesic flow. Let $\Omega \subset \Sigma$ be an $n$-dimensional submanifold with boundary of $\Sigma$. We do not assume $\Omega$ to be connected – in fact, we regard the connected components of $\Omega$ as obstacles. Denoting the manifold boundary and the manifold interior of $\Omega$ by $\partial \Omega$ and $\Omega := \Omega \setminus \partial \Omega$, respectively, we note that $\Omega \neq \emptyset$ and $\partial \Omega \neq \emptyset$ if $\Omega \neq \emptyset$ and define the phase space for our *geodesic billiard* to be

\[ M := S(\Sigma \setminus \hat{\Omega}) = \pr^{-1}(\Sigma \setminus \hat{\Omega}), \]

the unit tangent bundle over $\Sigma \setminus \hat{\Omega}$. The space $M$ is a $(2n-1)$-dimensional submanifold with boundary of $S\Sigma$. Its boundary and manifold interior are given by

\[ \partial M = (S\Sigma)_{|\partial \Omega}, \quad M = S(\Sigma \setminus \Omega). \tag{2} \]

Each fiber $S_x\Sigma, x \in \partial \Omega$, of the $(n-1)$-sphere bundle $\partial M$ intersects the tangent space $T_x(\partial \Omega)$ in the $(n-2)$-sphere $S_x(\partial \Omega)$. The latter divides $S_x\Sigma$ into two disjoint open hemispheres. One of them is the *inward* hemisphere $(S_x\Sigma)_{\text{in}}$ containing all vectors “pointing towards $\Omega$”, i.e., all $v \in S_x\Sigma$ satisfying $g_x(v, n_x) > 0$ with $n_x$ the inward unit normal vector at $x \in \partial \Omega$. The other one is the *outward* hemisphere $(S_x\Sigma)_{\text{out}}$ defined by $g_x(v, n_x) < 0$.

This fiber-wise decomposition effects a decomposition of the $(2n-2)$-dimensional manifold $\partial M$ into a disjoint union

\[ \partial M = \partial_g M \cup \partial_{\text{in}} M \cup \partial_{\text{out}} M \tag{3} \]

defined by the *grazing boundary*

\[ \partial_g M := \partial M \cap T(\partial \Omega), \]

a $(2n-3)$-dimensional submanifold of $\partial M$, as well as the *inward* and *outward boundaries*

\[ \partial_{\text{in/out}} M := \bigcup_{x \in \partial \Omega} (S_x\Sigma)_{\text{in/out}}, \]

which are open in $\partial M$. See Figure 2 for an illustration of the three boundary components.

---

\textsuperscript{1}If $n = 1$, then $S_x(\partial \Omega)$ is empty; it remains true that the 0-sphere $S_x\Sigma$ is divided into two disjoint open “hemispheres” in this case, namely the two points of which it consists. Eq. (3) then holds with $\partial_g M = \emptyset$. 

Figure 2. The boundary components $\partial_g M$, $\partial_{\text{in}} M$, and $\partial_{\text{out}} M$ in an example where $\Sigma = \mathbb{R}^2$. Notice how $\partial_g M$ divides each connected component of $\partial M$ into two disjoint connected open subsets. Here the sphere bundle $\partial M = (S^1)_{|\partial \Omega}$, which locally looks like a cylinder, has been cut at the fiber over a point $x \in \partial \Omega$.

Remark 2.1. The constructions carried out and the theorems proved in the subsequent sections could be easily generalized to a setting where we replace the obstacle boundary $\partial \Omega$ by an arbitrary codimension-$1$ submanifold $B \subset \Sigma$ at which the specular reflections of $\varphi^g$ occur and which is not necessarily the boundary of an $n$-dimensional submanifold $\Omega$ with boundary. This setting would be more general because not every codimension-$1$ submanifold occurs as the boundary of a codimension-$0$ submanifold. However, the example of the circle $\Sigma = S^1$ with $B = \{\text{pt}\}$ a single point, for which our constructions do not work due to the lack of a distinction between “interior” and “exterior”, shows that we would then have to impose some additional assumptions on $B$ or to generalize our methods in a somewhat tedious way, so we stick to the case $B = \partial \Omega$ to simplify the presentation.

2.1. Non-grazing billiard dynamics. We focus on a non-grazing geodesic billiard dynamics. That is, we define trajectories on $M \setminus \partial_g M$ by the rule that they are given by those of the geodesic flow $\varphi^g$ until they hit $\partial M$. Then we distinguish two cases:

1) If a trajectory hits $\partial M$ in a non-grazing way, then the velocity vector is reflected at the tangent hyperplane of the obstacle.

2) If a trajectory hits $\partial M$ in a grazing way, then it ceases to exist.

Remark 2.2. Before we make the above rules precise, we emphasize that the obtained trajectories will not actually combine to a flow $\varphi$ on $M \setminus \partial_g M$ in the technical sense because the flow property $\varphi_t(\varphi_{t'}(p)) = \varphi_{t+t'}(p)$ is violated for some points $p$ when $t + t' = 0$, as explained around (8). For simplicity of the terminology, we shall adopt the convention that we call the map $\varphi$ formed by the billiard trajectories a flow regardless of the partial violation of the flow property. We will see that this does not cause any problems. This generalization of terminology will be applied exclusively to $\varphi$; all other maps called flow are honest flows in the usual sense.

For convex obstacles one could of course continue the flow at grazing reflections as in the introduction. However, in the following we would anyway be forced to remove such grazing trajectories because they lead to a non-smooth dynamics. It is therefore more convenient to start right away with a non-complete flow that stops at grazing reflections. As a side effect we do not need to make any further a priori assumptions on the nature of the boundary such as absence of inflection points (cf. [CM06] Assumption A3)). Instead,
the necessary assumptions can be efficiently formulated as compactness of the trapped set of the non-grazing billiard flow and hyperbolicity of the flow on that set, see Section 2.2.1

2.1.1. Definition of the non-grazing billiard flow. To translate the above rule into a formal definition, we first define a tangential reflection \( ∂M \rightarrow ∂M, (x,v) \mapsto (x,v′) \), by letting \( v′ \in S_xΣ \) be the reflection of \( v \in S_xΣ \) at the hyperplane \( T_x(∂Ω) \subset T_xΣ \). In terms of the inward unit normal \( n_x \) this reflection is given by \( v′ = v - 2g_x(v,n_x)n_x \). The tangential reflection fixes \( M \), and interchanges the two boundary components \( \partial_{in}M \) and \( \partial_{out}M \).

For each point \( (x,v) \in M \setminus \partial gM \) we now define the following extended real numbers which correspond to the first boundary intersection in forward and backward time:

\[
t_−(x,v) := \begin{cases} 
\sup \{t < 0 \mid \varphi^g_t(x,v) \in SΩ\}, & (x,v) \in M \cup \partial_{in}M, \\
\sup \{t < 0 \mid \varphi^g_t(x,v′) \in SΩ\}, & (x,v) \in \partial_{out}M
\end{cases} \in [−∞,0),
\]

\[
t+(x,v) := \begin{cases} 
\inf \{t > 0 \mid \varphi^g_t(x,v) \in SΩ\}, & (x,v) \in M \cup \partial_{out}M, \\
\inf \{t > 0 \mid \varphi^g_t(x,v′) \in SΩ\}, & (x,v) \in \partial_{in}M
\end{cases} \in (0,∞].
\]

Here the inequalities \( t_−(x,v) > 0 \) and \( t−(x,v) < 0 \) follow in the case \( (x,v) \in M \) from the continuity of \( \varphi^g \) and the fact that \( M \) is open in \( SΣ \), and in the case \( (x,v) \in \partial M \setminus \partial gM \) from the fact that the flow \( \varphi^g \) is transversal to \( ∂M \setminus ∂gM \).

We begin with the local definition of the billiard trajectories near the boundary: First, let \( (x,v) \in M \). Then the billiard flow simply equals the geodesic flow as long as it does not meet an obstacle boundary:

\[
\varphi_t(x,v) := \varphi^g_t(x,v), \quad t_−(x,v) < t < t+(x,v).
\]

If the geodesic flow meets an obstacle boundary in a non-grazing way, i.e., if \( t_±(x,v) \in \mathbb{R} \) and \( \varphi^g_t(x,v)(x,v) \notin ∂gM \), then we extend the trajectory via the following obvious definition:

\[
\varphi_{t_±}(x,v)(x,v) := \varphi^g_{t_±(x,v)}(x,v).
\]

Now let \( (x,v) \in ∂M \setminus ∂gM \). Then we have to distinguish between inward and outward components:

\[
\varphi_t(x,v) := \begin{cases} 
\varphi^g_t(x,v), & (x,v) \in ∂_{out}M, \ 0 \leq t < t_+(x,v) \\
or (x,v) \in ∂_{in}M, \ t_−(x,v) < t \leq 0, \\
\varphi^g_t(x,v′), & (x,v) \in ∂_{in}M, \ 0 < t < t_+(x,v′) \\
or (x,v) \in ∂_{out}M, \ t_−(x,v′) < t < 0.
\end{cases}
\]

The fact that \( \varphi^g \) is a flow implies that the trajectories of \( \varphi \) also have the flow property except for boundary points where the flow property only holds modulo reflection. More precisely, whenever \( \varphi_t, \varphi_{t+t′}(x,v) \) and \( \varphi_{t+t′}(x,v) \) are defined by (5), (6), or (7), one has

\[
\varphi_{t+t′}(x,v) = \begin{cases} 
\varphi_t(x,v + t′), & t + t′ \neq 0 \text{ or } \varphi_{t+t′}(x,v) \in \hat{M} \text{ or } t < 0, (x,v) \in ∂_{in}M \text{ or } t > 0, (x,v) \in ∂_{out}M, \\
(x,v′), & t + t′ = 0 \text{ and } t > 0, (x,v) \in ∂_{in}M \text{ or } t + t′ = 0 \text{ and } t < 0, (x,v) \in ∂_{out}M.
\end{cases}
\]

while \( \varphi_0(x,v) = (x,v) \) for all \( (x,v) \in M \setminus ∂gM \). The additional boundary reflection does not pose any problems for the remaining paper, though, as points on the boundary related by reflection will be indistinguishable in our smooth models anyway.
Finally we extend the trajectories to their maximal lengths, which is formally somewhat cumbersome: We define for \((x,v) \in M \setminus \partial_g M\) recursively

\[
\begin{align*}
t_0^\pm (x,v) &:= t_\pm (x,v), \\
t_n^\pm (x,v) &:= \begin{cases} t_{n-1}^\pm (x,v) + t_\pm (\varphi_{n-1}^\pm (x,v)), & t_{n-1}^\pm (x,v) \in \mathbb{R} \text{ and } \varphi_{n-1}^\pm (x,v) \notin \partial_g M, \\
\phantom{t_n^\pm (x,v)} \quad \text{else,} \end{cases}
\end{align*}
\]

where \(n \in \mathbb{N}\). Then the sequences \(\{t_n^\pm (x,v)\}_{n \in \mathbb{N}_0} \subset (0, \infty]\) and \(\{t_n^\pm (x,v)\}_{n \in \mathbb{N}_0} \subset [-\infty, 0)\) are non-decreasing and non-increasing, respectively, and we put

\[
T_{\max}(x,v) := \limsup_{n \to \infty} t_n^+(x,v) \in (0, \infty], \quad T_{\min}(x,v) := \liminf_{n \to \infty} t_n^+(x,v) \in [-\infty, 0).
\]

These are the maximal times for which the non-grazing billiard flow can be defined: Given \(t \in (T_{\min}(x,v), T_{\max}(x,v))\) we can find some \(N \in \mathbb{N}_0\) and real numbers \(t_0, \ldots, t_N \in (T_{\min}(x,v), T_{\max}(x,v))\) with \(\sum_{j=0}^N t_j = t\) and such that every term in the composition

\[
\varphi_t(x,v) := \varphi_{t_0}(\varphi_{t_1}(\cdots (\varphi_{t_N}(x,v)) \cdots))
\]

(9)
is well-defined by either (6), (7), or (8). This definition of \(\varphi_t(x,v)\) is then independent of the choice of the numbers \(t_0, \ldots, t_N\) by virtue of the flow property (8). The definition (6) extends the trajectory through \((x,v)\) such that in summary, using the extended terminology from Remark 2.2 we obtain a flow

\[
\varphi : D \to M \setminus \partial_g M, \quad (t,x,v) \mapsto \varphi_t(x,v),
\]
on the domain given by

\[
D := \{(t,x,v) \in \mathbb{R} \times (M \setminus \partial_g M) \mid t \in (T_{\min}(x,v), T_{\max}(x,v))\}.
\]

(10)

Some basic properties of this domain will be proved below in Lemma 2.6. In particular, we shall see that \(D\) is open in \(\mathbb{R} \times (M \setminus \partial_g M)\). In the following we will call the triple \((\Sigma, g, M)\) a geodesic billiard system and \(\varphi\) its associated non-grazing billiard flow, keeping Remark 2.2 in mind.

2.2. Properties of the non-grazing billiard flow. By definition, the flow \(\varphi\) has discontinuities at \(\varphi^{-1}(\partial M \setminus \partial_g M)\), which makes the following constructions necessary in the first place. A further property of the flow \(\varphi\) that can be read off directly from its definition and which will become important below is its invariance under tangential reflections at the boundary:

\[
\forall (t,x,v) \in D \cap ((\mathbb{R} \setminus \{0\}) \times \partial M) : \ (t,x,v) \in D, \ \varphi(t,x,v) = \varphi(t,x,v').
\]

(11)

While \(\varphi\) itself is not continuous except in the trivial case \(\partial M = \emptyset\), its composition with the projection \(pr : M \to \Sigma \setminus \Omega\) is continuous and describes the spatial billiard dynamics. For graphical illustrations of \(pr \circ \varphi\) and \(\varphi\) see Figures 3 and 4.
Figure 3. A trajectory of the spatial billiard dynamics described by the composition \( \text{pr} \circ \varphi : \mathbb{R} \times M \to \Sigma \setminus \Omega \) in an example where \( \Sigma = \mathbb{R}^2 \) is the Euclidean plane. The arrows indicate a point \((x, v) \in \partial_{\text{in}} M\) as well as its tangential reflection \((x, v') \in \partial_{\text{out}} M\).

Figure 4. The partial flow trajectory \( \varphi((-t_0, t_0) \times \{(x, v)\}) \subset M \) of a point \((x, v) \in \partial_{\text{in}} M\) and its spatial projection in an example where \( \Sigma = \mathbb{R}^2 \) is the Euclidean plane. The right-hand side depicts the sphere bundle over the spatial trajectory, which locally looks like a cylinder. Notice the discontinuity in the flow trajectory due to the tangential reflection \((x, v) \mapsto (x, v')\). Projecting the trajectory onto \( \Sigma \) removes this discontinuity.

In spite of its discontinuous nature, the non-grazing billiard flow \( \varphi \) possesses useful transversality properties at the non-grazing boundary \( \partial M \setminus \partial_{g} M \) which we collect in the technical Lemma 2.3 below. This lemma will allow us to prove, among other statements, that the domain \( D \) is open in \( \mathbb{R} \times (M \setminus \partial_{g} M) \) and we will later use Lemma 2.3 to consider the flow-time as a “coordinate” transverse to \( \partial M \setminus \partial_{g} M \).

**Lemma 2.3.** There exists an open subset \( N \subset \mathbb{R} \times (\partial M \setminus \partial_{g} M) \) such that

i) One has the inclusions \( \{0\} \times (\partial M \setminus \partial_{g} M) \subset N \subset D \).

ii) The set \( N \) is invariant under tangential reflection in the sense that for all \((t, x, v) \in \mathbb{R} \times (\partial M \setminus \partial_{g} M)\) one has \((t, x, v) \in N\) iff \((t, x, v') \in N\).
iii) The restricted map $\varphi|_N : N \to M$ is open and its image is contained in $M \setminus \partial gM$.

iv) Decomposing $N$ into the two disjoint open subsets

\[ N_{in} := N \cap (\mathbb{R} \times \partial_{in}M), \quad N_{out} := N \cap (\mathbb{R} \times \partial_{out}M), \]

the two maps $\varphi|_{N_{in/out}} : N_{in/out} \to M \setminus \partial gM$ are injective.

v) The two inverse maps $\varphi|^{-1}_{N_{in/out}} : \varphi(N_{in/out}) \to N_{in/out}$ are smooth.

vi) Decomposing $N_{in}$ and $N_{out}$ further into the subsets

\[ N_{in/out}^\pm := N_{in/out} \cap (\mathbb{R}_{\pm} \times \partial_{in/out}M), \quad \mathbb{R}_\pm := \{ t \in \mathbb{R} \mid \pm t \geq 0 \}, \]

one has

\[ \varphi_t(x, v) = \begin{cases} \varphi^g_t(x, v), & (t, x, v) \in N_{in^-} \cup N_{out^+}, \\ \varphi^f_t(x, v'), & (t, x, v) \in (N_{in^-} \setminus N_{in^0}) \cup (N_{out^-} \setminus N_{out^0}). \end{cases} \]

The proof of Lemma 2.3 is given in Appendix A.1. See Figure 5 for an illustration of $N_{in/out}$ and $\varphi(N_{in/out})$ in a 2-dimensional example.

Remark 2.4. Note that by i) and iii) the images $\varphi(N_{in/out})$ are open subsets of $M \setminus \partial gM$ which intersect the boundary $\partial M \setminus \partial gM$ non-trivially. In particular, the sets $\varphi(N_{in/out})$ are themselves manifolds with non-empty boundaries (except in the trivial case $\partial M = \emptyset$). In contrast, the open sets $N_{in/out} \subset \mathbb{R} \times \partial_{in/out}M$ are manifolds without boundary.

Figure 5. Schematic illustration of the sets $N_{in/out}$ from Lemma 2.3 and their images under $\varphi$ in a Euclidean setting as in Figure 4. Note that $N_{in/out}$ and $\varphi(N_{in/out})$ are actually 3-dimensional. In the image on the left-hand side the dimension has been reduced by drawing the 2-dimensional manifold $\partial M$ simply as a coordinate axis, whereas on the right-hand side the dimension has been reduced by focusing on the circle $S^1 \Sigma \subset \partial M$ over some chosen point $x \in \partial \Omega$.

The following definition is motivated by the subsequent important lemma.

**Definition 2.5.** We call a set $A \subset \partial M \setminus \partial gM$ reflection-symmetric if for every point $(x, v) \in A$ its tangential reflection $(x, v')$ also belongs to $A$.

Using this terminology we can conveniently describe a crucial continuity property of the non-grazing billiard flow $\varphi$ which puts the discontinuity of the latter into perspective:

**Lemma 2.6.** Let $O \subset M \setminus \partial gM$ be an open set such that $O \cap (\partial M \setminus \partial gM)$ is reflection-symmetric. Then $\varphi^{-1}(O) \subset D$ is open in $\mathbb{R} \times (M \setminus \partial gM)$ and invariant under tangential reflection in the sense that

\[ \forall (t, x, v) \in \mathbb{R} \times (\partial M \setminus \partial gM) : (t, x, v) \in \varphi^{-1}(O) \iff (t, x, v') \in \varphi^{-1}(O). \quad (14) \]

In particular, the domain $D = \varphi^{-1}(M \setminus \partial gM)$ is open in $\mathbb{R} \times (M \setminus \partial gM)$ and satisfies (14).
The proof of Lemma 2.6 is given in Appendix A.2.

Having shown in Lemma 2.6 that $D$ is open in $\mathbb{R} \times (\partial M \setminus \partial g M)$ and recalling from (10) that for any $(x, v) \in M \setminus \partial M$ the set $\{t \in \mathbb{R} \mid (t, x, v) \in D\}$ is an open interval containing 0, we see that $D$ is an honest flow domain.

Finally, let us mention without detailing the proof that using similar arguments as in the proof of Lemma 2.6 one can show that the flow $\varphi$ is smooth on the set $\varphi^{-1}(M)$. The latter is open in $\mathbb{R} \times (M \setminus \partial g M)$ by Lemma 2.6.

2.2.1. Trapped set and hyperbolicity. We define the trapped set of $\varphi$ as those points for which the flow is globally defined and the trajectory remains within a compact region, i.e.:

$$K := \{(x, v) \in M \setminus \partial g M \mid \mathbb{R} \times \{(x, v)\} \subset D, \exists \text{ compact } W \subset M \setminus \partial g M \text{ with } \varphi(\mathbb{R} \times \{(x, v)\}) \subset W\}. \quad (15)$$

An illustration of $K$ in a 2-dimensional Euclidean setting can be found in Figure 6.

**Lemma 2.7.** $K \cap (\partial M \setminus \partial g M)$ is reflection-symmetric in the sense of Definition 2.5.

**Proof.** This follows immediately from the fact that for every $(x, v) \in K \cap (\partial M \setminus \partial g M)$ the trajectory $\varphi(\mathbb{R} \times \{(x, v)\})$ is well-defined and coincides with $\varphi(\mathbb{R} \times \{(x, v)\})$ except at $t = 0$, as follows from (11). \(\square\)

**Remark 2.8.** For the proof of our main results (Theorem 5.3, Corollary 5.5) we will assume that the trapped set $K$ is compact. Note that this assumption is a non-trivial condition on the global geometry of the obstacles because we work with the non-grazing dynamics. The compactness of the trapped set implies that all trapped trajectories are located at a strictly positive distance from the grazing trajectories.

**Lemma 2.9.** If in the $n$-dimensional Euclidean convex obstacle scattering setup considered in the introduction the obstacles $\Omega = \bigcup_{i=1}^{N} \Omega_i \subset \mathbb{R}^n$ fulfill the no-grazing condition (thus in particular if they fulfill the no-eclipse condition), then the trapped set $K$ of the non-grazing billiard flow, defined in (15), agrees with the trapped set $K^v$ of the complete billiard flow defined in (1). In particular, $K$ is compact.
Proof. As our non-grazing billiard flow $\varphi$ is a restriction of the full billiard flow $\varphi^b$ up to the first grazing collision one clearly has $K \subset K^b$. Now the no-grazing condition implies that none of the trajectories in $K^b$ experiences a grazing collision which lets us infer the reverse inclusion $K^b \subset K$. Finally, in view of the compactness of $\bigcup_{i=1}^N \Omega_i$, it is a well-known fact that $K^b$ is compact, see [FL21, Section 1.3] and the references given therein. \hfill \Box

Remark 2.10. If the obstacles $\bigcup_{i=1}^N \Omega_i$ are not assumed to satisfy the no-grazing condition it is easy to construct examples that have a non-compact trapped set $K$ (but nevertheless a compact trapped set $K^b$ for the complete billiard flow $\varphi^b$), see Figure 7.
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**Figure 7.** The red trajectory belongs to the spatial projection of the trapped set $K^b$ of the complete billiard flow, but not to the spatial projection of $K$ as it contains a grazing collision. The green and blue trajectories, however, belong to the spatial projections of $K^b$ as well as $K$. Note that the red trajectory clearly lies in the closure of the blue trajectory in $\Sigma \setminus \hat{\Omega}$ and the latter touches the former tangentially, thus $K$ is not closed in $M \setminus \partial_g M$ and hence not compact.

Finally we introduce a notion of hyperbolicity for the billiard dynamics.

**Definition 2.11.** The non-grazing billiard flow $\varphi$ is called hyperbolic on its trapped set $K$ if the following holds: For any $(x, v) \in K \cap M$ the tangent bundle exhibits a continuous splitting

$$T_{(x,v)}M = \mathbb{R} \cdot X(x,v) \oplus E_s(x,v) \oplus E_u(x,v),$$

(16)

where $X(x,v)$ denotes the flow direction at $(x,v)$, $E_{s/u}(x,v)$ is mapped onto $E_{s/u}(\varphi_t(x,v))$ under the differential of $\varphi_t$ whenever $\varphi_t(x,v) \in K \cap M$, and there exist constants $C_0, C_1 > 0$ such that

$$\|d\varphi_t(x,v)W\|_{(x,v)} \leq C_0 \exp(-C_1 t)\|W\|_{(x,v)}, \quad t \geq 0, \varphi_t(x,v) \in K \cap M, W \in E_s(x,v)$$

$$\|d\varphi_t(x,v)W\|_{(x,v)} \geq C_0^{-1} \exp(C_1 t)\|W\|_{(x,v)}, \quad t \geq 0, \varphi_t(x,v) \in K \cap M, W \in E_u(x,v),$$

(17)

where $\|\cdot\|$ denotes any continuous norm on the tangent bundle $TM$.

Remark 2.12. Let $\Omega \subset \mathbb{R}^n$ be the disjoint union of finitely many compact, connected, strictly convex sets with smooth boundaries and take on $\mathbb{R}^n$ the Euclidean metric. Then [CM06, Chapter 4.4] and [CP22, Appendix] show that the associated non-grazing billiard is hyperbolic on its trapped set. See also [Dya18, Section 5.2] for an introductory exposition of hyperbolicity of dispersing billiards.
2.3. Reflection-invariance of the canonical contact structure. The sphere bundle $S\Sigma$ carries a canonical contact form $\alpha$ corresponding to the Liouville form (the tautological 1-form) on the co-sphere bundle $S^*\Sigma$ under the diffeomorphism $S\Sigma \cong S^*\Sigma$ provided by the Riemannian metric $g$, i.e., $\alpha_{(x,v)}(w) := g_x(v, d\pi_{(x,v)}w)$ for the projection $\pi(x, v) = x$. The restriction of $\alpha$ to the submanifold $\partial M = (S\Sigma)|_{\partial \Omega} \subset S\Sigma$ can be pulled back along the tangential reflection map $R: \partial M \to \partial M$, $(x, v) \mapsto (x, v')$. It turns out that $\alpha|_{\partial M}$ is invariant under this pullback, a property we will need later on:

**Lemma 2.13.** One has the equality of 1-forms $R^*(\alpha|_{\partial M}) = \alpha|_{\partial M}$.

**Proof.** Let $\pi: \partial M = (S\Sigma)|_{\partial \Omega} \to \partial \Omega$ be the bundle projection $(x, v) \mapsto x$. Then we compute for $(x, v) \in \partial M$, $w \in T_{(x,v)}(S\Sigma)|_{\partial \Omega}$ using the formula $v' = v - 2g_x(v, n_x)n_x$ featuring the inward normal vector $n_x$ perpendicular to $T_x(\partial \Omega)$:

$$\alpha_{(x,v)}(w) = g_x(v, d\pi_{(x,v)}(w)),$$

$$R^*(\alpha|_{\partial M})_{(x,v)}(w) = g_x(v', d(\pi \circ R)_{(x,v)}(w))$$

$$= g_x(v - 2g_x(v, n_x)n_x, d\pi_{(x,v)}(w))$$

$$= \alpha_{(x,v)}(w) - 2g_x(v, n_x)g_x(n_x, d\pi_{(x,v)}(w)) = 0. $$

Here we used the facts that $\pi \circ R = \pi$ and $d\pi_{(x,v)}(w) \in T_x(\partial \Omega)$. \hfill $\square$

2.4. Billiard functions and the billiard generator. Although the non-grazing billiard flow $\varphi: D \to M \setminus \partial g_M$ is not continuous and partially violates the flow property (recall Remark 2.2), and therefore does not possess a generating vector field, we can associate with $\varphi$ natural function spaces as well as an operator providing a replacement for the generator of $\varphi$.

Indeed, recall from Lemma 2.6 that $D$ is open in $\mathbb{R} \times (M \setminus \partial g_M)$ and that more generally for every open set $O \subset M \setminus \partial g_M$ such that $O \cap (\partial M \setminus \partial g_M)$ is reflection-symmetric the inverse image $\varphi^{-1}(O) \subset D$ is open. Fix such a set $O$. Then we define the vector space of smooth billiard functions on $O$ by

$$C^\infty_{\text{Bill}}(O) := \{ f \in C^\infty(O) \mid f \circ \varphi \in C^\infty(\varphi^{-1}(O)) \}, \quad C^\infty_{\text{Bill},c}(O) := C^\infty_{\text{Bill}}(O) \cap C^\infty_c(O). \quad (18)$$

These spaces are non-trivial: The smoothness of $\varphi$ on $\varphi^{-1}(M)$ implies that there is an injection $C^\infty_c(O \cap \tilde{M}) \hookrightarrow C^\infty_{\text{Bill},c}(O)$. We consider these spaces as interesting because they provide natural domains for the following differential operator

$$\mathbf{P}: C^\infty_{\text{Bill}}(O) \to C^\infty_{\text{Bill}}(O),$$

$$(\mathbf{P} f)(x, v) := \left. \frac{d}{dt} \right|_{t=0} f \circ \varphi_t(x, v), \quad (x, v) \in O. \quad (19)$$

The operator $\mathbf{P}$ is well-defined, preserves $C^\infty_{\text{Bill},c}(O)$ and will henceforth be called the billiard generator. This name is justified by (19) which makes $\mathbf{P}$ a formal generator of the flow $\varphi$, where the discontinuity and the partial violation of the flow property of the latter are dealt with by passing to the function space $C^\infty_{\text{Bill}}(O)$. On the subspace $C^\infty_c(O \cap \tilde{M}) \subset C^\infty_{\text{Bill},c}(O)$ the operator $\mathbf{P}$ simply acts as the geodesic vector field. In fact, if $X^g: C^\infty(O) \to C^\infty(O)$ denotes the generator of the geodesic flow $\varphi^g$ on the set $O$, then for every function $f \in C^\infty_{\text{Bill}}(O)$ the smooth function $\mathbf{P}f$ agrees with $X^g f$ on $O \cap \tilde{M}$ which is dense in $O$, so it follows that $\mathbf{P} f = X^g f$ on all of $O$. This shows that the billiard generator $\mathbf{P}$ is nothing but the restriction of $X^g$ to the domain $C^\infty_{\text{Bill}}(O)$:

$$\mathbf{P} = X^g|_{C^\infty_{\text{Bill}}(O)}. \quad (20)$$

In particular, we see that $X^g$ preserves $C^\infty_{\text{Bill}}(O)$ and $C^\infty_{\text{Bill},c}(O)$.
Note that we can easily extend the construction \cite{18} to define analogous spaces of continuous billiard functions $C_{\text{Bill}}(O)$ and billiard functions of limited regularity $C^\infty_{\text{Bill}}(O)$.

We refrain from introducing topologies on the spaces $C^\infty_{\text{Bill}}(O)$, e.g., the subspace topologies induced by $C^\infty(O)$, and $C^\infty_{\text{Bill}}(O)$ to avoid further technicalities. Instead we will introduce smooth models for the billiard flow which will allow us to work with ordinary smooth functions and distributions on a smooth manifold as well as a smooth vector field $X$ instead of the above defined operator $P$.

3. Smooth models for the non-grazing billiard flow

The fact that the non-grazing billiard flow is not continuous is highly inconvenient. However, we shall see that a smooth model for $\varphi$ exists and is unique in a strong sense, so that we can consider it as intrinsic to the geodesic billiard system $(\Sigma, g, \Omega)$. The literature on billiards often presupposes a smooth model or works on $\varphi^{-1}(M)$ to begin with, see e.g. \textit{CM06}. Here we give a definition of smooth models in a slightly more general geometric setting and perform an explicit construction to show the existence of such a model. While smooth models no longer carry the bundle structure of $S\Sigma$, the smooth model flows remain contact flows. This constitutes a very convenient technical feature which is often implicit in concrete coordinate calculations in the billiard literature.

\textbf{Definition 3.1.} A smooth model for the non-grazing billiard flow $\varphi: D \to M$ is a triple $(\mathcal{M}, \pi, \phi)$ consisting of a smooth manifold $\mathcal{M}$, a smooth surjection $\pi: \mathcal{M} \setminus \partial_{\mathcal{M}} \to \mathcal{M}$ such that $D := (\text{id}_\mathbb{R} \times \pi)(\mathcal{D}) \subset \mathbb{R} \times \mathcal{M}$ is open, and a smooth flow $\phi: D \to \mathcal{M}$ such that

i) The restriction $\pi|_\mathcal{M}$ is a diffeomorphism onto its image.

ii) The flows $\varphi$ and $\phi$ are intertwined by $\pi$:

$$\phi \circ (\text{id}_\mathbb{R} \times \pi)|_D = \pi \circ \varphi. \quad (21)$$

We emphasize that in the above definition $\phi$ must be a flow in the usual sense – the exceptional generalized terminology introduced in Remark 2.2 only applies to $\varphi$.

Definition 3.1 is motivated by the following existence and uniqueness results.

\textbf{Theorem 3.2.} There exists a smooth model $(\mathcal{M}, \pi, \phi)$ for $\varphi$ such that $\phi$ is a contact flow.

\textbf{Proof.} In the subsequent Section 4 we give an explicit construction of a manifold $\mathcal{M}$, a map $\pi$, a flow $\phi$, and a contact form $\alpha_{\mathcal{M}}$ with the required properties, culminating in the final Corollary 4.3. \hfill $\square$

\textbf{Proposition 3.3.} Suppose that $(\mathcal{M}, \pi, \phi)$ and $(\mathcal{M}', \pi', \phi')$ are two smooth models for $\varphi$. Then $(\mathcal{M}, \phi)$ and $(\mathcal{M}', \phi')$ are uniquely smoothly conjugate. More precisely, there is a unique diffeomorphism $F: \mathcal{M} \to \mathcal{M}'$ such that $F \circ \pi = \pi'$, $(\text{id}_\mathbb{R} \times F)(\mathcal{D}) = \mathcal{D}'$, and $F \circ \phi = \phi' \circ (\text{id}_\mathbb{R} \times F)|_\varphi$.

The proof of Proposition 3.3 is given in Appendix A.3.

\textbf{Corollary 3.4.} Let $(\mathcal{M}, \pi, \phi)$ be a smooth model for $\varphi$. Then $\phi$ is a contact flow, i.e., there exists a contact form $\alpha_{\mathcal{M}}$ on $\mathcal{M}$ whose Reeb vector field is the generator $X$ of $\phi$.

\textbf{Proof.} A contact form with the desired property is provided by the pullback of the contact form whose existence is guaranteed by Theorem 3.2 along the unique diffeomorphism of Proposition 3.3. \hfill $\square$

3.1. Smooth models and the billiard generator. Here we show that smooth models for the non-grazing billiard flow $\varphi$ are naturally related to the spaces of billiard functions and the billiard generator $P$ defined in Section 2.4. In the following, let $(\mathcal{M}, \pi, \phi)$ be a smooth model for $\varphi$ as in Definition 3.1, let $O \subset \mathcal{M}$ be an open set, and write $O := \pi^{-1}(O) \subset \mathcal{M} \setminus \partial_{\mathcal{M}}$. Then $O \cap (\partial_{\mathcal{M}} \setminus \partial_{\mathcal{M}})$ is reflection-symmetric by Lemma A.1. Further, we denote by $X: C^\infty(O) \to C^\infty(O)$ the generator of the smooth flow $\phi$ on $O$. 
Proposition 3.5. The pullback $\pi^* : C^\infty(\mathcal{O}) \to C^\infty(\mathcal{O})$ is injective and one has

$$\pi^*(C^\infty(\mathcal{O})) = C^\text{Bill}_\infty(\mathcal{O}), \quad \pi^*(C^\infty_c(\mathcal{O})) = C^\text{Bill,c}_\infty(\mathcal{O}).$$

Moreover, we have the equality

$$\pi^* \circ X \circ (\pi^*)^{-1} = P$$

of linear operators $C^\text{Bill}_\infty(\mathcal{O}) \to C^\text{Bill}_\infty(\mathcal{O})$ or $C^\text{Bill,c}_\infty(\mathcal{O}) \to C^\text{Bill,c}_\infty(\mathcal{O})$.

Proof. The injectivity of $\pi^*$ is due to the surjectivity of $\pi$. The inclusions $\pi^*(C^\infty(\mathcal{O})) \subset C^\text{Bill}_\infty(\mathcal{O})$ and $\pi^*(C^\infty_c(\mathcal{O})) \subset C^\text{Bill,c}_\infty(\mathcal{O})$ follow from the fact that $\pi \circ \varphi : D \to \mathcal{M}$ is smooth by Lemma A.1 and that $\pi$ is proper by Lemma A.1.

To prove the forward inclusions, let $f$ be a function that belongs to one of the billiard function spaces appearing on the right-hand side of (22). Using Lemma (A.1), define $g : \mathcal{O} \to \mathbb{C}$ by

$$g(p) := \begin{cases} f(\varphi|_M^{-1}(p)), & p \in \mathcal{O} \cap \pi(M), \\ f(\varphi|_{\partial M}(p)), & p \in \mathcal{O} \cap \pi(\partial M) = \mathcal{O} \cap G. \end{cases}$$

Then we have $g \circ \varphi = f$, in particular, $g$ has compact support if $f$ has compact support because $\pi$ is continuous. By the same argument as in the proof of Proposition 3.3 proving that $g$ is smooth reduces to showing that for an open set $V \subset (\mathbb{R} \times \mathcal{G}) \cap D$ containing $\{0\} \times \mathcal{G}$ the composition $g \circ \varphi|_W : W \to \mathbb{C}$ is smooth, where $W := \varphi^{-1}(0) \cap V$. To this end we use Lemma A.1, by which $g \circ \varphi|_W$ is smooth if the restriction of $f \circ \varphi$ to the set $(\text{id}_\mathbb{R} \times \pi|_{\partial M})(W) \subset \mathbb{R} \times \partial M$ is smooth. The latter holds true since $f$ is a smooth billiard function. Indeed, $(\text{id}_\mathbb{R} \times \pi|_{\partial M})(W)$ is open in $\mathbb{R} \times \partial M$ which is a boundary submanifold of $\mathbb{R} \times (M \setminus \partial M)$ and the restriction of the smooth function $f \circ \varphi$ to that boundary submanifold is again smooth. We conclude that $f = \pi^* g$. To finally prove (23), we first note that the generator $X$ of $\varphi$ acts on $f \in C^\infty(\mathcal{O})$ via

$$X f(p) = \left. \frac{d}{dt} \right|_{t=0} f \circ \varphi_t(p), \quad p \in \mathcal{O}. $$

Given $p \in \mathcal{O}$ and $f \in C^\infty(\mathcal{O})$ we therefore calculate using (21)

$$P(f \circ \varphi)(p) = \left. \frac{d}{dt} \right|_{t=0} f \circ \varphi_t(p) = \left. \frac{d}{dt} \right|_{t=0} f \circ \varphi_t(\pi(p)) = X f(\pi(p)), $$

finishing the proof. \qed

3.2. Smooth trapped set, closed trajectories, and hyperbolicity. We already defined the trapped set of the non-grazing billiard flow $\varphi$ in Section 2.2.1. Given a smooth model $(\mathcal{M}, \pi, \phi)$ of $\varphi$ as in Definition 3.1 we define the corresponding notion of trapped set for $\phi$ as

$$\mathcal{K} := \{ p \in \mathcal{M} \mid \mathbb{R} \times \{ p \} \subset \mathcal{D}, \exists \text{ compact } W \subset \mathcal{M} \text{ with } \phi(\mathbb{R} \times \{ p \}) \subset W \}. $$

We then get the following dynamical correspondence between the non-grazing billiard flow and its smooth model flow:

Proposition 3.6. The equalities $\mathcal{K} = \pi(\mathcal{K}), \pi^{-1}(\mathcal{K}) = \mathcal{K}$ hold, and there exists a natural period-preserving bijection between the closed trajectories of $\phi$ and the closed trajectories of $\varphi$. More precisely:

i) Given $p \in \mathcal{M}$ with $\phi_T(p) = p$ for some $T > 0$ and $\phi_t(p) \neq p$ for all $t \in (0, T)$, there exists $(x, v) \in M \setminus \partial M$ such that $\varphi_T(x, v) = (x, v), \varphi_t(x, v) \neq (x, v)$ for all $t \in (0, T)$, and $\pi(x, v) = p$. 
ii) Conversely, given \((x, v) \in M \setminus \partial_g M\) with \(\varphi_T(x, v) = (x, v)\) for some \(T > 0\) and \(\varphi_t(x, v) \neq (x, v)\) for all \(t \in (0, T)\), then \(\pi(x, v) \in K\), \(\phi_T(\pi(x, v)) = \pi(x, v)\), and \(\phi_t(\pi(x, v)) \neq \pi(x, v)\) for all \(t \in (0, T)\).

**Proof.** The equalities \(K = \pi(K)\), \(\pi^{-1}(K) = K\) follow from (21) and the facts that \(\pi\) is continuous and also proper by Lemma A.1.

Let \(p = \pi(x, v) \in M\) be as in i). If \(p \in \pi(\partial M \setminus \partial_g M)\) we can make the choice \((x, v) \in \partial_u M\) because by Lemma A.1 and \(M = \pi(M) \cup G\) we must have \(\pi^{-1}(p) = \{(x, v), (x, v')\}\). Then, regardless of whether \(p \in \pi(\partial M \setminus \partial_g M)\) or not, \(\varphi_T(p) = p\) implies \(\varphi_T(x, v) = (x, v)\) and \(\varphi_t(x, v) = (x, v)\) for \(t \in (0, T)\) would imply the contradiction \(\phi_t(p) = p\). Claim ii) can be checked directly by using the relation \(\phi_t \circ \pi = \pi \circ \varphi_t\).

Finally we discuss hyperbolicity of our smooth models: The model flow \(\varphi\) is called *hyperbolic on its trapped set* \(K\) if the following condition similar to Definition 2.11 holds: For any \(p \in K\) the tangent bundle \(T_pM\) splits in a continuous and flow invariant fashion as

\[
T_pM = \mathbb{R} \cdot X(p) \oplus E_s(p) \oplus E_u(p),
\]

and there exist constants \(C_0, C_1 > 0\) such that

\[
\|d\phi_t(p)W\|_{\phi_t(p)} \leq C_0 \exp(-C_1 t)\|W\|_p, \quad t \geq 0, \quad W \in E_s(p)
\]

\[
\|d\phi_t(p)W\|_{\phi_t(p)} \geq C_0^{-1} \exp(C_1 t)\|W\|_p, \quad t \geq 0, \quad W \in E_u(p),
\]

where \(\| \cdot \|\) denotes any continuous norm on \(T_M\). The next proposition connects hyperbolicity of \(\varphi\) with hyperbolicity of its smooth model flows:

**Proposition 3.7.** Let \(\varphi : D \to M\) be a non-grazing billiard flow that is hyperbolic on its trapped set \(K\). Then any smooth model \((M, \pi, \phi)\) for \(\varphi\) is hyperbolic on its trapped set \(K\).

**Proof.** We construct the hyperbolic splitting over \(K\) as follows: On \(M\) the natural candidate is the one already given in (16) and transported via the differential of the diffeomorphism \(\kappa := \pi_{|M}\), i.e., for \(p = \pi(x, v) \in M \setminus G\) we have

\[
T_pM = \mathbb{R} \cdot X(p) \oplus E_s(p) \oplus E_u(p),
\]

where \(E_s/\pi(x, v) := d\kappa(x, v)E_{s/\pi}(x, v)\) and \(X(x, v) = d\kappa(x, v)X(x, v)\) is the generator of \(\phi\) evaluated at \(x, v\). This splitting is again invariant under \(\phi_t\) whenever \(\phi_t(\pi(x, v)) \in K \cap \pi(M) = K \cap (M \setminus G)\) by the relation \(\phi_t \circ \pi = \pi \circ \varphi_t\) and the flow invariance of the original splitting.

We now extend this splitting to all of \(K\) as follows: For \(p = \pi(x, v) \in K \cap G\) we define

\[
E_{s/\pi}(p) := d\phi_{-t}(E_{s/\pi}(\phi_t(p)))
\]

for any \(t \in \mathbb{R}\) such that \(\phi_t(p) \notin G\): in particular, any \(t \neq 0\) close enough to 0 will do the job. By the flow property of \(\phi\) and the flow invariance of the original splitting (16) this definition is independent of \(t\), (27) holds for \(p\) as \(d\phi_{-t}\) is an isomorphism \(T_{\phi_t(p)}M \to T_pM\), and the obtained splitting is continuous by continuity of \(\phi\).

It remains to show that the hyperbolicity estimates (17) hold. Given \(W \in E_s(p)\) and arbitrary \(t' \geq 0\) we calculate

\[
\|d\phi_{t'}(p)W\|_{\phi_{t'}(p)} \leq C_0 \exp(-C_1(t'-t))\|d\phi_t(p)W\|_{\phi_t(p)},
\]

where \(t > 0\) is sufficiently small such that \(\phi((0, t] \times \{p\}) \subset M \setminus G\). In the limit \(t \to 0\) we obtain the desired estimate.

**Remark 3.8.** Let \(\varphi\) be the non-grazing billiard flow constructed from the Euclidean metric on \(\mathbb{R}^n\) and the disjoint union of finitely many compact, connected, strictly convex obstacles with smooth boundaries. Then Proposition 3.7 combined with Remark 2.12 shows that any smooth model for \(\varphi\) is hyperbolic on its trapped set.
4. Construction of a smooth model

This section is devoted to proving the existence Theorem 3.2 by explicitly constructing the required objects. In view of the strong uniqueness result Proposition 3.3 our construction method is essentially unique. We break up the proof into several lemmas and corollaries until we arrive at the final Corollary 4.3.

4.1. The topological space \( M \) and continuous flow \( \phi \). We first define \( M \) as a topological space and \( \phi \) as a continuous flow. In the subsequent Section 4.2 we proceed to proving that \( M \) can be equipped with a smooth structure such that \( \phi \) is smooth.

We define our model space as
\[
M := (M \setminus \partial_g M) / \sim,
\]
where the equivalence relation \( \sim \) on \( M \setminus \partial_g M \) is defined by the equivalence classes
\[
[x, v] := \begin{cases} 
\{(x, v)\}, & (x, v) \in \hat{M}, \\
\{(x, v), (x, v')\}, & (x, v) \in \partial M.
\end{cases}
\]

We equip \( M \) with the quotient topology and denote by
\[
\pi : M \setminus \partial_g M \to M, \quad (x, v) \mapsto [x, v],
\]
the canonical projection. We call the set \( \mathcal{G} := \pi(\partial M \setminus \partial_g M) \subset M \) formed by all 2-element equivalence classes the glueing region. It is a closed subset of \( M \) since \( \pi^{-1}(M \setminus \mathcal{G}) = \hat{M} \) is open in \( M \). As suggested by Definition 3.1 we define the domain
\[
D := (\text{id}_\mathbb{R} \times \pi)(D) \subset \mathbb{R} \times M,
\]
where \( D \) is the non-grazing flow domain of \( \varphi \) defined in (10). The symmetry (14) of \( D \) under tangential reflection implies that \((\text{id}_\mathbb{R} \times \pi)\)^{-1}(D) = D, so Lemma 2.6 implies that \( D \) is open in \( \mathbb{R} \times M \) as required by Definition 3.1. The compatibility property (11) of \( \varphi \) with the tangential reflection now allows us to define a flow
\[
\phi : D \to M, \quad \phi(t, [x, v]) := [\varphi(t, x, v)], \quad (t, x, v) \in D,
\]
which by construction satisfies the relation \( \phi \circ (\text{id}_\mathbb{R} \times \pi) = \pi \circ \varphi \) on \( D \).

The main motivation for the definition of \( M \) using the equivalence relation \( \sim \) is the continuity of the flow \( \phi \):

**Lemma 4.1.** The flow \( \phi : D \to M \) is continuous.

**Proof.** Given an open set \( O \subset M \) we first note that \( O := \pi^{-1}(O) \subset M \setminus \partial_g M \) is open by continuity of \( \pi \). Since \( O \cap (\partial M \setminus \partial_g M) \) is reflection-symmetric in view of the definition of \( \pi \), Lemma 2.6 tells us that \( \varphi^{-1}(O) \) is open in \( D \). Now we simply calculate
\[
(\text{id}_\mathbb{R} \times \pi)^{-1}(\varphi^{-1}(O)) = (\pi \circ \varphi)^{-1}(O) = \varphi^{-1}(O),
\]
which by definition of the quotient topology shows that \( \varphi^{-1}(O) \) is open in \( D \). \( \square \)

4.2. Smooth structure. The topological gluing process carried out in Section 4.1 to define \( M \) does not automatically equip \( M \) with any canonical smooth structure. However, since our goal is to make \( \varphi \) smooth, it suggests itself to use flow charts around the gluing region in \( M \) to define the smooth structure.

More precisely, to equip \( M \) with a smooth structure we choose an open set \( N = N_{\text{in}} \cup N_{\text{out}} \subset \mathbb{R} \times (\partial M \setminus \partial_g M) \) as in Lemma 2.3 and define the continuous map
\[
\Phi : N_{\text{in}} \to M, \quad \Phi(t, x, v) = [\varphi(t, x, v)] = \phi(t, [x, v]).
\]
Note that choosing \( N_{\text{in}} \) over \( N_{\text{out}} \) is arbitrary; \( N_{\text{out}} \) defines an equivalent smooth structure in the arguments below since the involution \( N_{\text{in}} \to N_{\text{out}}, (t, x, v) \mapsto (t, x, v') \), is a canonical diffeomorphism between the two. The key observation is that \( \Phi \) is an embedding:
Corollary 4.2. The map $\Phi$ is a homeomorphism onto its image which is an open neighborhood of the gluing region $G$.

Proof. The set $\Phi(N_{in})$ contains $G$ because $N_{in}$ contains $\{0\} \times \partial_{in}M$ and $\pi(\{0\} \times \partial_{in}M) = G$. Since we have $\Phi(N_{in}) = \pi(\varphi(N_{in}))$ and $\pi|_{\varphi(N_{in})}$ is an open map, we only need to prove that $\varphi : N_{in} \to M$ is an injective open map. This is true by Lemma 2.3. \(\square\)

Corollary 4.3. The model space $M$ can be equipped with a smooth structure such that the projection $\pi : M \setminus \partial_{d}M \to M$ is a smooth map and the flow $\phi : D \to M$ is smooth. Furthermore, there exists a contact form $\alpha_M$ on $M$ whose Reeb vector field is the generator $X$ of $\phi$.

Proof. At this point we have at our disposal the two homeomorphism $\Phi : N_{in} \to \Phi(N_{in})$ and $\pi|_{\tilde{M}} : \tilde{M} \to M \setminus G$ whose codomains provide an open cover of $M$. Since $M$ as well as $N_{in}$ are smooth manifolds, we see that $M$ is second-countable and Hausdorff. To equip $M$ with an atlas we take on $M \setminus G$ the diffeomorphism $\pi|_{\tilde{M}}^{-1}$ as a chart and on $\Phi(N_{in})$ we use $\Phi^{-1}$ as a chart. As $\varphi$ is smooth on $\varphi^{-1}(M)$, the so-defined charts are compatible on the overlap $\Phi(N_{in}) \cap (M \setminus G)$ and thus define a smooth structure on $M$.

Now $\pi|_{\tilde{M}}$ is a diffeomorphism and in particular smooth. On the other hand $\pi|_{\varphi(N_{in})}$ is smooth if $\Phi^{-1} \circ \pi|_{\varphi(N_{in})} = (\varphi|_{N_{in}})^{-1} : \varphi(N_{in}) \to N_{in}$ is smooth. The latter holds true by Lemma 2.3.

Since $\phi$ is a continuous flow and $\{\Phi(N_{in}), M \setminus G\}$ constitutes an open cover of $M$, proving that $\phi$ is smooth reduces to showing that both $\phi : D \cap ([R \times (M \setminus G)] \to M$ as well as $\phi : D \cap ([R \times (\Phi(N_{in})) \to M$ are smooth. Note that by the flow property one only needs to check smoothness around points $(0, [x, v])$, i.e., the problem reduces to checking smoothness in the cases $[x, v] \in \pi(M)$ and $[x, v] \in G \subset \Phi(N_{in})$.

The former easily follows from the smoothness of $\varphi$ on $\varphi^{-1}(M)$. For the latter we take $(s, y, w) \in N_{in}$ and calculate for sufficiently small $t \in R$

$$
\Phi^{-1} \circ \phi \circ (id_{R} \times \Phi)(t, s, y, w) = \Phi^{-1} \circ \phi_{t}(\phi_{s}(y, w)) = (t + s, y, w),
$$

by virtue of the flow property $\varphi(t, \varphi(s, x, v)) = \varphi(s + t, x, v)$. This is obviously smooth.

We begin the construction of $\alpha_M$ by noting that in the setting of Lemma 2.3 the geodesic flow $\varphi^g$ is a diffeomorphism $N \to M \setminus \partial_{d}M$ and the map $\Phi$ provides a chart around $G$ with respect to which the generator of $\phi$ is given by $\Phi_{*}X = \partial_{t}$.

Now let $\alpha \in \Omega^{1}(S\Sigma)$ be the canonical contact form on $(S\Sigma, g)$ whose Reeb vector field is the geodesic vector field $X^{g}$ (for details see [Pat99, Chap. 1]). Note that the equation $\phi \circ (id_{R} \times \pi) = \pi \circ \varphi$ on $D$ immediately entails $X = \pi_{*}X^{g}$ on $\pi(M) = M \setminus G$ and the 1-form defined via

$$
\alpha_{M} : = \left(\pi|_{\tilde{M}}^{-1}\right)^{*}\alpha \in \Omega^{1}(\pi(M))
$$

thus still satisfies $\iota_{X}\alpha_{M} = 1$ and $\iota_{X}d\alpha_{M} = 0$. We will now continue this definition smoothly to $G$: First observe that $\alpha$ is $\varphi_{t}^{g}$-invariant and $(\varphi_{t}^{g}|_{N})_{*}X^{g} = \partial_{t}$, ergo

$$
(\varphi_{t}^{g}|_{N})^{*}\alpha(t, x, v) = dt + \alpha|_{\partial M \setminus \partial_{d}M}(x, v).
$$

Denote the restriction away from $G$ of our above flow chart as $\Phi : = \Phi|_{\{t \neq 0\}}$, where $\{t \neq 0\} = \Phi^{-1}(M \setminus G) = N \setminus \{0\} \times G$. We first observe that

$$
(\Phi^{*})^{*}\alpha = \left(\pi|_{\tilde{M}}^{-1} \circ \Phi^{*}\right)^{*}\alpha = \left(\varphi|_{N_{in} \cap \{t \neq 0\}}^{g}\right)^{*}\alpha.
$$

But $\varphi|_{N_{in} \cap \{t < 0\}} = \varphi^{g}|_{N_{in} \cap \{t < 0\}}$ and $\varphi|_{N_{in} \cap \{t > 0\}} = \varphi^{g} \circ \tilde{R}|_{N_{in} \cap \{t > 0\}}$ where $\tilde{R}(t, x, v) = R(t, x, v')$ denotes the obvious lift of the tangential reflection $R(x, v) = (x, v')$ to $N$. 


Combining this with (31) and (32) yields
\[
(\Phi')^* \alpha_M(t, x, v) = \begin{cases} 
  dt + \alpha|_{\partial M \setminus \partial_k M}(x, v), & t < 0 \\
  dt + R^*(\alpha|_{\partial M \setminus \partial_k M})(x, v), & t > 0.
\end{cases}
\] (33)

We have already seen in Lemma 2.13 that \( R^*(\alpha|_{\partial M}) = \alpha|_{\partial M} \) which implies that we can interpret the right-hand side of (33) as defined on the whole coordinate domain \( N \) and the definition \( \alpha_M := (\Phi^{-1})^*(dt + \alpha|_{\partial M \setminus \partial_k M}) \) extends \( \alpha_M \) to a well-defined 1-form on all of \( \mathcal{M} \) which is still a contact form with \( X \) its Reeb vector field by (33). \( \square \)

**Remark 4.4 (Flow time vs. Riemannian distance as transversal coordinate).** We emphasize the fact that the particularly simple coordinate expression of the flow in (30) is due to the usage of flow coordinates in the direction transversal to \( \mathcal{G} \) or, equivalently, to \( \partial M \setminus \partial_k M \). Alternatively one could consider the Riemannian distance \( \text{dist}_g(x, \Omega) \) as the transversal coordinate of a point \((x, v) \in M \setminus \partial_k M \) close to \( \partial_{\text{out}} M \) and \(-\text{dist}_g(x, \Omega) \) if \((x, v) \) is close to \( \partial_{\text{in}} M \). With this choice of coordinates on \( \mathcal{M} \) near \( \mathcal{G} \) the model flow \( \phi \) would in general be non-smooth, though, as can be directly verified for e.g. \( \Sigma = \mathbb{R}^2, \Omega = \{ x \in \mathbb{R}^2 \mid |x| \leq 1 \} \), equipped with the Euclidean metric.

### 4.3. Dependence of the model space on the Riemannian metric.

Suppose that \( g \) and \( g' \) are two complete Riemannian metrics on \( \Sigma \). Then the unit tangent bundles with respect to \( g \) and \( g' \) are canonically diffeomorphic via the obvious rescaling diffeomorphism, so we can consider them as one and the same space \( S \Sigma \) carrying the two geodesic flows \( \varphi^g \) and \( \varphi^{g'} \). With this identification the inward, outward, and grazing boundaries of \( M \) are the same for the two metrics \( g \) and \( g' \). However, the tangential reflections on \( \partial M \setminus \partial_k M \) with respect to \( g \) and \( g' \) will differ in general. Let us denote them by
\[
(x, v) \mapsto (x, R_{g(x)}(v)), \quad (x, v) \mapsto (x, R_{g'(x)}(v)),
\]
respectively. Consider now the non-grazing billiard flows \( \varphi_g : D_g \to M \setminus \partial_k M \) and \( \varphi_{g'} : D_{g'} \to M \setminus \partial_k M \) of \( g \) and \( g' \) on their domains \( D_g, D_{g' } \subset \mathbb{R} \times (M \setminus \partial_k M) \). It is a natural question how the smooth models \( (\mathcal{M}_g, \pi_g, \varphi_g) \) and \( (\mathcal{M}_{g'}, \pi_{g'}, \varphi_{g'}) \) for \( \varphi_g \) and \( \varphi_{g'} \), as constructed above, are related. In particular, we would like to know when there is a diffeomorphism \( \mathcal{M}_g \cong \mathcal{M}_{g'} \) making the diagram
\[
\begin{array}{c}
\mathcal{M}_g \\
\downarrow \varpi_g \\
M \setminus \partial_k M
\end{array} \quad \cong \quad \begin{array}{c}
\mathcal{M}_{g'} \\
\downarrow \varpi_{g'}
\end{array}
\]
(34)
commute. In this case, one can consider \( \phi_g \) and \( \phi_{g'} \) as flows on the same smooth manifold, which allows to compare them.

An answer to this question is given by the following result that describes a regularity condition on the geodesic flows \( \varphi^g \), \( \varphi^{g'} \) and the tangential reflections with respect to \( g \) and \( g' \) which is both necessary and sufficient for (34). In order to formulate the regularity condition we need to introduce some more terminology: Since the geodesic flows \( \varphi^g \) and \( \varphi^{g'} \) are transversal to \( \partial M \setminus \partial_k M \) the inverse function theorem tells us that we can find an open neighborhood \( N \) of \( \{0\} \times (\partial M \setminus \partial_k M) \) in \( \mathbb{R} \times (\partial M \setminus \partial_k M) \) such that \( \varphi^g|_N \) and \( \varphi^{g'}|_N \) are diffeomorphisms onto their images in \( S \Sigma \). For any such neighborhood we can define “geometric reflection maps” \( \tilde{R}_g : \varphi^g(N) \to \varphi^g(N) \) and \( \tilde{R}_{g'} : \varphi^{g'}(N) \to \varphi^{g'}(N) \) by putting
\[
\tilde{R}_g(x, v) := \varphi^g(t-x, R_{g(x)}(v_0)), \quad \varphi^{g'}(x, v) = (t, x_0, v_0) \in N,
\]
and analogously for \( g' \). With these preparations we can state

**Proposition 4.5.** The following two statements are equivalent:

1. There is a diffeomorphism \( \mathcal{M}_g \cong \mathcal{M}_{g'} \) making the diagram (34) commute.
(2) There is an open neighborhood $N$ of $\{0\} \times (\partial M \setminus \partial gM)$ in $\mathbb{R} \times (\partial M \setminus \partial gM)$ such that the two maps $N \cap (\mathbb{R} \times \partial hM) \rightarrow \mathbb{S}\Sigma$ given by

\[
(t, x, v) \mapsto \begin{cases}
\varphi^g(t, x, v), & t \leq 0, \\
(\tilde{R}_g \circ \varphi^g)(t, x, R_g(x)v), & t > 0,
\end{cases}
\]

\[
(t, x, v) \mapsto \begin{cases}
\varphi^{g'}(t, x, v), & t \leq 0, \\
(\tilde{R}_g \circ \varphi^{g'})(t, x, R_{g'}(x)v), & t > 0,
\end{cases}
\]

are well-defined and smooth.

If (1) or equivalently (2) holds, then the diffeomorphism in (34) is unique.

The proof of Proposition 4.5 is given in Appendix A.4.

Remark 4.6. An obvious case in which Proposition 4.5 can be applied is when $g$ and $g'$ differ only by a constant conformal factor in a neighborhood of $\partial \Omega$. In this case, the identification of the two unit tangent bundles directly eliminates that factor near $\partial M$ and Proposition 4.5 becomes trivial since $M_\partial$ and $M_{g'}$ coincide near their gluing regions.

5. MEROMORPHIC CONTINUATION OF THE RESOLVENT AND WEIGHTED ZETA FUNCTION

In this section we derive two meromorphic continuation results: After recalling the meromorphically continued resolvent and weighted zeta function for Euclidean billiards in Section 5.5.1 the tangent bundle $P$ via the pullback $\pi^*$. Finally we derive the meromorphic continuation of weighted zeta functions for non-grazing billiard flows in Section 5.3. As a corollary we obtain meromorphic continuation of the weighted zeta function for Euclidean billiards in $\mathbb{R}^n$.

5.1. Meromorphic continuation on open hyperbolic systems. In the following we will invoke the meromorphic continuation result obtained in [DG16] in the setting of open hyperbolic systems. To make the paper more self-contained we recall their setting and results here: An open hyperbolic system is given by a flow $\psi$ on a compact manifold $U$ with boundary satisfying the following requirements:

(1) The manifold boundary $\partial U$ of $U$ is smooth and strictly convex w.r.t. the generator $X$ of $\psi$, i.e., for any boundary defining function $\rho \in C^\infty(\mathcal{U})$

\[
p \in \partial \mathcal{U}, \ (X\rho)(p) = 0 \implies X(X\rho)(p) < 0.
\]

(2) Let $K(\psi)$ denote the trapped set of $\psi$, i.e., the set of $p \in \mathcal{U}$ for which $\psi_t(p)$ exists $\forall t \in \mathbb{R}$. The flow $\psi$ is hyperbolic on $K(\psi)$, i.e., for any $p \in K(\psi)$ the tangent bundle $T_p\mathcal{U}$ splits in a continuous and flow invariant fashion as

\[
T_p\mathcal{U} = \mathbb{R} \cdot X(p) \oplus E_s(p) \oplus E_u(p),
\]

and there exist constants $C_0, C_1 > 0$ such that

\[
\|d\psi_t(p)W\|_{\psi_t(p)} \leq C_0 \exp(-C_1 t)\|W\|_p, \quad t \geq 0, \ W \in E_s(p)
\]

\[
\|d\psi_t(p)W\|_{\psi_t(p)} \geq C_0^{-1} \exp(C_1 t)\|W\|_p, \quad t \geq 0, \ W \in E_u(p),
\]

where $\|\cdot\|$ denotes any continuous norm on $T\mathcal{U}$. Denote by $\mathcal{U}$ the manifold interior of $\mathcal{U}$.

Now in this setting the following holds [DG16 Thm. 1]: The family of operators

\[
R(\lambda) := 1_{\mathcal{U}}(X + \lambda)^{-1}1_{\mathcal{U}} : C_c^\infty(\mathcal{U}) \rightarrow \mathcal{D}'(\mathcal{U})
\]

is analytic for $\text{Re}(\lambda) \gg 0$ and continues meromorphically to $\mathbb{C}$. Its poles are called Ruelle resonances and the residue of $R(\lambda)$ at a resonance $\lambda_0$ is given by a finite-rank operator

\[
\Pi_{\lambda_0} : C_c^\infty(\mathcal{U}) \rightarrow \mathcal{D}'(\mathcal{U}).
\]
In particular Dyatlov and Guillarmou showed in [DG16, Thm. 2] a very precise wavefront set estimate for the Schwartz kernel $K_{\Pi_{\lambda_0}}$ of $\Pi_{\lambda_0}$ which allows one to calculate the flat trace $tr^\flat$ of $\Pi_{\lambda_0}$ defined as the integral over the restriction of the kernel to the diagonal [DG16, Section 4.1]:

$$\text{supp}(K_{\Pi_{\lambda_0}}) \subset \Gamma_+ \times \Gamma_-,$$

$$WF'(\Pi_{\lambda_0}) \subset E_+^* \times E_-^*,$$

where $\Gamma_{\pm}$ are the incoming/outgoing tales of $\psi$, i.e., those $p \in U$ for which $\psi_{\pm t}(p)$ exists for all $t \geq 0$, and $E_{\pm}^* \subset T^*U$ are extensions of the dual stable/unstable foliations $E_{u/s}^*$ onto $\Gamma_{\pm}$ constructed in [DG16, Lemma 1.10]. For the regular (holomorphic) part $R_H(\lambda)$ in the neighborhood of some $\lambda_0 \in \mathbb{C}$ a similar estimate is known [DG16, Lemma 3.5]:

$$WF'(R_H(\lambda)) \subset \Delta(T^*\mathcal{U}) \cup (E_+^* \times E_-^*) \cup \mathcal{Y}_+,$$

where $\mathcal{Y}_+ := \{(e^{tH_p}(y, \eta), y, \eta) \mid t \geq 0, p(y, \eta) = 0, y \in \mathcal{U}, \psi_t(\mathcal{U})\}$ with $p(y, \eta) := \langle X(y), \eta \rangle$ and $e^{tH_p}$ the flow of the Hamiltonian vector field $H_p$ associated with $p$, and $\Delta(T^*\mathcal{U}) \subset T^*\mathcal{U} \times T^*\mathcal{U}$ denotes the diagonal of the cotangent bundle over $\mathcal{U}$.

For the definition of the flat trace and the rather technical background on the related techniques we refer the reader to [DZ16, Section 2.4].

**Remark 5.1.** The setting of [DG16] covers the more general vector-valued case of a first order differential operator $X : C^\infty(\mathcal{U}; \mathcal{E}) \to C^\infty(\mathcal{U}; \mathcal{E})$ acting on smooth sections of a vector bundle $\mathcal{E}$ over $\mathcal{U}$ which is a lift of $X$ in the sense that

$$X(fs) = X(f)s + fX(s) \quad \forall \ s \in C^\infty(\mathcal{U}; \mathcal{E}), \ f \in C^\infty(\mathcal{U}).$$

Our considerations of the following section therefore go through in this more general case, but we postpone the explicit treatment to Appendix B to keep the notation as simple as possible and the theorems self-contained for the reader who is primarily interested in the scalar case.

### 5.2. A meromorphic resolvent for billiard systems

Let $(\Sigma, g, \Omega)$ be a geodesic billiard system such that the associated non-grazing billiard flow $\varphi$ has compact trapped set $K$ and is hyperbolic on $K$ in the sense of Definition 2.11. Before we state and prove our main theorem we first establish the following lemma concerning the generator $X$ of the smooth model flow $\phi$ of a smooth model $(\mathcal{M}, \pi, \phi)$ for $\varphi$ as in Definition 3.1 and the compact set $K \subset \mathcal{M}$ defined in (24):

**Lemma 5.2.** There exists a compact submanifold with boundary $\hat{U}_0$ of $\mathcal{M}$ with manifold interior $\mathcal{U}_0$ such that

$$K \subset \hat{U}_0$$

and such that there exists a smooth vector field $X_0$ on $\mathcal{U}_0$ with the following properties:

i) the manifold boundary $\partial \mathcal{U}_0$ of $\mathcal{U}_0$ is strictly convex w.r.t. $X_0$ in the sense of (35);

ii) $X - X_0$ is supported in an arbitrarily small neighborhood of $\partial \mathcal{U}_0$;

iii) the trapped set of the flow of $X_0$ coincides with $K$.

**Proof.** First we choose a compact submanifold with boundary $\hat{N}$ of $\mathcal{M}$ with manifold interior $\hat{N}'$ such that $K \subset \hat{N}'$. The existence of such an $\hat{N}$ is standard in smooth manifold theory, but we provide a proof for convenience: There exists a smooth function $F : \mathcal{M} \to \mathbb{R}$ such that $F^{-1}((-\infty, c])$ is compact for each $c \in \mathbb{R}$ and the sets $F^{-1}((\infty, n])$, $n \in \mathbb{N}$ exhaust $\mathcal{M}$ (see e.g. [Lee12, Prop. 2.28]). By compactness of $K$ there exists some $c_0 \in \mathbb{R}$ such that $K \subset F^{-1}((-\infty, c_0])$. Using Sard’s theorem we find some $\varepsilon > 0$ such that $c_0 + \varepsilon$ is a regular value of $F$ and taking $\hat{N} := F^{-1}((-\infty, c_0 + \varepsilon])$ does the trick.

Now we can invoke [GMT21, Prop. 2.2], which in turn builds upon [CE71, Rob80], to obtain a submanifold with boundary $\mathcal{U}_0 \subset \hat{N}'$ containing $K$ in its manifold interior and [GMT21, Lemma 2.3] to obtain the vector field $X_0$ with the claimed properties. $\square$
In particular we have that $R$ in turn lets us conclude that $\tau$ may not converge if $\tau$. This definition requires formal justification for two reasons: On the one hand the integral operators on $X$ to denote such an extension by $X$ and $X_0$, respectively. Their respective flows $\phi$ and $\phi^0$ are therefore complete. While we choose the extension of $X$ arbitrarily, we choose the extension of $X_0$ such that for all $t \geq 0$: If $p, \phi^0_0(p) \in U_0$ then $\phi^0_s(p) \in U_0$ for all $s \in [0, t]$. This is possible by Lemma 5.2 and DG16, Lemma 1.1. Analogously to GMT21 we can introduce some additional auxiliary objects and notations: the generator $X$ dynamically convex with respect to $\phi^0$. Furthermore we may extend the vector fields $X$ and $X_0$ to $M'$ arbitrarily and continue to denote such an extension by $X$ and $X_0$, respectively. Their respective flows $\phi$ and $\phi^0$ are therefore complete. While we choose the extension of $X$ arbitrarily, we choose the extension of $X_0$ such that for all $t \geq 0$: If $p, \phi^0_0(p) \in U_0$ then $\phi^0_s(p) \in U_0$ for all $s \in [0, t]$. This is possible by Lemma 5.2 and DG16, Lemma 1.1. Analogously to GMT21 we can define the escape times from a compact set $U \subset N$ as
$$\tau_{U}^{\pm}(p) := \pm \sup \{ t \geq 0 \mid \phi_{\pm s}(p) \in U \forall s \in [0, t] \},$$
$$\tau_{U}^{0\pm}(p) := \pm \sup \{ t \geq 0 \mid \phi_{\pm s}^0(p) \in U \forall s \in [0, t] \}, \quad p \in N,$$

and obtain for $Re(\lambda) = \infty$. With these preliminaries at hand we can now show meromorphic continuation of $R_O(\lambda)$ to $C$ by providing as
To this end we first introduce the escape time of $\phi$ from a compact set $U \subset M$ and the forward/backward trapped set of $U$ as follows:

$$\tau_U^\pm(x,v) := \pm \sup \{ t \geq 0 \mid ([0,t]) \times \{(x,v)\} \subset D : \varphi_{\pm,s}(x,v) \in U \forall s \in [0,t] \},$$

$$\Gamma_{\pm}(U) := \{ (x,v) \in U \mid \tau_U^\pm(x,v) = \mp \infty \}.$$  

Note that given $(x,v) \in U$ the compactness of $U$ implies either $\mathbb{R} \times \{(x,v)\} \subset D$ and $\varphi(\mathbb{R} \times \{(x,v)\}) \subset U$ or the trajectory through $(x,v)$ can be extended to a small neighborhood of $[\tau_U^-(x,v), \tau_U^+(x,v)]$.

We can now obtain the following meromorphic continuation result as a rather immediate corollary of Theorem 5.3 and the characterization of the billiard operator $P$ in (23):

**Corollary 5.5.** Let $(\Sigma,g,\Omega)$ be a geodesic billiard system with non-grazing billiard flow $\varphi$, $(M,\pi,\phi)$ a smooth model for $\varphi$ as in Definition 3.7, and $X$ the generator of $\varphi$. If the trapped set $K$ of $\varphi$ is compact and $\varphi$ is hyperbolic on $K$ in the sense of Definition 2.7, then there exists an arbitrarily small compact $U \subset M$ with $K \subset U$ such that $R_u^e(\lambda)$ extends from $\text{Re}(\lambda) \gg 0$ to $\mathbb{C}$ as a meromorphic family of operators $C_0^\infty(U) \rightarrow D'(U)$. Its residue at a pole $\lambda_0$ is a finite-rank operator $\Pi_{\lambda_0} : C_0^\infty(U) \rightarrow D'(U)$ satisfying

$$\text{supp}(K_{\Pi_{\lambda_0}}) \subset \Gamma_+(U) \times \Gamma_-(U), \quad \text{WF}'(\Pi_{\lambda_0}) \subset E_+^* \times E_-^*.$$

Furthermore, the holomorphic part $R_u^H(\lambda)$ of $R_u^e(\lambda)$ with $\lambda$ in a neighborhood of $\lambda_0$ satisfies the following wavefront estimate:

$$\text{WF}'(R_u^H(\lambda)) \subset \Delta(T^*U) \cup (E_+^* \times E_-^*) \cup \mathcal{V}_+,$$

with $\Delta(T^*U)$ and $\mathcal{V}_+$ defined in (39). Finally, $U$ can be chosen to be an isolating block as defined in [CE14] Section 1.C and such that it satisfies the dynamical convexity condition (2) introduced above.

**Remark 5.4.** In Theorem 5.3 arbitrarily small means that given any open neighborhood $O$ of $K$ in $M$ we can choose $U$ such that $U \subset O$.

**Proof of Theorem 5.3.** By (11) we only need to construct a dynamically convex neighborhood $U$ of the trapped set $K$ satisfying $U \subset U_0$. Then we can choose $X_0$ in Lemma 5.2 in such a way that $X - X_0 = 0$ on $U$ and the stated properties of the residue $\Pi_{\lambda_0}$ transfer from the respective properties of the restricted resolvent $1_{U_0}(X_0 + \lambda)^{-1}1_{U_0}$. The wavefront estimate for $R_u^H(\lambda)$ follows from [DG16] Lemma 3.5.

To construct $U$ let $U_0 \subset M$ be the compact submanifold of Lemma 5.2 and $O$ any open neighborhood of $K$ satisfying $\overline{O} \subset U_0$. By [DG16] Lemma 1.4 there exists $T > 0$ such that

$$U := \phi_0^{-T}(U_0) \cap U_0 \cap \phi_0^T(U_0) \subset O.$$  

But $U$ is also dynamically convex with respect to $\phi^0$, because if $p, \phi_0^i(p) \in U$, $t > 0$, then $\phi_0^{-iT}(p), \phi_0^{iT}(p) \in U$ by definition of $U$. But $U_0$ is already strictly convex with respect to $\phi^0$ which implies $\phi_{0}^s(p) \in U_0$ for all $s \in [-T,t+T]$ and therefore $\phi_0^s(p) \in U$ for all $s' \in [0,t]$.

Finally, we would like to transfer the results about $X$ to the geodesic billiard system. To this end we first introduce the escape time of $\varphi$ from a compact set $U \subset M \setminus \partial_g M$ and the forward/backward trapped set of $U$ as follows:

$$\tau_U^\pm(x,v) := \pm \sup \{ t \geq 0 \mid ([0,t]) \times \{(x,v)\} \subset D : \varphi_{\pm,s}(x,v) \in U \forall s \in [0,t] \},$$

$$\Gamma_{\pm}(U) := \{ (x,v) \in U \mid \tau_U^\pm(x,v) = \mp \infty \}.$$  

Note that given $(x,v) \in U$ the compactness of $U$ implies either $\mathbb{R} \times \{(x,v)\} \subset D$ and $\varphi(\mathbb{R} \times \{(x,v)\}) \subset U$ or the trajectory through $(x,v)$ can be extended to a small neighborhood of $[\tau_U^-(x,v), \tau_U^+(x,v)]$.
is hyperbolic on $K$, then there exists an arbitrarily small compact set $U \subset M \setminus \partial_h M$ with $K \subset U$ and $U \cap (\partial M \setminus \partial_h M)$ reflection-symmetric such that the definition

$$R_U(\lambda)f(x,v) := \int_0^{-\tau_U(x,v)} e^{-\lambda t} f(\varphi_{-t}(x,v)) \, dt, \quad f \in C^\infty_{\text{Bill},c}(\hat{U}) \text{ and } (x,v) \in U,$$

yields a well-defined family of linear maps $R_U(\lambda) : C^\infty_{\text{Bill},c}(\hat{U}) \to C_{\text{Bill}}(\hat{U})$ which satisfy $(P + \lambda)R_U(\lambda) = \text{id}$ for $\text{Re}(\lambda) \geq 0$ and whose matrix coefficients

$$\langle R_U(\lambda)f,g \rangle_{L^2(\text{dvol}_g)}, \quad f,g \in C^\infty_{\text{Bill},c}(\hat{U}),$$

extend from holomorphic functions on $\text{Re}(\lambda) \geq 0$ to meromorphic functions on $\mathbb{C}$ with poles contained in a discrete set of complex numbers that is independent of $f$ and $g$. Here $\text{dvol}_g$ is the Riemannian volume density associated with the Sasaki metric on $\Sigma$.

**Proof.** Let $U$ be chosen according to Theorem 5.3 and set $U := \pi^{-1}(U)$. First we note that

$$R_U(\lambda)f(x,v) = \int_0^{-\tau_U(x,v)} e^{-\lambda t} \left(\left((\pi^*)^{-1}f\right)\left(\varphi_{-t}(x,v)\right)\right) \, dt,$$

which yields $R_U(\lambda) = (\pi^*)^{-1}R(\lambda)\circ(\pi^*)^{-1}$. The first claim then follows from Theorem 5.3 and Proposition 3.5 while the second claim follows from

$$\langle R_U(\lambda)f, g \rangle_{L^2(\text{dvol}_g)} = \langle R_U(\lambda)\tilde{f}, \tilde{g} \rangle_{L^2(\mu)},$$

where $\tilde{f} := (\pi^*)^{-1}f$, $\tilde{g} := (\pi^*)^{-1}g$, and $\mu := \text{dvol}_g \circ \pi^{-1}$ is the pushforward measure of the measure $\text{dvol}_g$ along $\pi$, in combination with the meromorphic continuation result in Theorem 5.3. □

**Remark 5.6.** Corollary 5.5 could be extended to a formulation analogous to Theorem 5.3 if one developed a theory of “billiard distributions” with the compactly supported smooth billiard functions as test functions, see the discussion at the end of Section 2.4. We restrict our attention to the easier result above, though, as the functional analysis otherwise required would distract too much from the main theme of smooth models and their application.

**Remark 5.7 (Continuation of Remark 5.1).** Theorem 5.3 and Corollary 5.5 generalize immediately to the vector valued setting described in Appendix 2. First we construct the smooth model bundle and the smooth substitute $X$ for a given operator $\hat{X}$. Then we can immediately replace $\hat{X}$ by $X$ in the proof of Theorem 5.3 and [BSW21] provides a simple procedure to obtain a vector valued generalization of the auxiliary vector field $X_0$. The transition from Theorem 5.3 to Corollary 5.5 happens analogously as above but now relies on Theorem 3.4.

### 5.3. Application: meromorphic continuation of $Z_f$.

In this section we derive our second main result, the meromorphic continuation of the following formal weighted zeta function associated with a weight $f : M \setminus \partial_h M \to \mathbb{C}$ and a geodesic billiard system $(\Sigma, g, \Omega)$ whose non-grazing billiard flow $\varphi$ is hyperbolic on its trapped set $K$ in the sense of Definition 2.1.1

$$Z_f(\lambda) := \sum_\gamma \left( \frac{\exp(-\lambda T_\gamma^\#)}{|\det(\text{id} - \mathcal{P}_\gamma)|} \int_{\gamma^\#} f \right), \quad (44)$$

where $\lambda \in \mathbb{C}$, the sum runs over all closed trajectories of $\varphi$, $T_\gamma$ is the period of the closed trajectory $\gamma$, $\gamma^\#$ is the corresponding primitive closed trajectory, and $\mathcal{P}_\gamma$ denotes the linearized Poincaré map associated with $\gamma$, i.e., given any $t \in [0, T_\gamma] \subset \mathbb{R}$ such that $\gamma(t) \in M$ one defines

$$\mathcal{P}_\gamma := d\varphi_{T_\gamma}(\gamma(t)) : E_s(\gamma(t)) \oplus E_u(\gamma(t)) \to E_s(\gamma(t)) \oplus E_u(\gamma(t)),$$
Theorem 5.8 (Meromorphic continuation of weighted zeta functions). Let \((\Sigma, g, \Omega)\) be a geodesic billiard system such that the trapped set \(K\) of the associated non-grazing billiard flow \(\varphi\) is compact. Assume also that \(\varphi\) is hyperbolic on \(K\) in the sense of Definition 2.11 and fix a weight \(f \in C^\infty_{\text{Bill}}(\mathbb{M} \setminus \partial_g \mathbb{M})\). Then the following holds:

i) The weighted zeta function \(Z_f\) defined in (44) is a well-defined holomorphic function on \(\{\text{Re}(\lambda) \gg 0\}\) that extends meromorphically to \(\mathbb{C}\).

ii) Considering a smooth model \((\mathcal{M}, \pi, \phi)\) for \(\varphi\) as in Definition 3.1 and the setting of Theorem 5.3, every pole of \(Z_f\) is also a pole of the meromorphically extended resolvent \(R_{\tilde{U}}(\lambda)\). For each pole \(\lambda_0\) of \(R_{\tilde{U}}(\lambda)\) and \(k \in \mathbb{N}_0\) one has the following residue formula:

\[
\text{Res}_{\lambda=\lambda_0}(Z_f(\lambda) (\lambda - \lambda_0)^k) = \text{tr}^\flat \left((X - \lambda_0)^k \Pi_{\lambda_0} \tilde{f}\right),
\]

where \(\tilde{f} := (\pi^*)^{-1} f\) and \(\Pi_{\lambda_0} : C^\infty_c(\tilde{U}) \to \mathcal{D}'(\tilde{U})\) is the finite rank operator of Theorem 3.3.

iii) The poles of \(Z_f\) with \(f \equiv 1\) coincide with the poles of the resolvent \(R_{\tilde{U}}(\lambda)\) of ii).

Proof. We begin by observing that the weighted zeta function \(Z_f\) for \(\varphi\) coincides with the weighted zeta function \(\tilde{Z}_f\) for the smooth model flow \(\phi\) and \(\tilde{f} := (\pi^*)^{-1} f\) by Proposition 3.6, where the latter zeta function is again defined by Formula (44). We can therefore employ [BSW21] where meromorphic continuation of \(Z_f\) to \(\mathbb{C}\) gets proven by writing the weighted zeta function as the flat trace over the resolvent. The result applies if we can verify that \(\phi\) is hyperbolic on \(K\) because \(Z_{\tilde{f}}\) coincides with the weighted zeta function for \(X_0\) of Lemma 5.2. But now Proposition 3.7 implies hyperbolicity therefore proving i).

The claims of ii) also follow directly from an application of [BSW21] to the zeta function associated with the flow of \(X_0\) and weight \(\tilde{f}\) combined with the observation that \(X = X_0\) on ran(\(\Pi_{\lambda_0}\)) \(\subset \mathcal{D}'(\tilde{U})\).

The final statement iii) follows from the observation that \(\text{Res}_{\lambda=\lambda_0}(Z_1(\lambda)) = \text{tr}^\flat(\Pi_{\lambda_0}) = \text{rk}(\Pi_{\lambda_0})\), where the second relation is shown in [DG16] proof of Thm. 4. \(\square\)

Corollary 5.9. The set of poles of the meromorphically continued resolvent in Theorem 5.3 is independent of the choice of the set \(U\). Consequently, the set of poles of the matrix coefficients in Corollary 5.5 is independent of the choice of the set \(U\).

Proof. This follows immediately from iii) in Theorem 5.8 as \(Z_1\) is independent of \(U\). \(\square\)

Remark 5.10. For a billiard in Euclidean space \(\mathbb{R}^n\) whose obstacles are strictly convex and fulfill the no-grazing condition (or even the stronger no-eclipse condition, see Section 1) Lemma 2.9 assures the compactness of \(K\) and Remark 2.12 the hyperbolicity of \(\varphi\) on \(K\). As a special case of Corollaries 5.5 and 5.9 we thus obtain Theorem 1.1 announced in the introduction.

Remark 5.11. The (ordinary) zeta function associated with the (non-grazing or Euclidean) billiard flow \(\varphi\) is defined as

\[
\zeta(\lambda) := \prod_{\gamma \neq 0} \left(1 - e^{-\lambda T_{\gamma_u}}\right),
\]

with the product running over all closed primitive trajectories of \(\varphi\). Note that, under the assumption that the stable/unstable foliations \(E_{s/u}\) constructed in the proof of Theorem 5.8 are orientable, \(\zeta(\lambda)\) also continues meromorphically to \(\mathbb{C}\) (provided the no-grazing condition holds): We can employ the same proof as for Theorem 5.8 but instead of using
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the continuation result of [BSW21] we directly invoke [DG16 Thm. 3]. The orientability condition can actually be dropped, see [BWS20]. This generalizes a result of Morita [Mor07] who proved meromorphic continuation to a right halfplane.

Remark 5.12 (Conclusion of Remarks 5.1 and 5.7). Using the vector-valued versions of Theorem 5.3 and Corollary 5.5 we obtain the meromorphic continuation to $\mathbb{C}$ of weighted zeta functions associated with vector-valued data as in [DG16 Thm. 4] and [BSW21]:

$$Z_{\tilde{g},\kappa}^\gamma(\lambda) := \sum_{\gamma} \left( \frac{\exp(-\lambda T_\gamma)\text{tr}(\tilde{\alpha}_\gamma)}{|\text{det}(\text{id} - T_\gamma)|} \int_{\gamma}\right),$$

where $\text{tr}(\tilde{\alpha}_\gamma) = \text{tr}(\tilde{\alpha}_{\gamma(t),T_\gamma})$ denotes the trace of the billiard parallel transport along a closed trajectory $\gamma$, which is independent of the chosen base point $\gamma(t)$. Note that $\tilde{\alpha}$ depends crucially on both the operator $\tilde{g}$ as well as the boundary gluing map $\kappa$ as indicated by the superscripts.

This proves very useful in practice, as for example using a line bundle whose restriction to $M$ is trivial and which possesses a twist at each obstacle boundary, one can treat dynamical zeta functions involving a sign depending on the number of reflections occurring in the closed trajectories. Similarly one can use the vector-valued setting to treat zeta functions with the modified denominator $\sqrt{\text{id} - T_\gamma}$. Such zeta functions are of particular interest as they exhibit connections with quantum resonances for obstacle scattering. They have been treated in the literature before, see e.g. [Pet08, CP22].

Remark 5.13. Finally, we would like to point out that in principle the constructions and results of this paper also apply (with the assumption of a compact trapped set on which the non-grazing billiard flow is hyperbolic) in a more general abstract situation where instead of the geodesic flow $\varphi^0$ on the unit tangent bundle $S\Sigma \supset M$ and the Riemannian tangential reflection $R : \partial M \to \partial M$ one considers some arbitrary smooth flow $\varphi$ on an arbitrary smooth manifold $M$ with boundary $\partial M$ together with an abstract reflection map $R : \partial M \to \partial M$ that satisfies certain natural axioms such as compatibility with $\varphi^0$ which allow to define the non-grazing billiard flow $\varphi$ associated with $\varphi^0$ and $R$ in the same way as above. However, as we do not know an interesting example of such a setup that is not equivalent to a Riemannian billiard, we do not pursue the more abstract approach here.

Appendix A. Technical proofs

A.1. Proof of Lemma 2.3. First, we introduce a smooth involution $\tilde{R} : \mathbb{R} \times \partial M \setminus \partial_g M \to \mathbb{R} \times \partial M \setminus \partial_g M$ by putting $\tilde{R}(t,x,v) := (t,x,v')$. Due to the transversality between the vectors in $\partial M \setminus \partial_g M$ and $T(\partial\Omega)$ the inverse function theorem implies that the geodesic flow

$$\varphi^0 : \mathbb{R} \times (\partial M \setminus \partial_g M) \to S\Sigma$$

restricts to a diffeomorphism from an open neighborhood $N$ of $\{0\} \times (\partial M \setminus \partial_g M)$ in $\mathbb{R} \times (\partial M \setminus \partial_g M)$ onto an open neighborhood of $\partial M \setminus \partial_g M$ in $S\Sigma$. By replacing $N$ with its intersection with the open set $(\varphi^0)^{-1}(S\Sigma \setminus \partial_g M)$ we achieve that $\varphi^0(N)$ is disjoint from $\partial_g M$. By shrinking $N$ further we achieve that $N$ is $\tilde{R}$-invariant and that the intersection of $N$ with each connected component of $\mathbb{R} \times (\partial M \setminus \partial_g M)$ is connected. Then a point $(t,x,v) \in \mathbb{R} \times (\partial M \setminus \partial_g M)$ with $t \geq 0$ lies in $N$ iff all points $(s,x,v)$ and $(s,x,v')$ with $s \in [0,t]$ lie in $N$, and similarly for $t < 0$.

Now for every $(x,v) \in \partial_{in} M$ and small $t > 0$ we have that $\varphi^0_t(x,v) \notin M$, while for every $(x,v) \in \partial_{out} M$ and small $t < 0$ we have that $\varphi^0_t(x,v) \notin M$. This shows that

$$\{(t,x,v) \in N \mid \varphi^0(t,x,v) \in M\} = N_{out}^+ \cup N_{in}^-, \quad \{(t,x,v) \in N \mid \varphi^0(t,x,v') \in M\} = N_{out}^- \cup N_{in}^+.$$

(46)
Recalling (4) and taking into account that $N \subset \mathbb{R} \times (\partial M \setminus \partial g M)$ is open and the projection $\mathbb{R} \times (\partial M \setminus \partial g M) \to \mathbb{R}$ is an open map, (46) shows that every point $(t, x, v) \in N$ satisfies $t_{-}(x, v) < t < t_{+}(x, v)$. This proves the inclusion $N \subset D$ and recalling (7) we get (13).

Let $(t_{1}, x_{1}, v_{1}), (t_{2}, x_{2}, v_{2}) \in N_{\text{in}}$ satisfy $\varphi_{t_{1}}(x_{1}, v_{1}) = \varphi_{t_{2}}(x_{2}, v_{2})$. Then by (46) the signs of $t_{1}$ and $t_{2}$ must coincide and by (13) we have

$$
\begin{align*}
\varphi_{t_{1}}^{\prime}(x_{1}, v_{1}) &= \varphi_{t_{2}}^{\prime}(x_{2}, v_{2}), & t_{1} \leq 0, t_{2} \leq 0, \\
\varphi_{t_{1}}^{\prime}(x_{1}, v_{1}) &= \varphi_{t_{2}}^{\prime}(x_{2}, v_{2}), & t_{1} > 0, t_{2} > 0.
\end{align*}
$$

We conclude that $(x_{1}, v_{1}) = (x_{2}, v_{2})$ because $\varphi^{\sigma}$ and $\varphi^{\sigma} \circ \tilde{R}$ are injective on $N_{\text{in}}$. This proves that $\varphi$ is injective on $N_{\text{in}}$. We argue analogously for $N_{\text{out}}$.

That $\varphi : N \to M$ is open follows once we know that $\varphi(N_{\text{in/out}})$ are open in $M$ and $\varphi_{N_{\text{in/out}}}^{-1} : \varphi(N_{\text{in/out}}) \to N_{\text{in/out}}$ are smooth, because $N = N_{\text{in}} \sqcup N_{\text{out}}$. By (13), combined with the fact that $\tilde{R}$ interchanges $N_{\text{in}}$ with $N_{\text{out}}$ as well as $N_{\text{in}}^{\pm}$ with $N_{\text{out}}^{\pm}$, one has

$$
\begin{align*}
\varphi(N_{\text{in}}) &= M \cap \varphi^{\sigma}(N_{\text{in}}), \\
\varphi(N_{\text{out}}) &= M \cap \varphi^{\sigma}(N_{\text{out}}), \\
\varphi(N_{\text{in}} \setminus N_{\text{in}}^{\pm}) &= M \cap \varphi^{\sigma}(N_{\text{in}} \setminus N_{\text{in}}^{\pm}), \\
\varphi(N_{\text{out}} \setminus N_{\text{out}}^{\pm}) &= M \cap \varphi^{\sigma}(N_{\text{out}} \setminus N_{\text{out}}^{\pm}),
\end{align*}
$$

(47)

This shows that the sets on the left-hand sides of the equalities are open in $M$ because they are intersections with $M$ of open subsets of $SS\Sigma$, $\varphi^{\sigma} : N \to SS\Sigma$ being an open map. As we already know that $\varphi$ is injective on $N_{\text{in/out}}$, we now see that each of the sets $\varphi(N_{\text{in/out}}) \subset M$ decomposes into a disjoint union of two open subsets of $M$ as follows:

$$
\varphi(N_{\text{in}}) = \varphi(N_{\text{in}}^{\text{in}}) \sqcup \varphi(N_{\text{in}} \setminus N_{\text{in}}^{\pm}),
$$

$$
\varphi(N_{\text{out}}) = \varphi(N_{\text{out}}^{\text{out}}) \sqcup \varphi(N_{\text{out}} \setminus N_{\text{out}}^{\pm}).
$$

To prove that $\varphi_{N_{\text{in}}}^{-1}$ is a smooth we use that $(\varphi^{\sigma})^{-1} : \varphi^{\sigma}(N) \to N$ and $(\varphi^{\sigma} \circ \tilde{R})^{-1} : \varphi^{\sigma}(N) \to N$ are smooth: By (13) the map $\varphi_{N_{\text{in}}}^{-1}$ coincides with $(\varphi^{\sigma})^{-1}$ on $N_{\text{in}}$ and with $(\varphi^{\sigma} \circ \tilde{R})^{-1}$ on $N_{\text{in}} \setminus N_{\text{in}}^{\pm}$. The latter two disjoint open sets cover $\varphi(N_{\text{in}})$ proving that $\varphi_{N_{\text{in}}}^{-1}$ is smooth. We argue analogously for $\varphi_{N_{\text{out}}}^{-1}$.

Finally, we note that $\varphi(N)$ is disjoint from $\partial_{g} M$ since $\varphi^{\sigma}(N)$ is disjoint from $\partial_{g} M$. □

A.2. Proof of Lemma 2.6. Given $(t, x, v) \in \varphi^{-1}(O)$ with $t \geq 0$, suppose first that the compact trajectory segment $\varphi([0, t] \times \{(x, v)\})$ lies in $M$, so that it agrees with a trajectory segment of the geodesic flow: $\varphi([0, t] \times \{(x, v)\}) = \varphi^{\sigma}([0, t] \times \{(x, v)\}) \subset M$. Then it follows from the continuity of $\varphi^{\sigma}$ that there is an $\varepsilon > 0$ and an open set $U \subset M$ containing $(x, v)$ such that $\varphi^{\sigma}([t - 2\varepsilon, t + 2\varepsilon] \times U) \subset M \cap N$. But $t_{-}(\tilde{x}, \tilde{v}) < t - \varepsilon, t_{+}(\tilde{x}, \tilde{v}) > t + \varepsilon$ for all $(\tilde{x}, \tilde{v}) \in U$. It follows that $(t - \varepsilon, t + \varepsilon) \times U \subset \varphi^{-1}(O)$, so that $(t, x, v)$ is an interior point of $\varphi^{-1}(O)$.

As a second case, suppose that $t > 0$, $\varphi([0, t] \times \{(x, v)\}) \subset M$, and $(x_{0}, v_{0}) := \varphi_{t}(x, v) \in (\partial M \setminus \partial_{g} M) \cap O$. Then $\varphi_{t}(x, v) \in \partial_{M} M \cap \partial O$ because the trajectory is incoming. Recalling the definition of $\varphi$ departing from (5), the half-open trajectory segment $\varphi([0, t] \times \{(x, v)\})$ agrees with a trajectory segment of the geodesic flow: $\varphi([0, t] \times \{(x, v)\}) = \varphi^{\sigma}([0, t] \times \{(x, v)\}) \subset M$. Let $N_{\text{in}} \subset \mathbb{R} \times \partial_{M} M$ be an open set as in Lemma 2.3. Then, since $N_{\text{in}}$ is a neighborhood of $\{(0) \times \partial_{M} M \in \mathbb{R} \times \partial_{M} M$ and by the continuity of $\varphi^{\sigma}$ we can choose a small open subset $S_{\text{in}} \subset \partial_{M} M$ and a small $\delta > 0$ such that $S_{\text{in}}$ contains $(x_{0}, v_{0}) = \varphi_{t}(x, v)$, $S_{\text{in}} \subset \partial_{M} M \cap O$ is compact, $(-\delta, \delta) \times S_{\text{in}} \subset N_{\text{in}}$, and $\varphi^{\sigma}(-\delta, 0) \times S_{\text{in}} \subset O$. Then (13) gives us $\varphi((-\delta, 0) \times S_{\text{in}}) = \varphi^{\sigma}((-\delta, 0) \times S_{\text{in}}) \subset O$. In addition we introduce the open set $S_{\text{out}} := \{(x, v') \mid (x, v) \in S_{\text{in}}\} \subset \partial_{M} M$ which contains $(x_{0}, v_{0})$. Then by the reflection-symmetry of $(\partial M \setminus \partial_{g} M) \cap N$ we have $S_{\text{out}} \subset \partial_{M} M \cap O$. Using again the continuity of $\varphi^{\sigma}$ and (13) we can achieve, shrinking $\delta$ if necessary, that $\varphi^{\sigma}((0, \delta) \times S_{\text{out}}) = \varphi^{\sigma}((0, \delta) \times S_{\text{out}}) \subset O$.

Now, the continuity of $\varphi^{\sigma}$ and the fact that $\varphi((-\delta, 0) \times S_{\text{in}}) \cap M$ is open in $SS\Sigma$ by Lemma 2.3(iii) imply that there is a small $\varepsilon \in (0, t)$ and a small open set $U \subset M$ containing $(x, v)$
such that \( \varphi^g([0, t - \varepsilon] \times U) \subset M \) and \( \varphi^g_{t-\varepsilon}(U) \subset \varphi((-\delta, 0) \times S_{in}) \cap O \). Then by [5] we have \([0, t - \varepsilon] \times U \subset D \) and \( \varphi([0, t - \varepsilon] \times U) = \varphi^g([0, t - \varepsilon] \times U) \). See Figure 3 for an illustration.

Let the non-grazing billiard flow: \( \varphi \) be a smooth model for \( O \). The transversality properties of \( \varphi \) established in Lemma 2.3 allow us to extend the trajectories of all points in \( U \) to the time interval \([0, t + \varepsilon] \).

Lemma 2.3 iv) and the flow property \( \varphi_s(\varphi_s(x, \bar{v})) = \varphi_{s+s'}(x, \bar{v}) \) now imply the inclusion \((t - \varepsilon, t + \varepsilon) \times U \subset \varphi^{-1}(O)\), so that \((t, x, v)\) is an interior point of \( \varphi^{-1}(O) \).

If the trajectory segment \( \varphi([0, t] \times \{(x, v)\}) \) does not lie entirely in \( M \), we can cut it into finitely many segments each of which lies either entirely in \( M \) or intersects \( \partial M \setminus \partial g M \) precisely in one of its endpoints. It then suffices to repeat the arguments above inductively finitely many times to show that \((t, x, v)\) is an interior point of \( \varphi^{-1}(O) \). The case \( t < 0 \) is treated analogously, finishing the proof that \( \varphi^{-1}(O) \) is open.

Finally, [14] follows immediately from a combination of [11] with the presupposed reflection-symmetry of \( O \cap (\partial M \setminus \partial g M) \). This completes the proof. \( \square \)

### A.3. Proof of Proposition 3.3

The proof of Proposition 3.3 relies on the following auxiliary result which describes some general technical properties of smooth models for the non-grazing billiard flow:

**Lemma A.1.** Let \((\mathcal{M}, \pi, \phi)\) be a smooth model for \( \varphi \). Then \( \pi \) is a proper map, one has
\[
\pi(\partial_{in} M) = \pi(\partial_{out} M) =: \mathcal{G}, \quad \mathcal{M} = \pi(M) \sqcup \mathcal{G},
\]
the set \( \mathcal{G} \) is a codimension 1 submanifold of \( \mathcal{M} \), and the maps \( \pi|_{\partial_{in} \setminus \partial_{out} M} : \partial_{in} \setminus \partial_{out} M \to \mathcal{G} \) are diffeomorphisms. In particular, for every set \( \mathcal{A} \subset \mathcal{M} \) the set \( \pi^{-1}(\mathcal{A}) \cap (\partial M \setminus \partial g M) \) is reflection-symmetric. Furthermore, the flow \( \phi \) is transversal to \( \mathcal{G} \).

**Proof.** From [21], [7], and the continuity of \( \pi \) and \( \phi \) it follows that
\[
\pi(x, v) = \pi(x', v') \quad \forall (x, v) \in \partial M \setminus \partial g M.
\]
(48)
Since the tangential reflection \((x, v) \mapsto (x, v')\) interchanges \( \partial_{in} M \) and \( \partial_{out} M \), this shows that \( \pi(\partial_{in} M) = \pi(\partial_{out} M) \). From the fact that \( M \setminus \partial g M = M \sqcup \partial_{in} M \sqcup \partial_{out} M \) and the surjectivity of \( \pi \) it follows that \( \mathcal{M} = \pi(M) \sqcup \mathcal{G} \). Suppose that there is a point \( p \in \mathcal{G} \cap \pi(M) \). Then there are points \( \tilde{p} \in M \) and \( \tilde{p}' \in \partial M \setminus \partial g M \) such that \( \pi(\tilde{p}) = \pi(\tilde{p}') = p \). Since each trajectory of the billiard flow \( \varphi \) intersects \( \partial M \setminus \partial g M \) only at a discrete set of time parameters, we can find an \( \varepsilon > 0 \) such that \( \varphi_{\varepsilon}(\tilde{p}), \varphi_{\varepsilon}(\tilde{p}') \in M \). Then [21] implies
\[
\pi|_M(\varphi_{\varepsilon}(\tilde{p})) = \phi_{\varepsilon}(p) = \pi|_M(\varphi_{\varepsilon}(\tilde{p}')), \quad \forall \varepsilon > 0.
\]
and the injectivity of $\pi|_{\hat{M}}$ and $\varphi_e$ yields $\hat{p} = \hat{p}'$, contradicting the fact that $\hat{M}$ and $\partial M \setminus \partial_h M$ intersect non-trivially. This proves that $\mathcal{G} \cap \pi(M) = \emptyset$ hence $\mathcal{M} = \pi(M) \cup \mathcal{G}$.

To prove that $\mathcal{G}$ is a smooth submanifold of $\mathcal{M}$, let $N_{in} \subset \mathbb{R} \times \partial M$ be an open set as in Lemma 2.3 and put $\mathcal{N} := (id_\mathbb{R} \times \pi)(N_{in}) \subset \mathcal{G}$. Then $\{0\} \times \mathcal{G} \subset \mathcal{N} \subset \mathcal{D}$ by Lemma 2.3. Let $(x, v) \in \partial M$ and choose a small open set $S \subset \partial M$ containing $(x, v)$ and a small $\varepsilon > 0$ such that $(-\varepsilon, \varepsilon) \times S \subset N_{in}$. This is possible because $N_{in}$ is a neighborhood of $\{0\} \times \partial M$ in $\mathbb{R} \times \partial M$ by Lemma 2.3. Consider the set $N_{in}$ from (12) and recall from (13) that $\varphi|_{N_{in}} = \varphi^0|_{N_{in}}$. Now, since $\pi|_{\hat{M}}$ is a diffeomorphism and $\varphi^0$ is an open map, we get that $\pi|_{\hat{M}}(\varphi^0((-3\varepsilon/4, -\varepsilon/4) \times S))$ is an open subset of $\mathcal{M}$. Consequently, the set

$$U := \phi_{\varepsilon/2}|_{\hat{M}}(\varphi^0((-3\varepsilon/4, -\varepsilon/4) \times S)) \subset \mathcal{M}$$

is open in $\mathcal{M}$ because $\phi_{\varepsilon/2}$ is an open map. Moreover, using (13) and Lemma 2.3, we see that $\phi_{\varepsilon/2} \circ \pi|_{\hat{M}} \circ \varphi^0|_{(-3\varepsilon/4, -\varepsilon/4) \times S}$ is a diffeomorphism from $(-3\varepsilon/4, -\varepsilon/4) \times S$ onto $U$.

However, thanks to (21), (13), and the flow property of $\varphi$ we have

$$U = (\pi \circ \varphi)((-\varepsilon/4, \varepsilon/4) \times S), \quad \phi_{\varepsilon/2} \circ \pi|_{\hat{M}} \circ \varphi^0|_{(-3\varepsilon/4, -\varepsilon/4) \times S} = \pi \circ \varphi|_{(-\varepsilon/4, \varepsilon/4) \times S},$$

which shows that $\mathcal{G} \subset U$ and that $\pi \circ \varphi|_{(-\varepsilon/4, \varepsilon/4) \times S} : (-\varepsilon/4, \varepsilon/4) \times S \to U$ is a diffeomorphism mapping $\{0\} \times S$ onto $U \cap \mathcal{G} = \mathcal{S}$. In particular, the identity $\pi|_{\mathcal{S}} = \phi_{\varepsilon/2} \circ \pi|_{\hat{M}} \circ \varphi^0|_{-\varepsilon/2} \times S$ shows that $\pi|_{\mathcal{S}} : S \to \mathcal{S}$ is a diffeomorphism. Applying (21) again we find that $\phi|_{(-\varepsilon/4, \varepsilon/4) \times S} : (-\varepsilon/4, \varepsilon/4) \times S \to U$ is a diffeomorphism. This shows that $\phi$ is transversal to $\mathcal{G}$ at each point in $\mathcal{S}$.

Since $(x, v) \in \partial M$ was arbitrary and we know that $\pi(\partial M) = \mathcal{G}$, we have proved that $\mathcal{G}$ is a smooth submanifold of $\mathcal{M}$ of the same dimension as $\partial M$, i.e., of codimension 1, that $\pi|_{\partial M} : \partial M \to \mathcal{G}$ is a local diffeomorphism, and that $\phi$ is transversal to $\mathcal{G}$.

To prove that $\pi|_{\partial M}$ is injective it suffices to observe that given $(x_1, v_1), (x_2, v_2) \in \partial M$ we can repeat the above argument with an $S \subset \partial M$ containing both $(x_1, v_1)$ and $(x_2, v_2)$ and some small enough $\varepsilon > 0$ depending on $(x_1, v_1)$ and $(x_2, v_2)$; then the same trick of writing $\pi|_S = \phi_{\varepsilon/2} \circ \pi|_{\hat{M}} \circ \varphi^0|_{-\varepsilon/2} \times S$ shows that the assumption $\pi(x_1, v_1) = \pi(x_2, v_2)$ implies $(x_1, v_1) = (x_2, v_2)$ by injectivity of $\phi_{\varepsilon/2}$, $\pi|_{\hat{M}}$, and $\varphi^0|_{-\varepsilon/2}$.

The restriction $\pi|_{\partial M}$ is treated analogously, finishing the proof that the maps $\pi|_{\partial M} : \partial M \to \mathcal{G}$ are diffeomorphisms.

Finally, that $\pi$ is proper follows from the continuity of $\pi$ and the observation that by the above inverse image $\pi^{-1}(p)$ of any point $p \in \mathcal{M}$ contains at most 2 points. \hfill \Box

We are now in a position to prove Proposition 3.3.

**Proof of Proposition 3.3.** Using Lemma A.1 we define $F : \mathcal{M} \to \mathcal{M}'$ by

$$F(p) := \begin{cases} (\pi' \circ \pi^{-1}|_{\hat{M}}(p), & p \in \pi(M), \\ (\pi' \circ \pi^{-1}|_{\partial M}(p), & p \in \pi(\partial M) \setminus \mathcal{G}. \end{cases}$$

Then $F$ satisfies by construction the relation $F \circ \pi = \pi'$ and $F$ is bijective with inverse

$$F^{-1}(p') := \begin{cases} (\pi \circ \pi'|_{\hat{M}}^{-1}(p'), & p' \in \pi'(M), \\ (\pi \circ \pi'|_{\partial M}^{-1}(p'), & p' \in \pi'(\partial M) \setminus \mathcal{G}'. \end{cases}$$

From (21) and the relations $\mathcal{D} = (id_\mathbb{R} \times \pi)(\mathcal{D}), \mathcal{D}' = (id_\mathbb{R} \times \pi')(\mathcal{D})$ we get $(id_\mathbb{R} \times F)(\mathcal{D}) = \mathcal{D}'$ and $F \circ \phi = \phi' \circ (id_\mathbb{R} \times \pi)$.

It remains to prove that $F$ and $F^{-1}$ are smooth. By Definition 3.1 and Lemma A.1 the maps $F : \pi(M) \to \pi'(M)$ and $F : \mathcal{G} \to \mathcal{G}'$ are diffeomorphisms, in particular $F$ and $F^{-1}$ are smooth on the open sets $\pi(M) \subset \mathcal{M}$ and $\pi'(M) \subset \mathcal{M}'$, respectively. To prove smoothness of $F$ and $F^{-1}$ near $\mathcal{G}$ and $\mathcal{G}'$, we note that since $\mathcal{D}$ and $\mathcal{D}'$ are open and $\phi, \phi'$ are flows transversal to $\mathcal{G}$ and $\mathcal{G}'$, respectively by Lemma A.1 the inverse function theorem implies that there is an open set $U \subset \mathcal{M}$ containing $\mathcal{G}$, an open set $V \subset (\mathbb{R} \times \mathcal{G}) \cap \mathcal{D}$
containing \( \{0\} \times \mathcal{G} \), an open set \( U' \subset \mathcal{M}' \) containing \( \mathcal{G}' \), and an open set \( V' \subset (\mathbb{R} \times \mathcal{G}') \cap \mathcal{D}' \) containing \( \{0\} \times \mathcal{G}' \) such that
\[
\phi : V \to U, \quad \phi' : V' \to U'
\]
are diffeomorphisms. In fact, since \( F \circ \phi = \phi' \circ (id_{\mathbb{R}} \times F)|_{\mathcal{D}} \), we can achieve
\[
V' = (id_{\mathbb{R}} \times F|_{\mathcal{G}})(V)
\]
by shrinking \( V \) or \( V' \). To show that \( F \) is smooth on \( U \) and \( F^{-1} \) is smooth on \( U' \) it now suffices to prove that
\[
(id_{\mathbb{R}} \times F|_{\mathcal{G}})^{-1} \circ \phi' \circ F \circ \phi : V \to V', \quad (id_{\mathbb{R}} \times F) \circ \phi^{-1} \circ F^{-1} \circ \phi' : V' \to V'
\]
are smooth maps. However, the latter are nothing but the identity maps as one sees by employing again the relation \( F \circ \phi = \phi' \circ (id_{\mathbb{R}} \times F)|_{\mathcal{D}} \).

Finally, the uniqueness of \( F \) follows from the fact that by Lemma A.1 the complement \( \mathcal{M} \setminus \mathcal{G} \) is dense in \( \mathcal{M} \) and \( F \) is uniquely determined by \( \pi \) and \( \pi' \) on \( \mathcal{M} \setminus \mathcal{G} \). \( \square \)

### A.4. Proof of Proposition 4.5

Consider the gluing regions \( \mathcal{G}_g = \pi_g(\partial M \setminus \partial_k M) \subset \mathcal{M}_g \) and \( \mathcal{G}_g' = \pi_g'((\partial M \setminus \partial_k M) \subset \mathcal{M}_g', \) respectively. Then by the fact that \( \pi_g|_M \) and \( \pi_{g'}|_{M'} \) are diffeomorphisms onto \( \mathcal{M}_g \setminus \mathcal{G}_g \) and \( \mathcal{M}_g' \setminus \mathcal{G}_g' \), respectively, we immediately get the built-in diffeomorphism
\[
\pi_{g'}|_{M'} \circ \pi_g|_M^{-1} : \mathcal{M}_g \setminus \mathcal{G}_g \xrightarrow{\cong} \mathcal{M}_{g'} \setminus \mathcal{G}_{g'}
\]
that makes the analogue of the diagram (44), with \( M \setminus \partial_k M \) replaced by \( M' \), commute. Moreover, we see that any diffeomorphism \( \mathcal{M}_g \cong \mathcal{M}_g' \) making (44) commute coincides with (49) on the dense set \( \mathcal{M}_g \setminus \mathcal{G}_g \), so that it is uniquely determined by this property.

In order to extend (49) to a (necessarily unique) diffeomorphism \( \mathcal{M}_g \cong \mathcal{M}_g' \), let \( N_g, N_{g'} \subset \mathbb{R} \times (\partial M \setminus \partial_k M) \) be two sets as in Lemma 2.3, applied separately for \( g \) and \( g' \), respectively, and consider the intersection \( N_{in} := (N_g)_{in} \cap (N_{g'})_{in} = N \cap (\mathbb{R} \times \partial_{in} M) \), where \( N := N_g \cap N_{g'} \). Then the set \( O := \varphi_g(N_{in}) \cap \varphi_{g'}(N_{in}) \) is an open neighborhood of \( \partial M \setminus \partial_k M \) in \( M \setminus \partial_k M \) by Lemma 2.3. In particular, \( O \cap (\partial M \setminus \partial_k M) = \partial M \setminus \partial_k M \) is invariant under tangential reflection with respect to \( g \) and \( g' \). Thus, by Lemma 2.6 (also applied separately for \( g \) and \( g' \)), the sets
\[
N_{g,g'} := \varphi^{-1}_g(O) \cap N_{in}, \quad N_{g',g} := \varphi^{-1}_{g'}(O) \cap N_{in}
\]
are open in \( \mathbb{R} \times \partial_{in} M \), and by definition of the quotient topologies on \( \mathcal{M}_g \) and \( \mathcal{M}_{g'} \) the identity map \( O \to O \) descends to a homeomorphism
\[
O_g \cong O_{g'}
\]
between the open neighborhood \( O_g := \pi_g(O) \) of \( \mathcal{G}_g \) in \( \mathcal{M}_g \) and the open neighborhood \( O_{g'} := \pi_{g'}(O) \) of \( \mathcal{G}_g' \) in \( \mathcal{M}_{g'} \). Moreover, by definition of the quotient maps \( \pi_g \) and \( \pi_{g'} \), the diffeomorphism (49) and the homeomorphism (50) agree on \( O_g \cap (\mathcal{M}_g \setminus \mathcal{G}_g) \), so that they glue to a global homeomorphism \( \mathcal{M}_g \cong \mathcal{M}_{g'} \). It remains to prove that the latter is a diffeomorphism, which reduces to proving that the map (50) and its inverse are smooth. By definition of the smooth structures on \( \mathcal{M} \) and \( \mathcal{M}_{g'} \), this reduces to checking that
\[
\varphi_{g'}|_{N_{g,g'}} \circ \varphi_g|_{N_{g,g'}} : N_{g,g'} \to N_{g,g'}
\]
are smooth maps. By [13] the maps (51) can be expressed in terms of the geodesic flows \( \varphi^g, \varphi^{g'} \) and the reflection maps \( R_g, R_{g'} : \mathbb{R} \times (\partial M \setminus \partial_k M) \to \mathbb{R} \times (\partial M \setminus \partial_k M), (t,x,v) \to (t,x,R_g(v)), (t,x,v) \to (t,x,R_{g'}(v)) \), by
\[
(\varphi^{-1}_{g} \circ \varphi^{g'}|_{N_{g,g'}})(t,x,v) = \begin{cases} (\varphi^{-1}_{g} \circ \varphi^{g'}|_{N_{g,g'}})(t,x,v), & t \leq 0, \\ \left(R_g \circ \varphi^{g'}|_{R_g(N_{g,g'})} \circ \varphi^{-1}_{g'}(R_{g'}(N_{g,g'}) \circ R_{g'})(t,x,v), & t > 0, \end{cases}
\]
\[(\varphi_g'|_{N_{g',g}}^{-1} \circ \varphi_g|_{N_{g',g}})(t, x, v) = \begin{cases} 
\left(\varphi_{g'}^{-1} \circ \varphi_g|_{N_{g',g}}\right)(t, x, v), & t \leq 0, \\
(R_{g'} \circ \varphi_{g'}^{-1} \circ \varphi_g|_{N_{g',g}} \circ \varphi_{g'}|_{N_{g',g}} \circ R_g)(t, x, v), & t > 0. 
\end{cases}\]

Since \(\varphi_{g'}|_{N_{g',g}}\) and \(\varphi_{g'}|_{N_{g',g}}\) are diffeomorphisms onto their images, the above maps are smooth iff their post-compositions with \(\varphi_{g'}|_{N_{g',g}}\) and \(\varphi_{g'}|_{N_{g',g}}\) are smooth, respectively. In view of the definitions of \(R_g\) and \(\tilde{R}_g\), the proof is finished. \(\square\)

### Appendix B. Construction of smooth model bundles

Here we provide a concrete construction of smooth models in the vector-valued setting, i.e., of smooth model bundles. The reader who is not interested in the vector-valued case may safely skip this appendix. The construction follows ideas very similar to those employed in the above construction of smooth models for non-grazing billiard flows.

We begin by reminding the reader of some notation used in the main text: There we introduced the non-grazing billiard flow \(\varphi\) acting on the phase-space \(M \setminus \partial_g M\), defined on the domain \(D \subset \mathbb{R} \times (M \setminus \partial_g M)\) from \((10)\) which is open by Lemma \(2.6\). For the analytic treatment of this dynamical system we constructed a model manifold \(\tilde{M}\) together with a smooth surjection \(\pi: M \setminus \partial_g M \to \tilde{M}\) and a smooth model flow \(\phi\) on \(\tilde{M}\), defined on the domain \(\tilde{D} \subset \mathbb{R} \times \tilde{M}\), such that \(\pi \circ \phi_t = \phi_t \circ \pi\). This was necessary because \(\varphi\) is non-smooth (in fact non-continuous and not even a flow in the proper sense, recall Remark \(2.2\)) due to the presence of the instantaneous boundary reflections \(R: \partial M \setminus \partial_g M \to \partial M \setminus \partial_g M\), \((x, v) \mapsto (x, v')\).

For the remainder of this appendix we now assume a smooth \(\mathbb{C}\)-vector bundle 
\[\pi_{\tilde{E}}: \tilde{E} \to M \setminus \partial_g M\]
of rank \(r\) to be given, the fibers of which we denote by \(\tilde{E}_{(x,v)} := \pi_{\tilde{E}}^{-1}(\{(x, v)\})\).

Furthermore we require a first-order differential operator \(\tilde{\nabla}\) acting on smooth sections of \(\tilde{E}\) and satisfying the following Leibniz rule:
\[\tilde{\nabla}(\tilde{f} \cdot \tilde{\sigma}) = (P\tilde{f}) \cdot \tilde{\sigma} + \tilde{f} \cdot \tilde{\nabla}\tilde{\sigma}, \quad \forall \tilde{f} \in C^1_{\text{Bill}}(M \setminus \partial_g M), \tilde{\sigma} \in C^\infty(M \setminus \partial_g M, \tilde{E}),\]
\[(52)\]
where \(P\) denotes the billiard generator defined in Section \(2.4\). An additional piece of data necessary for the construction of a smooth model for \(\tilde{E}\) is a bundle isomorphism
\[\kappa: E|_{\text{in}} \to \tilde{E}|_{\text{out}}\]
such that \(\pi_{\tilde{E}} \circ \kappa = R \circ \pi_{\tilde{E}}|_{\text{in}}^{-1}(\partial_{\text{in}} M)\) holds. For example, such an isomorphism exists if both \(E|_{\text{in}}\) and \(\tilde{E}|_{\text{out}}\) can be trivialized: Then we can simply define \(\kappa\) as the composition of the first trivialization, the map \(\tilde{R} \times \text{id}_{C^r}\), and the inverse of the second trivialization.

Before proving our main theorem we first have to describe a dynamical quantity associated with the above data, namely the billiard parallel transport. Morally it is derived from the operator \(\tilde{\nabla}\) in the same intuitive manner as the billiard flow is derived from the geodesic flow:

**Lemma B.1.** There exists a unique map \(\tilde{\alpha}: \tilde{D} \to \tilde{E}\) on the flow domain
\[\tilde{D} := \{ (t, e) \mid \exists (x, v) \in M \setminus \partial_g M : (t, x, v) \in D \text{ and } e \in \tilde{E}_{(x,v)} \},\]
called the billiard parallel transport, with the following properties:

1. For each \((t, x, v) \in D\) the map
\[\tilde{\alpha}(x,v,t): \tilde{E}_{(x,v)} \to \tilde{E}_{\phi_t(x,v)}, \quad e \mapsto \tilde{\alpha}(x,v,t)(e) := \tilde{\alpha}(t, e),\]
\[(53)\]
is a well-defined linear isomorphism.
(2) $\tilde{\alpha}$ is a flow up to composition with $\kappa$ on boundary fibers. More precisely, one has
\[
\tilde{\alpha}(x,v),0 = \text{id}_{\mathcal{E}(x,v)} \quad \forall (x,v) \in M \setminus \partial_{g}M
\]
and if $(t,x,v) \in D$ and $t' \in \mathbb{R}$ are such that $(t',\varphi_{t}(x,v)) \in D$, then the following generalization of \([8]\) holds:
\[
\tilde{\alpha}_{\varphi_{t}(x,v),t'} \circ \tilde{\alpha}_{(x,v),t} = \begin{cases} 
\tilde{\alpha}_{(x,v),t+t'}, & t + t' \neq 0 \text{ or } \varphi_{t+t'}(x,v) \in M \text{ or } \varphi_{t}(x,v) \not\in \partial M, \\
\kappa|_{\mathcal{E}(x,v)}, & t + t' = 0 \text{ and } t > 0, (x,v) \in \partial_{m}M, \\
\kappa^{-1}|_{\mathcal{E}(x,v)}, & t + t' = 0 \text{ and } t < 0, (x,v) \in \partial_{out}M.
\end{cases}
\]
\[(55)\]
(3) For each $\tilde{\sigma} \in C^{\infty}(M \setminus \partial_{g}M, \tilde{\mathcal{E}})$ the map
\[
\varphi^{-1}(M) \to \tilde{\mathcal{E}}, \quad (t,x,v) \mapsto \tilde{\alpha}_{(x,v),t}(\tilde{\sigma}(x,v)),
\]
is smooth.
(4) For each $(x,v) \in \tilde{M}$ and $\tilde{\sigma} \in C^{\infty}(M \setminus \partial_{g}M, \tilde{\mathcal{E}})$ one has
\[
(\tilde{\mathcal{K}}\tilde{\sigma})(x,v) = \frac{d}{dt} \bigg|_{t=0} \tilde{\alpha}_{\varphi_{t}(x,v),-t}(\tilde{\sigma}(x,v)).
\]

Proof. As a preliminary step we embed a neighborhood of $M \setminus \partial_{g}M$ in $\Sigma$ into a closed manifold $N$ and extend $\tilde{\mathcal{E}}$ and $\tilde{\mathcal{K}}$ arbitrarily to $N$ such that near $M \setminus \partial_{g}M$ they satisfy the Leibniz rule \([52]\) with $\textbf{P}$ replaced by the geodesic vector field $X^{g}$ (recall from \([20]\) that \textbf{P} agrees with $X^{g}$ on billiard functions). We continue to denote these extensions by $\tilde{\mathcal{E}}, \tilde{\mathcal{K}}$ and obtain a well-defined transfer operator $\text{exp}(-t\tilde{\mathcal{K}})$ acting on smooth sections of $\tilde{\mathcal{E}}$.

Given $(t,x,v) \in D$ we begin by assuming that $t \geq 0$ is small enough such that $\varphi_{s}(x,v)$, $s \in [0,t]$, intersects $\partial M \setminus \partial_{g}M$ only at its endpoint $\varphi_{t}(x,v)$, if at all. Then two cases must be distinguished:

(1) $(x,v) \in M$: Given $e \in \tilde{\mathcal{E}}(x,v)$ choose $\tilde{\sigma} \in C^{\infty}(N, \tilde{\mathcal{E}})$ with $\tilde{\sigma}(x,v) = e$ and supported in $\tilde{M}$. Then we define
\[
\tilde{\alpha}_{(x,v),t}(e) := (\exp(-t\tilde{\mathcal{K}})\tilde{\sigma})(\varphi_{t}(x,v)),
\]
which is independent of the choice of $\tilde{\sigma}$ by the Leibniz rule \([52]\), which in turn applies by the support property of $\tilde{\sigma}$ and where we use that any smooth function supported in $\tilde{M}$ is a billiard function.

(2) $(x,v) \in \partial M \setminus \partial_{g}M$: If $(x,v) \in \partial_{out}M$, given $e \in \tilde{\mathcal{E}}(x,v)$, choose $\tilde{\sigma} \in C^{\infty}(N, \tilde{\mathcal{E}})$ with $\tilde{\sigma}(x,v) = e$ by multiplying some local frame with cutoffs that restrict to billiard functions on $M \setminus \partial_{g}M$. Again we define
\[
\tilde{\alpha}_{(x,v),t}(e) := (\exp(-t\tilde{\mathcal{K}})\tilde{\sigma})(\varphi_{t}(x,v)),
\]
independently of the choice of $\tilde{\sigma}$. If instead $(x,v) \in \partial_{m}M$ we proceed in the same way but with $\kappa(e)$ instead of $e$.

This construction can analogously be transferred to sufficiently small $t < 0$.

Now, without these smallness assumptions on $t$, we use that by definition of $D$ and $\varphi$ there exists a unique finite sequence $t_{0}, t_{1}, \ldots, t_{N}$ with $t = t_{0} + \cdots + t_{N}$ such that $\varphi_{t}(x,v)$ can be written in terms of the geodesic flow $\varphi^{g}$ as $\varphi_{t}(x,v) = \varphi^{g}_{t_{N}} \circ R \circ \cdots \circ R \circ \varphi^{g}_{t_{0}}(x,v)$. We then define the billiard parallel transport of $e \in \tilde{\mathcal{E}}(x,v)$ as
\[
\tilde{\alpha}_{(x,v),t}(e) := \tilde{\alpha}_{(x,v),t_{N}} \circ \cdots \circ \tilde{\alpha}_{(x,v),t_{0}}(e).
\]
The claimed Properties (1), (2) of $\tilde{\alpha}$ are now satisfied by construction and Properties (3), (4) follow from the properties of $\text{exp}(-t\tilde{\mathcal{K}})$ since $\varphi$ is smooth on $\varphi^{-1}(M)$. Finally, Property (1), Eq. \([51]\), and Property (4) determine $\tilde{\alpha}$ uniquely on $\varphi^{-1}(M) \times \tilde{\mathcal{E}}$ and \([55]\).
then implies that the full map $\tilde{\alpha}$ is unique because its values at points outside $\varphi^{-1}(\tilde{M}) \times \tilde{E}$ are determined by $\kappa$ and values at points inside $\varphi^{-1}(M) \times \tilde{E}$. \hfill $\Box$

**Definition B.2.** We call the operator
$$L : D \times C^\infty(M \setminus \partial_g M, \tilde{E}) \to \Gamma(M \setminus \partial_g M, \tilde{E})$$
$$(t, x, v) \mapsto \tilde{\alpha}_{\varphi^{-1}(x, v), t}(\tilde{\sigma}(\varphi_{-t}(x, v))) =: (L_t\tilde{\sigma})(x, v)$$
the billiard transfer operator associated with $\tilde{X}$. Here $\Gamma(M \setminus \partial_g M, \tilde{E})$ denotes the set of arbitrary sections of $\tilde{E}$ without any continuity or smoothness assumption.

This terminology is of course motivated by Lemma B.1, which implies that for each $\tilde{\sigma} \in C^\infty(M \setminus \partial_g M, \tilde{E})$ the map
$$\varphi^{-1}(M) \cap (\mathbb{R} \times M) \to \tilde{E}|_M, \quad (t, x, v) \mapsto (L_t\tilde{\sigma})(x, v),$$
is smooth and one has
$$\left(\tilde{X}\tilde{\sigma}\right)(x, v) = -\frac{d}{dt}\bigg|_{t=0} (L_t\tilde{\sigma})(x, v) \quad \forall (x, v) \in M. \quad (56)$$
We can now introduce the vector-valued equivalent of the billiard functions:

**Definition B.3.** The set of smooth billiard sections of $\tilde{E}$ is
$$C^\infty_{\mathrm{Bill}}(M \setminus \partial_g M, \tilde{E}) := \left\{ \tilde{\sigma} \in C^\infty(M \setminus \partial_g M) \mid ((t, x, v) \mapsto (L_t\tilde{\sigma})(x, v)) \in C^\infty(D, \tilde{E}) \right\}.$$  

An elementary property of the smooth billiard sections is that they are stable with respect to multiplication by smooth billiard functions – in other words, $C^\infty_{\mathrm{Bill}}(M \setminus \partial_g M, \tilde{E})$ is a $C^\infty_{\mathrm{Bill}}(M \setminus \partial_g M)$-module. The main significance of the smooth billiard sections is that they are preserved by the operator $\tilde{X}$ and the latter acts on them by differentiation of the billiard transfer operator:

$$\tilde{X} : C^\infty_{\mathrm{Bill}}(M \setminus \partial_g M, \tilde{E}) \to C^\infty_{\mathrm{Bill}}(M \setminus \partial_g M, \tilde{E}), \quad (\tilde{X}\tilde{\sigma})(x, v) = -\frac{d}{dt}\bigg|_{t=0} (L_t\tilde{\sigma})(x, v).$$

This follows from (56). It provides the vector-valued generalization of the formula (19).

With this data as our point of departure we can now prove our main theorem in the vector-valued situation:

**Theorem B.4 (Existence of smooth model bundles).** There exists a smooth vector bundle $\pi_\varepsilon : \varepsilon \to M$ and a smooth surjection $\Pi : \tilde{E} \to \varepsilon$ such that the diagram

$$\begin{array}{ccc}
\tilde{E} & \xrightarrow{\Pi} & \varepsilon \\
\downarrow{\pi_\varepsilon} & & \downarrow{\pi} \\
M \setminus \partial_g M & \xrightarrow{\pi} & M
\end{array}$$

commutes, as well as a linear isomorphism

$$\Sigma_\varepsilon : C^\infty_{\mathrm{Bill}}(M \setminus \partial_g M, \tilde{E}) \to C^\infty(M, \varepsilon)$$

that is uniquely characterized by the relation

$$\Sigma_\varepsilon(\tilde{\sigma}) \circ \pi = \Pi \circ \tilde{\sigma} \quad \forall \tilde{\sigma} \in C^\infty_{\mathrm{Bill}}(M \setminus \partial_g M, \tilde{E}).$$

Furthermore, introducing the first order differential operator

$$\bar{X} := \Sigma_\varepsilon \circ \tilde{X} \circ \Sigma_\varepsilon^{-1} : C^\infty(M, \varepsilon) \to C^\infty(M, \varepsilon)$$

and for $(t, p) \in D$ the parallel transport

$$\alpha_{p,t} : \varepsilon_p \to \varepsilon_{\phi_t(p)}, \quad e \mapsto \left(\exp(-t\bar{X})\sigma_e\right)(\phi_t(p)), \quad (59)$$
where $\exp(-tX)$ is the transfer operator of $X$ and $\sigma_e$ denotes any smooth section with $\sigma_e(p) = e$, then the trace of $\alpha_{p,t}$ on a periodic trajectory (i.e., when $\phi_t(p) = p$) coincides with the trace of the billiard parallel transport from Lemma B.1 on the corresponding periodic trajectory of the non-grazing billiard flow $\varphi$.

**Proof.** Our proof is constructive and uses the abstract vector bundle construction lemma well established in the differential geometry literature, see e.g. [Lee12, Lemma 10.6].

We start by specifying the total space of our new bundle:

$$\mathcal{E} := \bigsqcup_{p \in \mathcal{M}\setminus \mathcal{G}} \tilde{\mathcal{E}}_{\pi^{-1}(p)} \sqcup \bigsqcup_{(x,v) \in \partial_{\text{in}}M} \tilde{\mathcal{E}}_{(x,v)} \oplus \tilde{\mathcal{E}}_{(x,v')} / \sim_\kappa,$$

(60)

where $\sim_\kappa$ means that we quotient out the linear subspace of $\tilde{\mathcal{E}}_{(x,v)} \oplus \tilde{\mathcal{E}}_{(x,v')}$ defined by the elements of the form $(e, -\kappa(e))$, which is possible by the relation $\pi_\mathcal{E} \circ \kappa = R \circ \pi_\mathcal{E} |_{\pi_\mathcal{E}^{-1}(\partial_{\text{in}}M)}$.

Note that over each point $p = [x, v] \in \mathcal{G}$ the fiber $\mathcal{E}_p = \tilde{\mathcal{E}}_{(x,v)} \oplus \tilde{\mathcal{E}}_{(x,v')} / \sim_\kappa$ is canonically isomorphic to $\tilde{\mathcal{E}}_{(x,v)}$ as well as $\tilde{\mathcal{E}}_{(x,v')}$ via the maps $e \mapsto [e, 0]$ and $e \mapsto [0, e]$, respectively. Next we need to specify the trivialisations of $\tilde{\mathcal{E}}$: In a neighborhood of any point of $\mathcal{M}\setminus \mathcal{G}$ we make the obvious choice and take trivialisations of $\tilde{\mathcal{E}}$ composed with (a suitable restriction of) $\pi \times \text{id}_{\mathcal{C}^r}$. Around a point $p = [x, v] \in \mathcal{G}$, $(x, v) \in \partial_{\text{in}}M$, we define flow-trivialisations using the billiard parallel transport map: Take any trivialisation $t_\text{in}$ of $\tilde{\mathcal{E}}|_{\partial_{\text{in}}M}$ on an open set $U_{\text{in}} \subset \partial_{\text{in}}M$ around $(x, v)$ and put

$$t : \pi_\mathcal{E}^{-1}(\Phi(N_{\text{in}} \cap \mathcal{R} \times U_{\text{in}})) \longrightarrow \Phi(N_{\text{in}} \cap \mathcal{R} \times U_{\text{in}}) \times \mathcal{C}^r,$$

$$\mathcal{E}_t(y,v) \ni e \longmapsto (\phi_t \circ \pi) \times \text{id}_{\mathcal{C}^r} \circ t_\text{in}(\tilde{\alpha}_{\phi_t(y,v), -t}(e)),$$

where $\Phi : N_{\text{in}} \rightarrow \mathcal{M}$ denotes the flow chart from Section 1.2, $(y, w)$ is the unique lift of $[y, w]$ to $\partial_{\text{in}}M$, and if $t = 0$ we identified $[e, 0]$ and $e$. This defines a trivialization $t$ around $p$. Now, $t$ transitions smoothly with any trivialization around points in $\mathcal{M}\setminus \mathcal{G}$ thanks to Lemma B.1 (1), and furthermore $t$ transitions smoothly with any trivialization $t'$ built analogously but from another trivialization $t'_\text{in}$ since $t'_\text{in} \circ t^{-1}_\text{in}$ is smooth and the smooth structure of $\mathcal{M}$ near $\mathcal{G}$ has been defined using flow charts.

The desired surjection $\Pi : \tilde{\mathcal{E}} \rightarrow \mathcal{E}$ is given by

$$\Pi(e) := \begin{cases} e, & e \in \bigcup_{p \in \mathcal{M}\setminus \mathcal{G}} \tilde{\mathcal{E}}_{\pi^{-1}(p)}, \\ [e, 0], & e \in \bigsqcup_{(x,v) \in \partial_{\text{in}}M} \tilde{\mathcal{E}}_{(x,v)}, \\ [0, e], & e \in \bigsqcup_{(x,v) \in \partial_{\text{out}}M} \tilde{\mathcal{E}}_{(x,v)}. \end{cases}$$

This map is continuous by definition of the topology on $\mathcal{E}$ and it is clearly smooth on $\bigcup_{p \in \mathcal{M}\setminus \mathcal{G}} \tilde{\mathcal{E}}_{\pi^{-1}(p)}$. To check that $\Pi$ is also smooth near $\bigsqcup_{(x,v) \in \partial_{\text{in}}M} \tilde{\mathcal{E}}_{(x,v)}$, we compose it with a trivialization $t$ as above. For $e \in \bigsqcup_{(x,v) \in \partial_{\text{in}}M} \tilde{\mathcal{E}}_{(x,v)}$ the point $e$ has been identified with $[e, 0]$ in the definition of $t$, so that by definition of the smooth structure on $\mathcal{E}$ the composition $t \circ \Pi$ is smooth near $e$. On the other hand, for $e \in \bigsqcup_{(x,v) \in \partial_{\text{out}}M} \tilde{\mathcal{E}}_{(x,v)}$ the point $[0, e] = [\kappa^{-1}(e), 0]$ appearing in $t$ at $t = 0$ is identified with $\kappa^{-1}(e)$. Using the relation $\pi_{\mathcal{E}} \circ \kappa = R \circ \pi_{\mathcal{E}} |_{\pi_{\mathcal{E}}^{-1}(\partial_{\text{in}}M)}$ and the definition of $\tilde{\alpha}$ from the proof of Lemma B.1 we obtain

$$\tilde{\alpha}_{\phi_t(y,w), -t}(\kappa^{-1}(e)) = \tilde{\alpha}_{\phi_t(y,w), -t}(e)$$

and hence $t \circ \Pi$ is again smooth near $e$.

Next we define for a smooth billiard section $\tilde{\sigma}$ of $\tilde{\mathcal{E}}$ the section $\Sigma_{\mathcal{E}}(\tilde{\sigma}) := \sigma$ as

$$\sigma([x, v]) := \begin{cases} \tilde{\sigma}(x, v), & [x, v] \notin \mathcal{G}, \\ [\tilde{\sigma}(x, v), 0]_\kappa, & [x, v] \in \mathcal{G}, (x, v) \in \partial_{\text{in}}M. \end{cases}$$
where \([\cdot, \cdot]_\kappa\) denotes the equivalence class with respect to \(\sim_\kappa\). The map \(\sigma\) is well-defined (i.e., independently of the choice of the lift \((x, v) \in \partial_{\in} M\) of \([x, v]\)) because \(\bar{\sigma}\) being a billiard section implies that \(\bar{\sigma}(x, v') = \kappa(\bar{\sigma}(x, v))\) for \((x, v) \in \partial_{\in} M\), and hence \(\bar{\sigma}(x, v), 0\rangle_\kappa = [0, \bar{\sigma}(x, v')]_\kappa\). Clearly, \(\sigma\) is a section and smooth at any point of \(M \setminus \mathcal{G}\). To test smoothness at any point of the gluing region \(\mathcal{G}\) we have to compose with flow charts and flow trivializations to obtain a coordinate expression. Doing so yields

\[
\mathbb{R} \times U_{\in} \cap N_{\in} \longrightarrow (\mathbb{R} \times U_{\in} \cap N_{\in}) \times \mathbb{C}^T
\]

\[
(t, x, v) \longmapsto t_{\in} (\tilde{\alpha}_{\varphi_t(x,v), -t} (\tilde{\sigma}(\varphi_t(x,v)))).
\]

To prove the mapping properties claimed in \([38]\) it therefore only remains to show that \(\Sigma_E\) is bijective on the given domains, but this follows easily from the observation that \(\Sigma_{E,1}(\sigma)(x, v) = \begin{cases} \sigma([x, v]), & (x, v) \in \dot{M}, \\ e, & (x, v) \in \partial_{\in} M, \sigma([x, v]) = [e, 0]_\kappa, \\ e', & (x, v) \in \partial_{\out} M, \sigma([x, v]) = [0, e']_\kappa \end{cases}\) is indeed the inverse of \(\Sigma_E\) and has its image in \(C^\infty_{\text{Bil}}(M \setminus \partial_\kappa M, \tilde{E})\) due to a similar coordinate calculation.

The definition of \(\alpha\) is independent of the chosen section \(\sigma_{\kappa}\) by virtue of the Leibniz rule which trivially follows for \(X\) from the Leibniz rule for \(\tilde{X}\). The claimed equality of traces follows immediately because the model bundle \(E\) was constructed in such a way that the boundary map \(\kappa\) present in the definition of \(\tilde{\alpha}\) acts trivially on it. \(
\]

**Remark B.5.** We refrain from stating and proving a vector-valued uniqueness result analogous to Proposition \([33]\) as well as a vector-valued version of the resolvent study as in Corollary \([5.5]\) for the sake of brevity.
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