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Abstract

Representation learning or pre-training has shown promising performance for low-resource speech recognition which suffers from the data shortage. Recently, self-supervised methods have achieved surprising performance for speech pre-training by effectively utilizing large amount of un-annotated data. In this paper, we propose a new pre-training framework, Cross-Lingual Self-Training (XLST), to further improve the effectiveness for multilingual representation learning. Specifically, XLST first trains a phoneme classification model with a small amount of annotated data of a non-target language and then uses it to produce initial targets for training another model on multilingual un-annotated data, i.e., maximizing frame-level similarity between the output embeddings of two models. Furthermore, we employ the moving average and multi-view data augmentation mechanisms to better generalize the learned representations. Experimental results on downstream speech recognition tasks for 5 low-resource languages demonstrate the effectiveness of XLST. Specifically, leveraging additional...
100 h of annotated English data for pre-training, the proposed XLST achieves a relative 24.8% PER reduction over the state-of-the-art self-supervised methods.
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### 1 Introduction

Modern successful automatic speech recognition (ASR) systems are usually trained with hundreds of hours of annotated data [24, 53], while most languages in the world lack such amount of resource [4]. Languages with limited annotated data are termed the low-resource languages. Recently, pre-training techniques have shown to be promising [7, 40] to tackle the data shortage problem of low-resource ASR. Generally, speech pre-training is also regarded as speech representation learning [34], with the goal to learn a speech encoder from other materials (e.g., non-target annotated data or un-annotated speech data) that is transferable to downstream tasks like ASR.

Existing pre-training methods can be conducted in either supervised or unsupervised manner. Supervised methods try to solve the same task (i.e., ASR) using annotated data from one or more non-target languages [7, 11, 14, 17, 19, 22, 42, 44–48, 50, 51] for pre-training. The pre-trained models could be used as feature extractors [22, 44–47, 50] or the initialization of final ASR systems [7, 11, 14, 17, 19, 51], both usages have shown good performance for low-resource languages. Unsupervised pre-training has the advantage of employing large amount of un-annotated speech data, which is much cheaper to obtain than annotated data in practice. In the scenario of speech recognition, unsupervised pre-trained models are expected to learn acoustic representations carrying more phonetic information. In recent years, self-supervised methods [2, 3, 8, 9, 20, 26–30, 34, 39, 41] stand out as being surprising effective performing unsupervised speech pre-training. Most self-supervised tasks are defined as predicting speech signals auto-regressively [9, 34, 41], or retrieving masked frames from their contexts [3, 26, 27]. Here, speech signals to be predicted or retrieved are served as training targets, which are derived from the model itself. Among them, Wav2vec 2.0 [3] is one of the state-of-the-art methods, and is demonstrated good performance for multi-lingual pre-training [10].

This paper considers a multilingual scenario where pre-training or representation learning is conducted on multilingual un-annotated data, and then, the pre-trained model is fine-tuned for multiply low-resource languages. We argue that it is a better way to both incorporate some phonetic prior knowledge from annotated data and leverage large amount of un-annotated data like [3, 16]. So in this paper we propose a new multilingual pre-training framework, Cross-Lingual Self-Training (XLST), that uses an external model with phonetic prior knowledge to improve the representation learning on multilingual data. We show that such external model could be simply a phoneme classifier trained on a small amount of annotated data from a non-target language, as phonetic information is known to be transferrable across languages [17, 44]. To leverage the external model as well as multilingual un-annotated data, XLST uses BYOL-like [16] parallel networks: one for producing frame-level embeddings.
Fig. 1 XLST model architecture and training procedure. In stage 1, the Target Network is first trained with a small amount of non-target speech data ($x^o$) with phoneme labels. In stage 2, the Main Network is trained with multilingual un-annotated data ($x^u$) by maximizing the similarity between the two networks. Then, the Main Network is used to fine-tune for low-resource ASR of any target language and is initialized by the external model, and another for training to predict these embeddings, as illustrated in Fig. 1. They are denoted as the Target Network and the Main Network, respectively, in the rest of paper. These two networks take different corrupted versions of a same sentence as input through multi-view augmentation, and the Target Network is online refined in a moving average (MA) way [16].

The concept of using a prior model to produce targets for unsupervised data is also similar to self-training [18, 23, 25, 31, 38]. In the original self-training, a trained teacher model decodes pseudo-labels for unlabeled speech to train a student model. Different from self-training, XLST is a pre-training framework using high-level extracted embeddings instead of pseudo-labels. Such embeddings are free of phoneme inventory, which masks the pseudo-labels unavailable as there are unseen phonemes for different target languages.

We summary our contributions as threefold: First, we introduce XLST, a multilingual representation learning framework which leverages a non-target phoneme classifier to improve the multilingual pre-training. Second, we investigate the key components of XLST, including the data needed by the Target Network, the online moving average (MA) mechanism and multi-view augmentation. Third, we evaluate XLST performance on downstream low-resource speech recognition tasks—demonstrating significant improvement over previous self-supervised methods like Wav2vec 2.0 [10].

2 Related Work
2.0 [3]. XLST differs primarily in the way we derive training targets for un-annotated data, leading to a very different network design. More recently, UniSpeech [52] has incorporated CTC [15] loss into Wav2vec 2.0 framework using multi-task learning with additional annotated data. Unlike UniSpeech, XLST uses the annotated data only for obtaining a target producer in the early pre-training stage. Table 1 highlights the main difference between XLST and other previous multilingual representation learning methods.

**Self-training**, also known as teacher-student learning, has been proposed for semi-supervised ASR [18, 38] and domain adaptation [21, 23, 31]. Self-training involves generating pseudo-labels with a teacher model, and we introduce this idea to multilingual pre-training, i.e., leveraging a non-target phoneme classifier to guide the learning of the main model. Cross-lingual phoneme labels or posteriorgrams are also used in the field of unsupervised sub-word modeling [13, 43]. As there exists unseen phonemes in target languages which restricts the decoding of pseudo-labels, XLST simply employs the high-level embeddings as the training targets.

**Self-supervised learning** is a more general task which aims to learn informative representations from un-annotated data [5, 12, 16, 34]. Our work is most related to BYOL [16], as our model architecture is built upon it. BYOL was first designed for visual tasks [16] and then extended to audio representation learning [33]. The main difference with our work is that we incorporate an additional prior model in XLST. What is more, XLST learns from continuous speech at sequence level instead of instance level in [16, 33].

### 3 Methods

In this section, we will describe the details of our proposed pre-training method. For better understanding, we begin with a brief formulation of the general representation learning problem and then describe the proposed XLST.

#### 3.1 General Formulation of Representation Learning

Given an unlabeled dataset \( \{x^1, x^2, \ldots, x^N\} \) with \( x \) being a input sample, representation learning aims to optimize a model \( f_\theta \) able to encode \( x \) into a structured embedding \( e = f_\theta(x) \). The effectiveness of \( e \) can be evaluated by its performance when applied to downstream tasks, e.g., linear classification of phonemes. In self-supervised methods, the model is trained by maximizing the output similarity between two models taking different augmented views of a same sample as input, which is formulated as:

\[
\mathcal{L} = \text{sim}(f_\theta(A(x)), g_\phi(A'(x)))
\]  

(1)

where \( A \) and \( A' \) indicate random data augmentations, and \( g_\phi, f_\theta \) denote two models with parameters \( \phi \) and \( \theta \), respectively. \( g_\phi \) could be considered as a target producer for the main model \( f_\theta \). For example, in visual representation learning, \( g_\phi \) could simply be \( f_\theta \), i.e., \( g = f \) and \( \phi = \theta \) [5, 6], which means the model derives training targets
### Table 1 A comparison of our proposed XLST with other two previous multilingual pre-training methods

| Method       | Usage of annotated data                          | Usage of un-annotated data                                      |
|--------------|-------------------------------------------------|---------------------------------------------------------------|
| XLSR [10]    | Predicting masked features by contrastive loss  |                                                               |
| UniSpeech [52] | Multi-task learning with CTC [15]               | Predicting masked features by contrastive loss                 |
| XLST (ours)  | Learning a prior phoneme classifier              | Maximizing the similarity between the outputs of two networks  |
itself, while in speech representation learning, existing methods like [3, 41] define \( g \) as a front part of \( f \), specifically a stack of convolutional layers. However, starting with randomly initialized \( g_\phi \) may result in “model collapse,” where the outputs of \( f_\theta \) and \( g_\phi \) are degenerated to the same and be independent of the input, resulting in meaningless representations [6, 16].

To prevent collapse, existing speech representation learning methods [3, 41] introduced negative samples to formulate the contrastive loss [34]. Another solution in visual tasks is using a moving averaging target producer \( g_\phi \) instead of training it [16]. In XLST, we propose to initialize the target producer \( g_\phi \) with some prior knowledge. Without breaking the unsupervised restriction of target languages, the prior knowledge could be obtained by a phoneme classifier trained with few annotated data from a non-target language. We find it can bring significant improvement to the final learned representations, as well as making the training much simpler, e.g., with no need for contrastive loss.

3.2 XLST for Multilingual Speech Representation Learning

The goal of XLST is to learn multilingual representations for low-resource speech recognition, which can be regarded as obtaining a well pre-trained model that can be transferred to ASR tasks for multiple target languages. Here the multilingual setting is inherited from [10], where there are \( M \) languages and only un-annotated data of these languages is provided for pre-training. To perform XLST, we additionally use a small annotated dataset from an non-target language, and details will be found in 4.

As illustrated in Fig. 1, XLST inherits the basic idea of Eq. 1, with the essential difference of adopting a prior model (Target Network) to produce training targets for un-annotated data. Therefore, XLST contains two stages of pre-training. The first stage is to obtain the Target Network, and the second stage is to obtain the final pre-trained model (Main Network). At the first stage, the Target Network could be simply trained by phoneme classification of an non-target language (other options are discussed in Sect. 3.3). Then, at the second stage, the Target Network is assumed to be non-trainable (\( g_\phi \)) and only the Main Network needs to be optimized (\( f_\theta \)).

Two networks have the same architectures – a stack of convolutional layers, Transformer blocks and a nonlinear projector. As described in 3.1, generating two different views of an same input is essential for leveraging model consistency [5, 6, 16], so we also use augmenters \( A(\cdot) \) and \( A'(\cdot) \) to create randomly corrupted views for speech inputs. Let an input sequence of speech features be \( x^u \in R^{T \times F} \) (\( T \) and \( F \) indicate the time and frequency dimensions, respectively), the augmenter can be implemented by randomly masking consecutive time and frequency bins, or mixing with another sentence [49, 54]. It encourages the model to learn from context information in both the time and frequency dimensions.

Similar to Eq. 1, the training of the Main Network could be simple and straightforward by mimicking its Target Network. Specifically, let \( e \) and \( z \) denote the output embeddings from the Target Network and the Main Network, respectively, as in [16], we minimize the similarity loss that is computed as the normalized frame-level squared
Euclidean distance

$$
e = f_\theta \left( A \left( x^u \right) \right); \quad z = g_\phi \left( A' \left( x^u \right) \right)$$

\( L_{\text{sim}} \left( e, z \right) = \sum_{i=1}^{T} \left\| \bar{z}_i - \bar{e}_i \right\|_2^2 = \sum_{i=1}^{T} 2 - 2 \frac{\langle z_i, e_i \rangle}{\|z_i\|_2 \|e_i\|_2}$$

where \( z = z_1, z_2, \ldots, z_T \) and \( e = e_1, e_2, \ldots, e_T \) are frame-level embeddings with dimension of \( d \).

When two stages of pre-training are done, the Main Network could be further fine-tuned for specific ASR tasks. As illustrated in Fig. 1, we drop the nonlinear projector of the Main Network and add a few language specific layers on the top of it, e.g. a linear classification layer.

### 3.3 Obtaining and Refining the Target Network

In Sect. 3.2, we obtain the Target network by training a non-target phoneme classifier, while it is worth noting that the choice of the Target network is not unique. In visual tasks like [16], even a random Target Network can result in good performance. However, our primary experiments indicate that this is not a good choice for speech tasks (see Table 3). So we use a phoneme classifier of a non-target language. The basic principle in this paper is to use as few annotated data as possible, since it is far more expensive to obtain than un-annotated data in practical.

Due to language mismatch, the non-target phoneme model may not be able to effectively extract the information of multilingual speech. Therefore, the Target Network is refined during training, producing better targets for the Main Network. This can be achieved either by iteratively assigning the parameters of the Main Network (\( \theta \)) to the Target Network (\( \phi \)), or done in an online way. In this work, we use the online moving average (MA) [16] mechanism with a moving coefficient \( \lambda \). Specifically, the following operation is executed after every \( \Lambda \) training steps of the Main Network:

$$
\phi \leftarrow \lambda \phi + (1 - \lambda) \theta
$$

### 4 Experimental Details

For un-annotated pre-training data, we follow the data preparation in [10] which uses 1350 h of un-annotated speech in the CommonVoice corpus [1], including 557 h of English data and 793 h of multilingual data from 10 languages detailed in [10]. Here English is not treated as a target language and we also expand the English data to 1350 h for building the English baseline. For annotated pre-training data, we chose English as

---

1 As the older version is no longer available, we use the December 2019 release, maintaining the same number of hours of data as [10] for 11 languages. CommonVoice corpus is publicly available in https://commonvoice.mozilla.org.
Table 2: The abbreviations of different pre-trained models

| Pre-trained Model | Description |
|-------------------|-------------|
| T-En#*            | Target Network pre-trained with #* hours of annotated English data |
| ST-En# (T-En#*)   | Main Network pre-trained with # hours of un-annotated English data, using T-En#* as the Target Network |
| ST-En#            | Main Network pre-trained with # hours of un-annotated English data, using T-En100 as the default Target Network |
| XLST-M            | Main Network pre-trained with 793 h of un-annotated multilingual data, using ST-En557 as the Target Network |
the non-target language and used the LibriSpeech corpus [36]. Both LibriSpeech and CommonVoice contain reading style speech. To keep the total data amount constant, when we used annotated data, the un-annotated English data are correspondingly reduced by the same amount.

For model architecture, our backbone is a VGG-Transformer [32] model with 2 VGG convolutional blocks and 12 Transformer blocks. The attention dimension is 512 and the feed-forward dimension is 2048. The projector is an MLP with a single hidden layer of 2048 units, ReLU activation and output dimension of 256. The total number of parameters is around 45 millions. Frame-level batch normalization is applied both at the end of the VGG blocks and in the hidden layer of the projector. Input acoustic features are composed of 80-dimensional filter bank and 3-dimensional pitch coefficients. The VGG layers have a downsampling factor of 2 so that the output embeddings are 20 ms per frame.

As noted in Sect. 3.2, XLST has two stages of pre-training: supervised pre-training with frame-level cross-entropy (CE) loss, and unsupervised pre-training to minimize the similarity loss (Eq. 3). The ADAM optimizer is used for all pre-training stages. For convenience, we denote the learning rate schedule as \((l_r, w_1, w_2, w_3)\), indicating the maximum learning rate and its warming up, holding and exponential decay periods. It is set to \((10^{-3}, 0.2, 0, 0.8)\) for supervised pre-training at the first stage and \((5 \times 10^{-4}, 0, 0.5, 0.5)\) for unsupervised pre-training at the second stage. The batch size is about 200 seconds per GPU and is varied by changing the number of GPUs (12 as default). The total training epoch is 200/100/100/50 for training the Target Network on 10/50/100/460 h of annotated data, and is 60/50/40 for training the Main Network on 557/793/1350 h of un-annotated data. Fairseq [35] is used to implement all the experiments.

The effectiveness of the pre-training is evaluated by fine-tuning the Main Network for a downstream phoneme recognition task [10, 40]. We also fine-tune the Target Network for comparison. When fine-tuning, the projector is removed, VGG layers are fixed and a linear classifier concatenating 2 successive frames is added on the top. CTC [15] loss is computed with non-aligned phoneme transcriptions. In this paper, we examine 5 target languages, Spanish (es), French (fr), Italian (it), Russian (ru) and Tatar (tt). Each language has 1-h training data. We use the respective validation sets to select fine-tuned models and report the phone error rate (PER) on the test sets of these languages.

5 Results and Analysis

In this section, we first investigate 3 key components of XLST, which are the Target Network, the online moving average (MA) mechanism and the multi-view augmentation. Then, we discuss the final performance of XLST in comparison with previous
Table 3 A comparison of pre-training models using different English data; annotated data are indicated by ∗

| Pre-trained model       | Pre-training data (h) | Fine-tuning PER (%) |
|-------------------------|-----------------------|---------------------|
|                         | es       | fr       | it       | ru       | tt       | avg      |
| –                       | –        | 34.2     | 41.4     | 39.9     | 42.1     | 34.6     | 38.4     |
| ST-En557 (T-random)     | 557      | 18.4     | 22.3     | 24.3     | 24.8     | 16.1     | 21.2     |
| T-En10                  | 10∗      | 21.7     | 26.2     | 27.3     | 27.5     | 19.1     | 24.4     |
| T-En50                  | 50∗      | 15.6     | 19.1     | 20.4     | 20.6     | 13.5     | 17.8     |
| T-En100                 | 100∗     | 14.1     | 17.9     | 18.7     | 19.1     | 12.6     | 16.5     |
| T-En460                 | 460∗     | 12.6     | 16.0     | 16.8     | 17.5     | 11.0     | 14.8     |
| ST-En557 (T-En10)       | 10∗ + 547 | 14.3    | 18.6     | 19.2     | 19.6     | 12.6     | 16.9     |
| ST-En557 (T-En50)       | 50∗ + 507 | 12.4    | 16.2     | 17.0     | 17.4     | 10.9     | 14.8     |
| ST-En557 (T-En100)      | 100∗ + 447 | 12.1    | 15.8     | 16.5     | 17.0     | 10.6     | 14.4     |
| ST-En557 (T-En460)      | 460∗ + 97  | 11.9    | 15.3     | 16.3     | 16.6     | 10.2     | 14.1     |
| ST-En1350(T-En100)      | 100∗ + 1250 | 11.6   | 14.9     | 15.9     | 16.6     | 10.0     | 13.8     |

PER is evaluated after fine-tuning over 5 downstream target languages

5.1 Effectiveness of the Target Network

To validate how a prior phoneme classifier benefits the pre-training and how much annotated data we need, we pre-train different models with respect to the data amount. Total 557 h of data is randomly selected from the LibriSpeech and CommonVoice English corpus, including different amounts of annotated data. The Target Network is pre-trained at the first stage with annotated data and then the Main Network is pre-trained at the second stage with all 557 h of data. Table 3 reports the fine-tuning PERs of various pre-trained models.

The first row in Table 3 is a random baseline without pre-training, the PER is high due to the shortage of fine-tuning data. The second row indices using a random Target Network, which is in the scope of unsupervised methods. It is noticed that a random Target Network is useful for pre-training, reducing the fine-tuning PER from 38.4% to 21.2%. However, supervised pre-training (T-EnXX series) is much more effective than the unsupervised baseline. That confirms our motivation that a prior model with phoneme knowledge of a non-target language is of great benefit to pre-training. Then, 2-stage pre-training continues to improve the performance as large amount of un-annotated data are used (ST-En557 series).

Meanwhile, there is an interesting phenomenon where the ST-En557 series get improved much slower than T-EnXX with increasing annotated data. Especially, the

---

4 As suggested in [16], for random initialization experiment we add an extra MLP predictor (same architecture as the projector) on the top of the Main Network, and moving average mechanism ($\lambda = 0.99, \Lambda = 32$) is applied.
Table 4  Ablation study on moving average (MA) mechanism

| Pre-trained model             | λ of MA | Fine-tuning PER (%) |
|-------------------------------|---------|---------------------|
|                               |         | es  | fr  | it  | ru  | tt  | avg |
| ST-En1350 (T-En100)          | –        | 11.6| 14.9| 15.9| 16.6| 10.0| 13.8|
| ST-En1350 (T-En100)          | 0.99     | 11.2| 15.2| 15.6| 17.0| 10.2| 13.8|
| ST-En1350 (ST-En557)         | –        | 10.8| 14.4| 15.2| 16.1| 9.6 | 13.2|
| XLST-M                       | –        | 9.2 | 10.8| 12.6| 14.2| 9.3 | 11.2|
| XLST-M                       | 0.98     | 6.6 | 8.1 | 9.9 | 11.6| 7.3 | 8.7 |

For experiments using MA, λ is chosen from (0.96, 0.98, 0.99) according to the fine-tuning PER on validation sets

PER only gets reduced from 14.4 to 14.1% with annotated data increased from 100 to 460h. We attribute the reason to a balance between phoneme modeling ability and cross-lingual generalization. Supervised pre-training with annotated data helps the former but quickly reaches its saturation point, while unsupervised pre-training with un-annotated data helps the latter and needs a much larger data amount. It could be validated by further increasing the amount of un-annotated data, as the last line in Table 3, the pre-trained model could still get improved (14.4% to 13.8%).

5.2 Importance of the Target Network Refining

Online refining the Target Network is important since it is randomly initialized in [16]. We wonder if it is still necessary to refine the Target Network when it is not randomly initialized. In the following experiments, we use either T-En100 or ST-En557 from Table 2 as the Target Network to pre-train the Main Network with different refining mechanisms. For the experiment using MA, λ is set to 32 and λ is searched from (0.96, 0.98, 0.99) according to validation PER. The results are shown in Table 4.

It is observed that for models pre-trained with only English data, MA does not lead to better performance. While, directly offline assigning the Main Network to the Target Network (i.e. using ST-En557 as the Target Network for an additional stage of pre-training on 1350h of data) tends to perform better. However, in the multi-lingual setting, MA brings significant improvement for the fine-tuning performance (11.2% to 8.7%). The inconsistency between English and multilingual settings confirms that online refining the Target Network is crucial when pre-training on multilingual data.

5.3 Effectiveness of Multi-view Augmentation

In self-supervised methods like [5, 6], model’s consistency on different augmented views of a same input is the key to learn meaningful representations. For speech pre-training, XLST can leverage model consistency by performing context-level augmentation, including time masking, frequency masking [37] and sentence mixup [49, 54]. In the following experiments, we apply frequency masking by selecting two mask windows with length ranging from 0 to 27. For time masking, we follow the strategy
Table 5  Ablation study on multi-view augmentation

| Pre-trained model                      | Fine-tuning PER (%) |
|----------------------------------------|---------------------|
|                                        | es | fr | it | ru | tt | avg |
| T-En100                                | 14.1|17.9|18.7|19.1|12.6|16.5 |
| T-En100, w/o mixup                     | 15.1|18.7|19.3|20.1|13.2|17.3 |
| T-En100, w/o mixup, F-mask             | 16.3|20.2|20.5|21.3|14.8|18.6 |
| T-En100, w/o mixup, F-mask, T-mask     | 21.5|26.6|26.9|28.2|22.1|25.1 |
| ST-En557                               | 12.1|15.8|16.5|17.0|10.6|14.4 |
| XLST-M, w/o mixup                      | 9.2 |10.8|12.6|14.2| 9.3 |11.2 |
| XLST-M, w/o mixup, F-mask              | 9.7 |12.0|14.0|15.3| 9.5 |12.1 |
| XLST-M, w/o mixup, F-mask, T-mask      | 12.0|15.7|16.6|17.4|10.9|14.5 |

MA is not performed and ST-En557 is used as the Target Network to train XLST-M. F/T-mask denotes the time or frequency masking, respectively.

in [3] but with a mask length of 10 (100ms) and a masking proportion of 40%. For mixup [54], two input sequences are mixed and padded to the same length for the Main Network, while their targets are individually drawn by the Target Network (mixing phoneme labels in supervised pre-training). The mixing weight $\beta$ is sampled from a uniform distribution $\beta \sim U(0, 1)$.

The results are shown in Table 5. XLST-M uses ST-En557 as the Target Network and is pre-trained without MA mechanism. Considering ST-En557 already achieves a fine-tuning PER of 14.4%, XLST-M would achieve no improvement without any augmentation. In contrast, XLST-M achieves a PER of 11.2% if time and frequency masking are applied. This confirms multi-view augmentation is still necessary for the unsupervised pre-training stage in XLST. Meanwhile, Table 5 also shows that all kinds of augmentations can benefit the supervised pre-training, while mixup does not work well for unsupervised pre-training which might be due to the distance-based similarity loss.

5.4 General Performance of XLST

The general results of our pre-trained models are shown in Table 6. We use the best strategy discussed above to obtain our final model. Specifically, we use T-En100 as the Target Network to train ST-En557 on 557h of English data, and then use ST-En557 as the Target Network to train XLST-M on 793h of multilingual data using MA ($\lambda = 0.98$). Multi-view augmentation is applied for all pre-training stages except mixup for the unsupervised stage. We compare our results with several recent works under similar data settings [10, 52]. Both UniSpeech [52] and XLSR [10] use Wav2vec 2.0 [3] framework, whose model has similar components but is twice as large as ours.

Table 6 shows that:

(1) English pre-trained models perform well on other languages. Compared with XLSR-English, our ST-En1350 brings a 20.5% relative reduction of PER at a cost of using 100h annotated data (7.4% of the total). It also surpasses the fully
### Table 6: Overall results of XLST

| Model                        | Size (M) | Total pre-training data          | Fine-tuning PER (%) |
|------------------------------|----------|----------------------------------|---------------------|
|                              |          |                                  | es      | fr      | it      | ru      | tt      | avg     |
| Results reported in [52]     |          |                                  |         |         |         |         |         |         |
| CTC-Transfer                 | 90       | 1350* (En)                       | 12.6    | 16.7    | 16.4    | 17.5    | 11.2    | 14.9    |
| UniSpeech                    | 90       | 1350* (En)                       | 10.9    | 14.8    | 15.2    | 16.1    | 9.6     | 13.3    |
| Results reported in [10]     |          |                                  |         |         |         |         |         |         |
| XLSR-English                 | 90       | 1350 (En)                        | 13.7    | 20.0    | 19.1    | 18.6    | 11.5    | 16.6    |
| XLSR-10                      | 90       | 557 (En) + 793 (Multi)           | 9.4     | 14.2    | 14.1    | 11.0    | 7.6     | 11.3    |
| English pre-trained models (Ours) |      |                                  |         |         |         |         |         |         |
| T-En100                      | 45       | 100* (En)                        | 14.1    | 17.9    | 18.7    | 19.1    | 12.6    | 16.5    |
| ST-En457                     | 45       | (100* + 457) (En)                | 12.1    | 15.8    | 16.5    | 17.0    | 10.6    | 14.4    |
| ST-En1350                    | 45       | (100* + 1250) (En)               | 10.8    | 14.4    | 15.2    | 16.1    | 9.6     | 13.2    |
| Multilingual pre-trained models (Ours) |      |                                  |         |         |         |         |         |         |
| XLST-M (MA)                  | 45       | (100*+457)(En) + 793 (Multi)     | 6.7     | 8.1     | 9.9     | 11.6    | 7.3     | 8.7     |
| XLST-M (MA, balanced)        | 45       | (100*+457)(En) + 793 (Multi)     | 6.6     | 9.0     | 9.4     | 10.8    | 6.5     | 8.5     |

PERs are reported on 5 target languages after fine-tuning the pre-trained models. *Indicates annotated data.
supervised CTC baseline, confirming that purely supervised pre-training is insufficient for cross-lingual transferring. Meanwhile, ST-En1350 is also on par with UniSpeech which uses fully annotated data.

(2) Multilingual pre-trained models further improve the performance of downstream ASR. A 35.6% relative reduction of PER (XLST-M) over the best English pre-trained model (ST-En1350) is observed in Table 6. This indicates that even starting from an English model, XLST-M can still learn important knowledge of other languages only using their un-annotated speech. Again, XLST-M achieves a 24.8% relative reduction of PER compared with the self-supervised model XLSR-10.

6 Conclusion

This work has proposed and investigated a multilingual pre-training framework, XLST. XLST begins with a prior model and then generalizes its representations using multilingual un-annotated data by maximizing the similarity between two networks. We demonstrated that a suitable prior model could be obtained with minimum cost, by training a phoneme classifier with a small amount of annotated data of a non-target language. Multi-view augmentations and moving average mechanism were confirmed crucial to successfully pre-train XLST models. Experiments also showed that XLST significantly outperformed the previous self-supervised methods, even with a smaller model size. In the future, other kinds of prior models like unsupervised models, as well as more elaborate augmentations, could be further investigated.
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