What is Entropy?
A new perspective from games of chance
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Given entropy’s central role in multiple areas of physics and science, one important task is to develop a systematic and unifying approach to defining entropy. Games of chance become a natural candidate for characterising the uncertainty of a physical system, as a system’s performance in gambling games depends solely on the uncertainty of its output. In this work, we construct families of games which induce pre-orders corresponding to majorization, conditional majorization, and channel majorization. Finally, we provide operational interpretations for all pre-orders, show the relevance of these results to dynamical resource theories, and find the only asymptotically continuous classical dynamic entropy.

Introduction. Entropy plays a central role in many areas of physics and science including statistical mechanics, thermodynamics, information theory, black hole physics, cosmology, chemistry, and even economics [1–3]. Consequently, there are multiple approaches to understanding entropy: in thermodynamics it can be understood as a measure of energy dispersal at a given temperature, whereas in information theory entropy is a compression rate. Other attributes to entropy such as disorder, chaos, randomness of a system, and the arrow of time [4], have also been studied extensively in literature. These different attributes and contexts also leads to different measures of entropy such as the Gibbs and Boltzmann entropy [5], Tsallis entropies [6], Rényi entropies [7], and the von-Neumann [8] and Shannon entropies [9], and other entropy functions such as molar entropy [10], entropy of mixing [11], loop entropy [12], and so on.

The diverse roles of entropy cry out for a more systematic and unifying approach, in which entropy is defined rigorously and in a way that is independent of the physical context. We identify uncertainty as the key trait of entropy that is common in all of its expressions. It could be the uncertainty about the state of a physical system, the uncertainty of a source in a compression scheme, or uncertainty corresponding to disorder and randomness.

Games of chance [13] are ideal candidates for studying uncertainty, as the performance in such games depends solely on the certainty about the outcome of the game such that “more uncertain” systems will be less likely to win. Thus, for any physical object such as a system, measurement, or channel, we define its degree of uncertainty in terms of the probability of winning a game of chance. Since we construct a family of games, uncertainty cannot be quantified with a single function, but rather is characterized with a partial order where system A is said to be “less uncertain” than system B if system A performs at least as well as system B for all games of chance.

In this paper we construct gambling games that give rise to three types of partial orders: majorization, conditional majorization, and channel majorization. The first two partial orders characterize the degree of uncertainty and conditional uncertainty in (possibly composite) physical systems, while the last characterizes the uncertainty associated with a channel. Crucially, we additionally provide an operational characterization for all partial orders: for example, we demonstrate that conditional majorization is equivalent to a relation induced by a conditional random relabeling map.

Our work extends previous results about the entropy of channels [14–19], and the induced partial orders we find are consistent with intuition as well as operationally motivated. In the case of channel majorization, we find the unique asymptotically continuous classical channel entropy function. Additionally, we provide a first operational interpretation to the complete family of dynamical monotones introduced in [20]. Finally, the wide applicability of games of chance opens up opportunities to extend our work to the quantum world and operationally characterize the entropy of a quantum channel.

Dice Games and Majorization. Gambling games are games in which a player is provided with partial information and use statistical inference to take their best guess in the face of incomplete information. We first consider a gambling game in which the host rolls a biased dice, and the player has to guess its outcome. Denote by \( \mathbf{p} = (p_1, \ldots, p_d)^T \) the probability vector corresponding to the \( n \) possible outcomes, and denote by \( \mathbf{p}^- = (p_1^-, \ldots, p_d^-)^T \) the vector obtained from \( \mathbf{p} \) by rearranging its components in non-increasing order. For simplicity, we will always assume that the components of any probability vectors \( \mathbf{p} \) are arranged in non-increasing order so that \( \mathbf{p} = \mathbf{p}^- \).

A \( w \)-gambling game occurs when the player is allowed to provide a set with \( w \)-numbers as guesses prior to rolling the dice. The player then wins if the outcome from the dice roll belongs to the set of guesses. For example, if \( w = 2 \), then the player will choose to provide numbers \( \{1, 2\} \) (as these have the highest probability of occurring), and will win the game with probability \( p_1^+ + p_2^+ \). In general, the probability of winning a \( w \)-game with dice \( \mathbf{p} \) can be
denoted as:

$$\text{Prob}_w(p) = \|p\|(w) := \sum_{x=1}^w p_x^w$$  \hspace{1cm} (1)

where $\| \cdot \|(w)$ denotes the Ky-Fan norm.

Suppose that at the beginning of each game, the player is allowed to choose between two dice with corresponding probabilities $p$ and $q$. Clearly, the player will choose the dice which gives better odds of winning the game, and so will choose the $p$-dice if $\|p\|(w) \geq \|q\|(w)$. In general, the player’s choice will depend on the value of $w$—for example, if $p = \left( \frac{2}{3}, \frac{1}{3}, 0 \right)$ and $q = \left( \frac{2}{3}, \frac{1}{3}, \frac{1}{3} \right)$ then the player will choose $q$ when $w = 1$ and $p$ when $w = 2$.

If the player knows the distribution $\{t_w\}_{w=1}^m$ from which the $w$-gambling game is determined, then the probability that the player wins such a $w$-game is given by

$$\text{Prob}_t(p) = \sum_{k=1}^m t_k \|p\|(k) := \sum_{k=1}^m \sum_{x=1}^m t_k p_x \equiv \sum_{x=1}^m r_x p_x = r \cdot p$$ \hspace{1cm} (2)

where the vector $r$ with components $\{r_x\}$ is given by $r \equiv Ut$ and $U$ is the $m \times m$ invertible upper triangular matrix

$$U \equiv \begin{pmatrix} 1 & 1 & \cdots & 1 \\ 0 & 1 & \cdots & 1 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \end{pmatrix}$$ \hspace{1cm} (3)

Note that the vector $r$ satisfies $r = r^1$ and that $r$ has this property if and only if the vector $t = U^{-1}r$ has non-negative components. In general, we allow $t = \sum_{w=1}^m t_w$ to be strictly smaller than one, in which case there is a non-zero probability that the player loses the game irrespective of the dice outcome. We likewise set $p^1_x \equiv 0$ if $x > d$.

Finally, we say that $p$ majorizes $q$ and write $q \prec p$ if and only if

$$\text{Prob}_t(q) \leq \text{Prob}_t(p)$$ \hspace{1cm} (4)

for all (possibly incomplete) distributions $\{t_w\}$. This can be interpreted as stating that $q \prec p$ if the player will always choose the $p$-dice over the $q$-dice for any gambling game.

One can additionally consider games with resources, where a player may be provided with an additional $s$-dice. The probability to win such a $w$-gambling game with resources is given by $\|p \otimes s\|(w)$, such that a $p$-dice has less uncertainty than a $q$-dice if $\|p \otimes s\|(w) \geq \|q \otimes s\|(w)$ for all $w$ and for all $s$. However, this condition is equivalent to $q \preceq p$, so the class of $k$-games are sufficient to induce the pre-order that is generated by the larger class of games with resources.

**Conditional Majorization: Games with a correlated source.** Here we consider a game in which the host rolls a dice with two outcomes $x$ and $y$. The host sends the value of $x$ to the player, and the value $y$ is kept hidden from the player. The players knows the distribution $\{p_{xy}\}$ from which $x$ and $y$ are sampled, and the player’s goal is to guess the value of $y$. Our goal is to construct all possible gambling games that incorporate a correlated source, so we allow the player to choose a value $z$ and then have the host select $w$ from a conditional distribution $T := \{t_w|z\}$ after receiving the value $z$ from the player. We denote the player’s choice of $z$ with a function $z = f(x)$. In general, the player will choose $z$ based on their knowledge of $x$, as well as the fixed distributions $\{p_{xy}\}$ and $\{t_w|z\}$. In Fig. 1 we depict such a $T$-gambling game.

![FIG. 1. Classical gambling game with a correlated source.](image)

The player is provided with the value $x$. Based on this value, the player choose $z$ (or the function $f$) and send it to the host. The host then chooses the $w$ game based on a (possibly incomplete) distribution $T = \{t_w|z\}$. The player will then guess $\{1,...,w\}$ and will win the game if $y \leq w$.

Let $P = (p_{xy})$ be the $m \times n$ probability matrix, and w.l.o.g. suppose $P = P^k$ such that

$$p_{x1} \geq p_{x2} \geq \cdots \geq p_{xn} \hspace{1cm} \forall x = 1,...,m.$$ \hspace{1cm} (5)

For a given $x$ and $z$, the probability to win the game can be expressed as $r_z \cdot p_x$, where $\{p_x\}$ are the rows of $P$ and $r_z \equiv Ut_z$, where $\{t_z\}$ are the columns of the $\ell \times q$ matrix $T = \{t_w|z\}$. As before, we only require that $\sum_{w=1}^\ell t_w|z| \leq 1$ for all $z = 1,...,q$. Therefore, the optimal probability to win a $T$-game is given by

$$\text{Prob}_T(P) = \sum_{x=1}^m \max_z r_z \cdot p_x.$$ \hspace{1cm} (6)

We are now ready to compare between two dice, a $P$-dice and a $Q$-dice, and call this comparison conditional majorization.

**Definition 1.** Let $P = (p_{xy})$ be an $m \times n$ probability matrix, and $Q = (q_{xy'})$ be an $m' \times n'$ probability matrix. We say that $P$ conditionally majorizes $Q$ and write

$$Q \preceq P \hspace{1cm} \text{if and only if} \hspace{1cm} \text{Prob}_T(Q) \leq \text{Prob}_T(P)$$ \hspace{1cm} (7)

for all (column) sub-stochastic matrices $T$.\footnote{The term ‘conditional majorization’ was first introduced in [21], however it was not defined in an operational way as with the games of chance.}
Theorem 1. Let $P$ and $Q$ be two $m \times n$ column stochastic matrices. Then,

$$Q \preceq_c P \iff Q = \sum z S_z PV_z$$

(8)

where each $S_z$ is a sub-stochastic matrix such that $\sum z S_z$ is a column stochastic matrix (i.e. a classical channel), and each $V_z$ is a permutation matrix.

Remark 1. This theorem provides an operational characterization for conditional majorization. It states that conditional majorization is equivalent to a relation induced by a conditional random relabeling map; see Fig 2.

Proof. The proof follows from the following two lemmas that were proven in [21]. For completeness, we provide the proof of these lemmas in appendix A of the supplementary material.

Lemma 1. [21] The matrices $P$ and $Q$ are related as in the RHS of (A1) if and only if there exists a column stochastic matrix $S$ such that

$$QU \leq SPU,$$

(9)

where the inequality is entry-wise and $U$ is the upper triangular matrix.

Lemma 2. [21] There exists a column stochastic matrix $S$ that satisfies (9) if and only if for any set of $m$ vectors $r_1, \ldots, r_m \in \mathbb{R}_+^n$ whose components are arranged in non-decreasing order,

$$\sum_{x=1}^m \max_z p_x \cdot r_z \geq \sum_{x=1}^m q_x \cdot r_x.$$  

(10)

We now prove the theorem. If $Q \preceq_c P$ then from (6) and Definition 1 we get

$$\sum_{x=1}^m \max_z p_x \cdot r_z \geq \sum_{x=1}^m q_x \cdot r_x.$$  

(11)

Hence, from the above two lemmas it follows that $P$ and $Q$ are related as in the RHS of (A1).

Channel Majorization: Games with a classical channel. We now identify the class of gambling games corresponding to the notion of entropy of a channel. Roughly speaking, our aim is to identify games in which the player has a lower probability of winning the game with a noisier channel. We will consider a classical channel $\mathcal{M}$ with transition matrix $P = (p_y|x)$, and we denote the space of channels from system $A$ to system $B$ as $\mathcal{L}(A \rightarrow B)$. The goal of the game is for the player to correctly guess the value $y$ at the output of the channel.

In the most general settings, the Host does not provide the player the full information about $w$ at the early stage of the game. Instead, the player receives a number $z$ that is sampled from a distribution $\{t_{wz}\}$ with $w = 1, \ldots, m$ and $z = 1, \ldots, \ell$. The player knows the $m \times \ell$ probability matrix $T = (t_{wz})$. Based on this partial information about which $w$-game will be played later on, the player will choose the optimal value of $x$ to send through the channel. Finally, the host draws the value of $w$ and the player wins if $y \leq w$. Such a $T$-gambling game with channel $\mathcal{M}$ is then depicted in Fig. 1.

Let $P = (p_y|x) = P^k$ be the ordered transition matrix of the channel $\mathcal{M}$, in which the columns of $P$ are arranged in non-increasing order. For a given choice of $x$ and $z$ the probability that the player wins the game is given by

$$\sum_{w=1}^m \sum_{y=1}^w t_{wz} p_{y|x} = \sum_{y=1}^w \sum_{w=y}^m t_{wz} p_{y|x} \equiv \frac{r_z \cdot p_x}{|t_z|},$$

(12)

where $r_z \equiv Ut_z$ (with $\{t_z\}$ being the columns of $T$), and $\{p_x\}$ are the columns of the transition matrix $P$; and
in particular, each \( p_x \) is a probability vector. For each value of \( z \) the player will choose \( x \) (i.e. \( f(z) \)) such that \( r_x \cdot p_x = \max_x r_x \cdot p_x \). We therefore conclude that the optimal probability to win a \( T \)-gambling game with a classical channel \( M = P \) is given by

\[
\text{Prob}_T(M) = \sum_{i=1}^\ell \max_x r_x \cdot p_x \tag{13}
\]

Note that the above quantity is the dual of (6) in the sense that the role of \( x \) and \( z \) are flipped. Unlike (6), here \( p_x \) is a probability vector for each \( x \).

**Definition 2.** Let \( M \) and \( N \) be two classical channels with corresponding transition matrices \( P = (p_{y|x}) \) and \( Q = (q_{y'|x'}) \). We say that the channel \( N \) majorizes \( M \) and write

\[
M \lesssim N \quad \text{if and only if} \quad \text{Prob}_T(M) \leq \text{Prob}_T(N) \tag{14}
\]

for all (column) sub-stochastic matrices \( T \).

We now provide the following characterization of channel majorization.

**Theorem 2.** Let \( M^{X \to Y} \) and \( N^{X' \to Y'} \) be two classical channels. Then, \( M \lesssim N \) if and only if there exists a channel \( S^{X \to X'W'} \) and a controlled isometry \( V^{W'Y' \to Y} \) (i.e. for each \( w' \), \( V^{W'Y' \to Y}(w', y') \) is an injective function of \( y' \)) such that

\[
M^{X \to Y} = V^{W'Y' \to Y} \circ N^{X' \to Y'} \circ S^{X \to X'W'} \tag{15}
\]

(see Fig. 4).

**Proof.** See appendix B of the supplementary material for the complete proof. We note here that the proof additionally provides the first operational interpretation of the dynamical monotones introduced in [20].

![The Channel M](image)

**FIG. 4.** The simulation of \( M \) with \( N \) in the case that \( M \lesssim N \).

We now provide a lemma showing that it is sufficient to consider only games with a fixed value of \( z \).

**Lemma 3.** The pre-order induced by the set of classical gambling games is unchanged if we restrict to the set of gambling games such that \( T = p \) where \( p \) is a vector probability distribution. Equivalently, \( M \lesssim N \) if and only if \( \text{Prob}_p(M) \leq \text{Prob}_p(N) \) for all \( p \).

**Proof.** See appendix C of the supplementary material for the complete proof.

Equipped with the above pre-order, we now provide an operational definition of the family of entropy functions.

**Definition 3.** (cf. [14, 22]) A non-zero function

\[
H: \bigcup_{A,B} \Omega(A \to B) \to \mathbb{R}
\]

is a channel entropy if it satisfies the following two conditions:

1. It is monotonic under the channel majorization; i.e.

\[
H(M) \geq H(N) \quad \text{if} \quad M \lesssim N
\]

2. It is additive under tensor products; i.e.

\[
H(N \otimes M) = H(N) + H(M)
\]

for all \( N \in \Omega(A \to B) \) and \( M \in \Omega(A \to B) \).

**Remark 2.** Due to Theorem 2, the above definition can be shown to be equivalent to the definition of entropy for classical channels previously outlined in [14, 22] (see appendix D of supplementary material for details). Note however that unlike the definitions in [14, 22], the monotonicity property above is motivated operationally by games of chance.

Finally, we prove that there is only one unique dynamical entropy function that reduces to the Shannon entropy on classical states.

**Theorem 3.** Let \( H \) be a classical dynamical entropy that reduces to the Shannon entropy, \( H_S \), on classical states. Then for all \( N \in \Omega(A \to B) \),

\[
H(N) = \min_x H_S \left( \mathbf{N}(\langle x | x \rangle) \right)
\]

where in the above we represent the state corresponding to \( x \) in Dirac notation as \( \langle x | x \rangle \).

**Proof.** See appendix E of the supplementary material for the complete proof.

**Remark 3.** It follows from [23] that \( H(N) \) is asymptotically continuous (see appendix E of supplementary material for details).

**Conclusions.** In this work, we motivate the use of payoff functions from games of chance as a measure of uncertainty. From this, we introduce families of games of chance which give rise to three different partial orders: majorization, conditional majorization, and channel majorization. We showed that conditional majorization can be operationally interpreted as a relation induced by a conditional random relabeling map, while channel majorization can be operationally interpreted as a relation induced by applying an arbitrary pre-processing channel.
and (possibly correlated) random post-processing isometries. Finally, we find the only asymptotically continuous channel entropy.

One natural extension of this work is to characterise the uncertainty of quantum channels. Unlike the classical case, we expect the ordering induced by quantum gambling games to also take into account resources such as entanglement. An open question is whether there also exists a unique asymptotically continuous channel entropy in the quantum case. Finally, we demonstrated preliminary connections between our results and dynamical resource theories which can be further explored.
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Appendix A: Proof of Theorem 1

Theorem 1. Let $P$ and $Q$ be two $m \times n$ column stochastic matrices. Then,

$$Q \preceq P \iff Q = \sum_z S_z PV_z \quad \text{(A1)}$$

where each $S_z$ is a sub-stochastic matrix such that $\sum_z S_z$ is a column stochastic matrix (i.e., a classical channel), and each $V_z$ is a permutation matrix.

Lemma 4. [21] The matrices $P$ and $Q$ are related as in the RHS of (A1) if and only if there exists a column stochastic matrix $S$ such that

$$QU \preceq SPU$$

where the inequality is entry-wise and $U$ is the upper triangular matrix

To prove the lemma, denote by $\{p_x\}_{x=1}^n$ and $\{q_w\}_{w=1}^n$ the $n$ rows of the matrices $P$ and $Q$, and by $s_w|x$ and $s_w|z$
the components of the matrices $S_z$ and $\sum_z S_z$. Then, the RHS of (A1) can be expressed as:

$$q_w = \sum_{x=1}^n s_{w|x} p_x D_{wx}$$

where $D_{wx} = \sum_z s_{w|x} V_z$. \hfill (A2)

Since $D_{wx}$ is a doubly-stochastic matrix we have that for each $x$ and $w$, $p_x D_{wx} \preceq p_x$. We therefore conclude that if the matrices $Q$ and $P$ are related as in (A2) then there must exists a column stochastic matrix $S = (s_{w|x})$ such that

$$q_w \preceq \sum_{x=1}^n s_{w|x} p_x \quad \forall w = 1, \ldots, n.$$ \hfill (A3)

Conversely, if the relation above holds, then there exists $n$ doubly-stochastic matrices $D_w$ such that

$$q_w = \sum_{x=1}^n s_{w|x} p_x D_w$$ \hfill (A4)

Expressing each $D_w = \sum_z c_{jw} V_z$ as a convex combination of all permutation matrices we obtain the form (A5). Finally, recall that for each $w$ the row vectors $p_x = p_x^\perp$ and $q_w = q_w^\perp_0$ so that (A3) is equivalent to

$$q_w U \leq \sum_{x=1}^n s_{w|x} p_x U \quad \forall w = 1, \ldots, n,$$ \hfill (A5)

where the inequality is entry-wise. This completes the proof of the lemma.

The question of whether there exists such a column stochastic matrix $S$ that satisfies (A5) can be solved with linear programming. In the following lemma, which was proved in [21], we show that the dual problem can be expressed in terms of sub-linear functionals.

Lemma 5. [21] There exists a column stochastic matrix $N$ that satisfies (A5) if and only if for any set of $n$ vectors $v_1, \ldots, v_n \in \mathbb{R}^m_+$ whose components are arranged in non-decreasing order,

$$\sum_{x=1}^n \max_{w=1}^n p_w \cdot v_x \geq \sum_{w=1}^n q_w \cdot v_w.$$ \hfill (A6)

To prove the lemma, denote by $s_x$ the rows of $S$, so that (A5) can be expressed as

$$s_x P U \geq q_x U$$ \hfill (A7)

and the condition that $N$ is column stochastic is equivalent to $\sum_z s_x = \mathbf{e} \equiv (1, \ldots, 1)$. Denote further by $s \equiv (s_1, \ldots, s_n)$ an $n^2$-dimensional vector, and $b \equiv (q_1 U, \ldots, q_n U, -\mathbf{e})$ an $(nm + n)$-dimensional vector, and by $A$ the $n^2 \times n(m + 1)$ matrix

$$A \equiv \begin{pmatrix} P U & 0 & \cdots & 0 & -I_n \\ 0 & P U & \cdots & 0 & -I_n \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & P U & -I_n \end{pmatrix}$$ \hfill (A8)

With these notations (A7) is equivalent to $sA \geq b$. Now, the question whether there exists $s \geq 0$ that satisfies $sA \geq b$ is a feasibility problem in linear programming. From the Farkas lemma, such a row vector $s \in \mathbb{R}^n_+$ exists if and only if for any column vector $t \in \mathbb{R}^{n(m + 1)}_+$ that satisfies $At \leq 0$ we also have $b \cdot t \leq 0$. Denote $t = (t_1, \ldots, t_n, r)^T$, where for each $x = 1, \ldots, n$, $t_x \in \mathbb{R}^n_+$ and $r \in \mathbb{R}^n$. Then, with this notation the dual problem has the form

$$r \geq PT x \quad \forall x = 1, \ldots, n \Rightarrow e \cdot r \geq \sum_{x=1}^n q_x \cdot (U t_x)$$ \hfill (A9)

Note that the condition that $r \geq P T x$ for all $x$ can be expressed as $r_w \geq \max_{x=1}^n p_w \cdot (U t_x)$. Therefore, taking $r_w = \max_{x=1}^n p_w U t_x$ we conclude that (A9) holds if and only if for any $n$ vectors $t_1, \ldots, t_n \in \mathbb{R}^m_+$$\sum_{w=1}^n \max_{x=1}^n p_w \cdot (U t_x) \geq \sum_{x=1}^n q_x \cdot (U t_x).$ \hfill (A10)

Denote by $v_x = U t_x$, and note that $v_x = v_x^\perp$. Moreover, the inverse of $U$ is given by

$$U^{-1} = \begin{pmatrix} 1 & -1 & 0 & \cdots & 0 \\ 0 & 1 & -1 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & 1 \end{pmatrix}$$ \hfill (A11)

Hence, $t_x \geq 0$ if and only if $v_x = v_x^\perp$. We therefore conclude that (A9) holds if and only if for any $n$ vectors $v_1, \ldots, v_n \in \mathbb{R}^m_+$ whose components are arranged in non-decreasing order,

$$\sum_{w=1}^n \max_{x=1}^n p_w \cdot v_x \geq \sum_{x=1}^n q_x \cdot v_x.$$ \hfill (A12)

This completes the proof of the lemma.

Appendix B: Theorem 2

**Theorem 2.** Let $M^{X \rightarrow Y}$ and $N^{X' \rightarrow Y'}$ be two classical channels. Then, $M \preceq N$ if and only if there exists a channel $S^{X \rightarrow X'}$ and a controlled isometry $V^{W' \rightarrow Y}$ (i.e. for each $z'$, $V^{W' \rightarrow Y}(w', y')$ is an injective function of $y'$) such that

$$M^{X \rightarrow Y} = V^{W' \rightarrow Y} \circ N^{X' \rightarrow Y'} \circ S^{X \rightarrow X'}$$ \hfill (B1)

**Proof.** Let $P$ and $Q$ be the transition matrices corresponding to $N^{X \rightarrow Y}$ and $M^{X \rightarrow Y}$, respectively. Note that w.l.o.g. we can assume that $|Y| = |Y'| \equiv m$, so that
$P$ is an $m \times n$ matrix and $Q$ is an $m \times n'$ matrix. Then, the relation (B1) is equivalent to

$$Q = \sum_{z=1}^{\ell} V_z PS_z$$  \hspace{1cm} (B2)

where $\sum_{z=1}^{\ell} S_z$ is a column stochastic matrix and each $V_z$ is a permutation matrix.

**Lemma 6.** The matrices $P$ and $Q$ are related as in (B2) if and only if there exists a column stochastic matrix $S \equiv \sum_{z=1}^{\ell} S_z$ such that

$$U^T Q \leq U^T PS ,$$  \hspace{1cm} (B3)

where the inequality is entry-wise and $U$ is the upper triangular matrix as defined in (3).

To prove the lemma, denote by $\{p_x\}_{x=1}^{n}$ and $\{q_x\}_{x=1}^{n'}$ the $n$ and $n'$ columns of the matrices $P$ and $Q$, and by $s_{x|z}$ and $s_{x'|z}$ the components of the matrices $S_z$ and $S \equiv \sum_{z=1}^{\ell} S_z$. Then, the relation (B2) can be expressed as:

$$q_{x'} = \sum_{x=1}^{n} s_{x|x'} D_{x|x'} p_x \quad \text{where} \quad D_{x|x'} = \sum_{z=1}^{\ell} s_{x|z} V_z .$$  \hspace{1cm} (B4)

Since for each $x$ and $x'$ the matrix $D_{x|x'}$ is an $m \times m$ doubly-stochastic matrix, we have that for each $x$ and $x'$, $D_{x|x'} \preceq p_x$. Thus, if the matrices $Q$ and $P$ are related as in (B2) then there must exists a column stochastic matrix $S = (s_{x|x'})$ such that

$$q_{x'} \preceq \sum_{x=1}^{n} s_{x|x'} p_x \quad \forall x' = 1, \ldots, n .$$  \hspace{1cm} (B5)

The above relation is equivalent to (B3) since for each $x$ and $x'$, $q_{x'} = q_{x'}^+$ and $p_x = p_x^+$.

Conversely, suppose (B3) holds. Therefore, also (B5) holds, so that there exists an $m \times m$ doubly-stochastic matrix $D$ such that

$$q_{x'} = \sum_{x=1}^{n} s_{x|x'} D_{x|x'} p_x \quad \forall x' = 1, \ldots, n' .$$  \hspace{1cm} (B6)

Expressing $D = \sum_{z=1}^{\ell} c_z V_z$ as a convex combination of permutation matrices we obtain

$$q_{x'} = \sum_{x=1}^{n} s_{x|x'} \sum_{z=1}^{\ell} c_z V_z p_x = \sum_{x,z} V_z p_x s_{x|x'} c_z \quad \forall x' = 1, \ldots, n .$$  \hspace{1cm} (B7)

Finally, denote $s_{x|z} \equiv c_z s_{x|x'}$ and note that with this notation the above equation is equivalent to (B2), where for each $z$ the the components of the matrix $S_z$ are $s_{x|x'}$.

This completes the proof of the lemma.

The question of whether there exists such a column stochastic matrix $S$ that satisfies (B3) can be solved with linear programming.

---

**Lemma 7.** There exists a $n \times n'$ column stochastic matrix $S$ that satisfies (B3) if and only if for any set of $n'$ vectors $r_1, \ldots, r_{n'} \in \mathbb{R}_+^{m}$ whose components are arranged in non-decreasing order,

$$\sum_{x=1}^{n'} \max_x r_x \cdot p_x \geq \sum_{x=1}^{n'} r_x \cdot q_{x'} .$$  \hspace{1cm} (B8)

To prove the lemma, denote by $\{s_{x'}\}_{x'=1}^{n'}$ the columns of $S$, so that (B3) can be expressed as

$$U^T P s_{x'} \geq U^T q_{x'} \quad \forall x' = 1, \ldots, n' .$$  \hspace{1cm} (B9)

and the condition that $S$ is column stochastic is equivalent to $e \cdot s_x = 1$ for each $x = 1, \ldots, n$, where $e \equiv (1, \ldots, 1)^T \in \mathbb{R}^n$. Note however that it is sufficient to require that $e \cdot s_x \leq 1$ since by adding to $s_x$ a non-negative vector, the relation (B9) is preserved. Denote further by $e' \equiv (1, \ldots, 1)^T \in \mathbb{R}^n$.

Using this notation, (B9) is equivalent to $A s \geq e$. The question of whether there exists a $s \geq 0$ that satisfies $A s \geq e$ is a feasibility problem in linear programming. From Farkas lemma, such a row vector $s \in \mathbb{R}^{n'}$ exists if and only if for any vector $t \in \mathbb{R}_+^{(m+1)n'}$ with $t^T A \leq 0$ we also have $b \cdot t \leq 0$. Denote $t = (t_1, \ldots, t_{n'}, v)^T$, where for each $x' = 1, \ldots, n'$, $t_{x'} \in \mathbb{R}_+^{m}$ and $v = (v_1, \ldots, v_{n'})^T \in \mathbb{R}^{n'}$. With this notation, the dual problem has the form

$$v_x e \geq t_x^T U^T P \quad \forall x' = 1, \ldots, n' \quad \Rightarrow \quad e' \cdot v \geq \sum_{x'=1}^{n'} t_{x'}^T U^T q_{x'} .$$  \hspace{1cm} (B10)

Note that the condition $v_x e \geq t_x^T U^T P$ implies that $v_x' \geq t_x^T U^T p_x$ for all $x = 1, \ldots, n$ and $x' = 1, \ldots, n'$. Therefore, taking the optimal value $v_x = \max_x t_x^T U^T p_x$, we get that (B12) holds if and only if for any $n'$ vectors $t_1, \ldots, t_{n'} \in \mathbb{R}_+^{m}$,

$$\sum_{x'=1}^{n'} \max_x t_{x'}^T U^T p_x \geq \sum_{x'=1}^{n'} t_{x'}^T U^T q_{x'} .$$  \hspace{1cm} (B13)
Denoting by \( r_{x'} \equiv Ut_{x'} \), we obtain the the above equation is equivalent to (B8). This completes the proof of the lemma.

We are now ready to prove Theorem 2. We therefore assume now that \( \mathcal{M} \subseteq \mathcal{N} \). Then, by definition we have for all \( \ell \) and any \( r_1, \ldots, r_\ell \in \mathbb{R}_+^m \) whose components are arranged in a non-decreasing order

\[
\sum_{z=1}^\ell \max_{x} r_z \cdot p_x \geq \sum_{z=1}^\ell \max_{x'} r_z \cdot q_{x'}.
\]

Taking \( \ell = n' \) we get that

\[
\sum_{x'=1}^{n'} \max_x r_{x'} \cdot p_x \geq \sum_{x'=1}^{n'} \max_x r_{x'} \cdot q_{x'}.
\]

Therefore, from the two lemmas above it follows that \( P \) and \( Q \) are related as in (B2). This completes the “only if” direction in the theorem statement.

Finally, we need to show that if \( \mathcal{M} = \mathcal{N}^{Y} = \mathcal{N}^{X'} \rightarrow Y \rightarrow \mathcal{N}^{X'} \circ \mathcal{S}^{X} \rightarrow X' \), we have \( \mathcal{N} \subseteq \mathcal{N} \). We introduce here Dirac notation, such that \( x \rightarrow |x\rangle \langle x| \). Then the probability of obtaining outcome \( y \) when \( x \) is sent through \( \mathcal{N} \) can be written as \( \text{Tr}[N(|x\rangle \langle y|)] \). Upon substituting everything into the reward function, we have:

\[
\text{Prob}_\mathcal{N}(M) = \text{Prob}_\mathcal{N}(N^{Y} = \mathcal{N}^{X'} \rightarrow Y \rightarrow \mathcal{N}^{X'}) \circ \mathcal{S}^{X} \rightarrow X',
\]

\[
= \sum_x \max \left( \sum_{w=1}^m \sum_{y=1}^\ell \text{Tr}[\mathcal{N}(\mathcal{A})] \langle y| \langle y| \right)
\]

\[
\leq \sum_x \max \left( \sum_{w=1}^m \sum_{y=1}^\ell \text{Tr}[\max_{w} \mathcal{N}(\mathcal{A})] \langle y| \langle y| \right)
\]

\[
\leq \sum_x \max \left( \sum_{w=1}^m \sum_{y=1}^\ell \text{Tr}[\mathcal{N}(\mathcal{A})] \langle y| \langle y| \right)
\]

\[
\leq \text{Prob}_\mathcal{N}(N)
\]

where the second to last line follows from recalling that \( \mathcal{N} \) is already ordered by definition s.t. \( \text{Tr}[\mathcal{N}(\mathcal{A})] \langle j| \langle j| \geq \text{Tr}[\mathcal{N}(\mathcal{A})] \langle j+1| \langle j+1| \) for all \( x \) and \( j \).

**Operational Interpretation.** Here, we demonstrate that the payoff function \( \text{Prob}_\mathcal{N}(N) \) provides a first operational interpretation of the dynamical monotones introduced in [14].

We begin by defining a quantum channel \( \mathcal{N} \) as a completely-positive trace preserving map from system \( A \) to system \( B \), which can be written as \( \mathcal{N} \in \text{CPTP}(A \rightarrow B) \). A superchannel \( \mathcal{N} \) is then defined as a map from quantum channels to quantum channels s.t. \( \Theta : \text{CPTP}(A_0 \rightarrow A_1) \rightarrow \text{CPTP}(B_0 \rightarrow B_1) \).

Finally, recall that the Choi matrix \( J_\mathcal{N} \) of channel \( \mathcal{N} \) is defined as

\[
J_\mathcal{N} \triangleq \sum_{i,j} |i\rangle \langle j| \otimes \mathcal{N}(|i\rangle \langle j|)
\]

We now restate the lemma first proved in [14].

**Lemma 8.** Let \( \text{FREE}(A \rightarrow B) \) be a convex and topologically closed set where \( A = (A_0, A_1) \) and \( B = (B_0, B_1) \). Denote the Choi matrix for any channel \( \mathcal{N} \) as \( J_\mathcal{N} \). For any quantum channel \( \mathcal{P} \in \text{CPTP}(B_0 \rightarrow B_1) \), define

\[
J_{\mathcal{P},\mathcal{N}} \triangleq \sum_{i,j} \sum_{i'} \sum_{j'} \mathcal{P}(|i\rangle \langle i|) |i\rangle \langle i| \otimes \sum_{i,j} \mathcal{N}(|i\rangle \langle j|) |i'\rangle \langle j'|
\]

We then have

\[
f_P(N) \triangleq \max_{\Theta \in \text{FREE}(A \rightarrow B)} \text{Tr}(J_P J_{\Theta[N]})
\]

We are now ready to prove how our work provides an operational interpretation of Lemma 9.

**Theorem 4.** Define the set of free classical superchannels \( \text{FREE}(A \rightarrow B) \) to contain all \( \Theta \) of the form:

\[
\Theta[N](|k\rangle \langle k|) = \sum z \rho(z|k) \mathcal{V}_z(N(|z\rangle \langle k|)) \quad \forall k
\]

Then, \( \mathcal{M}_B = \Theta_{A \rightarrow B}[\mathcal{N}_A] \), for some super-channel \( \Theta \in \text{FREE}(A \rightarrow B) \) if and only if

\[
f_P(N) \geq f_P(M_B) \quad \forall P \in \text{CPTP}(B_0 \rightarrow B_1)
\]

**Proof.** See [14] for a complete proof.

We are now ready to prove the second statement.

\[
f_P(N) \triangleq \max_{\Theta \in \text{FREE}(A \rightarrow B)} \text{Tr}(J_P J_{\Theta[N]})
\]

We first prove the second statement.
where the simplification of the Choi Matrix follows from noting that both $\mathcal{P}$ and $\mathcal{N}$ are classical channels. Recalling the definition of free operations, the above becomes

$$f_{\mathcal{P}}(\mathcal{N}) = \sum_{k=1}^{d} \max_{p(z|k)} \sum_{k} \text{Tr} \left[ \mathcal{P}(|k\rangle \langle k|) \mathcal{N} \left( \mathcal{S}(|k\rangle \langle k|) \right) \right]$$

The third line follows by setting $p(z|k) = \delta_{z,k}$ and noting that this will always be optimal, as

$$\sum_{z} p(z|k) \text{Tr} \left[ \mathcal{P}(|k\rangle \langle k|) \mathcal{N} \left( \mathcal{S}(|k\rangle \langle k|) \right) \right] \leq \max_{z} \left( \text{Tr} \left[ \mathcal{P}(|k\rangle \langle k|) \mathcal{N} \left( \mathcal{S}(|k\rangle \langle k|) \right) \right] \right)$$

We continue simplifying this expression:

$$f_{\mathcal{P}}(\mathcal{N}) = \sum_{k=1}^{d} \max_{p(z|k)} \sum_{k} \text{Tr} \left[ \mathcal{P}(|k\rangle \langle k|) \mathcal{N} \left( \mathcal{S}(|k\rangle \langle k|) \right) \right]$$

$$= \sum_{k=1}^{d} \max_{p(y|k)} \sum_{y=1}^{d} q^{\dagger}_{y|k} (y|\mathcal{N} \left( \mathcal{S}(|k\rangle \langle k|) \right) |y)$$

$$= \sum_{k=1}^{d} \max_{x} \sum_{y=1}^{d} q^{\dagger}_{y|k} (y|\mathcal{N} \left( |x\rangle \langle x| \right) |y)$$

where $q_{y|k} \triangleq (y|\mathcal{P}(|k\rangle \langle k|)|y)$ and $p^{\dagger}_{y|x} \triangleq (y|\mathcal{N} \left( |x\rangle \langle x| \right) |y)$. Finally, we manipulate the above expression to rewrite it in the form of $\text{Prob}_{T}(\mathcal{N})$:

$$f_{\mathcal{P}}(\mathcal{N}) = \sum_{k=1}^{d} \max_{x} \left( q^{\dagger}_{1|k} p^{\dagger}_{1|x} + \sum_{y=2}^{d} q^{\dagger}_{y|k} (\sum_{j=1}^{y} p^{\dagger}_{j|x} - \sum_{j=1}^{y-1} p^{\dagger}_{j|x}) \right)$$

Finally, we relabel the dummy variable $k$ to $z$ and simplify:

$$f_{\mathcal{P}}(\mathcal{N}) = \sum_{z} |\tilde{t}_{z}| \text{Prob}_{\tilde{t}_{z}}(\mathcal{N})$$

$$= \sum_{z} |\tilde{t}_{z}| \left( \sum_{z'} \frac{|\tilde{t}_{z}|}{|\tilde{t}_{z'}|} \text{Prob}_{\tilde{t}_{z}}(\mathcal{N}) \right)$$

where $\tilde{t}_{k} = \{ (q_{1|k}^{\dagger} - q_{2|k}^{\dagger}), (q_{2|k}^{\dagger} - q_{3|k}^{\dagger}), \ldots, (q_{d-1|k}^{\dagger} - q_{d|k}^{\dagger}), (q_{d|k}^{\dagger} - 0) \}$ and in line two we use the definition $q_{d+1|k} = 0$ (as $q_{y|k}^{\dagger}$ can always be padded with extra zeros).

Finally, we need to show that for every $T$ with fixed $z = 1$ (i.e. $T$ is a vector), there exists a classical channel $\mathcal{P}$ and positive constant $\alpha_{T}$ such that $\text{Prob}_{T}(\mathcal{N}) = \alpha_{T} f_{\mathcal{P}}(\mathcal{N})$. However, from the above expression it immediately follows that we can select $\tilde{t}_{z=1}$ s.t. $T = \frac{\tilde{t}_{z=1}}{|\tilde{t}_{z=1}|}$. Then the channel $\mathcal{P}$ corresponding to $\tilde{t}$ will satisfy $\text{Prob}_{T}(\mathcal{N}) = \alpha_{T} f_{\mathcal{P}}(\mathcal{N})$.

**Appendix C: Proof of Lemma 3**

**Lemma 3.** The pre-order induced by the set of classical gambling games is unchanged if we restrict to the set of gambling games such that $T = p$ where $p$ is a vector probability distribution. Equivalently, $\mathcal{M} \preceq\succeq \mathcal{N}$ if and only if $\text{Prob}_{p}(\mathcal{M}) \leq \text{Prob}_{p}(\mathcal{N})$ for all $p$. 
Proof. Referring to the definition of \( \text{Prob}_T(\mathcal{N}) \) from the previous section,

\[
\text{Prob}_T(\mathcal{N}) = \sum_{z=1}^{t} \max_x \left( \sum_{y=1}^{m} \sum_{w=y}^{m} t_{w,z} p_{y|x} \right)
\]

\[
= \sum_{z=1}^{t} \max_x \left( \sum_{y=1}^{m} \sum_{w=y}^{m} t_{w,z} p_{y|x} \right)
\]

\[
= \sum_{z=1}^{t} t_z \text{Prob}_{\{t_z\}}(\mathcal{N})
\]

where \( t_k = t_z t_{w,z} \) such that \( \{t_z\} = \{t_{1|z}, ..., t_{m|z}\} \). The statement then follows.

**Appendix D: Details of Remark 2**

We here introduce a lemma, from which remark 2 follows.

**Lemma 9.** The set of random unitary superchannels are equivalent to the set of uniformity-preserving superchannels. Equivalently, \( \Theta \) is a classical uniformity-preserving superchannel if and only if \( \Theta \) can be written as:

\[
\Theta[\mathcal{N}](|x\rangle\langle x|) = \sum_z p(z|x) \mathcal{V}_z \left( \mathcal{N} \left( \mathcal{S}(|x\rangle\langle x|) \right) \right) \quad \forall x
\]

**Proof.** First, we show that the above form is uniformity preserving

\[
\Theta[\mathcal{R}](|x\rangle\langle x|) = \sum_z p(z|x) \mathcal{V}_z \left( \mathcal{R} \left( \mathcal{S}(|x\rangle\langle x|) \right) \right) \quad \forall x
\]

\[
= \sum_z p(z|x) \mathcal{V}_z \left( \frac{I}{|B|} \right) \quad \forall x
\]

\[
= \sum_z p(z|x) \frac{I}{|B|} \quad \forall x
\]

Next, we show that any classical uniformity preserving superchannel \( \Theta \) can be written in the above form. First, we note that the most general classical superchannel can be written as

\[
\Theta[\mathcal{N}](|x\rangle\langle x|) = \sum_z p(z|x) \mathcal{P}_z \left( \mathcal{N} \left( \mathcal{S}(|x\rangle\langle x|) \right) \right) \quad \forall x
\]

where \( \mathcal{P}_z \) is an arbitrary post-processing channel. (Depicted in the following figure with dummy variable \( z \rightarrow w' \):

Upon imposing the restraint that \( \Theta \) be uniformity-preserving, we have

\[
\frac{I}{|B|} = \Theta[\mathcal{R}](|x\rangle\langle x|) \quad \forall x
\]

\[
= \sum_z p(z|x) \mathcal{P}_z \left( \mathcal{R} \left( \mathcal{S}(|x\rangle\langle x|) \right) \otimes |z\rangle\langle z| \right) \quad \forall x
\]

\[
= \sum_z p(z|x) \mathcal{P}_z \left( \frac{I}{|B|} \otimes |z\rangle\langle z| \right) \quad \forall x
\]

\[
= \sum_z p(z|x) \mathcal{P}_z \left( \frac{I}{|B|} \right) \quad \forall x
\]

where \( \mathcal{P}_z(\rho) \triangleq \mathcal{P}(\rho \otimes |z\rangle\langle z|) \). Finally, denote by \( P^x \) the transition probability matrix corresponding to the channel \( \sum_z p(z|x) \mathcal{P}_z \). Clearly, \( \sum_z p(z|x) \mathcal{P}_z \) must be unital for all \( x \) s.t.

\[
P^x u_B = u_B
\]

where \( u_B \) is the uniform distribution for system \( B \). It follows from the above that \( P^x \) is doubly stochastic for all \( x \), and therefore (from Birkhoff’s lemma), can be written as a convex combination of permutation matrices.

Then there exists a set of permutation matrices \( \{\mathcal{P}_{w,x}\} \) corresponding to isometry channels \( \{\mathcal{V}_{w,x}\} \) and probability distribution \( \sum_w q_{w|x} = 1 \) for all \( x \) s.t.

\[
\sum_z p(z|x) \mathcal{P}_z \triangleq \sum_w q_{w|x} \mathcal{V}_{w,x} \quad \forall x
\]

Finally, we can then rewrite our superchannel \( \Theta \) as:

\[
\Theta[\mathcal{N}](|x\rangle\langle x|) = \sum_z p(z|x) \mathcal{P}_z \left( \mathcal{N} \left( \mathcal{S}(|x\rangle\langle x|) \right) \right) \quad \forall x
\]

\[
= \sum_l q_l \mathcal{V}_l \left( \mathcal{N} \left( \tilde{S}(|x\rangle\langle x|) \right) \right) \quad \forall x
\]

where \( \tilde{S} \) is related to the original pre-processing channel as shown in Fig. 6 and \( t = (w, z) \).

**Appendix E: Proof of Theorem 3**

**Theorem 3.** Let \( H \) be a classical dynamical entropy that reduces to the Shannon entropy, \( H_S \), on classical
states. Then for all $\mathcal{N} \in \mathfrak{S}(A \to B)$,

$$H(\mathcal{N}) = \min_x H_S(\mathcal{N}(|x\rangle\langle x|))$$

Proof. We first refer to previous literature on extensions of channel divergences [24, 25]. From this, we define the minimal extension $\mathcal{D}$ and maximal extension $\overline{\mathcal{D}}$ of any channel divergence $\mathcal{D}$ which reduces to the Kullback-Leibler divergence $D$ on states as:

$$\mathcal{D}(\mathcal{N}||\mathcal{M}) \triangleq \max_x \left(D\left(\mathcal{N}(|x\rangle\langle x|)||\mathcal{M}(|x\rangle\langle x|)\right)\right)$$

$$\overline{\mathcal{D}}(\mathcal{N}||\mathcal{M}) = \inf_{\mathcal{P}, \mathcal{Q}} \left(D(\mathcal{P}||\mathcal{Q})\right)$$

where the infimum in the second line is over all $(\mathcal{P}, \mathcal{Q})$ s.t. $(\mathcal{P}, \mathcal{Q}) \preceq (\mathcal{N}(|x\rangle\langle x|), \mathcal{M}(|x\rangle\langle x|))$ for all $x$. We may then define the corresponding regularized extensions as

$$\mathcal{D}_{\text{reg}}(\mathcal{N}||\mathcal{M}) = \lim_{k \to \infty} \frac{1}{k} \mathcal{D}(\mathcal{N}^{\otimes k}||\mathcal{M}^{\otimes k})$$

$$\overline{\mathcal{D}}_{\text{reg}}(\mathcal{N}||\mathcal{M}) = \lim_{k \to \infty} \frac{1}{k} \overline{\mathcal{D}}(\mathcal{N}^{\otimes k}||\mathcal{M}^{\otimes k})$$

This allows us to then define a minimal extension $H_\mathcal{D}$ and maximal extension $\overline{H_\mathcal{D}}$ of $H$:

$$H_\mathcal{D}(\mathcal{N}) \triangleq \log|B| - \mathcal{D}(\mathcal{N}||\mathcal{R})$$

$$\overline{H_\mathcal{D}}(\mathcal{N}) \triangleq \log|B| - \overline{\mathcal{D}}(\mathcal{N}||\mathcal{R})$$

Since $H$ reduces to the Shannon entropy on classical states, then $\log|B| - H(\mathcal{N})$ reduces to $D(\mathcal{N}||\mathcal{R})$. In [25], it was shown that $\mathcal{D}(\mathcal{N}) \leq D(\mathcal{N}||\mathcal{R}) \leq \overline{\mathcal{D}_{\text{reg}}}(\mathcal{N}||\mathcal{R})$, from which it then follows that

$$H_\mathcal{D}(\mathcal{N}) \leq H(\mathcal{N}) \leq \overline{H_\mathcal{D}}(\mathcal{N})$$

It was additionally shown in [25] that

$$\mathcal{D}(\mathcal{N}||\mathcal{R}) = \overline{\mathcal{D}_{\text{reg}}}(\mathcal{N}||\mathcal{R})$$

Thus,

$$H_\mathcal{D}(\mathcal{N}) \leq H(\mathcal{N}) \leq \overline{H_\mathcal{D}}(\mathcal{N}) = H(\mathcal{N})$$

and so

$$H(\mathcal{N}) = \log|B| - \max_x \left(D\left(N(|x\rangle\langle x|)||\mathcal{R}(|x\rangle\langle x|)\right)\right)$$

$$= \min_x H_S(N(|x\rangle\langle x|))$$

where $H_S$ is the Shannon entropy.

Finally, we note that $H(\mathcal{N}) = \min_{\psi, \sigma} H_S(N(|\psi\rangle\langle \psi|))$ is an asymptotically continuous entropy function. It has previously been shown [23] that the following function is asymptotically continuous:

$$f(\mathcal{N}^{A\to B}) = \max_{\psi, \sigma \in D(RA)} D(\mathcal{N}(\psi_{RA})||\mathcal{R}(\psi_{RA}))$$

where $D(\rho||\sigma) = \text{Tr}[\rho \log \rho - \log \sigma]$ and where $D(RA)$ denotes the set of density matrices corresponding to systems $RA$.

In the case where $\mathcal{N}$ is a classical channel, the maximum can be achieved with a trivial reference system, such that $f$ becomes:

$$f(\mathcal{N}) = \max_{\psi, \sigma \in D(A)} D(\mathcal{N}(\psi_{A})||\mathcal{R}(\psi_{A}))$$

$$= \max_x D\left(\mathcal{N}(|x\rangle\langle x|)||\mathcal{R}(|x\rangle\langle x|)\right)$$

where in the second line $D$ reduces to the Kullback-Leibler divergence, and we note that it is sufficient to consider pure classical states when $\mathcal{N}$ is a classical channel. Thus, $H(\mathcal{N}) = \log|B| - f(\mathcal{N})$ and $H$ is the unique asymptotically continuous channel entropy function.