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Abstract

Intelligent Tutoring Systems have become critically important in future learning environments. Knowledge Tracing (KT) is a crucial part of that system. It is about inferring the skill mastery of students and predicting their performance to adjust the curriculum accordingly. Deep Learning-based KT models have shown significant predictive performance compared with traditional models. However, it is difficult to extract psychologically meaningful explanations from the tens of thousands of parameters in neural networks, that would relate to cognitive theory. There are several ways to achieve high accuracy in student performance prediction but diagnostic and prognostic reasoning are more critical in learning sciences. Since KT problem has few observable features (problem ID and student’s correctness at each practice), we extract meaningful latent features from students’ response data by using machine learning and data mining techniques. In this work, we present Interpretable Knowledge Tracing (IKT), a simple model that relies on three meaningful latent features: individual skill mastery, ability profile (learning transfer across skills) and problem difficulty. IKT’s prediction of future student performance is made using a Tree-Augmented Naive Bayes Classifier (TAN), therefore its predictions are easier to explain than deep learning-based student models. IKT also shows better student performance prediction than deep learning-based student models without requiring a huge amount of parameters. We conduct ablation studies on each feature to examine their contribution to student performance prediction. Thus, IKT has great potential for providing adaptive and personalized instructions with causal reasoning in real-world educational systems.

Introduction

Learning with a computer plays an essential role in today’s education. Learning can be personalized with adaptive learning instructions to improve individual learning gains and enhance students’ learning experience. A personalized adaptive learning environment is much more efficient than traditional learning environments like classroom learning (Bloom 1984). Intelligent tutoring systems need to address the huge challenge of large-scale personalization for the process of real-world human learning. The most successful tutoring systems are utilized by tens or hundreds of thousands of students a year with growing numbers (Baker 2016). To fulfill the requirements of personalization, we need an efficient method to assess the mastery state of students’ skills (knowledge) empirically. Knowledge Tracing (KT) is used to dynamically assess students’ knowledge mastery state based on their past test outcomes. It can be used in the prediction of whether students may or may not answer the next problems correctly to adjust their personalized curriculum. AI techniques have found their way into the building of adaptive learning environments, in particular for the problem of knowledge tracing, for modeling students’ conceptual or procedural knowledge from their observed performance on tasks (Corbett and Anderson 1994). The most current and well-known example is Deep Knowledge Tracing (DKT) (Piec et al. 2015) with the use of Recurrent Neural Networks (RNNs). Besides, it shows greater success in student performance prediction than early student models (Piec et al. 2015; Minn et al. 2019; Minn 2020).

Bayesian Knowledge Tracing (BKT) is the earliest and well-known sequential approach to KT with psychologically meaningful parameters. More specifically, BKT is a Hidden Markov Model (HMM), consisting of observed and latent variables that represent the student knowledge state on one specific skill (i.e., a skill can either be mastered by the student or not) and observed variables are assumed to be binary (the student can answer the associated problem correctly or not) (Corbett and Anderson 1994). Several extensions of BKT have been introduced by using contextualized guessing and slipping parameters (Baker, Corbett, and Aleven 2008), estimated transition with the use of help features (Baker and Yacef 2009), initial probability that the student knows the skill (Pardos and Heffernan 2010), item difficulty (Pardos and Heffernan 2011), clusters of different student groups (Pardos et al. 2012), student-specific parameters (Yudelson, Koedinger, and Gordon 2013). However, these extensions treat skills independently and are unable to detect learning transfer across skills. Deep Knowledge Tracing (DKT) has obtained considerable attention thanks to its significant ability to model some of the learning transfer occurring across skills, which BKT cannot deal with. However, because DKT feeds all of past students’ interactions (binary values with associated skills) to RNNs, it cannot provide a psychological interpretation (Piec et al. 2015) as the extensions of BKT do. Such psychological information is concealed in the hidden layer of RNNs with tens of thousands of parameters (Khajah,
of the skill \( s \) associated with problems \( P = (p_1, p_2, \ldots, p_t) \). So we can define the probability of getting a correct answer as \( p(r_t = 1|s_t, X) \) where \( X = (x_1, x_2, \ldots, x_{t-1}) \) and \( x_k = (s_k, r_k) \) is a tuple containing response \( r_k \) to skill \( s_k \) at time \( k \). Then, we review here the best known KT modeling methods for estimating student’s performance.

- Item Response Theory (IRT). In standardized tests, students’ proficiency is assessed by one static latent variable (Hambleton, Swaminathan, and Rogers 1991). IRT has a strong theoretical background both in terms of being grounded in psychometric measurement and relying on a sound mathematical framework. Wilson et al. (2016) proposed a Bayesian extension of IRT (BIRT) that shows competitive performance to DKT in terms of student performance prediction.

- Bayesian Knowledge Tracing (BKT) is the earliest sequential approach to model a learner’s changing knowledge state and is arguably the first model to relax the assumption on static knowledge states (Corbett and Anderson 1994).

- Performance Factors Analysis (PFA) was adapted from Learning Factor Analysis (LFA) (Cen, Koedinger, and Junker 2006) with sensitivity to the indicator of student learning performance. It allows conjunction by summing the contributions from all skills needed in a performance by relaxing the static knowledge assumption and modeling multiple skills simultaneously (Pavlik, Cen, and Koedinger 2009).

- Deep Knowledge Tracing (DKT) (Piech et al. 2015) uses a Long Short-Term Memory (LSTM) to represent the latent knowledge space of students along with the number of practices dynamically. This model compactly encodes the historical information from previous time steps by using the input, forget and output gates of a LSTM.

- Dynamic Key-Value Memory Networks (DKVMN) was proposed as an alternative to DKT that is inspired by the memory network architecture (Zhang et al. 2017). It utilizes an external memory neural network module and uses two memory slots called key memory and value memory to encode the knowledge state of students. Assessments of knowledge state on particular skills are stored in memory slots and controlled by read and write operations through additional attention mechanisms.

- Deep Knowledge Tracing and Dynamic Student Classification (DKT-DSC) was proposed to enhance DKT by utilizing dynamically evaluated student ability profiles at each time interval (Minn et al. 2018). It applies \( k \)-means clustering to detect student ability profiles and takes them into account in student performance prediction.

- Context-Aware Attentive Knowledge Tracing (AKT-R) was proposed by Ghosh, Heffernan, and Lan (2020) and uses a monotonic version of the scaled dot-product attention mechanism for the encoding and retrieving of the knowledge state. It also applies Rasch model for learning the skill and problem embeddings.
Interpretable Knowledge Tracing

When a student learns with an intelligent tutoring system (ITS), they practice a specific skill through answering several questions, and the ITS checks their mastery of skill according to whether they were able to provide correct answers. However, even with a high level of mastery of the skill associated with some problems, the student may provide an incorrect answer to those problems. We tend to regard such situations as misunderstanding of the problem, or failure to utilize the related skill properly in a particular problem under a new circumstance. So we can assume that other factors, such as ability profile (learning transfer across skills) or difficulty of the occurring problem at the current timestamp, have a direct effect on the situation.

To adopt the aforementioned assumptions into ITS, we propose a feature extraction procedure consisting of three data mining techniques. Then, instead of feeding all data to neural networks in deep learning-based KT models, we propose a student model called Interpretable Knowledge Tracing (IKT) which can predict a student’s future responses by relying on three meaningful latent features: individual skill mastery of a student, ability profile (across skills) and problem difficulty.

Interpretation through Feature Engineering

Our procedure extracts three meaningful latent features from students’ response data: skill mastery, ability profile, problem difficulty. These features tell us about how much a student knows about the practicing skill, what kind of ability that student possesses, and how difficult the occurring problem is at each timestamp. Instead of taking students’ past interaction sequence (binary values) and learning all information in a hidden state of deep learning-based KT model, the correctness of the problem is inferred by using these latent features as evidence at each timestamp.

Knowledge Tracing

The formulation of skill mastery is inspired by the assessment of skill mastery (probability of learning a skill \( s_t \)) in Bayesian Knowledge Tracing (BKT), which is a well-known knowledge tracing model with psychologically meaningful parameters based on a Hidden Markov Model. BKT infers mastery states, from “not learned” to “learned” and the probabilities above depend both on fixed parameters and the state at timestamp \( t \).

For a certain skill \( s \in S \), BKT consists of four parameters representing probabilities:

- \( P(L_0) \): the probability that a student masters the skill before attempting the first problem associated with \( s \);
- \( P(T) \): the probability that a student, who does not currently master the skill, will master the skill after the next practice opportunity;
- \( P(G) \): the probability that a student guesses the correct answer to a question despite not knowing the skill (guess);
- \( P(S) \): the probability that a student answers a question incorrectly despite knowing the skill (slip).

We apply a brute-force search algorithm to fit BKT. We have \( P(L_0), P(T), P(G), P(S) \) of each skill after fitting BKT. BKT is based on skill-specific modeling and can provide skill mastery of each skill according to the observed outcome \( obs \) that is correct \((obs = 1)\) or incorrect \((obs = 0)\):

\[
P(L_t|1) = \frac{P(L_t)(1 - P(S))}{P(L_t)(1 - P(S)) + (1 - P(L_t))P(G)}
\]

(1)

\[
P(L_t|0) = \frac{P(L_t)P(S)}{P(L_t)P(S) + (1 - P(L_t))(1 - P(G))}
\]

(2)

\[
P(L_{t+1}) = P(L_t|obs) + (1 - P(L_t|obs))P(T)
\]

(3)

By combining these equations, we can define the skill mastery as:

\[
skill\mbox{ mastery}(s_t) = \delta(P(L_t), s_t)
\]

(4)

where \( \delta(P(L_t), s_t) \) is a function that maps the skill mastery of particular skill \( s_t \) at current timestamp in the whole student interaction.

Note that skill mastery is the probability of learning skill \( s_t \) rather than the probability that a student applies the skill correctly in BKT. A BKT model is trained for each skill, and the inputs to each skill model are the binary responses of a student on that single skill. Other interleaved skills during the whole practice are ignored. Each skill model is independent, so there is no consideration of learning transfer across skills in this component.

Ability Profiling

A strong limitation of BKT is that it treats each skill as an independent skill model, thus it can not discover or leverage inter-skill similarity. When a student is assessed on a new skill, BKT considers the learning that they have gained from previous skills as irrelevant to the new skill. Intuitively, learning transfer across skills is a naturally occurring phenomenon. General domain knowledge accumulates through practice and allows the student to...
solve new problems in the same domain with greater success, even if that problem involves new and specific skills. However, BKT and most KT models lack a mechanism to deal with the learning transfer mechanism, and thus they cannot trace students’ knowledge under transfer.

Learning transfer implies that students can transfer their acquired skills to new situations and across problems involving a different skill set. ITS models such as Learning Factor Analysis (LFA) (Cen, Koedinger, and Junker 2006) and Performance Factor Analysis (PFA) (Pavlik, Cen, and Koedinger 2009) aim to capture this learning transfer phenomenon. They introduced a factor that represents the learning accumulated on all skills through practice and then utilized this factor as a predictor of success in further practice. These models have outperformed the standard BKT model without the skill transfer mechanism, and have shed new light on the importance to consider skill transfer.

When BKT performs the prediction task, it estimates the skill mastery of a student without considering learning transfer across skills. This independent assumption makes BKT unable to evaluate any types of learning transfer that students should achieve at the current time interval in the long-term learning process. In DKT, an LSTM encodes the temporal information of student knowledge state with transfer learning in a single state vector and performs state-to-state transition globally. It is unable to assess the mastery of skills and the ability profile of the student to transfer learning.

To detect the regular changes of learning transfer across skills in the long-term learning process, we are inspired by the work of DKT-DSC (Minn et al. 2018). We reformatulate the ability profile of a student and simplify it without sacrificing its originality and performance. It divides the student’s interactions into multiple time intervals, then encodes student past performance for estimating their ability profile at the current time interval. The ability profile is encoded as a cluster ID and computed from the performance vector (with Equation 6) of length equal to the number of skills, and updated after each time interval by using all previous attempts on each skill. The success rates on each skill from time interval 1 until z.

Each student has a different number of total time intervals in the lifetime of their interactions with the system.

If a student’s time interval has no attempt in the interval 0:z, we assign 0.5 to ratio $R(x_j)_{1:z}$.

Therefore, data contains the encoded vector of the student’s past performance and is accumulated and updated after each time interval. Time interval z and student $i$ are ignored in the training process and only used in the clustering process later. Then the k-means algorithm is used to evaluate the temporal long-term learning ability of students in both training and testing at each time interval $z$, by measuring the Euclidean distance with centroids achieved after the training process as in DKT-DSC (Minn et al. 2018).

After learning the centroids of all clusters, each student is assigned to the nearest cluster $C_c$ by the following equation:

$$\text{ability profile}(ab_z) = \arg\min_{C} \sum_{c=1}^{K} \sum_{d_{1:z-1} \in C_c} ||d_{1:z-1} - \mu_c||^2$$

where centroid $\mu_c$ is the mean of points for cluster $C_c$, and performance vector $d_{1:z-1}$ is the average performance data of student $i$ from time interval 1 to $z - 1$.

Students are assigned to the nearest cluster and the label of this cluster $ab_z$ represents the temporal student learning ability at time interval $z$. Evaluation is started after the first 20 attempts and then every 20 attempts made by a student. For the first time interval, all students are assigned with initial ability profile 1.

By adding this cluster ID $ab_z$ (ability profile) of what group the student belongs to, we ensure that these high-level skill profiles are available to the model for making its predictions throughout the long-term interaction with the tutor.

**Estimating Problem Difficulty** The problem difficulty serves as a distinct feature for predicting predict student performance in previous studies (Minn, Zhu, and Desmarais
Interpretable Student Performance Prediction

In order to get an interpretation with diagnostic and prognostic reasoning, we decide to choose the Bayes net paradigm for future development. So, our approach utilizes a Tree-Augmented Naive Bayes Method (Friedman, Geiger, and Goldszmidt 1997). The TAN structure is a simple extension of the Naive Bayes network. Like Naive Bayes, the root node is the class node (correctness of the problem), causally connected to evidence nodes (skill ID, skill mastery, ability profile, and problem difficulty). Additionally, the TAN structure relaxes the assumption of independence between the evidence nodes (Minn, Fu, and Desmarais 2014). It allows most evidence nodes to have another parent, which can be a related evidence node. This model inherits the directed acyclic graph structure (Minn, Fu, and Lv 2016; Minn and Fu 2016) and produces a tree that captures relationships among the evidence nodes. The learning of this structure is not as computationally expensive as a general Bayesian network and much more cost effective than building a neural network for knowledge tracing in DKT. An example TAN structure is illustrated in Figure 3. The class node is the student’s correctness hypothesis under consideration. The other nodes represent supporting evidence for the particular student’s performance hypotheses at time \( t \). Dependencies among the evidence nodes are captured as additional causal links in the TAN structure. Even though the direction of arrows represents the causal links between two nodes, information can flow in any direction based on the reasoning process (Pearl 2001).

The structure of TAN can be learned in different ways:

- a Minimum Weighted Spanning Tree (MWST) approach that builds a minimum spanning tree to capture the dependencies among evidence nodes, and then connects the class node to all of the evidence nodes (Friedman, Geiger, and Goldszmidt 1997).

The MWST algorithm is applied in this research by using the data mining toolkit Weka (Hall et al. 2009). Learning the structure of TAN is done by only using training data.

Our model predicts whether a student will be able to answer the next problem \( p_i \) based on their current knowledge state skill mastery \( (s_j) \), learning transfer across skills ability profile \( (ab_z) \) and difficulty level of problem \( (P_j) \). Instead of only feeding all student previous interactions \( X = (x_1, x_2, \ldots, x_t) \) to a neural network, we propose a novel model called IKT.

IKT performs inference by using three meaningful extracted features \( f_i \): skill mastery, ability profile, and problem difficulty as evidence at the current timestamp \( t \).

\[
P(correctness_t = y | f_t) = \frac{P(y)P(f_t | y)}{\sum_{y'} P(y')P(f_t | y')} (10)
\]

where \( P(f_t | y) = P(s | y)P(\text{ability profile}(ab_z) | y, s_t) \)

\[
P(\text{problem difficulty}(P_j) | y, s_t)
\]

\[
P(\text{skill mastery}(s_t) | y, s_t)
\]

Those are assessed skill mastery \( (s_t) \) of student \( i \) on skill \( s \) at time \( t \), the temporal ability profile \( (ab_z) \) of student \( i \) at current time interval \( z \), and problem difficulty \( (P_j) \) of problem \( P_j \) at time \( t \) (for brevity we omit indexing all terms by student \( i, s_t, ab_z, P_j \) in Figure 3 and Equation 10). The inference is estimated in the context of discretized values, i.e., conditional probability tables (Hall et al. 2009). It doesn’t handle continuous variables. Discretization algorithm bin all features into sets for best discrimination among classes (Mack et al. 2011).

The class node (correctness) represents the predicted probability that the student would answer the problem with the associated skill correctly. Thus the prediction of problem associated with skill \( s_t \) can be retrieved from correctness, as described in Figure 3. We can achieve interpretation via the conditional probability tables of each node with their causal links. We can trace back the cause of failure in students’ problem-solving by detecting whether there is a deficiency in practicing skills or the problem is too difficult for individual students with their evidence at each timestamp.


| Models | Ability profile | Problem information | Sequential |
|--------|-----------------|---------------------|------------|
| IRT    | No              | Yes                 | No         |
| PFA    | No              | No                  | No         |
| BKT    | No              | No                  | Yes        |
| DKT    | No              | No                  | Yes        |
| DKT-DSC| Yes             | No                  | Yes        |
| DKVMN  | No              | No                  | Yes        |
| AKT-R  | No              | Yes                 | Yes        |
| IKT    | Yes             | Yes                 | Yes        |

Table 1: Comparison on characteristics of student models.

Experiments

We compare the next problem student performance prediction of our model with well-known KT models mentioned above: BIRT (Wilson et al. 2016), BKT (Corbett and Anderson 1994), PFA (Pavlik, Cen, and Koedinger 2009), DKT (Pieg et al. 2015), DKT-DSC (Minn et al. 2018) and DKVMN (Zhang et al. 2017). But we do not compare with other variants, because they are more or less similar and do not show significant performance differences. Table 2 summarizes the characteristics of compared student models, in which each model has its significant characteristics.

We implement all NN models with Tensorflow and all LSTM-based models share the same structure of fully-connected hidden nodes with an embedding size of 200. For speeding up the training process, mini-batch stochastic gradient descent is used to minimize the loss function. The batch size for our implementation is 32. We train the model with a learning rate of 0.01 and dropout is also applied for avoiding overfitting. We set the number of epochs to 100. All the models are trained and tested on the same sets of training and testing students. For BKT, we learn models for each skill and make predictions separately and the results for each skill are averaged.

In this experiment, we assume 20 attempts made by a student as a time interval for that student for detecting the student’s ability profile. The total number of temporal values for students’ ability profiles used in our experiment is 8 (7 clusters and 1 for initial ability profile before evaluation in initial time interval for all students). Five-fold cross-validation is used to make predictions on all datasets. Each fold involves splitting into 80% training students and 20% test students of each dataset. We conduct our analysis through Area Under Curve (AUC) as the majority class (correct) ranges 65-75% across all datasets, and Root Mean Squared Error (RMSE) as it is a variant of Brier score commonly encountered in the knowledge tracing community (Gervet et al. 2020; Bergner, Halpin, and Vie 2021). For the input of DKVMN, values in both key and value memory are learned in the training process. For other models, one-hot encoded method is applied. The learned embeddings in value memory represent pre-trained weights which may contain the difficulty of each skill. For IKT, we learn the tree structure of TAN by using training data and making inference in testing data with WEKA (Hall et al. 2009).

Datasets

In order to validate the proposed model, we tested it on three public datasets from two distinct tutoring scenarios in which students interact with a computer-based learning system in educational settings: 1) ASSISTments\(^2\) is an online tutoring system that was first created in 2004 which engages middle and high-school students with scaffolded hints in their math problem. If students working on ASSISTments answer a problem correctly, they are given a new problem. If they answer it incorrectly, they are provided with a small tutoring session where they must answer a few questions that break the problem down into steps. Datasets are as follows: ASSISTments 2009-2010 (skill builder), ASSISTments 2012-2013 (Feng, Heffernan, and Koedinger 2009). 2) Cognitive Tutor. Algebra 2005-2006\(^3\) is a development dataset released in KDD Cup 2010 competition from Carnegie Learning of PSLC DataShop.

For all datasets, only the first correct attempts to original problems are considered in our experiment. We remove data with missing values for skills and problems with duplicate records. To the best of our knowledge, these are among the most well known publicly available knowledge tracing datasets.

Results

The TAN structure results in a student model with better explanation with causal relations and higher predictive performance. The results in Tables 3 and 4 demonstrate that IKT outperforms significantly the well-known KT models in all tested datasets. IKT-3 has superior performance than any other models tested in our experiments. When we compare IKT-3 with our second best performer AKT-R (scores are underlined in table 3), the improvement is ranging from

---

2https://sites.google.com/site/assistmentsdata/

3https://pslcdatashop.web.cmu.edu/KDDCup/downloads.jsp
Ablation Studies

The results so far suggest there may be a different impact of each factor on the predictive performance of KT models, and in particular the impact of item difficulty. This question is further analyzed in this section.

We compare our IKT model through an ablation study with the following different features:

- IKT-1: skill ID, skill mastery.
- IKT-2: the features of IKT-1 + ability profile.
- IKT-3: the features of IKT-2 + problem difficulty.

This study helps us understand the contribution of each feature in student performance prediction. IKT-1 takes only skill ID and skill mastery into account for student performance prediction which achieves higher performance than original BKT and has a bit lower performance than DKT (where DKT takes only binary values of student previous interaction). When IKT-2 takes skill ID, skill mastery and ability profile of a student, it shows similar (or a bit lower) performance as DKT and higher performance than BKT, PFA on two Assistsments datasets. Our proposed model IKT-3 shows better performance than any KT methods compared in this experiment.

Table 5 reports the results. Ability profile results in a mild improvement in AUC smaller than 1.4% between IKT-1 to IKT-2. Results from each model with different combination of features show us which features provide more information in student performance prediction among various datasets. We can also see that the problem difficulty factor is the most influential factor to student performance prediction. When we apply problem difficulty to IKT-3, it increases around 11.2% to 15.7% in AUC (e.g. 0.731 AUC in IKT-1 to 0.846 AUC in IKT-3 in Algebra respectively). It also explains why both BIRT and AKT-R have a better performance in student performance prediction among other models (see Tables 3, 4 and 5).

Conclusion

We extract three meaningful latent features from students’ behavioral data by using data mining techniques in feature engineering. The TAN structure with causal relations based on these features results in a KT model with better performance for student performance prediction, that does not require a huge number of parameters nor a complex structure. It saves huge computational resources compared to deep learning models and provides a causal explanation for better understanding with meaningful features.

We proposed a causal probabilistic student model called IKT with three extracted meaningful features: student’s skill mastery (probability of learning a skill), ability profile (learning transfer of a student), and problem difficulty to predict student performance. Unlike deep learning-based KT models, which only take students past interaction and learn all information in a hidden state with a huge amount of parameters and complex relations in structure, IKT can predict student performance by utilizing extracted features from skills, problems and students and gives us meaningful causal explanations. Experiments with three public datasets show that the proposed model outperforms well-known KT models (including deep learning-based models) and requires less computational power than deep learning-based models. Feature engineering helps us capture more variance from the data and Tree-Augmented Naive Bayes plays a critical role in providing causal explanations. It leads to more accurate and personalized performance predictions.

Although we focused only on prediction performance, we are also interested in studying the causal effect of the meaningful features, aiming to serve adaptive instructions in personalized learning systems. Meanwhile, a trade-off between student prediction performance and causal explanation should be found. More experiments will be designed and conducted to understand more about knowledge acquisition and learning behaviors to optimize human learning in future educational environments.
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