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Abstract—Prior studies on intelligent reflecting surface (IRS) have mostly considered wireless communication systems aided by a single passive IRS, which, however, has limited control over wireless propagation environment and suffers severe product-distance path-loss. To address these issues, we propose in this paper a new multi-active multi-passive (MAMP)-IRS aided wireless communication system, where a number of active and passive IRSs are deployed to assist the communication between a base station (BS) and a remote user in complex environment, by establishing a multi-hop reflection path across active and passive IRSs. In particular, the active IRSs enable to opportunistically amplify the reflected signal along the multi-reflection link, thus effectively compensating for the severe product-distance path-loss. For the new MAMP-IRS aided system, an optimization problem is formulated to maximize the achievable rate of a typical user by designing the active-and-passive IRS routing path as well as the joint beamforming of the BS and selected active/passive IRSs. To draw useful insights into the optimal design, we first consider a special case of the single-active multi-passive (SAMP)-IRS aided system. For this case, we propose an efficient algorithm to obtain its optimal solution by first optimizing the joint beamforming given any SAMP-IRS routing path, and then optimizing the routing path by using a new path decomposition method and graph theory. Moreover, we show that the active IRS should be selected to establish the beam routing path when its amplification power and/or number of active reflecting elements are sufficiently large. Next, for the general MAMP-IRS aided system, we show that its challenging beam routing optimization problem can be efficiently solved by a new two-phase approach. Its key idea is to first optimize the inner passive-IRS beam routing between each two active IRSs for effective channel power gain maximization, followed by an outer active-IRS beam routing optimization for rate maximization. Last, numerical results are provided to validate our analytical results and demonstrate the effectiveness of the proposed MAMP-IRS beam routing scheme as compared to various benchmark schemes.

Index Terms—Intelligent reflecting surface (IRS), active IRS, passive IRS, cooperative passive/active beamforming, multi-hop beam routing.

I. INTRODUCTION

Intelligent reflecting surface (IRS) has emerged as a promising technology to smartly reconfigure the wireless propagation environment by dynamically tuning its reflecting elements [2], [3], [4]. Specifically, an IRS is a planar meta-surface composed of a large number of reflecting elements, each of which is able to independently control the amplitude and/or phase of the incident signal, thereby collaboratively reconfiguring the wireless channels. Moreover, different from conventional active transmitters and relays, IRSs passively reflect the signals without installing costly radio-frequency (RF) chains for signal transmission/reception, hence significantly reducing the hardware and energy cost. These appealing features have motivated substantial research recently to incorporate IRSs into traditional wireless systems for improving the communication performance (see, e.g., [5], [6], [7], [8], [9], [10], [11], [12], [13]).

In the existing literature, there are many works that considered the wireless communication system aided by a single passive IRS [14], [15], [16], [17], [18], [19], [20]. However, employing only a single passive IRS usually has limited control over the wireless channels, which may not be able to unlock the full potentials of IRSs. For example, in complex environment (e.g., corridors in an indoor setting), there may not exist a blockage-free reflection link between the base station (BS) and a remote user via a single IRS only [21], [22], [23]. To address this issue, new research efforts have been recently devoted to designing more efficient multi-IRS aided systems by deploying two or more IRSs in the network. This thus enables multiple IRSs to collaboratively establish double- or multi-hop signal reflection paths from the BS to the users so as to bypass the obstacles in between (see, e.g., [24], [25], [26], [27], [28], [29]). In particular, the authors in [24] showed that under the line-of-sight (LoS)
channel model, the double-IRS aided single-user system can achieve a higher scaling order of the passive beamforming gain than the conventional single-IRS counterpart, i.e., $O(M^4)$ versus $O(M^2)$ [15] with $M$ denoting the number of passive reflecting elements. Moreover, the authors in [25] showed that even with the channel estimation error and training overhead taken into account, two cooperative IRSs can still achieve significant rate improvement over the conventional single-IRS system. In addition, it was shown in [26] that deploying two cooperative IRSs near the BS and users achieves superior performance than the single-IRS system, in terms of the maximum signal-to-noise ratio (SNR) and multi-user effective channel rank. Furthermore, for the more complex environment (e.g., smart factories and a typical indoor scenario with interlaced corridors) wherein deploying two IRSs may not be able to provide virtual LoS communication links, a multi-IRS aided system was proposed in [28], where the remote user is served by the BS via a multi-reflection link with the signal consecutively reflected by a set of selected IRSs. To balance the tradeoff between the multiplicative passive beamforming gain and product-distance path-loss (or called “multiplicative fading” in the literature [30]), i.e., the cascaded path-loss from the BS to the user via multiple IRSs is the product of those in the BS-IRS, IRS-IRS, and IRS-user links, respectively, efficient beam routing algorithms were proposed to maximize the effective channel power gain. Besides, the more general multi-IRS aided multi-user communication system was further studied in [29], where an efficient recursive algorithm was proposed to maximize the minimum received signal power among all users. However, despite the prominent multiplicative passive beamforming gain, the double/multi-passive-IRS aided systems still suffer severe product-distance path-loss arising from the double/multi-hop signal reflection. To deal with the above issues, a new type of IRS architecture, called active IRS, has been recently proposed [30], [31], [32]. Specifically, equipped with low-power reflection-type amplifiers (e.g., tunnel diode and negative impedance converter), an active IRS is capable of reflecting incident signals with power amplification in a full-duplex mode, thus effectively compensating for the product-distance path-loss at a modest energy and hardware cost [30], [31], [32], [33], [34], [35], [36], [37], [38], [39], [40]. Moreover, the active IRS with power amplification control can provide more degrees-of-freedom (DoFs) to achieve finer-grained reflective beamforming than passive IRS. On the other hand, the active IRS generally outperforms conventional amplify-and-forward (AF) relay, since the latter usually operates in a half-duplex mode and thus suffers from lower spectrum efficiency. These appealing features thus have attracted intensive research interests on active IRSs recently. For example, it was shown in [30] and [31] that given the same IRS location, the active-IRS aided system tends to achieve better performance than the passive-IRS counterpart thanks to the power amplification gain. Moreover, the authors in [36] proposed to optimize the rotation adjustment and location selection for enhancing the reflection gain of active IRS. In [33], the authors compared the optimal IRS placement strategy and the achievable rate for the active- and passive-IRS aided wireless systems, and showed that active IRS attains a higher rate than passive IRS when its amplification power is sufficiently large and/or number of active reflecting elements is relatively small. Besides, the active IRS can also be leveraged to enable sensing applications, e.g., radar detection [37] and user localization [38]. Moreover, it was revealed in [35] that under the total system energy consumption constraint, active IRS is superior to passive IRS when its number of reflecting elements is small and the total power budget is sufficiently large. Furthermore, to reap both the active-IRS power amplification gain and passive-IRS beamforming gain, the authors in [39] proposed a new hybrid active-passive IRS architecture consisting of both active and passive reflecting elements, based on which they devised an optimal active/passive elements allocation strategy for rate maximization. However, this hybrid IRS architecture may increase both the hardware and design complexity, which thus limits its large-scale deployment in practice. Instead, deploying multiple active and passive IRSs in a distributed manner is expected to significantly improve the communication performance in complex environment, which, however, has not been studied in the existing literature. In particular, it remains unknown how to leverage active and passive IRSs for constructing effective multi-hop beam routing paths and whether the newly added active IRSs can bring significant performance gain to the multi-IRS aided wireless communication system. Motivated by the above, we consider in this paper a new multi-active multi-passive (MAMP)-IRS aided wireless communication system as shown in Fig. 1, where a number of active and passive IRSs are deployed to assist the downlink communication via establishing a cascaded LoS link for each user.1 Compared with the conventional multi-passive-IRS aided wireless system [28], the new MAMP-IRS system enables to amplify the reflected signal opportunistically along the multi-reflection link with the aid of active IRSs, thus effectively compensating for the severe product-distance path-loss of the multi-reflection link at the expense of a modest higher energy/hardware cost. However, the new MAMP-IRS beam routing optimization problem is also much more challenging, since it needs to strike a new trade-off between maximizing the power amplification gain of selected active IRSs and minimizing the accumulated amplification noise at

---

1The practical implementation of active/passive IRSs has been studied in the existing literature [30], [41]. For example, the authors in [30] developed an active IRS aided wireless communication prototype, based on which the significant gain of active IRSs is verified. Moreover, in [41], a passive IRS prototype system is utilized to enhance self-interference cancellation for in-band full-duplex (FD) communication systems.
the user. To this end, we formulate an optimization problem for maximizing the achievable rate of a typical user by jointly designing the MAMP-IRS beam routing as well as the beamforming of the BS and selected active/passive IRSs. The main contributions of this paper are summarized as follows.

- First, to obtain useful insights, we consider a special system setup with one active IRS and multiple passive IRSs deployed, termed as single-active multi-passive (SAMP)-IRS aided wireless communication. The corresponding SAMP-IRS beam-routing optimization problem is shown to be non-convex, which is in general difficult to be solved optimally. To address this issue, we first obtain the optimal beamforming of the BS and selected (active/passive) IRSs for any feasible SAMP-IRS routing path. Then, we show that the SAMP-IRS routing optimization problem can be equivalently decomposed into two separate sub-path routing designs, corresponding to the multi-reflection path from the BS to the active IRS and that from the active IRS to the user, respectively; thus significantly reducing the routing design complexity. Subsequently, an efficient graph-optimization algorithm is proposed to obtain the optimal SAMP-IRS routing path by using graph theory. In particular, we show that the active IRS should be selected to establish the beam routing path when its amplification power and/or number of active reflecting elements are sufficiently large.

- Second, we consider the general case of the MAMP-IRS aided system. The corresponding rate maximization problem is much more challenging than that of the SAMP-IRS case due to the (possible) cascaded power amplification and accumulated amplification noise arising from selected active IRSs. To tackle this difficulty, we first show that the MAMP-IRS beam routing optimization problem can be efficiently solved by a new two-phase approach, which first optimizes the inner passive-IRS beam routing between each two active IRSs for effective channel power gain maximization, and then optimizes the outer active-IRS beam routing for maximizing the achievable rate. In particular, to solve the challenging (outer) active-IRS routing problem, we approximate the receive SNR in a simpler form which is asymptotically accurate in the high-SNR regime. As such, the problem is transformed into a more tractable form and then solved by an efficient graph-optimization algorithm.

- Last, we provide numerical results to corroborate our theoretical findings on the new MAMP-IRS aided system as well as validate the effectiveness of the proposed MAMP-IRS beam routing scheme. It is shown that the MAMP-IRS aided system achieves significantly higher rate than the multi-passive-IRS aided system under various system setups. It is also observed that our proposed MAMP-IRS beam routing scheme greatly outperforms the other benchmark schemes.

The remainder of this paper is organized as follows. Sections II and III introduce the system model and problem formulation for the MAMP-IRS aided system, respectively. In Sections IV and V, we propose efficient algorithms to design the multi-hop beam routing in the SAMP-IRS and MAMP-IRS aided systems, respectively. Numerical results are presented in Section VI to evaluate the performance of the proposed MAMP-IRS beam routing design, followed by the conclusions given in Section VII.

**Notations:** The superscript $(\cdot)^H$ denotes the Hermitian transpose. For a complex vector $\mathbf{x}$, $\|\mathbf{x}\|$ denotes the $\ell_2$-norm, and $\angle(\cdot)$ denotes the phase of each element in $\mathbf{x}$. $|\cdot|$ denotes the absolute value for a real number and the cardinality for a set. $\otimes$ denotes the Kronecker product. $\mathcal{O}(\cdot)$ denotes the standard big-O notation. For matrices, diag$(\cdot)$ denotes a square diagonal matrix with the elements in $(\cdot)$ on its main diagonal. $\mathbf{I}_N$ denotes an identity matrix with size $N \times N$, and $\mathbf{0}_N$ denotes an $N \times N$ all-zero matrix. $\mathbb{C}^{N \times M}$ denotes the space of $N \times M$ complex-valued matrices. The main symbols used in this paper are summarized in Table I.

II. SYSTEM MODEL

As shown in Fig. 1, we consider a MAMP-IRS aided wireless communication system, where $J_a$ active IRSs (each equipped with $N$ elements) and $J_p$ passive IRSs (each equipped with $M$ elements) are deployed to assist the downlink communication from a $T$-antenna BS to multiple remote users. In particular, we consider the time division multiple access (TDMA) to separate the communications for different users, and thus focus on the design for a typical user in the paper, without loss of generality. We assume that the direct BS-user channel is severely blocked by scattered obstacles; thus the BS can communicate with the user via a multi-reflection path only that is formed by a set of selected active/passive IRSs. Let $\mathcal{J} \triangleq \{0, J, J+1\}$ denote the set of all nodes, where nodes $0$ and $J+1$ refer to the BS and user, respectively, and $J \triangleq \{1, 2, \cdots, J\}$ stands for the set of all IRSs. In addition, the sets of $J_a$ active IRSs and $J_p$ passive IRSs are denoted by $\mathcal{J}_a$ and $\mathcal{J}_p$ (i.e., $\mathcal{J}_a \cup \mathcal{J}_p = \mathcal{J}$), respectively. Besides, the number of elements/antennas of each node is denoted by $U_j, \forall j \in \mathcal{J}$, e.g., $U_0 = T, U_j = N, \forall j \in \mathcal{J}_a, U_j = M, \forall j \in \mathcal{J}_p$, and $U_{J+1} = 1$.

A. Channel Model

Let $\mathbf{H}_{0,j}, j \in \mathcal{J}$ denote the channel from the BS to the active/passive IRS $j$; $\mathbf{H}_{i,j}, i, j \in \mathcal{J}, i \neq j$ represent the channel from IRS $i$ to IRS $j$; and $\mathbf{H}_{i,j}^{H}, i \in \mathcal{J}$ denote the channel from the IRS to the user, where the dimension of each channel depends on the number of antennas/elements of the associated nodes. The above channels are modeled as follows.

Similar to [28], we consider the dominant LoS channel components for the IRS reflection design, while treating all non-LoS (NLoS) components as part of environment.

2The obtained results can be extended to the case of (simultaneous) multi-user communications by designing the multi-beam routing for different users similarly as in [29]. Note that the considered MAMP-IRS multi-beam routing will introduce several new design challenges (such as inter-user/path interference and multi-IRS configuration), which will be left for our future work.

3The obtained results can be easily extended to the case where a direct link exists between the BS and (typical) user, by aligning the multi-reflection link with the direct link in phase [42].
scattering, which has been shown to have a marginal effect on the user performance [29]. Moreover, the information of the LoS availability for all links is assumed to be known a priori, which can be practically acquired by using e.g., efficient offline/online IRS beam training/channel estimation methods [43], [44], [45], [46].

For each communication link involved, we denote by $c_{i,j}$, $i,j \in J$ the channel state indicator, where $c_{i,j} = 1$ indicates that there exists a LoS link between nodes $i$ and $j$, and $c_{i,j} = 0$ otherwise. Then, if $c_{i,j} = 1$ for $i,j \in J$, $i \neq j$, the inter-IRS channel, $H_{i,j}$, can be modeled as

$$H_{i,j} = h_{i,j} a^H_t (\theta_{i,j}^t, \theta_{j,i}^t, U_j) a^H_t (\theta_{i,j}^t, \theta_{j,i}^t, U_i) ,$$

where $h_{i,j} = \frac{\lambda}{d_{i,j}} e^{-\frac{j \pi d_{i,j}}{D}}$ denotes the complex channel gain for the link with $d_{i,j}$ being the link distance, $\lambda$ denoting the reference channel gain at a distance of 1 meter (m), and $\lambda$ denoting the carrier wavelength. Moreover, $\theta_{i,j}^t$ (or $\theta_{j,i}^t$) denotes the azimuth (or elevation) angle-of-arrival (AoA) at node $j$ from node $i$; $\theta_{i,j}^r$ (or $\theta_{j,i}^r$) denotes the azimuth (or elevation) angle-of-departure (AoD) from node $i$ to node $j$; and $a^r_t$ and $a^r_i$ denote respectively the receive and transmit steering vectors. Specifically, based on the uniform rectangular array (URA) model for the IRS, $a^r_t$ can be modeled as $a^r_t (\theta_{i,j}^r, \theta_{j,i}^r, U_j) = u (2\pi \sin \theta_{i,j}^r, \cos \theta_{j,i}^r, U_j^r) \otimes u (2\pi \cos \theta_{i,j}^r, \sin \theta_{j,i}^r, U_j^r)$, where $U_j^r$ and $U_j^r$ denote respectively the numbers of horizontal and vertical elements of node $j$, and the function $U$ is defined as $u (\xi, \zeta) \triangleq [1, e^{-j \pi \xi}, \ldots, e^{-j(U-1) \pi \zeta}]$. Following the above, the transmit steering vector, $a^r_t$, can be similarly defined.

Besides, the BS–IRS channel, $H_{0,j}$, can be modeled as

$$H_{0,j} = h_{0,j} a^H_t (\theta_{0,j}^t, \theta_{j,0}^t, U_j) a^H_t (\theta_{0,j}^t, U_0) ,$$

where $a^H_t (\theta_{0,j}^t, U_0) = u^H (2\pi \cos \theta_{0,j}^t, U_0)$ is the transmit steering vector of the BS based on the uniform linear array (ULA) model. The IRS–user channel can be modeled as

$$H_{i,j+1} = h_{i,j+1} a^H_t (\theta_{i,j+1}^t, \theta_{j,i+1}^t, U_i) , i \in J .$$

### B. Signal Reflection Model of Active/Passive IRS

First, for each passive IRS $j \in J_p$, we denote by $\Psi_j = \text{diag} (e^{j \varphi_{1,j}}, e^{j \varphi_{2,j}}, \ldots, e^{j \varphi_{M,j}})$ its passive reflection matrix, where we set the reflection amplitude as one (i.e., its maximum value) to maximize the signal reflection power, and $\varphi_{1,j} \in [0, 2\pi)$ represents the phase-shift at its passive element $m \in M$. Next, for each active IRS $\ell \in J_a$, we denote its reflection matrix by $\Psi_\ell = \text{diag} (\eta_{\ell,1} e^{j \varphi_{1,\ell}}, \eta_{\ell,2} e^{j \varphi_{2,\ell}}, \ldots, \eta_{\ell,N} e^{j \varphi_{N,\ell}})$, where $\eta_{\ell,n} \in [0, 2\pi)$ and $\varphi_{1,\ell} \ldots \varphi_{N,\ell}$ represent the reflection amplitude and phase-shift at each active element $n \in N \triangleq \{1, \ldots, N\}$, respectively. Moreover, based on the LoS channel model, it can be easily shown that without loss of optimality, all active reflecting elements for each active IRS $\ell$ should adopt the same amplification factor, i.e., $\eta_{\ell,n} = \eta_\ell$, $\forall n \in N, \ell \in J_a$ for amplification gain maximization [31], [39]. Accordingly, $\Psi_\ell$ can be equivalently expressed as $\Psi_\ell = \eta_\ell \Phi_\ell$, where $\Phi_\ell \triangleq \text{diag} (e^{j \varphi_{1,\ell}}, e^{j \varphi_{2,\ell}}, \ldots, e^{j \varphi_{N,\ell}})$. It is worth noting that each active IRS incurs non-negligible thermal noise at its reflecting elements. For each active IRS, we denote its amplification noise by $n_\ell F \sim CN (0, \sigma^2_F)$, which is assumed to follow the independent circularly symmetric complex Gaussian (CSCG) distribution, i.e., $n_\ell F \sim CN (0, \sigma^2_F I_N)$ with $\sigma^2_F$ denoting the amplification noise power.

### III. Problem Formulation

In this section, we formulate an optimization problem for maximizing the user’s achievable rate by designing the MAMP-IRS beam routing.

It is noted that the signal models for the MAMP-IRS beam routing with and without the active IRSs involved are in different forms. Thus, we divide the MAMP-IRS beam routing design into two cases and formulate their corresponding
optimization problems. For ease of exposition, we first define the feasible routing path as follows.

**Definition 1 (Feasible Routing Path):** Let \( \Omega = \{s_1, s_2, \ldots, s_K\} \) denote a multi-reflection routing path, where \( K \) represents the number of selected active/passive IRSs and \( s_k \in \mathcal{J} \) with \( k \in K \triangleq \{1, \ldots, K\} \) denotes the node-index of the \( k \)-th selected IRS. Then, \( \Omega \) is feasible if the following conditions are satisfied

\[
\begin{align*}
  &s_k \in \mathcal{J}, s_k \neq s_{k'}, \forall k, k' \in K, k \neq k', \\
  &c_{s_k, s_{k+1}} = 1, \forall k \in K, k \neq K, \\
  &c_{0, s_1} = c_{s_k, J+1} = 1.
\end{align*}
\]

Note that the condition in (1) ensures that each IRS in \( \mathcal{J} \) is selected at most once; the condition in (2) enforces that there exists an LoS link between any two adjacent nodes along the routing path \( \Omega \); and the last condition in (3) guarantees that the multi-reflection routing path \( \Omega \) starts from the BS and terminates at the user. Based on the above definition, we then introduce the signal models for the two cases without and with active IRSs involved.

**A. Passive-IRS Multi-Reflection Signal Model**

First, consider the case where the active IRSs are assumed not to be selected when establishing the multi-reflection path. Let \( \Omega = \{s_1, s_2, \ldots, s_K\} \) define a feasible routing path from the BS to the user via passive IRSs only, where \( K \) is the number of selected passive IRSs and \( s_k \in \mathcal{J}_p \) with \( k \in K \triangleq \{1, \ldots, K\} \) denotes the node-index of the \( k \)-th selected passive IRS. Then the BS→user equivalent channel is given by

\[
\tilde{g}_{BU}^H = h_{s_K, J+1}^H \Psi_{s_K} \prod_{k \in (\tilde{K}, K)} (H_{s_k, s_{k+1}} \Psi_{s_k}) H_{0,s_1}. \tag{4}
\]

As such, the received signal at the user via the multi-reflection path \( \Omega \) with passive IRSs only is given by

\[
\tilde{y}_{\text{pas}} = \tilde{g}_{BU}^H \mathbf{w}_B x + n_0,
\]

where \( x \) denotes the transmitted signal at the BS with power \( P_B \), \( \mathbf{w}_B \in \mathbb{C}^{T \times 1} \) denotes the normalized beamforming vector of the BS with \( ||\mathbf{w}_B||^2 = 1 \), \( n_0 \) denotes the received Gaussian noise at the user with power \( \sigma^2 \). The corresponding achievable rate of the user in bits/second/Herz (bps/Hz) is thus given by \( \bar{R}_{\text{pas}} = \log_2 \left( 1 + \tilde{g}_{\text{pas}}^2 \right) \), where the receive SNR is

\[
\tilde{g}_{\text{pas}}^2 = \frac{P_B ||\tilde{g}_{BU}^H \mathbf{w}_B||^2}{\sigma^2}. \tag{6}
\]

Based on the above, the optimization problem for the case with passive-IRS involved in the beam routing only can be formulated as

\[
(P1) : \max_{\mathbf{w}_B, \{\Psi_{s_k}\}_\Omega} \log_2 \left( 1 + \frac{P_B ||\tilde{g}_{BU}^H \mathbf{w}_B||^2}{\sigma^2} \right)
\]

s.t. \( (1) - (3), \quad \|\Psi_{s_k}\|_{m,m} = 1, \forall m \in \mathcal{M}, \hat{k} \in \tilde{K} \). \tag{7a}

It can be verified that problem (P1) is a non-convex optimization problem, due to the integer variables \( \{s_k\} \), unit-modulus constraint in (7a), as well as the intrinsic coupling between \( g_{BU}^H \) and \( w_B \) in the objective function, which is thus difficult to solve. Generally speaking, there is no standard algorithm for solving this non-convex problem optimally. Nevertheless, it has been shown in [28] that the optimal solution to problem (P1) can be obtained by first designing the joint beamforming of the BS and passive IRSs, and then solving the passive-IRS routing problem by using graph theory. The details are omitted for brevity.

**B. MAMP-IRS Multi-Reflection Signal Model**

Next, we consider the case where active IRSs are involved in the multi-reflection path. Specifically, let \( \Omega = \{s_1, s_2, \ldots, s_K\} \) denote a feasible routing path from the BS to the user, which includes \( K_a \) active IRSs and \( K_p \) passive IRSs with \( K_a + K_p = K \). Moreover, for the \( K_a \) selected active IRSs, we denote by \( \mu(k_a) \) the routing-index of the \( k_a \)-th selected active IRS and hence node \( s_{\mu(k_a)} \) is an active IRS, i.e., \( s_{\mu(k_a)} \in \mathcal{J}_a \). Then, the node-indices of the selected active IRSs are given by \( \mathcal{K}_a \triangleq \{\mu(1), \ldots, \mu(K_a)\} \), while \( \{s_{k_a}\}_{k_a \in \mathcal{J}_p} \) denotes the passive IRSs. Let \( G_{0,s_{\mu(1)}}^H, G_{s_{\mu(k_a)}, s_{\mu(k_a)+1}}^H \), and \( g_{BU}^H \) denote the effective channels from the BS to the first selected active IRS, from the \( k_a \)-th selected active IRS to the \( (k_a + 1) \)-th selected active IRS, and from the \( K_a \)-th selected active IRS to the user, respectively, which are given by

\[
\begin{align*}
  G_{0,s_{\mu(1)}}^H &\triangleq \prod_{k=1}^{\mu(1)-1} H_{s_k, s_{k+1}} \Psi_{s_k} H_{0,s_1}, \\
  G_{s_{\mu(k_a)}, s_{\mu(k_a)+1}}^H &\triangleq \prod_{k=\mu(k_a)+1}^{\mu(k_a)+1} H_{s_k, s_{k+1}} \Psi_{s_k}, \\
  g_{BU}^H &\triangleq h_{s_K, J+1}^H \Psi_{s_K} \prod_{k=\mu(K_a)+1}^{K-1} H_{s_k, s_{k+1}} \Psi_{s_k} \times H_{s_{\mu(K_a)}, s_{\mu(K_a)+1}} \Psi_{s_k}.
\end{align*}
\]

As such, the BS→user equivalent channel over the routing path \( \Omega \) can be modeled as

\[
\begin{align*}
  g_{0, J+1}^H &= g_{s_{\mu(K_a)}, J+1} \eta_{s_{\mu(K_a)}} \Phi_{s_{\mu(K_a)}} \\
  &\times \prod_{k_a=1}^{K_a-1} G_{s_{\mu(k_a)}, s_{\mu(k_a)+1}} \eta_{s_{\mu(k_a)}} \Phi_{s_{\mu(k_a)}} G_{0,s_{\mu(1)}} \Phi_{s_{\mu(1)}}. \tag{9}
\end{align*}
\]

It is worth mentioning that each selected active IRS amplifies both the incident signal and non-negligible amplification noise at each active reflecting element. Let \( G_{0,s_{\mu(1)}} \) denote the effective channel from the BS to the selected active IRS \( s_{\mu(k_a)} \), defined as

\[
G_{0,s_{\mu(1)}} \triangleq \left\{ \begin{array}{ll}
  G_{0,s_{\mu(1)}} & \text{if } k_a = 1 \\
  \prod_{\ell=1}^{k_a-1} G_{s_{\mu(\ell)}, s_{\mu(\ell+1)}} \eta_{s_{\mu(\ell)}} \Phi_{s_{\mu(\ell)}} G_{0,s_{\mu(1)}} & \text{if } \ell > 1
\end{array} \right. \tag{10}
\]
Then, due to the active-IRS amplification power constraint, we have [33]

\[
\eta_{\mu(k_a)}^2 \left( P_B |\Phi_{\mu(k_a)}^H G_{0,\mu(k_a),\mu(k_a)} w_B|^2 \right) + \sigma_F^2 \sum_{\ell=1}^{k_a-1} \| \Phi_{\mu(k_a)}^H G_{\mu(\ell),\mu(k_a)} \|_2^2 + \sigma_F^2 \| \Phi_{\mu(k_a)}^H I N \|_2^2 \leq P_{\mu(k_a)},
\]

(11)

where \( P_{\mu(k_a)} \) denotes the maximum amplification power of the selected active IRS \( \mu(k_a) \), and \( G_{\mu(\ell),\mu(k_a)} \) denotes the effective cascaded channel from the selected active IRS \( \mu(\ell) \) to \( \mu(k_a) \).

Based on the above, the received signal at the user across multiple active and passive IRSs is given by

\[
y_{\text{MAMP}} = g_{0,J+1}^H w_B x + \sum_{k_a=1}^{K_s} g_{\mu(k_a),J+1}^H \eta_{\mu(k_a)} \Phi_{\mu(k_a)} n_{\mu(k_a)} + n_0,
\]

(12)

where

\[
g_{\mu(k_a),J+1}^H = \begin{cases} 
  g_{\mu(k_a),J+1}^H, & \text{if } k_a = K_a \\
  g_{\mu(k_a),J+1}^H \Phi_{\mu(k_a)}^H \prod_{\ell=1}^{k_a-1} G_{\mu(\ell),\mu(k_a)} \eta_{\mu(\ell)} \Phi_{\mu(\ell)}^H, & \text{otherwise,}
\end{cases}
\]

(13)

denotes the effective cascaded channel from the selected active IRS \( \mu(k_a) \) to the user.

**Example 1:** Fig. 2 illustrates an example of the MAMP-IRS routing path consisting of six active/passive IRSs, which is denoted by \( \Omega = \{s_1, s_2, s_3, s_4, s_5, s_6\} \). In particular, two of them are active IRSs (red circles) whose routing-indices are \( \mu(1), \mu(2) \) \( = \{2, 4\} \), i.e., \( s_{\mu(1)} = s_2 \in \Omega \) and \( s_{\mu(2)} = s_4 \in \Omega \). According to (9), the BS–user channel is given by

\[
g_{0,J+1}^H = g_{s_2,J+1}^H H_{s_2} g_{s_4,J+1}^H H_{s_4} g_{s_2,J+1}^H H_{s_2} g_{0,s_2},
\]

(14)

where we have \( g_{s_2,J+1}^H = H_{s_2,J+1} \Psi_{s_2} H_{s_2} \Psi_{s_2} H_{s_2} \Psi_{s_2} \), and \( g_{s_4,J+1}^H = H_{s_4,J+1} \Psi_{s_4} H_{s_4} \Psi_{s_4} H_{s_4} \Psi_{s_4} \).

Then, we can easily obtain the corresponding signal model according to (12) and the amplification power constraints in (11), which are omitted for brevity.

Based on the signal model in (12), the achievable rate of the user aided by MAMP-IRS is given by

\[
R_{\text{MAMP}} = \log_2 \left( 1 + \frac{P_B |g_{0,J+1}^H w_B|^2}{\sum_{k_a=1}^{K_s} ||g_{\mu(k_a),J+1}^H \eta_{\mu(k_a)} \Phi_{\mu(k_a)}||_2^2 \sigma_B^2 + \sigma^2} \right). \tag{15}
\]

Our goal is to maximize the user’s achievable rate in the case of MAMP-IRS beam routing by jointly optimizing the multi-reflection routing path, as well as the beamforming of the BS, active IRSs, and passive IRSs. Mathematically, this optimization problem can be formulated as

\[
\begin{align*}
\text{max} & \quad \log_2 \left( 1 + \gamma_{\text{MAMP}} \right) \\
\text{s.t.} & \quad (1) - (3), (8) - (13),
\end{align*}
\]

(16)

where the constraints (1)–(3) ensure that the beam routing path is feasible; \( g_{0,J+1}^H, G_{0,\mu(k_a)} \) and \( g_{\mu(k_a),J+1}^H \) are given in (8)–(9), (10) and (12)–(13), respectively, which are determined by the routing path \( \Omega \) and the joint beamforming of the BS, active IRSs, and passive IRSs; (11) enforces the amplification power constraints for the selected active IRSs; (16a) guarantees that there is at least one active IRS in the selected routing path; (16b) and (16c) are the unit-modulus constraints imposed by the active and passive IRSs, respectively. Note that problem (P2) is a non-convex optimization problem due to the unit-modulus constraints and the intrinsic coupling among \( w_m, \Psi_{s_k}, \Phi_{s_k} \), and \( \eta_{s_k} \) in the objective function and path feasibility constraints (1)–(3). Moreover, problem (P2) is much more challenging than that of the passive-IRS case (i.e., problem (P1)), since 1) the selected active IRSs introduce additional amplification power constraints; 2) the active IRSs make the beam routing path design highly coupled; 3) each selected active IRS incurs non-negligible amplification noise that is determined by the beam routing path.

To solve problem (P2), we first consider a special SAMP-IRS case in Section IV where only one active IRS is involved in the beam routing path and obtain useful insights into the optimal SAMP-IRS beam routing design. Then, we further consider the general case in Section V where multiple active IRSs are involved in the beam routing and propose an efficient algorithm to obtain a near-optimal solution to problem (P2).

IV. Multi-hop Beam Routing for SAMP-IRS Aided Wireless Communication

For the SAMP-IRS aided wireless system with one active IRS and \( (K-1) \) passive IRSs, we denote by \( \mu(1) \) the routing-index of the single active IRS, i.e., \( s_{\mu(1)} \in J_a \).
As such, the BS—user equivalent channel given in (9) can be simplified as
\[
g_{0,J+1}^H = g_{s_{\mu(1)},J+1}^H \eta_{s_{\mu(1)}}(\Phi_{s_{\mu(1)}})G_{0,s_{\mu(1)}}
\]
\[
= h_{sK,J+1}^H \Psi_{sK} \prod_{k=\mu(1)+1}^{K-1} (H_{s_k,s_{k+1}}\Psi_{s_k})
\times H_{s_{\mu(1)+1},s_{\mu(1)+1}} \eta_{s_{\mu(1)}}(\Phi_{s_{\mu(1)}}) \prod_{k=1}^{\mu(1)-1} (H_{s_k,s_{k+1}}\Psi_{s_k}) H_{0,s_{\mu(1)}}.
\]

Moreover, for the SAMP-IRS case, problem (P2) reduces to
\[
(P3): \quad \max_{\Phi_{s_{\mu(1)}},\eta_{s_{\mu(1)}},\Omega} \log_2 \left(1 + \frac{P_B}{\|g_{0,J+1}^H w_B\|^2} \right)^2
\]
s.t. (1) - (3), (17).

The optimal solution to problem (P4) is given as follows, which is proved in [1].

**Lemma 1**: Given any feasible SAMP-IRS routing path \( \Omega \), the optimal solution to problem (P4) is given by
\[
\Psi_{s_{\mu(1)}}^{\mu(1)}, \eta_{s_{\mu(1)}}^{\mu(1)}(\Phi_{s_{\mu(1)}}) = \sum_{m=1}^{\mu(1)} P_{s_{\mu(1)}} G_{0,s_{\mu(1)}} w_B^{\mu(1)} \left[ + \sigma_p^2 \right] \right|^2 \right]^2
\]
where
\[
\begin{align*}
\eta_{s_{\mu(1)}}^{\mu(1)}(\Phi_{s_{\mu(1)}}) &\triangleq a_{r,k}(s_{\mu(1)}; s_{\mu(1); k+1}, U_{s_k}) \\
\Theta_{s_{\mu(1)}}^{\mu(1)}(\Phi_{s_{\mu(1)}}) &\triangleq a_{r,k}(s_{\mu(1)}; s_{\mu(1); k+1}, U_{s_k}) \in \Omega
\end{align*}
\]

**A. Proposed Solution to Problem (P3)**

To solve problem (P3), we first optimize the joint beamforming of the BS and IRSs for any given multi-reflection path, based on which we further optimize the SAMP-IRS routing path.

1) Joint Beamforming Optimization Given Any SAMP-IRS Routing Path: First, given any feasible SAMP-IRS routing path with the single active IRS involved (i.e., \( \Omega \)), problem (P3) reduces to the following joint beamforming optimization problem
\[
(P4) : \quad \max_{\Phi_{s_{\mu(1)}},\eta_{s_{\mu(1)}},\Omega} \log_2 \left(1 + \frac{P_B}{\|g_{0,J+1}^H w_B\|^2} \right)^2
\]
s.t. (17), (18a) - (18c).

The optimal solution to problem (P4) is given as follows, which is proved in [1].

**Lemma 1**: Given any feasible SAMP-IRS routing path \( \Omega \), the optimal solution to problem (P4) is given by
\[
\Psi_{s_{\mu(1)}}^{\mu(1)}, \eta_{s_{\mu(1)}}^{\mu(1)}(\Phi_{s_{\mu(1)}}) = \sum_{m=1}^{\mu(1)} P_{s_{\mu(1)}} G_{0,s_{\mu(1)}} w_B^{\mu(1)} \left[ + \sigma_p^2 \right] \right|^2 \right]^2
\]
where
\[
\begin{align*}
\eta_{s_{\mu(1)}}^{\mu(1)}(\Phi_{s_{\mu(1)}}) &\triangleq a_{r,k}(s_{\mu(1)}; s_{\mu(1); k+1}, U_{s_k}) \\
\Theta_{s_{\mu(1)}}^{\mu(1)}(\Phi_{s_{\mu(1)}}) &\triangleq a_{r,k}(s_{\mu(1)}; s_{\mu(1); k+1}, U_{s_k}) \in \Omega
\end{align*}
\]

**A. Proposed Solution to Problem (P3)**

To solve problem (P3), we first optimize the joint beamforming of the BS and IRSs for any given multi-reflection path, based on which we further optimize the SAMP-IRS routing path.

1) Joint Beamforming Optimization Given Any SAMP-IRS Routing Path: First, given any feasible SAMP-IRS routing path with the single active IRS involved (i.e., \( \Omega \)), problem (P3) reduces to the following joint beamforming optimization problem
\[
(P4) : \quad \max_{\Phi_{s_{\mu(1)}},\eta_{s_{\mu(1)}},\Omega} \log_2 \left(1 + \frac{P_B}{\|g_{0,J+1}^H w_B\|^2} \right)^2
\]
s.t. (17), (18a) - (18c).

The optimal solution to problem (P4) is given as follows, which is proved in [1].

**Lemma 1**: Given any feasible SAMP-IRS routing path \( \Omega \), the optimal solution to problem (P4) is given by
\[
\Psi_{s_{\mu(1)}}^{\mu(1)}, \eta_{s_{\mu(1)}}^{\mu(1)}(\Phi_{s_{\mu(1)}}) = \sum_{m=1}^{\mu(1)} P_{s_{\mu(1)}} G_{0,s_{\mu(1)}} w_B^{\mu(1)} \left[ + \sigma_p^2 \right] \right|^2 \right]^2
\]
where
\[
\begin{align*}
\eta_{s_{\mu(1)}}^{\mu(1)}(\Phi_{s_{\mu(1)}}) &\triangleq a_{r,k}(s_{\mu(1)}; s_{\mu(1); k+1}, U_{s_k}) \\
\Theta_{s_{\mu(1)}}^{\mu(1)}(\Phi_{s_{\mu(1)}}) &\triangleq a_{r,k}(s_{\mu(1)}; s_{\mu(1); k+1}, U_{s_k}) \in \Omega
\end{align*}
\]
objective function and constraints of (1)–(3). To deal with this challenge, we first present an important result below.

**Lemma 2:** The solution to problem (P5) can be obtained by solving the following two subproblems separately.

\[
\begin{align*}
(P6.a) & : \max_{\Omega_{BA}} \frac{M^2 \mu(1)^2 - 2M\beta \mu(1)}{d_{0,s_1}^2 \prod_{k=1}^{(1)-1} d_{s_k,s_{k+1}}^2} \quad \text{s.t.} \quad (1) - (3), \\
(P6.b) & : \max_{\Omega_{AU}} \frac{d_{s_{K+1},J+1}^2 \prod_{k=1}^{K-1} d_{s_{K+1},s_{k+1}}^2}{M^2 K - 2\mu(1) - \mu(1) + 1} \quad \text{s.t.} \quad (1) - (3),
\end{align*}
\]

where \( \Omega_{BA} \triangleq \{ s_1, s_2, \ldots, s_{\mu(1)-1} \} \) and \( \Omega_{AU} \triangleq \{ s_{\mu(1)+1}, s_{\mu(1)+2}, \ldots, s_K \} \).

**Proof:** First, we consider the effect of \( f_{AU} \) on the receive SNR given any \( f_{BA} \). Since the receive SNR is given by

\[
\gamma_{SAMP}^{(1)} = \frac{\sigma^2_i}{\sigma^2_i + \frac{\mu(1)^2}{\beta(1)/f_{DA}}} = \frac{\mu(1)^2}{\beta(1)/f_{DA}},
\]

we can easily show that \( \frac{\partial \gamma_{SAMP}^{(1)}}{\partial f_{DA}} > 0 \). This indicates that regardless of the routing path from the active IRS to user, it is always optimal to maximize \( f_{BA} \) for maximizing \( \gamma_{SAMP}^{(2)} \). These lead to the conclusion that maximizing the receive SNR over the multi-reflection path can be equivalently transformed to the channel power gain maximization for the two sub-paths. Combining the above results with (23) and (24) leads to the desired result, thus completing the proof.

**Remark 1** (Decomposable Routing Path): Lemma 2 shows an interesting result that the SAMP-IRS routing design can be equivalently decomposed into two separate sub-path routing designs, which can be intuitively explained as follows.

First, the BS→active IRS reflection path determines the maximum channel gain at the active IRS. The larger the incident signal power, the smaller the effective received noise at the user and hence a higher SNR. Second, the active IRS→user reflection path determines the path-loss of the reflected signal power. The smaller the path-loss, the larger the received signal power and hence a higher SNR.

Next, we solve the optimization problems (P6.a) and (P6.b) by using graph theory [28].

- **Problem Reformulation:** First, it can be shown that maximizing \( f_{BA}(\Omega) \) in problem (P6.a) and \( f_{AU}(\Omega) \) in problem (P6.b) are equivalent to minimizing

\[
\begin{align*}
\frac{1}{f_{BA}(\Omega)} &= \frac{M^2}{T} \frac{d_{0,s_1}^2 \prod_{k=1}^{(1)-1} d_{s_k,s_{k+1}}^2}{M^2 \beta}, \\
\frac{1}{f_{AU}(\Omega)} &= M^2 \frac{d_{s_{K+1},J+1}^2 \prod_{k=1}^{K-1} d_{s_{K+1},s_{k+1}}^2}{M^2 K - 2\mu(1) - \mu(1) + 1}.
\end{align*}
\]

Then, by taking the logarithm of (26) and (27) and ignoring irrelevant constant terms, problems (P6.a) and (P6.b) can be reformulated as

- **(P7.a):** \( \min_{\Omega_{BA}} \ln \frac{d_{0,s_1}}{M \sqrt{\beta}^{\mu(1)-1}} + \sum_{k=1}^{\mu(1)-1} \ln \frac{d_{s_k,s_{k+1}}}{M \sqrt{\beta}} \quad \text{s.t.} \quad (1) - (3), \)

- **(P7.b):** \( \min_{\Omega_{AU}} \ln \frac{d_{s_{K+1},J+1}}{M \sqrt{\beta}^{\mu(1)-1}} + \sum_{k=\mu(1)+1}^{\mu(1)-1} \ln \frac{d_{s_{K+1},s_{k+1}}}{M \sqrt{\beta}} \quad \text{s.t.} \quad (1) - (3). \)

**Modified Shortest-path Algorithm:** As problems (P7.a) and (P7.b) have similar forms, we only present the algorithm for solving (P7.a) in the sequel, while the same method can be used for solving problem (P7.b). To be specific, we first recast problem (P7.a) into a shortest simple-path problem (SSPP), by constructing a directed weighted graph \( G_{BA} = (\mathcal{V}_{BA}, \mathcal{E}_{BA}) \), where the vertex set is defined as \( \mathcal{V}_{BA} \triangleq \{ 0, s_{\mu(1)} \} \cup \{ J_{\mathcal{B}} \} \) (note that \( J_{\mathcal{B}} \) is a set of nodes located between the BS and the active IRS, which is determined by the network topology).

Moreover, there exists an edge between any two vertices \( i, j \in \mathcal{V}_{BA} \) if \( c_{ij} = 1 \) and \( d_{ij} > d_{i,0} \), and hence the edge set is expressed as \( \mathcal{E}_{BA} \triangleq \{ (0,j)\mid c_{0,j} = 1, j \in \mathcal{V}_{BA} \} \cup \{ (i,j)\mid c_{ij} = 1, d_{ij} > d_{i,0}, i,j \in \mathcal{V}_{BA} \} \cup \{ (j,s_{\mu(1)}\mid c_{j,s_{\mu(1)}} = 1, j \in \mathcal{V}_{BA} \} \). In addition, the weight between any two nodes \( i, j \in \mathcal{V}_{BA} \) is defined as \( W_{ij} = \ln(d_{ij}/M \sqrt{\beta}) \).

Next, problem (P7.a) can be solved by using the graph-optimization algorithm. It is worth noting that different from the conventional graph with positive edge weights only, there may exist negative edge weights in the constructed graph \( G_{BA} \) (i.e., \( d_{ij} < M \sqrt{\beta} \)). Thus, we devise an efficient algorithm below to solve problem (P7.a) by taking into account the cases with and without negative weights, respectively [28].

Specifically, if there are no negative weights, the classical Dijkstra algorithm can be directly applied to solve problem (P7.a). On the other hand, if there exist negative weights, the classical Dijkstra algorithm cannot guarantee to attain the optimal solution in general as it operates in a greedy manner. Thus, we resort to a recursive algorithm (i.e., dynamic programming) to solve the all hops shortest paths (AHSP) problem [47], aiming to find the shortest paths from a given source to any other node in the constructed graph for all possible hop counts. Accordingly, the shortest path of the AHSP can be easily obtained, with the details omitted due to limited space.

**B. Select Active IRS for Beam Routing or Not?**

In this subsection, we compare the achievable rates of the multi-hop beam routing designs with and without the active IRS involved, based on which we shed key insights into the active-IRS selection for beam routing.

First, consider the SAMP-IRS beam routing design with the active IRS. Let \( f_{BA}^* \) and \( f_{AU}^* \) denote the maximum channel power gains of the BS→active IRS and active IRS→user paths, which are determined by the inter-IRS distances and number of passive reflecting elements. Then the corresponding achievable rate is given by \( R_{\text{SAMP}}^* = \log_2(1 + \gamma_{\text{SAMP}}^*), \) where...
the maximum SNR is
\[
\gamma_{\text{SAMP}} = \frac{P_B N f_{\text{AU}}^s f_{\text{BA}}^s}{f_{\text{AU}}^s \sigma_T^2 + \frac{1}{s^2} P_B f_{\text{BA}}^s + \frac{1}{s^2} f_{\text{BA}}^s f_{\text{AU}}^s}.
\]
(28)

Next, for the passive-IRS beam routing design, we denote by \( f_{\text{BU}}^s = |(\mathbf{y}_B^H) \mathbf{w}_B^s|^2 \) the maximum achievable channel power gain [28]. Then the achievable rate is given by \( R_{\text{pas}}^* = \log_2(1 + \gamma_{\text{pas}}^*) \), where its maximum SNR is \( \gamma_{\text{pas}}^* = P_B f_{\text{BU}}^s / \sigma_T^2 \).

Comparing the above leads to the following key result.

Theorem 1: For the SAMP-IRS aided wireless communication system, the active IRS should be selected for beam routing (i.e., \( R_{\text{SAMP}}^* \geq R_{\text{pas}}^* \)), if
\[
\frac{N}{\sigma_T^2} \geq \frac{f_{\text{BU}}^s}{f_{\text{BA}}^s \sigma_T^2} + \frac{P_B f_{\text{BU}}^s}{P_{\mu(1)} f_{\text{AU}}^s \sigma_T^2} + \frac{f_{\text{BU}}^s}{f_{\text{BA}}^s f_{\text{BU}}^s f_{\text{AU}}^s}.
\]
(29)

Based on Theorem 1, the effects of active-IRS amplification power and number of active reflecting elements on the active-IRS selection for beam routing are characterized as follows.

Corollary 1 (Effect of Amplification Power): Given the number of active reflecting elements \( N \), we have \( R_{\text{SAMP}}^* \geq R_{\text{pas}}^* \), if the amplification power \( P_{\mu(1)} \) satisfies
\[
P_{\mu(1)} \geq \frac{f_{\text{BU}}^s \sigma_T^2 (P_B f_{\text{BA}}^s + \frac{1}{s^2})}{f_{\text{AU}}^s (N f_{\text{BA}}^s \sigma_T^2 - f_{\text{BU}}^s \sigma_T^2)}.
\]
(30)

Corollary 1 shows that it is preferred to select the active IRS for cooperatively constructing a multi-reflection path if the active-IRS amplification power is sufficiently large. This is intuitively expected since a higher amplification power will lead to a higher amplification factor.

Corollary 2 (Effect of Number of Active Reflecting Elements): Given the active amplification power \( P_{\mu(1)} \), we have \( R_{\text{SAMP}}^* \geq R_{\text{pas}}^* \), if the number of active reflecting elements \( N \) satisfies
\[
N \geq \frac{f_{\text{BU}}^s \sigma_T^2}{f_{\text{BA}}^s \sigma_T^2} + \frac{P_B f_{\text{BU}}^s}{P_{\mu(1)} f_{\text{AU}}^s \sigma_T^2} + \frac{f_{\text{BU}}^s}{f_{\text{BA}}^s f_{\text{BU}}^s f_{\text{AU}}^s}.
\]
(31)

Corollary 2 indicates that it is desirable to select the active IRS for beam routing if the number of active reflecting elements is sufficiently large. This is expected since the achievable rate of the SAMP-IRS beam routing has a power scaling order of \( O(N) \).

Remark 2 (What Determines the Beam Routing Path?): Lemma 2 shows that if the active IRS is involved in the beam routing, the best routing path is determined by the passive IRSs only e.g., the number of passive reflecting elements \( M \) and inter-IRS distances; while it is independent of the configurations (e.g., size and amplification factor) of the active IRS. However, the optimal beam routing design in the proposed SAMP-IRS aided wireless system is jointly determined by the active and passive IRSs. Specifically, if the active-IRS amplification power \( P_{\mu(1)} \) and/or number of active elements \( N \) are sufficiently large, the active IRS should be selected for cooperative beam routing and vice versa.

V. MULTI-HOP BEAM ROUTING FOR MAMP-IRS AIDED WIRELESS COMMUNICATION

In this section, we consider the general MAMP-IRS aided wireless communication system where multiple active and passive IRSs cooperatively form a multi-reflection path to assist the downlink communication. For this case, we first characterize the receive SNR for the end-to-end MAMP-IRS beam routing path. Then, we approximate it into a more tractable form and propose an efficient algorithm to obtain a near-optimal solution to problem (P2) by using graph theory. The results can be straightforwardly combined with that of the passive-IRS-only case to yield the optimal MAMP-IRS beam routing similarly as in Section IV-A2, with the details omitted for brevity.

A. Proposed Solution to Problem (P2)

Similar to the case of SAMP-IRS beam routing, to solve problem (P2), we first optimize the joint beamforming design for any feasible MAMP-IRS routing path \( \Omega \), based on which we further optimize the routing path.

1) Joint Beamforming Optimization Given Any MAMP-IRS Routing Path: First, given any feasible MAMP-IRS routing path \( \Omega \), problem (P2) reduces to the following joint beamforming optimization problem
\[
(P8): \quad \max_{\mathbf{w}_B, (\Psi_{skp})_{k \in K}, (\eta^*_{\mu(k_a)})_{\mu(k_a) \in K}} \log_2 (1 + \gamma_{\text{MAMP}})
\]
\[
\text{s.t.} \quad (8) - (13), (16a) - (16c).
\]

The optimal solution to problem (P8) is obtained by using the similar method as for Lemma 1.

Lemma 3: Given any feasible MAMP-IRS routing path \( \Omega \), the optimal solution to problem (P8) is given by
\[
\Psi_{skp}^* \equiv e^{j \angle \{\mathbf{a}_k(x_{skp})\}_m - \angle \{\mathbf{a}_k(x_{skp})\}_m}, \quad \forall m \in M, \ k_p \in K \setminus K_a,
\]
\[
\Phi_{\mu(k_a)}^* \equiv e^{j \angle \{\mathbf{a}_k(x_{\mu(k_a)})\}_n - \angle \{\mathbf{a}_k(x_{\mu(k_a)})\}_n}, \quad \forall n \in N, \ \mu(k_a) \in K_a,
\]
\[
\mathbf{w}_B^* = \mathbf{a}_t \left( \beta_{0,skp}^1 U_0 / \| \mathbf{a}_t \left( \beta_{0,skp}^1 U_0 \right) \| \right),
\]
\[
\eta_{\mu(k_a)}^* = \sqrt{\frac{P_{\mu(k_a)}}{\beta_{0,skp}^1 + \frac{1}{s^2} + \frac{1}{s^2} \| \mathbf{a}_t \left( \beta_{0,skp}^1 U_0 \right) \|^2}}, \quad \forall \mu(k_a) \in K_a,
\]
where the received signal and noise at the selected active IRS \( x_{\mu(k_a)} \) are defined as
\[
y_{\mu(k_a)}^{(\text{signal})} \triangleq P_B \Phi_{\mu(k_a)}^* G_{0,0,skp} \mathbf{w}_B^* w_2^2,
\]
and \( y_{\mu(k_a)}^{(\text{noise})} \triangleq \beta_{0,skp}^1 \sum_{i=1}^{k_a-1} \| \Phi_{\mu(k_a)}^* \sum_{j=1}^{k_a-1} G_{i,j} \|^2 \), respectively.

Lemma 3 indicates that the optimal joint beamforming design of the BS, active IRSs, and passive IRSs are intrinsically determined by the MAMP-IRS routing path (see, (32)–(35)).
Lemma 4: For any selected active IRS \( s_\mu(k_a) \), its optimal amplification factor given in (35) can be approximated as
\[
\eta_{\mu(k_a)}^* \approx \tilde{\eta}_{\mu(k_a)}^* = \frac{P_{s_\mu(k_a)}}{\sqrt{P_B \left| \Phi_{s_\mu(k_a)}^* \right|^2 G_{0,s_\mu(k_a)}^* w_B^* + \sigma_F^2 \left| \Phi_{s_\mu(k_a)}^* \right|^2 N}^2}.
\] (36)

Proof: See Appendix A. \( \square \)

2) MAMP-IRS Routing Optimization: With the optimal joint beamforming design in Lemma 3, we then define respectively \( f_{0,s_\mu(1)}(\Omega) \), \( f_{\mu(k_a),s_\mu(k_a+1)}(\Omega) \), and \( f_{\mu(K_a),1} + 1(\Omega) \) as the end-to-end channel power gains of the BS—the first selected active IRS, \( k_a \)-th active IRS—\((k_a+1)\)-th active IRS, and \( K_a \)-th active IRS—user reflection sub-paths, as shown at the bottom of the next page. Substituting (37)–(39) into problem (P2) yields the equivalent problem (P9) for the MAMP-IRS routing optimization, as shown at the bottom of the next page. Note that problem (P9) is a combinatorial optimization problem due to the discrete optimization variables (i.e., \( \Omega \)), which is difficult to solve optimally in general. To address this issue, we first present an important lemma as follows.

Lemma 5: Given any active IRS beam routing path that specifies the indices of active IRSs in \( \Omega \), i.e., \( \Omega_{\text{act}} = \{s_{\mu(1)}, s_{\mu(2)}, \ldots, s_{\mu(K_a)}\} \), problem (P9) reduces to \( K_a + 1 \) subproblems, corresponding to the passive-IRS beam routing optimization for maximizing the effective channel power gain of the sub-paths from the BS to the first active IRS \( s_{\mu(1)} \) (given in (37)), from the last active IRS \( s_{\mu(K_a)} \) to the user (given in (39)), as well as between each two adjacent (selected) active IRSs along \( \Omega_{\text{act}} \) (given in (38)).

Proof: See Appendix B. \( \square \)

Lemma 5 can be regarded as a general version of Lemma 2, which shows that given any active-IRS routing path \( \Omega_{\text{act}} \), the complicated MAMP-IRS routing optimization problem (i.e., problem (P9)) can be equivalently decomposed into a set of independent subproblems for the passive-IRS beam routing. More importantly, it also indicates that regardless of the active-IRS routing path, the optimal passive-IRS routing path between each two active IRSs is always the one that maximizes the effective cascaded channel power gain. These facts thus motivate us to develop a new hierarchical MAMP-IRS beam routing design for solving problem (P9), with two key procedures elaborated as follows.

• Phase 1 (Inner passive-IRS beam routing): The first phase aims to determine the optimal passive-IRS routing paths between each two active IRSs and that between the BS/user and each active IRS. Take the passive-IRS routing between two active IRSs as an example. If there exists a feasible path (consisting of passive IRSs only) between active IRSs \( i \) and \( j \) with \( i, j \in J_a \), its inner passive-IRS routing optimization problem can be formulated as
\[
(P10): \max_{\hat{\Omega}_{i,j}} f_{i,j}(\hat{\Omega}_{i,j}) \quad \text{s.t.} \quad (1) - (3),
\]

where \( \hat{\Omega}_{i,j} \triangleq \{s_1, s_2, \ldots, s_{K_{i,j}}\} \) denotes the passive-IRS routing path between the two active IRSs with \( K_{i,j} \) denoting the number of passive IRSs in the path. Moreover, \( f_{i,j}(\hat{\Omega}_{i,j}) \) is the effective channel power gain between active IRSs \( i \) and \( j \), which is given by
\[
f_{i,j}(\hat{\Omega}_{i,j}) \triangleq M_{2K_{i,j}+1} \frac{\beta_{K_{i,j}+1}}{d_{s_i,s_{K_{i,j}}}^2 + d_{s_{K_{i,j}},s_{K_{i,j}+1}}^2}.
\] (41)

The optimal solution to problem (P10) can be obtained by following the similar procedures in Section IV-A2, which is denoted by \( f_{i,j}^* \).

• Phase 2 (Outer active-IRS beam routing): Given the optimal inner passive-IRS beam routing designed in Phase 1 as well as the corresponding effective channel power gains of the paths among active IRSs (i.e., \( f_{i,j}^* \)), the second phase aims to optimize the outer active-IRS routing path for maximizing the achievable rate, which is formulated as problem (P11), as shown at the bottom of the next page.

Problem (P11) is still challenging to solve since the objective function is highly complicated due to the intrinsic coupling of \( \Omega_{\text{act}} \) in the objective function and constraint (40), as shown at the bottom of the next page. Hence, to make the problem more tractable, an explicit expression for the receive SNR is presented below.

Lemma 6: Given the optimal joint beamforming in Lemma 3 and the maximum effective channel power gains between each two active IRSs in (41), the receive SNR at the user over the MAMP-IRS routing path given in (42a) can be equivalently expressed as
\[
\gamma_{\text{MAMP}} = \frac{N^{K_a}}{\sum_{k_a=1}^{K_a+1} \sum_{i_1=1}^{K_a} \prod_{i=i_1}^{k_a} \prod_{j=1}^{K_a} } N_{\text{act}} - 2}
\] (43)

where \( \gamma_i \) represents the per-hop SNR between nodes \( i \) and \( i \in \Omega_{\text{act}} = \{\Omega_{\text{act}}, J + 1\} \), defined as
\[
\gamma_i = \begin{cases} 
  P_B f_{0,s_{\mu(1)}} / \sigma_F^2 & \text{if } i = 1 \\
  P_{s_{\mu(i-1)},s_{\mu(i)}} / \sigma_F^2 & \text{if } 2 \leq i \leq K_a \\
  P_{s_{\mu(K_a)}, s_{\mu(K_a)}, J+1} / \sigma_F^2 & \text{if } i = J + 1.
\end{cases}
\] (44)

Proof: See Appendix C. \( \square \)

Lemma 6 demonstrates a fundamental tradeoff between maximizing the prominent multiplicative active-IRS beamforming gain (see the numerator in (43)) versus minimizing the accumulated amplification noise power (see the denominator in (43)).

By using Lemmas 3–6, problem (P11) can be equivalently transformed into the following problem
\[
(P12): \max_{\Omega_{\text{act}}} \frac{N^{K_a}}{\sum_{k_a=1}^{K_a+1} \sum_{i_1=1}^{K_a} \prod_{i=i_1}^{k_a} \prod_{j=1}^{K_a} } N_{\text{act}} - 2}
\text{s.t.} \quad (1) - (3), \quad (16a).
\]

Note that the denominator of the objective function is a complicated function of the per-hop SNR of all selected active IRSs, which is determined by the active-IRS routing path \( \Omega_{\text{act}} \). To tackle this difficulty, we first obtain a more tractable
approximation for the receive SNR given in (43), which shall facilitate the design of a near-optimal MAMP-IRS routing path.

**Theorem 2:** For the MAMP-IRS routing path \( \Omega \), in the high-SNR regime, the receive SNR given in (43) is approximated as

\[
\gamma_{\text{MAMP}} \approx \gamma_{\text{MAMP}}^{\text{app}} = N K_a \left[ \sum_{k_a=1}^{K_a+1} \frac{1}{\gamma_{k_a}} \prod_{j=1}^{K_a-2} N \right]^{-1} \quad \text{(45)}
\]

**Proof:** See Appendix D.

Theorem 2 is intuitively expected since the receive SNR in (45) is an approximation of (43) by dropping several non-dominant terms to the denominator, which thus have a negligible effect in the high-SNR regime. To show this, we numerically illustrate the accuracy of the obtained receive-SNR approximation in Fig. 3 under the system setup with 4 reflection hops (i.e., \( K_a = 3 \)) and \( N = 100 \). It is observed that the achievable rate based on the SNR approximation in (45) is very close to that of the exact receive SNR, when the per-hop SNR is larger than 5 dB. Moreover, it is worth noting that the high-SNR condition can be achieved easily in the considered MAMP-IRS aided wireless system. For example, for an indoor system with \( P_B = 20 \) dBm, \( \beta = -46 \) dB, \( d = 12 \) m, \( \sigma_{F}^2 = -70 \) dBm, and \( \sigma^2 = -80 \) dBm, the corresponding per-hop SNR can easily reach 20 dB. While for the low-SNR regime, i.e., \( \gamma < 5 \) dB, the obtained receive-SNR approximation may lead to the modest overestimation of the actual achievable rate.

With Theorem 2, problem (P12) can be approximated as follows by replacing the objective function with its approximation.

\[
\text{(P13)}: \max_{\Omega_{\text{act}}} \gamma_{\text{MAMP}}^{\text{app}} \quad \text{s.t.} \quad (1)-(3), (16) \text{a).}
\]

In the following, we propose an efficient algorithm to solve problem (P13) by using graph theory similarly as in Section IV-A2.

First, maximizing \( \gamma_{\text{MAMP}}^{\text{app}} \) in problem (P13) is equivalent to minimizing

\[
\frac{1}{\gamma_{\text{MAMP}}^{\text{app}}} = \frac{1}{N K_a} \sum_{k_a=1}^{K_a+1} \frac{1}{\gamma_{k_a}} \prod_{j=1}^{k_a-2} N \quad \text{(46)}
\]

Theorem 3 will further simplify the above optimization problem by specifying an efficient algorithm to solve problem (P9).

\[
\text{(P9)}: \max_{\Omega} P_B N^2 K_a f_{s_{\mu}(K_a), J+1}(\Omega) \eta^2_{\mu (K_a)} \left[ \prod_{k_a=1}^{K_a-1} f_{s_{\mu (K_a), s_{\mu (k_a+1)}}(\Omega) \eta^2_{\mu (k_a)}} \right] f_{0, s_{\mu (1)}}(\Omega)
\]

s.t. \( (1)-(3), (16a), (37)-(40) \).

\[
\text{(P11)}: \max_{\Omega_{\text{act}}} P_B N^2 K_a f_{s_{\mu (K_a), J+1}}(\Omega) \eta^2_{\mu (K_a)} \left[ \prod_{k_a=1}^{K_a-1} f_{s_{\mu (K_a), s_{\mu (k_a+1)}}(\Omega) \eta^2_{\mu (k_a)}} \right] f_{0, s_{\mu (1)}}(\Omega)
\]

s.t. \( (1)-(3), (16a), (40) \).
Next, substituting (44) into (46) yields (47), as shown at the bottom of the page. Then, problem (P13) can be reformulated as

\[
\text{(P14)}: \min_{\Omega_{\text{act}}^{*}(K_{a})} \frac{1}{N K_{a}} \times \varphi(K_{a}, \{s_{\mu(k_{a})}\}_{k_{a}=1}^{K_{a}})
\]

s.t. (1) – (3), (16a).

**Lemma 7:** The solution to problem (P14) can be obtained by solving the following problem

\[
\text{(P15)}: \min_{K_{a}} \left[ \frac{1}{N K_{a}} \times \left( \min_{\{s_{\mu(k_{a})}\}_{k_{a}=1}^{K_{a}}} \varphi(K_{a}, \{s_{\mu(k_{a})}\}_{k_{a}=1}^{K_{a}}) \right) \right]
\]

s.t. (1) – (3), (16a).

**Proof:** Let \(\Omega_{\text{act}}^{*}(K_{a})\) denote the optimal active-IRS routing path with \(K_{a}\) selected active IRSs. Thus, it can be easily shown that minimizing \(1/N \times \varphi(K_{a}, \{s_{\mu(k_{a})}\}_{k_{a}=1}^{K_{a}})\) is equivalent to the following two-layer problem: 1) the inner layer is to optimize the active-IRS routing path \(\Omega_{\text{act}}\) for minimizing \(\varphi(K_{a}, \{s_{\mu(k_{a})}\}_{k_{a}=1}^{K_{a}})\) given any feasible \(K_{a}\); 2) the outer layer is to search the optimal \(K_{a}\) for minimizing \(1/N K_{a} \times \varphi(K_{a}, \{s_{\mu(k_{a})}\}_{k_{a}=1}^{K_{a}})\).

To solve the inner problem, we transform the inner problem into the following form

\[
\text{(P16)}: \min_{\{s_{\mu(k_{a})}\}_{k_{a}=1}^{K_{a}}} \frac{\sigma_{F}^{2}}{P_{B} f_{0,s_{\mu(1)}}} + \frac{\sigma_{F}^{2} \prod_{k_{a}=1}^{K_{a}} N}{P_{s_{\mu(k_{a})}} f_{s_{\mu(k_{a})},J+1}}
\]

\[
+ \sum_{k_{a}=2}^{K_{a}} \frac{\sigma_{F}^{2} \prod_{k_{a}=1}^{K_{a}-2} N}{P_{s_{\mu(k_{a}-1)}} f_{s_{\mu(k_{a}-1)},s_{\mu(k_{a})}}} \]  

s.t. (1) – (3).

It is observed that problem (P16) has a similar form with problems (PT.a) and (PT.b). Thus, the proposed graph-optimization algorithms in Section IV-A2 can be readily applied to solve problem (P16). Next, the outer problem can be solved by an exhaustive search for the optimal number of active IRSs.

**Remark 3 (Computation Complexity Analysis):** First, for Phase 1, we say there is an inter-active-IRS edge between each two active IRSs (and between the BS/user and active IRS) if there exists a feasible all-passive-IRSs routing path in between. The total number of inter-active-IRS edges is denoted by \(E_{\text{act}}\). Then, for the passive-IRS routing design between each two active IRSs, its worst-case complexity is \(O(J_{p} |E|)\) where \(E\) denotes the edge set of the whole graph. Hence, the worst-case complexity of Phase 1 is \(O(E_{\text{act}} J_{p} |E|)\) [28].

Next, the complexity of Phase 2 depends on the inner-layer and outer-layer problems. For the inner-layer active-IRS beam routing optimization, its routing graph can be represented by \(G_{0,J+1} = (V_{0,J+1}, E_{0,J+1})\), where \(V_{0,J+1}\) denotes the set of the BS, user, and active IRSs; and \(E_{0,J+1}\) denotes the inter-active-IRS edge set. Given the number of selected active IRSs, \(K_{a}\), the worst-case complexity for solving the inner problem is \(O(K_{a} |E_{0,J+1}|)\) [47]. Accounting for the outer-layer search for the optimal \(K_{a}\), the worst-case complexity of Phase 2 is \(O(K_{a} |E_{0,J+1}|) = O(J_{a}^{2} |E_{0,J+1}|)\). To summarize, the overall (worst-case) computation complexity of the proposed MAMP-IRS beam routing algorithm is \(O(|E_{\text{act}}| J_{p} |E| + J_{a}^{2} |E_{0,J+1}|)\).

**Remark 4 (Practical Implementation):** In general, as the number of IRS reflection hops increases, the IRS configuration complexity monotonically increases since more channels need to be estimated and more active/passive IRSs should be coordinated to properly control their reflecting elements in order to form a desired multi-reflection path. Nevertheless, in practice, the multi-IRS configuration complexity can be greatly reduced by designing efficient offline/online channel estimation as well as distributed beam training methods [46], by exploiting the quasi-static channels between the BS and active/passive IRSs as well as those between IRSs. Furthermore, it is worth noting that the minor channel/topology uncertainties may have considerable impact on the multi-hop beam routing design as well as system rate performance, which needs to be studied in future work.

VI. NUMERICAL RESULTS

In this section, we present numerical results to demonstrate the effectiveness of the proposed MAMP-IRS beam routing scheme, while the SAMP-IRS case is its special case whose results can be obtained by setting \(K_{a} = 1\) (see the conference version [1] for more details). The simulation setup is as follows unless otherwise specified. We set \(P_{t} = 20\) dBm, \(T = 4\), \(\lambda = 0.066\) m, \(\beta = (\lambda/4\pi)^{2} = -46\) dB, \(\sigma_{F}^{2} = -80\) dBm, and \(\sigma_{B}^{2} = -70\) dBm [33]. Moreover, we consider the same amplification power for all active IRSs, i.e., \(P_{t} = P_{t} = 10\) dBm, \(\forall \ell \in J_{a}\). As shown in Fig. 4, J IRSs including \(J_{a}\) active IRSs (marked as red diamonds) and \(J_{p}\) passive IRSs (marked as blue circles) are deployed in an indoor environment (e.g., smart factory), where the communication links with available LoS paths are represented by edges.

**A. Optimized Beam Routing Path**

First, we compare in Fig. 4 the optimized MAMP-IRS beam routing paths by the proposed scheme and the optimal one based on the exhaustive search, given different numbers of elements at each passive IRS, \(M_{l}\), and at each active IRS, \(N_{l}\). In particular, Figs. 4(a) and 4(b) illustrate different MAMP-IRS beam routing paths of a small-scale MAMP-IRS system with \(J = 4\) and \(J_{a} = 2\). Several important observations are made as follows. First, it is clearly observed that the

\[
\frac{1}{\gamma_{\text{MAMP}}^{(\text{app})}} = \frac{1}{N K_{a}} \left[ \left( \frac{\sigma_{F}^{2}}{P_{B} f_{0,s_{\mu(1)}}} \right) + \left( \frac{\sigma_{F}^{2} \prod_{k_{a}=1}^{K_{a}} N}{P_{s_{\mu(k_{a})}} f_{s_{\mu(k_{a})},J+1}} \right) + \sum_{k_{a}=2}^{K_{a}} \left( \frac{\sigma_{F}^{2} \prod_{k_{a}=1}^{K_{a}-2} N}{P_{s_{\mu(k_{a}-1)}} f_{s_{\mu(k_{a}-1)},s_{\mu(k_{a})}}} \right) \right] \]  

\[
\varphi(K_{a}, \{s_{\mu(k_{a})}\}_{k_{a}=1}^{K_{a}}) \]

(47)
Fig. 4. Different MAMP-IRS beam routing schemes versus $N$ and $M$.

The proposed MAMP-IRS beam routing scheme yields the same beam routing path as the optimal scheme. Second, as $M$ increases from $M = 600$ to $M = 1200$, more passive IRSs are involved in the passive-IRS beam routing path. This is because when $M$ is larger, the passive beamforming gain brought by traveling through more passive IRSs is more dominant than the increased product-distance path-loss. Moreover, both beam routing paths go through all active IRSs (i.e., red diamonds). This is expected since active IRSs tend to provide a higher active beamforming gain and a power amplification gain in the considered small-scale system. Then, the different MAMP-IRS beam routing paths of a large-scale MAMP-IRS system with $J = 10$ and $J_a = 3$ are plotted in Figs. 4(c) and 4(f). We observe from Figs. 4(e) and 4(f) that for a sufficiently large $M$ (i.e., $M = 1500$), both beam routing paths go through only two active IRSs regardless of the number of active reflecting elements $N$.

B. Effect of System Parameters on the Achievable Rate

Next, for rate performance comparison, we consider the following four benchmark schemes: 1) MAMP-IRS with optimal beam routing, which traverses all feasible routing paths and selects the one that achieves the maximum receive SNR given in (43); 2) MAMP-IRS with myopic beam routing, which sequentially selects IRSs with the minimum edge weight for routing until reaching the user; 3) MAMP-IRS with random beam routing, for which the IRSs are selected randomly; 4) all-passive-IRSs scheme, for which the three active IRSs are replaced by three passive IRSs and the corresponding beam routing design is obtained by using the similar methods in [28].

1) Effect of the Active-IRS Amplification Power: We compare in Fig. 5(a) the achievable rates of different MAMP-IRS beam routing schemes versus the active-IRS amplification power with $N = 100$ and $M = 600$. First, it is observed that the achievable rates of different MAMP-IRS beam routing schemes monotonically increase with the active-IRS amplification power. Second, the proposed MAMP-IRS beam routing scheme achieves close rate performance with the optimal scheme and significantly outperforms the random and greedy benchmarks. Third, the achievable rate of the MAMP-IRS aided system is much higher than that of the all-passive-IRSs scheme at a modest higher energy cost, and the gap increases with the active-IRS amplification power. This is expected since a higher $P_F$ tends to provide a higher power amplification gain.

2) Effect of the Number of Per-Active-IRS Reflecting Elements: Fig. 5(b) plots the achievable rates of different MAMP-IRS beam routing schemes versus the number of reflecting elements at each active IRS, $N$. First, it is observed that the achievable rate of the MAMP-IRS aided system monotonically increases with the number of active reflecting elements $N$. Second, the proposed MAMP-IRS beam routing scheme achieves near-optimal rate performance as compared to the optimal scheme and greatly outperforms the random and greedy benchmarks. Last, the rate gap becomes larger as the per-active-IRS reflecting elements increases due to the higher beamforming gain.
3) Effect of the Number of Active IRSs: In Fig. 5(c), we show the effects of the number of active IRSs on the achievable rate with $N = 100$ and $M = 600$. First, the achievable rate of the MAMP-IRS aided system first monotonically increases with the number of active IRSs, e.g., $J_a \leq 4$, and then tends to saturate when $J_a$ is sufficiently large, e.g., $J_a > 4$. This is because, with more active IRSs being involved in the beam routing path, the power amplification gain brought by the newly involved active IRS appears to be marginal, resulting in a very slight rate increase. Second, the achievable rates of the random and greedy schemes keep unchanged when $J_a > 4$, since the added active IRSs are not involved in their beam routing paths. Last, the rate gap between the MAMP-IRS aided system and passive IRSs aided system first increases with the number of active IRSs ($J_a \leq 4$), and then becomes constant when $J_a > 4$.

4) Effect of Rician Factor: Finally, we consider the more practical Rician fading channel model for all involved MAMP-IRS reflection links, and plot in Fig. 5(d) the achievable rates versus the Rician factor. Note that the joint beamforming of the BS, active IRSs, and passive IRSs is designed based on the dominant LoS channels, as shown in Lemma 3. It is observed that with an increasing Rician factor, the achievable rates for all schemes first increase and then saturate when the Rician factor is sufficiently high. Moreover, even in the low-Rician-factor regime, the proposed MAMP-IRS beam routing scheme still achieves relatively high data rate and greatly outperforms the other benchmark schemes.

VII. Conclusion

In this paper, we studied the multi-hop beam routing design for a new MAMP-IRS aided wireless system, where a number of active and passive IRSs cooperatively establish a virtual LoS multi-reflection path from the BS to the user. In particular, for the special case of the SAMP-IRS aided system, we showed that the active IRS should be selected to establish the beam routing path when its amplification power and/or number of active reflecting elements are sufficiently large. Moreover, for the general MAMP-IRS aided wireless system, we proposed an efficient method to obtain a suboptimal beam routing design by using the hierarchical routing design method, receive SNR approximation, and graph theory. Numerical results demonstrated that the proposed MAMP-IRS aided system attained substantial performance gains over various benchmark schemes under different system settings. In the future, it is an interesting direction to study efficient active/passive IRS placement strategy under the site/topology constraints to further improve the MAMP-IRS beam routing performance. Moreover, this work also opens up a new research direction for hybrid IRS aided wireless networks consisting of both active and passive IRSs.
APPENDIX A

To prove Lemma 4, we only need to verify that \( \tilde{\eta}_{\mu(k_a)}^*/\eta_{\mu(k_a)}^* \approx 1 \). To this end, we have

\[
\frac{\tilde{\eta}_{\mu(k_a)}^*}{\eta_{\mu(k_a)}^*} = \sqrt{\frac{y_{\mu(k_a)}^{(\text{signal})} + y_{\mu(k_a)}^{(\text{noise})} + \sigma_F^2 \| \Phi_{\mu(k_a)}^* \| N^2}{y_{\mu(k_a)}^{(\text{signal})} + \sigma_F^2 \| \Phi_{\mu(k_a)}^* \| N^2}} = 1 + \frac{y_{\mu(k_a)}^{(\text{noise})}}{y_{\mu(k_a)}^{(\text{signal})}} + \frac{\sigma_F^2 \| \Phi_{\mu(k_a)}^* \| N^2}{y_{\mu(k_a)}^{(\text{signal})} + \sigma_F^2 \| \Phi_{\mu(k_a)}^* \| N^2}
\]

(48)

where (a) holds since \( y_{\mu(k_a)}^{(\text{signal})} / y_{\mu(k_a)}^{(\text{noise})} = P_B / \sigma_F^2 \sum_{i=1}^{\gamma-1} \| \Phi_{\mu(k_a)} \| \| v_{\mu(k_a)} \|^2 \geq 1 \). Combining the above steps leads to the desired result.

APPENDIX B

For any two adjacent active IRSs along any given active-IRS routing path \( \Omega_{\text{act}} \), denoted by \( s_{\mu(i)} \), \( s_{\mu(i+1)} \) \( \in \Omega_{\text{act}} \), the cascaded channel power gain in between is defined as \( f_{s_{\mu(i)}, s_{\mu(i+1)}} \). Similar to Lemma 2, we first consider the effect of \( f_{s_{\mu(i)}, s_{\mu(i+1)}} \) on the receive SNR in problem (P9), the receive SNR is given by (49), as shown at the top of the next page. It can be verified from (49) that \( \frac{\partial \gamma_{\text{MAMP}}}{\partial f_{s_{\mu(i)}, s_{\mu(i+1)}}} > 0 \), and hence maximizing \( \gamma_{\text{MAMP}} \) is equivalent to maximizing \( f_{s_{\mu(i)}, s_{\mu(i+1)}} \) and independent of \( f_{s_{\mu(j)}, s_{\mu(j+1)}} \), \( s_{\mu(j+1)} \in \Omega_{\text{act}} \), \( s_{\mu(j)} \neq s_{\mu(i)} \). As such, one can easily conclude that, for any other adjacent active IRSs in \( \Omega_{\text{act}} \), similar result can be easily obtained as above. This leads to the result that maximizing the receive SNR over any given active-IRS routing path can be equivalently transformed to the channel power gain maximization of a set of sub-paths, thus completing the proof.

APPENDIX C

For ease of exposition, we denote \( P_{s_{\mu(0)}} \triangleq P_B \), \( f_{s_{\mu(0)}, s_{\mu(1)}} \triangleq f_0, f_{s_{\mu(K_a)}, s_{\mu(K_a)+1}} \triangleq f_{\mu(K_a), J+1} \), and \( \sigma_F^2 \triangleq \sigma^2 \) in the sequel. Based on (12), the received signal power via the MAMP-IRS multi-reflection path, \( P_{\text{signal}} \), is given by

\[
P_{\text{signal}} = P_{s_{\mu(0)}} N^{2K_a} (f_{s_{\mu(1)}, s_{\mu(2)}} f_{s_{\mu(2)}, s_{\mu(3)}} \cdots f_{s_{\mu(K_a)}, s_{\mu(K_a+1)}}) \\
\times (\eta_{s_{\mu(1)}}^2 \eta_{s_{\mu(2)}}^2 \cdots \eta_{s_{\mu(K_a)}}^2).
\]

(50)

Accordingly, the superimposed amplification noise power at the receiver is given by

\[
P_{\text{noise}} = \sigma^2 N^{K_a} (f_{s_{\mu(1)}, s_{\mu(2)}} \cdots f_{s_{\mu(K_a)}, s_{\mu(K_a+1)}}) \\
\times (\eta_{s_{\mu(1)}}^2 \eta_{s_{\mu(2)}}^2 \cdots \eta_{s_{\mu(K_a)}}^2) + \sigma^2 F N^{K_a-1} (f_{s_{\mu(2)}, s_{\mu(3)}} \cdots f_{s_{\mu(K_a), s_{\mu(K_a+1)}}}) \\
\times (\eta_{s_{\mu(2)}}^2 \cdots \eta_{s_{\mu(K_a)}}^2) + \cdots + \sigma^2 F.
\]

(51)

Consequently, the receive SNR is obtained as

\[
\gamma_{\text{MAMP}} = \frac{P_{\text{signal}}}{P_{\text{noise}}} = \frac{P_{s_{\mu(0)}} N^{2K_a} \prod_{k_a=1}^{K_a+1} f_{s_{\mu(k_a-1)}, s_{\mu(k_a)}} \prod_{k_a=1}^{K_a} \eta_{s_{\mu(k_a)}}^2}{\sum_{k_a=1}^{K_a+1} \sigma_F^2 \prod_{k_a=1}^{K_a} \eta_{s_{\mu(k_a)}}^2}.
\]

(52)

Dividing both the numerator and the denominator by \( \prod_{k_a=1}^{K_a+1} \sigma_F^2 \prod_{k_a=1}^{K_a} \eta_{s_{\mu(k_a)}}^2 \), the numerator in (52), denoted by \( A \), is expressed as

\[
A = P_{s_{\mu(0)}} N^{K_a} \prod_{k_a=1}^{K_a+1} f_{s_{\mu(k_a-1)}, s_{\mu(k_a)}}.
\]

(53)

Accordingly, the denominator, denoted by \( B \), is given by

\[
B = \sum_{k_a=1}^{K_a+1} \prod_{i=1}^{K_a+1} N \eta_{s_{\mu(k_a)}}^2 \prod_{i=1}^{K_a} \sigma_F^2.
\]

(54)

For each selected active IRS \( s_{\mu(i)} \in \Omega_{\text{act}} \), the amplification power constraint needs to be satisfied (i.e., (40)). Substituting (40) into (54), the denominator \( B \) is given by in (55), as shown at the top of the next page. Multiplying both the numerator \( A \) and denominator \( B \) by \( \prod_{k_a=1}^{K_a+1} P_{s_{\mu(i)}} \), the numerator \( \tilde{A} \) now becomes

\[
\tilde{A} = N^{K_a} \prod_{k_a=1}^{K_a+1} \frac{P_{s_{\mu(k_a-1)}, s_{\mu(k_a)}}}{\sigma_F^2}.
\]

(56)

and the denominator \( B \) is given by in (57), as shown at the top of the next page. Let \( \gamma_{\ell} \triangleq P_{s_{\mu(i-1)}, s_{\mu(i)}}/\sigma_F^2 \) denote the per-hop SNR between nodes \( s_{\mu(i-1)} \) and \( s_{\mu(i)} \), based on which the numerator \( \tilde{A} \) and the denominator \( \tilde{B} \) can be respectively rewritten as

\[
\tilde{A} = N^{K_a} \prod_{k_a=1}^{K_a+1} \gamma_{k_a},
\]

\[
\tilde{B} = \sum_{k_a=1}^{K_a+1} \prod_{i=1}^{K_a+1} \gamma_{\ell} \left( \prod_{i=1}^{K_a-1} \gamma_{\ell} \prod_{i=1}^{K_a} \prod_{i=1}^{K_a} \right).
\]

The equivalent SNR expression in MAMP-IRS aided system is then given by in (58), as shown at the top of the next page, where \( (b_1) \) is obtained by dividing both the numerator and the denominator by \( \prod_{k_a=1}^{K_a+1} \gamma_{k_a} \). Combining the above steps leads to the desired result.
\[
\gamma_{\text{MAMP}}^{(s)} = P_B N^2 K_a \sum_{k_a=1}^{K_a} \left( \prod_{t=1}^{K_a-1} P_s^{(t)} \sigma F^2 \right) \left( \prod_{i=1}^{K_a-1} \frac{P_s^{(t)} \sigma F^2}{\sigma^2} \right) \left( \prod_{j=1}^{K_a-1} \frac{P_s^{(t)} \sigma F^2}{\sigma^2} \right) f_0 s_{\mu(1)}.
\]

\[
B = \sum_{k_a=1}^{K_a+1} \left( \prod_{t=1}^{K_a+1} \frac{P_s^{(t)} \sigma F^2}{\sigma^2} \right) \left( \prod_{i=1}^{K_a+1} \frac{P_s^{(t)} \sigma F^2}{\sigma^2} \right) \left( \prod_{j=1}^{K_a+1} \frac{P_s^{(t)} \sigma F^2}{\sigma^2} \right) f_0 s_{\mu(1)}.
\]

\[
\gamma_{\text{MAMP}} = \frac{N K_a \prod_{k_a=1}^{K_a} \gamma_{k_a} \prod_{i=1}^{K_a-1} \gamma_i \prod_{j=1}^{K_a-1} \gamma_j \prod_{t=1}^{T-2} N}{\sum_{k_a=1}^{K_a+1} \sum_{k_a=1}^{K_a} \left( \prod_{t=1}^{K_a-1} \gamma_t \prod_{j=1}^{K_a-1} \gamma_j \prod_{t=1}^{T-2} N \right) \prod_{k_a=1}^{K_a} \gamma_{k_a}^{-1} \prod_{i=1}^{K_a-1} \gamma_i \prod_{j=1}^{K_a-1} \gamma_j \prod_{t=1}^{T-2} N}.
\]

**APPENDIX D**

First, we define

\[
\xi_{\text{MAMP}}^{(s)} = \sum_{k_a=1}^{K_a} \sum_{t=1}^{K_a} \frac{1}{\gamma_t \prod_{j=1}^{K_a-1} \gamma_j} \prod_{t=1}^{T-2} N
\]

and

\[
\xi_{\text{MAMP}}^{(app)} = \sum_{k_a=1}^{K_a+1} \frac{1}{\gamma_0 \prod_{j=1}^{K_a}} \prod_{t=1}^{T-2} N.
\]

as such, to prove Theorem 2, we only need to show that \( \delta \triangleq \lim_{\gamma \to \infty} \xi_{\text{MAMP}}^{(s)} \approx 1 \), given by

\[
\delta \triangleq \lim_{\gamma \to \infty} \xi_{\text{MAMP}}^{(s)} = \lim_{\gamma \to \infty} \left( 1 - \sum_{k_a=1}^{K_a} \frac{1}{\gamma_0 \prod_{j=1}^{K_a}} \prod_{t=1}^{T-2} N \right),
\]

Next, in the high-SNR regime, from the definition of per-hop SNR in (44), one can easily conclude that: 1) \( \frac{1}{\gamma_i} \ll 1 \), \( \forall i \in \Omega_{\text{act}} \); 2) \( \gamma_j \) and \( \gamma_j \) with \( i, j \in \Omega_{\text{act}} \) and \( i \neq j \) are independent of each other; 3) \( \frac{1}{\gamma_0} \gg \frac{1}{\gamma_i} \), \( \forall i \in \Omega_{\text{act}} \); \( i \neq j \). As a result, it can be shown that \( \delta \approx 1 \), thus leading to the desired result in (45).
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