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BAyesian Bent-Line Regression model for longitudinal data with an application to the study of cognitive performance trajectories in Wisconsin Registry for Alzheimer’s Prevention

Abstract: Preclinical Alzheimer’s disease (AD), the earliest stage in the AD continuum, can last fifteen to twenty years, with cognitive decline trajectories nonlinear and heterogeneous between subjects. Characterizing cognitive decline in the preclinical phase of AD is critical for the development of early intervention strategies when disease-modifying therapies may be most effective. In the last decade, there has been an increased interest in the application of change point (CP) models to longitudinal cognitive outcomes. Because patients’ change points can vary greatly, it is essential to model this variation. In this paper, we introduce a BAyesian Bent-Line Regression model longitudinal data on cognitive function in middle-aged adults with a high risk of AD. We provide an approach for estimating the fixed (group-level) and random (person-level) CPs, slopes pre- and post-CP, and intercepts at CP for cognition. Our model not only estimates the individual cognitive trajectories but also the distributions of the cognitive bent line curves at each age, enabling researchers and clinicians to estimate subjects’ quantiles. Simulation studies show that the estimation and inferential procedures perform reasonably well in finite samples. The practical use is illustrated by an application to a longitudinal cognitive composite in the Wisconsin Registry for Alzheimer’s Prevention (WRAP).
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1 Introduction

Alzheimer’s disease (AD), the leading cause of dementia globally (Livingston et al., 2017), is a progressive, neurodegenerative disease associated with cognitive, functional, and behavioural impairments. AD follows a progressive disease continuum that extends from an asymptomatic phase with biomarker evidence of AD pathological changes (preclinical AD), through minor cognitive (mild cognitive impairment [MCI]) and/or neurobehavioral (mild behavioural impairment [MBI]) changes to, ultimately, AD dementia (Porsteinsson et al., 2021). NIA-AA Research Framework defined the staging systems to categorize AD across this continuum (Jack et al., 2018). Studies with potentially disease-modifying drugs conducted at the mild dementia or MCI stages of AD may be too late in the disease process such that progressive neuronal loss and irreversible cognitive impairment may have already occurred (Jessen et al., 2014). Thus, conceptualization and investigation of the pre-MCI (i.e., preclinical) stage of AD are needed to define target populations for interventions at a stage of only mild neuronal damage and with still sufficient functional compensation (Sperling et al., 2011).

Because age is the biggest risk factor of late onset AD, changes in cognition, as functions of age, may be a combined effect of normal aging, AD-related pathology, and/or other neurodegenerative diseases. These cognitive changes are more pronounced in persons who are on a trajectory toward dementia, but this is difficult to distinguish from normal aging early in the process and methods are needed to improve early detection of cognitive decline (Toepper, 2017). Early detection and measurement of accelerating cognitive decline is important. A purpose of our research is to provide improved methods for recognizing when this optimal time window occurs by approximating it with a single point of transition in decrement, labelled a change point (CP).

Segmented linear regression or CP analysis constitutes a valuable framework for the investigation of the timing of cognitive decline and the rates of changes (Karr et al., 2018).
A systematic review of CP studies in dementia and AD shows consistent evidence for non-linear preclinical decline that varies by cognitive domain and demonstrates the utility of measuring cognitive functioning longitudinally in clinical practice, where observed declines in certain domains could serve as early predictors of a future Dementia diagnosis (Karr et al., 2018). An understanding of the empirical research on longitudinal cognitive change can be informative when differentiating AD from normal cognitive aging and potentially different dementia types.

Most previous CP methods align participants by anchoring them at time of diagnosis and then examining trajectories of variables of interest retrospectively for time points of change prior to clinical diagnosis. CPs have been detected at 15.5 years (Williams et al., 2020), 9.6 years (Thorvaldsson et al., 2011), 7.3 years (Grober et al., 2019), 6.8 years (Laukka et al., 2012), 6.6 years (Grober et al., 2019), 5.1 years (Hall et al., 2000), and 2.9 years (Grober et al., 2008) in different cognitive domains prior to AD diagnosis respectively. However, time to diagnosis is obviously not available for clinical use. Hall et al. (Hall et al., 2003) used both chronological age and time to dementia diagnosis to compare age-associated memory decline to disease-associated memory decline, but they only included people who developed dementia. Some studies used cross-sectional data (Luo et al., 2020) or retrospective data (Younes et al., 2019) to determine the ordering of changes in AD biomarkers among cognitively normal individuals, but these studies didn’t allow biomarker CP to vary between participants. A method that can be applied prior to the onset of dementia to characterize accelerated preclinical decline with random CPs would thus be highly valuable when time to dementia is unknown.

Standard segmented linear regression is limited by the fact that the CP is modelled at the same time point for all individuals. This can be reasonable when using time to diagnosis as an explanatory variable but is inappropriate when modelling cognitive decline versus
The CP in AD is highly variable across individuals and can occur anywhere between middle and extreme old age or it may not manifest itself at all. Several authors have, therefore, extended the model to treat the CP as a random effect parameter, thereby, allowing individuals to have distinct CPs (Brilleman et al., 2017; Dominicus et al., 2008; Hall et al., 2003; Jacqumin-Gadda et al., 2006; Segalas et al., 2019; Terrera, Van Den Hout, et al., 2011; van den Hout et al., 2011; Yang & Gao, 2013; Yu et al., 2012). The use of a random CP has the advantage of increasing model flexibility and is, therefore, likely to improve model fit without major alteration of parameter interpretation. Such models provide useful insights when the person-specific timing of the CP is of intrinsic interest, for example, in estimating the onset of cognitive decline in the elderly (Dominicus et al., 2008; Terrera, van den Hout, et al., 2011). However, the conditional distribution of the response variable in these models is assumed to be normal and does not allow us to flexibly model the entire distribution of the cognitive bent line curves at each age. For both clinical and research purposes, quantiles yield more information (e.g., those with high cognitive reserve can be defined as being above specified quantiles, and those in a low quantile can be considered at high risk and eligible for treatment and/or enrolment in a clinical trial). To avoid this shortcoming, Li et al. (C. Li et al., 2015) proposed a quantile regression CP model to describe changes in cognitive function in the preclinical and prodromal stages of AD. However, they assumed a fixed CP and modelled time until diagnosis.

We develop a subject-level bent-line regression model relating cognition to age, which then allows us to and indirectly recover population distributions and their associated quantiles. The latter, being mixtures of individual curves, will typically not be bent lines (see Fig. 2).
Several features in prospective studies of cognition versus age require flexibility when developing subject-specific CP models. First, we have repeated cognition measures and need to account for within-subject dependence at different times. Second, most subjects might not progress to AD or other dementia and their cognition scores versus age might tend to have very little decline and no observed CP. Third, changes in cognition leading to AD are directional and we expect greater decline in cognition after the CP. A model which accounts for random effects, a lack of CPs among some subjects, and constraints on the possible values of some parameters is difficult to fit in a typical likelihood framework using a frequentist estimation technique, so using a Bayesian approach is preferable (Hall et al., 2003). Bayesian methods allow prior distributions which may reflect previous knowledge and with modern software, such as the computational tool Stan (Carpenter et al., 2017), allow great model flexibility. For example, we can summarize posterior quantile curves of cognition versus age without imposing restrictive distribution assumptions.

We are aware of two previous studies of AD which develop Bayesian bent line CP models for cognition versus age and not time to diagnosis. Yu et al. (2012) studied elderly subjects already diagnosed with AD or MCI and measured the time of the CP after enrollment in the study. Li, Benitez, and Neelon (2021) studied a subset of the same elderly population where about one third were cognitively normal and used a latent variable approach to categorize diagnosis. They used a similar parameterization as we do with a directional constraint on the change in slope after the CP, but with different computational tool and only apply their analysis to a randomly chosen subset of fewer than 200 subjects. We are interested in applying the model to a younger and larger cohort where all subjects are cognitively unimpaired upon enrollment and most remain so throughout the study. A suitable data set arises from the Wisconsin Registry for
Alzheimer's Prevention (WRAP). Here we examine a three-test global preclinical Alzheimer's composite (PACC3) (Donohue et al., 2014; Jonaitis et al., 2019). More details about the WRAP cohort are given in (Johnson et al., 2018; Sager et al., 2005); and in Section 5 below.

The following sections will describe the construction of our BAyesian Bent-Line Regression (BaBLR) model with a random CP and constraints on the longitudinal cognitive composite score as a function of age among non-demented individuals at baseline using a prospective study, WRAP, and computational methods in Stan. In Section 2, we will present how the proposed model can accommodate longitudinal cognitive measurements. Section 3 presents the computational methods. Prior distribution specification and posterior inference are also described. In Section 4, the proposed model will be evaluated using simulation studies and Section 5 applies the proposed method to the WRAP dataset. Simulation studies mimic our data application both in terms of the number of subjects and the number of times each longitudinal measurement is observed. We will then close with a discussion of results and future work in Section 6.

2 BAyesian Bent-Line Regression model for longitudinal data

In this section, we propose a Bayesian constrained bent line regression with a random CP model for longitudinal data that involves four random effects (CPs, pre-change slopes, the differences between pre- and post-change slopes, and the expected response at CPs), which are modelled to vary among individuals around central population values. We do not constrain the slope before the CP since its pattern varies. However, the difference between pre- and post-change slopes is constrained to be negative, as we expect a more precipitous decline following the CP (H. Li et al., 2021). This approach may be used to analyse subtle longitudinal change; it is a flexible technique that is appropriate to use to study heterogeneity in change patterns. However, more complicated patterns of decline
than a bent-line model may be more realistic. In practice, each subject is only measured a few times and this simple model is adequate to capture the primary feature of cognitive decline we seek. We should be cautious, however, in assuming linear trends to extend far beyond the extent of the measured data.

Let \( y_{ij} = y_{ij}(t_{ij}) \) denote the \( j \)th observed continuous outcome measurement taken for the \( i \)th participant \((i = 1, \ldots, N)\) at some time points \( t_{ij} \) \((j = 1, \ldots, n_i)\) where \( n_i \) is the number of measurements for subject \( i \) and \( N \) is the number of subjects.

We model the observed outcome measurements using a random CP mixed-effects model of the form

\[
y_{ij} = \beta_{1i} + \beta_{2i}(t_{ij} - \omega_i)I(t_{ij} \leq \omega_i) + (\beta_{2i} + \beta_{3i})(t_{ij} - \omega_i)I(t_{ij} > \omega_i) + \epsilon_{ij} \quad (1)
\]

where \( I \) is the indicator function, \( \omega_i \) is the individual-specific CP, \( \beta_{1i} \) is the individual-specific intercept denoting the expected value of the cognitive test score at the CP, \( \beta_{2i} \) is the individual-specific linear slope before the CP (pre-change slope), and \( \beta_{3i} \) is the individual-specific difference between pre- and post-change slope difference). We elect to model the slope difference rather than the post-slope directly in order to facilitate a sign constraint on this difference. We assume that the slope decrement \( \beta_{3i} \) is less than or equal to zero, so that cognition declines more rapidly after the CP than before. Note that the model allows for cognition to continue to increase after the CP, but only with a smaller slope than before, although we expect most individuals will exhibit an actual negative slope. The individual-specific random parameters \( \beta_{1i}, \beta_{2i}, \beta_{3i}, \omega_i \) can be further specified as

\[
\begin{bmatrix}
\beta_{1i} \\
\beta_{2i} \\
\beta_{3i} \\
\omega_i
\end{bmatrix} =
\begin{bmatrix}
\beta_{10} \\
\beta_{20} \\
\beta_{30} \\
\omega_0
\end{bmatrix} +
\begin{bmatrix}
u_{1i} \\
u_{2i} \\
u_{3i} \\
u_{4i}
\end{bmatrix} \quad (2)
\]
such that $\beta_{10}, \beta_{20}$ and $\beta_{30}$ represent the fixed (population average) intercept, pre-change slope, and the slope difference between post-change and pre-change slope parameters, $\omega_0$ represents the fixed (population average) CP age, and $u_{1i}, u_{2i}, u_{3i}$ and $u_{4i}$ are the individual-level random effects (or deviations from the population average) associated with those parameters. The calculation of the maximum likelihood estimator subject to constraints is often difficult (Marchand & Strawderman, 2004). Hence, we use Bayesian methods for parameter estimation, since order constraints can be readily incorporated into the prior distributions for the model parameters. The term $\epsilon_{ij}$ accounts for individual measurement noise.

We illustrate the model in Fig. 1.

![Diagram of Bayesian Bent-Line Regression (BaBLR) model](image)

Fig. 1: BAyesian Bent-Line Regression (BaBLR) model illustration plot.

The parameters in this figure have the following interpretation: $\beta_{1i}, \beta_{2i}, \beta_{3i}, \omega_i$ denote the expected values for the $i$th subject.

### 3 Bayesian analysis

#### 3.1 Summary of HMC algorithm

The BaBLR is fit using Hamiltonian Monte Carlo (HMC) via the freely available software Stan (Team, 2014). This method adaptively tunes the sampling process during a warm-up phase and can efficiently sample from posterior distributions with correlated
parameters which is often the case for the cognitive model (Annis et al., 2017) and both built-in and user defined distributions can be used. The convergence of the HMC implementation was assessed using several available tools within the Stan software (Stan Development Team, 2020). We used R Version 3.6.2 for pre-processing of data and for post-processing and analysis of the MCMC samples (R Core Team, 2021). We interface with Stan from R using the RStan package (Team, 2014).

We ran 4 independent chains, each with 5000 iterations for warmup and 5000 iterations for inference. We modified the control values (e.g. increasing the target average proposal acceptance probability during Stan's adaptation period) to obtain more efficient sampling. we examined trace plots for each parameter, confirmed that autocorrelations were quite small after short lag times, and observed that the potential scale reduction statistic values $\hat{R}$ (Gelman & Rubin, 1992) were less than 1.05 for all parameters. We note that slow mixing of the pre-change slope required substantially longer chains using the WRAP data with the PACC3 outcome variable than we needed with simulated data other outcome variables from WRAP or other data sets for unknown reasons. The supplement contains the code for fitting BaBLR model.

### 3.2 Prior distribution selection

In the Bayesian framework, we need to specify the values of the hyperparameters of the prior distributions to compute the posterior distributions of the parameters. Following Gelman et al. (2006), we assume weakly informative prior distributions for all parameters. In our general model, we use normal prior distributions with random standard deviations for the population-level slopes and change point and for the individual-level random effects. We use a half-normal prior distribution for the difference in slopes. All scale parameters have half-Cauchy prior distributions. The likelihood uses a zero-mean normal model for the difference between individual outcomes and their expected value,
also using a half-Cauchy prior distribution on the scale parameter. Thus: (i) the prior
distributions for fixed and random effects parameters are taken to be independent normal
or half-normal distributions, with details as follows
\[ \beta_k \sim N(\mu_{\beta_k}, \sigma_{\beta_k}) \text{ for } k = 1, 2, \omega \]
\[ \beta_{30} \sim \text{Half-Normal}(\mu_{\beta_{30}}, \sigma_{\beta_{30}}) \]
\[ u_{ki} \sim N(\mu_{uk}, \sigma_{uk}) \text{ for } k = 1, 2, 3, 4 ; \]
(ii) For the scale parameters, we use a half-Cauchy distribution with location \( \mu_{\sigma_{uk}} \) and
scale \( \sigma_{\sigma_{uk}} \) for \( k = 1, 2, 3, 4 \); (iii) We use a half-Cauchy distribution with location \( \mu_{\epsilon} \) and
scale \( \sigma_{\epsilon} \) for the residual standard deviation of the observed measurements \( \sigma_y \). Note that
\( \sigma \) represents a scale parameter in the unit of measurement in each case. When the
distribution is Normal, it is the standard deviation.

4 Simulation study
In this section we conduct two simulation studies to evaluate the finite sample
performance of the proposed model. To test the implementation of the model, we conduct
simulation 1 to verify that when data are simulated from the proposed model posterior
estimates are appropriately recovered from the Bayesian analysis. For simplicity, we
modelled the joint distribution of random effects for each subject and the unknown
population level parameters as collections of independent random variables a priori,
allowing the posterior sampling process to detect any associations among these variables.
However, in practice, the individual-level random effects are not independent. For
example, an individual with a higher than average mean response value at the change
point might also tend to have a lower slope before the change point. Hence, to see if we
can recover reasonable estimates of correlation between these random effects in the
posterior distribution when present in the true model, even if the prior distribution models
mutual independence, we conduct simulation 2. Simulated correlation values are based
on observed WRAP study data. We use default control values for running Stan except increased adapt_delta and max_treedepth. In the supplement, we show the convergence results from our simulation study. In brief, we found that the four chains mixed very well, with $\hat{R} < 1.05$ for all parameters and low autocorrelations were.

4.1 Simulation 1

We generated datasets based on the proposed model (1) with $i = 1, 2, \ldots, n$, $j = 1, 2, \ldots, n_i$. We made assumptions similar to the preliminary results using our proposed model (1) from the WRAP data. For each individual $i$, we generated the number of biennial visits, $n_i$, from a discrete uniform U[3, 7] distribution. The time scale was age, ranging between 40 and 85 yrs. The details of prior distributions are as follows (Table 1):

| Parameter       | Value | $k$   |
|-----------------|-------|-------|
| $\mu_{ \beta k0}$ | 0     | 1,2,3 |
| $\mu_{ u k}$    | 10    | $\omega$ |
| $\mu_{ \sigma_{ k0}}$ | 0     | 1,2,3,4 |
| $\mu_{ \sigma_{ u k}}$ | 0     | 1,2,3,4 |
| $\sigma_{ \beta k0}$ | 10    | 1,4   |
| $\sigma_{ u k}$  | 1     | 2     |
| $\sigma_{ \sigma_{ u k}}$ | 5     | 3     |
| $\mu_{ \varepsilon}$ | 1     | 2     |
| $\sigma_{ \varepsilon}$   | 5     | 3     |
| $\mu_{ \varepsilon}$ | 0     |       |
| $\sigma_{ \varepsilon}$   | 10    |       |

The mean outcome at CP, slope before CP, and slope difference before and after CP and CP and the standard deviation of these parameters with the true values were shown in table 2. Three sample sizes $n=100$, $n=500$, and $n=1000$ were considered. We used mean bias (BIAS, across the 100 simulated datasets) and 95% coverage between Bayesian posterior estimates and their true population values from the preliminary results using our proposed model (1) from the WRAP data to assess the empirical performance of the
parameter estimates. The simulation results were presented in Table 2. In all cases, we used 4 chains, 5000 warm-ups, and follow-up 5000 iterations.

As shown in Table 2, the average of the standard error estimates is slightly smaller than the empirical standard error for the CP estimator in every case. As a result, the coverage rate of every credible interval for the CP is lower than the nominal level of 95%. Our simulation showed that as the sample size increases the estimate of theoretical standard error approaches the empirical standard error and the empirical coverage probability of credible interval goes up towards 95%.

We also could estimate the distribution of the outcome trajectory. In Figure 2, we selected at random a single simulated data set of 100 subjects and plot the posterior quantile estimate of individual outcome trajectories versus age. We could see that while each individual trajectory follows the bent-line model, due to variation in the time of CPs among individuals, the population-level quantile curves are typically not bent lines and do not have sharply defined change points. We can, however, describe the general location in time where there is the strongest rate of change. Furthermore, we see evidence that the strongest rate of change occurs between 65 and 70 years at the 0.1 quantile, and conversely after 80 years at the 0.9.
Fig. 2. The posterior quantile estimate of individual outcome trajectories versus age.

The grey solid lines indicate the posterior median estimate of individual outcome trajectories, the colored solid lines are the 0.1, 0.5, and 0.9 quantiles, the blue vertical dotted line is the posterior median estimation of population average CP (fixed effects) with 95% credible interval (a single simulated data set of 100 subjects).

4.2 Simulation 2

Although we assume the four individual-specific random parameters $\beta_{1i}, \beta_{2i}, \beta_{3i}, \omega_i$ are independent, it is biologically plausible for there to be correlation. For example, when an individual has a higher outcome value at their CP, it is plausible that the rate of decline prior to the CP is less. This section assessed whether the model could recover the correlation between the random effects. We simulated the data with a true correlation matrix similar to preliminary results using our proposed model (1) from the WRAP data and used the uncorrelated prior distribution in the BaBLR model. The number of simulation runs was 30. The simulation results were presented in Table 3.

Table 3. Simulation results for estimating the correlation matrix

| Parameter     | True values | Estimated mean (SE) | Bias  |
|---------------|-------------|---------------------|-------|
| $\rho_{\sigma_{u1}\sigma_{u2}}$ | 0.807       | 0.615 (0.009)       | -0.192 |
| $\rho_{\sigma_{u1}\sigma_{u3}}$ | 0.160       | 0.197 (0.024)       | 0.037  |
| $\rho_{\sigma_{u1}\sigma_{u4}}$ | -0.553      | -0.597 (0.016)      | -0.044 |
| $\rho_{\sigma_{u2}\sigma_{u3}}$ | 0.077       | 0.099 (0.020)       | 0.022  |
| $\rho_{\sigma_{u2}\sigma_{u4}}$ | -0.423      | -0.518 (0.013)      | -0.095 |
| $\rho_{\sigma_{u3}\sigma_{u4}}$ | -0.404      | -0.496 (0.021)      | -0.092 |
The density plot of the posterior estimate correlation matrix is shown in Figure 3. The true correlation was almost in the middle of the posterior distribution for most of the parameter pairs, but the estimation is not good for the correlation between estimated outcome at CP and slope before CP, slope before CP and CP. As the association between the slope before the CP and the outcome value at the CP is not related to a question of substantial scientific interest in our case study, we are not concerned with the posterior distribution underestimating this relatively strong correlation. Moderate and weak correlations are recovered well. However, for different applications where accurate posterior estimation of potentially strong correlations is important, extending the model to include a more informative prior distribution for these correlations may be merited.

Fig. 3. The density plot of posterior estimate correlation matrix between estimate outcomes at CP (1), slope before CP (2), slope difference before and after CP (3), and CP (4). The red vertical dotted line is the true correlation.
Table 2. Simulation results for estimating model parameters

| Parameter | True values | N = 100 |    | N = 500 |    | N = 1000 |    |
|-----------|-------------|---------|----|---------|----|----------|----|
|           |             | Estimated mean (SE) | Bias | 95% Cov* | Estimated mean (SE) | Bias | 95% Cov | Estimated mean (SE) | Bias | 95% Cov |
| \(\beta_{10}\) | -0.0059 | -0.035 (0.009) | -0.029 | 0.94 | -0.014 (0.011) | -0.0083 | 0.90 | -0.023 (0.009) | -0.017 | 0.92 |
| \(\beta_{20}\) | -0.0052 | -0.0056 (0.0004) | -0.0004 | 0.97 | -0.0052 (0.0003) | -0.0001 | 0.95 | -0.0056 (0.0003) | -0.00044 | 0.99 |
| \(\beta_{30}\) | -0.0085 | -0.030 (0.001) | -0.021 | 0.98 | -0.018 (0.002) | -0.009 | 0.99 | -0.013 (0.002) | -0.005 | 0.99 |
| \(\omega_0\) | 10 | 11.4 (0.22) | 1.4 | 0.93 | 11.4 (0.23) | 1.4 | 0.90 | 10.4 (0.19) | 0.4 | 0.99 |
| \(\sigma_y\) | 0.30 | 0.30 (0.002) | -0.00007 | 0.95 | 0.30 (0.0015) | -0.002 | 0.90 | 0.30 (0.0012) | -0.003 | 0.92 |
| \(\sigma_{u_1}\) | 0.64 | 0.62 (0.006) | -0.022 | 0.96 | 0.63 (0.005) | -0.009 | 0.99 | 0.63 (0.003) | -0.008 | 0.99 |
| \(\sigma_{u_2}\) | 0.02 | 0.02 (0.0002) | -0.0081 | 0.96 | 0.014 (0.0002) | 0.002 | 0.96 | 0.013 (0.0003) | -0.0073 | 0.96 |
| \(\sigma_{u_3}\) | 0.15 | 0.14 (0.002) | -0.0067 | 0.94 | 0.15 (0.002) | -0.005 | 0.95 | 0.15 (0.002) | -0.005 | 0.95 |
| \(\sigma_{u_4}\) | 10 | 10.5 (0.14) | 0.50 | 0.98 | 10.6 (0.16) | 0.60 | 0.90 | 10.2 (0.14) | 0.20 | 0.99 |

* in 100 trials with a 0.95 success probability, there is over a 95% chance that the sample coverage percentage falls between the 0.025 and 0.975 quantiles of 90% and 99%, respectively.
5 Application to the assessment of cognitive function in a longitudinal cohort study

5.1 Study design

The WRAP is a longitudinal observational cohort study enriched with persons having a parental history (PH) of probable Alzheimer's disease (AD) dementia. The WRAP cohort includes neuropsychological data from 1606 participants who enrolled at midlife and were free of dementia at baseline (Johnson et al., 2018; Sager et al., 2005). Enrolment began in 2001; follow-up assessments with second-wave assessments were conducted approximately 2-4 years after baseline and all subsequent wave follow-up visits were conducted at approximately 2-year intervals, with median follow up of 9 years. The biannual, comprehensive neuropsychological battery covered all major cognitive domains (see Johnson et al., 2018 for a complete description). Cognitive status was determined at each visit was classified as CU-S (cognitively unimpaired – standard), CU-D (cognitively unimpaired – declining), MCI (mild cognitive impairment), non-MCI impaired (i.e., impairment such as that associated with the presence of a learning disability), and Dementia (Langhough Koscik et al. 2021).

5.2 Selection of Participants

Participants that had at least three PACC3 scores are included in this study (n(%) = 1068 (66.5%) of 1606 after exclusions).

A summary of the characteristics of the sample and the overall data are presented in Table 4. Of 1068 mean (SD) age at the first cognitive assessment was 58.4(6.4) [range 40.2–73.6] with mean (SD) = 8.2 (2.2) years between the first and last cognitive assessment. At the last cognitive visit, consensus conference review of data indicated that 908 (85.0%) were cognitively unimpaired-stable, 123 (11.5%) were CU-D, 33 (3.1%) were MCI, and 4 (0.4%) had progressed to dementia.

Table 4. Characteristics of the Overall and sample for analysis

|                      | Overall | Analyses data |
|----------------------|---------|---------------|
| N                    | 1606    | 1068          |
| Age at enrolment (years; mean (SD)) | 54.49 (6.8) | 54.14 (6.5) |
| Age at first PACC3 (years; mean (SD)) | 58.74 (6.6) | 58.40 (6.4) |
|                                |   |   |
|--------------------------------|---|---|
| Female (%)                     | 1135 (70.7) | 738 (69.1) |
| APOE e4 carriers (%)           | 609 (39.6)  | 407 (38.1)  |
| Family History (%)             | 1178 (73.3) | 795 (74.4)  |
| College degree (%)             | 932 (58.0)  | 677 (63.4)  |
| WRAT3 Reading (mean (SD))      | 104.60 (10.3) | 107.81 (8.7) |
| Cognitive Status (at enrollment) (%) |   |   |
| CU-S                           | 1415 (88.1) | 965 (90.3)  |
| CU-D                           | 189 (11.8)  | 102 (9.6)   |
| MCI                            | 2 (0.1)     | 1 (0.1)     |

*Overall: Participants who were enrolled with at least a baseline visit at the time of these analyses; Analyses data: Participants who met enrolment criteria.

Abbreviations: College degree, Education years>=16; WRAT3, wide range achievement test (third edition); PACC3, global cognitive composite 3; CU-S, cognitively unimpaired – standard; CU-D, cognitively unimpaired – declining; MCI, mild cognitive impairment.

a The sample size for the first column is N = 1390, second column is N = 1068.

5.3 **Model Building**

Episodic memory quantiles were modelled assuming a piecewise linear trajectory with a CP at the time which the decline of episodic memory quantile accelerated (C. Li et al., 2015). The inspection of spaghetti plots of PACC3 scores against age (Figure 4) suggested that the CP might be different for different individuals on the scale of age, and the CP’s and slopes are different across cognitive statuses (as shown by color coding a subset of the lines by last cognitive status).

We fit Equation 1 to the 1068 subjects in WRAP using cognitive composite PACC3 score as the outcome and age in years at the time scale. We assume the PACC3 decline rate after CP is faster than it is before CP \( \beta_{3i} < 0 \) because we are not interested in when the slope after CP increases, as such a change is inconsistent with the onset of dementia and may be better explained as learning from repeated assessment (i.e., practice effects). Also, we focus on sporadic AD, so we assume the CP could not occur before the age of 40. We used the same prior distributions as in the simulation 1 (Table 1).
for all the parameters with the exception of $\sigma_{u2} \sim \text{lognormal}(0,0.2)$ due to poor mixing behavior when using a half-Cauchy prior distribution for this parameter. We discuss in more detail when we describe the sensitivity analysis. The computational burden to run 10,000 HMC iterations took approximately 10h on a machine with an AMD Ryzen 7 1800X CPU @3.85GHz processor, 8 cores, and 64GB RAM.

In the supplement, we showed the convergence results from the application. In brief, we found the four chains mixed very well, $\hat{R} < 1.05$ for all parameters and autocorrelations were low.

![Fig. 4. Spaghetti plot of individual PACC3 trajectories versus age by last cognitive status (Total n = 34; randomly chose 10 CU-S, 10 CU-D, 10 MCI and all with Dementia). The grey dots and solid lines indicate observed data (n = 1068). Abbreviations: PACC3, global cognitive composite 3; CU-S, cognitively unimpaired – standard; CU-D, cognitively unimpaired – declining; MCI, mild cognitive impairment.](image)

5.4 Analysis Results

Using data from the full PACC3 sample, we used our mixed model in which the CP is allowed to vary across participants. This feature is crucial for real-world application. BaBLR successfully estimated fixed and random parameters. Details of the posterior median estimates and 95% credible intervals are
in column 1 of Table 5. The fit of the BaBLR was illustrated in Figs. 5 and 6. Figure 5 shows the posterior quantile estimate of individual outcome trajectories versus age. The lower quantile has earlier CPs and a faster decline after CPs; the upper quantile has later CPs and a slower decline after CPs. We display the observed and estimated trajectories for 2 selected subjects from each of these CP clusters in Figure 6: the estimated median CP is at the beginning or before the first visit; during visits, and at their last visit. The fit is good with individual predicted trajectories matching the observed marker values. The Fig 6a) subject 1's CP was estimated to be 3 years prior to first cognitive assessment, with MCI observed at the last visit (10 years after CP). Fig 6b) show the data and estimates for a subject without any clinical diagnoses. People who have MCI or dementia are likely to have a CP at a younger age, and most people with normal cognition may have CP at a very late age, and the 0.5, 0.8, and 0.95 quantile intervals are wider. As shown in Figure 5, the range of extrapolation at older ages is wider, therefore, the uncertainty is bigger.

Fig. 5. The posterior quantile estimate of individual outcome trajectories versus age. The grey solid lines indicate the posterior median estimate of individual outcome trajectories, the colored solid lines are quantiles 0.01 to 0.99, the blue vertical dotted line is the posterior median estimate of CP with 95% credible interval, and the density plot is the posterior estimate of CP.
Fig. 6. The fit of the BaBLR for PACC3 for two participants. The colored dots and solid lines by cognitive status are individual observations (blue: CU-S; purple: CU-D; red: MCI), the black solid lines are predicted trajectories, the colored ribbons are 0.5, 0.8, and 0.95 quantile intervals of these predicted trajectories, and the light blue dot is the median CP and estimate PACC3 at CP with 0.5, 0.8 and 0.95 quantile intervals. 6a shows the estimated median CP is before the first visit and 6b shows the estimated median CP is after their last visit.
Caution must be taken regarding sensitivity to the choice of the prior distribution, identifiability, and goodness of fit. Two sensitivity analyses were performed to estimate whether the results are driven by priors. First, we chose different half normal, log normal, and student t distributions to illustrate why we choose this prior and why it is better.

Table 5. Estimates and 95% credible intervals for the Parameters of the Model with different priors for scale parameters

| Parameter | Model 1 (main model) | Model 2 (half_cauchy) | Model 3 (half_normal) | Model 4 (half_t student) |
|-----------|----------------------|-----------------------|-----------------------|-------------------------|
| β10       | 0.0015 [-]           | -0.00047 [-]          | -0.0023 [-0.082,0.053] | -0.0022 [-]              |
|           | 0.049,0.075]         | 0.070,0.055]          |                       | 0.085,0.057]             |
| β20       | -0.0045 [-0.0076,-]  | -0.0053 [-0.0084,-]   | -0.0054 [-0.0087,-]   | -0.0054 [-0.0087,-]      |
|           | 0.00051]             | 0.0022]               | 0.0023]               | 0.0022]                  |
| β30       | -0.0028 [-0.024,-]   | -0.0034 [-0.030,-]    | -0.0043 [-0.037,-]    | -0.0040 [-0.036,-]       |
|           | 0.00001]             | 0.00001]              | 0.00001]              | 0.00001]                 |
| ω0        | 74.95 [72.61,76.64]  | 75.21 [73.80,78.24]   | 75.91 [73.27,79.13]   | 75.89 [73.25,79.05]      |
| σy        | 0.30 [0.29,0.30]     | 0.30 [0.29,0.31]      | 0.30 [0.29,0.31]      | 0.30 [0.29,0.31]         |
| σu1       | 0.80 [0.77,0.82]     | 0.81 [0.79,0.83]      | 0.81 [0.79,0.83]      | 0.81 [0.79,0.83]         |
| σu2       | 0.12 [0.11,0.13]     | 0.036 [0.017,0.087]   | 0.049 [0.014,0.096]   | 0.053 [0.027,0.094]      |
| σu3       | 0.38 [0.34,0.43]     | 0.39 [0.35,0.44]      | 0.39 [0.35,0.44]      | 0.39 [0.35,0.45]         |
| σu4       | 2.88 [2.63,3.15]     | 2.93 [2.68,3.23]      | 2.96 [2.68,3.27]      | 2.95 [2.68,3.26]         |

As shown in Table 5, all the parameter estimates are similar except σu2, the standard deviation of individual random slopes before CPs. There is a convergence problem for σu2 when we use half-Cauchy, half-normal, and half-t_student (Rhat > 1.05). We also compared the density plots of the fixed and random effects when we use the same priors for all parameters except σu2 ~ lognormal (0, 0.2) in model 1 and σu2 ~ half-Cauchy (0, 1) in model 2 (Fig. 7). The density curves are similar for models 1 and 2 but shifts to the left slightly for population intercept and slope before CPs and shifts to the right.
slightly for population CPs and the individual scale parameters in model 2. In practice, there is variation of PACC3 measurement at CP in population, but the difference between model 1 and 2 is 0.8±0.01, which is very small, and thus not clinically meaningful. The big difference is $\sigma u^2$, which curve is right-skewed and close to 0 in model 2, but the curve is an approximately normal distribution with a mean of 0.12 and a standard deviation of 0.007.

![Fig. 7. The comparison of the BaBLR density plot for PACC3 using different priors. The pink color indicates model 1 using the prior $u_{sd[2]} \sim \lognormal (0, 0.2)$. The blue color indicates model 2 using the prior $u_{sd[2]} \sim \text{half-Cauchy} (0, 1)$. Abbreviations: beta[1], the estimated population mean outcome at CP; beta[2], the estimated population mean slope before CP; beta3, the estimated population mean difference between before and after slope; betacp, the estimate population mean CP; $u_{sd[1]}$, the estimate standard deviation individual outcome at CP; $u_{sd[2]}$, the estimate standard deviation individual slope before CP; $u_{sd[3]}$, the estimate standard deviation individual difference between before and after slope; $u_{sd[4]}$, the estimate standard deviation individual CP; $y_{sd}$, the estimate error term.](image)

Second, we chose different priors for the mean of the CP to look at whether the CPs are driven by the priors. The prior CP mean in the main results (Table 5, Model 1) is 70, here we chose 65, 75, and 80. The results were shown in Supplemental Table S1. As shown in Table S1, the results are similar, so the CPs are not driven by priors.
Validation was also performed for the BaBLR model. We randomly selected half individuals to leave out the last observations and look at how many last observations fall in .95 quantile of the predicted interval.

Let \( Y = \mu + X, \mu \sim N(\mu_0, \sigma_0), X \sim N(0, \sigma_x) \),

\[
P(Y \leq y) = E(P(Y \leq y | \mu)) \approx \frac{\sum_{i=1}^{n} \Phi(y \mu)}{n} \tag{4}
\]

We extracted the posterior individual estimates from 20000 model runs to calculate the predicted outcome and used Eq. (4) to find the .025, .5, and .975 quantiles and then calculate the .95 quantile of estimated last observations for each individual. There is a linear relationship between the .5 quantile of the estimated last observation and the true last PACC3 for each individual (Fig. S1). Fig. S2 shows 99.3% of the last PACC3 falls in the .95 quantile of estimate at last observation, with 1 low true value, and 3 high true values.

There are several advantages of our model. First, compared with the fixed CP quantile model (C. Li et al., 2015), ours uses age as a time scale and studies subject-specific bent line CP models in which the within-subject dependence among data is taken into account through the incorporation of random effects, which is directly clinically useful. Second, compared with the random CP model in the frequentist method, our model does not have the difficulty of accounting for random CPs in a likelihood framework using a frequentist estimation technique. Third, compared with the Bayesian random CP mean model, which could be implemented using “brms” package (Bürkner, 2017), our model could estimate the distribution of individual trajectories. The distribution of cognitive trajectories by age is not normal, therefore, only mean and standard deviation is inefficient. In addition, our model adds a constrains to the slope difference between before and after CP, as cognitive decline progresses more rapidly following the change point (H. Li et al., 2021).

6 Discussion

We have proposed a BAyesian Bent-Line Regression model to estimate the timings of random CPs, and the trajectories for longitudinal cognitive data accounting for intra-subject correlation and applied it to a sample that was cognitively unimpaired at baseline cognition but at increased risk of progressing
to MCI or dementia. Studies of MCI or dementia treatments usually attempt to identify those who are prodromal, before symptoms develop, but a global Clinical Dementia Rating (CDR) of 0.5 might not be sensitive to the earliest changes in cognition (Wada-Isoe et al., 2019). Instead, our research provided improved methods for quickly recognizing when this optimal time window occurs by approximating it with a CP. Also, our model allows subject-specific random effects to account for inter-individual variations. Although the trajectory parameters do not depend upon covariates in our example, they are easy incorporate. The performance of our model was studied through simulation. Results of the application to the WRAP study showed the timing and slopes of cognitive change vary greatly between individuals. Through the use of a random CP, our model provided the flexibility required to estimate the individual-specific timing of cognitive change for each participant, while also providing an estimate of the mean timing of cognitive change and the variability around that mean. The CP analyses presented here lead to several findings. First, the timing of CPs tends to precede clinical deterioration, i.e. people who have MCI or dementia might have CPs several years before diagnosis. Second, the CPs are variable, with their random effect having an estimated standard deviation of about 3 years. Third, people who are cognitively unimpaired at all visits might have estimated CPs at very late ages. Fourth, the cognitive trajectory (i.e., slope after CP) is flat in the highest quantile and changes earlier and faster in lower quantile.

There are at least three future research topics on this random CP mixed effect model. One is to model the effects of covariates (e.g. genetic markers) on the CP. This will lead to a unified model for the entire data rather than separate models for data sets separated by covariates that significantly affect the CP and/or its associated covariate’s coefficients. Another direction is to investigate two random CPs in the model (e.g., to capture patterns that include plateaus in decline). It appears there are two CPs when people who developed MCI or dementia have earlier CPs. However, we might need a larger dataset to fit this model. The third research topic is the joint modelling of the random CPs and survival outcomes such as progression to dementia. The drawback of the current model is we don’t consider any survival outcome, but we might need a longer follow-up to have enough survival outcomes.
Predicting individual cognitive trajectories and CPs provides an opportunity for early intervention by identifying subjects at high-risk of subsequent dementia at the right time for treatment and/or enrollment in a clinical trial.
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