Image Stitching Based on Binocular Vision
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Abstract. In the field of photography, image stitching is used to generate panorama. In most cases, the position and intrinsic parameters of the camera can not be obtained, so the transform matrix can only be calculated using the information of the image. In industrial machine vision detection system, the information of the camera can be obtained by calibration. It is feasible to improve the speed of image stitching algorithm by using the information of camera calibration. An image stitching algorithm based on binocular vision was proposed. Compared with the traditional stitching algorithm based on image information only, it greatly improved the running speed of the algorithm. The effectiveness of the algorithm was verified by experiments.

1. Introduction
In modern machine vision detection system, it is vital work to get a high-resolution picture of the object. Once an industrial camera was chosen, the only thing that can be done to improve the resolution of the picture is shortening the distance between the camera and the object. But for many objects, this kind of operation may cause that only part of the object can be captured by the camera instead of the whole object. To solve the problem, several industrial cameras are fixed in different positions to take pictures of the object from different views and stitch all the pictures into a panorama. In general, two-camera detection system is more common.

Many theories and algorithms about image stitching were put forward, which have similar algorithm flow. Before feature-based image stitching algorithm was proposed, many works had been done about image stitching mainly based on the idea of directly minimizing pixel-to-pixel dissimilarities. Then a different class of algorithms works by extracting a sparse set of features and then matching these to each other was presented and now becomes the mainstream and represents the trend of the image stitching, because it has the advantage of being more robust against scene movement and is potentially faster, if implemented the right way[1]. In sausage package detection line system, it is important to get the high-resolution picture of the sausage to detect the package defects. So there are two cameras parallelly fixed over the conveyor belt, which capture the left part and the right part of the sausage respectively, then stitch the picture of the left camera and the picture of the right camera together.
2. **Dual camera joint calibration and stereo rectification**

The physical model of the binocular camera is shown in Figure 1. The left and right cameras are selected as the same type and placed in parallel. In this ideal case, the imaging point coordinates of the point $P$ in the world coordinate system should only differ by a horizontal offset $T$ between the image planes of the two cameras, as shown in Figure 2. But in practice, it is impossible to fix two cameras completely parallel. Because of the radial distortion and tangential distortion in camera imaging, it is necessary to rectify the distortion of each camera and make the imaging plane of left and right cameras coplanar through the joint calibration of binocular cameras. Finally, stereo rectification of binocular cameras is made to make the pixel plane of left and right cameras row-aligned. The stereo-rectified image is shown in Figure 3. It can be seen that when a point in the three-dimensional world was projected onto the left and right pixel planes these two projection point have the same $y$-coordinate[2-3].
3. Image stitching

3.1. SURF descriptors

Unlike the Gauss difference image is used in SIFT(Scale Invariant Feature Transform)[4-5] operator, SURF (Speed-up Robust Feature)[6] use Hessian matrix determinant approximation image. Hessian matrix is a square matrix composed of second-order partial derivatives of real-valued functions with vectors as independent variables. The Hessian matrix of a pixel in the image is as follows.

\[
H(f(x, y)) = \begin{bmatrix}
\frac{\partial^2 f}{\partial x^2} & \frac{\partial^2 f}{\partial x \partial y} \\
\frac{\partial^2 f}{\partial y \partial x} & \frac{\partial^2 f}{\partial y^2}
\end{bmatrix}
\]  

(1)

However, because the feature points need to be scale independent, the image needs to be filtered by Gauss filter before constructing Hessian matrix. In order to improve the performance, SURF adopts block filter instead of second-order Gauss filter, and uses integral graph to accelerate convolution speed and reduce computational complexity. When constructing scale pyramids, SURF does not sample downwards and repeat doing Gauss filtering like SIFT, but directly enlarges the size of the box to form image pyramids of different scales, thus improving the processing speed of the algorithm. To ensure the rotation invariance of feature points, the principal direction of the feature points must be chosen and then the SURF descriptor can be constructed.

3.2. Feature points matching

After getting the SURF feature vector, the next step is finding the matching point pairs using the SURF feature vector[7-9]. The similarity measurement based on Euclidean distance is often used in feature points matching. Traditionally, the nearest neighbor algorithm is used to find matching points. A feature point is selected in the source image, and the nearest feature point and the second nearest neighbor point are found in the target image. The ratio of the nearest neighbor distance to the second nearest neighbor distance is calculated. When the ratio is less than a threshold, a pair of matching points is considered to be found. K-d tree fast search algorithm are often used to find the nearest neighbor point quickly and BBF(Best Bin Fast) which is the improved version of K-d tree algorithm is more often used nowadays.

But all these matching algorithms don’t use the information of the camera. A new matching algorithm was proposed based on the camera information and BBF. The steps of the new algorithm are as flows.

1. Set a threshold of the x-coordinate of the SURF feature points, remove the feature points beyond the threshold which means these points are out of the overlapping area.
2. for every feature point in the left image, define a searching rectangular area in the right image. The x-coordinate of the center of the rectangular is the x-coordinate of the feature point in the left image plus T which is the transplating distance between the two cameras. The y-coordinate of the center of the rectangular is equal to the y-coordinate of the feature point in the left image.
3. The height of the rectangular can be set to 2 pixels and the width can be set from 20 to 30 pixels which can be decided after test.
4. for every feature point in the left image, use BBF to search matching points within the defined area. If there are no feature point can be matched within the rectangular area then abandon the feature point in the left image and begin to match the next feature point.

The new matching algorithm is based the fact that only in the defined area is it possible to find a feature point that can match the feature point in the left image. Theoretically, the matched point in the right image has the same y-coordinate as the matched point in the left image has and the x-coordinate equal to the x-coordinate of the feature point in the left image plus T. But because of the perspective error, the matched point coordinates may vary within a small interval, a searching rectangular area is
defined. So it can speed up the searching process and improve the matching precision by using BBF only in a small-size area. A large number of mismatched points in rough matching results will have a serious impact on the transformation matrix, so it is necessary to eliminate mismatched points. RASAC (Random Sample Consensus)[10] was used to refine matched point pairs. The matching result is showed in Fig. 4.

![Fig. 4 Matching result by using new matching algorithm proposed above](image)

3.3. Image blending
Because of the illumination difference between the two images and other factors, there will be a obvious seam in the stitched image generated by directly transforming the target image into the coordinate system of the original image through the transformation matrix. So, image blending is to eliminate the seam[11]. Image blending algorithms include direct average blending, weighted average blending and multi-resolution blending, etc. Weighted average blending algorithm is used here based on gradual-in-gradual-out which has a good blending result, as shown in the following figure. The basic idea of the weighted average blending algorithm is shown in the following formula.

\[
 f(x, y) = \begin{cases} 
 I_1(x, y) & (x, y) \in I_1(x, y) \\
 d_1(x, y) I_1(x, y) + d_2(x, y) I_2(x, y) & (x, y) \in I_1(x, y) \cap I_2(x, y) \\
 I_2(x, y) & (x, y) \in I_2(x, y) 
\end{cases}
\]

(2)

In the overlapping regions of images to be blended, the pixel values of mosaic images are weighted by two source images. The weighted values are \(d_1(x, y) = 1 - \frac{x - x_0}{\text{width}}\), \(d_2 = 1 - d_1\), \(x_i, x_0\) represent the horizontal coordinates of the pixels to be computed and the horizontal coordinates of the left boundary of the blended region respectively, and \(\text{width}\) represents the width of the blended region. From left to right, \(d_1\) decreases linearly from 1 to 0, and \(d_2\) increases linearly from 0 to 1. The weight changing sketch is shown in Fig. 5.

![Fig.5 The weight changing sketch of blending function](image)

4. Experiment results
In the experiment, using three different matching algorithms based on SURF descriptors to stitch two images taken by two cameras which have the same type and are fixed parallelly. The first matching algorithm is k-d tree, the second is BBF and the third is the algorithm proposed in this paper. Table. 1
shows the calculation time of these three algorithms. It can be seen that the algorithm proposed in this paper can substantially reduce the matching time compared with the other two. The stitched image is showed in Fig. 6.

| matching algorithms | Time (ms) |
|---------------------|-----------|
| k-d tree            | 1628.25   |
| BBF                 | 1204.67   |
| new algorithm       | 500.01    |

5. Conclusion

Based on the results and discussions presented above, the conclusions are obtained as below:

1. It is shown that the image stitching algorithm based on binocular vision can work well in sausage package detection line system.

2. The improved matching algorithm of BBF based on SURF descriptors can significantly speed up the feature points matching process which can meet the real-time requirements in sausage package detection line system.
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