A Method for Weakening Residual Errors in Multi-beam Swath Joins based on Terrain Spectrum Analysis
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Abstract

Some factors lead to spurious signals in the multi-beam sounding process, including complex changes of the sea, the vessel motion attitude, the unreasonable setting of equipment parameters and so on. Although these factors were filtered strictly and the system errors were compensated in the post processing, residual errors still exist in multi-beam swath joins. Such errors produce uplift and abnormal phenomena in the measured terrain between swaths. Therefore, a new method of terrain spectrum analysis was established to improve the efficiency of massive data processing and to accurately reflect the submarine topography. This method was based on the blend of extraction technology of short-wave signals and fitting model of long-wave signals, among which wavelet analysis was used to extract the terrain high-frequency signals (short-wave) and multi-surface function was applied to fit the long-wave signals. Then, the two types of signals were fused to reconstruct the actual seabed topography. Finally, the indexes of depth discrepancy were used to estimate the effect of residual errors. Experimental results show that the proposed method could effectively eliminate the uplift phenomenon of the seabed Digital Elevation Model (DEM), and correctly reflect the detailed topographical variation. This work could further improve the sounding accuracy and the efficiency of swath joins, and beneficial to the fusion of multi-beam digital signals and the image information of side scan sonar.
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1. Introduction

Multi-beam swath sounding system is a highly integrated type of seafloor measuring equipment that offers full coverage, high precision, high density, and high efficiency [1-3]. This system is primarily used to detect the seabed topography of large areas. In process of full coverage measurement, swath joins are important link to ensure the accuracy of seabed terrain [4-6]. Thus, several new and efficient methods have been proposed to deal with these errors, such as sound velocity, vessel posture and installation deviation. However, induced residual errors continue to exist after the above error processing. Inevitably, swath joins bring a systematic influence on the water depth calculation and result in a “crying face” or “smile” phenomenon in the measured terrain. How to detect and weaken systematic residual errors will be an urgent need to solve in underwater topographic survey.

2. State of the Art

Data processing in swath joins is part of the adjustment of seabed sounding, and the quality of joins directly affects the mapping precision of edge beam. To obtain the high accuracy of marine surveyed results, thorough research on the processing of sounding data must be conducted [7-10]. However, a prominent problem is how to detect systematic errors and assess the accuracy of sounding. Moreover, residual errors in the swath joins continue to exist after system error detection. Therefore, the technology of swath joins in the seabed is first introduced in the following parts of this section. The theories and methods of system error detection in recent years are then described. Finally, some studies on residual error weakening are reviewed.

The error propagation method of multi beam was deduced in 1995 [11]. On this basis, the Combined Uncertainty and Bathymetry Estimator (CUBE) algorithm was proposed [12], which by using the gridding and filtering to realize the swath joins. This algorithm has a low memory, runs faster and real-time processing. The least square algorithm was applied to reverse systematic deviation [13], but only applied to test the system before running tests. Moreover, a weighted least square error method was extended in multi-beam swath joins [14]. Their method can obtain a better match between sounding data, and also simplify the process of stitching.

A two-step filtering method was applied to eliminate systematic deviation between adjacent swaths [15]. This method takes advantage of the combined multi-beam and single-beam sounding data. The two-step processing can be used to simplify the calculation, and the swaths can be processed separately. However, the error equation is no
longer rank-deficient, and the error correlation among swaths and the necessary check information are ignored. The adjustment model of swath network was introduced to detect system errors of Ping [16]. However, this method requires large amount of Ping data and imported parameters, thereby leading to a large-scale normal equation. Meanwhile, based on the Ping structure, a quick algorithm based on the sequential adjustment principle was constructed [17]. This algorithm is used to calculate the parameters of swath net. However, the number of gain matrix, the overlapping rate, and the sparseness of intersection point affect the applicability of this algorithm.

Using these adjustment models [15-17] as system error detection algorithms still fails to weaken induced residual errors. The effect of residual errors is systematic and comprehensive, which is difficult to be separated or weakened by conventional detection methods. Therefore, according to different error sources, the corresponding corrective measures should be taken to improve the quality of the data collection. Finally, the human-computer interaction is realized in a visual way, but actual residual errors on edge beams are insignificantly weakened [18].

In study [19-20], a method of weakening the residual errors based on terrain geometric rectification and the method of discrete Fourier transform (DFT) was proposed. Their model is based on Ping continuous matching process, and has difficulty weakening the residual errors in non-overlapping areas. Moreover, long-wave signals were fitted by the planar or polynomial curved surface fitting method, which inability to reflect the complex variation of seabed topography accurately.

Thus, a method of weakening the residual errors based on terrain spectrum analysis is presented in this study. First, the bathymetric signal after filtering and system error processing is decomposed into a short-wave signal with high-frequency feature and a long-wave signal. Then, wavelet analysis is used to extract the feature of high-frequency signals as a short-wave. Meanwhile, multi-surface function method is also adopted to fit the terrain long-wave signals. Finally, the high-frequency and long-wave signals are combined to synthetize a new seabed signal. These reconstructed signals indicate that the residual errors are effectively weakened and can accurately reflect the seabed topography.

The rest of this paper is organized as follows. Section 3 describes the research route and details of the proposed algorithm. Section 4 presents Experiments A and B for evaluating the validity of the weakening effect of residual errors and for verifying the feasibility of the proposed algorithm. Section 5 elaborates the conclusions.

3. Methodology

3.1 Prophase Quality Control of Bathymetric Data
Complexity of the seabed and the deficiencies of the multi-beam sounding system produce some gross errors in the process of measurement [21-22]. First, the method of Ware, Knight, and Wells is used to diagnose and calibrate the gross errors of original bathymetric data [23]. The sound velocity, vessel posture, and compensation measurement parameters are random, and thus, they create a systematic feature, especially in marginal beam areas. Therefore, the two-step filtering method can be used to further improve the point quality and eliminate or weaken the influence of system errors [24]. By combining the above-mentioned data processing methods, the corrected bathymetric data are obtained, which are considered the data base of the terrain spectrum analysis method in this study.

3.2 Fundamental of Terrain Spectral Analysis
The influence of residual errors changes the depth of long-period signals (long-wave), whereas induce no effect on short-period signals of terrain micro variation (short-wave) [19]. Meanwhile, the data quality of central beam is considered credible. In other words, the main trend of submarine topography can be fitted by the central beam sounding data. Thus, a method for analyzing the residual error of the spectrum analysis is proposed. The method includes the wavelet analysis of short-wave signals and the multi-surface function fitting method of long-wave signals. The specific research route is shown in Fig. 1.

![Fig. 1. Research route of weakening the residual errors in swath joins based on terrain spectrum analysis](image-url)

*Note: In fig.1, the prophase quality control involved the gross errors detection by the Ware method and system errors correction by the two-step filtering method. The theories of terrain spectrum analysis included the wavelet analysis to extract the short wave signals, multi surface function to fit the long wave signals, and the above signals to reconstruct new signals. The residual errors were evaluated by the indexes of the depth discrepancy.*
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3.2.1 Short-wave Signal Extraction
The residual errors would not affect the subtle changes of terrain features, and thus, the terrain of short-wave signals is credible. Wavelet analysis has the advantage of providing local refinement in the time and frequency domain, and the signal is decomposed into multi scale by telescopic translation operations [25-26]. In this module, Ping is considered a unit. Different wavelet bases, decomposition levels, and threshold values are selected for the quantitative analysis. The selection of optimal wavelet parameters is comprehensively evaluated on the basis of the index results, such as the mean square error (RMSE), signal-to-noise ratio (SNR), and smoothness (S) [27]. A certain Ping original bathymetric signals and their corresponding high-frequency signals extracted by wavelet analysis are shown in Fig. 2.

![Fig. 2. Extraction of Ping original and high-frequency signals](image)

3.2.2 Long-wave Signal Extraction
The sounding data after prophase processing, mixed with the exception of long-periodic signals, cannot reflect the variation of actual seabed topography. However, the quality of sounding data in the central beam area is relatively reliable, and multi-surface function can be applied to fit the main trend of adjacent swaths. As well as, the multi surface function is based on the theory that any regular or irregular continuous surface can be approximated by a number of simple surfaces [28-29]. Each interpolation point establishes a functional relation with all known points, and the contribution values of known points are added [30-31]. Therefore, the superposition value is as the best fitting value of this point. The model is expressed as

$$ S(x,y) = \sum_{i=1}^{m} a_i R(x,y;x_i,y_i), \quad (1) $$

Where

- $S(x,y)$ = water depth value of fitting area,
- $R(x,y;x_i,y_i)$ = kernel function,
- $(x_i,y_i)$ = coordinates of known points,
- $m$ = total number of known points, and
- $\alpha_i$ = undetermined coefficients.

The kernel function is usually symmetrical.

$$ R(x,y;x_i,y_i) = \left[ (x-x_i)^2 + (y-y_i)^2 + \delta^2 \right]^{-\frac{1}{2}}, \quad (2) $$

Where

- $\delta = $ smooth factor, and
- $\beta = $ exponential parameter, usually election as -0.5, 0.5, and 1.5.

The central beam bathymetric data are highly reliable. $n$ data are selected as the measured values, and where here $m$ data are known as nodes. Thus, the form of the matrix is

$$ S = \begin{bmatrix} S_1 & \cdots & S_m \end{bmatrix}, \quad \alpha = \begin{bmatrix} \alpha_1 \\ \vdots \\ \alpha_m \end{bmatrix}, \quad \Rightarrow \begin{bmatrix} S_1 \\ \vdots \\ S_m \end{bmatrix} = \begin{bmatrix} R_{11} & \cdots & R_{1n} \\ \vdots & \ddots & \vdots \\ R_{m1} & \cdots & R_{mn} \end{bmatrix} \begin{bmatrix} \alpha_1 \\ \vdots \\ \alpha_m \end{bmatrix}. \quad (3) $$

When $n$ is not less than $m$,

$$ V = RA - S \Rightarrow \alpha = (R^T P R)^{-1} R^T P S. \quad (4) $$

The internal and external fitting accuracy is

$$ \sigma = \sqrt{\frac{\| V \|}{(n-1)}}, \quad (5) $$

Where

- $V$ = difference between the measured value and the fitting calculation value,
- $n$ = number of measured values in the central beam, and
- $m$ = number of known node.

3.2.3 Residual Errors Evaluation
A new signal is synthesized on the basis of the above results of the short-wave and long-wave signals. The effect of residual errors is evaluated by the indexes of depth discrepancy [32-33]. Actually, the probability that a point is
measured between adjacent swaths is very low, so the method for determining the target point in a pair of Ping is shown in Fig. 3. Assuming the left edge beam point P1 and the water depth Zp1, then the plane minimum distance point P2 and the water depth Zp2 in the corresponding right swath of Ping and the right adjoin Ping (in case Ping pairing is unsuccessful but exists on its adjacent Ping) are ready to be searched. After correction, the depth discrepancy of fused signals is denoted as ΔZp, and its standard deviation is STD.

$$\Delta Z_p = Z_{p1} - Z_{p2}, STD = \sqrt{\frac{\Delta Z_p^2}{n}} .$$  (6)

Fig. 3. Method for searching the neighbor target point in a pair of Ping

4. Result Analysis and Discussion

The surveyed area is located in the South China Sea. The specific scope is from 16.4°N–17.1°N to 109.9°E–110.7°E. The depth ranges from 1000 m to 1550 m. The terrain changes slightly with a total of 29 swaths (Fig. 4). The gross point with the property of more than three times the standard deviation is removed by the model of trend surface filter [34] and the system errors in the original sounding data are corrected by two-step filtering method [35]. Finally, the above corrected data are used as the experimental data.

Fig. 4. Distribution map of swaths areas

4.1 Case Study A

Experiment A is analyzed using 40 pairs of Ping data between two adjacent swaths. Meanwhile, the optimal parameters of Experiment A are used as a reference for Experiment B (possess multiple swaths), especially the thinking of optimal node selection in fitting long-wave signals.

The evaluation results of the short-wave signals in Experiment A are displayed in Tab. 1. The smoothness (the smaller, the better) in Table 1 shows that the influence of different wavelet bases and decomposition levels is at millimeter and centimeter scales, so the difference of high frequency signals is fairly small. However, as far as the indexes of RMSE and SNR (the bigger, the better) concern, the best wavelet base coif5 and decomposition of the 3 levels as the best evaluation values at this moment. Thus, the above optimal wavelet parameters are applied to extract the short-wave signals, as same applies to experiment B.

| Wavelet basis | Decomposed levels | RMSE /m | SNR   | Smoothness |
|---------------|-------------------|---------|-------|------------|
| Db6           | 3                 | 1.0137  | 62.7384 | 0.0720     |
|               | 5                 | 1.1649  | 61.5351 | 0.0556     |
| Sym4          | 3                 | 1.0068  | 62.7977 | 0.0741     |
|               | 5                 | 1.1568  | 61.5974 | 0.0598     |
| Coif5         | 3                 | 1.0043  | 62.8202 | 0.0748     |
|               | 5                 | 1.1554  | 61.6074 | 0.0604     |

Table 1. Results of different wavelets and decomposition levels with three kinds of evaluation indexes

When applying the multi surface function to fit the long-wave signals, the following three key issues need to be resolved: the number of nodes, the kernel function, and the smooth factor.

(1) **Number of nodes**. Ping is considered a unit. The data interval for 4–10 points is used as the known node to be researched. Moreover, the fitting accuracy and program running time are used to evaluate the above points. The results are shown in Tab. 2 and Fig. 5. The results indicate that the known node is selected at intervals of 8 points in each Ping central beam area. The program running time is moderate with high fitting precision at this time. Thus, this interval between known nodes can be chosen as the optimal node interval, that is, the number of optimal nodes.

(2) **Kernel function**. The kernel function between positive hyperbolic and cubic algebraic surface is compared. The specific calculation results are shown in Tab. 3. The fitting accuracy of positive hyperbolic function (κ = 0.5) is better than that of the three surface kernel functions (κ = 1.5) in this test area. Therefore, the positive hyperbolic function is the optimal kernel function in this small area.

(3) **Smooth factor**. Smooth factor affects the matrix rank of normal equation and specifies the relationship between measured point and known node. Moreover, this value must not exceed the scope of the test area. The scope of Experiment A is 2*3 km, thus, the smooth factor values are 100, 500, 1000, and 2000 (Table 3). Table 3 shows that the increase in smooth factor also increases the corresponding fitting accuracy. Therefore, the optimal smooth factor is 100 in this area.
Table 2. Node interval selection and corresponding evaluation values

| Node intervals | Number of nodes | Running time | Internal fitting precision / m | External fitting accuracy / m |
|----------------|-----------------|--------------|-------------------------------|-----------------------------|
| 4              | 1343            | 234.601      | 1.0386                        | 1.0590                      |
| 5              | 1027            | 153.005      | 1.1487                        | 1.1951                      |

Fig. 5. Data interval selection and corresponding fitting precision
Note: The yellow labels represent the fitting precision of the optimal node interval in the experiment A.

Table 3. Selection of different parameters and corresponding fitting accuracy values with multi-surface function

| Power of kernel $K$ | Smooth factor $\delta$ | Internode $S$ | Number of nodes | Internal fitting precision / m | External fitting accuracy / m |
|---------------------|------------------------|---------------|-----------------|------------------------------|-------------------------------|
|                     |                        |               |                 |                              |                               |
| 0.5                 | 100                    | 5             | 1027            | 1.1487                       | 1.1951                        |
|                     | **100**                | **8**         | **711**         | **0.9819**                   | **1.1447**                    |
|                     | 100                    | 9             | 533             | 1.1765                       | 1.2754                        |
|                     | 500                    | 8             | 711             | 1.2576                       | 1.3239                        |
|                     | 1000                   | 8             | 711             | 1.2484                       | 1.2917                        |
| 1.5                 | 100                    | 6             | 869             | 1.1783                       | 1.2834                        |
|                     | 100                    | 9             | 711             | 1.3260                       | 1.3321                        |
|                     | 1000                   | 5             | 1027            | 1.3839                       | 1.3885                        |
|                     | 1000                   | 8             | 711             | 1.3216                       | 1.3881                        |
|                     | 2000                   | 8             | 711             | 1.4024                       | 1.4753                        |

Note: Compared to other parameters, the bold marks showed that the fitting accuracy is optimal in the experiment A.

After the analysis of above optimal parameters with multi surface function, the terrain long-wave fitting signals are acquired [Fig. 6(b)]. The results show that the terrain changes, which are reflected by the long-wave signals of the edge beam, are consistent with the central beam terrain trend. These signals can effectively eliminate the uplift phenomenon between swaths and can verify the feasibility of parameter selections with multi-surface function.
4.2 Case Study B
In Experiment A, only some pairs of Ping data are selected. However, the entire surveyed area is composed of more than 40 pairs of Ping data. Such large data can result in time-consuming and inefficient calculation with similar the treatment of experimental A. Moreover, if the adjacent swaths are treated as a whole, the normal equation will be large, and measured point correlation can be significant. This condition will cause loss of rank and low calculation accuracy, even for the normal equation cannot be resolved. Therefore, the surveyed area is divided into 8 kinds of large areas to extract the terrain long-wave signals. The width of swaths is usually larger than 10 km, thus, the optimal parameters of multi-surface function are selected by the above test ideas. The optimal smooth factor for a large area is 10000. Kernel function is the positive hyperbolic function through repeated experiments. Meanwhile, one in five Ping is selected, five points are chosen as the known node in the central beam area of this Ping. Good results in fitting accuracy, running time, and size of normal equation are thus expected. The corresponding long-wave signals are extracted in 8 pieces of areas. Consequently, the fitting error, node number, and running time in each area are obtained. The statistics in Tab. 4 show that overlapping swaths exist in each area, which can ensure the consistent trend of communal swath terrain. Using the optimal parameter selection, the fitting error is constantly controlled in around 2.0 m, and the relative precision of bathymetric is 14–18 mm. These values meet the accuracy requirements of deep water area.

![Fig. 6. Terrain long-wave signal extraction effect](image)

**Table 4. Statistical parameters of the entire area**

| Surveyed area | Overlapping swath number | Node number | Fitting errors/m | Running time |
|---------------|--------------------------|-------------|-----------------|-------------|
| Area 1        | 1–5                      | 702         | 1.7668          | 145.383     |
| Area 2        | 5–9                      | 1142        | 2.0246          | 409.135     |
| Area 3        | 9–12                     | 1141        | 2.0076          | 403.202     |
| Area 4        | 12–15                    | 1312        | 2.0620          | 631.302     |
| Area 5        | 15–18                    | 1406        | 2.0394          | 727.538     |
| Area 6        | 18–21                    | 1227        | 2.0950          | 559.235     |
| Area 7        | 21–25                    | 1165        | 2.0684          | 455.441     |
| Area 8        | 25–29                    | 903         | 2.0780          | 261.738     |
Fig. similarity depth is in accordance with the Gauss distribution. The corrected synthetic signal is close to 0 after correction. Appropriately, the method can quickly process the raw wave signals before the experiment is based on the same data source in this paper is the same as in the DFT method. Moreover, for the standard deviation and extreme values, the convergent of depth discrepancy is improved at the edge of adjacent swaths after correction. However, a few points still exist around 6–7 m bias, because the experiment is based on the hypothesis that the sounding data quality is reliable in central beam area. Nevertheless, some redundant points remain in the bathymetric data, these excess points are difficult to be eliminated and affect the quality of the experiment. Therefore, the abnormal values of water depth must be removed before the experiment.

Tab. 5 shows that the weakening effect of residual errors in experiment A is better. However, the large area of multiple swaths can quickly process in experiment B. Appropriately decreasing the accuracy can still achieve the residual error reduction. Meanwhile, based on the same data source, the method of this paper is obviously better than the DFT method. The mean values show that a systematic error exists in the depth data before correction, but the mean of synthetic signal is close to 0 after correction. The corrected depth is in accordance with the Gauss distribution. This similarity indicates that the method can effectively reduce the systematic residual error. Moreover, for the standard deviation and extreme values, the convergent of depth discrepancy is improved at the edge of adjacent swaths after correction. However, a few points still exist around 6–7 m bias, because the experiment is based on the hypothesis that the sounding data quality is reliable in central beam area. Nevertheless, some redundant points remain in the bathymetric data, these excess points are difficult to be eliminated and affect the quality of the experiment. Therefore, the abnormal values of water depth must be removed before the experiment.

Note: In tab. 4, the bold marks are the fitting accuracy of each block area in the process of extracting the long-wave signals.

The terrain short-wave and long-wave signals are integrated into a new signal. The consistency of the sounding data of overlapping areas is evaluated to analyze the effect of residual errors. The effect of residual error in the local area of Experiment A is compared with the results of Experiment B (Tab. 5). The contour map and original seabed DEM present an uneven terrain in the entire areas [Fig. 7(a) and Fig. 8(a)]. However, the corrected contour map and DEM remain smooth and continuous [Fig. 7(b) and Fig. 8(b)]. The uplift phenomenon can be effectively eliminated, and the subtle changes of terrain seabed can be reasonably reflected in the surveyed area.

| Experiment | Correction state | Maximum deviation/m | Minimum deviation/m | Mean value/m | Standard deviation/m |
|------------|------------------|---------------------|---------------------|--------------|----------------------|
| A (40 pairs of Ping data between two adjacent swaths) | Before | 8.0000 | -11.2000 | -0.8674 | 3.0520 |
| | After | 5.6064 | -4.7915 | -0.0263 | 1.6434 |
| B (all adjacent swaths) | Before | 18.8049 | -19.7677 | -1.9730 | 4.4015 |
| | After | 6.3680 | -7.2373 | -0.0705 | 1.9400 |
| The DFT method (all adjacent swaths) | Before | -21.711 | 36.560 | 2.859 | 4.730 |
| | After | -9.992 | 14.937 | 0.704 | 2.645 |

Note: In tab. 5, the data source in this paper is the same as in the DFT method. The evaluation values of the DFT (discrete Fourier transform) method derived from the tab. 2 in the literature [20]. However, the DFT method is not to remove the gross errors and correct the system errors before correction, so the evaluation values are different between the experiment B and its method.
Fig. 8. Comparison effects of investigative areas DEM

Note: Seabed DEM (digital elevation model) generated by Golden Surfer software using all of the swaths; The gridding is achieved by the interpolation method of triangulation with linear; In order to meet the width of the text, and improve the aesthetics, This figure changes the font and size of the axis; Moreover, the corrected DEM effect can be compared with the fig. 14(b) of the literature [20] (the source of original data is the same, just the coordinates are the value of Latitude and Longitude in fig.14(b). the experimental results in this paper is obviously better than the result of the DFT (discrete Fourier transform).

5. Conclusions

For sounding data, this paper firstly removed the gross errors and corrected the system errors. Two study examples are then established to compare the efficiency and practicability with the proposed method. Moreover, its reliability was evaluated by the indexes of depth discrepancy. The main conclusions of this study are shown as follows:

1) In Experiment A, the estimates of residual error are better, but the operation efficiency is low for massive data. In Experiment B, the method of appropriately reducing the fitting accuracy is adopted to quickly process the sounding
data. As a result, Experiment B also achieves good residual error weakening.

2) Unlike traditional methods, the proposed method needs no the continuous matching of Ping pair data and also reduces the possibility of a mismatch. The multi-surface function module can obtain the fitting signals of non-overlapping areas. Moreover, the evaluation indexes of optimal parameters can effectively assess the short-wave and long-wave signals.

3) A few gross errors remain in the central beam area. These errors distract the fitting accuracy of multi-surface function and yield the high-frequency signals extracted by wavelet analysis with noise signals. This phenomenon results in a few large extreme deviations (minimum or maximum) of depth discrepancy after correction. Therefore, it is also needed to deal with the sounding data of the central beam area through a certain method for detecting gross errors before correction, which is the research content of the further work.
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