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Introduction

The advent of Quantum Field Theory - henceforth QFT - brought about an actual revolution in physics. Its inspiring conceptual idea, namely the description of the elementary constituents of matter as fields, allowed to give solution to puzzling, long-standing issues and to make predictions verified with unprecedented accuracy in the experimental arena. QFT was firstly formulated in Minkowski spacetime, an ambient space with a high degree of symmetry. The Poincaré group of isometries, together with positivity of energy, permits, in particular, to select a distinguished state, the vacuum state, which enjoys the remarkable property of being unique.

In 1964 Haag and Kastler proposed a novel framework in which to formulate QFT on Minkowski spacetime, the algebraic approach [HK64], paving the way for the birth of what is nowadays known as Algebraic Quantum Field Theory (AQFT). This approach prescinds from the choice of a preferred Hilbert space and it encodes all the physical information of the dynamics in an abstract $C^*$-algebra, the algebra of observables, endowed with commutation or anticommutation relations, implementing in a natural way causality, locality and Lorentz covariance. Haag and Kastler theory offers a powerful and mathematically rigorous framework, appropriate for being applied to curved spacetimes. In fact, as soon as the background metric is slightly perturbed, thus giving rise to a non-vanishing curvature, the mathematics of standard QFT on Minkowski spacetime breaks down, and substantial modifications of the theory are in order.

Over the years, the Haag-Kastler theory, refined and extended in its range of application, led to a precise formulation of QFT on curved spacetimes [Wal94, Dim80], triggering the discovery of new physical effects never predicted before, preserving, at the same time, its original flavour. AQFT provides promising tools to tackle the description of quantum fields in presence of an external gravitational field. In the framework of AQFT there is not, so far, a fully fledged model of quantum gravity, since, for instance, the back-
ground spacetime is fixed by hand at the beginning. Nonetheless, by electing an abstract $C^*$-algebra as its key ingredient instead of a Hilbert space, it accomplishes the goal of encompassing all the cases where the absence of a timelike Killing vector field prevents to put forward the standard procedure to identify a global vacuum state. The Hilbert space can change in the Minkowski case as well; however, the advantage of AQFT is to prescind from a case by case analysis as far as the structural aspects of the observables of the theory are concerned.

The assignment of states, videlicet positive and normalized linear functionals on the algebra of observables, allows to recover the probabilistic description of quantum theory, the expectation value of an observable being the real number returned by the state. Via the GNS construction, each state induces a cyclic representation of the algebra on a Hilbert space, unique up to unitary isomorphisms; different states may lead to inequivalent representations. This fact motivates the importance of the approach suggested by AQFT, that consists in describing a quantum field theory by an abstract $C^*$-algebra encoding the usual commutation relation, however without choosing one of its (in general inequivalent) representations right from the beginning. There exists a distinguished class of states, characterized by the short-distance behaviour of their two-point functions, commonly accepted as good physical states: the Hadamard states [DB60,KW91]. These states generalize the positive energy condition of the Minkowski vacuum, possessing the same ultraviolet behaviour, simultaneously guaranteeing that the quantum fluctuations of all observables are bounded. In 1996 Radzikowski [Rad96] showed that the Hadamard condition can be formulated in terms of a constraint on the wavefront set of the two-point function of the state, thus bringing the powerful techniques of microlocal analysis [Hör71,DH72] eminently inside QFT. This made it possible, for example, the development of a rigorous perturbation theory on any globally hyperbolic spacetime.

A further theoretical accomplishment that marks a milestone in the field was made in 2003 by Brunetti, Fredenhagen and Verch [BFV03], who, in a category-theoretic setting, proposed a model-independent, functorial approach to QFT. They suggested that each quantum field theory should be realized by a functor from the category of globally hyperbolic spacetimes to the category of $*$-algebras, called locally covariant quantum field theory. Using this language, one can describe the quantization of a given field theory on all spacetimes at once in a coherent way. Their approach possesses, furthermore, the advantage of implementing automatically the covariance requirements imposed by general relativity.
Even though the existence of Hadamard states is well-established for a wide class of spacetimes, a direct exhibition of a concrete Hadamard state has often proved to be a challenging task. The aim of our thesis is the construction of states on globally hyperbolic spacetimes with compact Cauchy surfaces for a quantum field theory described in terms of differential cohomology.

In 1985 Cheeger and Simons developed the theory of differential characters [CS85], a refinement of singular cohomology by means of differential forms. Later developments, e.g. [SS08, BB14], showed that the Cheeger-Simons differential character provide a model for the abstract theory of differential cohomology, described by a contravariant functor from the category of smooth manifolds to the category of Abelian groups. In recent years, differential cohomology has drawn the attention of theoretical physics. Classical Maxwell theory can be regarded as the theory of a connection on a given spacetime. More precisely, denoting by $L \to M$ a line bundle over a given spacetime $M$, we can call Maxwell field a connection on $L$ whose curvature satisfies Maxwell’s equation. The Faraday two-form arises as the curvature of the connection. Since we are dealing with a gauge theory, we have to introduce an equivalence relation between Maxwell fields, implemented by the gauge group of the theory $G$. Then, the relevant configurations will be equivalence classes of Maxwell fields up to gauge transformations. If $\mathcal{A}(L)$ denotes the space of connections on $L$ satisfying Maxwell’s equation, the gauge equivalence classes of Maxwell fields will be given by $\mathcal{A}(L)/G$. So far we considered a fixed line bundle, however on the same manifold there can be several inequivalent ones, labelled by the second cohomology group with integer coefficients $H^2(M; \mathbb{Z})$. To fully describe Maxwell theory on a given spacetime, it is important to take into account also gauge classes of Maxwell fields associated to inequivalent line bundles. This brief outline shows that, if we aim at generalizing Maxwell theory to an Abelian gauge theory in arbitrary spacetime dimension, the differential and the topological information are equally relevant and substantial. This is why differential cohomology appears to be the appropriate environment in which to set such a theory. Furthermore, this framework offers the chance to implement the quantization of the electric and magnetic charges in a very natural way.

One of the first successful applications of differential cohomology to QFT can be found in [FMS07b, FMS07a], where the authors perform their analysis, via a Hamiltonian approach, in the case of ultrastatic spacetimes. Becker, Schenkel and Szabo in [BSS14] put forward the investigation, showing that,
in the framework of covariant quantum field theory, it is possible to construct a QFT for differential cohomology on a generic globally hyperbolic Lorentzian manifold, without further restrictions on the metric. A natural continuation of this paper is represented by the work [BBSS16] by Becker, Benini, Schenkel and Szabo, where the issue of an Abelian gauge theory with duality on globally hyperbolic spacetimes is tackled in a fully covariant fashion. This is made possible by a modification of Cheeger-Simons differential characters encompassing differential characters with compact support and smooth Pontryagin duality, discussed in detail in [BBSS15].

It is from here that our work starts. We confront ourselves with the question of how to build a state for such a QFT. Differential cohomology leads to codify the observables into commutative diagrams of Abelian groups whose rows and columns are short exact sequences. The central object, which encodes all the information, is troublesome to manipulate. As we aim at constructing a state on it, the idea that guides us is to present the central pre-symplectic space as the direct sum of other pre-symplectic spaces of the diagram, more familiar and easier to handle, so that this decomposition is induced at the level of the associated algebras. We can hence split up the problem and pursue the construction of states on the various sectors in which the total algebra has been decomposed separately.

Looking at the diagram of differential cohomology with compact support [BBSS15, Diagram (5.30)], we can confidently expect to obtain three different sectors for our theory: a torsion sector, a topological sector, and a differential sector. As far as the last one is concerned, we expect that, on account of the dynamical constraints, the two-point function of a state on its algebra of observables will have a too small domain to be a bidistribution. Therefore, strictly speaking, it does not make sense to inquire after the structure of its wave front set. What we will actually do is to look for states that are Hadamard in a weak sense, that is to say, states that are the restriction of some proper Hadamard state.

In [BBSS16] it is shown that the QFT on differential cohomology is compatible with quantum Abelian duality, where with Abelian duality we mean the generalisation to arbitrary spacetime dimension of the duality between electric and magnetic field in Maxwell theory. Once we have a state, we may wonder how it connects with duality. In particular, we can investigate if duality is compatible with the above decomposition and how it emerges at the level of the GNS triple.

After having sketched the framework and motivated the problems we are going to deal with, let us briefly outline the content of the thesis, articulated
into four chapters.

In the first chapter we recall some definitions and results in a fragmentary way, just to fix the notation and to make fully intelligible the terms used throughout the work.

In the second chapter, Cheeger-Simons differential characters are presented and differential cohomology theory is built out of it. Then, differential cohomology with compact support and Pontryagin duality are addressed, following [BBSS15]. Incidentally, a number of pairings is derived, for a later use. Lastly, the construction of the covariant QFT is discussed, according to [BBSS16].

The third and the fourth chapters represent the original part of the thesis. In the third one, after constructing the pre-symplectic structures on the diagram of the observables, we show that there exist splittings realising the desired decomposition. We then discuss the two-dimensional and the four-dimensional cases separately. After observing that in a wide range of examples the torsion sector is vanishing, we build a state for the topological sector and a Hadamard state in the weak sense for the differential sector. In particular, the case $M = \mathbb{R} \times S^1$ is discussed in full detail, from the differential characters to the state. In conclusion, some remarks are given for spacetimes with non-compact Cauchy surface.

The fourth chapter concerns quantum Abelian duality. After exhibiting a duality for our QFT, we show that it is possible to choose the splittings so that they are compatible with the duality. We then prove that at the level of the GNS Hilbert space the duality is implemented by unitary operators and we discuss the properties of the GNS representation.
Introduction
Chapter 1

Notation and conventions

In this first chapter we will briefly recall some definitions and results, just in order to fix the notation and to make clear the conventions adopted throughout the thesis, without any attempt of completeness.

1.1 Fourier transform

We will make use of the so-called ordinary frequency convention for the Fourier transform.

Definition 1.1 (Fourier transform). Let $f : \mathbb{R} \rightarrow \mathbb{C}$ be an integrable function. We call Fourier transform of $f$ the function defined by:

$$\hat{f}(\xi) = \int_{-\infty}^{+\infty} dx \ f(x) \ e^{-2\pi i \xi x}.$$ 

Definition 1.2 (Inverse Fourier transform). Let $f : \mathbb{R} \rightarrow \mathbb{C}$ be an integrable function. We call inverse Fourier transform of $f$ the function defined by:

$$\hat{f}(\xi) = \int_{-\infty}^{+\infty} dx \ f(x) \ e^{2\pi i \xi x}.$$ 

The convention for the Fourier series is chosen accordingly.

We denote the n-sphere by $S^n$. In particular, we assume the radius of $S^1$ to be equal to $1/2\pi$, i.e. we identify $S^1 \simeq \mathbb{R}/\mathbb{Z}$. Consequently:

$$\int_{S^1} d\mu(S^1) = 1,$$

where $\mu$ is the Haar measure on $S^1$. 
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1.2 Smooth manifolds

Smooth manifolds will be the background of our construction. We refer the interested reader to [Lee03] for additional insights.

**Definition 1.3.** We call smooth manifold of dimension $n$ a second-countable, Hausdorff topological space that is locally homeomorphic to $\mathbb{R}^n$, equipped with an atlas whose transition maps are smooth.

Unless otherwise stated, all manifolds are assumed to be smooth and paracompact.

**Definition 1.4.** A Lorentzian manifold $(M_n, g)$ is a smooth $n$-dimensional manifold $M_n$ endowed with a non-degenerate, smooth, symmetric metric tensor $g \in \otimes^2 T^*M_n$ with signature $(n - 1, 1)^1$. An oriented and time-oriented Lorentzian manifold is called spacetime.

**Definition 1.5 (Globally hyperbolic spacetime).** Let $(M, g)$ be a spacetime. We call Cauchy surface a closed achronal set $\Sigma \subset M$ whose domain of dependence $D(\Sigma)$ satisfies $D(\Sigma) = M$. A spacetime $(M, g)$ is called globally hyperbolic if it admits a Cauchy surface.

1.3 Algebraic formulation and states

In the algebraic formulation of quantum theory [Haa96], a physical system is described in terms of an abstract $C^*$-algebra, whose self-adjoint elements represent the physical observables. The advantage of such an approach is that it provides with a powerful and versatile theory, independent of the choice of a specific Hilbert space. For a complete description and characterization of the algebraic approach in QFT see [Mor13, Str05, BDFY15].

The properties of the system can be reconstructed once a state is assigned.

**Definition 1.6.** Let $\mathcal{A}$ be a unital $*$-algebra. We call state a linear functional $\omega : \mathcal{A} \to \mathbb{C}$ with the following properties:

(i) $\omega(a^*a) \geq 0 \ \forall a \in \mathcal{A}$ (Positivity);

(ii) $\omega(I) = 1$ (Normalization),

where $^* : \mathcal{A} \to \mathcal{A}$ is the $*$-algebra involution and $I$ is the unit of $\mathcal{A}$.

---

1A metric tensor has signature $(p, q)$ if, as a quadratic form, it has $p$ positive eigenvalues and $q$ negative eigenvalues.
The following result, due to Gelfand, Najmark and Segal - henceforth GNS theorem - states that the Hilbert space description can be recovered from the algebraic one, in a way which is unique up to unitary isomorphisms.

**Theorem 1.7 (GNS Theorem).** Let $A$ be a unital $C^*$-algebra with unit $I$ and $\omega : A \rightarrow \mathbb{C}$ a positive linear functional such that $\omega(I) = 1$. Then:

(a) There exists a triple $(\mathcal{H}_\omega, \pi_\omega, \Psi_\omega)$, where $\mathcal{H}_\omega$ is a Hilbert space, $\pi_\omega : A \rightarrow \mathcal{B}(\mathcal{H}_\omega)$ a representation of $A$ over $\mathcal{H}_\omega$ and $\Psi_\omega$ a vector of $\mathcal{H}_\omega$, for which:

(i) $\Psi_\omega$ is cyclic for $\pi_\omega$, i.e. $\pi_\omega(A) \Psi_\omega$ is dense in $\mathcal{H}_\omega$;

(ii) $\langle \Psi_\omega | \pi_\omega(a) \Psi_\omega \rangle_{\mathcal{H}_\omega} = \omega(a) \quad \forall a \in A$.

(b) If $(\mathcal{H}, \pi, \Psi)$ is another triple satisfying (i) and (ii), then there exists a unitary operator $U : \mathcal{H}_\omega \rightarrow \mathcal{H}$ such that $\Psi = U \Psi_\omega$ and

$$\pi(a) = U \pi_\omega(a) U^{-1} \quad \forall a \in A.$$

Let $(M, g)$ be a connected globally hyperbolic spacetime and let $P : C^\infty(M) \rightarrow C^\infty(M)$ a Cauchy hyperbolic operator [Bär15]. Define $S := \{ f \in C^\infty(M) \mid Pf = 0 \}$.

**Definition 1.8 (Advanced and retarded Green operators [BGP07, Definition 3.4.1]).** A linear map $G^+ : C^\infty_c(M) \rightarrow C^\infty(M)$ satisfying:

(i) $P \circ G^+ = \text{Id}_{C^\infty_c(M)}$;

(ii) $G^+ \circ P \big|_{C^\infty_c(M)} = \text{Id}_{C^\infty_c(M)}$;

(iii) $\text{supp}(G^+ f) \subseteq J_+(\text{supp}(f))$, for all $f \in C^\infty_c(M)$,

is called advanced Green operator for $P$.

Similarly, a linear map $G^- : C^\infty_c(M) \rightarrow C^\infty(M)$ satisfying (i), (ii) and

(iii') $\text{supp}(G^- f) \subseteq J_-(\text{supp}(f))$, for all $f \in C^\infty_c(M)$

is called retarded Green operator for $P$.

If $P$ is a normally hyperbolic operator the advanced and retarded Green operators always exist; what is more, they are unique [BGP07]. This is the case, for instance, of the d’Alambert-de Rham operator.

**Definition 1.9 (Causal propagator).** The linear map

$$G = G^+ - G^- : C^\infty_c(M) \rightarrow C^\infty(M)$$

is called causal propagator for $P$. 

The salient properties of the causal propagator are summarized by the following theorem.

**Theorem 1.10.** With the above notation, the following sequence is exact:

\[
0 \rightarrow C_c^\infty(M) \xrightarrow{P} C_c^\infty(M) \xrightarrow{G} C^\infty(M) \xrightarrow{P} C^\infty(M) \rightarrow 0. \tag{1.1}
\]

The causal propagator allows to define a weakly non-degenerate bilinear map:

\[
\sigma(f, h) := \int_M f(Gh) d\text{Vol}_M, \quad f, h \in C_c^\infty(M).
\]

Let \( \mathcal{A} \) be the Weyl algebra whose generators are the abstract symbols \( \mathcal{W}(Gf) \), \( f \in C_c^\infty(M) \) satisfying the relations:

\[
\mathcal{W}(Gf)\mathcal{W}(Gh) = e^{2\pi i \sigma(f, h)} \mathcal{W}(G(f + h)).
\]

The involution:

\[
*: \mathcal{A} \rightarrow \mathcal{A}, \quad \mathcal{W}(Gf) \mapsto \mathcal{W}(-Gf),
\]

endows \( \mathcal{A} \) with a \(*\)-algebra structure.

**Definition 1.11.** Let \( \omega : \mathcal{A} \rightarrow \mathbb{C} \) be an analytic state \([BR03]\). We call two-point function of \( \omega \) the map:

\[
\omega_2 : C_c^\infty(M) \times C_c^\infty(M) \rightarrow \mathbb{C}
\]

\[
(f_1, f_2) \mapsto -\frac{\partial^2}{\partial s \partial t} \left[ \omega(\mathcal{W}(sGf_1 + tGf_2))e^{\frac{1}{2}i\sigma(f_1, f_2)} \right]_{s=t=0}.
\]

The higher \( n \)-point functions

\[
\omega_n : \underbrace{C_c^\infty(M) \times \cdots \times C_c^\infty(M)}_{\text{n times}} \rightarrow \mathbb{C}
\]

are defined similarly (see \([Wal94]\) for details). Assuming that the \( n \)-point functions are continuous with respect to the standard topology on \( C_c^\infty(M) \), the Schwartz kernel theorem \([Hör03, \text{Theorem 5.2.1}]\) allows to write them in terms of their distributional kernel:

\[
\omega_n(f_1, \ldots, f_n) = \int_{M^n} \omega_n(x_1, \ldots, x_n)f_1(x_1) \cdots f_n(x_n) d\text{Vol}_{M^n}. \tag{1.2}
\]
**Definition 1.12** (Quasifree state [BDFY15, Definition 5.2.22]). A state \( \omega : \mathcal{A} \to \mathbb{C} \) is called quasifree if its \( n \)-point functions satisfy:

\[
\begin{align*}
\omega_n(f_1, \ldots, f_n) &= 0, & \text{for } n \text{ odd} \\
\omega_n(f_1, \ldots, f_n) &= \sum_{\Pi} \omega_2(f_{i_1}, f_{i_2}) \cdots \omega_2(f_{i_{n-1}}, f_{i_n}), & \text{for } n \text{ even},
\end{align*}
\]

where \( \Pi \) denotes all the possible partitions of the set \( \{1, 2, \ldots, n\} \) into pairs \( \{i_1, i_2\}, \ldots, \{i_{n-1}, i_n\} \) with \( i_{2j-1} < i_{2k} \) for \( j = 1, 2, \ldots, n/2 \).

There is a distinguished class of states, called Hadamard states, of particular interest to physics characterized by a constraint on the distributional singularity structure of their two-point functions [Rad96]. In fact, an arbitrary state is in general too singular for physical purposes. Hadamard states, besides having an ultraviolet behaviour mimicking that of the Poincaré vacuum, guarantee that the quantum fluctuations of all observables are bounded. They also allow for an extension of the algebra of fields to encompass the Wick polynomials. The definition of a Hadamard state relies upon microlocal analysis tools and concepts: we refer the reader to [Hör03] for a complete and detailed explanation of the mathematical objects involved.

**Definition 1.13** (Hadamard state). A state \( \omega : \mathcal{A} \to \mathbb{C} \) is a Hadamard state if its two-point function \( \omega_2 \) satisfies the microlocal spectrum condition:

\[
WF(\omega_2) = \{(x, y, k_x, -k_y) \in T^* M^2 \setminus \{0\} \mid (x, k_x) \sim (y, k_y), k_x \gg 0\},
\]

where \( WF \) denotes the wavefront set and \((x, k_x) \sim (y, k_y)\) means that there is a lightlike geodesic connecting \( x \) to \( y \), such that \( k_x \) is cotangent to the geodesic and \( k_y \) is the parallel transport of \( k_x \) along the geodesic. By \( k_x \gg 0 \) we mean that \( k_x \) is non-vanishing and \( k_x(v) \geq 0 \) for all future-directed \( v \in T_x M \).

Observe that the above definition implies that, given two Hadamard states \( \omega \) and \( \tilde{\omega} \), the difference of their two-point functions is smooth:

\[
\omega_2 - \tilde{\omega}_2 \in C^\infty(M \times M; \mathbb{C}).
\]

### 1.4 Fock space

Let \( \mathcal{H} \) be a complex Hilbert space and denote by \( \mathcal{H}^\otimes n = \mathcal{H} \otimes \mathcal{H} \otimes \cdots \otimes \mathcal{H} \) the \( n \)-fold tensor product of \( \mathcal{H} \) with itself.
1. Notation and conventions

Definition 1.14 (Fock space). The direct sum:

$$\mathcal{F}(\mathcal{H}) := \bigoplus_{n \in \mathbb{N}} \mathcal{H}^{\otimes n}$$

with $\mathcal{H}^{\otimes 0} = \mathbb{C}$ is called Fock space.

A generic element in $\mathcal{F}(\mathcal{H})$ can be seen as a sequence $\{\psi_n\}_{n \in \mathbb{N}}$, with $\psi_n \in \mathcal{H}^{\otimes n}$. Introduce on the operators $P_\pm : \mathcal{F}(\mathcal{H}) \to \mathcal{F}(\mathcal{H})$ defined by the continuous linear extension of:

$$P_+(\varphi_1 \otimes \varphi_2 \otimes \cdots \otimes \varphi_n) = \frac{1}{n!} \sum_{\pi \in S_n} \varphi_{\pi(1)} \otimes \varphi_{\pi(2)} \otimes \cdots \otimes \varphi_{\pi(n)},$$

$$P_-(\varphi_1 \otimes \varphi_2 \otimes \cdots \otimes \varphi_n) = \frac{1}{n!} \sum_{\pi \in S_n} \sigma(\pi) \varphi_{\pi(1)} \otimes \varphi_{\pi(2)} \otimes \cdots \otimes \varphi_{\pi(n)},$$

where $S_n$ is the symmetric group of degree $n$ and $\sigma(\pi)$ denotes the sign of the permutation $\pi \in S_n$.

Definition 1.15. We call symmetrized Fock space the image of $\mathcal{F}(\mathcal{H})$ via $P_+$:

$$\mathcal{F}_+(\mathcal{H}) := P_+ \mathcal{F}(\mathcal{H}).$$

Analogously, we call antisymmetrized Fock space the image of $\mathcal{F}(\mathcal{H})$ via $P_-$:

$$\mathcal{F}_-(\mathcal{H}) := P_- \mathcal{F}(\mathcal{H}).$$

We introduce the number operator $N$:

$$D(N) := \{\{\psi_n\}_{n \in \mathbb{N}} \in \mathcal{F}(\mathcal{H}) \mid \sum_{n \in \mathbb{N}} n^2 \|\psi_n\|^2 < +\infty\},$$

$$N : D(N) \to \mathcal{F}(\mathcal{H})$$

$\{\psi_n\}_{n \in \mathbb{N}} \mapsto \{n\psi_n\}_{n \in \mathbb{N}},$

which we interpret as “counting” the number of particles in each $n$-particle subspace $\mathcal{H}^{\otimes n}$ of $\mathcal{F}(\mathcal{H})$. $N$ is essentially self-adjoint, as can be seen directly from its spectral decomposition.

There exists a distinguished vector in $\mathcal{F}(\mathcal{H})$ called vacuum vector:

$$\Psi := (1, 0, 0, \ldots).$$

We can resort to the vacuum vector to define the creation and the annihilation operators, $a^\dagger$ and $a$, which prove to be crucial in many respects. For each $\varphi \in \mathcal{H}$, $a^\dagger(\varphi)$ and $a(\varphi)$ are defined as follows:

$$a(\varphi)\Psi = 0,$$
The creation and annihilation operators can be extended by linearity to densely defined operators on $\mathfrak{F}(\mathcal{H})$; it can be proved that they admit a well-defined extension to the domain $\mathcal{D}(N^{1/2})$ of the operator $N^{1/2}$. At last, we define symmetrized/antisymmetrized creation and annihilation operators on the Fock space $\mathfrak{F}(\mathcal{H})$ by:

$$a_{\pm}(\varphi) := a(\varphi)P_{\pm},$$
$$a^\dagger_{\pm}(\varphi) := P_{\pm}a^\dagger(\varphi).$$

On Fock spaces, there is a procedure that allows to promote operators defined on the one-particle Hilbert space $\mathcal{H}$ to operators on the whole symmetrized/antisymmetrized Fock spaces. This procedure is called second quantization [BR03]. Let us discuss it for unitary operators. Let $U : \mathcal{H} \rightarrow \mathcal{H}$ be a unitary operator. Set $U_0 = 1$ and:

$$U_n(P_{\pm}(\varphi_1 \otimes \varphi_2 \otimes \cdots \otimes \varphi_n)) := P_{\pm}(U\varphi_1 \otimes U\varphi_2 \otimes \cdots \otimes U\varphi_n)$$

for $n \in \mathbb{N}_0$, and then extend them by continuity. We call second quantization of $U$ the operator $\Gamma(U) : \mathfrak{F}_\pm(\mathcal{H}) \rightarrow \mathfrak{F}_\pm(\mathcal{H})$ given by:

$$\Gamma(U) := \bigoplus_{n \in \mathbb{N}} U_n.$$ (1.4)

It is a straightforward check that $\Gamma(U)$ is unitary.
1. Notation and conventions
Chapter 2

Differential Cohomology and Covariant QFT

In this chapter, after introducing briefly the salient elements of Cheeger-Simons theory of differential characters, we will analyse in quite some detail how a covariant quantum field theory can be built out of it.

2.1 Differential cohomology

Differential cohomology is an algebro-differential construction which puts in connection algebraic homology and cohomology with the geometry of differential forms. To some extent, it allows to refine cohomology through differential forms.

Cheeger and Simons [CS85] were the first, in 1985, who investigated differential cohomology along with its graded commutative ring structure. Various constructions later developed, such as smooth Deligne cohomology, differential cocycles and De Rham-Federer currents, were recognised to be different models for the same theory. Simons-Sullivan [SS08] and Bär-Becker [BB14] showed that differential cohomology is uniquely determined up to unique natural equivalences. In our work, for practical purposes and for the sake of clarity we will adopt the Cheeger-Simons model; notwithstanding, the overall philosophy is model-independent.

2.1.1 Smooth singular homology and cohomology

Just to fix the notation, we succinctly recall a few definitions and results regarding smooth singular homology and cohomology. We refer the interested reader to [Hat01] for further insights and detailed proofs.
Let $M$ be a smooth manifold. We denote by $C_\ast (M; \mathbb{Z})$ the chain complex of smooth singular chains in $M$ with coefficients in $\mathbb{Z}$. For each $k \geq 0$ there exists a boundary map

$$\partial_k : C_k (M; \mathbb{Z}) \to C_{k-1} (M; \mathbb{Z})$$

which is a homomorphism of free Abelian groups fulfilling $\partial_{k+1} \circ \partial_k = 0$. The subscript $k$ will be dropped in the following whenever the domain and the target spaces are clear from the context. There are two distinguished subgroups of $C_k (M; \mathbb{Z})$ for every $k \in \mathbb{N}$: the smooth singular $k$-cycles $Z_k (M; \mathbb{Z}) := \ker (\partial_k)$ and the smooth singular $k$-boundaries $B_k (M; \mathbb{Z}) := \operatorname{im} (\partial_{k+1})$.

**Definition 2.1.** The $k$-th smooth singular homology group is the quotient:

$$H_k (M; \mathbb{Z}) := \frac{Z_k (M; \mathbb{Z})}{B_k (M; \mathbb{Z})} = \frac{\ker (\partial_k)}{\operatorname{im} (\partial_{k+1})}. \tag{2.1}$$

Let $S \subseteq M$ be a smooth submanifold of $M$. The inclusion $\iota : S \hookrightarrow M$ allows to identify $C_\ast (S; \mathbb{Z})$ as a subcomplex in $C_\ast (M; \mathbb{Z})$. We define the complex of smooth singular chains on $M$ relative to $S$ to be the quotient:

$$C_\ast (M, S; \mathbb{Z}) := \frac{C_\ast (M; \mathbb{Z})}{C_\ast (S; \mathbb{Z})}.$$  

It can be shown that $C_k (M, S; \mathbb{Z})$ turns out to be a free Abelian group and that, again, the boundary homomorphism $\partial_k : C_k (M, S; \mathbb{Z}) \to C_{k-1} (M, S; \mathbb{Z})$ is well defined. Its kernel is the Abelian group of relative cycles $Z_k (M, S; \mathbb{Z})$, whereas its image is the Abelian group of relative boundaries $B_k (M, S; \mathbb{Z})$. Therefore, we call relative $k$-th homology group the quotient

$$H_k (M, S; \mathbb{Z}) := \frac{Z_k (M, S; \mathbb{Z})}{B_k (M, S; \mathbb{Z})} = \frac{\ker (\partial_k)}{\operatorname{im} (\partial_{k+1})}.$$  

Given an Abelian group $G$, the cochain complex $C^\ast (M; G)$ of $G$-valued smooth singular cochains in $M$ is defined by

$$C^k (M; G) := \operatorname{Hom} (C_k (M; \mathbb{Z}); G),$$

where the coboundary map is obtained by dualizing the boundary homomorphism:

$$\delta_k : C^k (M; G) \to C^{k+1} (M; G)$$

$$\phi \mapsto \delta_k \phi = \phi \circ \partial_{k+1}.$$  

The Abelian groups of $k$-th $G$-cocycles and $k$-th $G$-coboundaries are respectively defined as $Z^k (M; G) := \ker (\delta^k)$ and $B^k (M; G) := \operatorname{im} (\delta^{k-1})$.  

2.1 Differential cohomology

Definition 2.2. We define the \(k\)-th smooth singular cohomology group with \(G\) coefficients as the quotient:

\[
H^k(M; G) := \frac{Z^k(M; G)}{B^k(M; G)}.
\]

The relative version of a smooth singular cohomology is obtained analogously, replacing everywhere the homology groups with their relative counterparts.

As far as categorical properties are concerned, let \(\text{Man}\) be the category whose objects are smooth manifolds and whose morphisms are smooth maps between smooth manifolds. Furthermore, let \(\text{Ab}\) be the category whose objects are Abelian groups and whose morphisms are group homomorphisms. Then, \(H^k(\cdot; Z) : \text{Man} \to \text{Ab}\) is a covariant functor from \(\text{Man}\) to \(\text{Ab}\), whereas \(H^k(\cdot; G) : \text{Man} \to \text{Ab}\) is a contravariant functor between the same categories.

The cohomology group \(H^k(M; G)\) is not isomorphic to \(\text{Hom}(H_k(M; Z); G)\) in general. Their relation is set by the universal coefficient theorem for cohomology [Hat01, Theorem 3.2]:

\[
0 \to \text{Ext}(H_{k-1}(M; Z), G) \to H^k(M; G) \to \text{Hom}(H_k(M; Z); G) \to 0. \tag{2.2}
\]

It entails that the homomorphism

\[
h : H^k(M; G) \to \text{Hom}(H_k(M; Z); G)
\]

is always an epimorphism but it may fail being a monomorphism. However, when \(G = \mathbb{R}, \mathbb{T}\), \(h\) turns out to be an isomorphism, because \(\text{Ext}(\cdot, \mathbb{R}) = 0\) and \(\text{Ext}(\cdot, \mathbb{T}) = 0\), being \(\mathbb{R}\) and \(\mathbb{T}\) divisible. Contrariwise, for \(G = \mathbb{Z}\), \(\text{Ext}(\cdot, \mathbb{Z}) \neq 0\) and \(H^k(M; \mathbb{Z}) \not\cong \text{Hom}(H_k(M; \mathbb{Z}); \mathbb{Z})\) in general. We denote by \(H^k_{\text{tor}}(M; \mathbb{Z})\) the image of \(\text{Ext}(H_{k-1}(M; \mathbb{Z}), \mathbb{Z})\) in \(H^k(M; \mathbb{Z})\) in (2.2), namely the \(k\)-th torsion subgroup, and by \(H^k_{\text{free}}(M; \mathbb{Z}) := H^k(M; \mathbb{Z})/H^k_{\text{tor}}(M; \mathbb{Z})\) the \(k\)-th free cohomology group.

2.1.2 Differential Characters

Definition 2.3. Let \(M\) be a smooth manifold and let \(\Omega^k(M)\) be the vector space of differential forms of degree \(k\) on \(M\). The Abelian group of Cheeger-Simons differential characters of degree \(k \in \mathbb{N} \setminus \{0\}\) is defined by:

\[
\hat{H}^k(M; \mathbb{Z}) := \{ h \in \text{Hom}(Z_{k-1}(M; \mathbb{Z}); \mathbb{T}) \mid h \circ \partial \in \Omega^k(M) \}, \tag{2.3}
\]
where $h \circ \partial \in \Omega^k(M)$ means that there exists $\omega_h \in \Omega^k(M)$ such that

$$h(\partial\gamma) = \int_\gamma \omega_h \mod \mathbb{Z} \quad (2.4)$$

for all $\gamma \in C_k(M; \mathbb{Z})$.

The Abelian group structure is inherited from $T$. Resorting to the additive notation, we have that $(h + h') (z) = h(z) + h'(z)$, $\forall h, h' \in \widehat{H}^k(M; \mathbb{Z})$ and $\forall z \in Z_{k-1}(M; \mathbb{Z})$. The unit element is the constant homomorphism $0 \in \widehat{H}^k(M; \mathbb{Z})$, $z \mapsto 0 \forall z \in Z_{k-1}(M; \mathbb{Z})$, while for every $h \in \widehat{H}^k(M; \mathbb{Z})$ the inverse element $-h$ is defined by $-h(z) := (h(z))^{-1}$ $\forall z \in Z_{k-1}(M; \mathbb{Z})$.

There exist four noteworthy homomorphisms having $\widehat{H}^k(M; \mathbb{Z})$ as domain or target. Firstly, it is straightforward to prove that $\omega_h$ is uniquely determined by (2.4). Furthermore, $\omega_h$ is closed and with integer periods. Introducing the notation

$$\Omega^k_Z(M) := \left\{ \omega \in \Omega^k(M) \mid \int_z \omega \in \mathbb{Z} \quad \forall z \in Z_k(M; \mathbb{Z}) \right\},$$

we have that $\omega_h \in \Omega^k_Z(M) \subseteq \Omega^k_d(M) \subseteq \Omega^k(M)$. It is therefore defined the \textit{curvature} homomorphism:

$$\text{curv} : \widehat{H}^k(M; \mathbb{Z}) \to \Omega^k_Z(M)$$

$$h \mapsto \omega_h.$$ \hspace{1cm} (2.5)

Secondly, consider any element $h \in \widehat{H}^k(M; \mathbb{Z})$. Since $Z_{k-1}(M; \mathbb{Z})$ is a free $\mathbb{Z}$-module, $h$ can be lifted to $\widetilde{h} \in \text{Hom}(Z_{k-1}(M; \mathbb{Z}); \mathbb{R})$ along the quotient map $\mathbb{R} \to \mathbb{T}$. Construct a $k$-cochain via

$$\eta_{\widetilde{h}} : C_k(M; \mathbb{Z}) \to \mathbb{R}$$

$$\gamma \mapsto \eta_{\widetilde{h}}(\gamma) = \int_\gamma \text{curv } \widetilde{h} - \widetilde{h} \circ \partial(\gamma).$$

It is an easy check that $\eta_{\widetilde{h}}$ defines an integer-valued coclosed cochain, i.e. $\delta \eta_{\widetilde{h}} = 0$. Therefore, the cohomology class $[\eta_{\widetilde{h}}] \in H^k(M; \mathbb{Z})$ is well defined and independent of the choice of the lifting. We call \textit{characteristic class} the homomorphism given by:

$$\text{char} : \widehat{H}^k(M; \mathbb{Z}) \to H^k(M; \mathbb{Z})$$
curv and char are surjective but, in general, not injective. This means that differential characters contain further information stored in the kernel of the above maps. Consider an arbitrary element \( u \in H^{k-1}(M; \mathbb{T}) \). As \( \mathbb{T} \) is a divisible group, the universal coefficient theorem yields an isomorphism:

\[
\text{iso} : H^{k-1}(M; \mathbb{T}) \rightarrow \text{Hom}(H^{k-1}_{k-1}(M; \mathbb{Z}); \mathbb{T}).
\]

Denoting by \( \pi : Z_{k-1}(M; \mathbb{Z}) \rightarrow H_{k-1}(M; \mathbb{Z}) \) the quotient homomorphism, set

\[
\kappa(u) := \text{iso}(u) \circ \pi : Z_{k-1}(M; \mathbb{Z}) \rightarrow \mathbb{T}.
\]

We call inclusion of flat classes the homomorphism:

\[
\kappa : H^{k-1}(M; \mathbb{T}) \rightarrow \hat{H}^k(M; \mathbb{Z})
\]

\[
u \mapsto \kappa(\nu).
\]

By construction the curvature of \( \kappa(u) \) is vanishing.

At last, let \( A \in \Omega^{k-1}(M) \). It defines a differential character \( h_A \in \hat{H}^k(M; \mathbb{Z}) \) via:

\[
h_A(z) = \int_z A \mod \mathbb{Z}, \quad \forall z \in Z_{k-1}(M; \mathbb{Z}).
\]

It is well-defined and its curvature is given by \( \text{curv} A = dA \). As a matter of fact,

\[
h_A(\partial \gamma) = \int_{\partial \gamma} A \mod \mathbb{Z} = \int_{\gamma} dA \mod \mathbb{Z}, \quad \forall \gamma \in C_k(M; \mathbb{Z}).
\]

The characteristic class of \( h_A \) is trivial, as one realizes picking the real lift \( \int A \in \text{Hom}(Z_{k-1}(M; \mathbb{Z}); \mathbb{R}) \). We call topological trivialization the injective homomorphism

\[
\iota : \Omega^{k-1}(M) \rightarrow \hat{H}^k(M; \mathbb{Z})
\]

\[
[A] \mapsto h_A.
\]
In addition to this, the assignment of $\hat{H}^k(M; \mathbb{Z})$ to $M$ defines a contravariant functor from the category of smooth manifolds $\mathsf{Man}$ to the category of Abelian groups $\mathsf{Ab}$; the same holds true for all of the other Abelian groups in diagram (2.10). Furthermore, the homomorphisms in diagram (2.10) are natural transformations.

It is worth noticing that differential cohomology is uniquely defined by diagram (2.10) up to unique natural isomorphisms.

**Definition 2.4** (Differential cohomology theory [BB14, Definition 5.9]). We call differential cohomology theory a contravariant functor $\hat{H}^* (\cdot; \mathbb{Z})$ from the category of smooth manifold $\mathsf{Man}$ to the category of $\mathbb{Z}$-graded Abelian groups $\mathsf{Ab}^\mathbb{Z}$, together with four natural transformations:

- $\tilde{\text{curv}} : \hat{H}^* (\cdot; \mathbb{Z}) \Rightarrow \Omega^*_\mathbb{Z} (\cdot)$, called **curvature**;
- $\tilde{\text{char}} : \hat{H}^* (\cdot; \mathbb{Z}) \Rightarrow H^* (\cdot; \mathbb{Z})$, called **characteristic class**;
- $\tilde{\iota} : \frac{\Omega^{*-1} (\cdot)}{\Omega^{}_{\mathbb{Z}} (\cdot)} \Rightarrow \hat{H}^* (\cdot; \mathbb{Z})$, called **topological trivialization**;
- $\tilde{\kappa} : H^{*-1} (\cdot; \mathbb{T}) \Rightarrow \hat{H}^* (\cdot; \mathbb{Z})$, called **inclusion of flat classes**;

such that, for any differentiable manifold $M$, the following diagram is com-
Differential characters can be given a unique graded commutative ring structure. Following [BB14], we will adopt an axiomatic point of view:

**Definition 2.6** (Internal product). An *internal product* of differential characters is a map:

\[ \cdot : \hat{H}^k(M; \mathbb{Z}) \times \hat{H}^l(M; \mathbb{Z}) \to \hat{H}^{k+l}(M; \mathbb{Z}) \]

\[ (h, h') \mapsto h \cdot h' \quad (2.11) \]

such that the following requirements are fulfilled:

(i) **Ring Structure.** \((\hat{H}^*(M; \mathbb{Z}), +, \cdot)\) is a ring, i.e. \(\cdot\) is associative and \(\mathbb{Z}\)-bilinear;

(ii) **Graded commutativity.** It holds

\[ h \cdot h' = (-1)^{kl} h' \cdot h \]

for any \(h \in \hat{H}^k(M; \mathbb{Z})\) and \(h' \in \hat{H}^l(M; \mathbb{Z})\);
(iii) **Compatibility with curvature.** It holds

\[
\text{curv} \ (h \cdot h') = \text{curv} \ h \wedge \text{curv} \ h'
\]

for any \( h \in \hat{H}^k(M; \mathbb{Z}) \) and \( h' \in \hat{H}^l(M; \mathbb{Z}) \), i.e. the curvature is a ring homomorphism;

(iv) **Compatibility with characteristic class.** It holds

\[
\text{char} \ (h \cdot h') = \text{char} \ h \smile \text{char} \ h'
\]

for any \( h \in \hat{H}^k(M; \mathbb{Z}) \) and \( h' \in \hat{H}^l(M; \mathbb{Z}) \), where \( \smile \) denotes the cup product of singular cohomology, i.e. the characteristic class is a ring homomorphism;

(v) **Compatibility with topological trivialization.** It holds

\[
\iota(A) \cdot h = \iota(A \wedge \text{curv} \ h)
\]

for any \( A \in \Omega^{k-1}(M) \) and \( h \in \hat{H}^l(M; \mathbb{Z}) \), where \( \wedge \) denotes the wedge product of differential forms;

(vi) **Compatibility with inclusion of flat classes.** It holds

\[
\kappa(u) \cdot h = \kappa(u \smile \text{char} \ h)
\]

for any \( u \in H^{k-1}(M; \mathbb{T}) \) and \( h \in \hat{H}^l(M; \mathbb{Z}) \).

**Remark 2.7.** Observe that in (v) and (vi) \( \iota \) and \( \kappa \) act on the first entry of the inner product respectively. When they happen to be in the second entry, the above formulas must be duly modified, taking into account the grading of the product:

\[
h \cdot \iota(A) = (-1)^k \iota(\text{curv} \ h \wedge A), \quad h \cdot \kappa(u) = (-1)^k \kappa(\text{char} \ h \smile u)
\]

for all \( h \in \hat{H}^k(M; \mathbb{Z}) \), \( A \in \Omega^{l-1}(M) \) and \( u \in H^{l-1}(M; \mathbb{T}) \).

**Theorem 2.8** (Uniqueness of ring structure [BB14, Corollary 6.5]). The ring structure on differential cohomology is determined uniquely by axioms (i) – (v) in Definition 2.6.
2.1.3 Relative differential cohomology

As a prolegomenon to differential cohomology with compact support, this section will be devoted to a review of differential characters on relative cycles.

Let $S \subseteq M$ be a submanifold. The Abelian group of $k$-differential forms vanishing on $S$ will be denoted by

$$\Omega^k(M, S) := \{ \omega \in \Omega^k(M) \mid \omega|_S = 0 \},$$

while $\Omega^k_Z(M, S)$ will denote the Abelian subgroup in $\Omega^k(M, S)$ of relative $k$-forms with integral periods on relative cycles. Since the exterior derivative $d$ preserves these subgroups, $(\Omega^*_{dR}(M, S), d)$ is a subcomplex of $(\Omega^*(M), d)$. The de Rham cohomology of such a subcomplex is called de Rham cohomology of $M$ relative to $S$ and denoted by $H^*_dR(M, S)$.

In the following, we will specialize to properly embedded submanifolds $S \subseteq M$, i.e. to submanifolds such that the embedding map $i : S \hookrightarrow M$ is proper. Such a restriction is motivated by the fact that, in this case, a relative version of the De Rham theorem is available. In fact, when $S$ is properly embedded, every differential form on $S$ admits a smooth extension to $M$. As a consequence, the following sequence is short exact:

$$0 \longrightarrow \Omega^*(M, S) \longrightarrow \Omega^*(M) \longrightarrow \Omega^*(S) \longrightarrow 0.$$  

Every differential form can be thought of as a cochain via integration; this yields a commutative diagram of short exact sequences:

$$0 \longrightarrow \Omega^*(M, S) \longrightarrow \Omega^*(M) \longrightarrow \Omega^*(S) \longrightarrow 0$$

and a corresponding commutative diagram of long exact sequences in cohomology:

$$\cdots \longrightarrow H^{k-1}_{dR}(M) \longrightarrow H^{k-1}_{dR}(S) \longrightarrow H^{k}_{dR}(M, S) \longrightarrow H^{k}_{dR}(M) \longrightarrow H^{k}_{dR}(S) \longrightarrow \cdots$$

De Rham theorem [Wer83, Theorem 5.36] guarantees that the first and the last two vertical arrows are isomorphisms; from the five lemma it ensues that also $H^{k}_{dR}(M, S) \rightarrow H^{k}(M, S; \mathbb{R})$ is an isomorphism, thus providing a relative version of de Rham theorem.

We are now in the position to define relative differential characters:
Definition 2.9 (Differential characters on relative cycles). Let $M$ be a smooth manifold. The Abelian group of Cheeger-Simons relative differential characters on $M$ with respect to $S \subseteq M$ of degree $k \in \mathbb{N} \setminus \{0\}$ is defined by:

$$\hat{H}^k(M, S; \mathbb{Z}) := \left\{ h \in \text{Hom}(Z_{k-1}(M, S; \mathbb{Z}); \mathbb{T}) \mid h \circ \partial \in \Omega^k(M) \right\}, \quad (2.13)$$

where $h \circ \partial \in \Omega^k(M)$ means that there exists $\omega_h \in \Omega^k(M)$ such that

$$h(\partial \gamma) = \int_{\gamma} \omega_h \mod \mathbb{Z} \quad (2.14)$$

for all $\gamma \in C_k(M; \mathbb{Z})$.

Remark 2.10. Observe that $\omega_h$ actually lies in $\Omega^k(M, S)$ and has, in particular, integral periods. In fact, choosing $\gamma \in C_k(S)$ we obtain $\omega_h|_S = 0$. Picking, moreover, $\gamma \in Z_k(M, S)$ gives $\int_{\gamma} \omega_h \in \mathbb{Z}$.

With minor adaptations, retracing the reasoning made for absolute differential cohomology it is possible to introduce curvature, characteristic class, inclusion of flat classes and topological trivialization maps for the relative case.

Proposition 2.11 ([BBSS15, Theorem 3.5]). Let $M$ be a manifold and $S \subseteq M$ a properly embedded submanifold. Then the diagram

$$
\begin{array}{ccccccccc}
0 & \to & H^{-1}(M, S; \mathbb{R}) & \to & \Omega^{-1}(M, S) & \to & d\Omega^{-1}(M, S) & \to & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
0 & \to & H^{-1}(M, S; \mathbb{Z}) & \to & \Omega^{-1}(M, S) & \to & d\Omega^{-1}(M, S) & \to & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
0 & \to & H^{k}(M, S; \mathbb{T}) & \to & \hat{H}^{k}(M, S; \mathbb{Z}) & \to & \curv \Omega^{k}(M, S) & \to & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
0 & \to & H^{k}(M, S; \mathbb{Z}) & \to & H^{k}(M, S; \mathbb{Z}) & \to & H^{k}(M, S; \mathbb{Z}) & \to & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
0 & & 0 & & 0 & & 0 & & \\
\end{array}
$$

(2.15)

is commutative and has exact rows and columns.
2.1 Differential cohomology

**Remark 2.12.** Notice that the result just stated relies heavily on $S$ being properly embedded. If the inclusion $i : S \hookrightarrow M$ is not proper, several rows and columns may fail being exact.

As for the absolute case, the assignment of $\hat{H}^k(M, S; \mathbb{Z})$ to $(M, S)$ defines a contravariant functor

$$\hat{H}^k(\cdot; \mathbb{Z}) : \text{Pair} \to \text{Ab}$$

from the category $\text{Pair}$ to the category of Abelian groups $\text{Ab}$. Furthermore,

$$\text{curv} : \hat{H}^k(\cdot; \mathbb{Z}) \Rightarrow \Omega^k(\cdot), \quad \text{char} : \hat{H}^k(\cdot; \mathbb{Z}) \Rightarrow H^k(\cdot; \mathbb{Z}),$$

$$\iota : \frac{\Omega^{k-1}(\cdot)}{\Omega^{k-1}(\cdot)} \Rightarrow \hat{H}^k(\cdot; \mathbb{Z}), \quad \kappa : H^{k-1}(\cdot; \mathbb{T}) \Rightarrow \hat{H}^k(\cdot; \mathbb{Z}),$$

are natural transformations between functors from $\text{Pair}$ to $\text{Ab}$.

There exists a natural homomorphism, of particular relevance to our work, mapping relative differential characters into absolute ones:

$$I : \hat{H}^k(M, S; \mathbb{Z}) \to \hat{H}^k(M; \mathbb{Z}). \tag{2.18}$$

Consider the quotient map

$$\pi : C_*(M; \mathbb{Z}) \to C_*(M, S; \mathbb{Z}) = \frac{C_*(M; \mathbb{Z})}{C_*(S; \mathbb{Z})}.$$  

Since $\pi$ preserves the boundary morphism $\partial$, it maps the group $Z_*(M; \mathbb{Z})$ of cycles to the group $Z_*(M, S; \mathbb{Z})$ of relative cycles. Then, for every $h \in \hat{H}^k(M, S; \mathbb{Z})$, we set $Ih := h \circ \pi \in \hat{H}^k(M; \mathbb{Z})$. It is straightforward to check that the following diagram is commutative:

$$\begin{array}{ccc}
Z_{k-1}(M; \mathbb{Z}) & \xrightarrow{\pi} & Z_{k-1}(M, S; \mathbb{Z}) \\
\downarrow f_* & & \downarrow f_* \\
Z_{k-1}(M'; \mathbb{Z}) & \xrightarrow{\pi} & Z_{k-1}(M', S'; \mathbb{Z})
\end{array} \tag{2.19}$$

for every morphism $f : (M, S) \to (M', S')$ in $\text{Pair}$. This entails the naturality of $I$:

$$\begin{array}{ccc}
\hat{H}^k(M', S'; \mathbb{Z}) & \xrightarrow{I} & \hat{H}^k(M'; \mathbb{Z}) \\
\downarrow f^* & & \downarrow f^* \\
\hat{H}^k(M, S; \mathbb{Z}) & \xrightarrow{I} & \hat{H}^k(M; \mathbb{Z})
\end{array} \tag{2.20}$$

---

1The category $\text{Pair}$ is the category whose objects are pairs $(M, S)$, with $M$ in $\text{Man}$ and $S \subseteq M$ a submanifold, and whose morphisms $f : (M, S) \to (M', S')$ are those morphisms $f : M \to M'$ in $\text{Man}$ such that $f(S) \subseteq S'$. 

Furthermore, the diagrams:

\[
\begin{array}{cccc}
\hat{H}^k(M, S; \mathbb{Z}) & \xrightarrow{I} & \hat{H}^k(M; \mathbb{Z}) & \\
\text{curv} & \downarrow & \text{curv} & \\
\Omega^k_\mathbb{Z}(M, S) & \rightarrow & \Omega^k_\mathbb{Z}(M) & \\
\end{array}
\quad
\begin{array}{cccc}
\hat{H}^k(M, S; \mathbb{Z}) & \xrightarrow{I} & \hat{H}^k(M; \mathbb{Z}) & \\
\text{char} & \downarrow & \text{char} & \\
H^k(M, S; \mathbb{Z}) & \rightarrow & H^k(M; \mathbb{Z}) & \\
\end{array}
\quad
\begin{array}{cccc}
H^{k-1}(M, S; \mathbb{T}) & \rightarrow & H^{k-1}(M; \mathbb{T}) & \\
\kappa & \downarrow & \kappa & \\
\hat{H}^k(M, S; \mathbb{Z}) & \xrightarrow{I} & \hat{H}^k(M; \mathbb{Z}) & \\
\end{array}
\quad
\begin{array}{cccc}
\Omega^{k-1}(M, S) & \rightarrow & \Omega^{k-1}(M) & \\
\Omega^{k-1}_\mathbb{Z}(M, S) & \xrightarrow{I} & \Omega^{k-1}_\mathbb{Z}(M) & \\
\end{array}
\]

(2.21)

are commutative for every \((M, S)\) in \(\text{Pair}\).

In general, the homomorphism \(I\) is not injective. In fact, the commutativity of the diagram

\[
\begin{array}{cccc}
0 & \rightarrow & H^{k-1}(M, S; \mathbb{T}) & \xrightarrow{\kappa} \hat{H}^k(M, S; \mathbb{Z}) & \xrightarrow{\text{curv}} \Omega^k_\mathbb{Z}(M, S) & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \rightarrow & H^{k-1}(M; \mathbb{T}) & \xrightarrow{\kappa} \hat{H}^k(M; \mathbb{Z}) & \xrightarrow{\text{curv}} \Omega^k_\mathbb{Z}(M) & \rightarrow & 0 \\
\end{array}
\]

along with the exactness of the rows, implies that \(I\) is a monomorphism if and only if \(H^{k-1}(M, S; \mathbb{T}) \rightarrow H^{k-1}(M; \mathbb{T})\) is such, the right vertical arrow being nothing but an inclusion, therefore an injective map. Picking \(M = \mathbb{R}^m\) and \(S = M \setminus (\mathbb{R}^{m-k+1} \times \mathbb{B}^{k-1})\), where \(\mathbb{R}^n\) is the \(n\)-dimensional closed unit Euclidean ball, we have \(H^{k-1}(M, S; \mathbb{T}) \simeq \mathbb{T}\) and \(H^{k-1}(M; \mathbb{T}) \simeq 0\), thus exhibiting a counterexample.

### 2.1.4 Differential cohomology with compact support

In this section, we will discuss differential cohomology with compact support. At variance with above, much more attention will be devoted to details, in view of its prominence in the construction of the algebraic states.

**Definition 2.13** (Directed set). We call directed set a non-empty set \(I\) endowed with a reflexive and transitive binary relation \(\preceq\), such that for all \(\alpha, \beta \in I\) there exists \(\gamma \in I\) for which \(\alpha \preceq \gamma\) and \(\beta \preceq \gamma\).

Let \(\text{DSet}\) be the category whose objects are directed sets and whose morphisms are functions preserving the pre-order relation. Introduce the functor:

\[
\mathcal{K} : \text{Man} \rightarrow \text{DSet}
\]

(2.22)
between the category of smooth manifolds and the category of directed sets. $\mathcal{K}$ assigns to each object $M$ in $\text{Man}$ the directed set $\mathcal{K}_M := \{ K \subseteq M \mid K \text{ is compact} \}$, where $\leq$ is given by the inclusion, and to each morphism $f : M \to M'$ in $\text{Man}$ the morphism $\mathcal{K}_f : \mathcal{K}_M \to \mathcal{K}_{M'}$, $K \mapsto f(K)$ in $\text{DSet}$.

Interpreting the directed set $\mathcal{K}_M$ as a category, construct the contravariant functor:

$$(M, M \setminus \cdot) : \mathcal{K}_M \to \text{Pair}$$

$K \mapsto (M, M \setminus K).$

Composing such a functor with the relative differential cohomology functor yields the covariant functor:

$\hat{H}^k(M, M \setminus \cdot ; \mathbb{Z}) = \hat{H}^k(\cdot ; \mathbb{Z}) \circ (M, M \setminus \cdot) : \mathcal{K}_M \to \text{Ab}.$  \hspace{1cm} (2.23)

**Definition 2.14.** The Abelian group of differential characters with compact support of degree $k$ over $M$ is defined by the colimit:

$$\hat{H}^k_c(M; \mathbb{Z}) := \text{colim} \left( \hat{H}^k(M, M \setminus \cdot ; \mathbb{Z}) : \mathcal{K}_M \to \text{Ab} \right)$$

of the functor (2.23) over $\mathcal{K}_M$.

The procedure adopted in Definition 2.14 represents an intuitively clear approach. There is, nonetheless, an alternative, yet equivalent, way to present differential cohomology with compact support, which has the advantage of involving only properly embedded submanifolds.

Introduce the directed set:

$$\mathcal{O}^c_M := \{ O \subseteq M \mid O \text{ is open}, \overline{O} \in \mathcal{K}_M, \partial \overline{O} \text{ is smooth} \},$$

where, again, the preorder relation $\leq$ is given by the inclusion. By construction, the complement $M \setminus O$ is a properly embedded submanifold for every $O \in \mathcal{O}^c_M$. Composing the functor

$$(M, M \setminus \cdot) : \mathcal{O}^c_M \to \text{Pair}$$

$O \mapsto (M, M \setminus O)$

with the relative cohomology functor yields:

$$\hat{H}^k(M, M \setminus \cdot ; \mathbb{Z}) := \hat{H}^k(\cdot ; \mathbb{Z}) \circ (M, M \setminus \cdot) : \mathcal{O}^c_M \to \text{Ab}.$$  \hspace{1cm} (2.25)

**Proposition 2.15.** The colimit of the functor (2.25) is isomorphic to the Abelian group of differential characters with compact support $\hat{H}^k_c(M; \mathbb{Z})$:

$$\hat{H}^k_c(M; \mathbb{Z}) \simeq \text{colim} \left( \hat{H}^k(M, M \setminus \cdot ; \mathbb{Z}) : \mathcal{O}^c_M \to \text{Ab} \right).$$  \hspace{1cm} (2.26)
Proof. Define:

\[ S_M := \mathcal{K}_M \cup \mathcal{O}^c_M. \]

This allows the construction of a functor:

\[ \hat{H}^k(M, M \setminus \cdot; \mathbb{Z}) : S_M \to \text{Ab}. \]

Since \( \mathcal{O}^c_M \) and \( \mathcal{K}_M \) are cofinal in \( S_M \), the following chain of isomorphisms holds:

\[
\text{colim}(\hat{H}^k(M, M \setminus \cdot; \mathbb{Z}) : \mathcal{O}^c_M \to \text{Ab}) \simeq \text{colim}(\hat{H}^k(M, M \setminus \cdot; \mathbb{Z}) : S_M \to \text{Ab}) \simeq \text{colim}(\hat{H}^k(M, M \setminus \cdot; \mathbb{Z}) : \mathcal{K}_M \to \text{Ab}) = \hat{H}^k_c(M; \mathbb{Z}).
\]

The proposition is thus proved. \( \square \)

In order to obtain a commutative diagram of short exact sequences for compactly supported differential cohomology, define:

\[ \Omega^k_{c,\mathbb{Z}}(M) := \text{colim} \left( \Omega^k_z(M, M \setminus \cdot) : \mathcal{K}_M \to \text{Ab} \right). \]

The properties of colim for AB5 categories yield:

\[
\text{colim} \left( \frac{\Omega^k(M, M \setminus \cdot)}{\Omega^k_z(M, M \setminus \cdot)} : \mathcal{K}_M \to \text{Ab} \right) = \frac{\Omega^k_c(M)}{\Omega^k_{c,\mathbb{Z}}(M)}.
\]

**Theorem 2.16.** Let \( M \) be a smooth manifold. Then the diagram:

\[ \begin{array}{ccccccc}
0 & \to & H^{k-1}_c(M; \mathbb{R}) & \to & \Omega^{k-1}_c(M) & \overset{d}{\to} & d\Omega^{k-1}_c(M) & \to & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \to & H^{k-1}_c(M; \mathbb{T}) & \to & \hat{H}^{k-1}_c(M; \mathbb{Z}) & \overset{\text{curv}}{\to} & \Omega^{k-1}_{c,\mathbb{Z}}(M) & \to & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \to & H^{k-1}_c(M; \mathbb{Z}) & \to & H^k_c(M; \mathbb{Z}) & \overset{\text{char}}{\to} & \Omega^k_{c,\mathbb{Z}}(M) & \to & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \to & H^k_{c,\text{tor}}(M; \mathbb{Z}) & \to & H^k_{c,\text{free}}(M; \mathbb{Z}) & \to & 0 & & 0
\end{array} \]

is commutative and has exact rows and columns.
2.1 Differential cohomology

Proof. The assertion follows immediately from diagram (2.15), from Proposition 2.11 and from the fact that colim is an exact functor for diagrams of Abelian groups over directed sets.

Remark 2.17. Observe that while invoking Proposition 2.11 we have implicitly used the isomorphism (2.26) which allows us to deal with properly embedded submanifolds only.

Differential cohomology with compact support is a functor:

Proposition 2.18. Let $\text{Man}_{m,\hookrightarrow}$ be the category of smooth $m$-dimensional manifolds whose morphisms are open embeddings. Differential cohomology with compact support is a covariant functor from $\text{Man}_{m,\hookrightarrow}$ to the category of Abelian groups $\text{Ab}$:

$$\hat{H}^k_c(\cdot;\mathbb{Z}) : \text{Man}_{m,\hookrightarrow} \to \text{Ab} \quad (2.28)$$

Proof. Let $f : M \to M'$ be a morphism in $\text{Man}_{m,\hookrightarrow}$, i.e. an open embedding. Then $f$ can be written as the composition of an embedding $i : f(M) \to M'$ and a diffeomorphism $g : M \to f(M) : f = i \circ g$. For every $K' \in \mathcal{K}_{f(M)}$ it holds $f(M) \setminus K' \subseteq M' \setminus K'$; therefore, $i$ induces a natural transformation

$$i^* : \hat{H}^k(M', M' \setminus \cdot; \mathbb{Z}) \circ \mathcal{K}_i \Rightarrow \hat{H}^k(f(M), f(M) \setminus \cdot; \mathbb{Z})$$

between functors from $\mathcal{K}_{f(M)}$ to $\text{Ab}$. The excision theorem for relative differential cohomology [BBSS15, Theorem 3.8] guarantees that $i^*$ is, in addition, an isomorphism. Denote its inverse by:

$$(i^*)^{-1} : \hat{H}^k(f(M), f(M) \setminus \cdot; \mathbb{Z}) \Rightarrow \hat{H}^k(M', M' \setminus \cdot; \mathbb{Z}) \circ \mathcal{K}_i.$$ As $g$ is a diffeomorphism, we have immediately that it induces a natural isomorphism:

$$g^* : \hat{H}^k(f(M), f(M) \setminus \cdot; \mathbb{Z}) \circ \mathcal{K}_g \Rightarrow \hat{H}^k(f(M), f(M) \setminus \cdot; \mathbb{Z})$$

whose inverse is:

$$(g^*)^{-1} : \hat{H}^k(M, M \setminus \cdot; \mathbb{Z}) \Rightarrow \hat{H}^k(f(M), f(M) \setminus \cdot; \mathbb{Z}) \circ \mathcal{K}_g.$$ What we have obtained is that

$$f^* = g^* \circ (i^*)^{-1} : \hat{H}^k(M', M' \setminus \cdot; \mathbb{Z}) \circ \mathcal{K}_f \Rightarrow \hat{H}^k(M, M \setminus \cdot; \mathbb{Z})$$

is a natural isomorphism. Denoting by $(f^*)^{-1} = ((i^*)^{-1} \circ (g^*)^{-1})$ its inverse, by resorting to the universal property of the colimit we get a canonical homomorphism of Abelian groups:

$$f_* : \hat{H}^k_c(M; \mathbb{Z}) \to \hat{H}^k_c(M'; \mathbb{Z}).$$

The assignment $f \mapsto \hat{H}^k_c(f; \mathbb{Z}) := f_*$ is well-behaved with respect to identity and composition. The proposition is proved.
Naturality of curvature, characteristic class, inclusion of flat classes and topological trivialization is preserved when passing to the colimit; they can therefore be promoted to natural transformations between functors from \( \text{Man}_{m, \hookrightarrow} \) to \( \text{Ab} \).

**Remark 2.19.** Contrary to ordinary cohomology, cohomology with compact support is not an invariant of homotopy type. See, e.g., [Hat01, Example 3.34]. This fact will have some drawbacks when using differential cohomology with compact support to construct field theories.

It can be proved [BBSS15] that differential cohomology with compact support \( \hat{H}^*(M; \mathbb{Z}) \) can be given a module structure over the ring \( \hat{H}^*(M; \mathbb{Z}) \) of differential characters:

\[
\cdot : \hat{H}^k(M; \mathbb{Z}) \cdot \hat{H}_c^l(M; \mathbb{Z}) \to \hat{H}^{k+l}(M; \mathbb{Z})
\]

\[(h, h') \mapsto h \cdot h'. \tag{2.29} \]

The module structure is natural and compatible with the homomorphisms \( \text{curv} \), \( \text{char} \), \( \iota \), \( \kappa \):

\[
\text{curv}(h \cdot h') = \text{curv} h \wedge \text{curv} h', \quad \text{char}(h \cdot h') = \text{char} h \dashv \text{char} h' \tag{2.30a} \\
\iota[A] \cdot h' = \iota[A \wedge \text{curv} h'], \quad h \cdot \iota[A'] = (-1)^k \iota[\text{curv} h \wedge A'] \tag{2.30b} \\
\kappa u \cdot h' = \kappa(u \dashv \text{char} h'), \quad h \cdot \kappa u' = (-1)^k \kappa(\text{char} h \dashv u') \tag{2.30c}
\]

for every \( h \in \hat{H}^k(M; \mathbb{Z}) \), \( h' \in \hat{H}_c^l(M; \mathbb{Z}) \), \( [A] \in \frac{\Omega^{k-1}(M)}{\Omega^{k-1}_c(M)} \), \( [A'] \in \frac{\Omega^{l-1}(M)}{\Omega^{l-1}_c(M)} \), \( u \in H^{k-1}(M; \mathbb{T}) \), \( u' \in H^l_c(M; \mathbb{T}) \).

There is a natural way to map differential characters with compact support into differential characters. As a matter of fact, applying the colimit prescription to (2.18) results in a natural homomorphism, which we denote again by \( I \) with a slight abuse of notation:

\[
I : \hat{H}_c^k(M; \mathbb{Z}) \to \hat{H}^k(M; \mathbb{Z}). \tag{2.31}
\]

As above, it is in general neither injective nor surjective.

## 2.2 Duality and Pairings

The next step consists of showing that, under suitable assumptions, differential characters and differential characters with compact support are one the dual of the other. In doing this, following [BBSS15], we will obtain as
by-products several pairings between spaces of interest, which will represent one of the technical tools needed to build our theory.

Henceforth, we will restrict the analysis to the category $\text{oMan}_{m,\leftarrow}$ of oriented, connected $m$-dimensional smooth manifolds with orientation preserving open embeddings as morphisms. Such assumption yields a wide range of useful results; for instance, a volume form is available.

**Definition 2.20 (Pontryagin dual).** Let $G$ be an Abelian group. The *Pontryagin dual* of $G$, or character group of $G$, is the group:

$$G^* := \text{Hom}(G, \mathbb{T}).$$

For our purposes, elements in the Pontryagin duals of the Abelian groups appearing in diagrams (2.10) and (2.27) are too singular. Therefore, we need to refine our concept of duality, in order to rule out ill-behaved elements.

**Definition 2.21 (Smooth Pontryagin dual: differential forms).** We call *smooth Pontryagin dual* of $\Omega^k_c(M)$ the Abelian group $\Omega^k_c(M)_{\infty}^*$ defined by:

$$\Omega^k_c(M)_{\infty}^* := \left\{ \varphi \in \Omega^k_c(M)^* \mid \exists \omega \in \Omega^{m-k}(M) \text{ s.t. } \varphi(\psi) = \int_M \omega \wedge \psi \mod \mathbb{Z} \forall \psi \in \Omega^k_c(M) \right\}.$$

Analogously, we call *smooth Pontryagin dual* of $\Omega^k(M)$ the Abelian group $\Omega^k(M)_{\infty}^*$ defined by:

$$\Omega^k(M)_{\infty}^* := \left\{ \varphi \in \Omega^k(M)^* \mid \exists \psi \in \Omega^{m-k}(M) \text{ s.t. } \varphi(\omega) = \int_M \omega \wedge \psi \mod \mathbb{Z} \forall \omega \in \Omega^k(M) \right\}.$$

We introduce the weakly non-degenerate bilinear pairing:

$$\langle \cdot, \cdot \rangle_\Omega : \Omega^k(M) \times \Omega^{m-k}_c(M) \to \mathbb{T},$$

$$(\omega, \psi) \mapsto \langle \omega, \psi \rangle_\Omega = (-1)^k \int_M \omega \wedge \psi \mod \mathbb{Z}.$$  \hspace{1cm} (2.32)

It induces the isomorphisms:

$$\Omega^k(M) \xrightarrow{\cong} \Omega^{m-k}_c(M)_{\infty}^*, \quad \omega \mapsto \langle \omega, \cdot \rangle_\Omega$$

$$\Omega^{m-k}_c(M) \xrightarrow{\cong} \Omega^k(M)_{\infty}^*, \quad \psi \mapsto \langle \cdot, \psi \rangle_\Omega.$$

In fact, surjectivity holds by definition, whilst injectivity ensues from the weak non-degeneracy of the pairing.

[BBSS15, Lemma A.1] and [BBSS15, Lemma A.2] allow to characterize in an alternative way the Abelian group of differential forms with integer
period and the Abelian group of differential forms with integer period and compact support:

\[ \Omega^k_{\mathbb{Z}}(M) = \left\{ \omega \in \Omega^k(M) \mid \int_M \omega \wedge \Omega^{m-k}_{c,\mathbb{Z}}(M) \subseteq \mathbb{Z} \right\}, \]

\[ \Omega^{m-k}_{c,\mathbb{Z}}(M) = \left\{ \psi \in \Omega^{m-k}_c(M) \mid \int_M \Omega^k_{\mathbb{Z}}(M) \wedge \psi \subseteq \mathbb{Z} \right\}. \]

The latter requires the additional assumption of having a manifold \( M \) of finite type. In view of this, (2.32) induces two additional pairings:

\[ \langle \cdot, \cdot \rangle_{\mathbb{Z}} : \Omega^k_{\mathbb{Z}}(M) \times \Omega^{m-k}_{c,\mathbb{Z}}(M) \to \mathbb{T} \]

\[ (\omega, [\psi]) \mapsto \langle \omega, \psi \rangle_{\mathbb{Z}} = (-1)^k \int_M \omega \wedge \psi \mod \mathbb{Z}, \quad (2.33) \]

and

\[ \langle \cdot, \cdot \rangle_{\mathbb{Z}} : \Omega^k(M) / \Omega^k_{\mathbb{Z}}(M) \times \Omega^{m-k}_{c,\mathbb{Z}}(M) \to \mathbb{T} \]

\[ ([\omega], \psi) \mapsto \langle \omega, \psi \rangle_{\mathbb{Z}} = (-1)^k \int_M \omega \wedge \psi \mod \mathbb{Z}, \quad (2.34) \]

from which the following isomorphisms stem:

\[ \Omega^k_{\mathbb{Z}}(M) \xrightarrow{\cong} \left( \Omega^{m-k}_{c,\mathbb{Z}}(M) / \Omega^k_{\mathbb{Z}}(M) \right)_{\infty}^*, \quad \omega \mapsto \langle \omega, \cdot \rangle_{\mathbb{Z}}, \quad (2.35a) \]

\[ \Omega^{m-k}_{c,\mathbb{Z}}(M) / \Omega^{m-k}_c(M) \cong \left( \Omega^k_{\mathbb{Z}}(M) / \Omega^k_{\mathbb{Z}}(M) \right)_{\infty}^*, \quad [\psi] \mapsto \langle \cdot, \psi \rangle_{\mathbb{Z}}, \quad (2.35b) \]

\[ \Omega^k(M) / \Omega^k_{\mathbb{Z}}(M) \cong \left( \Omega^{m-k}_{c,\mathbb{Z}}(M) / \Omega^{m-k}_c(M) \right)_{\infty}^*, \quad [\omega] \mapsto \langle \omega, \cdot \rangle_{\mathbb{Z}}, \quad (2.35c) \]

\[ \Omega^{m-k}_{c,\mathbb{Z}}(M) \cong \left( \Omega^k(\mathbb{Z}) / \Omega^k_{\mathbb{Z}}(M) \right)_{\infty}^*, \quad \psi \mapsto \langle \cdot, \psi \rangle_{\mathbb{Z}}. \quad (2.35d) \]

(2.35b) and (2.35d) require \( M \) to be of finite type.

Let us come eventually to differential characters.

**Definition 2.22** (Smooth Pontryagin dual: differential characters). We define as the smooth Pontryagin dual of \( \hat{H}^k(M; \mathbb{Z}) \) the Abelian group:

\[ \hat{H}^k(M; \mathbb{Z})_{\infty} := (\iota^*)^{-1} \left( \left( \Omega^{k-1}_{\mathbb{Z}}(M) / \Omega^{k-1}_{\mathbb{Z}}(M) \right)_{\infty}^* \right), \]
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where \( \iota^*: \text{Hom}(\iota, \mathbb{T}) : \hat{H}^k(M; \mathbb{Z})^* \to \left( \frac{\Omega^{k-1}(M)}{\Omega^{k-1}_{c, \mathbb{Z}}(M)} \right)^* \) is the Pontryagin dual of the topological trivialization \( \iota \).

We define as the smooth Pontryagin dual of \( \hat{H}^k_c(M; \mathbb{Z}) \) the Abelian group:

\[
\hat{H}^k_c(M; \mathbb{Z})^*_\infty := (\iota^*)^{-1} \left( \frac{\Omega^{k-1}(M)}{\Omega^{k-1}_{c, \mathbb{Z}}(M)} \right)_\infty^*,
\]

where \( \iota^*: \text{Hom}(\iota, \mathbb{T}) : \hat{H}^k_c(M; \mathbb{Z})^* \to \left( \frac{\Omega^{k-1}(M)}{\Omega^{k-1}_{c, \mathbb{Z}}(M)} \right)^* \) is the Pontryagin dual of the topological trivialization \( \iota \) (in the compact support case).

Smooth Pontryagin duals of differential characters possess a functorial behaviour:

**Proposition 2.23.** The smooth Pontryagin dual of differential characters and the smooth Pontryagin dual of differential characters with compact support define functors:

\[
\hat{H}^k(\cdot; \mathbb{Z})^*_\infty : \text{oMan}_{m, \infty} \to \text{Ab},
\]

\[
\hat{H}^k_c(\cdot; \mathbb{Z})^*_\infty : \text{oMan}_{m, \infty} \to \text{Ab}.
\]

Consider the following pairing:

\[
\langle \cdot , \cdot \rangle_c : \hat{H}^k(M; \mathbb{Z}) \times \hat{H}^{m-k}_c(M; \mathbb{Z}) \to \mathbb{T}
\]

\[
(h, h') \mapsto \langle h, h' \rangle_c = (h \cdot h') \mu. \tag{2.36}
\]

The right-hand side must be interpreted as follows: Pick a representative of \( h' \in \hat{H}^{m-k}_c(M; \mathbb{Z}) \), still denoted by the same symbol, \( h' \in \hat{H}^{m-k}_c(M, M \setminus K; \mathbb{Z}) \) for some compact \( K \subseteq M; (h \cdot h') \) is then an element in \( \hat{H}^m(M, M \setminus K; \mathbb{Z}) \). Evaluate it on the unique relative homology class \( \mu \in H_m(M, M \setminus K; \mathbb{Z}) \) which restricts to the orientation of \( M \) for each point of \( K \) [Hat01, Lemma 3.27]. By partial evaluation, it induces two homomorphisms:

\[
\hat{H}^k(M; \mathbb{Z}) \to \hat{H}^{m-k}_c(M; \mathbb{Z})^*_\infty, \quad h \mapsto \langle h , \cdot \rangle_c, \tag{2.37a}
\]

\[
\hat{H}^{m-k}_c(M; \mathbb{Z}) \to \hat{H}^k(M; \mathbb{Z})^*_\infty, \quad h' \mapsto \langle \cdot, h' \rangle_c. \tag{2.37b}
\]

Similarly, introduce a pairing for the singular cohomology:

\[
\langle \cdot , \cdot \rangle_H : H^k(M; \mathbb{T}) \times H^{m-k}_c(M; \mathbb{Z}) \to \mathbb{T}
\]

\[
(u, u') \mapsto \langle u, u' \rangle_H = (u \sim u') \mu. \tag{2.38}
\]
Again, we choose a representative of \( u' \in H^{m-k}(M; \mathbb{Z}) \), \( u' \in H^{m-k}(M, M \setminus K; \mathbb{Z}) \) for some compact \( K \subseteq M \) and we evaluate \((u \leadsto u') \in H^m(M, M \setminus K; \mathbb{T})\) on the unique relative homology class \( \mu \in H_m(M, M \setminus K; \mathbb{Z}) \) which restricts to the orientation of \( M \) for every point of \( K \).

By partial evaluation, it induces the homomorphisms:

\[
\begin{align*}
H^k(M; \mathbb{T}) & \rightarrow H^{m-k}(M; \mathbb{Z})^*, & u & \mapsto \langle u, \cdot \rangle_H, \quad (2.39a) \\
H^{m-k}_c(M; \mathbb{Z}) & \rightarrow H^k(M; \mathbb{T})^*, & u' & \mapsto \langle \cdot, u' \rangle_H. \quad (2.39b)
\end{align*}
\]

By [BBSS15, Lemma 5.3], (2.39a) is an isomorphism, while (2.39b) is an isomorphism if \( M \) is of finite type.

**Theorem 2.24.** Let \( M \) be an object in \( \mathfrak{oMan}_{m, \rightarrow} \). Then the diagram:

\[
\begin{array}{cccc}
0 & \rightarrow & H^{m-k-1}(M; \mathbb{T}) & \rightarrow \hat{H}^{m-k}(M; \mathbb{Z}) & \rightarrow \Omega_Z^{m-k}(M) & \rightarrow 0 \\
\downarrow \cong & & \downarrow \cong & & \downarrow \cong & \\
0 & \rightarrow & H^k_c(M; \mathbb{Z}) & \rightarrow \hat{H}^k_c(M; \mathbb{Z})^* & \rightarrow \left( \Omega^{m-k-1}_c(M) \right)^* & \rightarrow 0
\end{array}
\]

is commutative with exact rows. Furthermore, the vertical arrows, given by (2.35), (2.39) and (2.37), are natural isomorphisms.

Let \( M \) be an object in \( \mathfrak{oMan}_{m, \rightarrow} \) of finite type. Then the diagram:

\[
\begin{array}{cccc}
0 & \rightarrow & \Omega^{m-k-1}_c(M) & \rightarrow \hat{H}^{m-k}_c(M; \mathbb{Z}) & \rightarrow H^{m-k}_c(M; \mathbb{Z}) & \rightarrow 0 \\
\downarrow \cong & & \downarrow \cong & & \downarrow \cong & \\
0 & \rightarrow & \Omega^k_c(M)^*_\infty & \rightarrow \hat{H}^k(M; \mathbb{Z})^* & \rightarrow H^k(M; \mathbb{T})^* & \rightarrow 0
\end{array}
\]

is commutative with exact rows. Furthermore, the vertical arrows, given by (2.35), (2.39) and (2.37), are natural isomorphisms.

The above theorem establishes, in particular, that differential cohomology and differential cohomology with compact support are one the smooth Pontryagin dual of the other:

**Corollary 2.25.** Let \( M \) be an oriented, connected \( m \)-dimensional smooth manifold of finite type. Then, the pairing (2.36) is weakly non degenerate.
To conclude the present section, let us show how it is possible to introduce, thanks to the above results, a \( \mathbb{T} \)-valued pairing on differential characters with compact support. Define:

\[
\langle I \cdot, \cdot \rangle_c : \hat{H}^k_c(M; \mathbb{Z}) \times \hat{H}^{m-k}_c(M; \mathbb{Z}) \to \mathbb{T} \\
(h, h') \mapsto \langle Ih, h' \rangle_c,
\]  

(2.42)

where \( I : \hat{H}^k_c(M; \mathbb{Z}) \to \hat{H}^k(M; \mathbb{Z}) \) is the homomorphism defined in (2.31). Due to \( I \) being neither injective nor surjective in general, such a pairing may be degenerate. When \( M \) is of finite type, the degeneracy of the pairing coincides with the kernel of \( I \). We will return to this point extensively later.

## 2.3 Quantum Field Theory

Differential characters provide a powerful and versatile mathematical tool. In the present section, in the framework of locally covariant quantum field theory, we will show how to construct a model for generalized Abelian gauge theory out of differential cohomology.

### 2.3.1 Semi-classical configuration space

From the perspective of physics, the most remarkable feature of the model will be the natural simultaneous discretization of both the electric and the magnetic charges. For the sake of clarity, we normalize the electric and magnetic fluxes in such a way that they are quantized in the same lattice \( \mathbb{Z} \subseteq \mathbb{R} \). Furthermore, following [BBSS16], we adopt the adjective “semi-classical” to mean that the Dirac charge quantization, which usually arises as a quantum effect, takes place at an earlier stage.

Introduce the category \( \text{Loc}_m \) of \( m \)-dimensional time-oriented, globally hyperbolic, Lorentzian manifolds whose morphisms are causal embeddings, i.e. orientation and time-orientation preserving isometric embeddings \( f : M \to M' \) with open and causally compatible\(^2\) image. Henceforth, every time we pick an object \( M \) in \( \text{Loc}_m \), it will be interpreted as the \emph{spacetime} in hand. Furthermore, for any graded Abelian group \( G^* = \oplus_{k \in \mathbb{Z}} G^k \) we will adopt the notation:

\[ G^{m,n} := G^m \times G^n. \]

\(^2\) The image of an orientation and time-orientation preserving isometric embedding \( f : M \to M' \) is \emph{causally compatible} if \( J^+_M(f(p)) \cap f(M) = f(J^+_M(p)) \) for every \( p \in M \).
The discretization is obtained selecting a distinguished subspace in the product of differential cohomology groups by imposing suitable constraints:

**Definition 2.26.** We call semi-classical configuration space $\mathcal{C}^k(M; \mathbb{Z})$ the Abelian group:

$$\mathcal{C}^k(M; \mathbb{Z}) := \left\{ (h, \tilde{h}) \in \hat{H}^k(M; \mathbb{Z}) \times \hat{H}^{m-k}(M; \mathbb{Z}) \mid \text{curv} h = *\text{curv} \tilde{h} \right\},$$

where $*$ denotes the Hodge dual for differential forms induced by the orientation and the metric on $M$.

As a consequence, the restriction must be consistently extended to the other elements in diagram (2.10).

**Definition 2.27.** We call semi-classical topologically trivial fields $\mathcal{T}^k(M; \mathbb{Z})$ the Abelian group:

$$\mathcal{T}^k(M; \mathbb{Z}) := \left\{ ([A], [\tilde{A}]) \in \frac{\Omega^{k-1,m-k-1}(M)}{\Omega^{k-1,m-k-1}(M)} \mid dA = *d\tilde{A} \right\}. \quad (2.43)$$

This allows to obtain a new commutative diagram of Abelian groups, for which the central object is the semi-classical configuration space $\mathcal{C}^k(M; \mathbb{Z})$:

**Proposition 2.28.** Let $M$ be an object in $\text{Loc}_m$. The diagram

$$0 \rightarrow H^{k-1,m-k-1}(M; \mathbb{R}) \overset{\bar{x} \times \bar{x}}{\rightarrow} \mathcal{C}^k(M; \mathbb{Z}) \overset{d_1}{\rightarrow} d\Omega^{k-1} \cap *d\Omega^{m-k-1}(M) \rightarrow 0$$

$$0 \rightarrow H^{k-1,m-k-1}(M; \mathbb{T}) \overset{x \times x}{\rightarrow} \mathcal{E}^k(M; \mathbb{Z}) \overset{\text{curv}_1}{\rightarrow} \Omega_{\mathbb{Z}}^k \cap *\Omega_{\mathbb{Z}}^{m-k}(M) \rightarrow 0$$

$$0 \rightarrow H^{k,m-k}(M; \mathbb{Z}) \overset{\text{char} \times \text{char}}{\rightarrow} H^{k,m-k}(M; \mathbb{Z}) \rightarrow H^{k,m-k}_{\text{free}}(M; \mathbb{Z}) \rightarrow 0$$

is commutative and it has exact rows and columns. The homomorphisms $d_1$ and $\text{curv}_1$ are defined respectively as:

$$\text{curv}_1 : \mathcal{C}^k(M; \mathbb{Z}) \rightarrow \Omega_{\mathbb{Z}}^k \cap *\Omega_{\mathbb{Z}}^{m-k}(M)$$

$$(h, \tilde{h}) \mapsto \text{curv} h = *\text{curv} \tilde{h} \quad (2.45)$$
and

\[ d_1 : \mathfrak{X}^k(M; \mathbb{Z}) \rightarrow d\Omega^{k-1} \cap *d\Omega^{m-k-1}(M) \]

\[ ([A], [\tilde{A}]) \mapsto dA = *d\tilde{A}. \]  \hspace{1cm} (2.46)

**Proof.** Commutativity follows at once from diagram (2.10). For the same reason, the left column and the bottom row are exact, being the Cartesian product of exact sequences, and \( \tilde{\kappa} \times \kappa \), \( \kappa \times \kappa \) and \( \iota \times \iota \) are monomorphisms. The homomorphism \( \subseteq \) in the last column is nothing but an inclusion, therefore injective.

As far as \( \text{curv}_1 \) is concerned, consider an element \( \omega = *\tilde{\omega} \in \Omega^k_\mathbb{Z} \cap *\Omega^{m-k}_\mathbb{Z}(M) \). Due to the surjectivity of \( \text{curv}_1 \), choose \( h \in \check{H}^k(M; \mathbb{Z}) \) and \( \tilde{h} \in \check{H}^{m-k}(M; \mathbb{Z}) \) such that \( \text{curv}_1 h = \omega \) and \( \text{curv}_1 \tilde{h} = \tilde{\omega} \). Then, \( (h, \tilde{h}) \in \mathfrak{X}(M; \mathbb{Z}) \) and \( \text{curv}_1 \) is surjective.

Let \( dA = *d\tilde{A} \in d\Omega^{k-1} \cap *d\Omega^{m-k-1}(M) \). Then \( ([A], [\tilde{A}]) \) lies in \( \mathfrak{X}(M; \mathbb{Z}) \) and \( d_1([A], [\tilde{A}]) = dA = *d\tilde{A} \), entailing the surjectivity of \( d_1 \).

The exactness of the first two rows at the middle object is again a straightforward consequence of their counterparts in diagram (2.10). The same holds true for the last two columns, due to the same reason.

Let us come to showing that \( ([\cdot], [*\cdot]) \) is surjective too. Pick \( (z, \tilde{z}) \in H^{k,m-k}_\text{free}(M; \mathbb{Z}) \) and realize it via the de Rham theorem as \( (z, \tilde{z}) \overset{dR}{=} ([\omega], [*\omega]) \) for some \( \omega \in \Omega^k_\mathbb{Z}(M), \tilde{\omega} \in \Omega^{m-k}_\mathbb{Z}(M) \). Denoting by \( \delta \) the codifferential, solve for \( \theta \in \Omega^{k+1}(M) \) and \( \tilde{\theta} \in \Omega^{m-k+1}(M) \) the equations \( [\delta \theta] = [\omega] \) and \( [*\delta \tilde{\theta}] = [*\tilde{\omega}] \). A solution exists; in fact, let \( \square := d\delta + \delta d \) be the Laplace-de Rham operator on \( k \)-forms, let \( G^k_\text{ch} \) be its advanced/retarded Green’s operators and let \( G^k_\text{ch} := G^k_\text{ch}^+ - G^k_\text{ch}^- \) be the causal propagator. Following [Bär15], introduce a partition of unity \( \{ \chi_+, \chi_- \} \) on \( M \) such that \( \chi_+ \) has past compact support and \( \chi_- \) has future compact support. As regards the first equation, \( \theta = G^k_{k+1}(d\chi_+ \wedge \omega) \) is a solution; as a matter of fact:

\[
\delta \theta = \delta G^k_{k+1}(d\chi_+ \wedge \omega) = \delta dG^k_\text{ch}(\chi_+ \wedge \omega)
= \delta d \left( G^k_+(\chi_+ \omega) - G^k_-(\chi_+ \omega) \right)
= \delta d \left( F^k_+(\chi_+ \omega) \right) - \delta G^k_{k+1}(d\omega)
= \square \left( G^k_+(\chi_+ \omega) \right) - d\delta \left( G^k_+(\chi_+ \omega) \right)
= \omega - d\delta \left( G^k_+(\chi_+ \omega) \right).
\]

A similar reasoning works for \( \tilde{\theta} \).

Set \( F := \delta \theta + *\delta \tilde{\theta} \). The properties of the codifferential yield \( [F] = [\delta \theta] = [\omega] \in H^{k}_d(M) \) and \( [*F] = [\delta \tilde{\theta}] = [\tilde{\omega}] \in H^{m-k}_d(M) \). Since \( \omega \) and
have integer periods, the same holds true for $F$ and $*^{-1}F$. Hence, $F \in \Omega^k_Z \cap \Omega^{m-k}_Z(M)$.

At last, the surjectivity of char \times char. Choose an element $(x, \tilde{x}) \in H^{k,m-k}(M; \mathbb{Z})$ and let $(z, \tilde{z})$ be its image in $H^{k,m-k}_{\text{free}}(M; \mathbb{Z})$. As $\text{curv}_1$ and $([\cdot], [\cdot])$ are both epimorphisms, their composition $([\cdot], [\cdot]) \circ \text{curv}_1$ is an epimorphism as well. We can, therefore, pick a pre-image $(h, \tilde{h}) \in \mathfrak{c}^k(M; \mathbb{Z})$ of $(z, \tilde{z})$ via $([\cdot], [\cdot]) \circ \text{curv}_2$. The exactness of the bottom row entails that we can write $(x, \tilde{x}) = (\text{char} h, \text{char} \tilde{h}) + (t, \tilde{t})$, for some $(t, \tilde{t}) \in H_{\text{tor}}^{k,m-k}(M; \mathbb{Z})$. Let $(u, \tilde{u}) \in H^{k-1,m-k-1}(M; \mathbb{T})$ be a pre-image of $(t, \tilde{t})$ in the middle element of the first column; thanks to commutativity of the left-bottom square, we obtain that $(h + \kappa u, \tilde{h} + \kappa \tilde{u})$ is a pre-image of $(x, \tilde{x})$ via char \times char and char \times char is surjective.

\begin{remark}
Inheriting functorial properties from $\tilde{H}^k(\cdot; \mathbb{Z})$, $\mathfrak{c}^k(\cdot; \mathbb{Z}) : \text{Loc}_m \to \text{Ab}$ is a contravariant functor. For each morphism $f : M \to M'$ in \text{Loc}_m we denote by $f^*$ its counterpart $\mathfrak{c}^k(f; \mathbb{Z}) : \mathfrak{c}^k(M'; \mathbb{Z}) \to \mathfrak{c}^k(M; \mathbb{Z})$ in \text{Ab}. Notice that, as $f$ preserves the metric, the condition in Definition 2.26 is not affected by the pull-back.
\end{remark}

The semi-classical configuration space can be presented as the space of solutions of a well-posed Cauchy problem and, consequently, put in bijective correspondence with initial data on an arbitrary Cauchy surface $\Sigma \subseteq M$.

By [DL12] and [FL16], denoting by $\imath_\Sigma : \Sigma \to M$ the embedding map, for every $(B, \tilde{B}) \in \Omega^k_{\text{free}}(\Sigma)$ there exists a unique $F \in \Omega^k(M)$ solving the initial value problem,

\begin{align}
  dF &= 0, \quad \imath_\Sigma F = B, \quad (2.47a) \\
  d *^{-1} F &= 0, \quad \imath_\Sigma *^{-1} F = \tilde{B}, \quad (2.47b)
\end{align}

with $\text{supp}(F) \subseteq J(\text{supp}(B) \cup \text{supp}(\tilde{B}))$.

Analogously, with the initial condition $(\tilde{B}, B) \in \Omega^{m-k}_{\text{free}}(\Sigma)$, let $\tilde{F}$ be the solution to the Cauchy problem:

\begin{align}
  d\tilde{F} &= 0, \quad \imath_\Sigma \tilde{F} = \tilde{B}, \quad (2.48a) \\
  d * \tilde{F} &= 0, \quad \imath_\Sigma * \tilde{F} = B, \quad (2.48b)
\end{align}

with $\text{supp}(\tilde{F}) \subseteq J(\text{supp}(B) \cup \text{supp}(\tilde{B}))$. Combining (2.47) and (2.48), one shows that $F = * \tilde{F}$ solves the Cauchy problem (2.47) with vanishing initial data and, hence, $F = * \tilde{F}$. Furthermore, it can be proved by [BBSS16, Eq. (2.11)-(2.12)] that if, in addition, the initial data has integer period $(B, \tilde{B}) \in \Omega^{k,m-k}_Z(M)$ so do $F$ and $*^{-1}F$. We thus obtain:
Proposition 2.30. Let $M$ be an object in $\text{Loc}_m$ and $\Sigma \subseteq M$ a Cauchy surface. The embedding $i_\Sigma : \Sigma \rightarrow M$ induces an isomorphism of Abelian groups:

$$\Omega^k_M \cap *\Omega^{n-k}_M(M) \xrightarrow{(i_\Sigma^* \theta, i_\Sigma^* \theta^{-1})} \Omega^{k,m-k}_\Sigma(\Sigma), \quad (2.49)$$

whose inverse is the map assigning to each initial data $(B, \tilde{B}) \in \Omega^{k,m-k}_\Sigma(\Sigma)$ the unique solution $F$ of the Cauchy problem $(2.47)$.

Since the inclusion of flat classes and the curvature maps are natural transformations, the diagram:

\[
\begin{array}{ccc}
H^{k-1,m-k-1}(M; \mathbb{T}) & \xrightarrow{\kappa \times \kappa} & \mathcal{C}^k(M; \mathbb{Z}) \\
\downarrow i_\Sigma^* \times i_\Sigma^* & & \downarrow (i_\Sigma^* \theta, i_\Sigma^* \theta^{-1}) \\
H^{k-1,m-k-1}(\Sigma; \mathbb{T}) & \xrightarrow{\kappa \times \kappa} & \mathcal{H}^{k,m-k}(\Sigma; \mathbb{Z}) \\
\end{array}
\]

is commutative and has exact rows. In fact, the upper row is the central row in diagram (2.44), whilst the lower one is obtained from the central row in diagram (2.10) where $M$ has been replaced with the Cauchy surface $\Sigma$. The right vertical arrow is an isomorphism by Proposition 2.30; from [BBSS16, Lemma A.1] it ensues that the left vertical arrow is an isomorphism too. Therefore, the central vertical arrow turns out to be an isomorphism, in view of the Five Lemma [Mas92, Lemma 7.1].

Theorem 2.31. Let $M$ be an object in $\text{Loc}_m$ and $\Sigma \subseteq M$ a Cauchy surface. The embedding map $i_\Sigma : \Sigma \rightarrow M$ induces an isomorphism of Abelian groups:

$$\mathcal{C}^k(M; \mathbb{Z}) \xrightarrow{i_\Sigma^* \times i_\Sigma^*} \mathcal{H}^{k,m-k}(\Sigma; \mathbb{Z}).$$

The above theorem states that the initial value problem:

$$\text{curv} h = *\text{curv} \tilde{h}, \quad i_\Sigma^* h = h_\Sigma, \quad i_\Sigma^* \tilde{h} = \tilde{h}_\Sigma,$$

for $(h, \tilde{h}) \in \mathcal{C}^k(M; \mathbb{Z})$ with initial data $(h_\Sigma, \tilde{h}_\Sigma) \in \mathcal{H}^{k,m-k}(\Sigma; \mathbb{Z})$ is well-posed. In particular, the semi-classical configuration space can be interpreted as the very space of solutions to such initial value problem with data specified by pairs of differential characters on a Cauchy surface.

2.3.2 Semi-classical observables

For a generic field theory, the space of observables comprises functionals over the relevant configuration space. In the case in hand, $\mathcal{C}^k(M; \mathbb{Z})$ possesses the
additional structure of an Abelian group. Therefore, a distinguished class of functionals is available: the Abelian group of characters \( \text{Hom}(\mathcal{C}^k(M; \mathbb{Z}), \mathbb{T}) \). We are in a situation similar to that of Section 2.2: some elements of this space are too singular for our purposes. Therefore, we refine our notion of observable, restricting \( \mathcal{C}^k(M; \mathbb{Z})^* \) to a more regular subgroup:

**Definition 2.32** (Semi-classical observables). We call semi-classical observables the subspace \( \mathcal{D}^k(M; \mathbb{Z}) \) of elements \( \varphi \in \mathcal{C}^k(M; \mathbb{Z})^* \) for which there exists \( \omega = * \tilde{\omega} \in \Omega^k_{sc,Z} \cap * \Omega^{m-k}_{sc,Z}(M) \) such that, for some Cauchy surface \( \Sigma \), it holds:

\[
\varphi \left( (t \times t)([A], [\tilde{A}]) \right) = \int_{\Sigma} \left( \tilde{A} \wedge \omega - (-1)^{k(m-k)} A \wedge \tilde{\omega} \right) \mod \mathbb{Z} \quad (2.50)
\]

for all \( ([A], [\tilde{A}]) \in \mathcal{D}^k(M; \mathbb{Z}) \).

**Remark 2.33.** The definition of semi-classical observables is independent of the choice of the Cauchy surface \( \Sigma \). Let us prove it explicitly. Take \( \omega = * \tilde{\omega} \in \Omega^k_{sc,Z} \cap * \Omega^{m-k}_{sc,Z}(M) \) as in Definition 2.32. Observe that \( \omega \) and \( * \tilde{\omega} \) are closed and coclosed; therefore, \( \square \omega = 0 \) and \( \square * \tilde{\omega} = 0 \), where \( \square = d \delta + \delta d \) is the D’Alembert-De Rham operator. Denoting by \( G^k \) the advanced/retarded Green operators and \( G_k = G_k^+ - G_k^- \) the causal propagator of the Green hyperbolic operator \( \square \) acting on the \( k \)-forms, there exists \( \beta \in \Omega^{m-k}_c(M) \) such that \( G_{m-k} \tilde{\beta} = \tilde{\omega} \). \( d\omega = 0 \) implies that \( dG_k * \tilde{\beta} = G_{k+1} d* \tilde{\beta} = 0 \), i.e. \( d* \tilde{\beta} = \square \alpha \) for some \( \alpha \in \Omega^{k+1}_c(M) \). Likewise, \( d\tilde{\omega} = 0 \) entails \( dG_{m-k} \tilde{\beta} = G_{m-k+1} d \tilde{\beta} = 0 \), i.e. \( d \tilde{\beta} = \square \tilde{\alpha} \) for some \( \tilde{\alpha} \in \Omega^{m-k+1}_c(M) \). Interpreting \( \Sigma \) as the boundary of \( J^- (\Sigma) \subseteq M \) and, at the same time, as the boundary of \( J^+ (\Sigma) \subseteq M \) with reversed orientation, we obtain the following chain of identities:

\[
\varphi \left( (t \times t)([A], [\tilde{A}]) \right) = \int_{\Sigma} \left( \tilde{A} \wedge G_k * \tilde{\beta} - (-1)^{k(m-k)} A \wedge G_{m-k} \tilde{\beta} \right) \mod \mathbb{Z}
\]

\[
= \int_{J^- (\Sigma)} d \left( \tilde{A} \wedge G_k^+ * \tilde{\beta} - (-1)^{k(m-k)} A \wedge G_{m-k}^+ \tilde{\beta} \right) \mod \mathbb{Z}
\]

\[
+ \int_{J^+ (\Sigma)} d \left( \tilde{A} \wedge G_k^- * \tilde{\beta} - (-1)^{k(m-k)} A \wedge G_{m-k}^- \tilde{\beta} \right) \mod \mathbb{Z}
\]

\[
= \int_{J^- (\Sigma)} \left( (-1)^{m-k} \tilde{A} \wedge G_{k+1}^- \square \alpha - (-1)^{k(m-k)} (-1)^k A \wedge G_{m-k+1}^+ \square \tilde{\alpha} \right) \mod \mathbb{Z}
\]

3The subscript \( \text{sc} \) denotes forms with spacelike compact support. A differential form \( \omega \in \Omega^k(M) \) has spacelike compact support if there exists a compact set \( K \subseteq M \) such that \( \text{supp}(\omega) \subseteq J(K) \).
\[
+ \int_{J^+(\Sigma)} \left( (-1)^{m-k} \tilde{A} \wedge G_{k+1}^- \alpha - (-1)^{k(m-k)} (-1)^k A \wedge G_{m-k-1}^- \alpha \right) \mod \mathbb{Z} \\
= \int_M \left( (-1)^{m-k} \tilde{A} \wedge \alpha - (-1)^{k(m-k+1)} A \wedge \tilde{\alpha} \right) \mod \mathbb{Z},
\]

where we made use of Stoke’s theorem and of the property \( G_k^\pm \square = \square G_k^\pm = \text{Id} \) for compactly supported forms. Thus, (2.51) recasts (2.50) as an integral over the whole spacetime \( M \) in a way manifestly independent of the choice of \( \Sigma \).

The assignment:

\[
\mathcal{D}^k(\cdot;\mathbb{Z}) : \text{Loc}_m \to \text{Ab} \\
M \mapsto \mathcal{D}^k(M;\mathbb{Z})
\]
defines a covariant functor. Firstly observe that the assignment of characters group \( \mathcal{C}^k(M;\mathbb{Z})^* = \text{Hom}(\mathcal{C}^k(M;\mathbb{Z});\mathbb{T}) \) to each \( M \) in \( \text{Loc}_m \), without any regularity restriction, is a covariant functor. In fact, consider a morphism \( f : M \to M' \). By dualizing with respect to \( \ast \) the associated morphism \( f^* = \mathcal{C}^k(f;\mathbb{Z}) \) provided by the functoriality of the semi-classical configuration space, we get a pushforward map of characters along \( f \):

\[
f_* := (f^*)^* : \mathcal{C}^k(M;\mathbb{Z})^* \to \mathcal{C}^k(M';\mathbb{Z})^*.
\]

Now, \( \mathcal{D}^k(\cdot;\mathbb{Z}) \) can be realized as a subfunctor of \( \mathcal{C}^k(\cdot;\mathbb{Z})^* \), the regularity condition (2.50) being preserved by \( f_* \). Let \( \varphi \in \mathcal{D}^k(M;\mathbb{Z}) \) and let \( \omega = \ast \tilde{\omega} \in \Omega^k_{sc,\mathbb{Z}} \cap \ast \Omega^{m-k}_{sc,\mathbb{Z}}(M) \) be as in Definition 2.32. In view of Proposition 2.30, we can push forward \( \omega \) and \( \tilde{\omega} \) to \( f_* \omega = \ast f_* \tilde{\omega} \in \Omega^k_{sc,\mathbb{Z}} \cap \ast \Omega^{m-k}_{sc,\mathbb{Z}}(M') \) by pushing forward the initial data for the corresponding Cauchy problem from \( \Sigma \) to \( \Sigma' \), where \( \Sigma' \) is obtained extending \( f(U) \) to a Cauchy surface in \( M' \), with \( U \subseteq \Sigma \) an open relatively compact neighbourhood of \( \text{supp}(\omega) \cap \Sigma \) (cfr. [BS06]). Then, for each \([A],[\tilde{A}]\) \( \in \mathcal{D}^k(M')\):

\[
f_* \varphi \left( (t \times t)([A],[\tilde{A}]) \right) = \varphi \left( (t \times t)([f^* A], [f^* \tilde{A}]) \right) \\
= \int_{\Sigma} \left( f^* \tilde{A} \wedge \omega - (-1)^k (m-k) f^* A \wedge \tilde{\omega} \right) \mod \mathbb{Z} \\
= \int_{\Sigma'} \left( \tilde{A} \wedge f_* \omega - (-1)^k (m-k) A \wedge f_* \tilde{\omega} \right) \mod \mathbb{Z}.
\] (2.52)

### 2.3.3 Space-like compact gauge fields

In the spirit of differential characters with compact support, the present section will be devoted to show that the Abelian group of space-like compact
gauge fields $\mathcal{C}^k_{sc}(M;\mathbb{Z})$ is isomorphic to the group $\mathcal{O}^k(M;\mathbb{Z})$ of semi-classical observables. To begin with, let us define the former properly.

Let $K \subseteq M$ be a compact subset. Define the \textit{semi-classical gauge fields on $M$ relative to $M \setminus J(K)$} as the Abelian group $C^k(M, M \setminus J(K); \mathbb{Z})$ of elements $(h, \tilde{h}) \in \hat{H}^{k,m-k}(M, M \setminus J(K); \mathbb{Z})$ such that $\text{curv } h = \ast \text{curv } \tilde{h} \in \Omega^k(M, M \setminus J(K))$, with $\hat{H}^{k,m-k}(M, M \setminus J(K); \mathbb{Z})$ given by (2.23).

**Definition 2.34.** We call \textit{semi-classical gauge fields with space-like compact support} the colimit:

$$C^k_{sc}(M;\mathbb{Z}) := \text{colim} \left( C^k(M, M \setminus J(\cdot); \mathbb{Z}) : K_M \to \text{Ab} \right).$$

(2.53)

**Remark 2.35.** An alternative but equivalent procedure consists in taking the colimit over the directed set $K_M$ rather than over $K_{\Sigma}$. Denoting by $C^k_M$ the directed set of closed subsets of $M$, introduce the map $J : K_M \to C^k_M, K \mapsto J(K)$. The functor $\mathcal{C}^k(M, M \setminus J(\cdot); \mathbb{Z}) : K_M \to \text{Ab}$ can be thought of as the composition of the functors $\mathcal{C}^k(M, M \setminus J(K); \mathbb{Z}) : C^k_M \to \text{Ab}$ and $J : K_M \to C^k_M$. $J$ preserves the preorder relation and $K_{\Sigma} \subseteq K_M$ is cofinal with respect to $J$. Then:

$$\mathcal{C}^k_{sc}(M;\mathbb{Z}) \simeq \text{colim} \left( \mathcal{C}^k(M, M \setminus J(\cdot); \mathbb{Z}) : K_{K_M} \to \text{Ab} \right).$$

(2.54)

The assignment of the Abelian group $\mathcal{C}^k_{sc}(M;\mathbb{Z})$ to each object $M$ in $\text{Loc}_m$ is a covariant functor:

$$\mathcal{C}^k_{sc}(\cdot;\mathbb{Z}) : \text{Loc}_m \to \text{Ab}.$$

For the explicit construction of the morphism $f_* := \mathcal{C}^k_{sc}(f;\mathbb{Z}) : \mathcal{C}^k_{sc}(M;\mathbb{Z}) \to \mathcal{C}^k_{sc}(M';\mathbb{Z})$ corresponding to $f : M \to M'$ in $\text{Loc}_m$ see [BBSS16, Lemma A.3].

**Remark 2.36.** The group homomorphism $I : \hat{H}^k(M, M \setminus J(K); \mathbb{Z}) \to \hat{H}^k(M;\mathbb{Z})$ defined by (2.18) induces a homomorphism

$$I : \mathcal{C}^k(M, M \setminus J(K); \mathbb{Z}) \to \mathcal{C}^k(M;\mathbb{Z}),$$

which, in turn, yields a homomorphism $I : \mathcal{C}^k_{sc}(M;\mathbb{Z}) \to \mathcal{C}^k(M;\mathbb{Z})$ via the colimit. For the sake of clarity, we denote all these homomorphisms by the same letter, $I$; it will be clear from the context what is the domain and what is the target in each case. As before, the map $I$ is neither injective nor surjective, in general, thus entailing that space-like compact gauge fields cannot be represented faithfully as elements in $\mathcal{C}^k(M;\mathbb{Z})$. The fact that $\mathcal{C}^k_{sc}(M;\mathbb{Z})$ is \textit{not} a subgroup of $\mathcal{C}^k(M;\mathbb{Z})$ motivates its sophisticated definition.
Let $K \subseteq \Sigma$ be a compact set and pick $(B, \tilde{B}) \in \Omega^{k,m-k}_Z(\Sigma, \Sigma \setminus K)$. From the support properties of the Cauchy problem (2.47), retracing the above reasoning, it is easy to check that there exists a unique solution $F \in \Omega^k_Z \cap *\Omega^m_Z(M, M \setminus J(K))$ to (2.47). Therefore, we obtain a relative version of Proposition 2.30:

**Proposition 2.37.** Let $M$ be an object in $\text{Loc}_m$, $\Sigma \subseteq M$ a Cauchy surface and $K \subseteq M$ a compact set. The embedding $\iota_\Sigma : \Sigma \to M$ induces an isomorphism of Abelian groups:

$$\Omega^k_Z \cap *\Omega^m_Z(M, M \setminus J(K)) \xrightarrow{(\iota^*_\Sigma, \iota^*_k)^{-1}} \Omega^{k,m-k}_Z(\Sigma, \Sigma \setminus K), \quad (2.55)$$

whose inverse is the map assigning to each initial data $(B, \tilde{B}) \in \Omega^{k,m-k}_Z(\Sigma, \Sigma \setminus K)$ the unique solution $F \in \Omega^k_Z \cap *\Omega^m_Z(M, M \setminus J(K))$ of the Cauchy problem (2.47).

Recalling the functoriality of relative differential cohomology and diagram (2.15), we obtain that the diagram

$$
\begin{array}{ccc}
0 & \longrightarrow & H^{k-1,m-k-1}(M, M \setminus J(K); \mathbb{T}) \xrightarrow{\wedge \times \iota^*_{\Sigma}} \mathcal{E}^k(M, M \setminus J(K); \mathbb{Z}) \xrightarrow{\text{curv}} \Omega^k_Z \cap *\Omega^m_Z(M, M \setminus J(K)) \longrightarrow 0 \\
\downarrow (\iota^*_\Sigma \times \iota^*_k) & & \downarrow (\iota^*_\Sigma \times \iota^*_k) & & \downarrow (\iota^*_\Sigma \times \iota^*_k)^{-1} \\
0 & \longrightarrow & H^{k-1,m-k-1}(\Sigma, \Sigma \setminus K; \mathbb{T}) \xrightarrow{\wedge \times \iota^*_{\Sigma}} \hat{H}^{k,m-k}(\Sigma, \Sigma \setminus K; \mathbb{Z}) \xrightarrow{\text{curv} \times \text{curv}} \Omega^k_Z \cap *\Omega^m_Z(M, M \setminus J(K)) \longrightarrow 0
\end{array}
$$

(2.56)

commutes and has exact rows. The third and the first vertical arrows are isomorphisms by, respectively, Proposition 2.37 and [BBSS16, Lemma A.2]. The reduced Five Lemma then yields:

**Theorem 2.38.** The embedding map $\iota_\Sigma : \Sigma \to M$ induces an isomorphism of Abelian groups:

$$\mathcal{E}^k(M, M \setminus J(K); \mathbb{Z}) \xrightarrow{(\iota^*_\Sigma \times \iota^*_\Sigma)^{-1}} \hat{H}^k(\Sigma, \Sigma \setminus K; \mathbb{Z}).$$

Taking the colimit of (2.56) over the directed set $\mathcal{K}_Z$ and recalling Remark 2.35, we obtain the commutative diagram:

$$
\begin{array}{ccc}
0 & \longrightarrow & H^{k-1,m-k-1}_{sc}(M; \mathbb{T}) \xrightarrow{\wedge \times \iota^*_{\Sigma}} \mathcal{E}^{k}_{sc}(M; \mathbb{Z}) \xrightarrow{\text{curv}} \Omega^k_{sc,Z} \cap *\Omega^m_{sc,Z}(M) \longrightarrow 0 \\
\downarrow (\iota^*_\Sigma \times \iota^*_k) & & \downarrow (\iota^*_\Sigma \times \iota^*_k) & & \downarrow (\iota^*_\Sigma \times \iota^*_k)^{-1} \\
0 & \longrightarrow & H^{k-1,m-k-1}_{c}(\Sigma; \mathbb{T}) \xrightarrow{\wedge \times \iota^*_{\Sigma}} \hat{H}^{k,m-k}_{c}(\Sigma; \mathbb{Z}) \xrightarrow{\text{curv} \times \text{curv}} \Omega^k_{c,Z} \cap *\Omega^m_{c,Z}(\Sigma) \longrightarrow 0
\end{array}
$$

(2.57)

whose rows are exact and whose vertical arrows are isomorphisms, because colim is an exact functor over diagrams of Abelian groups. What we have
shown is that $C^k_M(M; \mathbb{Z})$ can be realised as the space of solutions to the initial value problem:

$$\text{curv} \ h = * \text{curv} \ h, \quad t^* \ h = h_{\Sigma}, \quad \tilde{t}^* \ h = \tilde{h}_{\Sigma}$$

for $(h, \tilde{h}) \in \tilde{H}^{k, m-k}(M; \mathbb{Z})$ with initial data $(h_{\Sigma}, \tilde{h}_{\Sigma}) \in \tilde{H}^{k, m-k}(\Sigma; \mathbb{Z})$.

**Theorem 2.39.** Let $M$ be an object in $\text{Loc}_m$ and $\Sigma \subseteq M$ a Cauchy surface. The embedding $i_{\Sigma} : \Sigma \rightarrow M$ induces an isomorphism of Abelian groups:

$$C^k_M(M; \mathbb{Z}) \xrightarrow{i_{\Sigma}^* \otimes i_{\Sigma}^*} \tilde{H}^{k, m-k}(\Sigma; \mathbb{Z}). \quad (2.58)$$

Now, for every Cauchy surface $\Sigma$ in $M$, a $T$-valued pairing between differential characters $\tilde{H}^k(\Sigma; \mathbb{Z})$ and differential characters with compact support $\tilde{H}^{m-k}(\Sigma; \mathbb{Z})$ is defined through (2.36):

$$\langle \cdot, \cdot \rangle_c : \tilde{H}^k(\Sigma; \mathbb{Z}) \times \tilde{H}^{m-k}(\Sigma; \mathbb{Z}) \rightarrow T.$$

Exploiting Theorem 2.31 and Theorem 2.39, we introduce a $T$-valued pairing between semi-classical configurations $C^k_M(M; \mathbb{Z})$ and space-like compact gauge fields $C^k_{sc}(M; \mathbb{Z})$ by:

$$\langle \cdot, \cdot \rangle : C^k_M(M; \mathbb{Z}) \times C^k_{sc}(M; \mathbb{Z}) \rightarrow T$$

$$\left((h, \tilde{h}), (h', \tilde{h}')\right) \mapsto \langle t^*_h, t^*_\tilde{h} \rangle_c - (-1)^{k(m-k)} \langle t^*_h, t^*_\tilde{h} \rangle_c. \quad (2.59)$$

**Proposition 2.40.** The pairing (2.59) does not depend on the choice of the Cauchy surface.

**Proof.** Let $\Sigma$ and $\Sigma'$ be two arbitrary Cauchy surfaces of $M$. We prove that the difference between (2.59) evaluated on $\Sigma$ and $\Sigma'$ respectively is vanishing. Pick $(h, \tilde{h}) \in C^k_M(M; \mathbb{Z})$ and, for some compact $K \subseteq \Sigma$, let $(h', \tilde{h}') \in C^k(M, M \setminus J(K); \mathbb{Z})$ be a representative of $(h', \tilde{h}') \in C^k_{sc}(M; \mathbb{Z})$, denoted, with a slight abuse of notation, by the same symbol. Let $\mu \in H_{m-1}(\Sigma, \Sigma \setminus K)$ be the unique homology class which restricts to the orientation of $\Sigma$ for each point of $K$. Analogously, set $K' := \Sigma' \cap J(K)$ and let $\mu' \in H_{m-1}(\Sigma', \Sigma' \setminus K')$ be the unique homology class which restricts to the orientation of $\Sigma'$ for each point of $K'$. The orientations of both $\Sigma$ and $\Sigma'$ are chosen consistently with the orientation of $M$. For every choice of a Cauchy surface $\Sigma \subseteq M$, global hyperbolicity provides with an embedding $i_{\Sigma} : \Sigma \rightarrow M$ and with a projection $\pi_{\Sigma} : M \rightarrow \Sigma$. We can, therefore, exploit such maps to compare $\mu$ with the homology class $\tilde{\mu} = \pi_{\Sigma, *} t^*_\Sigma, \mu' \in H_{m-1}(\Sigma, \Sigma \setminus K; \mathbb{Z})$, obtained mapping $\mu'$ to $\Sigma$. As $\tilde{\mu}$ also will restrict to the orientation of $\Sigma$ for every point of
\[ K, \text{ due to uniqueness we obtain } \tilde{\mu} = \mu. \] By [BBSS16, Lemma A.2], it ensures that \( \iota_{\Sigma^*}\mu' = \iota_{\Sigma^*}\mu \in H_{m-1}(M, M \setminus \text{J}(K)) \). Choosing representatives \( \nu \in Z_{m-1}(\Sigma, \Sigma\setminus K) \) for \( \mu \) and \( \nu' \in Z_{m-1}(\Sigma', \Sigma'\setminus K') \) for \( \mu' \), their pushforwards differ by a boundary. Hence, there exists \( \gamma \in C_m(M, M \setminus \text{J}(K)) \) such that \( \iota_{\Sigma^*}\nu - \iota_{\Sigma'}^*\nu' = \partial\gamma \). Therefore:

\[
\langle (h, \tilde{h}), (h', \tilde{h}') \rangle_{\Sigma} - \langle (h, \tilde{h}), (h', \tilde{h}') \rangle_{\Sigma'} = \left( \tilde{h} \cdot h' - (-1)^{k(m-k)}h \cdot \tilde{h}' \right)(\partial\gamma)
\]

\[
= \int_\gamma \text{curv} \left( \tilde{h} \cdot h' - (-1)^{k(m-k)}h \cdot \tilde{h}' \right) \mod \mathbb{Z}
\]

\[
= \int_\gamma \left( \text{curv} \tilde{h} \wedge \ast \text{curv} h' - (-1)^{k(m-k)} \ast \text{curv} \tilde{h} \wedge \text{curv} h' \right) \mod \mathbb{Z}
\]

\[
= \int_\gamma \left( \text{curv} \tilde{h} \wedge \ast \text{curv} h' - \text{curv} \tilde{h}' \wedge \ast \text{curv} \tilde{h} \right) \mod \mathbb{Z} = 0,
\]

where we have used (2.30) and \( \text{curv} h = \ast \text{curv} \tilde{h}, \text{curv} h' = \ast \text{curv} \tilde{h}' \). The subscripts \( \Sigma \) and \( \Sigma' \) indicate the Cauchy surface with respect to which we are computing the pairing. \( \square \)

The pairing (2.59) allows to realize elements in \( \mathcal{C}^k_{sc}(M; \mathbb{Z}) \) as group characters on \( \mathcal{C}^k(M; \mathbb{Z}) \):

\[
\mathcal{C}^k(M; \mathbb{Z}) \ni (h', \tilde{h}') \mapsto \langle \cdot, (h', \tilde{h}') \rangle \in \mathcal{C}^k(M; \mathbb{Z})^*.
\]

They are actually something more than a generic subgroup of the character group, since, as group characters, they separate points in the semi-classical configuration space.

**Proposition 2.41.** The pairing (2.59) is weakly non-degenerate.

**Proof.** Since the embedding map \( \iota : \Sigma \rightarrow M \) induces the isomorphisms \( \mathcal{C}^k(M; \mathbb{Z}) \simeq \hat{H}^{k,m-k}(\Sigma; \mathbb{Z}) \) and \( \mathcal{C}^k_{sc}(M; \mathbb{Z}) \simeq \hat{H}^{k,m-k}_{sc}(\Sigma; \mathbb{Z}) \) by Theorem 2.31 and Theorem 2.39 respectively, (2.59) is nothing but the pairing between the initial data of the relevant Cauchy problems:

\[
\langle \cdot, \cdot \rangle : \hat{H}^{k,m-k}(\Sigma; \mathbb{Z}) \times \hat{H}^{k,m-k}_{sc}(\Sigma; \mathbb{Z}) \rightarrow \mathbb{T}
\]

\[
\left( (i_\Sigma^*h, i_\Sigma^*\tilde{h}), (i_\Sigma^*h', i_\Sigma^*\tilde{h}') \right) \mapsto \langle i_\Sigma^*\tilde{h}, i_\Sigma^*h' \rangle_c - (-1)^{k(m-k)}\langle i_\Sigma^*\tilde{h}, i_\Sigma^*h' \rangle_c
\]

By resorting to Corollary 2.25, we conclude. \( \square \)

Let us come to the main point of the section: the maps obtained by partial evaluation of (2.59) lie in \( \mathcal{D}^k(M; \mathbb{Z}) \) and every semi-classical observable is of this form.
Proposition 2.42. The group homomorphism:

\[
O : \mathcal{C}^k_{sc}(M; \mathbb{Z}) \to \mathcal{D}^k(M; \mathbb{Z}) \\
(h', \tilde{h}') \mapsto \langle \cdot , (h', \tilde{h}') \rangle
\]  

(2.60)

is a natural isomorphism between the functors \(\mathcal{C}^k(\cdot ; \mathbb{Z})\) and \(\mathcal{D}^k(\cdot ; \mathbb{Z})\) from the category \(\text{Loc}_m\) to the category \(\text{Ab}\).

Proof. To begin with, let us prove that the map is surjective. Let \(\varphi \in \mathcal{D}^k(M; \mathbb{Z})\). In view of Theorem 2.31, we can find a unique element \(\varphi_\Sigma \in \hat{H}^{k,m-k}(\Sigma; \mathbb{Z})\) such that \(\varphi_\Sigma \circ (\iota_\Sigma^* \times \tilde{\iota}_\Sigma^*) = \varphi\). Then, by invoking Theorem 2.24, it is possible to select \((h'_\Sigma, \tilde{h}'_\Sigma) \in \hat{H}^{k,m-k}(\Sigma; \mathbb{Z})\) such that \(\varphi_\Sigma = \langle \cdot , (h'_\Sigma, \tilde{h}'_\Sigma) \rangle\).

Eventually, Theorem 2.39 guarantees the existence of a unique \((h', \tilde{h}') \in \mathcal{C}^k_{sc}(M; \mathbb{Z})\) whose pull-back to the Cauchy surface \(\Sigma\) coincides with \((h'_\Sigma, \tilde{h}'_\Sigma)\).

By construction, it holds that \(\varphi = \langle \cdot , (h', \tilde{h}') \rangle\).

As far as injectivity is concerned, firstly we have to show that for every \((h', \tilde{h}') \in \mathcal{C}^k_{sc}(M; \mathbb{Z})\) the group character \(\langle \cdot , (h', \tilde{h}') \rangle\) satisfies the regularity condition (2.50). For all \(([A], \tilde{A}) \in \mathcal{D}^k(M; \mathbb{Z})\) we have:

\[
\langle (\iota \times \iota)([A], [\tilde{A}]), (h', \tilde{h}') \rangle = \left(\iota[\tilde{A}] \cdot h' - (-1)^{k(m-k)} \iota[A] \cdot \tilde{h}'\right) \mu
= \int_\Sigma \left(\tilde{A} \wedge \text{curv} h' - (-1)^{k(m-k)} A \wedge \text{curv} \tilde{h}'\right) \mod \mathbb{Z},
\]

(2.61)

where, for the last equality, we made use of (2.30). Injectivity now follows at once from Proposition 2.41.

To prove naturality, take a morphism \(f : M \to M'\) in \(\text{Loc}_m\). Lemma [BBSS16, Lemma A.4] establishes that the pairing (2.59) is natural. Recalling that \(f_* := \mathcal{D}^k(f, \mathbb{Z}) = (f^*)^\dagger\), we get the following chain of equalities:

\[
f_*\langle \cdot , (h', \tilde{h}') \rangle = (f^*)^\dagger \langle \cdot , (h', \tilde{h}') \rangle = \langle \cdot , f_*(h', \tilde{h}') \rangle,
\]

that is to say, the diagram:

\[
\begin{array}{ccc}
\mathcal{C}^k_{sc}(M; \mathbb{Z}) & \xrightarrow{O} & \mathcal{D}^k(M; \mathbb{Z}) \\
\downarrow f_* & & \downarrow f_* \\
\mathcal{C}^k_{sc}(M'; \mathbb{Z}) & \xrightarrow{O} & \mathcal{D}^k(M'; \mathbb{Z})
\end{array}
\]

(2.62)

is commutative and \(O\) is natural. ∎
2.3.4 Covariant field theory and quantization

Brunetti, Fredenhagen and Verch proposed, in 2003, a novel approach to quantum field theory [BFV03]. Instead of looking at the specific properties of each spacetime, they take a category-theoretic perspective and they establish sufficient conditions which allow to discuss the quantization of a given field theory on all spacetimes at once in a coherent way. In this view, they define a covariant functor, called \textit{locally covariant quantum field theory}, from the category $\text{Loc}_m$ to the category of $C^*$-algebras $\text{C}^\ast\text{Alg}$, whose morphisms are unit-preserving $C^*$-homomorphisms, fulfilling suitable properties called \textit{causality} and \textit{time-slice axiom}. Besides allowing to recover the Haag-Kastler framework [HK64] as a particular case, such an assignment of a $C^*$-algebra to each globally hyperbolic spacetime enjoys the remarkable feature of being automatically consistent with the covariance requirements imposed by general relativity, as it implements naturally the general covariance under a group of isometries of the spacetime.

In mathematical terms, we have:

\textbf{Definition 2.43} (Covariant quantum field theory [BFV03, Definition 2.1]). We call \textit{covariant quantum field theory} a functor:

$$\mathcal{A} : \text{Loc}_m \rightarrow \text{C}^\ast\text{Alg}.$$ 

A locally covariant quantum field theory is a covariant quantum field theory such that all morphisms in $\text{Loc}_m$ induce injective $\ast$-homomorphism in $\text{C}^\ast\text{Alg}$.

A covariant quantum field theory $\mathcal{A}$ is called \textit{causal} if

$$[\mathcal{A}(f_1)(\mathcal{A}(M_1)), \mathcal{A}(f_2)(\mathcal{A}(M_2))] = \{0\} \quad (2.63)$$

for all morphisms $f_1 : M_1 \rightarrow M$, $f_2 : M_2 \rightarrow M$ in $\text{Loc}_m$ such that $f_1(M_1)$ and $f_2(M_2)$ are causally separated in $M$.

A covariant quantum field theory $\mathcal{A}$ satisfies the \textit{time-slice axiom} if

$$\mathcal{A}(f) : \mathcal{A}(M) \rightarrow \mathcal{A}(M')$$

is an isomorphism for all morphisms $f : M \rightarrow M'$ in $\text{Loc}_m$ such that $f(M)$ contains a Cauchy surface $\Sigma'$ of $M'$.

The first step towards a covariant quantum field theory for differential cohomology is the construction of a pre-symplectic structure on the space of semi-classical observables. Let $\text{PSAb}$ be the category whose objects are pre-symplectic Abelian groups and whose morphisms are the homomorphisms of Abelian groups preserving the pre-symplectic structure. Let us state a preparatory lemma first.
Lemma 2.44. The pairing \((2.42)\) is graded symmetric, i.e. it holds:

\[
\langle Ih, h' \rangle_c = (-1)^{k(m-k)} \langle Ih', h \rangle_c,
\]

for all \(h \in \tilde{H}_{c}^{k}(M; \mathbb{Z})\), \(h' \in \tilde{H}_{c}^{m-k}(M; \mathbb{Z})\).

Proof. It is possible to find a sufficiently large compact set \(K \subseteq M\) for which \(h \in \tilde{H}_{c}^{k}(M; M \setminus K; \mathbb{Z})\) and \(h' \in \tilde{H}_{c}^{m-k}(M; M \setminus K; \mathbb{Z})\) represent \(h \in \tilde{H}_{c}^{k}(M; \mathbb{Z})\) and \(h' \in \tilde{H}_{c}^{m-k}(M; \mathbb{Z})\) respectively. It can be checked by technical and tedious computations that the following equalities hold:

\[
Ih \cdot h' = h \cdot h', \quad Ih' \cdot h = h' \cdot h,
\]

where on the left-hand side \(\cdot\) denotes the module structure on \(\tilde{H}_{c}^{\ast}(M, M \setminus K; \mathbb{Z})\), while on the right-hand side it denotes the (non-unital) ring structure on relative differential characters. Since the ring structure is graded commutative, we get:

\[
Ih \cdot h' = h \cdot h' = (-1)^{k(m-k)} h' \cdot h = (-1)^{k(m-k)} Ih' \cdot h.
\]

\[\square\]

Proposition 2.45. The bilinear map:

\[
\tau : \mathcal{D}^{k}(M; \mathbb{Z}) \times \mathcal{D}^{k}(M; \mathbb{Z}) \to \mathbb{T}
\]

\[
(\varphi, \varphi') \mapsto \langle I(O^{-1} \varphi), O^{-1} \varphi' \rangle
\]

endows \(\mathcal{D}^{k}(M; \mathbb{Z})\) with a pre-symplectic structure whose radical is \(\mathcal{O}(\ker(I))\).

Proof. Via the isomorphism \((2.60)\), \((2.64)\) becomes:

\[
\sigma : \mathcal{C}_{sc}^{k}(M; \mathbb{Z}) \times \mathcal{C}_{sc}^{k}(M; \mathbb{Z}) \to \mathbb{T}
\]

\[
\left( (h, \tilde{h}), (h', \tilde{h}') \right) \mapsto \langle I(h, \tilde{h}), (h', \tilde{h}') \rangle.
\]

\[(2.65)\]

Antisymmetry is a straightforward check:

\[
\langle I(h, \tilde{h}), (h', \tilde{h}') \rangle = \left( I\tilde{h} \cdot h' - (-1)^{k(m-k)} Ih \cdot \tilde{h}' \right) \mu
\]

\[
= \left( (-1)^{k(m-k)} Ih' \cdot \tilde{h} - I\tilde{h}' \cdot h \right) \mu
\]

\[
= - \left( I\tilde{h}' \cdot h - (-1)^{k(m-k)} Ih' \cdot h \right) \mu
\]

\[
= - \langle I(h', \tilde{h}'), (h, \tilde{h}) \rangle.
\]

\[(2.66)\]

In doing the passages, we have used \((2.59)\) and Lemma 2.44. The pull-back \(\iota_{\Sigma}^{\ast}\) of differential characters to a Cauchy surface \(\Sigma\) has been understood.

The radical of \(\sigma\) coincides with the kernel of \(I\), because the pairing \((2.59)\) is weakly non-degenerate (see Corollary 2.25). Then, the radical of \(\tau\) is given by \(\ker(I \circ O^{-1}) = \mathcal{O}(\ker(I))\). \[\square\]
Proposition 2.46. The pre-symplectic structure \((\mathfrak{D}^k(M;\mathbb{Z}),\tau)\) is natural.

Proof. We have to prove that the diagram:

\[
\begin{array}{ccc}
\mathfrak{D}^k(M;\mathbb{Z}) \times \mathfrak{D}^k(M;\mathbb{Z}) & \xrightarrow{\tau} & \mathcal{T} \\
\downarrow f_\ast \times f_\ast & & \downarrow f_\ast \tau \\
\mathfrak{D}^k(M';\mathbb{Z}) \times \mathfrak{D}^k(M';\mathbb{Z}) & \xrightarrow{\tau} & \mathcal{T}
\end{array}
\]

is commutative for every morphism \(f : M \to M'\) in \text{Loc}_m. Recalling that \(\mathcal{O}\) is a natural isomorphism, it is enough to prove that the diagram:

\[
\begin{array}{ccc}
\mathcal{C}^k_{sc}(M;\mathbb{Z}) \times \mathcal{C}^k_{sc}(M;\mathbb{Z}) & \xrightarrow{\sigma} & \mathcal{T} \\
\downarrow f_\ast \times f_\ast & & \downarrow f_\ast \sigma \\
\mathcal{C}^k_{sc}(M';\mathbb{Z}) \times \mathcal{C}^k_{sc}(M';\mathbb{Z}) & \xrightarrow{\sigma} & \mathcal{T}
\end{array}
\]

commutes. By the naturality of (2.59), we obtain:

\[
\sigma(f_\ast(h,\tilde{h}), f_\ast(h',\tilde{h}')) = \langle If_\ast(h,\tilde{h}), f_\ast(h',\tilde{h}')\rangle = \langle f^*If_\ast(h,\tilde{h}), (h',\tilde{h}')\rangle, \tag{2.67}
\]

for all \((h,\tilde{h}),(h',\tilde{h}')\) \(\in \mathcal{C}^k_{sc}(M;\mathbb{Z})\). We need to show that \(f^* \circ I \circ f_\ast = I\). Let \((\eta,\tilde{\eta})\) be an arbitrary element in \(\mathcal{C}^k_{sc}(M;\mathbb{Z})\) and let \((\eta,\tilde{\eta}) \in \mathcal{C}^k(M,M \setminus J(K);\mathbb{Z})\) be a representative in the colimit, denoted by the same symbol, for some Cauchy surface \(\Sigma \subseteq M\) and some compact set \(K \subseteq \Sigma\). Since \(I\) is natural, we have:

\[
f^* \circ I = I \circ f^* : \mathcal{C}^k(M',M' \setminus J(f(K));\mathbb{Z}) \to \mathcal{C}^k(M;\mathbb{Z}).
\]

Hence, recalling the proof of Proposition 2.18, we obtain:

\[
f^*I(f^*)^{-1}(\eta,\tilde{\eta}) = If^*(f^*)^{-1}(\eta,\tilde{\eta}) = I(\eta,\tilde{\eta}).
\]

This concludes the proof. \(\square\)
Due to the above results, we can interpret

$$(\mathfrak{D}^k(\cdot; \mathbb{Z}), \tau) : \text{Loc}_m \to \text{PSAb}$$

as a covariant functor assigning to each spacetime manifold $M$ in $\text{Loc}_m$ the pre-symplectic Abelian group $\mathfrak{D}^k(M; \mathbb{Z}, \tau)$ in $\text{PSAb}$ and to each morphism $f : M \to M'$ in $\text{Loc}_m$ the morphism $(\mathfrak{D}^k(f; \mathbb{Z}), \tau) =: f_* : (\mathfrak{D}^k(M; \mathbb{Z}, \tau) \to (\mathfrak{D}^k(M'; \mathbb{Z}), \tau))$ in $\text{PSAb}$. Such a functor fulfills analogues of the causality axiom and the time-slice axiom introduced by Brunetti, Fredenhagen and Verch [BFV03]:

**Proposition 2.47.** (i) Let $f_1 : M_1 \to M$ and $f_2 : M_2 \to M$ be morphisms in $\text{Loc}_m$ such that $J(f_1(M_1)) \cap f_2(M_2) = \emptyset$. Then $\tau(\varphi, \varphi') = 0$ for all $(\varphi, \varphi') \in f_1(\mathfrak{D}^k(M_1; \mathbb{Z})) \times f_2(\mathfrak{D}^k(M_2; \mathbb{Z}));$

(ii) Let $f : M \to M'$ be a morphism in $\text{Loc}_m$ such that there exists a Cauchy surface $\Sigma' \subseteq f(M) \subseteq M'$. Then $\mathfrak{D}^k(f; \mathbb{Z})$ is an isomorphism.

**Proof.** (i). Again, we resort to the isomorphism $\mathcal{O}$ and we prove the analogous statement for $\mathfrak{E}^k_{sc}(M; \mathbb{Z})$ and $\sigma$. Let $(h, \tilde{h}) \in \mathfrak{E}^k_{sc}(M_1; \mathbb{Z})$ and $(h', \tilde{h}') \in \mathfrak{E}^k_{sc}(M_2; \mathbb{Z})$. We have:

$$\sigma(f_{1*}(h, \tilde{h}), f_{2*}(h', \tilde{h}')) = \langle I f_{1*}(h, \tilde{h}), f_{2*}(h', \tilde{h}') \rangle = \langle f_{1*}^* I f_{1*}(h, \tilde{h}), (h', \tilde{h}') \rangle.$$ 

Let $\Sigma$ be a Cauchy surface in $M_1$ and find $K \subseteq \Sigma$ such that $(h, \tilde{h}) \in \mathfrak{E}^k_{sc}(M_1, M_1 \setminus J(K); \mathbb{Z})$ is a representative for $(h, \tilde{h}) \in \mathfrak{E}^k_{sc}(M_1; \mathbb{Z})$. Besides, let $(f_{1*})^{-1}(h, \tilde{h}) \in \mathfrak{E}^k(M, M \setminus J(f_1(K)); \mathbb{Z})$ be a representative for $f_{1*}(h, \tilde{h}) \in \mathfrak{E}^k_{sc}(M_1; \mathbb{Z})$. By construction, the push-forward $f_{2*}(z, \tilde{z}) \in Z_{k-1, m-k-1}(M)$ gives cycles supported in $f_2(M_2)$, for every pair $(z, \tilde{z}) \in Z_{k-1, m-k-1}(M_2)$. By assumption, $f(M_2) \subseteq M \setminus J(M_1) \subseteq M \setminus J(f_1(K))$. Hence, $f_{2*}(z, \tilde{z})$ is a representative of 0 in $Z_{k-1, m-k-1}(M, M \setminus J(f_1(K)); \mathbb{Z})$. We deduce that $f_{2*}^* I (f_{1*})^{-1}(h, \tilde{h}) = 0$ and, consequently, that $f_{2*}^* I f_{1*}(h, \tilde{h}) = 0$.

(ii). The preimage $f^{-1}(\Sigma') =: \Sigma$ is a Cauchy surface for $M$. Consider the commutative diagram:

\[
\begin{array}{ccc}
\mathfrak{E}^k_{sc}(M; \mathbb{Z}) & \xrightarrow{f_*} & \mathfrak{E}^k_{sc}(M'; \mathbb{Z}) \\
\downarrow \psi \times \iota_\Sigma \circ \iota_{\Sigma'} & & \downarrow \psi \times \iota_{\Sigma'} \\
\hat{H}^k_{c,M-k}(\Sigma; \mathbb{Z}) & \xrightarrow{f_{\Sigma*} \times \iota_{\Sigma'}} & \hat{H}^k_{c,M-k}(\Sigma'; \mathbb{Z}).
\end{array}
\]

The vertical arrows are isomorphisms by Theorem 2.39. As for the bottom row, observe that the restriction of $f$ to $\Sigma$, $f_{\Sigma} : \Sigma \to \Sigma'$, is an isometry.
and preserves the orientation. The induced push-forward is, therefore, an isomorphism too. This entails that also the top horizontal arrow must be an isomorphism. Resorting to $\mathcal{O}$, we find that $\mathcal{D}^k(f; \mathbb{Z}) : \mathcal{D}^k(M; \mathbb{Z}) \to \mathcal{D}^k(M'; \mathbb{Z})$ is an isomorphism, as sought.

Our goal is, as stated before, to construct a covariant quantum field theory. Following [MSTV73] and [BDHS14], the next step consists in building a covariant functor:

$$
\mathcal{CCR} : \text{PSAb} \to \text{C}^\ast \text{Alg}
$$

called $\text{CCR}$-functor, which assigns a $\text{C}^\ast$-algebra $\mathcal{CCR}(\mathcal{D}^k(M; \mathbb{Z}), \tau)$ to each pre-symplectic Abelian group $(\mathcal{D}^k(M; \mathbb{Z}), \tau)$. In doing this, particular attention must be devoted to mathematical details, as the groups we are dealing with are not symplectic, but rather pre-symplectic, i.e. possibly with degeneracies.

Let $M$ be an object in $\text{Loc}_m$ and let $(\mathcal{D}^k(M; \mathbb{Z}), \tau)$ be the associated pre-symplectic structure. Define the $\mathbb{C}$-vector space:

$$
\mathcal{A}_0(\mathcal{D}^k(M; \mathbb{Z}), \tau) = \text{span}_\mathbb{C} \{ \mathcal{W}(\varphi) \mid \varphi \in \mathcal{D}^k(M; \mathbb{Z}) \},
$$

where $\{ \mathcal{W}(\varphi), \varphi \in \mathcal{D}^k(M; \mathbb{Z}) \}$ are abstract symbols. $\mathcal{A}_0(\mathcal{D}^k(M; \mathbb{Z}), \tau)$ can be given an associative, unital algebra structure by:

$$
\mathcal{W}(\varphi)\mathcal{W}(\tilde{\varphi}) := \exp(2\pi i \tau(\varphi, \tilde{\varphi})) \mathcal{W}(\varphi + \tilde{\varphi}),
$$

for all $\varphi, \tilde{\varphi} \in \mathcal{D}^k(M; \mathbb{Z})$, with unit element $\mathcal{W}(0)$. Furthermore, introduce the map $*: \mathcal{A}_0(\mathcal{D}^k(M; \mathbb{Z}), \tau) \to \mathcal{A}_0(\mathcal{D}^k(M; \mathbb{Z}), \tau)$ defined by $\mathcal{W}(\varphi)^* := \mathcal{W}(-\varphi)$ for every $\varphi \in \mathcal{D}^k(M; \mathbb{Z})$. The automorphism $*$ endows the unital algebra with an involution, turning $\mathcal{A}_0(\mathcal{D}^k(M; \mathbb{Z}), \tau)$ into a unital $*$-algebra. Every element $a \in \mathcal{A}_0(\mathcal{D}^k(M; \mathbb{Z}), \tau)$ can be written as $a = \sum_{i=1}^N \alpha_i \mathcal{W}(\varphi_i)$, for some $N \in \mathbb{N}$, with $\alpha_i \in \mathbb{C}$ and $\varphi_i \in \mathcal{D}^k(M; \mathbb{Z})$ for all $i = 1, \ldots, N$. Without loss of generality, we assume $\varphi_i \neq \varphi_j$ whenever $i \neq j$.

Let $\psi : (\mathcal{D}^k(M; \mathbb{Z}), \tau) \to (\mathcal{D}^k(M'; \mathbb{Z}), \tau')$ be a morphism in $\text{PSAb}$. Define the homomorphism:

$$
\mathcal{A}_0(\psi) : \mathcal{A}_0(\mathcal{D}^k(M; \mathbb{Z}), \tau) \to \mathcal{A}_0(\mathcal{D}^k(M'; \mathbb{Z}), \tau')
$$

$$
a = \sum_{i=1}^N \alpha_i \mathcal{W}(\varphi_i) \mapsto \mathcal{A}_0(\psi)(a) := \sum_{i=1}^N \alpha_i \mathcal{W}'(\psi(\varphi_i)).
$$

As $\psi$ is a group homomorphism preserving the pre-symplectic structure, $\mathcal{A}_0(\psi)$ is a $*$-algebra homomorphism. It is straightforward to check that $\mathcal{A}_0(\text{Id}_{\mathcal{D}^k(M; \mathbb{Z}), \tau}) = \text{Id}_{\mathcal{D}^k(M'; \mathbb{Z}), \tau'}$ and that, given a second morphism $\psi' : (\mathcal{D}^k(M'; \mathbb{Z}), \tau') \to (\mathcal{D}^k(M''; \mathbb{Z}), \tau'')$, it holds $\mathcal{A}_0(\psi' \circ \psi) = \mathcal{A}_0(\psi') \circ \mathcal{A}_0(\psi)$. Therefore, we have obtained that:

$$
\mathcal{A}_0 : \text{PSAb} \to \text{^*Alg}
$$
is a covariant functor.

As an intermediate step, let us endow \( \mathcal{A}_0(\mathcal{D}^k(M; Z), \tau) \) with the structure of a Banach \(*\)-algebra. Define the norm:

\[
\|\cdot\|_{\text{Ban}} : \mathcal{A}_0(\mathcal{D}^k(M; Z), \tau) \to \mathbb{R}_{\geq 0}
\]

\[
a = \sum_{i=1}^{N} \alpha_i W(\varphi_i) \mapsto \|a\|_{\text{Ban}} = \sum_{i=1}^{N} |\alpha_i|.
\]

The completion \( \mathcal{A}_1(\mathcal{D}^k(M; Z), \tau) := \mathcal{A}_0(\mathcal{D}^k(M; Z), \tau)^{\|\cdot\|_{\text{Ban}}} \) is a unital Banach \(*\)-algebra. An arbitrary element in \( \mathcal{A}_1(\mathcal{D}^k(M; Z), \tau) \) can be written as \( a = \sum_{i=1}^{\infty} \alpha_i W(\varphi_i) \), with \( \alpha_i \in \mathbb{C} \), \( \sum_{i=1}^{\infty} |\alpha_i| < +\infty \). Given a morphism \( \psi : (\mathcal{D}^k(M; Z), \tau) \to (\mathcal{D}^k(M'; Z), \tau') \) in \( \text{PSAb} \), it holds \( \|\mathcal{A}_0(\psi)(a)\|_{\text{Ban}'} \leq \|\mathcal{A}_0(\psi)\|_{\text{Ban}} \). By Hahn-Banach theorem, \( \mathcal{A}_0(\psi) \) admits a unique continuous extension:

\[
\mathcal{A}_1(\psi) : \mathcal{A}_1(\mathcal{D}^k(M; Z), \tau) \to \mathcal{A}_1(\mathcal{D}^k(M'; Z), \tau').
\]

It is a straightforward check that:

\[
\mathcal{A}_1 : \text{PSAb} \to \mathcal{B}^*\text{Alg}
\]

fulfils the requirements for it to be a functor from the category \( \text{PSAb} \) to the category of Banach \(*\)-algebras \( \mathcal{B}^*\text{Alg} \), whose morphisms are unital \(*\)-Banach algebra homomorphisms.

Any positive linear functional on \( \mathcal{A}_0(\mathcal{D}^k(M; Z), \tau) \) extends, by [MSTV73, Proposition 2.17], to a continuous positive linear functional on the algebra \( \mathcal{A}_1(\mathcal{D}^k(M; Z), \tau) \). Consider the functional:

\[
\omega : \mathcal{A}_0(\mathcal{D}^k(M; Z), \tau) \to \mathbb{C}
\]

\[
W(\varphi) \mapsto 0, \quad \varphi \neq 0
\]

\[
W(0) \mapsto \omega(W(0)) = \omega(1) = 1.
\]

For what just said, \( \omega \) can be promoted to a state on \( \mathcal{A}_1(\mathcal{D}^k(M; Z), \tau) \). Such a state, still denoted by \( \omega \), is faithful, viz \( \omega(a^*a) > 0 \) for every \( a \in \mathcal{A}_1(\mathcal{D}^k(M; Z), \tau) \), \( a \neq 0 \). Therefore, we are granted the existence of at least one faithful state on \( \mathcal{A}_1(\mathcal{D}^k(M; Z), \tau) \); this entails that the following \( C^* \)-norm is meaningful:

**Definition 2.48.** Denoting by \( \mathcal{F} \) the set of states on \( \mathcal{A}_1(\mathcal{D}^k(M; Z), \tau) \), i.e. of normalized positive continuous linear functionals, we call **minimal regular norm** on \( \mathcal{A}_1(\mathcal{D}^k(M; Z), \tau) \) the norm defined by:

\[
\|\cdot\| : \mathcal{A}_1(\mathcal{D}^k(M; Z), \tau) \to \mathbb{R}_{\geq 0}
\]

\[
a \mapsto \|a\| := \sup_{\omega \in \mathcal{F}} \sqrt{\omega(a^*a)}.
\]
We eventually define our algebra of observables to be the completion
\[ \mathcal{CCR}(\mathcal{D}^k(M;\mathbb{Z}),\tau) := A_1(\mathcal{D}^k(M;\mathbb{Z}),\tau)^{\|\|}. \]
It turns out that \( \mathcal{CCR}(\mathcal{D}^k(M;\mathbb{Z}),\tau) \) is a unital \( C^* \)-algebra and that the assignment
\[
\mathcal{CCR} : \text{PSAb} \to \text{C}^*\text{Alg} \\
(\mathcal{D}^k(M;\mathbb{Z}),\tau) \mapsto \mathcal{CCR}(\mathcal{D}^k(M;\mathbb{Z}),\tau) \quad (2.70)
\]
defines a covariant functor (cfr. [MSTV73, Appendix A; BDHS14]).

We now have all the ingredients for our recipe. We define a family of covariant quantum field theories, labelled by the degree \( k \in \{1,\ldots,m-1\} \) of the gauge theory, by the composition:
\[
\mathfrak{A}^k := \mathcal{CCR} \circ (\mathcal{D}^k(\cdot;\mathbb{Z}),\tau) : \text{Loc}_m \to \text{C}^*\text{Alg}. \quad (2.71)
\]
\( \mathfrak{A}^k \) inherits the properties of causality and time-slice axiom from \( (\mathcal{D}^k(\cdot;\mathbb{Z}),\tau) \) (see [BBSS16, Theorem 5.1]).
Chapter 3

States for Differential Cohomology QFT

This chapter comprises the core of the original part of our work. The concepts and tools introduced in the previous chapters will constitute the basis upon which to lay the foundation of our construction. The issue of how to build Hadamard states for covariant quantum field theory on differential cohomology will be addressed, and a thorough procedure will be provided for spacetimes possessing a compact Cauchy surface. As far as the non-compact case is concerned, some hints will be given along with some comments.

In the case of compact Cauchy surfaces, the outline of our construction can be briefly sketched as follows: Firstly, considering the analogous of the commutative diagram of short exact sequences (2.44) with spacelike compact support, which we interpret physically as the diagram of the semi-classical observables, we endow suitable combinations of the Abelian groups appearing in it with a pre-symplectic structure. This makes it possible to activate the quantization scheme discussed above for the Abelian group $\mathcal{D}^k(M; \mathbb{Z})$, thus obtaining a collection of $C^*$-algebras of the observables. Secondly, we show that the pre-symplectic structure over $\mathcal{C}_\text{sc}^k(M; \mathbb{Z})$ allows for a pre-symplectic decomposition of $\mathcal{C}_\text{sc}^k(M; \mathbb{Z})$ in suitable pre-symplectically orthogonal pre-symplectic Abelian groups. Consequently, the relevant $C^*$-algebra, i.e. the central one, emerges as the tensor product of the $C^*$-algebras previously constructed, related to other elements in the diagram, and a state on $\mathcal{CCR}(\mathcal{C}_\text{sc}^k(M; \mathbb{Z}), \sigma)$ can be built by assigning a product of states defined on such algebras. Eventually, we construct explicitly these auxiliary states and we prove that their singularities are of Hadamard type.
3. States for Differential Cohomology QFT

3.1 Pre-symplectic structures

So as to be a little more explicit, represent schematically diagram (2.44) as follows:

\[
\begin{array}{c}
0 & 0 & 0 \\
\downarrow & \downarrow & \downarrow \\
0 & A & B & C & 0 \\
\downarrow & \downarrow & \downarrow & \downarrow \\
0 & D & E & F & 0 \\
\downarrow & \downarrow & \downarrow & \downarrow \\
0 & G & H & I & 0 \\
\downarrow & \downarrow & \downarrow & \downarrow \\
0 & 0 & 0 & 0 \\
\end{array}
\]

(3.1)

We aim at showing that the pre-symplectic information stored in $E$ can actually be fully reconstructed out of $G$, $C$ and $A \oplus I$. Since we would like to obtain non-trivial pre-symplectic structures covering all the diagram, derived from or closely related to $(E, \sigma)$ in a sense that will be clear in a while, it turns out that not all of the Abelian groups in diagram (2.44) can be considered individually. Specifically, $B$ comes with $F$, $A$ comes with $I$ and $D$ comes with $H$. Therefore, the first step will be the definition of non-trivial bilinear, antisymmetric maps on $G$, $D \times H$, $A \times I$, $B \times F$ and $C$.

For the reader’s convenience, we reproduce below the complete diagram analogous to (2.44) with spacelike compact support:

\[
\begin{array}{c}
0 & \rightarrow & \frac{H_{sc,free}^{k-1,m-k-1}(M; \mathbb{R})}{H_{sc}^{k-1,m-k-1}(M; \mathbb{Z})} & \rightarrow & \mathcal{Z} & \rightarrow & 0 \\
\downarrow \beta \times \beta & & \downarrow i \times i & & \downarrow \zeta & & \downarrow 0 \\
0 & \rightarrow & \frac{H_{sc,tor}^{k-1,m-k-1}(M; T)}{H_{sc}^{k-1,m-k-1}(M; Z)} & \rightarrow & \mathcal{Z} & \rightarrow & 0 \\
\downarrow \beta \times \beta & & \downarrow i \times i & & \downarrow \zeta & & \downarrow 0 \\
0 & \rightarrow & \frac{H_{sc,free}^{k-1,m-k-1}(M; \mathbb{Z})}{H_{sc}^{k-1,m-k-1}(M; \mathbb{Z})} & \rightarrow & \mathcal{Z} & \rightarrow & 0 \\
\downarrow \beta \times \beta & & \downarrow i \times i & & \downarrow \zeta & & \downarrow 0 \\
0 & \rightarrow & \frac{H_{sc,free}^{k-1,m-k-1}(M; \mathbb{Z})}{H_{sc}^{k-1,m-k-1}(M; \mathbb{Z})} & \rightarrow & \mathcal{Z} & \rightarrow & 0 \\
\downarrow \beta \times \beta & & \downarrow i \times i & & \downarrow \zeta & & \downarrow 0 \\
0 & \rightarrow & \frac{H_{sc,free}^{k-1,m-k-1}(M; \mathbb{Z})}{H_{sc}^{k-1,m-k-1}(M; \mathbb{Z})} & \rightarrow & \mathcal{Z} & \rightarrow & 0 \\
\end{array}
\]

(3.2)
The idea that guides us consists in exploiting the exactness of rows and columns in diagram (3.2) to map or to compute pre-images of the elements of the various Abelian groups to $\mathfrak{C}^k_{sc}(M; \mathbb{Z})$ and subsequently in resorting to the pre-symplectic structure there defined to induce pre-symplectic structures elsewhere.

**Remark 3.1.** In the following, we will refer to $\mathfrak{C}^k_{sc}(M; \mathbb{Z})$ or $\mathcal{D}^k(M; \mathbb{Z})$ indifferently, in view of the isomorphism (2.60). Besides, we will occasionally work on an arbitrary Cauchy surface instead of considering the whole spacetime, making use of the isomorphism provided by Theorem 2.39.

**Remark 3.2.** In order to make our computations more intelligible, let us introduce some lighter notation. Set:

\[ h_i := \iota^*_\Sigma h, \]
\[ h_I := I h, \]
\[ h_{i,I} := \iota^*_\Sigma I h. \]

In this way, the pre-symplectic product writes:

\[ \sigma((h, \tilde{h}), (h', \tilde{h}')) = (\tilde{h}_{i,I} \cdot h') - (-1)^{k(m-k)}h_{i,I} \cdot \tilde{h}' \] \mu.

**Pre-symplectic structure on** $d\Omega^{k-1}_{sc} \cap *d\Omega^{m-k-1}_{sc}(M)$

**Proposition 3.3.** Let $M$ be an object in $\text{Loc}_m$ and $\Sigma \subseteq M$ a Cauchy surface. The bilinear map

\[
\tau_a : \left( d\Omega^{k-1}_{sc} \cap *d\Omega^{m-k-1}_{sc}(M) \right) \times \left( d\Omega^{k-1}_{sc} \cap *d\Omega^{m-k-1}_{sc}(M) \right) \rightarrow \mathbb{T}
\]

\[
(dA = *d\tilde{A}, dA' = *d\tilde{A}') \mapsto \int_\Sigma \tilde{A} \wedge dA' - (-1)^{k(m-k)}A \wedge d\tilde{A}' \mod \mathbb{Z}(3.3)
\]

defines a pre-symplectic structure on $d\Omega^{k-1}_{sc} \cap *d\Omega^{m-k-1}_{sc}(M)$.

**Proof.** Given $dA = *d\tilde{A}, dA' = *d\tilde{A}' \in d\Omega^{k-1}_{sc} \cap *d\Omega^{m-k-1}_{sc}(M)$, by resorting to diagram (3.2) we sort out pre-images $([A], [\tilde{A}]), ([A'], [\tilde{A}']) \in \mathfrak{T}^k_{sc}(M; \mathbb{Z})$. Let $(h, \tilde{h}), (h', \tilde{h}') \in \mathfrak{C}^k_{sc}(M; \mathbb{Z})$ such that $(h, \tilde{h}) := (\iota[A], \iota[\tilde{A}])$ and $(h', \tilde{h}') := (\iota[A'], \iota[\tilde{A}'])$. Exploiting the pre-symplectic structure set on $\mathfrak{C}^k_{sc}(M; \mathbb{Z})$, define:

\[
\tau_a(dA, dA') := \sigma((h, \tilde{h}), (h', \tilde{h}')) = \sigma((\iota[A], \iota[\tilde{A}]), (h', \tilde{h}')), \] \[= \int_\Sigma \tilde{A} \wedge \text{curv} h' - (-1)^{k(m-k)}A \wedge \text{curv} \tilde{h}' \mod \mathbb{Z}, \]
\[= \int_\Sigma \tilde{A} \wedge \text{curv} (\iota[A']) - (-1)^{k(m-k)}A \wedge \text{curv} (\iota[\tilde{A}']) \mod \mathbb{Z}, \]
\[= \int_\Sigma \tilde{A} \wedge dA' - (-1)^{k(m-k)}A \wedge d\tilde{A}' \mod \mathbb{Z}, \]
where in the second line we have used (2.30) and in the last line the commutativity of the upper-right square of diagram (3.2).

Let us check the antisymmetry property. Recalling that, given \( \omega \in \Omega^p(M) \) and \( \tilde{\omega} \in \Omega^q_c(M) \),
\[
d(\omega \wedge \tilde{\omega}) = d\omega \wedge \tilde{\omega} + (-1)^p \omega \wedge d\tilde{\omega},
\]
it ensues that:
\[
\int_\Lambda d\omega \wedge \tilde{\omega} = (-1)^{p+1} \int \omega \wedge d\tilde{\omega}
\]
and
\[
\int_\Lambda \omega \wedge d\tilde{\omega} = (-1)^{-p+1} \int d\omega \wedge \tilde{\omega}
\]
for every smooth \((p + q + 1)\)-dimensional submanifold without boundary \( \Lambda \subset M \). Therefore:
\[
\tau_u(dA, dA') = \int \Sigma (-1)^{(m-k)} d\tilde{A} \wedge A' - (-1)^k (-1)^k \omega \wedge d\tilde{A} \mod \mathbb{Z}
\]
\[
= \int \Sigma (-1)^{(m-k)} (-1)^{(k-1)(m-k)} A' \wedge d\tilde{A} + \\
- (-1)^k (-1)^{k+k(m-k-1)} \tilde{A}' \wedge dA \mod \mathbb{Z}
\]
\[
= \int \Sigma (-1)^{k(m-k)} A' \wedge d\tilde{A} - (-1)^{2(k-m-k)} \tilde{A}' \wedge dA \mod \mathbb{Z}
\]
\[
= - \int \Sigma \tilde{A}' \wedge dA - (-1)^{k(m-k)} A' \wedge d\tilde{A} \mod \mathbb{Z}
\]
\[
= - \tau(dA', dA).
\]
What is left to prove is the independence of the above construction from the choice of the representatives in the cosets. Since the freedom in the choice of representatives corresponds to closed forms and the symplectic product formula involves an exterior derivative which can act equivalently - up to a sign - on either members of the wedge product via an integration by parts, we immediately conclude.

\[\square\]

**Remark 3.4.** We would like to point out that the map \( \tau_u \) is always weakly non-degenerate, also in the case of non-compact Cauchy surface; therefore, it gives rise to a symplectic structure. This fact provides a further justification for the approach we adopted in our attempt at separating the topological degrees of freedom from the dynamical ones: as the latter always show a good behaviour, the possible degeneracy of the pre-symplectic form \( \sigma \) in the general case is only due to the former.
3.1 Pre-symplectic structures

Pre-symplectic structure on \( \mathfrak{T}^k_{sc}(M; \mathbb{Z}) \times \Omega^k_{sc,Z} \cap \ast \Omega^{m-k}_{sc,Z}(M) \)

As prospected, \( \mathfrak{T}^k_{sc}(M; \mathbb{Z}) \) and \( \Omega^k_{sc,Z} \cap \ast \Omega^{m-k}_{sc,Z}(M) \) have to be dealt with together. It is their intertwining that gives rise to an interesting theory.

**Proposition 3.5.** Let \( M \) be an object in \( \mathsf{Loc}_m \) and let \( \Sigma \subseteq M \) be a Cauchy surface. The bilinear map

\[
\tau_{ur} : (\mathfrak{T}^k_{sc}(M) \times \Omega^k_{sc,Z} \cap \ast \Omega^{m-k}_{sc,Z}(M)) \times (\mathfrak{T}^k_{sc}(M) \times \Omega^k_{sc,Z} \cap \ast \Omega^{m-k}_{sc,Z}(M)) \to \mathbb{T}
\]

\[
(([A], [\tilde{A}], \omega = \ast \tilde{\omega}), ([A'], [\tilde{A'}], \omega' = \ast \tilde{\omega}')) \mapsto \int_{\Sigma} \left( \tilde{A} \wedge \omega' - (-1)^{(m-k)} A \wedge \tilde{\omega}' - \tilde{A'} \wedge \omega + (-1)^{(m-k)} A' \wedge \tilde{\omega} \right) \mod \mathbb{Z}
\]

defines a pre-symplectic structure on \( \mathfrak{T}^k_{sc}(M) \times \Omega^k_{sc,Z} \cap \ast \Omega^{m-k}_{sc,Z}(M) \).

**Proof.** Let

\[
([A], [\tilde{A}], \omega = \ast \tilde{\omega}), ([A'], [\tilde{A'}], \omega' = \ast \tilde{\omega}')) \in \mathfrak{T}^k_{sc}(M) \times \Omega^k_{sc,Z} \cap \ast \Omega^{m-k}_{sc,Z}(M).
\]

By diagram (3.2), there exist \((h, \tilde{h}), (h', \tilde{h}') \in \mathfrak{C}_c^k(M; \mathbb{Z})\) such that

\[
\text{curv } h = \omega = \ast \tilde{\omega} = \ast \text{curv } \tilde{h},
\]

\[
\text{curv } h' = \omega' = \ast \tilde{\omega}' = \ast \text{curv } \tilde{h}'.
\]

Define:

\[
\tau_{ur}(([A], [\tilde{A}], \omega = \ast \tilde{\omega}), ([A'], [\tilde{A'}], \omega' = \ast \tilde{\omega}')) :=
\]

\[
= \sigma((t[A], t[\tilde{A}]), (h', \tilde{h}')) + \sigma((h, \tilde{h}), (t[A'], t[\tilde{A'}]))
\]

\[
= \left( t[A]_{t,I} \cdot h' - (-1)^{(m-k)} t[A]_{t,I} \cdot \tilde{h}' + \tilde{h}_{t,I} \cdot t[A']_{t,I} - (-1)^{(m-k)} \tilde{h}_{t,I} \cdot t[A']_{t,I} \right) \mu
\]

\[
= \left( t[A]_{t,I} \cdot h' - (-1)^{(m-k)} t[A]_{t,I} \cdot \tilde{h}' - (-1)^{(m-k)} \tilde{h}_{t,I} \cdot t[A']_{t,I} \right) \mu
\]

\[
= \int_{\Sigma} \left( \tilde{A} \wedge \text{curv } h' - (-1)^{(m-k)} A \wedge \text{curv } \tilde{h}' + \tilde{A'} \wedge \text{curv } h' + (-1)^{(m-k)} A' \wedge \text{curv } \tilde{h}' \right) \mod \mathbb{Z}
\]

\[
= \int_{\Sigma} \left( \tilde{A} \wedge \omega' - (-1)^{(m-k)} A \wedge \tilde{\omega}' - \tilde{A'} \wedge \omega + (-1)^{(m-k)} A' \wedge \tilde{\omega} \right)
\]
\[-(-1)^{k(m-k)} A' \land \tilde{\omega} \mod \mathbb{Z}.\]

Notice that for the differential forms the homomorphism \( I \) is nothing but an inclusion, which has been understood. A swap of the arguments of \( \tau_{ar} \) is equivalent to separate swaps of the arguments of each \( \sigma \); therefore, antisymmetry ensues.

We will now prove that the definition is independent of the choices we have made. \((h, \tilde{h}), (h', \tilde{h}')\) are defined up to elements in the image of \( \kappa \times \kappa \). We are allowed to replace them with:

\[(h, \tilde{h}) + \kappa \times \kappa(z, \tilde{z}), \quad (h', \tilde{h}') + \kappa \times \kappa(z', \tilde{z}'),\]

for some \((z, \tilde{z}), (z', \tilde{z}') \in H^{k-1, m-k-1}_{sc}(M; \mathbb{T})\). However, this brings about the appearance of vanishing extra-terms. For instance, as far as the first summand is concerned we obtain:

\[
\iota[\tilde{A}]_{i,j} \cdot (h' + \kappa(z'))_i = \iota[\tilde{A}]_{i,j} \cdot h' + \iota[\tilde{A}]_{i,j} \cdot \kappa(z)_i = \iota[\tilde{A}]_{i,j} \cdot h' + \iota(\tilde{A} \land \text{curv} \circ \kappa(z))_i
\]

where in the last passage we used \(\text{curv} \circ \kappa = 0\) and (2.30).

\[\square\]

### Pre-symplectic structure on \(H^{k-1, m-k-1}_{sc}(M; \mathbb{R}) \times H^{k,m-k}_{sc.free}(M; \mathbb{Z})\)

As before, \(H^{k-1, m-k-1}_{sc.free}(M; \mathbb{R})\) and \(H^{k,m-k}_{sc.free}(M; \mathbb{Z})\) have to be considered together. Let \(M\) be an object in \(\text{Loc}_m\) and \(\Sigma \subseteq M\) a Cauchy surface. We aim at obtaining a pre-symplectic map:

\[
\tau_{tr} : \left( H^{k-1, m-k-1}_{sc.(\mathbb{R})} \times H^{k,m-k}_{free}(M; \mathbb{Z}) \right) \times \left( H^{k-1, m-k-1}_{sc.(\mathbb{R})} \times H^{k,m-k}_{free}(M; \mathbb{Z}) \right) \rightarrow \mathbb{T}
\]

\[
((u, \tilde{u}, v, \tilde{v}), (u', \tilde{u}', v', \tilde{v}')) \mapsto \tau_{tr}((u, \tilde{u}, v, \tilde{v}), (u', \tilde{u}', v', \tilde{v}')).
\]

To this end, let \((u, \tilde{u}, v, \tilde{v}), (u', \tilde{u}', v', \tilde{v}') \in H^{k-1, m-k-1}_{sc.(\mathbb{R})} \times H^{k,m-k}_{free}(M; \mathbb{Z})\).

Realising \(\Omega^k_{\mathbb{R}^1, \mathbb{Z}}(M)\) via de Rham theorem, define \(([U], [\tilde{U}]), ([U'], [\tilde{U}']) \in \Omega^k_{\mathbb{R}^1, \mathbb{Z}}(M)\) by:

\[
([U], [\tilde{U}]) := \tilde{\kappa} \times \kappa(u, \tilde{u})
\]

\[
([U'], [\tilde{U}']) := \tilde{\kappa} \times \kappa(u', \tilde{u}').
\]
3.1 Pre-symplectic structures

Then, resorting to diagram (3.2), choose \( V = \ast \tilde{V}, V' = \ast \tilde{V}' \in \Omega^k_{sc,Z} \cap \Omega^{m-k}_{sc,Z}(M) \) such that:

\[
([V], [\ast^{-1}V]) = (v, \tilde{v}) \\
([V'], [\ast^{-1}V']) = (v', \tilde{v}').
\]

This way, with reference to diagram (3.1), we have assigned a pair in \( B \times F \) to a pair in \( A \times \mathbb{I} \). Making use of the results of the previous section, we define:

\[
\tau_{lr}((u, \tilde{u}, v, \tilde{v}), (u', \tilde{u}', v', \tilde{v}')) := \int_{\Sigma} (\tilde{U} \wedge V' - (-1)^{k(m-k)} U \wedge \tilde{V}' \\
- \tilde{U}' \wedge V + (-1)^{k(m-k)} U' \wedge \tilde{V}) \mod \mathbb{Z}.
\]

(3.5)

Whereas elements in \( B \) are uniquely identified, a freedom is available in the choice of elements in \( F \). Nonetheless, the construction is independent of such choices. In fact, even though we can in principle add to \( V = \ast \tilde{V}, V' = \ast \tilde{V}' \) elements in \( d\Omega^k_{sc-1} \cap \ast d\Omega^{m-k-1}_{sc}(M) \), the extra-terms vanish upon integration by parts. Consider, for instance, the first summand and set:

\[
\tilde{V}' = V' + d\psi,
\]

for some \( \psi \in \Omega_{sc}^{k-1}(M) \). Then:

\[
\int_{\Sigma} \tilde{U} \wedge \tilde{V}' = \int_{\Sigma} \tilde{U} \wedge V' + \int_{\Sigma} \tilde{U} \wedge d\psi \\
= \int_{\Sigma} \tilde{U} \wedge V' + (-1)^{m-k} \int_{\Sigma} d\tilde{U} \wedge \psi \\
= \int_{\Sigma} \tilde{U} \wedge V' + (-1)^{m-k} \int_{\Sigma} d(\tilde{k}(u)) \wedge \psi \\
= \int_{\Sigma} \tilde{U} \wedge V'.
\]

In the last passage we made use of \( d \circ \tilde{k} = 0 \). We end up, therefore, with a well-defined pre-symplectic structure.

**Pre-symplectic structure on** \( H^{k-1,m-k-1}_{sc}(M; \mathbb{T}) \times H^{k,m-k}_{sc}(M; \mathbb{Z}) \)

**Proposition 3.6.** Let \( M \) be an object in \( \text{Loc}_m \) and \( \Sigma \subseteq M \) a Cauchy surface. The bilinear map:

\[
\tau_{lb} : (H^{k-1,m-k-1}_{sc}(M; \mathbb{T}) \times H^{k,m-k}_{sc}(M; \mathbb{Z})) \times (H^{k-1,m-k-1}_{sc}(M; \mathbb{T}) \times H^{k,m-k}_{sc}(M; \mathbb{Z})) \to \mathbb{T}
\]
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In the last passages we resorted to (2.30) and to curv for some (3.7) are fixed up to elements in the image of vanishing. Consider, for example, the first summand:

\[ \tau_b((a, \tilde{a}, z, \tilde{z}), (a', \tilde{a}', z', \tilde{z}')) := \kappa(\tilde{a}_{i,l} \sim z'_i - (-1)^{k(m-k)}a_{i,l} \sim \tilde{z}'_i - \tilde{a}'_{i,l} \sim z_i + (-1)^{k(m-k)}a'_{i,l} \sim \tilde{z}_i) \mu \]  

(3.6)

for all \((a, \tilde{a}, z, \tilde{z}), (a', \tilde{a}', z', \tilde{z}') \in H^{k-1,m-k-1}_s(M ; \mathbb{T}) \times H^{k,m-k}_s(M ; \mathbb{Z})\), establishes a pre-symplectic structure on \(H^{k-1,m-k-1}_s(M ; \mathbb{T}) \times H^{k,m-k}_s(M ; \mathbb{Z})\).

Proof. In view of the surjectivity of \(\text{char} \times \text{char}\) in diagram (3.2), it is possible to find \((h, \tilde{h}), (h', \tilde{h}') \in \mathfrak{E}^k(M ; \mathbb{Z})\) such that:

\[
(z, \tilde{z}) = \text{char} \times \text{char} (h, \tilde{h})
\]

\[
(z', \tilde{z}') = \text{char} \times \text{char} (h', \tilde{h}').
\]

(3.7)

Then define:

\[
\tau_b((a, \tilde{a}, z, \tilde{z}), (a', \tilde{a}', z', \tilde{z}')) := \sigma((\kappa a, \kappa \tilde{a}), (h', \tilde{h}')) + \sigma((h, \tilde{h}), (\kappa a', \kappa \tilde{a}'))
\]

\[
= \left[ \kappa \tilde{a}_{i,l} \cdot h'_i - (-1)^{k(m-k)}\kappa a_{i,l} \cdot \tilde{h}'_i + \tilde{h}_{i,l} \cdot \kappa a'_i - (-1)^{k(m-k)}h_{i,l} \cdot \kappa a'_i \right] \mu
\]

\[
= \left[ \kappa(\tilde{a}_{i,l} \sim \text{char} h'_i) - (-1)^{k(m-k)}\kappa(a_{i,l} \sim \text{char} h'_i) \right] \mu
\]

\[
= \kappa(\tilde{a}_{i,l} \sim z'_i - (-1)^{k(m-k)}a_{i,l} \sim \tilde{z}'_i - \tilde{a}'_{i,l} \sim z_i + (-1)^{k(m-k)}a'_{i,l} \sim \tilde{z}_i) \mu.
\]

A swap of the arguments of \(\tau\) is equivalent to separate swaps of the arguments of each \(\sigma\); therefore, antisymmetry ensues as a consequence of the antisymmetry of \(\sigma\).

As far as the independence of the construction on the made choices is concerned, observe that the differential characters \((h, \tilde{h}), (h', \tilde{h}')\) given by (3.7) are fixed up to elements in the image of \(\iota \times \iota\). We are allowed to replace them with:

\[
(h + \iota[A], \tilde{h} + \iota[\tilde{A}]), \quad (h' + \iota[A'], \tilde{h}' + \iota[\tilde{A}']),
\]

for some \((A, [\tilde{A}]), ([A'], [\tilde{A}']) \in \mathfrak{I}^k_s(M ; \mathbb{Z})\). Once more, the extra-terms are vanishing. Consider, for example, the first summand:

\[
\kappa a_{i,l} \cdot (h' + \iota[A'])_i = \kappa \tilde{a}_{i,l} \cdot h'_i + \kappa a_{i,l} \cdot \iota[A']_i
\]

\[
= \kappa \tilde{a}_{i,l} \cdot h'_i + (-1)^{k-m} i(\text{curv} \circ \kappa(a) \wedge A')_i
\]

\[
= \kappa \tilde{a}_{i,l} \cdot h'_i.
\]

In the last passages we resorted to (2.30) and to \(\text{curv} \circ \kappa = 0\). □
3.1 Pre-symplectic structures

Pre-symplectic structure on \( H_{sc,tor}^{k,m-k}(M;\mathbb{Z}) \)

Finally, let us consider the torsion subgroup \( H_{sc,tor}^{k,m-k}(M;\mathbb{Z}) \). We proceed as follows: Let \((t,\tilde{t}),(t',\tilde{t}') \in H_{sc,tor}^{k,m-k}(M;\mathbb{Z})\). Since the map \( \beta \times \beta \) in diagram \((3.1)\) is surjective, we can find \((z,\tilde{z}),(z',\tilde{z}') \in H_{sc}^{k-1,m-k-1}(M;\mathbb{T})\) such that:

\[
\beta \times \beta(z,\tilde{z}) = (t,\tilde{t})  \\
\beta \times \beta(z',\tilde{z}') = (t',\tilde{t}').
\]

Define the bilinear map:

\[
\tau_d : H_{sc,tor}^{k,m-k}(M;\mathbb{Z}) \times H_{sc,tor}^{k,m-k}(M;\mathbb{Z}) \to \mathbb{T}  \\
(t,\tilde{t}), (t',\tilde{t}') \mapsto (\kappa \tilde{z}, \kappa z')_{t} - (-1)^{k(m-k)}k \kappa \tilde{z}, \kappa z'_{t} \mu .
\] (3.8)

It enjoys the antisymmetry property, as a straightforward consequence of the fact that:

\[
\tau_d((t,\tilde{t}),(t',\tilde{t}')) = \sigma(\kappa \times \kappa(t,\tilde{t}), \kappa \times \kappa(t',\tilde{t})).
\]

Furthermore, the bilinear map \( \tau_d \) is well-defined. Firstly, observe that, thanks to (2.30), the following equality holds:

\[
\tau_d((t,\tilde{t}),(t',\tilde{t}')) = [\kappa (\tilde{z} \sim \text{char} \ k z')_{t} - (-1)^{k(m-k)}k (\tilde{z} \sim \text{char} \ k z')_{t} \mu  \\
= [(-1)^{m-k}k (\text{char} \ k \tilde{z} \sim z')_{t} - (-1)^{k_{m-k}}(\text{char} \ k \tilde{z} \sim z')_{t} \mu .
\] (3.9)

Secondly, the pre-images \((z,\tilde{z})\) and \((z',\tilde{z}')\) via \( \beta \times \beta \) are fixed up to elements in \( H_{sc,tor}^{k-1,m-k-1}(M;\mathbb{R}) \). We can modify them as follows:

\[
(z + \tilde{u}, \tilde{z} + \tilde{u}),  \\
(z' + \tilde{u}', \tilde{z}' + \tilde{u}'),
\]

for some \((u,\tilde{u}),(u',\tilde{u}') \in H_{sc,tor}^{k-1,m-k-1}(M;\mathbb{R})\). Furthermore, introducing elements \(([A],[\tilde{A}]),([A'],[\tilde{A}']) \in \mathcal{X}_k^{sc}(M;\mathbb{Z})\) by:

\[
([A],[\tilde{A}]) := \tilde{\kappa} \times \tilde{\kappa}(u,\tilde{u})  \\
([A'],[\tilde{A}']) := \tilde{\kappa} \times \tilde{\kappa}(u',\tilde{u}'),
\]

the commutativity of the upper-left square in diagram \((3.1)\) yields:

\[
(\kappa \times \kappa)(\tilde{t} \times \tilde{t})(u,\tilde{u}) = (t \times t)([A],[\tilde{A}]),  \\
(\kappa \times \kappa)(\tilde{t} \times \tilde{t})(u',\tilde{u}') = (t \times t)([A'],[\tilde{A}']).
\]
Hence, recalling equations (3.9) and (2.30), the extra-terms vanish:

\[
\begin{align*}
(\kappa z' + \iota[A'])_{i,I} & \cdot (\kappa \tilde{z} + \iota[\tilde{A}])_i = \\
= & \kappa z'_{i,I} \cdot \kappa \tilde{z}_i + \iota[A']_{i,I} \cdot \kappa \tilde{z} + \kappa z'_{i,I} \cdot \iota[\tilde{A}]_i + \iota[A]_{i,I} \cdot \iota[\tilde{A}]_i \\
= & \kappa z'_{i,I} \cdot \kappa \tilde{z}_i + (-1)^k \kappa (\text{char } \iota[A']_{i,I} \sim \tilde{z}_i) \\
& + \kappa (z'_{i,I} \sim \text{char } \iota[\tilde{A}]_i) + \iota[A]_{i,I} \cdot \iota[\tilde{A}]_i \\
= & \kappa z'_{i,I} \cdot \kappa \tilde{z}_i + \iota(A'_{i,I} \wedge \text{curv } \kappa(\alpha\tilde{u})_i) \\
= & \kappa z'_{i,I} \cdot \kappa \tilde{z}_i,
\end{align*}
\]

where we used \( \text{char } \circ \iota = 0 \) and \( \text{curv } \circ \kappa = 0 \).

### 3.2 Pre-symplectic decomposition

Before activating the quantization machinery introduced in Section 2.3.4, let us show that the pre-symplectic Abelian group \((\mathcal{C}^\infty_{sc}(M; \mathbb{Z}), \sigma)\) decomposes as the direct sum of three pre-symplectically orthogonal pre-symplectic Abelian groups. Due to computational convenience, we change perspective and, by means of the isomorphisms provided by (2.57) and [BBSS15, Diagram (5.30)], we perform our construction on the diagram for differential cohomology with compact support over an arbitrary Cauchy surface \( \Sigma \subseteq M \). The isomorphisms induce pre-symplectic structures on the Abelian groups of such a diagram in a natural way. Notice that this does not entail any conceptual novelty, as we can pass indifferently from one diagram to the other under the action of the isomorphism maps.

In doing this, we need to map the groups in the corners into the central one. To this end, let us recall the following definition.

**Definition 3.7** (Split short exact sequence). A short exact sequence in the category of Abelian groups \( \text{Ab} \)

\[
\begin{array}{c}
0 \\ A \\ \xrightarrow{f} B \\ \xrightarrow{g} C \\ 0
\end{array}
\]

is called *split* if and only if one of the following equivalent statements is fulfilled:

(i) *Left split*: there exists a morphism \( B \xrightarrow{\psi} A \) such that \( \psi \circ f = \text{Id}_A \);

(ii) *Right split*: there exists a morphism \( C \xrightarrow{\phi} B \) such that \( g \circ \phi = \text{Id}_C \);
(iii) **Direct sum isomorphism:** there is an isomorphism of short exact sequences

\[
\begin{array}{ccccccccc}
0 & \longrightarrow & A & \overset{i}{\longrightarrow} & B & \overset{g}{\longrightarrow} & C & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \rightarrow & & \rightarrow & & \downarrow \\
0 & \longrightarrow & A & \overset{i}{\longrightarrow} & A \oplus C & \overset{\pi}{\longrightarrow} & C & \longrightarrow & 0 \\
\end{array}
\]

where \( i : A \to A \oplus C \) is the canonical inclusion and \( \pi : A \oplus C \to C \) is the canonical projection.

**Remark 3.8.** Observe that the above conditions implicitly affirm that the following decompositions ensue:

\[
B = \text{Im}(\phi) \oplus \ker(g)
\]

\[
B = \text{Im}(f) \oplus \ker(\psi).
\]

The result concerning the equivalence of the conditions (i)-(iii) is known as **splitting lemma.** We refer the interested reader to [Hat01, Mac95] for details and proof.

All of the sequences in diagram (3.2) are split. A proof is given by Becker, Schenkel and Szabo in [BSS14, Appendix A], where only slight refinements are necessary. The splitting maps are, in general, non canonical and they involve arbitrary choices. We know that, in our case, splittings exist; nonetheless, we have no guarantees that it is possible to select them so that they fulfil the further requirement of preserving the pre-symplectic products. In fact, our goal is to obtain the following decomposition:

\[
(q^{k}_{sc}(M; \mathbb{Z}), \sigma) = \left( d\Omega^{k-1}_{sc} \cap \ast d\Omega^{m-k-1}_{sc}, \tau_{a} \right) \oplus \left( H^{k}_{sc,\text{tor}}(M, \mathbb{Z}), \tau_{a} \right) \oplus \\
\left( H^{k-1,m-k-1}_{sc,\text{tor}}(M; \mathbb{R}) \oplus H^{k-1,m-k-1}_{sc,\text{free}}(M; \mathbb{Z}) \oplus H^{k,m-k}_{\text{free}}(M; \mathbb{Z}), \tau_{lr} \right),
\]

or an equivalent one up to isomorphism. We will show that, if we restrict the topologies of the class of admissible spacetimes, this is always possible.

**Proposition 3.9.** Let \( M \) be an object in \( \text{Loc}_{m} \) with compact Cauchy surface \( \Sigma \). With reference to diagram (3.14), there exist splitting homomorphisms:

\[
a : d\Omega^{k-1,m-k-1}_{sc}(\Sigma) \to \frac{\Omega^{k-1,m-k-1}(\Sigma)}{\Omega^{k-1,m-k-1}_{Z}(\Sigma)},
\]

\[
b : H^{k,m-k}_{\text{tor}}(\Sigma; \mathbb{Z}) \to H^{k-1,m-k-1}(\Sigma; \mathbb{T}),
\]

\[
x : H^{k,m-k}_{\text{free}}(\Sigma; \mathbb{Z}) \to \hat{H}^{k,m-k}(\Sigma; \mathbb{Z}),
\]

where \( q^{k}_{sc}(M; \mathbb{Z}, \sigma) = \left( d\Omega^{k-1}_{sc} \cap \ast d\Omega^{m-k-1}_{sc}(\Sigma), \tau_{a} \right) \oplus \left( H^{k}_{sc,\text{tor}}(M, \mathbb{Z}), \tau_{a} \right) \oplus \\
\left( H^{k-1,m-k-1}_{sc,\text{tor}}(M; \mathbb{R}) \oplus H^{k-1,m-k-1}_{sc,\text{free}}(M; \mathbb{Z}) \oplus H^{k,m-k}_{\text{free}}(M; \mathbb{Z}), \tau_{lr} \right),
\]
satisfying the following conditions:

\[
\begin{align*}
\sigma(x(v, \tilde{v}), x(v', \tilde{v}')) &= 0, \\
\sigma((\iota \times \iota)a(dA, d\tilde{A}), x(v, \tilde{v})) &= 0, \\
\sigma((\kappa \times \kappa)b(t, \tilde{t}), x(v, \tilde{v})) &= 0,
\end{align*}
\]

for all \((v, \tilde{v}), (v', \tilde{v}') \in H_{\text{free}}^{k,m-k}(\Sigma; \mathbb{Z})\), \((dA, d\tilde{A}) \in d\Omega^{k-1,m-k-1}(\Sigma)\) and \((t, \tilde{t}) \in H_{\text{tor}}^{k,m-k}(\Sigma; \mathbb{Z})\).

\[
\begin{array}{cccccc}
0 & \rightarrow & H_{\text{free}}^{k-1,m-k-1}(\Sigma; \mathbb{R}) & \xrightarrow{\iota \times \iota} & \Omega_{\mathbb{Z}}^{k-1,m-k-1}(\Sigma) & \xrightarrow{d \times d} & d\Omega_{\mathbb{Z}}^{k-1,m-k-1}(\Sigma) & \rightarrow & 0 \\
0 & \rightarrow & H_{\text{tor}}^{k-1,m-k-1}(\Sigma; \mathbb{T}) & \xrightarrow{\iota \times \iota} & \tilde{H}_{\text{tor}}^{k,m-k}(\Sigma; \mathbb{Z}) & \xrightarrow{\text{curv} \times \text{curv}} & \Omega_{\mathbb{Z}}^{k,m-k}(\Sigma) & \rightarrow & 0 \\
0 & \rightarrow & H_{\text{tor}}^{k,m-k}(\Sigma; \mathbb{Z}) & \xrightarrow{\iota \times \iota} & H_{\text{free}}^{k,m-k}(\Sigma; \mathbb{Z}) & \xrightarrow{\text{curv} \times \text{curv}} & H_{\text{free}}^{k,m-k}(\Sigma; \mathbb{Z}) & \rightarrow & 0
\end{array}
\]

(3.14)

Proof. Being \(a, b\) and \(x\) splitting homomorphisms entails that:

\[
\begin{align*}
(d \times d) \circ a &= \text{id}_{d\Omega^{k-1,m-k-1}(\Sigma)}, \\
(\beta \times \beta) \circ b &= \text{id}_{H_{\text{tor}}^{m-k}(\Sigma; \mathbb{Z})}, \\
([|] \times [|]) \circ (\text{curv} \times \text{curv}) \circ x &= \text{id}_{H_{\text{free}}^{k,m-k}(\Sigma; \mathbb{Z})}.
\end{align*}
\]

(3.15)

To begin with, let us consider the existence of \(x\). The pairing (2.38) induces a non-degenerate pairing:

\[
\langle \cdot, \cdot \rangle_f : \frac{H_{\text{free}}^{k-1}(\Sigma; \mathbb{R})}{H_{\text{free}}^{k-1}(\Sigma; \mathbb{Z})} \times \frac{H_{\text{free}}^{m-k}(\Sigma; \mathbb{Z})}{H_{\text{free}}^{m-k}(\Sigma; \mathbb{Z})} \rightarrow \mathbb{T},
\]

\[
([\theta], \omega) \mapsto (\theta \sim \omega) \mu.
\]

(3.16)

Since \(H_{\text{free}}^{k}(\Sigma; \mathbb{Z})\) and \(H_{\text{free}}^{m-k}(\Sigma; \mathbb{Z})\) are free Abelian groups, there exist \(n, \tilde{n} \in \mathbb{N}\) such that \(H_{\text{free}}^{k}(\Sigma; \mathbb{Z}) \simeq \mathbb{Z}^n\) and \(H_{\text{free}}^{m-k}(\Sigma; \mathbb{Z}) \simeq \mathbb{Z}^{\tilde{n}}\). Pick out sets of generators \(\{z_i, i \in \{1, \ldots, n\}\}\), \(\{\tilde{z}_j, j = \{1, \ldots, \tilde{n}\}\}\) for \(\mathbb{Z}^n\) and \(\mathbb{Z}^{\tilde{n}}\) respectively.
With abuse of notation, \( z_i \) and \( \tilde{z}_j \) will denote also the corresponding generators in the cohomology groups via the isomorphism. Therefore, a set of generators for \( H_{\text{free}}^{k,m-k}(\Sigma; \mathbb{Z}) \) is given by:

\[
\{(z_i, 0), (0, \tilde{z}_j) \mid i \in \{1, \ldots, n\}, j \in \{1, \ldots, \tilde{n}\}\}.
\]

Interpreting \( H_{\text{free}}^*(\Sigma; \mathbb{Z}) \) as a lattice in \( H^*(\Sigma; \mathbb{R}) \), a basis for the former is also a basis for the latter. Then, consider the isomorphisms \( H^{m-k-1}(\Sigma; \mathbb{R}) \simeq \mathbb{R}^n \) and \( H^{k-1}_{c}(\Sigma; \mathbb{R}) \simeq \mathbb{R}^{\tilde{n}} \) and sort out sets of generators dual to the previous ones with respect to the pairing (2.38), once we have replaced \( T \) and \( Z \) with \( \mathbb{R} \):

\[
\{\tilde{r}_i, i \in \{1, \ldots, n\} \mid \tilde{r}_i \overset{c}{\sim} z_{i'} \forall i' \in \{1, \ldots, n\}\},
\]

\[
\{r_j, j \in \{1, \ldots, \tilde{n}\} \mid r_j \overset{c}{\sim} \tilde{z}_{j'} \forall j' \in \{1, \ldots, \tilde{n}\}\}.
\]

For all \( i \in \{1, \ldots, n\} \) choose \( h_i \) such that \([\text{curv } h_i] = z_i\) and for all \( j \in \{1, \ldots, \tilde{n}\} \) choose \( \tilde{h}_j' \) such that \([\text{curv } \tilde{h}_j'] = \tilde{z}_j\). This is certainly possible due to the surjectivity of \( \text{curv} \) and \([\cdot]\).

The next step consists in modifying \( \tilde{h}_j' \) so that the new differential character \( \tilde{h}_j \) satisfies:

\[
\langle I \tilde{h}_j, h_i \rangle_c = 0 \quad \forall j \in \{1, \ldots, \tilde{n}\}, \forall i \in \{1, \ldots, n\}.
\]

For all \( j \in \{1, \ldots, \tilde{n}\} \) set:

\[
\tilde{h}_j := \tilde{h}_j' + \iota(\tilde{\kappa}\tilde{u}_j),
\]

for some \( \tilde{u}_j \in H_{\text{free}}^{m-k-1}(\Sigma; \mathbb{R}) \) to be determined. Now:

\[
\langle I \tilde{h}_j, h_i \rangle_c = \langle I \tilde{h}_j', h_i \rangle_c + \langle I\iota(\tilde{\kappa}\tilde{u}_j), h_i \rangle_c = \langle I\tilde{h}_j', h_i \rangle_c + \langle I\tilde{u}_j, z_i \rangle_f.
\]

Our constraint on \( \tilde{u}_j \) takes the form:

\[
\langle I\tilde{u}_j, z_i \rangle_f = -\langle I\tilde{h}_j', h_i \rangle_c.
\]

Let us introduce an array of real numbers \( (c_{ij}) \in \mathbb{M}(n, \tilde{n}; \mathbb{R}) \) defined as follows:

\[
c_{ij} \mod \mathbb{Z} = -\langle I\tilde{h}_j', h_i \rangle_c.
\]

Furthermore, define:

\[
\tilde{\kappa}_j := \sum_{i'=1}^{n} c_{ij} \tilde{r}_{i'} \in H^{m-k-1}_c(\Sigma; \mathbb{R}).
\]
We claim that \( \tilde{u}_j \) obtained as the image of \( \tilde{s}_j \) via the quotient map fulfils our requirement. As a matter of fact:

\[
(\tilde{s}_j \sim z_j) \mu \mod \mathbb{Z} = \left( \sum_{i'=1}^{n} c_{i'j} \tilde{r}_{i'} \sim z_i \right) \mu \mod \mathbb{Z} = \\
= \sum_{i'=1}^{n} c_{i'j} \delta_{i'i} \mod \mathbb{Z} = c_{ij} \mod \mathbb{Z} = \\
= - \langle I \tilde{h}_j \cdot h_i \rangle_c.
\]

We are now in the position to define \( x \) through its action on the generators:

\[
x : \begin{cases}
(z_i, 0) \mapsto (h_i, 0) & \forall i \in \{1, \ldots, n\}, \\
(0, \tilde{z}_j) \mapsto (0, \tilde{h}_j) & \forall j \in \{1, \ldots, \tilde{n}\}.
\end{cases}
\]

Notice that the homomorphism \( x \) splits the map from the central group to the down-right one. This is true by construction when we have \( h_i \) and \( \tilde{h}_j \).

Let us check that (3.13a) holds for generators:

\[
\sigma(x(z_i, 0), x(z_i', 0)) = \sigma((h_i, 0), (h_i', 0)) = 0,
\]

\[
\sigma(x(0, \tilde{z}_j), x(0, \tilde{z}_j')) = \sigma((0, \tilde{h}_j), (0, \tilde{h}_j')) = 0,
\]

\[
\sigma((z_i, 0), (0, \tilde{z}_j)) = \sigma((h_i, 0), (0, \tilde{h}_j)) = 0 - (-1)^{k(m-k)} \langle I h_i, \tilde{h}_j \rangle_c = 0,
\]

where the first two equalities are true by definition of \( \sigma \), whereas the last one is true by construction. Then (3.13a) holds for every \((v, \tilde{v}), (v', \tilde{v}') \in H_{c,\text{free}}^{k,m-k}(\Sigma; \mathbb{Z})\): the existence of \( x \) is proved.

Let us move to \( a \). As the upper horizontal sequence is split, we can find a homomorphism

\[
a' : d\Omega_c^{k-1,m-k-1}(\Sigma) \to \frac{\Omega_c^{k-1,m-k-1}(\Sigma)}{\Omega_{c,Z}^{k-1,m-k-1}(\Sigma)}
\]

such that \((d \times d) \circ a' = \text{Id}_{d\Omega_c^{k-1,m-k-1}(\Sigma)}\). For the general properties of split sequences, other splittings of the same sequence can be obtained by adding an element of the form:

\[
\Delta_a \in \text{Hom} \left( d\Omega_c^{k-1,m-k-1}(\Sigma) ; \frac{H_c^{k-1,m-k-1}(\Sigma; \mathbb{R})}{H_{c,\text{free}}^{k-1,m-k-1}(\Sigma; \mathbb{Z})} \right).
\]
The strategy is to set:

\[ a := a' + (\tilde{\kappa} \times \tilde{\kappa}) \circ \Delta_a \]

and to search for a \( \Delta_a \) such that \( a \) fulfills (3.13b).

Introduce the following notation: for every map \( f : X \to Y \times Z \) denote by \( f_1 := \pi_1 \circ f \) and \( f_2 := \pi_2 \circ f \) the maps to the first and to the second component of the image respectively, where \( \pi_1 : Y \times Z \to Y \) and \( \pi_2 : Y \times Z \to Z \) are the canonical projections.

The constraint imposed by (3.13b) reads:

\[
\sigma((\iota \times \iota)a(dA, d\tilde{A}), x(v, \tilde{v})) = \\
= \sigma((\iota \times \iota)a'(dA, d\tilde{A}), x(v, \tilde{v})) + \sigma((\iota \times \iota)(\tilde{\kappa} \times \tilde{\kappa})\Delta_a(dA, d\tilde{A}), x(v, \tilde{v})) \\
= \left[ i_a'(dA, d\tilde{A})_I \cdot x_1(v, \tilde{v}) - (-1)^{k(m-k)} i_a'(dA, d\tilde{A})_I \cdot x_2(v, \tilde{v}) + i\tilde{\kappa} \Delta_a(dA, d\tilde{A})_I \cdot x_1(v, \tilde{v}) - (-1)^{k(m-k)} i\tilde{\kappa} \Delta_a(dA, d\tilde{A})_I \cdot x_2(v, \tilde{v}) \right] \mu \\
= \left[ i_a'(dA, d\tilde{A})_I \cdot x_1(v, \tilde{v}) - (-1)^{k(m-k)} i_a'(dA, d\tilde{A})_I \cdot x_2(v, \tilde{v}) + \Delta_a(dA, d\tilde{A})_I \sim [\text{curv } x_1(v, \tilde{v})] + (-1)^{k(m-k)} \Delta_a(dA, d\tilde{A})_I \sim [\text{curv } x_2(v, \tilde{v})] \right] \mu \\
\downarrow = 0.
\]

The symbol \( \downarrow = 0 \) means that we are imposing the left-hand side and the right-hand side to be equal. Let us evaluate the second entry of the pre-symplectic form on the generators alternately.

\((zi, 0), i \in \{1, \ldots, n\} : \)

\[
\left[ i_a'(dA, d\tilde{A})_I \cdot x_1(zi, 0) - (-1)^{k(m-k)} i_a'(dA, d\tilde{A})_I \cdot x_2(zi, 0) \right] \mu + \\
+ \left[ \Delta_a(dA, d\tilde{A})_I \sim [\text{curv } x_1(zi, 0)] + (-1)^{k(m-k)} \Delta_a(dA, d\tilde{A})_I \sim [\text{curv } x_2(zi, 0)] \right] \mu = \\
= \left[ i_a'(dA, d\tilde{A})_I : h_i \right] \mu + \left[ \Delta_a(dA, d\tilde{A})_I \sim z_i \right] \mu.
\]
(0, \tilde{z}_j), j \in \{1, \ldots, \tilde{n}\} : 

\begin{align*}
[\iota a'_2(dA, d\tilde{A})_I \cdot x_1(0, \tilde{z}_j) &+ (-1)^k \iota a'_1(dA, d\tilde{A})_I \cdot x_2(0, \tilde{z}_j)] \mu + \\
&+ \left[\Delta_{a2}(dA, d\tilde{A})_I \sim [\text{curv } x_1(0, \tilde{z}_j)] + \\
&-(-1)^k \Delta_{a1}(dA, d\tilde{A})_I \sim [\text{curv } x_2(0, \tilde{z}_j)] \right] \mu \\
&= \left[ -(-1)^k \iota a'_1(dA, d\tilde{A})_I \cdot \tilde{h}_j \right] \mu - (-1)^k \left[ \Delta_{a1}(dA, d\tilde{A})_I \sim \tilde{z}_j \right] \mu.
\end{align*}

Hence we have to impose:

\begin{align*}
\langle I \Delta_{a1}(dA, d\tilde{A}), \tilde{z}_j \rangle_f &= -\langle I \iota a'_1(dA, d\tilde{A}), \tilde{h}_j \rangle_c \quad \forall j \in \{1, \ldots, \tilde{n}\}, \\
\langle I \Delta_{a2}(dA, d\tilde{A}), z_i \rangle_f &= -\langle I \iota a'_2(dA, d\tilde{A}), h_i \rangle_c \quad \forall i \in \{1, \ldots, n\}.
\end{align*}

Making use of the above ingredients, we construct the homomorphism:

\[ \Delta_a : d\Omega^{k-1, m-k-1}(\Sigma) \to \frac{H^{k-1, m-k-1}(\Sigma; \mathbb{R})}{H^{k-1, m-k-1}_\text{free}(\Sigma; \mathbb{Z})} \]

\( (dA, d\tilde{A}) \mapsto \left( \begin{array}{c} (z_i, 0) \mapsto -\langle I \iota a'_2(dA, d\tilde{A}), h_i \rangle_c \\
(0, \tilde{z}_j) \mapsto -\langle I \iota a'_1(dA, d\tilde{A}), \tilde{h}_j \rangle_c \end{array} \right) \).

The right-hand side is an element in \( \left( \frac{H^{k-m-k}(\Sigma; \mathbb{Z})}{H^{k-m-k}_\text{free}(\Sigma; \mathbb{Z})} \right) \). The map \( \Delta_a \) is consequently well-defined. The existence of \( a \) ensues.

As far as the existence of the homomorphism \( b \) is concerned, let \( b' : H^{k-m-k}_\text{tor}(\Sigma; \mathbb{Z}) \to H^{k-1, m-k-1}(\Sigma; \mathbb{T}) \) be an arbitrary splitting homomorphism, whose existence is given by the left column in (3.14) being split. Define:

\[ b := b' + \iota \times \tilde{\iota} \circ \Delta_b, \]

where \( \Delta_b : H^{k-m-k}_\text{tor}(\Sigma; \mathbb{Z}) \to \frac{H^{k-1, m-k-1}(\Sigma; \mathbb{R})}{H^{k-1, m-k-1}_\text{free}(\Sigma; \mathbb{Z})} \) is a homomorphism to be determined. As above, our aim is to construct \( \Delta_b \) such that \( b \) fulfills (3.13c). Observe that \( b \) is automatically a splitting homomorphism, in view of \( \beta \circ \tilde{\iota} = 0 \).
The constraint (3.13c) writes:
\[
\sigma((\kappa \times \kappa)_b(t, \bar{t}), x(v, \bar{v})) = 
\sigma((\kappa \times \kappa)_b(t, \bar{t}), x(v, \bar{v})) + \sigma((\kappa \times \kappa)(\bar{\kappa} \times \bar{\kappa})_\Delta_b(t, \bar{t}), x(v, \bar{v})) 
\]
\[
= [kfb_2(t, \bar{t})] \cdot [x_1(v, \bar{v})] - (-1)^{k(m-k)}\kappa b'_1(t, \bar{t}) \cdot [x_2(v, \bar{v})] + 
\]
\[
\kappa(t\Delta_{b_1}(t, \bar{t}))_f \cdot [x_1(v, \bar{v})] - (-1)^{k(m-k)}\kappa(t\Delta_{b_1}(t, \bar{t}))_f \cdot [x_2(v, \bar{v})] \mu 
\]
\[
= [kfb_2(t, \bar{t})] \cdot [x_1(v, \bar{v})] - (-1)^{k(m-k)}\kappa b'_1(t, \bar{t}) \cdot [x_2(v, \bar{v})] \mu 
\]
\[
+ [\Delta_{b_1}(t, \bar{t})] \subset [\text{curv } x_1(v, \bar{v})] + 
\]
\[-(-1)^{k(m-k)}\Delta_{b_1}(t, \bar{t}) \subset [\text{curv } x_2(v, \bar{v})] \mu \overset{\Delta_b}{=} 0. \]

Replacing \((v, \bar{v})\) with the generators alternately, we get:
\[
\langle I\Delta_{b_2}(t, \bar{t}), z_i \rangle_f = -\langle Ikfb_2(t, \bar{t}), h_i \rangle_c \quad \forall i \in \{1, \ldots, n\}, 
\]
\[
\langle I\Delta_{b_1}(t, \bar{t}), \bar{z}_j \rangle_f = -\langle Ikfb'_1(t, \bar{t}), \bar{h}_j \rangle_c \quad \forall j \in \{1, \ldots, \bar{n}\}. 
\]

As a consequence, we define \(\Delta_b\) by:
\[
\Delta_b : H^{k,m-k}_{\text{tor}}(\Sigma; \mathbb{Z}) \to H^{k-1,m-1}_{\text{free}}(\Sigma; \mathbb{R}) 
\]
\[
\begin{pmatrix} (z_i, 0) \mapsto -\langle Ikfb_2(t, \bar{t}), h_i \rangle_c \\
(0, \bar{z}_j) \mapsto -\langle Ikfb'_1(t, \bar{t}), \bar{h}_j \rangle_c 
\end{pmatrix}. 
\]

The right-hand side is an element in \((H^{k(m-k)}_{\text{free}}(\Sigma; \mathbb{Z}))^* \simeq H^{k-1,m-1}_{\text{free}}(\Sigma; \mathbb{Z}) \cdot \Delta_b\)

is well-defined and the existence of \(b\) then ensues.

**Remark 3.10.** Denoting by \(\mathcal{U}^k(\Sigma; \mathbb{Z})\) the pushout of the diagram:
\[
\begin{array}{ccc}
H^{k-1,m-1}_{\text{free}}(\Sigma; \mathbb{R}) & \to & \Omega^{k-1,m-1}(\Sigma) \\
\bar{\kappa} \times \bar{\kappa} & \mapsto & \bar{\kappa} \times \bar{\kappa} \\
\end{array}
\]
\[
\tilde{\kappa} \times \tilde{\kappa}
\]
\[
H^{k-1,m-1}_{\text{free}}(\Sigma; \mathbb{T}) 
\]
\[
\begin{array}{ccc}
H^{k-1,m-k}_{\text{free}}(\Sigma; \mathbb{Z}) & \to & H_{\text{free}}^{k,m-k}(\Sigma; \mathbb{Z}) \\
\end{array}
\]
\[
(3.17)
\]
the sequence:
\[
0 \to \mathcal{U}^k(\Sigma; \mathbb{Z}) \to \tilde{\mathcal{H}}^{k,m-k}(\Sigma; \mathbb{Z}) \to H^{k,m-k}_{\text{free}}(\Sigma; \mathbb{Z}) \to 0 
\]
\[
(3.18)
\]
is short exact by construction and split on account of the properties of diagram (3.14). Notice that the sequence split by \(x\) in the previous proposition is exactly (3.18).
Theorem 3.11. Under the assumptions of Proposition 3.9, \( a, b \) and \( x \) yield a decomposition of \( \hat{H}^{k,m-k}(\Sigma; \mathbb{Z}) \) as the direct sum of pre-symplectic Abelian groups, which is orthogonal with respect to the pre-symplectic structure:

\[
\left( \hat{H}^{k,m-k}(\Sigma; \mathbb{Z}), \sigma \right) \simeq \left( \frac{H^{k-1,m-k-1}(\Sigma; \mathbb{R})}{H_{\text{free}}^{k-1,m-k-1}(\Sigma; \mathbb{Z})} \oplus H_{\text{free}}^{k,m-k}(\Sigma; \mathbb{Z}), \tau_r \right) \oplus \left( H_{\text{tor}}^{k,m-k}(\Sigma; \mathbb{Z}), \tau_d \right) \oplus \left( d\Omega^{k-1,m-k-1}(\Sigma), \tau_u \right).
\]

(3.19)

Proof. Consider the homomorphism:

\[
F : \frac{H^{k-1,m-k-1}(\Sigma; \mathbb{R})}{H_{\text{free}}^{k-1,m-k-1}(\Sigma; \mathbb{Z})} \times H_{\text{free}}^{k,m-k}(\Sigma; \mathbb{Z}) \rightarrow \hat{H}^{k,m-k}(\Sigma; \mathbb{Z})
\]

\[(u, \widetilde{u}, v, \widetilde{v}) \mapsto (\iota(\widetilde{u}u), \iota(\widetilde{u}u')) + x(v, \widetilde{v}).\]

\( F \) preserves the pre-symplectic structure. In fact:

\[
\sigma (F(u, \widetilde{u}, v, \widetilde{v}), F(u', \widetilde{u}', v', \widetilde{v}')) = \sigma ((\iota(\widetilde{u}u), \iota(\widetilde{u}u'), \iota(\widetilde{u}u')), (\iota(\widetilde{u}u), \iota(\widetilde{u}u'))) + \sigma (x(v, \widetilde{v}), x(v', \widetilde{v}')) + \\
+ \sigma ((\iota(\widetilde{u}u), \iota(\widetilde{u}u), \iota(\widetilde{u}u)), x(v', \widetilde{v}')) + \sigma (x(v, \widetilde{v}), (\iota(\widetilde{u}u), \iota(\widetilde{u}u))) = \\
= 0 + 0 + [\iota(\widetilde{u}u) \cdot x_1(v', \widetilde{v}') - (-1)^{k(m-k)} \iota(\widetilde{u}u) \cdot x_2(v', \widetilde{v}')] + \\
+ x_2(v, \widetilde{v}) \cdot \iota(\widetilde{u}u') - (-1)^{k(m-k)} x_1(v, \widetilde{v}) \cdot \iota(\widetilde{u}u') + \\
- \widetilde{u}u' \cdot \text{curv} x_1(v, \widetilde{v}) - (-1)^{k(m-k)} \widetilde{u}u' \cdot \text{curv} x_1(v', \widetilde{v})] \cdot \mu = \\
= \mu [\iota(\widetilde{u}u) \cdot \text{curv} x_1(v', \widetilde{v}') - (-1)^{k(m-k)} \iota(\widetilde{u}u) \cdot \text{curv} x_2(v', \widetilde{v}') - \widetilde{u}u' \cdot \text{curv} x_1(v, \widetilde{v}) - (-1)^{k(m-k)} \widetilde{u}u' \cdot \text{curv} x_1(v', \widetilde{v})] \cdot \mu
\]

(3.20)

where in the first passage the first term is vanishing as one observes that \( \iota \circ \widetilde{\kappa} = \kappa \circ \widetilde{\iota} \) and \( \text{char} \circ \iota = 0 \), whilst the second one is zero in view of (3.13a). It is a straightforward check that what we obtained is nothing but \( \tau_r \):

\[
F^* \sigma = \tau_r.
\]

As far as \( d\Omega^{k-1,m-k-1}(\Sigma) \) is concerned, define the homomorphism of Abelian groups:

\[
D : d\Omega^{k-1,m-k-1}(\Sigma) \rightarrow \hat{H}^{k,m-k}(\Sigma; \mathbb{Z})
\]

\[(dA, d\tilde{A}) \mapsto (\iota \times \iota) a(dA, d\tilde{A}).\]
Let us show that it preserves the pre-symplectic structure:

\[ \sigma(D(dA, d\tilde{A}), D(dA', d\tilde{A}')) = \sigma((\iota \times \iota)a(dA, d\tilde{A}), (\iota \times \iota)a(dA', d\tilde{A}')) \]

\[ = [a_2(dA, d\tilde{A})_1 \cdot \iota a_1(dA', d\tilde{A}') - (-1)^{k(m-k)}a_1(dA, d\tilde{A})_1 \cdot \iota a_2(dA', d\tilde{A}')] \mu \]

\[ = \iota [a_2(dA, d\tilde{A}) \wedge \text{curv} \iota a_1(dA', d\tilde{A}') + \]

\[ -(-1)^{k(m-k)}a_1(dA, d\tilde{A}) \wedge \text{curv} \iota a_2(dA', d\tilde{A}')] \mu \]

\[ = \iota [a_2(dA, d\tilde{A}) \wedge \subseteq da_1(dA', d\tilde{A}') + \]

\[ -(-1)^{k(m-k)}a_1(dA, d\tilde{A}) \wedge \subseteq da_2(dA', d\tilde{A}')] \mu \]

\[ = \iota [a_2(dA, d\tilde{A}) \wedge dA' - (-1)^{k(m-k)}a_1(dA, d\tilde{A}) \wedge d\tilde{A}] \mu \]

\[ = \tau_u ((dA, d\tilde{A}), (dA', d\tilde{A}')) \]

We have obtained that:

\[ D^* \sigma = \tau_u. \]

The reasoning goes the same way for the torsion group. Define:

\[ T : H^{k, m-k}_{\text{tor}}(\Sigma; \mathbb{Z}) \to \tilde{H}^{k, m-k}(\Sigma; \mathbb{Z}) \]

\[(t, \tilde{t}) \mapsto (\kappa \circ \kappa)b(t, \tilde{t}).\]

It satisfies:

\[ T^* \sigma = \tau_d. \]

In fact:

\[ \sigma \left( T(t, \tilde{t}), T(t', \tilde{t}') \right) = \]

\[ = [\kappa b_2(t, \tilde{t}) \cdot \kappa b_1(t', \tilde{t}') - (-1)^{k(m-k)} \kappa b_1(t, \tilde{t}) \cdot \kappa b_2(t', \tilde{t}')] \mu \]

\[ = \kappa \left[ b_2(t, \tilde{t}) \sim \text{char} \kappa b_1(t', \tilde{t}') - (-1)^{k(m-k)} b_1(t, \tilde{t}) \sim \text{char} \kappa b_2(t', \tilde{t}') \right] \mu \]

\[ = \kappa \left[ b_2(t, \tilde{t}) \sim i\beta_1(t', \tilde{t}') - (-1)^{k(m-k)} b_1(t, \tilde{t}) \sim i\beta_2(t', \tilde{t}') \right] \mu \]

\[ = \kappa \left[ b_2(t, \tilde{t}) \sim ik' - (-1)^{k(m-k)} b_1(t, \tilde{t}) \sim ik' \right] \mu \]

\[ = \kappa \left( (t, \tilde{t}), (t', \tilde{t}') \right) \]

Let us move to orthogonality. Recalling that \( \text{curv} \circ \kappa = 0 \), consider \( d\Omega^{k-1, m-k-1}(\Sigma) \) and \( H^{k, m-k}_{\text{tor}}(\Sigma; \mathbb{Z}) \):

\[ \sigma(D(dA, d\tilde{A}), T(t, \tilde{t})) = \sigma((\iota \times \iota)a(dA, d\tilde{A}), (\kappa \circ \kappa)b(t, \tilde{t})) \]

\[ = [a_2(dA, d\tilde{A})_1 \cdot \kappa b_1(t, \tilde{t}) - (-1)^{k(m-k)}a_1(dA, d\tilde{A})_1 \cdot \kappa b_2(t, \tilde{t})] \mu \]

\[ = \iota [a_2(dA, d\tilde{A}) \wedge \text{curv} \kappa b_1(t, \tilde{t}) - (-1)^{k(m-k)}a_1(dA, d\tilde{A}) \wedge \text{curv} \kappa b_2(t, \tilde{t})] \mu \]

\[ = 0. \]
Secondly, consider $d\Omega^{k-1,m-k-1}(\Sigma)$ and $H^{k-1,m-k-1}(\Sigma; \mathbb{R})/H^{k-1,m-k-1}(\Sigma; \mathbb{Z}) \oplus H^{k,m-k}(\Sigma; \mathbb{Z})$:

$$\sigma(D(dA, d\tilde{A}), F(u, \tilde{u}, v, \tilde{v})) = \sigma((\iota \times \iota)a(dA, d\tilde{A}), (i\iota u, i\iota) + x(v, \tilde{v}))$$

$$= \sigma((\iota \times \iota)a(dA, d\tilde{A}), (i\iota u, i\iota)) + \sigma((\iota \times \iota)a(dA, d\tilde{A}), x(v, \tilde{v}))$$

$$= 0 + \sigma((\iota \times \iota)a(dA, d\tilde{A}), x(v, \tilde{v})) = 0,$$

where in the last passage we made use of (3.13b).

Lastly, let us prove that $H^{k,m-k}_{\text{tor}}(\Sigma; \mathbb{Z})$ and $H^{k-1,m-k-1}(\Sigma; \mathbb{R})/H^{k-1,m-k-1}(\Sigma; \mathbb{Z}) \oplus H^{k,m-k}(\Sigma; \mathbb{Z})$ are orthogonal:

$$\sigma(T(t, \tilde{t}), F(u, \tilde{u}, v, \tilde{v})) = \sigma((\kappa \circ \iota)\tilde{b}(t, \tilde{t}), (i\iota u, i\iota) + x(v, \tilde{v}))$$

$$= \sigma((\kappa \circ \iota)\tilde{b}(t, \tilde{t}), (i\iota u, i\iota)) + \sigma((\kappa \circ \iota)\tilde{b}(t, \tilde{t}), x(v, \tilde{v}))$$

$$= 0 + \sigma((\kappa \circ \iota)\tilde{b}(t, \tilde{t}), x(v, \tilde{v})) = 0,$$

where in the last passage we made use of (3.13c). The proof is therefore completed.

The quantization procedure can now be put forward, with a further remarkable feature: as the space of observables is presented as the orthogonal direct sum of pre-symplectic Abelian groups, the Weyl algebra on it is isomorphic to the tensor product of the Weyl algebras on the three direct summands. As a matter of fact, every $h \in \tilde{H}^{k,m-k}(\Sigma; \mathbb{Z})$ can be presented as $a_h \oplus b_h \oplus c_h$, with $a_h \in H^{k,m-k}_{\text{tor}}(\Sigma; \mathbb{Z})$, $b_h \in H^{k-1,m-k-1}(\Sigma; \mathbb{R})/H^{k-1,m-k-1}(\Sigma; \mathbb{Z}) \oplus H^{k,m-k}(\Sigma; \mathbb{Z})$ and $c_h \in d\Omega^{k-1,m-k-1}(\Sigma)$.

Define:

$$\tilde{\mathcal{A}}_0 := \mathcal{A}_0 \left( H^{k,m-k}_{\text{tor}}(\Sigma; \mathbb{Z}), \tau_d \right) \otimes \mathcal{A}_0 \left( H^{k-1,m-k-1}(\Sigma; \mathbb{R})/H^{k-1,m-k-1}(\Sigma; \mathbb{Z}) \oplus H^{k,m-k}(\Sigma; \mathbb{Z}), \tau_r \right) \otimes \mathcal{A}_0 (d\Omega^{k-1,m-k-1}(\Sigma), \tau_a)$$

Consider the following homomorphism, defined by its action on the generators:

$$\mathcal{I} : \mathcal{A}_0 \left( \tilde{H}^{k,m-k}(\Sigma; \mathbb{Z}), \sigma \right) \rightarrow \tilde{\mathcal{A}}_0$$

$$\mathcal{W}(h) \mapsto \mathcal{W}(a_h) \otimes \mathcal{W}(b_h) \otimes \mathcal{W}(c_h). \quad (3.21)$$

Set on $\tilde{\mathcal{A}}_0$ the algebra structure given by:...
\[ [\mathcal{W}(a_h) \otimes \mathcal{W}(b_h) \otimes \mathcal{W}(c_h)][\mathcal{W}(a_{h'}) \otimes \mathcal{W}(b_{h'}) \otimes \mathcal{W}(c_{h'})] := \mathcal{W}(a_h)\mathcal{W}(a_{h'}) \otimes \mathcal{W}(b_h)\mathcal{W}(b_{h'}) \otimes \mathcal{W}(c_h)\mathcal{W}(c_{h'}). \]

We have then on the one hand:

\[ \mathcal{I}(\mathcal{W}(h)\mathcal{W}(h')) = \mathcal{W}(a_h)\mathcal{W}(a_{h'}) \otimes \mathcal{W}(b_h)\mathcal{W}(b_{h'}) \otimes \mathcal{W}(c_h)\mathcal{W}(c_{h'}). \]

On the other hand:

\[
\exp(2\pi i \sigma(h, h'))\mathcal{I}\mathcal{W}(h + h') = \\
\exp[2\pi i(\tau_d(a_h, a_{h'}) + \tau_r(b_h, b_{h'}) + \tau_u(c_h, c_{h'}))] \mathcal{I}\mathcal{W}(h + h') \\
= \exp(2\pi i \tau_d(a_h, a_{h'})) \mathcal{W}(a_h + a_{h'}) \otimes \exp(2\pi i \tau_r(b_h, b_{h'})) \mathcal{W}(b_h + b_{h'}) \otimes \\
\otimes \exp(2\pi i \tau_u(c_h, c_{h'})) \mathcal{W}(c_h + c_{h'})
\]

\[ \mathcal{I} \] is an algebra homomorphism, it preserves the unit and it is by construction injective and surjective, i.e. \[ \mathcal{I} \] is an algebra isomorphism. Therefore, we can choose \( \tilde{A}_0 \) as the starting point for the quantization.

This property turns out to be extremely useful in the construction of states; in fact, it allows us to exhibit a state as a product of three contributions, each one corresponding to a tensor factor of the relevant \( C^* \)-algebra, as arising from the decomposition discussed above.

### 3.3 The 2-dimensional case

The most basic, yet very interesting, case is \( M = \mathbb{R} \times \mathbb{S}^1 \) with \( k = 1 \). Far from being trivial, this example can be carried out in a fully explicit way. Whereas Schubert proved [Sch13] the non-existence of ground states for 2-dimensional scalar massless Klein-Gordon field in general, a noteworthy feature of our model is that it admits a 2-dimensional Hadamard state which is ground.

#### 3.3.1 Elements in \( \mathcal{C}_{sc}^k(\mathbb{R} \times \mathbb{S}^1; \mathbb{Z}) \)

Let us endow \( \mathbb{R} \times \mathbb{S}^1 \) with the ultrastatic metric \( g = -dt \otimes dt + d\theta \otimes d\theta \). Observing that \( \mathbb{S}^1 \times \{0\} \) is a compact Cauchy surface, the restriction to spacelike-compact supports is always automatically implemented. Furthermore, \( \mathbb{R} \times \mathbb{S}^1 \) is homotopy equivalent to \( \mathbb{S}^1 \). Since both homology and cohomology are invariants of homotopy type, we have \( H_*(\mathbb{S}^1 \times \mathbb{R}; \mathbb{Z}) \simeq H_*(\mathbb{S}^1; \mathbb{Z}) \) and \( H^*(\mathbb{S}^1 \times \mathbb{R}; \mathbb{Z}) \cong H^*(\mathbb{S}^1; \mathbb{Z}) \). Explicitly:

\[ H^0(\mathbb{S}^1 \times \mathbb{R}; \mathbb{Z}) = \mathbb{Z}, \]
$H^1(S^1 \times \mathbb{R}; \mathbb{Z}) = \mathbb{Z},$

$H^i(S^1 \times \mathbb{R}; \mathbb{Z}) = 0$ for $i > 1,$

and

$H_0(S^1 \times \mathbb{R}; \mathbb{Z}) = \mathbb{Z},$

$H_1(S^1 \times \mathbb{R}; \mathbb{Z}) = \mathbb{Z},$

$H_i(S^1 \times \mathbb{R}; \mathbb{Z}) = 0$ for $i > 1.$

The central element in the last row is then $H^{1,1}(\mathbb{R} \times S^1; \mathbb{Z}) \cong \mathbb{Z} \times \mathbb{Z}.$ The torsion subgroup is vanishing; consequently, $H^{0,0}(\mathbb{R} \times S^1; \mathbb{T}) \cong (H^{1,1}(\mathbb{R} \times S^1; \mathbb{Z}))^* \cong \mathbb{T} \times \mathbb{T}.$

Diagram (3.2) becomes:

\begin{equation}
\begin{array}{ccccccc}
0 & 0 & 0 & \downarrow & \downarrow & \downarrow & 0 \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
0 & T \times T & \mathbb{T}^1(\mathbb{R} \times S^1; \mathbb{Z}) & dC^\infty (M) \cap *dC^\infty (M) & 0 \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
0 & T \times T & \mathcal{C}^1(\mathbb{R} \times S^1; \mathbb{Z}) & \Omega^1_M \cap \ast \Omega^1_M (M) & 0 \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
0 & 0 & \mathbb{Z} \times \mathbb{Z} & \mathbb{Z} \times \mathbb{Z} & 0 \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
0 & 0 & 0 & 0 & 0
\end{array}
\end{equation}

(3.22)

Exploiting the Fourier decomposition, we claim that a generic element $(h, \tilde{h}) \in \mathcal{C}^1(\mathbb{R} \times S^1; \mathbb{Z})$ can be presented as:

\[
h(t, \theta) = h_0 + n\theta - \left( \sum_{k=1}^{\infty} \left\{ -b_k^- \cos[2\pi k(t-\theta)] - b_k^+ \cos[2\pi k(t+\theta)] \right\} \right. \\
\left. + a_k^- \sin[2\pi k(t-\theta)] + a_k^+ \sin[2\pi k(t+\theta)] \right\} \mod \mathbb{Z}
\]

(3.23)

\[
\tilde{h}(t, \theta) = \tilde{h}_0 + \tilde{n}\theta - \left( \sum_{k=1}^{\infty} \left\{ -b_k^- \cos[2\pi k(t-\theta)] + b_k^+ \cos[2\pi k(t+\theta)] \right\} \\
+ a_k^- \sin[2\pi k(t-\theta)] - a_k^+ \sin[2\pi k(t+\theta)] \right\} \mod \mathbb{Z}
\]

(3.24)
where \((h_0, \tilde{h}_0) \in \mathbb{T} \times \mathbb{T}, (n, \tilde{n}) \in \mathbb{Z} \times \mathbb{Z}\). Basic calculus guarantees that the above expression for \(h\) is the most general one. Observe that all of the series of the present section are uniformly convergent, as they are the Fourier expansions of smooth functions. The coefficients of \(\tilde{h}\) are arranged so that \(\text{curv} h = \ast \text{curv} \tilde{h}\). In fact:

\[
\text{curv} h = + nd\theta - \tilde{n} dt
\]

\[
+2\pi \sum_{k=1}^{\infty} \left\{ b_k^- k \sin[2\pi k(t - \theta)] dt - b_k^+ k \sin[2\pi k(t - \theta)] d\theta + b_k^+ k \sin[2\pi k(t + \theta)] dt + b_k^- k \sin[2\pi k(t + \theta)] d\theta + a_k^- k \cos[2\pi k(t - \theta)] dt - a_k^- k \cos[2\pi k(t - \theta)] d\theta + a_k^+ k \cos[2\pi k(t + \theta)] dt + a_k^+ k \cos[2\pi k(t + \theta)] d\theta \right\}, \tag{3.25}
\]

\[
\text{curv} \tilde{h} = + \tilde{n} d\theta - n dt
\]

\[
+2\pi \sum_{k=1}^{\infty} \left\{ b_k^- k \sin[2\pi k(t - \theta)] dt - b_k^+ k \sin[2\pi k(t - \theta)] d\theta - b_k^+ k \sin[2\pi k(t + \theta)] dt + b_k^- k \sin[2\pi k(t + \theta)] d\theta + a_k^- k \cos[2\pi k(t - \theta)] dt - a_k^- k \cos[2\pi k(t - \theta)] d\theta - a_k^+ k \cos[2\pi k(t + \theta)] dt + a_k^+ k \cos[2\pi k(t + \theta)] d\theta \right\}. \tag{3.26}
\]

As far as the Hodge dual of the generators of \(\Omega^1(\mathbb{R} \times S^1)\) is concerned, we have:

\[
\psi_t dt \land \ast d\theta + \psi_0 d\theta \land \ast d\theta = \psi \land \ast d\theta = \langle \psi, d\theta \rangle \ast 1 = g^{0\theta} \psi_0 dt \land d\theta
\]

\[\Rightarrow \ast d\theta = -dt,\]

and

\[
\psi_t dt \land \ast dt + \psi_0 d\theta \land \ast dt = \psi \land \ast dt = \langle \psi, dt \rangle \ast 1 = g^{t\theta} \psi_t dt \land d\theta
\]

\[\Rightarrow \ast dt = -d\theta,\]

where \(\psi = \psi_t dt + \psi_0 d\theta\) is a generic one-form. A mere substitution in (3.25) and (3.26) yields the desired result.

From its expression, we can identify the different contributions to \((h, \tilde{h})\). First of all, \((h_0, \tilde{h}_0)\) lies in the image of \(\kappa \times \kappa\), as it vanishes under the action of \(\text{curv} \times \text{curv}\). Defining:

\[
\varphi := \sum_{k=1}^{\infty} \left\{ -b_k^- \cos[2\pi k(t - \theta)] - b_k^+ \cos[2\pi k(t + \theta)] + a_k^- \sin[2\pi k(t - \theta)] + a_k^+ \sin[2\pi k(t + \theta)] \right\}, \tag{3.27}
\]
\[ \tilde{\phi} := \sum_{k=1}^{\infty} \left\{ -b_k^- \cos[2\pi k(t - \theta)] + b_k^+ \cos[2\pi k(t + \theta)] + a_k^- \sin[2\pi k(t - \theta)] - a_k^+ \sin[2\pi k(t + \theta)] \right\} \]

we realize that:

\[ \text{curv} \times \text{curv} (h, \tilde{h}) = (nd\theta - \tilde{n} dt + d\varphi, \tilde{n} d\theta - n dt + d\tilde{\varphi}). \]

Furthermore, the characteristic class is:

\[ \text{char} \times \text{char} (h, \tilde{h}) = (n, \tilde{n}). \]

At last, \( d\varphi = *d\tilde{\varphi} \) is the contribution due to \( dC^\infty \cap *dC^\infty (\mathbb{R} \times S^1) \). Notice that the topologically trivial contribution to \( (h, \tilde{h}) \) is given by \( (h_0 + \varphi \mod \mathbb{Z}, \tilde{h}_0 + \tilde{\varphi} \mod \mathbb{Z}) \in T^1 (\mathbb{R} \times S^1; \mathbb{Z}) \).

### 3.3.2 Computation of the pre-symplectic product

Since for the case in hand the homomorphism \( I \) is the identity map, the expression for \( \sigma \) simplifies considerably. We can write:

\[ \sigma : \mathcal{E}^1(M; \mathbb{Z}) \times \mathcal{E}^1(M; \mathbb{Z}) \to T \]

\[ \left( (h, \tilde{h}), (h', \tilde{h}') \right) \mapsto \left( \iota^*_{S^1 \times \{0\}} h \cdot \iota^*_{S^1 \times \{0\}} \tilde{h} + \iota^*_{S^1 \times \{0\}} h' \cdot \iota^*_{S^1 \times \{0\}} \tilde{h}' \right) \mu. \]

With the above notation, we define:

\[ h_i := \iota^*_{S^1 \times \{0\}} h(\theta) = h_0 + n\theta + \sum_{k=1}^{\infty} \left\{ (-b_k^- - b_k^+) \cos(2\pi k\theta) + (a_k^+ - a_k^-) \sin(2\pi k\theta) \right\} \mod \mathbb{Z}, \]

\[ \tilde{h}_i := \iota^*_{S^1 \times \{0\}} \tilde{h}(\theta) = \tilde{h}_0 + \tilde{n}\theta + \sum_{k=1}^{\infty} \left\{ (b_k^+ - b_k^-) \cos(2\pi k\theta) + (-a_k^+ - a_k^-) \sin(2\pi k\theta) \right\} \mod \mathbb{Z}, \]

\[ h'_i := \iota^*_{S^1 \times \{0\}} h'(\theta) = h'_0 + n'\theta + \sum_{k=1}^{\infty} \left\{ (-b_k'^- - b_k'^+) \cos(2\pi k\theta) + (a_k'^+ - a_k'^-) \sin(2\pi k\theta) \right\} \mod \mathbb{Z}, \]

\[ \tilde{h}'_i := \iota^*_{S^1 \times \{0\}} \tilde{h}'(\theta) = \tilde{h}'_0 + \tilde{n}'\theta + \sum_{k=1}^{\infty} \left\{ (b_k'^+ - b_k'^-) \cos(2\pi k\theta) + (-a_k'^+ - a_k'^-) \sin(2\pi k\theta) \right\} \mod \mathbb{Z}. \]
The same way, we set:

\[
\phi := \varphi(0, \theta) = \sum_{k=1}^{\infty} \left\{ (-b_k^- - b_k^+) \cos(2\pi k \theta) + (a_k^+ - a_k^-) \sin(2\pi k \theta) \right\},
\]

\[
\tilde{\phi} := \tilde{\varphi}(0, \theta) = \sum_{k=1}^{\infty} \left\{ (b_k^+ - b_k^-) \cos(2\pi k \theta) + (-a_k^+ - a_k^-) \sin(2\pi k \theta) \right\},
\]

\[
\phi' := \varphi'(0, \theta) = \sum_{k=1}^{\infty} \left\{ (-b_k'^- - b_k'^+) \cos(2\pi k \theta) + (a_k'^+ - a_k'^-) \sin(2\pi k \theta) \right\},
\]

\[
\tilde{\phi}' := \tilde{\varphi}(0, \theta) = \sum_{k=1}^{\infty} \left\{ (b_k'^+ - b_k'^-) \cos(2\pi k \theta) + (-a_k'^+ - a_k'^-) \sin(2\pi k \theta) \right\}.
\]

(3.29)

Let us compute the two summands contributing to \(\sigma\) separately. The first one reads:

\[
\tilde{h}_i \cdot \tilde{h}'_i = \kappa(\tilde{h}_0) \cdot \tilde{h}'_0 \cdot \kappa(\tilde{h}'_0) + \tilde{n}\theta \cdot n\theta \cdot \tilde{\kappa}(\tilde{\phi}') + \tilde{\kappa}(\tilde{\phi}) \cdot n\theta' \cdot \tilde{\kappa}(\tilde{\phi})
\]

\[
= \kappa(\tilde{h}_0) \cdot \tilde{n}\theta + \kappa(\tilde{h}'_0) \cdot n\theta + \tilde{\kappa}(\tilde{\phi}') \cdot n\phi + \tilde{\kappa}(\tilde{\phi}) \cdot n\phi
\]

As far as the second one is concerned, we have:

\[
h_i \cdot \tilde{h}'_i = \kappa(h_0) \cdot n\theta + \kappa(h'_0) \cdot n\theta + \tilde{\kappa}(\phi) \cdot n\phi
\]

\[
= \kappa(h_0) \cdot \tilde{n}\theta + \kappa(h'_0) \cdot n\theta + \tilde{\kappa}(\phi) \cdot n\phi + \kappa(h_0) \cdot \tilde{n}\theta + \kappa(h'_0) \cdot n\theta + \tilde{\kappa}(\phi) \cdot n\phi
\]

\[
= \kappa(h_0) \cdot \tilde{n}\theta + \kappa(h'_0) \cdot n\theta + \tilde{\kappa}(\phi) \cdot n\phi + \kappa(h_0) \cdot \tilde{n}\theta + \kappa(h'_0) \cdot n\theta + \tilde{\kappa}(\phi) \cdot n\phi
\]

\[
= \kappa(h_0) \cdot \tilde{n}\theta + \kappa(h'_0) \cdot n\theta + \tilde{\kappa}(\phi) \cdot n\phi + \kappa(h_0) \cdot \tilde{n}\theta + \kappa(h'_0) \cdot n\theta + \tilde{\kappa}(\phi) \cdot n\phi
\]

What is left is just the evaluation on \(\mu\), which, in our case, amounts to integrating over \(S^1\). Recall that, according to the adopted convention, the radius of \(S^1\) equals \((2\pi)^{-1}\). Retaining the non-vanishing terms only, we obtain:

\[
\sigma((h, \tilde{h}), (h', \tilde{h}')) = \tilde{n}\theta h_0 - \tilde{n}\theta h_0 + n\theta h_0 - \tilde{n}\theta h_0 + \int_{S^1} \tilde{\phi} \tilde{d\phi}' + \tilde{\phi} \tilde{d\phi}'
\]

\[
= \tilde{n}\theta h_0 - \tilde{n}\theta h_0 + n\theta h_0 - \tilde{n}\theta h_0 + \left( \sum_{k=1}^{\infty} \pi k \left\{ (b_k^+ - b_k^-)(a_k'^+ - a_k'^-) - (a_k^+ - a_k^-)(b_k'^+ - b_k'^-) \right\} \right) \mod \mathbb{Z}
\]

\[
+ (b_k^+ + b_k^-)(a_k'^+ + a_k'^-) - (a_k^+ - a_k^-)(b_k'^+ - b_k'^-)
\]

\[
= \tilde{n}\theta h_0 - \tilde{n}\theta h_0 + n\theta h_0 - \tilde{n}\theta h_0 + \left( \sum_{k=1}^{\infty} 2\pi k \left\{ b_k^+ a_k'^+ + b_k^- a_k'^- - a_k^+ b_k'^+ - a_k^- b_k'^- \right\} \right) \mod \mathbb{Z}. \quad (3.30)
\]
3.3.3 Hadamard State for $dC^\infty \cap *dC^\infty (\mathbb{R} \times S^1)$

We are now in the position to construct a quasifree Hadamard state. As we have no torsion, we have to build two states only, one for the topological sector $(\mathbb{T} \times \mathbb{T}) \times (\mathbb{Z} \times \mathbb{Z})$ and one for the upper-right corner of diagram (3.22), $dC^\infty \cap *dC^\infty (\mathbb{R} \times S^1)$. Let us start from the latter.

In pursuing our goal, we will follow the prescriptions given in [Wal94, Section 4.3], where a general procedure is described to build quasifree states in the case of stationary spacetimes. Since both in the case in hand and in the following examples we work with ultrastatic metrics, stationarity is always granted. The same procedure is discussed, from a more abstract and mathematical perspective, in [AS71, Ara71]. We also refer the reader to [BR03] for additional comments and insights.

Let $S := dC^\infty \cap *dC^\infty (\mathbb{R} \times S^1)$ and let $S_C = S \otimes_{\mathbb{R}} \mathbb{C}$ be its complexification. Introduce the map:

$$\tau : S_C \times S_C \to \mathbb{C}$$

$$(d\varphi_1, d\varphi_2) \mapsto \overline{\tau_u(d\varphi_1, d\varphi_2)},$$

where the overline denotes the complex conjugation. $\tau_u^C$ is the sesquilinear extension of $\tau_u^R$, i.e. the map (3.3) where the mod $\mathbb{Z}$ operation has been waived. An arbitrary element $d\varphi \in S$ can be decomposed as:

$$d\varphi = \sum_{k=1}^{\infty} \left[ (a_k^{(0)} e^{2\pi i k(t+\theta)} + b_k^{(0)} e^{-2\pi i k(t+\theta)} + c_k^{(0)} e^{2\pi i k(t-\theta)} + d_k^{(0)} e^{-2\pi i k(t-\theta)}) dt \\
+ (a_k^{(1)} e^{2\pi i k(t+\theta)} + b_k^{(1)} e^{-2\pi i k(t+\theta)} + c_k^{(1)} e^{2\pi i k(t-\theta)} + d_k^{(1)} e^{-2\pi i k(t-\theta)}) d\theta \right].$$

Notice that not all the coefficients are independent, as a consequence of the fact that $d\varphi$ must be in $S$. We define the map:

$$\mathcal{P} : S \to S_C$$

$$d\varphi \mapsto d\varphi^+, \quad (3.31)$$

where:

$$d\varphi^+ := \sum_{k=1}^{\infty} e^{-2\pi i k t} \left[ (b_k^{(0)} e^{-2\pi i k \theta} + d_k^{(0)} e^{2\pi i k \theta}) dt + (b_k^{(1)} e^{-2\pi i k \theta} + d_k^{(1)} e^{2\pi i k \theta}) d\theta \right].$$

The map $\mathcal{P}$ can be physically interpreted as the projection on the “positive frequency” subspace of $S_C$. In fact, it suppresses the coefficients of $e^{ikt}$ while it preserves the part in $e^{-ikt}$. The map $\mu$ defined by:

$$\mu : S \times S \to \mathbb{R}$$
\((d\varphi_1, d\varphi_2) \mapsto \Im \tau_C(\mathcal{P}d\varphi_1, \mathcal{P}d\varphi_2)\)

is a positive, symmetric bilinear map and it fulfils the inequality:
\[
\frac{1}{2} |\tau_C^R(d\varphi_1, d\varphi_2)| \leq |\mu(d\varphi_1, d\varphi_1)|^{\frac{1}{2}} |\mu(d\varphi_2, d\varphi_2)|^{\frac{1}{2}}.
\] (3.32)

In view of [KW91, Equation (3.24)], the quasifree state \(\omega\) associated with \(\mu\) is obtained by the prescription:
\[
\omega_\mu : \mathcal{CCR}(\mathcal{S}, \tau_u) \to \mathbb{C}
\]
\[
\mathcal{W}(d\varphi) \mapsto \omega_\mu(\mathcal{W}(d\varphi)) = e^{-\frac{i}{2} \mu(d\varphi, d\varphi)}.
\]

Let us carry out the computation explicitly. With the notation adopted in Section 3.3.1, replace the trigonometric functions in (3.27) and (3.28) with their expression in terms of complex exponentials:
\[
\varphi = \sum_{k=1}^{\infty} \frac{1}{2} \left\{ e^{2\pi i k t} \left[ (-b_k^+ - ia_k^+) e^{2\pi i k \theta} + (-b_k^- - ia_k^-) e^{-2\pi i k \theta} \right] + e^{-2\pi i k t} \left[ (-b_k^- + ia_k^-) e^{2\pi i k \theta} + (-b_k^+ + ia_k^+) e^{-2\pi i k \theta} \right] \right\},
\]
\[
\tilde{\varphi} = \sum_{k=1}^{\infty} \frac{1}{2} \left\{ e^{2\pi i k t} \left[ (b_k^- + ia_k^-) e^{2\pi i k \theta} + (b_k^- - ia_k^+) e^{-2\pi i k \theta} \right] + e^{-2\pi i k t} \left[ (b_k^- + ia_k^-) e^{2\pi i k \theta} + (b_k^+ - ia_k^-) e^{-2\pi i k \theta} \right] \right\}.
\]

The exterior derivative yields:
\[
d\varphi = \sum_{k=1}^{\infty} i\pi k \left\{ e^{2\pi i k t} \left[ (-b_k^- - ia_k^-) e^{-2\pi i k \theta} + (b_k^+ - ia_k^+) e^{2\pi i k \theta} \right] dt + e^{2\pi i k t} \left[ (b_k^- + ia_k^-) e^{-2\pi i k \theta} + (b_k^+ - ia_k^+) e^{2\pi i k \theta} \right] d\theta + e^{-2\pi i k t} \left[ (b_k^- - ia_k^+) e^{-2\pi i k \theta} + (b_k^- + ia_k^-) e^{2\pi i k \theta} \right] dt + e^{-2\pi i k t} \left[ (b_k^- - ia_k^-) e^{-2\pi i k \theta} + (b_k^- + ia_k^-) e^{2\pi i k \theta} \right] d\theta \right\},
\]
\[
d\tilde{\varphi} = \sum_{k=1}^{\infty} i\pi k \left\{ e^{2\pi i k t} \left[ (b_k^- + ia_k^-) e^{-2\pi i k \theta} + (b_k^- + ia_k^+) e^{2\pi i k \theta} \right] dt + e^{2\pi i k t} \left[ (b_k^- + ia_k^-) e^{-2\pi i k \theta} + (b_k^- + ia_k^+) e^{2\pi i k \theta} \right] d\theta + e^{-2\pi i k t} \left[ (b_k^- - ia_k^-) e^{-2\pi i k \theta} + (b_k^- + ia_k^-) e^{2\pi i k \theta} \right] dt + e^{-2\pi i k t} \left[ (b_k^- + ia_k^-) e^{-2\pi i k \theta} + (b_k^- + ia_k^-) e^{2\pi i k \theta} \right] d\theta \right\}.
It ensues that:

\[ \tau_C(\mathcal{P}(d\varphi = *d\varphi), \mathcal{P}(d\varphi' = *d\varphi')) = \]

\[ = \int_{\{0\} \times S^1} \mathcal{P}\varphi \wedge \mathcal{P}d\varphi' + \mathcal{P}\varphi \wedge \mathcal{P}d\varphi' \]

\[ = \sum_{k=1}^{\infty} i \frac{\pi k}{2} \left\{ (ia_k^- b_k^-)(-ia_k'^- b_k'^-) + (ia_k^+ b_k^+)(-ia_k'^+ b_k'^+) \right. \]

\[ \left. + (ia_k^- b_k^-)(-ia_k'^+ b_k'^-) + (-ia_k^- b_k^-)(ia_k'^+ b_k'^+) \right\} \]

\[ = \sum_{k=1}^{\infty} \pi k \left\{ i \left( a_k^+ a_k'^+ + b_k^+ b_k'^+ + a_k^- a_k'^- + b_k^- b_k'^- \right) \right. \]

\[ \left. - (a_k^- b_k'^- - a_k'^- b_k^- + a_k^+ b_k'^+ - a_k'^+ b_k^+) \right\} \]

\[ = \sum_{k=1}^{\infty} \pi k \begin{pmatrix} b_k^- & a_k^- & b_k^+ \end{pmatrix} \begin{pmatrix} i & 1 & 0 \ 0 & i & 1 \ 0 & 0 & -1 \end{pmatrix} \begin{pmatrix} b_k'^- \\ a_k'^- \\ b_k'^+ \end{pmatrix}. \]

Hence:

\[ \mu(d\varphi, d\varphi') = \Im \tau_C(\mathcal{P}(d\varphi = *d\varphi), \mathcal{P}(d\varphi' = *d\varphi')) = \]

\[ = \sum_{k=1}^{\infty} \pi k \left\{ a_k^+ a_k'^+ + b_k^+ b_k'^+ + a_k^- a_k'^- + b_k^- b_k'^- \right\}. \quad (3.33) \]

The state \( \omega_\mu \) takes the form:

\[ \omega_\mu(\mathcal{W}(d\varphi)) = \exp \left\{ -\frac{1}{2} \sum_{k=1}^{\infty} \pi k \left( (a_k^+)^2 + (b_k^+)^2 + (a_k^-)^2 + (b_k^-)^2 \right) \right\}. \quad (3.34) \]

**Remark 3.12.** The state \( \omega_\mu \) obtained this way enjoys the further property of being pure, namely extremal in the convex set of states; in fact, it can be proved that \( \mu \) satisfies:

\[ \mu(d\varphi_1, d\varphi_2) = \frac{1}{4} \sup_{d\varphi_2 \neq 0} \frac{|\tau^w_\mu(d\varphi_1, d\varphi_2)|^2}{\mu(d\varphi_2, d\varphi_2)}, \]

which is one of the equivalent criteria to assess whether a quasifree state is pure (cfr. [KW91, Equations (3.34)-(3.35)]). As a consequence, the associated GNS representation is irreducible.
Define:
\[ \omega_2(d\varphi, d\varphi') = \mu(d\varphi, d\varphi) + \frac{i}{2} \tau_u(d\varphi, d\varphi'). \] (3.35)

We say that \( \omega_\mu \) is a Hadamard state in a weak sense if there exists a well-defined two-point function \( \tilde{\omega}_2 \) with singularity structure of Hadamard form that restricts to \( \omega_2 \) on \( S \times S \).

Introduce the continuous map:
\[ \mathcal{F} : \Omega^1_c(M) \rightarrow \Omega^1_c(M) \]
\[ \psi' \mapsto \psi = \psi' - \int_{S^1} \psi'. \] (3.36)

Define the pre-symplectic map:
\[ \tilde{\sigma} : G_1[\mathcal{F}(\Omega^1_c(M))] \times G_1[\mathcal{F}(\Omega^1_c(M))] \rightarrow \mathbb{R} \]
\[ (G_1\tilde{\psi}, G_1\psi) \mapsto \int_M \tilde{\psi} \wedge * G_1\psi, \] (3.37)

where \( G_1 \) is the causal propagator for the d’Alembert-de Rham operator on 1-forms. Our choice of the ultrastatic metric entails that \( G_1 \) is block-diagonal, i.e.

\[ G_1 : \Omega^1_0(M) \mapsto \Omega^1(M) \]
\[ \psi = \psi_0 \, dt + \psi_1 \, d\theta \mapsto (G_0\psi_0) \, dt + (G_0\psi_1) \, d\theta, \]

with
\[ G_0(t, \theta) = t + \sum_{k=1}^{\infty} \frac{\sin(2\pi kt) \cos(2\pi k\theta)}{\pi k}. \]

The effect of \( \mathcal{F} \) is to wipe out the zero mode, in order to prevent the infrared divergences otherwise present in the two-dimensional case [Sch13].

Following [Wal94], we can repeat the same passages as above with \( \tilde{\sigma} \) in place of \( \tau_u \). Writing \( \psi = \psi_0 \, dt + \psi_1 \, d\theta \in \Omega^1_c(M) \), we have:

\begin{align*}
G_1\psi &= \sum_{k=1}^{\infty} \frac{1}{4\pi i k} \left\{ e^{2\pi i k t} \left[ c_{k,0}^+ e^{2\pi i k \theta} + c_{k,0}^- e^{-2\pi i k \theta} \right] \\
& \quad + e^{-2\pi i k t} \left[ d_{k,0}^+ e^{2\pi i k \theta} + d_{k,0}^- e^{-2\pi i k \theta} \right] \right\} dt \\
& \quad + \sum_{k=1}^{\infty} \frac{1}{4\pi i k} \left\{ e^{2\pi i k t} \left[ c_{k,1}^+ e^{2\pi i k \theta} + c_{k,1}^- e^{-2\pi i k \theta} \right] \\
& \quad + e^{-2\pi i k t} \left[ d_{k,1}^+ e^{2\pi i k \theta} + d_{k,1}^- e^{-2\pi i k \theta} \right] \right\} d\theta,
\end{align*} (3.38)
where

\[
c^+_{k,s} = \int_{\mathbb{R}} dt \int_{S^1} d\theta \, e^{-2\pi ik t'} e^{-2\pi ik \theta'} \psi_s(t', \theta'), \\
c^-_{k,s} = \int_{\mathbb{R}} dt \int_{S^1} d\theta \, e^{-2\pi ik t'} e^{2\pi ik \theta'} \psi_s(t', \theta'), \\
d^+_{k,s} = -\int_{\mathbb{R}} dt \int_{S^1} d\theta \, e^{2\pi ik t'} e^{-2\pi ik \theta'} \psi_s(t', \theta'), \\
d^-_{k,s} = -\int_{\mathbb{R}} dt \int_{S^1} d\theta \, e^{2\pi ik t'} e^{2\pi ik \theta'} \psi_s(t', \theta').
\]

One realises that the coefficients are not independent, but they fulfil the following relations:

\[
d^+_{k,0} = -c^-_{k,0}, \quad d^-_{k,0} = -c^+_{k,0}, \quad d^+_{k,1} = -c^-_{k,1}, \quad d^-_{k,1} = -c^+_{k,1}.
\]

Carrying out the computation, we find:

\[
\mu(G_1 \tilde{\psi}, G_1 \psi) = \sum_{k=1}^{\infty} \frac{1}{4\pi k} \{ \tilde{d}^+_{k,0} \tilde{d}^-_{k,0} + \tilde{d}^-_{k,0} \tilde{d}^+_{k,0} + \tilde{d}^+_{k,1} \tilde{d}^-_{k,1} + \tilde{d}^-_{k,1} \tilde{d}^+_{k,1} \}. \tag{3.39}
\]

We define:

\[
\tilde{\omega}_2(G_1 \tilde{\psi}, G_1 \psi) := \tilde{\mu}(G_1 \tilde{\psi}, G_1 \psi) + \frac{i}{2} \tilde{\sigma}(G_1 \tilde{\psi}, G_1 \psi),
\]

and we call \(\tilde{\omega}_\mu\) the quasifree state having \(\tilde{\omega}_2\) as two-point function. As \(\tilde{\omega}_2(G_1 \cdot, G_1 \cdot)\) is a well-defined bi-distribution, it makes sense to investigate the structure of its singularities.

**Proposition 3.13.** \(\tilde{\omega}_\mu\) is a Hadamard state.

**Proof.** In order to prove the statement, we show that \(\tilde{\omega}_\mu\) is a ground state.

Following [SV00], we call *ground state* for \((\mathcal{A}, \{\alpha_t\}_{t \in \mathbb{R}})\), where \(\mathcal{A}\) is a \(C^*\)-algebra and \(\{\alpha_t\}_{t \in \mathbb{R}}\) a one-parameter group of automorphisms of \(\mathcal{A}\), a state \(\omega\) such that, for each \(W(a), W(b) \in \mathcal{A}\), the function:

\[
\mathbb{R} \ni t \mapsto \omega(W(a) \alpha_t(W(b)))
\]

is bounded and it holds:

\[
\int_{-\infty}^{+\infty} \hat{f}(t) \omega(W(a) \alpha_t(W(b))) = 0 \tag{3.40}
\]

for all \(f \in C^\infty_c((-\infty, 0)).\)
Let $\mathcal{A} = \mathfrak{CCR}(G_1[\mathcal{F}(\Omega^1_c(M))], \tilde{\sigma})$ and introduce the map:

$$\beta_t : G_1[\mathcal{F}(\Omega^1_c(M))] \to G_1[\mathcal{F}(\Omega^1_c(M))]$$

$$G_1\psi \mapsto ((s, \theta) \mapsto G_1\psi(s + t, \theta)).$$

The one-parameter group of automorphism is defined by:

$$\alpha_t(W(G_1\psi)) := W(\beta_t(G_1\psi)).$$

Let us check the boundedness property by direct computation. In view of the algebra structure, we have:

$$\tilde{\omega}_\mu(W(G_1\tilde{\psi})\alpha_t(W(G_1\tilde{\psi}))) = e^{2\pi i \tilde{\sigma}(G_1\tilde{\psi}, \beta_t(G_1\psi))}\tilde{\omega}_\mu(W(G_1\tilde{\psi} + \beta_t(G_1\psi))).$$

Let us consider the second factor in the right-hand side; the complex exponential can then be handled the same way. Looking at (3.38), we realise that the Fourier coefficients for $G_1\tilde{\psi} + \beta_t(G_1\psi)$ are:

$$D_{k,j}^\pm = \tilde{d}_{k,j}^\pm + e^{-2\pi i k t}d_{k,j}^\pm, \quad j = 0, 1.$$

In order to evaluate the state, we need the square modulus of the coefficients:

$$D_{k,j}^\pm D_{k,j}^\mp = \tilde{d}_{k,j}^\pm \tilde{d}_{k,j}^\mp + d_{k,j}^\pm d_{k,j}^\mp + e^{-2\pi i k t}d_{k,j}^\pm d_{k,j}^\mp + e^{2\pi i k t}\tilde{d}_{k,j}^\pm \tilde{d}_{k,j}^\mp$$

$$= \tilde{d}_{k,j}^\pm \tilde{d}_{k,j}^\mp + d_{k,j}^\pm d_{k,j}^\mp + i \sin(2\pi k t) \left[ \tilde{d}_{k,j}^\pm d_{k,j}^\mp - \tilde{d}_{k,j}^\mp d_{k,j}^\pm \right]$$

$$+ \cos(2\pi k t) \left[ \tilde{d}_{k,j}^\pm d_{k,j}^\mp + \tilde{d}_{k,j}^\mp d_{k,j}^\pm \right].$$

On account of (3.39), it ensues that:

$$\tilde{\omega}_\mu(W(G_1\tilde{\psi} + \beta_t(G_1\psi))) = \tilde{\omega}_\mu(W(G_1\tilde{\psi})) \tilde{\omega}_\mu(W(G_1\psi)) \times$$

$$\times \exp \left( -i \sum_{k=1}^{\infty} \sum_{j=0}^{1} \frac{1}{8\pi k} \sin(2\pi k t) \left[ \tilde{d}_{k,j}^\pm d_{k,j}^\mp - \tilde{d}_{k,j}^\mp d_{k,j}^\pm + \tilde{d}_{k,j}^\pm d_{k,j}^\mp - \tilde{d}_{k,j}^\mp d_{k,j}^\pm \right] \right)$$

$$\times \exp \left( -\sum_{k=1}^{\infty} \sum_{j=0}^{1} \frac{1}{8\pi k} \cos(2\pi k t) \left[ \tilde{d}_{k,j}^\pm d_{k,j}^\mp + \tilde{d}_{k,j}^\mp d_{k,j}^\pm + \tilde{d}_{k,j}^\pm d_{k,j}^\mp + \tilde{d}_{k,j}^\mp d_{k,j}^\pm \right] \right).$$

The part independent of $t$ can be left aside, as it does not affect boundedness. As for the exponentials containing the sine and the cosine functions, they can be thought of as a real function which is continuous and periodic in $t$. Consequently, it must be bounded. Observe that the series at the exponent is convergent, since the multiplication by the sine or by the cosine does
not worsen the convergence properties.

As far as the integral (3.40) is concerned, in view of the state being quasifree, it is enough to prove that it is vanishing when we replace \( \tilde{\omega}_2 \) with \( \tilde{\omega}_\mu \). For every \( \psi = F \psi', \tilde{\psi} = F \tilde{\psi}' \in \Omega^1(M) \), we have:

\[
\int_{-\infty}^{+\infty} f(t) \tilde{\omega}_2(G_1 \tilde{\psi}, \beta_t(G_1 \psi)) \, dt = \int_{-\infty}^{+\infty} dt \left( \int_{-\infty}^{+\infty} dE e^{-2\pi i E t} f(E) \right) \times \\
\times \left( \int_{M \times M} \tilde{\omega}_2^{ii} (\theta - \theta', s - s') \tilde{\psi}_i (\theta, s) \psi_i (\theta', s' + t) \, d\mu (M) d\mu' (M) \right)
\]

\[
= \int_{-\infty}^{+\infty} dt \int_{-\infty}^{+\infty} dE e^{-2\pi i E t} f(E) \int_{M \times M} d\theta d\theta' ds d\eta \times \\
\times \left( \int_{-\infty}^{+\infty} dk e^{2\pi i k (s - \eta + 0)} \tilde{\omega}_2^{ii} (\theta - \theta', k) \tilde{\psi}_i (\theta, s) \psi_i (\theta', \eta) \right)
\]

\[
= \int_{-\infty}^{+\infty} dE f(E) \int_{M \times M} d\theta d\theta' ds d\eta \times \\
\times \int_{-\infty}^{+\infty} dk e^{2\pi i k (s - \eta)} \tilde{\omega}_2^{ii} (\theta - \theta', k) \tilde{\psi}_i (\theta, s) \psi_i (\theta', \eta) \int_{-\infty}^{+\infty} dt e^{-2\pi i (E - k) t}
\]

\[
= \int_{-\infty}^{+\infty} dE f(E) \delta (E - k) \int_{M \times M} d\theta d\theta' ds d\eta \times \\
\times \int_{-\infty}^{+\infty} dk e^{2\pi i k (s - \eta)} \tilde{\omega}_2^{ii} (\theta - \theta', k) \tilde{\psi}_i (\theta, s) \psi_i (\theta', \eta)
\]

\[
= \int_{-\infty}^{+\infty} dE f(E) \int_{M \times M} d\theta d\theta' \tilde{\omega}_2^{ii} (\theta - \theta', E) \tilde{\psi} (\theta, -E) \hat{\psi} (\theta', E) = 0
\]

where \( \theta \) and \( \theta' \) are local coordinates on \( S^1 \), \( s \) and \( s' \) coordinates on \( \mathbb{R} \), \( d\mu (M) \) is the standard measure on \( M \) and where the Einstein notation has been adopted. The index \( i \) can take the value 0 or 1 and it refers to the components of the one-forms. The dot over the Fourier transform symbol points out that we have Fourier-transformed the time component only. In the last passage our conclusion is due to the fact that in constructing the state we selected the positive frequencies only, whereas \( f \) is supported in \(( -\infty, 0)\): the action of \( \delta (E - k) \) annihilates the integral.

We then conclude by using Sahlmann and Verch’s result stating that each ground state in a globally hyperbolic, stationary spacetime descending from a well-defined bi-distribution fulfils the passivity condition and is, consequently, Hadamard [SV00].

Remark 3.14. Notice that we could have proved that \( \tilde{\omega}_\mu \) is Hadamard by computing directly the wavefront set of its two-point function. In fact,
putting together the above ingredients, a straightforward calculation gives that the two-point function reads:

\[ \tilde{\omega}_2(\tilde{\psi}, \psi) = \sum_{k=1}^{\infty} \frac{1}{2\pi k} \int dt \, d\theta \int dt' \, d\theta' \, e^{-2\pi ik(t-t')} \cos(2\pi k(\theta - \theta')) \tilde{\psi}_0(t, \theta) \psi_0(t', \theta') \]

\[ + \sum_{k=1}^{\infty} \frac{1}{2\pi k} \int dt \, d\theta \int dt' \, d\theta' \, e^{-2\pi ik(t-t')} \cos(2\pi k(\theta - \theta')) \tilde{\psi}_1(t, \theta) \psi_1(t', \theta') \]

(3.41)

which explicitly satisfies the microlocal spectrum condition.

3.3.4 State for the topological sector

Finally, let us construct a state on

\[ A_{lr} := \mathbb{C}\mathbb{C}R \left( \frac{H^{k-1,m-k-1}(M; \mathbb{R})}{H^{k-1,m-k-1}_{\text{free}}(M; \mathbb{R})} \times H^{k,m}_{\text{free}}(M; \mathbb{Z}), \tau_{lr} \right). \] (3.42)

To this end, there are several possibilities. We will provide, with quite a general construction, two different examples: a faithful state and a non-faithful one. The latter will turn out to possess interesting properties at the level of the associated GNS Hilbert space.

**Proposition 3.15.** The continuous linear functional specified by:

\[ \omega_0^t : A_{lr} \to \mathbb{C} \]

\[ \mathcal{W}(u, \tilde{u}, v, \tilde{v}) \mapsto \begin{cases} 1 & \text{if } u = \tilde{u} = 0, v = \tilde{v} = 0 \\ 0 & \text{otherwise} \end{cases} \] (3.43)

is a faithful state.

**Proof.** The functional \( \omega_0^t \) is normalized, being \( \mathcal{W}(0, 0, 0, 0) \) the unit of the algebra. Furthermore, it is positive; in fact, for every finite linear combination \( a = \sum_i \alpha_i \mathcal{W}(u_i, \tilde{u}_i, v_i, \tilde{v}_i) \in A_{lr} \), we have:

\[ \omega_0^t(a^*a) = \omega_0^t \left( \sum_{ij} \overline{\alpha}_i \alpha_j \mathcal{W}(u_i, \tilde{u}_i, v_i, \tilde{v}_i)^* \mathcal{W}(u_j, \tilde{u}_j, v_j, \tilde{v}_j) \right) = \sum_i \overline{\alpha}_i \alpha_i \geq 0, \]

where we assumed that \((u_i, \tilde{u}_i, v_i, \tilde{v}_i) \neq (u_j, \tilde{u}_j, v_j, \tilde{v}_j)\) whenever \(i \neq j\). It ensues that \( \omega_0^t(a^*a) = 0 \) if and only if \( \alpha_i = 0 \ \forall i \), i.e. the state is faithful. \( \square \)
Proposition 3.16. The continuous linear functional specified by:

\[ \omega_t : A_{tr} \to \mathbb{C} \]

\[ \mathcal{W}(u, \tilde{u}, v, \tilde{v}) \mapsto \begin{cases} 1 & \text{if } v = \tilde{v} = 0 \\ 0 & \text{otherwise} \end{cases} \] (3.44)

is a state.

Proof. Let \( \mathcal{I} \) be an index set of finite cardinality and let

\[ a = \sum_{i \in \mathcal{I}} \alpha_i \mathcal{W}(u_i, \tilde{u}_i, v_i, \tilde{v}_i) \]

be an element in \( A_{tr} \), where we assume \((u_i, \tilde{u}_i, v_i, \tilde{v}_i) \neq (u_j, \tilde{u}_j, v_j, \tilde{v}_j)\) for \( i \neq j \), without loss of generality.

As above, \( \omega_t \) is normalized, due to \( \mathcal{W}(0, 0, 0, 0) \) being the unit of the algebra.

As far as positivity is concerned, introduce in \( \mathcal{I} \) the equivalence relation \( \sim \) defined by: \( i \sim j \) if and only if \( v_i = v_j \) and \( \tilde{v}_i = \tilde{v}_j \). Define \( \mathcal{I}' := \mathcal{I}/\sim \). We have:

\[ \omega_t(a^*a) = \omega_t \left( \sum_{i \in \mathcal{I}'} \sum_{j \in \mathcal{I}'} \overline{\alpha_i} \alpha_j e^{-2\pi i \langle \tilde{u}_i, v_j \rangle f - (-1)^{k(m-k)} \langle u_i, \tilde{v}_j \rangle f - \langle \tilde{u}_i, v_j \rangle f + (-1)^{k(m-k)} \langle u_j, \tilde{v}_i \rangle f} \times \right. \]

\[ \left. \mathcal{W}(u_j - u_i, \tilde{u}_j - \tilde{u}_i, v_j - v_i, \tilde{v}_j - \tilde{v}_i) \right) \]

\[ = \sum_{i \in \mathcal{I}'} \sum_{j \in \mathcal{I}'} \overline{\alpha_i} \alpha_j e^{-2\pi i \langle \tilde{u}_i, v_j \rangle f - (-1)^{k(m-k)} \langle u_i, \tilde{v}_j \rangle f - \langle \tilde{u}_i, v_j \rangle f + (-1)^{k(m-k)} \langle u_j, \tilde{v}_i \rangle f} \delta_{ij} \]

\[ = \sum_{i \in \mathcal{I}'} \sum_{j \in \mathcal{I}'} \overline{\alpha_i} \alpha_j e^{-2\pi i \langle \tilde{u}_i, v_j \rangle f - (-1)^{k(m-k)} \langle u_i, \tilde{v}_j \rangle f - \langle \tilde{u}_i, v_j \rangle f + (-1)^{k(m-k)} \langle u_j, \tilde{v}_i \rangle f} \]

\[ = \sum_{i \in \mathcal{I}'} \sum_{j \in \mathcal{I}'} \left| \alpha_i e^{-2\pi i \langle \tilde{u}_i, v_j \rangle f - (-1)^{k(m-k)} \langle u_i, \tilde{v}_j \rangle f} \right|^2 \geq 0. \]

Remark 3.17. Notice that the prescription to build the above states is general: four-dimensional spacetimes with compact Cauchy surface are a particular instances.
The state \( \omega_t \) is not faithful. Let us try to characterize to what extent faithfulness fails. Let \((0,0,v,\bar{v}), (u,\tilde{u},v,\tilde{v}) \in H_{k,m}^{k-m-1}(M;\mathbb{R}) \times H_{\text{free}}^{k-m-1}(M;\mathbb{Z})\), let
\[
b = \mathcal{W}(0,0,v,\bar{v}) - e^{-2\pi i (\langle \tilde{u}, v \rangle_f - (-1)^{k(m-k)} \langle u, \bar{v} \rangle_f)} \mathcal{W}(u, \tilde{u}, v, \tilde{v})
\]
and consider the following computation:
\[
\omega_t (b^*b) = \omega_t (\mathcal{W}(0,0,v,\bar{v})^* \mathcal{W}(0,0,v,\bar{v})) + \omega_t (\mathcal{W}(u,\tilde{u},v,\tilde{v})^* \mathcal{W}(u,\tilde{u},v,\tilde{v}))
\]
\[
- e^{-2\pi i (\langle \tilde{u}, v \rangle_f - (-1)^{k(m-k)} \langle u, \bar{v} \rangle_f)} \omega_t \left( e^{2\pi i (\langle \tilde{u}, v \rangle_f - (-1)^{k(m-k)} \langle u, \bar{v} \rangle_f)} \mathcal{W}(u,\tilde{u},0,0) \right)
\]
\[
- e^{2\pi i (\langle \tilde{u}, v \rangle_f - (-1)^{k(m-k)} \langle u, \bar{v} \rangle_f)} \omega_t \left( e^{-2\pi i (\langle \tilde{u}, v \rangle_f - (-1)^{k(m-k)} \langle u, \bar{v} \rangle_f)} \mathcal{W}(-u,-\tilde{u},0,0) \right)
\]
\[
= 1 + 1 - 1 - 1 = 0.
\]
This result suggests that, from the point of view of the state, the elements of the algebra are identified as follows:
\[
\mathcal{W}(u,\tilde{u},v,\tilde{v}) \sim e^{2\pi i (\langle \tilde{u}, v \rangle_f - (-1)^{k(m-k)} \langle u, \bar{v} \rangle_f)} \mathcal{W}(0,0,v,\bar{v}).
\]
We will return extensively to this point later.

### 3.4 The 4-dimensional case

The four-dimensional case is definitely the most interesting one from the perspective of physics, since four is the degree of the spacetimes thoroughly investigated by the theory of general relativity. In this section we will analyse in full detail the case of manifolds with compact Cauchy surface, making also reference to specific examples. Having in mind a duality argument, we set to two the dimension \( k \) of the field theory. In conclusion, some remarks on the non-compact case will be given.

Considering that the existence of a compact Cauchy surface \( \Sigma \) entails that \( M = J(\Sigma) \), the assumption of spacelike compactness made for the observables is redundant and can be safely waived. Again, all of the manifolds appearing in the present section will be assumed to be endowed with an ultrastatic metric, unless otherwise stated. This, in particular, guarantees that all the three-dimensional spatial sections, namely the \( \text{folia} \) of the spacetime, are Riemannian manifolds.

In all the relevant examples, as we shall show, the torsion subgroup is vanishing. We can therefore define a state for the covariant quantum field theory by constructing a state for the topological sector and a state for the upper-right corner.
3. States for Differential Cohomology QFT

3.4.1 Hadamard state for $d\Omega^{k-1}(M) \cap \ast d\Omega^{m-k-1}(M)$

A considerable part of the construction we are going to present prescinds from the dimension of the spacetime; therefore, we will remain general as far as we can.

Let $M$ be an ultrastatic object of $\text{Loc}_m$, with Cauchy surface $\Sigma$ and metric $g = -dt \otimes dt + h$, where $h$ is a Riemannian metric independend of $t$. Hodge theory provides us with the following results:

**Theorem 3.18** (Hodge Theorem for forms [Ros97, Theorem 1.30]). Let $N$ be a compact, connected, oriented Riemannian manifold. There exists an orthonormal basis of the space of $L^2$ $k$-forms consisting of eigenforms of the Laplacian on $k$-forms:

$$\Delta = d\delta + \delta d : \Omega^k(N) \to \Omega^k(N),$$

where $d$ is the exterior derivative and $\delta$ the codifferential. All the eigenvalues are non-negative. Each eigenvalue has finite multiplicity and the eigenvalues accumulate only at infinity.

**Theorem 3.19** (Hodge decomposition [Ros97, Theorem 1.37]). Let $N$ be a compact, connected, oriented Riemannian manifold. Define the space of harmonic $k$-forms:

$$H^k_\Delta := \{ \alpha \in \Omega^k(N) \mid \Delta \alpha = 0 \} = \{ \alpha \in \Omega^k(N) \mid \alpha \in \ker(d) \cap \ker(\delta) \}.$$

The following decomposition holds:

$$\Omega^k(N) = H^k_\Delta(N) \oplus d\Omega^{k-1}(N) \oplus \delta\Omega^{k+1}(N).$$

(3.47)

The decomposition is orthogonal with respect to the natural metric-induced $L^2$ scalar product.

We aim at exploiting these theorems to obtain a decomposition for a generic element $dA = \ast d\tilde{A} \in d\Omega^{k-1} \cap \ast d\Omega^{m-k-1}(M)$ in terms of an orthonormal basis. Let us state and prove a technical lemma first.

**Lemma 3.20.** Let $\omega$ be a purely spatial $k$-form. Then:

(i) $\ast(dt \wedge \omega) = - \ast_\Sigma \omega$;

(ii) $\ast\omega = (-1)^k dt \wedge \ast_\Sigma \omega$,

where $\ast_\Sigma$ denotes the Hodge dual on $\Sigma$. 
Proof. (i). By the definition of the Hodge dual, we have:
\[ \omega \wedge *_{\Sigma} \omega = h(\omega, \omega) d\text{Vol}_{\Sigma} \]
\[ dt \wedge \omega \wedge *(dt \wedge \omega) = -h(\omega, \omega) dt \wedge d\text{Vol}_{\Sigma}. \]
It ensues that:
\[ *(dt \wedge \omega) = -*_{\Sigma} \omega. \]
(ii). Again by the definition of the Hodge dual, we write:
\[ \omega \wedge *\omega = h(\omega, \omega) dt \wedge d\text{Vol}_{\Sigma} = dt \wedge \omega \wedge *_{\Sigma} \omega = (-1)^k \omega \wedge dt \wedge *_{\Sigma} \omega. \]

To avoid confusion, we will denote by \( d_{\Sigma} \) the exterior derivative on the Cauchy surface \( \Sigma \) and by \( d_M \) the exterior derivative on \( M \). We want to obtain an orthonormal basis for \( d_{\Sigma} \Omega^{k-1}(\Sigma) \). Resorting to the Hodge decomposition (3.47), we have:
\[ d_{\Sigma} \Omega^{k-1}(\Sigma) = d_{\Sigma}(\delta_{\Sigma} \Omega^{k}(\Sigma)). \]
Via Theorem 3.18, choose an orthonormal set \( \mathcal{U} \subset \delta_{\Sigma} \Omega^{k}(\Sigma) \), i.e. such that:
\[ \int_{\Sigma} u_i \wedge *u_j = \delta_{ij} \]
and
\[ \Delta_{\Sigma} u_i = \lambda_i^2 u_i, \quad \lambda_i > 0. \]
Then:
\[ d_{\Sigma} \Omega^{k-1}(\Sigma) = \text{span}\{d_{\Sigma} u_i : u_i \in \mathcal{U}\}. \]
Furthermore, we observe that, by the properties of the Hodge decomposition, defining \( \mathcal{V} := \{*u_i : u_i \in \mathcal{U}\} \), it holds \( \mathcal{V} \subset d_{\Sigma} \Omega^{m-k-1}(\Sigma) \) and:
\[ d_{\Sigma} \Omega^{m-k-1}(\Sigma) = \text{span}\{v_i : v_i \in \mathcal{V}\}. \]

**Proposition 3.21.** A solution \((d_M A_i, d_M \tilde{A}_i) \in d\Omega^{k-1,m-k-1}(M)\) to:
\[ d_M A_i = *d_M \tilde{A}_i \quad (3.48) \]
with initial data \((\iota_{\Sigma}^* d_M A_i = d_{\Sigma} u_i, \iota_{\Sigma}^* d_M \tilde{A}_i = 0)\) is given by:
\[ d_M A_i = d_M (\cos(\lambda_i t) u_i), \]
\[ d_M \tilde{A}_i = d_M ((-1)^{km+1} \lambda_i^{-1} \sin(\lambda_i t) *_{\Sigma} d_{\Sigma} u_i). \]
Proof. The left-hand side in (3.48) is given by:

\[ d_M(\cos(\lambda_t)t) = -\lambda_i \sin(\lambda_i u_i) dt \land u_i + \cos(\lambda_t) du_i, \]

while the right-hand side is given by:

\[
\begin{align*}
*_{M} d_M((-1)^{km+1} \lambda^{-1}_i \sin(\lambda_i t) *_{\Sigma} d_{\Sigma} u_i) \\
= *_{M}((-1)^{km+1} \cos(\lambda_i t) dt \land *_{\Sigma} d_{\Sigma} u_i + (-1)^{km+1} \lambda^{-1}_i \sin(\lambda_i t) d_{\Sigma} *_{\Sigma} d_{\Sigma} u_i) \\
= (-1)^{km+1} \cos(\lambda_i t) *_{\Sigma} *_{\Sigma} d_{\Sigma} u_i + (-1)\lambda^{-1}_i \sin(\lambda_i t) dt \land \Delta_{\Sigma} u_i \\
= \cos(\lambda_i t) d_{\Sigma} u_i - \lambda_i \sin(\lambda_i t) dt \land u_i.
\end{align*}
\]

The statement then follows. \(\square\)

**Proposition 3.22.** A solution \((d_M A_j, d_M \tilde{A}_j) \in d\Omega^{k-1,m-k-1}(M)\) to:

\[
d_M A_j = *_{M} d_M \tilde{A}_j \tag{3.49}
\]

with initial data \((\nu^*_\Sigma d_M A_j = 0, \nu^*_\Sigma d_M \tilde{A} = *_{\Sigma} u_j)\) is given by:

\[
\begin{align*}
d_M A_j &= d_M \left((-1)^{k(m-k)} \lambda^{-1}_j \sin(\lambda_j t) u_j\right), \\
d_M \tilde{A}_j &= d_M \left((-1)^{k} \lambda^{-2}_j \cos(\lambda_j t) *_{\Sigma} d_{\Sigma} u_j\right).
\end{align*}
\]

Proof. The left-hand side in (3.49) is given by:

\[
\begin{align*}
d_M \left((-1)^{k(m-k)} \lambda^{-1}_j \sin(\lambda_j t) u_j\right) &= \\\n= (-1)^{k(m-k)} \cos(\lambda_j t) dt \land u_j + (-1)^{k} \lambda^{-1}_j \sin(\lambda_j t) d_{\Sigma} u_j,
\end{align*}
\]

whereas the right-hand side is given by:

\[
\begin{align*}
*_{M} d_M \left((-1)^{k} \lambda^{-2}_j \cos(\lambda_j t) *_{\Sigma} d_{\Sigma} u_j\right) &= \\\n= *_{M} \left((-1)^{k} \lambda^{-1}_j \sin(\lambda_j t) dt \land *_{\Sigma} d_{\Sigma} u_j + (-1)^{k} \lambda^{-2}_j \cos(\lambda_j t) d_{\Sigma} *_{\Sigma} d_{\Sigma} u_j\right) \\
= (-1)^{k} \lambda^{-1}_j \sin(\lambda_j t) *_{\Sigma} *_{\Sigma} d_{\Sigma} u_j + (-1)^{m+1} \lambda^{-2}_j \cos(\lambda_j t) dt \land *_{\Sigma} d_{\Sigma} *_{\Sigma} d_{\Sigma} u_j \\
= (-1)^{km-k^2} \lambda^{-1}_j \sin(\lambda_j t) d_{\Sigma} u_j + (-1)^{km-k} \lambda^{-2}_j \cos(\lambda_j t) dt \land \Delta_{\Sigma} u_j \\
= (-1)^{k(m-k)} \lambda^{-1}_j \sin(\lambda_j t) d_{\Sigma} u_j + (-1)^{k} \lambda^{-1}_j \cos(\lambda_j t) dt \land u_j.
\end{align*}
\]

The proposition is proved. \(\square\)

If we now consider arbitrary initial data \((d_{\Sigma} A_0, d_{\Sigma} \tilde{A}_0) \in d_{\Sigma} \Omega^{k-1,m-k-1}(\Sigma)\) we can find sequences of real coefficients \(\{\alpha_i\}, \{\tilde{\alpha}_i\}\) such that:

\[
d_{\Sigma} A_0 = \sum_i \alpha_i \lambda^{-1}_i d_{\Sigma} u_i,
\]
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\[ d_\Sigma \tilde{A}_0 = \sum_i \tilde{\alpha}_i \ast u_i. \]

On account of Proposition 3.21 and Proposition 3.22 it follows that the solutions corresponding to the given initial data are:

\[ d_M A = d_M \left\{ \sum_i [\alpha_i \lambda_i^{-1} \cos(\lambda_i t) + (-1)^{k(m-k)} \tilde{\alpha}_i \lambda_i^{-1} \sin(\lambda_i t)] u_i \right\} = \]
\[ = *_M d_M \left\{ \sum_i \left[ (-1)^{km+1} \alpha_i \lambda_i^{-2} \sin(\lambda_i t) + (-1)^{k} \tilde{\alpha}_i \lambda_i^{-2} \cos(\lambda_i t) \right] *_\Sigma d_\Sigma u_i \right\} \]
\[ = *_M d_M \tilde{A}. \]

Following the prescription discussed in the previous section to construct a quasifree state, we select the positive frequency part of \( d_M A \) and of \( d_M \tilde{A} \):

\[ \mathcal{P} d_M A = d_M \left\{ \sum_i \frac{1}{2} e^{-i\lambda_i t} \left[ \alpha_i \lambda_i^{-1} + (-1)^{k(m-k)} \tilde{\alpha}_i \lambda_i^{-1} \right] u_i \right\}, \]
\[ \mathcal{P} d_M \tilde{A} = d_M \left\{ \sum_i \frac{1}{2} e^{-i\lambda_i t} \left[ (-1)^{km} i \alpha_i \lambda_i^{-2} + (-1)^{k} \tilde{\alpha}_i \lambda_i^{-2} \right] *_\Sigma d_\Sigma u_i \right\}. \]

It ensues that:

\[ \mathcal{P} d_\Sigma A_0 = \frac{1}{2} \sum_i [\alpha_i \lambda_i^{-1} + i(-1)^{k(m-k)} \tilde{\alpha}_i \lambda_i^{-1}] d_\Sigma u_i, \]
\[ \mathcal{P} d_\Sigma \tilde{A}_0 = \frac{1}{2} \sum_i [\tilde{\alpha}_i - i(-1)^{k(m-k)} \alpha_i] *_\Sigma u_i. \]

**Lemma 3.23.** The following equations hold:

(i) \( \int_\Sigma u_i \wedge d_\Sigma *_\Sigma d_\Sigma u_j = (-1)^k \lambda_i^2 \delta_{ij} \)

(ii) \( \int_\Sigma *_\Sigma d_\Sigma u_i \wedge d_\Sigma u_j = (-1)^{mk} \lambda_i^2 \delta_{ij}. \)

**Proof.** The proof is a straightforward application of Hodge theory. As far as (i) is concerned, we have:

\[ \int_\Sigma u_i \wedge d_\Sigma *_\Sigma d_\Sigma u_j = \int_\Sigma u_i \wedge (-1)^k *_\Sigma \delta_\Sigma d_\Sigma u_j \]
\[ = \int_\Sigma u_i \wedge \lambda_j^2 *_\Sigma u_j = (-1)^k \lambda_i^2 \delta_{ij}. \]
As regards (ii), it holds:
\[
\int \Sigma *d\Sigma u_i \wedge d\Sigma u_j = (-1)^{m-1-k} \int \Sigma d\Sigma *d\Sigma u_i \wedge u_j \\
= (-1)^{m-k+i(m-k)(k-1)} \int \Sigma u_j \wedge d\Sigma *d\Sigma u_i = (-1)^{mk} \delta_{ij}.
\]

Using Lemma 3.23, we are now in a position to compute \( \tau_{\mathcal{C}} \):
\[
\tau_{\mathcal{C}}(\mathcal{P}(d_M A = *_M d_M \tilde{A}), \mathcal{P}(d_M A' = *_M d_M \tilde{A}')) = \\
= \int \Sigma \mathcal{P} \mathcal{A} \wedge \mathcal{P} \mathcal{A}' - (-1)^{k(m-k)} \mathcal{P} \mathcal{A} \wedge \mathcal{P} \mathcal{A} \\
= \int \Sigma \frac{1}{4} \left\{ \sum_{j'} \left[ (-1)^{km} i\alpha_{j'} \lambda_{j'}^{-1} - (-1)^{k(m-k)} i\tilde{\alpha}_{j'} \lambda_{j'}^{-1} \right] * \Sigma d\Sigma u_{j'} \wedge d\Sigma u_j \right\} \\
- (-1)^{k(m-k)} \int \Sigma \frac{1}{4} \left\{ \sum_{j'} \left[ \alpha_{j'} \lambda_{j'}^{-1} - (-1)^{k(m-k)} i\tilde{\alpha}_{j'} \lambda_{j'}^{-1} \right] * \Sigma d\Sigma u_{j'} \wedge d\Sigma u_j \right\} \\
= \frac{1}{4} \sum_j \left\{ (i\alpha_j + (-1)^{k(m-k)} \tilde{\alpha}_j) \left( \alpha_j \lambda_j^{-1} - (-1)^{k(m-k)} i\tilde{\alpha}_j \lambda_j^{-1} \right) \\
- (-1)^{k(m-k)} \left( \alpha_j \lambda_j^{-1} - (-1)^{k(m-k)} i\tilde{\alpha}_j \lambda_j^{-1} \right) \left( \tilde{\alpha}_j \lambda_j - (-1)^{k(m-k)} i\alpha_j \lambda_j \right) \right\} \\
= \frac{1}{2} \sum_j \left\{ i\lambda_j^{-1} \left[ \alpha_j \alpha_j' + \tilde{\alpha}_j \tilde{\alpha}_j' \right] + (-1)^{k(m-k)} \left[ \tilde{\alpha}_j \alpha_j' - \alpha_j \tilde{\alpha}_j \right] \right\}.
\]

The positive-definite bilinear map \( \mu \) given by:
\[
\mu(d_M A, d_M A') = \Sigma \tau_{\mathcal{C}}(d_M A = *_M d_M \tilde{A}, d_M A' = *_M d_M \tilde{A}') \\
= \sum_j \frac{1}{2\lambda_j} (\alpha_j \alpha_j' + \tilde{\alpha}_j \tilde{\alpha}_j')
\]
defines the quasifree state:
\[
\omega_{\mu} : \text{CCR}(d_M 0^{k-1} \cap *_M d_M 0^{m-k-1}(M), \tau_u) \rightarrow \mathbb{C}
\]
\[ \mathcal{W}(d_M A) \mapsto e^{-\frac{1}{4} \sum_i \frac{1}{\lambda_i}(\alpha_i^2 + \overline{\alpha}_i^2)}. \] (3.50)

Recall that \( \lambda_i > 0 \) for every \( i \); the state is well-defined and, in particular, the exponent is convergent, on account of the fact that the Fourier expansion of the initial data is uniformly convergent.

We claim that the quasifree state \( \omega_\mu \) is Hadamard in the weak sense described above. At variance with the two-dimensional case, we will just outline the procedure to obtain the state whose two-point function is a bi-distribution that restricts to \( \omega_2 \) on the subspace of interest, because there is no conceptual novelty confronted with a diverging amount of sterile computation. To construct such a state, consider the subspace of \( \Omega^k(M) \) whose elements solve the wave equation \( \Box \omega = 0 \), namely \( G_k(\Omega^k(M)) \). By means of the Hodge decomposition theorem, it is possible to choose \( L^2 \) bases in \( \delta \Omega^k+1(\Sigma), d\Omega^k-1(\Sigma), \mathcal{H}_\Delta(\Sigma) \) respectively. The initial data \( \iota^*_\Sigma \omega =: \omega_\Sigma \in \Omega^k(\Sigma) \) can be decomposed with respect to such bases. We can then reconstruct the full solution in terms of the coefficients in the expansions of the initial data with respect to the chosen bases. Firstly, we define an analogous of the map \( F \), which projects the initial data on the subspace orthogonal to the harmonic forms, thus ruling out the zero mode. Subsequently, resorting to the structure guaranteed by the ultrastatic metric, it is possible to separate out the positive frequency component and activate the machinery presented in Section 3.3.3 to define a positive-definite bilinear map, to which a quasifree state can be associated. If we choose consistently the basis in \( d\Omega^k-1(\Sigma) \), upon identification of the coefficients of the decomposition, the state obtained this way reduces to \( \omega_\mu \) on \( d_M \Omega^m-k-1(M) \). The proof to Proposition 3.13, with minor adaptations, guarantees that it is, in addition, Hadamard.

### 3.4.2 Examples

In this section we will compute the diagram of the observables for a number of examples of four-dimensional spacetimes with compact Cauchy surface for \( k = 2 \). In particular, we will observe that the torsion subgroup is always vanishing.

**Example 3.24** \((M = \mathbb{R} \times S^1 \times S^2)\). Noticing that the Cauchy surface is \( \Sigma = S^1 \times S^2 \), let us calculate \( H^{2,2}(\Sigma, \mathbb{Z}) \). By the Künneth formula we have:

\[
H^2(S^1 \times S^2; \mathbb{Z}) = \bigoplus_{i=0}^{2} H^i(S^1; \mathbb{Z}) \otimes_{\mathbb{Z}} H^{2-i}(S^2; \mathbb{Z})
\]

\[
= \mathbb{Z} \otimes_{\mathbb{Z}} \mathbb{Z} + 0 + 0 = \mathbb{Z}.
\]

Therefore, \( H^{2,2}(\Sigma; \mathbb{Z}) = \mathbb{Z}^2 \), which is free. Since \( \Sigma \) is compact, it immediately ensues that:

\( H^{1,1}(\Sigma; \mathbb{T}) = (H^{2,2}(\Sigma; \mathbb{Z}))^* = \mathbb{T}^2 \).
The diagram of the observables then is:

\[
\begin{array}{cccccc}
0 & 0 & 0 & \rightarrow \\
\downarrow & & & \\
0 & T^2 & \Omega^1 \downarrow & d\Omega^1 & \rightarrow & 0 \\
\downarrow & & & \\
0 & T^2 & \hat{H}^{2,2} \rightarrow & \Omega^2 \rightarrow & 0 \\
\downarrow & & & \\
0 & 0 & Z^2 & \rightarrow & \rightarrow & 0 \\
\downarrow & & & \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{array}
\]

(3.51)

Example 3.25 \((M = \mathbb{R} \times T^3)\). The Künneth formula gives:

\[
\begin{align*}
H^2(T^3; \mathbb{Z}) &= \bigoplus_{i=0}^2 H^i(T; \mathbb{Z}) \otimes \mathbb{Z} H^{2-i}(T^2; \mathbb{Z}) \\
&= \mathbb{Z} \otimes \left( \bigoplus_{j=0}^2 H^j(T; \mathbb{Z}) \otimes \mathbb{Z} H^{2-j}(T^2; \mathbb{Z}) \right) \oplus \\
&\quad \oplus \mathbb{Z} \otimes \left( \bigoplus H^j(T; \mathbb{Z}) \otimes \mathbb{Z} H^{1-j}(T^2; \mathbb{Z}) \right) \\
&= \mathbb{Z} \otimes \left( 0 \oplus \mathbb{Z} \oplus 0 \right) \oplus \mathbb{Z} \otimes \left( \mathbb{Z} \oplus \mathbb{Z} \right) = \mathbb{Z} \oplus \mathbb{Z}^2 = \mathbb{Z}^3.
\end{align*}
\]

Therefore, \(H^{2,2}(\Sigma; \mathbb{Z}) = \mathbb{Z}^6\) is free and, with the same reasoning, we find that \(H^{1,1}(\Sigma, T) = (H^{2,2}(\Sigma; \mathbb{Z}))^* = T^6\).

The diagram of the observables becomes:

\[
\begin{array}{cccccc}
0 & 0 & 0 & \rightarrow \\
\downarrow & & & \\
0 & T^6 & \Omega^1 \downarrow & d\Omega^1 & \rightarrow & 0 \\
\downarrow & & & \\
0 & T^6 & \hat{H}^{2,2} \rightarrow & \Omega^2 \rightarrow & 0 \\
\downarrow & & & \\
0 & 0 & Z^6 & \rightarrow & \rightarrow & 0 \\
\downarrow & & & \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{array}
\]

(3.52)
Example 3.26 ($M = \mathbb{R} \times S^3$). In this case, the computation is trivial: the first column and the last row are vanishing, because $H^2(S^3; \mathbb{Z}) = 0$. Hence, there is no contribution from the topological sector. Actually, all the non-vanishing groups in the diagram are isomorphic: the diagram is nothing but the upper-right corner:

\[
\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & \Omega^{1,1}(\Sigma) & \Omega^{1,1}_\mathbb{Z}(\Sigma) & d\Omega^{1,1}(\Sigma) & 0 \\
0 & \hat{H}^{2,2}(\Sigma; \mathbb{Z}) & \Omega^{2,2}_\mathbb{Z}(\Sigma) & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}
\] (3.53)

Looking at the diagrams, we realize that we already have at our disposal the procedure to construct a state for the topological sector. Consequently, we have all the tools to discuss the role and the properties of duality in our theory: this will constitute the topic of the fourth and last chapter. Before moving to such an issue, let us linger a little bit on the case of non-compact Cauchy surface.

### 3.5 The non-compact case: comments and perspectives

If we release the assumption of compact Cauchy surface, almost all of our constructions and results stop working. So far, we do not have a general theory comprising the totality of the cases of interest to physics. However, there are evidences seemingly indicating that the lack of compactness destines the analysis to be dealt with case by case.

The compactness of the spatial slices is a sufficient condition for the presymplectic orthogonal decomposition; nonetheless, it is not necessary. A more careful inspection of the proof of Proposition 3.9 reveals that the actual
weaker requirement is the isomorphism of the cohomology groups of the right
degree. Namely:

\[ H^k_{c,\text{free}}(\Sigma; \mathbb{Z}) \simeq H^k_{\text{free}}(\Sigma; \mathbb{Z}), \quad H^{m-k}_{c,\text{free}}(\Sigma; \mathbb{Z}) \simeq H^{m-k}_{\text{free}}(\Sigma; \mathbb{Z}). \]

Also this requirement, however, is not necessary for a decomposition to exist. Consider, for instance, the spacetime \( M = \mathbb{R}^2 \times S^2 \), endowed with an ultrastatic metric. In this case, \( m = 4 \) and \( k = 2 \). At the level of the Cauchy surface, we have:

\[ H^1_c(\mathbb{R} \times S^2; \mathbb{T}) = (H^2(\mathbb{R} \times S^2; \mathbb{Z}))^* = (\mathbb{Z})^* = \mathbb{T}, \]

and

\[ H^2_c(\mathbb{R} \times S^2; \mathbb{Z}) = (H^1(\mathbb{R} \times S^2; \mathbb{T}))^* = (\text{Hom}(H_1(\mathbb{R} \times S^2; \mathbb{T})))^* = 0. \]

In the last equation we made use of the universal coefficient theorem for cohomology, along with the fact that \( \mathbb{T} \) is a divisible group, thus entailing that the Ext functor is vanishing. The diagram of the observables is therefore:

\[
\begin{array}{cccccc}
0 & 0 & 0 & 0 \\
0 & T^2 & \Omega^{1,1}_c(\Sigma) & a & d \Omega^{1,1}_c(\Sigma) & 0 \\
0 & T^2 & \hat{H}^{2,2}_c(\Sigma; \mathbb{Z}) & 0 & \Omega^{2,2}_{c,\mathbb{Z}}(\Sigma) & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}
\]

We find that the first two rows are isomorphic, in view of the third being zero. To show that an orthogonal decomposition exists, we just have to split the first row. Let:

\[ a = a_1 \times a_2 : d \Omega^{1,1}_c(\Sigma; \mathbb{Z}) \to \frac{\Omega^{1,1}_c(\Sigma; \mathbb{Z})}{\Omega^{1,1}_{c,\mathbb{Z}}(\Sigma; \mathbb{Z})} \]

be a splitting homomorphism, whose existence is given by the argument discussed at the beginning of the chapter. Observe that \( \tau_{fr} \) is identically zero, since the lower-right corner is vanishing. At the same time:

\[ \sigma((i\tilde{k}u, i\tilde{k}u'), (i\tilde{k}u', i\tilde{k}u')) = (i\tilde{k}u \cdot i\tilde{k}u' - i\tilde{k}u_1 \cdot i\tilde{k}u') \mu \]
\[ = (i\kappa u \cdot \kappa u' - i\kappa u \cdot \kappa u') \mu = 0. \]

Besides:

\[
\sigma((\iota \times \iota) a(dA, d\tilde{A}), (\iota \times \iota) a(dA', d\tilde{A}'))
\]

\[
= (\iota a_2(d\tilde{A}) \cdot \iota a_1(dA') - \iota a_1(dA) \cdot \iota a_2(d\tilde{A}')) \mu
\]

\[
= t \left( a_2(d\tilde{A}) \wedge \text{curv} \iota a_1(dA') - a_1(dA) \wedge \text{curv} \iota a_2(d\tilde{A}') \right) \mu
\]

\[
= t \left( a_2(d\tilde{A}) \wedge da_1(dA') - a_1(dA) \wedge da_2(d\tilde{A}') \right) \mu
\]

\[
= \int_\Sigma a_2(d\tilde{A}) \wedge da' - a_1(dA) \wedge d\tilde{A}' \mod \mathbb{Z}
\]

\[
= \int_\Sigma \tilde{A} \wedge da' - A \wedge d\tilde{A} \mod \mathbb{Z} = \tau_u((dA, d\tilde{A}), (dA', d\tilde{A}'))
\]

where in the last passage we performed integration by parts twice. Hence the splitting preserves the pre-symplectic structure. The orthogonality is a consequence of \( i\kappa(\cdot) \cdot \iota(\cdot) = 0 \). In the end, what we obtain is:

\[ (\hat{H}^2(\Sigma; \mathbb{Z}), \sigma) \simeq (\mathbb{T}^2, 0) \oplus (d\Omega^1, \tau_u). \]  

(3.55)

The obstruction to a decomposition in general stems from the homomorphism \( I \). In particular, in the previous chapter, we showed an example in which \( I \) is neither surjective nor injective (see the end of Section 2.1.3). We remind the reader that the pairing \( \langle \cdot, \cdot \rangle_c \) is weakly non degenerate and that the radical of \( \sigma \) is given by:

\[ \text{Rad}(\sigma) = \ker \left[ I : \hat{H}^{k,m-k}(\Sigma; \mathbb{Z}) \to \hat{H}^{k,m-k}(\Sigma; \mathbb{Z}) \right]. \]

Consider the following diagram:

\[
\begin{array}{cccccc}
0 & \longrightarrow & H_{c}^{k-1,m-k-1}(\Sigma; \mathbb{T}) & \longrightarrow & \hat{H}_{c}^{k,m-k}(\Sigma; \mathbb{Z}) & \longrightarrow & \Omega^{k,m-k}_{c,\mathbb{Z}}(\Sigma) & \longrightarrow & 0 \\
\downarrow I & & \downarrow I & & \downarrow I & & & \\
0 & \longrightarrow & H^{k-1,m-k-1}(\Sigma; \mathbb{T}) & \longrightarrow & \hat{H}^{k,m-k}(\Sigma; \mathbb{Z}) & \longrightarrow & \Omega^{k,m-k}_{\mathbb{Z}}(\Sigma) & \longrightarrow & 0
\end{array}
\]

(3.56)

Being the right vertical map nothing but an inclusion, therefore injective, the diagram tells us that the central vertical map is injective only if the left one is such. Consequently, the kernel of \( I : H_{c}^{k-1,m-k-1}(\Sigma; \mathbb{T}) \to H^{k-1,m-k-1}(\Sigma; \mathbb{T}) \) gives us information on how \( I \) acts on compactly supported differential characters.
The effect of $I$ is in some cases to suppress all the information, mapping the whole compactly supported group to zero. This is the case of $M = \mathbb{R}^2 \times \mathbb{T}^2$, with $k = 2$. As a matter of fact, it holds:

(i) $H^1(\Sigma; \mathbb{Z}) = \mathbb{Z}^2$, $[d\theta_1], [d\theta_2]$;

(ii) $H^2(\Sigma; \mathbb{Z}) = \mathbb{Z}$, $[d\theta_1 \wedge d\theta_2]$;

(iii) $H^1_c(\Sigma; \mathbb{Z}) = \mathbb{Z}$, $[f(x)dx]$;

(iv) $H^2_c(\Sigma; \mathbb{Z}) = \mathbb{Z}^2$, $[f(x)d\theta_2 \wedge dx], [f(x)dx \wedge d\theta_1]$,

where on the right we reported the generators of the groups. $I$ maps (iii) and (iv) to zero.

Another undesired consequence of $I$ is that, for manifolds with certain topological properties, it brings about, when computing the pre-symplectic product, the coupling between the groups in the diagram in a complicated way. Take, for example, $M = \mathbb{R}^3 \times \mathbb{S}^1$. The diagram of the observables is:

\begin{align*}
0 & \quad 0 & \quad 0 & \quad 0 \\
0 & \quad 0 & \quad \Omega^{1,1}_c(\Sigma) & \quad \Omega^{1,1}_c(\Sigma) & \quad 0 \\
0 & \quad 0 & \quad \hat{H}^{2,2}_c(\Sigma; \mathbb{Z}) & \quad \Omega^{2,2}_c(\Sigma) & \quad 0 \\
0 & \quad 0 & \quad \mathbb{Z}^2 & \quad \mathbb{Z}^2 & \quad 0
\end{align*}

\[ (3.57) \]
On the other hand, the diagram of the configurations is given by:

\[
\begin{array}{cccc}
0 & 0 & 0 & 0 \\
\downarrow & \downarrow & \downarrow & \downarrow \\
\mathbb{T}^2 & \Omega^{1,1}(\Sigma) & d\Omega^{1,1}(\Sigma) & 0 \\
\downarrow & \downarrow & \downarrow & \downarrow \\
0 & \tilde{\mathcal{H}}^{2,2}(\Sigma; \mathbb{Z}) & \Omega^{2,2}(\Sigma) & 0 \\
\downarrow & \downarrow & \downarrow & \downarrow \\
0 & 0 & 0 & 0 \\
\end{array}
\]

When computing the pre-symplectic product for the central group, we get terms of the form \( h \cdot \tilde{h}' \), for some \( h, \tilde{h}' \in \tilde{\mathcal{H}}^2(\Sigma; \mathbb{Z}) \). Since the third row in the configuration diagram (3.58) is vanishing, the central group is isomorphic to the upper central one; consequently, there exists a unique \( \tilde{B}' \in \frac{\Omega^{1,1}(\Sigma)}{\Omega^{1,1}_2(\Sigma)} \) such that \( \iota(\tilde{B}') = \tilde{I}h' \). This means that whatever the contribution to the differential character \( h \) is, it must be coupled with an element in \( \frac{\Omega^{1,1}(\Sigma)}{\Omega^{1,1}_2(\Sigma)} \). This fact, even though it does not possess the cogency of a no-go theorem, strongly suggests that an orthogonal decomposition can not be attained following slavishly the above procedure.
Chapter 4

Quantum Abelian Duality

In this chapter we will discuss the duality properties of our covariant quantum field theory. In the following, we assume \( m \geq 2 \) and \( k \in \{1, \ldots, m - 1\} \).

**Definition 4.1** (Quantum duality). Let \( \mathfrak{A}^k, \mathfrak{A}^{\tilde{k}} : \text{Loc}_m \to \mathbb{C}^*\text{Alg} \) be two quantum field theories. We call duality between \( \mathfrak{A}^k \) and \( \mathfrak{A}^{\tilde{k}} \) a natural isomorphism \( \eta : \mathfrak{A}^k \Rightarrow \mathfrak{A}^{\tilde{k}} \).

To begin with, following [BBSS16], we construct explicitly a duality for our quantum field theory adopting a bottom-up approach, moving from the configuration space. Having in mind an extension of the duality between the electric and the magnetic Maxwell fields, we introduce the homomorphism:

\[
\zeta : \mathcal{C}^k(M; \mathbb{Z}) \to \mathcal{C}^{m-k}(M; \mathbb{Z})
(\tilde{h}, \check{h}) \mapsto (\tilde{h}, -(1)^{k(m-k)}h).
\]

The homomorphism \( \zeta \) is an isomorphism, because its components are such, and it is, furthermore, natural, since the diagram:

\[
\begin{array}{ccc}
\mathcal{C}^{m-k}(M'; \mathbb{Z}) & \xrightarrow{\zeta} & \mathcal{C}^k(M'; \mathbb{Z}) \\
f^* \downarrow & & \downarrow f^* \\
\mathcal{C}^{m-k}(M; \mathbb{Z}) & \xrightarrow{\zeta} & \mathcal{C}^k(M; \mathbb{Z})
\end{array}
\]

commutes for every objects \( M, M' \) and for every morphism \( f : M \to M' \) in \( \text{Loc}_m \). Let \( \zeta^* : \mathcal{C}_{sc}^k(M; \mathbb{Z}) \to \mathcal{C}_{sc}^{m-k}(M; \mathbb{Z}) \) be the homomorphism dual to \( \zeta \) with respect to (2.59), defined by:

\[
\langle (h, \tilde{h}), \zeta^*(h', \check{h}') \rangle := \langle \zeta(h, \tilde{h}) , (h', \check{h}') \rangle
\]
for every \((h, \tilde{h}) \in \mathcal{C}^{m-k}(M; \mathbb{Z})\), \((h', \tilde{h}') \in \mathcal{C}^k_{sc}(M; \mathbb{Z})\). A straightforward computation reveals that:
\[
\zeta^*(h', \tilde{h}') = (-(-1)^{k(m-k)}\tilde{h}', h').
\]
Hence, \(\zeta^*\) defines an isomorphism, which is natural on account of the commutativity of the diagram:

\[
\begin{array}{ccc}
\mathcal{C}^k_{sc}(M; \mathbb{Z}) & \xrightarrow{\zeta^*} & \mathcal{C}^{m-k}_{sc}(M; \mathbb{Z}) \\
f_* & & f_* \\
\mathcal{C}^k_{sc}(M'; \mathbb{Z}) & \xrightarrow{\zeta^*} & \mathcal{C}^{m-k}_{sc}(M'; \mathbb{Z}).
\end{array}
\]

A noteworthy feature of \(\zeta^*\) is that it preserves the pre-symplectic structure. In fact, for every \((h, \tilde{h}), (h', \tilde{h}') \in \mathcal{C}^k_{sc}(M; \mathbb{Z})\), it holds:
\[
\sigma((\zeta^*(h, \tilde{h}), \zeta^*(h', \tilde{h}')) = \sigma((-(-1)^{k(m-k)}\tilde{h}, h), (-(-1)^{k(m-k)}\tilde{h}', h'))
\]
\[
= -(-1)^{k(m-k)}\langle h, \tilde{h} \rangle_c + (-(-1)^{k(m-k)})^2 \langle \tilde{h}, h \rangle_c
\]
\[
= \sigma((h, \tilde{h}), (h', \tilde{h}')).
\]

Exploiting the isomorphism (2.60), \(\mathcal{O} : \mathcal{C}^k_{sc}(\cdot; \mathbb{Z}) \Rightarrow \mathcal{D}^k(\cdot; \mathbb{Z})\), we obtain a natural isomorphism:
\[
\zeta^*_\mathcal{O} : (\mathcal{D}^k(\cdot; \mathbb{Z}), \tau) \Rightarrow (\mathcal{D}^{m-k}(\cdot; \mathbb{Z}); \tau)
\]
between functors from \(\text{Loc}_m\) to \(\text{Ab}\).

**Proposition 4.2.** The homomorphism:
\[
\eta := \mathcal{CCR}(\zeta^*_\mathcal{O}) : \mathfrak{A}^k \to \mathfrak{A}^{m-k}
\]
establishes a duality between the quantum field theories \(\mathfrak{A}^k, \mathfrak{A}^{m-k} : \text{Loc}_m \to \mathbb{C}^*\text{Alg}\).

**Proof.** \(\eta\) is an isomorphism, because \(\mathcal{CCR}\) is a functor, and functors preserve the isomorphisms. As \(\mathcal{CCR}\) preserves compositions, the naturality of \(\eta\) follows at once from that of \(\zeta^*_\mathcal{O}\).

### 4.1 Duality and splittings

Let \(M\) be an object in \(\text{Loc}_{2k}\) with compact Cauchy surface \(\Sigma\). The first question which naturally arises is whether it is possible to choose splittings...
4.1 Duality and splittings

Let us first translate in mathematical terms such compatibility condition.

Mimicking the above construction, we can introduce duality maps on the other Abelian groups in diagram (3.14). As far as \( d\Omega^{k-1,k-1}(\Sigma) \) is concerned, define:

\[
\zeta_a : d\Omega^{k-1,k-1}(\Sigma) \to d\Omega^{k-1,k-1}(\Sigma)
\]

\[
(dA, d\tilde{A}) \mapsto (-(-1)^{k^2} d\tilde{A}, dA).
\] (4.5)

We say that the splitting \( a \) is compatible with the duality if and only if:

\[
[\zeta^* \circ (\iota \times \iota) \circ a](dA, d\tilde{A}) = [\iota \times \iota] \circ a \circ \zeta_u](dA, d\tilde{A}).
\]

Recalling that a splitting of a product homomorphism between product spaces is always a product, we write \( a = a_1 \times a_2 \). The left-hand side is:

\[
[\zeta^* \circ (\iota \times \iota) \circ a](dA, d\tilde{A}) = (-(-1)^{k^2} a_2 d\tilde{A}, a_1 dA),
\]

while the right-hand side is:

\[
[(\iota \times \iota) \circ a \circ \zeta_u](dA, d\tilde{A}) = (-(-1)^{k^2} a_1 d\tilde{A}, a_2 dA).
\]

The compatibility condition is given by \( a_1 = a_2 \). Analogously, defining the homomorphisms:

\[
\zeta_{lr} : \frac{H^{k-1,k-1}(\Sigma; \mathbb{R}) \times H^{k,k}(\Sigma; \mathbb{Z})}{H_{\text{free}}^{k-1,k-1}(\Sigma; \mathbb{Z})} \to \frac{H^{k-1,k-1}(\Sigma; \mathbb{R}) \times H^{k,k}(\Sigma; \mathbb{Z})}{H_{\text{free}}^{k-1,k-1}(\Sigma; \mathbb{Z})}
\]

\[
((u, \tilde{u}), (v, \tilde{v})) \mapsto (((-(-1))^{k^2} u, u), (-(-1)^{k^2} v, v))
\]

and

\[
\zeta_d : H^{k,k}_{\text{tor}}(\Sigma; \mathbb{Z}) \to H^{k,k}_{\text{tor}}(\Sigma; \mathbb{Z})
\]

\[
(t, \tilde{t}) \mapsto (-(-1)^{k^2} \tilde{t}, t),
\]

the compatibility conditions:

\[
\zeta^*[(x_1 \times x_2)(v, \tilde{v})] = (x_1 \times x_2)(-(-1)^{k^2} \tilde{v}, v),
\]

\[
\zeta^*[(\kappa \times \kappa)(b_1 \times b_2)(t, \tilde{t})] = (\kappa \times \kappa)(b_1 \times b_2)\zeta_d(t, \tilde{t}),
\]

yield the constraints \( x_1 = x_2 \) and \( b_1 = b_2 \).
Theorem 4.3. Let \( M \) be an object in \( \text{Loc}_m \) with compact Cauchy surface \( \Sigma \) and \( m = 2k \). With reference to diagram (3.14), there exist splitting homomorphisms:

\[
a \times a : d\Omega^{k-1,k-1}(\Sigma) \to \frac{\Omega^{k-1,k-1}(\Sigma)}{\Omega_z^{k-1,k-1}(\Sigma)},
\]

satisfying the following conditions:

\[
\sigma((xv, xv v)) = 0, \quad (4.6a)
\]

\[
\sigma((\nu \times \nu)(a \partial A, a \partial \bar{A}), (xv, xv \bar{v})) = 0, \quad (4.7b)
\]

\[
\sigma((\kappa \times \kappa)(bt, b \tilde{t}), (xv, xv \bar{v})) = 0, \quad (4.7c)
\]

for all \((v, \bar{v}), (v', \bar{v}') \) \( \in H^{k,k}_{\text{free}}(\Sigma; \mathbb{Z}) \), \( (dA, d\bar{A}) \) \( \in d\Omega^{k-1,k-1}(\Sigma) \) and \((t, \tilde{t}) \) \( \in H^{k,k}_{\text{tor}}(\Sigma; \mathbb{T}) \).

Proof. Since \( H^{k,k}_{\text{free}}(\Sigma; \mathbb{Z}) \) is a free Abelian group there exists \( n \in \mathbb{N} \) such that \( H^{k,k}_{\text{free}}(\Sigma; \mathbb{Z}) \simeq \mathbb{Z}^n \). Choose a set of generators \( \{z_i, i \in \{1, \ldots, n\}\} \) for \( \mathbb{Z}^n \). With abuse of notation, \( z_i \) will denote also the corresponding generators in \( H^{k,k}_{\text{free}}(\Sigma; \mathbb{Z}) \) via the isomorphism. As \( H^{k,k}_{\text{free}}(\Sigma; \mathbb{Z}) \) is a lattice in \( H^k(\Sigma; \mathbb{R}) \), a basis for the former is also a basis for the latter. Pick a basis \( \{r_i, i \in \{1, \ldots, n\}\} \) in \( H^{k,k}_{\text{free}}(\Sigma; \mathbb{Z}) \) such that:

\[
r_i \sim z_j = \delta_{i,j}, \quad \forall i, j \in \{1, \ldots, n\}.
\]

For every \( i \in \{1, \ldots, n\} \), choose \( h'_i \in \hat{H}^k(\Sigma; \mathbb{T}) \) such that \([\text{curv} h'_i] = z_i\).

In order to fulfill the condition (4.7a), we look for \( u_i \in H^{k-1,k-1}(\Sigma; \mathbb{R}) \) such that, denoting by \( h_i \) the modified differential character:

\[
h_i := h'_i + i\kappa u_i,
\]

the equation \( h_i \cdot h_i = 0 \) is satisfied.

Introduce an array of real numbers \( \{c_{ij}\} \in \mathbb{M}(n; \mathbb{R}) \) defined as:

\[
c_{ij} := \begin{cases} c_{ij} \mod \mathbb{Z} = \langle h'_i, h'_j \rangle_{c} & \text{if } i < j \\ c_{ij} = (-1)^k c_{ji} & \text{if } i > j \end{cases}
\]

Furthermore, set \( c_{ii} = 0 \) for \( k \) odd and \( c_{ii} \mod \mathbb{Z} = \langle h'_i, h'_i \rangle_{c} \) for \( k \) even. If we impose:

\[
\langle h_i, h_j \rangle_{c} = \langle h'_i, h'_j \rangle_{c} + \langle i\kappa u_i, h'_j \rangle_{c} + \langle h'_i, i\kappa u_j \rangle_{c} \pm 0 \quad (4.9)
\]
for all \(i, j \in \{1, \ldots, n\}\), we get a set of equations of the form:

\[ c_{ij} = -\langle u_i, z_j \rangle_f + (-1)^{k^2+1} \langle u_j, z_i \rangle_f. \]

By writing each \(u_i\) in terms of the elements of the basis as:

\[ u_i = \sum_{k=1}^{n} u_k^{(i)} r_k \mod H_{\text{free}}^{k-1}(\Sigma; \mathbb{Z}), \]

we obtain eventually \(n^2\) equations for the \(u_i\) components:

\[ c_{ij} = (-1)^{k^2+1} u_k^{(j)} - u_k^{(i)}, \quad i, j \in \{1, \ldots, n\} \quad (4.10) \]

They admit as a solution:

\[ u_k^{(i)} = -\frac{1}{2} c_{ij}. \quad (4.11) \]

Hence, elements \(h_i\) with the required properties exist and are well-defined. The homomorphism \(x\) can then be defined as:

\[ x : H_{\text{free}}^{k,k}(\Sigma; \mathbb{Z}) \to \hat{H}^k(\Sigma; \mathbb{Z}) \]

\[ z_i \mapsto h_i. \quad (4.12) \]

Observe that the map \(z_i \mapsto h_i^t\) is a splitting by construction; the additional term involved in passing from \(h_i^t\) to \(h_i\) does not affect the properties of the map in this respect.

As far as \(a\) and \(b\) are concerned, the proof retraces step by step the one for Proposition 3.9, with \(a \times a\) and \(b \times b\) instead of \(a\) and \(b\) respectively. \(\square\)

Once we have the splittings, Theorem 3.11 gives a pre-symplectically orthogonal decomposition of \(\hat{H}^{k,k}(\Sigma; \mathbb{Z})\) which, additionally, preserves the duality.

### 4.2 Duality and GNS representation

Let \(M\) be an object in \(\text{Loc}_{2k}\) with compact Cauchy surface. Recall that \(\mathcal{A}_{\text{tr}} = \mathfrak{CCR}(H_{\text{free}}^{k-1,k-1}(M; \mathbb{R}) \times H_{\text{free}}^{k,k}(M; \mathbb{Z}), \tau_{\text{tr}})\) and consider the state for the topological sector \(\omega : \mathcal{A}_{\text{tr}} \to \mathbb{C}\) (see Proposition 3.16). Let us construct the GNS triple \((\mathcal{H}_{\omega}, \pi_{\omega}, \Psi_{\omega})\).

Define:

\[ \langle \cdot, \cdot \rangle_{\omega} : \mathcal{A}_{\text{tr}} \times \mathcal{A}_{\text{tr}} \to \mathbb{C} \]
(\mathcal{W}(u, \tilde{u}, v, \tilde{v}), \mathcal{W}(u', \tilde{u}', v', \tilde{v}')) \mapsto \omega_t (\mathcal{W}(u, \tilde{u}, v, \tilde{v})^* \mathcal{W}(u', \tilde{u}', v', \tilde{v}')).

The pairing \langle \cdot, \cdot \rangle_{\omega_t} enjoys the property of being a Hermitian semi-inner product. The Gelfand ideal \mathcal{J}_{\omega_t} for the C*-algebra \mathcal{A}_{\text{tr}} is generated (as left ideal) by elements of the form:

\[ \mathcal{W}(0, 0, v, \tilde{v}) - e^{-2\pi i (\tilde{u}, v)} (-1)^{k(m-k)} (u, \tilde{v}) \mathcal{W}(u, \tilde{u}, v, \tilde{v}) \]

for some \((u, \tilde{u}, v, \tilde{v}) \in H_{k-1, k-1}(M; \mathbb{R}) \times H_{k-1, k-1}(M; \mathbb{Z})\) (cfr. equation (3.45)). We introduce the quotient:

\[ \mathcal{D}_{\omega_t} := \mathcal{A}/\mathcal{J}_{\omega_t}, \]

and we adopt the notation:

\[ |v, \tilde{v}⟩ := \left[ \mathcal{W}(0, 0, v, \tilde{v}) \right], \]

where the square brackets denote the coset in the quotient.

The \mathbb{C}-linear space \mathcal{D}_{\omega_t} can be endowed with the Hermitian inner product:

\[ \langle \cdot | \cdot \rangle : \mathcal{D}_{\omega_t} \times \mathcal{D}_{\omega_t} \to \mathbb{C} \]

\( \langle |v, \tilde{v}⟩ , |v', \tilde{v}'⟩ \rangle \mapsto \langle v, \tilde{v} | v', \tilde{v}' ⟩ = \langle \mathcal{W}(0, 0, v, \tilde{v}) , \mathcal{W}(0, 0, v', \tilde{v}') \rangle_{\omega_t}. \)

The GNS Hilbert space is then given by the completion of \mathcal{D}_{\omega_t} with respect to the norm induced by such a product:

\[ \mathcal{H}_{\omega_t} := \overline{\mathcal{D}_{\omega_t}}_{\langle \cdot | \cdot \rangle}. \]

Define the representation \(\pi_{\omega_t}\) as:

\[ \pi_{\omega_t} : \mathcal{A} \to \mathcal{B}(\mathcal{H}_{\omega_t}) \]

\[ \mathcal{W}(u, \tilde{u}, v, \tilde{v}) \mapsto \left( |v', \tilde{v}'⟩ \mapsto [\mathcal{W}(u, \tilde{u}, v, \tilde{v}) \mathcal{W}(0, 0, v', \tilde{v}')] \right). \]

The cyclic vector is represented by \(\Psi_{\omega_t} := |0, 0⟩\); as a matter of fact, by acting with the representation on |0, 0⟩ we can reconstruct all the dense subspace \mathcal{D}_{\omega_t}, which is in turn invariant under the action of the representation.

At the level of the algebra \(\mathcal{A}\) the duality is implemented by the homomorphism:

\[ \zeta_A : \mathcal{A} \to \mathcal{A}, \quad \mathcal{W}(u, \tilde{u}, v, \tilde{v}) \mapsto \mathcal{W}(-(-1)^{k^2} \tilde{u}, u, -(-1)^{k^2} \tilde{v}, v). \quad (4.14) \]

The following result characterises the effect of \(\zeta_A\) on the GNS Hilbert space.
4.2 Duality and GNS representation

**Theorem 4.4.** The quantum Abelian duality is implemented on $\mathcal{H}_{\omega_t}$ by the unitary operator given by the continuous linear extension of:

$$U : \mathcal{D}_{\omega_t} \to \mathcal{H}_{\omega_t}$$

$$|v, \tilde{v}\rangle \mapsto |(-1)^{k^2} \bar{v}, v\rangle.$$  \hfill (4.15)

**Proof.** To begin with, observe that $U$ actually implements the duality:

$$[\zeta_t \mathcal{W}(0,0,v,\tilde{v})] = \left[\mathcal{W}(0,0,(-1)^{k^2} \bar{v}, v)\right] = |(-1)^{k^2} \bar{v}, v\rangle.$$  

The operator $U$ is linear and densely defined by construction. Its range coincides with $\mathcal{D}_{\omega_t}$ and is, therefore, dense in $\mathcal{H}_{\omega_t}$. Furthermore, it preserves the inner product; in fact, for every $|v, \tilde{v}\rangle, |v', \tilde{v}'\rangle \in \mathcal{D}_{\omega_t}$, it holds:

$$\left\langle (-1)^{k^2} \bar{v}, v \mid (-1)^{k^2} \bar{v'}, v'\right\rangle = \omega_t(\mathcal{W}(0,0,(-1)^{k^2} (\bar{v'} - \bar{v}), v' - v)) =$$

$$= \omega_t(\mathcal{W}(0,0,v' - v, \tilde{v'} - \tilde{v})) = \langle v, \tilde{v} | v', \tilde{v}'\rangle.$$  

In the central passage we used that $(-(-1)^{k^2} (\bar{v'} - \bar{v}), v' - v) = (0,0)$ if and only if $(v' - v, \tilde{v'} - \tilde{v}) = (0,0)$. Hence $U$ is bounded, because it is, in particular, an isometry. The continuous linear extension theorem yields a unitary operator defined on the whole Hilbert space $\mathcal{H}_{\omega_t}$. $\square$

**Remark 4.5.** If we consider a generic element $\mathcal{W}(u, \tilde{u}, v, \tilde{v})$, the associated vector in $\mathcal{H}_{\omega_t}$ is given by:

$$[\mathcal{W}(u, \tilde{u}, v, \tilde{v})] = e^{2\pi i ((\tilde{u}, v) + (-1)^{k^2} (u, \bar{v}))} |v, \tilde{v}\rangle.$$  

Observe that the exponential is invariant under duality; namely:

$$[\mathcal{W}(-(-1)^{k^2} \tilde{u}, u, (-1)^{k^2} \bar{v}, v)] = e^{2\pi i ((-(-1)^{k^2} (u, v) + (\tilde{u}, \bar{v})) + (-(-1)^{k^2} (u, \bar{v}))} |(-(-1)^{k^2} \bar{v}, v\rangle.$$  

Hence, $U$ actually unambiguously implements duality on $\mathcal{H}_{\omega_t}$, independently of the choice of the representative of $|v, \tilde{v}\rangle$.

The representation comprises elements implementing rotation and translation operators on the Hilbert space $\mathcal{H}_{\omega_t}$ in a sense made precise by the definitions below.

**Definition 4.6.** We call rotation operators the bounded operators given by the continuous linear extension of:

$$R(u') := \pi_{\omega_t}(\mathcal{W}(u', 0, 0, 0)) : \mathcal{D}_{\omega_t} \to \mathcal{H}_{\omega_t}$$

$$|v, \tilde{v}\rangle \mapsto e^{(-1)^{k^2} 2\pi i (u', \bar{v})} |v, \tilde{v}\rangle,$$  \hfill (4.16)

$$\tilde{R}(\tilde{u}') := \pi_{\omega_t}(\mathcal{W}(0, \tilde{u}', 0, 0)) : \mathcal{D}_{\omega_t} \to \mathcal{H}_{\omega_t}$$

$$|v, \tilde{v}\rangle \mapsto e^{2\pi i (\tilde{u}', v)} |v, \tilde{v}\rangle.$$  \hfill (4.17)
The effect of the rotation operators is that of multiplying vectors by a phase which depends on the vector itself. Observe that these unitary operators are parametrized by $H_{\text{free}}^{k-1}(\Sigma; \mathbb{R})$. If we pick a set $\mathcal{G} = \{z_i\}_{i=1}^n$ of independent generators of $H_{\text{free}}^{k-1}(\Sigma; \mathbb{R})$ (4.16) and (4.17) indentify a one-parameter strongly continuous unitary group for each element of $\mathcal{G}$, where the parameter is a phase. Stone’s theorem guarantees that each of such families is generated by a densely defined, essentially self-adjoint operator on $\mathcal{H}_{\omega t}$.

Definition 4.7. We call translation operators the bounded operators given by the continuous linear extension of:

$$\mathcal{T}(v') := \pi_{\omega t}(W(0, 0, v', 0)) : D_{\omega t} \to \mathcal{H}_{\omega t}$$

$$|v, \tilde{v}\rangle \mapsto |v + v', \tilde{v}\rangle, \quad (4.18)$$

$$\mathcal{T}(\tilde{v}') := \pi_{\omega t}(W(0, 0, 0, \tilde{v}')) : D_{\omega t} \to \mathcal{H}_{\omega t}$$

$$|v, \tilde{v}\rangle \mapsto |v, \tilde{v} + \tilde{v}'\rangle. \quad (4.19)$$

The effect of a translation operator is that of translating the first or the second basis vectors’ label of an amount depending on the argument of the operator itself.

In conclusion, let us introduce other operators that offer the opportunity of an effective interpretation of our model in particular cases. Notice that, being a finitely generated free Abelian group, $H_{\text{free}}^k(M; \mathbb{Z})$ is isomorphic to $\mathbb{Z}^n$ for some $n \in \mathbb{N}$. Choose a basis $\{s_i\}_{i=1}^n$ of $H_{\text{free}}^k(\Sigma; \mathbb{Z})$; every $v \in H_{\text{free}}^k(\Sigma; \mathbb{Z})$ can be written as $v = \sum_{i=1}^n v^is_i$, $v^i \in \mathbb{Z}$. Consider the densely defined unbounded linear operators:

$$\Pi_i : D_{\omega t} \to \mathcal{H}_{\omega t}$$

$$|v, \tilde{v}\rangle \mapsto v^i |v, \tilde{v}\rangle \quad (4.20)$$

and

$$\tilde{\Pi}_j : D_{\omega t} \to \mathcal{H}_{\omega t}$$

$$|v, \tilde{v}\rangle \mapsto \tilde{v}^j |v, \tilde{v}\rangle. \quad (4.21)$$

The maps $\Pi_i$ and $\tilde{\Pi}_j$, $i, j \in \{1, \ldots, n\}$, are well-defined, since they consist in the multiplication by an integer number. It is a remarkable fact that, if the generating sets $\mathcal{G}$ and $\{s_i\}_{i=1}^n$ are chosen accordingly, the operators $\Pi_i$ and $\tilde{\Pi}_j$ are exactly the essentially self-adjoint generators of the rotation operators.
Remark 4.8. To stress once more the role of the state defined in Proposition 3.16, let us briefly recall the peculiar features of the representation it induces. With reference to (4.16), (4.17), (4.20) and (4.21), this representation allows us to interpret the topological degrees of freedom as corresponding to two (families of) point particles quantized on a circle, whose momenta are described by essentially self-adjoint operators (with discrete spectrum) that are interchanged by the unitary operator implementing duality at the level of the chosen representation. In fact, it is remarkable that the two different families of rotation operators are intertwined by the duality operator. As a matter of fact:

\[ U \mathcal{R}(u') |v, \tilde{v}\rangle = e^{-(1)^k^2 \pi i (u', \tilde{v})/h} |-(1)^k^2 \tilde{v}, v\rangle \]

The same holds true for the momentum operators:

\[ U \Pi_i |v, \tilde{v}\rangle = \tilde{\Pi}_i U |v, \tilde{v}\rangle. \]

Therefore, the duality proves to be consistent and coherent with the entire construction.

Let us come, in the end, to discuss the role of duality for the dynamical sector of the theory. From the point of view of the whole spacetime \( M \), the map \( \zeta_u \), originally defined on the Cauchy surface \( \Sigma \) by (4.5), becomes:

\[ \zeta_u : d\Omega^k-1 \cap *d\Omega^k-1(M) \to d\Omega^k-1 \cap *d\Omega^k-1(M) \]

\[ dA = *d\tilde{A} \mapsto (1)^k^2+1d\tilde{A} = *dA. \] (4.22)

Introducing the notation \( A_u := C\mathbb{C}\mathcal{R}(d\Omega^k-1 \cap *d\Omega^k-1(M), \tau_u) \), the analogue of \( \zeta_u \) for the algebra of the observable is given by:

\[ \zeta_{A_u} : A_u \to A_u \]

\[ W(dA = *d\tilde{A}) \mapsto W((-1)^k^2+1d\tilde{A} = *dA). \] (4.23)

Let us fix the spacetime to be \( M = \mathbb{R} \times S^1 \). The first question we ask ourselves is whether the state \( \omega_0 \), defined in (3.50) is invariant under the action of the spacetime symmetry group \( S = \mathbb{R} \times T \). In general, to each symmetry, i.e. an isometric diffeomorphism of the spacetime, we can associate, by virtue of the quantum field theory functor (2.71), an automorphism of the Weyl \( C^* \)-algebra, which implements the symmetry at the level of the algebra of observables. For the case in hand, the group of the symmetry automorphisms
can be built as follows. For every \((t, \phi) \in \mathbb{R} \times \mathbb{T}\), define the one-parameter family of maps:

\[
\beta(s, \phi) : dC^\infty \cap *dC^\infty(M) \to dC^\infty \cap *dC^\infty(M)
\]

\((df = *d\tilde{f}) \mapsto (df(\cdot + s, \cdot + \phi) = *d\tilde{f}(\cdot + s, \cdot + \phi))\).

The counterpart at the level of the algebra is fully specified by:

\[
\alpha(s, \phi) : A_u \to A_u
\]

\(W(df = *d\tilde{f}) \mapsto W(\beta(s, \phi)(df = *d\tilde{f}))\).

**Proposition 4.9.** The state \(\omega_\mu\) is invariant under the action of the spacetime symmetries, i.e.:

\[
\omega_\mu \circ \alpha(s, \phi) = \omega_\mu,
\]

for all \((s, \phi) \in \mathbb{R} \times \mathbb{T}\).

**Proof.** The expression for \(\omega_\mu(W(df = *d\tilde{f}))\) is given by equation (3.34), where in the sum at the exponent we have the square modulus of the coefficients of the Fourier decomposition of \(df\) on \(\mathbb{R} \times \mathbb{S}^1\). It is enough to prove the statement for \(\alpha(0, \phi)\) and \(\alpha(s, 0)\) separately: the general assert then follows from the one-parameter group structure. On the one hand, the effect of \(\alpha(0, \phi)\) is the multiplication of the Fourier coefficients by \(e^{\pm 2\pi i k\phi}\): this has no consequences when computing the square modulus. On the other hand, the map \(\alpha(s, 0)\) leads to the appearance of a prefactor \(e^{-2\pi i ks}\) before the positive frequency terms and of a prefactor \(e^{2\pi i ks}\) before the negative frequency terms. When computing (3.33), the two complex exponentials with opposite sign compensate and they give no contribution to the final result. The state, therefore, turns out to be invariant under the action of \(\alpha(s, \phi)\) for every \((s, \phi) \in \mathbb{R} \times \mathbb{T}\).

A similar result holds true also for the duality.

**Proposition 4.10.** The state \(\omega_\mu\) is invariant under the duality map \(\zeta_{A_u}\), i.e.:

\[
\omega_\mu \circ \zeta_{A_u} = \omega_\mu.
\]

**Proof.** When computing \(\omega_\mu(\zeta_{A_u}W(df = *d\tilde{f}))\), the map \(\zeta_{A_u}\) swaps the coefficients of the Fourier decomposition, up to a grading. As the pre-factor \(-(-1)^{k^2}\) has no relevance to the extent that we take the square modulus of the coefficients, the expression for the state remains unchanged and the assert follows.
At the level of the algebra, the duality and the automorphisms implementing the symmetries of the spacetime commute, that is to say $\zeta_{A_u} \circ \alpha_{(s,\phi)} = \alpha_{(s,\phi)} \circ \zeta_{A_u}$ for every $(s, \phi) \in \mathbb{R} \times \mathbb{T}$. In fact:

$$[\zeta_{A_u} \circ \alpha_{(s,\phi)}](W(df = *d\tilde{f})) = \zeta_{A_u}W(df(\cdot + s, \cdot + \phi) = *d\tilde{f}(\cdot + s, \cdot + \phi))$$

$$= \alpha_{(s,\phi)}W((-1)^{k^2+1}d\tilde{f} = *d\tilde{f})$$

$$= [\alpha_{(s,\phi)} \circ \zeta_{A_u}](W(df = *d\tilde{f})).$$

This peculiar property proves to have interesting consequences:

**Theorem 4.11.** Let $(\mathcal{H}_{\omega_\mu}, \pi_{\omega_\mu}, \Psi_{\omega_\mu})$ be the GNS triple of $\omega_\mu$. Then, the duality and the spacetime symmetries are implemented on $\mathcal{H}_{\omega_\mu}$ by unitary operators. Furthermore, these operators commute.

**Proof.** Given an element $a \in A_u$, let $[a] \in \mathcal{H}_{\omega_\mu}$ be the associated vector in the Hilbert space via the GNS construction. Let $D_{\omega_\mu}$ be the dense subspace of $\mathcal{H}_{\omega_\mu}$ whose elements are finite linear combinations $\sum_i c_i[a_i]$. We define the duality operator as the continuous linear extension of:

$$V : D_{\omega_\mu} \rightarrow \mathcal{H}_{\omega_\mu}$$

$$\sum_i c_i[a_i] \mapsto \sum_i c_i[\zeta_{A_u}a_i].$$

(4.24)

$V$ is well-defined, because $\zeta_{A_u}$ is an automorphism of $A_u$. The range of $V$ is dense in $\mathcal{H}_{\omega_\mu}$; moreover, $V$ preserves the inner product:

$$\left\langle \sum_i c_i[\zeta_{A_u}a_i] \mid \sum_j d_j[\zeta_{A_u}b_j] \right\rangle_{\mathcal{H}_{\omega_\mu}} = \sum_i \sum_j \overline{c_i}d_j\omega_\mu(\zeta_{A_u}(a_i^*b_j))$$

$$= \sum_i \sum_j \overline{c_i}d_j\omega_\mu(a_i^*b_j)$$

$$= \left\langle \sum_i c_i[a_i] \mid \sum_j d_j[b_j] \right\rangle_{\mathcal{H}_{\omega_\mu}},$$

where in the second step we used that the state is invariant under duality. Hence $V$ is unitary. Analogously, define the one-parameter group of operators $\{U_{(s,\phi)}, (s, \phi) \in \mathbb{R} \times \mathbb{T}\}$ implementing the symmetries of the spacetime as the continuous linear extension of:

$$U_{(s,\phi)} : D_{\omega_\mu} \rightarrow \mathcal{H}_{\omega_\mu}$$

$$\sum_i c_i[a_i] \mapsto \sum_i c_i[\alpha_{(s,\phi)}a_i].$$

(4.25)
From the same reasoning, resorting to the invariance of the state under the symmetries of the spacetime, it follows that $U_{(s,\phi)}$ is unitary for every $(s,\phi) \in \mathbb{R} \times \mathbb{T}$.

As far as the commutativity is concerned, we have:

$$U_{(s,\phi)} V \left( \sum_i c_i [a_i] \right) = \sum_i c_i [\alpha_{(s,\phi)}(\zeta_u a_i)]$$

$$= \sum_i c_i [\zeta_u (\alpha_{(s,\phi)} a_i)] = V U_{(s,\phi)} \left( \sum_i c_i [a_i] \right),$$

for every $\sum_i c_i [a_i] \in \mathcal{D}_{\omega,\mu}$. The theorem is thus proved. $\square$

It is a well-known result that the GNS Hilbert space of a quasifree state is a Fock space (see, e.g., [KW91, BDFY15, Wal79]). In fact, the following results hold:

**Proposition 4.12 ([KW91, Proposition 3.1]).** Let $S$ be a real vector space on which a symplectic form $\tilde{\sigma}$ and a bilinear positive symmetric form $\mu$ are defined such that:

$$\frac{1}{2} |\tilde{\sigma}(v,w)| \leq |\mu(v,v)|^{1/2} |\mu(w,w)|^{1/2}$$

for every $v, w \in S$. Then, there exists a pair $(K,H)$, called one-particle Hilbert space structure, such that $H$ is a complex Hilbert space and $K : S \rightarrow H$ is a map satisfying:

(i) $K$ is $\mathbb{R}$-linear and $K(S) + iK(S)$ is dense in $H$;

(ii) $(Kv|Kw)_H = \mu(v,v) + \frac{i}{2} \tilde{\sigma}(v,w)$ for every $v,w \in S$;

(iii) A pair $(K',H')$ fulfills (i) and (ii) if and only if there exists an isometric surjective operator $V : H \rightarrow H'$ for which $VK = K'$.

**Theorem 4.13.** Let $\sigma : \mathcal{A}(S) \rightarrow \mathbb{C}$ be a quasifree state. The GNS triple $(\mathcal{H}_\sigma, \mathcal{D}_\sigma, \pi_\sigma, \Psi_\sigma)$ is specified as follows:

(i) $\mathcal{H}_\sigma$ is the symmetrized Fock space on the one-particle Hilbert space $H$ given by Proposition 4.12;

(ii) $\Psi_\sigma$ is the vacuum of the Fock space;
(iii) $D_\sigma$ is the dense subspace of finite linear combinations of $\Psi_\sigma$ and the vectors of the form:

$$\Phi(v_1) \ldots \Phi(v_n)\Psi_\sigma,$$

for $n \in \mathbb{N}$ and $v_1, \ldots, v_n \in S$, where, denoting by $a^\dagger(v)$ and $a(v)$ the creation and the annihilation operator corresponding to $v \in S$, $\Phi(v)$ is the essentially self-adjoint operator on $\mathfrak{F}(\mathcal{H}_\sigma)$ defined by:

$$\Phi(v) = 2^{-1/2}(a^\dagger(v) + a(v)), \quad v \in S;$$

(iv) The representation $\pi_\sigma$ is completely specified by:

$$\pi_\sigma(W(v)) = \exp(i\Phi(v)), \quad \forall v \in S.$$

In particular, $\pi_\sigma(W(v))$ is a unitary operator for every $v \in S$.

We can then push the investigation a step forward and wonder whether the duality operator is second quantized. We find that the answer is positive. Proposition 4.12 and Theorem 4.13, upon performing the identifications $S = d\Omega^{0,0}(S^1)$, $\tilde{\sigma} = \tau_u$ and $\sigma = \omega_\mu$, yield a new GNS triple, unitarily isomorphic to $(\mathcal{H}_{\omega_\mu}, \pi_{\omega_\mu}, \Psi_{\omega_\mu})$ on account of the GNS theorem, whose Hilbert space is a bosonic Fock space. Let $H$ be the one-particle Hilbert space and $K : d\Omega^{0,0}(\Sigma) \to H$ the map given by the one-particle structure. The operator implementing duality on $H$ is the linear extension of:

$$\tilde{V} : H \to H$$

$$K(df, d\tilde{f}) \mapsto K((-1)^k d\tilde{f}, df),$$

$$iK(df, d\tilde{f}) \mapsto iK((-1)^k df, d\tilde{f}). \quad (4.26)$$

It is a straightforward check that $\tilde{V}$ is unitary, as, when computing the inner product, we realise that the grading compensates for the swap of the components, in a way very similar to what happens to the exponential in Remark 4.5. Its second quantization $\Gamma(\tilde{V})$ provides the counterpart of $V$ on the bosonic Fock space, thus confirming our claim.
4. Quantum Abelian Duality
Conclusions

The original result of the present work is the construction of states for a quantum field theory on differential cohomology for spacetimes with compact Cauchy surface, implementing the quantum Abelian duality.

In Section 2.3 we illustrated how the relevant space of observables, namely \( C^k_{sc}(M; \mathbb{Z}) \), fits in the commutative diagram of short exact sequences (3.2) and can be endowed with a pre-symplectic structure. Section 3.1 was devoted to show that, resorting to the properties provided by differential cohomology, the pre-symplectic structure on the central object can be propagated to the other elements of the diagram in a consistent way. Furthermore, the existence of suitable splittings compatible with such structures has been proved in Section 3.2, yielding the following symplectically orthogonal decomposition:

\[
( C^k(M; \mathbb{Z}), \sigma ) = \left( H^{k,m-k}_{\text{tor}}(M; \mathbb{Z}), \tau_d \right) \\
\oplus \left( H^{k,m-k}_{\text{free}}(M; \mathbb{Z}) \times \frac{H^{k-1,m-k-1}(M; \mathbb{R})}{H^{k-1,m-k-1}(M; \mathbb{Z})}, \tau_r \right) \\
\oplus (d\Omega^{k-1} \cap \ast d\Omega^{m-k-1}(M), \tau_u). \tag{4.27}
\]

The \( \mathcal{C}^* \text{Alg} \) functor (2.70) assigns to \( ( C^k(M; \mathbb{Z}), \sigma ) \) an object in the category \( \mathcal{C}^* \text{Alg} \), which, on account of (4.27), can be presented as the tensor product of the algebras associated to the direct summands. Observing that the torsion subgroup is vanishing in a wide class of examples (see Section 3.3.1 and Section 3.4.2), we considered the algebra for the dynamical sector \( \mathcal{A}_u \) and the algebra for the topological sector \( \mathcal{A}_{lr} \) and we exhibited a state of the form:

\[
\omega = \omega_\mu \otimes \omega_t : \mathcal{A}_u \otimes \mathcal{A}_{lr} \to \mathbb{C}, \tag{4.28}
\]

where \( \omega_\mu \) is Hadamard in a weak sense and \( \omega_t \) is a state for the topological sector (see equations (3.34),(3.50),(3.43) and (3.44)). Notice that the construction of \( \omega_t \) performed in Section 3.3.4 is quite general and prescinds from the dimensionality of the spacetime.
Special attention has been devoted to the two- and the four-dimensional cases in Section 3.3 and Section 3.4 respectively. For $M = \mathbb{R} \times S^1$, we derived an explicit form for differential characters in Section 3.3.1 and we computed the pre-symplectic product in Section 3.3.2. Furthermore, we proved that a Hadamard state exists, which is ground (see Section 3.3.3). In Section 3.4.1 we provided, in arbitrary spacetime dimension, an explicit formula for $\omega_\mu$ in terms of the coefficients of the Fourier decomposition of the initial data on a compact Cauchy surface.

At last, in Chapter 4 quantum Abelian duality has been investigated. After showing the existence of a duality for our theory, in Section 4.1 we proved that it is possible to choose the splittings of the short exact sequences in such a way that they are compatible with the duality. In Section 4.2 we proved that, at the level of the GNS triple of $\omega$, the duality is implemented by the unitary operator:

$$V \otimes U : \mathcal{H}_{\omega_\mu} \otimes \mathcal{H}_{\omega_t} \rightarrow \mathcal{H}_{\omega_\mu} \otimes \mathcal{H}_{\omega_t}. \quad (4.29)$$

In particular, moving to the Fock representation, $V$ turns out to be second quantized. Furthermore, in Proposition 4.9 and Proposition 4.10 we pointed out how the state $\omega_\mu$ is invariant both under the spacetime symmetries and under duality. Theorem 4.11 then guarantees that at the level of the representation, the spacetime symmetries are implemented by unitary operators commuting with the duality.

The question of how to build a state for an arbitrary globally hyperbolic spacetime still remains open. A possible continuation of the present work could be the pursuit of an alternative strategy to achieve a decomposition of the space of the observables for the general case. Nonetheless, as discussed in Section 3.5, some clues suggest that if we put no further restrictions on the topology of the underlying manifold the analysis is destined to be a case by case inspection.
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