Ultrafast sensing of photoconductivity decay using microwave resonators
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Microwave reflectance probed photoconductivity (or µ-PCD) measurement represents a contactless and non-invasive method to characterize impurity content in semiconductors. Major drawbacks of the method include a difficult separation of reflectance due to dielectric and conduction effects and that the µ-PCD signal is prohibitively weak for highly conducting samples. Both of these limitations could be tackled with the use of microwave resonators due to the well-known sensitivity of resonator parameters to minute changes in the material properties combined with a null measurement. A general misconception is that time resolution of resonator measurements is limited beyond their bandwidth by the readout electronics response time. While it is true for conventional resonator measurements, such as those employing a frequency sweep, we present a time-resolved resonator parameter readout method which overcomes these limitations and allows measurement of complex material parameters and to enhance µ-PCD signals with the ultimate time resolution limit being the resonator time constant. This is achieved by detecting the transient response of microwave resonators on the timescale of a few 100 ns during the µ-PCD decay signal. The method employs a high-stability oscillator working with a fixed frequency which results in a stable and highly accurate measurement.

I. INTRODUCTION

Microwave detected photoconductivity measurement, µ-PCD, is a standard laboratory and industrial tool to characterize the amount of light-excited charge carriers and their lifetime. Knowledge of these parameters is crucial for semiconductor applications in light harvesting and also for the characterization of impurity concentrations. Examples include the characterization of Co and Fe impurities in silicon wafers, the light-induced carrier recombination rate measurements in novel perovskite based photovoltaic materials, non-silicon semiconductors, e.g., CdSe and CdTe (Ref. 9) and novel low-dimensional materials including carbon nanotubes, graphene, transition metal dichalcogenides, and black phosphorus.

The most conventional µ-PCD implementations rely on detecting reflection of microwaves from a sample which is irradiated using an antenna or an open waveguide, i.e. by non-resonant means. Besides its simplicity, this approach usually suffers from a large, non light-induced reflected background signal that can either saturate the receiver electronics (thus preventing measurement of small light-induced reflections) or perplex the phase sensitive analysis of the back-reflected microwave signal. Measurement of the phase is required in order to separate the reflection due to dielectric and conduction effects. This hindrance is especially pronounced for samples with a high conductivity, i.e. for a doped semiconductor.

It was recognized back in 1977 (Refs. 17 and 18) and reiterated recently (Ref. 19) that the use of microwave resonators could eliminate the above mentioned problems since resonators allow for a null measurement and also to improve the sensitivity of the method due to the well-known amplifying effect of resonators. The latter can be best demonstrated for considering a single resistor with resistance $R$ whose value changes by $\Delta R$. In case the resistor is part of a high quality factor (Q) RLC circuit, whose impedance is matched to a waveguide with wave-impedance of $Z_0 (Z_0 \gg R)$, the change of the return impedance near the resonance frequency of the resonator is $\Delta Z = \Delta R \cdot Z_0 / R$ (Ref. 20), i.e. the sensitivity to a small resistance change is significantly enhanced (we present a lumped element circuit model calculation in the Supplementary Materials). Equivalently, it is often expressed as $\Delta R / R = \Delta Q / Q$ (Ref. 21).

The known approach to combine the µ-PCD measurement with microwave resonators involves the detection of power reflected from a resonator during and after a light pulse. However, this method ignores the information contained in the phase (due to the power detection). In addition, both frequency and Q-factor changes lead to a modified reflection, thus modeling to obtain material dependent parameters is rather involved. Nevertheless, the approach yields effective µ-PCD lifetime values and it was successful in constructing sensitive electromagnetic radiation detectors.

Clearly, a modeling-independent, time-resolved measurement of resonator Q and eigenfrequency, $f_0$, is highly desired. It is well known that the finite bandwidth of resonators inherently limits time-resolved measurements to the resonator time constant of $\tau = 2Q/\omega_0$, with typical values of $\tau = 3 \ldots 300$ ns for $Q = 100 \ldots 10,000$ and $f_0 = 10$ GHz. However, an additional misconception is that the practical measurement of the Q factor and $f_0$ is limited further to a few ms or even seconds, depending on the analyzing electronics in a frequency swept experiment using e.g. a network analyzer. This is prohibitively slow for a meaningful time-resolved resonator measurement.

We recently reported a novel method (Ref. 22) which allows...
measurement of the resonator parameters, \( f_0 \) and \( Q \), with a rapid time domain measurement. The technique shows great resemblance to pulsed nuclear magnetic resonance methods\(^{35-37} \) and to the optical cavity ring-down spectroscopy\(^{24,28} \). The pulsed resonator readout method employs a short RF pulse with carrier frequency not necessarily matching \( f_0 (f_{LO} \neq f_0) \) which induces both a switch-on and switch-off transients. Both transients represent a decaying oscillation on the eigenfrequency of the resonator, \( f_0 \) (Ref.\(^{38} \)) and with its time constant, \( \tau \) (Refs.\(^{23,39-41} \)). The transient signals can be conveniently downconverted with the same \( f_{LO} \) frequency as the exciting signal. Such measurements in the time domain have two important advantages: enhanced accuracy (also known as the Connes advantage\(^{22} \)) since the measurement is traced back to a stable frequency, and a simultaneous measurement of the whole resonator response (also known as Fellgett or multiplex advantage\(^{24} \)).

This time-resolved, pulsed resonator readout method has been successfully employed to evidence a heating related microwave absorption anomaly in carbon nanotubes\(^{24} \) and to improve the measurement accuracy of power absorbed from an RF field in magnetic ferrite nanoparticles during hyperthermia\(^{34} \). These results motivate the present study to explore the possibility to use this method for the detection of time-resolved \( \mu \)-PCD studies in silicon. Herein, we report time-resolved \( \mu \)-PCD measurements for a silicon single crystal samples which are placed inside a microwave cavity resonator with a time constant of about 100 ns. A Q-switch laser induces extra electron-hole pairs in the sample and the laser repetition is synchronized with a train of short microwave pulses. The resulting switch-off transient is detected after each microwave pulse, which yields information about the sample photoconductivity. We present time-resolved resonator \( f_0 \) and \( Q \) data on a silicon wafer sample with \( \mu \)-PCD lifetime around 100 \( \mu s \). The measurement clearly demonstrates the utility of the pulsed resonator readout method for the detection of time-resolved microwave detected photoconductivity measurements.

II. PRINCIPLE OF THE \( \mu \)-PCD MEASUREMENTS

A. The conventional \( \mu \)-PCD method

In order to illustrate the advances of the present method, we recapture the principle of the conventional \( \mu \)-PCD studies. The conventional \( \mu \)-PCD method is based on detecting the reflection of microwaves from a semiconductor wafer. Reflection of electromagnetic waves from a material can be most conveniently described with the introduction of the wave impedance of the material\(^{20,46} \):

\[
Z = \sqrt{\frac{i \omega \mu}{\sigma + i \omega \varepsilon}}
\]

(1)

where \( \mu = \mu_0 \mu_r \) is the permeability, \( \varepsilon = \varepsilon_0 \varepsilon_r \) is the permittivity, \( \omega \) is the angular frequency of the wave, and \( \sigma \) is the conductivity of the sample. In general, \( \mu \), \( \varepsilon \), and \( \sigma \) are complex quantities. Note that Eq. (1) returns the well-known wave impedance of vacuum \( Z_0 = \sqrt{\mu_0/\varepsilon_0} \approx 377 \Omega \) for \( \mu_r = \varepsilon_r = 1 \) and \( \sigma = 0 \). For conductors, \( Z \) is denoted by the surface impedance, \( Z_s \), which highlights that electromagnetic waves penetrate only into the surface of metals. Then (\( \sigma \) finite, \( \mu_r = \varepsilon_r = 1 \)) and within the quasi-stationary approximation (\( \sigma \gg \omega \varepsilon \)), the above formula for \( Z \) returns the well-known expression for the surface impedance of \( Z_s = \sqrt{\sigma/\varepsilon_0} \). It also implicitly contains the often used complex dielectric constant for a lossy dielectric (i.e. a dielectric with a finite \( \sigma \)):

\[
\varepsilon_r = \varepsilon_r - \frac{\sigma}{\varepsilon_0 \omega} (\varepsilon_r \) is the real dielectric constant of the material).

We then consider that the material occupies the half space and it has a surface impedance of \( Z_s \). An electromagnetic wave interacts with it, which propagates in free space or in a generic waveguide (it could be a coaxial cable or a TE10 microwave waveguide) thus this medium is modeled with a wave impedance of \( Z_{wg} \). The radiation is reflected from the material and the reflection coefficient (i.e. ratio of the transmitted to reflected field voltage or amplitude), \( \Gamma \), is given as\(^{20} \):

\[
\Gamma = \frac{Z_s - Z_{wg}}{Z_s + Z_{wg}}
\]

(2)

In the so-called \( S \) parameter representation, \( S_{11} \approx \Gamma \) holds (the equality is strictly valid for zero transmission, see Ref.\(^{46} \) p. 196). For a \( \mu \)-PCD experiment in an industrial environment, the reflection is often detected by an antenna, which induces additional geometric factors but it does not affect the generic physical description in Eq. (2).

Eq. (2) is related to the usual Fresnel reflection formula of \( r = \frac{1}{\sqrt{\varepsilon}} \) (for normal incidence of electromagnetic waves from vacuum, \( n = 1 \)) by recognizing the relation between the wave impedance and the index of refraction as: \( Z = Z_0/\bar{n} \).

The complex index of refraction for a non-magnetic material reads \( \bar{n} = \sqrt{\varepsilon_r} = \sqrt{\varepsilon_r - \frac{\sigma}{\varepsilon_0 \omega}} \).

Alternatively for good conductors, the reflection at low frequencies can be approximated with the Hagen-Rubens relation:

\[
R = |r|^2 = 1 - 2 \frac{2 \varepsilon_0 \varepsilon}{\sigma} \approx 1 - 2 \frac{2 \varepsilon_0 \varepsilon}{\sigma}
\]

(3)

The reflection amplitude, \( S_{11} \), from a silicon single crystal wafer with varying resistivity is shown in Fig.\(^{11} \) for various approximations: a finite element electromagnetic modeling for the wafer covering a WR90 X-band waveguide (TE10 mode, 8-12.4 GHz), the Fresnel formula, the Hagen-Rubens relation. We found that the calculated reflections are little affected when we considered the small variation of \( \varepsilon_r \) as a function of doping, according to Ref.\(^{47} \). The figure demonstrates that the Hagen-Rubens relation falls well onto the other two calculations in its domain of validity.

Fig.\(^{11} \) also contains the experimental results. To obtain these, we covered the WR90 X-band waveguide with a series of silicon single crystal wafers with varying resistivity from
\( r = 0.528 \Omega \cdot \text{cm up to} \quad r = 10 \text{ k}\Omega \cdot \text{cm, i.e. through 4 orders of magnitude in} \ r. \) We used a copper plate covering the waveguide as \(|S_{11}| = 0 \text{ dB reference. As expected, the experimental data lies close to the result of the finite element electromagnetic modeling. The Fresnel formula also demonstrates well the general trend in the reflected amplitude, even if it deviates from the electromagnetic modeling.}

In principle, the reflection approach allows to determine the real and imaginary parts of the material parameters from the phase sensitive detection of the reflected microwaves. However, this measurement requires an accurate calibration of the reflected microwave phase. In addition, most \( \mu \)-PCD measurements, which are implemented in an industrial environment, measure the reflected microwave power only. In contrast, as we shall show below, a measurement of the material parameters in a microwave resonator allows for the automatic disentanglement of the real and imaginary parts of the material parameters.

Nevertheless, the major hindrance of the conventional \( \mu \)-PCD method is that a substantial reflection is present already in dark conditions: as Fig. 1 shows, for most cases the reflection is around 3 dB, i.e., half of the microwave power is reflected even without illumination. It clearly hinders the detection of the extra, light-induced reflection by the saturation of the detecting electronics and the always present dark background gives rise to additional shot noise.

B. The resonator based \( \mu \)-PCD method

The so-called cavity perturbation method \( ^{48,49} \) is applicable for a sample which is placed inside a microwave cavity resonator. The presence of the sample affects both the resonance frequency, \( f_0 \), and quality factor, \( Q_0 \), of the unloaded resonator. It was derived in Ref. \( ^{50} \) that the resonator perturbation for a cylinder with diameter \( a \) reads:

\[
\frac{\Delta f}{f_0} - i \Delta \left( \frac{1}{2Q} \right) = -\gamma \alpha
\]  

(4)

where \( \gamma \) is a sample size dependent constant (also depends on the cavity mode and electromagnetic field distribution). \( \Delta f \) is the shift in the resonant frequency and \( \Delta \left( \frac{1}{2Q} \right) \) is the additional, sample related loss in the cavity. The authors of Ref. \( ^{50} \) introduced the \( \alpha \) polarizability:

\[
\alpha = -2 \left( 1 - \frac{2}{ak} \frac{J_1(ak\rho)}{J_0(ak\rho)} \right)
\]  

(5)

with \( \tilde{k} = i\omega \sqrt{\mu} \sqrt{1 - \frac{i}{\omega \sigma}} \) being the complex wavenumber of the microwaves inside the material. \( J_0 \) and \( J_1 \) are Bessel functions of the first kind.

In the limit of finite electromagnetic wave penetration into the sample, Eq. (4) reduces to the better known expression which relates the resonator parameters directly to the surface impedance according to Eq. (5), as follows \( ^{20,46,49,51,52} \):

\[
\frac{\Delta f}{f_0} - i \Delta \left( \frac{1}{2Q} \right) = -i \nu Z_s
\]  

(6)

where \( \nu \) is a geometry factor (not dimensionless) that is proportional to the ratio of the sample surface to the cavity surface but it also depends on the resonator mode. We discuss an additional sample geometry and explicitly derive the relation between Eqs. (4) and (6) in the Supplementary Materials.

Eq. (4) shows that measurement of the cavity frequency shift and loss allows to disentangle the real and imaginary parts of the material wave impedance. A limitation of the method is that the geometry factor is generally unknown therefore a calibrating measurement is required to obtain absolute material parameter values. The resonator based method prevails when the relative changes in the material parameter is required as a function of time.

Fig. 2 summarizes the change of a microwave resonator parameters for a sample with varying resistivity according to Eq. (4) with the \( \epsilon_r = 11.9 \) for silicon. The behavior can be split to two regimes depending on whether the microwaves penetrate into the sample (penetration limit) or whether it is limited by the skin-effect. For the earlier, the shift is constant and the loss, \( \Delta (1/2Q) \), is linear to \( \sigma \). In the latter, the skin limit, the real and imaginary parts of \( Z_s \) are equal and are both proportional to \( 1/\sqrt{\sigma} \). This correspondence allows to
obtain the material parameters from the measurement of the cavity, besides the $\nu$ geometry factor. However, the major advantage of using the microwave resonators is the essentially null measurement it provides.

We emphasize that Eq. (4) gives the cavity perturbation formula for an arbitrary value of $\sigma$ and $\epsilon_r$. Often one discusses the two extremal cases for the cavity perturbation only: e.g. for $\mu$-PCD studies on gas or liquid plasma\textsuperscript{22} or on materials with a low conductivity\textsuperscript{22} the penetration limit is discussed only, whereas the skin-limit with the surface impedance description is used for good conductors\textsuperscript{22}. While the full analysis of $\sigma$ and $\epsilon_r$ can be performed for the case of cavity perturbation, this is beyond the scope of the present contribution and we focus on the technical development, i.e. on the time-resolved measurement of the resonator shift and loss.

III. THE RESONATOR BASED PHOTOCONDUCTIVITY MEASUREMENT

A. The measurement setup

Our setup for the time-resolved $\mu$-PCD measurement is shown in Fig. 3 including both the conventional (upper panel) and the novel, resonator based approach (lower panel). A Q-switch pulse laser (527 nm Coherent Evolution-15, Nd:YLF) with 1 kHz repetition frequency and $\sim$ 300 ns pulse duration is used for the excitation of charge carriers in the semiconductor samples. We note that the 527 nm excitation is capable of photoexciting charge carriers in silicon, even though its band edge is around 1100 nm, which would be a more efficient wavelength for such purposes.

The microwave source is a PLL locked synthesizer (HP-Agilent 83751B or a Kühne Electronic GmbH model MKU LO 8-13 PLL) which drives the LO of an IQ mixer (Marki Microwave IQ0618LXP double-balanced mixer, LO/RF: 6-18 GHz, IF: DC-500 MHz, 7.5 dB conversion loss). The mixer downconverts the incoming RF signal and the I and Q signals are digitized with an oscilloscope (Tektronix MDO-3024, BW=200 MHz).

Optionally, the RF signal can be amplified by a low noise amplifier (LNA, JaniLab Inc., NF=1.4 dB, Gain=15 dB, 1 dB compression point, P1dB, 10 dBm), which is indicated by a dashed box in the figure. Both the LO and RF inputs of the mixer are isolated galvanically from the rest of the circuit with band-pass (8-12 GHz) DC-blocks. The rising edge of the laser pulses are detected with a fast photodiode (Thorlabs DET36A/M) which provides a jitter-free trigger signal.

This signal triggers the oscilloscope in the conventional setup: therein a standard X-band (8-12.4 GHz) WR90 waveguide is used to irradiate samples. The silicon wafers fully cover the waveguide and are illuminated by the light, whose beam aperture is such that it roughly covers the entire waveguide opening. We checked that the laser illumination from
the front (i.e. opposite to the microwave irradiation direction) gives qualitatively identical results to those when the sample is irradiated from the back (i.e. parallel to the microwave irradiation direction). The only difference is that irradiation from the back results in smaller signals as the microwave waveguide limits the insertion of light. A standard X-band circulator (Ditom Microwave Inc.) acts as duplexing unit between the exciting and reflected microwaves.

In the novel setup, the sample is inside a microwave cavity resonator operating in the TE011 mode (with an unloaded quality factor \(Q_0 \approx 5000\)) and we use it in transmission. The cavity is undercoupled for both the input and output (\(\beta_{\text{input}} \approx \beta_{\text{output}} \approx 1/3\)) which represents a compromise between the resonator bandwidth and transmitted signal. The parameters of the resonator are measured with the transient method, the exciting microwaves are pulsed, which forces the cavity to transmit microwaves in a transient state. Although the exciting carrier frequency, \(f_{\text{LO}}\), does not necessarily match the resonator eigenfrequency, still the transient signal oscillates on the resonant frequency of the cavity, \(f_0\). The carrier of the excitation frequency, \(f_{\text{LO}}\), is intentionally detuned from \(f_0\) in order to detect the transient with an intermediate frequency around 5...10 MHz, which removes the 1/f noise of the mixer.

The microwave pulses are formed with a fast PIN diode switch (Advanced Technical Materials, S1517D, 5 ns 10-90% rise-fall transient) which is driven by a TTL signal. This signal contains a switch-on of 0.5 \(\mu\)s and is repeated every 2 \(\mu\)s. The duration and repetition are well suited for our cavity with \(\tau \approx 100\) ns but these could be further reduced for a cavity with a lower \(Q\), which would allow for the detection of even faster transients. The optical trigger provides the synchronizing signal for an arbitrary waveform generator (Siglent SDG1025) which generates a train of TTL pulses.

### B. Resonator transient measurements

An example for the time-resolved microwave cavity transient method is depicted in Fig. 4. The Q-switch laser pulse (1 ms repetition rate) triggers a train of pulses (each with a duration of 0.5 \(\mu\)s followed by another 1.5 \(\mu\)s waiting time) which drives the microwave PIN diode. The microwave cavity responds with switch-on and off transients. We measure the microwave transients immediately after switching off the microwave excitation as therein the exciting microwave signal is absent. Thus the transient contains information about the resonator only, free from any further signals and can thus be considered as a null measurement of the relevant information.

Two examples for such IQ traces are shown in Fig. 4 for different time delays after the light pulse. These signals are then Fourier transformed to which Lorentzian curves can be fitted. The fitting yields the eigenfrequency and bandwidth of the cavity as a function of the time delay. These directly give the microwave resonator shift and loss, which allows determination of the material parameters according to Eq. 50. This type of measurement can be also conveniently shown in a three-dimensional contour plot. In Fig. 5, we show the re-

**FIG. 4.** Scheme of the cavity transient detected \(\mu\)-PCD. The resonator transients appear as a train of signals, which contain transients with different frequency and linewidth depending on the state of the sample (Upper panel). Two examples for such quadrature detected traces (I and Q signals) are shown for different delay times after the light pulse (Lower panel). These traces are Fourier transformed to yield the microwave cavity resonance curves.

**FIG. 5.** Time-resolved microwave cavity detected \(\mu\)-PCD traces for a silicon sample \((\rho = 19.7 \Omega \text{ cm})\). The contour plot was obtained by recording consecutive cavity transients after a switch on duration of 0.5 \(\mu\)s and a repetition time of 2 \(\mu\)s. The contour plot has a logarithmic scale to better show the smaller trace values. Solid curve is the shifting of the resonator \(f_0\) with respect to the LO frequency and dashed curves indicate the value of the half width of the Lorentzian. The vertical separation between the two dashed curves is the resonator bandwidth. The profiles on the right hand side are from the indicated time positions.
result of the time-resolved resonator readout method for a single crystal silicon wafer sample ($\rho = 19.7 \, \Omega \, \text{cm}$) with a relatively long (about 100 $\mu$s) charge carrier recombination time. The contour plot also shows the time-dependent $f_0 - f_{1,0}$ (solid curve) and the half maximum value points of the Lorentzian (dashed curves). The vertical separation between the latter two curves is the resonator bandwidth, $BW$, which gives $Q = f_0/BW$. A clear time dependence of both $f_0$ and $Q$ is observable from the data. The right hand side of Fig. 5 shows individual Lorentzian resonance profiles which are shown for three different time delays.

Fig. 6 shows a time-resolved resonator detected $\mu$-PCD traces for an ultrafast case. The sample is a silicon wafer ($\rho = 0.5 \, \Omega \, \text{cm}$). Each individual $f_0 - f_{1,0}$ and FWHM data points were obtained from consecutive cavity transients containing a switch on duration of 50 ns and a repetition time of 200 ns. The latter time resolution, $\Delta t$, is indicated by an arrow (not to scale). Note that the cavity is strongly loaded with this sample, thus $Q \approx 250$.

FIG. 6. Demonstration of the time-resolved microwave cavity detected $\mu$-PCD traces for an ultrafast case. The sample is a silicon wafer ($\rho = 0.5 \, \Omega \, \text{cm}$). Each individual $f_0 - f_{1,0}$ and FWHM data points were obtained from consecutive cavity transients containing a switch on duration of 50 ns and a repetition time of 200 ns. The latter time resolution, $\Delta t$, is indicated by an arrow (not to scale). Note that the cavity is strongly loaded with this sample, thus $Q \approx 250$.

Finally, we highlight several key points of the present development: our approach does not require frequency stabilization, or APC, which was required in alternative studies\cite{10,11,12}, except that the irradiating microwave pulse should be within about 10-100 times the resonator BW with respect to the resonance frequency. Another important aspect is that we obtain the resonator parameters, $f_0$ and $Q$, directly from the data, without the need for an involved modeling of the microwave cavity transmission or reflection. Nevertheless, obtaining the time-dependent material parameters ($\sigma$ and $\epsilon$) also requires a calculation according to Eq. (3).

The utility of the present method in an industrial environment remains to be addressed. We believe that it may find better applications in the research of novel semiconductors such as e.g. novel photovoltaic perovskites\cite{15,16} and low dimensional semiconductor materials including carbon nanotubes\cite{17,18}, graphene\cite{19,20}, transition metal dichalcogenides\cite{21}, and black phosphorus\cite{22,23}. For such materials sensitivity to material parameters, as well as a sensitive (i.e. background reflection free) measurement of the $\mu$-PCD signal are important rather than the large throughput study of an industrial investigation.

IV. SUMMARY

In summary, we presented an improved approach to detect photoinduced conductivity in semiconductors using microwave resonators. Previous studies with microwave resonators have yielded material parameters after involved modeling or with a slow time dynamics (beyond a few ms-second). Our approach yields directly the resonator parameters, which are in turn related to the material parameters. It is based on the detection of the transient response of a microwave cavity. While the method encompasses all the known benefits of resonators in terms of sensitivity and accuracy, its ultimate time resolution is the resonator time constant which can be as low as a few ns.
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Appendix A: Physical background of the \( \mu \)-PCD measurement

In this section, we summarize the most important background knowledge and some supplementary data to the main text.

![Graph](image-url)

**FIG. 7.** \( \mu \)-PCD traces for a silicon single crystal with \( \rho = 19.7 \, \Omega \cdot \text{cm} \) resistivity for various irradiation powers (\( \lambda = 527 \, \text{nm} \)). Note that 1 W average power corresponds to 1 mJ pulse energy.

In Fig. 7, we show the \( \mu \)-PCD results for a silicon single crystal sample which was detected with the conventional method: a silicon wafer covered entirely a WR90 waveguide. The reflected microwaves were detected from it with and without light illumination. In order to calibrate the vertical scale of the \( \mu \)-PCD traces, it is desired to calibrate the reflected microwave signal voltage by samples with known resistivity. This would enable to obtain the amount of additional charge carriers from the microwave signal. In the following, we denote the reflected signal by \( S_{\text{DC}} \) without illumination, and the additional light-induced signal by \( S_{\text{AC}} \). We denote the corresponding reflection amplitudes, the \( S_{11} \) parameter, as "dark" and "illuminated".

Dashed curve is a purely phenomenological interpolation function (i.e. without any theoretical background) which enables to read out the \( |S_{11}| \) versus \( \rho \) correspondence. We used

\[
|S_{11}| = -7.08 + \exp \left( \frac{\rho}{0.74} \right)
\]

Clearly, when illuminated, there is an extra reflection due to the metallicity of the sample. The extra reflection can be connected to a modified sample resistivity as arrows depict in the figure. This "illuminated-resistivity" can be used to determine the amount of light-induced excess charge carrier content from the well-known doping versus resistivity plots\({}^{34,55}\).

This enabled us to determine the excess charge carrier concentration \( \Delta n_{\text{E}}(t) \) for each measurement as a function of time.

The latter information is available from the \( \mu \)-PCD traces which contain the time-dependent \( |S_{11}| \).

To complete the analysis, we require the charge carrier recombination time, \( \tau_c \), from the \( \mu \)-PCD traces, also as a function of time. It is known for the light-induced excess charge carriers that the recombination rate depends on the excess charge carrier concentration itself. This leads to a time dependence of \( \tau_c \) itself. This can be modelled as

\[
\Delta n_{\text{E}}(t) = A \times \exp \left( \frac{-t}{\tau_c(t)} \right)
\]

We obtain:

\[
\tau_c = \left( \frac{\ln \Delta n_{\text{E}}(t) - \ln A}{t} \right)^{-1} \tag{A1}
\]

In practice, the \( \ln A \) constant subtraction can be performed, which yields the time-dependent \( \tau_c \).

Fig. 8 shows the result of our analysis: namely \( \tau_c \) versus \( \Delta n_{\text{E}} \) is shown for various exciting laser powers. Ideally, all curves with different powers should fall on one another which is not the case in our data. We speculate that this is due to either heating of the sample or due to charge carrier diffusion. The latter effect influences the microwave reflectivity as the charge carrier concentration is inhomogeneous along the depth profile of the wafer. Nevertheless, the trends for all curves agree well with the literature data from Ref. 3, especially around the longest \( \tau_c \).

The excess charge carrier lifetime is limited by various relaxation rate contributions as follows:

\[
\frac{1}{\tau_c} = \frac{1}{\tau_{\text{rad}}} + \frac{1}{\tau_{\text{Auger}}} + \frac{1}{\tau_{\text{SRH}}} \tag{A2}
\]
where $\tau_{\text{rad}}$, $\tau_{\text{Auger}}$, $\tau_{\text{SRH}}$ are the radiative, Auger, ShockleyReadHall lifetime contributions, respectively. The radiative lifetime, i.e. electron-hole radiative recombination is significant at high electron-hole concentrations. Similarly, the Auger process (the electron-hole recombination energy is taken away by a free charge carrier) becomes significant for high excess charge carrier concentrations. The ShockleyReadHall process occurs due to impurities which form mid-gap states, e.g. Fe and Cr are known to be typical contaminant is silicon. The SRH process probability decreases on mid-gap states, e.g. Fe and Cr are known to be typical contaminants. Thus measurement of $\tau_s$ for low $\Delta n_E$ provides a direct monitoring mean of the impurity content, which is employed in industrial silicon wafer characterization.

Fig. 10 shows the contributions from the different excess charge recombination mechanisms and also the resulting total $\tau_s$ for a given Fe impurity content. We also show our data taken at 1500 mW. Note that at the lowest excess charge carrier concentration, our $\tau_s$ value tends to 25 $\mu$s which is 10 times longer than the example shown herein, indicating an Fe impurity content (provided Fe is the dominant impurity) below $10^{12}$ cm$^{-3}$.

Appendix B: Relation between the generic resonator perturbation and the surface impedance

1. The case of a cylinder

Based on Ref. 50, we gave the generic expression for the resonator perturbation for a cylinder with diameter $a$ as:

$$\alpha = -2 \left(1 - \frac{2}{ak} \frac{J_1(ak)}{J_0(ak)}\right)$$  \hspace{1cm} (B2)"

with $\tilde{k} = i\omega\sqrt{\mu \epsilon} \sqrt{1 - \frac{1}{Q^2}}$ being the complex wavenumber of the microwaves inside the material. $J_0$ and $J_1$ are Bessel functions of the first kind.

We then consider the case of finite penetration, i.e. when $\text{Im}(\tilde{k}) \rightarrow \infty$. Then

$$\lim_{\text{Im}(\tilde{k}) \rightarrow \infty} \alpha = \lim_{\text{Im}(\tilde{k}) \rightarrow \infty} -2 \left(1 - \frac{2}{ak} \frac{J_1(ak)}{J_0(ak)}\right) = -2 + \frac{4i}{ak} \sim \text{const.} + iZ_s.$$  \hspace{1cm} (B4)"

FIG. 9. $\tau_s$ as a function of the excess charge carrier concentration. Solid curve is a literature data from Ref. 3.

FIG. 10. Contribution of the different charge recombination processes to the excess charge carrier lifetime after Ref. 3. Symbols are the data points from our measurement at 1500 mW average power. Note the log scale for the charge carrier lifetime.

\[
\frac{\Delta f}{f_0} - i\Delta \left(\frac{1}{2Q}\right) = -\gamma \alpha \quad \text{(B1)}
\]

where $\gamma$ is a sample size dependent constant (also depends on the cavity mode and electromagnetic field distribution). $\Delta f$ is the shift in the resonant frequency and $\Delta \left(\frac{1}{2Q}\right)$ is the change in the resonator bandwidth, BW, (or FWHM) given that $Q = f_0/BW$ thus $1/2Q = \text{HWHM}/f_0$, where we introduced HWHM (half width at half maximum). The authors of Ref. 50 introduced the $\alpha$ polarizability:

\[
\alpha = -2 \left(1 - \frac{2}{ak} \frac{J_1(ak)}{J_0(ak)}\right) \quad \text{(B2)}
\]
The relation between the surface impedance and the wave vector is as follows: 
\[ Z_s = Z_0/\sqrt{n} \]
and \( \bar{k} = \omega n/c \) (with \( c \) being the speed of light), which yields:
\[ Z_s = Z_0 \omega/\bar{k}c = Z_0/\bar{k}\lambda_0, \]
where \( \lambda_0 \) is the wavelength of the electromagnetic wave in vacuum.

We have also used the identity:
\[ \lim_{y \to \infty} \frac{J_1(x + iy)}{J_0(x + iy)} = i \]  \hspace{1cm} (B5)

The const. in Eq. (B4) expresses the fact that the resonator shift is referenced to a perfect conductor (\( \sigma = \infty \)), i.e. one which expels all the electromagnetic fields. This derivation leads us to the well-known formula for the resonator perturbation, which contains the surface impedance:
\[ \frac{\Delta f}{f_0} \sim \frac{1}{2Q} \]
where \( \nu \) is a geometry factor (not dimensionless) that is proportional to the sample surface to the surface of the cavity but it also depends on the resonator mode.

We also note that the shown Re and Im values of \( \alpha \) can be obtained to match one another when these are shifted by a constant for the case of \( \sigma \to \infty \).

2. The case of a sphere

Similarly as before, we can calculate the polarizability of sphere samples from the Helmholtz equation, then we can obtain \( \Delta f \) and \( \Delta \left( \frac{1}{2Q} \right) \) from Eq. (B1). The polarizability of a sphere sample with diameter \( a \) is:
\[ \alpha = -\frac{3}{2} \left( 1 - \frac{3}{a^2 k^2} + \frac{3}{ak} \cot \left( \frac{\bar{k}}{a} \right) \right), \]  \hspace{1cm} (B7)

where the complex wavenumber is the same as before.

In the case of finite penetration:
\[ \lim_{\text{Im}(\bar{k}) \to \infty} \alpha = \lim_{\text{Im}(\bar{k}) \to \infty} -\frac{3}{2} \left( 1 - \frac{3}{a^2 k^2} + \frac{3}{ak} \cot \left( \frac{\bar{k}}{a} \right) \right) = \]  \hspace{1cm} (B8)
\[ -\frac{3}{2} + \frac{9i}{2ak} \sim \text{const.} + iZ_s, \]  \hspace{1cm} (B9)

where we use the identity:
\[ \lim_{y \to \infty} \cot (x + iy) = -i. \]  \hspace{1cm} (B10)

Note that, the const. terms are different in Eq. (B4) and Eq. (B9) due to the different sample geometry.

Appendix C: The effect of the dielectric constant on the cavity perturbation

In Fig. [11], we show the effect of a finite \( \epsilon_r \) for the resonator shift and loss as calculated for a cylinder with varying diameter. Note that in the absence of displacement current related effects (\( \sigma \gg \epsilon \omega \)), both the loss and resonator shift terms have the same magnitude. The figure also shows the asymptotic behaviors (dotted curves) for the skin limit: \( \text{Loss} \sim 1/\sqrt{\sigma} \), and for the penetration limit: \( \text{Loss} \sim \sigma \) behaviors.

Appendix D: A lumped circuit model calculation of the resonator enhancement effect

We first consider a conventional RLC circuit whose frequency-dependent impedance reads near resonance (\( \omega_0 = 1/\sqrt{LC} \)):
\[ Z(\omega)_{\text{unmatched}} \approx R + i2RQ_0 \frac{\omega - \omega_0}{\omega_0}, \]  \hspace{1cm} (D1)
where the unloaded quality factor reads \( Q_0 = L\omega_0/R \).
We then consider an RLC circuit whose impedance is matched to the wave impedance of the waveguide, \( Z_0 \). One can model the matching of microwave resonators by the lumped circuit model in Fig. 12 after Refs. 20 and 56. The frequency dependent impedance of such a resonator near the resonance, \( \omega \approx \omega_0 \), reads:

\[
Z(\omega)_{\text{matched}} \approx Z_0 \pm i2Z_0 Q \frac{\omega - \omega_0}{\omega_0}, \tag{D2}
\]

where \( Q = Q_0/2 \) is the quality factor of a critically coupled resonator.

The minus sign difference stems from the type of matching element; the sign is + for a capacitive and - for inductive matching (such as that in the figure). Clearly, the difference between Eq. (D2) and Eq. (D1), is that on resonance its impedance is transformed from the original \( R \) to \( Z_0 \). It is less well known that this transformation property is the principal underlying factor why one uses resonators at all, and how the presence of resonators essentially magnify the sensitivity of material properties measurements.

To demonstrate this, we explicitly express the dependence of the matched resonator parameters on the circuit parameters and then we consider a small perturbation to \( R \). The perturbation can be thought of as a small extra absorption in the circuit due to the presence of a sample (or eddy current). It can be shown without the loss of generality that similar conclusion can be drawn when the inductivity in the original circuit is perturbed, e.g. by a piece of a magnetic sample such as that using magnetic resonance.

Ref. 20 derives that for the above circuit the resonance and impedance matching conditions are:

\[
L^2 \omega_0^2 = RZ_0, \tag{D3}
\]

where \( \omega_0 = 1/\sqrt{C(L+C)} \) holds.

Clearly, this equation sets the value of \( L \). In the high \( Q \) limit, \( Z_0 \gg R \), thus \( L \ll L \), it thus also shows that the resonance frequency is only slightly shifted with respect to \( \omega_0 = 1/\sqrt{LC} \).

We then consider the sensitivity of the circuit return impedance (or \( Z(\omega) \)) with respect to \( R \). This is obtained from the change in the corresponding impedances as a function of a small perturbation in \( R \): \( R \to R + \Delta R \). We obtain:

\[
\Delta \Re Z_{\text{unmatched}}(\Delta R) = \frac{\partial \Re Z_{\text{unmatched}}}{\partial R} \bigg|_{\omega=\omega_0} \Delta R = \Delta R. \tag{D4}
\]

where we used that for an unmatched circuit, such as that described by Eq. (D1), the following derivative reads:

\[
\frac{\partial \Re Z_{\text{unmatched}}}{\partial R} \bigg|_{\omega=\omega_0} = 1. \tag{D5}
\]

The sensitivity of the real part impedance of a matched circuit is on the other hand:

\[
\Delta \Re Z_{\text{matched}}(\Delta R) = \frac{\partial \Re Z_{\text{matched}}}{\partial R} \bigg|_{\omega=\omega_0} \Delta R = \frac{Z_0}{R} \Delta R. \tag{D6}
\]

where we used that for the impedance of the matched circuit described by Eq. (D1) the derivative reads:

\[
\frac{\partial \Re Z_{\text{matched}}}{\partial R} \bigg|_{\omega=\omega_0} = \frac{Z_0}{R}. \tag{D7}
\]

We note that the corresponding first order derivatives for the imaginary parts vanish near resonance for both cases. The striking fact about Eqs. (D4) and (D6) is that the matched circuit appears to act as an impedance transformer by \( Z_0/R \). We also note that other cases of the resonator perturbation can be similarly considered. E.g. when the resonator is perturbed by a magnetic material, its effect can be taken into account as a (complex) magnetic susceptibility. The \( \chi'' \) acts as if \( R \) was perturbed by \( L\omega_0 \chi'' \). Thus the above argument applies and the sensitivity for this perturbation reads and its effect is amplified by \( Z_0/R \).

The real part, \( \chi' \) perturbs \( L \) by \( \Delta L = L\omega_0 \chi' \), which has an effect on the imaginary part of \( Z(\omega) \). This case:

\[
\Delta \Im Z_{\text{unmatched}}(\Delta L) = \frac{\partial \Im Z_{\text{unmatched}}}{\partial L} \Delta L = 2L\omega_0 \chi' \frac{\omega - \omega_0}{\omega_0}. \tag{D8}
\]

For the matched case, we obtain:

\[
\Delta \Im Z_{\text{matched}}(\Delta L) = \frac{\partial \Im Z_{\text{matched}}}{\partial L} \Delta L = \frac{Z_0}{R} 2L\omega_0 \chi' \frac{\omega - \omega_0}{\omega_0}. \tag{D9}
\]

The \( Z_0/R \) enhancement factor is often mistaken by an enhancement effect by \( Q \) (or \( Q_0 \)), the reason being that for most resonators \( Z_0 \approx L\omega_0 \) holds thus \( Z_0/R \approx L\omega_0/R = Q_0 \). The \( L\omega_0 \approx Z_0 \) can be motivated for a waveguide and a corresponding resonator: a fundamental mode rectangular resonator with a mode of TE101, which is made out of a half wavelength section of a TE10 cylindrical waveguide. For both the TE101 cavity and for the \( \lambda/2 \) TE10 section, the inductivity is \( L \), and capacitance is \( C \). Given that \( Z_0 = \sqrt{L/C} \) and \( \omega_0 = 1/\sqrt{LC} \), we get exactly \( Z_0 = L\omega_0 \). Similar arguments hold for other types of resonators such as e.g. a \( \lambda/2 \) resonator made of a coplanar waveguide.20

We finally show that one observes a similar up-transformation (i.e. enhancement) effect for the reflection coefficient. Again, we consider the case of the unmatched and
matched circuits described by Eqs. (D4) and (D6), respectively. The reflection coefficients read near resonance (assuming $Z_0 > R$ due to the large $Q$):

$$\Gamma_{\text{unmatched}} = \frac{R - Z_0}{R + Z_0} \approx 1 - \frac{2R}{Z_0}, \Gamma_{\text{matched}} = \frac{Z - Z_0}{Z + Z_0} = 0,$$

thus the reflection coefficient is close to 1 for the unmatched case which is often disadvantageous, whereas the matched case represents a null measurement. Therefore the sensitivity of the reflection coefficient is enhanced by

$$\frac{\partial Z_{\text{unmatched}}}{\partial R} \bigg|_{\omega = \omega_0} \approx -\frac{2}{Z_0}, \frac{\partial Z_{\text{matched}}}{\partial R} \bigg|_{\omega = \omega_0} \approx \frac{1}{2R}.$$ \hfill (D10)

Therefore the sensitivity of the reflection coefficient is enhanced by $Z_0/4R$ for the case of the matched circuit as compared to the unmatched case.

Appendix E: The resonator advantage over a conventional reflection setup

The above discussion is valid for a conventional reflection setup, where the reflected RF voltage is detected with a continuous wave irradiation. As it was shown, the reflectometry method is more sensitive for a matched resonator that for a simple unmatched circuit.

It is also worth discussing the case when the resonator parameters, the frequency shift ($\Delta f$) and the $Q$ factor change ($\Delta \left(\frac{1}{2Q}\right)$), are measured directly. Without the loss of generality, we consider the case of a magnetic sample, whose effect can be well demonstrated. The magnetic sample with a complex susceptibility of $\chi$ perturbs a solenoid of an RF circuit as: $L \rightarrow L(1 + \eta \chi)$, where $\eta$ is the filling factor. Such a sample perturbs the resonator parameters as $^{46,56}$.

$$\frac{\Delta f}{f_0} - i\Delta \left(\frac{1}{2Q}\right) = -\eta \chi$$ \hfill (E1)

In the following, we describe the error of the $\eta \chi$ measurement for the non-resonant and resonant cases. In the conventional reflectometry technique, it is obtained from the reflection coefficient, $\Gamma$. We consider a waveguide with wave impedance $Z_0$, which is terminated by an inductor with inductance $L$. We then introduce the empty reflection coefficient (i.e. without the sample), $\Gamma_{\text{empty}}$, and that with the sample, $\Gamma_{\text{sample}}$. This gives:

$$\eta \chi \approx \frac{iL\omega + Z_0}{iL\omega} (\Gamma_{\text{sample}} - \Gamma_{\text{empty}}),$$ \hfill (E2)

where we retained leading order terms in $\eta \chi$ only.

We introduce the standard error of the respective measurements as $\sigma (\cdot)$. Error propagation dictates that

$$\sigma (\mu)_{\text{non-resonant}} = 2 \frac{\sigma (\gamma)}{\Gamma}.$$ \hfill (E3)

the $||$ notation is employed as $\mu$ is a complex quantity. Our experience with the conventional reflectometry setup using VNA shows that the quantity on the right hand side is about $10^{-3}..10^{-4}$, which fixes the attainable accuracy of the susceptibility measurement.

On the other hand, we showed previously $^{31,32}$ that the standard error of $\frac{\Delta f}{f_0}$ can be expressed as:

$$\frac{\sigma (\Delta f)}{f_0} = \frac{\sigma (\Delta f)}{BW} = \frac{1}{Q} \frac{\sigma (\Delta f)}{BW}.$$ \hfill (E4)

where we introduced the resonator bandwidth, $BW$, which is related to the $Q$ as $f/BW = Q$. We assumed that $f_0$ is error free as it is a dividing constant. We showed in Refs. $^{31}$ and $^{32}$ that the quantity $\frac{\sigma (\Delta f)}{BW}$ is typically $10^{-3}..10^{-4}$. Clearly, a comparison between Eqs. (E3) and (E4) yields that again, the enhancement in the accuracy of the resonator based measurement is $Q$-fold.

The enhancement can be obtained similarly for the $Q$ factor change, by realizing that the error of the shift measurement is the same as the measurement of the $BW$ as it was shown in Refs. $^{31}$ and $^{32}$.