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Abstract
The current practice in virtual human dialogue systems is to use professional human recordings or limited-domain speech synthesis. Both approaches lead to good performance but at a high cost. To determine the best trade-off between performance and cost, we perform a systematic evaluation of human and synthesized voices with regard to naturalness, conversational aspect, and likability. We also vary the type (in-domain vs. out-of-domain), length, and content of utterances, and take into account the age and native language of raters as well as their familiarity with speech synthesis. We present detailed results from two studies, a pilot one and one run on Amazon’s Mechanical Turk. Our results suggest that a professional human voice can supersede both an amateur human voice and synthesized voices. Also, a high-quality general-purpose voice or a good limited-domain voice can perform better than amateur human recordings. We do not find any significant differences between the performance of a high-quality general-purpose voice and a limited-domain voice, both trained with speech recorded by actors. As expected, in most cases, the high-quality general-purpose voice is rated higher than the limited-domain voice for out-of-domain sentences and lower for in-domain sentences. There is also a not statistically significant trend for long or negative-content utterances to receive lower ratings.
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1. Introduction
Virtual humans are artificial conversational agents designed to mimic the behavior of real humans (Gratch et al., 2002; Swartout et al., 2006; Traum, 2008; Traum et al., 2008). The perceived naturalness of a virtual human is a mixture of aspects, such as appearance, voice, gestures, etc. In fact, studies have shown that behavior can be more important than appearance (Cassell and Tartaro, 2007). In this paper we focus on the aspect of voice. In order for virtual humans to successfully simulate real humans, they need to sound natural and also give the impression that they are engaged in the conversation when interacting with real humans.

When building a virtual human dialogue system, a major decision is whether to use human recordings or synthesized speech. The advantage of using human recordings is obviously performance. But this high quality comes at the high cost of hiring a professional actor to record the lines that the virtual human will utter. Furthermore, once we decide to expand the system by adding more lines, the actor has to be hired again to record the new lines. The alternative is to use speech synthesis. Current state-of-the-art speech synthesizers have reached high levels of naturalness and intelligibility for neutral read aloud speech. However, synthesized speech generated using neutral read aloud data lacks all the attitude, intention, and spontaneity associated with everyday conversations (Andersson et al., 2010). Note that building a synthesized voice usually requires hiring an actor to record a large number of sentences plus the additional effort of processing these recordings. To improve the quality of speech synthesis in a particular domain, an alternative approach to general-purpose speech synthesis is limited-domain speech synthesis (Black and Lenz, 2000). A limited-domain synthesized voice is trained using material from the domain where it will be deployed in order to achieve high-quality speech synthesis within this domain. Note that recently there have been attempts to build synthesized voices especially for conversational purposes (Andersson et al., 2010; Marge et al., 2010; Andersson et al., 2012).

For the above reasons, the current practice in virtual human dialogue systems (especially systems that are targeted to real users) is to use professional human recordings or limited-domain speech synthesis. The problem is that, as previously discussed, both approaches can be very costly and time consuming. The question that arises is whether the performance of professional human recordings or limited-domain synthesized speech justify their cost. Are professional human recordings and limited-domain synthesized voices better than amateur human recordings or general-purpose synthesized voices? And if yes, how much better are they? Furthermore, how does the performance of human and synthesized voices vary depending on the length and content of the utterance? Also, what is the importance of the age of the listeners, their native language, and their familiarity with speech synthesis?

To our knowledge no one has systematically addressed these issues. There has been some work on comparing the effect of synthesized vs. human speech on the interaction with a dialogue system, e.g. a virtual patient dialogue system (Dickerson et al., 2006) and an intelligent tutoring dialogue system (Forbes-Riley et al., 2006), but none of these studies has compared professional vs. amateur human recordings or limited-domain vs. general-purpose synthesized voices. Moreover, none of these studies has considered the effect of the type (in-domain vs. out-of-domain), length, and content of utterances on performance.
In this paper we aim to answer these questions. We perform two studies, one small-scale pilot study and one large-scale study on Amazon’s Mechanical Turk (MTurk, http://www.mturk.com), and compare a variety of human and synthesized voices based on several criteria, i.e. naturalness, conversational aspect, and likability. We also vary the type (in-domain vs. out-of-domain), length, and content of utterances (see section 2), and we take into account the age and native language of the participants as well as their familiarity with speech synthesis.

The paper is structured as follows. In section 2, we describe our corpus of sentences that were spoken by humans or synthesized by speech synthesis engines. In section 3 we present the voices that we compared. Section 4 is about our experimental setup and sections 5 and 6 present our results. Finally, section 7 discusses our findings and section 8 concludes.

2. Our Corpus of Sentences

Our virtual human dialogue system called Simcoach (Rizzo et al., 2011) aims to motivate military personnel and family members to take the first step and seek information and advice with regard to their health care, in particular depression and post-traumatic stress disorder. The system and the user communicate with natural language. More specifically, the user types text and the system responds using speech and non-verbal behavior. The current Simcoach system uses professional human recordings for the system utterances. In Figure 1 we can see the web interface of Simcoach.

We selected 200 sentences in the Simcoach domain, out of which 100 were included in the data set used for training our two limited-domain synthesized voices (see section 3). We also selected 30 out-of-domain sentences. An example of an in-domain sentence is “well I’m just trying to get some info so I can help you better” and an example of an out-of-domain sentence is “this TV show is hilarious, don’t you think so?”. The sentences (both in-domain and out-of-domain) varied in length (long, i.e. > 5 words and short, i.e. up to 5 words) and content (positive, neutral, and negative). An example of positive content is “that was the best meal ever”, an example of neutral content is “I prefer reading the news online”, and an example of negative content is “it makes me feel unhappy and hopeless”. To measure inter-annotator agreement, two experienced annotators annotated 400 sentences for their content. For 332 sentences (83%) there was agreement between the annotators, i.e. the annotators agreed that these sentences had positive or neutral or negative content. From the sentences where there was disagreement (68 in total, 17%) only 4 were short in length. For our evaluation we selected only sentences where there was agreement between the annotators. In Table 1 we can see the distribution of sentences used in our evaluation with respect to the domain, length, and content. In our pilot study we used only sentences with positive content.

3. Human and Synthesized Voices

We compare professional and amateur human voices and 4 synthesized voices (2 general-purpose and 2 limited-
domain ones). One professional actor and one speech synthesis expert recorded approximately 1300 sentences in our Simcoach domain plus some general sentences to improve coverage. These recordings were used for building our two limited-domain unit-selection synthesized voices (Black and Taylor, 1997; Black and Lenzo, 2000). More specifically, for our studies we use the following human and synthesized voices:

- Professional actor’s voice (PROF): The 100 in-domain sentences of our corpus (see section 2) were recorded by a professional actor. These were a subset of the recorded sentences used for training the first limited-domain voice (see below).

- Amateur person’s voice (AMAT): The 230 sentences of our corpus were recorded by an amateur, neither actor nor speech synthesis expert. Due to some problems with these amateur recordings (low audio volume) we only kept 67 in-domain utterances for our pilot study.

- High-quality general-purpose voice (GEN-HIGH): The 230 sentences of our corpus were synthesized using a custom high-quality commercial unit-selection voice developed by CereProc Ltd (Aylett et al., 2006) for USC/ICT. This voice was trained on material unrelated to our domain. This material was recorded by a professional actor (different from the actor whose speech was used for our professional human recordings and one of the limited-domain voices).

- First limited-domain voice (LD1): The 230 sentences of our corpus were synthesized using a limited-domain unit-selection voice. This voice was trained with the recordings of a speech synthesis expert; approximately 1300 recorded sentences in our domain plus some additional general material to improve coverage. Again, this voice works with Flite.

- Lower-quality general-purpose voice (GEN-LOW): The 230 sentences of our corpus were synthesized using a lower-quality diphone-based voice (Microsoft Sam).

Note that for our pilot study we used only sentences with positive content, which means that we ended up with 40 utterances for PROF, 30 for AMAT, and 85 for each of the synthesized voices. For our MTurk experiment we used utterances from all content categories.

4. Experimental Setup

We performed two studies, one small-scale pilot study and one large-scale study run on Amazon’s Mechanical Turk (MTurk). Below we provide details about our experimental setup in both studies.

4.1. Pilot Study

In our pilot study each participant was asked to listen to 12 utterances (2 from each human or synthesized voice category) and answer the following 3 questions on a 5-point Likert scale:

- Question 1: Does this utterance sound natural? (1=very unnatural, 2=somewhat unnatural, 3=neither natural nor unnatural, 4=somewhat natural, 5=very natural)

- Question 2: Is this an isolated prompt or taken from a conversation? (1=definitely isolated prompt, 2=maybe isolated prompt, 3=cannot decide, 4=maybe taken from a conversation, 5=definitely taken from a conversation)

- Question 3: Would you like to have a conversation with this speaker? (1=definitely not, 2=maybe not, 3=cannot decide, 4=maybe yes, 5=definitely yes)

Table 1: Our corpus of sentences.

| Abbreviation         | Domain            | Used for training the limited-domain voices? | Length | Content  | Number of sentences |
|----------------------|-------------------|--------------------------------------------|--------|----------|---------------------|
| dom-train-lg-pos     | in-domain         | yes                                        | long   | positive | 30                  |
| dom-train-lg-neu     | in-domain         | yes                                        | long   | neutral  | 30                  |
| dom-train-lg-neg     | in-domain         | yes                                        | long   | negative | 20                  |
| dom-train-sh-pos     | in-domain         | yes                                        | short  | positive | 10                  |
| dom-train-sh-neu     | in-domain         | yes                                        | short  | neutral  | 10                  |
| dom-notrain-lg-pos   | in-domain         | no                                         | long   | positive | 35                  |
| dom-notrain-lg-neu   | in-domain         | no                                         | long   | neutral  | 35                  |
| dom-notrain-lg-neg   | in-domain         | no                                         | long   | negative | 30                  |
| gen-lg-pos           | out-of-domain     | no                                         | long   | positive | 6                   |
| gen-lg-neu           | out-of-domain     | no                                         | long   | neutral  | 5                   |
| gen-lg-neg           | out-of-domain     | no                                         | long   | negative | 5                   |
| gen-sh-pos           | out-of-domain     | no                                         | short  | positive | 4                   |
| gen-sh-neu           | out-of-domain     | no                                         | short  | neutral  | 5                   |
| gen-sh-neg           | out-of-domain     | no                                         | short  | negative | 5                   |

4.2. Large-scale Study

For our large-scale study, we used Amazon’s Mechanical Turk (MTurk). Below we provide details about our experimental setup in both studies.

4.2.1. MTurk Study

In our MTurk study each participant was asked to listen to 12 utterances (2 from each human or synthesized voice category) and answer the following 3 questions on a 5-point Likert scale:

- Question 1: Does this utterance sound natural? (1=very unnatural, 2=somewhat unnatural, 3=neither natural nor unnatural, 4=somewhat natural, 5=very natural)

- Question 2: Is this an isolated prompt or taken from a conversation? (1=definitely isolated prompt, 2=maybe isolated prompt, 3=cannot decide, 4=maybe taken from a conversation, 5=definitely taken from a conversation)

- Question 3: Would you like to have a conversation with this speaker? (1=definitely not, 2=maybe not, 3=cannot decide, 4=maybe yes, 5=definitely yes)
The purpose of Question 1 is to measure the naturalness of the voice, the purpose of Question 2 is to measure whether the voice sounds conversational or not, and the intention of Question 3 is to measure whether the voice is likable or not.

4.2. Amazon Turk Study

For our MTurk study we used Questions 1 and 3, as for the pilot study. However, the participants of the pilot study reported that they found Question 2 confusing, thus for the MTurk study this question was rephrased as follows:

- Question 2: Does this utterance sound more like in an everyday conversation (as opposed to e.g. someone reading from a script)? (1=definitely not like in an everyday conversation, 2=perhaps not like in an everyday conversation, 3=indifferent, 4=perhaps like in an everyday conversation, 5=definitely like in an everyday conversation)

In the MTurk study each participant could perform one or more HITs (Human Intelligence Tasks), and each HIT contained 5 utterances. To prevent spam HITs, if the 5 sentences of a HIT were all done in less than 30 seconds, then all the submissions in that HIT were discarded.

5. Results of the Pilot Study

Table 2 shows the results of our pilot study with 27 participants. We can see the results for all voices and for each sentence category (“dom-train-lg-pos”, “dom-train-sh-pos”, etc.) as well as for all sentence categories combined. We can also see the average result per voice for Questions 1-3. For explanations of the abbreviations used see Table 1. For example, “gen-sh-pos” means out-of-domain sentences, short in length, and positive in content. As we can see in Table 2, the amateur recordings were rated higher than the professional recordings and all synthesized voices. This result was consistent across all questions. However, the difference between the professional and the amateur recordings was not statistically significant. Of the synthesized voices, overall GEN-HIGH performed best. Again this result was consistent across all questions. The limited-domain voices did better (at least in most cases) only for the in-domain sentences used for training these voices, which is not surprising. The two limited-domain voices on average performed similarly. The LOW-GEN voice performed the worst, as expected. The worst performance of the LOW-GEN voice was statistically significant for questions 1 and 3, and the average of all questions. Once we take into account whether the participants were native speakers or not, the results change slightly. In our pilot study we had 16 native and 11 non-native speakers of English. Native speakers of English prefer the amateur recordings to the professional recordings for all questions apart from Question 3 (likability) but this result is not significant. On the other hand, non-native speakers always prefer the amateur voice (not significant). Of the synthesized voices, both native and non-native speakers prefer the GEN-HIGH voice (not significant on average). Only for Question 2 (conversational aspect) do native speakers prefer the limited-domain voices. Also, non-native speakers tend to prefer the LD2 voice to the LD1 voice (not significant). Detailed results are given in Table 3. As expected due to the small number of participants in the pilot study results are not statistically significant, which necessitates a second large-scale study (MTurk).

Note that the amateur voice, the high-quality general-purpose voice, and the second limited-domain voice (LD2) were all “young voices”, whereas the professional voice and the first limited-domain voice (LD1) were “older voices”. Our pilot study participants were mostly younger people. To see if this may have been an issue, in our MTurk experiment we ask participants to provide their age range.

6. Results of the Amazon Turk Study

In our MTurk study we had 826 participants who rated 24590 sentences. Table 4 shows the results of the MTurk study for all participants and all questions combined, Question 1, Question 2, and Question 3. For all questions combined we can see results for each sentence category as well as for all sentence categories combined. Here the result is rather different from the pilot study. The professional human voice is ranked as the best voice on average and this result is statistically significant. Both GEN-HIGH and LD1 are rated as significantly better on average than the amateur voice. GEN-HIGH is on average perceived as marginally better than LD1, but LD1 performs a little better than GEN-HIGH for in-domain sentences (not significant). LD1 is on average rated higher than LD2 (significant) but in individual sentence categories there is no significant difference between them. GEN-LOW is on average significantly worse than all voices. There is also a tendency for lower scores for utterances that are long in length or that have negative content but again this is not significant or is only marginally significant.

When we look into the individual questions (not just the average of all questions) the above results hold to a great extent. For Question 1 (naturalness), the order of voices in terms of scores remains the same as with all questions. In particular, PROF is rated as the best voice (significant), GEN-HIGH is perceived as better than AMAT (significant) and LD1 (significant), and LD1 is rated higher than LD2 (significant). For Question 2 (conversational aspect) PROF is perceived as the best voice (significant) and GEN-HIGH is rated as better than AMAT (not significant). LD1 is rated higher than LD2 (marginally significant) and GEN-HIGH (not significant). For Question 3 (likability) again PROF is ranked as the best voice (significant), GEN-HIGH is rated higher than AMAT (significant) and LD1 (not significant), and LD1 is rated higher than LD2 (significant). For all 3 questions, long sentences and negative-content utterances tend to receive lower scores (not significant). Also, for all 3 questions GEN-LOW performs the worst (significant).

In Table 5 we can see the results with regard to the native language of the participants. In total we had 173 US English speakers, 62 UK English speakers, 264 Indian English speakers, 303 non-English speakers, and 24 participants did not provide information about their native language. US English and Indian English scores were consistently higher than UK English scores. For US English speakers, PROF was rated as the best voice (significant)
Table 2: Results for all participants in our pilot study (CI: 95% confidence interval).

| Question 1 | PROF mean CI | AMAT mean CI | GEN-HIGH mean CI | LD1 mean CI | LD2 mean CI | GEN-LOW mean CI |
|------------|--------------|--------------|------------------|-------------|-------------|----------------|
| all utterances combined | 3.96 3.30-4.23 | 4.06 3.89-4.23 | 2.88 2.65-3.69 | 3.17 2.23-3.25 | 2.74 2.62-3.25 | 2.08 1.67-2.49 |
| dom-train-sh-pos | 3.80 3.33-3.87 | 3.38 3.07 | 2.93-3.82 | 3.07 2.33 | 2.84 | 2.42 |
| dom-notrain-lg-pos | 2.94 2.61-3.52 | 2.53-3.36 | 2.53-3.36 | 2.30 | 2.18 | 1.78 |
| gen-lg-pos | 2.82 2.41-3.23 | 2.80-3.18 | 2.40-2.80 | 2.60 | 2.62 | 2.03 |
| gen-sh-pos | 2.88 2.41-3.23 | 2.80-3.18 | 2.40-2.80 | 2.60 | 2.62 | 2.03 |
| all utterances combined | 3.79 3.60-3.98 | 4.06 3.89-4.23 | 3.60-3.98 | 4.06 3.89-4.23 | 2.80-3.18 | 2.40-2.80 | 2.60 | 2.62 | 2.03 |

Table 3: Results for native vs. non-native participants in our pilot study, all questions combined (CI: 95% confidence interval).

| Question 2 | PROF mean CI | AMAT mean CI | GEN-HIGH mean CI | LD1 mean CI | LD2 mean CI | GEN-LOW mean CI |
|------------|--------------|--------------|------------------|-------------|-------------|----------------|
| all utterances combined | 3.70 3.34-4.06 | 3.87 3.54-4.19 | 3.31 2.96-3.67 | 3.15 2.82-3.48 | 3.20 2.85-3.55 | 2.96 2.58-3.35 |
| Question 3 | PROF mean CI | AMAT mean CI | GEN-HIGH mean CI | LD1 mean CI | LD2 mean CI | GEN-LOW mean CI |
| all utterances combined | 3.74 3.44-4.03 | 3.88 3.60-4.17 | 3.85 3.54-4.19 | 2.36 2.04-2.68 | 2.35 2.04-2.68 | 1.72 1.46-1.97 |

and AMAT was rated higher than GEN-HIGH (not significant). GEN-HIGH was perceived as better than LD1 (not significant), and LD1 as better than LD2 (marginally significant). GEN-LOW was rated as the worst voice (significant). For UK English speakers, PROF was also perceived as the best voice but not as significantly better than GEN-HIGH, which in turn was not perceived as significantly better than AMAT. GEN-HIGH was rated higher than LD1 (not significant). LD1 was perceived as significantly better than LD2, and GEN-LOW was rated higher than LD2 (significant). For Indian English speakers, PROF was judged as the best voice (significant), GEN-HIGH and LD1 as better than AMAT (significant), and GEN-HIGH as better than LD1 (not significant). Also, GEN-LOW performed the worst (significant). Non-native speakers (Other) preferred the PROF and GEN-HIGH voices, which were both judged as significantly better than the rest of the voices. LD1 was perceived as better than AMAT (not significant) and LD2 (significant), and GEN-LOW was rated as the worst voice (significant).

In Table 6 we can see the results with regard to the age of the participants. In total we had 14 participants under the age of 15, 344 between 15 and 25, 286 between 26 and 35, 111 between 36 and 45, 27 between 46 and 55, 19 between 56 and 65, and 1 above 65, whereas 24 participants did not provide information about their age. In all age groups, except for the age group 56-65, PROF is perceived as the best voice. GEN-HIGH is consistently rated as better than AMAT apart from the age group 56-65. Participants of the age groups 26-35, 36-45, and 46-55 prefer LD1 to AMAT, and generally the consensus is that LD1 performs better than LD2, which in turn performs better than GEN-LOW. The exception to this rule is that LD2 is perceived as slightly better than LD1 for the age group 56-65 (not significant).

In Table 7 we can see the results with regard to the familiarity of the participants with text-to-speech (TTS). In total we had 18 TTS developers, 72 participants who often use TTS, 298 who sometimes use TTS, and 414 who never use TTS, whereas 24 participants did not provide information about their familiarity with TTS. We avoided asking the question “are you a TTS expert” since people might think that an-
Table 4: Results for all participants and all questions in the MTurk study (CI: 95% confidence interval).

| All questions combined | PROF mean CI | AMAT mean CI | GEN-HIGH mean CI | LD1 mean CI | LD2 mean CI | GEN-LOW mean CI |
|------------------------|--------------|--------------|------------------|-------------|-------------|-----------------|
| dom-train-lg-pos       | 3.89         | 3.51         | 3.77             | 3.75        | 3.63        | 3.22            |
|                        | 3.80-3.98    | 3.41-3.61    | 3.67-3.87        | 3.66-3.85   | 3.63-3.73   | 3.11-3.32       |
| dom-train-lg-neu       | 3.83         | 3.34         | 3.71             | 3.69        | 3.29        | 3.22            |
|                        | 3.73-3.92    | 3.23-3.45    | 3.52-3.71        | 3.40-3.61   | 3.11-3.32   |                 |
| dom-train-lg-neg       | 3.66         | 3.22         | 3.69             | 3.60        | 3.26        |                 |
|                        | 3.55-3.78    | 2.99-3.44    | 3.28-3.53        | 3.16-3.42   | 3.14-3.38   |                 |
| dom-train-sh-pos       | 4.13         |              | 3.91             | 3.91        | 3.69        | 3.10            |
|                        | 3.98-4.28    |              | 3.75-4.08        | 3.64-4.00   | 3.40-3.74   |                 |
| dom-train-sh-neu       | 3.98         |              | 3.98             | 3.91        |            | 3.10            |
|                        | 3.96         |              | 3.82-4.14        | 3.51-3.87   | 2.92-3.28   |                 |
| dom-notrain-lg-pos     | 3.68         |              | 3.56             | 3.38        | 3.16        |                 |
|                        | 3.59-3.77    |              | 3.47-3.65        | 3.29-3.47   | 3.06-3.26   |                 |
| dom-notrain-lg-neu     | 3.56         |              | 3.32             | 3.26        | 3.12        |                 |
|                        | 3.47-3.65    |              | 3.22-3.41        | 3.17-3.36   | 3.03-3.22   |                 |
| dom-notrain-lg-neg     | 3.37         |              | 3.22             | 3.13        | 3.06        |                 |
|                        | 3.27-3.47    |              | 3.12-3.33        | 3.03-3.24   | 2.96-3.16   |                 |
| gen-lg-pos             | 3.68         |              | 3.38             | 3.55        | 2.99        |                 |
|                        | 3.45-3.90    |              | 3.15-3.61        | 3.32-3.78   | 2.75-3.23   |                 |
| gen-lg-neu             | 3.56         |              | 3.10             | 3.06        | 3.09        |                 |
|                        | 3.32-3.80    |              | 2.84-3.37        | 2.81-3.31   | 2.84-3.33   |                 |
| gen-lg-neg             | 3.14         |              | 3.50             | 3.25        | 3.01        |                 |
|                        | 2.88-3.40    |              | 3.26-3.74        | 3.01-3.49   | 2.76-3.25   |                 |
| gen-sh-pos             | 3.82         |              | 3.19             | 3.43        | 3.14        |                 |
|                        | 3.56-4.09    |              | 2.92-3.46        | 3.13-3.72   | 2.86-3.42   |                 |
| gen-sh-neu             | 3.69         |              | 3.53             | 3.70        | 3.36        |                 |
|                        | 3.46-3.93    |              | 3.30-3.77        | 3.45-3.95   | 3.10-3.61   |                 |
| gen-sh-neg             | 3.26         |              | 3.05             | 3.40        | 3.06        |                 |
|                        | 3.03-3.49    |              | 2.78-3.31        | 3.15-3.65   | 2.81-3.31   |                 |
| all utterances combined| 3.86         | 3.60         | 3.40             | 3.54        | 3.17        |                 |
|                        | 3.80-3.91    | 3.33-3.47    | 3.60             | 3.41        | 3.03-3.21   |                 |
| Question 1             | 3.97         | 3.71         | 3.57             | 3.57        | 3.41        | 3.10            |
| all utterances combined| 3.89-4.06    | 3.30-3.56    | 3.65-3.77        | 3.50-3.63   | 3.34-3.47   | 3.03-3.16       |
| Question 2             | 3.57         | 3.37         | 3.27             | 3.27        | 3.27        | 3.13            |
| all utterances combined| 3.47-3.67    | 3.13-3.37    | 3.27-3.41        | 3.20-3.34   | 3.07-3.20   |                 |
| Question 3             | 3.99         | 3.72         | 3.66             | 3.66        | 3.52        | 3.28            |
| all utterances combined| 3.90-4.07    | 3.39-3.62    | 3.66-3.77        | 3.60-3.72   | 3.46-3.58   | 3.22-3.34       |

7. Discussion

The trends that we see in our results are more or less expected. What is surprising though is that in the MTurk study on average GEN-HIGH and LD1 were perceived as significantly better than AMAT. It is hard to generalize beyond the voices that we included in our study but this result shows that speech synthesis has reached a high level of quality. As our results show, even the best synthesized voices cannot reach the level of professional voices, however, the differences in scores were not very large. This suggests that investing on a high-quality voice rather than using professional or amateur human recordings can be a good trade-off between performance and cost.

One limitation of our study though is that we do not deal with the issue of how different voices are perceived during a full interaction with a virtual human dialogue system. This is something to address in our future work. One would expect people to be less tolerant of poor quality voices if they had to listen to them during a complete dialogue ses-
good limited-domain voice can perform better than amateur voices. Also, a high-quality general-purpose voice or a limited-domain voice for out-of-domain sentences and lower for in-domain sentences. We also found a non-statistically significant trend for long or negative-content utterances to receive lower ratings. There was some variability in the ratings with regard to whether the raters were native or non-native speakers of English, and results were generally consistent across age groups.

### Table 5: Results for native vs. non-native participants in the MTurk study, all questions combined (CI: 95% confidence interval).

|            | PROF mean CI | AMAT mean CI | GEN-HIGH mean CI | LD1 mean CI | LD2 mean CI | GEN-LOW mean CI |
|------------|--------------|--------------|------------------|-------------|-------------|----------------|
| US English (173 raters) | 3.88 3.78-3.97 | 3.51 3.39-3.64 | 3.46 3.39-3.53 | 3.42 3.36-3.49 | 3.30 3.23-3.37 | 3.15 3.08-3.23 |
| UK English (62 raters) | 3.46 3.24-3.69 | 3.13 2.77-3.49 | 3.27 3.14-3.40 | 3.24 3.10-3.37 | 3.25 2.75-3.75 | 3.07 2.92-3.21 |
| Indian English (264 raters) | 3.83 3.76-3.90 | 3.46 3.36-3.56 | 3.67 3.62-3.72 | 3.65 3.60-3.70 | 3.61 3.56-3.66 | 3.36 3.31-3.41 |
| Other (303 raters) | 3.71 3.62-3.80 | 3.35 3.22-3.47 | 3.60 3.54-3.67 | 3.49 3.43-3.55 | 3.28 3.22-3.35 | 3.04 2.98-3.11 |
| not specified (24 raters) | 4.32 3.97-4.67 | 3.42-3.99 | 3.71 3.54-3.67 | 3.35 3.43-3.55 | 2.92 2.64-3.20 | 2.63 2.26-3.01 |
| all (826 raters) | 3.86 3.80-3.91 | 3.40 3.33-3.47 | 3.60 3.57-3.64 | 3.54 3.50-3.58 | 3.41 3.37-3.44 | 3.17 3.14-3.21 |

Table 6: Results for all age ranges of participants in the MTurk study, all questions combined (CI: 95% confidence interval).

|            | PROF mean CI | AMAT mean CI | GEN-HIGH mean CI | LD1 mean CI | LD2 mean CI | GEN-LOW mean CI |
|------------|--------------|--------------|------------------|-------------|-------------|----------------|
| under 15 (14 raters) | 4.00 3.12-4.88 | 3.78 3.51-4.04 | 3.49 3.48 3.19-3.80 | 2.97 2.64-3.30 | 2.96 2.57-3.36 |
| 15-25 | 3.79 3.71-3.86 | 3.46 3.36-3.56 | 3.48 3.43-3.54 | 3.43 3.38-3.48 | 3.39 3.34-3.45 | 3.20 3.14-3.25 |
| 26-35 | 3.78 3.70-3.87 | 3.14 3.00-3.27 | 3.60 3.53-3.66 | 3.49 3.43-3.55 | 3.28 3.22-3.35 | 3.04 3.13-3.27 |
| 36-45 | 4.25 4.16-4.33 | 3.52 3.38-3.66 | 3.97 3.90-4.04 | 3.90 3.83-3.97 | 3.68 3.23-3.36 | 3.34 3.13-3.27 |
| 46-55 | 3.86 3.86 3.69 | 2.94 3.38-3.66 | 3.51 3.90-4.04 | 3.49 3.83-3.97 | 3.31 3.23-3.36 | 3.04 3.26-3.42 |
| 56-65 | 3.39 3.69-4.03 | 2.70-3.17 | 3.63 3.38-3.65 | 2.85 3.35-3.62 | 3.07 3.17-3.45 | 3.04 2.88-3.20 |
| above 65 (1 rater) | 3.02-3.75 | 3.46-3.75 | 2.93-3.65 | 3.21-3.56 | 2.96-3.16 | 2.63-3.17 |
| not specified (24 raters) | 4.32 3.97-4.67 | 3.71 3.05-4.22 | 3.60 2.61-3.25 | 3.35 2.54-3.16 | 2.92 1.71-5.49 | 2.63-3.21 |
| all (826 raters) | 3.86 3.80-3.91 | 3.40 3.33-3.47 | 3.60 3.57-3.64 | 3.54 3.50-3.58 | 3.41 3.37-3.44 | 3.17 3.14-3.21 |

**8. Conclusions**

We performed a systematic evaluation of human and synthesized voices with regard to naturalness, conversational aspect, and likability. We also varied the type (in-domain vs. out-of-domain), length, and content of utterances, and took into account the age and native language of the raters as well as their familiarity with speech synthesis. Our results suggest that professional human voices are perceived as better than both amateur human voices and synthesized voices. Also, a high-quality general-purpose voice or a good limited-domain voice can perform better than amateur human recordings. There were not any significant differences between the performance of a high-quality general-purpose voice and a limited-domain voice, both trained with speech recorded by actors. As expected, in most cases, the high-quality general-purpose voice was rated higher than the limited-domain voice for out-of-domain sentences and lower for in-domain sentences. We also found a non-statistically significant trend for long or negative-content utterances to receive lower ratings. There was some variation in the ratings with regard to whether the raters were native or non-native speakers of English, and results were generally consistent across age groups.
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Table 7: Results for the TTS expertise of participants in the MTurk study, all questions combined (CI: 95% confidence interval).

|                  | PROF mean CI | AMAT mean CI | GEN-HIGH mean CI | LD1 mean CI | LD2 mean CI | GEN-LOW mean CI |
|------------------|--------------|--------------|------------------|-------------|-------------|-----------------|
| TTS developer    | 3.20-3.90    | 3.27-4.16    | 2.68-3.15        | 3.02-3.42   | 3.70-4.12   | 3.45-3.45       |
| (18 raters)      |              |              |                  |             |             |                 |
| often use TTS    | 4.02-3.68    | 3.87-4.02    | 3.64-3.71        | 3.47-3.75   | 3.53-3.68   | 3.27-3.27       |
| (72 raters)      |              |              |                  |             |             |                 |
| sometimes use TTS| 3.88-3.31    | 3.31-3.63    | 3.43-3.48        | 3.21-3.31   | 3.03-3.12   | 3.07-3.07       |
| (298 raters)     |              |              |                  |             |             |                 |
| never use TTS    | 3.74-3.20    | 3.38-3.43    | 3.35-3.35        | 3.29-3.43   | 3.06-3.20   | 2.63-3.63       |
| (414 raters)     |              |              |                  |             |             |                 |
| not specified    | 4.32-3.31    | 3.71-3.99    | 3.06-3.64        | 2.64-3.20   | 2.26-3.01   | 2.17-3.17       |
| (24 raters)      |              |              |                  |             |             |                 |
| all              | 3.86-3.40    | 3.60-3.54    | 3.41-3.34        | 3.17-3.17   | 3.14-3.21   |                 |
| (826 raters)     |              |              |                  |             |             |                 |
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