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Abstract

A review of our results on the asymptotic structure of gravity at spatial infinity in four spacetime dimensions is given. Finiteness of the action and integrability of the asymptotic Lorentz boost generators are key criteria that we implement through appropriate boundary conditions. These conditions are “twisted parity conditions”, expressing that the leading order of the asymptotic fields obey strict parity conditions under the sphere antipodal map up to an improper gauge transformation. The asymptotic symmetries are shown to form the infinite-dimensional BMS group, which has a non trivial action. The charges and their algebra are worked out. The presentation aims at being self-contained and at possessing a pedagogical component.
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I. INTRODUCTION

This paper is dedicated to Andrei Alekseevich Slavnov, colleague and friend, on the occasion of his 80th birthday. His insight on symmetries and his interest in the infrared structure of gauge theories (see e.g. [1]) remain invaluable sources of inspiration.

We review here our recent work on the asymptotic structure of gravity and gauge theories at spatial infinity [2–6], in particular [4]. Our analysis investigates the asymptotic dynamics of the fields on spacelike hypersurfaces that approach spacelike (Cauchy) hyperplanes at infinity. It uses the Hamiltonian formalism of general relativity [7, 8] as its main tool and finds its roots in the pioneering paper [9]. Our central goal is to understand the emergence at spatial infinity of the BMS symmetry, originally discovered at null infinity [10–12].

There are various motivations for studying the asymptotic structure of gravity at spatial infinity, on spacelike hypersurfaces. (i) First, the existence of null infinity is a rather delicate dynamical question (what are the conditions on Cauchy data that will lead to a null infinity with sufficient smoothness properties?) and it seems therefore to be a good strategy to investigate the symmetries of the theory in a context that is independent from these queries. This puts the discussion on a firmer footing, and also, it disentangles the existence of the BMS symmetry – a symmetry of the theory – from gravitational radiation, known to potentially destroy the usual smoothness requirements made at null infinity [13]. (ii) Second, earlier studies of the Hamiltonian structure at spatial infinity did not identify the BMS group as group of physical symmetries, leading to a tension between spatial infinity and null infinity results. It seems important to eliminate these previous tensions. (iii) Finally the quantum formulation of the theory and questions such as Ward identities or dressing of physical states are naturally investigated on Cauchy hypersurfaces.

The question of formulating consistent boundary conditions for given dynamical laws does not have a unique answer. We have provided in [2] and [4] two different sets of boundary conditions for gravity at spatial infinity that are invariant under the BMS group and that yield a well-defined and non trivial canonical action of that group. Both sets are acceptable from the Hamiltonian points of view but we believe that the boundary conditions of [4] have some advantages: (i) They accommodate the Taub-NUT solution [14, 15]. (ii) They do not lead to logarithmic divergences in the curvature as one goes to null infinity (although subleading polylogarithmic terms will generically be present) [16], [2–4].

As [9] showed, the standard fall-off of the spatial metric and its conjugate momentum generally assumed at spatial infinity does not lead to a well-defined canonical formulation of the theory.
The charges of the homogeneous Lorentz group generically diverge, among other difficulties. One needs therefore to strengthen this fall-off. The authors of [9] cured the problem by imposing parity conditions on the leading components of the metric and its momentum: under the antipodal map \(x^i \rightarrow -x^i\), the leading metric components are even while the leading components of their momenta are odd (in asymptotically cartesian coordinates). It follows from these parity conditions that both the electric and magnetic components of the Weyl tensor have leading terms that are even under parity [4].

Now, the metric components and their momenta are not invariant under diffeomorphisms. The main idea of [4] is to impose parity conditions but with a twist. That is, one does not impose that the leading orders of the metric components (respectively, their conjugate momenta) be strictly even (respectively, strictly odd), but only that they should be even (respectively odd) up to a diffeomorphism that need not have a definite parity\(^1\).

If the diffeomorphisms needed to enforce the strict parity conditions were transformations not changing the physical state of the system, one could impose strict parity conditions on the non-invariant metric components and their momenta. However, as clearly explained in the insightful work [17], one must distinguish between “proper” and “improper” gauge transformations. While the former have zero charges and correspond to redundancies in the description of the system, the latter have non vanishing charges and are physical transformations that cannot be gauge fixed. For that reason, they must be retained in the asymptotic form of the fields and it would be incorrect to set them to zero.

This conceptually simple and perhaps even obvious extension of the work of [9] (“parity conditions involving a twist given by improper diffeomorphisms”) completely reconciles the symmetry analyses at spatial and null infinity. One can prove in particular that it is the same BMS group that acts both at spatial infinity and at null infinity, expressed in different parametrizations that can be explicitly related [16], [4]. The derivation of the Hamiltonian formalism with these more general parity conditions is not entirely straightforward on the technical side, however, because the Hamiltonian variables are not diffeomorphism invariant. This development was carried out in [4].

It is the purpose of this article to systematically review the results of [4] in a self-contained manner, with a somewhat pedagogical emphasis that puts new light on some features of the derivation.

\(^1\) This is equivalent to strict parity conditions on the leading orders of the components of the (invariant) Weyl tensor, namely, that they should be even in cartesian coordinates, if one imposes also extra conditions on some BMS-invariant asymptotic fields characterizing the structure at spatial infinity - see appendix A.2 of [4] and Conclusions.
II. ACTION AND NOTATIONS

Since we will use the Hamiltonian formulation of general relativity throughout, we briefly recall its key features. The hamiltonian action of pure gravity in 4 spacetime dimensions can be written as

\[ S[g_{ij}, \pi^{ij}, N, N^i] = \int dt \left\{ \int d^3x \left( \pi^{ij} \partial_t g_{ij} - N^i H^{\text{grav}}_i - N H^{\text{grav}} - B_{\infty} \right) \right\}, \quad (\text{II.1}) \]

where \( g_{ij} \) is the 3-dimensional metric on the (spacelike) constant time slices, \( g \) its determinant, \( \pi^{ij} \) its conjugate momentum, \( N \) the lapse and \( N^i \) the shift \([7, 8]\). The spatial covariant derivative with respect to the metric \( g_{ij} \) is denoted by \( \nabla_i \). The scalar curvature of \( g_{ij} \) is \( R \). The term \( B_{\infty} \) is a boundary term on the 2-sphere at spatial infinity that depends on the asymptotic values of the lapse and of the shift (see Eq (VI.11) below). Varying the action with respect to the lapse and the shift yields the “Hamiltonian” and “momentum” constraints \( H^{\text{grav}} \approx 0, H^{\text{grav}}_i \approx 0 \). The lapse and the shift act therefore as Lagrange multipliers for the constraints.

We are interested in spacetimes that approach the Minkowskian spacetime at large distances. The precise rates of decay of the various fields will be given in the next section. Coordinates \( x^i (i = 1, 2, 3) \) will refer from now on to asymptotically cartesian coordinates (except in Appendix A). Asymptotically polar coordinates will be denoted by \( (r, x^A) \), where \( r^2 = \sum_i (x^i)^2 \) and where the \( x^A (A = 1, 2) \) are coordinates on the unit sphere (referred to as the angles). The flat metric to which the spatial metric tends at infinity reads \( \delta_{ij} dx^i dx^j = dr^2 + r^2 \gamma_{AB} dx^A dx^B \) where \( \gamma_{AB} \) is the round metric on the unit sphere. Large distances correspond to \( r \to \infty \). Functions on the unit sphere are denoted \( f(x^A) \) or \( f(n^i) \) where \( n^i \) is the unit normal to the spheres. Quantities with an overbar will always be quantities defined on the 2-sphere, depending only on the angles (but as it will be clear from context, there will also be quantities on the 2-sphere for which we shall not use the overbar notation). So \( \overline{v}^A \) is for instance a vector on the 2-sphere. The indices \( A, B, \ldots \) on fields with an overbar will be lowered and raised with the unit metric \( \overline{\gamma}_{AB} \) and its inverse \( \overline{\gamma}^{AB} \), introducing no \( r \)-dependence. So, \( \overline{v}_A = \overline{\gamma}_{AB} \overline{v}^B, \overline{v}^A = \overline{\gamma}^{AB} \overline{v}_B \), etc.

Parity is the transformation \( x^k \to -x^k \), which induces the sphere antipodal map \( n^k \to -n^k \) together with \( r \to r \). This transformation has a well defined meaning asymptotically. In terms of the angles \( x^A \), the sphere antipodal map is symbolically written \( x^A \to -x^A \) (it is actually \( \theta \to \pi - \theta \) and \( \varphi \to \varphi + \pi \) in usual \((\theta, \varphi)\) angular variables, where \( \overline{\gamma}_{AB} dx^A dx^B = (d\theta)^2 + \sin^2 \theta (d\varphi)^2 \)).
Since this is relevant to leading order in the $r \to \infty$ limit, it is useful to recall a few elementary properties of spheres centered at the origin in Euclidean geometry, with induced metric $\tilde{\gamma}_{AB} = r^2 \tilde{\gamma}_{AB}$.

The components of the unit normal $n$ to the spheres are given by $n^i = \frac{\partial x^i}{\partial r}$. We introduce the frame $\{n^i \equiv \frac{\partial x^i}{\partial r}, e_A^i \equiv \frac{\partial x^i}{\partial \xi^A}\}$ tangent to the spherical coordinate lines. The dual frame is $\{n_i = \frac{\partial r}{\partial x^i}, e^A = \frac{\partial x^A}{\partial \xi^i}\}$. One has

\[
\delta_{ij} n^i n^j = 1, \quad \delta_{ij} n^i e_A^j = r^2 \tilde{\gamma}_{AB}, \quad \delta_{ij} n_i n_j = 1, \quad \delta_{ij} n_i e_A^j = 0, \quad \delta_{ij} e_A^i e_B^j = \frac{1}{r^2} \tilde{\gamma}^{AB}.
\]

One easily gets

\[
\partial_j n^i = \frac{1}{r} (\delta^i_j - n^i n_j), \quad \partial_i e_A^j = -\frac{1}{r} (n_k e_A^i + n_i e_A^k) - (2) \tilde{T}_{AB} e_C^i e_C^j
\]

where $(2) \tilde{T}_{AB}^C$ is the Christoffel symbol for the metric $\tilde{\gamma}_{AB}$.

The covariant derivative with respect to the 3-dimensional flat metric is denoted by $\nabla_i$. Quite generally, the symbol $\tilde{\gamma}$ over a quantity refers to Euclidean space. The 2-dimensional covariant derivatives with respect to the metrics $\gamma_{AB}$ and $\tilde{\gamma}_{AB}$ are respectively denoted by $\tilde{D}_A$ and $D^2$. Their respective curvatures $(2) \tilde{R}$ and $(2) R_{AB}$ are $(2) \tilde{R}_{AB} = (2) \tilde{\gamma}_{AB} = (2) \tilde{R} = \frac{2}{r^2}$, $(2) R_{AB} = 2$. The extrinsic curvature $K_{AB}$ of the constant $r$ spheres in Euclidean space is defined by $e_A^i \nabla_i n^j = -K_A^B e_B^i$. One finds $K_{AB} = \tilde{\gamma}_{CB} \tilde{K}_C^A = r^2 \tilde{\gamma}_{AB}, \tilde{K}_A^B = -\frac{1}{r} \delta_A^B$. The extrinsic curvature fulfills the Gauss-Codazzi equations $\tilde{K}_A^B \tilde{K}_B^C - K^2 + (2) \tilde{R} = 0, \partial_A \tilde{K} - \tilde{D}_B \tilde{K}_A^B = 0$.

**III. BOUNDARY CONDITIONS**

We start by taking as asymptotic behaviour of the metric and its conjugate momentum the following fall-off in cartesian coordinates,

\[
g_{ij} = \delta_{ij} + O(r^{-1}), \quad \pi^{ij} = O(r^{-2}), \quad (III.1)
\]

This asymptotic fall-off must be strengthened. Indeed, two problems arise if one does not impose further conditions on the leading $O(\frac{1}{r})$-order of the metric and $O(\frac{1}{r^2})$-order of the conjugate momenta. These are:

---

One has in fact $\tilde{D}_A = D_A$ since the two metrics are related by rescalings. However, in an asymptotically flat curved geometry, the metric $\gamma_{AB}$ of the constant $r$ spheres is given by $\gamma_{AB} = \tilde{\gamma}_{AB} + \text{"subleading terms"}$ so that the covariant derivative $D_A$ with respect to $\gamma_{AB}$ differs from $\tilde{D}_A$ by subleading terms. The metric $\tilde{\gamma}_{AB}$ is still equal to $\lim_{r \to \infty} \frac{1}{r^2} \gamma_{AB}$, characterizing therefore the leading behaviour of $\gamma_{AB}$. 

---
• First, the kinetic term in the action diverges since its leading piece behaves as $\frac{1}{r^3}$, which generically produces a logarithmic divergence upon integration over space (which involves $\int r^2 dr$, yielding $\int \frac{dr}{r}$). Finiteness of the action is an important physical requirement.

• Asymptotic boosts have non-integrable generators, i.e., are not canonical transformations (see Subsection VID). Since asymptotic flatness should imply invariance under boosts, this again seems to be an undesirable situation.

One way to solve the first difficulty would be to require that the leading terms of the metric and its conjugate momentum have opposite parity properties under the antipodal map, specifically [9],

$$h_{ij} \equiv g_{ij} - \delta_{ij} = \frac{\bar{h}_{ij}(n^k)}{r} + O\left(\frac{1}{r^2}\right), \quad \bar{h}_{ij}(-n^k) = \bar{h}_{ij}(n^k)$$

and

$$\pi^{ij} = \frac{\bar{\pi}^{ij}(n^k)}{r^2} + O\left(\frac{1}{r^3}\right), \quad \bar{\pi}^{ij}(-n^k) = -\bar{\pi}^{ij}(n^k).$$

The leading term in $\pi^{ij}\partial_t g_{ij}$ is then of the form $f(n^k)\frac{1}{r^3}$, where $f(n^k)$ is an odd function on the sphere, and so the logarithmic divergence $\int \frac{dr}{r}$ is multiplied by the integral $\int \sin \theta f(\theta, \varphi) d\theta d\varphi$, which is zero.

As emphasized in [4], these strict parity conditions must be relaxed (without loosing the good property that the kinetic term in the action is finite), because in order to reach a coordinate system where the parity conditions hold, one might have to perform an “improper gauge transformation” [17], and such gauge fixings are not permissible.

We have suggested in [4] to replace the strict parity conditions by parity conditions involving a “twist” given by an improper gauge transformations. More precisely, we allow both an even component $(\bar{h}_{ij})^{even}(n^k)$ and an odd component $(\bar{h}_{ij})^{odd}(n^k)$ in $\bar{h}_{ij}(n^k)$, but while the even component is arbitrary, the odd component is requested to take the specific form of a diffeomorphism (which goes to a constant at infinity in order to preserve the asymptotic decay in $r^{-1}$). At leading order and in the flat background, the change of $h_{ij}$ under diffeomorphisms takes the linear form $\partial_i \zeta_j + \partial_j \zeta_i$

3 The improper gauge transformations written in Hamiltonian form are given by (V.1) and (V.2). The order one function $\zeta$ and vector $\zeta^i$ are the asymptotic normal and tangential components of the improper gauge transformations (these involve no boost or rotation). To leading order, only the $L_\zeta = g_{ij}$ piece of $\delta g_{ij}$ and the $g^{ij} (\zeta^i) - g^{ij} \zeta^m |_m$ piece of $\pi^{ij}$ are relevant.
with \( \zeta^i \) of order one (i.e., a function of the angles only). Thus we impose

\[
h_{ij} \equiv g_{ij} - \delta_{ij} = U_{ij} + j_{ij}, \tag{III.2}
\]

\[
U_{ij} = \partial_i \zeta_j + \partial_j \zeta_i = O\left(\frac{1}{r}\right), \quad \zeta^i = \zeta^i(n^k) = O(1), \quad \zeta^i(-n^k) = \zeta^i(n^k), \tag{III.3}
\]

\[
j_{ij} = \frac{(\tilde{h}_{ij})^{\text{even}}(n^k)}{r} + O\left(\frac{1}{r^2}\right), \quad (\tilde{h}_{ij})^{\text{even}}(-n^k) = (\tilde{h}_{ij})^{\text{even}}(n^k) \tag{III.4}
\]

for some \( \zeta^i \) that may be assumed to be even since the odd parity component can be absorbed in a redefinition of \((\tilde{h}_{ij})^{\text{even}}\). Because \( \zeta^i \) is of order one (the lower orders can be absorbed in a redefinition of the lower orders in \( j_{ij} \), which are not restricted by parity conditions), one has

\[
U_{ij} = \frac{(\tilde{h}_{ij})^{\text{odd}}(n^k)}{r}, \quad \iff \quad (\tilde{h}_{ij})^{\text{odd}}(n^k) = rU_{ij} \tag{III.5}
\]

with

\[
U_{ij} = e^A_i \partial_A \zeta_j + e^A_j \partial_A \zeta_i \tag{III.6}
\]

Similarly, we allow both an odd component \((\pi^{ij})^{\text{odd}}(n^k)\) and an even component \((\pi^{ij})^{\text{even}}(n^k)\) in \( \pi^{ij} \). The odd component is unrestricted, but the even component must come from the transformation of \( \pi^{ij} \) under diffeomorphisms (going to constants at infinity in order to preserve the asymptotic decay in \( r^{-2} \)). At leading order, \( \pi^{ij} \) sees only the normal diffeomorphisms. Denoting the normal component of the diffeomorphism by \( V \), with \( V \) of order one, the transformation takes the form \( \partial^i \partial^j V - \delta^{ij} \hat{\Delta} V \) at leading order. Here \( \hat{\Delta} \equiv \hat{\nabla}^i \hat{\nabla}_i \) is the flat metric Laplacian. Thus we take

\[
\pi^{ij} = V^{ij} + p^{ij} \tag{III.7}
\]

\[
V^{ij} = \partial^i \partial^j V - \delta^{ij} \hat{\Delta} V, \quad V = V(n^k) = O(1), \quad V(-n^k) = V(n^k) \tag{III.8}
\]

\[
p^{ij} = \frac{(\pi^{ij})^{\text{odd}}(n^k)}{r^2} + O\left(\frac{1}{r^3}\right), \quad (\pi^{ij})^{\text{odd}}(-n^k) = -(\pi^{ij})^{\text{odd}}(n^k) \tag{III.9}
\]

for some \( V \) that may be assumed to be even since the odd parity components can be absorbed in a redefinition of \((\pi^{ij})^{\text{odd}}\). Because \( V \) is of order one (the lower orders can be absorbed in a redefinition of the lower orders in \( p^{ij} \), which are not restricted by parity conditions), one has

\[
V^{ij} = \frac{(\pi^{ij})^{\text{even}}(n^k)}{r^2} \iff (\pi^{ij})^{\text{even}}(n^k) = r^2 \delta^{im} \delta^{jn} V_{mn}, \tag{III.10}
\]

with

\[
V_{mn} = \partial_m \partial_n V - \delta_{mn} \hat{\Delta} V
\]

\[
= -n_m n_n \frac{1}{r^2} \hat{\Delta} V - \frac{1}{r} \left( n_m e^A_n + n_n e^A_m \right) \bar{D}_A V
+ e^A_m e^B_n \left( \bar{D}_A \bar{D}_B V - \bar{\gamma}_{AB} \hat{\Delta} V \right) \tag{III.11}
\]
where $\Delta \equiv \tilde{\gamma}^{AB} D_A D_B$ is the Laplacian on the sphere (with metric $\tilde{\gamma}_{AB}$).

Because the transformations linearize at infinity, the finite forms of the improper gauge transformations $U_{ij}$ and $V^{ij}$ coincide with their infinitesimal forms. We can therefore assume that $\zeta^i$ and $V$ are finite, and not just infinitesimal, in the above formulas.

Adding these improper gauge transformation components to the dynamical variables is not entirely trivial. It complicates the form of the charges and undoes the good property of finiteness of the symplectic term in the action. To eliminate the divergences in the symplectic form while keeping the freedom of performing improper gauge transformations, we impose that the constraints are fulfilled to leading orders. For generic decays, the constraints $H_{\text{grav}}$ and $H^i_{\text{grav}}$ typically behave as $r^{-3}$ in cartesian coordinates. We require them to hold two orders lower, which yields

$$H_{\text{grav}} = O(r^{-5}), \quad H^i_{\text{grav}} = O(r^{-5}) \quad \text{(in cartesian coordinates)}.$$  \tag{III.12}

In fact, finiteness of the symplectic term and of the Hamiltonian requires only $H_{\text{grav}} = O(r^{-4})$ and $H^i_{\text{grav}} = O(r^{-4})$. We impose the stronger condition (III.12) in order to guarantee that the bulk pieces of the boost generators and of the rotation generators, which behave typically as $rH_{\text{grav}}$ and $rH^i_{\text{grav}}$, are also convergent integrals.

It is useful to write explicitly the condition that there is no $O(r^{-3})$-terms in the constraints. Denoting $J_{ij} = \left( \frac{h_{ij}}{r} \right)^{\text{even}}$ (first term in the expansion of $j_{ij}$) and $P^{ij} = \left( \frac{\pi^{ij}}{r^2} \right)^{\text{odd}}$ (first term in the expansion of $p^{ij}$), one gets

$$\partial^i \partial^j J_{ij} - \hat{\Delta} J = 0, \quad \partial_i P^{ij} = 0,$$  \tag{III.13}

a condition that does not involve the improper gauge components since these automatically fulfill $\partial^i \partial^j U_{ij} - \hat{\Delta} U = 0, \quad \partial_i V^{ij} = 0$. We shall verify below that this makes the symplectic form finite. The next term in the expansion of the constraints can be found in [2].

Imposing that the constraints hold at infinity two orders more strongly than what follows from the decay of the fields is a consistent request (the constraints transform into each other under Poincaré transformations) that does not eliminate any solution, for which the constraints hold throughout space, i.e., to all orders.

The second problem (absence of canonical generator for the boosts) is solved by demanding that the leading order of the mixed radial-angular components of the metric, which would be of order $O(1)$, be actually zero, so that

$$g_{rA} \equiv h_{rA} = O\left(\frac{1}{r}\right).$$  \tag{III.14}
This implies

\[ \zeta_i = \partial_i \tilde{U}, \quad \tilde{U} = r\overline{U}, \quad \overline{U} = \overline{U}(n^k) = O(1), \quad \overline{U}(-n^k) = -\overline{U}(n^k) \]  

(III.15)

for some function \( \overline{U} \) of the angles, and

\[ \overline{J}_{rA} = 0. \]  

(III.16)

We shall also explicitly verify below that this solves the second difficulty.

The improper transformations fulfill interesting identities, which are

\[ n^n U_{nm} = 0 \]  

(III.17)

and

\[ r^2 n^m n^n V_{mn} = -\overline{\Delta}V = rD^A(n^m e^n_A V_{mn}) = \overline{\gamma}^{AB} e^m_A e^n_B V_{mn}. \]  

(III.18)

To prove (III.17), we note that with \( \zeta_i \) given by

\[ \partial_i (rU) = n_i \overline{U} + re^A_i \partial_A \overline{U}, \]

the quantity \( U_{ij} \) becomes

\[ U_{ij} = re^A_i e^B_j \overline{\gamma}_{AB}, \quad \overline{\gamma}_{AB} = 2(\overline{U} \gamma_{AB} + \overline{D}_A \overline{D}_B \overline{U}). \]  

(III.19)

One also sees from this expression that

\[ \partial_k U_{ij} = (-n_k e^A_i e^B_j - n_i e^A_k e^B_j - n_j e^A_i e^B_k) \overline{\gamma}_{AB} + re^A_i e^B_j e^C_k \overline{D}_C \overline{\gamma}_{AB} \]  

(III.20)

The conditions (III.2)-(III.9), (III.12) and (III.15)-(III.16) are our set of boundary conditions.

**IV. FINITENESS OF THE SYMPLECTIC STRUCTURE**

We now verify the finiteness of the Hamiltonian kinetic term \( \int d^3 x \pi^{ij} \partial_t g_{ij} \), i.e., of the symplectic structure.

There are four terms:

\[ \int d^3 x V^{ij} \partial_t U_{ij}, \int d^3 x p^{ij} \partial_t U_{ij}, \int d^3 x V^{ij} \partial_t j_{ij}, \]  

and

\[ \int d^3 x p^{ij} \partial_t j_{ij}. \]

The first term and the last terms are finite since the coefficient of the potential logarithmic divergence is in both case the integral over the sphere of an odd function and is therefore zero. We thus need to study only the two terms \( \int d^3 x V^{ij} \partial_t U_{ij} \) and \( \int d^3 x V^{ij} \partial_t j_{ij}. \)

---

4 The condition \( \overline{\nabla}_r \zeta_A + \overline{\nabla}_A \zeta_r = O(\frac{1}{r}) \) is equivalent to the strict equation \( \overline{\nabla}_r \zeta_A + \overline{\nabla}_A \zeta_r = 0 \) because \( \zeta_r \) depends only on the angles, \( \zeta_r = U(x^A) \) and \( \zeta_A \) is linear in \( r \). \( \zeta_A = r \overline{\zeta}_A \) (\( \zeta_i \) is assumed to be homogeneous since its lower order terms in \( \frac{1}{r} \) are absorbed in \( j_{ij} \). Therefore, \( \zeta_i \) does not depend on \( r \) but only on the angles.) The condition \( \overline{\nabla}_r \zeta_A + \overline{\nabla}_A \zeta_r = 0 \) yields by explicit computation \( \overline{\zeta}_A = \partial_A U \). Thus one has \( \zeta_r = \partial_r (rU) \) and \( \zeta_A = \partial_A (rU) \), i.e., \( \zeta_i = \partial_i (rU) \).
The potential divergence in \( \int d^3 x \partial_t U_{ij} \) is \( \int d^3 x P^{ij} \partial_t U_{ij} \) with \( P^{ij} = \frac{\langle \pi_{ij} \rangle_{\text{odd}}}{r} \). Using the form of \( U_{ij} \), and using the notation \( \eta^i = \partial_t \zeta^i \), this becomes

\[
\int d^3 x P^{ij} \partial_t U_{ij} = 2 \int d^3 x P^{ij} \partial_t \eta_j = 2 \int d^3 x \partial_i (P^{ij} \eta_j) - 2 \int d^3 x \partial_i (P^{ij}) \eta_j
\]

The first term in the right hand side of the second line can be converted to a surface term, easily verified to be finite. The second term is equal to zero thanks to (III.13).

Similarly, the potential divergence in \( \int d^3 x V^{ij} \partial_t j_{ij} \) is \( \int d^3 x V^{ij} H_{ij} \) with \( H_{ij} = \partial_t (h_{ij}) \) \( \text{even} \). Using the form of \( V^{ij} \), this becomes

\[
\int d^3 x V^{ij} H_{ij} = 2 \int d^3 x (\partial^i \partial^j V - \delta^{ij} \hat{\Delta} V) H_{ij}
\]

The second term vanishes by (III.13) so that the potentially logarithmically divergent integral \( \int d^3 x V^{ij} \partial_t j_{ij} \) is actually also finite.

We close this section by noting that the argument also shows that the improper gauge term \( \int d^3 x V^{ij} \partial_t j_{ij} \) is in fact finite without having to assume definite parities for \( U_{ij} \) or \( V_{ij} \). This can be for instance seen by taking \( j_{ij} \) of the same form as \( U_{ij} \) (but with a \( \zeta_i \) of opposite parity), and \( p^{ij} \) of the same form as \( V^{ij} \) (but with a \( V \) of opposite parity). Since these terms fulfill the constraints to leading order, the proof goes through.

V. INVARIANCE OF THE BOUNDARY CONDITIONS

Under a deformation of the constant time hypersurface parametrized by \( (\xi^\perp \equiv \xi, \xi^i) \), the canonical variables transform as [7, 8]

\[
\delta g_{ij} = 2 \xi g^{-\frac{1}{2}} \left( \pi_{ij} - \frac{1}{2} g_{ij} \pi \right) + L_\xi g_{ij} \tag{V.1}
\]

\[
\delta 
\pi^{ij} = -\xi g^{\frac{1}{2}} \left( R^{ij} - \frac{1}{2} g^{ij} R \right) + \frac{1}{2} \xi g^{-\frac{1}{2}} \left( \pi_{mn} \pi^{mn} - \frac{1}{2} \pi^2 \right) - 2 \xi g^{-\frac{1}{2}} \left( \pi_i \pi_{mj} \xi^m + \frac{1}{2} \pi^{ij} \pi \right) + g^{\frac{1}{2}} \left( \xi_{[ij} \pi_{m,j]} - g^{ij} \xi_{[m} \pi_{j]} \right) + L_\xi \pi^{ij} \tag{V.2}
\]

where \( L_\xi g_{ij} \) and \( L_\xi \pi^{ij} \) are respectively the Lie derivatives of \( g_{ij} \) and \( \pi^{ij} \) along the vector field \( \xi^i \).

\[
L_\xi g_{ij} = \xi_{[ij} + \xi_{ji]} \tag{V.3}
\]

\[
L_\xi g_{ij} = \left( \pi^{ij} \xi^m \right)_{[m} - \xi_{[m} \pi^{mj}] - \xi_{[m} \pi^{im}] \tag{V.4}
\]
and the vertical bar $| \ $ denotes the covariant derivative with respect to the full metric $g_{ij}$, i.e., $|_i \equiv \nabla_i$.

The boundary conditions are invariant under hypersurface deformations that behave asymptotically as

$$\xi = b_i x^i + T(n) + C^{(b)}(n) + O\left(r^{-1}\right) \quad \text{(V.5)}$$

$$\xi^i = b^i j x^j + I^j(n) + O\left(r^{-1}\right) \quad \text{(V.6)}$$

$$I_i(n) = W_i(n) + C^{(b)}_i(n), \quad W_i(n) = \partial_i(r W(n)) \quad \text{(V.7)}$$

where $b_i$ and $b^i j = -b^j i$ are arbitrary constants while $T(n)$ and $W(n)$ are arbitrary functions on the unit sphere ($n^i = \frac{x^i}{r}$). The constants $b_i$ parametrize the Lorentz boosts (the corresponding term $-b^i x^0$ in $\xi^i$ can be absorbed in $a^i$ at any given time), whereas the antisymmetric constants $b^i j = -b^j i$ parametrize the spatial rotations. The zero modes $a_0$ and $a^0_i$ of $T$ and $W^i$ are standard translations. In a spherical harmonics expansion of $T(x^A)$ and $W(x^B)$, this corresponds to the choices $T(x^B) \sim a^0_0 Y_{0}^{0}$ and $W(x^B) \sim a^0_0 Y_{1}^{1}$ but higher spherical harmonics are allowed.

The “correcting terms” $C^{(b)}(n)$ and $C^{(b)}_i(n)$ appear only when the transformation involves a boost ($b_i \neq 0$). The first one is necessary for integrability of the boost charges. The second is necessary to maintain the condition $\tilde{h}_{rA} = 0$. Their explicit form will be given in spherical coordinates in Subsection VID. Both involve the fields and are of order one. They are linear in the boost parameters so that $C^{(b)}(n) = 0 = C^{(b)}_i(n)$ when $b_i = 0$.

The independent parameters of the symmetries are accordingly $b_i$, $b^i j$, $T(n)$ and $W(n)$. The boundary conditions are therefore invariant under an asymptotic algebra that has the Poincaré algebra as a proper subalgebra. General functions $T$ and $W$ describe “angle-dependent” translations, or “supertranslations”. They can involve components of both parities. The odd part of $W$ shifts $U$, while its even part modifies $h_{ij}$. Similarly, the even part of $T$ shifts $V$ while its odd part modifies $p^{ij}$. The precise transformation rules of $U$ and $V$ are given in Appendix B. It turns out that only the odd part of $W$ and the even part of $T$ define improper gauge transformations. The other parts are pure gauge transformations (see next section).

VI. SURFACE TERMS AND CHARGE-GENERATORS

The generator of the transformations (V.5)-(V.7) is

$$P^{\text{grav}}_\xi[g_{ij}, \pi^{ij}] = \int d^3 x \left( \xi H + \xi^i H_i \right) + B^{\text{grav}}_\xi[g_{ij}, \pi^{ij}], \quad \text{(VI.1)}$$

where the boundary term $B_\xi$ is determined by the method of [9], i.e., must be such that the exterior derivative $d_V P^{\text{grav}}_\xi$ of $P^{\text{grav}}_\xi$ in field space (with $(\xi, \xi^k)$ given by (V.5)-(V.7)) reduces to a bulk
integral involving only undifferentiated field variations $d_V g_{ij}$, $d_V \pi^{ij}$. In other words, $d_V B^{\text{grav}}_\xi$ must cancel the boundary terms generated from $d_V \int d^3 x \left( \xi \mathcal{H} + \xi^i \mathcal{H}_i \right)$ through the integrations by parts necessary to bring $d_V P^{\text{grav}}_\xi$ to the appropriate bulk form. Given that the symplectic form $\Omega$ has the standard bulk expression $\int d^3 x d_V \pi^{ij} d_V g_{ij}$ without surface term contributions, this is equivalent to requesting that the transformations (V.5)-(V.7) be canonical transformations, i.e., leave the symplectic form invariant, $d_V i_\xi \Omega = 0$ ($\Leftrightarrow i_\xi \Omega = -d_V P^{\text{grav}}_\xi$, see [3]).

Explicit computations lead to the identity [9]

$$d_V \int d^3 x \left( \xi \mathcal{H} + \xi^i \mathcal{H}_i \right) = \text{Requested bulk term} + K_\xi \left[ d_V g_{ij}, d_V \pi^{ij} \right]$$

where

$$K_\xi \left[ d_V g_{ij}, d_V \pi^{ij} \right] = -\oint G^{ijkl}(\xi(d_V g_{ij})_k - \xi_k d_V g_{ij}) d^2 S_l$$

$$-\oint \left( 2 \xi_k d_V \pi^{kl} + (2 \xi^k \pi^{jl} - \xi^l \pi^{jk})d_V g_{jk} \right) d^2 S_l$$

Here, $G^{ijkl}$ is De Witt supermetric,

$$G^{ijkl} = \sqrt{g} \left( \frac{1}{2} (g^{ik} g^{jl} + g^{il} g^{jk}) - g^{ij} g^{kl} \right).$$

The surface integral potentially diverges for boosts and spatial rotations, which grow linearly with $r$.

### A. Divergences are absent

For the boosts, the potential divergence reads $-\oint \tilde{G}^{ijkl}(\xi(\tilde{\nabla}_k (d_V U_{ij}) - \xi_k d_V U_{ij}) d^2 S_l$ because:

(i) to leading order, $G^{ijkl}$ coincides with the De Witt supermetric $\tilde{G}^{ijkl}$ for the flat metric and the covariant derivative $(d_V g_{ij})_k$ coincides with the covariant derivative $\tilde{\nabla}_k (d_V g_{ij})$ in the flat background; and (ii) due to the fact that $\xi$ is parity-odd for boosts, only the leading parity-odd component $U_{ij}$ contributes. The parity-even component drops. Since the constraints are fulfilled to leading order and $\xi$ is a Killing vector, the parity-odd component actually does not contribute either: $U_{ij}$ also drops and the divergence is absent. This is because the integrand is an exact 2-form, which integrates to zero. This can be verified directly by expressing the leading component of the constraint and the integral over the 2-sphere in polar coordinates as in Subsection VID below, or by observing that

$$\oint \tilde{G}^{ijkl}(\xi(\partial_k (d_V U_{ij}) - \xi_k d_V U_{ij}) d^2 S_l = \int d^3 x \partial_l \left( \tilde{G}^{ijkl}(\xi \partial_k (d_V U_{ij}) - \xi_k d_V U_{ij} \right) = 0$$
(\nabla_k = \partial_k \text{ in cartesian coordinates}) because the integrand \( \partial_l \left( \hat{G}^{ijkl}(\xi \partial_k(dV U_{ij}) - \xi_i dV U_{ij}) \right) \) vanishes on account of \( \partial_k \partial_i \xi = 0 \) and \( \hat{G}^{ijkl} \partial_k \partial_i U_{ij} = \partial^i \partial^j U_{ij} - \hat{\Delta} U = 0 \). So there is no divergence in the boost surface integral.

Similarly, the potential divergence in the angular momentum reads

\[
2 \oint \xi_m \delta_{km} dV V^{kl} d^2 S_l \quad \text{where only the even-component of the leading part of } \pi^{ij} \text{ remains due to the fact that } \xi^k \text{ is odd for spatial rotations. But again, because the constraints are satisfied to leading order, this is actually zero as integral over a closed 2-surface of an exact 2-form, or equivalently,}
\]

\[
2 \oint \xi_k dV V^{kl} d^2 S_l = 2 \int d^3 x \partial_l \left( \xi_k dV V^{kl} \right) = 0
\]

as can be seen by using \( \partial_k \xi_k + \partial_k \xi_l = 0 \) and \( \partial_l V^{kl} = 0 \).

We stress that the argument needs only that the odd part of \( \bar{h}_{ij} \) and the even part of \( \pi^{ij} \) fulfill the constraints to leading order. In our case where these parts are given by improper gauge transformations, this is automatic and therefore, in fact, not an independent requirement. For the alternative boundary conditions given in [2], this is not automatic, however, and must be imposed.

[That the constraints hold asymptotically is in any case used in proving finiteness of the symplectic form with either sets of boundary conditions.]

B. Linear momentum and angular momentum

Having established that the surface integral at infinity is finite, we must now verify that it is exact in field space (“integrable”), i.e., that it can be written as the exterior derivative \(-dV B_{\xi}^{grav} \) of a surface term \( B_{\xi}^{grav} \) that we would then add to the bulk term \( \int d^3 x \left( \xi \mathcal{H} + \xi^i \mathcal{H}_i \right) \).

The analysis of the boosts is a bit cumbersome and most easily carried out in spherical coordinates. By contrast, the surface terms for angular momentum and supertanslations are straightforwardly determined already in cartesian coordinates. We start with them. Boosts are considered after the relevant formulas are rewritten in spherical coordinates.

Angular momentum

For the angular momentum \( (\xi = 0, \xi^m = b^m_k x^k = O(r)) \), the \( O(1) \)-contribution to the above surface term is

\[
-2 \oint \xi^m \delta_{mk} dV \Pi^{(3)kl} dS_l - 2 \oint \xi^m \left( h^{(1)}_{mk} dV \Pi^{(2)kl} + \Pi^{(2)kl} dV h^{(1)}_{mk} \right) d^2 S_l \quad \text{(VI.5)}
\]
where we have used the fact that $\xi^l dS_l = 0$, and where $h^{(1)}_{mk}$ is the $O(r^{-1})$ component of $h_{ij}$, 

$$h_{ij} = h^{(1)}_{mk} + O(r^{-2}), \quad h^{(1)}_{mk} = \frac{h_{mk}(n)}{r} \quad$$

while $\Pi^{(2)kl}$ and $\Pi^{(3)kl}$ are respectively the $O(r^{-2})$ and $O(r^{-3})$ components of $\pi^{kl}$ (in cartesian coordinates),

$$\pi^{kl} = \Pi^{(2)kl} + \Pi^{(3)kl} + O(r^{-4}), \quad \Pi^{(2)kl} = \frac{\pi^{kl}(n)}{r^2}, \quad \Pi^{(3)kl} = \frac{\Pi^{(3)kl}(n)}{r^3}. \quad$$

The surface term is clearly an exact form in field space,

$$d_V \left[ -2 \oint \xi^m (\delta_{mk} \Pi^{(3)kl} + h^{(1)}_{mk} \Pi^{(2)kl}) dS_l \right] \quad (VI.6)$$

Therefore, adjusting the integration constant so that Minkowski space has zero angular momentum, one finds that the surface term to be added to $\int d^3 x \xi^i H_i$ for rotations is

$$\frac{1}{2} b_{mn} M^{mn}, \quad M^{mn} = 4 \oint x^n \left( \Pi^{(3)mn} + \delta^{mn} h^{(1)}_{pk} \Pi^{(2)kl} \right) dS_l \quad (VI.7)$$

(with antisymmetrization of weight one).

**Supertranslations**

We now consider supertranslations, generated by $\xi = T$ and $\xi^i = \partial_i (\tilde{W})$, $\tilde{W} = rW$. The $O(1)$ piece of the surface integral at infinity reads then

$$- \oint \tilde{G}^{ijkl} T(d_V h^{(1)}_{ij})_k d^2 S_l - \oint \left( 2 \xi_k d_V \Pi^{(2)kl} \right) d^2 S_l$$

and is clearly integrable since it is linear in the $d_V$ of the fields. We have dropped the term $\oint \tilde{G}^{ijkl}(T_k d_V h^{(1)}_{ij}) d^2 S_l$ which is zero since $T$ depends only on the angles and hence $T_k \sim e_k^A$, while $d^2 S_l \sim n_l$ so that only $d_V h^{(1)}_{rA}$ appears in that expression. But $h^{(1)}_{rA} = 0$.

It turns out that the improper gauge parts of $h^{(1)}_{ij}$ and $\Pi^{(2)kl}$ do not contribute to the integral, so that the surface term to be added to $\int d^3 x \left( T \mathcal{H} + \partial^i (\tilde{W}) \mathcal{H}_i \right)$ reduces to

$$B^{grav}_{(T,W)} = \oint \tilde{G}^{ijkl} T \left( \left( h^{(1)}_{ij} \right)^{even}_k \right)_k d^2 S_l + \oint \left( 2 \partial_k (\tilde{W}) (\Pi^{(2)kl})^{odd} \right) d^2 S_l$$

(with $B^{grav}_{(T,W)} = 0$ for $h_{ij} = \pi^{ij} = 0$). It follows that only $T^{even}$ and $W^{odd}$ appear in the surface integral.

That the improper gauge part of $h^{(1)}_{ij}$ indeed drops from the surface integral follows from the fact that $d^2 S_l \sim n_l$ and $\tilde{G}^{ijkl} n_k U_{ij,k} = 0$ due to the form (III.20) of $U_{ij}$ and the identity
\[ \hat{G}^{ijkl} n_i (n_k e_i^A e_j^B + n_k e_i^A e_j^B + n_j e_i^A e_k^B) = 0. \]

That the improper gauge part of \( \Pi^{(2)kl} \) also drops is a consequence of (III.18), of the relation \( \partial_k (r W) = n_k W + e_i^A \partial A W \) and of the fact that the integral \( \hat{f} \partial A V^A d^2 x \) of a total derivative on the sphere vanishes.

The generator of supertranslations is thus given by

\[ Q_{(T,W)} = \int d^3 x \left( T H + \partial^i (\tilde{W}) \mathcal{H}_i \right) + B_{grav}^{(T,W)}. \quad (VI.8) \]

When the constraints hold, \( Q_{(T,W)} \approx B_{grav}^{(T,W)} \), an expression that vanishes when \( T \) is odd and \( W \) is even. This means that the transformations generated by \( T^{odd} \) and \( W^{even} \) are proper gauge transformations that do not change the physical state of the system. By contrast, the transformations generated by \( T^{even} \) and \( W^{odd} \) have generically non-vanishing charges and are truly improper gauge transformations. For \( T = 1 \) and \( W = 0 \), we recover the ADM energy [8], [9].

The expression of the charge associated with supertranslations \( T \) in the normal direction to the constant time hypersurfaces can be simplified by using the property \( (h^{(1)}_{ij})^{even} = \frac{1}{r} n_i n_j \tilde{h}_{rr} + re_i^A e_j^B \tilde{h}_{AB} \) where \( \tilde{h}_{rr} \) and \( \tilde{h}_{AB} \) depend only on the angles. The \( \tilde{h}_{AB} \) term drops exactly as the \( U_{ij} \) term, and one is left with \( \tilde{h}_{rr} \) only. This yields

\[ B_{grav}^{(T,0)} = 2 \int d^2 x \sqrt{\gamma} T \tilde{h}_{rr}. \quad (VI.9) \]

\[ \textit{Lapse and shift} \]

The lapse \( N \) and the shift \( N^k \), which are Lagrange multipliers for the (first-class) constraints, must be chosen so that the dynamical evolution preserves the boundary conditions. This means that they can be taken to parametrize a generic asymptotic symmetry. It is customary to take:

\[ N = 1 + O(r^{-1}), \quad N^r = O(r^{-1}), \quad N^A = O(r^{-2}). \quad (VI.10) \]

This corresponds to slicings by hypersurfaces that become asymptotically parallel hyperplanes. Imposing these boundary conditions on the lapse and the shift implies that we have to add to the action the ADM energy, i.e,

\[ B_\infty = B_{grav}^{(1,0)} = \int d^2 x \sqrt{\gamma} 2 \tilde{h}_{rr}. \quad (VI.11) \]

\[ \text{C. Spherical coordinates} \]

In order to analyze integrability of the boost charges, we go to spherical coordinates.
Recalling that the conjugate momenta carry a density weight, one finds that the above boundary conditions on the dynamical variables read in spherical coordinates:

\[ \begin{align*}
g_{rr} &= 1 + \frac{1}{r} \bar{h}_{rr} + \frac{1}{r^2} h_{rr}^{(2)} + o(r^{-2}), & \pi^{rr} &= \pi^{rr} + \frac{1}{r} \pi^{(2)rr} + o(r^{-1}), \\
g_{rA} &= \bar{\lambda}_A + \frac{1}{r} h_{rA}^{(2)} + o(r^{-1}), & \pi^{rA} &= \frac{1}{r} \pi^{rA} + \frac{1}{r^2} \pi^{(2)rA} + o(r^{-2}), \\
g_{AB} &= r^2 \pi_{AB} + r \bar{h}_{AB} + h_{AB}^{(2)} + o(1), & \pi^{AB} &= \frac{1}{r^2} \pi^{AB} + \frac{1}{r^3} \pi^{(2)AB} + o(r^{-3}).
\end{align*} \]  

(VI.12)

Although it is absent, we have allowed here a term of order 1 in \( g_{rA} \) parametrized by \( h_{rA} \equiv \bar{\lambda}_A \) in order to show that integrability of the boost charges is indeed guaranteed if one imposes \( \bar{\lambda}_A = 0 \).

Note that what we call here \( \pi^{(2)rr}, \pi^{(2)rA}, \pi^{(2)AB} \) (second term in the expansion of the momenta) was denoted \( \Pi^{(3)ij} \) before (terms of order \( r^{-3} \) in cartesian coordinates).

As we have seen, the leading orders of the dynamical variables are further subject to two types of extra conditions: (i) Parity conditions; (ii) Constraint conditions.

**Generalized Parity conditions**

Under the antipodal map \( x^A \to -x^A \), the above parity conditions involving an improper gauge twist are

\[ \begin{align*}
\bar{\pi}_{rr} &= \text{even}, & \bar{\lambda}_A &= \text{odd}, \\
\pi^{rr} &= (\pi^{rr})^{\text{odd}} - \sqrt{\gamma} \Delta V, & \pi^{rA} &= (\pi^{rA})^{\text{even}} - \sqrt{\gamma} D^A V, \\
\pi^{AB} &= (\pi^{AB})^{\text{odd}} + \sqrt{\gamma} (D^A D^B V - \gamma^{AB} \Delta V), \\
\bar{h}_{AB} &= (\bar{h}_{AB})^{\text{even}} + 2(D_A D_B U + U \gamma_{AB}).
\end{align*} \]  

(VI.13) (VI.14) (VI.15) (VI.16)

with \( V \) even and \( U \) odd (\( \Delta \equiv D_C D^C \)). It follows from these conditions that

\[ \pi^{rr} - \pi^r_A = \text{odd} \quad (\text{strictly}). \]  

(VI.17)

The variables \( \bar{\pi}_{rr} \) and \( \pi^{rr} - \pi^r_A \) play thus a special role: they are invariant under improper gauge transformations, that is, they are invariant under supertranslations.
In order to write down the constraint conditions in polar coordinates, it is useful to introduce a 1+2 radial split of the 3 dimensional metric $g_{ij}$:

$$
g_{rr} = \lambda^2 + \gamma_{AB} \lambda^A \lambda^B, \quad g_{rA} = \gamma_{AB} \lambda^B, \quad g_{AB} = \gamma_{AB},
$$

(VI.18)

$$
\lambda = 1 + r^{-1} \lambda + r^{-2} \lambda^{(2)} + o(r^{-2}), \quad \lambda^A = r^{-2} \lambda^A + r^{-3} \lambda^{(2)A} + o(r^{-3}),
$$

(VI.19)

$$
\gamma_{AB} = r^2 \gamma_{AB} + r \bar{h}_{AB} + h_{AB}^{(2)} + o(1).
$$

(VI.20)

In a manner consistent with our previous conventions for barred quantities, we will use $D_A$ and $\bar{D}_A$ to respectively denote the covariant derivatives associated with $\gamma_{AB}$ and $\bar{\gamma}_{AB}$. The indices $A,B,...$ on bulk fields will be lowered and raised with $\gamma_{AB}$ and its inverse $\gamma^{AB}$ while the same indices on asymptotic fields will be lowered and raised with $\bar{\gamma}_{AB}$ and its inverse $\bar{\gamma}^{AB}$. One has the dictionary

$$
\lambda = \frac{1}{2} \bar{h}_{rr}, \quad \lambda^A = \bar{\gamma}^{AB} \bar{r}_r B \equiv \bar{\gamma}^{AB} \bar{\lambda}_B
$$

(VI.21)

The extrinsic curvature of the constant $r$ surfaces is given by

$$
K_{AB} = \frac{1}{2 \lambda} (-\partial_r \gamma_{AB} + D_A \lambda_B + D_B \lambda_A)
$$

(VI.22)

and differs from the flat space $\bar{K}_{AB}$ (which blows up like $r$) by correction terms of order 1. We will expand $K^A_B$, which behaves like $r^{-1}$ in flat space, as follows

$$
K^\lambda_A = -r^{-1} \delta^A_B + r^{-2} \bar{K}_B + r^{-3} k^{(2)A}_B + o(r^{-3})
$$

(VI.23)

where the first term is the flat space value. Note that this yields

$$
K_{AB} = -r \bar{\gamma}_{AB} + (\bar{K}_{AB} - \bar{h}_{AB}) + o(1)
$$

(VI.24)

so that $\bar{K}_{AB}$ is not the coefficient of the first subleading term in the expansion of $K_{AB}$ (it is defined through the expansion of $K^A_B$). A direct computation gives

$$
\bar{K}_{AB} = \frac{1}{2} \bar{D}_{A B} + \bar{\lambda}_{AB} + \frac{1}{2} (\bar{D}_A \bar{\lambda}_B + \bar{D}_B \bar{\lambda}_A)
$$

(VI.25)

from which the relationship $\bar{k} = \frac{1}{2} \bar{h} + 2 \bar{\lambda} + \bar{D}_A \bar{\lambda}^A$ follows. The (generalized) parity conditions imply

$$
\bar{\lambda} = \text{even},
$$

(VI.26)

$$
\bar{K}_{AB} = (\bar{K}_{AB})^{\text{even}} + \bar{D}_A \bar{D}_B U + U \bar{\tau}_{AB}
$$

(VI.27)
Various useful formulas on the $2+1$ decomposition of the curvature are given in Appendix A. A straightforward derivation using these formulas shows then that the conditions that the constraints should decrease faster than the anticipated rate are linear conditions on the asymptotic fields that read

$$\overline{D}_A \overline{D}_B \overline{\kappa}^{AB} - \overline{D}_A \overline{D}^B \overline{\kappa} = 0, \quad \pi^A + \overline{D}_B \pi^{AB} = 0, \quad \overline{D}_A \overline{D}_B \pi^{AB} + \pi_A^A = 0. \quad (VI.28)$$

D. Integrability analyzed in spherical coordinates

Asymptotic symmetry transformations

The asymptotic symmetries preserving the boundary conditions are generated by the vector fields (V.5)-(V.7), which read in spherical coordinates

$$\xi = br + T + C(b) + O(r^{-1}), \quad \xi^A = Y^A + \frac{1}{r} \left( \overline{D}^A W + C_A^A \right) + O(r^{-2}), \quad (VI.29)$$

$$\xi^r = W + O(r^{-1}), \quad \overline{D}_A \overline{D}_B b + \gamma_{AB} b = 0, \quad \mathcal{L}_Y \gamma_{AB} = 0, \quad (VI.30)$$

where $b(x^B), Y^A(x^B)$ describe boosts and spatial rotations, while $T(x^B)$ and $W(x^B)$ are field-independent functions on the sphere. One has $b_i x^i = br$ while $Y^A = \frac{1}{2} b_{mn} Y^A_{mn}$ in terms of the basis $x_m \partial_n - x_n \partial_m \equiv Y_{mn}$.

The “correcting” terms $C(b)$ and $C_A^A$ are linear in the boosts, depend on the fields and are of order one. They are thus subleading with respect to $rb$. The term $C(b)$ must be added to the boosts in order to make their generator well defined. We write it as $C(b) = b F$ with a function $F$ that will be determined through the integrability requirement to be equal to $-\overline{K}$ (up to the irrelevant addition of a multiple of $\lambda$, see below),

$$C(b) = b F, \quad F = -\overline{K} \quad (VI.31)$$

The term $C_A^A(b)$ is also a correction term that accompanies the boosts and which is necessary to maintain the condition $\overline{h}_{rA} = 0$. A straightforward computation using the transformation of $g_{ij}$ under boosts shows that it is given by

$$C_A^A(b) = \frac{2b}{\sqrt{\gamma}} \pi^A \quad (VI.32)$$

Using the $2+1$ decomposition, the surface term (VI.3) reads in polar coordinates

$$K_\xi [d_V g_{ij}, d_V \pi^{ij}] = \oint d^2 x \left\{ -2 \xi^i d_V \pi_i^r + \xi^r \pi^{ij} d_V g_{ij} - 2 \sqrt{\gamma} \xi d_V K - \sqrt{\gamma} \gamma^{BC} d_V \gamma_{CA} \left( \xi K_B^A + \frac{1}{\lambda} (\partial_r \xi - \lambda^D \partial_D \xi) \delta_B^A \right) \right\}, \quad (VI.33)$$
an expression that can be further transformed to
\[
\begin{align*}
\mathcal{K}_\xi[dVg, dV\pi] &= r \oint d^2x \left\{ -2 Y^A \tau_{AB} dV \pi^{rB} - 2 \sqrt{\gamma} b dV \bar{k} \right\} \\
&\quad + \oint d^2x \left\{ -2 Y^A dV (\tau_{AB} \pi^{rB} + \tau^{(2)rB}_{AB} + \lambda^r_A) - 2 (\mathcal{D}^A W + C^A_B) \tau_{AB} dV \pi^{rB} \\
&\quad - 2 W dV \pi^{r\tau} - \sqrt{\gamma} (b dV \bar{k} + 2 (bF + T) dV \bar{k} + 2 b dV k^{(2)}) \\
&\quad + \sqrt{\gamma} (bF + T + \bar{\lambda} b + \lambda^{D} \partial_{D} b) dV \bar{k} - \sqrt{\gamma} b \bar{\tau}_{AB} dV \bar{\tau}_{AB} \right\} + o(r^0). \quad \text{(VI.34)}
\end{align*}
\]

Divergences are absent - Another check

The first line, proportional to \(r\), is the potentially linearly divergent term identified above, the coefficient of which can be again checked from (VI.28) to be actually zero. Indeed one has
\[
\oint d^2x Y^A \tau_{AB} dV \pi^{rB} = - \oint d^2x Y^A \tau_{AB} \mathcal{D}C dV \pi^{BC} = \oint d^2x \mathcal{D}_{(C} Y_{B)} dV \pi^{BC} = 0
\]
since \(Y^A\) is a Killing vector on the sphere. Similarly,
\[
\oint \sqrt{\gamma} b dV \bar{k} = \oint \sqrt{\gamma} b dV \left( \bar{k} - \mathcal{D}_{A} \mathcal{D}_{B} \bar{\tau}_{AB} + \mathcal{D}_{A} \mathcal{D}^{A} \bar{k} \right) = \oint \sqrt{\gamma} b dV \left( \bar{k} + \bar{k} - 2 \bar{k} \right) = 0 \quad \text{(VI.35)}
\]
upon integration by parts and use of the fact that \(b\) fulfills \(\mathcal{D}A \mathcal{D}B b + \pi_{AB} b = 0\).

Strict parity conditions are therefore not necessary to eliminate the linear divergence in \(\mathcal{K}_\xi[dVg, dV\pi]\). One may allow a twist in the parity conditions given by an improper gauge transformation, which automatically solves the constraints to leading order.

Angular momentum and supertranslation charges in polar coordinates

The terms proportional to \(Y^A\) in the finite piece of \(\mathcal{K}_\xi[dVg, dV\pi]\) leads to the angular momentum constructed previously,
\[
\frac{1}{2} b_{mn} M^{mn} = \oint d^2x \left\{ Y^A \left( 4 \bar{\tau}_{AB} \pi^{rB} - 4 \bar{\lambda} \gamma_{AB} \pi^{rB} + 2 \gamma_{AB} \pi^{(2)rB} \right) \right\} \quad \text{(VI.36)}
\]
where we have set \(\lambda_A = 0\) to anticipate the result of the analysis of the boosts. This term could be kept here since it does not spoil integrability of the angular momentum. The terms proportional to \(T\) and \(W\) yields the supertanslation charges, \(B_{(T,W)}^{\text{grav}}\) where we used the asymptotic form of the momentum constraint and can be simplified to
\[
\begin{align*}
B_{(T,W)}^{\text{grav}} &= \oint d^2x \left\{ 2 W \left( \pi^{rr} - \pi_A^A \right) + 4 T^{\text{even}} \sqrt{\gamma} \bar{\lambda} \right\} \\
&\quad + 2 W \left( \pi^{r\tau} - \pi_A^A \right) + 4 T^{\text{even}} \sqrt{\gamma} \bar{\lambda} \right\} \quad \text{(VI.37)}
\end{align*}
\]
since $\pi^r - \pi^A_A$ is odd while $\lambda$ is even. These expressions are in complete agreement with what we found before.

**Boosts**

It remains to analyse the boosts, for which $K_\xi [d_V g_{ij}, d_V \pi^{ij}]$ reduces to

$$K_\xi [d_V g_{ij}, d_V \pi^{ij}] = \int d^2 x \left\{ -2 C_{(b)}^A \gamma_{AB} d_V \pi^B - \sqrt{\gamma} (b \bar{\eta} d_V \kappa + 2 b F d_V \kappa + 2 b d_V k^{(2)}) + \sqrt{\gamma} (b F + \bar{\lambda} b + \bar{\lambda} D b) d_V \kappa - \sqrt{\gamma} b \gamma^{AB} d_V \bar{h}_{AB} \right\} + o(r^0). \quad \text{(VI.38)}$$

One can rewrite this term as

$$K_\xi [d_V g_{ij}, d_V \pi^{ij}] = d_V \int d^2 x \left\{ -2 \sqrt{\gamma} b k^{(2)} - \sqrt{\gamma} \frac{1}{4} b (\kappa^2 + \bar{\kappa} \gamma^{AB} \bar{h}_{AB}) - b \frac{2}{\sqrt{\gamma}} \gamma^{AB} \pi^r \pi^r B \right\} + \int d^2 x \left\{ - \sqrt{\gamma} (2 b F + \bar{b} b) d_V (2 \bar{\lambda} + D A \bar{\lambda}^A) + \sqrt{\gamma} (\bar{\lambda} C b \gamma^{AB} - b \gamma^{AB} \bar{\lambda}^A) d_V \bar{h}_{AB} \right\} + o(r^0). \quad \text{(VI.39)}$$

The terms in the second and third lines of (VI.39) are not integrable without restriction. This can be seen by computing $d_V K_\xi$. One then first note that the term in $d_V \bar{h} d_V \bar{\lambda}$ in $d_V K_\xi$ reads $b (2 d_V F + d_V \bar{h}) d_V \bar{\lambda}$, and this is zero only if $F$ is taken to be equal to $- \frac{1}{2} \bar{h} + a \bar{\lambda}$, where the constant $a$ is arbitrary. This is the same as the expression (VI.31) up to a term $a \bar{\lambda}$, but this integrable term plays no role because it yields a vanishing integral $\int d^2 x b (\bar{\lambda})^2 = 0$ since $b$ is odd while $(\bar{\lambda})^2$ is even. We can thus take it as we please. We have set $a' = 0$ for convenience. The condition $\bar{\lambda} A = 0$ makes the last line also integrable. We have not studied in depth the general solution of the demand that the one-form in field space $K_\xi$ should be exact but as we shall discuss in the conclusions, the condition $\bar{\lambda} A = 0$ makes a lot of sense. Further support is given in Appendix C.

Taking into account these conditions, one finds explicitly for the surface term $B_\xi$ associated with boosts (such that $d_V B_\xi + K_\xi = 0$)

$$B_\xi [g_{ij}, \pi^{ij}] = \int d^2 x \left\{ b \sqrt{\gamma} \left( 2 k^{(2)} + \kappa^2 + \kappa B \bar{K} A - 6 \lambda \kappa \right) + b \frac{2}{\sqrt{\gamma}} \gamma^{AB} \pi^r \pi^r B \right\}. \quad \text{(VI.40)}$$

We have again adjusted the integration constant in $B_\xi$ so that the background Minkowski solution has zero charge.
Putting all pieces together, one finds that the asymptotic symmetries are canonical transformations generated by
\[ P_{\xi}^{\text{grav}}[g_{ij}, \pi^{ij}] = \int d^3x \left( \xi^H + \xi^i H_i \right) + B_{\xi}^{\text{grav}}[g_{ij}, \pi^{ij}] \]  
(VII.1)

Here, the boundary term is given by the sum of the contributions found before
\[ B_{\xi}[g_{ij}, \pi^{ij}] = \int d^2x \left\{ Y^A \left( 4k_{AB} \pi^B - 4\gamma_{AB} \pi^r B + 2\gamma_{AB} \pi^{(2)r} B \right) + 2W \left( \pi^r - \pi_A^r \right) \right\} \]
\[ + \right\} \]  
(VII.2)

Note that the boost charge and the angular momentum involve contributions that are quadratic in the asymptotic fields. These are absent for the strict parity conditions [9]. By making a BMS transformation away from an “untwisted frame”, one therefore generates quadratic contributions.

The algebra is easily evaluated to be:
\[ \left\{ P_{\xi_1}^{\text{grav}}[g_{ij}, \pi^{ij}], P_{\xi_2}^{\text{grav}}[g_{ij}, \pi^{ij}] \right\} = P_{\hat{\xi}}^{\text{grav}}[g_{ij}, \pi^{ij}] \]  
(VII.3)

where \( \hat{\xi} \) generates an asymptotic symmetry with the following parameters
\[ \hat{Y}^A = Y'^A_1 \partial_B Y^A_2 + \gamma^{AB} b_1 \partial_B b_2 - (1 \leftrightarrow 2), \]  
(VII.4)
\[ \hat{b} = Y'^B_1 \partial_B b_2 - (1 \leftrightarrow 2), \]  
(VII.5)
\[ \hat{T} = Y'^A_1 \partial_A T_2 - 3b_1 W_2 - \partial_A b_1 \bar{D}^A W_2 - b_1 \bar{D}_A \bar{D}^A W_2 - (1 \leftrightarrow 2), \]  
(VII.6)
\[ \hat{W} = Y'^A_1 \partial_A W_2 - b_1 T_2 - (1 \leftrightarrow 2). \]  
(VII.7)

Since the boosts are characterized by odd functions \( b \), we see that the Lorentz transformations mix \( T^{\text{even}} \) with \( W^{\text{odd}} \), and \( T^{\text{odd}} \) with \( W^{\text{even}} \). That is, the pair \( (T, W) \) does not form an irreducible representation of the Lorentz group but breaks into separate Lorentz multiplets \( (T^{\text{even}}, W^{\text{odd}}) \) and \( (T^{\text{odd}}, W^{\text{even}}) \). The multiplet \( (T^{\text{even}}, W^{\text{odd}}) \) generates physical (“improper”) gauge transformations and contains the translations. The multiplet \( (T^{\text{odd}}, W^{\text{even}}) \) generates pure gauge transformations that do not change the physical state of the system. The strict parity conditions eliminate the physical transformations \( (T^{\text{even}}, W^{\text{odd}}) \), which is not an acceptable gauge fixing.

Modding out the trivial transformations generated by even \( W \)’s and odd \( T \)’s, the resulting algebra is the algebra found in [2]. Using the results of [16], this algebra was shown there to be the \( BMS_4 \) algebra expressed in an unfamiliar parametrization. This was done by integrating the
equations of motion for the symmetry parameters all the way to null infinity, along the lines of [18–23]. One finds that the odd \( W \)'s and even \( T \)'s combine to yield the arbitrary function of the angles parametrizing supertranslations in the null infinity parametrization. This enables one to conclude that the symmetry at spatial infinity is the same \( BMS_4 \) as the \( BMS_4 \) uncovered at null infinity. We also note that our analysis implies the matching conditions between the values of the fields on the future and past critical spheres (i.e., the past boundary of future null infinity and the future boundary of past null infinity) imposed in [24]. We refer to [2, 4, 16] for the details.

VIII. CONCLUSIONS

We have reviewed here our work on the Hamiltonian formulation of Einstein gravity in the context of asymptotically flat spacetimes [2–4]. The boundary conditions that we have proposed at spatial infinity lead to a consistent dynamics invariant under the BMS group, which has a non trivial action.

Our boundary conditions are characterized by two key features.

- First, they involve parity conditions on the leading order of the fields, which differ from strict parity conditions by a twist equal to an improper gauge transformation. These generalized parity conditions make the symplectic form and the Lorentz charges finite, which was the motivation for introducing them.

There is another way to motivate the generalized parity conditions. The Weyl tensor of generic initial data not fulfilling any parity condition develop logarithmic singularities as one goes to null infinity, unless one imposes strict parity conditions on the Weyl tensor components [16, 25, 26]. These strict parity conditions can be formulated, at spatial infinity, as the conditions that the electric and magnetic components of the Weyl tensor, which are strictly invariant under proper and improper gauge transformations, be strictly even in cartesian coordinates. Together with the parity conditions that the BMS invariant \( \lambda \) (related to the mass) should be even and its BMS invariant conjugate \( \pi^{\mu
u} - \pi_{AA} \) (related to the linear momentum) should be odd, these strict parity conditions on the Weyl tensor imply our generalized parity conditions [4]5.

Similar features are present in electromagnetism [3], as well as for 2-form gauge fields [5]. We note, however, that convergence of the symplectic form and absence of singularities

---

5 The fact that the matching conditions of [24] follow from the generalized parity conditions is yet another motivation.
in the physical fields do not impose parity restrictions in higher dimensions, at least for electromagnetism [6]. Preliminary investigations seem to indicate that this is also the case for gravity and it remains to be seen whether a consistent formulation free from parity conditions can be given for higher dimensional Einstein theory.

- A second key ingredient is $\bar{h}_{rA} = 0$, which expresses that the expected leading order of the mixed radial-angular components of the metric should actually be zero. This condition is sufficient to make the boost charges integrable. One way to motivate it is given by another important implication of this condition. As we have seen, it relates the angular part $\xi^A$ of the improper diffeomorphisms to their radial part $\xi^r$. This is what makes the angular part $\xi^A$ of the BMS group emerges at spatial infinity. A similar relationship between $\xi^r$ and $\xi^A$ plays also a central role in the AdS context, where the analog of $\bar{h}_{rA} = 0$ is also naturally imposed [27, 28]. In appendix C, we further study the necessity of the condition $\bar{h}_{rA} = 0$. First, we investigate in greater detail the integrability of the expression (VI.39) contributing to the boost charges with the canonical symplectic structure adopted throughout the paper, and show that while more general $\bar{h}_{rA}$'s are possible, they are physically equivalent to $\bar{h}_{rA} = 0$. Second, we explore an alternative suggested by the analysis of electromagnetism [3] and of the 2-form gauge field [5], in which the symplectic structure is modified by surface terms. We find again that this option is physically equivalent to $\bar{h}_{rA} = 0$.

The non trivial structure at spatial infinity results from the fact that there are physical degrees of freedom - i.e., degrees of freedom invariant under “small” or “proper” gauge transformations - which are not invariant under “large” or “improper” gauge transformations. The distinction between proper and improper gauge transformations is therefore crucial. This distinction comes from the charges, which are defined through the standard Noether procedure from the symmetries of the action. For this to be the case, one needs a well defined (finite) action, which is indeed invariant. The charges are identically zero (for the given set of boundary conditions) in the case of proper gauge transformations, or may be non zero in the case of improper gauge transformations. The boundary conditions play an essential role, both in the definition of symmetries (which must leave the boundary conditions and the action invariant) and in the actual computation of the charges.

The impact of our boundary conditions on the structure of the physical states in the quantum theory, and in particular of the role of BMS charges in the dressings of physical operators [29, 30], is an important question which we leave for future investigation.
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Appendix A: 2 + 1 decomposition of the spatial geometry

Polar coordinates are denoted in this appendix \(x^i = (r, x^A)\) where \(x^A\) are coordinates on the 2-sphere. We introduce the “lapse” \(\lambda\) and the “shift” \(\lambda^A\) adapted to the slicing of space by the spheres of constant radius \(r\),

\[
\gamma_{AB} \equiv g_{AB}, \quad \lambda_A \equiv g_{rA}, \quad \lambda \equiv \frac{1}{\sqrt{g^{rr}}}. \tag{A.1}
\]

In terms of these, the metric and its inverse take the form:

\[
g_{ij} = \begin{pmatrix}
\lambda^2 + \lambda_C \lambda^C & \lambda_B \\
\lambda_A & \gamma_{AB}
\end{pmatrix}, \quad g^{ij} = \begin{pmatrix}
\frac{1}{\lambda^2} & -\frac{\lambda_B}{\lambda^2} \\
-\frac{\lambda_A}{\lambda^2} & \lambda^A \lambda^B
\end{pmatrix}, \tag{A.2}
\]

where we used \(\gamma_{AB}\) and its inverse \(\gamma^{AB}\) to raise and lower the angular indices \(A, B,\ldots\).

Introducing the extrinsic curvature of the 2-spheres \(K_{AB}\), we can write all the Christoffel symbols:

\[
K_{AB} = \frac{1}{2\lambda} \left( -\partial_r g_{AB} + D_A \lambda_B + D_B \lambda_A \right) \tag{A.3}
\]

\[
\Gamma^r_{AB} = \frac{1}{\lambda} K_{AB} \tag{A.4}
\]

\[
\Gamma^A_{BC} = \gamma \Gamma^A_{BC} - \frac{\lambda^A}{\lambda} K_{BC} \tag{A.5}
\]

\[
\Gamma^r_A = \frac{1}{\lambda} \left( \partial_A \lambda + K_{AB} \lambda^B \right) \tag{A.6}
\]

\[
\Gamma^r_r = \frac{1}{\lambda} \partial_r \lambda + \frac{\lambda^A}{\lambda} \left( \partial_A \lambda + K_{AB} \lambda^B \right) \tag{A.7}
\]

\[
\Gamma^A_{rB} = -\frac{\lambda^A}{\lambda} \left( \partial_B \lambda + K_{BC} \lambda^C \right) + D_B \lambda^A - \lambda K_B^A \tag{A.8}
\]

\[
\Gamma^A_{rr} = -\lambda \left( \gamma^{AB} + \frac{\lambda_A \lambda^B}{\lambda^2} \right) \left( \partial_B \lambda + K_{BC} \lambda^C \right) - \lambda^C \left( D_A \lambda_C - \lambda K_C^A \right) - \frac{\lambda^A}{\lambda} \partial_r \lambda + \gamma^{AB} \partial_r \lambda_B \tag{A.9}
\]

where \(D_A\) is the covariant derivative associated to \(\gamma_{AB}\).
The Ricci tensor is given by:

\[
(3) R_{AB} = \frac{1}{\lambda} \partial_r K_{AB} + 2K_{AC}K_B^C - KK_{AB} - \frac{1}{\lambda} D.AD_B \lambda \\
+ \gamma R_{AB} - \frac{1}{\lambda} \mathcal{L}_\lambda K_{AB}, \tag{A.10}
\]

\[
(3) R_{rA} = \lambda (\partial_A K - D_B K^B_A) + (3) R_{AB} \lambda^B, \tag{A.11}
\]

\[
(3) R_{rr} = \lambda (\partial_r K - \lambda^A \partial_A K) - \lambda^2 K_B^A K^B_A - \lambda D_A D^A \lambda \\
- (3) R_{AB} \lambda^A \lambda^B + 2 (3) R_{rB} \lambda^B, \tag{A.12}
\]

while the Ricci scalar takes the form

\[
(3) R = \frac{2}{\lambda} (\partial_r K - \lambda^A \partial_A K) + \gamma R - K_B^A K^B_A - K^2 - \frac{2}{\lambda} D_A D^A \lambda. \tag{A.13}
\]

**Appendix B: Asymptotic transformation of the fields**

The action of the asymptotic symmetries on the asymptotic fields can be computed from the variation of the metric and its momentum, and is given by

\[
\delta \xi K_{AB} = \mathcal{L}_Y K_{AB} + \bar{D}_A \bar{D}_B W + W \tau_{AB} \\
+ \frac{b}{\sqrt{\gamma}} (\tau_{AB} - \bar{\tau}_{AB} \bar{\pi}_C) + \frac{1}{\sqrt{\gamma}} \bar{D}_A (b\pi^C \tau_{CB}) + \frac{1}{\sqrt{\gamma}} \bar{D}_B (b\pi^C \tau_{CA}), \tag{B.1}
\]

\[
\delta \xi \bar{\lambda} = \frac{b}{4\sqrt{\gamma}} \bar{\pi} + Y^C \partial_C \bar{\lambda}, \tag{B.2}
\]

\[
\delta \xi (\pi^{\mu} - \pi^{\mu}_A) = \mathcal{L}_Y (\pi^{\mu} - \pi^{\mu}_A) + \sqrt{\gamma} \left( 2b \bar{D}_C \bar{D}^C \bar{\lambda} + 2 \bar{D}^C b \partial_C \bar{\lambda} + 6b \bar{\lambda} \right) \tag{B.3}
\]

\[
\delta \xi \pi^{\mu A} = \mathcal{L}_Y \pi^{\mu A} + \sqrt{\gamma} \left( \bar{D}_B (b \pi^{BA}) + \bar{D}^A b \bar{\pi} - \bar{D}^A T \right), \tag{B.4}
\]

\[
\delta \xi \bar{\pi}^{AB} = \mathcal{L}_Y \bar{\pi}^{AB} + \sqrt{\gamma} \left( \bar{D}^A \bar{D}^B T - \bar{\pi}^{AB} \bar{D}_C \bar{D}^C T \right) + 3b \sqrt{\gamma} \left( \bar{\pi}^{AB} - \bar{\pi}^{AB} \bar{k} \right) \\
+ \sqrt{\gamma} b \left( \bar{\pi}^{AB} \bar{D}_C \bar{D}^C \bar{k} + \bar{D}_C \bar{D}^C \bar{k}^{AB} - \bar{D}_C \bar{D}^A \bar{k}^{CB} - \bar{D}_C \bar{D}^B \bar{k}^{CA} \right) \\
+ \sqrt{\gamma} \left( - \bar{D}^A b \bar{D}^B \bar{k} - \bar{D}^B b \bar{D}^A \bar{k} + \bar{\pi}^{AB} \bar{D}_C b \bar{D}^{C} \bar{k} + 2 \bar{\pi}^{AB} \bar{D}^D \bar{k}^C \partial_c b \\
- \bar{D}^A \bar{k}^{BC} \partial_c b - \bar{D}^B \bar{k}^{AC} \partial_c b + \bar{D}^C \bar{k}^{AB} \partial_c b \right). \tag{B.5}
\]

One can read from these transformation rules that the variation of the functions \((U)^{\text{odd}}\) and \((V)^{\text{even}}\) take the following form:

\[
\delta \xi (U)^{\text{odd}} = Y^C \partial_C (U)^{\text{odd}} - b(V)^{\text{even}} + (W)^{\text{odd}}, \tag{B.6}
\]

\[
\delta \xi (V)^{\text{even}} = Y^C \partial_C (V)^{\text{even}} - 3b(U)^{\text{odd}} - \partial_A b \bar{D}^A (U)^{\text{odd}} - b \bar{D}_A \bar{D}^A (U)^{\text{odd}} + (T)^{\text{even}}. \tag{B.7}
\]
These transformations have an inhomogeneous component \((W)^{\text{odd}}\) for \(U\) and \((T)^{\text{even}}\) for \(V\). It follows that if one starts from a configuration that satisfies the untwisted parity conditions, one generically generates a nonvanishing twist that takes exactly the prescribed form, except if one restricts the transformation to the Poincaré algebra in which case the twist remains zero. Invariance of the boundary conditions under the extended set of transformations is in that sense direct.

**Appendix C: More on the integrability conditions of the boost charges**

1. **Further study of the integrability of (VI.39)**

We further analyse here the conditions implied by the requirement that (VI.39) should be integrable. We argue, in the symplectic framework adopted in the paper, that the variables \(\lambda^A\) actually do not need to vanish, but that one can set them equal to zero by a coordinate redefinition that does not affect the charges (proper gauge transformation).

For the last line in (VI.39) to be integrable, one must have

\[
\oint d^2x \sqrt{\gamma} \left( d_V \bar{X}^C \partial_C b \gamma^{AB} - b \bar{D}^A (d_V \bar{X}^B) \right) d_V \bar{h}_{AB} = 0. \tag{C.1}
\]

The even part of \(\bar{h}_{AB}\) is arbitrary, which forces the even part of \(\bar{X}^A\) to vanish. The odd part of \(\bar{h}_{AB}\) must have the form of equation (VI.16) from which it follows upon integration by parts and use of \(\bar{D}_A \bar{D}_B b + \gamma_{AB} b = 0\), that

\[
\oint d^2x \sqrt{\gamma} \left( - \bar{D}_A b \bar{D}^A d_V \Lambda - b \bar{D} d_V \Lambda - 4b d_V \Lambda \right) d_V \bar{U} = 0. \tag{C.2}
\]

with

\[
\Lambda \equiv \bar{D}_A (\bar{X}^A)^{\text{odd}}. \tag{C.3}
\]

For (C.2) to hold with unrestricted (odd) \(\bar{U}\)'s, one must have

\[
- \bar{D}_A b \bar{D}^A d_V \Lambda - b \bar{D} d_V \Lambda - 4b d_V \Lambda = 0. \tag{C.4}
\]

Taking for \(b\) a generic boost, one easily concludes that \(d_V \Lambda\) should vanish. This implies that \(\Lambda\) should be field-independent. The simplest choice is \(\Lambda = 0\), which yields

\[
\bar{X}^A = (\bar{X}^A)^{\text{odd}}, \quad \bar{D}_A (\bar{X}^A)^{\text{odd}} = 0. \tag{C.5}
\]

\footnote{More precisely, \(d_V (\bar{X}^A)^{\text{even}} = 0\), which implies that \((\bar{X}^A)^{\text{even}}\) should be field-independent. There is no field-independent non-vanishing vector field to which \((\bar{X}^A)^{\text{even}}\) could be equated without conflicting with the symmetries, and so we take \((\bar{X}^A)^{\text{even}} = 0\).}
Other choices with $\mathcal{D}_A(\bar{x}^A)^{\text{odd}} \neq 0$ could be envisioned, but we have not investigated their consistency.

We now explore the consequences of (C.5). When this condition holds, the last line in (VI.39) is not only integrable, but in fact zero as can be seen by making the same integration by parts. The variables $\bar{x}^A$ do not contribute to the charges. One can actually set them equal to zero by a proper gauge transformation. Indeed, if we redefine the angles as

$$x'^A = x^A + \frac{1}{r} \zeta^A, \quad \zeta^A = \text{odd}, \quad D_A \zeta^A = 0$$

we get

$$\bar{x}^A \to \bar{x}^A + \zeta^A$$

and so the form (C.5) of $\bar{x}^A$ is preserved. Taking $\zeta^A = -\bar{x}^A$ sets the new $\bar{x}^A$ equal to zero. This transformation is permissible, because its charge

$$\oint \zeta^A \gamma_{AB} \bar{\pi}^B$$

vanishes. Indeed, given that $\zeta^A$ is odd, only the odd part of $\pi'^B$ contributes to the integral, which becomes

$$\oint d^2 x \bar{\pi}^A \gamma_{AB} \bar{\pi}^B = - \oint d^2 x \sqrt{\gamma} \zeta^A D_A V = \oint d^2 x \sqrt{\gamma} D_A \bar{x}^A V = 0.$$  \hspace{1cm} (C.9)

2. Modifying the symplectic structure by a surface term

There is another option for guaranteeing the existence of well defined charges for the boosts, which consists in modifying the symplectic structure by a surface term. In the analysis of the asymptotic symmetries of electromagnetism [3] and of the 2-form gauge fields [5], we encountered similar integrability problems for the boosts charges. In these cases, where extra restrictions on the asymptotic fields would remove physically important symmetries, the solution proposed was to add a boundary term to the symplectic structure. A similar approach is also available here but, as we will see below, it is again equivalent to the solution obtained by imposing $\bar{x}^A = 0$.

The asymptotic conditions considered in this subsection are the generalized parity conditions given in (III.2)-(III.4) and (III.7)-(III.9) together with the asymptotic constraints given in (III.12). But we do not impose (III.15)-(III.16).

We first provide the form of the alternative solution, verify then that the boost charges are well-defined, and comment finally on the physical equivalence with the simpler solution $\bar{x}^A = 0$. 
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The action is modified by the surface term

\[ 2 \int d^2x \pi^A \gamma_{AB} \partial_t \bar{\lambda}^B \]

involving the time derivatives of \( \bar{\lambda}^A \). It thus takes the following form (including the energy term, since the lapse goes to one at infinity)

\[
S[g_{ij}, \pi^{ij}, N, N^i] = \int dt \left\{ \int d^3x \left( \pi^{ij} \partial_t g_{ij} - N^i \mathcal{H}^\text{grav} - N \mathcal{H}^\text{grav} \right) + 2 \int d^2x \left( \pi^A \gamma_{AB} \partial_t \bar{\lambda}^B - \sqrt{\bar{\gamma}} \hat{h}_{rr} \right) \right\},
\]

(C.10)

\[
\mathcal{H}^\text{grav} = -\sqrt{g}R + \frac{1}{\sqrt{g}}(\pi^{ij} \pi_{ij} - \frac{1}{2} \pi^2), \quad \mathcal{H}_i^\text{grav} = -2 \nabla_j \pi^j_i,
\]

(C.11)

\[
N = 1 + O(r^{-1}), \quad N^r = O(r^{-1}), \quad N^A = O(r^{-2}).
\]

(C.12)

The variation of the surface contribution to the kinetic term produces two apparently extra equations of motion

\[
\partial_t \pi^r A = 0, \quad \partial_t \bar{\lambda}^A = 0.
\]

(C.13)

However, as these two equations are already implied by the bulk equations of motion, the dynamics are unchanged. As a result of the modification of the action, the symplectic structure picks up a boundary term:

\[
\Omega = \int d^3x dV \pi^{ij} dV g_{ij} + 2 \int d^2x dV \pi^A \gamma_{AB} dV \bar{\lambda}^B
\]

(C.14)

and does not take the standard canonical “Darboux” form.

The boundary conditions are preserved by vector fields behaving asymptotically as

\[
\xi = rb + F_{(b)} + O(r^{-1}), \quad \xi^r = W + O(r^{-1}), \quad \xi^A = Y^A + r^{-1} I^A + O(r^{-2}), \quad F_{(b)} = T - b \bar{k} - \bar{\lambda}^C \partial_C b,
\]

\[
\bar{D}_A \bar{D}_B b + \gamma_{AB} b = 0, \quad \bar{D}_A Y_B + \bar{D}_B Y_A = 0.
\]

(C.15)

(C.16)

Compared with the BMS4 generators considered in the main text, we see that the subleading term in \( \xi \) takes an extra contribution dependent on \( \bar{\lambda}^A \) while the subleading term in \( \xi^A \) is now completely arbitrary. This is because the condition \( \bar{h}_{rA} = 0 \) is not imposed, so that the condition \( W_i = \partial_i (rW) \) of (V.7) does not arise. The corresponding transformations on the asymptotic fields \( \bar{\lambda}^A \) and \( \pi^r A \) are given by

\[
\delta_\xi \bar{\lambda}^A = \frac{2b}{\sqrt{\bar{\gamma}}} \pi^A + \mathcal{L}_Y \bar{\lambda}^A + \bar{D}^A W - I^A,
\]

\[
\delta_\xi \pi^r A = \mathcal{L}_Y \pi^r A + \sqrt{\bar{\gamma}} \left( \bar{D}_B (b \bar{k}^B A) + \bar{D}_A b \bar{k} \right) - \sqrt{\bar{\gamma}} \bar{D}^A \left( F_{(b)} + b \bar{k} + b \bar{\lambda} + \bar{\lambda}^B \partial_B b \right).
\]

(C.17)

(C.18)
The action of the symmetries on the other asymptotic fields will present similar modifications but we will not need their explicit expressions to compute the charges.

The presence of a boundary term in the symplectic structure implies that the standard prescription of \([9]\) to define hamiltonian generators must be amended to take into account the non-Darboux form of \(\Omega\). The simplest way to work out the modification is to go back to the original definition of a hamiltonian generator: a well defined generator \(G_Q\) is associated to the transformation \(\delta_Q\) iff it satisfies the identity \(-i_Q\Omega = d_V G_Q\). Using the result obtained in section VIC and the variations (C.17) and (C.18), one can then show that the asymptotic symmetries given above, and in particular the boosts, are hamiltonian. Their generators are given by

\[
G_\xi = \int d^3x \left( \xi H + \xi^i H_i \right) + B_\xi, \tag{C.19}
\]

where the boundary term takes the form

\[
B_\xi = \int d^2x \left\{ 2Y^A (\bar{\pi}^A_B \pi^B) + \bar{\gamma}_{AB} \pi^{(2)rr} + \bar{X}_A \pi^{rr} \right\} + 2W \pi^{rr} + 2 \partial_A W \pi^A + 2L \bar{X}^A \bar{\gamma}_{AB} \pi^B \right\} - \int d^2x \left\{ -\frac{2b}{\sqrt{\gamma}} \bar{\pi}^A_B \pi^B - 2\sqrt{\gamma} b(2) \bar{k} - 4\sqrt{\gamma} T \bar{X} - \frac{b}{4} \sqrt{\gamma} (\bar{h}_2 + \bar{h}_B \bar{h}_A) \right.

+ 6\sqrt{\gamma} b A \bar{D}_B \bar{X}^B + 2\sqrt{\gamma} \bar{X}^{(2)} \bar{\pi} B \bar{D} \bar{X}^B \bar{X}_{AB} + \left. \right. \sqrt{\gamma} b (\bar{D}_A \bar{X}^A)^2 + \sqrt{\gamma} b \bar{D}^A \bar{X}^B \bar{D}_{(A} \bar{X}_{B)}. \tag{C.20}
\]

The full group of asymptotic symmetries (C.15)-(C.16) is thus canonically realized.

The existence of these generators does not mean, however, that the asymptotic symmetry algebra is now bigger than BMS4. In fact, one can see that the parameter \(I^A\) does not contribute to the boundary term, which means that the associated transformation is a proper gauge transformation. If we use this transformation to gauge fix \(\bar{X}^A = 0\), the action and the generators of the BMS4 algebra reduce to the ones we considered in the main text. As we announced earlier, the two solutions to the integrability problem of the boost charges presented in this work, namely imposing \(\bar{X}^A = 0\) or introducing a boundary term in the symplectic structure, are physically equivalent. This gives additional support to the assumption \(\bar{X}^A = 0\) made in the text.
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