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Abstract

We consider representation learning (with hypothesis class \( \mathcal{H} = \mathcal{F} \circ \mathcal{G} \)) where training and test distributions can be different. Recent studies provide hints and failure examples for domain invariant representation learning, a common approach to this problem, but are inadequate for fully understanding the phenomena. In this paper, we provide new decompositions of risk which provide finer-grained explanations and clarify potential generalization issues. For Single-Source Domain Adaptation, we give an exact risk decomposition, an equality, where target risk is the sum of three factors: (1) source risk, (2) representation conditional label divergence, and (3) representation covariate shift. We derive a similar decomposition for the Multi-Source case. These decompositions reveal factors (2) and (3) as the precise reasons for failing to generalize. For example, we demonstrate that domain adversarial neural networks (DANN) attempt to regularize for (3) but miss (2), while a recent technique Invariant Risk Minimization (IRM) attempts to account for (2) but may suffer from not considering (3). We also verify these observations experimentally.

1 Introduction

Representation learning has emerged as a promising approach for machine learning in domain adaptation [1, 2] (for a more recent analysis of this line, see [3] and references therein). A common setup is to consider a hypothesis class \( \mathcal{H} \) that can be decomposed into \( \mathcal{F} \circ \mathcal{G} \), where \( \mathcal{F} \) is a class of predictors which map representations to predictions\textsuperscript{1}, and \( \mathcal{G} \) is a class of representations which map the input to representations. Compared to using a monolithic hypothesis class, using representations provides a new level of abstraction to study properties of information useful for adapting to different domains [4], including computer vision [5, 6] and natural language processing [7, 8].

A theme of representational domain adaptation is to derive a risk decomposition that involves representations, and use it to guide the search of desired representations. For example, a popular decomposition in single-source case is Domain Invariant Representations (DANN [2]):

\[
R'(f \circ \phi) \leq R'(f \circ \phi) + d(\Phi^s, \Phi^t) + \lambda^*_\mathcal{H}
\]

which says that target risk is bounded by three factors: (1) source risk, (2) distance between set of feature representations \( \Phi^s \) and \( \Phi^t \), and (3) a term \( \lambda^*_\mathcal{H} \) that solely depends on the overall hypothesis class \( \mathcal{H} \) (and thus is regarded as unlearnable).

However, recent work [3, 9, 10] has pointed out that the term \( \lambda^*_\mathcal{H} \) hides information about different choices of representations, and thus may not be informative about the failure cases of domain invariant representations. This work proposed the failure examples and possible explanations (e.g., [3] proposed an explanation based on input support misalignment). None of the existing work, on the other hand, proposed revised risk decompositions where these failures can surface as factors in the decompositions.

\textsuperscript{1}In this work, we assume that the predictors output a probability vector over the labels, which corresponds to the output of softmax layer in typical classifiers, including deep neural networks.
In this paper we take a step to bridge this gap. We derive new risk decompositions that are more fine-grained and can clarify failure examples by mapping them to exact factors in the decompositions. Our key idea is that since representation class $\mathcal{G}$ provides an intermediate abstraction, it is fundamental to understand the following question:

*What is the information that $\phi \in \mathcal{G}$ outputs for domain adaptation?*

### 1.1 Overview of our theory and results

As a first approach to answer the question, we propose to examine Bayesian optimal predictors over $\phi \in \mathcal{G}$ (in different domains, respectively). This allows us to examine distributions produced by $\phi$ in different domains, and give risk decompositions that are “purely representational.”

**Single-Source Domain Adaptation (SSDA).** We first use this view to examine Single-Source Domain Adaptation.

1. We first derive an *exact decomposition (an equality)* which says that the target risk is the sum of three factors: (1) source risk, (2) representation conditional label divergence, and (3) representation covariate shift.

2. This equality allows us to explain failure examples found in [3, 9] as exactly a large conditional divergence (factor (2)), and is information-theoretically impossible to solve without target labeled data. This indicates that domain invariant representation approach (e.g. DANN) attempt to regularize (3) but misses (2), and there is a *fundamental limitation* of Single-Source Domain Adaptation with only *unlabeled* data from the target domain.

3. We use our theory to analyze the *success* of DANN for MNIST→MNIST-M. That is, the source domain is the MNIST data set and the target domain is the MNIST-M dataset, created by replacing the background of MNIST with colored images and thus, similar to the failure example presented in, the input support of two domains is disjoint. Nevertheless, DANN can succeed for this domain adaptation task. Through the lens of the exact decomposition, the success of DANN on MNIST→MNIST-M also has an immediate explanation: *The perfect representation alignment (i.e. factor (3) = 0) in this case implies conditional label alignment (i.e. factor (2) = 0).*

4. Finally, we give an upper bound of covariate shift as “source fairness× representation divergence”. This uncovers more possible failure cases of domain invariant representation, where some of which have been pointed out in [10]. This also highlights the importance of source fairness if representation distributions have intrinsic misalignment.

**Multi-Source Domain Adaptation (MSDA).** We then extend our results to Multi-Source Domain Adaptation.

1. Multiple training distributions allow us to observe conditional label divergence. We derive a risk decomposition that target risk is bounded by conditional label divergence and covariate shift in the training domains, plus a term called predictor adaptation distance quantifying whether these alignments in the source domains can generalize to the test domain.

2. Our decomposition motivates a property which we term the *Environment Conditional Invariance (ECI)*. We show that ECI is essentially equivalent to the Invariant Risk Minimization (IRM) [10], if the loss function satisfies some natural properties. However, we prefer focusing on ECI since it is a property of representations themselves and does not depend on an an optimization formalization.

3. Our decomposition reveals that IRM considers exactly perfect conditional label alignment (factor (2)), but misses representation covariate shift (factor (3)), and thus its performance may be hurt due to that, which is verified in our experiments (Figure 4). We further note that generalization to the target can fail when the predictor adaptation distance is large. We demonstrate this via an “distribution memorization problem” (Prop 1 and Section B.2).

**Implications of our theory.** We provide a discussion on various implications of our theory. We argue that our theory provides a unified understanding of domain adaptation based on representations, and highlights that conditional label divergence and covariate shift (which further factors into fairness and representation divergence) at the representation level need to be considered in a synergetic way. We believe that this view provides an avenue for future research.
2 Related Work

Representation learning has become a popular approach for various applications, and learning invariant representations across multiple domains has been a popular method for domain adaptation in recent years. A classic approach for analyzing domain adaption is based on $H$-divergence [11, 12, 13]. That theoretical framework is the basis for a line of methods that uses adversarial training with neural networks to learn representations that are indistinguishable between source and target domain, in particular domain adversarial neural network (DANN) [14, 15] and related techniques [16, 17, 18]. Some other approach used different divergence notions, such as MMD [19, 20], Wasserstein distance [21, 22], and Rényi divergence [23]. Another line of research for domain adaptation is based on causal approaches that typically assume shared generative distributions, e.g., [24, 25, 26]. This work instead focuses on discriminative representation learning and does not make generative assumptions.

On the other hand, the $H$-divergence bound is for general learning rather than representation learning, and thus falls short in explaining some failure cases. [27, 3] both pointed out the insufficiency of learning domain-invariant representation. [3] proposed a generalization upper bound that considers the information loss of non-invertible transformations. [27] derived an information-theoretic lower bound of the joint error on the source and target domains and demonstrated that invariant representations do not necessarily lead to generalization in the target domain when the label distributions differ significantly. Our work provides an exact risk decomposition for domain adaptation which further clarifies the factors leading to the failure of generalization.

Invariant Risk Minimization (IRM) [28] proposed to learn representations that result in the same optimal prediction across domains. We noted that this corresponds to enforcing one factor in our risk decomposition, which also reveals conditions for success and suggests potential improvements to IRM.

3 Preliminaries

Domain adaptation. Single-source domain adaptation has a source domain $s$ and a target domain $t$. Each domain is a distribution over a set of feature vectors and labels. In the multi-source case, we have a set of source domains $E_n$, and one target domain $e_0$ for testing. Given a representation $\phi$, we use $\Phi^e$ to denote the random vector $\phi(X^e)$ where $X^e$ is the random variable distributed according to the input feature distribution in the environment $e$.

Cross entropy function and cross entropy loss. For simplicity of developing and presenting results, throughout this paper we will work with cross entropy loss. However, our results can be extended in a straightforward way to other loss functions. Given two distribution $p, q$, cross entropy function $H_p(q)$ is defined as $H_p(q) = \sum_i q_i \log \frac{1}{p_i}$. We also use cross entropy loss function where for a label $y \in [K]$, and a probability vector $p \in \Delta_K$, $\ell(p, y) = H_p(1_y) = \log \frac{1}{p_y}$, where $1_y$ is a $K$-dimensional vector with $y$-th component 1, and 0 otherwise. Given an environment $e$ with distribution $X^e, Y^e$, and a hypothesis $h \in \mathcal{F} \circ \mathcal{G}$, we define its population risk over $e$, $R^e(h)$ as $\mathbb{E}[\ell(h(X^e), Y^e)]$.

Representation Bayesian optimal predictors. Given $\phi \in \mathcal{G}$, we denote by $f^e_\phi$ the Bayesian optimal predictor on top of the representation $\phi(X^e)$ in environment $e$. That is, $f^e_\phi(y)$ outputs a probability vector such that for $y \in [K]$, $[f^e_\phi(y)]_y = \Pr[Y^e = y \mid \phi(X^e) = y]$. In other words, $f^e_\phi(y) = (Y^e \mid \phi(X^e) = y)$, the label distribution conditioned on $\phi(X^e) = y$. To simplify notation, we simply use $Y^e \mid y$.

Aligning representation support. For convenience, throughout the paper (unless stated otherwise), we assume that the support of $X^e$ for all the environments $e$ is $\mathbb{R}^d$, so the support of $\phi(X^e)$ in all $e$ is the same for any $\phi$. Formally, we make the following minimal assumption on aligning representation support.

Assumption 1 (Representation Support Alignment). A representation $\phi$ is said to align the support if $\text{supp}(\phi(X^e)) = \text{supp}(\phi(X^i))$. In the rest of the paper we let $\Omega$ denote the aligned representation support.

---

2This is essentially without loss of generality, since we can consider a smooth version of $e$ which is a mixture of $e$ with weight $1 - \epsilon$ and the standard Gaussian distribution with weight $\epsilon$ for an arbitrarily small $\epsilon > 0$. 


4 Single-Source Domain Adaptation

In this section, we derive representation risk decompositions in the setting with a single training distribution and use them to clarify failure examples found for invariant representation learning. This section is organized as follows:

1. We start by introducing two categories of quantities, representation conditional label divergence and representation covariate shift. These quantities are defined based on the Bayesian optimal predictors over $\phi$, and thus reflect the distributions produced by $\phi$ on the source and target domains.

2. We use these quantities to give an exact risk decomposition, an equality, for target risk where we use the optimal source predictor given $\phi$. We further show that the representation covariate shift can be naturally decomposed (and upper bounded) by the product of two quantities: representation source fairness and representation divergence.

3. We use the decomposition derived in (1) and (2) to explain and clarify failure examples found in [3, 9], and some variants not considered in those work. Our decomposition gives finer-grained explanations which map failures exactly to factors in the decompositions. Interestingly, our decompositions also allow us, for the first time, to explain some natural success cases of invariant representation.

4. Finally, we consider Conditional Domain Invariant Representation [29]. We point out the problem of inherent representation misalignment and the importance of source fairness in view of that.

4.1 Quantities for Decomposition

Representation conditional label divergence. Given a representation $\phi$, and a value $\gamma$ that $\phi$ may take, the conditional label distributions $Y|\gamma'$ and $Y'|\gamma'$ may differ. To measure the expected divergence of these conditional label distributions, we introduce two quantities, representation domain KL-divergence, and representation domain Bayesian divergence.

Definition 1 (Representation Domain KL-divergence). We define (representation) domain KL-divergence as $KL_{\phi} := \int_{\Omega} d_{KL}(f_{\phi}(\gamma) \parallel f_{\phi}(\gamma))\mu(d\gamma)$, where $d_{KL}$ is the KL divergence. Symmetrically, we define $KL_{\phi}^{s,t}$ by swapping $s,t$.

Definition 2 (Representation Domain Bayesian divergence). We define (representation) domain Bayesian divergence as $KL_{\phi} := \int_{\Omega} (H(Y|\gamma') - H(Y'|\gamma'))\mu(d\gamma)$. Symmetrically, we define $KL_{\phi}^{s,t}$ by swapping $s,t$.

Representation covariate shift. Representation conditional label divergence considers the case where we fix the representation distribution but vary conditional label distributions. By symmetry, we can also consider fixing the conditional label distributions, but vary the underlying representation distribution. This gives the following definition:

Definition 3 (Representation covariate shift). We define s-t representation covariate shift, denoted as $\mu_{s,t}$, as $\mu_{s,t}^\phi = \int_{\Omega} H(Y|\gamma')\mu(d\gamma) - \int_{\Omega} H(Y'|\gamma')\mu(d\gamma)$. In other words, we consider representation distribution changing from $\Phi'$ to $\Phi$, while fixing conditional label distribution as $Y'|\gamma'$.

4.2 Single-Source Representation Risk Decomposition

Our single-source decomposition uses a hybrid argument based on a natural hybrid called $s$-$t$ mixture. Intuitively, this hybrid distribution retains the same representation distribution as that of the target, but switch the label distribution conditioned on a representation to that of the source. Formally, it is defined as follows:

Definition 4 ($s$-$t$ Mixture). An s-t mixture, denoted as $(\Phi^{m}, Y^{m})$, is a distribution defined on the $\Omega \times [K]$ (representation support times label space) as follows:

- $\Phi^{m}$ and $\Phi' = \phi(X')$ are same distributed. That is the feature distribution follows the target domain.

- On the other hand, $Y^{m}|\gamma^{m} = Y'|\gamma'$. That is the conditional label distribution follows the source domain.

We are ready to present an exact decomposition:
Theorem 1 (Exact Decomposition). We have that

\[ R^*(f^*_s \circ \phi) = R^r(f^*_s \circ \phi) + \text{KL}_{\phi_s}^{\text{source}} + \delta_{\phi_s}^{\text{conditional label div}} + \mu_{\phi_s}^{\text{covariate shift}}. \]

That is, target risk equals the sum of (1) source risk, (2) representation conditional label divergence, and (3) representation covariate shift.

Proof. We decompose \( R^*(f^*_s \circ \phi) - R^r(f^*_s \circ \phi) \) as

\[
R^r(f^*_s \circ \phi) - R^r(f^*_s \circ \phi) = \left( R^r(f^*_s \circ \phi) - R^r(f^*_s \circ \phi) \right) \\
+ \left( R^r(f^*_s \circ \phi) - R^n(f^*_s \circ \phi) \right) \\
+ \left( R^n(f^*_s \circ \phi) - R^r(f^*_s \circ \phi) \right).
\]

One can then verify that \( R^r(f^*_s \circ \phi) - R^r(f^*_s \circ \phi) = \text{KL}_{\phi_s}^{\text{source}}, \text{KL}_{\phi_s}^{\text{source}} - R^n(f^*_s \circ \phi) = \delta_{\phi_s}^{\text{conditional label div}}, \text{KL}_{\phi_s}^{\text{source}} - R^n(f^*_s \circ \phi) = \mu_{\phi_s}^{\text{covariate shift}}. \)

Upper bounding representation covariate shift by fairness and representation divergence. Next we study the term \( \mu_{\phi_s}^{\text{covariate shift}} \). We note that \( H(Y'|\gamma') \) is a function of \( \gamma \). An important point is that this function only depends on the source domain. We consider the following definition:

**Definition 5.** The (Representation) Source Fairness, \( \rho_{\phi_s}' \), is defined as \( \rho_{\phi_s}' := \sup_{\gamma \in \Omega} \{ H(Y'|\gamma') \} \).

Source fairness quantifies the intrinsic difficulties of \( \phi \) in discriminating certain inputs (that is, even the Bayesian optimal predictor over \( \phi \) cannot discriminate the inputs mapped to \( \gamma \) well). Importantly, this quantity only depends on the source domain, and so it is learnable using labeled source data. Finally, observe that \( \rho_{\phi_s}' \leq \log K \), where the maximal is achieved when \( Y'|\gamma \) is a uniform distribution over \( \{K\} \). This leads to the following bound on covariate shift:

**Corollary 1.**

\[ \mu_{\phi_s}^{\text{covariate shift}} \leq \rho_{\phi_s}' \times d_{\text{TV}}(\Phi', \Phi') \]

Proof. Note that \( \kappa(\gamma) := H(Y'|\gamma')/\rho_{\phi_s}' \) is a function bounded by 1, and \( \mu_{\phi_s}^{\text{covariate shift}} \) is indeed \( \rho_{\phi_s}' \left( \int_{\Omega_s} \kappa(\gamma) \mu' \text{d}y - \int_{\Omega_s} \kappa(\gamma) \mu \text{d}y \right) \), which is bounded by \( \rho_{\phi_s}' \cdot d_{\text{TV}}(\Phi', \Phi') \) where \( d_{\text{TV}}(\Phi', \Phi') \) is the total variation distance between \( \Phi' \) and \( \Phi' \). \]

Factors for failing to generalize. Our analysis suggests that the gap between source and target-error can be upper bounded as “conditional-label-divergence + source-fairness \times representation-divergence.” Therefore there are two failure factors to generalize:

**Large representation conditional label divergence.** Even if one achieves perfect covariate shift, one may still have large target error due to conditional label divergence.

**Large representation covariate shift.** Even if \( \phi \) aligns perfectly the conditional label distributions, one may still have a error in target environment due to covariate shift. Specifically, this can happen if \( \phi \) provides bounds for neither \( \rho_{\phi_s}' \) nor \( d_{\text{TV}}(\Phi', \Phi') \). In other words, covariate shift could be minimized if either (1) we can find a \( \phi \) to align representations, or (2) if there is no such \( \phi \) for (1), but \( \rho_{\phi_s}' \) can be bounded over representation \( \phi \).

Comparison with existing risk decompositions. We now compare Theorem 1 with existing decompositions. We consider (T1) Theorem 1 [13], (T2) Theorem 4.1 [27], and (T3) Theorem 2 [3].

The Bayes classifier and our other notions (Def 1 to 3) are defined w.r.t. the representation. For both (T1) and (T2), the notions are w.r.t. the input space (e.g., “Notations” and “Comparison with Theorem 2.1” in [27]). Working

\[ \text{Section A.1 in the appendix gives a tighter bound based on group fairness instead of point-wise fairness.} \]
at representation level allows us to examine different representation conditional distributions in a hypothesis class of representations. (T1) and (T2) do not formulate representation class.

Our bound is tighter even if one argues to apply (T1) and (T2) at the representation level. This is because an equality implies that our terms must be reflected in any valid upper bound, but still, an equality can provide more thorough insights. For (T1), please refer to Appendix E for a detailed comparison. The insufficiency of (T1) has also been discussed in several existing works (including [27, 3]).

For (T2), we note two points: (i) Our decomposition is an “orthogonal decomposition” but (T2) is not. Specifically, our conditional label divergence terms (Def 1 and 2) are not affected by representation covariate shift since both integrals are only evaluated over the target representation distribution. By contrast, while the third term in (T2) is related to conditional label divergence, it depends on both source and target representation distributions, and so mixes conditional label divergence and covariate shift. (ii) While the second term in (T2) can be interpreted as covariate shift over representations, our term provides new implications. Corollary 1 shows that a big TV distance between the target/source representation distributions may not affect the target risk if the source fairness is zero. This is not known in previous work, including (T2).

(T3) is the closest decomposition to ours, and their terms offer different upper bounds for our representation covariate shift and representation conditional label divergence. Specifically, the upper bound for representation covariate shift is different from our Corollary 1. This again demonstrates the benefits of our equality decomposition which gives new insights for failure scenarios as described above.

### 4.3 An Analysis of Domain Invariant Representations

Invariant representation is a popular approach for Single-Source Domain Adaptation. As in [3, 9], we consider the following objective (for example, see DANN [2]):

\[
\min_{\phi \in G, f \in F} \ R^s(f \circ \phi) + \lambda \cdot d(\Phi^s, \Phi^t)
\]  

where \( \lambda > 0 \) is a regularization parameter and \( d \) is a distance function between two distributions. The objective is to essentially minimize the source risk with a regularization term based on the distance between the distribution of the source and target. In this section we perform an analysis of failure cases found in recent work and also consider some new variants. Our analysis is structured as follows:

1. We first revisit a failure example found in both [3, 9]. Using our exact decomposition (Theorem 1), we map the failure reason precisely to representation conditional label divergence. We note that [9] provided a similar reason to ours, though their risk decomposition (see Their Theorem 4.1) is not exact.
2. We then use our theory to analyze the success of DANN for MNIST \( \rightarrow \) MNIST-M. In this case, the source domain is the MNIST data set and the target domain is the MNIST-M dataset, which is obtained by replacing background of MNIST images by colored images. Similar to the above failure example, the input support of two domains is disjoint, but nevertheless DANN can still succeed. We show that the essential reason behind this success is that in this case representation alignment implies conditional label alignment.

**Example 1 (Failure Example from [3, 9]).** Consider input space \( X = [-1, 1] \times [-1, 1] \), \( G = \{ \phi_1, \phi_2 \} \) where \( \phi_1(x) = x_1 \) and \( \phi_2(x) = x_2 \) (that is these two representations are projections on the two axes), and \( \mathcal{F} = \{ 1_\lambda(\cdot) \} \) (that is we consider thresholding functions that \( 1_\lambda(\alpha) = 1 \) if \( \alpha > \lambda \), and 0 otherwise. The source domain \( s \) puts a uniform distribution in the second and fourth quadrants, and has label 1 in the second quadrant, and label 0 in the fourth quadrant. On the other hand, target distribution \( t \) puts a uniform distribution in the first and third quadrant, and has label 1 in the first quadrant and label 0 in the third quadrant (See Figure 1).

Clearly, the underlying truth is \( \phi_2(x) = x_2 \), which perfectly classifies both source and target data. However, with Single-Source Domain Adaptation where we only have unlabeled data from the target domain, using (1) we cannot distinguish between \( \phi_1 \) and \( \phi_2 \). Both of them have zero risk on the source domain, and both give perfect alignment between \( \Phi^s \) and \( \Phi^t \). (i.e., both perfectly minimize (1)).

**Our explanation using conditional label divergence.** Our exact representation risk decomposition (Theorem 1) provides an immediate explanation for Example 1: \( \phi_1 \) has a large representation conditional label divergence. Since
Figure 1: Variable selection example in [3] that DANN will fail to learn. Specially, objective 1 will have two different optimal solutions with very different target risks. The figure comes from [3].

Figure 2: MNIST-M images (right) are obtained from MNIST images (left) by replacing the black background with random images. As a result, MNIST and MNIST-M have disjoint input support. The figure comes from [3].

Figure 3: An artificial example which captures the phenomenon where representation alignment may trivially imply conditional label alignment, the reason why DANN works for MNIST → MNIST-M. The source domain in this example is the same as that in Example 1, but the target domain has \( x_1 = 0 \). Therefore, \( x_2 \) is the only signal that can be used as representation to align two domains (this is similar to the digit signal in MNIST → MNIST-M). Further, since \( x_2 \) is the right signal for prediction, aligning representation implies conditional label alignment.

we only have one source domain, and do not have labeled data from the target domain, it is information theoretically impossible to align conditional label distributions, and thus distinguish between \( \phi_1 \) and \( \phi_2 \). To this end, we note that [9] mentioned a similar explanation based on their Theorem 4.1. As we have discussed in the previous section, our exact decomposition at representation level provides a more precise explanation (representation covariate shift is zero while conditional label divergence is large).

DANN on MNIST → MNIST-M: Representation alignment implies conditional label alignment. One may argue that the failure of the above example is because that, at the input level, the support of source and target domains is completely disjoint. To this end, we note that there is a successful case of invariant representation learning that is nevertheless of this nature. Specifically, DANN succeeds in MNIST → MNIST-M, where MNIST-M is a dataset created from MNIST by replacing the background images with colored images, which causes the support of two domains at the input level to be disjoint.

Through the lens of the exact decomposition, the success of DANN on MNIST → MNIST-M also has an immediate explanation: The representation alignment in this case trivially implies conditional label alignment. Merely replacing background images will make digit representation the only discriminative signal that exists in both source and target.
Therefore by finding the only representaiton that could align the two domains, the conditional label alignment is trivially implied (because digit representation is the causal representation for prediction). This phenomenon is captured by the following example:

**Example 2 (Representation alignment implies conditional label alignment).** We consider the same setting as in Example 1. However, for target domain, we have uniform distribution over \( [0] \times [-1, 1] \), and for \( \{ (0, x_2) \mid 0 < x_2 < 1 \} \) we give label 1, and for \( \{ (0, x_2) \mid -1 < x_2 < 0 \} \) we give label 0. In other words, the probability mass, instead of spreading over the second and the fourth quadrants, it concentrates on the \( x_2 \) axis.

In this case, only \( \phi_2(x) = x_2 \) aligns the representation distributions, since \( \phi_1(x) = x_1 \) will be constantly 0 for the unlabeled data from the target domain, which has measure 0 in the source data when projecting to \( x_1 \). DANN will thus learn \( x_2 \) which perfectly classifies the target data.

### 4.4 Variants, Representation Alignment, and Fairness

**Intrinsic representation misalignment.** Some recent proposals (for example, [29]) considered modifying (1) to align the conditional representation distributions, \( \Phi' | Y = s \) and \( \Phi' | Y = t \), instead of \( \Phi' \) and \( \Phi'' \). However, in view of our decomposition, these works may all suffer from one problem: *Objectively there may be no representation alignment even for the underlying truth representation.* For example, for the above two examples, one can modify the digit distributions (which is the causal representation) so that they are objectively misaligned between source and target (one can do so even for conditional representations). In these cases, learning using (1) or its conditional variants will have inherently large risk. We note that the recent work of Invariant Risk Minimization [10] has provided a similar observation (see Appendix C of their paper), but however did not map it to a risk decomposition factor.

**Covariate shift and source fairness.** The possibly intrinsic representation misalignment is exactly caused by representation covariate shift in Theorem 1. If one has no control over that, then to control covariate shift one has to find a \( \phi \) with small source fairness. That is, \( \phi \) should not discriminate different \( \gamma \) with a too large a gap. In fact, Corollary 1 suggests that under the assumptions that: (1) target risk is large, (2) source risk is small, (3) conditional label divergence is small, (4) representation divergence is objectively large, then source fairness must be large.

### 5 Multi-Source Domain Adaptation

The analysis in the single-source setting suggests that we should minimize both the conditional label divergence and the representation covariate shift. The former, however, generally requires labels from the target domain which are not available. A natural idea is to consider multiple sources among which we can minimizes the conditional label divergence. So we now turn to the setting with multiple sources \( \mathcal{E}_S \) and one target domain \( \mathcal{E}_T \), and we focus on the case where no data from the target domain is available for training. We generalize the risk decomposition bound in the single-source setting, discuss its implications for invariant representation learning and the connection to recently proposed approach IRM (invariant risk minimization), and present and clarify the conditions for success. Specifically:

1. We start by introducing a new quantity, *predictor adaptation gap* between the target and the sources, which measures how “far” the target is from the sources. If it is small, then learning over sources can generalize to the target. We then use this quantity and the bound from the single-source setting to derive the multi-source risk bound.
2. We then review a natural regularization called *environment conditional invariance* (ECI) implied by the bound to learn invariant representation using multiple sources. We show that this is essentially the recently proposed method, Invariant Risk Minimization (IRM).
3. We present examples under which IRM can fail to generalize, and use the decomposition derived above to explain and clarify the root causes. We point out that the performance of IRM can be hurt by representation covariate shift, which is verified in experiments. Furthermore, we describe a *distribution memorization* phenomena where a hypothesis class that is too large can prevent generalization to the target despite all benign assumptions about the data and optimization. We verify this implication in experiments and also verify that this issue can be alleviated via a simple pre-training heuristic.
5.1 Multi-Source Representation Risk Decomposition

Ideally, one would like to bound the target risk by terms that can be optimized on the source environments, which can be used as regularization for learning even when no data from the target domain is available. However, generalization to an arbitrary target is not possible, so there must be some condition on the target, which will be reflected by a term quantifying the condition in the risk bound. We begin by introducing such a quantity: **Predictor Adaptation Gap**. We first introduce the notion for two distributions, and then define it between the target and the sources.

**Definition 6.** Define the predictor adaptation gap between two distributions $e_1$ and $e_2$ with respect to a representation function $\phi$ and $E_n$ as $d_\phi(e_1, e_2; E_n) := \sup_{e \in E_n} R^e(f_\phi^e \circ \phi) - R^{e_2}(f_\phi^e \circ \phi)$.

To get some intuition, suppose this gap is small. If $f_\phi^e \circ \phi$ learned on $e$ can be used in $e_2$ (i.e., $R^{e_2}(f_\phi^e \circ \phi)$ is small), then it can also be used in $e_1$ (i.e., $R^e(f_\phi^e \circ \phi)$ is also small).

**Definition 7.** Define the predictor adaptation gap between $e_0$ and $E_n$ with respect to $\phi$ as:

$$d_\phi(e_0, E_n) := \inf_{e' \in E_n} d_\phi(e_0, e'; E_n).$$

For convenience of discussion, we also define the predictor adaptation gap between $e_0$ and $E_n$ over the whole class $\mathcal{G}$ as $d_\phi(e_0, E_n) := \sup_{g \in \mathcal{G}} d_\phi(e_0, E_n)$.

We are ready to present our risk decomposition:

**Theorem 2.** For any $\phi$, we have

$$\sup_{e \in E_n} R^e(f_\phi^e \circ \phi) \leq \sup_{e \in E_n} R^e(f_\phi^e \circ \phi) + \sup_{e, e' \in E_n} [\delta_\phi^{e, e'} + KL_{e, e'}^\phi + \mu_\phi^{e, e'}] + d_\phi(e_0, E_n).$$

The risk bound has three parts: (1) Source risk. The supremum over $e \in E_n$ is necessary for getting a small target risk, if the set of possible targets $e_0$ includes $E_n$. The other two terms quantify the generalization to targets outside $E_n$. (2) Conditional label divergence and covariate shift of the representations among the sources. Assuming that there exists a ground-truth function $f^* \circ \phi^*$ that is simultaneously good for all distributions, this part can be used for regularization (see the next subsection). (3) The “generalization gap” due to the distribution shift from the sources and the target. This term is the key factor determining generalization to new domains/distributions beyond the sources $E_n$ considered in the training. If the target $e_0$ does not align with $E_n$, then in the worst case we cannot expect the learned hypothesis to generalize to $e_0$. On the other hand, when $e_0$ aligns with some source in $E_n$, then generalization is possible.

The bound also shows a trade-off between the generalization gap and the other two terms. A larger $E_n$ potentially leads to a smaller gap but larger source risks, larger label divergence and covariate shift among the sources, and harder optimization. Similarly, the bound implicitly shows a larger hypothesis class $\mathcal{G}$ potentially leads to smaller source risks but a larger gap. To see this, suppose the optimization method successfully finds a $\phi$ with small source risks, and small conditional label divergence and covariate shift among the sources. Then, the generalization gap is $d_\phi(e_0, E_n)$, which can be as large as $\sup_{g \in \mathcal{G}} d_\phi(e_0, E_n)$ in the worst case. So a larger hypothesis class $\mathcal{G}$ potentially leads to a larger gap.

5.2 Conditional Label Divergence and Invariant Risk Minimization

Our theorem leads to the following question: how does one regularize to minimize the terms? Here we consider the representation conditional label divergence. The extreme is to make the conditional label distribution on the representation to be the same across $e$ and $e'$, which will make the label divergence (both terms $\delta_\phi^{e, e'}$ and $KL_{e, e'}^\phi$) zero.

**Definition 8 (Environment Conditional Invariance).** A representation $\phi$ satisfies environment conditional invariance (ECI) w.r.t. distribution family $E$ if $\forall e, e' \in \mathcal{E}, \forall r \in \text{supp}(\phi(X^e)) \cap \text{supp}(\phi(X^{e'})), \forall y \in [K], \Pr[Y^e = y | \phi(X^e) = r] = \Pr[Y^{e'} = y | \phi(X^{e'}) = r]$. 
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ECI means that the Bayesian optimal prediction function on the representation (i.e., \( \Pr[Y^*|\phi(X^*)] \)) is invariant across all the distributions. This is a natural assumption on the representation \( \phi \) and thus is a particularly useful inductive bias for invariant learning. Previous work has provided extensive motivation. It is closely related to the notion of invariant prediction in [30], and has been mentioned in recent work (e.g., [31]).

Furthermore, recent work [10] has proposed and studied a closely related notion that representation \( \phi \) leads to the existence of a predictor *simultaneously optimal* for all the domains (called \( \phi \) eliciting an invariant predictor). Based on this, an approach called Invariant Risk Minimization (IRM) is proposed and obtained interesting experimental results:

\[
\begin{align*}
\min_{h \in \mathcal{F}, \phi \in \mathcal{G}} & \sum_{e \in \mathcal{E}_n} R_e(h \circ \phi), \\
\text{subject to } & h = \arg \min_{h \in \mathcal{F}} R_e(h \circ \phi) \quad \text{for } \forall e \in \mathcal{E}_n.
\end{align*}
\]

This is empirical risk minimization subject to *simultaneous optimality* of the predictor for all sources. As pointed in [10], when the loss has the property that the minimizer is the Bayesian optimal predictor and \( \mathcal{F} \) is large enough to include that, ECI and simultaneous optimality are equivalent.\(^4\) In this case, let \( \mathcal{G}_I \) denote the subset of hypotheses in \( \mathcal{G} \) that satisfy ECI. Then IRM is equivalent to minimizing \( \sum_{e \in \mathcal{E}_n} R_e(h \circ \phi) \) subject to \( h \in \mathcal{F}, \phi \in \mathcal{G}_I \). Then by our theorem, the solution \( \hat{h} \circ \hat{\phi} \) satisfies

\[
R_{\phi}(\hat{h} \circ \hat{\phi}) \leq \sup_{e \in \mathcal{E}_n} R_e(\hat{h} \circ \hat{\phi}) + \sup_{e, e' \in \mathcal{E}_n} \mu_{\phi}(e, e') + d_{\mathcal{G}_I}(e_0, \mathcal{E}_n).
\]

Compared to the original bound, ECI enforces perfect conditional label alignment, and also potentially reduces the generalization gap from \( d_{\mathcal{G}}(e_0, \mathcal{E}_n) \) to \( d_{\mathcal{G}_I}(e_0, \mathcal{E}_n) \) by pruning away those hypothesis \( \phi \) that do not satisfy ECI on the sources. When the ground-truth indeed satisfies ECI, this will not hurt the sources risks and thus significantly decreases the bound on the target risk.

On the other hand, the last two terms in the bound imply two additional conditions for generalization. The covariate shift can be computed using the data from the sources, and thus can be incorporated into the training. The predictor adaptation gap is a condition on the target domain so it cannot be computed without target data, while it can be controlled by choosing proper hypothesis classes. We discuss these two terms in the following two subsections, respectively.

### 5.3 Representation Covariate Shift

Our analysis indicates a large representation distribution shift can lead to larger target risks, and only enforcing ECI will not suffice. Here we provide supporting empirical evidence, by experimenting on a variant of the colored MNIST dataset from [28]. The construction of the colored MNIST dataset is reviewed in Section 4, where the digit in the image is regarded as ground-truth representation. In the original construction, we have equal mass on the digits in both source domains, so there is no representation covariate shift. We modify the construction process so that the two source domains have *misaligned* distributions over the digits: \( e_1 \) has mass \( \frac{1}{10} \) on digits 0-4 and \( \frac{1}{10} \) on digits 5-9, while \( e_2 \) has mass \( \frac{1}{10} \) on digits 0-4 and \( \frac{1}{10} \) on digits 5-9. So the shift is controlled by a single control parameter \( p \), as \( p \) increases the shift becomes larger. Figure 4 shows the results where \( p \) increases the test accuracy continues to decrease.\(^5\) The result demonstrates that as the representation covariate shift becomes more significant, models learned on the source domains have worse generalization to the test domain, which matches the implication of our analysis.

### 5.4 Predictor Adaptation Gap

When we find a model with low source risks and small conditional label divergence and covariate shift among the sources, can we guarantee that it has a low risk in the target domain? Our bound shows that this is not true when the

\(^4\) ECI and simultaneous optimality still have some subtle difference: When the loss does not have the property that the minimizer is the Bayesian optimal predictor, there are examples where simultaneous optimality does not enforce ECI. See Section C in the appendix for detailed discussions. Therefore, we use ECI for our analysis, since it is a property of the representation itself and does not involve the optimization and thus is more convenient for the analysis. On the other hand, simultaneous optimality is convenient for training.

\(^5\) The exact data generating process is provided in Appendix D, and Table 1 there provides the detailed results.
prediction adaptation gap $d_{\|\cdot\|}(e_0, E_n)$ is large. When will the gap be large and lead to a high target risk? First, ECI is only imposed on the sources during training while it may not be satisfied in the target (i.e., a large conditional label divergence between the sources and the target), which can lead to a large gap. Second, even if all optimal solutions satisfy ECI in the target, some of them can have large representation covariate shift between the sources and the target, and thus still have a large target risk. (We emphasize that these are different from the conditional label divergence and the representation covariate shift among the sources, which can be controlled by the training algorithm.) We call these two cases distribution memorization. It is a phenomenon similar to overfitting via memorizing training samples in the traditional supervised learning setting, but it memorizes the entire distributions rather than the training samples. Even if infinite data from each source is available and the hypothesis classes are just slightly larger than necessary, distribution memorization can happen.

To demonstrate the distribution memorization phenomenon, here we give an intuitive example (due to the covariate shift between the sources and the target) and provide more in Section B.2. Consider the case with classification error, i.e., the label is in $\{-1, +1\}$ and the loss of $f$ on data $(x, y)$ is $\ell(f(x), y) = |\text{sign}(f(x)) - y|$. Suppose the support of the target $\text{supp}(X^0)$ can be disjoint from those of the sources $\cup_{e \in E_n} \text{supp}(X^e)$. Assume: (1) There are ground-truth $\phi^* \in G$ and $f^* \in F$, such that $f^* \circ \phi^*$ has 0 error in all domains (including all sources and also the target), $\phi^*$ satisfies ECI in all domains, and the distributions of $\phi^*(X^e)$ are the same for all sources $e$. (2) The optimization finds $f$ and $\phi$ such that in all sources, $f \circ \phi$ has 0 error, $\phi$ satisfies ECI, and the distributions of $\phi(X^e)$ are the same.

**Proposition 1 (Distribution Memorization).** There exists an instance of the data distributions and $G \circ F$ satisfying the above assumptions, where there is an optimal solution $f \circ \phi$ that satisfies ECI and has 0 risks in all the source domains, but in the target domain has a risk 1/2 which is as large as random guessing. Furthermore, in the instance, $\phi(x)$ is simply the concatenation of $\phi^*(x)$ with one additional bit, and $f$ is linear.

**Proof.** Suppose the support of the target $\text{supp}(X^0)$ can be disjoint from those of the sources $\cup_{e \in E_n} \text{supp}(X^e)$, and let $v(x) = 0$ if $x$ is from a source $e \in E_n$ and $v(x) = 1$ if $x$ is from the target $e_0$. Suppose $G$ is large enough so that we have a $\phi \in G$ that maps $x$ to the concatenation of $\phi^*(x)$ and $v(x)$. Suppose $f^*$ is linear and let $F$ be the set of linear functions, then we have an $f$ with $f(\phi(x)) = f^*(\phi^*(x)) + 2v(x)$. Then for $x$ from any source, $f(\phi(x)) = f^*(\phi^*(x))$, but for $x$ from the target, $f(\phi(x)) = f^*(\phi^*(x)) + 2$. Suppose the target has an equal mass for the two class labels, then $h \circ \phi$ has source risks 0 but a large target risk 1/2. Furthermore, it is easy to see that in all sources, $\phi^*$ satisfies ECI and the distributions of $\phi^*(X^e)$ are the same. \hfill \square

Intuitively, the representation function remembers whether the data is from the target and then the predictor uses this to make different predictions for the target domain. More generally, we do not need the support of the target domain to be disjoint from those of the source domains. A similar phenomena can happen when the target has large total variation distances with the sources and the hypothesis classes are too large. Section B.2 provides an example where
the supports of the target and the sources overlap but a large representation covariate shift leads to a large gap. It also provides another example where the supports overlap while a large conditional label divergence leads to a large gap. The discussions thus suggest that with large hypothesis classes and a large difference between the sources and the target, we can have a large conditional label divergence and/or a large representation covariate shift between the sources and the target, which is reflected as a large prediction adaptation gap term in our bound.

Arguably, an interesting case for domain adaptation is when the target is significantly different from the sources, and our analysis shows that in this case, the hypothesis classes should be carefully chosen to alleviate the prediction adaptation gap and consequently get better generalization to the target domain. The connection between the prediction adaptation gap and the label divergence and covariate shift also suggests that if some (unlabeled) data from the target domain are available, such data can potentially be used to regularize the gap explicitly during the training.

Empirical evidence. [10] proposed an algorithm IRMv1 for IRM via regularization and evaluated it on the Color-MNIST dataset. We observe that, IRMv1 fails to learn on Color-MNIST when imposing the ECI regularization for the whole training process. The learned model has low source risks and small conditional label divergence and representation covariate shift, but has a high target risk indicating the existence of a large prediction adaptation gap. On the other hand, the algorithm succeeds with a two-stage training: First train without regularization, and then train with the regularization. Figure 5 gives the learning curves for the two training methods.

For this interesting observation, our analysis provides an explanation: the two-stage method is essentially pre-training, which reduces the size of the hypothesis classes and thus reduces the prediction adaptation gap. More precisely, the first stage begins with an initialization $\phi_0$ and finds an intermediate solution $\phi_1$, and the second stage uses $\phi_1$ as a warm start and searches in a neighborhood $\mathcal{N}(\phi_1)$ of $\phi_1$ to obtain the final solution $\phi_2$. Here, $\mathcal{N}(\phi_1)$ can be much smaller than the original hypothesis class $\mathcal{G}$. Then the predictor adaptation gap reduces from $d_{\mathcal{G}}(e_0, E_{tr})$ to $d_{\mathcal{N}(\phi_1)}(e_0, E_{tr})$, and thus improves generalization. This explanation can be verified empirically. We computed the $\ell_2$ distance between the parameters of $\phi_0$ and $\phi_1$, and for $\phi_1$ and $\phi_2$. The latter is less than 8% of the former, suggesting that it is indeed doing pre-training and supporting our explanation. This also suggests that the two-stage training heuristic can be a general strategy in future algorithm design to improve generalization to the target domain.

6 Discussions

It is instructive to compare our results for single-source and multi-source environment. The risk bound for multi-source case has an additional term (the predictor adaptation distance). This is because we intentionally separate the quantities that can be optimized on the sources (i.e., the source risks, the conditional label divergence, and the covariate shift), and those that are related to the target and thus cannot be optimized in the setting without data from the target (the predictor adaptation distance). Separating out the second part helps to identify conditions of the target for generalization. In
the single-source case, both the label divergence and the covariate shift are related to the target domain so we do not separate the two parts. This also means that directly applying Theorem 1 to the multi-source setting leads to a bound using conditional label divergence and covariate shift between the target and the sources. This does not provide insights about the multi-source setting and explanations for the examples we considered in Section 5.

We further comment that our bounds are finer-grained than the classic bounds for domain adaptation based on $\mathcal{H}$-divergence, e.g., that by [13]. For single source, a similar bound as Theorem 1 can be derived from the classic $\mathcal{H}$-divergence based bound, by bounding the $\mathcal{H}$-divergence by the label divergence and covariate shift. On the other hand, the bound in Theorem 1 is tighter (it is an equality!) and the analysis is more intuitive. For multiple sources, we can also derive a multi-source $\mathcal{H}$-divergence based bound. Our multi-source bound can also be viewed as decomposing the $\mathcal{H}$-divergence into finer-grained quantities. See Section E in the appendix for the details.

7 Conclusions

We presented risk bounds for learning invariant representations across domains, based on new decompositions specific for representation learning. It allows us to identify the conditions for successful invariant representation learning. In particular, we use them to investigate several interesting failure examples of existing approaches such as DANN and IRM, revealing that the regularizations in these approaches are complementary. Our risk bounds show that explicitly incorporating representations can provide novel implications, and open an avenue for designing future algorithms for representation learning in domain adaptation.
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A Proofs for Section 4

A.1 Group Fairness Bound for Covariate Shift

Let $\mathcal{B}$ be a partition of the space of the representation $\phi$. Assume for simplicity $|\mathcal{B}|$ is finite.

**Definition 9 (Group Representation Source Fairness).** The group (representation) source fairness $\rho_{\mathcal{B}, \mathcal{B}'}^\phi$ with respect to $\mathcal{B}$ is defined as $\rho_{\mathcal{B}, \mathcal{B}'}^\phi := \sup_{B \in \mathcal{B}'} [H(Y^i|\Phi^i \in B)]$, where $\mathcal{B}' = \{B \in \mathcal{B} : \Pr[\Phi^i \in B] > 0\}$.

**Definition 10 (Group Distance).** The group distance between two distributions $\mu$ and $\nu$ with respect to $\mathcal{B}$ is defined as $d_{\mathcal{B}}(\mu, \nu) = \frac{1}{2} \sum_{B \in \mathcal{B}} |\mu(B) - \nu(B)|$.

**Corollary 2.** Suppose $\Phi'$ is supported on $\Phi^i$, i.e., if $\Pr[\Phi' \in B] > 0$ for some set $B$, then $\Pr[\Phi^i \in B] > 0$. Then we have

$$\mu^\phi_{\mathcal{B}'} \leq \rho_{\mathcal{B}, \mathcal{B}'}^\phi \times d_{\mathcal{B}}(\Phi', \Phi') \leq \log K \times d_{TV}(\Phi', \Phi').$$

**Proof.** We have

$$\mu^\phi_{\mathcal{B}'} = \int_\Omega H(Y'|\gamma') \mu'(d\gamma) - \int_\Omega H(Y'|\gamma') \mu'(d\gamma)$$

$$= \sum_{B \in \mathcal{B}'} \Pr[\Phi' \in B] H(Y'|\Phi' \in B) - \sum_{B \in \mathcal{B}'} \Pr[\Phi' \in B] H(Y'|\Phi^i \in B)$$

$$= \sum_{B \in \mathcal{B}'} \left[ \Pr[\Phi' \in B] - \Pr[\Phi^i \in B] \right] H(Y'|\Phi' \in B)$$

$$\leq \sum_{B \in \mathcal{B}'} \max \left\{ \Pr[\Phi' \in B] - \Pr[\Phi^i \in B] \right\} H(Y'|\Phi' \in B)$$

$$\leq \sup_{B \in \mathcal{B}'} H(Y'|\Phi' \in B) \times \sum_{B \in \mathcal{B}'} \max \left\{ \Pr[\Phi' \in B] - \Pr[\Phi^i \in B] \right\}$$

$$= \sup_{B \in \mathcal{B}'} H(Y'|\Phi' \in B) \times \frac{1}{2} \sum_{B \in \mathcal{B}'} |\Pr[\Phi' \in B] - \Pr[\Phi^i \in B]|$$

$$\leq \rho_{\mathcal{B}, \mathcal{B}'}^\phi \times d_{\mathcal{B}}(\Phi', \Phi').$$

Clearly, $\rho_{\mathcal{B}, \mathcal{B}'}^\phi \leq \rho_{\mathcal{B}}^\phi$. Let $U(\mathcal{B})$ be the family of sets that can be obtained by taking union of some sets in $\mathcal{B}$:

$$U(\mathcal{B}) = \{U : U = \cup_{A \subseteq \mathcal{A}} B, A \subseteq \mathcal{B}\}.$$

Then $d_{\mathcal{B}}(\mu, \nu) = \sup_{U \in U(\mathcal{B})} |\mu(U) - \nu(U)| \leq d_{TV}(\mu, \nu)$, where the last inequality follows from the definition of total variation distance. So the statement follows.\hfill $\square$

B Proofs in Section 5

B.1 Proof of Theorem 2

For any $e \in \mathcal{E}_n$,

$$R^n(f^e_{\phi} \circ \phi) - R^n(f^e_{\phi} \circ \phi)$$

$$= \inf_{e' \in \mathcal{E}_n} [R^n(f^e_{\phi} \circ \phi) - R^n(f^e_{\phi} \circ \phi) + R^n(f^e_{\phi} \circ \phi) - R^n(f^e_{\phi} \circ \phi)]$$

$$\leq \inf_{e' \in \mathcal{E}_n} [R^n(f^e_{\phi} \circ \phi) - R^n(f^e_{\phi} \circ \phi)] + \sup_{e' \in \mathcal{E}_n} [R^n(f^e_{\phi} \circ \phi) - R^n(f^e_{\phi} \circ \phi)].$$
Therefore, taking \( \sup_{e \in E_n} \) on both sides and applying the max-min inequality leads to

\[
\sup_{e \in E_n} R^n(f_0^e \circ \phi) \leq \sup_{e \in E_n} R^e(f_0^e \circ \phi) + d_\phi(e_0, E_n) + \sup_{e \neq e' \in E_n} [R^e(f_0^e \circ \phi) - R^{e'}(f_0^{e'} \circ \phi)].
\]

For the last term, using the same argument as in Theorem 1,

\[
R^e(f_0^e \circ \phi) - R^{e'}(f_0^{e'} \circ \phi) = \delta_\phi^{e,e'} + KL_\phi^{e,e'} + \mu_\phi^{e,e'}.
\]

This completes the proof.

### B.2 Distribution Memorization under Milder Assumptions

Proposition 1 shows large hypothesis classes can lead to too large predictor adaptation gap, but assuming the support of the target is disjoint with those of the sources. Here we show that this assumption is not needed in general, but just for the simplicity of the presentation and illustration of intuition.

Consider the following example. The input \( x \) lies on the real line. The conditional probability of the label \( Y \mid X \) are the same for all domains: \( Y = 0 \) on \([-2, -1) \cup [1, 2)\), \( Y = 1 \) on \([-1, 1]\), and \( \Pr[Y = 0 \mid x] = \Pr[Y = 1 \mid x] = 1/2 \) for any \( x \in [2, 3] \). The distributions of \( X \) are specified as follows.

1. The target domain \( e_0 \) puts uniformly mass \( \epsilon \) on the interval \([-2, 0]\), mass \( \epsilon \) on \([0, 2]\), and mass \( 1 - 2\epsilon \) on \([2, 3]\).
2. Source \( e_1 \) puts uniformly mass \( 1 - 2\epsilon \) on the interval \([-2, 0]\), mass \( \epsilon \) on \([0, 2]\), and mass \( \epsilon \) on \([2, 3]\).
3. Source \( e_2 \) puts mass \( \epsilon \) on the interval \([-2, 0]\), mass \( 1 - 2\epsilon \) on \([0, 2]\), and mass \( \epsilon \) on \([2, 3]\).

Then \( \phi(x) = |x| \) and the classifier \( f(\phi(x)) = 1[\phi(x) \leq 1] \) have the optimal error and satisfy ECI on the sources, but still has a large error \((1 - 2\epsilon)/2\) in the target domain. This is reflected by a large predictor adaptation gap. In this particular example, the gap is due to the covariate shift between the sources and the target (similar to the example in Proposition 1).

![Figure 6: Illustrating example of distribution memorization: \( e_1 \) and \( e_2 \) are the two source environments, \( e_0 \) is the target environment. Both \( \phi_1(x) = x_1 \) and \( \phi_2(x) = x_2 \) satisfy the source ECI and zero source covariate shift. However, \( \phi_2 \) will lead to a large target error.](image)

Consider another example, shown in Figure 6. It is a variant of Example 1. The input space \( X = [-1, 1] \times [-1, 1] \), \( G = \{\phi_1, \phi_2\} \) where \( \phi_1(x) = x_1 \) and \( \phi_2(x) = x_2 \), and \( F = \{1(\cdot)\} \) (that is we consider thresholding functions that \( 1(\alpha) = 1 \) if \( \alpha > \lambda \), and 0 otherwise). The distributions are specified as follows. Let \( \epsilon > 0 \) be a sufficiently small constant.

1. The target \( e_0 \) puts uniformly mass \( 1/2 - \epsilon \) in the second and fourth quadrants, and mass \( \epsilon \) in the first and third quadrants. It has label 1 for the fourth quadrant and label 0 for the second quadrant. In the first and third quadrant, it has label 1 for points in \([-1, -1/2] \times [-1, -1/2] \) or \([-1/2, 0] \times [-1/2, 0] \) or \([0, 1/2] \times [0, 1/2] \) or \([1/2, 1] \times [1/2, 1] \), and has label 0 for the other points.
2. Source $e_1$ puts uniformly mass $1/2 - \epsilon$ in the first and third quadrants, and mass $\epsilon$ in the second and fourth quadrants. It has label 1 for the first quadrant and label 0 for the third quadrant. In the second and fourth quadrant, it has label 1 for points in $[-1, -1/2] \times [1/2, 1]$ or $[-1/2, 0] \times [0, 1/2]$ or $[0, 1/2] \times [-1/2, 0]$ or $[1/2, 1] \times [-1, -1/2]$, and has label 0 for the other points.

3. Source $e_2$ puts uniformly mass $1/2 - \epsilon$ in the first and third quadrants, and mass $\epsilon$ in the second and fourth quadrants. It has label 1 for the first quadrant and label 0 for the third quadrant. In the second and fourth quadrant, it has label 0 for points in $[-1, -1/2] \times [1/2, 1]$ or $[-1/2, 0] \times [0, 1/2]$ or $[0, 1/2] \times [-1/2, 0]$ or $[1/2, 1] \times [-1, -1/2]$, and has label 1 for the other points.

So both $\phi_1$ and $\phi_2$ lead to a small error and satisfy ECI in the sources. But $\phi_1$ and the corresponding classifier $I_0(\cdot)$ lead to a small error $\epsilon$ in the target, while $\phi_2$ and the corresponding classifier $I_0(\cdot)$ lead to a large error $1 - \epsilon$ in the target. Again, this is reflected by a large predictor adaptation gap. But in this particular example, the gap is due to the representation conditional label misalignment between the sources and the target.

In summary, both the representation conditional label misalignment and the covariate shift between the sources and the target can lead to a large predictor adaptation gap and consequently a large generalization gap, even when we can make sure the representation conditional label misalignment and the covariate shift among the sources are small. The precise relationship between the predictor adaptation gap and the misalignment/covariate shift between the sources and the target is left for future work.

### C Relationship between ECI and IRM

Recall that the IRM approach proposed by [10] is to find $\hat{h}, \hat{\phi}$ by:

$$
\min_{h \in \mathcal{F}, \phi \in \mathcal{G}} \sum_{e \in \mathcal{E}_n} R^e(h \circ \phi),
$$

(2)

subject to $h \in \arg \min_{h \in \mathcal{F}} R^e(h \circ \phi)$ for any $e \in \mathcal{E}_n$.

(3)

This is an empirical risk minimization subject to simultaneous optimality of the predictor for all sources. As pointed in [10], when the loss has the property that the minimizer is the Bayesian optimal predictor and $\mathcal{F}$ is large enough to include that, ECI and simultaneous optimality are equivalent. Specifically we consider the following definition:

**Definition 11 (ϕ-Bayesian Optimality Property).** Let $\phi : \mathcal{X} \rightarrow \mathcal{R}$ be a representation, $\ell : \Delta_K \times [K] \rightarrow \mathbb{R}_+$ be a loss function, where $\Delta_K = \{(p_1, \ldots, p_K) \mid p_i \geq 0, \Sigma_{i=1}^K p_i = 1\}$ is the $K$-dimensional probability simplex. Consider the following optimization problem:

$$
\min_{w \in \mathcal{R}^n \times \Delta_K} \mathbb{E}[\ell(f(\phi(X)), Y)]
$$

(4)

where the expectation is taken over $X, Y$. We say that $\ell$ has the Bayesian optimality property with respect to $\phi$, if the optimal solution $f^* : \mathcal{R} \rightarrow \Delta_K$ of (4), which maps a representation to a probability vector, satisfies that

$$
\forall y \in \text{supp}(\Phi), \forall y \in [K] : f^*(\gamma)_y = \Pr[Y = y \mid \Phi = \gamma]
$$

Note that the simultaneous optimality is required for some $h \in \mathcal{F}$, while ECI or invariant predictor doesn’t require $h$ to be from $\mathcal{F}$. When the loss function has the Bayesian optimality property, $\phi$ satisfying ECI is equivalent to $\phi$ eliciting an invariant predictor (see the discussion later). We prefer to center our analysis around ECI rather than invariant predictor or simultaneous optimality for convenience, while simultaneous optimality is very useful for enforcing ECI in training.

Here, we analyze IRM under the following assumptions:

(A1) The loss has the Bayesian optimality property.

(A2) $\mathcal{F}$ is sufficiently large to include the conditional probabilities $g(r) = \Pr(Y \mid \phi(X) = r)$ for any $\phi \in \mathcal{G}$ and any $e \in \mathcal{E}_n \cup \{e_0\}$.
Under (A1)(A2), simultaneous optimality is equivalent to \( \phi \) satisfying ECI.

It is worth noting many natural loss functions (e.g. squared loss, cross entropy) satisfies Bayesian optimality property. Combining (A1) and (A2), we have the following proposition:

**Proposition 2.** Let \( \phi \) be a representation, \( \ell \) be a loss function that satisfies the Bayesian optimality property w.r.t. \( \phi \), and \( \mathcal{E} \) be an environment family. Suppose that \( \phi \) is conditionally invariant w.r.t. \( \mathcal{E} \). Assuming (A2), then there is a universal optimal solution \( f_\phi \in \mathcal{F} \) to the optimization problem \( \min_h \mathbb{E}[\ell(h(\phi(X^e)), Y^e)] \) across all \( e \in \mathcal{E} \).

**Proof.** Define \( f_\phi \) as

\[
[f_\phi(r)]_y := [f^*_\phi(r)]_y = \Pr[Y^e = y | \phi(X^e) = r], y \in [K] \quad \text{for any } e \in \mathcal{E} \text{ that } \phi \in \text{supp}(\phi(X^e))
\]

We note that \( f_\phi \) is consistently defined because \( \phi \) is conditionally invariant w.r.t. \( \mathcal{E} \). Clearly, \( f_\phi \) is optimal because \( \ell \) satisfies Bayesian optimality property. \( \Box \)

Now, given an environment family \( \mathcal{E} \), and (A1) (A2) satisfied, by Proposition 2, we can consider the following objective:

\[
\begin{align*}
\min_\phi & \sum_{e \in \mathcal{E}} \mathbb{E}[\ell(f_\phi(\phi(X^e)), Y^e)] \\
\text{subject to } & \text{ECI}(\phi, \mathcal{E})
\end{align*}
\]

**(ERM-ECI)**

**Proposition 3.** (ERM-ECI) is exactly the (IRM) objective defined as

\[
\begin{align*}
\min_{h, \phi} & \sum_{e \in \mathcal{E}} \mathbb{E}[\ell(h(\phi(X^e)), Y^e)] \\
\text{subject to } & (\forall e \in \mathcal{E}) h \in \arg \min_h \mathbb{E}[\ell(h(\phi(X^e)), Y^e)]
\end{align*}
\]

**(IRM)**

**Proof.** Because \( \ell \) satisfies the conditional expectation property, therefore we know that for every \( e \in \mathcal{E} \) the optimal solution will output the optimal conditional probability. Therefore for (IRM), the only possibility that there is an invariant optimal solution \( h \) across all environments, is that \( \phi \) is conditionally invariant w.r.t. \( \mathcal{E} \). However, then we know that the invariant optimal solution \( h \) in (IRM) is nothing but the \( f_\phi \). The proof is complete. \( \Box \)

Without (A1)(A2), simultaneous optimality may not impose ECI; see an example in the next subsection.

**C.1 Example Showing the Difference of ECI and IRM**

**C.1.1 Review of the colored-MNIST Experiment**

In the paper [10], an interesting experiment on colored-MNIST is performed. The experiment is essentially as follows:

1. We start by considering a random variable \( G \) which encodes digits. Specifically, \( G \) is a random variable on \( \mathbb{R}^d \) of pixels. We abuse the notation to use \( G \) to denote the true digit its pixels encode (e.g. \( G = 0 \) means a sample that encodes 0).

2. We then define a Bernoulli random variable \( X \) as

\[
X = \begin{cases} 
0 & \text{if } G = 0, 1, 2, 3, 4, \\
1 & \text{if } G = 5, 6, 7, 8, 9
\end{cases}
\]

In other words, \( X = 0 \) if the digit encoded in \( G \) is less than 5, and 1 otherwise.
We now prove that if we use the 0-1 loss (which does not have the Bayesian optimality property), then the optimal solutions to (IRM) in color-MNIST do not satisfy ECI and should learn the spurious correlation \( Z \) not invariant.

3. The true label \( Y \) is generated by flipping \( X \) with probability \( .25 \). That is,

\[
Y = \begin{cases} X & \text{w.p. } .75, \\ 1 - X & \text{w.p. } .25 \end{cases}
\]

In other words, the predictability\(^6\) of \( Y \) using \( X \) is \( \Pr[X = Y] = .75 \).

4. Then we create a color random variable \( Z \), by flipping \( Y \) with probability \( q \) (define \( p = 1 - q \)). That is,

\[
Z = \begin{cases} Y & \text{w.p. } p, \\ 1 - Y & \text{w.p. } q \end{cases}
\]

That is, the predictability of \( Y \) using \( Z \) is \( p \) if \( p > 1/2 \), and \( q \) if \( p \leq 1/2 \).

5. Finally, after the color \( Z \) is sampled, we create a new pixel random variable \( \tilde{G} \), by coloring the pixels of the digit in \( G \) using color \( Z \) (red if \( Z = 0 \) and green if \( Z = 1 \)). Clearly, the causal structure is

\[
\begin{array}{c}
G \\
\downarrow
\end{array} \quad \begin{array}{c}
\rightarrow
\end{array} \quad \begin{array}{c}
\tilde{G}
\end{array} \quad \begin{array}{c}
\uparrow
\end{array} \quad \begin{array}{c}
X \quad \longrightarrow \quad Y \quad \longrightarrow \quad Z
\end{array}
\]

(Causal Structure)

Correlation between \( Y \) and \( Z \) is variant and thus is spurious. Note that both \( x \) and \( z \) can be recovered from \( \tilde{g} \).

6. The task is to train a classifier to predict \( Y \) from \( \tilde{G} \) (that is a model \( \tilde{G} \rightarrow Y \)). The experiment in [10] defines three environments: \((e_1)\) where \( q = .1 \), which generates \( Z^{e_1} \). Note that \( \Pr[Y = Z^{e_1}] = .9 > .75 = \Pr[X = Y] \). \((e_2)\) where \( q = .2 \), which generates \( Z^{e_2} \). Note that \( \Pr[Y = Z^{e_2}] = .8 > .75 = \Pr[X = Y] \). \((e_3)\) (test environment): where \( q = .9 \), which generates \( Z^{e_3} \). Note that now \( \Pr[Y = Z^{e_3}] = .1 \ll .75 = \Pr[X = Y] \). That is, while in training environments \( Z \) is highly predictive, in the test environment it is poorly performing (and instead it is \( 1 - Z \) that is highly predictive).

IRM paper uses \( e_1 \) and \( e_2 \) for training. It is straightforward now to instantiate both (IRM) and (IRMv1) objectives with the above setting. Interestingly, with (IRMv1), [10] found that they can learn to use \( X \), but not \( Z \). In a nutshell, they claim that, even with the following two assumptions:

1. The correlation between \( Y \) and \( Z \) varies over training environments.
2. In every training environment \( Z \) is more predictive than \( X \) in predicting \( Y \).

IRM can still learn not to use correlations that are not invariant.

C.1.2 Example where IRM Does Not Impose ECI

We now prove that if we use the 0-1 loss (which does not have the Bayesian optimality property), then the optimal solutions to (IRM) in color-MNIST do not satisfy ECI and should learn the spurious correlation \( Z \) (i.e., the color).

To start with, we consider 0-1 loss, that is, given hypothesis \( h \) that maps \( g \sim \tilde{G} \) to \([0, 1]\),

\[
\ell(g, y; h) = \mathbb{1}[h(g) \neq y] = \begin{cases} 1 & h(g) \neq y, \\ 0 & \text{otherwise}. \end{cases}
\]

and therefore \( R^v(h) \) is defined to be \( \sum_{g, y} \ell(g, y; h) \).

Our construction has two steps: First, we construct one optimal solution (\( \Phi^*, w^* \)) to (IRM), but which learns the spurious correlation \( Z \). Second, we prove that any optimal solution should learn the spurious correlation \( Z \).

**Constructing an optimal (\( \Phi^*, w^* \)) to (IRM)**. Now, we construct representation \( \Phi^* \) and classifier \( w^* \):

\(^6\) We define the predictability of a binary random variable \( Y \) using another binary random variable \( X \) as \( \max[\Pr[Y = X], \Pr[Y = 1 - X]] \).
We have the following proposition,

\[ \text{Proposition 4.} \]

For environment, the Bayesian optimal predictor is simply to output \( z \).

For each row, we highlight (bold) the cell which Bayesian optimal predictor should output. One can see that for either predictor \( \Pr[φ^∗|G] \).

Clearly, \( \Phi^∗(G) \).

\[ \text{For any predictor } f : \] (\( \Phi^∗, w^∗ \)) achieves the optimal error among all predictors over \( \widetilde{G} \). To see this, note that from (Causal Structure), we have that \( Y ⊥ G | (X, Z) \). Thus \( Y ⊥ f(\tilde{G}) | (X, Z) \). Therefore by the law of total expectation

\[ \Pr(Y \neq f(\tilde{G})) = \mathbb{E}_{XZ}[\mathbb{I}(Y \neq f(\tilde{G})) | X, Z]] \]

\[ = \sum_{x,z} p(x,z) \cdot \left( p(Y = 1, f(\tilde{G}) = 0 | x,z) + p(Y = 0, f(\tilde{G}) = 1 | x,z) \right) \]

\[ = \sum_{x,z} p(x,z) \cdot \left( p(Y = 1|x,z) p(f(\tilde{G}) = 0|x,z) + p(Y = 0|x,z) p(f(\tilde{G}) = 1|x,z) \right) \]

\[ ≥ \sum_{x,z} p(x,z) \cdot \min \left\{ p(Y = 1|x,z), p(Y = 0|x,z) \right\} \]

\[ = \sum_{x,z} p(x,z) \cdot \Pr[Y ≠ c^∗(x,z)] \]

\[ = \Pr[Y ≠ c^∗(X,Z)] \]

Clearly, \( \Phi^∗(G) = (X,Z) \). Next we show that \( c^∗ = w^∗ \). For each environment we can compute the Bayesian optimal predictor \( \Pr[Y = y | X = x, Z = z] \), for \( x, y, z \in \{0,1\} \). We have that, \[
\begin{array}{c|c|c|c|c|c|c}
|   & \mathbf{e_1} & \mathbf{e_2} & \mathbf{e_2} & \mathbf{y = 0} & \mathbf{y = 1} & \mathbf{y = 0} & \mathbf{y = 1} \\
|---|---|---|---|---|---|---|---|
| \mathbf{x = 0, z = 0} & \frac{27}{28} & \frac{1}{28} & \frac{12}{13} & \frac{1}{13} |
| \mathbf{x = 0, z = 1} & \frac{1}{2} & \frac{3}{2} & \frac{1}{7} & \frac{4}{7} |
| \mathbf{x = 1, z = 0} & \frac{1}{2} & \frac{3}{2} & \frac{1}{7} & \frac{4}{7} |
| \mathbf{x = 1, z = 1} & \frac{27}{28} & \frac{1}{28} & \frac{12}{13} & \frac{1}{13} |
\end{array}
\]

For each row, we highlight (bold) the cell which Bayesian optimal predictor should output. One can see that for either environment, the Bayesian optimal predictor is simply to output \( z \). This shows that:
We note that $w^* \circ \Phi^*$ gives the optimal predictor $\tilde{z}$, and also that $w^*$ is the optimal hypothesis for $\Phi^*(\tilde{G}^z)$ and $\Phi^*(\tilde{G}^z)$, respectively. Therefore $(w^*, \Phi^*)$ is an optimal solution to (IRM).

**From “an” optimal solution to “any” optimal solution.** We have the following:

**Proposition 5.** For 0-1 loss, and any optimal solution $\overline{\Phi}, \overline{w}$ to (IRM), $\overline{w} \circ \overline{\Phi}$ must be Z (i.e., the color).

**Proof.** Consider any optimal solution $\overline{\Phi}$ and $\overline{w}$ to (IRM). It must satisfy that its empirical loss across all environments must be upper bounded by that of $\Phi^*$ and $w^*$. That is,

$$R^c_i(\overline{w} \circ \overline{\Phi}) + R^c_i(\overline{\Phi} \circ \overline{\Phi}) \leq R^c_i(w^* \circ \Phi^*) + R^c_i(w^* \circ \Phi^*).$$

However $w^* \circ \Phi^*$ is the Bayesian optimal predictor Z. This means that $\overline{w} \circ \overline{\Phi}$ must also be Z. The proof is complete. □

Combining Propositions 4 and 5 it shows that (IRM) cannot impose ECI and learn invariant covariates.

**D Experimental Details for IRM under Representation Covariate Shift**

There are two training environments $e_1, e_2$ and one testing environment $e_0$. The data is generated with two control parameter $p, n$ as follows: We first we assign a preliminary label $\tilde{y} = 0$ for digit 0–4, and $\tilde{y} = 1$ for digit 5–9 for each data point in MNIST. Then to create $e_1, e_2$, we randomly partition the 50000 MNIST training samples into two sets $S_1$ and $S_2$. In $e_1$, we sample $n$ points with replacement from set $S_1$ to obtain data from 0-4 with probability $\frac{p}{1+p}$ and data from 5-9 with probability $\frac{1}{1+p}$; in $e_2$, we sample $n$ points with replacement from set $S_2$ to obtain data from 0-4 with probability $\frac{p}{1+p}$ and data from 5-9 with probability $\frac{1}{1+p}$. Finally, we create final label (true label) for data in all environments, $y$, by flipping $\tilde{y}$ with probability 0.25. Finally, we create the color variable for each sample $c$ by flipping $y$ with probability $q^*$, where $q^* = \begin{cases} 0.2 & e = e_1 \\ 0.1 & e = e_2 \\ 0.9 & e = e_0 \end{cases}$.

The result is given in Table 1. We can observe that as $n$ increases, the train accuracy-test accuracy gap shrinks. As $p$ decreases, the training accuracy increases steadily. The test accuracy drops significantly in particular when $p$ goes from 0.6 to 0.3. The reason, we think, is that the IRM is no longer able to learn a useful representation from the two training environments with completely misaligned feature representations.

**E Relations between Our Bounds and Divergence-based Bounds**

**E.1 Review of the Divergence-based Bound for Single-Source Domain Adaptation**

The seminal work by [13] considered the setting of single-source domain adaptation without representation learning, i.e., only considering $\mathcal{H}$ but not $\tilde{F}$ or $\tilde{G}$. It gives a bound on the risk in the target domain, based on the notion of $\mathcal{H}$-divergence. We review the divergence and the bound below.

By learning on the source, one cannot hope the learned hypothesis to generalize to arbitrary target. Therefore, some criterion is needed to measure how close the target is to the source. A naïve measurement is the $L_1$ distance. However, [13] pointed out the $L_1$ distance cannot be accurately estimated from finite samples of arbitrary distributions. Furthermore, it is a supremum over all measurable subsets while we are only interested in the risk of hypothesis from a class of finite complexity. They thus proposed to use the $\mathcal{H}$-divergence instead. The original bound is derived for the setting where the label $y \in [0, 1]$, the output of the hypothesis is in $[0, 1]$, and the loss is $\ell(y, y') = |y - y'|$. Here we gives a variant of the divergence and the original bound for general loss, which is convenient for the later discussion on comparison to our bounds.
Table 1: Complete results of IRM under covariate shift. The covariate shift is created by manipulation of the data distribution described in the text in Section D.

| p  | n   | Training accuracy (std dev.) | Test accuracy (std dev.) |
|----|-----|-------------------------------|--------------------------|
| 1  | 25000 | 0.7141 (0.0095)              | 0.6489 (0.0163)          |
| 1  | 50000 | 0.6978 (0.0057)              | 0.6955 (0.0079)          |
| 1  | 100000 | 0.6995 (0.0057)              | 0.6986 (0.0099)          |
| 0.9 | 25000 | 0.7193 (0.0126)              | 0.6578 (0.0158)          |
| 0.9 | 50000 | 0.7067 (0.0054)              | 0.7025 (0.0092)          |
| 0.9 | 100000 | 0.7033 (0.0053)              | 0.7087 (0.0092)          |
| 0.8 | 25000 | 0.7152 (0.0072)              | 0.6823 (0.0121)          |
| 0.8 | 50000 | 0.7107 (0.0056)              | 0.6986 (0.0099)          |
| 0.8 | 100000 | 0.7067 (0.0053)              | 0.7087 (0.0121)          |
| 0.7 | 25000 | 0.7347 (0.0122)              | 0.6437 (0.0316)          |
| 0.7 | 50000 | 0.7254 (0.0055)              | 0.6724 (0.0124)          |
| 0.7 | 100000 | 0.7198 (0.0032)              | 0.6797 (0.0077)          |
| 0.6 | 25000 | 0.7512 (0.0115)              | 0.6126 (0.038)           |
| 0.6 | 50000 | 0.7419 (0.0047)              | 0.6332 (0.013)           |
| 0.6 | 100000 | 0.7343 (0.0056)              | 0.6388 (0.0161)          |
| 0.5 | 25000 | 0.7767 (0.013)               | 0.4915 (0.0583)          |
| 0.5 | 50000 | 0.7551 (0.0067)              | 0.5885 (0.0271)          |
| 0.5 | 100000 | 0.7519 (0.0084)              | 0.5981 (0.039)           |
| 0.4 | 25000 | 0.7916 (0.0241)              | 0.4915 (0.0583)          |
| 0.4 | 50000 | 0.7828 (0.0152)              | 0.4441 (0.0715)          |
| 0.4 | 100000 | 0.7739 (0.0073)              | 0.5053 (0.0392)          |
| 0.3 | 25000 | 0.8356 (0.0065)              | 0.2457 (0.0257)          |
| 0.3 | 50000 | 0.8261 (0.0152)              | 0.2756 (0.0497)          |
| 0.3 | 100000 | 0.8277 (0.0078)              | 0.2668 (0.0286)          |
| 0.2 | 25000 | 0.8463 (0.0021)              | 0.1879 (0.0095)          |
| 0.2 | 50000 | 0.8444 (0.0011)              | 0.1801 (0.0067)          |
| 0.2 | 100000 | 0.8425 (0.0011)              | 0.1853 (0.0054)          |
| 0.1 | 25000 | 0.8465 (0.0017)              | 0.1901 (0.0109)          |
| 0.1 | 50000 | 0.8459 (0.0009)              | 0.1717 (0.0127)          |
| 0.1 | 100000 | 0.8455 (0.0007)              | 0.1665 (0.0082)          |

Definition 12. Denote the difference between the risks of two hypotheses \( h, h' \) as

\[
\nu_e(h, h') = |R_e(h) - R_{e'}(h')|.
\]  

(5)

The generalized \( \Delta H \)-divergence between two distributions \( e, e' \) is

\[
d_{\Delta H}(e, e') = 2 \sup_{h, h' \in H} \left| \nu_e(h, h') - \nu_{e'}(h, h') \right|.
\]  

(6)

The generalized divergence upper bounds the change of the hypothesis risk difference due to distribution shifts. If it is small, then for any \( h, h' \in \mathcal{H} \) where \( h \) has a smaller risk than \( h' \) in \( e \), we know that \( h \) will also have a smaller (or not too larger) risk than \( h' \) in \( e' \). That is, if the divergence is small, then the ranking of the hypotheses w.r.t. the risk is roughly the same in both distributions. This rank-preserving property makes sure that a good hypothesis learned in one domain will also be good for another.

Theorem 3. Suppose the loss is non-negative. For any \( h \in \mathcal{H} \),

\[
R_e(h) \leq \inf_{h' \in \mathcal{H}} \left[ R_{e'}(h') + d_{\Delta H}(s, t) \right].
\]  

(7)
Proof. By definition of $d_{H \Delta H}(s, t)$ and non-negativity of the loss,
\begin{equation}
    d_{H \Delta H}(s, t) \geq \sup_{h', h'' \in H} |\nu_j(h, h'')| \tag{8}
\end{equation}
\begin{equation}
    \geq \sup_{h' \in H} \left\{ R(h) - R(h') \right\}. \tag{9}
\end{equation}
Rearranging the terms completes the proof. \qed

### E.2 Comparing Our Single-Source Bound to the Divergence-based Bound

We can derive a bound by first applying the divergence-based bound Theorem 3 on the hypothesis class $H = \{f^*_f \circ \phi, f^*_f \circ \phi\}$, and then bounding the divergence with our notions $KL^{f^*_f, \phi}$, $KL^{f^*_f, \phi}$, $\delta^{f^*_f, \phi}$, and $\mu^{f^*_f, \phi}$.

**Proposition 6.**
\begin{equation}
    R'(f^*_f \circ \phi) \leq 3R'(f^*_f \circ \phi) + \max\{KL^{f^*_f, \phi}, KL^{f^*_f, \phi}\} + \delta^{f^*_f, \phi} + \mu^{f^*_f, \phi}. \tag{24}
\end{equation}

**Proof.** Recall $KL^{f^*_f, \phi} = R'(f^*_f \circ \phi) - R'(f^*_f \circ \phi)$ and $KL^{f^*_f, \phi} = R'(f^*_f \circ \phi) - R'(f^*_f \circ \phi)$. Applying the divergence-based bound Theorem 3 on the hypothesis class $H = \{f^*_f \circ \phi, f^*_f \circ \phi\}$ gives:
\begin{equation}
    R'(f^*_f \circ \phi) \leq R'(f^*_f \circ \phi) + \min_{t \in H} \{R'(h) + R'(h')\} + |KL^{f^*_f, f^*_f, \phi} - KL^{f^*_f, f^*_f, \phi}|. \tag{25}
\end{equation}
If $KL^{f^*_f, \phi} \geq KL^{f^*_f, \phi}$, then
\begin{equation}
    \min_{t \in H} \{R'(h) + R'(h')\} + |KL^{f^*_f, f^*_f, \phi} - KL^{f^*_f, f^*_f, \phi}| \leq KL^{f^*_f, f^*_f, \phi} + R'(f^*_f \circ \phi) + R'(f^*_f \circ \phi)
    \leq KL^{f^*_f, f^*_f, \phi} + R'(f^*_f \circ \phi) + R'(f^*_f \circ \phi). \tag{26}
\end{equation}
If $KL^{f^*_f, \phi} \leq KL^{f^*_f, \phi}$, then
\begin{equation}
    \min_{t \in H} \{R'(h) + R'(h')\} + |KL^{f^*_f, f^*_f, \phi} - KL^{f^*_f, f^*_f, \phi}| \leq -KL^{f^*_f, f^*_f, \phi} + KL^{f^*_f, f^*_f, \phi} + R'(f^*_f \circ \phi) + R'(f^*_f \circ \phi)
    \leq KL^{f^*_f, f^*_f, \phi} + R'(f^*_f \circ \phi) + R'(f^*_f \circ \phi). \tag{27}
\end{equation}
Then the statement follows from $R'(f^*_f \circ \phi) - R'(f^*_f \circ \phi) = \delta^{f^*_f, \phi} + \mu^{f^*_f, \phi}$. \qed

Our bound in Theorem 1 is an equality and thus tighter than this, and the proof is simpler and more intuitive. The above proposition also shows that our bound gives a finer-grained analysis than the divergence-based bound Theorem 3.

It is also instructive to apply Theorem 3 to explain Example 1. If we apply it to $\mathcal{H} = \mathcal{F} \circ \mathcal{G}$, then we can see that the first two terms $\inf_{h' \in H} \{R'(h') + R'(h')\}$ and $R'(h')$ can be small. However, $d_{H \Delta H}(s, t)$ will be large. Therefore, the bound can detect that the learned model may not generalize to the target domain, but it doesn’t point out what leads to the problem, while our bound points out that the representation conditional label misalignment does. Furthermore, the subtle issue in Example 1 arises when one applies Theorem 3 on the representation level instead of the input level.

More precisely, if we apply it on $\mathcal{H}_1 = \mathcal{F} \circ \{\phi_1\}$, we have
\begin{equation}
    R'(f \circ \phi_1) \leq \inf_{f \in \mathcal{F}} \left\{ R'(f^* \circ \phi_1) + R'(f^* \circ \phi_1) \right\} + R'(f \circ \phi_1) + d_{H \Delta H}(s, t). \tag{28}
\end{equation}
Similarly, if we apply it on $\mathcal{H}_2 = \mathcal{F} \circ \{\phi_2\}$, we have
\begin{equation}
    R'(f \circ \phi_2) \leq \inf_{f \in \mathcal{F}} \left\{ R'(f^* \circ \phi_2) + R'(f^* \circ \phi_2) \right\} + R'(f \circ \phi_2) + d_{H \Delta H}(s, t). \tag{29}
\end{equation}
The last two terms can be made small, but the generalization gap gets hidden in the first term. In particular, both $d_{H \Delta H}(s, t)$ and $d_{H \Delta H}(s, t)$ are 0, but $d_{H \Delta H}(s, t)$ can be large. Note that though $\mathcal{H} = \mathcal{H}_1 \cup \mathcal{H}_2$, $d_{H \Delta H}(s, t)$ is much larger than the maximum of $d_{H \Delta H}(s, t)$ and $d_{H \Delta H}(s, t)$. The difference between $d_{H \Delta H}(s, t)$ and max\{$d_{H \Delta H}(s, t), d_{H \Delta H}(s, t)$\} gets hidden in the first term, and is the root for the subtle issue in Example 1. In summary, using the bound on the input level is the correct way to apply it, which can detect there is an issue for generalization but still doesn’t point out where the issue comes from.
E.3 Generalizing the Divergence-based Bound to Multi-Source Domain Adaptation

Here we show one can generalize the divergence-based bound for the case with a single source \(s\) and target \(t\) to the case with multiple sources \(E, tr\) and a target \(e_0\).

Based on the divergence, we introduce the key notion for the analysis:

**Definition 13.** The \(\mathcal{H}\)-misalignment from \(e_0\) to \(E, tr\) is

\[
 d_H(e_0; E, tr) = \inf_{e \in E, tr} \sup_{h, h' \in \mathcal{H}} \left| \nu_{e_0}(h, h') - \nu_e(h, h') \right|. \tag{13}
\]

The notion measures how aligned \(e_0\) is to \(E, tr\) w.r.t. risk ranking. Intuitively, as long as there exists one \(e \in E, tr\) whose ranking of the hypotheses by their risks is similar to that of \(e_0\), then \(e_0\) is aligned to \(E, tr\). To emphasize the difference from typical distribution distances, we use the term misalignment instead.

Then we can generalize Theorem 3 as follows.

**Theorem 4.** Suppose the loss is non-negative. For any \(e_0\) and any \(h\),

\[
 R_{e_0}(h) \leq \inf_{h' \in \mathcal{H}} \left\{ R_{e_0}(h') + \sup_{e \in E, tr} R_e(h') \right\} + \sup_{e \in E, tr} R_e(h) + d_H(e_0; E, tr). \tag{14}
\]

**Proof.** By definition of \(d_H(e_0; E, tr)\) and non-negativity of the loss,

\[
 d_H(e_0; E, tr) \tag{15}
\]

\[
 \geq \inf_{e \in E, tr} \sup_{h, h' \in \mathcal{H}} \left| \nu_{e_0}(h, h') - \nu_e(h, h') \right| \tag{16}
\]

\[
 \geq \inf_{e \in E, tr} \sup_{h, h' \in \mathcal{H}} \left\{ R_{e_0}(h) - R_e(h) - R_e(h') \right\}. \tag{17}
\]

Applying the maxmin inequality and then rearranging the terms completes the proof. \(\square\)

Similar to the single-source case, the bound in Theorem 4 uses \(\inf_{h' \in \mathcal{H}} \left\{ R_{e_0}(h') + \sup_{e \in E, tr} R_e(h') \right\}\) and \(d_H(e_0; E, tr)\). While our bound in Theorem 2 uses our notions of representation conditional label divergence, representation covariate shift, and prediction adaptation gap. The terms in Theorem 4 can also be bounded using our notions using a similar argument as in Proposition 6. Therefore, compared to the divergence-based bound, our bound provides a finer-grained analysis in the setting of representation learning.