Herding and idiosyncratic choices: Nonlinearity and aging-induced transitions in the noisy voter model
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We consider the herding to non-herding transition caused by idiosyncratic choices or imperfect imitation in the context of the Kirman Model for financial markets, or equivalently the Noisy Voter Model for opinion formation. In these original models this is a finite size transition that disappears for a large number of agents. We show how the introduction of two different mechanisms make this transition robust and well defined. A first mechanism is nonlinear interactions among agents taking into account the nonlinear effect of local majorities. The second one is aging, so that the longer an agent has been in a given state the more reluctant she becomes to change state.

I. INTRODUCTION

A number of mechanistic models similar to those studied in Statistical Physics have been considered and analyzed to describe collective social phenomena [11,15]. It turns out that, in some cases, models originally proposed in the Social Sciences are isomorphic to Statistical Physics models, as for example the famous segregation model of Schelling [6] and a version of the Kinetic Ising model with exchange dynamics and vacancies [7]. Such simple models of social behavior are sometimes dismissed as simplistic and the issue is what can be learnt from them. Following the physicists tradition of starting simple and considering science as the art of abstraction, these models aim to provide an understanding of mechanisms as a necessary step toward understanding data. Understanding means to explain why, which is about identifying mechanisms to establish cause-effect relations that go beyond inference from statistical correlations. It is also about unveiling underlying mechanisms beyond the description of collective patterns of behavior. The point of modeling is thus to understand data, rather than simply reproduce data. In this context, the purpose of a simple model is, essentially, i) to be able to pose a well defined question, ii) to isolate a mechanism of social interaction and determine emergent consequences at the collective level, iii) to establish cause-effect relations and iv) to check common sense wisdom [8].

A paradigmatic example of those simple models is the Voter Model, introduced first in biological [9] and mathematical statistics contexts [10,11] and considered in physics [12] as a nonequilibrium lattice model. This model isolates imitation as a basic mechanism of social learning. The mathematical implementation of imitation, or herding, considers agents with a binary option (or state) that adopt the state of one of their neighbors chosen at random in their network of social interactions. The question is: If the only mechanism of interaction is pairwise imitation, when is agreement reached collectively, or when does coexistence of the two states persist? What we learn is that the answer to this question depends on the effective dimensionality of the network [13]. For regular lattices of dimension $d \leq 2$ the system orders and dynamically approaches one of the two absorbing states of consensus with all agents adopting the same state. However, for larger effective dimension, which is the case of most complex networks, the system remains in a dynamical state of coexistence of states with a lifetime that diverges with system size. This result was considered counterintuitive [14] since common sense might indicate that global scale interactions, obtained by introducing long range links in a regular square lattice of interactions (a small world network), should favor global consensus. However, the result is that long range links sustain a dynamical coexistence of states.

Social changes at the macroscale are aimed to be described by phase transitions occurring in these models for a critical value of a control parameter. In this way these changes can be traced back to the mechanism taken into account by the model. The Voter Model has no parameters, and therefore no possible phase transition. Kirman introduced [15] a famous model used to describe herding behavior in financial markets with optimistic (buying) and pessimistic (selling) agents. The model accounts for fast switches between global optimistic and pessimistic states, but it also displays a transition from this global switching herding state to a non-herding state of dynamical coexistence with similar proportions of optimistic and pessimistic agents. In fact, Kirman’s model is just a modification of the voter model, known as the noisy voter model [16,18] and which has also been studied independently in many other contexts [19,22]. The additional mechanism taken into account in Kirman’s model is that of imperfect imitation: The change of state of an agent is not always determined by herding or imitation, but there are also idiosyncratic changes, i.e., decided by the agent independently of the choices of the other agents. This introduces a parameter in the model, the ratio of herding to idiosyncratic changes, so that a transition occurs for a critical value of this parameter. Imperfect imitation in the Voter Model has also been invoked to validate a metapopulation Voter Model against data from US pres-
The transition found in Kirman’s model is a finite size transition: It depends on the number of agents, and it disappears in the limit of an infinite number of agents. In that limit there is always coexistence of the two states. From a Statistical Physics point of view this is not a proper phase transition since it does not exist in the thermodynamic limit. In fact, the model is not structurally stable and perturbations of the model lead to different results. Some structural modifications have been proposed so that the transition is no longer a finite size effect \[21\] [25]. In this paper we review how accounting for additional mechanisms makes the transition of Kirman’s model robust and well defined. In particular, we consider separately the effect of nonlinear interactions and that of aging in the noisy voter model. Nonlinear interactions mean that the herding or imitation process is not implemented through dyadic agent-agent interactions, but that the change of state of a given agent is determined by group interaction with a set of her neighbors \[26\] 27. By aging \[28\] we mean that the rate at which agents update their state is not constant, but rather agents have an internal clock measuring a persistence time, so that, the longer the agent remains in a given state, the less probable it is to update the state. We show that either of these additional mechanisms, when included in the noisy voter model, lead to a well defined transition between a herding and a non-herding state that occurs for a critical value of the ratio of herding to idiosyncratic changes, and that the transition continues to exist in the limit of a large number of agents.

The outline of the paper is as follows: In Section II we review the noisy voter model. Section III contains the discussion of nonlinear interactions and Section IV discusses the effect of aging. Some general conclusions are outlined in the final section.

II. THE NOISY VOTER MODEL

We introduce next the standard noisy voter model, defining the notation and concepts used throughout the article, and we discuss as well the model’s main characteristics. The properties derived here will be later used as a base case for comparison with those of the model variations, namely, its nonlinear version (Sec. III) and its version with aging (Sec. IV).

Let us consider a set of \( N \) elements, called “agents”. They are placed on the nodes of a network of interactions characterized by the adjacency matrix \( A \), whose elements are \( A_{ij} = 1 \) if a connection between nodes \( i \) and \( j \) exists, and \( A_{ij} = 0 \) otherwise. The nature of these links is left here unspecified, but they are generally assumed to be interactions of some sort. The degree \( k_i = \sum_j A_{ij} \) is defined as the total number of connections of node \( i \). Beyond topological properties, each agent is endowed with a binary variable, its state or opinion, denoted by \( s_i \in \{0, 1\} \). While the precise meaning of this binary variable does not concern us in this paper, typical interpretations include stock market traders holding an optimistic/pessimistic opinion about the future evolution of prices [15], speakers using language A/B in bilingual societies [29] [30], or, more generally, individuals holding one of two alternative opinions on a given topic. In order to characterize the global state of the system we introduce the global variable \( n(t) = \sum_i s_i \), defined as the total number of agents in state 1 at time \( t \). An alternative variable used for the macroscopic description is the intensive magnetization \( m(t) = 2n/N - 1 \), defined in the interval \([-1, 1]\).

The dynamics of the noisy voter model defines how the transition in the states occur. The individual opinion of an agent \( s_i \) can change either by the effect of noise, in the form of random or idiosyncratic flips, i.e., independently of the opinions held by the agent’s neighbors, or by pairwise copy or herding interactions with one of \( i \)’s neighbors, the so-called voter update. The microscopic transition rates for each agent \( i \) with \( k_i \) neighbors read

\[
\omega_i^+ \equiv \omega(s_i = 0 \rightarrow s_i = 1) = \frac{a}{2} + \frac{(1-a)}{k_i} \sum_j A_{ij} s_j,
\]

\[
\omega_i^- \equiv \omega(s_i = 1 \rightarrow s_i = 0) = \frac{a}{2} + \frac{(1-a)}{k_i} \sum_j A_{ij} (1-s_j).
\] (1)

In an all-to-all connected topology, the individual fractions of agents in one or the other state can be replaced by the global fractions. To obtain the global rates \( \omega^\pm(n) \) one just needs to multiply by \( N - n \) and \( n \) the first and the second equations, respectively. , leading to

\[
\omega^+(n) \equiv \omega(n \rightarrow n+1) = (N-n) \left( \frac{a}{2} + \frac{(1-a)}{N} \right),
\]

\[
\omega^-(n) \equiv \omega(n \rightarrow n-1) = n \left( \frac{a}{2} + \frac{(1-a)}{N} \right).
\] (2)

The first term on the right-hand side, \( a/2 \), is the contribution of the noise. At each update event of agent \( i \), the noisy update is chosen with probability \( a \in [0,1] \), resulting in a final state 1 half of the times and state 0 the other half, regardless of the former state. The voter update, the second term on the right-hand side, is performed with the complementary probability \( 1-a \). In this case agent \( i \) chooses a random neighbor and blindly adopts the opinion of that neighbor. Thus, the fraction \( a/(1-a) \) stands for the relative ratio between noisy updates and voter updates and gives an idea of the strength or intensity of the noise.

Starting from the corresponding master equation of this stochastic process and using the rates Eqs. (2), a standard approach [31] [32], allows one to obtain a Fokker-Planck equation for the probability density function
$P(m,t)$ in the all-to-all connected topology,
\[
\frac{\partial P(m,t)}{\partial t} = -\frac{\partial}{\partial m} [F(m)P(m,t)] + \frac{\partial^2}{\partial m^2} [D(m)P(m,t)],
\]
with the drift term given by $F(m) = -am$ and the diffusion term by $D(m) = [a + (1-a)(1-m^2)]/N$. The negative sign and the odd dependence in the magnetization of the drift term indicate that the system has a tendency toward the state of equal coexistence of opinions $m = 0$, and this tendency is stronger the farther away from the coexistence. The diffusion function is formed by two terms with different effects on the dynamics of the system. The first one, independent of $m$ and directly proportional to the noise $a$, translates into state-independent stochastic fluctuations due to the ability of the agents to randomly change their state. The second term of the diffusion function, proportional to $(1-a)$, is a multiplicative noise term, i.e., a noise whose intensity depends on the state variable itself. In particular, this multiplicative noise is maximum for $m = 0$ and vanishes for $m = \pm 1$, and so it statistically tends to move the system away from the center and toward the boundaries of the state variable $m$, by making any random partial agreement on one or the other possible opinions stochastically grow toward a complete consensus, with all the agents sharing the same opinion. In the limiting case of vanishing noise $a = 0$ we recover the classical voter model [11], characterized by a zero drift and a vanishing diffusion term in the boundaries of the interval $m = \pm 1$. These are signatures of absorbing states: Once the system reaches there it cannot leave. As far as $a \neq 0$, consensus states exist but they are no longer absorbing.

The Fokker-Planck equation of the noisy voter model can be solved explicitly [33, 34], but we limit ourselves to an analysis of the stationary distribution $P_a(m)$, which can be found, after setting the time derivative to 0 in Eq. (3), in the form of an exponential function,
\[
P_a(m) = Z^{-1} \cdot \exp \left[-V(m)\right], \tag{4}
\]
where $Z$ is a normalization constant and $V(m)$ is a “potential function” given by
\[
V(m) = \int^m -F(z) + D'(z) \, dz. \tag{5}
\]
Which, in our particular case, leads to
\[
P_a(m) = Z^{-1} \left[1 + (a-1)m^2\right]^{\frac{2-a(N+2)}{2(a-1)}}, \tag{6}
\]
with the normalization constant being $Z = 2_2F_1\left(\frac{3}{2}, 1 + \frac{a^N}{2(a-1)}, \frac{3}{2}, 1 - a\right)$, where $2_2F_1$ is the hypergeometric function. The exponent of Eq. (6) determines the qualitative behavior of the system. When negative $[a > 2/(N+2)]$, the stationary solution is a symmetric concave function with one peak at $m = 0$, the most disordered state. In this case the system is in the unimodal regime. If the exponent is positive $[a < 2/(N+2)]$ the stationary state is found to be bimodal, i.e., a convex function with peaks at the consensus states $m = \pm 1$, the most ordered states. The lower the noise intensity, the higher the probability to find the system close to consensus. At the precise value where the exponent is 0 $[a_c = 2/(N+2)]$ the stationary distribution is flat, meaning that the system does not have a preferred configuration, so any value of the magnetization is equiprobable. These three regimes are depicted in Fig. 1(a).

The nature of the transition from bimodal to unimodal distributions is discontinuous, in the sense that when
the system crosses $a_c$, the most probable state changes abruptly, from the borders to the middle of the magnetization space [see Fig. 1(b)]. Another interesting feature of the transition of the noisy voter model is its size dependence. In a real system we encounter finite populations, thus the transition will be always observable. However, to characterize a bona-fide phase transition one needs to take the thermodynamic limit $N \to \infty$, where the thermodynamic quantities suffer actual discontinuities and/or divergences. In the case of the noisy voter model, the transition point vanishes $a_c$ when the infinite size limit is taken. In other words, there is no bimodal regime in this limit, i.e., no possible change of phase. This scenario resembles the one-dimensional Ising model, with its trivial phase transition at zero temperature [35].

With the purpose of keeping the bimodal regime accessible even in the thermodynamic limit, and thus of avoiding the finite-size character of the transition in the original noisy voter model, an alternative formulation of the voter rule within the transition rates at Eq. (1) has been proposed in the literature [24, 25, 36]. In particular, an interaction mechanism that is, for each agent, proportional to the absolute number of agents in the opposite state —rather than the corresponding fraction— has been proposed. This is tantamount to replacing $1-a$ by $N(1-a)$ in the rates (2). In this case, the critical point of the transition becomes size-independent, $a_c = 2/3$, and thus the transition remains in the thermodynamic limit. It should be note, however, that this redefinition of the voter rule rests on the assumption that agents change opinion depending only on the number of agents with the opposite opinion, completely disregarding the number of neighbors with their same opinion. For this reason, we consider the original formulation of the voter update rule to be of more general application, and thus we will use the transition rates as expressed in Eq. (1).

Several recent contributions have confirmed the existence of the referred finite-size transition when the all-to-all assumption is relaxed and the system is embedded in a more complex network topology. In particular, three different analytical approaches have been proposed to explain the effect of the network of interactions on the results of the noisy voter model. A mean-field approximation was initially proposed in the literature [37, 38], leading to an analytical solution for the critical point which coincides with the all-to-all case, $a_c = 2/(N+2)$, and is thus independent of any property of the network other than its size. A second approach has been recently introduced based on an annealed approximation for uncorrelated networks [16], allowing to deal with the network structure as parametric heterogeneity. This study has shown that the variance of the underlying degree distribution has a strong influence on the location of the critical point of the transition, namely leading to larger critical points the larger the degree heterogeneity of the underlying network. Finally, a third approach has been presented in a recent contribution [17] based on a full stochastic description of the pair approximation scheme to study binary-state dynamics on heterogeneous networks. This study has confirmed the role played by the variance of the degree distribution, as well as improved on the accuracy of previous methods. In all these theoretical approaches, and coincident with the results of numerical simulations, the critical point $a_c$ tends to zero as the system size goes to infinity.

Complex networks are characterized by a heterogeneous degree distribution such that agents are connected to a different number of neighbors. Another line of research has considered the role that the intrinsic heterogeneity of the agents can have on the transition point. Intrinsic heterogeneity refers to the fact that different agents can have different levels of noise or herding, reflecting the different relevance that these two terms can have in an individual’s behavior. A general framework for binary state models, that is also useful to handle network heterogeneity, has been developed in [39]. The result is that, although intrinsic heterogeneity can alter the location of the transition point, its value still scales with the inverse size and, therefore, the transition disappears in the thermodynamic limit. An extreme case of agents’ heterogeneity is the presence of zealots, or agents that never change their state [40]. The role of zealots in the noisy voter model within a mean-field approach has been considered in [18] with the conclusion that the dynamics of a system of identical voters with the inclusion of some zealots, is equivalent to that of an intrinsic heterogeneous population without zealots and displays a rich phenomenology with the possible presence of asymmetric phases. However, the finite-size character of the transition remains in the presence of zealots.

In the following sections we will discuss different mechanisms that transform the finite-size transition of the noisy voter model into a robust, well-defined phase transition.

III. NONLINEAR NOISY VOTER MODEL

In this section, we present a modification of the noisy voter model allowing for non-linear interactions between agents. As shown below, exact analytical solutions can be found for the main model variables in an all-to-all scenario. In particular, we present here solutions for the location of the maxima of the probability distribution of the magnetization as a function of the parameters of the model and the population size. As a consequence, we will be able to show and discuss the main features of the phase diagram characterizing the model. Finally, we will comment on how these results are modified by releasing the all-to-all constraint and allowing for more complex topologies.

As mentioned above, the canonical noisy voter model includes both a noise mechanism, in the form of random changes of state, and a herding mechanism, in the form of pairwise copy interactions between nearest neighbors in the network —the so-called voter update rule. In par-
ticular, the dyadic character of the voter update rule, in which a node copies the state of a randomly selected neighbor, implies that the probability of a node changing its state due to this mechanism is proportional to the fraction of neighboring nodes in the opposite state. In general, however, interactions do not need to be dyadic and, indeed, in a number of social contexts, more complex mechanisms of group interaction seem to be in place. A more general way of modeling collective interaction is to assume that the associated probability to change state is proportional to a power \( \alpha \) of the fraction of neighbors in the opposite state, thus allowing for nonlinear functional forms.

In this way, we rewrite the transition rates at Eq. (1) as

\[
\begin{align*}
\omega_i^+ &= \frac{a}{2} + (1 - a) \left( \frac{1}{k_i} \sum_{j=1}^{N} A_{ij} s_j \right)^\alpha , \\
\omega_i^- &= \frac{a}{2} + (1 - a) \left( \frac{1}{k_i} \sum_{j=1}^{N} A_{ij} (1 - s_j) \right)^\alpha , 
\end{align*}
\]  

(7)

such that the linear dependence corresponding to the random imitation in the traditional noisy voter model is easily recovered for \( \alpha = 1 \). Values of \( \alpha > 1 \) correspond to a probability of imitation below the random case, thus modeling individuals who are more resistant to follow the opinion of their neighbors holding the opposite state. As a consequence of this aversion to change, a larger fraction of neighbors in the opposite state is needed for the agent to switch her state, as compared to the purely random imitation case. On the contrary, values of \( \alpha < 1 \) correspond to a probability of imitation above the random case, thus making it easier for agents to follow the opinion of their neighbors holding the opposite state. As a consequence of this preference for change, even a small fraction of neighbors in the opposite state is likely to trigger the agent to switch her state, as compared to the purely random imitation case. While values of \( \alpha > 1 \) have been found to fit the data in some problems of language competition [29], values of \( \alpha < 1 \) have been generally considered in social impact theory [41]. Note that the cases where \( \alpha \) is an integer, \( \alpha = 2, 3, \ldots \), are equivalent to a process in which an individual changes state if and only if, after checking the state of \( \alpha \) randomly selected neighbors (allowing for repetitions in the selection), all of them happen to be in the opposite state to the one held by the individual [20]. For the sake of generality and in order to be able to study the robustness of the transition of the noisy voter model to small perturbations around \( \alpha = 1 \), we focus here on continuous values of \( \alpha \). A version of this nonlinear model has been used recently in a model of active particles [42]. In this version of the model the two states represent possible directions of the velocity of active particles in a one-dimensional line. There is a rate to switch the direction of movement that takes into account the noise and non-linear herding mechanisms that have been described before. The novelty in this model compared to the ones analyzed here is that the set of neighbors of a given active particle is not derived statically from a network structure, but the range of interaction is solely dictated by the physical distance between the particles and, hence, the number of possible interacting particles changes with time. Using an exponent \( \alpha = 2 \), it is found that there is a transition to a flocking state in which particles move together in the same direction.

As mentioned above, in the all-to-all scenario, i.e., when each node is connected to all the other nodes, individual fractions of agents in one or the other state coincide with the global fractions. Furthermore, being all nodes equivalent, the only variable of interest is \( n \) and global transition rates for the system as a whole can be easily obtained as

\[
\begin{align*}
\omega^+(n) &= (N - n) \left( \frac{a}{2} + (1 - a) \left( \frac{n}{N} \right)^\alpha \right) , \\
\omega^-(n) &= n \left( \frac{a}{2} + (1 - a) \left( \frac{N - n}{N} \right)^\alpha \right). 
\end{align*}
\]  

(8)

Following the procedure described in the previous section with these modified rates, a Fokker-Planck equation [3] can be obtained for this nonlinear version of the noisy voter model. In particular, the drift and diffusion terms are respectively found to be

\[
\begin{align*}
F(m) &= -am + 2 - \alpha (1 - a) (1 - m^2) (1 + m)^{\alpha - 1} - (1 - m)^{\alpha - 1} , \\
D(m) &= \left[ a + 2 - \alpha (1 - a) (1 - m^2) (1 + m)^{\alpha - 1} + (1 - m)^{\alpha - 1} \right] / N .
\end{align*}
\]  

(9)

The stationary distribution, obtained from by Eqs. (4) [5] using these drift and diffusion functions, is a complicated expression. However, for the sake of analyzing the phase diagram of the model, we only need to determine the number and location of the local maxima of the stationary distribution \( P_{st}(m) \) as a function of the model parameters. Moreover, due to the exponential form of Eq. (1), the conditions for a point \( m = m_* \) to be a local extreme of the stationary distribution \( P_{st}(m) \) and for this extreme to be a maximum can be more simply written...
in terms of the potential function $V(m)$ as, respectively, $V'(m_*) = 0$ and $V''(m_*) < 0$. Note, nevertheless, that these maxima can also be located at the boundary values $m_* = \pm 1$.

When imposing the first condition, $V'(m_*) = 0$, it is easy to notice that there is a trivial local extreme at $m_* = 0$, which corresponds to the perfectly balanced case — with the same number of agents in each of the two possible states. Applying the second condition to understand if this point is a minimum or a maximum, it is useful to write the second derivative of the potential function $V(m)$ at $m_* = 0$ as

$$V''(m_*) = \frac{2a}{2^a \varepsilon + 1}(\varepsilon - \varepsilon_c(N)),$$

where we have defined a noise-herding relative intensity parameter $\varepsilon \equiv a/(2(1 - a))$ and its critical value as a function of the system size $\varepsilon_c(N)$, i.e., the value of $\varepsilon$ at which the second derivative of the potential function at $m_* = 0$ changes sign, namely

$$\varepsilon_c(N) = 2^{-\alpha}(\alpha - 1 + \frac{\alpha(3 - \alpha)}{N}).$$

(11)

According to these definitions, for $\varepsilon < \varepsilon_c(N)$ then $m_* = 0$ corresponds to a minimum of the stationary state probability distribution, while for $\varepsilon > \varepsilon_c(N)$ it corresponds to a maximum.

In the thermodynamic limit of large system sizes, the critical value of this new relative intensity parameter behaves as

$$\varepsilon_c \equiv \varepsilon_c(\infty) = 2^{-\alpha}(\alpha - 1).$$

(12)

As a consequence, in this limit, the change in sign in the second derivative of the potential function, and thus the transition between $m_* = 0$ corresponding to a maximum and a minimum, occurs at a finite positive value of $\varepsilon$ for $\alpha > 1$. For $\alpha < 1$, on the contrary, since $\varepsilon_c(\infty) < 0$ and $\varepsilon$ must be non-negative, then $m_* = 0$ is always a maximum, and thus there is no transition. In the particular case of the canonical (linear) noisy voter model, i.e., for $\alpha = 1$, we have $\varepsilon_c(N) = 1/N$, and thus the transition is only a finite-size effect, such that, in the thermodynamic limit, the point $m_* = 0$ corresponds to a maximum for all values of $\varepsilon > 0$.

Since for $\alpha < 1$ there is no transition and the $\alpha = 1$ case is known to be characterized by a unique finite-size transition between a unimodal and a bimodal probability distribution, we focus here on the $\alpha > 1$ case when searching for other maxima apart from the trivial one at $m_* = 0$. Looking at Eq. (12) and bearing in mind the definition of $\varepsilon$, we see that for $\alpha > 1$ and in the thermodynamic limit both noise and herding, respectively $a/2$ and $(1 - a)$, are of a similar order of magnitude around the critical region close to the transition. As a consequence of this, and keeping also in mind the scaling with $N$ of the drift and diffusion terms at Eq. (9), we see that, in the thermodynamic limit, the term $D(m)$ can be safely ignored with respect to $F(m)$ in the numerator of Eq. (5). It thus follows that the conditions for a point $m_*$ to be a local extreme of the stationary state probability and for this extreme to be a maximum can be rewritten in terms of the drift function $F(m)$ as, respectively, $F(m_*) = 0$ and $F'(m_*) > 0$. Note that we have used, for the second condition, the fact that the first condition must be fulfilled and that the diffusion function is always positive.

Given that it is not possible to find a closed solution for the equation $F(m_*) = 0$, we propose here an expansion of the drift function in power-series of $m$ around $m = 0$ and up to $O(m^7)$,

$$F(m) = 2(1 - a)(\varepsilon_c - \varepsilon) m$$

$$+ \frac{(1 - a)}{3} 2^{-\alpha}(\alpha - 5)(\alpha - 1) a m^3$$

$$+ \frac{(1 - a)}{15} 2^{-2\alpha}(\alpha - 9)(\alpha - 3)(\alpha - 2)(\alpha - 1) a m^5$$

$$+ O(m^7).$$

Note that, for $a = 0$, this expression coincides with the derivative of the potential function previously found in the literature for the noiseless nonlinear voter model [30, 143]. While the expansion at Eq. (13) is, strictly speaking, only valid for $m \approx 0$, this approximation is enough to identify the existence and stability — maximum or minimum character — of any additional extrema, as well as the corresponding transitions.

In particular, using the expansion at Eq. (13) we find five solutions for the equation defining the extrema of the probability distribution, $F(m_*) = 0$. Namely, the trivial solution $m_* = 0$ and other four (possibly complex) roots $\pm m_*^\pm$ and $\pm m_*^\mp$, derived from

$$(m_*^\pm)^2 \approx \frac{10(\alpha - 5)}{(\alpha - 2)(\alpha - 3)(\alpha - 9)}$$

$$\times \left[ \pm \frac{\sqrt{1 - \frac{6(\alpha - 2)(\alpha - 3)(9 - \alpha)}{5(\alpha - 5)^2} \left( \frac{\varepsilon - \varepsilon_c}{\varepsilon_c} \right)}}{\varepsilon_c} - 1 \right].$$

(14)

Note that these four roots can be real or imaginary depending on the values of the parameters $\varepsilon$ and $a$. In order to find the maxima of the probability distribution $P_a(m)$, however, we are only interested in values of $m_*$ which are real and inside the interval $[-1, 1]$. Thus, depending on the parameters, we have:

1. In the region $1 < \alpha < 5$,
   - for $\varepsilon < \varepsilon_c$ only the pair of solutions $\pm m_*^+$ are real and correspond to probability maxima,
   - while for $\varepsilon > \varepsilon_c$ all four roots are imaginary.

Therefore, in this region, the line $\varepsilon_c$ separates a unimodal (single maximum of the probability distribution) from a bimodal (two real maxima) regime, see Fig. [2].
2. In the region \( \alpha > 5 \), we can define a new critical value of the relative intensity parameter \( \varepsilon \) as

\[
\varepsilon_t \approx \varepsilon_c \cdot \left[ 1 + \frac{5\alpha(\alpha - 5)^2}{6(\alpha - a)(\alpha - 3)(9 - \alpha)} \right],
\]  

(15)

such that

- for \( \varepsilon < \varepsilon_c \), only the pair of solutions \( \pm m^+_s \) are real and correspond to probability maxima,
- for \( \varepsilon_c < \varepsilon < \varepsilon_t \), all four roots are real, \( \pm m^-_s \) corresponding to probability maxima, and \( \pm m^+_s \) to probability minima,
- and for \( \varepsilon > \varepsilon_t \), all four roots are imaginary.

Therefore, in this region, the line \( \varepsilon_c \) separates a bimodal from a trimodal regime, while the line \( \varepsilon_t \) separates a trimodal from a unimodal regime, see Fig. 2. These two lines meet at the tricritical point given by \( \alpha = 5 \) and \( \varepsilon = 2^{-3} = 0.125 \).

Note that both the non-trivial roots at Eq. (14) and the critical value \( \varepsilon_t \) at Eq. (15) are approximate expressions, as they are based on the expansion at Eq. (13). By means of numerical analysis —using the exact forms for the potential function at Eq. (4) and the drift and diffusion functions at Eq. (9) — we have verified that, first, these expressions are accurate only for \( \alpha < 7 \), and second, the presented classification of maxima and minima is completely general and additional extrema or transitions are not observed.

Let us now briefly comment on the specific character or continuity of the identified transitions:

1. For \( \alpha = 1 \), we recover the canonical noisy voter model behavior, characterized by a discontinuous transition at \( \varepsilon_c \). In particular, for finite size systems, the discontinuous transition separates a regime with two maxima at \( m^*_s = \pm 1 \) for \( \varepsilon < \varepsilon_c(N) \) from a regime with a single maximum at \( m^*_s = 0 \) for \( \varepsilon > \varepsilon_c(N) \). In the thermodynamic limit, it is only at \( \varepsilon = \varepsilon_c = 0 \), i.e., for the noiseless voter model, that the probability distribution is a sum of two delta functions at \( m^*_s = \pm 1 \), leading to the maxima \( m^*_s = \pm 1 \) if \( \varepsilon = 0 \) and \( m^*_s = 0 \) for all other \( \varepsilon > 0 \). Formally, the scaling of the transition can be written as \( |m^*_s| \sim (\varepsilon_c(N) - \varepsilon)^3 \) with \( \beta = 0 \).

2. For \( 1 < \alpha < 5 \), the line \( \varepsilon = \varepsilon_c \) corresponds to a classical (Landau) second order (continuous) phase transition from a (relatively) “ordered” phase with \( m^*_s \neq 0 \) to a “disordered” phase with \( m^*_s = 0 \). The scaling of the transition is \( |m^*_s| \sim (\varepsilon_c - \varepsilon)^3 \) for \( \varepsilon \leq \varepsilon_c \) with \( \beta = 1/2 \) and \( |m^*_s| = 0 \) for \( \varepsilon \geq \varepsilon_c \).

3. For \( \alpha = 5 \), the transition is still continuous, but with a scaling as \( |m^*_s| \sim (\varepsilon_c - \varepsilon)^3 \) with \( \beta = 1/4 \).

4. For \( \alpha > 5 \), an increase of \( \varepsilon \) leads first to a first-order transition from a bimodal to a trimodal distribution at \( \varepsilon = \varepsilon_c \), implying a discontinuity in the location of the absolute maximum from \( |m^*_s| > 0 \) to \( m^*_s = 0 \). The local maxima at \( |m^*_s| > 0 \) remain up to \( \varepsilon = \varepsilon_t \), when they disappear and the distribution suddenly becomes unimodal, thus corresponding to a discontinuous transition.

In this way, we see that the well-studied bimodal-unimodal finite-size transition of the noisy voter model in an all-to-all network turns into a classical second-order transition for \( 1 < \alpha < 5 \), no transition for \( \alpha < 1 \), a finite-size transition for the traditional linear case \( \alpha = 1 \), and a couple of discontinuous first-order transitions, respectively between a bimodal and a trimodal regime and between a trimodal and a unimodal regime, for \( \alpha > 5 \).

By using of a pair approximation scheme, we have also studied the role of the network of interactions in the presented results of the non-linear noisy voter model [27]. The main effect of the complex network is to shift the transition lines and to modify the system-size dependence of the critical lines and points dependent on it. In particular, both (approximate) analytical and numerical results lead us to conclude that the critical point \( \varepsilon_c \) is lowered with respect to the all-to-all solution, depending on the mean degree \( \mu \) and some negative moments \( (\gamma < 0) \) of the degree distribution, \( \mu_\gamma \equiv \langle k^\gamma \rangle \). In the case of highly heterogeneous networks with degree distributions whose
second moment $\mu_2$ experiences large changes with system size, such as scale-free networks $\mu_2 \sim N^b$ with $0 < b < 1$, the $N$-dependent scaling laws are also modified by the network structure. Interestingly, this modification can be captured by the introduction of an effective system size that decreases with the degree heterogeneity of the network. In this way, the previously presented scaling laws for the all-to-all scenario are still valid for more complex networks by simply replacing the actual system size by the effective one. In particular, this effective system size can be defined as $N_{\text{eff}} = \frac{\mu_2}{\mu_2^\prime} N \sim N^{1-b}$. In the limit of highly heterogeneous networks results may be $N$-independent or with a very weak dependence on system size.

IV. AGING IN THE NOISY VOTER MODEL

In the previous section, we have shown the rich behavior that nonlinear interactions induce in the stationary magnetization distribution of the noisy voter model. These new interactions naturally modify the transition rates \cite{7}. However, from the temporal point of view, the nonlinear noisy voter model remains completely Markovian. Still, non-Markovianity is known to arise in many real systems, specially in those where humans interact with each other. Incorporating this realistic phenomenon in the modeling framework is not always an easy task: The mathematical techniques to analyze these systems are not so well-established as those for Markovian dynamics, and the numerical simulations are usually more difficult to implement. In this section, we discuss the noisy voter model with aging. Aging is taken as the dependence of the transition rates between states on the age of the agents. In this context, “age” is understood as the time elapsed since the last change of state. We will show that, by including a particular age dependence in the rates of the noisy voter model, the finite-size nature of the transition is overcome and a continuous phase transition well-defined in the thermodynamic limit appears. Along this section, we characterize the transition by (i) finding an analytical expression for the stationary mean magnetization, (ii) discussing its universality class, and (iii) looking for new broken symmetries due to the temporal dimension.

The main modification is to assign an internal age variable $\tau = 0, 1, 2, \ldots$ to each agent of the population. The age accounts for the time elapsed since the agent’s last change of state. When a node modifies its state either due to noise or imitation, the age is reset to 0. Otherwise, $\tau$ increases in one unit. Initially, all nodes start with $\tau = 0$. The noisy update is unaffected by aging (like the nonlinearity in the rates \cite{7}). Regardless of the age, an agent is selected to update with probability $a$ via the noisy process defined in Section II. The pairwise update, nevertheless, is altered. Before performing it, the selected node must be first activated with a probability $p(\tau) = 1/(\tau + 2)$. Hence, the older a node, the more difficult to activate to change state with the voter mechanism. This specific form of aging is able to reproduce power-law inter-event time distributions \cite{44}, a feature encountered in many human-related systems \cite{45}.

By simulating the noisy voter model with aging, we see that depending on the value of the noise the stationary distribution of the magnetization can also be unimodal or bimodal, similar to the behavior observed in the standard noisy voter model (Fig. 3). However, the nature of the unimodal-to-bimodal transition (which can be also seen as an order-disorder transition) is very different to the one of the standard noisy voter model (Fig. 1). It is now continuous and stable if we modify the system size (see inset of Fig. 3). The stationary values of the magnetization in the bimodal phase are peaked at $\pm 1$ (completely ordered state) only when there is no noise in the system. As $a$ increases, the most probable magnetization values symmetrically move toward the center of the interval. In this regime the system is in a partially ordered state, with predominance of one opinion over the other. At $a = a_c$, the two maxima continuously merge into a single one located at $m = 0$, the most disordered state. For noises $a \geq a_c$ the system remains in the unimodal regime, the larger the noise, the less spread the stationary distribution.

Despite the inherent non-Markovianity introduced by aging, we can still obtain analytical insights about the transition. We first express the global variables $n$ and $N-n$, respectively the number of agents in state 1 and 0, as a sum of infinite Markovian variables. Thus, $n = \sum_{\tau=0}^{\infty} n^+_\tau$ and $N - n = \sum_{\tau=0}^{\infty} n^-_\tau$, where $n^+_\tau$ and $n^-_\tau$ correspond to the number of nodes in state 1 and 0, grouped by their age $\tau$ \cite{46}. In terms of the subpopulations we have four possible outcomes after an update event. The first one is $n^+_\tau \rightarrow n^+_\tau - 1; n^-_\tau \rightarrow n^-_\tau + 1$, and it represents the case in which an agent of age $\tau$ changes from state 1 to state 0, thus resetting its internal time. This
process occurs at a rate \( \Omega_1 \). A similar process in which an agent changes from state 1 to state 0 occurs at a rate \( \Omega_2 \). The third process, \( \{n_+^1 \to n_+^1 - 1; n_+^{1+1} \to n_+^{1+1} + 1\} \), occurs when the selected agent is in state 1 and it is not able to change state, thus increasing her internal age by 1. This process occurs at a rate \( \Omega_3 \). There are several reasons for this to occur: A noisy update that does not result in a change of state, the agent can not beat the aging when activating, or the agent overcomes the aging but it copies another node with her same state. The final process, with rate \( \Omega_4 \), is the equivalent one when the selected agent is in state 0 and it is not able to change state. The rates corresponding to these transitions read, respectively,

\[
\begin{align*}
\Omega_1 &= n_+^1 \left( \frac{a}{2} + \frac{1 - a}{2 + \tau} \frac{N - n}{N} \right), \\
\Omega_2 &= n_-^1 \left( \frac{a}{2} + \frac{1 - a}{2 + \tau} \frac{n}{N} \right), \\
\Omega_3 &= n_+^1 \left( \frac{a}{2} + \frac{(1 - a)(1 + \tau)}{2 + \tau} + \frac{1 - a}{2 + \tau} \frac{n}{N} \right), \\
\Omega_4 &= n_-^1 \left( \frac{a}{2} + \frac{(1 - a)(1 + \tau)}{2 + \tau} + \frac{1 - a}{2 + \tau} \frac{N - n}{N} \right).
\end{align*}
\]

With the transition rates at hand, it is immediate to write an equation for the temporal evolution of the mean value of the different subpopulations \( \langle n_+^j \rangle \), \( \langle n_-^j \rangle \) and \( \langle n_0^j \rangle \). These equations form an infinite set of coupled differential equations \( \text{[28]} \), which is hard to tackle analytically. However, the information given by their stationary solution is enough to characterize the phase transition. We refer the reader to Ref. \( \text{[28]} \) for further details on how to obtain the conditions of stationarity. Combining these conditions, we are able to obtain the implicit equation for the magnetization \( m = 2\langle n \rangle_{st}/N - 1 \):

\[
\frac{1 + m}{1 - m} \equiv \frac{f(a, m)}{f(a, -m)}, \quad (17)
\]

where

\[
f(a, m) \equiv \left( \frac{2}{a} \right)^{(1 + (1 - a)m) \frac{1}{2 - a}} - 1.
\]

The solution of these equations provide the magnetization as a function of the noise intensity \( m(a) \). Clearly, the solution \( m = 0 \) exists for all values of the noise, but its stability changes: It is a stable solution for \( a > a_c \) and unstable for \( a < a_c \). In the regime \( a < a_c \) two new stable and symmetric solutions continuously appear, corresponding to the two ferromagnetic branches. There are no closed analytical expressions but they can be obtained by numerical means. Regarding the critical value \( a_c \), it can be obtained by imposing that the derivatives with respect to \( m \) on the two sides of Eq. \( \text{[17]} \) coincide when evaluated at \( m = 0 \). After simple but lengthy algebra, one obtains the equation for the critical point,

\[
\frac{(2 - a_c)^2}{1 - a_c} = \log \left( \frac{2}{a_c} \right) \left( 1 - \left( \frac{a_c}{2} \right)^{2 - a_c} \right)^{-1},
\]

which gives \( a_c = 0.07556... \). We plot in Fig. \( \text{[4]}(a) \) the average magnetization \( \langle |m| \rangle_{st} \) obtained from numerical simulations in the all-to-all scenario for different system sizes, together with the numerical solution of Eq. \( \text{[17]} \). We find an excellent agreement between the analytical expression and the simulations.

A Taylor expansion of Eq. \( \text{[17]} \) around \( a_c \) yields \( m \sim |a - a_c|^\beta \) with \( \beta = 1/2 \) for \( a < a_c \) a, which coincides with the \( \beta \)-exponent of the Ising universality class in the all-to-all interaction. Hence, this class represents a potential candidate for encompassing also the noisy voter model with aging. To test the accuracy of the prediction for the critical point \( a_c \), we use the Binder cumulant \( \text{[14]} \)

\[
U_4(a) = 1 - \langle m^4 \rangle_{st}/3\langle m^2 \rangle_{st}^2, \text{ being } \langle m^2 \rangle_{st}
\]

the n-th moment of the magnetization in the stationary state. The critical noise is given by the crossing point of the cumulant curves computed for different system sizes, see Fig. \( \text{[4]}(b) \), which turns out to be \( a_c = 0.0753(6) \), compatible, within error bars, with the theoretical prediction.

We can also analyze the susceptibility computed as the normalized fluctuations of the magnetization in the stationary state: \( \chi(a) = N \langle (m^2)_{st} - (m)_{st}^2 \rangle \). It is well-known that at the critical point the susceptibility diverges with the system size. We confirm this tendency in Fig. \( \text{[4]}(c) \) by showing the susceptibility for different system sizes.

Aiming at further understanding the nature of the phase transition, we can find other critical exponents by employing techniques of finite-size scaling to the curves of the magnetization, the Binder cumulant and the susceptibility. It is important to remark that we cannot define either an internal energy or a specific heat, since we are dealing with an out of equilibrium model that does not possess a Hamiltonian, so not all critical exponents are meaningful for our system. The scaling hypothesis predicts that close to the critical point (i.e., \( t \equiv 1 - a/a_c \to 0 \)) the magnetization behaves as \( m = N^{-\gamma} f_1(t N^4) \) and the susceptibility as \( \chi = N^w f_2(t N^4) \) with \( v = \beta/(d\nu) \), \( u = 1/(d\nu) \) and \( w = \gamma/(d\nu) \), where \( d \) is the dimension in which the system is embedded and \( \gamma \) and \( \nu \) are the critical exponents for the susceptibility and the correlation length, and \( f_2(z) \) are scaling functions.

Above the critical dimension \( d_c \) the exponents become mean field, and they do not depend on the dimensionality anymore. Compactly, we write that \( v = \beta/\tilde{\nu} \), \( u = 1/\tilde{\nu} \) and \( w = \gamma/\tilde{\nu} \) for \( d \geq d_c \), otherwise \( \tilde{v} = d \nu \text{[15]} \).

Since the topology of the curves that we want to collapse is the all-to-all interaction, we certainly know that we are above the critical dimension. Therefore the finite-size scaling brings information on \( \tilde{\nu} \), i.e., the only way to find the actual value \( \nu \) is to know the critical dimension \( d_c \) in advance.

We analytically proved that \( \beta = 1/2 \) for the noisy voter model with aging in all-to-all interactions. This value coincides with the mean-field exponent of the Ising model, so this universality class is a reasonable candidate for our model. In the mean-field regime of this class \( \gamma = 1 \), \( \tilde{\nu} = 2 \) and the critical dimension is \( d_c = 4 \). By collapsing the magnetization, the Binder cumulant and the susceptibility
ity (insets of Figs. 4(a)–4(c)) using an appropriate rescaling of the axes, we confirm that $\beta$, $\gamma$, and $\nu$ take these values, although we cannot establish $d_c$ from an all-to-all framework as discussed. To proceed, we can compute the same quantities in lower dimensions and collapse the curves using the corresponding Ising critical exponents assuming $d_c = 4$. In case the collapses neatly overlap, we can conclude that the Ising universality class is a solid candidate for the noisy voter model with aging. These curves and their collapses are shown in Figs. 4(d–f), for a lattice of dimension $d = 2$. The same analyses for lattices of $d = 3$ and 4, and Erdős–Rényi networks, which have an effective infinite dimensionality, can be found in [28]. The overlapping is excellent, ratifying, thus, that our system is compatible with the universality class of the Ising model.

In the Ising phase transition, a spontaneous symmetry breaking occurs in the order parameter (the magnetization). When aging is at play we can offer an explanation about the symmetry breaking in terms of the internal times too. Initially all nodes have no age, but how are these internal times distributed in the stationary state? Above the critical noise, in the disordered (paramagnetic) phase, the dynamics is driven by noise and no state dominates over the other. Thus, we can expect that all nodes share similar age. Below the critical point, in the ordered (ferromagnetic) phase, there is a non-vanishing value of the magnetization, i.e., a predominance of one state over the other. In this regime, noisy updates are less frequent than the pairwise ones. We then expect an asymmetry in the age distribution of nodes: When there is a global majority opinion, nodes holding this opinion will flip less often than those of the minority, and consequently they will be older, on average. We can quantify this qualitative argument by employing the mean internal time of the agents. The mean internal time of nodes in state 1 can be computed as

$$\tau_+= \frac{\sum_n \tau(n^n_+)}{\sum_n \langle n^n_+ \rangle} = \frac{1 + (1 + m) \frac{1-a}{2} \frac{\Gamma(1-a)\Gamma(1+a)}{\Gamma(a+1)}}{(\frac{2}{a})^{\frac{1}{1-a}} - 1}.$$  \hspace{1cm} (20)$$

The expression for nodes in state 0 is obtained substituting $m$ by $-m$. Let $\tau_M$ be the mean age of the majority population, where the index $M$ is + or − depending on which opinion dominates, and let $\tau_m$ be the mean age of the minority population. We plot in Fig. 5 their difference $\Delta \tau = |\tau_M - \tau_m|$, finding a perfect match between theory and simulations. In the region $a < a_c$, the asymmetric aging in the populations is evident because of $\Delta \tau \neq 0$. As the system gets closer to the critical noise $\Delta \tau$ vanishes, and it keeps being 0 in the disordered phase $a > a_c$. Thus, the difference of the mean internal time of the population gives us a characterization of the phase transition and can be used as an alternative order parameter.

**FIG. 4.** (a, d) Stationary magnetization [analytical expression Eq. 17 and simulations], (b, e) Binder cumulant, and (c, f) susceptibility for the noisy voter model with aging for different system sizes in a all-to-all interaction [top row] and in a two-dimensional lattice [bottom row]. The insets show the collapses with the corresponding Ising critical exponents 33. The vertical lines are located at the critical point to guide the eye. Reprinted from Artimo et al. Phys. Rev. E 98, 032104 (2018).
in the opposite state. Linear interactions correspond to \( \alpha = 1 \). This introduces a second parameter in the model, the first one measuring the proportion of herding to idiosyncratic interactions. In the parameter space \((a, \alpha)\), in an all-to-all interaction as well as in different complex networks, we find three possible phases separated by transition lines and a tricritical point: Unimodal or non-herding phase, bimodal herding phase in each of the possible states or trimodal phase with coexistence of the herding and non-herding phases. On the other hand, aging introduces a non-Markovian dynamics with memory effects in such a way that interactions among agents do not occur at a constant rate, a rather standard implicit hypothesis in most models of interacting agents in Computational Social Sciences. The aging mechanism implies that the longer is the persistence time of an agent in a given state, the less probable is that the agent attempts to update her state by an interaction. We have shown, by analytical calculations in all-to-all interactions and by numerical simulations in lattices of different dimensions and in complex networks, that aging induces a herding to non-herding transition that belongs to the Ising universality class. The transition is associated with a spontaneous symmetry breaking in which the agents in one of the two equivalent states becomes older, in the sense of having a larger mean internal or persistence time.

V. SUMMARY AND CONCLUSIONS

Simple models of social behavior are useful to isolate basic mechanisms of social interaction and to determine their emergent consequences at a global level and under different conditions. They also provide understanding of different macrolevel behaviors when different mechanisms are introduced in a step by step process. We have discussed in this paper the consequences of a basic mechanism of social learning, namely imitation or herding. When imitation is imperfect, due to individual idiosyncratic choices, there is a transition at a global level from a herding to no a non-herding state. In a first well known description of this phenomenon, this transition disappears for a large number of agents, so that in this limit global herding disappears. We have shown that considering either of two additional mechanisms, nonlinear interactions or aging, this transition becomes robust and well defined for large systems. Nonlinear interactions imply that the probability that an agent changes state is proportional to a power \( \alpha \) of the density of her neighbors }

ACKNOWLEDGEMENTS

Partial financial support has been received from the Agencia Estatal de Investigacion (AEI, Spain) and Fondo Europeo de Desarrollo Regional under Project ESOTECOS Project No. FIS2015-63628-C2-2-R (AEI/FEDER,UE) and the Spanish State Research Agency, through the Maria de Maeztu Program for units of Excellence in R&D (MDM-2017-0711). A.F.P. acknowledges support by the Formacion de Profesorado Universitario (FPU14/00554) program of Ministerio de Educacion, Cultura y Deportes (MECD) (Spain).

[1] P. Ball, Critical mass: How one thing leads to another (Macmillan, 2004).
[2] C. Castellano, S. Fortunato, and V. Loreto, Reviews of Modern Physics 81, 591 (2009).
[3] S. Fortunato, M. Macy, and S. Redner, Journal of Statistical Physics 151, 1 (2013).
[4] P. Sen and B. K. Chakrabarti, Sociophysics, An Introduction (Oxford University Press, 2014).
[5] F. Schweitzer, Physics Today 71, 40 (2018).
[6] T. C. Schelling, Journal of Mathematical Sociology 1, 143 (1971).
[7] L. Gauvin, J. Nadal, and J. Vannimenus, European Physical Journal B 70, 293 (2009).
[8] D. Watts, Everything is obvious: Once you know the answer, How common sense fails (Crown Business, 2011).
[9] P. Clifford and A. Sudbury, Biometrika 60, 581 (1973).
[10] R. A. Holley and T. M. Liggett, The Annals of Probability 3, 643 (1975).
[11] T. M. Liggett, Stochastic interacting systems: contact, voter and exclusion processes, Vol. 324 (Springer Science & Business Media, 2013).
[12] J. Marro and R. Dickman, Nonequilibrium phase transitions in lattice models (Cambridge University Press, 2005).
[13] K. Suchecki, V. M. Eguíluz, and M. San Miguel, Physical Review E 72, 036132 (2005).
[14] C. Castellano, D. Vilone, and A. Vespignani, EPL (Europhysics Letters) 63, 153 (2003).
[15] A. Kirman, The Quarterly Journal of Economics 108, 137 (1993).
[16] A. Carro, R. Toral, and M. San Miguel, Scientific Reports 6, 24775 (2016).
[17] A. F. Peralta, A. Carro, M. San Miguel, and R. Toral, New Journal of Physics 20, 103045 (2018).
[18] N. Khalil, M. San Miguel, and R. Toral, Physical Review E 97 (2018), 10.1103/PhysRevE.97.012310.
[19] B. L. Granovsky and N. Madras, Stochastic Processes and their Applications 55, 23 (1995).
[20] J. L. Lebowitz and H. Saleur, Physica A: Statistical Mechanics and its Applications 138, 194 (1986).
[21] K. Fichthorn, E. Gulari, and R. Ziff, Physical Review Letters 63, 1527 (1989).
[22] D. Considine, S. Redner, and H. Takayasu, Physical Review Letters 63, 2857 (1989).
[23] J. Fernández-Gracia, K. Suchecki, J. J. Ramasco, M. San Miguel, and V. M. Eguíluz, Physical Review Letters 112, 158701 (2014).
[24] S. Alfarano, T. Lux, and F. Wagner, Computational Economics 26, 19 (2005).
[25] S. Alfarano, T. Lux, and F. Wagner, Journal of Economic Dynamics and Control 32, 101 (2008).
[26] C. Castellano, M. A. Muñoz, and R. Pastor-Satorras, Physical Review E 80, 041129 (2009).
[27] A. F. Peralta, A. Carro, M. San Miguel, and R. Toral, Chaos: An Interdisciplinary Journal of Nonlinear Science 28, 075516 (2018).
[28] O. Artíme, A. F. Peralta, R. Toral, J. J. Ramasco, and M. San Miguel, Physical Review E 98, 032104 (2018).
[29] D. M. Abrams and S. H. Strogatz, Nature 424, 900 (2003).
[30] F. Vazquez, X. Castelló, and M. San Miguel, Journal of Statistical Mechanics: Theory and Experiment 2010, P04007 (2010).
[31] N. van Kampen, Stochastic Processes in Physics and Chemistry, 3rd ed. (North-Holland, Amsterdam, 2007).
[32] R. Toral and P. Colet, Stochastic Numerical Methods: An Introduction for Students and Scientists (Wiley, 2014).
[33] O. Artíme, N. Khalil, R. Toral, and M. San Miguel, Physical Review E 98, 042143 (2018) [arXiv:1805.00053].
[34] S. Alfarano, An agent-based stochastic volatility model, Ph.D. thesis, Faculty of Business, Economics and Social Sciences, Kiel University (2006).
[35] J. M. Yeomans, Statistical mechanics of phase transitions (Clarendon Press, 1992).
[36] A. Carro, R. Toral, and M. San Miguel, PloS One 10, e0133287 (2015).
[37] S. Alfarano and M. Milaković, Journal of Economic Dynamics and Control 33, 78 (2009).
[38] M. Diakonova, V. M. Eguíluz, and M. San Miguel, Physical Review E 92, 032803 (2015).
[39] L. F. Lafuerza and R. Toral, Scientific Reports 3, 1189 (2013) [arXiv:1206.3547].
[40] M. Mobilia, Physical Review Letters 91, 028701 (2003).
[41] A. Nowak, J. Szamrej, and B. Latané, Psychological Review 97, 362 (1990).
[42] D. Escaff, R. Toral, C. Van Den Broeck, and K. Lindenberg, Chaos 28, 075507 (2018).
[43] Note that, due to a misprint, a factor $(\alpha - 9)$ is missing at Eq. (10) of Ref. [30].
[44] J. Fernández-Gracia, V. M. Eguíluz, and M. San Miguel, Physical Review E 84, 015103 (2011).
[45] M. Karsai, H.-H. Jo, and K. Kaski, Bursty human dynamics (Springer, 2018).
[46] H.-U. Stark, C. J. Tessone, and F. Schweitzer, Physical Review Letters 101, 018701 (2008).
[47] K. Binder, Zeitschrift für Physik B Condensed Matter 43, 119 (1981).
[48] H.-P. Deutsch, Journal of Statistical Physics 67, 1039 (1992).