Quantum Internet under random breakdowns and intentional attacks
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Quantum networks will play a key role in distributed quantum information processing. As the network size increases, network-level errors like random breakdown and intentional attack are inevitable; therefore, it is important to understand the robustness of large-scale quantum networks, similar to what has been done for the classical counterpart—the Internet. For exponential networks such as Waxman networks, errors simply re-parameterize the network and lead to a linear decrease of the quantum capacity with the probability of error. The same linear decay happens for scale-free quantum networks under random breakdowns, despite the previously discovered robustness in terms of the connectivity. In presence of attack, however, the capacity of scale-free quantum networks shows a sharp exponential decay with the increasing attack fraction. Our results apply to quantum internet based on fibers for all kinds of quantum communications and provide implications for the future construction of quantum networks with regard to its robustness.

I. INTRODUCTION

The Internet enables networking between classical computers for information transmission and distributed information processing [1, 2]. With the development of quantum information science, while various applications—quantum computing [3], quantum communication [4] and quantum sensing [5]—are being pursued, a quantum network (QN) [6–10] is also emerging, with the ambitious goal to connect distant quantum devices via controlled quantum information transmission.

Quantum phenomena such as entanglement are usually fragile at a small scale. The same applies to communication links: a single quantum communication link is fragile to random node or edge breakdowns and attack. However, things can be different when there are more. For example, robust quantum phenomena persist in many-body systems despite the presence of local perturbations, giving rise to topological phases of matter [11]. In this regard, it would be interesting to explore whether a QN, with a large number of interconnected nodes and a complicated underlying dynamics induced by various protocols, can maintain an appreciable rate of end-to-end quantum communication in presence of random breakdown and attack.

In a classical network, the robustness of a network concerns its capability to remain fully-connected even when network errors occur. Pioneer studies [12–14] have revealed the surprising robustness of the exponential networks (Erdős-Rényi based models) [15, 16] and scale-free networks [17, 18] against node failures. However, scale-free networks become much more fragile than exponential networks when they undergo attack targeted at nodes with the highest degree of connection.

In a QN, different from a classical network, quantum information transmission rates are fundamentally limited by the links, regardless of the transmitter power. Indeed, the quantum capacity—the ultimate rate of quantum information transmission—for a fiber link decays exponentially with the distance [19–23]. Therefore, even for a fully-connected QN, the sustained rate can be very low. For this reason, quantitative characterizations beyond the connectivity is necessary to describe the communication capability of QNs. Our earlier work [24] considers the typical end-to-end capacity [22] and study its growth with the density of nodes; We find a capacity threshold transition for exponential Waxman QNs [15] and a saturation of capacity in scale-free QNs [18]. To achieve an appreciable communication rate, the required density of nodes turns out to be orders-of-magnitude larger than the rough estimation based on connectivity analyses [25].

In this work, we study the capability of QNs to sustain an appreciable quantum capacity against various type of network errors—random node or edge breakdowns and attack targeted at nodes with the highest degree or total link capacity [21]. To represent different possibilities of QNs, we analyze both the Waxman and scale-free QNs. The Waxman QN has a capacity gradually decreasing with the increasing error under both random (edge or node) breakdown and attack, as errors merely continuously change network parameters while the network is still within the
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Waxman class. Surprisingly, the same continuous decay happens for scale-free QNs under random (edge or node) breakdown, despite the previously discovered robustness in the connectivity [12, 13]. In presence of attack, however, the scale-free QNs show an exponential capacity decay versus the attack fraction. This sharp decay quantitatively demonstrates the fragility of scale-free QNs against attack and provides an alarm for the future designs of QNs. It also emphasizes the importance of taking robustness into consideration when designing quantum networks, as explored in Ref. [26]. Our results apply to all types of quantum communication through fibers, as the quantum capacity assisted by two-way communication, the secret key capacity and the entanglement distribution capacity are equal for bosonic loss channels [22].

II. NETWORK SET-UP

As a large-scale QN has not been built, we study the robustness of configurational models based on the existing classical fiber networks, which can be described by either the Waxman model [15] or the scale-free network [18]. The reason is that fiber networks are likely to be the bases of the infrastructure of a QN, as light is currently the main flying quantum information carrier (other platforms, such as solid-state [27] systems, are still not comparable). Without loss of generality, we choose $N_0$ randomly located nodes in a square of width $2R$ to construct the network. As QNs require more sophisticated technology, errors can vary in types, but can all be characterized by a single parameter $p$. As for random breakdown, a node or a single edge is removed randomly with a probability $p$; while for intentional attack by degree/capacity, a fraction $p$ of nodes with the largest node degree/capacity are removed from the network. When a node is removed, all edges connecting to the node are also removed. Here we define the capacity of a single node as the total capacity of all of its edges, which takes the properties of the edges into account beyond the node degree.

To model optical communication, when two nodes located at $x$ and $x'$ are connected, information transmission between them is enabled by a link modelled as a bosonic pure loss channel with a transmissivity $\eta(x, x') = 10^{-\gamma d(x, x')}$ at a state-of-the-art loss $\gamma = 0.02$ km$^{-1}$, where $d(x, x')$ is the Euclidean distance. In the Waxman model [15, 16], each pair of nodes is randomly connected with a probability decaying exponentially with the distance,

$$\Pi_W (x, x') = \beta_0 e^{-d(x, x')/\alpha L},$$  

(1)

where $L = 2\sqrt{2}R$ is the maximum possible distance; The parameter $\beta_0$ determines the edge density and the constant $\alpha$ is chosen so that $\alpha L = 226$km matches the US fiber networks [16]. In the scale-free model [18], the network is built up dynamically: when each node $x$ is being added, it is connected to $m_0$ nodes out of all the previous added nodes. The probability of nodes $x'$ and $x$ being connected obeys a power-law

$$\Pi_{SF} (x, x') \propto D(x)/d(x, x'),$$  

(2)

where $D(x)$ is the degree of the existing node $x$, in contrast to the Waxman model’s exponential decay.

To transmit quantum information, quantum states with encoding are transmitted across each link. Despite various potential encoding schemes, the ultimate transmission rate (in qubits per channel use) of quantum information along an edge $E_{x,x'}$ (edge capacity) [21] is

$$C_E (E_{x,x'}) = -\log_2 (1 - \eta(x, x')) = -\log_2 (1 - 10^{-\gamma d(x, x')}),$$  

(3)

where $\eta$ is the transmissivity mentioned above. We also introduce the capacity of a node as the sum of the capacity of edges that connect to node $x$ as $C_N (x) = \sum_{x' \in N(x)} C_E (E_{x,x'})$ where $N(x)$ are neighbors of node $x$. Consider a classical network corresponding to a QN, with the same set of nodes and edges, where the weight of an edge equals its edge capacity. In this regard, the problem to solve the end-to-end capacity in a QN is equivalent to the minimum cut problem of the corresponding classical weighted graph [22]. We define a cut $U_{x,x'}$ as the set of all edges that will disconnect the two nodes $x, x'$ after removal. Similar to the node capacity, we can define the cut capacity as the sum over edge capacities of edges in the cut, i.e., $C_U (U_{x,x'}) = \sum_{E_{x,x'} \in U_{x,x'}} C_E (E_{x,x'})$. Then the end-to-end capacity between nodes $x, x'$ is given by the minimum cut capacity [22]

$$C(x, x') = \min_{U_{x,x'}} C_U (U_{x,x'}),$$  

(4)

where one optimizes over all cuts $\{U_{x,x'}\}$.

In the previous work [24], we study the transition of average end-to-end capacity of two typical QNs, Waxman and scale-free QNs with respect to node density. For Waxman QNs, we find that the average end-to-end capacity...
In this paper, we consider the robustness of reliable end-to-end quantum communication against perturbations include breakdown and attack. Considering the different transitions for Waxman and scale-free QNs, we choose the initial operating point of the two types of QNs (initial node density (Waxman) and nodes number (scale-free)) prior to the perturbations accordingly to guarantee an appreciable end-to-end capacity $\langle C \rangle \equiv \langle C(x, x') \rangle$ when averaged over random node pairs $x, x'$ [24]. For the Waxman QN, we choose a density of nodes $\rho_0 \equiv N_0/4 R^2 \approx 4 \times 10^{-4} \text{km}^{-2}$ and $\beta_0 = 1$ such that $\langle C_0 \rangle \approx 1$ [24]; For the scale-free QN, $N_0 = [10^{3.6}] = 3981$ is chosen to be large enough so that $\langle C_0 \rangle$ saturates to a constant. With an average degree $2 m_0 = 6$, the corresponding saturated $\langle C_0 \rangle \approx 3, 0, 4, 0.03$ for size $R = 40, 160, 400$ km [24]. As the Waxman and scale-free QNs behave in different ways with the increase of the density of nodes, our goal here is to understand their robustness at their own operating points.

### III. WAXMAN QNS

As the Waxman model is homogeneous in the thermodynamic limit—the degree distribution is centered at its mean without a long tail, we expect the Waxman model under random node breakdown to be equivalently reduced to a network with $N = N_0(1 - p)$ nodes randomly selected from the initial $N_0$ nodes. We confirm the intuition by the degree distribution $P(k)$ in Fig. 1(a) for the case of random node breakdown. The same applies to random edge breakdown and attack, as we explain in the following. Under random edge breakdown, while the number of nodes $N_0$ is unchanged, the number of edges $|E_0|$ of the initial Waxman model decreases to $|E| = |E_0|(1 - p)$; As the parameter $\beta_0$ in Eq. 1 determines the edge density of the network [15], the Waxman model under random edge breakdown is equivalent to a Waxman model with edge connection probability

$$\Pi^E_W(x, x') = \beta_0(1 - p)e^{-d(x, x')/\alpha L},$$

leading to an identical degree distribution to the case of node breakdown (see Appendix A.) [13, 29]. Here the superscript ‘E’ denotes edge removal. Since the Waxman model is dense and its degree distribution shows a peak,
we expect the node capacity to be roughly uniform and thus the attack by capacity is equivalent to random node breakdown, as confirmed numerically in Appendix A.

The critical probability for the disappearance of giant components in the Waxman model is close to unity (Fig. 1(c)), so there always exists a giant component in the Waxman model in the parameter region of interest.

Now we proceed to analyze the capacity transition of the Waxman QNs under breakdown or attack. As shown in Fig. 2, the rescaled ensemble-averaged end-to-end capacity $\langle C \rangle / \langle C_0 \rangle$ transits from unity to close to zero gradually for all cases, with a linear trend for $p$ being not too large. The cases of random node breakdown (blue dots) and attack on nodes by capacity (orange dots) overlaps, as predicted by the degree distribution. However, despite the degree distribution also being the same for the case of edge breakdown, the quantum capacity (red dots) decays slower compared to the other cases. This is because during edge breakdown, the edge density parameter $\beta = \beta_0(1-p)$ is reduced and leads to a slower linear decay of $\langle C \rangle$ (see Appendix C.1), where we can see that the transition of $\langle C \rangle$ vs $\beta$ is different from $\langle C \rangle$ vs $\rho$ while $\beta = \beta_0 = 1$ is kept constant in the other cases. It also indicates that the agreement in degree distribution is only necessary but not sufficient condition for identical capacity. As predicted from the degree distribution, the statistical equivalent Waxman QN provides an accurate description of the transition of capacity in most cases, as the solid lines (orange, blue, red) produced from re-parameterized Waxman QNs agree well with the numerical results (orange, blue, red dots) (see Appendix C.1).

As the degree distribution under attack by degree disagrees with the others, we expect the transition of the capacity under attack by node degree (green dots) to deviate from the other cases, as shown in Fig. 2. Note that when $p$ is close to unity, $\langle C \rangle / \langle C_0 \rangle$ decays to a constant, due to small connected components remaining connected (see Appendix).

To understand the gradual transition, we resort to an upper bound of the node capacity $\mathcal{C}_N(x)$—the total capacity of edges connecting to a node [24]

$$\langle C \rangle \leq \langle \mathcal{C}_N(x) \rangle = (1-p) \zeta_W \rho_0, \quad (6)$$

where the constant $\zeta_W$ is given by properties of a bosonic pure loss channel (see Appendix) [24] and $1-p$ is a factor coming from re-parameterization (see Appendix). We emphasize that this upper bound holds for scenarios under node or edge breakdowns, and attack. As the upper bounds are not tight even for the $p = 0$ case, we rescale the upper bound to enable the direct comparison of the trend with $p$ in Fig. 2. The rescaled upper bound (black) is indeed larger than the rest;

IV. SCALE-FREE QNS

As scale-free QNs show drastically different behaviors under random breakdown and under attack, we address breakdown and attack separately. In both cases, capacity decay will follow after the characterizations of classical
We see that the size of the giant component in Fig. 1(d) comes in, directly connecting the quantum capacity to the end-to-end capacity different clusters is zero and the contribution from tiny clusters is small, the leading order contribution to the average within a giant component, and the rest are isolated in various tiny clusters. Because the capacity between nodes from edge breakdowns [28], and approaches zero when relative to the size. The degree distribution (see Fig. 1(d)), the upper bound turns out to be identical under both node or edge breakdown for scale-free QNs. We have the relationship between the average degree. However, combining Eq. 7 and the upper bound for the QN becomes fragmented, and the probability that a node does not belong to giant component is large. This can be easily seen by assuming all K small clusters having the same number of nodes, then (1 - N_G/N)K / K ≈ 1 when K is large. Therefore, we have the relationship

\[
\langle C \rangle \times \binom{N}{2} = \langle C_G \rangle \times \binom{N_G}{2},
\]

between \( \langle C \rangle \) and the average end-to-end capacity \( \langle C_G \rangle \) of the giant component in the broken network. Here \( N = N_0 \) for edge breakdown and \( N = N_0(1-p) \) for node breakdown. Both \( \langle C \rangle \) and \( \langle C_G \rangle \) are upper-bounded by \( 2(1-p)m_0\zeta_{SF} \), where \( \zeta_{SF} \) is a constant determined by the rate-loss trade-off [24] (see Appendix) and the factor \( 2(1-p)m_0 \) is the approximate average degree. However, combining Eq. 7 and the upper bound for \( \langle C_G \rangle \) gives a better upper bound of \( \langle C \rangle \) as

\[
\langle C \rangle \leq 2m_0(1-p)\zeta_{SF} \binom{N_G}{2} \times (1-p) \left( \frac{N_G}{N} \right)^2.
\]

We see that the size of the giant component in Fig. 1(d) comes in, directly connecting the quantum capacity to the giant component transition. As the giant component ratio \( N_G/N \) are identical for both node and edge breakdowns (see Fig. 1(d)), the upper bound turns out to be identical under both node or edge breakdown for scale-free QNs. We
plot the numerical simulation results as well as the exact solution of the normalized average end-to-end capacity for scale-free QNs under random node or edge breakdown in Fig. 3. As the upper bounds are not tight even in absence of the errors, we adopt a rescaling so that the general trend with $p$ can be compared.

B. Intentional attack

As for scale-free QNs under attack, things are different. This can be immediately seen from the degree distribution $P(k)$ under attack, which gets closer to an exponential distribution rather than a power law as the fraction of removed nodes $p$ increases (see Fig. 4(c)), indicating substantial structure changes. Indeed, the giant component disappears at a critical fraction much smaller than that under random breakdowns (see Fig. 4(d)). The attack by node degree leads to a even sharper transition in both the degree distribution and the giant component transition than the attack by node capacity.

Now we proceed to evaluate the average end-to-end capacity. In contrast to the slow linear decrease in the Waxman case, the average capacity $\langle C \rangle$ decreases with $p$ exponentially, shown in Fig. 4(a) (details in Appendix). In particular, the capacity $\langle C \rangle$ decays much faster than the giant component transition under both attacks, as we see $\langle C \rangle / \langle C_0 \rangle$ is already below 0.1 for $p \sim 0.2$, which is within the parameter region supporting the existence of a giant component in the network. Besides, because the major contribution to the ensemble averaging of the capacity still comes from the giant component, Eq. 7 still holds; The probability that a random edge is attached to an attacked node, $p_{\text{eff}}$, is equal to the ratio of the number of edges removed during the attack $|E_0| - |E|$ to the original number of edges $|E_0|$ prior to the attack [14]. Therefore, effects of the attack of fraction $p$ can be equivalently produced by the scale-free QNs under random edge breakdown with an effective probability $p_{\text{eff}} = 1 - |E|/|E_0|$ (Fig. 4(b)). To verify the above intuition, we plot $\langle C \rangle / \langle C_0 \rangle$ of scale-free QNs under random edge breakdown with $p_{\text{eff}}$ (orange and green curves) in Fig. 4(a), which agrees well with results from numerical simulations of the attack (orange and green dots). By substituting all $p$ in Eq. 8 (note that $N_G$ also depends on $p$) with $p_{\text{eff}}$, we can obtain an upper bound for the scale-free QNs under attack. In Fig. 4(a), we see that despite the upper bounds being non-tight, the rescaled upper bounds (dark blue for attack by degree and dark red for attack by capacity) agree well with the numerical results (green and orange) in terms of the trend with the increasing $p$.

Despite the overall similarity between the two types of attacks under consideration, the attack by node degree leads
to a slightly sharper transition in network properties and a lower capacity (see Appendix). This can be understood by the equivalence to random edge breakdowns with probability $p_{\text{eff}}$. An attack on nodes is most effective when $p_{\text{eff}}$ is maximum for a fraction of $p$ nodes being removed. Suppose we remove a set of nodes $A$, then we have $p_{\text{eff}} \propto \sum_{x \in A} D(x)$, which is maximized by the attack by node degree. Indeed, in Fig. 4(b), we see the attack by degree gives a larger $p_{\text{eff}}$ at any attack fraction. Therefore, assuming the mapping to edge breakdown, contrast to the intuition, attack by node degree is in fact the most effective attack for scale-free QNs.

**DISCUSSIONS**

In this paper, we examine the transition of end-to-end quantum capacity in Waxman and scale-free QNs under errors, such as random breakdown and attack. For Waxman QNs, we find a linear decrease of capacity caused by the re-parameterization of Waxman model under errors. For scale-free QNs, similar linear decrease happens for random breakdown; however, under attack by node capacity, the capacity of scale-free QNs decay exponentially in the fraction of attack. All findings are supported by numerical evidence as well as analytical analyses. Our results give an insight of the capacity transition in QNs with the growth of errors and provide guidance on its design to cope with random breakdown and attack.

Parallel channels and redundancy design can generally increase the reliability of a network in practice. From our results, for the Waxman QNs that are highly connected, parallel design would be helpful to protect the connectivity in quantum capacity in both random breakdown and attack. For scale-free QNs against random breakdown, parallel and redundancy could still work, especially when the QN is small-scale. However, the exponential decay under attack by node capacity indicates that such simple schemes are not efficient, and thus some extra methods are required to achieve a reliable and robust scale-free QN.

After the completion of the manuscript, a related work appeared on arxiv [31].
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**Appendix A: Degree distribution and giant component transition**

In this section, we provide more details about the degree distribution and giant component transition of both the Waxman and scale-free networks.

When a Waxman model undergoes random edge breakdown, its edge density decreases while the other parameters are unchanged. By comparing the degree distribution, we show that it is statistically equivalent to the Waxman model with edge connection probability in Eq. (5). As we see in Fig. 5(a), the degree distribution of Waxman model under fraction-$p$ attack by node capacity agrees well with a Waxman model with no error but $N = N_0(1 - p)$ nodes; Moreover, as we already see in Fig. 1(a), the degree distribution of a Waxman model under random node breakdown is also identical to that of a Waxman model with no error but $N = N_0(1 - p)$ nodes; Therefore, a Waxman model, regardless of under probability-$p$ random breakdown or fraction-$p$ attack by capacity, is equivalent to a Waxman model with no error but a fewer $N = N_0(1 - p)$ number of nodes. However, under attack by node degree, the degree distribution of a Waxman model does not agree with the other cases, as shown by the red lines in Fig. 5(a).

Without any breakdown, the degree distribution of scale-free networks shows a power-law, $P(k) \sim k^{-\nu}$. As shown in Fig. 5(b), the power-law persists under random breakdown, although a large portion of nodes has a degree $k < m_0$ due to breakdown [13, 29]. To better understand the structure, we also focus on the giant component and study its degree distribution in Fig. 5(c), where we see similar power-law persisting. Qualitative agreement still holds despite deviations happen for larger $p$.

The critical probability $p_c$ of giant component transition for a Waxman model or a scale-free network under random breakdown can be directly solved via [13]

$$p_c = 1 - \frac{1}{\langle k_0^2 \rangle / \langle k_0 \rangle - 1}$$  
(A1)
Figure 5. (a) Degree distribution $P(k)$ of Waxman model under random edge breakdown (red), attack by capacity (yellow) and attack by degree (green) with $\alpha = 0.1$. Dots and curves with black and blue represent $P(k)$ of Waxman model under real errors and the equivalent model. Colors from dark to light correspond $p = 0, 0.2, 0.4, 0.6, 0.8$. (b), (c) Degree distribution of the scale-free network (b) and the giant component of it (c) under random node (black) and edge (blue) breakdown with $R = 40$. Solid curves in (b) represent the analytical expression of degree distribution [13, 29], with power-law exponent $\nu \sim 2.7$. Solid curves in (c) is the same as the ones in (b) as an approximation. Colors from dark to light correspond to $p = 0, 0.4, 0.8$.

Figure 6. Critical probability $p_c$ for Waxman networks (a) with different $\alpha$ and scale-free networks (b) with different $R$.

where $\langle k_0^2 \rangle$ and $\langle k_0 \rangle$ are the average of degree squared and the average degree of unbroken network. From the degree distributions we can obtain the values of $\langle k_0^2 \rangle / \langle k_0 \rangle$ in Fig. 6; as the values are large, the critical probability is close to unity.

**Appendix B: Average end-to-end capacity upper bounds**

1. *Waxman QNs*

From Ref. [24], we have the upper bound of average end-to-end capacity of a Waxman QN with connection probability $\Pi_W$ as

$$\langle C_N(x) \rangle = \rho \zeta_W,$$

$$\zeta_W = \frac{1}{|\Omega_R|} \int_{\Omega_R} d^2x \int_{\Omega_R} d^2x' \Pi_W(x, x') C_E(E_{x,x'}),$$

where $\Omega_R$ denotes the $2R \times 2R$ region, $|\Omega_R| = 4R^2$ and $\rho$ is the density of nodes.

Under random node breakdown of probability $p$ or attack by capacity of fraction $p$, we can simply replace $\rho = \rho_0(1-p)$ in Eq. (B1) to obtain the upper bound $\langle C_N(x) \rangle = (1-p)\rho_0 \zeta_W$.

When the Waxman QN undergoes random edge breakdown, we simply replace the connection probability $\Pi_W$ in Eq. (B2) with $\Pi^W_E$ in Eq. (5), leading to the same upper bound $\langle C_N(x) \rangle = (1-p)\rho_0 \zeta_W$. 
Figure 7. Normalized average end-to-end capacity $\langle C \rangle / \langle C_0 \rangle$ vs $p$ with different $\alpha$. From (a) to (d) we plot the capacity of Waxman QN under random node breakdown, random edge breakdown, attack by node capacity and attack by node degree. Subfigures in the right column show a zoom in of average capacity when $p \geq 0.8$. Dots with error bars represent capacity under random breakdown or attack and solid curves in (a)-(c) show capacity from Waxman model with a re-parameterization.

2. Scale-free QNs

From Ref. [24], we have the upper bound for the scale-free QNs as

$$\langle C_N (x) \rangle = 2m\zeta_{SF},$$

$$\zeta_{SF} = \frac{1}{A} \int_{\Omega_R} d^2x \int_{\Omega_R} d^2x' \langle \frac{1}{d(x,x')} \rangle C_E(\langle E_{x,x'} \rangle),$$

$$A' = \int_{\Omega_R} d^2x \int_{\Omega_R} d^2x' \langle \frac{1}{d(x,x')} \rangle.$$  \hfill (B4)

As only the average degree comes into play, when the node or edge breakdown leads to a new average degree $m = 2m_0(1-p)$, we have the upper bound $\langle C(x) \rangle = 2m_0(1-p)\zeta_{SF}$.

Appendix C: More details for the average capacity

1. Waxman QNs

In Fig. 7, we show that the average capacity of Waxman QNs under random breakdown and attack by capacity agrees among different $\alpha$, and the re-parameterization of Waxman model can also provide a good description of capacity even when $p$ is large. Note that for $\alpha = 0.5$, average capacity decays slightly faster under attack by capacity than random breakdowns. This is because the system size and initial number of nodes are both small, the node capacity is not as uniform as other cases which stronger effect in attack than breakdown.

We also plot how the capacity $\langle C_0 \rangle$ behaves with different choices of $\beta$ vs density of nodes $\rho$ in Waxman QNs (see Fig. 8). The gradient $d\langle C_0 \rangle/d\rho$ increases with $\beta_0$, which indicates the comparably slow decay of capacity under edge breakdown.

For the Waxman QNs under attack by node degree (plotted in Fig. 7(d1)), although $\langle C \rangle / \langle C_0 \rangle$ varies with different $\alpha$, generally the capacity still decays linearly and slightly deviates from the results of random breakdown and attack by capacity (see Fig. 2). When $p$ is large, the average size of connected components $\langle s \rangle$ is larger under attack by...
degree than attack by capacity, as shown in Fig. 9(a), (b). Those connected clusters preserve a non-negligible amount of capacity, leading to the nonzero tail in Fig. 7(d1), which is also seen in Fig. 2 for the attack by node degree case. We want to emphasize that here we consider the large number of nodes case, where the total number of the leftover nodes $N_0(1 - p)$ is still large.

2. Scale-free QNs

As the scale-free network under random breakdown, from the definition of average end-to-end capacity, we have

$$
\langle C \rangle = \frac{1}{(\frac{1}{2})} \sum_{x, x'} C(x, x')
$$

(C1)

$$
= \frac{1}{(\frac{1}{2})} \left( \sum_{x, x' \in G} C(x, x') + \sum_{\text{else}} C(x, x') \right)
$$

(C2)

$$
= \frac{1}{(\frac{1}{2})} \sum_{x, x' \in G} C(x, x') \left( 1 + O \left( \frac{1}{N_G} \right) \right)
$$

(C3)

$$
= \left(\frac{N_G}{\frac{1}{2}}\right) \langle C_G \rangle
$$

(C4)

where $\langle C_G \rangle$ is the average end-to-end capacity of the giant component in the network, and number of nodes $N = N_0(1 - p)$ for node breakdown while $N = N_0$ for edge breakdown. The two summations in Eq. (C2) are the end-
to-end capacity contributed from different components, the first item from the large component and the second item from all other small components. Following the analyses in Sec. IV A, we can approximate contributions from those small components by \( \sum_{\text{else}} C(x, x') \sim \langle C_G \rangle \sum_k \left( \frac{N_k}{2} \right) \), where \( N_k \) is the number of nodes in the \( k \)th component and we sum over all components \( k \) excluding the largest component. We can then obtain \( \langle C_G \rangle \sum_k \left( \frac{N_k}{2} \right) = \sum_{x, x' \in G} C(x, x') \sum_k \left( \frac{N_k}{2} \right) / \left( \frac{N_G}{2} \right) \sim \sum_{x, x' \in G} C(x, x') O(1/N_G^2) \), which is Eq. (C.3).

For scale-free QNs under attack, we can directly see the exponential decay of \( \langle C \rangle / \langle C_0 \rangle \) from Fig. 10, which can be well characterized by the equivalent random edge breakdown with probability \( p_{\text{eff}} \). The rescaled upper bound (dark blue and red curves) also show the exponential decay of capacity. Compared to node capacity attack, the node degree attack is more effective for scale-free QN in terms of the reduction on average capacity.

Appendix D: More details on numerical simulation

We utilize python-igraph [32] for numerical simulation of QNs. To evaluate the ensemble-averaged properties of QNs, we simulate 10 random QNs for each case, and randomly sample 200 pairs of nodes for calculation to represent average end-to-end capacity for each graph. In Fig. 2, we do an numerical experiment on 10 graphs, each with 500 pairs to make it smooth on \( N \) re-parameterization. When nodes are removed, the number of pairs to be sampled in each graph is also reduced.
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