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Abstract: Contents of the Abstract.

There are many models, often called unnormalized models, whose normalizing constants are not calculated in closed form. Maximum likelihood estimation is not directly applicable to unnormalized models. Score matching, contrastive divergence method, pseudolikelihood, Monte Carlo maximum likelihood, and noise contrastive estimation (NCE) are popular methods for estimating parameters of such models. In this paper, we focus on NCE. The estimator derived from NCE is consistent and asymptotically normal because it is an M-estimator. NCE characteristically uses an auxiliary distribution to calculate the normalizing constant in the same spirit of the importance sampling. In addition, there are several candidates as objective functions of NCE.

We focus on how to reduce asymptotic variance. First, we propose a method for reducing asymptotic variance by estimating the parameters of the auxiliary distribution. Then, we determine the form of the objective functions, where the asymptotic variance takes the smallest values in the original estimator class.
and the proposed estimator classes. We further analyze the robustness of the estimator.
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1. Introduction

Our objective is to estimate the parameters of unnormalized parametric models. Often, the model $\exp(-h(x; \theta))$ is normalized, that is, it satisfies

$$\int \exp(-h(x; \theta)) d\mu(x) = 1$$

(1.1)

where $\theta$ is in a Euclidean parameter space and $\mu$ is a known measure. Maximum likelihood estimation (MLE) satisfies consistency and asymptotic efficiency for the estimation of such parametric models when the model includes the true distribution.

However, often the model is not normalized. In that case, the model can be converted into a normalized model by dividing by the normalizing constant $Z(\theta)$, which is defined as

$$Z(\theta) = \int \exp(-h(x; \theta)) d\mu(x).$$

Henceforth, we write the normalized $\exp(-h(x; \theta))$, i.e., $\exp(-h(x; \theta))/Z(\theta)$ as $\exp(-h(x; \theta))$. For MLE to be performed strictly on $\exp(-h(x; \theta))$, the
normalizing constant must be calculated analytically, in other words, in closed form. However, the normalizing constants of complex models, for example, models in independent component analysis (Hyvärinen et al., 2001), Markov network (Besag, 1975), Boltzmann machine (Hinton, 2002), truncated distribution (Johnson, 1970), and exponential-polynomial distribution (Hayakawa and Takemura, 2016) are not solved in closed form or difficult to compute. We call such models unnormalized models.

Several methods have been proposed for the estimation of parameters of unnormalized models. One of the popular approaches is a Monte Carlo maximum likelihood (Geyer, 1991, 1994) and noise contrastive estimation (NCE) (Gutmann and Hyvärinen, 2010). Both of them characteristically use auxiliary distributions in the same spirit of the importance sampling. They were extended to a more general class by Pihlaja et al. (2010). To avoid confusion, we call estimators of the former type original NCE and call those of the latter type NCE. NCE does not require Markov Chain Monte Carlo (MCMC) when calculating the gradient, resulting in a short computation time. However, the performance depends highly on the choice of objective function and auxiliary distribution. When these choices are poor, the variance of estimators becomes too large.

In this study, we consider how to reduce the asymptotic variance in
NCE from several points of view. First, we propose a method for reducing asymptotic variances by plugging in the MLE estimator into the parameters of the auxiliary distribution. Second, we analyze the type of objective functions to be used from the perspective of asymptotic variance. We determine the form of the objective function minimizing the asymptotic variance in the class of original estimators and the class of our proposed estimators. Finally, we analyze the robustness based on the influence function obtained in the analysis of asymptotic variance.

There are three other popular methods for estimating parameters of unnormalized models, score matching, contrastive divergence method and pseudolikelihood. First, score matching is known to be a proper scoring rule ([Dawid et al., 2012; Parry et al., 2012]), which does not require integration of the model. Score matching has the advantage of being fast. However, the asymptotic variance is generally large compared with NCE. Second, contrastive divergence method is MLE using Markov chain Monte Carlo (MCMC) when calculating the gradient of the log-likelihood approximately ([Carreira-Perpinan and Hinton, 2005; Younes, 1989]). However, the time required for MCMC is much longer than NCE. Third, pseudolikelihood is a popular method in some models such as Ising model ([Besag, 1975]). However, it cannot be applied to many unnormalized models directly.
The remainder of this article is organized as follows. Section 2 gives a brief review of NCE. Section 3 introduces our improved NCE and its asymptotic results. Section 4 discusses which form of objective function leads to the smallest asymptotic variance. Section 5 deals with the robustness. Section 6 contains experimental results. Section 7 includes a briefly summary and future directions. All of proofs are included in an appendix.

2. Preliminary: Noise contrastive estimation

NCE was originally proposed by Gutmann and Hyvärinen (2010) as a viewpoint of classification to estimate the parameters of unnormalized models. Here, we summarize NCE from a different perspective, that is, divergence minimization, framework because it provides a more unified view (Eguchi, 2008; Pihlaja et al., 2010; Gutmann and Hirayama, 2011).

As mentioned in Section 1, the objective is to estimate the true \( \theta \) in \( \exp(-h(x; \theta)) \). In NCE, we introduce a one-parameter extended model \( p(x; \alpha) \)

\[
p(x; \alpha) = \exp(c - h(x; \theta)), \alpha = (c, \theta^\top)^\top.
\]

Both of \( x \) and \( \theta \) are finite dimensional real vectors, and \( c \) is a real positive value. We denote the true probability density function as \( g(x) \) and the true parameter value as \( \alpha^* = (c^*, \theta^*) \), that is, \( g(x) = p(x; \alpha^*) \). Again,
importantly, it is not assumed that the model $p(x; \alpha)$ is normalized.

### 2.1 Divergence and cross entropy

Let $H(s)$, which is called the entropy, be a strictly convex functional, mapping a real-valued function $s$ to a real value. A strictly convex of functional is defined as follows.

**Definition 1.** The functional $H(s)$ defined on a convex set is said to be a strictly convex if

$$H(\beta s_1 + (1 - \beta) s_2) < \beta H(s_1) + (1 - \beta) H(s_2) \quad (0 < \beta < 1).$$

The induced divergence, also called the Bregman divergence, between $g(x)$ and $p(x; \alpha)$ from the entropy $H(s)$ is defined as

$$D_B(g, p) = H(g) - H(p) - \int \nabla_p H(p) (g(x) - p(x)) \, d\mu(x), \quad (2.3)$$

when $\nabla_p$ denotes the differentiation with respect to $p$. The cross entropy between $g$ and $p(x; \alpha)$ is defined as

$$d_B(g, p) = -H(p) - \int \nabla_p H(p; x) (g(x) - p(x)) \, d\mu(x).$$

Our objective is to estimate $\alpha^*$. This is the same as the minimization problem of $D_B(g, p(x; \alpha))$ with respect to $\alpha$ because $D_B(g, p) \geq 0$ holds and $D_B(g, p) = 0$ if and only if $g = p$. This problem is also the same as the
minimization problem of cross entropy since we have \( d_B(g, p) - d_B(g, g) = D_B(g, p) \) and \( d_B(g, g) \) is constant.

Empirical minimization of the above cross entropy leads to an estimator of \( \alpha \): \( d_B(\hat{g}, p(x; \alpha)) \), where \( \hat{g} \) is an empirical distribution. When \( H(s) \) is \( \int s(x) \log s(x) d\mu(x) \), the induced divergence is called the generalized Kullback-Leibler divergence, as explained in later in connection with (2.5). When \( H(s) = \frac{1}{\beta(1+\beta)} \int s(x)^{1+\beta} d\mu(x) \), the induced divergence is called a density-power divergence or beta-divergence (Basu et al., 1998; Amari and Cichocki, 2010). When \( H(s) = \int f(s(x)) d\mu(x) \) such that \( f(x) \) is a strictly convex function (Eguchi, 2008), the divergence is called U-divergence. This includes generalized Kullback-Leibler divergence and beta-divergence. In the case of U-divergence, the empirical cross entropy becomes

\[
d_B(\hat{g}, p) = -\frac{1}{m_1} \sum_{i=1}^{m_1} f'(p(x_i)) + \int (f'(p(x)) p(x) - f(p(x))) d\mu(x), \quad (2.4)
\]

where \((x_1, x_2, \cdots, x_{m_1})\) is an identically independent distributed (i.i.d) sample from the true distribution \( g(x) \). In addition,

\[
D_B(g, p) = \int Br_f(g(x)\|p(x; \alpha)) d\mu(x),
\]

where \( Br_f(x\|y) \) is given by \( f(x) - f(y) - f'(y)(x-y) \). We use this property later. When the divergence is generalized Kullback-Leibler divergence, then
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(2.4) is

$$d_B(\hat{g}, p) = -\frac{1}{n} \sum_{i=1}^{n} \log(p(x_i)) + \int p(x) d\mu(x).$$  (2.5)

When $p(x; \alpha)$ is normalized, the estimator derived from the above objective function is the same as that of MLE because the term $\int p(x; \alpha) d\mu(x)$ is constant and can be ignored. However, in our situation, since $p(x; \alpha)$ is not normalized, the induced divergence represented by (2.5) has an extra term $\int p(x; \alpha) d\mu(x)$. When the divergence is a density-power or beta-divergence, then (2.4) is

$$d_B(\hat{g}, p) = -\frac{1}{n} \sum_{i=1}^{n} \frac{1}{\beta} p(x_i)^{\beta} + \int \frac{1}{\beta + 1} p(x)^{\beta+1} d\mu(x).$$  (2.6)

The estimator from beta-divergence is known to be robust from the viewpoint of influence functions (Basu et al., 1998).

It appears that $\alpha$ can be estimated easily using the (2.4). However, the difficulty arises because the integral term, $\int (f' (p(x)) p(x) - f (p(x))) d\mu(x)$ in (2.4) is often not solved analytically in closed form. NCE solves this problem, as explained in the next section.

2.2 Noise contrastive estimation

Gutmann and Hyvärinen (2010) proposed the method of NCE. Later, its extension was proposed by Pihlaja et al. (2010).
2.2 Noise contrastive estimation

We define the noise contrastive divergence as the induced divergence when the entropy $H(s)$ is defined as

$$H(s) = \int f\left(\frac{s(x)}{n(x)}\right) n(x) d\mu(x),$$

where $f(x)$ is a strictly convex function and $n(x)$ is a probability density function. We called $n(x)$ an auxiliary distribution. The noise contrastive divergence from the above entropy is written as

$$\int \text{Br}_f \left( \frac{g(x)}{n(x)} \parallel \frac{p(x; \alpha)}{n(x)} \right) n(x) d\mu(x).$$

The cross entropy between $g(x)$ and $p(x; \alpha)$ is given by

$$d_B(g, p) = -\int f'\left(\frac{p}{n}\right) g(x) d\mu(x) + \int \left( f'\left(\frac{p}{n}\right) \frac{p}{n} - f\left(\frac{p}{n}\right) \right) n(x) d\mu(x),$$

and the empirical cross entropy is written as

$$d_B(\hat{g}, p_\alpha) = -\sum_{i=1}^{m_1} f'\left(\frac{p(x_i)}{n(x_i)}\right) + \int \left( f'\left(\frac{p}{n}\right) \frac{p}{n} - f\left(\frac{p}{n}\right) \right) n(x) d\mu(x).$$

This becomes an objective function for estimating $\alpha$ in $p(x; \alpha)$. Even if calculating the integral term analytically is difficult, it is easy to calculate the integral term approximately if $n(x)$ is a distribution that is easy to sample.

In this case, the objective function becomes

$$-\frac{1}{m_1} \sum_{i=1}^{m_1} f'\left(\frac{p(x_i; \alpha)}{n(x_i)}\right) + \frac{1}{m_2} \sum_{i=1}^{m_2} \left( \frac{p(y_i; \alpha)}{n(y_i)} f'\left(\frac{p(y_i; \alpha)}{n(y_i)}\right) - f\left(\frac{p(y_i; \alpha)}{n(y_i)}\right) \right),$$

(2.7)
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where \((x_1, \cdots, x_m, y_1, \cdots, y_{m_2})\) is an i.i.d sample from the true distribution and \((y_1, \cdots, y_{m_2})\) is an i.i.d sample from the probability density function \(n(y)\). Henceforth, we call the estimation method represented as the minimization of (2.7) NCE. The estimator minimizing (2.7) is consistent under some proper conditions because it fits into the form of M-estimators. When \(f(x) = x \log x\) corresponding Kullback-Leibler divergence, (2.7) is written as

\[
-\frac{1}{m_1} \sum_{i=1}^{m_1} \log \left( \frac{p(x_i; \alpha)}{n(x_i)} \right) + \frac{1}{m_2} \sum_{i=1}^{m_2} \frac{p(y_i; \alpha)}{n(y_i)}. \tag{2.8}
\]

When \(f(x) = 0.5x^2\) corresponding to chi-square divergence, (2.7) is written as

\[
-\frac{1}{m_1} \sum_{i=1}^{m_1} \frac{p(x_i; \alpha)}{n(x_i)} + \frac{1}{2m_2} \sum_{i=1}^{m_2} \left( \frac{p(y_i; \alpha)}{n(y_i)} \right)^2. \tag{2.9}
\]

When \(f(x) = x \log x - (1 + x) \log(1 + x)\) corresponding to Jensen-Shannon divergence, (2.7) is written as

\[
-\frac{1}{m_1} \sum_{i=1}^{m_1} \log \frac{p(x_i; \alpha)}{n(x_i)} - \frac{1}{m_2} \sum_{i=1}^{m_2} \log \frac{1}{1 + \frac{p(y_i; \alpha)}{n(y_i)}}. \tag{2.10}
\]

This case corresponds to the original NCE first proposed Gutmann and Hyvärinen (2010).

Pihlaja et al. (2010) analyzed the general NCE using the (2.7). They calculated the mean square error and showed many simulation results pointing out that, experimentally, the original noise contrastive estimation is
better than other forms of NCE, such as the estimations from (2.8) and (2.9). However, they did not show which $f$ in the (2.7) is theoretically the best in the sense of asymptotic variance. We discuss this point later in Section 4.1. Before dealing with this, we introduce our improved NCE in the next section.

3. Improved noise contrastive estimation

We introduce improved NCE and show the asymptotic results of the proposed method. The asymptotic variance of the estimator derived from the method is significantly less than of the original estimator.

3.1 Setting

We explain NCE again in a more formal manner and proposed a new estimator. Assume that the true distribution’s density is given by

$$
\exp(-h(x; \theta^*)) = \frac{\exp(-h(x; \theta^*))}{Z(\theta^*)},
$$

where $Z(\theta) = \int \exp(-h(x; \theta)) d\mu(x)$. In this case, the model includes a true distribution. We do not consider a model misspecification case. The objective is to estimate the true parameter $\theta^*$ from a random sample $(x_1, \cdots, x_{m_1})$ of size $m_1$. The problem is that calculating in closed form
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$Z(\theta)$ is intractable. Consider a one-parameter extended model

$$p(x; \alpha) = \exp(c - h(x; \theta)),$$

where $\alpha = (c, \theta^\top)^\top$. When $\alpha$ is equal to $\alpha^* = (c^*, \alpha^*)$, the model $p(x; \alpha)$ is equivalent to a true density $\exp(-h(x; \theta^*))$. In addition to the samples from the true distribution, suppose that we can use samples from an auxiliary distribution with density $n(x)$. We set the number of samples from the auxiliary distribution $m_2$ and denote the sample as $(y_1, \cdots, y_{m_2})$. The natural choice of $n(x)$ is obtained by first considering a model $n(x; \beta)$ parameterized by $\beta$ and choosing $\beta^*$ by some methods like moment matching or MLE. For example, we can use the normal distribution family with a parameter and variance. In a real situation, the value $\beta^*$ might depend on the data $\{x_i\}_{i=1}^{m_1}$. However, we assume that the value $\beta^*$ does not depend on data for ease of further analysis. This assumption means that the auxiliary density $n(x; \beta^*)$ is set without looking the data. Other studies also assume this situation (Gutmann and Hyvärinen, 2010; Pihlaja et al., 2010). Note that we must consider a model such that the support of $n(x; \beta)$ includes the support of $p(x; \alpha)$ for the validity of the estimator.

As in (2.7), the estimator for $\alpha$ in the NCE, $\hat{\alpha}_{NC}$, is defined as the
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minimizer of the following function with respect to $\alpha$:

$$
- \frac{m_2}{m} \sum_{i=1}^{m_1} f'(p(x_i; \alpha) \frac{p(x_i; \alpha)}{n(x_i; \hat{\beta})}) + \frac{m_1}{m} \sum_{i=1}^{m_2} \left( p(y_i; \alpha) \frac{p(y_i; \alpha)}{n(y_i; \hat{\beta})} f'\left( p(y_i; \alpha) \frac{p(y_i; \alpha)}{n(y_i; \hat{\beta})} \right) - f\left( p(y_i; \alpha) \frac{p(y_i; \alpha)}{n(y_i; \hat{\beta})} \right) \right),
$$

(3.11)

We consider another method, estimating $\beta$ again using MLE based on the sample $\{y_i\}_{i=1}^{m_2}$ and then plugging in the estimated value into the (3.11). The estimator $\hat{\alpha}_{PL}$ is written as the minimizer of the following function with respect to $\alpha$:

$$
- \frac{m_2}{m} \sum_{i=1}^{m_1} f'(p(x_i; \alpha) \frac{p(x_i; \alpha)}{n(x_i; \hat{\beta})}) + \frac{m_1}{m} \sum_{i=1}^{m_2} \left( p(y_i; \alpha) \frac{p(y_i; \alpha)}{n(y_i; \hat{\beta})} f'\left( p(y_i; \alpha) \frac{p(y_i; \alpha)}{n(y_i; \hat{\beta})} \right) - f\left( p(y_i; \alpha) \frac{p(y_i; \alpha)}{n(y_i; \hat{\beta})} \right) \right),
$$

(3.12)

where $\hat{\beta}$ is an MLE estimate based on sample $\{y_i\}_{i=1}^{m_2}$. Consequently, the true parameter $\alpha^*$ is estimated in two manners.

The first estimator was proposed by Pihlaja et al. (2010). The second estimator is our proposed estimator. In fact, the asymptotic variance of the second type of estimator is less than that of the first type, as explained in the next section. This plug-in method contributes to a reduction in the asymptotic variance. Note that a similar phenomenon appears in semiparametric models and importance sampling (Henmi and Eguchi, 2004; Henmi et al., 2007).

Beginning in the next section, we discuss the asymptotic behavior of
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the two estimators. To that end, let us clarify the sampling mechanism we will consider throughout the remainder of this paper. We assume standard stratified sampling mechanism (Wooldridge, 2001), that is, we draw a random samples of size $m_1$ from the true distribution with density $p(x; \alpha^*)$ and of size $m_2$ from the auxiliary distribution with density $n(x; \beta^*)$. This is different from the sampling mechanism of drawing from a mixture of distribution $m_1/m \times g^*(x) + m_2/m \times n(x; \beta^*)$ independently even if the resulting likelihood is the same because the stratified sampling is not i.i.d sampling. This distinction is important especially when considering the asymptotic variance because the results will differ depending on sampling mechanism assumptions.

We summarize the notations frequently used here. Hereafter, let $E_{\star}[:,]$ be an expectation with respect to the stratified sampling mechanism. We denote $p(x; \alpha^*)$ as $p^*$, $n(x; \beta^*)$ and $n^*$. Notations $E_{p^*}[:,]$ and $E_{n^*}[:,]$ denote expectations with respect to distributions with density $p^*(x)$ and $n^*(x)$. Notations $\text{var}_{p^*}[,], \text{cov}_{p^*}[,]$ denote the variance and covariance respectively, when the underlying distribution’s density is $p(x)$. The notation $\text{Asvar}[:,]$ denotes the asymptotic variance of estimators scaled by sample size $m$. The notation $d_\alpha$ denotes the dimension of $\alpha$, and $\Theta_\alpha$ denotes the parameter space of $\alpha$. The notation $\nabla_\alpha H(x; \alpha)$ denotes differentiation with respect to $\alpha$, that
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is, \( \left( \frac{\partial H(x;\alpha)}{\partial \alpha_1}, \frac{\partial H(x;\alpha)}{\partial \alpha_2}, \ldots, \frac{\partial H(x;\alpha)}{\partial \alpha_d} \right)^\top \). Similarly, the notation \( \nabla_\alpha^\top H(x;\alpha) \) is 
\( \left( \frac{\partial H(x;\alpha)}{\partial \alpha_1}, \frac{\partial H(x;\alpha)}{\partial \alpha_2}, \ldots, \frac{\partial H(x;\alpha)}{\partial \alpha_d} \right) \). The notation \( \cdot|_{\alpha=\alpha^*} \) denotes evaluation of a function of \( \alpha \) at \( \alpha^* \). For simplicity, we often denote this as \( \cdot|_{\alpha^*} \).

3.2 Consistency and asymptotic normality

Let us calculate the asymptotic variances of \( \hat{\alpha}_{NC} \) and \( \hat{\alpha}_{PL} \) based on the theory of Z-estimator (Van der Vaart, 1998). To obtain the form of a Z-estimator, assuming the differentiability of \( p(x;\alpha) \) and \( n(x;\beta) \) with respect to \( \alpha \) and \( \beta \) respectively, we differentiate the minimized term in (3.12) with respect to \( \gamma \), which is defined as \( \gamma \equiv (\alpha^\top, \beta^\top)^\top \). The following estimating equation is obtained:

\[
V_m(x, y; \gamma) = \begin{pmatrix} V_{1m}(x, y; \gamma) \\ V_{2m}(y; \beta) \end{pmatrix} = 0, \quad (3.13)
\]

where \( x \) and \( y \) denote \( \{x_i\}_{i=1}^{m_1} \) and \( \{y_i\}_{i=1}^{m_2} \) and the respective components are

\[
V_{1m}(x, y; \gamma) = \frac{1}{m} \left( \frac{m_2}{m} \sum_{i=1}^{m_1} \phi(x_i; \alpha, \beta) - \frac{m_1}{m} \sum_{i=1}^{m_2} \phi(y_i; \alpha, \beta) \frac{p(y_i; \alpha)}{n(y_i; \beta)} \right),
\]

\[
V_{2m}(y; \beta) = \frac{1}{m} \times \frac{m_1}{m} \left( \sum_{i=1}^{m_2} -\nabla_\beta \log n(y_i; \beta) \right), \quad (3.15)
\]

\[
\phi(x; \gamma) = f'' \left( \frac{p(x; \alpha)}{n(x; \beta)} \right) \frac{\nabla_\alpha p(x; \alpha)}{n(x; \beta)}. \quad (3.16)
\]
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The estimator $\hat{\alpha}_{PL}$ is defined as the value satisfying the (3.13). The estimator $\hat{\alpha}_{NC}$ is defined as the value satisfying the equation $E_\gamma [V_{1m}(x, y; \alpha, \beta)] = 0$.

The equation (3.13) takes the form of a Z-estimator, since we have $E_\gamma [V_{1m}(\gamma)] = 0$ from standard MLE theory. Owing to the theory of Z-estimators, the consistency of $\hat{\alpha}_{PL}$ holds under suitable conditions. Note that it is proved similarly proved that the estimator $\hat{\alpha}_{NC}$ converges in probability to $\alpha^*$.

**Theorem 1** (Consistency). Assume that the following conditions hold: (1) $p(x; \alpha) = p(x; \alpha^*) \iff \alpha = \alpha^*, n(x; \beta) = n(x; \beta^*) \iff \beta = \beta^*$; (2) $\Theta_\gamma$ is compact; (3) $\alpha \to p(x; \alpha)$ and $\beta \to n(x; \beta)$ are $C^1$ functions; (4) $V_m(x, y; \gamma)$ is uniformly bounded by an integrable function; (5) $d_B(p(x; \alpha^*), p(x; \alpha))$ is convex in $\alpha$, and $E_n [\log n(x; \beta)]$ is convex in $\beta$, where $\| \cdot \|$ is an Euclidian norm. Then, the estimator $\hat{\alpha}_{PL}$ converges in probability to $\alpha^*$.

All of these conditions are typically required to prove consistency of Z-estimator, such as those used in [Wooldridge (2001)]. The key point of
proof here is the proving of an identifiability condition $E_x[V_m(x, y; \gamma)] = 0 \iff \gamma = \gamma^*$. 

There are two issues associated with Theorem 2. First, we have assumed that $p(x; \alpha)$ and $n(x; \beta)$ belongs to $C_1$. However, this assumption is a little strong, because some models might not be differentiable with respect to parameters. This case includes an important Laplacian-based model in independent component analysis (Gutmann and Hyvärinen, 2010). In this case, by assuming a differentiability of $\alpha \to \sqrt{p(x; \alpha)}$ in quadratic mean and using the score function derived by differentiability in quadratic mean (Van der Vaart, 1998), we can construct an estimator. The estimator in (3.13) is defined as replacing $\nabla_\alpha p(x; \alpha)$ with the redefined score function. Conditions required for the consistency of (3) and (4) in Theorem 1 are replaced with (3) $E_x[V_m(x, y; \gamma)]$ is continuous in $\gamma$ and (4) $\sup_{\gamma \in \Theta} \|V_m(x, y; \gamma) - E_x[V_m(x, y; \gamma)]\| \to 0$.

The second issue is a model misspecification. We have assumed that the posited model includes a true distribution. In other words, we know that $p(x; \alpha)$ evaluated at $\alpha = \alpha^*$ is the true distribution, where $\alpha^*$ is the part of $\gamma^*$ satisfying the equation $E_x[V_m(x; \gamma)] = 0$. When the posited model does not include the true distribution, the value $\gamma^*$ is also defined as the solution to the equation $E_x[V_m(\gamma)] = 0$ in $\gamma$. The interpretation of $\alpha^*$ becomes a
value minimizing a cross entropy $d_B(g(x), p(x; \alpha))$ between a true density $g(x)$ and a model $p(x; \alpha)$. The density $p(x; \alpha^*)$ is no longer equal to $g(x)$.

Next, let us consider the asymptotic variances. As we mentioned, the sampling mechanism is a stratified sampling; hence, the estimator becomes a stratified Z-estimator (Wooldridge, 2001). The asymptotic variance of $\hat{\gamma}_{PL} \equiv (\hat{\alpha}_{PL}, \hat{\beta}_{PL})$ becomes $\Omega_1^{-1}\Omega_2\Omega_1^{-1}$, where

$$
\Omega_1 = \text{E}_* \left[ \nabla_{\gamma^T} V_m(x, y; \gamma)|_{\gamma^*} \right] 
$$

(3.17)

$$
\Omega_2 = \frac{m_1}{m} \text{var}_p \left[ \left( \frac{m_2}{m} \phi(x)^T, 0_{d_\beta \times 1} \right)^T |_{\gamma^*} \right] + 
$$

(3.18)

$$
\frac{m_2}{m} \text{var_n} \left[ \frac{m_1}{m} \left( -\frac{p(y)}{n(y)} \phi(y)^T, -\nabla_{\beta} \log n(y; \beta)^T \right)^T |_{\gamma^*} \right],
$$

and where $0_{d_\beta \times 1}$ is a $d_\beta \times 1$ zero matrix. The resulting asymptotic variance is different from that of an M-estimator with i.i.d observations; however, the conditions require to ensure asymptotic normality are essentially the same. Compared to a case where a set of samples is independently obtained from a mixture distribution, the asymptotic variance becomes smaller owing to the stratification because the sampling mechanism is more conditioned. The asymptotic variance is obtained as follows.

**Theorem 2** (Asymptotic normality). Assume that (1) $\alpha \rightarrow p(x; \alpha)$ and $\beta \rightarrow n(x; \beta)$ are twice continuously differentiable in a neighborhood of $\alpha^*$; (2) the Central Limit Theorem holds for $\phi(x_i)|_{\gamma^*}$ when $\{x_i\}$ is drawn from
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a distribution with density \( p(x; \alpha^*) \) and for \( \phi(y_i) \frac{p(y_i)}{n(y_i)} \bigg|_{\gamma^*} \) and \( \log n(y_i; \beta) \)

when \( \{y_i\} \) is drawn from a distribution with density \( n(y; \beta^*) \); (3) \( \gamma \rightarrow \)
\( E_\gamma \gamma V_m(x, y; \gamma) \) is continuous at \( \gamma^* \), (4) \( \nabla_\gamma V_m(x, y; \gamma) \) uniformly con-
verges to \( E_\gamma \gamma V_m(x, y; \gamma) \) around a neighborhood of \( \gamma^* \); and (5) \( E_\gamma \gamma V_m(x, y; \gamma) \)
is non-singular; In addition, we also assume the assumptions in Theorem 1 to ensure consistency.

The estimator \( \hat{\alpha}_{PL} \) converges in law to a normal distribution:

\[
\sqrt{m}(\hat{\alpha}_{PL} - \alpha^*) \overset{d}{\rightarrow} N \left( 0, A^{-1} \left[ G - \frac{m}{m} BC^{-1} B^\top \right] A^{-1} \right), \quad (3.19)
\]
where

\[
A = E_\star \left[ \nabla_{\alpha^\top} V_{m | \gamma = \gamma^*} \right] = -\frac{m_1 m_2}{m^2} E_{p^*} \left[ \phi(x; \gamma) \left( \nabla_{\alpha^\top} \log p(x; \alpha) \right) \bigg|_{\gamma^*} \right], \quad (3.20)
\]

\[
B = E_\star \left[ \nabla_{\beta^\top} V_{m | \gamma = \gamma^*} \right] = \frac{m_1 m_2}{m^2} E_{p^*} \left[ \phi(x; \gamma) \nabla_{\beta^\top} \log n(x; \beta) \bigg|_{\gamma^*} \right], \quad (3.21)
\]

\[
C = E_\star \left[ \nabla_{\beta^\top} V_{2m | \gamma = \gamma^*} \right] = -\frac{m_1 m_2}{m^2} E_{n^*} \left[ \nabla_{\beta^\top} \nabla_{\beta} \log n(x; \beta) \bigg|_{\gamma} \right] = \text{var}_{n^*}[n(x; \beta)], \quad (3.22)
\]

\[
G = \frac{m_1 m_2}{m^2} \left( E_{p^*} \left[ \phi(x; \gamma) \phi(x; \gamma)^\top \left( \frac{m_2}{m} + \frac{m_1}{n} \right) \right] - E_{p^*}[\phi(x; \gamma)] E_{p^*}[\phi(x; \gamma)^\top] \right) \bigg|_{\gamma^*}. \quad (3.23)
\]

Associated with Theorem 2, in an appendix, we explain the meaning of conditions and the view from influence functions.

Theorem 2 states that the asymptotic variance of \( \hat{\alpha}_{PL} \) is significantly
reduced compared with the estimator $\hat{\alpha}_{NC}$. As in Theorem 2, we have

$$\sqrt{m}(\hat{\alpha}_{NC} - \alpha^*) \xrightarrow{d} N(0, A^{-1}GA^{-1}).$$

We can know that the asymptotic variance of $\hat{\alpha}_{PL}$ is less than that of $\hat{\alpha}_{NC}$ because we know that the difference $A^{-1}BC^{-1}B^TA^{-1}$ is a positive-definite matrix.

### 3.3 Extension of the noise contrastive estimation

In Section 3.2, the function $\phi(x; \gamma)$ indexed by $\gamma$ in (3.14) is restricted to the special form as in (3.16). Without this restriction, for any $\phi(x; \gamma)$, we have $\mathbb{E}_n[V_m(x, y; \gamma)] = 0$ at $\gamma = \gamma^*$ when $V_m(x, y; \gamma)$ is defined as in (3.13). Asymptotic normality holds and the asymptotic variance is written in the same manner as in Theorem 2.

Based on the above discussion, we consider broadening the class of $\phi(x; \gamma)$ broader. Here, we define a broader class for $\phi(x; \gamma)$, and discuss the asymptotic efficient estimator in this class in the next section. However, we first review the original class we discussed in the previous section.

**Definition 2** (Naive class of $\phi(x; \gamma)$). We define the class of $\phi(x; \gamma)$ represented by

$$f'' \left( \frac{p(x; \alpha)}{n(x; \beta)} \right) \frac{\nabla_{\alpha} p(x; \alpha)}{n(x; \beta)}$$
and denote it by $\mathcal{O}$.

As mentioned, the objective function can be extended to a broader class:

**Definition 3** (Broader class of $\phi(x; \gamma)$). Define the class of $\phi(x; \gamma)$ represented by $\psi(x) \nabla_\alpha \log p(x; \alpha)$ as $L$ where $\psi(x; \gamma)$ is a one-dimensional function of $x$ indexed by $\gamma$ taking positive values.

There are a few things to note regarding the relationship between $L$ and $\mathcal{O}$. First, the Z-estimators shown in (3.13) when $\phi(x) \in L$ are not necessarily represented in the form of M-estimators. On the other hand, when $\phi(x) \in \mathcal{O}$, estimators can be represented in the form of M-estimators by recalling the original derivation of the estimation. Second, the class $\mathcal{O}$ is included in class $L$ because elements in $\mathcal{O}$ can be represented as $\phi(x; \gamma) = \psi(x; \gamma) \nabla_\alpha \log p(x; \alpha)$, where

$$
\psi(x; \gamma) = f'' \left( \frac{p(x; \alpha)}{n(x; \beta)} \right) \frac{p(x; \alpha)}{n(x; \beta)}.
$$

(3.24)

In the next section, we will find the optimal $\phi(x)$ in this broader class $L$ from the perspective of asymptotic variance. It is shown in later that a function $\phi(x)$ lying in $\mathcal{O}$ reaches the minimum.
4. Objective functions minimizing asymptotic variances

When the parametric model is normalized, the optimal objective function minimizing the asymptotic variance of the estimator is that derived from Kullback-Leibler divergence, that is, MLE. On the other hand, in fact, this does not hold in the case of noise contrastive estimation. Hereafter, we consider objective functions minimizing asymptotic variance. We will see that the estimator from (2.10) is best for $\hat{\alpha}_{NC}$ and that the estimator from (2.8) is the best estimator for $\hat{\alpha}_{PL}$.

The asymptotic variances $\hat{\alpha}_{PL}$ and $\hat{\alpha}_{NC}$ when $\phi(x) \in \mathcal{L}$ are

$$\text{Asvar}(\hat{\alpha}_{PL}) = V_1 - V_2, \quad \text{Asvar}(\hat{\alpha}_{NC}) = V_1,$$

$$V_1 = A^{-1}GA^{-1}, \quad V_2 = \frac{m_1}{m} A^{-1} BC^{-1} B^\top A^{-1},$$

respectively, using the notations in Theorem 2. Here, we first consider only $V_1$ only and find the minimum the asymptotic variance of $\hat{\alpha}_{NC}$ and the objective function reaching that minimum. The term $V_2$ will be considered later. We also mention on the hypothesis testing and the confidence intervals for $\alpha$.

We summarize new notations we will use frequently. Let the ratio be $r(x; \gamma) = p(x; \alpha)/n(x; \beta)$. Suppose that $\phi$ belongs to the broader class $\mathcal{L}$ represented as $\psi(x)(1, -\frac{\partial h}{\partial \theta})^\top$, as introduced in the Section 3.3, noting
4.1 Optimal $\phi(x; \alpha)$ minimizing the asymptotic variance of $\hat{\alpha}_{NC}$

that $p(x; \alpha) = \exp(c - h(x; \theta))$ We write $N \preceq M$ when $M - N$ is positive semi-definite.

4.1 Optimal $\phi(x; \alpha)$ minimizing the asymptotic variance of $\hat{\alpha}_{NC}$

We consider the minimum asymptotic variance and the form of estimators $\hat{\alpha}_{NC}$ in the class of $L$. The parameter $\beta$ is fixed at $\beta^*$. The optimal objective function minimizing the asymptotic variance of $\hat{\alpha}_{NC}$ is obtained regardless of $n(x; \beta^*)$. It is shown that when $m_1/m$ is equal to 0.5, the optimal objective function is that of original NCE (2.10). In the general case, the optimal objective function is that from $f(x) = x \log x - \left(\frac{m_2}{m_1} + x\right) \log(1 + \frac{m_1}{m_2} x)$. Note that when $m_2/m_1 \to \infty$, it goes to $x \log x$. We call the $f$-divergence corresponding to this $f(x)$ as the optimal Jensen-Shannon divergence. In this case, the objective function becomes

$$\frac{-1}{m_1} \sum_{i=1}^{m_1} \log \frac{p(x_i; \alpha)}{n(x_i)} - \frac{1}{m_2} \sum_{i=1}^{m_2} \frac{m_2}{m_1} \log \frac{1 + \frac{m_1}{m_2} p(y_i; \alpha)}{1 + \frac{m_1}{m_2} n(y_i)}.$$ (4.25)

This fact is based on the following theorem.

Theorem 3 (Optimal $\phi(x; \alpha)$ minimizing the asymptotic variance of $\hat{\alpha}_{NC}$).

The optimal $\phi(x)$ minimizing the asymptotic variance $V_1$ over the class $L$ satisfies

$$\frac{m}{m_2 + m_1 r(x; \gamma)} \nabla_\alpha \log p(x; \alpha)|_{\gamma^*} = \phi(x; \gamma)|_{\gamma^*} \text{ up to scale.}$$

The minimum
4.1 Optimal $\phi(x; \alpha)$ minimizing the asymptotic variance of $\hat{\alpha}_{NC}$

$V_1$ is

$$
\frac{m^2}{m_1 m_2} \left( H^{-1} - \begin{pmatrix} 1 & 0_{1 \times d_\theta} \\ 0_{d_\theta \times 1} & 0_{d_\theta \times d_\theta} \end{pmatrix} \right), \tag{4.26}
$$

$$
H = E_{p^*} \left[ \Omega(x) \frac{\frac{m_2}{m} + \frac{m_1}{m} r^*(x)}{m} \right], \tag{4.27}
$$

$$
\Omega(x) = \begin{pmatrix}
1 & -\nabla_{\theta^\top} h^*(x) \\
-\nabla_{\theta} h^*(x) & \nabla_{\theta} h^*(x) \nabla_{\theta^\top} h^*(x)
\end{pmatrix}, \tag{4.28}
$$

where $p(x; \alpha)_{\theta^*} = r^*(x)$ and $\nabla_{\theta} h(x; \theta)_{\theta^*} = \nabla_{\theta} h^*(x)$. The function $\phi(x)$, which belongs to the class $O$ with $f(x) = x \log x - \left( \frac{m_2}{m_1} + x \right) \log(1 + \frac{m_1}{m_2} x)$, achieves the lower bound.

Next, consider the hypothesis testing for the parameters of interests from Theorem 4.1. Hypothesis testing can be conducted and confidence regions can be constructed by using a consistent estimate of asymptotic variance. Inference for $\alpha$ can be conducted using Wald-type statistics

$$
(\hat{\alpha}_{NC} - \alpha^*) \text{Asvar}[\hat{\alpha}_{NC}] (\hat{\alpha}_{NC} - \alpha^*), \tag{4.29}
$$

which has an asymptotic chi-squared distribution with $d_{\alpha}$ degrees of freedom distribution. A consistent estimate of $\text{Asvar}(\hat{\alpha}_{NC})$ can be obtained as

$$
\frac{m^2}{m_1 m_2} \left( \hat{H}_m^{-1} - \begin{pmatrix} 1 & 0_{1 \times d_\theta} \\ 0_{d_\theta \times 1} & 0_{d_\theta \times d_\theta} \end{pmatrix} \right),
$$
4.2 Optimal \( \phi(x; \gamma) \) and \( n(x; \beta) \) minimizing the asymptotic variance of \( \hat{\alpha}_{PL} \)

where \( H_m \) is

\[
\frac{1}{m} \sum_{i=1}^{m} \left( \begin{array}{cc}
1 & -\nabla_{\theta} h(z_i; \theta) \\
-\nabla_{\theta} h(z_i; \theta) & \nabla_{\theta} h(z_i; \theta) \nabla_{\theta} h(z_i; \theta)
\end{array} \right) \left( \frac{m_2}{m} n(z_i; \beta^*) + \frac{m_1}{m} p(z_i; \alpha) \right) \bigg|_{\alpha = \hat{\alpha}_{NC}}
\]

when \( (x_1, \ldots, x_{m_1}, y_1, \ldots, y_{m_2}) = (z_1, \ldots, z_m) \). The estimator \( \hat{H}_m \) is consistent because we have

\[
H = E_{p^*} \left[ \Omega(x) \frac{1}{m} \right] = \int \Omega(x) \frac{n^*(x)p^*(x)}{m_2 n^*(x) + m_1 p^*(x)} \, d\mu(x)
\]

\[
= \int \Omega(x) \frac{n^*(x)p^*(x)}{(m_2 n^*(x) + m_1 p^*(x))^2} \left( \frac{m_2}{m} n^*(x) + \frac{m_1}{m} p^*(x) \right) \, d\mu(x).
\]

Testing for \( \hat{\alpha}_{PL} \) can be performed in the same manner. However, the analytical form is complicated because of the plug-in. In this case, even if we use a Wald-type statistics (4.29), the confidence interval is still valid, meaning that a nominal \( 100(1 - \alpha)\% \) has an actual coverage at least \( 100(1 - \alpha)\% \).

Score type-statistics and likelihood-ratio statistics can also be constructed for inference for \( \alpha \).

4.2 Optimal \( \phi(x; \gamma) \) and \( n(x; \beta) \) minimizing the asymptotic variance of \( \hat{\alpha}_{PL} \)

The reduction of variance by estimating \( \beta \) is

\[
\frac{m_1}{m} A^{-1} B C^{-1} B^\top A^{-1}.
\]  \( (4.30) \)
4.2 Optimal $\phi(x; \gamma)$ and $n(x; \beta)$ minimizing the asymptotic variance of $\hat{\alpha}_{PL}$

This depends strongly on the choice of auxiliary distribution models $\{n(x; \beta); \beta \in \Theta_\beta\}$ and $\{\phi(x; \gamma); \gamma \in \Theta_\gamma\}$. The minimum asymptotic variance of $\hat{\alpha}_{PL}$ and the optimal $\phi(x; \gamma)$ and $n(x; \beta)$ reaching that value are given as follows.

**Theorem 4** (Optimal $\phi(x; \gamma)$ and $n(x; \beta)$ minimizing the asymptotic variance of $\hat{\alpha}_{PL}$). We denote the dimension of $\beta$ as $d_\beta$ and $\alpha$ as $d_\alpha$. For any $n(x; \beta), \phi(x; \gamma)$, the following inequality holds:

\[
\text{Asvar}[\hat{\alpha}_{PL}] \geq \frac{m^2}{m_1 m_2} \left( \frac{m_2}{m} \text{Ep}^* [\Omega(x)]^{-1} - \begin{pmatrix} 1 & 0_{1 \times d_\theta} \\ 0_{d_\alpha \times 1} & 0_{d_\alpha \times d_\theta} \end{pmatrix} \right),
\]

where $\Omega(x)$ is given in Theorem 4. When $n(x; \beta) = \exp(-h(x; \theta))$ around $\beta^*$ and $\theta^*$ and the function $\phi(x)$ is $\nabla_\alpha \log p(x; \alpha)$, which belong to the class $O$ with $f(x) = x \log x$, the lower bound is achieved.

We note two points of Theorem 4 in comparison with Theorem 4.1. First, in Theorem 4.1, the optimal $\phi(x)$ does not depend on the auxiliary distribution. However, when plugging-in, the optimal $\phi(x)$ does depends on the auxiliary distribution. Thus, the meaning of the optimality is different in Theorems 4 and Theorem 4.1. Second, the optimal $f(x)$ is $x \log x$, which corresponds to the familiar KL divergence; in contrast, the optimal $f(x)$ is not $x \log x$ in Theorem 4.1.

In practice, it is difficult to select $n(x; \beta)$ as in Theorem 4. The auxiliary models $n(x; \beta)$ must be chosen as in Section 3. Given auxiliary models
4.3 Special cases about asymptotic variances

We have analyzed the asymptotic variances of \( \hat{\alpha}_{NC} \) and \( \hat{\alpha}_{PL} \) in the Theorem 2. We consider important special cases of asymptotic variances and touch on cases when \( f(x) = x \log x \) or \( n(x) \) is the true distribution. Finally, we see the asymptotic variances when \( m_2/m \) approaches 1. From here, we will consider the asymptotic results scaled by \( m_1 \) rather than \( m \). This is because we will compare the estimators obtained in the previous sections with the maximum likelihood estimator when the model is normalized.

First, we consider the asymptotic variance in which the model is estimated using MLE, assuming that the normalizing constant is calculated explicitly. This is the best method among a particular broad class of estimators for parameters in regular parametric models in the sense of asymptotic variance (Van der Vaart, 1998).
Corollary 1 (Normalized models). When the normalizing constant

\[ \int \exp(-h(x; \theta)) \, d\mu(x) \]

is calculated explicitly, the asymptotic variance of MLE estimator is

\[ \frac{1}{m_1} \text{var} \left[ \nabla_{\theta^*} h^*(x) \right]^{-1}. \]

Next, we return to unnormalized models again. In this section, from here, we scale the variance by \( m_1 \) rather than \( m \) to compare our estimators with those obtained using MLE. First, consider a case in which \( f(x) \) is \( x \log x \), that is, in which the associated divergence is Kullback-Leibler divergence. The asymptotic variance can be written as follows.

Corollary 2 (Asymptotic variance when \( f \) is Kullback-Leibler divergence).

When \( f = x \log x \), the sequence \( \sqrt{m_1}(\hat{\alpha}_{NC} - \alpha^*) \) weakly converges to a normal distribution with mean zero and variance:

\[ \frac{m}{m_2} \left( E_p^*[\Omega(x)]^{-1} E_p^* \left[ \Omega(x) \left( \frac{m_2}{m} + \frac{m_1}{m} r^*(x) \right) \right] E_p^*[\Omega(x)]^{-1} - \begin{pmatrix} 1 & 0_{1 \times d_0} \\ 0_{d_0 \times 1} & 0_{d_0 \times d_0} \end{pmatrix} \right). \]

Next, consider the case where \( n(x; \beta) = \exp(-h(x; \theta)) \). This situation can be considered the ideal situation.

Corollary 3 (Asymptotic variance when \( n(x; \beta) \) is the true distribution).

When \( \exp(-h(x; \theta)) = n(x; \beta) \) in a neighborhood of \( \theta^* = \beta^* \), the asymptotic variance \( \frac{m_1}{m} A^{-1} G A^{-1} \) in Theorem 4.1 and \( \frac{m_1}{m} A^{-1} (G - \frac{\lambda}{1-\lambda} BC^{-1} B^T) A^{-1} \) in
4.3 Special cases about asymptotic variances

Theorem 4 are written as follows:

\[ \begin{align*}
\frac{m}{m_2} & \left( \frac{1}{m} \mathbf{E}_p^*[\Omega(x)]^{-1} - \begin{pmatrix}
1 & 0_{1 \times d_\theta} \\
0_{d_\theta \times 1} & 0_{d_\theta \times d_\theta}
\end{pmatrix} \right), \\
\frac{m}{m_2} & \left( \frac{m_2}{m} \mathbf{E}_p^*[\Omega(x)]^{-1} - \begin{pmatrix}
1 & 0_{1 \times d_\theta} \\
0_{d_\theta \times 1} & 0_{d_\theta \times d_\theta}
\end{pmatrix} \right),
\end{align*} \]

respectively, where \( \Omega(x) \) is provided in the proof of the Theorem 2. The term \( \mathbf{E}_p^*[\Omega(x)]^{-1} \) can be written as

\[ \begin{pmatrix}
\mathbf{E}_p^*[\nabla_{\theta^T}h^*](\text{var}[\nabla_{\theta}h^*])^{-1}\mathbf{E}_p^*[\nabla_{\theta}h^*] + 1 & -\mathbf{E}_p^*[\nabla_{\theta^T}h^*]\text{var}[\nabla_{\theta}h^*]^{-1} \\
-\text{var}[\nabla_{\theta}h^*]^{-1}\mathbf{E}_p^*[\nabla_{\theta}h^*] & \text{var}[\nabla_{\theta}h^*]^{-1}
\end{pmatrix}. \]

(4.31)

The important facts derived from Corollary 3 are that the asymptotic variance of \( \hat{\alpha}_{NC} \) does not reach the variance in the case of MLE shown in Corollary 1 even if \( n(y; \beta) = \exp(-h(x; \alpha)) \). In contrast, the asymptotic variance of the estimator \( \hat{\alpha}_{PL} \) is equal to the that of MLE when \( n(y; \beta) = \exp(-h(x; \alpha)) \), focusing on only \( \theta \) and ignoring \( c \) from (4.31). It reaches the lower bound \( \text{var}[\nabla_{\theta}h^*]^{-1} \) in Corollary 4.1.

In the extreme case in which we can obtain an infinite number of samples from the auxiliary distribution, the asymptotic variance of \( \hat{\alpha}_{PL} \) and \( \hat{\alpha}_{NC} \) becomes as follows, letting \( m_2/m \rightarrow 1 \) and \( m_1/m \rightarrow 0 \). As a natural
result, the asymptotic variances of the estimators are equal to that of MLE estimator.

**Corollary 4** (Case of $m_2/m \to 1$). When $m_2/m \to 1$, the asymptotic variances of $\hat{\alpha}_{NC}$ and $\hat{\alpha}_{PL}$ become

$$E_{p^*} [\Omega(x)]^{-1} - \begin{pmatrix} 1 & 0_{1 \times d_\theta} \\ 0_{d_\theta \times 1} & 0_{d_\theta \times d_\theta} \end{pmatrix}.$$

Finally, consider the meaning of the asymptotic variance in Corollary 4. The asymptotic variances of $c$ and $\theta$ have the meaning of the comparison of the two terms, $E_{p^*} [\nabla_\theta h^*] E_{p^*} [\nabla_\theta h^*]$ and $E_{p^*} [\nabla_\theta h^* \nabla_\theta h^*]$. In fact, the asymptotic variance of $c$ is the ratio:

$$\frac{e}{1 - e},$$

where $e$ is defined by

$$E_{p^*} [\nabla_\theta h^*] E_{p^*} [\nabla_\theta h^* \nabla_\theta h^*]^{-1} E_{p^*} [\nabla_\theta h^*].$$

Note that this ratio is equivalent to the (1,1) component in the right hand side of the (4.31) by the Woodbury formula. At the same time, the asymptotic variance of $\theta$ is equal to the difference,

$$(E_{p^*} [\nabla_\theta h^* \nabla_\theta h^*] - E_{p^*} [\nabla_\theta h^*] E_{p^*} [\nabla_\theta h^*]^{-1}).$$
5. Robustness

We found the optimal estimating equations minimizing the asymptotic variance of $\hat{\alpha}_{PL}$ and $\hat{\alpha}_{NC}$ in Theorems 3 and 4. However, they do not have the property of robustness because gross-error sensitivity is not bounded as explained in later. Our aim here is to find the conditions for robustness.

The influence function of an estimator measures the effect on it of a small contamination at the point $x$, standardized by the mass of the contamination ([Huber 1981]). The supremum of influence functions over the data-space, which is called called gross-error sensitivity, measures the worst influence of such contamination. A desirable robustness property for estimation is that the gross-error sensitivity is finite, meaning that the influence function is bounded.

Based on the above discussion, if (3.13) is bounded with respect to $x$, we call these estimators robust. The following two conditions are sufficient conditions for the robustness of the estimator $\hat{\alpha}_{PL}$:

- Functions $\nabla_\alpha p(x; \alpha)$ and $p(x; \alpha)/n(x; \beta)$, are bounded in $x$ on any $\alpha \in \Theta_\alpha$ and $\beta \in \Theta_\beta$,

- $f''(x)$ is bounded in $x$ on $[0, M]$ for some $M \in (0, \infty)$,

because the estimating equations represented by (3.13) are bounded under
these conditions. Note that these conditions are similar to the conditions for B-robustness of scoring rules (Dawid and Musio, 2014). Condition 5.2 in Dawid and Musio (2014), which is a sufficient condition for B-robustness, corresponds to the above two conditions. The first condition depends on the model and the auxiliary distribution. The second condition depends on the choice of the objective functions. The objective function derived from the density power divergence, where $f(x) = x^{\beta+1}/(\beta + 1)$ with $f''(x) = \beta x^{\beta-1}$, satisfies this when $\beta$ is greater than or equal to one. For example, $f(x) = 0.5x^2$ is a specific example and the objective function with this $f$ has been written as (2.9). In contrast, the optimal $f(x)$ in Theorem 3 does not satisfy the second condition because the second derivative $f''(x) = 1/x - m_2/(m_2 + m_1x)$ is not bounded in a neighborhood of zero. Similarly, the optimal $f(x)$ in Theorem 2 does not satisfy the condition because the second derivative $f''(x) = 1/x$ is not bounded in a neighborhood of zero. This corresponds to the fact that MLE is not robust and that the estimation derived from density-power divergence is robust in the sense of influence functions (Basu et al., 1998).
6. Numerical Experiments

In this section, we verify our statements experimentally based on two settings by discussing three points: (a) the proposed method, that is, that estimating parameters of auxiliary distributions using MLE, reduces the asymptotic variance; (b) that the objective function in Theorem 4.1 when \( f(x) = x \log x - (m_2/m_1 x + 1) \log(1 + m_1/m_2 x) \), minimizes the asymptotic variance; and (c) that the objective function with chi-square divergence has the robust property. Note that we do not compare other popular methods such as score matching and contrastive divergence method because the simulation of the comparison to these methods has been already obtained (Gutmann and Hyvärinen, 2010).

We did simulations in two settings: one-dimensional Gaussian distribution with unknown variance and truncated normal distribution with an unknown precision matrix. For the result of the former experiment, we explain in an . Here, we explain the latter experiment.

We performed simulations to validate the two points (a) and (b) mentioned previously. Let \( N(x; 0, D)I(x > 0.3) \) be a three-dimensional truncated normal distribution with mean \((0,0,0)\) and unknown precision matrix \(D\) truncated below by \((0.3,0.3,0.3)\). As a result of the truncation, the matrix cannot be normalized analytically. The goal here is to estimate a
precision matrix $D$. We set the true covariance matrix $D^{-1}$ as

$$
\begin{pmatrix}
0.8 & 0.2 & 0.2 \\
0.2 & 0.8 & 0.2 \\
0.2 & 0.2 & 0.8
\end{pmatrix}.
$$

There are several methods for estimating parameters in truncated normal distributions (Crain 1979; Hegde and Dahiya 1989). Here, we consider NCE. To do this, we set the auxiliary distribution as $N(x; 0, I_3)I(x > 0.3)$ with mean $(0, 0, 0)$ and the precision matrix $I_3$:

$$
\begin{pmatrix}
1.0 & 0.0 & 0.0 \\
0.0 & 1.0 & 0.0 \\
0.0 & 0.0 & 1.0
\end{pmatrix},
$$

and we set $m_1 : m_2 = 1 : 1$. Even if this is truncated, the normalizing constant of this auxiliary density is calculated exactly because the off-diagonal elements are zero and the distribution is regarded as the multiplication of ones of one-dimensional truncated normal distributions. We use R packages to generate samples and calculate the normalizing constant of the auxiliary distributions (Genz et al. 2009; Wilhelm and Manjunath 2015).

We compare four methods: (POJS) plug-in NCE with optimal Jensen-Shannon divergence; (OJS) NCE with optimal Jensen-Shannon divergence; (Chi) NCE with chi-square divergence; and (KL) NCE with Kullback-
Figure 1: Comparison of MSE with respect to $f$
Leibler divergence. The simulation is replicated independently with 100 times for each sample size. The results are shown in Figure 1. We report the Monte Carlo MSE of \( \hat{D} \), changing the sample size as \((1000, 1600, 2000, 4000, 8000)\).

For (POJS), we estimate the mean and variance of the auxiliary models using MLE. We do not list (Chi) because it is too larger compared with the other estimators. We see that plugging-in reduces the variance by comparing (POJS) and (OJS). It is also shown that the ranking of MSE is (JS), (KL) and (Chi) in ascending order. This supports the result of Theorem 4.1 that NCE with the optimal Jensen-Shannon divergence is most efficient.
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S1. Proof of Theorems

S1.1 Proof of Theorem 1

Two conditions must be satisfied for the consistency of a Z-estimator, according to Theorem 5.9 in Van der Vaart (1998). The first condition: the uniform convergence \( \sup_{\gamma \in \Theta} \| V_m(x, y; \gamma) - E[V_m(x, y; \gamma)] \| \to 0 \) is guaranteed by the assumption (4). What we must prove is the remaining condition, \( \inf_{\| \gamma - \gamma^* \|} \| E_\gamma[V_m(x, y; \gamma)] \| > 0 \), the well-separated mode condition. The assumption of continuity of \( V_m(\gamma) \) with respect to \( \gamma \) from (3) leads to the continuity of \( E_\gamma[V_m(\gamma)] \) with respect to \( \gamma \) from the assumption (4). Combining the continuity of \( E_\gamma[V_m(\gamma)] \) and assumption (2), the well-separated mode condition is reduced to be an identifiability condition:

\[
\| E_\gamma[V_m(x, y; \gamma)] \| = 0 \iff \alpha = \alpha^*, \beta = \beta^*.
\]

The identifiability condition is proved by

\[
\| E_\gamma[V_m(x, y; \gamma)] \| = 0 \iff \| E_\gamma[V_1m(x, y; \alpha, \beta)] \| = 0, \| E_\gamma[V_2m(y; \beta)] \| = 0
\]

\[
\iff \| E_\gamma[V_1m(x, y; \alpha, \beta)] \| = 0, \| E_n^\gamma[\nabla \beta \log n(y; \beta)] \| = 0
\]

\[
\iff \| E_\gamma[V_1m(x, y; \alpha, \beta)] \| = 0, \beta = \beta^*
\]

\[
\iff \alpha = \alpha^*, \beta = \beta^*.
\]

The logic from the second line to the third line is as follows. We know
that $E_{n^*}[\log n(x; \beta)]$ is uniquely minimized at $\beta = \beta^*$ because of Jensen inequality and assumption (1). From the convexity of $\beta \mapsto E_{n^*}[\log n(x; \beta)]$, a local minimum becomes a global minimum. This tells us that $\nabla_\beta E_{n^*}[\log n(x; \beta)] = 0 \iff \beta = \beta^*$. From the exchangeability of expectation and differentiation to the assumption (4), we obtain $E_{n^*}[\nabla_\beta \log n(x; \beta)] \iff \beta = \beta^*$.

The logic from the third line to the fourth line is as follows. We know that $\alpha \mapsto d_B(p(x; \alpha^*), p(x; \alpha))$ is uniquely minimized at $\alpha = \alpha^*$ because of the property of $d_B(p(x; \alpha^*), p(x; \alpha))$ and assumption (1). Therefore, from the relationship $\nabla_\alpha d_B(p(x; \alpha^*), p(x; \alpha)) = -E_\alpha[V_{1m}]$ and the convexity of $\alpha \mapsto d_B(p(x; \alpha^*), p(x; \alpha)), \|E_\alpha[V_{1m}(x, y; \alpha, \beta^*)]\| = 0$ holds if and only if $\alpha = \alpha^*$.

Remark 1. We have introduced the estimator as an M-estimator; however, in the proof, we regard the estimator as a Z-estimator. We can prove consistency even if we retain the original M-estimator form. In this case, the condition for proving the identifiability can be more relaxed. Specifically, we need not assume the convexity conditions in Theorem 1. This is because $E_\alpha[d_B(p(x; \alpha^*), p(x; \alpha))]$ is uniquely minimized when $\alpha = \alpha^*$. 
S1.2 Proof of Theorem 2

For the asymptotic normality of a stratified Z-estimator, refer to Wooldridge (2001). The required conditions are satisfied from the assumptions; therefore, $\sqrt{m_1}(\hat{\gamma}_{PL} - \gamma^*)$ converges to a normal distribution with mean zero and the variance becomes $\Omega_1^{-1}\Omega_2\Omega_1^{-1}$, where

$$\Omega_1 = E_\gamma [\nabla_{\gamma}^\top V_m(x, y)|\gamma^*]$$

$$\Omega_2 = \frac{m_1}{m} \var_{p^*} \left[ \left( \frac{m_2}{m} \phi(x)^\top, 0_{d_x \times 1} \right) |\gamma^* \right] + \frac{m_2}{m} \var_{n^*} \left[ \frac{m_1}{m} \left( -\frac{p(y)}{n(y)} \phi(y)^\top, -\nabla_\beta \log n(y; \beta)^\top \right) |\gamma^* \right].$$

First, we consider the term $\Omega_1$. The component $A \equiv E_\gamma [\nabla_{\gamma}^\top V_m(x, y; \gamma)]$ is calculated as follows:

$$A = \sum_{i=1}^{m_2} \frac{m_1}{m_2} E_{n^*} \left[ -\phi(y_i; \alpha, \beta) \frac{\nabla_{\alpha\top} p(y_i; \alpha)}{n(y_i; \beta)} |\gamma^* \right]$$

$$= \frac{m_1 m_2}{m^2} E_{p^*} \left[ -\phi(x; \alpha, \beta) (\nabla_{\alpha\top} \log p(x; \alpha)) |\gamma^* \right].$$

Other components of $E_\gamma [\nabla_{\gamma}^\top V(\gamma)|\gamma^*]$, that is, $B \equiv E_\gamma [\nabla_{\beta\top} V_m|\gamma = \gamma^*]$ and
\[ C \equiv E_\ast \left[ \nabla_\beta V_{2m} \mid \gamma = \gamma^* \right] \] are also calculated similarly.

\[
B = \frac{m_1}{m^2} \sum_{i=1}^{m_2} E_{n^*} \left[ \phi(y_i) \frac{p(y_i)}{n(y_i)} \nabla_\beta \log n(y; \beta) \mid \gamma^* \right] = \frac{m_1 m_2}{m^2} E_{n^*} \left[ \phi(x) \frac{p(x)}{n(x)} \nabla_\beta \log n(x; \beta) \mid \gamma^* \right],
\]

\[
C = E_\ast \left[ \nabla_\beta V_{2m} \mid \gamma = \gamma^* \right] = -\frac{m_1 m_2}{m^2} E_{n^*} \left[ \nabla_\beta \nabla_\beta \log n(x; \beta) \mid \gamma^* \right].
\]

Next, we consider the term \( \Omega_2 \). The \((1, d_\theta) \times (1, d_\theta)\) block matrix, denoted by \( G \), is calculated

\[
G = \frac{m_1 m_2}{m^2} \text{var}_{\nu^*} \left[ \phi(x; \alpha, \beta) \mid \gamma^* \right] + \frac{m_1 m_2}{m^2} \text{var}_{n^*} \left[ \phi(x; \alpha, \beta) \frac{p(x; \alpha)}{n(x; \beta)} \right] \mid \gamma^*
\]

\[
= \frac{m_1 m_2}{m^2} E_{\nu^*} \left[ \phi(x)^2 \left( \frac{m_2}{m} + \frac{m_1 p}{m n} \right) \mid \gamma^* \right] - \frac{m_1 m_2}{m^2} E_{\nu^*} \left[ \phi(\cdot; \gamma) \mid \gamma^* \right] E_{\nu^*} \left[ \phi(x; \gamma)^2 \mid \gamma^* \right]
\]

The other components, the \((d_\alpha + 1, d_\alpha + d_\beta) \times (d_\alpha + 1, d_\alpha + d_\beta)\) block matrices, and \( (1, d_\alpha) \times (1, d_\alpha + d_\beta)\) block matrix, are calculated similarly:

\[
\frac{m_2}{m} \text{var}_{n^*} \left[ -\frac{m_1}{m} \nabla_\beta \log n(y; \beta) \mid \beta^* \right] = -\frac{m_1^2 m_2}{m^3} E_{n^*} \left[ \nabla_\beta \nabla_\beta \log n(x; \beta) \mid \gamma^* \right] = \frac{m_1}{m} C,
\]

and

\[
\frac{m_2}{m} \text{cov}_{n^*} \left[ -\frac{m_1}{m} \phi \frac{p(y; \alpha)}{n(y; \beta)} \mid \gamma^*, -\frac{m_1}{m} \nabla_\beta \log n(y; \beta) \mid \gamma^* \right] = \frac{m_1}{m} B.
\]

From the (S1.32) and the above calculations, the components of the
asymptotic variance becomes

\[
\Omega_1^{-1} = \begin{pmatrix} A & B \\ 0_{d \times 1} & C \end{pmatrix}^{-1} = \begin{pmatrix} A^{-1} & -A^{-1}BC^{-1} \\ 0_{d \times 1} & C^{-1} \end{pmatrix}, \quad \Omega_2 = \begin{pmatrix} G & m_1B \\ \frac{m_1}{m} B^\top & \frac{m_1}{m} C \end{pmatrix}.
\]

The upper left component of \(\Omega_1^{-1}\Omega_2\Omega_1^\top - 1\), corresponding to the asymptotic variance of \(\theta\), becomes

\[
A^{-1} \left( G - \frac{m_1}{m} BC^{-1} B^\top \right) A^{-1},
\]

noting that \(A\) is a symmetric matrix.

**Remark 2.** We apply results from work discussing stratified M-estimator (Wooldridge, 2001). However, there is a subtle differences in the setting. The objective function is different in each stratum in our case. On the other hand, they assume the same objective function for each stratum. Despite of this difference, their asymptotic results can be extended easily to our setting.

**Remark 3.** All of the conditions are standard conditions required for the asymptotic normality of a Z-estimator when the estimation equation is a differentiable function (Wooldridge, 2001). However, when \(p(x; \alpha)\) is not differentiable with respect to \(\alpha\) around \(\alpha^*\), Theorem 1 cannot be applied directly. In this case, assuming and making use of the differentiability of \(\gamma \to E_*[V(\mathbf{x}, \mathbf{y}; \gamma)]\), rather than assuming the differentiability of
\( \gamma \rightarrow V_\gamma(x, y; \gamma) \) directly, we can extend our results to non-differentiable objective functions. More precisely, let the model \( p(x; \alpha) \) be differentiable in quadratic mean, and let the estimator be defined by replacing a function \( \nabla_\alpha \log p(x; \alpha) \) with a score function derived from differentiability in quadratic mean, as mentioned earlier. Under the following conditions, the asymptotic normality holds:

1. \( \{ V_m(x, y; \gamma); \gamma \in \Theta_\gamma \} \) forms a Donsker family;
2. Same in Theorem 1;
3. \( \gamma \rightarrow E_*[V_m(x, y; \gamma)] \) is differentiable with respect to \( \gamma \);
4. \( \gamma \rightarrow V_m(y, y; \gamma) \) is continuous when the range space is an \( L_2(g^*) \) with underlying density \( g^*(x) \). (Van der Vaart, 1998).

### S1.3 Proof of Theorem 3

The matrices \( A \) and \( G \) in Theorem 1 are written as

\[
A = -\frac{m_1 m_2}{m^2} E_{p^*} \left[ \begin{pmatrix} 1 & -\nabla_{\theta^\dagger} h^*(x) \\ \nabla_{\theta} h^* & \nabla_{\theta} h^*(x) \nabla_{\theta^\dagger} h^*(x) \end{pmatrix} \psi(x)|_{\gamma^*} \right], \\
G = \frac{m_1 m_2}{m^2} E_{p^*} \left[ \begin{pmatrix} 1 & -\nabla_{\theta^\dagger} h^*(x) \\ \nabla_{\theta} h^* & \nabla_{\theta} h^*(x) \nabla_{\theta^\dagger} h^*(x) \end{pmatrix} \left( \frac{m_2}{m} + \frac{m_1 r^*(x)}{m} \right) \psi(x)^2|_{\gamma^*} \right] \\
- \frac{m_1 m_2}{m^2} E_{p^*} [\phi(x)|_{\gamma^*}] E_{p^*} [\phi(x)|_{\gamma^*}]^T.
\]
The proof of Theorem 3

The matrix $A^{-1}GA^{-1}$ becomes

$$\frac{m^2}{m_1m_2} \left( E_{p^*}[\Omega\psi|\gamma^*]^{-1}E_{p^*} \left[ \Omega \left( \frac{m_2}{m} + \frac{m_1}{m} r^* \right) \psi^2|\gamma^* \right] E_{p^*}[\Omega\psi|\gamma^*]^{-1} - \Lambda \right),$$

(S1.35)

where

$$\Lambda = \begin{pmatrix} 1 & 0_{1 \times d_\theta} \\ 0_{d_\theta \times 1} & 0_{d_\theta \times d_\theta} \end{pmatrix}.$$  

(S1.36)

The term other than the constant in (S1.35) is converted into the form

$$E_{p^*}[z_1(x)z_2(x)^\top]^{-1}E_{p^*}[z_2(x)z_2(x)^\top]E_{p^*}[z_1(x)z_2(x)^\top]^{-1},$$

when $z_1(x)$ and $z_2(x)$ are set as

$$z_1(x) = (1, -\nabla_{\theta^*} h^*(x))^\top \frac{1}{\sqrt{\frac{m_2}{m} + \frac{m_1}{m} r^*(x)}},$$

$$z_2(x) = (1, -\nabla_{\theta^*} h^*(x))^\top \sqrt{\frac{m_2}{m} + \frac{m_1}{m} r^*(x)\psi(x)|\gamma^*}.$$ 

A matrix extension of the Cauchy-Schwartz inequality ([Tripathi, 1999]) yields that

$$E_{p^*}[z_2(x)z_1(x)^\top]^{-1}E_{p^*}[z_2(x)z_2(x)^\top]E_{p^*}[z_1(x)z_2(x)^\top]^{-1} \geq E_{p^*}[z_1(x)z_1(x)^\top]^{-1}$$

(S1.37)

and that the two sides of the inequality are equal when $z_1$ and $z_2$ satisfy

$$a^\top z_1(x) + b^\top z_2(x) = 0$$

for some non-zero $a \in \mathbb{R}^{d_\alpha}$, $b \in \mathbb{R}^{d_\alpha}$ almost surely.
S1.4 Proof of Theorem 4

with respect to the measure $p^*(x)d\mu(x)$. Note that $d_\alpha$ is the dimension of $\alpha$. This shows that $\psi(x)|_{\gamma^*}$ is proportional to

$$\frac{1}{1 + \frac{m_1}{m_2}r(x)}|_{\gamma^*}.$$ 

By solving $f''(x)x = \frac{1}{1 + \frac{m_1}{m_2}x}$, the function $f(x)$ becomes $x \log x - \left(\frac{m_2}{m_1} + x\right) \log(1 + \frac{m_1}{m_2}x)$.

Since the asymptotic variance is given by the inverse of the above Fisher information matrix, the statement is proved.

S1.4 Proof of Theorem 4

First, we use the inequality:

$$E_{n^*} \left[ r^2 \phi^\top |_{\gamma^*} \right] \geq E_{n^*} \left[ r \phi \nabla_{\beta^*} n(y) |_{\gamma^*} \right] E_{n^*} \left[ \nabla_{\beta} n(y) \nabla_{\beta^*} n(y) \right]^{-1} E_{n^*} \left[ r \nabla_{\beta^*} n(y) \phi^\top |_{\gamma^*} \right]$$

(S1.38)

By multiplying $m_1m_2/m^2$, the left-hand size of this inequality is $BC^{-1}B^\top$.

The statement can be proved by setting $z_1$ as $\nabla_{\beta} n(y) |_{\beta^*}$ and $z_2$ as $r^*(y)\phi(y; \gamma)|_{\gamma^*}$, and using a matrix extension of the Cauchy-Schwartz inequality:

$$E_{n^*} \left[ z_2(x)z_2(x)^\top \right] \geq E_{n^*} \left[ z_2(x)z_1(x)^\top \right] E_{n^*} \left[ z_1(x)z_1^\top(x) \right]^{-1} E_{n^*} \left[ z_1^\top(x)z_2(x) \right].$$

(S1.39)

This inequality becomes equality if and only if $a^\top \nabla_{\beta} \log n(y; \beta) + b^\top \frac{p(y)}{n(y)} \phi(y; \gamma) = 0$ holds at $\gamma = \gamma^*$ for some non-zero $a \in \mathbb{R}^{d_\beta}, b \in \mathbb{R}^{d_\alpha}$. From Theorem 3
and (S1.38), we have

$$\text{Asvar}[\hat{\alpha}_{PL}]$$

$$= A^{-1} \left( G - \frac{m_1}{m} BC^{-1} B^\top \right) A^{-1}$$

$$\geq \frac{m^2}{m_1 m_2} \left( \mathbb{E}_{p^*}[\Omega(x)|\gamma^*]^{-1} \mathbb{E}_{p^*} \left[ \frac{m^2}{m} \Omega(x) \psi^2 |\gamma^* \right] \mathbb{E}_{p^*}[\Omega(x)|\gamma^*]^{-1} - \Lambda \right).$$

Let us apply the Cauchy-Schwartz inequality again:

$$\mathbb{E}_{p^*} \left[ z_2(x) z_1(x)^\top \right]^{-1} \mathbb{E}_{p^*} \left[ z_2(x) z_2(x)^\top \right] \mathbb{E}_{p^*} \left[ z_1(x)^\top z_2(x) \right]^{-1} \geq \mathbb{E}_{p^*} \left[ z_1(x) z_1^\top(x) \right]^{-1},$$

(S1.40)

setting

$$z_1(x) = (1, -\nabla_{\theta^*} h^*(x))^\top, \; z_2(x) = (1, -\nabla_{\theta^*} h^*(x))^\top \psi(x)|\gamma^*.$$  

Both sides of the inequality (S1.40) are equal if and only if when $\psi(x)$ is constant. Therefore, we have

$$\text{Asvar}[\hat{\alpha}_{PL}] \geq \frac{m^2}{m_1 m_2} \left( \frac{m}{m} \mathbb{E}_{p^*} \left[ z_1(x) z_1^\top(x) \right]^{-1} - \begin{pmatrix} 1 & 0_{1 \times d_0} \\ 0_{d_0 \times 1} & 0_{d_0 \times d_0} \end{pmatrix} \right).$$

(S1.41)

Notice that the right hand side of inequality (S1.41) does not depend on $\phi^*$ and $n^*$. Hence, this term becomes the lower bound of Asvar[\hat{\alpha}_{PL}] when we can choose $\phi$ over the class $\mathcal{L}$ and $n(x; \beta)$. Finally, consider the conditions for verifying that the two sides in inequality (S1.41) are equal. For
equality, conditions $\psi(x) = 1$ and $a^T \nabla_{\beta} \log n(x; \beta) + b^T \frac{p(x)}{n(x)} \phi(x; \gamma)|_{\gamma^*} = 0$
are required. From the definition $\psi(x) = f''(r(x))r(x)$, these conditions are
satisfied when $f(x) = x \log x$ and $n(x; \beta) = \exp(-h(x; \theta))$ around $\beta^* = \theta^*$.

S1.5 Proof of Corollary 1

The Fisher information matrix is given by

$$E_{\theta^*} \left[ \nabla_{\theta} \exp(-h(x; \theta)) \nabla_{\theta^*} \exp(-h(x; \theta)) \right].$$

S1.6 Proof of Corollary 2

When $f = x \log x$, $f''(x)$ becomes $\frac{1}{x}$; therefore, $\psi(x)$ is one from the def-
ition of $\psi(x)$. Using Theorem 3 and multiplying by $m_1/m$ proves the
statement.

S1.7 Proof of Corollary 3

Using the equation $r(x; \alpha^*, \beta^*) = 1$, the former statement is proved by
applying it to Theorem 3 and 4 directly. The latter statement is proved
using the Woodbury formula.

S1.8 Proof of Corollary 4

The statement is proved by using Theorem 3 and 4, letting $m_2/m = 1$. 
S2. View according to influence functions

For a clearer understanding, we focus on calculating explicitly from a Taylor series expansion without relying directly on the formula. We have

\[
\sqrt{m}(\hat{\alpha}_{PL} - \alpha^*)
\]

\[
= \frac{-1}{\sqrt{m}} E_* [\nabla_\alpha V_{1m}|_{\gamma^*}]^{-1} \left( V_{1m}^* - E_* [\nabla_\beta V_{1m}|_{\gamma^*}] E_* [\nabla_\beta V_{2m}|_{\gamma^*}]^{-1} V_{2m}^* \right) + o_p(1)
\]  

(S2.42)

\[
= \frac{-1}{\sqrt{m}} A^{-1} \left( V_{1m}^* - E_* [V_{1m}V_{2m}^T|_{\gamma^*}] E_* [V_{2m}V_{2m}^T|_{\gamma^*}]^{-1} V_{2m}^* \right) + o_p(1),
\]  

(S2.43)

where \( V_{1m}^* = V_{1m}(x, y; \gamma^*) \) and \( V_{2m}^* = V_{2m}(y; \gamma^*) \). The second line to the third line is based on the relation \( E_* [\nabla_\beta V_{2m}|_{\gamma^*}] = -E_* [V_{2m}V_{2m}^T|_{\gamma^*}] = C \) and \( E_* [\nabla_\beta V_{2m}|_{\gamma^*}] = -E_* [V_{1m}V_{2m}^T|_{\gamma^*}] = B \) as explained in the proof of Theorem 2. The term \( \sqrt{m}(\hat{\alpha}_{NC} - \alpha^*) \) is equal to the term:

\[
-E_* [\nabla_\alpha V_{1m}|_{\gamma^*}]^{-1} V_{1m}(x, y; \gamma^*) + o_p(1).
\]  

(S2.45)

The middle part of the right hand side of (S2.44) is the projection of the term in (S2.45) to an orthogonal space, which is spanned by \( V_{2m} \) in the Hilbert space consisting of square-integrable functions with mean zero. The length of influence functions, which correspond to variances, is shortened by the projection. This explains geometrically why the variance is reduced.

Equations (S2.45) and (S2.44) yield the following statement.
Corollary 5.

\[ \sqrt{m}(\hat{\alpha}_{NC} - \hat{\alpha}_{PL}) \xrightarrow{d} N\left(0, \frac{m_1}{m} A^{-1} B C^{-1} B^T A^{-1}\right). \]  \hspace{1cm} (S2.46)

Proof. The statement is obtained by subtracting (S2.45) from (S2.44). \(\square\)

S3. One-dimensional Gaussian distribution with unknown variance

For simplicity, consider a one-dimensional Gaussian distribution. Note that this model can be normalized easily in closed form. The reason why we use such a simple model is that we can easily see the validity of the three points (a), (b) and (c) mentioned in Section 7.

Let \(\exp(-\theta x^2)\) be the posited unnormalized model. The one-parameter extended model in NCE is \(\exp(c - \theta x^2)\). We set the true \(\theta\) and \(c\) as 0.5 and \(-\log(\sqrt{2\pi})\), respectively. We run NCE to estimate \(c\) and \(\theta\). We use two auxiliary models: (Close) a normal distribution with mean 0.2 and variance 1.2, (Far) a normal distribution with mean 1.6 and variance 1.2. In the former case, the overlapping region of target distribution and the auxiliary distribution is small; in the latter case, both are overlapping. We also set \(m_1 : m_2 = 1 : 2\).

We calculate Monte Carlo MSEs comparing five situations:(POJS) plug-in NCE with optimal Jensen-Shannon divergence \((f = x \log x - (x + \)
\( \frac{m_2}{m_1} \) \log(1 + \frac{m_1}{m_2} x) ; \) (OJS) NCE with optimal Jenssen-Shannon divergence; (JS) NCE with Jenssen-Shannon divergence \( (f = x \log x - (1+x) \log(1+x)) \); (KL) NCE with Kullback-Leibler divergence \( (f = x \log x) \); and (Chi) NCE with chi-square divergence \( (f = 0.5x^2) \). We calculate mean square errors (MSE). The simulation is replicated 300 times for each sample size.

First, to confirm the point (a), see Figures 2 and Figure 3. Note that the both the x scale and y scales are log-scales. We compare the MSE of \( \hat{c} \) and \( \hat{\theta} \) when plug-in case (POJS) with not plug-in case (OJS), using the sample sizes as 753, 1194, 1890, 3000, 4752, 7533, 11943, 18927. In the plug-in case, we estimate the mean and variance of the auxiliary models using MLE. It is shown in Figure 2 that estimating the parameters of the auxiliary distribution and plug-in is beneficial because the MSE is reduced significantly. The same thing can also be confirmed in Figure 3, but the difference is less. This suggests that plug-in is effective when two density overlap more.

Next, to confirm the point (b), see Figures 4 and 5. We compare the MSE of \( \hat{c} \) and \( \hat{\theta} \) with regard to the form of the objective functions, specifically, (POJS), (OJS), (KL), and (Chi), changing sample size as previously. The ranking of the MSE is (POJS), (OJS), (KL), and (Chi) in ascending order for any sample size. This result matches our analysis in Theorem
Figure 2: Comparison of MSE plug-in or not when two densities overlap a lot, that is, auxiliary distribution is (Close).
Figure 3: Comparison of MSE plug-in or not when two densities overlap less, that is, auxiliary distribution is (Far).
Figure 4: Comparison of MSE with respect to $f$ when two densities are overlapping less, that is, auxiliary distribution is (Far). The two lines (OJS) and (JS) appear to be overlapping.
Figure 5: Comparison of MSE with respect to $f$ when two density are overlapping substantially, that is, auxiliary distribution is (Close). Three lines (OJS), (JS) and (KL) appear to be overlapping.
Figure 6: Comparison of MSE with respect to $f$ when there is noise contamination and two densities are overlapping a lot, that is, auxiliary distribution is (Close).
4.1 that the asymptotic variance of NCE with optimal Jensen-Shannon divergence takes the smallest value among a particular class of estimators. There are two things to note here. First, the difference of (OJS) and (JS) is small. This is because (JS) is optimal when $m_1 : m_2 = 1 : 1$ and still has good performance even if $m_1 : m_2 = 1 : 2$. It can be confirmed that (OJS) always outperforms (JS); however, the difference is seen only slightly in the graph. Second, when the overlapping of the target density and the auxiliary densities is less, the difference appears to be more significant. In fact, we can see the difference well in Figure 4 when the auxiliary distribution is (Far), but we cannot see the difference well in Figure 5 when the auxiliary distribution is (Close).

We also confirm the validity of the asymptotic variance in Theorem 4.1. We calculate MSE and then multiply the result by the sample size when sample size is 10000 and each simulation is replicated 1000 times. We compare this result with the analytical form represented in Theorem 4.1. When the auxiliary distribution is (Close), the former is $(2.08, 2.33)$ and the latter is $(2.08, 2.34)$. When the auxiliary distribution is (Close), the former is $(3.14, 6.43)$ and the latter is $(3.16, 6.43)$. This supports the validity of Theorem 4.1 and confirms that the method used to construct confidence intervals is valid.
Finally, we confirm the point (c). Consider the case in which the data distribution is contaminated with some noise. When the true data generating process is the same as it was previously and the auxiliary distribution is (Close), we added one outlier with value 200 into the samples. The ranking according to MSE is (Chi), (POJS) and (KL) in ascending order for any sample size. We performed simulation according to the form of \( f \) for each sample size. The Monte Carlo MSE for 300 replications is shown in Figure 6. This suggest that NCE with a chi-square divergence is robust because its MSE is smaller than that of the others. This result is consistent with our analysis in Section 6.