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Abstract
Learning effective representations of entities and relations for knowledge graphs (KGs) is critical to the success of many multi-relational learning tasks. Existing methods based on graph neural networks learn a deterministic embedding function, which lacks sufficient flexibility to explore better choices when dealing with the imperfect and noisy KGs such as the scarce labeled nodes and noisy graph structure. To this end, we propose a novel multi-relational graph Gaussian Process network (GGPN), which aims to improve the flexibility of deterministic methods by simultaneously learning a family of embedding functions, i.e., a stochastic embedding function. Specifically, a Bayesian Gaussian Process (GP) is proposed to model the distribution of this stochastic function and the resulting representations are obtained by aggregating stochastic function values, i.e., messages, from neighboring entities. The two problems incurred when leveraging GP in GGPN are the proper choice of kernel function and the cubic computational complexity. To address the first problem, we further propose a novel kernel function that can explicitly take the diverse relations between each pair of entities into account and be adaptively learned in a data-driven way. We address the second problem by reformulating GP as a Bayesian linear model, resulting in a linear computational complexity. With these two solutions, our GGPN can be efficiently trained in an end-to-end manner. We evaluate our GGPN in link prediction and entity classification tasks, and the experimental results demonstrate the superiority of our method. Our code is available at https://github.com/sysu-gzchen/GGPN.

1 Introduction
Knowledge graphs (KGs), as high-profile multi-relational graphs, are composed of entities as nodes and relations as the types of edges to store plenty of factual knowledge. Analyzing KGs has become one of the most important topics in machine learning community, with a wide spectrum of applications such as question answering (Liang, Luo, and Meng 2021; Luo, Liang, and Meng 2019), personalized recommendation (Qian et al. 2013), and relation extraction (Zhou et al. 2005; Qu et al. 2020).

Recent researches on KGs have been focusing on learning representations for entities and relations that encode semantic and structural information inherent in KGs. Particularly, multi-relational graph neural networks (Schlichtkrull et al. 2018; Vashishth et al. 2020b; Nathani et al. 2019), which iteratively aggregate messages from neighboring entities, have achieved impressive performance on multi-relational learning tasks. However, these methods learn a deterministic embedding function, which makes them less effective to handle the imperfect and noisy KGs. For instance, the labeled entities in KGs are usually scarce due to the expensiveness and difficulty of human annotation, and missing or wrong edges are also common in KGs (Ji et al. 2021). Learning with these imperfect and noisy KGs may lead to the poor performance of deterministic embedding methods in entity classification task, due to the rigidity of deterministic methods and lacking sufficient supervision signals (Wang et al. 2020).

To address these challenges, we propose a novel multi-relational Graph Gaussian Process Network (GGPN) for learning KG representations. GGPN aims to simultaneously learn a family of embedding functions, i.e., a stochastic embedding function (Ross et al. 1996), instead of learning a deterministic function. The learned stochastic function of GGPN offers more flexibility to handle the imperfections or noises in KGs, effectively improving the performance. Specifically, we model the stochastic embedding function with Gaussian Process (GP), which defines a distribution over functions in a continuous domain (Rasmussen 2003). The resulting representations are obtained through aggregating the stochastic function values, i.e., messages, from neighboring entities associated with different relations.

Despite using GP for representation learning is promising, there are two additional problems incurred by GP remain to be solved: (1) Existing kernel functions, e.g., RBF (Bergman 1970), which heavily affect the performance of GPs, are incapable of taking diverse relations between each pair of entities into account and difficult to adapt to the training data. (2)
It has cubic computational complexity (Rasmussen 2003) with respect to the number of entities to learn the network parameters through GP. To address the first problem, we further propose a novel relation-aware kernel function. The proposed kernel function firstly extracts the relation-specific information of an entity using an information extractor and then uses a base kernel to obtain the final value. To make our kernel be adaptive to the data, we propose to define the base kernel based on the Bochner’s theorem (Rudin 2017), whose parameters can be learned in a data-driven way. Moreover, we address the second problem by leveraging the equivalence between GP and Bayesian linear model. Specifically, we reformulate GP as a Bayesian linear model with linear computational complexity, bypassing the cubic computational complexity of GP. Consequently, the network parameters and kernel parameters can be jointly learned efficiently by optimizing the training objectives in an end-to-end manner. Our contributions can be summarized as:

• We propose a novel GGPN framework to learn a family of embedding functions, i.e., a stochastic embedding function, to handle the imperfect and noisy KGs.

• We propose a novel relation-aware kernel function in our GGPN framework, which can explicitly leverage the diverse relations between each pair of entities and be adaptive to KGs.

• We leverage the equivalence between GP and Bayesian linear model to reformulate our GGPN framework to reduce the computational complexity, making our method efficiently trainable in an end-to-end manner.

• The experimental results in both link prediction and entity classification tasks demonstrate the superior performance of the proposed GGPN.

2 Related Work

Knowledge Graph Embeddings. Recently, various KG embedding methods have been proposed. These methods mainly fall into three different categories: (1) Translation-based methods, such as TransE (Bordes et al. 2013). (2) Tensor factorization based methods, such as DistMult (Yang et al. 2015) and ComplEx (Trouillon et al. 2016). (3) Neural network based methods such as ConvE (Dettmers et al. 2018) and DBKGE (Liao et al. 2021). However, these methods do not leverage the local neighborhood information of an entity, which might potentially improve the quality of embeddings.

To this end, some multi-relational graph convolution networks (RGCNs) (Schlichtkrull et al. 2018; Ye et al. 2019; Bansal et al. 2019; Vashishth et al. 2020b) have been proposed. They extend graph convolution networks (GCNs) (Kipf and Welling 2017) to handle multi-relational graphs, which obtain embeddings of KGs based on the message passing framework. Furthermore, RGCNs based on the attention mechanism have also been proposed (Gilmer et al. 2017; Nathani et al. 2019). These attention-based methods aggregate messages from neighbors by assigning respective weights. However, aforementioned methods learn a single deterministic function for relational learning tasks, which may cause poor performance due to the imperfections or noises (e.g., scarce labels or wrong edges) in KGs (Arora 2020; Ji et al. 2021). In contrast, our GGPN learns a family of functions, i.e., a stochastic function, offering more flexibility to handle these imperfections or noises in KGs.

Gaussian Processes for Graphs. GP methods for graphs have been developed in the relational learning discipline. They have been proposed with different emphases on different relational learning tasks, such as object classification (Sindhwani, Graharamani, and Keerthi 2007; Xu, Kersting, and Tresp 2009; Ng, Colombo, and Silva 2018), link prediction (Yu et al. 2007; Opolka and Lio 2020) and graph classification (Li et al. 2020). However, the kernel functions applied in these methods do not consider the relations among entities, which are vital indicators of their similarities. To address this problem, (Fang et al. 2021a) propose a graph convolutional kernel to incorporate graph structures in the kernel functions. However, it assumes a single relation among entities, i.e., edges belong to the same type, which makes it impractical in our multi-relational learning setting. In contrast, to effectively tackle multi-relational learning problems, our GGPN proposes a novel relation-aware kernel function, which can explicitly leverage the diverse relations among entities for calculating similarities.

3 Preliminary

Gaussian Process (GP) (Rasmussen 2003) defines a stochastic function over a set of inputs, which assumes that the marginal distribution over function values of any finite inputs is a Gaussian. Specifically, a GP places Gaussian prior on the function values, which is denoted as: \( f(x) \sim \mathcal{N}(0, k_\theta(x, x')) \), where \( x, x' \in \mathbb{R}^d \) denote the inputs, and \( k_\theta(x, x') \) is the kernel function parameterized by \( \theta \). The kernel function is a key component of GP as it implicitly imposes assumptions on the statistical structure of data.

It’s worth noting that any kernel function can be expressed as the inner product of feature maps \( \langle \varphi(x), \varphi(x') \rangle_H \) in Hilbert space (Young 1988), where \( \varphi \) is a function that projects \( x \) into a high-dimensional (possibly infinite) Hilbert space \( H \). With this insight, researchers have found that GP is equivalent to a Bayesian linear model whose weights follow Gaussian distributions (Rasmussen 2003; Flam-Shepherd, Requeima, and Duvenaud 2017). Therefore, a GP can be reformulated as: \( f(x) = \varphi(x) \top w \), where \( w \) is assigned with a Gaussian prior.

4 Methodology

In this section, we introduce the technical details of the proposed method.

4.1 Notations and Task

We denote a knowledge graph as \( G = \{E, R, T\} \), where \( E \) and \( R \) denote the set of entities (nodes) and relations (types of edges), respectively, and \( T \) denotes the set of facts with the form of triples: \( \{(e, r, o) \in E \times R \times E\} \). To enable the bidirectional flow of messages, as shown by the “KG” in Figure 1, we further extend \( T \) and \( R \) with corresponding inverse relations, i.e., \( T' = T \cup \{(a, r^{-1}, e) \mid (e, r, o) \in T\} \).
\( \mathcal{T} \cup \{(e, r, e) \mid e \in \mathcal{E} \} \) and \( \mathcal{R}' = \mathcal{R} \cup \mathcal{R}_{\text{inv}} \cup \tau \), where \( \mathcal{R}_{\text{inv}} = \{r^{-1} \mid r \in \mathcal{R} \} \) denotes the inverse relations and \( \tau \) is the self-loop relation. Given the knowledge graph, the goal of our model is to learn representations of both entities and relations, i.e., \( \mathbf{H} \in \mathbb{R}^{(N_e + N_r) \times d} \), where \( N_e, N_r \) and \( d \) denote the total number of entities \( \mathcal{E} \), the total number of relations \( \mathcal{R}' \), and the embedding dimension, respectively.

### 4.2 Overview of Our GGPN

The overall architecture of our method is shown in Figure 1. The proposed method is a general framework for a variety of multi-relational learning tasks, and follows an encoder-decoder structure (Cho et al. 2014). The encoder is the proposed \( L \)-layered GGPN, which aims to learn the entity and relation embeddings. Subsequently, these embeddings are utilized in the decoder for practical tasks, such as link prediction and entity classification.

Specifically, in each layer of GGPN, GP with proposed relation-aware kernel is leveraged to model the stochastic embedding function over entities. Afterwards, the entity embeddings are obtained with a relation-aware weighted aggregation mechanism, which aggregates the stochastic function values, i.e., messages, from neighboring entities for a given entity. Additionally, the relation embeddings are updated with a linear transformation. The choice of decoder can be task-specific, which means that we can use different decoders based on the learning tasks. For instance, in link prediction task, the decoder can be chosen as TransE (Bordes et al. 2013), DistMult (Yang et al. 2015), or ConvE (Dettmers et al. 2018), while the softmax decoder can be applied to the entity classification task. The pseudocode of our algorithm is provided in Section A of the Appendix.

### 4.3 Multi-Relational Gaussian Process Network

In this section, we introduce details of our GGPN. We firstly introduce a single layer of GGPN and then generalize it to a multi-layer setting. We denote the input features of entities and relations by \( \mathbf{H}' \) and \( \mathbf{R}' \), respectively. To explicitly consider the entity relationships, our model is to learn representations of both entities and relation. Here, \( g \) is an information extractor to obtain the specific information of an entity associated with a relation, and is defined as:

\[
g(h^l_e, h^l_r) = W(h^l_e \odot h^l_r),
\]

where \( h^l_e, h^l_r \in \mathbf{H}' \) denote the features of corresponding entities and relation. Here, \( g \) is an information extractor to obtain the specific information of an entity associated with a relation, and is defined as:

\[
g(h^l_e, h^l_r) = W(h^l_e \odot h^l_r),
\]

where \( \odot \) denotes the Hadamard (element-wise) multiplication and \( W \in \mathbb{R}^{d \times d} \) is a linear transformation matrix, which is shared across layers. After the relation-aware features are obtained with \( g \), we use a base kernel function \( \tilde{k}_B \) to obtain the final kernel value. Since applying a deterministic transformation to kernel inputs results in a valid kernel (MacKay 1998), the function defined in (1) is a valid kernel function. After defining the relation-aware kernel function, we can use it to calculate the kernel matrix \( \mathbf{K}' \), and hence obtain the GP prior over the entity function values \( \mathbf{F}' \).

Inspired by the success of graph neural networks, which iteratively aggregate messages from neighborhoods, we further leverage a relation-aware aggregation mechanism to obtain the layer output. The output embedding of an entity is obtained with the weighted aggregation of messages from its neighboring entities associated with diverse relations. Specifically, the output embedding of entity \( e \) is given by:

\[
h^{l+1}_e = \psi \left( \sum_{(r,o) \in \mathcal{N}(e)} \alpha^{o,e}_r W_{\lambda(r)} F'_{\alpha} \right),
\]

where \( \psi \) is the activation function such as ReLU, and \( \mathcal{N}(e) \) denotes the neighbors of entity \( e \), i.e., \( \mathcal{N}(e) = \{(r,o) \mid (e,r,o) \in \mathcal{T} \} \). \( W_{\lambda(r)} \in \mathbb{R}^{d \times d} \) is the aggregation parameters based on the relation type, \( \lambda(r) \) is the relation type function that returns the specific type of relation \( r \). In this paper, we use three different relation types: real relation (T), inverse relation (I) and self-loop relation (L), and we define the function \( \lambda \) as: \( \lambda(r) = T \), if \( r \in \mathcal{R} \); \( \lambda(r) = I \), if \( r \in \mathcal{R}_{\text{inv}} \); and \( \lambda(r) = L \), otherwise.

Moreover, we also propose to attend differently to neighboring messages by assigning different attentions. The attention of a neighboring entity \( o \) is denoted as \( \alpha^{e,o}_r \) in (3). We can readily use the kernel values in GP to define the attentions since the kernel values have already considered the similarities between two entities under specific relations. Specifically, the proposed kernel attention is defined as:

\[
\alpha^{r,o}_e = \frac{\exp(k(e,r,o))}{\sum_{(r',o') \in \mathcal{N}(e)} \exp(k(e,r',o'))},
\]

where we use a softmax operation for normalization.

After obtaining the updated representations of entities at \( l \)-th layer, the relation embeddings are also updated as:

\[
h^{l+1}_r = W_{rel} h^l_r.
\]

Consequently, a layer of GGPN consists of two major components, where the entity embeddings are firstly updated with a GP followed by the relation-aware weighted aggregation, and the relation embeddings are updated with a linear transformation. It is straightforward to extend to the multi-layer setting, where we simply use the output embeddings of the previous layer as the input to the next layer. We use the outputs of the final layer as the desired embeddings, i.e., \( \mathbf{H} = \mathbf{H}'_L \), where \( L \) is the number of layers.
4.4 Adaptive and Scalable Kernel Learning

There are still two more problems in the proposed method: the first one is that we need to choose a proper base kernel $k_0$ in (1) to capture the similarities between relation-aware features. We can use off-the-shelf kernel functions, such as RBF kernel. However, the parameters of these kernel functions can hardly be learned (Rasmussen 2003) and hence they are difficult to adapt to the data, which can be problematic when modeling complicated structured data such as KGs. The second problem is that it is computationally expensive to learn the network parameters, since inferring through GP has a cubic computational complexity (Rasmussen 2003) with respect to the number of entities due to matrix inversion.

To address the first problem, we propose a novel kernel function that can be adaptively learned in a data-driven way based on the Bochner’s theorem. The Bochner’s theorem (Rudin 1962; Rahimi and Recht 2008) is given by:

**Theorem 1 (Bochner’s theorem)** A continuous, symmetric and translation-invariant functions $k(\mathbf{x}, \mathbf{x}') = k(\mathbf{r})$ on $\mathbb{R}^d$, where $\mathbf{r} = \mathbf{x} - \mathbf{x}'$, is a positive definite kernel if and only if it is the Fourier transform of a positive finite measure.

The Bochner’s theorem states that we can define a kernel function through the Fourier transform of a probability distribution. Inspired by this insight, we firstly specify a probability distribution $p(\omega)$, where $\omega$ is a random variable, and define a kernel function through the Fourier transform of this probability distribution:

$$
\hat{k}_0(\mathbf{x}, \mathbf{x}') = \int_{\mathbb{R}} e^{i\omega^\top(\mathbf{x} - \mathbf{x}')} p(\omega) d\omega. \tag{6}
$$

By extracting the real part of above equation, we can obtain:

$$
\hat{k}_0(\mathbf{x}, \mathbf{x}') = \mathbb{E}_\omega \left[ \cos(\omega^\top (\mathbf{x} - \mathbf{x}')) \right] \tag{7}
$$

$$
= \mathbb{E}_\omega \left[ \cos(\omega^\top \mathbf{x}) \cos(\omega^\top \mathbf{x}') + \sin(\omega^\top \mathbf{x}) \sin(\omega^\top \mathbf{x}') \right].
$$

The expectation term suggests that we can use Monte Carlo method to approximate the kernel function by sampling from distribution $p(\omega)$. Specifically, the kernel function can be approximated as:

$$
\hat{k}_0(\mathbf{x}, \mathbf{x}') \approx \phi(\mathbf{x})^\top \phi(\mathbf{x}'), \tag{8}
$$

where $\phi(\cdot)$ is the feature mapping function defined as:

$$
\phi(\mathbf{x}) = \sqrt{\frac{1}{M}} \left[ \cos(\omega_m^\top \mathbf{x}), \sin(\omega_m^\top \mathbf{x}) \right]_{m=1}^M,
$$

where $M$ denotes the total number of samples from $p(\omega)$. The features obtained with $\phi$ is referred to as the random Fourier features (RFFs). We set the base kernel function $k_0$ in (1) as the proposed kernel function defined with the random Fourier features, i.e., $\hat{k}_0$.

By using the proposed kernel function, we convert the kernel learning problem as the distribution learning problem, i.e., learning the distribution $p(\omega)$ in (6). To enable efficient sampling and backpropagation, we set the distribution to be reparameterizable distributions such as Gaussian distributions, i.e., $p(\omega) = \mathcal{N}(\mu, \sigma^2)$, where $\mu$ and $\sigma$ represent the mean and covariance, respectively. Since the parameters of this distribution can be inferred from data, we can learn an adaptive kernel function in a data-driven way, which is more effective in capturing the statistical structure of the KGs.

We now proceed to address the second problem by our method. Inspired by the insight that GP is equivalent to a Bayesian linear model whose weights follow Gaussian distributions (Rasmussen 2003), we also reformulate our GP module as a Bayesian linear model (Fang et al. 2021b). Specifically, the GP module in $l$-th layer is defined as $F^l = A^l \varphi(H^l)$, where $A^l \sim \mathcal{N}(0, \delta I)$ is the weights of linear transformation with $\delta$ denoting the variance of noise, and $\varphi$ is the feature mapping function which maps the input features into a Hilbert space. In this paper, we set the mapping function $\varphi$ as the information extractor function $g$ defined in (2) as we empirically found this can achieve the best performance.

Combining the above formulations with (3), the output
embeddings of an entity $e$ in the $l$-th layer is denoted as:

$$h_{e}^{l+1} = \psi \left( \sum_{(r,o)\in \mathcal{N}(e)} \alpha_{e}^{(r)} \mathbf{W}_{A(r)} \cdot A' \mathbf{g}(h_{o}, h_{r}) \right). \quad (9)$$

To make predictions, we need to infer the posterior distribution of $A'$. In this paper, to enable efficient learning, we approximate this posterior with a Dirac distribution. As a result, the parameters of our GGPN, including network parameters and kernel parameters, can be efficiently learned in an end-to-end fashion.

4.5 Training Objectives

We would like to emphasize that our method is a general framework for multi-relational learning tasks. It is straightforward to apply our method to different learning tasks by specifying proper decoders. For instance, we conduct experiments in link prediction and entity classification tasks, where the decoders can be chosen as any existing KG score functions and softmax function, respectively. Specifically, in link prediction task, we utilize the following three score functions (Bordes et al. 2013; Yang et al. 2015; Dettmers et al. 2018) as decoders:

- **TransE**: $s(e, r, o) = -\| h_{e} + h_{r} - h_{o} \|_{2}^{2}$.
- **Distmult**: $s(e, r, o) = -\| h_{e} \cdot \text{diag}(h_{r}) h_{o} \|_{2}^{2}$.
- **ConvE**: $s(e, r, o) = \psi \left( \text{vec}(\psi(\mathbf{[T_{e}; T_{r}]}) \ast \mu) \right) \mathbf{W}_{e} h_{o}$,

where $(e, r, o) \in \mathcal{T}$, $h_{e}, h_{r}, h_{o} \in \mathbf{H}$, and $T_{e}, T_{r} \in \mathbb{R}^{d_{1} \times d_{2}}$ are 2D reshappings of $h_{e}, h_{r}$, where $d = d_{1} \times d_{2}$ is the dimension of $h_{e}, h_{r}, \mu$ denotes a set of filters, $\ast$ is the convolution operator, vec($\cdot$) is a vectorization function and $W_{e}$ is a weight matrix. By the score function, our GGPN is trained with the cross-entropy loss as in (Vashishth et al. 2020b).

On the other hand, in entity classification, the decoder can be chosen as a full-connected layer followed by a softmax function, i.e., $s(e) = \text{softmax}(\sigma(W_{e} h_{e})).$ Where $W_{e}$ is the linear weight matrix and $\sigma$ is the sigmoid function. Similarly, we also use the cross-entropy loss to train our model.

5 Experiments

In this section, we evaluate the performance of our GGPN in two typical tasks: link prediction and entity classification.

5.1 Link Prediction

In this section, we mainly study the following four research questions: (RQ1) How does GGPN perform in link prediction task compared with baselines? (RQ2) How is the performance of GGPN with different decoders? (RQ3) How is the performance of the proposed kernel function in GGPN? (RQ4) What are the effects of the number of RFF features, i.e., $M$, on the performance of GGPN?

Datasets We adopt two widely used benchmark datasets in our link prediction experiments: FB15K-237 (Toutanova et al. 2015) and WN18RR (Dettmers et al. 2018), which are the subsets of popular KG datasets: FB15K (Bordes et al. 2013) and WN18 (Bordes et al. 2013), respectively. FB15K and WN18 are not adopted in our experiments, as they are observed a serious flaw that contains a large amount of inverse triples (Toutanova et al. 2015; Dettmers et al. 2018). Consequently, a simple linear model trained to inverse triples can irrationally outperform lots of models on link prediction. FB15K-237 and WN18RR avoid this problem by removing the reverse relations. The details of these two datasets are provided in Section B.1 of the Appendix.

Baselines In our experiments, we compare our GGPN against a variety of baselines which can be categorized as:

- **Non-GNN methods**: Methods that use vector based operations for computing score, such as TransE (Bordes et al. 2013), DistMult (Yang et al. 2015), ComplEx (Trouillon et al. 2016), Conve (Dettmers et al. 2018), RotatE (Sun et al. 2019), and InteractE (Vashishth et al. 2020a).
- **GNN methods**: Methods that leverage graph neural network (GNN) based architecture as encoder like R-GCN (Schlichtkrull et al. 2018), A2N (Bansal et al. 2019), SACN (Shang et al. 2019), VR-GCN (Ye et al. 2019), KBAT (Nathani et al. 2019) and CompGCN (Vashishth et al. 2020b).

Evaluation Metrics Following (Bordes et al. 2013), we evaluate methods in the filtered setting, i.e., while evaluating on test triples, we build a candidate set either corrupting the head or tail entity of a triple and then filter out all the valid triples in it. The performance is reported on the standard evaluation metrics: Mean Reciprocal Rank (MRR), Mean Rank (MR) and Hits@N for $N = 1, 3,$ and $10$.

Settings The input features of entities and relations to our GGPN are randomly initialized with a size of 100, and the output embedding size of both entities and relations are set to 200. We use Adam (Kingma and Ba 2015) as the optimizer and perform grid search to select the hyperparameters that have the best performance on validation sets. More details about hyperparameters are provided in section C.1 of the Appendix.

5.2 Results and Analyses

Link Prediction Results We firstly address (RQ1) by examining the performance of GGPN in link prediction. Table 1 reports the link prediction results of GGPN and baselines on FB15K-237 and WN18RR benchmark datasets. The results demonstrate that our GGPN outperforms all the baselines in three out of five metrics (MRR, Hits@1 and Hits@3) on FB15K-237 and in all the metrics on WN18RR. These results suggest that GGPN is effective for link prediction task. Particularly, when compared with the second best model, i.e., CompGCN, on FB15K-237, GGPN increases the performance by 1.69%, 2.65% and 1.54% on MRR, Hits@1 and Hits@3 respectively. Similar improvements can also be observed on WN18RR. The improvements on these metrics indicate that the embeddings learned with GGPN can better capture the similarities among entities and relations, leading to the overall lower rankings, i.e., higher MRR and Hits@N. The higher MR on FB15K-237 is due the fact that some triples might have abnormal high rankings, thus increasing the overall average ranking.
by comparing it with other kernel functions. Specifically, We study the performance of the proposed kernel function in GGPN based on the Bochner’s theorem, such functions. Recall that we propose a novel adaptive kernel examining the performance of GGPN with different kernel functions. We evaluate the performance of GGPN with other kernel functions such as linear, RBF, Laplacian, and sigmoid kernels (Bergman 1970) in link prediction task on FB15K-237.

The experimental results are provided in Table 3, which shows that the proposed kernel function can outperform all the other kernels in all the metrics. This is due to the fact that the proposed kernel function can be effectively learned from data and better adapt to the statistical structure of data, resulting in an improved performance.

### Performance Comparison on Decoders
Next, we address (RQ2) by examining the performance of GGPN with different decoders. Recall that the proposed method is a general encoder-decoder framework with GGPN as the encoder and the decoder can be chosen based on the learning tasks. Here, we study the performance of GGPN under three typical decoders for link prediction: TransE, DistMult, and ConvE. We compare the results against some GNN-based encoders, e.g., R-GCN, KBAT and CompGCN. The experimental results in Table 2 show that GGPN can outperform all the baselines under all decoders. This result indicates that our GGPN, as an encoder, provides a more effective and powerful way to learn high quality entity and relation embeddings, which can improve the performance of downstream task regardless of the decoders.

### Kernel Comparison
Subsequently, we turn to (RQ3) by examining the performance of GGPN with different kernel functions. Recall that we propose a novel adaptive kernel function in GGPN based on the Bochner’s theorem, such that the kernel function can be learned in a data-driven way. We study the performance of the proposed kernel function by comparing it with other kernel functions. Specifically, we evaluate the performance of GGPN with other kernel functions such as linear, RBF, Laplacian, and sigmoid kernels (Bergman 1970) in link prediction task on FB15K-237. The experimental results are provided in Table 3, which show that the proposed kernel function can outperform all the other kernels in all the metrics. This is due to the fact that the proposed kernel function can be effectively learned from data and better adapt to the statistical structure of data, resulting in an improved performance.

### Influence of the Number of RFF Features
Finally, we conduct experiments on FB15K-237 by varying M from 100 to 700 and report the results of GGPN. In addition to the evaluation metrics, i.e., MRR and Hits@10, we also report the results of training time and memory usages. The experimental results are shown in Figure 2. We can find that the performance of GGPN increases with $M$ at first and then gradually decreases with $M$. In contrast, the training time and memory usage keep increasing with $M$. The results suggest that we can strike a balance between the performance and training efficiency of our GGPN by choosing a proper $M$.

---

### Tables

#### Table 1: Link prediction performance of GGPN and baselines on FB15K-237 and WN18RR datasets. We use ConvE as decoder here. $\dagger$ indicates the results are taken from origin papers, and $\|$ indicates the results are reproduced by ourselves. The best scores per dataset per metric are marked in **boldface** and the second best scores are underlined. $\rceil$ denotes the significant improvements over the comparative methods (paired t-test, $p<0.05$).

|            | MR   | MRR  | Hits@1 | Hits@3 | Hits@10 | MR   | MRR  | Hits@1 | Hits@3 | Hits@10 |
|------------|------|------|--------|--------|---------|------|------|--------|--------|---------|
| TransE     | 357  | 0.294| -      | -      | 0.465   | 3384 | 0.226| -      | -      | 0.501   |
| DistMult   | 254  | 0.241| 0.155  | 0.263  | 0.419   | 5110 | 0.430| 0.390  | 0.440  | 0.490   |
| CompEx     | 339  | 0.247| 0.158  | 0.275  | 0.428   | 5261 | 0.440| 0.410  | 0.460  | 0.510   |
| ConvE      | 244  | 0.325| 0.237  | 0.356  | 0.501   | 4187 | 0.430| 0.400  | 0.440  | 0.510   |
| RotateE    | 172  | 0.338| 0.241  | 0.375  | 0.533   | 3340 | 0.476| 0.428  | 0.492  | 0.571   |
| InteractE  | 172  | 0.354| 0.263  | -      | 0.535   | 5202 | 0.463| 0.430  | -      | -       |
| R-GCN      | -    | 0.248| 0.153  | 0.258  | 0.414   | -    | -    | -      | -      | -       |
| A2N        | -    | 0.317| 0.232  | 0.348  | 0.486   | -    | 0.450| 0.420  | 0.460  | 0.510   |
| SACN       | -    | 0.350| 0.260  | 0.390  | 0.540   | -    | 0.470| 0.430  | 0.480  | 0.540   |
| VR-GCN     | -    | 0.248| 0.159  | 0.272  | 0.432   | -    | -    | -      | -      | -       |
| KBAT       | 251  | 0.318| 0.231  | 0.362  | 0.499   | 3958 | 0.410| 0.423  | 0.451  | 0.501   |
| CompGCN    | 197  | 0.355| 0.264  | 0.390  | 0.535   | 3533 | 0.479| 0.443  | 0.494  | 0.546   |
| **Ours**   | 189  | **0.361** | **0.271** | **0.396** | **0.540** | 2937 | **0.481** | **0.447** | **0.499** | **0.548** |

#### Table 2: Link prediction performance of GGPN and baselines under different decoders on FB15K-237 dataset. $\dagger$ indicates the results are taken from origin papers, $\|$ indicates the results are reproduced by ourselves, and $\ast$ indicates the results are taken from (Vashishth et al. 2020b). No-encoder denotes using corresponding decoder as embedding model directly. The best scores per dataset per metric are marked in **boldface** and the second best scores are underlined. $\rceil$ denotes the significant improvements over the comparative methods (paired t-test, $p<0.05$).

|            | MR   | MRR  | Hits@10 | DistMult | MR   | MRR  | Hits@10 | ConvE   | MR   | MRR  | Hits@10 |
|------------|------|------|---------|----------|------|------|---------|---------|------|------|---------|
| No-encoder | 0.294| 357  | 0.465   | TransE   | 0.241| 354  | 0.419   | 0.325   | 244  | 0.501|
| R-GCN      | 0.281| 325  | 0.443   | DistMult | 0.324| 230  | 0.497   | 0.344   | 200  | 0.524|
| KBAT       | 0.244| 547  | 0.413   |           | 0.281| 397  | 0.433   | 0.318   | 251  | 0.499|
| CompGCN    | 0.336| 214  | 0.518   |           | 0.335| 227  | 0.514   | 0.355   | 197  | 0.535|
| **Ours**   | **0.340** | **188** | **0.527** | **0.342** | **197** | **0.530** | **0.361** | **189** | **0.540** |
Table 3: Link prediction performance of GGPN with different kernel functions on FB15K-237. The best scores per dataset per metric are marked in boldface and second best scores are underlined. † denotes the significant improvements over the comparative methods (paired t-test, p<0.05).

| MRR  | MR   | Hits@1 | Hits@3 | Hits@10 |
|------|------|--------|--------|---------|
| Linear | 0.341 | 217    | 0.253  | 0.373   | 0.512   |
| RBF   | 0.344 | 218    | 0.256  | 0.377   | 0.520   |
| Laplacian | 0.334 | 228    | 0.249  | 0.372   | 0.497   |
| Sigmoid | 0.341 | 214    | 0.252  | 0.374   | 0.518   |
| Ours  | 0.361† | 189†   | 0.271† | 0.396†  | 0.540†  |

Table 4: Accuracies (%) of GGPN and baselines in entity classification task. † indicates the results are taken from (Schlichtkrull et al. 2018) and ‡ indicates the results are reproduced by ourselves. The best scores per dataset are marked in boldface and the second best scores are underlined. † denotes the significant improvements over the comparative methods (paired t-test, p<0.05).

| Datasets | AIFB | MUTAG | BGS | AM |
|----------|------|-------|-----|----|
| Feat ‡   | 55.55 | 77.94 | 72.41 | 66.66 |
| RDF2Vec ‡ | 88.88 | 67.20 | 87.24 | 88.33 |
| R-GCN ‡  | 95.83 | 73.23 | 83.10 | 89.29 |
| CompGCN ‡ | 94.44 | 76.47 | 89.27 | 78.81 |
| Ours     | 95.83 | 80.88† | 93.10† | 87.37 |

Figure 2: Influence of the number of RFF features for MRR, Hits@10, Training time and Memory usage. The solid lines and shadow areas denote the mean values and standard deviations over 5 runs, respectively.

5.3 Entity Classification

Entity classification aims to correctly classify the types of entities in a KG, depending on the way of how entities associate with other entities through corresponding relations. In this section, we mainly study the performance of GGPN in the entity classification task.

Datasets We conduct experiments on four RDF-format datasets (Ristoski, De Vries, and Paulheim 2016): AIFB, MUTAG, BGS, and AM. In these datasets, entities are represented as nodes with specific features and relations represent the dependencies from subject nodes to object nodes. The details of datasets are provided in Section B.2 of Appendix.

Baselines We compare GGPN against some state-of-the-art entity classification methods including RDF2Vec (Ristoski and Paulheim 2016), R-GCN, CompGCN, and handle-designed feature extractors (Feat) (Paulheim and Fünkranz 2012). RDF2Vec is a skip-gram based embedding method, Feat is an aggregation method for in-relation and out-relation of every labeled entity, and R-GCN and CompGCN are GNN-based methods to learn entity and relation embeddings for relational graphs.

Settings We report accuracy as evaluation metric based on the test splits provided by (Ristoski and Paulheim 2016).

Furthermore, following (Vashishth et al. 2020b), we randomly divide 20% of training data as the validation dataset for hyperparameters tuning. We also use grid search to find the hyperparameters based on their performance on validation sets. Further details for hyperparameters are provided in Section C.2 of Appendix.

Results and Analyses Table 4 reports the experimental results of entity classification task on AIFB, MUTAG, BGS, and AM datasets. We can observe that our model achieves state-of-the-art performance on MUTAG and BGS by large margins of 4.41% and 3.83% respectively, and has competitive performance on AIFB and AM. The results validate that our GGPN is effective in entity classification task. Moreover, it is worth noting that on AIFB, MUTAT and BGS datasets, where the labels are scarce (only a few hundreds of labels), our GGPN can outperform deterministic baselines (Feat, RDF2Vec, R-GCN and CompGCN) in most cases.

This supports our original hypothesis that scarce and limited labeled data cannot provide sufficient supervision signals for the effective learning of a deterministic model, leading to a suboptimal performance. In contrast, GGPN addresses this problem by introducing GP, i.e., learning a family of classification functions, which offers much more flexibility to handle the insufficient supervision signals such that it can outperform deterministic methods.

6 Conclusion

This paper deals with the representation learning problem in knowledge graphs. To effectively handle the imperfections and noises in KGs, we propose GGPN, a Bayesian representation learning algorithm which simultaneously learn a family of embedding functions, i.e., a stochastic embedding function, through Gaussian Process. In particular, we employ a novel relation-aware kernel function built on the Bochner’s theorem in our GGPN, which can explicitly take the diverse relations among entities into account and be adaptive to the training data. Furthermore, we reformulate GP as Bayesian linear model to address the issue of high computational cost. Extensive experiments on popular benchmark datasets of link prediction and entity classification demonstrate the superior performance of our GGPN.
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