Abstract—Federated Learning (FL) provides both model performance and data privacy for machine learning tasks where samples or features are distributed among different parties. In the training process of FL, no party has a global view of data distributions or model architectures of other parties. Thus the manually-designed architectures may not be optimal. In the past, Neural Architecture Search (NAS) has been applied to FL to address this critical issue. However, existing Federated NAS approaches require prohibitive communication and computation effort, as well as the availability of high-quality labels. In this work, we present Self-supervised Cross-silo Federated Neural Architecture Search (SS-VFNAS) for automating FL where participants hold feature-partitioned data, a common cross-silo scenario called Vertical Federated Learning (VFL). In the proposed framework, each party first conducts NAS using self-supervised approach to find a local optimal architecture with its own data. Then, parties collaboratively improve the local optimal architecture in a VFL framework with supervision. We demonstrate experimentally that our approach has superior performance, communication efficiency and privacy compared to Federated NAS and is capable of generating high-performance models without the leakage of data, data structures, or even model architectures. Moreover, data are often unstructured and the sharing of consumers’ financial data, may bring prohibitive economical costs or legal risks. Privacy-preserving machine learning (PPML) is devoted to building high-performance models without the leakage of data, data structures, or even model structures.

I. INTRODUCTION

Data privacy has become one of the main research topics in machine learning. In some commercial scenarios, data-sharing, such as the sharing of patients’ medical data or the sharing of consumers’ financial data, may bring prohibitive economical costs or legal risks. Privacy-preserving machine learning (PPML) is devoted to building high-performance models without the leakage of data, data structures, or even model structures.

McMahan et al. [1] proposed Federated Learning (FL) to train local language models on millions of mobile devices without collecting user’s private data. Extending the cross-device FL concept, the cross-silo Federated Learning setting deals with collaborative machine learning with privacy preservation among different organizations [2], [3]. Over the past, the research and industrial community has enabled FL with open-sourced modeling tools, including TensorFlow Federated [4], PySyft [5], PaddleFL [6] and FATE [7] etc. Yang et al. [2] presented a comprehensive survey on different FL scenarios, and categorized them into the following:

1) **Horizontal Federated Learning (HFL):** HFL describes the scenarios where different parties having data of the same features collaboratively train a global model. [1], [8];

2) **Vertical Federated Learning (VFL):** VFL describes the scenarios where different organizations with a common set of users train a cooperative model to better utilize the data with distributed features [2], [9]–[12];

3) **Federated Transfer Learning (FTL):** FTL applies to the cases where the data sets are simultaneously different in samples and features but share some common knowledge [13], [14].

Our work is targeted at improving the model performance and communication efficiency in VFL, and specifically the multi-domain image classification application, where model designers are required to build high-performance networks on multi-source image data where data privacy needs to be protected. One typical example comes from medical applications where in order to investigate the nature of diseases, such as Alzheimer’s Disease (AD), multiple modalities of the diagnosis data, including Magnetic Resonance Imaging (MRI) and Positron Emission Tomography (PET) are used together to improve the performance of deep learning models [15].

However, in real-life medical systems, each hospital may have only MRI or PET data and these approaches may not be practical [16]. In order to train a more accurate and robust model, these hospitals may seek to cooperate with other hospitals without violating patient’s privacy in a VFL framework, see Figure [1].

Due to the complex nature of VFL, system designers may encounter lots of obstacles when deploying VFL in real-life systems. Our work is motivated by the following challenges observed:

- **Uninspectable data and lack of expertise:** Usually, some VFL participants lack the professional skills of designing neural network structures. Moreover, data are often uninspectable and private in VFL. Therefore without a global view of the data structure, it is challenging to make design choices that are optimal even for modeling experts [3];
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In capability of adjusting to resource constrained edge devices: Usually, the manual architectures rely heavily on researchers’ knowledge and are often too complex to be adaptively deployed onto different types of resource constrained devices;

- Unacceptable communication complexity: Training VFL algorithms often require expensive communication overhead [17];

- Data leakage risks: In the training process, the exchange of messages among parties may leak information on raw data [18], [19].

Our solution for tackling the challenges above relies on Neural Architecture Search (NAS), which has become a practical solution for automating deep learning process for system designers without strong prior knowledge [20]. This solution falls into the realm of conducting NAS tasks under VFL conditions and the key challenge is how to efficiently and simultaneously optimize the optimal model architectures for all parties without exchanging raw data or local model information. We term this Vertical Federated Neural Architecture Search (VFNAS). We will demonstrate the details of this approach in the following sections. In the past, NAS has been applied to HFL scenarios with privacy considerations [21]–[24]. However such approaches require heavy communication of architecture and weight parameters.

Similarly, a straightforward integration of NAS and VFL can be unsatisfactory. First, a few studies [17], [25], [26] have shown that, when processing complex data (for example, the high-resolution medical images), the communication efficiency of a Federated NAS framework can be prohibitively low. Compared to a conventional FL framework which only communicates model weight parameters, the training process of gradient-based NAS tasks require the optimization and communication of both weight and architecture parameters on the train and validation dataset, respectively, adding further burdens to communication overhead. Secondly, it has been shown that in the HFL scenarios where gradients are transmitted and exposed instead of raw data, adversarial parties may recover essential information from exchanged gradients [27]. In VFL scenarios, since each party has its own data and sub-model, only the final layer of a local neural architecture after forward propagation is exchanged. Although it has been shown that it is unlikely to recover exact raw data from such intermediate results [11], [17], there is room for further privacy enhancement. Thirdly, the naive VFNAS approach requires availability of sufficient overlapping samples and high quality labels, and is difficult to generalize to other tasks.

To improve the communication efficiency and transferability of VFNAS, we introduced self-supervised NAS, which is expected to generate promising weight and architecture parameters without communications among VFL parties and thus help the downstream VFNAS converge faster. This approach is named Self-Supervised Vertical Federated Neural Architecture Search (SS-VFNAS). At last, we apply Differential Privacy (DP) and perform analysis on the impact of privacy and utility.

The contribution of the work can be summarized as follows:

1) We present VFNAS, a generalized formulation of NAS tasks in the VFL setting which enables VFL parties to simultaneously optimize heterogeneous network architectures with uninspectable data, various model complexity constraints, and with privacy preserved via differential privacy.

2) In order to improve communication and privacy of VFNAS, we further present SS-VFNAS, where each party independently performs self-supervised pre-searching of both weight and architecture parameters, and then jointly perform supervised VFNAS as downstream task. We show that self-supervised training can enable parties to find a reasonable architecture as well as initial weights, whereas collaboratively fine-tuning of both architecture and weight parameters are necessary to achieve optimal supervised performance.

3) We propose two benchmark image datasets for VFL frameworks and demonstrate experimentally that this approach outperforms several baselines including self-supervised local NAS training (SSNAS), naive VFNAS and end-to-end co-training of self-supervised representations and supervised tasks (SSNAS_E2E), and the advantage of SS-VFNAS is more pronounced when learning with limited number of overlapping samples. Overall, SS-VFNAS achieves superior communication efficiency, privacy and transferability than the native federated NAS approach (VFNAS).

This work is organized as follows: Section II is a review of related works on VFL, Federated NAS and Self-supervised NAS techniques. The formulation of VFNAS is presented in Section III In Section IV we describe the VFNAS algorithms, SS-VFNAS and differential privacy approaches. Then, in Section V we demonstrate the essentiality and performance of the proposed approach. We summarize the conclusions and future research directions in Section VI.

II. RELATED WORKS

A. Vertical Federated Learning

Federated Learning (FL), first introduced by [1], is a distributed machine learning setting focusing on data locality and privacy. Over the past, FL has received significant interest from both research and industrial communities. The original FL framework [1] optimize a consensus machine learning model based on data with the same features across millions of users/devices. Google has applied FL to its Gboard mobile keyboard applications [28]–[30].

Fig. 1: Cross-hospital AD diagnosis VFL system. Net A and B are separately maintained by different hospitals to extract complementary information of PET and MRI data.
Cross-silo Federated Learning considers data from multiple organizations. Vertical FL, especially, considers the scenario where multiple parties having the same set of the users but different feature attributes. Liu et al. [17] studied the communication efficiency in VFL, and presented a Federated Stochastic Block Gradient Descent (FedBCD), which enables VFL participant to execute multiple local updates with the proximal term. Liu et al. [31] studied the asymmetrical vertical federated learning problem, where different participants have non-identical privacy concerns over the samples ID. Feng and Yu [32] investigated the Multi-participants Multi-class VFL (MMVFL) problem, which enables the label-sharing operations among different participants in privacy-preserving manners. Yang et al. [33] studied the VFL problem without the presence of third-party coordinator, and presented a solution for parallel distributed logistic regression.

Split Neural Network (SplitNN) [10], [11], [34]–[37] is another framework that can be employed for dealing with VFL problems. In this framework, multiple network partitions interactively exchange network intermediate outputs and their corresponding gradients in a forward-and-backward manner, such that all the distributed local network models are separately updated.

B. Federated NAS

In recent years, NAS approaches have been proven to be a powerful autonomous tool to facilitate the process of designing complex deep learning networks with no predefined model architectures [38]–[40]. In literature, there are basically three kinds of architecture searching methods: evolutionary algorithms based [39], reinforcement-learning-based [38] and gradient-based [41]. RL-based or evolutionary algorithm based NAS techniques may consume more than 1000 GPU days to achieve the state-of-the-art results [38], [42]. Therefore, for the sake of computation efficiency, we choose gradient-based NAS approaches, which are demonstrated to be capable of reducing the training and evaluating time to only a few hours (or days) or even running on mobile devices [43], [44].

Kairouz and McMahan [3] presented the practical necessity and promise to investigate NAS tasks under FL paradigm. Federated NAS is a recently emerging technique composition which utilizes the ability of NAS to automate designing optimal network structure, and the ability of FL framework to collaboratively train models with user data privacy preserved. With Federated NAS framework, multiple parties can collaboratively search for an optimal network architecture that yields the best performance on the validation dataset. This may greatly release the burdens of manually designing network structures separately.

Zhu and Jin [21] applied NAGA-II [45] to the multi-objective problem in federated NAS tasks for simultaneously optimizing the model performance and local client’s payload. He and Annamaram [24] invested FedAvg [1] algorithm on the federated NAS systems, where multiple local clients cooperatively search for an optimal model without sharing the local data. Similarly, Singh et al. [22] studied DP-FNAS algorithm which aggregates the gradients from the local network, and uses differential privacy to protect the communication contents. Xu et al. [23] presented FedNAS which introduced NAS into the federated learning system, with the considerations of several key optimizations, including communication costs and local computation costs.

All the Federated NAS researches above fall into the categorization of empowering NAS approaches with FedAvg-like algorithm. The executions of these approaches are based on the assumption that all participants have a consensus that model architecture are the same and their parameters can be federated. This restricts the existing Federated NAS approaches to the HFL framework. Our work investigates NAS tasks within VFL scenario, which is capable of generating multiple heterogeneous networks with no consensus architecture from different participants.

C. Self-Supervised NAS

Most of the existing NAS researches focus on image classification tasks, such as CIFAR-10 [46] and ImageNet [47]. Recently, a few studies have shown that self-supervised NAS approaches can identify sufficiently-good network architectures without data annotations. Liu et al. [48] proposed Self-Supervised NAS approach with various unsupervised objectives. Kaplan and Giryes [49] further presented a contrastive self-supervised learning NAS architecture. Based on these researches, we hypothesize that self-supervised NAS can be used in VFNAS as a pretraining or co-training part of the VFNAS process to improve the overall communication and privacy of VFL.

III. Problem Formulation

In this section, we first introduce the VFL framework adopted in [17] where each party holds an unique set of features of common users. Suppose there are $K$ parties collaboratively train a machine learning model based on $N$ samples $\{X_i, y_i\}_{i=1}^N$. The data samples $X_i \in \mathbb{R}^{1 \times d}$ are feature-partitioned over the participant $K$ parties $\{x_i^k \in \mathbb{R}^{1 \times d_k}\}_{k=1}^K$, where $d_k$ represents the feature dimension of party $k$. Without loss of generality, we assume party $K$ holds the labels $Y$. Let $D^k \triangleq \{x_i^k\}$ denote the data set of party $k \in \{1, \ldots, K-1\}$, $D^K \triangleq \{x^K, Y^K\}$ represent the data set of party $K$ and $D_i \triangleq \{D_i^k\}$ be the training samples of all VFL parties. Each party $k$ maintains a neural network model $Net_k$ which is parameterized by weight parameter $w_k$. Then the VFL optimization objective can be formulated as:

$$
\min_{w} \mathcal{L}(w; D) \triangleq \frac{1}{N} \sum_{i=1}^{N} \ell(w_1, \ldots, w_K; D_i) 
$$

(1)

where $w = \{w_1, \ldots, w_K\}$ and $\ell(\cdot)$ is the loss function.

The following presents the formulation of VFNAS where $K$ parties collaboratively conduct NAS tasks on the feature-partitioned data samples. Based on the above formulation, the optimization problem of VFNAS can be formulated as:

$$
\min_{w, A} \mathcal{L}(w, A; D) \triangleq \frac{1}{N} \sum_{i=1}^{N} \ell(w, A; D_i)
$$

(2)
where $\mathcal{A} = \{\alpha_1, \ldots, \alpha_K\}$ and $w = \{w_1, \ldots, w_K\}$ represent network architecture parameter composite and the weight parameter composite respectively.

VFNAS is to cooperatively search for optimal network architecture composite $\mathcal{A}$ and optimal weight parameter composite $w$ across $K$ parties in order to fit the data optimally. During any training or inference process, each party is not allowed to share its raw data.

IV. METHODS

In this section, we present the basic VFNAS framework followed by discussions on improving the efficiency and privacy of the basic framework.

A. Vertical Federated Deep Learning

Fig. 2 visualizes the basic framework for solving Eqn. 1. As can be seen in Fig. 2, each party $j$ maintains a network model $Net_j$. Let $N_j \leftarrow Net_j(w_j; D_t^j)$ denote the output of $Net_j$. During the training or inference process, each party $j$ in $\bigcup_{j=1}^{K-1} j$ has to send the network outputs to party $K$. After receiving $\bigcup_{j=1}^{K-1} N_j$ from all participant parties, party $K$ merges them accordingly and generates the final classification result, which is conducted on the succeeding network $Net_c$. Let $w_c$, $Y_{out}$ denote the parameter and the final prediction output of $Net_c$, then:

$$Y_{out} \leftarrow Net_c(N_1, \ldots, N_K; w_c)$$

Since $w_K$ and $w_c$ are simultaneously updated by party $K$, we reformulate Eqn. 1 as

$$\min_w \mathcal{L}(w, D) = \frac{1}{N} \sum_{i=1}^{N} \ell(w_1, \ldots, w_{[K,c]}; D_i)$$

where $w_{[K,c]}$ denotes the weight parameter composite of $Net_K$ and $Net_c$ and $w = \{w_1, \ldots, w_K, w_c\}$.

2) Backward step: Party $K$ sends the gradients $\bigcup_{j=1}^{K-1} \nabla N_j \ell(\cdot)$ to parties $\bigcup_{j=1}^{K-1} j$ respectively, which are used to update $w_j$ based on the chain-rules of back-propagation.

B. Naive VFNAS Methods

In this subsection, we provide the naive VFNAS methods based on two algorithms in literature, i.e., DARTS [41] and MiLeNAS [50].

DARTS formulates NAS tasks as a bi-level optimization problem as:

$$\min_{\alpha} \ell_{val}(w^*(\alpha), \alpha) \text{ s.t. } w^*(\alpha) = \arg \min_w \ell_{trn}(w, \alpha)$$

where $\ell_{trn}$ and $\ell_{val}$ is the loss function computed on the train dataset $\mathcal{D}$ and the validation dataset $\mathcal{V}$, which are used to update $w$ and $\alpha$ respectively. As can be seen from Eqn. 5, the update of $\alpha$ relies on the update of $w^*(\alpha)$. Therefore, to implement naive DARTS in a collaborative learning scenario requires exchanging gradient-related information of $\alpha$ and $w$ in a sequential matter among parties per iteration, see Algorithm 1.

To further reduce the communication overhead, we consider a mix-level NAS algorithm, MiLeNAS [50] further reformulates Eqn. 5 as a mix-level optimization problem by introducing a weight-balancing parameter:

$$w = w - \eta_w \nabla w \ell_{trn}(w, \alpha)$$

$$\alpha = \alpha - \eta_\alpha (\nabla_\alpha \ell_{trn}(w, \alpha) + \lambda \nabla_\alpha \ell_{val}(w, \alpha))$$

MiLeNAS eliminates the inter-dependent relationships between the optimization processes of $w$ and $\alpha$. In a single round, the update of $w$ and $\alpha$ are independent and can be executed in parallel.

Similarly to existing gradient-based NAS approaches [41], [44], [50], we used back-propagation for both the optimizations of $w$ and $\mathcal{A}$. In the following, we let VFNAS$^1$ represent the DARTS algorithm where the optimization of $\mathcal{A}$ and $w$ are based on Eqn. 5 and VFNAS$^2$ denotes the algorithm using MiLeNAS (Eqn. 6).

C. Privacy Preservation by Differential Privacy

In this subsection, we introduce differential privacy into VFNAS in order to protect the exchanged messages among parties from revealing essential information. Differential privacy [51–53] is known for providing theoretical guarantees and quantification of data leakage, where privacy is measured by quantifying the hardness of distinguishing two adjacent databases given certain queries. Its formal definition is given in Definition 1.

Definition 1: A randomized algorithm $\mathcal{M} : \mathcal{X} \rightarrow \mathcal{R}$ with domain $\mathcal{X}$ and range $\mathcal{R}$ achieves $(\epsilon, \delta)$-differential privacy if for all $S \subseteq \mathcal{R}$ and for any two adjacent databases $\mathcal{D}$ and $\mathcal{D}' \in \mathcal{X}$, it holds that

$$Pr(\mathcal{M}(\mathcal{D}) \in S) \leq e^\epsilon Pr(\mathcal{M}(\mathcal{D}') \in S) + \delta.$$  (7)

As can be seen from Fig. 2, intermediate outputs from parties $\bigcup_{j=1}^{K-1} j$ are sent to the party $K$ in the forward
pass and their corresponding gradients computed at party \( K \) are transmitted back to the respective parties for parameter updating in the backward pass. It has been shown that these shared data can lead to the leakage of sensitive information to adversary participants \([53], [55]\). To tackle this problem, we adopt the differential privacy with Gaussian mechanism, for both forward and backward passes. In order to prevent the information leakage of \( X_j \) in the forward pass, the following presents the basic operations for differential privacy with Gaussian mechanism \([53], [56]\) of \( N_j \):

\[
\begin{align*}
N_j &\leftarrow N_j / \max(1, \frac{\|N_j\|_2}{C_1}) \\
\hat{N}_j &\leftarrow \hat{N}_j + \mathcal{N}(0, \sigma^2 C^2 I)
\end{align*}
\]

(8)

where \( \sigma \) represents the noise scale and \( C_1 \) denotes the norm bound of \( N_j \). Similarly, in this context, we let \( \sigma_2 \) and \( C_2 \) represent the noise scale and the norm bound for the backward pass of gradients \( \nabla \ell \), which is to protect the information of labels.

We simplify the privacy analysis by considering only communications of \( N_j \) between party \( K \) and one of the other parties in \( \bigcup_{j=1}^{K-1} j \) in VFNAS\(^2\) and point out that the communication of back-propagation messages follows the same privacy analysis.

For updating \( w \) and \( A \), intermediate network outputs \( N_j \) and gradients \( \nabla N_j \ell \) are clipped and perturbed with a Gaussian random noise. For each party, \( D \) and \( V \) are disjoint, therefore the processes of updating \( w \) and \( A \) can be treated independently for privacy analysis \([22]\). Moreover, since the update steps of \( w \) and \( A \) follow the same procedure, in the following analysis we will not distinguish them.

**Theorem 1:** As shown in Eqn. \( 8 \) at each step a Gaussian mechanism \( \mathcal{M}_{N_j} \) adds a Gaussian random noise to the output of neural network \( N_j \) from party \( j \). This guarantees \( (\varepsilon_1, \delta_1) \)-differential privacy for each step, if we choose \( \sigma \) to be

\[
\sigma = \frac{\sqrt{2\ln(1.25/\delta_1)}}{\varepsilon_1}.
\]

(9)

By applying the strong composition theory \([53]\), we can obtain the overall privacy guarantee of party \( \bigcup_{j=1}^{K-1} j \), in training either weight parameters \( w \) or architecture parameters \( A \).

**Corollary 1:** For any \( \delta'_1 > 0 \), the differential privacy scheme in Eqn. \( 8 \) achieves \( (\varepsilon'_1, T\delta_1 + \delta'_1) \) differential privacy for mechanism composition \( \mathcal{M}_{N_j} \), with

\[
\varepsilon'_1 = \sqrt{2T\ln(1/\delta'_1)\varepsilon_1 + T\varepsilon_1(e^{\varepsilon'_1} - 1)},
\]

(10)

where \( T \) is the number of iterations.

Eqn. \( 10 \) means that more training iterations of VFNAS cost more privacy budget. Therefore, in order to provide benefits for both communication savings and better privacy guarantees, we further focus on improving the VFNAS communication efficiency.

### D. Communication Efficiency and Privacy Improvement by Self-Supervised Learning

Unlike most of the existing NAS researches that conduct relative approaches on classification tasks, Self-Supervised NAS (SSNAS) approaches identify good network architectures without data annotations. Liu et al. \([48]\) and Kaplan and Giryes \([49]\) first studied the performance of self-supervised NAS approaches and showed that even without labels, self-supervised NAS approaches are able to provide reasonably-good network architectures. Since only one party has labels in our VFL framework, we consider leveraging SSNAS for local pre-training at all parties before conducting collaborative VFNAS training. We term this strategy SS-VFNAS. We point out at least three benefits for SS-VFNAS. First, SS-VFNAS can reduce the communication overhead among parties by requiring less collaboration steps and improve the overall communication efficiency in the VFL systems. Second, privacy is amplified due to less communication. Thirdly but not lastly, the self-supervised pre-training steps of SS-VFNAS allow parties to obtain a neural network that is generalized well across tasks. In the experiments, we will demonstrate these three desiring properties of SS-VFNAS.

In \([49]\), the authors introduced SimCLR \([57]\) to solve SSNAS tasks. However, as presented in the origin paper, the training process of SimCLR is much computationally inefficient, which requires 32 to 128 cloud TPU cores with relatively-large batch size of 4096. In this work, we employ MoCoV2 \([58], [59]\), which has been proven to be much more efficient. In order to introduce MoCoV2 into the VFNAS framework, we view \( Net_j \) as the MoCoV2 encoder and momentum encoder. MoCoV2 builds representations for high-dimensional inputs such as images by contrastive learning, which are conducted with a dynamic dictionary. MoCoV2 tries to minimize the InfoNCE loss \([60]\)

\[

do_{\text{inf}} = \frac{\exp(q \cdot k_+ / \tau)}{\sum_{i=0}^{K} \exp(q \cdot k_i / \tau)}
\]

(11)

which minimizes the distance between the positive pairs \( q \cdot k_+ \) and maximizes the distances between \( \sum_{i=1}^{K} \exp(q \cdot k_i / \tau) \). Note that \( \tau \) is the temperature, \( q \cdot k_0 \) is a positive pair which prevents the collapse of the loss. MoCoV2 conducts substitute process on the InfoNCE optimization by a \((K+1)\)-way softmax-based classifier that tries to classify \( q \) as \( k_+ \). The dynamic dictionary is a copy of the encoder that is momentum updated by the following:

\[
\theta_k \leftarrow m \theta_k + (1 - m) \theta_q, 0 < m < 1
\]

(12)

where \( \theta_q \) and \( \theta_k \) denote the parameters of the encoder and the momentum encoder respectively.

In the following, we denote the VFL classification loss Eqn. \( 2 \) as \( \ell_{\text{w, A}}(\cdot) \). As a summary, Algorithm \( 1 \) presents the detailed process for SS-VFNAS\(^1\).

Note that SS-VFNAS\(^2\) can be implemented with slight modifications in Algorithm \( 1 \), which only introduces parallel update processes of \( w \) and \( A \) (referring Eqn. \( 6 \)).
Algorithm 1 SS-VFNAS with DARTS

Require: train dataset $\mathcal{D}$, validation dataset $\mathcal{V}$, noise scale $\sigma_1, \sigma_2$, norm bound $C_1, C_2$

1: Self-Supervised NAS:
2: for $j$ in $\{1, \ldots, K\}$ do
3: while not converged do
4: Update $w_j, \alpha_j$ by descending $\ell_{\text{info}}$ (Eqn. 11)
5: end while
6: end for
7: VFNAS:
8: while not converged do
9: Update $\mathcal{A}$ by VFNAS-UPDATE($\mathcal{A}, \mathcal{V}$)
10: Update $w$ by VFNAS-UPDATE($w, \mathcal{D}$)
11: end while
12: procedure VFNAS-UPDATE($p, T$)
13: Forward step:
14: for Party $j$ in $\{1, \ldots, K-1\}$ do:
15: Compute $N_j \leftarrow \text{Net}_j(w_j, \alpha_j; T)$
16: Compute $\tilde{N}_j$ by Eqn. 8 with norm bound $C_1$, noise scale $\sigma_1$
17: Send $\tilde{N}_j$ to party $K$
18: end for
19: Backward step:
20: Party $K$ do:
21: Update $p_K$ by $\ell(p_K, T^K)$ Eqn. 4
22: for $j$ in $\{1, \ldots, K-1\}$ do:
23: Compute $\nabla_\theta \mathcal{L}$
24: Obtain $\tilde{\nabla}_\theta \mathcal{L}$ by Eqn. 8 with norm bound $C_2$ and noise scale $\sigma_2$
25: Send $\tilde{\nabla}_\theta \mathcal{L}$ to party $j$
26: end for
27: Finish update:
28: for Party $j$ in $\{1, \ldots, K-1\}$ do
29: Update $p$ by descending $\left[\nabla_\theta \mathcal{L} \tilde{\nabla}_\theta \text{Net}_j(w_j; \alpha_j; T)\right]$
30: end for
31: end procedure

V. EXPERIMENTS

In this section, we first introduce two datasets for the VFL scenarios by modifying existing datasets. Next, we comprehensively evaluate the performance and efficacy of the SS-VFNAS framework on these datasets. Specifically, we compare SS-VFNAS and its variants to several baselines:

1) Vanilla NAS methods conducted only on party $K$ (which maintains the labels) to demonstrate the superiority of collaborative training over one-party local training, SSNAS.

2) A VFL framework using established network architectures, including ResNet [61], SqueezeNet [62] and ShuffleNet V2 [63], to show that the proposed SS-VFNAS framework can automate the optimization of the network architectures of different parties simultaneously, while achieving state-of-the-art performance.

3) A VFL framework with naive NAS training without self-supervised pre-training, VFNAS.

4) A VFL framework with end-to-end training combining the self-supervised loss and supervised collaborative training loss, VFNAS_E2E.

Finally, we evaluate the trade-off between privacy and performance by adding various levels of privacy budget in SS-VFNAS.

A. Experimental Settings

1) Dataset: Despite the fast growth of research effort on FL, there is still lack of real-world vision dataset and benchmarks for VFL scenarios. Existing works either consider cross-modal problems (i.e., image-text) which limits to two parties or artificially partition one image into multiple segments to simulate multi-party scenarios. In this subsection, we introduce two benchmark datasets that are used for our evaluation, ModelNet40 [64] and CheXpert-14 [65], with tailored modifications to mimic the real-world data distribution.

FedModelNet40 ModelNet is a widely-used 3D shape classification and shape retrieval benchmark, which currently contains 127,915 3D CAD models from 662 categories. We use a 40-class well-annotated subset containing 12,311 shapes from 40 common categories, ModelNet40 [64].

FedCheXpert CheXpert-14 [65] is a large dataset for chest radiograph interpretation, which includes 224,316 chest radiographs of 65,240 patients. We partition the radiograph into two parties: the front view and the lateral view and consider 5 classification challenges, including Cardiomegaly, Edema, Consolidation, Atelectasis and Pleural Effusion [65]. For each classification task, we place corresponding classification head, which is independently connected to the CNN-based backbones. Then the total loss function is calculated as the summation of the losses computed on each task. The dataset contains 11,252 training samples, 11,252 validation samples and 6,126 test samples. We name this dataset FedCheXpert.

2) Architecture Search Space: We adopted the architecture search space used in DARTS and MiLeNAS, which has been proven to be efficient in many NAS tasks. DARTS constructs two different convolution cells to build the entire network structure. Each cell contains different nodes connected by
different operations (e.g., convolution, max pooling, skip connection, zero). Let \( O \) represent the operation set between node \((i, j)\), to make the search space differentiable, DARTS makes softmax relaxation over all possible operations between \((i, j)\):

\[
\bar{o}_{(i,j)} = \frac{\sum_{o \in O} \exp(\alpha_{(i,j)} o \cdot (x))}{\sum_{o' \in O} \exp(\alpha_{(i,j)} o' \cdot (x))}
\]

where the architecture weights is parameterized by searching over the differentiable vector space \( \alpha_{(i,j)} \).

3) Parameter Settings: In the search process, the network outputs \( \bigcup_{j=1}^{K} N_j \) are the visual representations in MoCoV2, protected by various levels of noise. Each \( \bigcup_{j=1}^{K} N_j \) is set 64-dimensional. Other parameter settings are introduced from the original paper of MiLeNAS [50] and DARTS [59].

In the architecture evaluation process, we adjust the number of stacked layers of the searched architectures in order to generate and evaluate various architecture complexity and performance, including SS-VFNAS-S with 4 layers, SS-VFNAS-M with 8 layers and SS-VFNAS-L with 14 layers. The classification net \( Net_c \) contains two fully-connected layers with 512 and 128 neurons, using \( \tanh \) activation function.

For the manually-designed network, we replace \( Net_j \) with the corresponding networks. We keep the network settings in \( Net_c \) in order to make fair comparisons. In order adjust to the NVIDIA GTX 2080Ti GPU used, we fix the batch size to be 32.

B. Experiment Results

1) Effectiveness of SS-VFNAS: Table I presents the Top-1 and Top-5 accuracy results of SS-VFNAS variants and some existing popular networks, including ResNet [61], SqueezeNet [62] and ShuffleNet V2 [63], obtained on a two-party VFL experiments on FedModelNet40. Table II is the accuracy and AUC results obtained on different tasks in FedCheXpert.

As can be seen in Table I and II, SS-VFNAS and its variants are efficient in finding promising architectures. Compared with ResNet, SqueezeNet and ShuffleNet V2, SS-VFNAS can reach comparable or superior performance with much smaller network architectures.

Notice that the architectures stacked the most layers including SSNAS-L, VFNAS-L, SS-VFNAS-L do not always achieve the best results, indicating that bigger network architectures are not necessarily the best choices. In order to better illustrate the model efficiency, we present Fig. 4 which compare various models from the perspectives of both accuracy and model size. It can be observed that with the ability of simultaneously searching for the optimal architectures for different parties, SS-VFNAS obtains the best model accuracy and efficiency among all algorithms, followed by VFNAS-type algorithms which achieve slightly lower accuracy but also compact architectures. Fig. 5 visualizes the differences in the optimal architectures obtained by SS-VFNAS\(^1\)-M between the two collaborating parties (party 5 and 6) on FedModelNet40. We observe from Fig. 5 that the optimal architectures for different parties may not necessarily be the same, even though the image data are from different angles of the same object, which demonstrates that manually designing identical networks for different parties is not the optimal choice.

2) The Impact of Number of Parties: In this section, we show the essentiality of SS-VFNAS by answering the following question: from the perspective of party \( K \), is it more beneficial to cooperate with some of the parties in \( \bigcup_{j=1}^{K-1} j \) within SS-VFNAS than simply carrying out classification task using its own data?

We evaluate the impact of number of parties using various network backbones, i.e., ResNet [61], SqueezeNet [62] and ShuffleNet V2 [63], as well as automated approaches including VFNAS\(^1\), VFNAS\(^2\) and SS-VFNAS\(^1\) and SS-VFNAS\(^2\). After the architecture search process on the training and validation
TABLE I: Test Accuracy on FedModelNet40 of SS-VFNAS variants and some popular backbone architectures, including ResNet, SqueezeNet and ShuffleNet V2. #P and #F represent the parameter size (MB) and the FLOPS(M). The results in bold denote the best ones obtained in the corresponding Top-1 or Top-5 accuracy.

| Model Type | #P  | #F  | Top-1(%) | Top-5(%) |
|------------|-----|-----|----------|----------|
| ResNet18 manual | 11.2 | 1818 | 81.87 | 95.25 |
| ResNet34 manual | 21.3 | 3670 | 81.31 | 95.25 |
| ResNet50 manual | 23.6 | 4109 | 81.18 | 95.62 |
| ShuffleNet V2 manual | 1.32 | 147 | 79.00 | 94.56 |
| SqueezeNet manual | 0.77 | 742 | 78.94 | 95.63 |
| VFNAS1-S Auto | 1.13 | 172 | 82.79 | 95.64 |
| VFNAS1-M Auto | 2.29 | 332 | 83.88 | 97.12 |
| SS-VFNAS1-M Auto | 4.72 | 539 | 83.01 | 96.50 |
| SS-VFNAS1-L Auto | 1.12 | 172 | 82.79 | 95.64 |
| SS-VFNAS1-M Auto | 2.29 | 332 | 83.88 | 97.12 |
| SS-VFNAS1-L Auto | 4.72 | 539 | 83.01 | 96.50 |
| SS-VFNAS2-S Auto | 1.06 | 161 | 81.43 | 95.68 |
| SS-VFNAS2-M Auto | 2.32 | 321 | 82.31 | 95.45 |
| SS-VFNAS2-L Auto | 4.54 | 531 | 82.19 | 96.53 |
| SS-VFNAS3-S Auto | 1.07 | 172 | 82.38 | 95.40 |
| SS-VFNAS3-M Auto | 2.32 | 321 | 82.31 | 95.45 |
| SS-VFNAS3-L Auto | 3.88 | 519 | 81.43 | 95.07 |
| SS-VFNAS4-S Auto | 1.06 | 161 | 81.43 | 95.68 |
| SS-VFNAS4-M Auto | 2.32 | 321 | 82.31 | 95.45 |
| SS-VFNAS4-L Auto | 3.88 | 519 | 81.43 | 95.07 |

TABLE II: Test Accuracy on FedCheXpert, including SS-VFNAS variants and some popular backbone architectures. #P represents the parameter size (MB) of the corresponding backbones. The results in bold denote the best one obtained in the corresponding test accuracy. Mean represents the average test accuracy or AUC results.

| Model Type | #P  | Cardiomegaly | Edema | Consolidation | Atelectasis | Pleural Effusion | Mean |
|------------|-----|--------------|-------|--------------|-------------|----------------|------|
| ResNet18 Manual | 11.2 | 0.904 | 0.838 | 0.896 | 0.848 | 0.942 | 0.698 | 0.771 | 0.830 | 0.878 | 0.869 | 0.797 |
| ResNet34 Manual | 21.3 | 0.901 | 0.836 | 0.899 | 0.843 | 0.942 | 0.708 | 0.720 | 0.829 | 0.873 | 0.869 | 0.796 |
| ResNet50 Manual | 23.6 | 0.902 | 0.817 | 0.895 | 0.830 | 0.943 | 0.686 | 0.769 | 0.708 | 0.820 | 0.858 | 0.866 | 0.780 |
| SqueezeNet Manual | 0.8 | 0.903 | 0.823 | 0.894 | 0.835 | 0.943 | 0.683 | 0.772 | 0.703 | 0.814 | 0.857 | 0.865 | 0.780 |
| SSNAS-M Auto | 2.4 | 0.900 | 0.846 | 0.889 | 0.846 | 0.943 | 0.724 | 0.771 | 0.726 | 0.830 | 0.883 | 0.866 | **0.805** |
| SSNAS_E2E-M Auto | 2.3 | 0.902 | 0.834 | 0.893 | 0.838 | 0.943 | 0.698 | 0.770 | 0.713 | 0.823 | 0.880 | 0.866 | 0.793 |
| VFNAS3-M Auto | 2.4 | 0.903 | 0.844 | 0.893 | 0.842 | 0.943 | 0.705 | 0.770 | 0.720 | 0.838 | 0.883 | 0.869 | 0.799 |
| VFNAS3-L Auto | 2.4 | 0.903 | 0.842 | 0.893 | 0.844 | 0.942 | 0.709 | 0.772 | 0.718 | **0.840** | 0.889 | 0.870 | 0.800 |
| SS-VFNAS1-M Auto | 2.3 | **0.907** | 0.848 | 0.898 | 0.846 | 0.943 | 0.716 | **0.779** | **0.727** | 0.839 | **0.890** | **0.873** | **0.805** |
| SS-VFNAS2-M Auto | 2.4 | 0.903 | 0.840 | 0.897 | 0.849 | 0.943 | 0.702 | 0.776 | 0.727 | 0.836 | 0.889 | 0.871 | 0.802 |

As can be seen from Fig. 6, the test accuracy is gradually improved by adding more participating parties, which is also consistent with the conclusions obtained in [66], demonstrating that SS-VFNAs is capable of extracting complementary information of the multi-view images distributed among parties \{1, \ldots, K\}. In addition, we observe that the performance of SS-VFNAs and its variants is consistently higher than other methods, followed by VFNAS-algorithms, demonstrating the effectiveness of our proposed SS-VFNAs. Since more parties involved means higher computation and communication complexity, for the rest of our experiments, we conduct the
two-party experiments on FedModelNet40 dataset with the participant of parties 5 and 6.

3) Communication Efficiency: Although gradient-based NAS approaches have been proven to be relatively computationally efficient, they are still very expensive to achieve state-of-the-art performance. If multiple parties perform collaborative NAS training, it will require prohibitive communication overhead. One of the most critical goals of VFNAS is to obtain reasonable performance with as few communication rounds as possible.

In this section, we aim to evaluate the communication efficiency of different SS-VFNAS algorithms on the FedModelNet40 dataset, including VFNAS$^1$-M, VFNAS$^2$-M, SS-VFNAS$^1$-M, SS-VFNAS$^2$-M, and VFNAS_E2E-M, where VFNAS_E2E-M represents an end-to-end training approach which parties collaboratively train a model with an objective that combines the unsupervised and supervised loss as:

$$\min_{w,A} w, A + \gamma w, A \gamma > 0$$  \hspace{1cm} (14)

In the following evaluation, the hyper-parameter $\gamma$ is set to be 0.1.

Fig. 7 visualizes the training loss and the validation accuracy of SS-VFNAS variants with respect to the communication rounds in a two-party VFL. Table III presents the total communication rounds and time consumed, as well as the model size (the number of parameters) to converge. In order to avoid stochastic deviation, we view each algorithm converged only if its validation accuracy stops improving after more than 5 iterations.

TABLE III: The communication rounds that different algorithms require to converge.

| Model          | Parameter size(MB) | Communication_round |
|----------------|--------------------|---------------------|
| VFNAS$^1$-M   | 2.25               | 11484               |
| VFNAS$^2$-M   | 2.32               | 5742                |
| SS-VFNAS$^1$-M| 2.29               | 8712                |
| SS-VFNAS$^2$-M| 2.91               | 4950                |
| VFNAS_E2E-M   | 2.34               | 17424               |

From Fig. 7 and Table III, the following observations are made:

1) VFNAS$^2$-M and SS-VFNAS$^2$-M need about half of the communication rounds that VFNAS$^1$-M and SS-VFNAS$^1$-M need to reach the same accuracy level, indicating that the parallel execution of the update of $w$ and $A$ can speed up the training process, as explained in subsection IV-B in detail.

2) SS-VFNAS$^1$-M and SS-VFNAS$^2$-M require much less communication rounds than VFNAS$^1$-M and VFNAS$^2$-M, respectively, demonstrating that executing VFNAS as a downstream task of SSNAS can greatly improve its communication efficiency; On the other hand, VFNAS_E2E-M requires the most communication rounds to converge and appears to reach a lower accuracy, possibly because employing an end-to-end loss like Eqn. 14 adversely affect the training towards the supervised learning objective.

4) Learning with Limited Overlapping Samples: In VFL scenarios, a prerequisite is to have sufficient overlapping samples and labels with distributed features. However labels are often expensive to obtain, and as the number of parties grow in VFL, the number of overlapping samples may decrease dramatically. Unsupervised or self-supervised training can help to eliminate the dependency on labels or large number of overlapping samples. One of the advantages of performing self-supervised learning at each local party before conducting federated learning is the transferability of the pre-trained architectures. For a K-party federation, we first obtain K self-learned representations from each party’s data, respectively. Then we use these representations to perform various downstream tasks. This can greatly improve the scalability of VFL tasks. As we demonstrated below, even using representations self-learned from different domains, parties can still perform downstream VFL tasks with higher accuracy than using only limited data from only the task domains. Here, we consider a scenario where only limited overlapping samples (90% less than previous experiments) and labels are available in a two-party VFL whereas each party holds a large number of non-overlapping non-labeled data, see Fig 8. Note such a scenario has also been proposed in previous work for the study of FTL [14]. Specifically, we studied the following settings:

- SS$^{c+c}$-VFNAS$^1$. Each party performs self-supervised learning with its respective samples from FedCheXpert.
(a) Model performance on FedModelNet40.

(b) Model performance on FedCheXpert.

Fig. 6: Test Accuracy for different number of participant parties on FedModelNet40 and FedCheXpert.

(a) Training Loss.

(b) Validation Accuracy.

Fig. 7: Communication efficiency of various algorithms for a two-party VFL setting on FedModelNet40.

Then with the learned representations, they perform VF-NAS on the 10% overlapping samples (Fig. 8);

• SS\textsuperscript{c}+\textsuperscript{m}.VFNAS\textsuperscript{1}. Similar to the previous setting, except that only one party holds samples from FedCheXpert and the other holds samples from FedModelNet40, with which they pre-train self-supervised representations and architectures.

We compared the performance of the above settings to that of the settings with only the limited overlapping samples but no other alternative data, with and without self-supervised training. The results are shown in Table IV. From Table IV we observe that the performance of SS-VFNAS\textsuperscript{2} and VFNAS\textsuperscript{1} are not as good as its counterparts in Table II due to the reduction of training samples; However, both SS\textsuperscript{c}+\textsuperscript{m} .VFNAS\textsuperscript{1} and SS\textsuperscript{c}+\textsuperscript{m} .VFNAS\textsuperscript{2} outperform SS-VFNAS\textsuperscript{1}, by a greater margin than that of the case with 100% overlapping samples as in Table II, showing that the benefit of SS-VFNAS is more pronounced as the number of overlapping samples decrease. In addition, the performance of SS\textsuperscript{c}+\textsuperscript{m} .VFNAS\textsuperscript{1} is comparable to SS\textsuperscript{c}+\textsuperscript{c} .VFNAS\textsuperscript{1}, which demonstrates that the architectures and representations obtained by self-supervised learning can provide sufficiently-good initial architectures for downstream tasks, even when the pre-trained data set at some parties is from a different domain.

5) Performance and Privacy Level Trade-off: In this section, the influence of adding differential privacy to the transmitted messages on the model performance is studied. The experiment is conducted on FedModelNet40 with VFNAS\textsuperscript{1}-M, VFNAS\textsuperscript{2}-M, SS-VFNAS\textsuperscript{1}-M and SS-VFNAS\textsuperscript{2}-M algorithms. A Gaussian differential private mechanism is employed both in the searching and the evaluation processes and the noise variance ranges are chosen from \{0, 1, 3, 10\}. We compare the test accuracy obtained by different algorithms in Fig. 9. Note that we also present the result of the VFNAS and SSNAS, which is conducted on the party having the labels. Fig. 9 shows the test accuracy obtained by these algorithms with different noise variances.

Fig. 8: A two-party VFL setting with only 10% aligned FedCheXpert samples.

Fig. 9: Test Accuracy of different algorithms with different noise variances. The black line represents the baseline test accuracy of SSNAS on the data of party 6.
TABLE IV: Evaluations of SS-VFNAS\textsuperscript{1}, SS\textsuperscript{c+c}-VFNAS\textsuperscript{1} and SS\textsuperscript{c+m}-VFNAS\textsuperscript{2} on FedCheXpert with 10% overlapping samples. The results in bold denote the best one obtained in the corresponding test accuracy.

| Model           | #P | Cardiomegaly | Edema | Consolidation | Atelectasis | Pleural Effusion | Mean     |
|-----------------|----|--------------|-------|---------------|-------------|-----------------|----------|
|                 |    | Acc          | AUC   | Acc           | AUC         | Acc             | AUC      |
| VFNAS\textsuperscript{1} | 2.4 | 0.886        | 0.702 | 0.887         | 0.760       | 0.942           | 0.622    |
| SS-VFNAS\textsuperscript{1} | 2.4 | 0.894        | 0.774 | 0.887         | 0.791       | 0.942           | 0.624    |
| SS\textsuperscript{c+c}-VFNAS\textsuperscript{1} | 2.4 | 0.897        | 0.783 | 0.888         | 0.793       | 0.943           | 0.635    |
| SS\textsuperscript{c+m}-VFNAS\textsuperscript{2} | 2.3 | 0.896        | 0.776 | 0.888         | 0.803       | 0.943           | 0.639    |

In practice, the larger the variance of differential privacy noise, the stronger the privacy level. However, large noise variance may greatly degrade the model performance of VFL framework. As shown in the figure, when noise variance reaches 10, the model performance degrades to the point that it is comparable to the SSNAS baseline, and the benefits of VFL vanish. Another key observation from Figure 2 is that SS-VFNAS achieves much higher accuracy at the same privacy budget than VFNAS, and the privacy savings amplify as the noise level increases, thanks to the communication savings of SS-VFNAS.

VI. CONCLUSIONS AND FUTURE WORK

In this work, we propose a self-supervised vertical federated NAS method, SS-VFNAS, for multi-domain image classification problems with data privacy preservation. With SS-VFNAS, model designers from different parties can simultaneously optimize their corresponding network architectures without sacrificing data privacy. SS-VFNAS can incorporate different NAS algorithms. We demonstrate the superior performance, efficiency, transferability and scalability of the proposed SS-VFNAS under various privacy levels. Future work includes further improvement of communication efficiency by adopting accelerated convergence methods such as proximal loss [17], and co-optimization of model performance and local computation resources.
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