Network Modularity Controls the Speed of Information Diffusion
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The rapid diffusion of information and the adoption of ideas are of critical importance in situations as diverse as emergencies, collective actions, or advertising and marketing. Although the dynamics of large cascades have been extensively studied in various contexts, few have systematically examined the impact of network topology on the efficiency of global diffusion. Here, by employing the linear threshold model on networks with communities, we demonstrate that a prominent network feature—the modular structure—strongly affects the speed of diffusion at global scale. Our simulation results show that, when global cascades are enabled, there exists an optimal network modularity for the most efficient information spreading process. Beyond this critical value, either a stronger or a weaker modular structure actually hinders the speed of global cascades. These results are further confirmed by predictions using an analytical approach. Our findings have practical implications in disciplines from marketing to epidemics, from neuroscience to engineering, where the understanding of the structural design of complex systems focuses on the efficiency of information propagation.

The spread of information in complex networks controls or modulates fundamental processes that can have local effects on individual actors and groups thereof, and macroscopic effects on the whole system (e.g., global information cascades). Information diffusion has been studied by drawing analogies with epidemics. Many social behaviors, for example, act like infectious diseases: once triggered, they can spread to the entire population in a very short amount of time, generating a contagion process similar to an epidemic outbreak. Examples include collective actions such as voting and participation in social movements, the adoption of innovations such as vaccination and emerging technologies, the diffusion of viral memes in social media, and the spread of norms and cultural fads. The dynamics of these intriguing and complex phenomena have attracted research interest from a number of disciplines [2, 5, 6, 14, 15, 34].

There are two major models for the study of information diffusion: the independent cascade model and the linear threshold model. The former assumes that, similar to epidemic transmission, each exposure is independent from each other and a person only has one chance to “infect” their neighbors [14, 21]. The latter postulates that social reinforcement, or exposure to multiple sources, is needed in the contagion process and each person has a threshold to be met for successful adoption [16, 36]. The independent cascade model suits well with the simple contagion scenario, where the goal is to inform people rather than to convince them to take actions [15]. It thus has been adopted in the study of word-of-mouth spreading and viral marketing [14, 23]. However, some studies revealed that the threshold model is more applicable to the spread of risky or contentious social behaviors for which each additional exposure increases the likelihood of adoption [1, 4, 25, 31, 36]. This is sometimes referred to as complex contagion.

Social behavior spreads through social contacts, thus the structure of the underlying social network plays an important role in the process of information diffusion [2, 22, 29, 36]. Recent studies have examined the effects of different network properties on the dynamics of information diffusion [10, 14, 22, 36].

One prominent network feature is modular structure—the separation of a network into several subsets of nodes within which connections are dense, but between which connections are sparser [9, 27]. Note that we distinguish modular structure from another concept, clustering, which refers to the network transitivity and is quantified by the clustering coefficient [11, 37]. Networks with many “bridges” connecting nodes in different communities tend to have low network modularity [11, 28].

The strength of weak ties theory suggests that, networks with weak modular structure will promote both the scale and the speed of information diffusion since enough shortcuts, that tend to be weak ties, link relatively-separated groups and diffuse information across communities [15, 37]. In contrast, the weakness of long ties theory predicts that, in the case of complex contagion where the adoption requires multiple exposures, networks with strong modular structure, and thus an abundance of strong ties, can enhance the spread of certain social behaviors [3, 4]. The two competing hypotheses based on prior theoretical work manifest the interplay between social reinforcement and network modularity in most real social networks. Yet, empirical studies seem to reveal inconsistent results regarding the role played by community structure in complex contagion [3, 32, 38]. Recent findings reveal that network modularity plays two different roles in information diffusion, namely (i) enhancing intra-community spreading, and (ii) hindering inter-community spreading [26], providing an in-principle unifying explanation to the competing empirical evidence.
Overall, prior work on the relationship between network modularity and large cascades has mainly focused on one aspect of information diffusion—the size of global cascades, i.e., the total number of “infected” individuals in the steady state. Another important cascade feature—the efficiency of the diffusion process, i.e., the total time it takes to reach the steady state—has been underexplored [8, 17, 19, 40]. A better understanding of the speed of information diffusion can have many practical implications, such as informing the design of communication networks where the efficiency of information diffusion needs to be prioritized. For instance, a get out to vote campaign on election day may need to be optimized for adoption speed since the operation will be useless after the election is over.

The extant literature has also demonstrated how insights about the interplay between network modularity and information spread can provide a principled understanding of various complex system dynamics, from characterizing how brain connectomics facilitates information diffusion [24], to optimizing immunization strategies for public health and animal welfare [33, 39].

Here, by utilizing the linear threshold model [16, 36], we systematically examine the effects of network modularity on the speed of information diffusion. We show that, in complex networks, there exists an optimal amount of modularity for the most efficient information diffusion at global scale.

In the linear threshold model, a node can be in two states: either active or inactive. Each node $a$ is assigned a threshold $\theta_a$ uniformly at random from the interval $[0,1]$. Initially all nodes are inactive. At time step $t = 0$, a fraction $\rho_0$ of $N$ nodes (the seeds) are switched into active state. In the subsequent time steps, a node can become active if its fraction of active neighbors exceeds the threshold, and it stays active forever once being activated. Following these rules, we update a fraction $f$ of all nodes (selected randomly) at each step. In the synchronous updating scenario, where $f = 1$, the contagion process unfolds in a deterministic manner until the network reaches the steady state [21, 26, 36]. This model can be adapted to the case of asynchronous updating by setting $f < 1$. We assume that all nodes have the same threshold $\theta$ [26, 35].

We adopt the stochastic block model to generate networks with community structure [18]. The underlying network consists of $N$ nodes partitioned into $d$ communities $\{C_1, C_2, \ldots, C_d\}$. Each community $C_i$ has a specified degree distribution $p_k^{(i)}$ and a mean degree $z^{(i)} = \sum k p_k^{(i)}$. The edges in the network are randomly distributed according to a $d \times d$ mixing matrix $e$, with $e_{ij}$ defined as the fraction of edges that connect nodes in $C_i$ to nodes in $C_j$. Although studies have indicated that tie strength is an important factor in modeling information diffusion [14, 29], here we consider edges to be unweighted, due to the unclear relationship between tie strength and network topology—some studies argue that strong ties mostly reside within tightly knit clusters and weak ties tend to link together distant communities [4, 14, 15, 29], while other empirical work reveals the opposite conclusion in social and scientific collaboration networks [7, 20, 30].

We use numerical simulations to compare the speed of diffusion across an ensemble of networks with different strength of network modularity. For simplicity, here we consider the case of two communities: let $d = 2$ and $|C_1| = |C_2| = N/2$. The following method, however, can be generalized to networks with an arbitrary number of communities (see Supplementary Information). We assume $p_k^{(1)}$ and $p_k^{(2)}$ both follow a Poisson distribution, with $z^{(1)} = z^{(2)} = z$. The expected total number of edges is: $M = z N/2$. Let $\mu M$ edges be randomly distributed between $C_1$ and $C_2$, and the remaining $(1 - \mu M)$ edges be randomly placed between node pairs in the same community, thus $e = \frac{1}{2} \left[ 1 - \frac{\mu}{\mu + 1} \right]$. Here $\mu$ controls the strength of network modularity which turns out to be $Q = 1/2 - \mu$.

A larger $\mu$ gives a network with weaker network modularity since there are more edges running between two communities. Initially, the seeds are randomly selected from $C_1$ ($p_0^{(1)} = 2 \rho_0, \rho_0^{(2)} = 0$). For each $\mu$, we run 100 simulations, with each assuming a different realization of the network and the seeds. We measure the total time $t_s$ it takes to reach steady state and the total fraction $\rho_s$ of active nodes across the network at $t_s$.

We also study the dynamics in our system analytically. The topology of such a network can be well approximated by a tree structure with infinite depth and a single node at the top, a.k.a. a tree-like approximation [12, 13]. The top node is connected to $k_a$ neighbors at the next lower level, while any other node at level $n$ is connected to $k_a - 1$ neighbors at level $n - 1$, where $k_a$ is the degree of node $a$. We update the network from the bottom level ($n = 0$) to the top level ($n \to \infty$), one level at a time, according to the linear threshold diffusion model. Given an inactive node in $C_i$ at level $n+1$, the probability of reaching an active child at level $n$ by following an edge is

$$q_n^{(i)} = \frac{n+1}{n} \sum_{j} e_{ij} q_n^{(j)} - \frac{1}{n} \sum_{j} e_{ij} q_n^{(j)},$$

(1)

with $q_n^{(i)}$ being the probability that a node in $C_i$ at level $n$ is active, conditioning on its parent at level $n+1$ being inactive. Note that $q_n^{(i)}$ applies to nodes at any level except the top node since it has no parent in the tree. Here $q_0^{(i)} = \rho_0^{(i)}$, and the updating equation for $q_n^{(i)}$ is

$$q_n^{(i)} = \rho_0^{(i)} + (1 - \rho_0^{(i)}) \sum_k p_k^{(i)} \sum_{m=|mk|}^{k-1} \frac{1}{m} \left( \begin{array}{c} k-1 \cr m \end{array} \right) (q_m^{(i)})^m \times (1 - q_n^{(i)})^{k-1-m} \equiv g^{(i)}(q_n^{(i)}),$$

(2)
where $\tilde{p}_k^{(i)}$ is the probability that a node in $C_i$ reached by following an edge from its inactive parent has degree $k$, thus $\tilde{p}_k^{(i)} = k p_k^{(i)}/c^{(i)}$ [27].

Eq. 2 is the sum of two scenarios: (i) the probability that the node is among the seeds ($\rho_0^{(i)}$), and (ii) the probability that the node is not among the seeds ($1 - \rho_0^{(i)}$) but is connected to at least $[bk]$ active children (the second summation, note that this node connects to $k-1$ children), summed over all possible degrees $k$ of that node (the first summation).

Similar to $q_m^{(i)}$, the fraction of active nodes in $C_i$ at level $n$ can be approximated as the probability that the top node is active, assuming that it resides at level $n$ and is in $C_i$ (note that the top node connects to $k$ children):

$$p_n^{(i)} = \rho_0^{(i)} + (1 - \rho_0^{(i)}) \sum_k p_k^{(i)} \sum_{m=\lfloor bk \rfloor}^k \left( \frac{k}{m} \right) (\tilde{q}_n^{(i)})^m$$

The total fraction of active nodes in the whole network at level $n$ is the probability that the top node is active and can be calculated as: $\rho_n = \sum_i p_n^{(i)} \rho^i / N$.

In asynchronous updating, the tree level $n$ used in the above derivation can be directly mapped to the time step $t$ used in simulations [12], thus the speed of diffusion in $C_i$ at time $t$ can be approximated as: $v_t^{(i)} = dp_t^{(i)}/dt = [P_t^{(i)} - P_0^{(i)}/1]$, where the notation $[1]$ stands for max(0, -). The diffusion speed $v_t$ in the whole network at time $t$, the total diffusion time $t_s$, and the average speed $\bar{v}$ are

$$v_t = \sum_i \frac{N^{(i)} }{N} v_t^{(i)}, \quad t_s = t | v_t = 0, \quad \bar{v} = \frac{\rho_{ts} - \rho_0}{t_s}. \quad (4)$$

These equations can be adapted for asynchronous updating, provided that the fraction $f$ of nodes updated at each time step is sufficiently small such that they may be considered to be independent of each other [12]. We introduce the following notation: $\tilde{q}(t)$, $q(t)$ and $\rho(t)$. The evolution equations for asynchronous updating are

$$\tilde{q}^{(i)}(t+1) = \frac{1}{d} \sum_{j} e_{ij} q^{(i)}(t), \quad (5)$$

$$d\tilde{q}^{(i)}/dt = f[q^{(i)}(\tilde{q}^{(i)}(t+1)) - q^{(i)}(t)]^+, \quad (6)$$

$$v^{(i)}(t) = dp^{(i)}(t)/dt = f[h^{(i)}(\tilde{q}^{(i)}(t+1)) - \rho^{(i)}(t)]^+, \quad (7)$$

with $q^{(i)}(0) = \rho^{(i)}(0) = \rho_0^{(i)}$. The speed is calculated as,

$$v(t) = \sum_i \frac{N^{(i)} }{N} v^{(i)}(t), \quad \bar{v} = \frac{\rho_{ts} - \rho(0)}{t_s}. \quad (8)$$

Fig. 1 displays an interval of network modularity that can trigger global cascades, which concurs with the findings in [26]. Intuitively, one would imagine that a stronger modularity (smaller $\mu$) increases diffusion speed in $C_1$ since nodes in $C_1$ are exposed to more seeds, while a weaker modularity (larger $\mu$) increases diffusion speed in $C_2$ because more bridges connect nodes in $C_2$ to the seeds. This observation, however, raises the following question: is there an ideal network modularity at which the global cascade reaches the highest diffusion speed?

Let us first analyze the behavior of our system when only local diffusion is possible. Fig. 1 indicates that, when the network modularity is too strong (very small $\mu$), information only spreads among nodes in $C_1$ due to the lack of bridges between two communities, thus decreasing modularity (increasing $\mu$) decreases the average diffusion speed because it takes longer for spreading in $C_1$ and the cascade size stays the same.

When a global cascade is achieved, however, there is a quadratic relationship between diffusion speed and network modularity: decreasing modularity first increases the average diffusion speed, but only up to a critical point, after which a further reduction in modularity slows down the overall diffusion dynamics. The global cascade thus reaches its highest average speed at the optimal network modularity ($\mu = 0.17$). The analytical predictions show excellent agreement with the simulations (Fig. 1).

Next, we analyze the cascade dynamics in more detail to understand this phenomenon. Fig. 2 shows the diffusion speed per time step in each community, for three different levels of network modularity. The time lags of
spreading in two communities can help us to explain the influence of network modularity on the average diffusion speed of global cascades.

At $\mu = 0.13$, we reach the lower bound of the window for global cascades. However, the time difference between $C_1$ and $C_2$ is the longest: the spreading in $C_2$ merely gets started after $C_1$ reaches steady state (Fig. 2a). Thus the relatively long diffusion time in $C_2$ is the bottleneck for the average diffusion speed at global scale.

One may, therefore, predict that the highest average diffusion speed can be achieved when the time lag between the two communities is reduced as much as possible. For instance, since the time difference to finish spreading at $\mu = 0.21$ (Fig. 2c) is shorter than that at $\mu = 0.17$ (Fig. 2b), the average diffusion speed would be predicted to be faster in the former case (Fig. 2c). However, such an inference is incorrect, as the diffusion at $\mu = 0.21$ takes longer time than the scenario when $\mu = 0.17$, for which the global cascade finishes in the shortest amount of time.

Comparing the optimal network modularity (Fig. 2b) to the first scenario (Fig. 2a), it takes slightly more time to finish spreading in $C_1$, due to the decreasing number of edges in $C_1$. But the increasing connections between the two communities reduces the diffusion time in $C_2$. The time lag between $C_1$ and $C_2$ is much shorter, but not close to zero. Fig. 2 indicates that, at this optimal network modularity, neither $C_1$ nor $C_2$ achieves its highest diffusion speed, but both are pretty close to it, resulting in the most efficient global cascade.

Figure 2. Cross sections of three different $\mu$ values in Figure 1 that enable global cascades. (a-c) The diffusion speed $\bar{v}(t)$ in $C_1$ and $C_2$ as a function of time step $t$. (d-f) Same as (a-c), but for the cumulative cascade size $\bar{p}(t)$. The theoretical predictions of Eqs. 7 (curves) show excellent agreement with the numerical simulations (symbols), averaged over 100 runs. The optimal $\mu = 0.17$ achieves the shortest total diffusion time, thus the highest average diffusion speed.

However, at $\mu = 0.21$, the further reduction of the number of edges in $C_1$ slows down the speed of local spreading in $C_1$, and this becomes the bottleneck of the average speed in global scale. Although, under this condition, $C_1$ and $C_2$ reach the steady state almost concurrently (with a time lag close to zero), it cannot counteract the increase in diffusion time of both communities (Fig. 2c).

Fig. 3 shows two phase diagrams of the average diffusion speed $\bar{v}$ as a function of the seed size $\rho_0$ and the threshold $\theta$, respectively. It shows that, in the region of global cascades, there always exists an optimal network modularity for the most efficient information diffusion, and this critical value of $\mu$ depends on both $\rho_0$ and $\theta$.

Notice that, in Fig. 3a, a minimal seed size is needed to trigger global cascades, and once above this threshold, when $\rho_0$ is not too large (e.g., $\rho_0 = 0.1$), the average speed of global diffusion first increases and then decreases as one reduces the community strength (increasing $\mu$), resulting in an intermediate value of $\mu$ as the optimal modularity. However, when $\rho_0$ is sufficiently large (e.g., $\rho_0 = 0.2$), the average speed of global cascades always increases as one increases the number of cross-community links, making the network with no-community structure ($\mu = 0.5$) the ideal case for the most efficient spreading process. This can be explained by the fact that, when increasing $\mu$ never blocks local spreading in $C_1$ as a result of the presence of enough seeds in $C_1$, more external links are always going to make the diffusion faster in $C_2$. Similar phases can be obtained for the threshold $\theta$ when the seed size is fixed (Fig. 3b).

Although the results presented here are based on random networks with two communities and a fixed number of nodes and a specific average degree, our findings generalize to scale-free networks with arbitrary number of communities, different network sizes, and variable average degrees, based on both analytical predictions and...
simulations. We also examined conditions with different seed placements and cases when the seeds are randomly selected across the whole network, and obtained consistent results (see Supplementary Information).

In conclusion, we investigated the effect of community structure, as measured by network modularity, on the speed of information cascade. Through simulations and analytical approximations, we demonstrate that, when global cascades are enabled, there always exists an optimal strength of network modularity—under which information diffuses at the highest speed globally. We demonstrate that such an efficient spreading behavior is achieved by making the right compromise between internal connectivity and cross-community bridges for synchronized spreading in different communities.

This framework can allow the study of many naturally-occurring complex systems in biological, animal, and human networks, and enable the understanding of evolutionary dynamics in complex networks exhibiting a certain level of network modularity that facilitates or hinders information diffusion speed. For example, network modularity has already been used to study brain connectomics and to explain global cascades [24], but the role of information diffusion speed in this context is unexplored.

From a practical standpoint, our framework has many potential applications. For example, it may help to design better organizational structure for institutions where the efficiency of information diffusion is important. Drawing on the communication network of employees in a company (e.g., from email or instant messaging), managers could make office assignments such that the optimal amount of modularity in the communication network is achieved, and thus making the information flow more efficient. Analogously with transportation networks, urban planners may account for the modular structure of the system to increase (decrease) modularity in order to obtain more efficient traffic flows.

From a methodological standpoint, by incorporating the effect of network modularity on the speed of information diffusion, machine learning algorithms can utilize network modularity to better predict the speed of global cascades. Last but not least, this study has implications for online advertising. For instance, a common social media marketing strategy is to promote a product by holding a raffle among users who shared the post within a fixed time window. Our study suggests that advertisers may try to target social networks with a good level of modular structure to achieve the fastest spreading process and therefore to maximize the number of informed audiences.

Future work of this study can focus on the empirical validation of the relationship between network modularity and the efficiency of information diffusion, and to examine its variations by considering different diffusion mechanisms on networks with more complex structure such as the hierarchical organization of communities.
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I. INTRODUCTION

The network representation of social relationships between people is a core ingredient in modeling the dynamics of information diffusion since the adoption of ideas or social behaviors are often influenced by one’s social neighbors. Therefore the structure of the underlying social network strongly affects the process of information diffusion. In this paper, we study how a salient network property—the modular structure—influences the speed of information diffusion by using the linear threshold diffusion model on networks with varying degree of network modularity. Through both numerical simulations and an analytical approach, we demonstrate that there exists an optimal network modularity for the most efficient information diffusion at global scale.

In this supplementary document, we provide further evidence to support our findings by exploring the behavior of our diffusion model under more general conditions with a wide range of parameters. We investigate the speed of information diffusion on modular networks with varying (i) average degree $z$, (ii) anti-modular structure $u$, (iii) network size $N$, and (iv) number of communities $d$. Additional, we report results based on networks with power-law distributions for both the node degrees and the community sizes, and we further generalize to cases where the seed nodes are randomly selected from the whole network instead of from a single community.

II. RESULTS

A. Average degree

Figure S1 shows the approximated average diffusion speed as a function of the seed size and the network modularity, on networks with different average degrees. Figure S2 shows the simulation results based on networks with $z = 100$. The results indicate that, as one increases the average degree, the minimal number of inter-community edges required for global cascades also increases, so does the minimal number of seeds. This is expected since more active neighbors are needed to achieve the same adoption threshold when the neighbor size increases.

However, the optimal network modularity for the highest speed of information diffusion always exists when global cascades are enabled. And the optimal value depends on the seed size, which agrees with our findings in the main text. In other words, the average degree does not change the behavior of our system qualitatively.
B. Anti-modular network and seed arrangement

Although our focus is on networks with community structure, it is intriguing to examine the diffusion dynamics on anti-modular networks. Figure S3 shows the average speed of information diffusion in the whole range of $\mu$, where the network shifts from exhibiting a modular structure to displaying a bipartite structure. Interesting patterns emerge: different from the dynamics on modular networks, where information spreads from the originating community to the other, the diffusion process on anti-modular networks temporally alternates between the two communities.

In such a scenario, global cascades still require a minimal number of seeds, but unlike modular networks, when $\rho_0$ is not too large (e.g., $\rho_0 = 0.2$), strong anti-modular structure (large $\mu$) always promotes the diffusion speed, making the strict bipartite networks the ideal conditions for global cascades. However, when $\rho_0$ is sufficiently large (e.g., $\rho_0 = 0.4$), the most efficient global diffusion happens at an intermediate strength of anti-modular structure (Figure S3).
Figure S3. Phase diagrams of the average speed of information diffusion in the whole range of $\mu$. The results are based on both analytical predictions (left) and numerical simulations (right), averaged over 100 runs. Model parameters are: $N = 1 \times 10^5, z = 10, \theta = 0.35, f = 0.01$. There are three regions: $\mu < 0.5$ (assortative and modular); $\mu = 0.5$ (random); and $\mu > 0.5$ (disassortative and anti-modular). The anti-modular networks behave quite differently from the modular networks.

We also examine the diffusion dynamics in our system under conditions where the seeds are not entirely placed in a single community. Figure S4 shows that, at any given seed distribution in the network (draw a horizontal slice), when global cascades are possible, there is a window of network modularity for information diffusion at global scale. For example, when all seeds are placed in $C_2$, the global cascade window of $\mu$ is $[0.13, 0.24]$, and the highest diffusion speed happens at a middle level of modularity ($\mu = 0.17$), which is exactly what we see in the first figure in the main text. The same pattern holds for other slices on the $y$-axis in Figure S4. In other words, our finding of an intermediate strength of network modularity being the ideal condition for efficient global cascades can be generalized to all other seed arrangements in the two communities, when the seed size $\rho_0 = 0.1$.

Figure S4. Phase diagrams of the average information diffusion speed in the whole range of $\mu$, as a function of seed arrangement in two communities. The results are based on analytical predictions. The $y$-axis represents the fraction of seeds placed in $C_1$. The seed size $\rho_0$ is 0.1. Other model parameters are: $N = 1 \times 10^5, z = 10, \theta = 0.35, f = 0.01$

C. Network size

Figure S5 and Figure S6 present results based on networks with different number of nodes, derived through the analytical approach and the numerical simulation, respectively. It shows that the network size does not change our findings of the most efficient spreading behavior with respect to the network modularity.
Figure S5. Phase diagrams of the average diffusion speed based on networks with different number of nodes $N$. The results are derived from the analytical approach. Other model parameters are: $z = 10, \theta = 0.35, f = 0.01$.

Figure S6. Phase diagrams of the average diffusion speed based on different network sizes $N$, derived from numerical simulations (averaged over 100 runs). Other model parameters are: $z = 10, \theta = 0.35, f = 0.01$.

D. Number of communities

So far, all our experiments are limited to conditions where the network consists of two communities. Here, we examine the diffusion dynamics based on networks with different number of communities. As a first step, we assume that all communities still have the same number of nodes and links are randomly placed according to the parameter $\mu$, as is the case in the main text. The mixing matrix is:

$$e = \frac{1}{d} \begin{bmatrix} 1 - \mu & \frac{\mu}{d-1} & \ldots \\ \vdots & \ddots & \vdots \\ \frac{\mu}{d-1} & & 1 - \mu \end{bmatrix}.$$  

(1)

where $d$ is the number of communities, and $e$ is $d \times d$. The diagonal entries of $e$ are $1 - \mu$ and the off-diagonal entries are $\frac{\mu}{d(d-1)}$ [2]. The network modularity can be calculated as: $Q = 1 - \mu - \frac{1}{d}$, which means that, in order to generate modular networks, $\mu$ can be larger than $\frac{1}{2}$ when $d$ is large than 2.

Figure S7 shows the analytical results of diffusion speed in cases of different number of communities. Please note that, at any given $\mu$, the number of bridges running between a pair of communities decreases as the number of communities $d$ increases. Thus networks with more communities require smaller adoption threshold $\theta$ in order to achieve global cascades. Figure S7 indicates that our findings of the optimal network modularity for the most efficient information diffusion can be generalized to networks with multiple communities.
However, it is still a bit unrealistic to model information diffusion on networks with equal-sized communities and random edge placement, and with seeds concentrated in one community. To further test the robustness of our results, we simulate information diffusion on the widely used LFR benchmark graphs [1], which generate networks with community structure similar to that observed in real networks by accounting for the heterogeneity in the distributions of node degrees and of community sizes.

We also randomly distribute the initial seeds across the whole network, instead of placing them in a single community. Figure S8 shows the simulation results based on the LFR networks. An optimal network modularity for the most efficient global information diffusion still emerges as in all previous conditions.

Figure S7. Phase diagrams of the average diffusion speed on networks with different number of communities $d$, derived from the analytical approach. Other model parameters are: $N = 1\times10^5, z = 10, f = 0.01$.

**Figure S8.** The phase diagram of the speed of information diffusion based on the LFR benchmark networks with $N = 25000, z = 10, \theta = 0.3, f = 0.01, \gamma = 2.5, \beta = 1.5, k_{\text{max}} = 30$. The $\mu$ (x-axis) controls the strength of community structure in the network. The results are derived from numerical simulations (averaged over 500 runs), and the seed nodes are randomly selected across the whole network. The node degrees and the community sizes in the LFR benchmark networks are distributed according to a power law with different exponents, $\gamma$ and $\beta$, respectively.
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