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Abstract: Knowing the expected crop yield in the current growing season provides valuable information for farmers, policy makers, and food processing plants. One of the main benefits of using reliable forecasting tools is generating more income from grown crops. Information on the amount of crop yielding before harvesting helps to guide the adoption of an appropriate strategy for managing agricultural products. The difficulty in creating forecasting models is related to the appropriate selection of independent variables. Their proper selection requires a perfect knowledge of the research object. The following article presents and discusses the most commonly used independent variables in agricultural crop yield prediction modeling based on artificial neural networks (ANNs). Particular attention is paid to environmental variables, such as climatic data, air temperature, total precipitation, insolation, and soil parameters. The possibility of using plant productivity indices and vegetation indices, which are valuable predictors obtained due to the application of remote sensing techniques, are analyzed in detail. The paper emphasizes that the increasingly common use of remote sensing and photogrammetric tools enables the development of precision agriculture. In addition, some limitations in the application of certain input variables are specified, as well as further possibilities for the development of non-linear modeling, using artificial neural networks as a tool supporting the practical use of and improvement in precision farming techniques.
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1. Introduction

Maximizing yield while minimizing costs and caring for the environment are the basic goals of agricultural production [1]. Early detection and management of problems limiting plant production can help to increase yields and thus obtain more income for the farm [2]. Some of the techniques used for forecasting the yield of crops are statistical models and machine learning algorithms, which enable yield estimation during the growing season [3–5]. Knowing the predicted crop size in a specific year can be helpful in making decisions concerning the seasonal planning of cultivation or storage areas [6]. On the basis of the yield forecast, it is possible to improve the profitability of a farm, as well as to balance the amount of production means used, such as fertilizers [7] or plant protection products. The balanced consumption of these products leads to both a reduction in energy...
inputs on the farm and in human labor inputs. Ultimately, the farming company experiences an increase in income due to the lower production costs [8]. In addition, an early and reliable monitoring of crop yields can help policymakers and grain marketing agencies to plan imports and exports. Yield forecasting increases the profit of processing plants; forecasting tools provide valuable information on the basis of which it is possible to estimate the amount of raw material that these companies will be able to process [9–11].

Crop prediction for the current growing season is a relatively difficult task due to the complexity of the relationship between the plant growth process and environmental factors such as weather or soil variability [12]. As such, the final yielding result is determined by many independent variables. Additionally, in yield prediction, possible interactions between factors or groups of yield-forming factors should be considered [13,14]. The application of statistical modeling methods such as multiple linear regression (MLR) does not always produce satisfactory results as they assume a linear relationship between the variables related to plant production, whereas these relationships usually follow a nonlinear course [15–17]. Failure by regression models to meet the assumption of multiple collinearity of dependent and independent variables results in poor to moderate results in the prediction of crop yield [6,18].

An essential element in predictive modeling is the accurate assessment of the correctness of the model’s functionality. For this purpose, ex post forecast quality indices are used. One of the most frequently used forecast error indicators is the mean absolute percentage error (MAPE), which is calculated according to Formula (1) [19–25]. MAPE measures the error in percent and specifies the average percentage deviation between the forecast value and the actual implementation [26]. Peng et al. [27] reported that if the MAPE value is below 10%, the degree of model goodness-of-fit is perfect; if it falls within the range of 10–20%, the model goodness-of-fit is good. In the range of 20% to 30%, the error level is acceptable, while error exceeding 30% is considered a poor result and the model should therefore be rejected. According to Kim and Kim [28], when the real value is close to or equal to zero, the MAPE provides infinite or undefined values, which is considered to be its significant disadvantage. Therefore, to verify in detail the assessment of the efficiency of the prediction model, a combination of the MAPE and the root mean square error (RMSE) is used [29]. RMSE indicates the absolute fit of the observed data point to the predicted values. It is determined, according to Formula (2), as the root of the second order from the mean square of all errors [26,30]. The lower the value of MAPE and RMSE, the higher the accuracy of the obtained predictive model [31]. Other measures to determine error include mean absolute error (MAE), mean squared error (MSE), relative absolute error (RAE), root relative squared error (RRSE), and others [32–35].

\[
\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{y_i - y'_i}{y_i} \right| \times 100
\]  

(1)

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - y'_i)^2},
\]

(2)

where \(y_i\) represents the actual yield, \(y'_i\) is the predicted yield, and \(n\) is the sample size.

ANNs function similar to biological neural systems in terms of the ability to learn and acquire resistance to errors [36]. In artificial neural networks, each neuron is assigned an appropriate value of the coefficient (weight), which determines its properties and role in the process of solving a given problem by the network. The weight values are changed during the learning process to reduce the error between the result given by the teacher and that obtained by the network. The set of weight values established in all neurons determines the knowledge of the neural network [37]. Machine learning methods, including artificial neural networks, are characterized by a high self-adaptation ability [38], which
enables their application to address many scientific issues [39]. ANNs are mainly used to solve regression and classification problems [40]. ANNs have been used, among others, for the prediction of long-term climatic data [41], in the construction industry [42], and in medicine to identify neoplastic lesions based on mammogram images [43]. In addition, ANNs have been used in the power industry for the estimation of demand for electricity [44] and predicting the power of photovoltaic panels [45], as well as water quality forecasting in agricultural drainage river basins [46] or predicting bioethanol production process from lignocellulosic biomass [47].

The application of artificial neural networks (ANNs) in agriculture solved the problem of the lack of linearity between the crop yield and independent variables. An essential feature of ANNs is the ability to learn by means of two variants of learning: supervised and unsupervised learning. The supervised learning process is based on the training set, which includes the learning cases along with the model answers provided to the model. This allows the network answers to be matched with the pattern answers. Training a neural network makes it capable of solving a task similar to the one on which it was trained. Unsupervised learning is based only on providing a series of sample inputs, without considering any information about the expected outputs. An accurately designed neural network can only use the observations of input signals and, on this basis, build an algorithm for its operation [40,48]. The ability to transfer the trained knowledge to new cases is known as generalization. Overfitting in generalization is a risk, which causes excessive fitting to irrelevant learning cases. Overfitting of the network results in poor generalization [49]. According to Caselli et al. [50], artificial neural networks are one of the best tools for obtaining information from imprecise and non-linear data. An additional advantage of artificial neural networks is the possibility of using qualitative (linguistic) variables without the need to code them first, as is the case with conventional statistical techniques [51]. One of the widely used comparative methods for ANN-based analyses is multiple linear regression (MLR) [52–57]. Many studies have demonstrated the advantage of ANNs over MLR in forecasting crop yields. Zaefizadeh et al. [58] analyzed the possibility of using ANN and MLR to forecast the yield of barley grown in Ardabil, Iran. In the study, a multilayer perceptron (MLP) with three input neurons, 15 neurons in the hidden layer, and one output neuron was applied. Basing on the mean absolute error, the authors discovered that ANN was more accurate than MLR. The obtained error values were 0.21 and 0.22 t·ha⁻¹, respectively. Similar results were also reported by Niazian et al. [59] in forecasting the yield size of ajowan seeds grown in Iran. The authors obtained higher accuracy using the ANN model prediction than with MLR. The ANN model used a network with the SigmoidAxon transfer function and the Levenberg–Marquart learning algorithm. The RMSE of the ANN model was 0.15 t·ha⁻¹, and the coefficient of determination (R²) was 0.93. For the MLR model, the RMSE was 0.21 t·ha⁻¹ and the R² was 0.79. Artificial neural networks were also compared with other crop yield estimation models. For example, Drummond et al. [15] compared the effectiveness of neural networks with projection pursuit regression and stepwise multiple linear regression. The analysis included fields located in the state of Missouri, USA. The study period covered 10 years and involved soybean and corn crops. The results showed that neural networks outperformed other techniques in terms of grain yield prediction quality, with R² values ranging from 0.31 to 0.74. Khaki et al. [60] analyzed the effectiveness of a hybrid model based on convolutional neural networks (CNNs) and recurrent neural networks. The developed model was compared with other popular methods such as random forest, deep fully connected neural networks, and LASSO. The models were used to forecast corn and soybean yields across the corn belt in the USA from 2016 to 2018. The model developed by the authors had a validation correlation coefficient ranging between 85.82% and 88.24%, and a training RMSE of 11.48 and 13.26. Jiang et al. [61] developed a long short-term memory model to forecast corn grain yields. The study area included nine states: Illinois, Indiana, Iowa, Kentucky, Michigan, Minnesota, Missouri, Wisconsin, and Ohio. The long short-term memory model accounted for 76% of yield variations and outperformed models like LASSO and random
forest. Bornn and Zidek [62] used a Bayesian model to predict wheat grain yield. The crops located in the Canadian prairies were included in the analysis and historical data ranged from 1976–2006. The model obtained by the authors had high prediction quality with an RMSE of 5.35 and $R^2$ of 0.70. Figure 1 shows the steps of working with predictive models.

Figure 1. Flowchart showing the steps of working with predictive models.

Over the years, ANNs have been successfully used to forecast the yields of agricultural plants [63–68]. Niedbala [69] experimented with ANN using a multilayer perceptron (MLP) topology to forecast the yield of winter rapeseed. The production fields were situated in Poland, in the southern part of the Opolskie voivodeship. The author obtained a model that allowed forecasting the yield on June 30, having the lowest value of the mean absolute percentage error of 9.43%. The neural model research studies by Ayoubi and Sahrawat [70] explained the variability in biomass and the yield of barley grain at the level of 93% and 89%, respectively. According to Piekutowska et al. [71], in addition to the correct selection of a machine learning algorithm, an important element in creating forecasting models is choosing an appropriate number of predictors that actually shape the yield size. The choice of the independent variables constituting a predictive model is therefore a kind of compromise created by the model developer. First, data should be selected that are available throughout the entire forecast period. Secondly, variables that actually shape the quantity and quality of achieved crops should be considered. Therefore, the author of the predictive model must know the object of one’s research perfectly.

The factors influencing crop yield can be divided into primary and secondary. Primary factors include environmental indicators such as temperature, precipitation, insolation, soil pH, soil moisture, nutrients abundance in soil, and agronomic factors such as sowing period [4,16,66,72]. The above-mentioned variables characterize the field research environment or result from local climatic conditions. Secondary factors are those that require additional measurements with the use of specialized devices and sensors in order to be known. These include: the main vegetation indices, for example, normalized difference vegetation index (NDVI) and the enhanced vegetation index (EVI); plant growth analysis indices such as leaf area index (LAI), gross primary production (GPP), and evap-
o transpiration (ET); and indicators showing the relationship between photosynthetic production and biomass growth such as fraction of photosynthetically active radiation (FPAR) [9,11,73]. The following variables enable the determination of the state of the crop at the time of the measurements. Such information is crucial as it indicates the condition of the vegetation, which is sensitive to both abiotic and biotic factors [74].

2. Primary Factors

Agriculture is one of many sectors that is vulnerable to ongoing climate change [75,76]. Changes in precipitation and temperature fluctuations during the growing season may contribute to significant yield losses [77]. As such, environmental factors are commonly used variables in predicting crop yields [4,6,17,72].

The independent variable most often used in ANN models is temperature [78]: minimum temperature (TMN), maximum temperature (TMX), and average temperature. Research on forecasting maize productivity performed in the north-eastern part of South Africa showed the different effects of temperature on crop production depending on the location. TMX significantly influenced the yield of maize in two out of four investigated provinces, and in one province TMN, was largely responsible for shaping maize productivity. Considering the maximum and minimum temperature as independent variables allowed the researchers to create models that obtained from 80% to 95% of the confidence range of the forecasts [6]. Niedbala et al. [51], however, using artificial neural networks, created three models forecasting the yield of rapeseed. In the model forecasting the yield at the end of May, one of the important factors influencing the rapeseed’s proper growth and development was the average air temperature in the period from 1 to 31 May. Jiang et al. [79], when forecasting the yield of maize for ten states in the United States, identified the ten best input variables, including minimum, maximum, and average temperature.

Considering temperature in models predicting crop yield is justified, as this factor highly influences the growth and development of crops [80]. Temperature distribution during the growing season has the strongest impact on plant productivity. However, if the plant is properly supplied with water, this impact is reduced [81].

The temperature distribution during the dormancy of winter plants and the value of this parameter at various stages of their vegetation crucially affect yield. Low temperatures in winter are a stress factor for plants. In the case of winter grains, such as wheat, frost damage reduces the number of ears or seeds and, in extreme cases, may cause wheat seedlings to die [82]. Additionally, the exposure of plants to low temperature reduces their height, number of leaves, and the length of internodes [83]. The occurrence of higher-than-average temperatures in the winter season may result in a decrease in the level of plant frost resistance. This phenomenon has a particularly negative impact when severe frosts reoccur because such plants are then less immune to its effects [81,84]. All these abnormalities in plant development not only reduce yield, but also decrease yield quality.

Extreme high temperatures are detrimental to the proper development of plants. Asseng et al. [85] noted the average temperature fluctuations during the wheat growing season. Fluctuations of 2 °C in major regions in Australia resulted in reductions in wheat grain yield of up to 50%. Much of this is caused due to the ageing of the leaves as a result of the high temperatures. Temperature increases in critical phases of grain growth, such as the grain filling stage, can shorten this process. The dry mass of the grain is positively correlated with time of grain maturation. The occurrence of high temperatures during this period negatively impacts the yield by inhibiting the transport of photosynthetic products to the grain [86–88].

An essential environmental factor determining the proper growth and development of plants is water and its availability in soil. Although plants have developed mechanisms at the molecular level that allow for the reduction in resource consumption and adjust their growth to unfavorable environmental conditions, water stress and water deficits still pose a serious threat to agricultural crops [89]. In areas where the sum of precipitation and its distribution do not exceed the limit norms, plants produce a higher yield compared
with plants grown in areas with a water deficiency [6,90]. A similar case occurs with excess water. A significant increase in rainfall intensity may deteriorate soil fertility due to blurring of soil colloids, negatively affecting plant production. The sum of rainfall exceeding the capacity of the soil to retain water leads to leaching of nitrogen beyond the root area of plants, thus disrupting its proper development [91]. However, for agriculture, information on the distribution of rainfall from the start of the growing season throughout flowering to full maturity is important. The water demand of many plant species in the period from sowing to harvesting is often much higher than the sum of precipitation; therefore, both rainfall and its distribution determine the level of plant productivity [92,93]. Given the above, the distribution of precipitation should be considered while conducting research on forecasting models.

Niedbała [69] predicted rapeseed yield from fields located in Poland, in the central and south-western part of the Greater Poland voivodeship. The author, using a multilayer perceptron (MLP) model, showed that the independent variable (the sum of precipitation in the period from 1 September to 31 December) obtained the highest rank for the two models, showing that the indicator had the stronger impact on the yield. Rape is a plant that is sensitive to water stress during key phases such as flowering and seeding. During the flowering period, rapeseed reacts to water stress with a significant delay in reaching maturity. However, subjecting plants to water stress during maturing of grains may result in their earlier ripening [91]. In another study, Niedbała and Kozłowski [94], using the same yield forecasting method (MLP), obtained models forecasting the yield of winter wheat with a low forecast error (MAPE). This error ranged from 8.85% to 9.07% for all three models. In this study, one of the independent variables was precipitation occurring in the period from September to June of the following year. In the next case study [95], the average monthly values of daily precipitation were used as explanatory variables for projecting almond yield. The research was conducted in Central Valley, California, USA, and covered the years 2009 to 2018. The applied random forest model accounted for 82.0% of the almond nut yield variation on average and had an RMSE of 480 ± 9 lbs·acre⁻¹. The inclusion of weekly precipitation data as an independent variable in predicting the yield of soybeans and maize grown in Maryland, USA was reported by Kaul et al. [96]. According to these authors, monthly data may be insufficient to obtain an early and reliable forecast of crop yield.

More frequent extreme weather conditions, especially in terms of changes in precipitation and ambient temperatures, may cause disturbances in the physiological processes of plants [97]. Therefore, in agronomic research, it is important to know the Sielianinov value of the hydrothermal coefficient (HTC). Considering this parameter as an independent variable in the work on predictive models is an interesting and non-standard approach. This coefficient considers the sum of precipitation in a given period (month, quarter) and the sum of the temperatures of this period [98,99]. For this reason, it can be used as a predictor replacing the explanatory variable of precipitation during the growing season of plants. The HTC determines the water relations in the environment. An HTC value <1 indicates the occurrence of drought, whereas HTC ≥ 1 means sufficient humidity [100]. Reliable results of this coefficient were obtained when the average value of daily temperatures exceeds 10 °C [101].

Strong temporal variability in rainfall and potential evapotranspiration at the intra-annual scale significantly affects plant growth and development [102]. Evapotranspiration is the result of synergistic interactions between climate, soil, and vegetation [103]. It is strongly influenced not only by the plant type and species composition at a site, but also by the overall economy of available water and energy. ET is used to infer soil moisture [104–107], which can be a valuable input to crop yield estimation models.

An analysis of the available literature on the application of machine learning performed by van Klompenburg et al. [78] showed that the group of traits most often used in yield forecasting was soil information, which consisted of variables such as soil type, pH
value, cation-exchange capacity, and soil maps, which provide information about soil nutrients, soil type, and location.

A key factor affecting agricultural crop performance is soil, which is the main source of water, as well as micro- and macro-elements [108]. Therefore, the knowledge of the physico-chemical properties of soil and including them as independent variables in the prediction of yield may improve the accuracy of forecasting. The relationship between the apparent electrical conductivity of the soil (ECa) and topographic measurements (slope, curvature, and aspect) and the yield of arable crops (maize, soybean, and sorghum) was investigated. The researchers used a feed-forward network with a maximum of ten neurons in the input layer, ten neurons in the hidden layer, and one neuron in the output layer. They proved that ECa explains the yield variability better than topographic variables, and the highest mean of goodness-of-fit of the obtained model was an R² of 0.40 and 0.39, respectively, for the state of Missouri, USA [109]. Abrougui et al. [4] estimated the yield of potatoes grown in an organic system, where the input variables were soil parameters: soil resistance, water and organic carbon content in soil, as well as the microbiological condition of the soil (the numbers of mesophilic and thermophilic bacteria and fungi were determined). The application of a modular feed-forward network with a topology of two hidden layers with seven neurons produced a model with an MSE value of 0.01.

The cation-exchange capacity (CEC) is an important soil feature that describes the availability of nutrients to plants. It indicates the ability of the soil to retain cationic nutrients such as calcium, magnesium, potassium, and ammonium [110]. Soils with a high CEC are characterized by a higher level of organic matter and/or clay content [110]. Soils with a low CEC are usually sandy and/or poor in organic matter [111,112]. Miao et al. [37], in forecasting the yield of maize in the eastern part of Illinois, USA, using an ANN, noticed that CEC is one of the most important soil factors in the analyzed fields, in which MLP and radial basis function (RBF) networks were used. In turn, the maize yield predictive model constructed by Crane-Droesch [113], which contained over 20 soil indicators including CEC, showed that the importance of these variables was low in shaping the yield. The research was performed for nine states (Illinois, Indiana, Iowa, Kentucky, Michigan, Minnesota, Missouri, Ohio, and Wisconsin) in the USA. The importance of independent variables in the predictive processes may differ from each other due to the differences in field location. Each field is characterized by different physico-chemical properties of soil, including the abundance of nutrients. Forecasting the yield of the same plant species, but grown in a different field, may result in obtaining different weights for the same independent variables in the process of training the neural network as other key variables affect the yield. All these aspects vary the crop yield result depending on time and space, as evidenced by the research conducted by Adisa et al. [114], who analyzed the alternations in agroclimatic parameters affecting maize productivity in the north-eastern part of South Africa.

In the research devoted to plant yield forecasting with the use of artificial neural networks, the intensity of solar radiation and wind force have also been used as some of the explanatory variables. The dependence of climatic factors, including wind speed and hours of sunshine, on the yield of rice seeds cultivated in Sri Lanka was analyzed. Three ANN algorithms were used: the Levenberg–Marquardt algorithm, the Bayesian regularization algorithm, and the scaled conjugated gradient algorithm. The research found that all analyzed models produced high-accuracy predictions (the MSE value ranged from 0.01 to 0.39 t·ha⁻¹). However, the Levenberg–Marquardt and scaled conjugated gradient algorithms required fewer epochs and a shorter computation time [115]. Gonzalez-Sanchez et al. [18], apart from the sum of precipitation, minimum and maximum temperature, relative humidity, and field location, also used solar radiation (in MJ/m²) as an explanatory variable in the prediction of agricultural crops grown in Sinaloa (Western Mexico). The MLP neural network forecasting the yield of snap bean considering the above-mentioned predictors obtained an RMAE ranging from 1.72% to 6.41%. However, the forecast model
of the size of maize and tomato was characterized by an error of 8.46% and 24.27%, respectively. The highest error value was obtained for the potato yield forecast model (RMAE was 26.29% on average). In other studies on rice yield forecasting, apart from climatic factors (temperature, precipitation, evaporation, solar radiation, sunshine duration, wind speed, pressure at the station, etc.), the biological features of plants were also included (effective panicle number, filled grains per panicle, and growth period) and agronomic factors (seed set rate). Two models were used in the following research: feed-forward backpropagation neural network (FFBN) and partial least squares regression (PLSR). The area of analysis was fields located in eastern China. The acquired results showed that after incorporating all the predictive variables, the FFBN model was more accurate. The RMSE values for the training and test sets were 0.41 and 0.44 t·ha⁻¹, respectively. The PLSR model showed an error of 0.56 and 0.55 t·ha⁻¹ for the training and test sets, respectively [116].

The agrotechnical treatments performed in the previous year and/or in the year of forecasting are also important input variables that allow the yield to be estimated with satisfactory accuracy. The sowing date is one of the key agrotechnical treatments that is a crucial yield factor. For example, a delay in sowing of maize in the northern part of New Zealand may result in a yield reduction of 10% to 24% depending on the grown cultivar [83]. Using the planting date as one of the inputs enabled Zhang et al. [117] to develop a feed-forward neural network that predicted the phenological development of soybean. The mean prediction error for vegetative development was 3.6 days, and for generative growth, it was 4.4 days. The results of the sensitivity analysis of the neural network showed that the sowing date is a core independent variable in forecasting the yield of rapeseed. Moreover, including the fertilization doses of nitrogen, potassium, phosphorus, magnesium, molybdenum, zinc, sulfur, and copper enabled the construction of prognostic models whose MAE ranged from 0.52 to 0.55 t·ha⁻¹, which correspond to MAPE values of 6.63–6.92% [118].

Fertilization is one of the agrotechnical procedures used to provide plants with digestible forms of nutrients. The natural concentration of the above-mentioned compounds in the growing environment is usually insufficient. The application of mineral and organic fertilizers, in proper doses, affects the correct growth and development of plants. Too-low fertilization leads to deficiencies in micro- and macro-elements in the plant, thus disrupting its physiological processes. It also contributes to soil depletion from absorbable forms of nutrients. In turn, large doses of fertilizers, exceeding plant requirements, also disturb the ionic balance in soil [119,120]. In sustainable agriculture, it is particularly important that the doses of fertilizers are adjusted to the agrochemical properties of the soil and the nutritional requirements of the cultivated plants [121,122]. Niedbala et al. [69] noted that mineral fertilization is one of the important agrotechnical features in forecasting the yield of wheat. The analysis covered crops located in Poland in the central and south-western part of Greater Poland. Although the weather conditions were ranked first in the obtained models, by including fertilization, models with MAPEs ranging from 6.63% to 6.92% were obtained. The researchers used an MLP network with the structure 23:38-16-8-1:1.

The number of primary factors used as independent variables in plant yield prediction, and presented in this study, validates the high complexity of the task. The most common predictors in ANN modeling were outlined in the section above. However, the correctness of the prediction model depends not only on the quality of the data but also on the representativeness of the model. Data with outliers, incomplete sets, or erroneous significantly limit the forecasting model capabilities [123,124].

3. Indices Related to Plant Productivity

Plant productivity indices are directly related to the concept of remote sensing, which is defined as “the study of obtaining information about an object by analyzing data from a device that is not in contact with the object” [125]. Such data can be obtained from devices such as sensors, digital cameras, and video recorders, which are placed on various
platforms (airplanes, satellites, unmanned aerial vehicles, or handheld radiometers) and obtain data in various forms, including the distribution of acoustic waves or the type of electromagnetic energy [126]. In remote sensing, land cover monitoring has become one of the most active areas of research [127, 128]. The development of forecasting models using remote sensing data is a solution with high use potential. These data provide quantitative and up-to-date information on the development of crops over a large area in a cost-effective manner. Moreover, the advantage of such measurements is their non-invasive nature, which means that they can be obtained without the need to destroy plant tissue [9, 129–132]. Plant productivity indices may be divided into the following [133–135]:

1. Growth analysis indices, i.e., leaf area index (LAI), leaf area ratio (LAR), relative growth rate (RGR), leaf area duration (LAD), unit leaf rate (ULR), and weighted difference vegetation index (WDVI);
2. Indices that show the relationship between photosynthetic production and biomass growth, i.e., photosynthetically active radiation (PAR), fraction of photosynthetically active radiation (FPAR), radiation use efficiency (RUE), and gross primary production (GPP);
3. Vegetation indicators, i.e., normalized difference vegetation index (NDVI), enhanced vegetation index (EVI), enhanced vegetation index 2 (EVI 2), and ratio vegetation index (RVI);
4. Indices determining the content of chlorophyll, i.e., MERIS terrestrial chlorophyll index (MTCI), triangular vegetation index (TVI), modified triangular vegetation index 1 (MTVI 1), modified triangular vegetation index 2 (MTVI 2), chlorophyll absorption reflectance (CAR), canopy chlorophyll content index (CCCI), etc.

The NDVI, EVI, and LAI indices are some of the most commonly used plant productivity indices. Their calculation methods are presented in the following formulas:

$$\text{NDVI} = \frac{\text{NIR} - \text{RED}}{\text{NIR} + \text{RED}}$$

(3)

where NIR and RED are the reflectance in the near infrared (NIR) and red bands, respectively [136];

$$\text{EVI} = G \cdot \frac{\rho_{\text{NIR}} - \rho_{\text{Red}}}{\rho_{\text{NIR}} + C_1 \rho_{\text{Red}} - C_2 \rho_{\text{Blue}} + L}$$

(4)

where $G$ is a scaling factor; $\rho_x$ is the atmospherically corrected surface reflectance, differential NIR, and red radiative transfer through a canopy; $C_1$ and $C_2$ are the coefficients of the aerosol resistance term; and $L$ is the canopy background adjustment for correcting nonlinearity [137];

$$\text{LAI} = \frac{A_c}{P}$$

(5)

where $A_c$ is the total area of the leaves of the whole canopy and $P$ is the ground area occupied by the plants [81].

The NDVI determines plant vitality and photosynthetic activity and is calculated from the reflection of light in the near infrared and red-light bands. The EVI, however, is calculated by turning on the reflection of the blue band to solve the saturation problem of the NDVI. The LAI is defined as the total leaf area per unit ground surface area and is used as an approximation of the leaf biomass. LAI is also used to model the evapotranspiration of crops. Relatively commonly in estimating the yield of crops, signals are used to determine the content of chlorophyll in plants, such as CCCI [5, 126, 138], which is calculated as

$$\text{CCCI} = \frac{\text{NDRE} - \text{NDRE}_{\text{min}}}{\text{NDRE}_{\text{max}} - \text{NDRE}_{\text{min}}}$$

(6)

where NDRE is the normalized difference red edge; and $\text{NDRE}_{\text{min}}$ and $\text{NDRE}_{\text{max}}$ are the minimum and maximum values of this index, respectively [139].
Over the past few years, there has been growing interest among researchers in the practical application of indices related to plant productivity [140–144]. For instance, to support the assessment of the condition of potato crops, spectral data obtained from the Sentinel-2 satellite were used [73]. The research data covered farmland in the south of the Netherlands, which, after being obtained from the satellite, were compared with the results obtained from measurements with a manual radiometer. The analysis indicated that satellite data can be successfully used to determine parameters such as LAI, CCCI, and WDVI. A different study used data from the Sentinel-2 satellite to predict the yield of commercial potato tubers grown in Segovia, Spain. Eight different machine learning algorithms were applied in the research: Support vector machine radial, random forest, k-nearest neighbors, multivariate adaptive regression splines, model averaged neural network, quantile regression with LASSO penalty, and linear regression with backward selection. The following parameters were applied in the study: the anthocyanin reflectance index, which estimates the content of anthocyanins; the carotenoid reflectance index, which assesses the content of carotenoids; the inverted red-edge chlorophyll index, which determines the content of chlorophyll in the canopy; and the leaf chlorophyll content, which determines the concentration of chlorophyll in a leaf area unit. Additionally, the researchers used the NDVI; the plant senescence reflectance index (PSRI), reflecting the senescence of leaves; and the weighted difference vegetation index, which is a parameter similar to LAI. All measurements were recorded between the tuberization period and the ageing of the plants. Despite the lack of results related to weather and soil properties, researchers managed to create a model (support vector machine radial) that was able to forecast tuber yield several weeks before harvest. The mentioned model had an MAE of 8.64% and RMSE of 11.70% [132]. Leaf area index (LAI), chlorophyll content in leaves, and different nitrogen fertilization levels were used as input data to forecast winter wheat grain yield [145]. The wheat plantation was located in Belm, in the northwest of Germany, and was grown in the second half of October 2016, whereas LAI and SPAD measurements (later used to calculate the content of chlorophyll (µg·cm⁻²)) were recorded on 20 June 2017. The MLR model was used in the research to estimate the yield size. The RMSE of the model was on average 4183 dt·ha⁻¹. In another case study, Rahman et al. [146] used, inter alia, the NDRE index to predict the yield of mango fruit. Plant productivity indices were measured in the early phase of fruition of trees. The study used a feed-forward model with backpropagation, and the covered orchards were located in Northern Australia. The combination of plant vegetation indices, including NDRE and tree crown area, allowed the authors to obtain an ANN model an R² of 0.7. The RMSE for the total fruit weight was 13.83 kg·tree⁻¹.

Abbas et al. [7] forecasted the yield of potato tubers, in Canada on Prince Edward Island and in New Brunswick. In the following studies, independent soil parameters were used as variables: electrical conductivity, organic matter content, volumetric moisture, soil pH, and cation-exchange capacity. The NDVI was also used in the study, which was measured at the end of July (60 days after planting potatoes), in mid-August (80 days after planting potatoes), and at the end of August, in each study year. By including soil data and the plant vegetation index, the authors obtained models with RMSEs ranging from 4.62 to 6.60 t·ha⁻¹. The NDVI was also used as a predictor in forecasting sugar cane yield in Brazil [142]. The ANN-based predictive model forecasted the yield three months before harvest, and the RRMSE did not exceed 8%. Kross et al. [12] studied the relationship between the topography of the area, NDVI, NDVIre, and simple ratio (SR) indices and the yield of maize and soybeans. These crops were grown in Eastern Ontario, Canada, and remote sensing data were acquired from June to August of each study year. The research proved that the MLP network developed by the authors was more effective in predicting the yield of maize than that of soybean. The RMAE for the forecasting of maize for the two tested years (2011–2012) did not exceed 15%. In contrast, the RMAE for soybeans was less than 20%. Serele et al. [147] used a back-propagation error ANN to predict maize seed
yield. The network was trained using the conjugate gradient method algorithm in farmland located near Ottawa, Canada. In the above study, the authors used independent topographic features (slope and aspect), vegetation indices (including NDVI, WDI, and SAVI) and textural indices (including homogeneity, contrast, and entropy) as variables. Various combinations of these variables were analyzed in the development of the predictive model. The research showed that the model containing all explanatory variables was more accurate than the other models. The RMSEs for the training and validation set were 0.36 and 0.42 t·ha⁻¹, respectively. Panda et al. [141] also tested predictive models that included different vegetation indices as independent variables. In the work on forecasting the yield of maize cultivated in North Dakota (USA), four indicators were considered: NDVI, global vegetation index (GVI), perpendicular vegetation index (PVI), and soil-adjusted vegetation index (SAVI). Back-propagation neural network models were developed, producing a total of 16 models (four vegetation index × four years of research, including data from interconnected years). The model that used PVI as a predictor exhibited the best forecast accuracy compared with the other models. The average accuracy of the estimation of the size of maize yields was 83.5%, 93.0%, and 96.0% for 1998, 1999, and 2001, respectively. According to the authors, the high accuracy of the model was due to the PVI being better at reducing noise caused by bare soil information present in spectral images. Feng et al. [148] used 40 indices related to plant productivity, including MTCI, NDVI, and EVI, to predict alfalfa (lucerne) yield, located in the state of Wisconsin (north-central United States). The crop was sown in May 2018 and 2019, whereas the measurements were recorded on 25 July and 19 August 2019. The most accurate model obtained by the researchers was characterized by a R² of 0.87. As demonstrated above, progress in remote sensing techniques has allowed for the application of multispectral images as an effective tool for predicting plant productivity [149].

4. Restrictions on Selected Input Variables

Each independent variable used in predictive models, such as measurements of air temperature, relative air humidity, sum of precipitation, or soil physicochemical properties, may be limited due to human error or failure of the measuring devices. Errors in remote sensing data are often caused by weather and ground conditions (e.g., overcast and snow cover) and/or sensor problems (e.g., sensor drift and changes in sensor view angle). These errors may result in irregularly low data values [150]. The accuracy of measurements is important for ensuring reliable results [151]. Accuracy is in line with the term uncertainty, which covers a wider range of doubts or inconsistencies in the obtained data [152]. One source of uncertainty may be the subjectivity of data collection [153]. Limiting the occurrence of these conditions has important impacts on the accuracy of the model. Detecting data inaccuracies, also referred to as fraud detection [154], can contribute to increasing yield prediction accuracy. The identification of such data allows them to be ignored in modeling, which limits the amount of information that the neural network has to process. This may, in turn, shorten the time needed to generate a forecast and reduce the data that lower the model’s accuracy. Nevavuori et al. [3] used an unmanned aerial vehicle to obtain NDVI and RGB data from fields located in the southwestern part of Philadelphia, USA, which were used to evaluate which of these indices produces better results in wheat and barley yield prediction using convolutional neural networks (CNNs). The results showed that using the RGB image predictor early in the growth phase (<25% of the total thermal time) produced a better functioning model compared with the NDVI model. The RGB image model was characterized by a mean absolute error of 0.48 t·ha⁻¹ (MAPE was approx. 8.8%). The authors suggested that using deep network learning to forecast yield from drone photos may be useful as long as these images are taken relatively early in the season [3]. The NDVI does not have a feedback loop (open loop structure), which makes it susceptible to numerous errors and uncertainty given changing weather conditions and the background of the canopy. However, this problem was solved by the develop-
development of a modified NDVI indicator in the form of the EVI. This parameter is characterized by a higher resistance to canopy background noise and weather conditions [155,156]. The higher efficiency of EVI in characterizing plant productivity makes it a more effective indicator in crop forecasting in comparison with NDVI. This is confirmed by Bolton and Friedl [157], who estimated the yield of maize and soybeans in central United States. Although EVI is able to reduce the noise associated with the influence of the atmosphere and the background of the canopy, it does not include topographic effects, which are defined as “the change in radiation accompanying the change of orientation from a horizontal into an inclined surface in response to a change in the position of the light source” [158]. The following effect is another important environmental factor influencing the formation of noise in the calibration of vegetation indices, which is of particular importance in mountainous areas [155]. Interestingly, Johnson et al. [9] demonstrated that in forecasting the yield of barley, wheat, and rapeseed, the NDVI was more accurate than the EVI. The NDVI appeared to be a more efficient vegetation index in forecasting crops in the Canadian prairies. The contradictions in these results are caused by the variability in plant biomass. In various phenological phases, the vegetation indices may have different values due to differences in plant growth, which are determined by changing weather conditions [159]. This was confirmed by the results by Son et al. [156], who obtained different correlation coefficients for NDVI and EVI indices in rice cultivation. These parameters, as shown by the research, were determined by climatic conditions. Furthermore, according to Zhang and Zhang [160], NDVI may be more effective in some regions, whereas EVI may be more so in others. The efficiency of various vegetation indices may also result from the location of the analyzed areas. For instance, the normalized difference water index (NDWI) is more sensitive to irrigation in semi-arid areas with low agricultural density compared with NDVI and EVI2 [157].

The spatial resolution of the image is an important factor influencing the quality of the acquired satellite data. Ensuring the appropriate distance of the satellite from the Earth’s surface during measurements is essential for obtaining high-quality data [161]. The Advanced Very High Resolution Radiometer (AVHRR) is an NOAA platform device [162] with a spatial resolution of 1 km [163]. The spatial resolution of the Moderate Resolution Imaging Spectroradiometer (MODIS) on the Terra and Aqua satellites is much higher (up to 250 m) compared with the AVHRR [164]. Both radiometers are used to obtain information on plant vegetation indices. However, due to the higher spatial resolution, more effective results are acquired with MODIS [165]. Additionally, the two main limitations of AVHRR are the overlapping of the near-infrared channel with the water vapor absorption region of the atmosphere, leading to noise in the remote sensing signal and the relatively fast saturation of the red channel and, thus, of NDVI [166]. The above limitations affect the accuracy of neural predictive models. The quality of the obtained ANN model was assessed by Li et al. [167], who found that MODIS-NDVI is more accurate than AVHRR-NDVI in predicting the yield of soybeans and maize grown in the corn belt area, located in the North American Midwest and covers nine states in USA. Similar results were also obtained by Mkhabela et al. [168] in the forecast of barley, rape, pea, and wheat crops, which were performed in the Canadian Prairies. These studies differed in the method of forecast used by the authors: linear regression methods were used for predicting yields, and not ANN. According to Chen et al. [169], remote sensing data with a higher spatial resolution are necessary for the effective detection and monitoring of changes in the entire landscape. Their improvement would also produce measurable benefits in precision agriculture, including the prediction of plant productivity.

Limitations in the use of remote sensing data in forecasting agricultural crops result mainly from the large scale of the study area. Weather data are usually collected on the micro-environment scale [170], whereas remote sensing data, if they are not generated by unmanned aerial vehicles but by satellites, are obtained from macro-space. The aforementioned increase the disturbances in data collection [12]; as a result, the large area covered by remote sensing analysis causes each pixel of the plant productivity index to contain
information about all crops in that area. Plant productivity indices mainly concern the dominant crops, whereas the less frequently cultivated plants are ignored [9].

5. Current Trends in Creating Forecasting Models

Statistical models are simple to use and less demanding in terms of input variables. However, they are highly limited with respect to information they provide beyond the range of values for which the model is parameterized [126]. In addition, these models are often criticized for failing to provide a scientific understanding of the processes studied [13]. Therefore, in the near future, the interest of scientists, farmers, and decision makers will focus on machine learning, including artificial neural networks.

Given the current knowledge and technology, one of the problems is the selection of an appropriate learning and forecasting method adapted to a specific problem and data set. According to research by Zhang et al. [171], the selection of the correct method of training neural networks and the method of forecasting the grain yield of rice has crucial effects on the accuracy of prediction. The study considered fields located in the northern, central and southern parts of Burkina Faso. Three different forecasting methods were used: ANN, conventional multiple regression, and boosted regression trees. Furthermore, four different neural network learning algorithms were used: multilayer perceptron, probabilistic neural network, and generalized feed-forward and linear regression. Among the forecasting methods, the multiple regression model attained the highest MAE (0.34 t·ha⁻¹). In turn, among the neural network learning techniques, the ANN linear regression model was characterized by the lowest error rate (MAE = 0.12 t·ha⁻¹). Khaki and Wang [172] obtained similar results using a less popular approach of forecasting plant productivity, as they covered 2247 fields located in the United States and Canada. For the prediction of maize yield, four different models were applied: deep neural network (DNN), least absolute shrinkage and selection operator (LASSO), shallow neural network (having a single hidden layer with 300 neurons), and regression tree. The achieved cross-validation results indicated that the most accurate model was the DNN model, with an RMSE of 12.79 dt·ha⁻¹. The LASSO model was the least accurate, with an average RMSE of 21.40 dt·ha⁻¹. The further development of artificial neural networks in the forecasting of agricultural crops should be targeted toward determining to what extent this approach can be implemented and developed in precision agriculture [173]. The current trends in yield forecasting focus on remote sensing data that reflect the condition of the crop. Recent scientific works have demonstrated the possibility of estimating crop yield based on hyperspectral data combined with weather data. For example, Kuwata and Shibasaki [174] predicted the United States corn yield using independent weather data and satellite plant productivity indices as variables. The best yield prediction results were achieved using a deep neural network model. Kim et al. [5] also used remote sensing data and weather information to assess the size of maize and soybean crops in the Midwestern United States. The following predictors were used in these studies: NDVI; EVI; LAI; FPAR; GPP; minimum, maximum, and average temperature; and sum of precipitation. The results highlighted that the ANN model had lower prediction accuracy compared with deep neural networks, whose prediction error was on average 7.6% and 7.8% (for maize and soybean, respectively). The correlation coefficient (r) for the created model was 0.95 for maize and 0.90 for soy. Pantazi et al. [10] examined the relationship between the NDVI obtained from the UK-DMC-2 platform and soil parameters (pH, organic matter content, soil moisture, content of calcium, magnesium, phosphorus in the soil, CEC, and others) and the yield of winter wheat. The three models based on self-organizing maps forecasted yield with an accuracy of 91.30% to 92.15%. Hyperspectral and weather data are now widely used in predictive models because these data have become easily available to professional users of precision farming. In addition, the data can be downloaded and analyzed at any stage of the growing season, proving their utility in pre-harvest yield forecasts.
Future research on the application of various types of environmental data in yield forecasting may focus not only on the hybrid use of remote sensing and weather data, but also on the search for new, more reliable indicators of plant productivity that will significantly improve the accuracy of prediction. Cai et al. [74] proposed the use of solar-induced chlorophyll fluorescence (SIF) from a specific NIR band as one of the predictors in the prediction of wheat yield in Australia. The achieved results showed that the combination of climate and satellite data produces higher-quality prediction compared with using only weather data or only satellite data. However, the application of EVI + SIF + climate as independent variables resulted in the same model efficiency as using EVI + climate as the input. Failure of the SIF signal to provide unique information is explained by these data being sparse in relation to time (one-month time period). In addition, SIF data have high spatial resolution and therefore cannot capture small traits in space [135,175]. Possibly, the application of SIF with better spatial resolution, which can be acquired by NASA’s OCO-2 satellite, would affect the accuracy of the yield forecast.

Research studies directed towards dynamic agricultural modeling should be continued and developed to allow for an in-depth assessment of the efficiency of neural prediction models from a wider perspective than previously: the local environment, crop productivity, and economic effects [16].

6. Summary

The application of nonlinear methods of yield forecasting is necessary due to the complexity of the agricultural system. Numerous environmental factors responsible for shaping the efficiency of plant yield, and their nonlinear nature requires departing from traditional statistical modeling methods in favor of more precise prediction methods. Models based on artificial neural networks are a suitable alternative; though ANNs are widely used in yield forecasting, their practical application still faces some difficulties. The most important are the following: selection of an appropriate number of hidden network layers, speed of model training, and the application of a sufficient amount of data in the form of independent variables. However, ANNs currently play a key role in precision agriculture. The results of the analyses obtained through the application of this tool contribute to the increase in the profitability of farms.

ANN data are a source of necessary and reliable information in agricultural production management. Information about the yield can be obtained even a few months before harvest, which is extremely valuable for adopting an appropriate strategy in the import and export of agricultural products. In addition, prior knowledge of the yield of crops allows rationalizing the production means, which is in line with the idea of sustainable development.

The number of factors influencing crop yield and the parameters describing the condition of the canopy complicate the selection of those appropriate for a given crop. Weather data and information on agricultural technology are two of the most crucial predictors influencing the accuracy of crop forecast.

We think that by identifying the most frequently used independent variables in yield prediction, this article will be helpful for many researchers in future studies.
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