VIABILITY APPROACH TO FINITE-TIME STABILITY
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Abstract. In the paper some conditions for finite-time stability of the solution to differential inclusion with Carathéodory right-hand side are given. The main tools are a new Gronwall’s like inequality and some corollaries from the Viability Theorem. Example of neural network which is finite-time stable is given.

1. Introduction

In the paper we consider the problem of finite-time stability and stabilization for nonautonomous differential inclusions $x' \in F(t, x)$. We assume that the set-valued map $F$ is $\mathcal{L} \times \mathcal{B}$ measurable and upper semi-continuous in the state variable $x$. The finite-time stability problem is considered in the weak and in the strong framework. The equilibrium point is strong finite-time stable if every solution reaches the equilibrium in finite time. The equilibrium is weak finite-time stable if for every initial condition there exists a solution reaching the equilibrium in finite time. The weak finite-time stability is related to the problem of stabilization of a control system in finite time. In the paper we present sufficient conditions to weak and strong finite-time stability using Lyapunov second method. The condition sufficient to weak finite-time stability has the form

$$\inf_{f \in F(t, x)} D_1 V(t, x)(1, f) \leq -c(t)g(V(t, x)),$$
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where $V(t, x)$ is a Lyapunov function and $D_\uparrow V$ denotes its contingent epiderivative. Strong finite-time stability is obtained under the assumption

$$\sup_{f \in F(t, x)} D_\uparrow V(t, x)(1, f) \leq -c(t)g(V(t, x)),$$

where $D_\downarrow V$ denotes the contingent hypodervative (the definition and properties of nonsmooth analysis tools used in the paper can be find in [1] and [5]). We assume that the function $c(\cdot)$ is locally integrable and $\int_{t_0}^{\infty} c(t)dt > 0$ for every $t_0 \geq 0$, the function $g(\cdot)$ is increasing, $g(0) = 0$ and $\int_0^b \frac{1}{g(v)}dv < \infty$ for $b > 0$. To obtain a global stability result we assume that the function $V$ is radially unbounded. To obtain local stability we merely need that $V$ is positively definite. When we consider weak stability, we assume that the function $V(t, x)$ is epigraphically absolutely continuous in time and continuous in $x$. This assumption is prompted by our method of proof that bases on a viability theorem for differential inclusions. This regularity assumption on $V$ is weaker then the assumption on $V$ that we need to obtain strong stability. To receive strong stability we assume that $V$ is locally Lipschitz continuous.

We apply the obtained finite-time stability criteria to show finite-time stability for a class of Hopfield neural networks with discontinuous activation functions.

The problem of finite-time stability of differential inclusions has been considered in the strong framework for autonomous differential inclusions in [10]. In [2] the problem of finite-time stability has been considered for autonomous and continuous differential equation. In [11] sufficient conditions of finite-time stability has been obtained for nonautonomous differential equation.

2. Finite-time stability of a Carathéodory differential inclusion

Our aim in the section is to obtain a sufficient condition for weak and strong finite-time stability for a differential inclusion in a local and global framework. We recall Theorem 4.4 from [6] that concerns the monotone behavior of a solution to a differential inclusion with respect to a continuous Lyapunov function. Theorem 4.4 is a consequence of
viability results presented in [5] and [6]. By using a modified version of the Gronwall inequality we obtain the weak finite-time stability for a Carathéodory differential inclusion.

We consider a differential inclusion

\[(1) \quad x'(t) \in F(t, x(t)).\]

We shall assume that the origin is an equilibrium point, i.e. \(0 \in F(t, 0)\) for a.a. \(t \in [0, \infty)\).

We say that the origin is a weak local finite-time stable equilibrium point of the differential inclusion (1) if for every \(\varepsilon > 0\) and every \(t_0 \geq 0\) there exists \(\delta > 0\) such that for every \(x_0\) in \(\delta B\) there exists an absolutely continuous solution \(x : [t_0, \infty) \to \varepsilon B\) of (1) satisfying \(x(t_0) = x_0\) such that \(x(t) = 0\) for \(t \geq T(t_0, x_0)\). The settling time \(T(t_0, x_0)\) depends on the choice of a trajectory. If the differential inclusion models a control system and we consider the problem of minimal time of reaching the target set being the origin then the settling time corresponds to the value function in this problem. In the autonomous case the value function is a solution to the eikonal equation. The settling-time function has surprising properties even for autonomous differential equation. In [2, p. 756] it is provided an example of an autonomous vector field on the plane such that there exists a sequence \(x_m\) of initial points converging to the origin for which the settling times \(T(x_m)\) tend to infinity.

We say that the origin is a weak global finite-time stable equilibrium point if for every initial condition \((t_0, x_0)\) there exists a solution \(x(\cdot)\) reaching the origin in finite time.

We say that the origin is a strong local finite-time stable equilibrium point of the differential inclusion (1) if for every \(\varepsilon > 0\) and every \(t_0 \geq 0\) there exists \(\delta > 0\) such that for every \(x_0\) in \(\delta B\), every absolutely continuous solution \(x : [t_0, \infty) \to \mathbb{R}^n\) of (1) satisfying \(x(t_0) = x_0\) is bounded by \(\varepsilon\) and \(x(t) = 0\) for \(t \geq T(t_0, x_0)\). The estimation \(T(t_0, x_0)\) of the settling time is common for all solutions satisfying the initial condition \(x(t_0) = x_0\).
We assume that the right-hand side \( F : [0, \infty) \times \mathbb{R}^n \to \mathbb{R}^n \) satisfies the following conditions:

\[
\begin{aligned}
F(t, x) &\text{ is a nonempty compact convex set for } (t, x) \in [0, \infty) \times \mathbb{R}^n, \\
F(t, \cdot) &\text{ is upper semicontinuous for almost all } t, \\
F(\cdot, \cdot) &\text{ is a } \mathcal{L}(\mathbb{R}) \times \mathcal{B}(\mathbb{R}^n) \text{ (Lebesgue-Borel) measurable,} \\
|F(t, x)| &\leq \mu(t)(1 + |x|),
\end{aligned}
\]

where \( \mu(\cdot) \) is a locally integrable function and \( |F(t, x)| = \sup\{|f| : f \in F(t, x)\} \). We say that the right-hand side \( F(\cdot, \cdot) \) is a Carathéodory map if it satisfies (2). We say that a tube (a set-valued map) \( P : [0, \infty] \to \mathbb{R}^n \) is absolutely continuous if for every compact set \( K \subset \mathbb{R}^n \) there exists a locally integrable function \( \mu_K : [0, \infty) \to [0, \infty) \) such that for every \( s \in [0, t) \) we have

\[
\max\{e(P(t) \cap K, P(s)), e(P(s) \cap K, P(t))\} \leq \int_s^t \mu_K(\tau) d\tau,
\]

where the Hausdorff semi-distance of sets \( A, C \) is given by \( e(A, C) = \inf\{r > 0, A \subset C + rB\} \) and \( B \) is the unit ball.

We assume that a Lyapunov function \( V : [0, \infty) \times \mathbb{R}^n \to \mathbb{R} \) satisfies:

\[
\begin{aligned}
V(\cdot, \cdot) &\text{ is continuous,} \\
\text{the epi-tube } t \mapsto \mathcal{E}piV(t, \cdot) &\text{ is absolutely continuous.}
\end{aligned}
\]

If \( V \) is a locally Lipschitz continuous function then the conditions are satisfied.

We assume that the function \( W : [0, \infty) \times \mathbb{R}^n \to \mathbb{R} \) satisfies:

\[
\begin{aligned}
W(t, \cdot) &\text{ is lower semicontinuous for a.a. } t, \\
W(\cdot, \cdot) &\text{ is } \mathcal{L} \times \mathcal{B} \text{ measurable,} \\
|W(t, x)| &\leq k(t)(1 + |x|) \text{ for a.a. } t \in [0, \infty) \text{ and all } x.
\end{aligned}
\]

The contingent epiderivative of the function \( \varphi : \mathbb{R}^n \to \mathbb{R} \) at \( x \in \mathbb{R}^n \) in the direction \( u \in \mathbb{R}^n \) is defined by

\[
D^c_\gamma \varphi(x)(u) = \liminf_{h \to 0^+ \atop |u'| \to u} \frac{\varphi(x + hu') - \varphi(x)}{h}.
\]
The contingent hypoderivative of the function \( \varphi : \mathbb{R}^n \to \mathbb{R} \) at \( x \in \mathbb{R}^n \) in the direction \( u \in \mathbb{R}^n \) is defined by

\[
D \downarrow \varphi(x)(u) = \limsup_{h \to 0^+} \frac{\varphi(x + hu') - \varphi(x)}{h}.
\]

The properties of contingent epiderivatives and hypoderivatives and its relation to other nonsmooth analysis tools are presented in [1].

We say that \( V : [0, \infty) \times \mathbb{R}^n \to \mathbb{R} \) is a weak Lyapunov function for \( F \) with respect to \( W : [0, \infty) \times \mathbb{R}^n \to \mathbb{R} \) if there exists a full measure set \( D \subset [0, \infty) \) such that

\[
\forall (t, x) \in D \times \mathbb{R}^n \quad \inf_{v \in F(t, x)} D \uparrow V(t, x)(1, v) \leq -W(t, x).
\]

Now we recall Theorem 4.4 from [6].

**Theorem 2.1.** Assume that \( V : [0, b) \times \mathbb{R}^n \to \mathbb{R} \) is a weak Lyapunov function for \( F : [0, b) \times \mathbb{R}^n \to \mathbb{R}^n \) with respect to \( W : [0, b) \times \mathbb{R}^n \to \mathbb{R} \) and (2), (4), (5) are satisfied, where \( b > 0 \) or \( b = \infty \). Then for every initial condition \( (t_0, x_0) \) there exists an absolutely continuous solution \( x : [t_0, b) \to \mathbb{R}^n \) of the Cauchy problem

\[
\begin{cases}
  x'(t) \in F(t, x(t)) \\
  x(t_0) = x_0
\end{cases}
\]

such that for every \( t_0 \leq t < s < b \) we have

\[
V(s, x(s)) \leq V(t, x(t)) - \int_t^s W(\tau, x(\tau))d\tau.
\]

Fact 1 in [7] can be generalized in the following way.

**Proposition 2.2.** Suppose that a continuous function \( g : [0, \infty) \to [0, \infty) \) satisfies \( g(0) = 0, g(t) > 0 \) for \( t > 0 \), \( \int_0^b \frac{1}{g(\tau)}d\tau < \infty \) for \( b > 0 \) and there exists a locally integrable function \( c : [0, \infty) \to [0, \infty) \) such that for a given \( t_0 \geq 0 \) and \( v_0 > 0 \)

\[
\int_{t_0}^{\infty} c(\tau)d\tau > \int_0^{v_0} \frac{1}{g(s)}ds.
\]
Then the solution \( \varphi(\cdot) \) of the Cauchy problem
\[
\begin{align*}
\varphi'(t) &= -c(t)g(\varphi(t)) \\
\varphi(t_0) &= v_0
\end{align*}
\]
reaches the origin in the settling time \( T(v_0) \) defined by the property
\[
\int_{t_0}^{t} c(\tau) d\tau < \int_{t_0}^{T(v_0)} c(\tau) d\tau = \int_{0}^{v_0} \frac{1}{g(v)} dv \quad \text{for} \quad t \in [t_0, T(v_0)).
\]

Proof. The absolutely continuous function \( G(v) = \int_{0}^{v} \frac{1}{g(s)} ds \) satisfies \( G(v) > 0 \) for \( v > 0 \) and \( G(0) = \lim_{v \to 0^+} G(v) = 0 \). If, for some \( t > t_0 \), \( \varphi(s) > 0 \) for \( s \in [t_0, t) \), then
\[
G(\varphi(t)) - G(\varphi(t_0)) = \int_{t_0}^{t} \frac{dG(\varphi(s))}{ds} ds = \int_{t_0}^{t} \frac{1}{g(\varphi(s))} \varphi'(s) ds = \int_{t_0}^{t} -c(s)ds,
\]
which follows \( G(\varphi(t)) = G(v_0) - \int_{t_0}^{t} c(s)ds \). Since the function \( c \) satisfies (8), there exists \( T > t_0 \) such that \( \int_{t_0}^{T} c(s)ds = G(v_0) \). Set \( T(v_0) = \inf \left\{ T > t_0 : \int_{t_0}^{T} c(s)ds = G(v_0) \right\} \). It is clear that \( \varphi(s) > 0 \) for \( s \in [t_0, T(v_0)) \) and \( G(\varphi(T(v_0))) = 0 \). Hence, the settling time equals \( T(v_0) \).

\[\square\] \[\square\]

If function \( c(\cdot) \) satisfies \( \int_{0}^{\infty} c(\tau) d\tau = \infty \) then (8) holds true for every \( t_0 \geq 0 \) and \( v_0 > 0 \).

**Proposition 2.3** (Comparison Lemma). Assume that the function \( g : [t_0, \infty) \times [0, \infty) \to [0, \infty) \) is nondecreasing with respect to the second variable, \( \varphi_0 > 0 \) and the Cauchy problem
\[
\begin{align*}
\varphi'(t) &= -g(t, \varphi(t)) \quad \text{for almost all} \quad t \in [t_0, T] \\
\varphi(t_0) &= \varphi_0
\end{align*}
\]
has an absolutely continuous solution \( \varphi : [t_0, T] \to [0, \infty) \). If a bounded lower semicontinuous function \( w : [t_0, T] \to [0, \infty) \) satisfies
\[
w(s) \leq w(t) - \int_{t}^{s} g(\tau, w(\tau)) d\tau \quad \text{for} \quad t_0 \leq t < s \leq T
\]
and \( w(t_0) = \varphi_0 \) then
\[
w(t) \leq \varphi(t) \quad \text{for} \quad t \in [t_0, T].
\]
Proof. Suppose that (11) is not true, i.e. that there exists $t_2 \in (t_0, T]$ such that $w(t_2) > \varphi(t_2)$. Since the function $w(\cdot)$ is lower semicontinuous and the function $\varphi(\cdot)$ is continuous we obtain that there exists $s \in [t_0, t_2)$ such that

$$w(t) > \varphi(t) \text{ for } t \in (s, t_2).$$

Put $t_1 = \inf\{s \in [t_0, t_2) : w(t) > \varphi(t) \text{ for all } t \in (s, t_2]\}$. If $t_1 = t_0$ then $w(t_1) = \varphi(t_1)$. If $t_0 < t_1$ then there exists a sequence $(s_n)$ convergent to $t_1$ from the left such that $w(s_n) \leq \varphi(s_n)$. Thus $w(t_1) \leq \liminf_{n \to \infty} w(s_n) \leq \liminf_{n \to \infty} \varphi(s_n) = \varphi(t_1)$. Therefore, for $t \in (t_1, t_2)$ we obtain

$$\varphi(t) < w(t) \leq w(t_1) - \int_{t_1}^{t} g(\tau, w(\tau)) d\tau \leq w(t_1) - \int_{t_1}^{t} g(\tau, \varphi(\tau)) d\tau \leq \varphi(t_1) + \int_{t_1}^{t} \varphi(\tau) d\tau$$

a contradiction. □ □

If an absolutely continuous function $v : [t_0, T] \to [0, \infty)$ satisfies $v'(t) \leq -g(t, v(t))$ for a.a. $t \in [t_0, T]$ then it satisfies (10).

**Corollary 2.4.** Assume that $g : [t_0, \infty) \times [0, \infty) \to [0, \infty)$ and $\varphi : [t_0, T] \to [0, \infty)$ satisfies the assumptions of Proposition 2.3. If $v : [t_0, T] \to [0, \infty)$ is an absolutely continuous function such that

$$v'(t) \leq -g(t, v(t)) \text{ for almost all } t \in [t_0, T]$$

and $v(t_0) = \varphi(t_0)$, then $v(t) \leq \varphi(t)$ for $t \in [t_0, T]$.

Setting $g(t, w) = w^\alpha c(t)$ in Proposition 2.3 we observe that the function $\varphi : [t_0, T] \to [0, \infty)$ given by $\varphi(t) = \left(w(t_0)^{1-\alpha} - (1 - \alpha) \int_{t_0}^{t} c(\tau) d\tau\right)^{\frac{1}{1-\alpha}}$ is the absolutely continuous solution of the Cauchy problem (9). So we obtain the following corollary.

**Corollary 2.5.** Assume that a lower semicontinuous and bounded function $w : [t_0, \infty) \to [0, \infty)$ satisfies the integral inequalities

$$w(s) \leq w(t) - \int_{t}^{s} w(\tau)^{\alpha} c(\tau) d\tau$$
for $t_0 \leq t < s \leq T$, where $c : [t_0, \infty) \to [0, \infty)$ is a locally integrable function, $\alpha \in (0, 1)$ and

$$w(t_0)^{1-\alpha} - (1 - \alpha) \int_{t_0}^{t} c(\tau)d\tau > 0$$

for $t \in (t_0, T)$.

Then for every $t \in [t_0, T]$

$$w(t)^{1-\alpha} \leq w(t_0)^{1-\alpha} - (1 - \alpha) \int_{t_0}^{t} c(\tau)d\tau. \tag{12}$$

Corollary 2.5 is a Gronwall type lemma. It is similar to Perov theorem in [12] (see also [3, Theorem 21]). The main difference is in the conclusion (12). For our use we need it in this form (with minus instead of plus).

**Theorem 2.6** (Weak global finite-time stability). Assume that the right-hand side $F : [0, \infty) \times \mathbb{R}^n \to \mathbb{R}^n$ satisfies (2), $0 \in F(t, 0)$ for $t \geq 0$, the function $V : [0, \infty) \times \mathbb{R}^n \to [0, \infty)$ satisfies (4), $V(t, 0) = 0$ for $t \geq 0$ and $V$ is radially unbounded (comp. [11]), i.e. there exists an increasing function $p : [0, \infty) \to [0, \infty)$ such that

$$V(t, x) \geq p(|x|) \text{ for every } (t, x) \tag{13}$$

and $\lim_{r \to \infty} p(r) = \infty$. Suppose that there exists a full measure set $D \subset [0, \infty)$ such that

$$\forall (t, x) \in D \times (\mathbb{R}^n \setminus \{0\}) \quad \inf_{v \in F(t, x)} D, V(t, x)(1, v) \leq -c(t)g(V(t, x)),$$

where $c : [0, \infty) \to [0, \infty)$ is a locally integrable function such that $\int_{0}^{\infty} c(t)dt = \infty$ and $g : [0, \infty) \to [0, \infty)$ is a continuous and increasing function, $g(0) = 0$ and $\int_{0}^{b} \frac{1}{g(v)}dv < \infty$ for $b > 0$.

Then for every initial condition $(t_0, x_0)$ there exists a solution $x : [t_0, \infty) \to \mathbb{R}^n$ to (3) that satisfies $x(t) = 0$ for $t \geq T(t_0, x_0)$. The settling time $T(t_0, x_0)$ satisfies the estimation

$$\int_{0}^{V(t_0, x_0)} \frac{1}{g(v)}dv \leq \int_{t_0}^{T(t_0, x_0)} c(\tau)d\tau. \tag{14}$$
Proof. Fix \((t_0, x_0)\). By (13), there exists \(r > 0\) such that the set \(\{x : \exists t \geq 0, V(t, x) \leq V(t_0, x_0)\}\) is bounded by \(r\).

Set \(T = \inf \left\{t > t_0 : \int_{t_0}^t c(\tau)d\tau \geq \int_0^{V(t_0, x_0)} \frac{1}{g(\nu)}d\nu\right\}\). We define the function \(W(t, x)\) by

\[
W(t, x) = \begin{cases} c(t)g(V(t, x)) & \text{if } |x| < r \text{ and } t \in [t_0, T] \\ 0 & \text{elsewhere.} \end{cases}
\]

The function \(W\) satisfies (5) for \(k(t) = Mc(t)\), where \(M = g(\sup \{V(t, x) : |x| \leq r \text{ and } t \in [t_0, T]\})\). Moreover, since \(V(t, 0) = 0\) for \(t \geq 0\) and \(g(0) = 0\) we have \(W(t, 0) = 0\) for \(t \geq 0\). Therefore, because \(0 \in F(t, 0)\) for a.a. \(t \geq 0\), we easily calculate for these \(t\) the following estimation

\[
\inf_{v \in F(t, 0)} D V(t, 0)(1, v) \leq D V(t, 0)(1, 0) \leq \lim_{h \to 0^+} \frac{V(t+h, 0) - V(t, 0)}{h} = 0 = -W(t, 0).
\]

By Theorem 2.1, there exists a solution \(x : [t_0, \infty) \to \mathbb{R}^n\) of (6) satisfying (7). Since \(W(0) = 0\) then \(V(t, x(t)) \leq V(t_0, x_0)\) for \(t \geq t_0\). Thus \(|x(t)| < r\) for \(t \geq t_0\) and \(W(\tau, x(\tau)) = c(\tau)g(V(\tau, x(\tau)))\) for \(\tau \in [t_0, T]\). So

\[
V(s, x(s)) \leq V(t, x(t)) - \int_t^s c(\tau)g(V(\tau, x(\tau)))d\tau
\]

for \(t_0 \leq t < s \leq T\).

By Proposition 2.3 we have

\[
V(t, x(t)) \leq \varphi(t) \text{ for } t \in [t_0, T],
\]

where \(\varphi\) is a solution to the Cauchy problem

\[
\begin{cases} 
\varphi'(t) = -c(t)g(\varphi(t)) \\
\varphi(t_0) = V(t_0, x_0).
\end{cases}
\]

We obtain by Proposition 2.2 that \(\varphi(T) = 0\). So, \(V(T, x(T)) = 0\). □ □

If the function \(g(\nu)\) in Theorem 2.6 is of the form \(g(\nu) = \nu^\alpha\) and \(\alpha \in (0, 1)\) then the settling time satisfies the estimation

\[
V(t_0, x_0)^{1-\alpha} \leq (1 - \alpha) \int_{t_0}^{T(t_0, x_0)} c(\tau)d\tau.
\]
Theorem 2.7 (Weak local finite-time stability). Assume that $\mathcal{O}$ is an open and bounded neighborhood of the origin in $\mathbb{R}^n$, the right-hand side $F : [0, \infty) \times \mathcal{O} \to \mathbb{R}^n$ satisfies (2), $0 \in F(t, 0)$ for $t \geq 0$, the bounded function $V : [0, \infty) \times \mathcal{O} \to [0, \infty)$ satisfies (4) and is positively definite, i.e. $V(t, x) > 0$ for $x \neq 0$ and $V(t, 0) = 0$ for $t \geq 0$. Suppose that there exists a full measure set $D \subset [0, \infty)$ such that

$$\inf_{(t,x) \in D \times (\mathcal{O} \setminus \{0\})} \inf_{v \in F(t,x)} D_t V(t, x)(1, v) \leq -c(t)g(V(t, x)),$$

where $c : [0, \infty) \to [0, \infty)$ is a locally integrable function such that for each $t_0 \geq 0$ we have $\int_{t_0}^{\infty} c(t)dt > 0$ and $g : [0, \infty) \to [0, \infty)$ is a continuous and increasing function, $g(0) = 0$ and $\int_0^{b} \frac{1}{g(v)}dv < \infty$ for $b > 0$.

Then for every $t_0 \geq 0$ and $\varepsilon > 0$ there exists $\delta > 0$ such that for every initial condition $|x_0| < \delta$ there exists a solution $x : [t_0, \infty) \to \epsilon B$ to (6) that satisfies $x(t) = 0$ for $t \geq T(t_0, x_0)$. The settling time satisfies the estimation (14).

Proof. Fix $t_0 \geq 0$ and put $M_{t_0} = \int_{t_0}^{\infty} c(t)dt$. By the assumption $M_{t_0} > 0$. Since the function $V(t_0, \cdot)$ is continuous and $V(t_0, 0) = 0$ we can find $R > 0$ such that $R\bar{B} \subset \mathcal{O}$, where $\bar{B}$ denotes the closed unit ball, and $\rho_0 = \sup\{V(t_0, x) : |x| \leq R\}$ satisfies inequality

$$\int_0^{\rho_0} \frac{1}{g(v)}dv < M_{t_0}.$$

Define $\tau(t_0, \rho) = \inf\left\{T > t_0 : \int_{t_0}^{T} c(t)dt = \int_0^\rho \frac{1}{g(v)}dv\right\}$ for $\rho > 0$ such that $\int_0^\rho \frac{1}{g(v)}dv < M_{t_0}$.

Let $T_0 = \tau(t_0, \rho_0)$. Choose any $\varepsilon \in (0, R)$ and put

$$V_\varepsilon = \inf\{V(t, x) : t \in [t_0, T_0], |x| = \varepsilon\}.$$

We choose $\delta \in (0, \varepsilon)$ such that

$$\sup\{V(t_0, x) : |x| \leq \delta\} < \frac{V_\varepsilon}{2}.$$
Define $\tilde{V} : [t_0, T_0) \times \mathbb{R}^n \to [0, \infty)$, $\tilde{F} : [t_0, T_0) \times \mathbb{R}^n \to \mathbb{R}^n$ and $W : [t_0, T_0) \times \mathbb{R}^n \to \mathbb{R}$ by

$$
\tilde{F}(t, x) = \begin{cases} 
F(t, x) & \text{if } V(t, x) < \frac{V}{2} \text{ and } |x| < \varepsilon, \\
k(t)(1 + \varepsilon) \bar{B} & \text{elsewhere},
\end{cases}
$$

$$
\tilde{V}(t, x) = \begin{cases} 
V(t, x) & \text{if } V(t, x) < \frac{V}{2} \text{ and } |x| < \varepsilon, \\
\frac{V}{2} & \text{elsewhere},
\end{cases}
$$

$$
W(t, x) = \begin{cases} 
c(t)g(V(t, x)) & \text{if } V(t, x) < \frac{V}{2} \text{ and } |x| < \varepsilon, \\
0 & \text{elsewhere}.
\end{cases}
$$

To apply Theorem 2.1 we have to show that:

1. the function $\tilde{V}$ is continuous;
2. the epi-tube $t \mapsto \mathcal{E}(\tilde{V}(t, \cdot))$ is absolutely continuous;
3. $\tilde{V}$ is a Lyapunov function for $\tilde{F}$ with respect to $W$.

If $|x| = \varepsilon$ then $V(t, x) \geq V_\varepsilon$. Hence the function $\tilde{V}$ is constant in a neighborhood of $(t, x)$. The continuity of $\tilde{V}$ in other points is obvious.

To obtain second property observe that the Hausdorff semi-distance of the epigraphs of the functions $f_C$, $g_C$, where $f_C = \min(f, C)$ and $C$ is a constant, is estimated by the Hausdorff semi-distance of the epigraphs of the functions $f, g : \mathcal{O} \to [0, \infty)$. To verify this statement assume that

\begin{equation}
(15) \quad \forall \quad (x_1, y_1) \in \mathcal{E}(f) \quad (x_2, y_2) \in \mathcal{E}(g) \quad \exists \max(|x_2 - x_1|, |y_2 - y_1|) < \varepsilon.
\end{equation}

Condition (15) is equivalent to

$$
\forall \quad x_1 \in \mathcal{O} \quad x_2 \in \mathcal{O} \quad |x_2 - x_1| < \varepsilon \text{ and } g(x_2) < f(x_1) + \varepsilon.
$$

If $f(x_1) \geq C$, then $g_C(x_2) \leq C < f_C(x_2) + \varepsilon$. If $f(x_1) < C$ and $g(x_2) < f(x_1) + \varepsilon$, then $g_C(x_2) \leq g(x_2) < f(x_1) + \varepsilon = f_C(x_1) + \varepsilon$.

Since the domain $\mathcal{O}$ and the function $V$ are bounded, the compact set $K$ in (3) can be skipped.

To obtain the third condition it is sufficient to show that

$$
\forall \quad (t, x) \in D \times \mathbb{R}^n \quad \inf_{v \in k(t)(1 + \varepsilon)B} D_\uparrow \tilde{V}(t, x)(1, v) \leq -W(t, x)
$$
if \( V(t, x) = \frac{V}{2} \), \(|x| < \varepsilon\) and \( t \) belongs to a full measure set \( D \). However, this is obvious, as \( \tilde{V} \leq V \) in a neighborhood of \((t, x)\) and \( F(t, x) \subset k(t)(1 + \varepsilon)B \).

By Theorem 2.8 for arbitrary initial condition \((t_0, x_0) \in [0, \infty) \times \mathbb{R}^n\) there exists a solution \( \bar{x} : [t_0, T_0) \rightarrow \mathbb{R}^n \) to the differential inclusion \( x'(t) \in \tilde{F}(t, x(t)) \) that satisfies

\[
\tilde{V}(t, \bar{x}(t)) + \int_{s}^{t} W(\tau, \bar{x}(\tau)) d\tau \leq \tilde{V}(s, \bar{x}(s))
\]

for every \( t_0 \leq s < t < T_0 \). Since \( W \geq 0 \) then \( \tilde{V}(t, \bar{x}(t)) \leq \tilde{V}(t_0, x_0) \).

If \(|x_0| < \delta\), then the trajectory \( \bar{x}(t) \) remains in the ball \( \varepsilon B \). Indeed, if there exists \( t_1 \in (t_0, T_0) \) such that \(|\bar{x}(t_1)| \geq \varepsilon\) then there exists \( t_2 \in (t_0, t_1) \) such that \(|x(t_2)| = \varepsilon\). Hence \( \tilde{V}(t_2, \bar{x}(t_2)) \geq V\varepsilon \), what implies \( \tilde{V}(t_2, \bar{x}(t_2)) = \frac{V}{2} \) and further \( \frac{V}{2} \leq \tilde{V}(t_0, x_0) = V(t_0, x_0) < \frac{V}{2} \), a contradiction. Therefore, the trajectory remains in the area when \( \tilde{F} = F \), \( \tilde{V} = V \) and \( W(t, \bar{x}(t)) = -c(t)g(V(t, \bar{x}(t))) \). We have \( \tau(t_0, V(t_0, x_0)) \leq T_0 \). By Proposition 2.3 we obtain that

\[
V(t, \bar{x}(t)) \leq \varphi(t) \quad \text{for} \quad t \in (t_0, \tau(t_0, V(t_0, x_0))),
\]

where \( \varphi \) is a solution to the Cauchy problem

\[
\begin{cases}
\varphi'(t) = -c(t)g(\varphi(t)) \\
\varphi(t_0) = V(t_0, x_0).
\end{cases}
\]

By Proposition 2.2 we obtain \( \varphi(\tau(t_0, V(t_0, x_0))) = 0 \). Thus \( \bar{x}(\tau(t_0, V(t_0, x_0))) = 0 \) and the settling time \( T(t_0, x_0) \) is estimated by \( \tau(t_0, V(t_0, x_0)) \). \( \square \quad \square \)

If the function \( g \) in Theorem 2.7 is given by \( g(v) = v^\alpha \) and \( \alpha \in (0, 1) \) then the settling time \( T(t_0, x_0) \) is estimated by \( \inf \left\{ T > t_0 : \int_{t_0}^{T} c(t) dt = \frac{V(t_0, x_0)^{1-\alpha}}{1-\alpha} \right\} \).

**Theorem 2.8** (Strong local finite-time stability). Assume \( \mathcal{O} \) is an open and bounded neighborhood of the origin in \( \mathbb{R}^n \), the right-hand side \( F : [0, \infty) \times \mathcal{O} \rightarrow \mathbb{R}^n \) satisfies (2), \( 0 \in F(t, 0) \) for \( t \geq 0 \), the bounded function \( V : [0, \infty) \times \mathcal{O} \rightarrow [0, \infty) \) is locally Lipschitz continuous and positively definite, i.e. \( V(t, x) > 0 \) for \( x \neq 0 \) and \( V(t, 0) = 0 \) for \( t \geq 0 \).
Suppose that there exists a full measure set \( D \subset [0, \infty) \) such that
\[
(16) \quad \sup_{(t,x) \in D \times (0 \setminus \{0\})} D_1 V(t,x)(1,v) \leq -c(t)g(V(t,x)),
\]
where \( c : [0, \infty) \to [0, \infty) \) is a locally integrable function such that for each \( t_0 \geq 0 \) we have \( \int_{t_0}^{\infty} c(t)dt > 0 \) and \( g : [0, \infty) \to [0, \infty) \) is a continuous and increasing function, \( g(0) = 0 \) and \( \int_{0}^{b} \frac{1}{g(v)}dv < \infty \) for \( b > 0 \).

Then for every \( t_0 \geq 0 \) and \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that for every initial condition \( |x_0| < \delta \) every solution \( x(\cdot) \) to (6) is bounded by \( \varepsilon \) and satisfies \( x(t) = 0 \) for \( t \geq T(t_0, x_0) \). The settling time satisfies the estimation (14).

Proof. By the same construction as in the beginning of the proof of Theorem 2.7 for any fixed \( t_0 \geq 0 \) and \( \varepsilon > 0 \) we can choose \( \delta \in (0, \varepsilon) \).

Fix a solution \( x : [t_0, \infty) \to \mathbb{R}^n \) to (6). Using the same argument as in the end of the proof of Theorem 2.7 we assure that the solution \( x \) is bounded by \( \varepsilon \).

Since the function \( V \) is locally Lipschitz continuous and \( x(\cdot) \) is absolutely continuous then the function \( v : [t_0, \infty) \to [0, \infty) \) given by \( v(t) = V(t, x(t)) \) is absolutely continuous. If \( t \) belongs to the full measure set \( D \) and the derivative \( x'(t) = f \) exists and belongs to \( F(t,x) \) then the right upper Dini derivative \( D^+ v(t) = \limsup_{h \to 0^+} \frac{v(t+h)-v(t)}{h} \) satisfies
\[
D^+ v(t) \leq D_1 V(t,x(t))(1,f).
\]
Hence, for almost all \( t \in [t_0, \infty) \) we have
\[
v'(t) \leq -c(t)g(v(t)).
\]

By Corollary 2.7 we obtain that
\[
V(t,x(t)) \leq \varphi(t) \text{ for } t \in (t_0, \tau(t_0, V(t_0,x_0))),
\]
where \( \varphi \) is a solution to the Cauchy problem
\[
\begin{cases}
\varphi'(t) = -c(t)g(\varphi(t)) \\
\varphi(t_0) = V(t_0, x_0).
\end{cases}
\]

By Proposition 2.2 we obtain \( \varphi(\tau(t_0, V(t_0,x_0))) = 0 \). Thus \( \bar{x}(\tau(t_0, V(t_0,x_0))) = 0 \) and the settling time \( T(t_0, x_0) \) is estimated by \( \tau(t_0, V(t_0,x_0)) \). \( \square \)
Remark 2.9.

(1) In Corollary 2.4, the regularity of the function $v(\cdot)$ plays very important role. If the function $v(\cdot)$ is merely of bounded variation then the estimation of their derivative that holds almost everywhere does not allow to estimate its increase (decrease). So, in Theorem 2.8 we assume that $V$ is locally Lipschitz continuous instead of (4).

(2) The contingent conditions describing weak and strong Lyapunov functions can be equivalently formulated with Bouligand tangent cones to the epigraph or hypograph of the function $V$. Namely, the weak Lyapunov function condition is equivalent to the following viability (weak invariance) condition (comp. \[1\], \[6\])

$$\left(\{1\} \times F(t, x) \times \{-W(t, x)\}\right) \cap T_{\text{epi}(V)}(t, x, V(t, x)) \neq \emptyset.$$ 

(3) If the right-hand side is single valued, i.e. $F(t, x) = f(t, x)$ and the Cauchy problem

$$\begin{cases}
    x'(t) = f(t, x(t)) \\
    x(t_0) = x_0
  \end{cases}$$

has the unique forward solution then the strong and the weak finite-time stability results are equivalent.

3. Example

We investigate the Hopfield neural network model (see \[8\]):

$$c_i \frac{dx_i(t)}{dt} = \sum_{j=1}^{n} T_{ij}(t)g_j(t, x_j(t)) - \frac{\bar{h}_i(t, x_i(t))}{R_i} + \bar{I}_i(t), \quad i = 1, \ldots, n,$$

where $x_i \in \mathbb{R}$ is the state of the $i$th neural cell, $g_i(t, x_i)$ is a nondecreasing activation function of $x_i$, $\bar{I}_i$ is an input, $T_{ij}$ simulates the connection of the cells, $c_i$ is a total input capacitance and $R_i$ is an input resistance. We transform \(1\) to the following matrix form

$$\dot{x}(t) = -h(t, x(t)) + B(t)g(t, x(t)) + I(t),$$

where $x = (x_1, \ldots, x_n)$, $h(t, x) = (h_1(t, x_1), \ldots, h_n(t, x_n))$, $h_i = \frac{\bar{h}_i}{R_i c_i}$, $B(t) = (b_{ij}(t))$, $b_{ij}(t) = \frac{T_{ij}(t)}{c_i}$, $g(t, x) = (g_1(t, x_1), \ldots, g_n(t, x_n))$, $I = \ldots$. 
\[ (I_1, \ldots, I_n) = \left( \frac{I_1}{c_{i_1}}, \ldots, \frac{I_n}{c_{i_n}} \right) \].

We assume that \( B(t)g(t, 0) = -I(t) \), \( h(t, 0) = 0 \), \( h \) is Carathéodory function, \( g_i(t, x_i) \) is measurable in \( t \) and nondecreasing with respect to \( x_i \), \( B, I \) are measurable in \( t \).

Because the right-hand side of (2) is discontinuous with respect to \( x \), using Filippov idea (see [1], [9]), we consider the following differential inclusion

\[ \dot{x}(t) \in -h(t, x(t)) + B(t)G(t, x(t)) + I(t), \]

where \( G(t, x) = G_1(t, x_1) \times \ldots \times G_n(t, x_n) \) and \( G_i(t, x_i) = [g_i(t, x_i^-), g_i(t, x_i^+)] \),

where \( g_i(t, x_i^-) \) and \( g_i(t, x_i^+) \) denote the left-handed limit and right-handed limit (respectively) of the function \( g_i(t, \cdot) \) at the point \( x_i \) (Filippov regularization of a nondecreasing function is given by one-sided limits).

We shall consider finite-time stability of (3) in the ball \( \mathcal{O} = B(0, \rho) = \{x : |x| < \rho\} \) for some \( \rho \in (0, 1) \). Let us assume that there exist integrable functions \( a(\cdot), b(\cdot) : [0, \infty) \to [0, \infty), \alpha \in (0, 1), \delta > 0 \) such that

\[
\begin{align*}
    a(t) - b(t)\rho^{2(1-\alpha)} &\geq \delta, \\
    a(t)|x|^{2\alpha} &\leq x h(t, x), \\
    I(t) &= 0, \\
    xB(t)g(t, x) &\leq b(t)|x|^2
\end{align*}
\]

for \( t \in [0, \infty) \) and \( x \in B(0, \rho) \). As the function \( V \) from (4) we use the following one:

\[ V(t, x) = C(t)|x| \left( |x| - \exp\left(-|x|^{\alpha-1}\right) \right) \] for \( t \in [0, \infty) \) and \( x \in B(0, \rho) \),

where \( C(t) = \exp(-t) \). Define also \( c(t) = \delta C(t)^{1-\alpha} = \delta \exp(\delta (1-\alpha)t) \). We see that for each \( t_0 \geq 0 \), \( \int_{t_0}^\infty c(t)dt > 0 \). Function \( V \) is smooth outside the origin. All assumptions of Theorem 2.8 will be satisfied if we check condition (16).

To obtain (16) first we show that

\[ V(t, x) + V_x(t, x)(B(t)g(t, x) - h(t, x)) + c(t)(V(t, x))^{\alpha} \leq 0 \]
for \( t \in [0, \infty) \), \( x \in B(0, \rho) \setminus \{0\} \) for sufficiently small \( \rho \in (0, 1) \). To this aim observe that
\[
V_i(t, x) + V_x(t, x)(B(t)g(t, x) - h(t, x)) + c(t)(V(t, x))^\alpha
\]
\[
= C'(t)|x| \left( |x| - \exp \left( -|x|^\alpha - 1 \right) \right) + C(t) \left( x \left( 2 - \frac{1}{|x|} \exp \left( -|x|^\alpha - 1 \right) \right) - (1 - \alpha)|x|^\alpha - 2 \exp \left( -|x|^\alpha - 1 \right) \right) \left( B(t)g(t, x) - h(t, x) \right) + c(t)(C(t))^\alpha |x| \left( |x| - \exp \left( -|x|^\alpha - 1 \right) \right) ^\alpha
\]
\[
\leq -C(t)|x| \left( |x| - \exp \left( -|x|^\alpha - 1 \right) \right) + C(t)|x|^{\alpha \left( 2 - \alpha \right)} \left( b(t)|x|^{\alpha \left( 2 - \alpha \right)} - a(t) \right) \left( 2 - \left( \frac{1}{|x|} \right) + (1 - \alpha)|x|^\alpha - 2 \exp \left( -|x|^\alpha - 1 \right) \right) + \delta C(t)|x|^{\alpha \left( 2 - \alpha \right)} \alpha \left( 2 - \alpha \right) \delta C(t)|x|^{\alpha \left( 2 - \alpha \right)} \leq 0.
\]

If \( f = (f_1, \ldots, f_n) \) is a vertex of rectangular \( G(t, x) \) then \( f_i \in \{g_i(t, x_i^-), g_i(t, x_i^+)\} \). If \( f_i \) equals to the left-handed limit then we choose a sequence \( x_{ki} \) converging to \( x_i \) from the left. If \( f_i \) equals to the right-handed limit then we choose a sequence \( x_{ki} \) converging to \( x_i \) from the right. Set \( x_k = (x_{k1}, \ldots, x_{kn}) \). Then \( \lim_{k \to \infty} g(t, x_k) = f \). The functions \( V(t, \cdot), V_i(t, \cdot), V_x(t, \cdot) \) and \( h(t, \cdot) \) are continuous. By (4) we have
\[
V_i(t, x_k) + V_x(t, x_k) \left( B(t)g(t, x_k) - h(t, x_k) \right) + c(t)(V(t, x_k))^\alpha \leq 0.
\]

Passing to the limit we obtain that
\[
(5) \quad V_i(t, x) + V_x(t, x) \left( B(t)f - h(t, x) \right) + c(t)(V(t, x))^\alpha \leq 0.
\]

Since the rectangular \( G(t, x) \) is a convex hull of its vertices and the function \( f \to V_x(t, x)B(t)f \) is a linear functional then (5) holds true for \( f \in G(t, x) \), which gives (16).

By Theorem 2.8 where \( g(v) = v^\alpha \), we conclude that the Hopfield neural network (1) is strongly finite-time stable.
VIABILITY APPROACH TO FINITE-TIME STABILITY
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