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Abstract: Sustainability processes are complex and therefore ill-known, inconsistent, and subjective, and must be studied despite a shortage of information. It is prohibitively difficult to study them on quantitative levels using quantitative methods. The presented qualitative approach enables us to solve these issues. There are just three values used to describe the qualitative variables and their derivatives, plus/increasing, zero/constant, and negative/decreasing. An $n$-dimensional equation-less qualitative model is a set of pairwise relations. Such relations represent a shallow knowledge of the sustainability systems being studied. The solution of the qualitative model is a set of scenarios. The behaviour of this model is described by all of the possible transitions among these scenarios. A decision maker can easily compile a decision tree if he/she knows all of the possible transitions. The generated tree can be evaluated using traditional methods if all of the relevant probabilities are known. Otherwise, some heuristics are used to evaluate the best decision.
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1. Introduction

Sustainability studies represent a broad spectrum of different tasks, for example, environmental analysis, economics, natural resources, and sociology. The majority of these tasks are complex and difficult to measure/observe problems. This requires different methods to satisfy the different aspects of the different sustainability tasks (see, e.g., [1,2]).

Different planning/optimisation algorithms can be used, such as, heuristic, expert systems, and purely statistically based algorithms [2,3]. The majority of the mentioned knowledge items are vague and based on heuristics. For example, “a dominant manufacturer always benefits from its power” (see [4]).

The decision making within sustainability studies and related disciplines is often based on models of unique systems (see, e.g., [5,6]). Conventional statistical methods that are directly or indirectly related to the basic law of large numbers are difficult or impossible to apply (see, e.g., [7,8]). Severe knowledge shortages put pressure on the integration of any available information item. It means that knowledge items of different levels of subjectivity and nature must be taken into consideration in order to develop the best possible model of a unique task under study [9]. However, any efficient integration of such knowledge items of different origins requires common sense reasoning (see, e.g., [10–17]).

Applied artificial intelligence has generated several algorithms that study vagueness without the traditional probabilistic approach. Fuzzy reasoning is one of them (see, e.g., [18]); genetic algorithms are another example [19,20].
Human brains solve the tasks that are out of reach of any algorithm that can be made computer available. Common sense formalisation has attracted attention a long time ago (see, e.g., ideas related to naïve physics) [12,21]. Some examples of human-like reasoning include commonly understood, intuitive, or everyday-observed rules of nature, for example (see, e.g., [22]):

• A dropped object falls straight down.
• A solid object cannot pass through another solid object.
• A vacuum sucks things towards it.

Sustainability problems related to environmental economics and management often suffer from a different shortage of information and/or knowledge items [23–25]. The available network of knowledge items is usually very sparse. This is particularly important in relation to a broad spectrum of sustainability tasks, because of their interdisciplinary nature [26–28]. Moreover, new algorithms will be accepted and used if they do not require an extensive study of complex theories, and the results can be easily rechecked using just common sense. These are the main reasons a qualitative reasoning method has been used in this paper (see, e.g., [29,30]).

Many knowledge items are only available as verbal descriptions based on trends, for example, decreasing, constant, and increasing. For example,

“If the ammoniac concentration is increasing, then its neutralisation cost is increasing.”

Typical examples of such pairwise trend relations are given in Figure 1.

![Figure 1. Example of qualitative pairwise relations.](image)

All pairwise relations, X and Y, in Figure 1, are trend relations, that is, increasing, constant, and decreasing. This means that nothing is quantified. The numbers 21, 22 and 23 (Figure 1) are just identifications of pairwise relations for the first coordinate system quadrant. Similarly, pairwise relations can be defined for the other coordinate system quadrants. For example, the relation of number 21 (Figure 1) indicates the following:

• The relation is increasing, the first derivative is therefore positive.
• The increase is more and more rapid, that is, the second derivative is therefore positive.
• If X = 0, then Y = positive.

2. Materials and Methods

Qualitative reasoning is a part of these new trends in the analysis of complex and vague tasks, (see, e.g., [16]). Common sense reasoning algorithms, for example, qualitative reasoning, will be accepted by
users from industry, business, and so on, if they are simple. However, qualitative algorithms are not simple. This means that a high-quality user-friendly interface is essential (see, e.g., [29,31]). These problems are not studied in this paper (for details, see, e.g., [32]).

2.1. Qualitative Models

Qualitative models are based just on the four quantifiers from Table 1 (see, e.g., [11]).

Table 1. The quantifiers.

| Values: Positive | Zero | Negative | Anything |
|------------------|------|----------|-----------|
| Derivatives:     | Increasing | Constant | Decreasing | Any direction |
| Symbol:          | +    | 0        | -         | *          |

A set of \( m \) qualitative \( n \)-dimensional scenarios is described by the following sets of triplets:

\[
S = \{(X_1, DX_1, DDX_1), (X_2, DX_2, DDX_2), \ldots , (X_n, DX_n, DDX_n)\}, j = 1, 2, \ldots , m \tag{1}
\]

where \( X_i \) is the \( i \)-th variable, and \( DX_i \) and \( DDX_i \) are the first qualitative and the second qualitative derivations, respectively, with respect to time \( t \).

An important aspect of sustainability models is the quantification of specific variables, namely (see [33]):

- Contributing to a better understanding of the meaning of sustainability and its contextual interpretation (interpretation challenge);
- Integrating sustainability issues into decision-making by identifying and assessing (past and/or future) sustainability impacts (information-structuring challenge); and
- Fostering sustainability objectives (influence challenge).

Over the last two decades, there have been plenty sustainability indicators (SI). Similar problems to those of the SIs are solved in, for example, purely ecological tasks (see ecological indicators, e.g., [24]).

There are only second derivatives, \( DD \), in Model (2). It is possible to introduce higher qualitative derivatives into sustainability and related models. However, the network of available knowledge items is often so poor, inconsistent, and sparse, that the higher derivatives are not known. It is not an exceptional problem that even the first derivatives are not predictable. Therefore, just the second derivatives are studied in this paper.

An equation-less qualitative model is a set of \( w \) pairwise relations, as follows:

\[
P_s (X_i, X_j), s = 1, 2, \ldots , w \tag{2}
\]

There are just four qualitative values (Table 1). The set of scenarios in Model (2) are therefore discrete and final. It is a combinatorial task to solve Model (3). This problem is not studied in this paper. An introduction into the methodology of qualitative models and their solutions is given, for example, by the authors of [11,12].

If the second derivatives are not known, then the relations, \( P \), of Model (3) can be simplified as follows:

\[
\begin{align*}
\text{If } X_1 \text{ is increasing, then } X_2 \text{ is increasing.} \\
\text{If } X_1 \text{ is decreasing, then } X_2 \text{ is decreasing.} \\
\text{If } X_3 \text{ is increasing, then } X_2 \text{ is decreasing.} \\
\text{If } X_3 \text{ is decreasing, then } X_2 \text{ is increasing.}
\end{align*} \tag{3}
\]
The relation in Model (4) is described by the following set of two relations:

\[
\begin{align*}
\text{QP}^+ & \quad X_1 X_2, \\
\text{QP}^- & \quad X_3 X_2
\end{align*}
\]  \tag{4}

where the following is true:

\[
\begin{align*}
\text{QP}^+ & \quad \text{qualitative direct proportionality,} \\
\text{QP}^- & \quad \text{qualitative indirect proportionality.} 
\end{align*}
\]  \tag{5}

\text{QP}^+ \text{ covers all three of the increasing shapes of numbers 21, 22 and 23 (in Figure 1). \text{QP}^- \text{ covers all three of the decreasing shapes of numbers 24, 25 and 26 (in Figure 1).}}

The qualitative proportionalities (QP) are the lowest information intensive knowledge items. If it is not possible to relate these two variables by a qualitative proportionality, then nothing is known about these pairwise relations.

The following set of two relations is used to demonstrate the results of a simple qualitative model:

| Shape | X  | Y  | (see Figure 1) |
|-------|----|----|----------------|
| 1     | +  | +  | + + + + + - - - |
| 2     | +  | 0  | + + + + + - - - |
| 3     | +  | -  | + + + + + - - - |
| 4     | +  | -  | + + + + + - - - |
| 5     | +  | -  | + + - + + - + - - |
| 6     | +  | -  | + + - + + - - 0   |
| 7     | +  | -  | + + - + + - - -   |
| 8     | +  | 0  | + 0 + + 0 + + 0   |
| 9     | +  | 0  | + 0 + + 0 + 0     |
| 10    | +  | 0  | + 0 - + 0 - + 0   |
| 11    | +  | -  | + + + + + - + + - |
| 12    | +  | -  | + + - + + - + + - |
| 13    | +  | -  | + + - + + - + + - |
| 14    | +  | -  | + + - + + - + + - |
| 15    | +  | -  | + + - + + - + + - |
| 16    | +  | -  | + + - + + - + + - |
| 17    | +  | -  | + + - + + - + + - |

The qualitative description of variable \( X_3 \) of the first scenario, \( S_1 \), is represented by the triplet \((+ - -)\). It means that \( X_3 = +; \) for example, it is a concentration and is, by its very nature, always positive. For \( DX_3 = -, \) see Model (2), the first time derivative is negative; this means that the concentration is decreasing. For \( DDX_3 = -, \) see Model (3), the second time derivative is negative and the decrease is more and more rapid.
2.2. Transitional Graph

The set of scenarios $S$ from Model (2) is not the only result of qualitative modeling. It is possible to generate transitions among the set of scenarios. A complete set of all of the possible one-dimensional transitions is given in Table 2.

Table 2. A list of all of the one-dimensional transitions.

| From        | To           | Or | Or | Or | Or | Or | Or |
|-------------|--------------|----|----|----|----|----|----|
| + + +       | $\rightarrow$ | + 0 | 0  | 0  | 0  | 0  | 0  |
| + + 0       | $\rightarrow$ | + + + | + 0 | 0  | 0  | 0  | 0  |
| + + 0       | $\rightarrow$ | + + + | + 0 | 0  | 0  | 0  | 0  |
| + 0 +       | $\rightarrow$ | + + + | + 0 | 0  | 0  | 0  | 0  |
| + 0 0       | $\rightarrow$ | + + + | + 0 | 0  | 0  | 0  | 0  |
| + 0 -       | $\rightarrow$ | + + + | + 0 | 0  | 0  | 0  | 0  |
| + - +       | $\rightarrow$ | + + 0 | + 0 | 0  | 0  | 0  | 0  |
| + - 0       | $\rightarrow$ | + + 0 | + 0 | 0  | 0  | 0  | 0  |
| 0 + +       | $\rightarrow$ | + + + | + 0 | 0  | 0  | 0  | 0  |
| 0 0 +       | $\rightarrow$ | + + + | + 0 | 0  | 0  | 0  | 0  |
| 0 + -       | $\rightarrow$ | + + + | + 0 | 0  | 0  | 0  | 0  |
| 0 - +       | $\rightarrow$ | + + + | + 0 | 0  | 0  | 0  | 0  |
| 0 - 0       | $\rightarrow$ | + + + | + 0 | 0  | 0  | 0  | 0  |
| 0 - -       | $\rightarrow$ | + + + | + 0 | 0  | 0  | 0  | 0  |
| - + +       | $\rightarrow$ | + + + | + 0 | 0  | 0  | 0  | 0  |
| - + 0       | $\rightarrow$ | + + + | + 0 | 0  | 0  | 0  | 0  |
| - + -       | $\rightarrow$ | + + + | + 0 | 0  | 0  | 0  | 0  |
| - 0 +       | $\rightarrow$ | + + + | + 0 | 0  | 0  | 0  | 0  |
| - 0 0       | $\rightarrow$ | + + + | + 0 | 0  | 0  | 0  | 0  |
| - 0 -       | $\rightarrow$ | + + + | + 0 | 0  | 0  | 0  | 0  |
| - - +       | $\rightarrow$ | + + + | + 0 | 0  | 0  | 0  | 0  |
| - - 0       | $\rightarrow$ | + + + | + 0 | 0  | 0  | 0  | 0  |

For example, the third line of Table 2 indicates that it is possible to transfer triplet (+ + −) into triplet (+ + 0). This transition is not the only possible one. There are two more possible transitions. Figure 2 gives a qualitative description of an oscillation using the one-dimensional triplets $n = 1$ from Model (2).

Table 2 is not a dogma. It could be modified on an ad hoc basis. The only requirement is that the transitions must satisfy the common sense feeling of the user.

A transitional graph, $G$, is an oriented graph. Its nodes are the set of scenarios $S$ from Model (2) and the oriented arcs are the transitions $T$ among the scenarios $S$.

$$G = (S, T)$$ (7)

Any oscillation can be represented by a simple oriented graph, see Figure 2. The transition from triplet (+ +) to triplet (+ + 0) is based on the first row of Table 2, transition 1a.
An $n$-dimensional scenario based on $n$ variables from Model (2) must be checked, using Table 2, for all of the $n$ variables. In other words, $n$ one-dimensional transitions must be feasible to transfer one $n$-dimensional scenario into another.

An $n$-dimensional, Model (2), is a set of $r$ equation-less relations (see, e.g., Figure 1), as follows:

$$M = (r, n)$$

The transitional graph, Model (7), of Model (6), is given in Figure 3.

2.3. Sustainability Decision Making

Decision-making tasks related to sustainable problems have been studied for many years (see, e.g., [34–36]). Specific decision trees can be generated and evaluated (e.g., a food waste management decision tree, see [37]). However, the variability of sustainability decision problems require multiple goal decision making (see, e.g., [38]). This problem is not studied in this paper.

Let us suppose that there are two independent variables, $X_1$ and $X_2$, and an objective function, $\Theta$. The objective function has to be maximized (e.g., profit). This means that the first derivative of $\Theta$ must be positive in order to guarantee an increase of $\Theta$, as follows:
The best variant is

\[ D\Theta = +, \quad DD\Theta = + . \] (9)

This means that the objective function is increasing more and more quickly. This is the most favorable situation to maximize \( \Theta \).

Let us suppose that a sustainability model has the following set of three scenarios, \( S \), \( n = 3, \ m = 3 \), see Model [3]:

Therefore, the first trend scenario in Table 3 is totally wrong because the objective function, \( \Theta \), decreases more and more rapidly, see \(+−−\) in Table 3. The second scenario in Table 3 is the best one, Model (11).

Table 3. Scenarios. \( X_1 \) and \( X_2 \)—independent variables; \( \Theta \)—objective function.

| \( X_1 \) | \( X_2 \) | \( \Theta \) |
|---|---|---|
| 1 | +++ | +++ | +−− |
| 2 | +0− | +−− | +++ |
| 3 | +−− | +−− | +−− |

The set of variables, \( X \), Model (10), can be divided into three subsets from the point of view of optimization, as follows:

\[ X = X_1, X_2, \ldots, X_n = D \cup N \cup G \] (10)

A set, \( X \), of \( n \) variables is a union, Model (10), of variables under (managerial) control, \( D \), non-controllable variables, \( N \), and the single goal variable, \( G \).

The model, \( M \), used in this paper is simplified, as follows:

\[ M = f(X) = f(D, N, G) \] (11)

All non-controllable variables, \( N \), are expressed as follows:

\[ N = f(C, G). \] (12)

The relation, Model (12), is based on the assumption that a reaction of the opponent(s) is predictable. If, for example, taxation is a non-controllable variable, then a government does not use a stochastic generator to develop its taxation strategy. The government decisions are based on carefully studied relations among the complete set of variables, \( X \), and the relation, Model (12), can be incorporated into the model, \( M \), Model (11).

However, if an \( N \) variable has a stochastic nature (e.g., weather predictions), then it is possible to develop a conventional decision tree (see, e.g., [39]). One has to keep in mind that a decision, that is, a quantification of all (some) of the variables, \( D \), is made prior to any stochastic generation of the \( N \) variables. For example, an invest decision, \( D \), is done before the knowledge of the new taxation policy is known.

This paper presents the case study, given below, using Equation (12). It means that any stochasticity is eliminated.

2.4. Qualitative Trees Generated From Transition Graphs

A transitional graph represents all of the possible future behaviours of a sustainability system under study. A decision maker can generate a (decision) tree using his/her (semi) subjective preferences. The root of the tree is, for example, a current situation of the system. An example of such a tree is given in Figure 4, and is based on the oriented graph in Figure 3. Tutorial example of a transitional graph, the root scenario, is the scenario of number 5 in Figure 4.
2.5. Quantitative Evaluations of Qualitative Trees—Reconciliation

There is a spectrum of different trees used for decision making (see, e.g., [40]). Decision tasks can be represented by single root trees (see, e.g., [41]) and sets of available input information items (III), for example, probabilities, penalties, and so on (see, e.g., [42,43]). The complete III set is usually not available (see, e.g., [44,45]).

An algorithm is needed to quantify the missing values of an incomplete set of III. This problem is described by Doubravsky and Dohnal [46] as metaheuristics, drawing a strong analogy between the water flow through a one root tree system of pipes and the decision tree of the same topology. This analogy is based on the assumption/metaheuristics (see, e.g., [46,47]), as follows.

Hypothesis 1 (H1). The longer the path, the less probable the path is.

Let us imagine a situation where decision makers have incomplete information about the decision-making problem/task. There are three variants, as follows:

- Complete III, i.e., all of the numerical values needed to evaluate the decision tree using traditional algorithms are available;
- Total ignorance, not a single numerical value is available; and
- Partial ignorance, some numerical values are available.

If complete III is available, then the well-known algorithm is used in this paper (see, e.g., [48]). The corresponding decision-making problem is solved under total ignorance if only the topology of the decision tree under study is known (see, e.g., [46]). A decision-making problem under total ignorance gives a system of linear equations, \( A \cdot P = B \), where the set, \( P \), is a vector of unknown variables (e.g., probabilities, penalties, etc.), \( A \) is the set of splitting ratios of the decision tree, and \( B \) is a vector of numerical constants based on the balance equations (for details, see, e.g., [46,49]).

The total ignorance is transferred into the partial ignorance if some isolated elements of III are available, for example, probabilities and penalties (see, e.g., [49]). An incomplete set of isolated specific probabilities, as follows:

\[
R \equiv (R_1, R_2, \ldots, R_h).
\]

has \( h \) elements. Each element of the set, \( R \), can be formally interpreted as an equation.

The concept of the total ignorance represented by metaheuristics, H1, allows us to incorporate a set of isolated specific information items within a general framework of the metaheuristic (see, e.g., [46]). The answer to the question of how to incorporate additional information into total ignorance gives the following description of a reconciliation algorithm.
The problems of reconciliation are very important and have been studied for more than 30 years (see, e.g., [50]). Reconciliation is a solution of an over-specified set of linear equations, as follows:

\[ \mathbf{A} \cdot \mathbf{P} = \mathbf{B} \cup \mathbf{P} = \mathbf{R}. \]  

(14)

The set of equations has \( n + h \) equations and \( n \) variables, \( \mathbf{P} \). The set of equations in Model (14) nearly always has no solution. A suitable objective function \( Q \), as follows:

\[ Q = \sum_{j=1}^{h} d_j. \]  

(15)

is minimized. This function, Model (15), is usually the sum of deviations, \( d \), Model (16), as follows:

\[ d_j = P_j - R_j. \]  

(16)

where \( j = 1, \ldots, h \). A method of linear programming is used to solve the following problems, Model (17):

\[
\begin{align*}
\min Q \\
\quad a_1 P_1 &= b_1 \\
\quad \vdots \\
\quad a_n P_n &= b_n \\
\quad P_{n+1} &= R_{n+1} \\
\quad \vdots \\
\quad P_{n+h} &= R_{n+h}
\end{align*}
\]  

(17)

Numbers are absolutely precise and thus do not reflect the inherent lack of precision or vagueness of realistic sustainability knowledge. Similar difficulties are typical for nearly all of the branches of science and engineering. This fact has been taken into account by relatively extensive applications of different branches of probability theory. However, the only objective way to evaluate the probability of an event is to repeat the measurement/observation of an outcome of an event infinitely many times under the same conditions. As this is practically impossible, the subjective quantification of different types of vagueness has been introduced.

Fuzzy logic is a vague formal tool that is based on a concept of fuzzy sets and a grade of membership (see Figure 5). For details, see \([50,51]\).

Figure 5. Rectangular grade of membership.
3. Case Study

This paper is based on the following set of decision, $D$, and lottery, $N$, variables (see Tables 4 and 5) [23], as follows.

Table 4. Decision variables ($D$) (under managerial control).

| Variable | Label |
|----------|-------|
| Cash Flow | CF |
| Return on Assets | ROA |
| Value Added | VA |
| Earnings after taxes | EAT |
| Ecology related investments | ERI |
| Consumption of renewable energy | CRE |
| Production of waste | PW |
| Productivity of labour | PL |
| Corporate governance | CG |

Table 5. Lotteries ($N$) (outside managerial control).

| Variable | Label |
|----------|-------|
| Sustainability Political Will | SPW |
| Taxes | TA |

It is clear that the interpretation of the variables (Tables 4 and 5) depends on the point of view, and is (partially) subjective. For example, the variable of taxes ($TA$) is a lottery if the decision maker is a manager and not a relevant government. The cash flow ($CF$) is, in theory, under managerial control, however, it can be outside the managerial control if some mistakes are made.

The following set of 12 pairwise relations, Model (3), is used:

| No. (see Figure 1) | X | Y |
|-------------------|---|---|
| (see Model [7])   |   |   |
| 1 | QP+ | ROA | VA |
| 2 | QP- | CF | CG |
| 3 | 22 | PL | VA |
| 4 | QP- | EAT | TA |
| 5 | QP+ | CG | ERI |
| 6 | 24 | SPW | PW |
| 7 | 23 | SPW | CRE |
| 8 | 24 | SPW | TA |
| 9 | 21 | CF | ERI |
| 10 | QP- | PL | PW |
| 11 | 24 | ERI | CRE |
| 12 | QP- | SPW | ERI |

The first step is to only evaluate the first derivatives. There are three scenarios based on the first derivatives if Model (18) is solved, see Table 6.

Table 6. Scenarios.

| PL | VA | ROA | CRE | CF | PW | EAT | TA | CG | SPW | ERI |
|----|----|-----|-----|----|----|-----|----|----|-----|-----|
| 1  | +  | +  | +  | +  | -  | +  | -  | +  | +  | -  |
| 2  | +  | 0  | +  | 0  | +  | 0  | +  | 0  | +  | 0  |
| 3  | +  | 0  | +  | 0  | +  | 0  | +  | 0  | +  | 0  |

Where * indicates any value (Table 1) of the second derivative from Model (2).
It is clear that the second scenario (see Table 6) is the steady state, that is, no changes. The first scenario (Table 6) represents a situation when the following variables are increasing, as they have the positive first derivative: productivity of labour (PL), value added (VA), return on assets (ROA), consumption of renewable energy (CRE), EAT, and sustainability political will (SPW) (Tables 4 and 5). A simple common sense analysis indicates preferences for all of the variables (see Table 7). The very nature of the variables of production of waste (PW) and taxes (TA) requires their decreases.

Table 7. Required changes of variables (i.e., preferences).

|   | PL | VA | ROA | CRE | CF | PW | EAT | TA | CG | SPW | ERI |
|---|----|----|-----|-----|----|----|-----|----|----|-----|-----|
| 1 | ↑  | ↑  | ↑   | ↑   | ↑  | ↓  | ↑   | ↓  | ↑  | ↑   | ↑   |

The second step is to solve Model (18), taking the second derivatives into consideration. Model (18) gives the set of 27 scenarios (see Table 8). The following auxiliary variables, $O_i$ for $i = 1, 2, \ldots, m$ (see Model (2)), are based on the set of scenarios from Table 8.

Table 8. Scenarios.

|   | PL | VA | ROA | CRE | CF | PW | EAT | TA | CG | SPW | ERI |
|---|----|----|-----|-----|----|----|-----|----|----|-----|-----|
| 1 | +  | +  | +   | +   | +  | +  | +   | +  | +  | +   | +   |
| 2 | +  | +  | +   | +   | +  | +  | +   | +  | +  | +   | +   |
| 3 | +  | +  | +   | +   | +  | +  | +   | +  | +  | +   | +   |
| 4 | +  | +  | +   | +   | +  | +  | +   | +  | +  | +   | +   |
| 5 | +  | +  | +   | +   | +  | +  | +   | +  | +  | +   | +   |
| 6 | +  | +  | +   | +   | +  | +  | +   | +  | +  | +   | +   |
| 7 | +  | +  | +   | +   | +  | +  | +   | +  | +  | +   | +   |
| 8 | +  | +  | +   | +   | +  | +  | +   | +  | +  | +   | +   |
| 9 | +  | +  | +   | +   | +  | +  | +   | +  | +  | +   | +   |
| 10| +  | +  | +   | +   | +  | +  | +   | +  | +  | +   | +   |
| 11| +  | +  | +   | +   | +  | +  | +   | +  | +  | +   | +   |
| 12| +  | +  | +   | +   | +  | +  | +   | +  | +  | +   | +   |
| 13| +  | +  | +   | +   | +  | +  | +   | +  | +  | +   | +   |
| 14| +  | +  | +   | +   | +  | +  | +   | +  | +  | +   | +   |
| 15| +  | +  | +   | +   | +  | +  | +   | +  | +  | +   | +   |
| 16| +  | +  | +   | +   | +  | +  | +   | +  | +  | +   | +   |
| 17| +  | +  | +   | +   | +  | +  | +   | +  | +  | +   | +   |
| 18| +  | +  | +   | +   | +  | +  | +   | +  | +  | +   | +   |
| 19| +  | +  | +   | +   | +  | +  | +   | +  | +  | +   | +   |
| 20| +  | +  | +   | +   | +  | +  | +   | +  | +  | +   | +   |
| 21| +  | +  | +   | +   | +  | +  | +   | +  | +  | +   | +   |
| 22| +  | +  | +   | +   | +  | +  | +   | +  | +  | +   | +   |
| 23| +  | +  | +   | +   | +  | +  | +   | +  | +  | +   | +   |
| 24| +  | +  | +   | +   | +  | +  | +   | +  | +  | +   | +   |
| 25| +  | +  | +   | +   | +  | +  | +   | +  | +  | +   | +   |
| 26| +  | +  | +   | +   | +  | +  | +   | +  | +  | +   | +   |
| 27| +  | +  | +   | +   | +  | +  | +   | +  | +  | +   | +   |

$O_i = \text{number of feasible (see Table 7) first derivatives}$

where $i$ is the number of the corresponding scenario. The number of feasible first derivatives, $O_1$, according to Table 7, of the first scenario of Table 8 is 8.

There are 97 transitions, $T$, Model (7), among the set of 27 scenarios (see Table 8). The corresponding transitional graph, $G$, Model (7), is given in Figure 6.
Let us suppose that the current situation under study corresponds to scenario number 14 of Figure 6 and Table 8 and that the following qualitative tree of Figure 7 is relevant to a decision maker. This means, that the tree is (partially) subjectively chosen by the decision makers, taking into consideration some of subjective preferences, and reflects their interests. In other words, the following decision tree is not the only variant. It is therefore highly desirable to study several decision trees.

The scenarios of numbers 3, 6, 7, 9 and 27 are terminals of the qualitative tree. Each terminal scenario has its utility, that is, a level of satisfaction of the preferences, see Table 7. The utility, $u$, is calculated as the ratio of a number of variables, $u_i = O_i / n$, see (19), where $i$ is the number of the corresponding scenario.

The list of utilities of all of the terminals is as follows.
For example, the terminal of number 27 has its utility as 0.272 (see Table 9). The number of variables satisfying Table 7 is 3 (CF, CG, ERI); there are 11 variables (see Tables 4 and 5). The utility is calculated as $3/11 = 0.272$.

### Table 9. Utility of terminals.

| Scenario $i$ (See Figure 7) | Utility $u_i$ |
|-----------------------------|--------------|
| 3                           | 0.727        |
| 6                           | 0.727        |
| 7                           | 0.727        |
| 9                           | 0.727        |
| 27                          | 0.272        |

4. Results

The heuristic, H1, is used to evaluate the qualitative tree (see Figure 7). The total ignorance problem has the solution given in Table 9.

A common sense interpretation of the heuristic, H1, indicates that the shortest branch, that is, the transfer scenario $14 \rightarrow 25$ of the qualitative tree, see Figure 7, has the dominant probability.

A partial ignorance problem means that some probabilities are vaguely known by the decision makers and are specified as fuzzy sets. Four fuzzy sets are given by a decision maker in Table 10 (see Figure 5).

### Table 10. Fuzzy sets.

| Transition from $i$ to $j$ | Fuzzy Probability |
|---------------------------|-------------------|
| $i$ | $j$ | $a$ | $b = c$ | $d$ |
| 1   | 5   | 0.5 | 0.6   | 0.65 |
| 1   | 4   | 0.25| 0.3   | 0.4  |
| 14  | 25  | 0.6 | 0.7   | 0.8  |
| 14  | 1   | 0.35| 0.4   | 0.45 |

The probabilities of the remaining transitions are not given. This means that the general heuristic, H1, must be reconciled with the fuzzy sets given in Table 10. The reconciliation result is given in Table 11.

### Table 11. Probabilities of transfers evaluated by the heuristic—partial ignorance case.

| Transition from Scenario $i$ to Scenario $j$ (See Figure 7) | Probability of Transition $P_i$ |
|-------------------------------------------------------------|--------------------------------|
| 14 | 25 | 0.6 |
| 14 | 1  | 0.4 |
| 25 | 26 | 1   |
| 26 | 27 | 1   |
| 1  | 4  | 0.3 |
| 1  | 5  | 0.5 |
| 1  | 2  | 0.2 |
| 4  | 7  | 0.667 |
| 4  | 8  | 0.333 |
| 5  | 9  | 1   |
| 2  | 3  | 1   |
| 8  | 6  | 1   |

Values of $u_i \cdot P_i$ (see Table 12) indicate the preferences (see Table 7) of all of the terminals and their probability (see Table 12). The highest value has the terminal of number 27. The only path leading
from the root of number 14 to the terminal of number 27 is $14 \rightarrow 25 \rightarrow 26 \rightarrow 27$ (see Figure 7). This path is a trend description of a forecast or a history.

**Table 12.** Probabilities of terminals and the expected value.

| Terminal | Utility | Probability | $u_i \cdot P_i$ |
|----------|---------|-------------|----------------|
| i         | $u_i$   | $P_i$       | $u_i \cdot P_i$ |
| 3         | 0.727   | 0.08        | 0.058          |
| 6         | 0.727   | 0.04        | 0.029          |
| 7         | 0.727   | 0.08        | 0.058          |
| 9         | 0.727   | 0.2         | 0.145          |
| 27        | 0.272   | 0.6         | 0.163          |

There are 11 variables (see Tables 4 and 5). It is therefore not possible to present all of them. Therefore, just the non-controllable variables ($SPW$ and $TA$) will be studied.

Figure 8 does not represent a conventional graph, it is a trend graph. It means that the only restrictions are the following inequalities:

$$0 < a < b < c.$$

The numerical values of the intervals, for example, the interval $(b-c)$, are irrelevant. The triplets (see the top of Figure 8) indicate the relevant trend-based shape (see Figure 1). For example, the triplet $(+---)$ represents an increase of a decrease. It means that Figure 8 is a trend shape that represents an infinite amount of traditional graphs.

5. Discussion

The relations among the different sustainability tasks and managements are studied extensively. There is also relatively little evidence regarding how the social capital and cognition of individual managers interacts. This means that the presented trend algorithm must be used for real complex tasks to demonstrated the flexibility of the solved sustainability tasks.

The management must keep in mind the interdisciplinary nature of the overwhelming majority of sustainability tasks. Soft sciences such as sociology, political theory, and sociology must be used. The relations among the different sustainability tasks and managements are studied extensively. There is
also relatively little evidence regarding how the social capital and cognition of individual managers interacts. Moreover, management is under pressure to use a broad spectrum of mathematical tools.

Environmental economics and/or management (EEM) complex models of interdisciplinary natures are often interrelated mixtures of verbal descriptions based on natural languages (NL) as well as some sub-models based on classical methods of numerical mathematics, operational research, and so on. Such (semi)subjective knowledge items cannot be treated by numerical mathematics and/or statistics. Conventional statistical methods, which are directly or indirectly related to the basic law of large numbers, are difficult or impossible to apply if the studied EEM tasks are unique and complex (see [39]).

It is therefore important to identify the subjective and objective knowledge items. Dominantly objective EEM knowledge items are suitable for mathematical treatment, as follows:

- Mathematical models, sets of differential and/or algebraic equations,
  - numerical/fuzzy, and so on, values of constants are not available.
- With numerical values of constants,
  - statistical models, for example, an exponential function such as the least squares algorithm.

Dominantly subjective knowledge items are directly based on NLs, as follows:

- Experience,
- Analogy,
- Feelings.

Knowledge items of different levels of subjectivity based on different quantifiers (numbers, fuzzy and rough sets, etc.) must be taken into consideration to develop the best possible model of a unique complex EEM task under study. This is the reason information non-intensive formal tools are used more and more frequently (see, e.g., naïve physics algorithms, and [7,11]).

NL processing algorithms can teach computers to use NLs like human experts if some specific tasks are performed, for example, information searching and language translation. However, such NL related algorithms are far from using common sense reasoning in a way that is comparable to the human EEM analysis of NL based information.

There is an extensive body of knowledge items that have been formalized for human-readability using NLs. Unfortunately, this knowledge body is predominantly human-oriented and cannot be flexibly used by computers using different types of logics and reasoning algorithms. There is a surprisingly long history of this type of research (see, e.g., [7,11,12]), and a quickly increasing probability of successful EEM applications. This means that the EEM researcher must carefully study research developments within the artificial intelligence area.

6. Conclusions

Presently, most of the techniques employed for the analysis of a broad spectrum of EEM problems possess statistical natures. Unfortunately, these precise mathematical tools do not always contribute as much as is expected towards a full understanding of tasks under study.

It is no paradox that less information intensive methods of EEM analysis often achieve more realistic results in cases where the EEM system that is being modeled is very complex, and/or ill known. Modern computers are extremely powerful tools in terms of number manipulation. However, their contribution to solving vague problems, from finance and investment, using common sense, has been practically very small.

The trend models are not the final result. An optimal/feasible/not bad decision assessment must be done. Therefore, relevant decision sustainability trees are required. The trend results can be used to generate those trees. The generated trend trees can be fairly complex. It usually means that the mentioned data sets are not complete.
All sorts of statistical analyses are used to generate EEM models. However, the mathematical forms of these knowledge items are dictated, not by reasoning or by the very nature of the problem under study, but by the statistical theories and, quite often, by tradition and rigid applications of statistical packages.

If there is no scenario, \( m = 0 \), then the model itself is not consistent. The qualitative EEM models can be used to test the consistency. The consistency represents a very important obstacle, which must be eliminated to achieve a meaningful qualitative EEM model.

The proposed concept has been applied to several EEM problems. This is, however, not enough to believe that the methodology presented above can be used to analyse all types of complex EEM problems. A possible explanation of the success, which the qualitative method has enjoined, is that it has generated good questions for the decision-makers. The scenario generator is a useful generator of provocative questions.

The qualitative modeling itself is very flexible. It is possible to perform any union or intersection of the different models. This is a very useful feature for the verification of models and their simplifications. This aspect is important for the development of classical quantitative models.

A reconciliation algorithm can be used to achieve a feasible decision based on trend heuristic and sparse/isolated information items/data sets.
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