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Abstract—Travel time estimation is one of the core tasks for the development of intelligent transportation systems. Most previous works model the road segments or intersections separately by learning their spatio-temporal characteristics to estimate travel time. However, due to the continuous alternations of the road segments and intersections in a path, the dynamic features are supposed to be coupled and interactive. Therefore, modeling one of them limits further improvement in accuracy of estimating travel time. To address the above problems, a novel graph-based deep learning framework for travel time estimation is proposed in this paper, namely Spatio-Temporal Dual Graph Neural Networks (STDGNN). Specifically, we first establish the node-wise and edge-wise graphs to respectively characterize the adjacency relations of intersections and that of road segments. In order to extract the joint spatio-temporal correlations of the intersections and road segments, we adopt the spatio-temporal dual graph learning approach that incorporates multiple spatial-temporal dual graph learning modules with multi-scale network architectures. Finally, we employ the multi-task learning approach to estimate the travel time of a given whole route, each road segment and intersection simultaneously. We conduct extensive experiments to evaluate our proposed model on three real-world trajectory datasets, and the experimental results show that STDGNN significantly outperforms several state-of-art baselines.
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1 INTRODUCTION

With the development of modern urbanization, more powerful sensing devices and application terminals can collect more traveling trajectory data. It is conducive to fully exploit these data for real-time monitoring and prediction of traffic dynamics in urban area, thereby promoting the construction of smart cities. Travel time estimation (TTE) is one of the most promising trajectory data mining task, which is widely used in routing planning, navigation and ride sharing. The function of TTE has been deployed in many online map service providers such as Google map and AutoNavi to help users plan routes intelligently in advance. For complex spatio-temporal dynamics in urban transportation systems, how to estimate the travel time accurately has become a critical concern for these map service providers in improving practical value of their applications.

Since a path is composed of road segments and intersections alternately, the latent features of both the intersections and road segments are pivotal in travel time estimation. Specifically, for the intersections, traffic signals are introduced to control traffic movement to maintain the traffic order, which have significant influence on the speed of traffic flow. According to [1], due to the traffic control and congestion, stopping at intersections caused at least 10% of travel time delays, which means that the impacts of intersections should be taken seriously. Meanwhile, the traffic speed attached to the road segments has a more direct impact on travel time estimation. However, most previous works only exploit the features of either road segments [2]–[4] or intersections [5] for estimating the travel time. Obviously, the main limitation of these works is that they do not take the features of both intersections and road segments into account simultaneously, which prevents further improvement in accuracy of estimation.

However, it is challenging to jointly model the intersections and road segments for capturing more comprehensive dynamic information in road networks. First, for both intersections and road segments, they have their own independent static attributes that could affect the traffic state such as distances of the roads and traffic lights at intersections. Second, there exist some complex and interactive relations between the intersections and road segments. To be specific, since road segments and intersections are alternately connected in the road networks, the state of traffic flow can propagate in such alternating sequence. If congestion occurs at a certain intersection, the traffic state of the neighboring intersections and the multiple directly connected road segments could be affected first [6]. Third, there are complex spatial and temporal properties along with their complex relations. On the one hand, due to the interaction between intersections and road segments, the spatial properties of both of them could be closely related with each other in a large scale of regions. On the other hand, the spatial and temporal properties cannot be learned separately, since the spatial properties are commonly time varying in road networks. For instance, the traffic state of downtown region could be impeded in the rush hours, but
it could be relatively smooth in the non-rush hours.

To tackle these problems, we present a novel dual graph deep learning framework STDGNN. First, we construct node-wise and edge-wise graphs to respectively characterize the independent structural features of the intersections and road segments. Then we design a spatio-temporal dual graph learning approach to capture the joint correlations of the dual graph. Specifically, we adopt spatial graph convolution networks and temporal convolution networks to capture the independent spatio-temporal correlations of the intersections and road segments. In order to further learn the interactive relations between the node-wise and edge-wise graph, we propose a dual graph interaction mechanism to aggregate the latent representations from them. In addition, we also present a novel multi-scale architecture to fully exploit multi-level latent information. Finally, we adopt a multi-task learning approach to estimate the travel time of the paths, road segments and intersections at the same time.

We summarize our main contributions as follows:

(1) We propose a novel dual graph deep learning framework for multi-task travel time estimation. As far as we know, it is the first attempt to jointly model the intersections and road segments based on dual graph learning for travel time estimation.

(2) We build node-wise and edge-wise graphs to respectively characterize the features of both intersections and road segments and present a spatio-temporal dual graph learning layer to capture the independent and interactive latent correlations from them. Further, we propose a novel multi-scale architecture to fully exploit multi-level spatio-temporal information to improve the quality of the final representations from spatio-temporal learning module.

(3) We conduct extensive experiments to evaluate the performance of our proposed model on three different datasets. From the experimental results, we can observe that STDGNN outperforms than other state-of-art baseline under multiple metrics.

The rest of this paper is organized as follows. We first review the related works and propose a comprehensive classification in Section 2. Then the travel time estimation problem is formulated in Section 3. Motivated by the challenges, we introduce the details of our solutions in Section 4. After that, we design multiple experiments to evaluate our model in Section 5, where the ablation studies and parameter studies are conducted. Finally, we conclude our paper in Section 6.

2 Literature Review

In this section, we introduce several related works on travel time estimation from two perspectives, traditional methods and deep learning methods respectively.

2.1 Traditional Methods for Travel Time Estimation

There exits a large body of traditional methods on travel time estimation. These previous works can be roughly classified into three categories: road segment-based, path-based and statistical learning-based methods.

Road Segment-based Methods. In the early stage, there are many individual road segment-based works [7]–[11] for travel time estimation. For example, Wu et al. [8] adopt support vector regression to predict travel time of road segments. Nath et al. [11] propose a modified K-means clustering approach for historical traffic data and estimate travel time of each road segment based on different clusters. The road segment-based methods can hardly achieve accurate estimation because they ignore the intersections and sequential correlations among road segments.

Path-based Methods. Some path-based methods [2], [12]–[16] are introduced to take the sequential information of the whole paths into account. For example, Wang et al. [2] aggregate the paths with adjacent origination and destination to estimate the travel time of the whole paths. Yu et al. [15] integrate multiple spatio-temporal information to construct three-dimensional tensor and then estimate travel time of paths by dynamic programming solution. Although these methods take more comprehensive information into consideration, they rely on the prior knowledge modeling without data-driven mechanism.

Statistical Learning-based Methods. Some state-of-art statistical learning-based methods are presented to improve the estimated accuracy by the data-driven manner. Zhang et al. [17] propose a gradient boosting tree regression methods to achieve a higher accuracy for highway travel time estimation. Gupta et al. [18] propose a ensemble learning methods to take advantage of multiple variants of gradient boosting models for taxi travel time prediction. However, the bottleneck of these methods is that they cannot effectively capture the complex and dynamic spatio-temporal correlations from the given path to obtain higher accuracy.

2.2 Deep learning Methods for Travel Time Estimation

Recently, deep learning-based methods become increasingly important in travel time estimation [19]–[22]. These related works can be divided into two groups, classical deep learning-based methods and graph deep learning-based methods.

Classical Deep Learning-based Methods. Classical deep learning-based methods mainly adopt variants of some classic deep learning models such as Convolution Neural Networks (CNNs) and Recurrent Neural Networks (RNNs). Wang et al. [19] first propose an efficiency deep learning framework that can capture spatial and temporal dependencies along the given path. Both of DeepTravel [21] and Deep-IST [22] model the road network as a grid map, and then design deep framework to capture spatial and temporal patterns from the grid map for travel time estimation. Wang et al. [20] propose a novel deep-wide framework to integrate multiple information efficiently for travel time estimation. However, although these classic deep learning methods capture the spatio-temporal correlations effectively, they still ignore the spatial structures of road networks in real-world.

Graph Deep Learning-based Methods. Graph Neural Network (GNN) is a fruitful tool for learning representation of structural data, which is widely applied in natural language processing, computer vision and social networks analysis [23]. In recent years, the family of GNN has been expanded rapidly and a new branch named Spatial-Temporal Graph Neural Network (STGNN) has begun to exist. STGNN is a framework that integrates traditional.
GNN and temporal learning modules, which can capture spatial and temporal correlations simultaneously for non-euclidean data. Most existing works adopt STGNN in intelligent transportation [6], [24]–[27], environment monitoring [28], [29], social computing [30], [31] and so on. Among them, the achievement of STGNN in traffic prediction is the most attractive. Yu et al. [32] first propose an end-to-end STGNN framework for traffic prediction, which captures the spatial and temporal correlations respectively by GNN and 1D Convolution Neural Network. Li et al. [33] first combines the structure of Seq2seq with diffusion GNN for multi-step flow prediction. Guo et al. [34] proposes an attention-based STGNN framework to capture superior long-range temporal correlations. There are also many improved variants based on these works. To capture multi-source spatial dependencies, geng et al. [35] and Jin et al. [36] use multi-graph modeling approach to enhance the spatial latent representation. To capture spatio-temporal correlations comprehensive and efficient, both [37] and [38] involve adaptive graph and dilated temporal convolution with multiple skip connections.

To capture the non-euclidean structural information from road networks in real-world, graph neural networks are also adopted in travel time estimation [3], [4]. For example, ConSTGAT [4] involves a graph attention mechanism for learning spatial and temporal information attached to the road networks, and then capture the contextual information of the given path by simple convolutions. Fu et al. [3] design an online system to estimate the travel time of road segments and whole paths by applying a graph attention network. However, these works only consider the spatio-temporal attributes of road segments but ignore the interactive correlations between intersections and road segments. Different from these works, we propose a novel dual graph neural network to jointly model the intersections and road segments.

### 3 Preliminary

In this section, we introduce some key preliminaries and then present the research problem.

**Trajectory:** A trajectory $Y$ can be treated as a series of sequential continuous GPS points $Y = \{y_1, y_2, ..., y_\ell\}$, each of which contains three different attributes: the location (latitude ($y^{lat}_i$) and longitude ($y^{long}_i$)) and the timestamp ($y^{t}_i$) respectively.

**Road Network:** The connection of road network can be seen as a natural directed graph $G = (V, E)$. Notation $V$ and $E$ represent the node set and edge set. Node $v \in V$ is an intersection while edge $e_{i,j} \in E$ is a road segment that is adjacent to intersection $v_i$ and $v_j$. For convenience, the meanings of road segments and links are equivalent in the following paper.

**Path:** Path $P$ can be treated as a sequence of of alternating links and intersections. We have $P = \{e_{0,1}, v_1, e_{1,2}, v_2, ..., e_{M-1,d}\}$, where $e_{0,2}$ and $e_{M-1,d}$ may be partial link.

**Objective:** With the given path $P$ and departure time $t_d$, the aim is to forecast the travel time $t_\Theta$ based on historical trajectory dataset $D$ and corresponding road network $G$.

We need to design a no-linear function $\mathcal{F}(\cdot)$ for travel time estimation, which is defined as:

$$ t_\Theta \leftarrow \mathcal{F}(P, t_d | D, G), $$

where $\Theta = \{P, v_p, s_p\}$ denotes the set of the entire paths and and the continuous roads and intersections on them.

### 4 Methodology

To achieve a higher accuracy in travel time estimation, fully exploiting the latent features of intersections and road segments is a promising direction. However, jointly modeling the intersections and road segments is a challenging problem. First, both intersections and road segments have their independent complex spatio-temporal dynamic features. Second, the dynamics of these two kinds of features are not independent and there are some complex interactions between them. To tackle these limitations, we present a novel framework STDGCN, which is composed of three main layers: feature augmentation layer, spatio-temporal dual graph learning layer and multi-task learning layer. The overview of our proposed model is designed as shown in Fig. 1.

- **Feature Augmentation Layer.** The enhanced representations of the links and intersections provide a better starting point to efficiently learn complex features for other layers of the framework. We realize the initialization of the representations by integrating some external features and mapping them to the high-dimensional feature space. Especially for the intersections, we also consider the information from their adjacent links and aggregate them into the intersection representations.

- **Spatio-temporal Dual Graph Learning Layer.** In order to jointly model the spatio-temporal dynamics of intersections and links, we first adopt the node-wise and edge-wise spatio-temporal graph convolutions to capture their independent features. Next, a dual graph interaction mechanism is introduced to aggregate the entangled features between intersections and links. Then, to fully exploit the multi-scale information, a novel multi-scale architecture is proposed to integrate the features from multiple scales of spatio-temporal dual graph learning cells.

- **Multi-task Learning Layer.** To estimate the travel time of each link, intersection, and the entire path at the same time, we adopt a multi-task learning approach.
to model the representations from alternating links and intersections. Meanwhile, a multi-task loss function is introduced to balance local (intersections and links) and global (the entire path) estimations.

### 4.1 Feature Augmentation Layer

Since some important features attached to the links could affect the travel time of a path (e.g., the links’ speed, type and distance), we initialize the link representations by concentrating these features and mapping them into high-dimensional latent space. To be specific, the link representations at time step $t$ can be defined as follows:

$$h_i(t) = \tanh(W_a \cdot [s_e(t), d_e, p_e]),$$

where $s_e(t)$ is the links’ mean speed at time $t$, $d_e$ is the links’ distance, $p_e$ is the links’ type. $W_a$ is a learnable parameter to map the link features into high-dimensional latent space and $\cdot$ denotes the concatenation operator.

For intersections, since any of them are adjacent to multiple links, the representations of them can be initialized by aggregating the representations of the adjacent links. Meanwhile, there are also some specific geo-spatial features attached to the intersections, such as traffic lights and special signs. Hence, we define the intersection representations at time $t$ as follows:

$$z_v(t) = \tanh(W_b \cdot [\sum_{i \in F(v)} h_i(t), p_v]),$$

where $F(v)$ is the set of links connecting with intersection $v$, $p_v$ denotes the geo-spatial features of intersections. $W_b$ is the learnable parameter to map the intersection features into high-dimensional latent space.

In this way, both the latent representations of links and intersections can have sufficient capabilities to cover the complex spatio-temporal dynamics by feature augmentation.

### 4.2 Spatio-temporal Dual Graph Learning Layer

The core of STDGNN is the spatio-temporal dual graph learning layer, as shown in Fig. 2. The function of this layer is to obtain the latent representation of road segments and intersections for next time interval based on previous $T$ time steps. Then we introduce three important modules in this layer, including dual graph construction module, spatio-temporal dual graph learning module and the multi-scale architecture module, which can jointly capture the multi-scale spatio-temporal correlations from intersections and road segments.

#### 4.2.1 Dual Graph Construction Module

Existing graph deep learning based models exploit GCN with a weighted adjacency matrix to learn the correlations among the links, while the intersections connecting the road segments are not considered [3], [4]. This neglects not only the independent features of intersections but also the complex interactive correlations between the links and their connected intersections. To fully exploit the joint latent features of the links and intersections, we present a spatio-temporal dual graph convolution approach to model their complicated correlations synchronously.

First we need to establish node-wise graph and edge-wise graph to characterize the structural features of the intersections and links respectively.

Let $G_n = (V_n, E_n, W_n)$ denotes the node-wise graph, whose nodes $V_n$ and edges $E_n$ respectively represent intersections and the links respectively. Let $G_e = (V_e, E_e, W_e)$ denotes the corresponding edge-wise graph, and the nodes $V_e$ of edge-wise graph are the ordered edges in $E_n$ of the node-wise graph, i.e., $V_e = \{ (i \rightarrow j), (i, j) \in E_e \}$ and $|V_e| = |E_n|$. $W_n$ and $W_e$ are the weighted adjacency matrices to characterize the adjacent relations of intersections and links respectively.

Node-wise graph $G_n$ is a a directed weighted graph, and the basic connection between different nodes is determined by the spatial structures of road networks. However, the connection weights between any two spatially adjacent nodes $i$ and $j$ are different. Intuitively, if both node $i$ and node $j$ have larger out-degrees and in-degrees, this means traffic flow in the same direction could be shared by more intersections. Thus, the connection weight between node $i$
and node $j$ is relative small. The edge weights $W_n$ of node-wise graph can be computed as follows:

$$w_{n,ij} = R_{ij} \exp(-\frac{(d^+(i) + d^-(j) - 2)^2}{\sigma^2}), \ i \neq j,$$  \hspace{1cm} (4)

where $d^+(i)$ and $d^-(j)$ represents the number of out-degree of node $i$ and in-degree of node $j$, respectively. $\sigma$ denotes the standard deviation of node degrees. $R_{ij}$ represents the spatially adjacent relation between node $i$ and node $j$ in the road network. Specifically, for each pair $(i,j) \in V_n \times V_n$, $R_{ij}$ is 1 if $(i,j) \in E_n$ and 0 otherwise.

Edge-wise graph $G_e$ is also a directed weighted graph and the connection weight $w_{e,ij}$ between different links is defined as the volume of the traffic. Obviously, if there exists larger traffic volume from link $i$ to link $j$ than that from link $i$ to other neighboring links, the connection between link $i$ to link $j$ is stronger. Thus, the edge weights $W_e$ can be computed as follows:

$$w_{e,ij} = R_{ij} \sum_{k \in N(i)} \frac{z_{ik}}{z_{ik}}, i \neq j,$$  \hspace{1cm} (5)

where $z_{ij}$ represents the number of trajectories traversed from link $i$ to link $j$. $N(i)$ denotes the 1-hop neighbors of node $i$.
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Fig. 3: The detailed architecture of Spatio-temporal Dual Graph learning Module.

4.2.2 Spatio-temporal Dual Graph Learning Module

Since both links and intersections have their independent spatio-temporal latent correlations, we design an architecture of alternating graph convolution network (GCN) and temporal convolution network (TCN) to capture spatio-temporal dependencies from node-wise graph and edge-wise graph respectively, as shown in Fig. 3.

To capture the spatial dependencies, we select the simple graph convolution approach to aggregate information of 1-hop neighbors [39]. The graph convolution operator is formulated as:

$$Z^{(l+1)} = \sigma(L \cdot Z^{(l)} \cdot W^{(l)}).$$  \hspace{1cm} (6)

where $L = D^{-1/2} \cdot \bar{A} \cdot D^{-1/2}$, $\bar{A} = A + I$, $D = \text{diag}(\sum_j \bar{A}_{ij}, ..., \sum_i \bar{A}_{nj})$. $A$ is a symmetric adjacency matrix, and $I$ is an identity matrix. $\sigma$ denotes a non-linear activation function, and we apply function ReLU for graph convolution. $Z^{(l)}$ denotes the input graph representation and $Z^{(l+1)}$ denotes the output graph representation.

However, the node-wise graph and edge-wise graph are both directed weighted graphs. Thus, we adopt a dual directional graph convolution to make full of directed graphs, which is defined as:

$$Z^{(l+1)} = \sigma(L \cdot Z^{(l)} \cdot W^{(l)} + L^T \cdot Z^{(l)} \cdot W^{(l)}).$$  \hspace{1cm} (7)

Then, we use temporal convolution network to capture temporal dependency of both intersections and links respectively, as shown in Fig. 3. We adopt gated mechanism into the temporal convolution network, which is proven as an effective approach to control the reserved information [40].

The temporal convolution operation is formulated as follows:

$$Z_T = \|_0^N \sigma_1(z_t \cdot \Gamma_1(\theta_1)) \odot \sigma_2(z_t \cdot \Gamma_2(\theta_2))$$  \hspace{1cm} (8)

where $\theta_1, \theta_2$ are the learnable parameters of temporal convolution, $\odot$ is element-wise product operation, $\sigma_1(\cdot)$ and $\sigma_2(\cdot)$ are activation functions of two different temporal convolution models respectively. Empirically, $\tanh$ function can be selected as $\sigma_1(\cdot)$ and $\text{Sigmoid}$ function is usually selected as $\sigma_2(\cdot)$ to control the ratio of information passed. $z_t$ represents the latent representation of node $i$. The temporal convolution network is applied to each node in node-wise graph or edge-wise graph, thus the output is the result of integrating all $N$ nodes of node-wise graph or edge-wise graph. In addition, in order to maintain the unity of the time dimension in spatio-temporal dual graph learning layer, we adopt pre-padding approach for temporal convolution network.

After spatio-temporal convolution for node-wise graph and edge-wise graph, we obtain the independent spatio-temporal latent representation of the two graphs. In order to capture the latent interaction patterns between links and intersections, we propose a dual graph convolution mechanism. Thus, the dual graph convolution is formulated as:

$$Z_n^{(l+1)} = \theta_{n \times G}(Z_n^{(l)}, PZ_e^{(l)})$$  
$$Z_e^{(l+1)} = \theta_{e \times G}(Z_e^{(l)}, P^T \cdot Z_n^{(l+1)})$$  \hspace{1cm} (9)

where $\theta_{n \times G}$ and $\theta_{e \times G}$ are respectively the node-wise and edge-wise graph convolution operation, $Z_n$ and $Z_e$ are respectively the node-wise and edge-wise latent representation, and $P \in \mathbb{R}^{|V_e| \times |E_n|}$ is the incidence matrix that encodes the connections between nodes and edges, defined as: $P_{j,(i \rightarrow j)} = P_{j,(i \leftarrow j)} = 1$ and 0 otherwise.

To respectively obtain the latent representations of node-wise graph and edge-wise graph for the next time interval, we adopt two fully connected layers after the last dual graph convolution operation in spatio-temporal dual graph learning layer, which can be expressed as:

$$Z_n(t) = (W_n \cdot Z_n^{(l+1)}),$$  
$$Z_e(t) = (W_e \cdot Z_e^{(l+1)}).$$  \hspace{1cm} (10)

We assume that $Z_n^{(l+1)}$ and $Z_e^{(l+1)}$ are respectively the output from the last dual convolution operation. $W_n$ and $W_e$ are respectively the weight parameters of the two fully connected layer for node-wise representations and edge-wise representations. $Z_n(t)$ and $Z_e(t)$ are the estimated latent representations of the dual graph in next time interval.
4.2.3 Multi-scale Architecture Module

By stacking multiple spatio-temporal dual graph learning cells, we can expand the receptive spatial and temporal range. However, as the network goes deeper, each node of node-wise graph and edge-wise graph tend to have the global spatio-temporal dependencies, while losing their local spatio-temporal dependencies. Therefore, to better capture both global and local spatio-temporal dependencies, we make full of the multi-scale information. There are some previous techniques to reserve the local information in deep networks such as residual connection [41] and skip connection [42], but these methods do not fully exploit the multi-level information in shallow layers. In [43], the snowball approach was first proposed to incrementally concatenate multi-scale features for graph convolution. Motivated by this approach, we can adopt the similar approach to capture spatio-temporal features from outputs in shallow layers. But different from [43], we use gated recurrent units (GRU) [44] to select important information from previous layers, since GRU can be a simple but effective filter for sequential information, as shown in Fig. 2.

The process of computation can be formulated as follows:

\[ c_n^{(0)} = G_n(r_n^{(0)}, c_n^{(-1)}) , \]
\[ c_n^{(1)} = G_n(r_n^{(1)}, c_n^{(-1)}) , \]
\[ r_n^{(1)} = T_n(S_n(r_n^{(0)})) , \]
\[ r_n^{(2)} = T_n(S_n(D([r_n^{(0)}, r_n^{(1)}], r_n^{(1)}))) , \]
\[ r_n^{(l+1)} = T_n(S_n(D([G_n(r_n^{(l-1)}, c_n^{(l-2)}), r_n^{(l)}], r_n^{(l)}))) , \]
\[ l = 2, 3, 4, \ldots \]  

(11)

\( T_n(\cdot) \) and \( T_e(\cdot) \) are respectively the temporal convolution function of node-wise and edge-wise latent representation, which refers to Eq. [8]. \( S_n(\cdot) \) and \( S_e(\cdot) \) are respectively the graph convolution function of node-wise and edge-wise graph, which refers to Eq. [7]. \( D(\cdot) \) denotes the dual graph convolution function, which refers to Eq. [6]. \( r_n^{(l)} \) and \( r_e^{(l)} \) are respectively the latent representation of intersection and link at \( l \)-th layer. \( c_n^{(l)} \) and \( c_e^{(l)} \) are respectively the hidden state of node-wise graph and edge-wise graph after we processed the information from \((l-1)\)-th layer, and its initial value \( c_n^{(-1)} = 0 \) and \( c_e^{(-1)} = 0 \). In this architecture, we adopt two different GRU to process the information from the two different latent representations. \( G_n(\cdot) \) and \( G_e(\cdot) \) are respectively the GRU function for node-wise and edge-wise representations. In mathematical form, the two different GRU are the same, which is defined as follows:

\[ u = \sigma(W_{u1} r(t) + U_{u1} c(t-1) + b_{u1}) , \]
\[ x = \sigma(W_{x1} r(t) + U_{x1} c(t-1) + b_{x1}) , \]
\[ c'(t) = \tanh(W_{h1} r(t) + U_{h1} (x \odot c(t-1)) + b_{h1}) , \]
\[ c(t) = u \odot r(t-1) + (1 - u) \odot c'(t) , \]

where \( \odot \) is the element-wise multiplication. \( W_{u1}, U_{u1}, W_{x1}, U_{x1}, W_{h1}, U_{h1} \) are the parameters to be learned. \( b_{u1}, b_{x1}, b_{h1} \) are biases.

4.3 Multi-task Learning Layer

Since the trajectories are always sequentially dependent, we use the sequential information from specific links and intersections to further capture the temporal dynamics hidden in the latent representations. As seen in Fig. 4, we select the corresponding node latent representation from node-wise graph and edge-wise graph based on the index of links and intersections passed by the query path. We also employ two different GRU cell named Node-wise GRU and Edge-wise GRU to distinguish the latent representations from node-wise and edge-wise graph. For simplicity, we use \( q \) to uniformly represent latent representations from the two different sources. Thus, the formula can be expressed as:

\[ u = \sigma(W_{u2} q_i(t) + U_{u2} c_{i-1}(t) + b_{u2}) , \]
\[ r = \sigma(W_{r2} q_i(t) + U_{r2} c_{i-1}(t) + b_{r2}) , \]
\[ c_i(t) = \tanh(W_{h2} q_i(t) + U_{h2} (r \odot c_{i-1}(t)) + b_{h2}) , \]
\[ c(t) = u \odot c_{i-1}(t) + (1 - u) \odot c_i(t) , \]

where \( c_i(t) \) is the final representation of \( i \)-th link or intersection at time step \( t \).

**Prediction:** For local travel time estimation, we adopt a two-layer fully-connected network with size \([\lambda, 1]\) to get the final output. We define \( t_i \) ( \( t_{vi} \) ) as the local travel time of the \( i \)-th link ( \( j \)-th intersection).

For global travel time estimation, we need to use sum pooling to aggregate the latent representations sequence \{\( c_i \)\} into a fixed length vector.

\[ g_P = \sum_{i=1}^{\left| P \right|} c_i \]

(14)

where \( \left| P \right| \) is the total number of links and intersections in Path \( P \).

Finally, we push \( g_P \) into another two-layer fully-connected networks with size \([\lambda, 1]\), and obtain the global estimation.
Loss Function: MAPE is chosen as the loss function for global travel time estimation, which is defined as follows:

\[ L_P = \frac{1}{|D|} \sum_{i=1}^{\left\lceil \frac{|P|}{2} \right\rceil} \frac{|\hat{t}_i - \hat{\hat{t}}_i|}{\hat{t}_i}, \tag{15} \]

where \( t_i \) denotes the global estimation of travel time, and \( \hat{t}_i \) denotes the real travel time for \( i \)-th path.

For the link estimation, we also select MAPE as the loss function, and compute the average loss of all local links as the final loss,

\[ L_i = \frac{1}{|D|} \sum_{P \in D} \frac{|\hat{t}_{ij} - \hat{\hat{t}}_{ij}|}{\hat{t}_{ij} + \epsilon}, \tag{16} \]

where \( \hat{t}_{ij} \) represents the real travel time for \( i \)-th path. Similar with \[19\], we add a parameter \( \epsilon \) to avoid exploded loss value when the denominator is too small. During the training phase, we set \( \epsilon \) as 5.

For the intersection estimation, we also define the loss function as follows:

\[ L_v = \frac{1}{|D|} \sum_{P \in D} \frac{|\hat{v}_{ij} - \hat{\hat{v}}_{ij}|}{\hat{v}_{ij} + \epsilon}, \tag{17} \]

where \( \hat{v}_{ij} \) is the real travel time for \( i \)-th intersection.

The training objective is to minimize the combination of three terms, which is formulated as follows:

\[ L = \alpha L_P + \beta L_i + (1 - \alpha - \beta) L_v, \tag{18} \]

\( \alpha \) and \( \beta \) are adjustable parameters to balance the three terms. In this case, we set \( \alpha \) as 0.4 and \( \beta \) as 0.3 by default.

Since our framework can perform global (entire path) and local (links and intersections) estimation of the travel time synchronously, it can be deployed for practical map navigation services.

5 Experiment Settings and Results Analysis

We conduct extensive experiments to evaluate our model on three real-world datasets. Our experiments aim to answer the following questions:

(1) How does our model perform compared with different baselines on three real-world datasets?
(2) How does our model perform compared with different baselines under different scenarios (e.g., rush hours and non-rush hours)?
(3) How each component affects the performance of our model in the ablation study?
(4) How do some important hype-parameters (e.g., the number of spatio-temporal cells) influence the performance of our model?

5.1 Experimental Settings

We deploy STDGNN on three different real-world datasets, which are described as follows:

- **Chengdu dataset**: This dataset includes massive taxi trajectories of more than 14,000 taxis in 2014/08/01 to 2014/08/31 in Chengdu, China, which can be publicly available in [45].
- **Beijing dataset**: This dataset contains 34,696 anonymous paths (without GPS point) during 8:00 AM - 1:00 PM on December 15, 2020 in Beijing, China.
- **Porto dataset**: This dataset includes massive taxi trajectories of 442 taxis from 2013/07/01 to 2014/06/31 in Porto, Portugal, which can be publicly available from [46].

For two public datasets, we adopt OpenStreetMap [47] to access the structural road networks information of Chengdu and Porto, which contains road segments, intersections and adjacency relations of them. Next, for each dataset, the fast map matching algorithm [48] is adopted to map the trajectories into the actual road network to obtain the corresponding paths. Then, we define the paths that have significant deviation (±10%) from their raw trajectories as the mismatched ones to be filtered [22]. Finally, 310,507 and 1,788,723 paths are collected from Porto dataset and Chengdu dataset respectively. However, we cannot use all these paths since computation resources are limited. Alternatively, we select the trajectories distributed in the downtown, for a relatively large number of trajectories traversed along the paths, as shown in Fig. 5. Table 1 shows the numerical statistics of the three real-world datasets used in our experiments.

Fig. 5: The trajectories distributed in the downtown region of Chengdu and Porto.

Since the some spatial and temporal factors could significantly influence the performance of the travel time estimation, we need to validate the generality of our model in different scenarios. First, we select Beijing trajectories in three different scenarios, including the suburban areas, rush and non-rush hours of commercial areas. For suburban scenario, since fewer trajectories are traversed along the paths in suburban areas, it can further evaluate how data sparsity affects the performance of our model. For rush and non-rush scenarios, we define 7:00 - 9:00 AM and 5:00 - 7:00 PM at weekdays as the rush hours, and other time periods at weekdays and any time periods at weekends are defined as non-rush hours. Meanwhile, we define the scenarios of rush and non-rush hours in the urban areas. Table 2 shows some detailed information of Beijing dataset in these three scenarios.

**Evaluation Metric.** Similar to some previous works [4], [19], three metrics are selected to evaluate all methods: Mean Absolute Percentage Error (MAPE), Mean Average Error (MAE) and Root Mean Square Error (RMSE) respectively. In detail, both MAE and RMSE can measure the errors between the estimation and the ground truth, but RMSE is more sensitive for outlier errors while MAPE is a relative error.
TABLE 1: The numerical statistics of three real-world datasets.

| Dataset       | Chengdu | Porto | Beijing |
|---------------|---------|-------|---------|
| number of trajectories | 15,303  | 12,683| 34,696  |
| number of links   | 873     | 544   | 714     |
| number of intersections | 807     | 450   | 320     |
| average travel time (s) | 246.54  | 248.49| 343.3   |
| average moving distance (m) | 1435.34 | 1394.82| 3929.7 |

To demonstrate the superiority of our model, we select 5.2 Methods for Comparison
and repeat each experiment for three times.

GPU with the implementation in Python with Pytorch 1.5,
on all of three datasets. We deploy our model on TITAN Xp
Adam optimizer and the initial learning rate is set as 0.001
hidden units are both set as 60. We train the model using
time steps with slots of five minutes for temporal learning.

The historical average speed and given departure time.
The travel time of a given path can be estimated with
in the city during a specific time interval is calculated.
We adopt a two-layers fully-connected networks, and their
hidden units are both set as 60. We train the model using
Adam optimizer and the initial learning rate is set as 0.001
on all of three datasets. We deploy our model on TITAN Xp
GPU with the implementation in Python with Pytorch 1.5,
and repeat each experiment for three times.

5.2 Methods for Comparison
To demonstrate the superiority of our model, we select
ten state-of-art baselines to compare with STDGNN. These
baselines can be divided into three following categories.

Classical and statistics-based models:
- **AVG**: This is a classic method that has been deployed in
  multiple map services. The average speed of each link
  in the city during a specific time interval is calculated.
The travel time of a given path can be estimated with
  the historical average speed and given departure time.
- **TEMP [2]**: This is a spatial aggregation method that
  adopts the historical trajectories with adjacent origin
  and destination to estimate travel time. In our experi-
  ment, the five most similar neighbor trajectories are
  assigned to each trajectory to be estimated.
- **GBDT [49]**: This is an ensemble statistical learning
  method that uses gradient boosting decision regression
  tree for travel time estimation. Similar with [19], we
  sample 128 GPS points for each sequence. And the max
  depth of the regression tree is set as 8.

Traditional deep learning based models:
- **MlpTTE**: This is a simple deep learning model that
  adopts multiple-layer perceptron to estimate the travel
time. In our experiments, the number of feed-forward
  fully connected layers is set as 3, and the activation
  function of each layer is selected as ReLU. The number
  of hidden units in MlpTTE is fixed as 64.
- **RnnTTE**: Considering the temporal characteristic of the
trajectory sequences, Gated Recurrent Unit Network
  (GRU) is adopted to process the raw GPS sequence into
  a 128-dimensional feature vector. Then, it is put forward
  into a fully connected layer to achieve the estimated
  results.
- **DeepTTE [19]**: This is a hybrid end-to-end deep learn-
ing model that adopts Geo-Conv layer to capture spa-
tial dependencies and GRU layer to capture the tempo-
rar dependencies. Similar with MlpTTE and RnnTTE,
DeepTTE learns the spatio-temporal correlations based
  on the consecutive sampling GPS points along the
query path. In the experiments, we set the hidden units
of Geo-Conv layer and GRU layer as 64.

Graph deep learning based models:
- **T-GCN [50]**: This is a hybrid GCN-based model that
  integrates GCN and GRU to simultaneously capture
  the spatial and temporal correlations in traffic flow
  prediction. In our experiments, its core architecture is
  introduced to learn the spatio-temporal representation
  for travel time estimation. The hidden size of GCN
  model and GRU are respectively set as 20 and 128.
- **DCRNN [33]**: This is also a spatio-temporal graph-
  based deep framework in traffic prediction. This model
  exploits diffusion graph convolution to capture spatial
  dependencies, and then uses the recurrent neural net-
  works to model temporal dependencies. Similar with
  T-GCN, we leverage its core architecture for travel
  time estimation in our experiments. The settings of the
  hidden size of GCN and GRU are the same as T-GCN
  model.
- **ConSTGAT [4]**: This is a graph attention based model
  that adopts attention mechanism to extract the joint de-
  pendencies of spatial and temporal dynamics, which is
  superior to other traditional methods in travel time es-
  timation. We implement its core architecture for spatio-
  temporal representation learning, where the size of the
  latent representation in this model is set as 32.
- **GCNAttTTE**: This model takes both road segments and
  intersections into account. Different from STDGNN, we
  first use GCN for road segments modeling, and then
  involve attention mechanism to learn the latent features
  of intersections from the embeddings of connected road
  segments. In addition to the attention mechanism, the
  basic settings and the architectures of GCNAttTTE are
  the same as T-GCN model above.

TABLE 2: The statistics of Beijing datasets in three scenarios,
  including the suburb, rush and non-rush hours.

| Scenario          | Suburb | Rush Hrs. | Non-Rush Hrs. |
|-------------------|--------|-----------|---------------|
| number of trajectories | 5,526  | 2,867     | 5,398         |
| number of links    | 227    | 250       | 250           |
| number of intersections | 96     | 140       | 140           |
| average travel time (s) | 586.85 | 332.77    | 275.11        |
| average moving distance (m) | 5368.32 | 2738.17   | 2519.47       |
TABLE 3: Performance of STDGCN and other baseline for global travel time estimation on three datasets. And the improvements under different metrics of STDGNN are compared with the sub-optimal methods, which is marked by the asterisk.

| Method | Chengdu | Porto | Beijing |
|--------|---------|-------|---------|
|        | RMSE (sec) | MAE (sec) | MAPE | RMSE (sec) | MAE (sec) | MAPE | RMSE (sec) | MAE (sec) | MAPE |
| AVG    | 202.43 | 132.86 | 0.6404 | 111.67 | 88.75 | 0.4509 | 338.43 | 264.55 | 0.7367 |
| TEMP   | 167.41 | 108.30 | 0.5538 | 98.01 | 78.12 | 0.4127 | - | - | - |
| GDGT   | 165.03 | 101.68 | 0.5428 | 91.24 | 71.79 | 0.3914 | - | - | - |
| MlpTTE | 150.67 | 87.32 | 0.3076 | 94.46 | 44.49 | 0.1763 | - | - | - |
| RmTTE  | 155.16 | 89.37 | 0.3011 | 56.45 | 43.32 | 0.1702 | - | - | - |
| DeepTTE| 148.30 | 86.40 | 0.2984 | 57.23 | 43.45 | 0.1686 | - | - | - |
| T-GCN  | 153.49 | 87.71 | 0.2918 | 56.35 | 43.28 | 0.1678 | 129.56 | 85.66 | 0.2758 |
| DRCNN  | 151.59 | 86.14 | 0.2884 | 54.73 | 41.81 | 0.1637 | 116.30 | 76.71 | 0.2561 |
| ConSTGAT| 152.23 | 87.10 | 0.2845 | 56.67 | 43.22 | 0.1684 | 107.58 | 69.90 | 0.2286 |
| GCNAHtte| 152.95 | 87.41 | 0.2896 | 55.88 | 42.79 | 0.1654 | 112.88 | 73.82 | 0.2372 |
| STDGNN | 135.50 | 74.40 | 0.2524 | 50.51 | 38.35 | 0.1537 | 90.49 | 55.24 | 0.1920 |
| Improvements | +6.63% | +13.89% | +11.28% | +7.71% | +8.27% | +10.10% | +15.88% | +20.97% | +16.08% |

TABLE 4: Performance of STDGNN and other graph learning based methods for travel time estimation of the links on three datasets, and performance of STDGNN and GCNAttTTE for intersections travel time estimation on Beijing Dataset. Especially the predicting results for intersections are listed after the symbol '/'.

| Method | Chengdu | Porto | Beijing |
|--------|---------|-------|---------|
|        | RMSE (sec) | MAE (sec) | MAPE | RMSE (sec) | MAE (sec) | MAPE | RMSE (sec) | MAE (sec) | MAPE |
| T-GCN  | 57.84 | 24.85 | 0.5537 | 22.48 | 13.03 | 0.5222 | 47.06/- | 23.87/- | 0.5886/- |
| DRCNN  | 57.82 | 24.76 | 0.5513 | 20.59 | 11.68 | 0.4605 | 49.14/- | 23.63/- | 0.6366/- |
| ConSTGAT| 58.17 | 24.55 | 0.5063 | 21.76 | 12.32 | 0.4865 | 47.26/- | 21.64/- | 0.5074/- |
| GCNAHtte| 58.26 | 24.79 | 0.5512 | 19.89 | 10.95 | 0.4323 | 45.31/- | 22.88/- | 0.4884/- |
| STDGNN | 55.16 | 22.45 | 0.5063 | 15.01 | 7.46 | 0.2786 | 33.81/- | 18.64/- | 0.2921/- |
| Improvements | +5.40% | +8.15% | +3.61% | +26.00% | +19.42% | +30.10% | +35.04% | +22.92% | +30.10% |

TABLE 5: Performance of STDGNN and baselines for global travel time estimation under three scenarios.

| Scenario | Suburb | Rush Hours | Non-Rush Hours |
|----------|--------|------------|---------------|
| Method   | RMSE (sec) | MAE (sec) | MAPE | RMSE (sec) | MAE (sec) | MAPE | RMSE (sec) | MAE (sec) | MAPE |
| AVG      | 487.93 | 350.99 | 0.5372 | 338.77 | 251.29 | 0.7115 | 327.50 | 245.89 | 0.6985 |
| T-GCN    | 139.52 | 89.72 | 0.1454 | 139.21 | 85.12 | 0.2920 | 137.26 | 86.71 | 0.2867 |
| DRCNN    | 128.70 | 82.76 | 0.1318 | 132.36 | 83.43 | 0.2825 | 128.51 | 79.82 | 0.2701 |
| ConSTGAT | 125.22 | 74.85 | 0.1165 | 129.88 | 80.04 | 0.2751 | 116.48 | 71.69 | 0.2584 |
| GCNAHtte | 131.01 | 77.25 | 0.1223 | 132.62 | 79.76 | 0.2716 | 120.41 | 74.35 | 0.2613 |
| STDGNN   | 99.18  | 54.93 | 0.0927 | 112.77 | 67.32 | 0.2495 | 98.62 | 64.25 | 0.2359 |
| Improvements | +20.80% | +26.59% | +20.43% | +13.17% | +15.60% | +8.14% | +15.33% | +10.37% | +8.70% |

5.3 Experimental Results

5.3.1 Overall Performance

We compare our proposed model with other baselines on three datasets. Table 3 shows the performance of the travel time estimation for the entire paths. Since the latitude and longitude of the Beijing dataset are desensitized, the models that use latitude and longitude as input cannot be used as comparative examples. Obviously, we find that the performance of our proposed model is superior to other methods in terms of all three metrics. To be specific, our model outperforms at least 8.63%, 13.88%, 11.28% in RMSE, MAE and MAPE on Chengdu dataset, and the improvements of these three metrics are at least 7.71%, 8.27%, 6.10% on Porto dataset. On Beijing dataset, our model achieves more significant improvements, at least 15.88%, 20.97%, 16.08% in RMSE, MAE and MAPE, which further demonstrates that STDGNN not only considers both independent spatio-temporal correlations of intersections and links, but also captures their complex relations. Hence, it can outperform than other methods.

Because our model has the ability of multi-task learning, we conduct experiments to compare our model with other graph deep learning models on estimating travel time of the links and intersections. Note that, only Beijing Dataset provide the historical travel time of intersections, and no other baselines consider the travel time of intersections except for GCNAHtte. Thus, we compare our model with GCNAHtte for estimating travel time of the intersections only based on Beijing Dataset. As shown in Table 4, STDGNN obtains better performance of travel time estimation for links on all these three datasets. Also, there is a significant improvement by our model compared with GCNAHtte, both for travel time of links and intersections. This is because that our model only captures the independent spatio-temporal correlations of the links and intersections but also fully exploits the interaction relations between them, which simultaneously improve the accuracy of travel time estimation of links and intersections.

GCNAttTTE, the features of intersections and links are both conducive to improving accuracy. Second, for the models like T-GCN, DCRNN and ConSTGAT only model the dynamics features of road segments. However, intersections are commonly the critical junctions to influence the traffic conditions among multiple connected links, which also play an significant role for estimating travel time. Therefore, designing a model that ignores intersections is not conducing to improving accuracy. Second, for the models like GCNAttTTE, the features of intersections and links are both taken into account, but this model does not fully exploit the direct joint relations between the intersections and road segments along the path. Thus, GCNAttTTE also cannot obtain the optimal performance. Unlike these baselines, our proposed STDGNN not only considers both independent spatio-temporal correlations of intersections and links, but also captures their complex relations. Hence, it can outperform than other methods.
5.3.2 Performance Improvement Under Different Scenarios

As we know, both the spatial and temporal attributes have significant impacts on travel time estimation. To be specific, the traffic conditions vary with different spatial scopes. For instance, the busy traffic conditions are common in the downtown, while the traffic conditions are usually smooth in the suburb. In addition, traffic conditions are changing with time. For example, the probability of traffic congestion during the rush hours is much greater than during the non-rush hours. Based on these above common senses, we evaluate our model in travel time estimation under three different scenarios, including the suburb, rush hours and non-rush hours. Table 5 shows the experiment results. As we know, during the rush hours, the occurrence of more traffic congestion cause difficulties in estimating travel time, our proposed model still improve at least 13.17%, 15.60% and 8.14% in RMSE, MAE and MAPE. Also, our model obtains at least 15.33%, 10.37% and 8.70% improvement in these three metrics for non-rush hours. Meanwhile, in suburb with relatively sparse trajectories, our model achieves at least 20.80%, 26.59% and 20.43% improvement of estimation in RMSE, MAE and MAPE. Obviously, regardless of which scenarios, our model significantly outperforms other methods. This demonstrates that the generalization of our model is satisfactory for travel time estimation under different scenarios.

5.3.3 Ablation Study

To demonstrate that each module in our model is effective, we present six variants in ablation studies: 1) w/o Multi-scale, which removes the multi-scale architectures from spatio-temporal learning layer; 2) w/o TCN, which removes TCN model from each spatio-temporal learning cell; 3) w/o GCN, which removes GCN model from each spatio-temporal learning cell; 4) w/o intersections, which only adopts the spatio-temporal features from the edge-wise graph; 5) w/o links, which only adopts the spatio-temporal features from the node-wise graph; 6) w/o P-matrix, which removes the incidence matrix \( P \) in dual-graph interaction.

To validate how the multi-scale architectures in STDGNN can effectively capture the multi-scale spatio-temporal dynamics, we present the variant w/o Multi-scale. From Table 6, we find that the performance of this variants is worse than STDGNN on two datasets. For example, its performance degrades 5.41%, 7.27% and 5.98% in terms of RMSE, MAE and MAPE on Chengdu dataset, and 3.20%, 3.06% and 2.23% on Porto dataset, in terms of RMSE, MAE and MAPE. This implies that both the independent characteristics of intersections and links or the interactive characteristics of the two have a crucial impact on travel time estimation. Thus, without any of them, our model cannot achieve optimal performance.

Next, we investigate how intersection modeling, link modeling, and the joint interaction of the two affect estimation performance of the model. Hence, we respectively present three variants, w/o intersections, w/o links and w/o P-matrix. From Table 6, we observe that the performance of these three variants become worse than our complete model regardless of which dataset. Specifically, the performance of w/o Intersections decreases 3.47%, 4.19% and 3.88% on Chengdu dataset, and 3.91%, 6.07% and 4.35% on Porto dataset, in terms of RMSE, MAE and MAPE. The performance of w/o Links decreases 6.26%, 8.58% and 5.53% on Chengdu dataset, and 5.58%, 7.34% and 5.41% on Porto dataset, in terms of RMSE, MAE and MAPE. The performance of w/o P-matrix decreases 2.48%, 2.85% and 3.04% on Chengdu dataset, and 3.20%, 3.06% and 2.23% on Porto dataset, in terms of RMSE, MAE and MAPE. This implies that both the independent characteristics of intersections and links or the interactive characteristics of the two have an crucial impact on travel time estimation. Thus, without any of them, our model cannot achieve optimal performance.

| Method               | RMSE (sec) | MAE (sec) | MAPE         | RMSE (sec) | MAE (sec) | MAPE         |
|----------------------|------------|-----------|--------------|------------|-----------|--------------|
| w/o Multi-scale      | 143.25     | 80.24     | 0.2685       | 51.43      | 40.75     | 0.1579       |
| w/o GCN              | 148.19     | 84.21     | 0.2776       | 53.78      | 42.03     | 0.1615       |
| w/o TCN              | 146.76     | 83.37     | 0.2741       | 54.26      | 41.82     | 0.1623       |
| w/o Intersection     | 140.38     | 77.66     | 0.2626       | 52.57      | 40.83     | 0.1607       |
| w/o Link             | 144.56     | 81.39     | 0.2672       | 53.12      | 41.34     | 0.1625       |
| w/o P-matrix         | 138.95     | 76.56     | 0.2603       | 52.18      | 39.56     | 0.1572       |
| STDGNN (ours)        | 140.30     | 77.60     | 0.2585       | 50.51      | 38.35     | 0.1537       |

Fig. 6: The trends of three different metrics of our model under different \( n \).

5.3.4 Parameter Sensitivity Study

To further investigate the parameter robustness of our model, we design the comparative experiments under different combinations of some important parameters, including the number of layers of spatio-temporal cells (denoted
TABLE 7: Performance of STDGNN under different combinations of \(n\) and \(d\).

| \((n, d)\) | Chengdu | Porto |
|----------|---------|-------|
|          | RMSE (sec) | MAE (sec) | MAPE | RMSE (sec) | MAE (sec) | MAPE |
| (2, 10)  | 146.56    | 85.42  | 0.2753 | 53.57 | 41.68 | 0.1537 |
| (2, 20)  | 142.24    | 81.19  | 0.2685 | 52.71 | 41.32 | 0.1605 |
| (2, 30)  | 141.57    | 80.55  | 0.2684 | 53.04 | 41.62 | 0.1613 |
| (2, 40)  | 142.68    | 81.63  | 0.2677 | 53.57 | 41.93 | 0.1636 |
| (3, 10)  | 138.47    | 76.69  | 0.2590 | 51.23 | 40.24 | 0.1574 |
| (3, 20)  | 135.50    | 74.40  | 0.2524 | 50.51 | 38.35 | 0.1537 |
| (3, 30)  | 134.17    | 74.01  | 0.2511 | 50.78 | 38.64 | 0.1542 |
| (3, 40)  | 135.36    | 74.51  | 0.2530 | 51.21 | 39.20 | 0.1556 |

by \(n\) and the dimensions of latent representation (denoted by \(d\)). Specifically, we divide the experiments into multiple groups based on fixed \(d\) to evaluate our model under different \(n\). As shown in Fig. [6](a)(b)(c)(d), we find that in terms of RMSE, MAE and MAPE, the performance gradually increases when \(n\) goes from 1 to 3 under each \(n\) on the two datasets. However, when \(n = 4\), the increment of the performance under \(d = 10\) slows down and the performance under other options of \(d\) becomes worse. This reveals that more spatio-temporal cells does not necessarily mean the better performance. Further, to explore how the dimensions of latent representation affect the performance of our model, we fix \(n\) and compare the performance under different \(d\) on Chengdu and Porto dataset. The results with \(n = [2, 3]\) are shown in Table[7](We can find that no matter \(d\) is 2 or 3, our model obtains the optimal performance on Chengdu dataset when \(d = 30\), while the optimal performance is obtained on Porto dataset when \(d = 20\). This indicates that larger \(d\) may not bring better performance to the model. When \(d\) increases moderately, the expressive capability of our model increases, but when \(d\) becomes larger than a certain threshold, the problem of over-fitting could be caused to reduce the performance. To sum up, we conclude that the more spatio-temporal cells and the larger dimensions of latent representation does not mean the better performance. The specific value of them should be appropriately determined according to the corresponding dataset.

6 Conclusion

In this paper, we propose a novel spatio-temporal dual graph neural network framework named STDGNN for estimating travel time, which deals with the problem that road segments and intersections are not simultaneously taken into account by dual graph modeling. To evaluate the effectiveness of our model, we conduct extensive experiments on three real-world datasets, and the experimental results show that STDGNN can achieve a higher accuracy in estimating the travel time of paths, as well as links and intersections. Meanwhile, the experiments also demonstrate the generality of STDGNN and the effectiveness of different components in this model. However, there are still some limitations can be improved in the future. First, we do not involve some external data such as weather conditions and special events, which could have a significant impact on traffic states. Second, we only deploy our model on relatively small-scale road networks due to limited computing resources. In the future, we will consider more external factors that have a significant impact on travel time, and attempt to extend our model to larger-scale road networks.

References

[1] A. Tirachini, “Estimation of travel time and the benefits of upgrading the fare payment technology in urban bus services,” Transportation Research Part C: Emerging Technologies, vol. 30, pp. 239–256, 2013.

[2] H. Wang, X. Tang, Y.-H. Kuo, D. Kifer, and Z. Li, “A simple baseline for travel time estimation using large-scale trip data,” ACM TIST, vol. 10, no. 2, pp. 1–22, 2019.

[3] K. Fu, F. Meng, J. Ye, and Z. Wang, “Compacta: A fast inference system for travel time prediction,” in Proceedings of KDD, 2020, pp. 3337–3345.

[4] X. Fang, J. Huang, F. Wang, L. Zeng, H. Liang, and H. Wang, “Constgat: Contextual spatial-temporal graph attention network for travel time estimation at baidu maps,” in Proceedings of KDD, 2020, pp. 2697–2705.

[5] M.-x. Wang, W.-C. Lee, T.-y. Fu, and G. Yu, “Learning embeddings of intersections on road networks,” in Proceedings of SIGSPATIAL, 2019, pp. 309–318.

[6] W. Chen, L. Chen, Y. Xie, W. Cao, Y. Gao, and X. Feng, “Multi-range attentive bicomponent graph convolutional network for traffic forecasting,” in Proceedings of AAAI, no. 04, 2020, pp. 3529–3536.

[7] J. Rice and E. Van Zwet, “A simple and effective method for predicting travel times on freeways,” IEEE TITS, vol. 5, no. 3, pp. 200–207, 2004.

[8] C.-H. Wu, J.-M. Ho, and D.-T. Lee, “Travel-time prediction with support vector regression,” IEEE TITS, vol. 5, no. 4, pp. 276–281, 2004.

[9] R. Sevlian and R. Rajagopol, “Travel time estimation using floating car data,” arXiv preprint arXiv:1012.4249, 2010.

[10] E. Jenelius and H. N. Koutsopoulos, “Travel time estimation for urban road networks using low frequency probe vehicle data,” Transportation Research Part B: Methodological, vol. 53, pp. 64–81, 2013.

[11] R. P. D. Nath, H.-J. Lee, N. K. Chowdhury, and J.-W. Chang, “Modified k-means clustering for travel time prediction based on historical traffic data,” in International conference on knowledge-based and intelligent information and engineering systems. Springer, 2010, pp. 511–521.

[12] J. Yuan, Y. Zheng, X. Xie, and G. Sun, “T-drive: Enhancing driving directions with taxi drivers’ intelligence,” IEEE TKDE, vol. 25, no. 1, pp. 220–232, 2011.

[13] W. Luo, H. Tan, L. Chen, and L. M. Ni, “Finding time-period-based most frequent path in big trajectory data,” in Proceedings of SIGMOD, 2013, pp. 713–724.

[14] M. Rahmani, E. Jenelius, and H. N. Koutsopoulos, “Route travel time estimation using low-frequency floating car data,” in Proceedings of IEEE ITS’13, 2013, pp. 2292–2297.

[15] Y. Wang, Y. Zheng, and Y. Xue, “Travel time estimation of a path using sparse trajectories,” in Proceedings of SIGKDD, 2014, pp. 25–34.

[16] B. Yang, J. Dai, C. Guo, C. S. Jensen, and J. Hu, “Pace: a path-centric paradigm for stochastic path finding,” The VLDB Journal, vol. 27, no. 2, pp. 153–178, 2018.

[17] Y. Zhang and A. Haghani, “A gradient boosting method to improve travel time prediction,” Transportation Research Part C: Emerging Technologies, vol. 58, pp. 308–324, 2015.

[18] B. Gupta, S. Awasthi, R. Gupta, L. Ram, P. Kumar, B. R. Prasad, and S. Agarwal, “Taxi travel time prediction using ensemble-based random forest and gradient boosting model,” in Advances in Big Data and Cloud Computing. Springer, 2018, pp. 63–78.

[19] D. Wang, J. Zhang, W. Cao, J. Li, and Y. Zheng, “When will you arrive? estimating travel time based on deep neural networks,” in Proceedings of AAAI, vol. 11, 2018, pp. 2500–2507.

[20] Z. Wang, K. Fu, and J. Ye, “Learning to estimate the travel time,” in Proceedings of SIGKDD, 2018, pp. 858–866.

[21] H. Zhang, H. Wu, W. Sun, and B. Zheng, “Deeptravel: a neural network based travel time estimation model with auxiliary supervision,” arXiv preprint arXiv:1802.02147, 2018.

[22] T.-y. Fu and W.-C. Lee, “Deepist: Deep image-based spatio-temporal network for travel time estimation,” in Proceedings of CIKM, 2019, pp. 69–78.

[23] Z. Wu, S. Pan, F. Chen, G. Long, C. Zhang, and S. Y. Philip, “A comprehensive survey on graph neural networks,” IEEE TNNLS, pp. 4–24, 2020.
[24] J. He, C.-Y. Chow, and J.-D. Zhang, “Stann: A spatio-temporal attentive neural network for traffic prediction,” IEEE Access, vol. 7, pp. 4795–4806, 2018.

[25] J. Zhang, X. Shi, J. Xie, H. Ma, I. King, and D.-Y. Yeung, “Gaan: Gated attention networks for learning on large and spatiotemporal graphs,” in Proceedings of WWW, 2020, pp. 1082–1092.

[26] B. Yu, M. Li, J. Zhang, and Z. Zhu, “3d graph convolutional networks with temporal graphs: A spatial information free framework for traffic forecasting,” arXiv preprint arXiv:1903.00919, 2019.

[27] X. Wang, Y. Ma, Y. Wang, W. Jin, X. Wang, J. Tang, C. Jia, and J. Yu, “Traffic flow prediction via spatial temporal graph neural network,” in Proceedings of WWW, 2020, pp. 1082–1092.

[28] G. Jin, H. Sha, Y. Feng, Q. Cheng, and J. Huang, “Gaen: An ensemble deep learning benchmark model for urban hotspots spatiotemporal prediction,” Neurocomputing, vol. 455, pp. 353–367, 2021.

[29] S. Wang, Y. Li, J. Zhang, Q. Meng, L. Meng, and F. Gao, “Pm2. 5- gnn: A domain knowledge enhanced graph neural network for pm2. 5 forecasting,” in Proceedings of the 28th International Conference on Advances in Geographic Information Systems, 2020, pp. 163–166.

[30] S. Wang, J. Cao, and P. Yu, “Deep learning for spatio-temporal data mining: A survey,” IEEE Transactions on Knowledge and Data Engineering, 2020.

[31] C. Yu, X. Ma, J. Ren, H. Zhao, and S. Yi, “Spatio-temporal graph transformer networks for pedestrian trajectory prediction,” in European Conference on Computer Vision. Springer, 2020, pp. 507–523.

[32] B. Yu, H. Yin, and Z. Zhu, “Spatio-temporal graph convolutional networks: A deep learning framework for traffic forecasting,” arXiv preprint arXiv:1709.04875, 2017.

[33] Y. Li, R. Yu, C. Shahabi, and Y. Liu, “Diffusion convolutional recurrent neural network: Data-driven traffic forecasting,” arXiv preprint arXiv:1707.01926, 2017.

[34] S. Guo, Y. Lin, N. Feng, C. Song, and H. Wan, “Attention based spatial-temporal graph convolutional networks for traffic flow forecasting,” in Proceedings of AAAI, vol. 33, no. 01, 2019, pp. 922–929.

[35] X. Geng, Y. Li, L. Wang, L. Zhang, Q. Yang, J. Ye, and Y. Liu, “Spatiotemporal multi-graph convolution network for ride-hailing demand forecasting,” in Proceedings of the AAAI conference on artificial intelligence, vol. 33, no. 01, 2019, pp. 3656–3663.

[36] G. Jin, Y. Cui, L. Zeng, H. Tang, Y. Feng, and J. Huang, “Urban ride-hailing demand prediction with multiple spatio-temporal information fusion network,” Transportation Research Part C: Emerging Technologies, vol. 117, p. 102665, 2020.

[37] Z. Wu, S. Pan, G. Long, J. Jiang, and C. Zhang, “Graph wavenet for deep spatial-temporal graph modeling,” in The 28th International Joint Conference on Artificial Intelligence (IJCAI). International Joint Conferences on Artificial Intelligence Organization, 2019.

[38] Z. Wu, S. Pan, G. Long, J. Jiang, X. Chang, and C. Zhang, “Connecting the dots: Multivariate time series forecasting with graph neural networks,” in Proceedings of the 26th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining, 2020, pp. 753–763.

[39] T. N. Kipf and M. Welling, “Semi-supervised classification with graph convolutional networks,” arXiv preprint arXiv:1609.02907, 2016.

[40] B. Shi, X. Bai, and C. Yao, “An end-to-end trainable neural network for image-based sequence recognition and its application to scene text recognition,” IEEE transactions on pattern analysis and machine intelligence, vol. 39, no. 11, pp. 2298–2304, 2016.

[41] C. Szegedy, S. Ioffe, V. Vanhoucke, and A. Alemi, “Inception-v4, inception-resnet and the impact of residual connections on learning,” in Proceedings of the AAAI Conference on Artificial Intelligence, vol. 31, no. 1, 2017.

[42] X.-J. Mao, C. Shen, and Y.-B. Yang, “Image restoration using very deep convolutional encoder-decoder networks with symmetric skip connections,” in Proceedings of the 30th International Conference on Neural Information Processing Systems, 2016, pp. 2810–2818.

[43] S. Luan, M. Zhao, X.-W. Chang, and D. Precup, “Break the ceiling: Stronger multi-scale deep graph convolutional networks,” in Advances in neural information processing systems, 2019, pp. 10945–10955.

[44] J. Chung, C. Gulcehre, K. Cho, and Y. Bengio, “Empirical evaluation of gated recurrent neural networks on sequence modeling,” arXiv preprint arXiv:1412.3555, 2014.

[45] (2016) Taxi travel time prediction challenge. [Online]. Available: http://www.dcjingsai.com.

[46] (2020) Kaggle. [Online]. Available: https://www.kaggle.com/craitap/taxi-trajectory.

[47] S. Coast. (2004) Openstreetmap. [Online]. Available: https://www.openstreetmap.org.

[48] C. Yang and G. Gidofalvi, “Fast map matching, an algorithm integrating hidden markov model with precomputation,” International Journal of Geographical Information Science, vol. 32, no. 3, pp. 547–570, 2018.

[49] J. Friedman, T. Hastie, R. Tibshirani et al., The elements of statistical learning. Springer series in statistics New York, 2001, vol. 1, no. 10.

[50] L. Zhao, Y. Song, C. Zhang, Y. Liu, P. Wang, T. Lin, M. Deng, and H. Li, “T-gcn: A temporal graph convolutional network for traffic prediction,” IEEE TITS, 2019.