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ABSTRACT The Objectives of this study are (1) to evaluate tone production in Mandarin-speaking patients with post-stroke dysarthria (PSD) using an artificial neural network (ANN), (2) to investigate the efficacy of recognition performance of the ANN model contrast to the human listeners and the convolutional neural network (CNN) model, and (3) to explore rehabilitation application of the artificial intelligence recognition for lexical tone production disorder with PSD. The subjects include two groups of native Mandarin speaking adults: 31 patients with PSD and 42 normal-speaking adults (NA) in a similar age range as controls. Each subject was recorded producing a list of 7 Mandarin monosyllables with 4 tones (i.e., a total of 28 tokens). The fundamental frequency (F0) of each monosyllable was extracted using auto-correlation algorithm. The ANN was trained with F0 data of the tone tokens from the NA, to generate the final model. The recognition rates of the human ears, ANN model, and CNN model were 87.78% ± 8.96% (mean ± SD), 89.11% ± 11.80%, 65.91% ± 8.79% respectively for tone production of NA group; 70.28% ± 17.61%, 63.35% ± 17.40%, 34.71% ± 6.92% respectively for tone production of PSD group. For PSD group, there was significant correlation between the performance of the ANN model and human listeners (r = 0.826, P < 0.001). However, the performance of CNN model was not correlated with that of the human ears (r = −0.108, P = 0.562). Thus, the experiments show that ANN is more objective and efficient, which could replace human listeners in the assessment of lexical tone production disorder in Mandarin-speaking patients with PSD. Furthermore, using ANN may reduce the heterogeneity of rehabilitation evaluation among different speech therapists and may give the feedback for achievement of rehabilitation treatment more accurately.

INDEX TERMS Lexical tone rehabilitation, post-stroke dysarthria (PSD), ANN, human listeners, application analysis.

I. INTRODUCTION Mandarin Chinese, which is spoken by the largest population in the world, is a tonal language different from English or other alphabetic languages. Mandarin tones convey lexical meanings based on the pitch variation patterns, which means one syllable could have different meanings when it has been spoken out with different tones. There are four tones in Mandarin, which are Tone 1, 2, 3, and 4. Mandarin tone patterns are determined by the fundamental frequency (F0) variation of a syllable. Tone 1 has a flat and high F0 contour. Tone 2 has a rising F0 contour. The F0 contour of Tone 3 is like V-shape, falling at the beginning then followed by a rising, with a dip in the middle. Tone 4 has a high
falling F0 contour [1]. In Mandarin Chinese, syllable-level F0 contour is critical for tone recognition. Syllable duration and intensity may carry limited identifiable information of tone in spontaneous speech [2]. However, the duration or intensity in speech is unstable and might be easily affected by a bunch of factors [2], [3]. Comparing to the duration and intensity, F0 is regarded as a relatively stable acoustic feature. Therefore, F0 contour is used in the present study to recognize tone patterns.

Dysarthria is a common type of speech disorders. In clinics, this pathological status is most commonly seen in the population with a post-stroke status. The injured cortex causes dysfunction of muscles which control the articulation movement [4], [5], and the abnormal articulation movement usually results in irregular phonation and deviated amplitude [6]. Therefore, dysarthria leads to compromised speech signals and reduced intelligibility of speech [7], [8]. Although a variety of acoustic studies have been conducted to capture vowel or consonant production deficits in dysarthria for a few languages, such as English, French, German, Swedish and Japanese [9]–[12], there is limited evidence to elucidate the possible pronunciation deficits for Mandarin Chinese tone in patients with post-stroke dysarthria (PSD).

A previous research [13] in dysarthria patients with cerebral palsy (CP) who were native Cantonese (a tonal language primarily spoken in Southern China) speakers showed abnormal F0 patterns in them, including (1) excessive variability, (2) excessively falling frequencies, (3) lowering of the high-level tone, (4) rising tones, and (5) abnormal contour patterns. The results of the acoustic analysis supported previous findings of perceptual difficulty in tone level contrasts for Cantonese speakers with dysarthria. There were evidences showing that Cantonese-speaking dysarthria patients with CP had tone production errors either by human listener evaluation or by acoustic analysis of F0 contours [13]–[15]. Thus these evidences indicated compromised intelligibility for those patients. According to literature, there were little studies focusing on the Mandarin Chinese tone production of dysarthria patients. In the present study, therefore, the Mandarin tone production characteristics have been investigated in native Mandarin-speaking patients with PSD.

Although little attention was paid to the tone pronunciation of PSD patients, there were studies [16]–[20] which explored the tonal deficits in another special population, i.e., the pediatric cochlear implant (CI) users. The results showed that a majority of these children did not produce Mandarin tones very well, and there were evidences indicating that those CI children who spoke tonal language had remarkable deficits in tone perception as well [21]–[24]. The lack of F0 information in the CI devices might be responsible for the perception difficulty [25]. It was inferred that tone production performance in prelingually deafened CI users was dependent on accurate tone perception [19]. However, the auditory perception deficits of PSD patients are not comparable with those of CI users, as well as other factors such as the maturity degree, the type of pathology, and the degree of language acquisition making it dubious for the tone production ability of PSD patients.

Artificial neural network (ANN) is an assembling of mutually-connected artificial neurons with special mathematical relationships among themselves. The structure and function of ANN are somewhat similar to neural networks in biological brain. In most cases, ANN is a self-adaptive system which changes its parameters based on internal and external information that flows through the network. More practically, ANN could be regarded as a nonlinear statistical data processing and modeling tool. It was commonly used to mimic complex relationships between inputs and outputs or to find invisible patterns in data. ANNs were broadly used in the recognition of image or voice for the past decades [20], [26], [27]. Several previous studies also showed that ANNs were able to classify tones well in Mandarin Chinese [28]–[31]. Convolutional neural network (CNN) with machine learning algorithm was also adopted in recent years to classify Mandarin tones [32]–[34]. These newly developed neural networks performed even better comparing to the conventional ANN, with the reported accuracies of around 95% correctness. However, based on the current evidence [30], [31], the accuracy of normal speakers’ tone production evaluated by human listeners could seldom achieve as high as 95% correctness, being more comparable with the performance of traditional ANNs which utilize F0 information of the tones.

In summary, there was few literatures which explored the Mandarin tone pronunciation of dysarthria to the best of our knowledge. Yet there has been no relevant study focusing on the Mandarin tone production of dysarthria with post-stroke status up to now. Given that human listeners’ assessment is an important reference and since previous evidences showed that ANN’s performance was strongly correlated with the performance of human ears [19]. In the present study, we hereby chose to use ANN to recognize produced tones of the Mandarin-speaking PSD patients. Normal adults (NA) were also recruited as control. We also compared the ANN’s performance of tone recognition with which was evaluated by normal human listeners and CNN model, and did correlation analyses between these artificial intelligences and the human ears for PSD patients.

The aim of the present study was to explore the efficacy of ANN in assessing tone production of PSD patients and the feasibility of its potential application in speech rehabilitation assessment process for these patients. Our work not only covered the shortage in this field, but also validated a previously proposed ANN method on the tone production assessment in this post-stroke dysarthria population.

II. METHOD

Fig. 1 shows a sketched flux diagram which clarifies the whole methodology in the current study. The process of our study consists of three parts, including participants recruiting, speech materials and data collection, and acoustic analysis.
and tones production test. All these three parts are detailed in the following sections.

A. PARTICIPANTS RECRUITING
The subjects included 31 native Mandarin-speaking patients with post-stroke dysarthria and 42 normal adults in a similar age range. The participants resided and were recruited in Guangdong province, China, for speech material recording. The ages of the native Mandarin-speaking normal adult group ranged from 21 to 76 years old (mean ± SD: 45.88 ± 13.24 years), including 20 males and 22 females; the ages of PSD group ranged from 25 to 83 years old (mean ± SD: 56.74 ± 16.40 years), including 19 males and 12 females. All of the participants had a pure-tone average threshold at three frequencies (500, 1000, and 2000 Hz) of $< 25$ dB HL in at least one ear. The PSD speakers met a set of four selection criteria. (1) All patients had a primary speech diagnosis of post-stroke dysarthria by scale evaluation, auxiliary examinations (such as brain CT, brain MRI, laryngoscope) and specialist diagnosis. (2) The current subjects were able to communicate fluently in Mandarin before the disorder. (3) The subjects had no alexia, visual impairment, or severe auditory comprehension impairment. (4) The subjects had no difficulty to articulate, such as only saying ‘/a/’ or ‘/y/’.

B. SPEECH MATERIALS AND DATA COLLECTION
The monosyllables used to elicit production of 1-4 tones were the following: /ba/, /bi/, /bo/, /du/, /ge/, /yu/, and /a/. For PSD group, the recording was implemented once, and for NA group, the recording process was repeated one more time on another day. Therefore, a total of 2352 tokens (7 monosyllabic words $\times$ 4 tones $\times$ 42 speakers $\times$ 2 recordings) for NA group and 868 tokens (7 monosyllabic words $\times$ 4 tones $\times$ 31 speakers) for PSD group were obtained. All the produced tokens from both NA and PSD group were digitally recorded and saved to a computer hard disk as audio formats (.wav) at a sampling rate of 44.1 kHz and a resolution of 16-bit. The recording process was conducted in a soundproof room ($< 35$ dB SPL). One half of randomly selected samples from NA group were used to train the ANN, and the other half from NA as well as all samples from PSD group were used to test the developed ANN. All of the recorded samples from both groups were judged by normal human listeners.

C. ACOUSTIC ANALYSIS AND TONES PRODUCTION TEST
1) F0 FEATURE EXTRACTION
The F0 contours of the vowels were extracted from all the recorded tokens produced by both groups using an auto-correlation method. The F0 extraction process went as follows: First, the token signal was read in by MATLAB and the signal duration was calculated according to the length of the signal and the sample frequency (duration equals to length of the signal divided by sample frequency). Second, the signal was segmented to a bunch of frames with a time window length of 24 ms and an overlap rate of 2/3. Third, the MATLAB built-in function xcorr was used to obtain the auto-correlation sequence of each of the signal frames. Fig. 2 shows a typical auto-correlation sequence for a frame of the produced tone signal by a normal adult. In Fig. 2, the waveform (i.e., the auto-correlation sequence) is symmetrical and periodic. Peak A and peak B are the highest and the second highest peak, respectively. The distance (in terms of time unit) between these two peaks was calculated by dividing the total number of points between them by sample frequency. This time distance was the basic period of the signal frame. Therefore, the F0 of this signal frame was obtained using Equation (1):

$$F0 = \frac{1}{(Bx - Ax)/fs}$$ (1)

Here, Bx represents the x-coordinate of peak B, Ax represents the x-coordinate of peak A, fs stands for sample frequency.

The F0 contour was then obtained by concatenation of the F0s of each signal frame [20], [30], [31]. The extracted F0
contour may occasionally have doubling or halving errors, which were then corrected manually on the narrow band spectrograms of the syllables, as described in the previous studies [20], [30], [31].

2) ARCHITECTURE OF ANN
The ANN used to classify the produced tones was a feed-forward backpropagation multilayer perceptron (MLP) [30], [31], provided by the Neural Network Toolbox in MATLAB. The following is Formula (2) of newff function implementing the MLP network [35]:

\[
Net = newff \\
(PR, [S1, \ldots, Sn], \{TF1, \ldots, TFn\}, BTF, BLF, PF)
\]

(2)

where PR is an R × 2 matrix with R rows input, and the minimum and maximum values in each input vector constitute the 1st and 2nd column of the matrix. Si is the vector length of the i-th layer with a total of n layers; TFi is the transfer function of the i-th layer; BTF is the back-propagation network training function; BLF is the back-propagation learning function of weight/bias; and PF is the performance function.

Here, based on Zhou’s previous study on the influence of varied characteristics of the ANN on tone recognition performance [31], we selected a combination of numbers of input neurons and hidden neurons which would guarantee a plateau performance. Xu’s study showed that when the number of hidden neurons > 6 and the number of input neurons > 4, the recognition performance reached plateau. And occasionally, there was a handful of token samples which had an F0 contour no more than 8 points in our F0 dataset. If the number of inputs was set to be greater than 8, these short token samples would need to be excluded from the test. Therefore, we chose 7 as the number of hidden neurons and 8 as the number of input neurons in the current study. The MLP was then structured to have 8 input neurons, 7 hidden neurons, and 4 output neurons (represented 1-4 tones, respectively). The architecture of the MLP model was briefly sketched in Fig. 3. The inputs of the ANN were averaged F0 values of the eight evenly spaced segments from the F0 contour. The training procedure of the network was set to be terminated when the number of training iterations reached 200 or the sum of squared errors (SSE) became less than 0.01. The training iterations’ number of 200 and SSE of 0.01 were used in previous studies focusing on the similar tone recognition task and were justified as appropriate [29]–[31]. Then, one half of the tone tokens which were randomly selected from the whole F0 dataset of NA group (i.e., 1176 tone tokens) was used to train the ANN, the other half from NA group and the whole dataset from PSD group were used to test it. The procedure was repeated 10 times, and the averaged percent-correct scores were obtained for both NA group and PSD group.

Additionally, since Mel-frequency cepstral coefficients (MFCC) are used to model the way that the human ear perceives sound, a CNN based model with MFCC as input feature was also constructed (the technical details were described in Chen’s study [33]), in order to make comparison between ANN and CNN in this tone classification task.

3) PERCEPTUAL ANALYSIS
The human evaluator for the tone intelligibility evaluation included 5 females and 5 males. We adopted the following inclusion criteria for the human listeners: they need to (1) be between 18 and 40 years old, (2) be native speakers of Mandarin Chinese, (3) have a pure-tone average threshold at four frequencies (500, 1000, 3000 and 4000 Hz) of < 20 dB HL in both ears, (4) have no more than incidental experience in listening to dysarthric speech (The ultimate goal of rehabilitation for the PSD patients is to communicate vocally with ordinary people, that’s the reason why it was required to have no experience in listening to dysarthric speech), and (5) fully understand our assessment requirements. The listeners were asked to confirm which tone they heard from the four possible choices in a 4-alternative forced-choice paradigm. The stimuli consisted of all the 3220 tokens (2352 from NA group and 868 from PSD group). The stimuli were presented in a totally randomized sequence based on a MATLAB graphical user interface (Fig. 4) and at a comfortable loudness level via a circumaural headphone (Sennheiser, HD 265). This tone perception test was administered in a soundproof room (< 35 dB SPL).

After all the tones were presented and the responses of the listeners were collected, the total averaged tone recognition scores for all the 42 NA and the 31 PSD subjects were obtained. Then, the results were compared to those obtained by the ANN-based model.

III. RESULTS
A. THE GENERAL RECOGNITION PERFORMANCES
Tone intelligibility scores of the NA (n = 42) and PSD groups (n = 31) were shown in Fig. 5. The result of human listeners...
The results showed that Tone 1 in NA group reached an accuracy of 98%, while Tone 3 had an accuracy of only 77.3%, implying that Tone 3 was the most unstable tone and most likely to be pronounced mistakenly. We also found that Tone 3 was most commonly pronounced as Tone 1, other than itself. For PSD patients, similarly, Tone 3 had the lowest production accuracy, which was only 55.4% correct. However, Tone 1 had the most dramatic decrease in recognition rate among the four tones in PSD group comparing to NA group. The decreased percentage point for Tone 1 was 33.5% compared to NA group, while Tone 3 had an accuracy of 17.40% which was lower than itself. For PSD patients, similarly, Tone 3 was most commonly pronounced as Tone 1, other than itself. For PSD patients, similarly, Tone 3 had the lowest production accuracy, which was only 55.4% correct. However, Tone 1 had the most dramatic decrease in recognition rate among the four tones in PSD group comparing to NA group. The decreased percentage point for Tone 1 was 33.5% compared to NA group, while Tone 3 had an accuracy of 17.40% which was lower than itself.

### C. THE CORRELATION BETWEEN HUMAN EAR JUDGEMENT AND ANN- OR CNN-BASED RECOGNITION

For the purpose of validating the accuracy of ANN or CNN, or in other words, to explore whether a patient with high production recognition by human listeners would be judged as high recognition rate by ANN or CNN either, correlation analysis was implemented. Fig. 7 shows the scatter plot of a Pearson’s correlation between the recognition rates of ANN or CNN and human listeners for PSD patients. There was a statistically significantly positive correlation between the

| Target tones | Judged tones | NA | PSD |
|--------------|--------------|----|-----|
| 1            | 1            | 98.0 | 64.5 |
| 1            | 2            | 0.7  | 8.4  |
| 1            | 3            | 1.3  | 21.0 |
| 1            | 4            | 0.0  | 6.1  |
| 2            | 1            | 0.0  | 69.3 |
| 2            | 2            | 7.3  | 12.3 |
| 2            | 3            | 3.5  | 1.9  |
| 2            | 4            | 0.0  | 6.9  |
| 3            | 1            | 0.0  | 21.0 |
| 3            | 2            | 9.2  | 55.4 |
| 3            | 3            | 69.9 | 63.6 |
| 3            | 4            | 0.0  | 24.9 |
| 4            | 1            | 9.2  | 24.9 |
| 4            | 2            | 69.9 | 63.6 |
| 4            | 3            | 0.0  | 24.9 |
| 4            | 4            | 0.0  | 24.9 |

The tone recognition rates for the NA and PSD groups. \( t \)-test shows the statistically significant positive correlation between the recognition rates of ANN or CNN and human listeners for PSD patients. There was a statistically significantly positive correlation between the

![FIGURE 4. The Matlab based graphical user interface for evaluating the tone category.](image)

![FIGURE 5. The tone recognition rates for the NA and PSD groups.](image)

![FIGURE 6. Tone confusion matrices judged by ANN for NA group (left panel) and PSD group (right panel).](image)
In their further study using spectrograms instead of MFCC as the inputs, the CNN model performed even better than the one based on MFCC [32]. These methods circumvented the manual correction of F0s and could be more efficient than conventional ANNs which based on F0 information. We have trained a simple CNN model in the present study based on MFCC feature and the performance was not satisfactory. It was worth to note that the speech material used in Chen’s study [33] was from children from 3 to 10 years old, while ours was from adults with a much larger age span (from 21 to 76 years old). Most importantly, the training dataset in Chen’s study was almost four times as ours (4500 tokens vs. 1176 tokens). We thus inferred that ANN may be more robust with relatively small training dataset when compared with CNN. Additionally, the rehabilitation goal of dysarthria was to recover the vocal communication ability with people, while human listeners’ perceptual evaluation was still the important reference for tone production rehabilitation. Our results showed that the recognition performance of CNN model based on MFCC did not present positive correlation with the judgement of human listeners. And there were no evidence so far which showed that the performance of these newly developed neural networks (such as CNN) was consistent with that of human listeners. Therefore, their application on the clinical rehabilitation practice might still need to be justified.

While on the other hand, conventional ANN seems to be more comparable with human listeners. Our results showed a strong positive correlation between the performance of ANN and human ears. In a previous study by Zhou et al. [19], the researchers also found that the rated scores judged by ANN and those assessed by human ears were strongly correlated based on their 76 pediatric cochlear implant users, with a correlation coefficient of 0.94. Given the excellent consistency between ANN and human ears, it was inferred that ANN could be used to replace the therapists in clinical practice for the assessment of tone production by pediatric cochlear implant users. Technically, ANN is more objective and efficient than human listeners and its performance was as accurate as human ears, which was the reason that we adopted ANN as the assessment tool to evaluate the tone production of PSD patients in the present study. The input information was F0s of the produced tones by the PSD patients. The extraction of F0s was based on auto-correlation algorithm and involved somewhat manual correction of F0s, thus probably bringing down its working efficiency. Nevertheless, ANN was still supposed to be helpful to reduce the inconsistency among different human evaluators or rehabilitation institutions and shorten the assessment duration in tone production evaluation.

Our results revealed that PSD patients’ recognition scores were lower than the scores obtained from NA controls, regardless of either by ANN or by human-ear judgement. This is not out of our expectancy since dysarthria with post-stroke status may impair the physiological function of articulation-related organs, resulting in shitty tone productions. We also
observed that for NA group, Tone 1 and 2 were the most easily recognized tones, followed by Tone 4, and Tone 3 was the worst. It is reasonable given that Tone 3 has a more complicated F0 structure (i.e., a decline at the beginning followed by a rising up) than the other tones, making it the most difficult tone to produce. While for the PSD patient group, all of the recognition scores of the four tones declined when compared with the NA group, however, the score of Tone 1 decreased more significantly than the other three tones. Considering the F0 contours of Tone 1 in PSD group varied dramatically for a majority of these subjects, it could be inferred that PSD patients may not be able to articulate a syllable stably and persistently, which could be attributed to the discoordination of the articulation organs being out of the superior control. Tone 2 had a relatively higher recognition score than the other three tones in PSD patients. As for Tone 2, the F0 curve has a low-rising pattern with a relatively low frequency onset, which makes it to be produced out easily since strained vocal cords are not required at the beginning of its production. For this case, it still could obtain satisfactory recognition for Tone 2 even with relatively shorter duration. It could be inferred from the results of the present study that the rehabilitation priority of Mandarin tones for PSD patients should be Tone 2, followed by Tone 1, then Tone 4, and finally Tone 3. This sequence was differed from a previous study focused on the Mandarin tone recognition ability of pediatric implant users by Mao et al. [20], in which the most easily recognized tone was Tone 1, followed by Tone 4, then Tone 2, and finally Tone 3. This discrepancy could be accounted by the potentially different characteristics and mechanisms of tonal disability with different pathologies. Furthermore, our research may provide an aided diagnosis and guidance for clinical speech treatment to correct the tone errors in the PSD patients, based on objective acoustic features. First of all, we can use ANN to present the tone production accuracy for each patient. If the accuracy rate is high enough, then the patient could be exempted for further interventions. Second, if a patient needs further rehabilitation interventions, the tone confusion matrix would be helpful in the decision-making of rehabilitation strategies. In addition, the tone error pattern in the confusion matrix could reflect potential site of dysfunction in the articulation organs. For example, if the produced Tone 1 of a patient is most likely recognized as Tone 3, it could be inferred that the dysfunction site is more likely the muscles which control the motion of vocal cord or the relevant neural control, rather than the vocal cord itself. While if the produced Tone 1 is most likely recognized as Tone 4, then there could be an uncoordinated respiration motion for that patient either. Our further studies will focus on the impact of various pathologies on the tone articulation and the potential mechanisms.

Nowadays, China is entering the era of aging society, and the occurrence of stroke is increasing in the middle-aged population. With the expanding population of PSD, there is an urgent need for this population to evaluate the pattern and the severity of tone production disability. An objective, accurate, yet efficient assessment method could help therapists to formulate rehabilitation schemes so as to benefit the recovering of normal communication ability for PSD patients. Our results indicate that ANN is such an evaluation tool and has a promising application value in the clinical rehabilitation practice. However, our study still has some limitations which need to be solved in the future.

1) The performances of different ANN architectures applied on our task need to be researched.
2) Exploring other sound/acoustic characteristics (such as vowels, consonants, compound vowels, duration, prosody, etc.) of Mandarin-speaking PSD population is the planned research work.
3) This method involves multidisciplinary coordination, which includes acoustics, phonetics, computer science, rehabilitation medicine, therapeutics, and so on. The methodology and technique still need to be further improved.
4) Although the CNN did not show a promising result in the present study, our result does not exclude the possibility that CNN-based model could improve considerably when dealing with similar classification tasks by selecting other features, modulating its structure or parameters, modifying some preprocessing, or polishing its inner algorithm. This is another whole different research field which needs comprehensive explorations in the future.
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