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The requirements for publishing an article are increasing due to the higher competition level. Some methodological aspects are essential to produce a good-quality article. The researcher must consider some basic items while planning a research protocol: the research question, the endpoints, the study design, and statistical analysis (SA) that includes sample size calculation. All of them should be carefully planned and described in detail. Once established the study design, the researcher can find some guidelines that define specific checklists for each kind of study design.2 Some of them are very popular, such as Consolidated Standards of Reporting Trials (CONSORT) for randomized controlled trials (RCTs) (http://www.consort-statement.org/), STrengthening the Reporting of OBServational studies in Epidemiology (STROBE) for observational trials (https://www.strobe-statement.org/), and Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) for systematic reviews and meta-analysis (http://www.prisma-statement.org/). To give reliability to the research protocol by making it auditable, the researcher should register the protocol at dedicated platforms, for example, “clinical trials.gov” for RCT (https://clinicaltrials.gov/) and Prospective Register of Systematic Reviews (PROSPERO) for systematic reviews and meta-analysis (http://www.crd.york.ac.uk/prospero/register_new_review.asp).

SA deals with scientific data and their variability during the research.2,5 SA suggests that whether the presence or the absence of a difference between groups is random or real (types I and II errors). SA is also helpful in determining the occurrence of bias, which is related to the internal validity of the research. The good quality of the research (internal validity) is mandatory for translating the findings from the study subjects to the general population (external validity/generalizability).3,4,5

Due to the clinical, ethical, and financial implications of research in human subjects, we discussed some basic statistical steps to be considered while planning a surgical research.5

RESEARCH QUESTION

Establishing the research question is the most essential step of a project planning. A vague or inaccurate research question increases the odds of failure of the research in its different steps. An adequate, precise, clinically sound research question makes easier for the researcher to choose both the best endpoint/outcomes and the valid tools for the endpoint analysis.5

When selecting the research question, the researcher is usually moved by the clinical relevance, but feasibility, ethics, and innovation should be considered as well.3

It seems obvious, but the research protocol should answer only 1 main question. This is the primary endpoint. Although a research may have several secondary endpoints, the sample size should be calculated to give mathematical meaning to answer the main question (please see it below in Sample Size).

For statistical purposes, when the researcher defines the question, the inferential statistics begin to be established. It means that if the experiment or observation compares different groups, the statistical plan demands a comparative test. Eventually, the researcher wants to establish a relationship, for example, vitamin C supplementation and collagen production in a wound-healing process, and possibly infer how strong or weak this relationship occurs. In this situation, correlation statistic tests will be necessary. Another scenario is when the researcher wants to predict one or more outcomes, for example, body mass index greater than 35 predicts a higher adverse event rate of abdominoplasty. Logistic or linear regression is the more appropriate statistical approach for this scenario (Table 1).

But, no matters if the research will deal with a comparison, association, or prediction, the research question will always test the hypothesis: null hypothesis (H0)—no difference between the groups of comparison; alternative hypothesis—there is difference between the groups of comparison.

SAMPLE AND SAMPLE SIZE

Most of the times sampling in health science is non-probabilistic, meaning that the researcher will sample available subjects from the site(s).3,5
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The researcher should try to select a population of patients that best reflects the expression of the disease in the general population, encompassing all the spectrum of the disease (mild, moderate, and severe cases). If this is not the case, the researcher should be aware of this limitation of the study with obvious implications for its generalizability, making this fact transparent to the reader. In addition to the choice of a representative sample population, the researcher will have to calculate the sample size needed to prove or reject the research hypothesis.

There are several mathematical formulas for sample size calculation. To apply them adequately, the researcher must define the following:
- Number of groups or arms
- Independent and dependent variables nature (numeric, categorical, nominal)
- Is it a comparison or association or predictive study?
- Effect size
- Study design
- Alpha and power

As mentioned above, the sample size calculation is calculated to test the primary endpoint. It means that the sample size is usually insufficient (underpowered) to compare secondary endpoints. For this reason, the secondary endpoints are equally known as exploratory questions. The function of exploratory questions or secondary endpoints is to guide the researcher toward the next steps in the investigational research line.

STUDY DESIGN

The study design selection is conditioned to the research question. When drugs, surgical techniques, or any kind of intervention are being compared, the adopted study design is the RCT. In the RCT, the usual hypothesis is that an intervention is superior to the standard therapy or placebo. This is the superiority trial. On the other hand, the researcher may choose to adopt an equivalence or noninferiority design for the RCT. This choice will directly affect the sample size and SA. Intuitively, a superiority RCT requires a large sample size than a noninferiority trial. Moreover, there are other nuances to be defined by the researcher concerning the study design: whether cross-over will be allowed between the 2 or more groups/arms, the number of groups/arms. These nuances will also influence the sample size calculation and the selection of the more adequate statistical test.

But if the research questions relate to the identification of an etiologic factor, prevalence, or incidence, an observational trial will suffice. There are basically 3 types of observational studies: cohort, case-control, and transversal studies. In cohort and case-control studies, the investigated etiologic factor and the disease are measured in different moments, either prospectively or retrospectively. In transversal or cross-sectional studies, the variables are measured at the same time. Studies that evaluate diagnostic tests are a typical example of transversal studies. The “novel” diagnostic test and the “gold standard” one are performed and compared in short time frame. All study designs have their particular advantages and limitations (Table 2).

Once defined the study design, the researcher will have to clearly determine the following:
- The outcomes, also known as dependent variables
- The intervention or exposition, also known as independent variables
- Independent and dependent variable nature (numeric, categorical, nominal) and possible distribution (normal, Poisson, Cumulative distribution) and variance (equal, unequal)
- The parameters that will describe the variables, for example, frequency, mean, and median
- The measures of association that will be used to describe the results of the comparison of the variable parameters, for example, odds ratio, relative risk, and number needed to treat

VARIABLES

In scientific research, the variables have different natures. They can be numerical (continuous, discrete), categorical, or nominal (Table 3). The choice of the variable

| Study Design | Advantages | Limitations |
|--------------|------------|-------------|
| Transversal  | Frequent events | No time relation |
|              | Low cost | Low evidence |
|              | No time demanding | |
| Case-control | Rare events | Difficult to define control group |
|              | Low cost | Low evidence |
|              | No time demanding | |
| Cohort       | Several factors can be evaluated | Time consuming |
|              | Frequent and rare events | Expensive |
| Randomized clinical trial | Can determine cause and effect | Selection bias |
|              | Randomization balance known and unknown variables | Time consuming |
| Case series  | No time consuming | Expensive |
|              | Very low evidence | Biased (selection, performing, detection) |
will be determined by clinical relevance.\textsuperscript{5,9} For example, numerical variables are preferable such as the number of cigarettes per day, yet, for the clinical purpose, the best approach is to transform it into a categorical variable (mild, moderate, and severe smokers).\textsuperscript{5}

The best outcome is the clinically most relevant one. However in some clinical situations, an intermediate outcome is adopted because the best one is less frequent which would require a larger sample size and more time. The intermediate outcome is also known as surrogate marker. The selection of a surrogate marker is challenging because it has to reflect the behavior of the clinically relevant outcome.\textsuperscript{10,11} In the setting of a study of a drug for cholesterol reduction, the clinically relevant outcome is the frequency of ischemic heart episodes. A possible surrogate marker could be the reduction of cholesterolemia to normal levels. Another example in plastic surgery is surrogate outcomes to assess wound healing: β-catenin, c-myc, wound fluid, matrix metalloproteinase, and interleukins.\textsuperscript{12}

**DEFINE THE MEASUREMENTS TOOLS**

In this section, it is interesting to discuss some concepts related to measurement.

For statistics, the best variables are the numeric ones because numbers allow calculus (eg, blood pressure, hematocrit, and wound area).

Regarding numeric variables, the researcher must pay attention to the precision and accuracy of the data. Precision is related to random errors or variability in the outcome measure. Accuracy is associated with the systematic error, a measurement of bias. To improve the research quality, the researcher had to consider both precision and accuracy.\textsuperscript{13}

However, it is not uncommon that in plastic surgery, the primary outcomes are not expressed as numeric variables, but as categorical variables such as patient satisfaction or quality of life. These tools (usually questionnaires) are subjective, and for statistical purposes, it is not the ideal variable to deal with. One possible way to address this problem is transforming nominal (completely satisfied to complete unsatisfied) data to categories (+3, +2, +1, 0, −1, −2, −3). This ordinal transformation allows statistical modeling. However, the meaning of this “number” is subjective. To illustrate it: the distance between one cm and the next cm is always the same, but the distance between +4 and +3 is subjective. For this reason, categorical variables are less powered than numeric variables.\textsuperscript{3,8}

It must be underlined that the researcher should adopt scales and scores already validated in the literature (eg, SF-36, BREAST-Q). Otherwise, the external validation (see above) will be compromised, reducing the chances of publication. Moreover, author permission is required to use some questionnaires. Finally, if the original version of the questionnaire is in a foreign language, it will require adaptation and validation to the language of the site where the study will be performed.\textsuperscript{14}

**ALPHA AND POWER**

The determination of 5\% in α value is a default, statisticians assumed as the cut-off value 5\% (p= 0.005) to reject the null hypothesis.

This arbitrary value is assumed to avoid type I error (alternative hypothesis is accepted, but it is not true). This type of error is more important in clinical context.\textsuperscript{15} Additionally, the researcher can assume a power of 80\%–90\% (1-β). This value reflects the chance not to find results when it is true, type II error Table 4.

**STATISTICAL ANALYSIS**

The parameters of variables of 2 different groups can be “compared,” “associated,” or can be tested to “predict” a specific outcome (see above).

If the research question is comparative, for example, compare 2 different techniques for mammoplasty, and the nature of the variable is continuous with a normal distribution equal variance between the groups, the more adequate statistical test is Student t (paired or unpaired). If the project compares more than 2 groups, the SA will be different. To help the more suitable SA, the authors showed a simplified flowchart according to the nature of the variables and study design\textsuperscript{3,16} (Figs. 1–3).

**MISSING DATA**

Most of the experiments lose patients in the follow-up visits. A reasonable dropout rate must be lower than 20\%, and the statistician can consider this lost in the sample size calculation. Moreover, for several reasons, some data can be lost. To avoid these facts, the researcher needs to plan dropout rates and how to deal with missing data at random.\textsuperscript{16}

According to CONSORT\textsuperscript{a} and Food and Drug Administration,\textsuperscript{17} one of the acceptable methods to missing data imputation is last observation carry forward.\textsuperscript{2,16} An alternative to that strategy is to consider the worst outcome for the missing patients from the intervention group and the best outcome for the missing patients from the control group.

---

**Table 3. Variable Nature and Descriptive Statistical Analysis**

| Variable Nature | Descriptive Statistics—Central Tendency | Descriptive Statistics—Dispersion | Examples |
|-----------------|----------------------------------------|-----------------------------------|----------|
| Numerical (continuous, discrete) | Mean | SD | Blood pressure, area, blood volume |
| Categorical | Median | Interquartile interval | Score and scales |
| Nominal | Mode | NA | Socioeconomic status, marital status, gender, binary |

---

**Table 4. According to the Hypothesis and Results, This Diagram Described the Possible Results for a Study**

| H0 Is True | H0 Is False |
|------------|-------------|
| Reject H0 | Type I error (false-positive) | Correct study result |
| Accept H0 | Correct study result | Type II error (false-negative) |
By adopting this conservative approach, we increase the chances of type II error (to accept the H0 when a real difference exists between the intervention and the control group) but reduce the chances of type I error (to reject the H0 when a real difference does not exist between the intervention and control group).3

INTENTION-TO-TREAT AND PER PROTOCOL ANALYSES

Some experiments face problems with adherence and missing data. One way to deal with it is performing the intention-to-treat analysis or full analysis. In this strategy, all randomized patients are included in the denominator; no matters if the patient complete the protocol or not. The advantage is to avoid efficacy overestimation. In others words, the effectiveness will be tested.

The drawbacks of this conservative strategy (ITT analysis) are type II error, deal with heterogeneous population, and misleading results due to a high dropout rate.18

On the other hand, if the researcher only includes the patients who completed the study, this is known as per protocol analysis. The advantages are to evaluate only the patients who received the treatment; it is related to efficacy. The disadvantage is a potential treatment overestimation, that is, a type I error.19

US Food and Drug Administration guidelines advise to perform both intention-to-treat analysis and per protocol analysis. If both analyses show similar results, the confidence in the study results will increase.20

In conclusion, to improve the publishing odds, we discussed some basic statistical aspects to be considered in a scientific project planning. One of the critical issues is the research question. If the authors build a clear, concise question, the chances of developing a good-quality study will increase. According to this question, the authors will select the adequate endpoint, measurements tools, sample size, and SA.
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