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The low-energy consumption of IEEE 802.15.4 networks makes it a strong candidate for machine-to-machine (M2M) communications. As multiple M2M applications with 802.15.4 networks may be deployed closely and independently in residential or enterprise areas, supporting reliable and timely M2M communications can be a big challenge especially when potential hidden terminals appear. In this paper, we investigate two scenarios of 802.15.4 network-based M2M communication. An analytic model is proposed to understand the performance of uncoordinated coexisting 802.15.4 networks. Sleep mode operations of the networks are taken into account. Simulations verified the analytic model. It is observed that reducing sleep time and overlap ratio can increase the performance of M2M communications. When the networks are uncoordinated, reducing the overlap ratio can effectively improve the network performance.

1. Introduction

The increasingly popular M2M technology can enable machines to communicate directly with one another through wireless and/or wired system [1, 2]. With the increasing volume of wireless networks in recent years, the information can be exchanged between machine devices much easier and faster at low cost, which makes M2M technology more attractive to business as well as customers due to its huge potential on cost reduction and services improvement [3, 4]. Effective and reliable support from wireless networks for communications between the number of M2M devices is pivotal to the success of M2M technology. This paper aims to study the effectiveness of IEEE 802.15.4 network technology on support of M2M communications [5]. With increasing number of M2M devices which may be connected by IEEE 802.15.4 network, it is very likely to witness that multiple 802.15.4 networks are closely and independently deployed for M2M appellations. The interference of each other and hidden terminal problem may arise among these M2M devices, which can become severe problems for 802.15.4 networks-based M2M applications.

In this paper we investigate the issues of multiple uncoordinated coexisting 802.15.4 networks when they are closely deployed with sleep mode. Two representative network scenarios where two 802.15.4 networks are working in the sleep mode with different overlap ratios in the channel access periods are presented. We propose an analytic model to predict the system throughput and energy consumption with different media access control (MAC) parameters, frame length, the number of network devices for each network, and overlap ratios. The results show that the impact of uncoordinated multiple networks operations can lead to significant system performance drop when their channel access periods are most overlapped. The approaches of reducing sleep time and overlap ratio to increase the system performance are also studied. The analytic model is verified by simulations.

In the literatures, simulation-based evaluation of single 802.15.4 network has been widely reported including [6, 7]. Additionally, many analytic models have been proposed to capture the throughput and energy consumption performance of single 802.15.4 network with either saturated or
unsaturated traffic. The limited scalability of the 802.15.4 MAC was pointed out by Yedavalli and Krishnamachari [8] where the terms of throughput and energy consumption are studied. They showed that 802.15.4 MAC performed poorly when the number of contending devices was high. Mišić et al. proposed a Markov model to evaluate the throughput of 802.15.4 networks with unsaturated downlink and uplink traffic [9]. However, their analytical models do not have high accuracy. A simplified Markov model was proposed in [10], in which a geometric distribution was used to approximate the uniform distribution for the random backoff counter. But the approximation results in large inaccuracy in throughput prediction. A three-dimensional Markov model was proposed in [11] to evaluate the throughput of slotted carrier sense multiple access (CSMA). However, the state transitions in [11] were not correctly modelled. The model was revised with improved accuracy in [12]. Both Pollin et al. [13] and Singh et al. [14] also considered a star network topology and analysed the MAC protocol performance under assumption that saturated traffic conditions. They found out that a large fraction of packets was dropped during the channel access, and the dropping probability increases with the number of sensor devices. Park et al. [15] and He et al. [16] developed accurate analytical modes for 802.15.4 MAC protocol in the beacon-enabled mode for star network topology. In addition, the performance analysis was mainly targeted at validating the accuracy of the proposed model. Energy consumption and throughput performance of 802.15.4 MAC was analysed in [17]. However, none of these works has studied the uncoordinated operations of multiple coexisting 802.15.4 networks with sleep mode.

The remainder of this paper is organised as follows. In Section 2, we introduce the superframe structure and channel access algorithm of IEEE 802.15.4 standard briefly. Two scenarios and model assumption of the analytic model are introduced in Section 2 and the analytic model of two uncoordinated networks is presented in Section 3. Section 4 discusses the numerical results and performance analysis. The conclusions and future works are in Section 5.

2. Channel Access Algorithm of IEEE 802.15.4

An IEEE 802.15.4 network can work either in nonbeacon-enabled or in beacon-enabled mode [5]. In the nonbeacon-enabled mode, there are no regular beacons, and devices communicate with each other using unslotted CSMA-CA algorithm. In the beacon-enabled mode, the coordinator transmits regular beacons for synchronisation and association procedures to control communication. A superframe structure is imposed in the beacon-enabled mode as shown in Figure 1, whose format is defined by the coordinator. The superframe is bounded by network regular beacons, and can have an active portion and an optional inactive portion. All communications take place in the active period while devices are allowed to enter a low-power (sleep) mode during the inactive period. The structure of this superframe is described by the values of $macBeaconOrder$ (BO) and $macSuperframeOrder$ (SO). The BO describes the beacon interval (BI), the SO describes the length of superframe duration (SD), and they are related, respectively, as follow:

$$BI = aBaseSuperframeDuration \times 2^{BO},$$

$$SD = aBaseSuperframeDuration \times 2^{SO},$$

where $aBaseSuperframeDuration = 960$ symbols and $0 \leq SO \leq BO \leq 14$.

The active portion of each superframe shall be composed of two parts: a contention access period (CAP) and an optional contention-free period (CFP). The CAP shall start immediately following the beacon and complete before the beginning of CFP on a superframe slot boundary. If the CFP is zero length, the CAP shall complete at the end of the active portion of the superframe. We neglect every CFP in this study, because it is designed for low-latency applications requiring specific data bandwidth which means only CAP in each active portion of superframe structure. In CAP, communication among devices uses slotted CSMA-CA algorithm for contention access. The 802.15.4 slotted CSMA-CA algorithm operates in unit of backoff slot. One backoff slot has the length of 20 symbols. In the rest of the paper backoff slot is simply called slot unless otherwise specified.

According to the acknowledgement (ACK) of successful reception of a data frame, the slotted CSMA-CA algorithm can be operated in two modes: ACK mode, if an ACK frame is to be sent and non-ACK mode, if an ACK frame is not expected to be sent. In this paper we will work on the non-ACK mode. In the non-ACK mode, every device in the network maintains three variables for each transmission attempt: NB, W, and CW. NB denotes the backoff stage, representing the backoff times that have been retried in the slotted CSMA-CA process while one device is trying to transmit a data frame in each transmission. W denotes the backoff window, representing the number of slots that one device needs to back off before clear channel assessment (CCA). CW represents the contention window length and is used to determine how many slots for the CCA before transmissions. CW will be set to two before each transmission and reset to two when the channel is sensed busy in CCAs.

Before each device starts a new transmission attempt, NB sets to zero and W sets to $W_0$. The backoff counter chooses a random number from $[0, W_0 - 1]$ and it decreases every slot without sensing channel until it reaches zero. If the number of backoff slots is greater than the remaining number of slots in the CAP, the MAC sublayer shall pause the backoff countdown at the end of the CAP and resume it at the start of the CAP in the next superframe [5]. If the number of backoff slots is less than or equal to the remaining number of slots in the CAP, the MAC sublayer shall check whether the number of remaining slots in current CAP is enough to complete the two CCAs and the frame transmission when backoff counter reaches zero. If the two CCAs and the frame transmission can be completed, the MAC sublayer shall request that the PHY perform the first CCA (denoted by CCA1) when backoff counter reaches zero. If channel is idle at CCA1, CW decreases one and the second CCA (denoted
Figure 1: An example of the superframe structure. In this case, the beacon interval, BI, is twice as long as the active superframe duration, SD, and it contains CFP.

by CCA2) will be performed after CCA1. If channel is idle for both CCA1 and CCA2, the frame will be transmitted in next slots. If channel is busy in either CCA1 or CCA2, CW resets to two, NB increases by one, and W is doubled but not exceed $W_x$. If NB is smaller or equal to the allowed number of backoff retries $m$, the above backoff and CCA processes are repeated. If NB exceeds $m$, the CSMA-CA algorithm ends. If two CCAs and the frame transmission cannot be completed in the remaining CAP, the MAC sublayer shall wait until the start of the CAP in the next superframe and apply a further random backoff delay before evaluating whether it can proceed again.

3. Model Assumption

There can be many scenarios with which the 802.15.4 networks may or may not interfere with each other if their operations are not coordinated when multiple 802.15.4 networks are deployed independently and closely. We assume two 802.15.4 networks are deployed closely and two simple representative scenarios are considered to focus on obtaining insights to the impact of uncoordinated operations on system performance.

We consider a star network topology with a PAN coordinator. These two networks are labelled by NET1 and NET2 with $N_1$ and $N_2$ denoting the number of basic devices in addition to one coordinator in each network, respectively. All the devices in its own network are within communication ranges of each other. Only uplink traffic from the basic devices to the coordinator in each network is considered. Each data frame has a fixed length which requires $L$ slots to transmit over the channel. The data payload in MAC layer frame is fixed $L_d$ slots, which is transmitted as the MAC payload in the MAC protocol data unit. In our scenarios, we assume that the two networks are both transmitting equal length of data payload $L_d$ slots using the same $L$ slots through the channel. We assume a saturated traffic with non-ACK mode, which means that each device has always traffic to send frames to its coordinator. The BOs of NET1 and NET2 are the same, which means the length of BIs of two networks are equal. The SOs of NET1 and NET2 are also set the same, which gives them equal active portions as well. We also consider an idle superframe structure, which means the active portions only consist of CAP without CFP, and an idle channel over which a frame fails if and only if collision happens.

(1) Scenario I. For this scenario we assume that both considered networks are operated on the same frequency channel and the communication range of each network is fully overlapped as shown in Figure 2(a). We consider the beacon-enabled mode as mentioned in the previous section. Each network has a coordinator, which is responsible for broadcasting the beacon frames in the beginning of superframes. For simplicity, we assume that the beacons from any network can be correctly received by all the basic devices which belong to that network. The two networks share the whole channel frequencies, which means they can detect each other’s transmissions through CCAs. For this scenario, the CAPs from each network can be partially overlapped or fully overlapped with different overlap ratio $g$ as shown in Figure 3. When $g = 1$, which is the worst case that the two networks are fully overlapped in channel access periods, and when $g = 0$, which means there is no interference between these two networks.

(a) Scenario I

(b) Scenario II

Figure 2: Communication range of each network is fully overlapped; (a) basic devices from two networks can detect each other’s transmissions through CCAs; (b) basic devices from each network cannot detect transmission from other network’s transmission through CCAs.
of each individual device could be modelled by a Markov chain with finite states. Let \( p_{n,k} \) denote the probability of a transmission from devices in network \( n \) \((n \text{ represents network identification, being 1 or 2}) \) other than a tagged basic device in network \( n \) starting after exactly \( k \)th idle slots since the last transmission, where \( k \in [0, W_x + 1] \) [12]. The transmission probability of a basic device in a general backoff slot can be calculated with the Markov chain constructed for each device.

Without loss of generality we consider NET1 and a tagged basic device in NET1. For the tagged basic device, its Markov chain consists of a number of finite states and each corresponds to a state of the CSMA-CA algorithm in one slot. These finite states are introduced below. Let \( \overline{M} \) denote the steady-state probability of a general state \( M \) in the Markov state space. For simplicity we ignore the subscript “1” which corresponds to NET1 in the Markov states. In the following derivation we assume NET1 and NET2 use the same set of MAC parameters.

\subsubsection*{(1) Busy State} Denoted by \( B_{i,j,k} \), during which at least one device other than the tagged basic device transmits the \( l \)th part of a frame of \( L \) slots, with the backoff stage and backoff counter of the tagged basic device being \( i \) and \( j \), respectively, where \( i \in [0, m] \), \( j \in [0, W_i - 1] \), and \( l \in [2, L] \). \( W_i \) is the minimum of \( 2W_0 \) and \( W_m \) [12]:

\begin{equation}
B_{0,j,2} = \sum_{k=2}^{W_x-1} p_k K_{0,j+1,k} + \frac{1}{W_0} \sum_{k=2}^{W_x-1} p_k (K_{m,0,k} + C_{m,k}), \quad i = 0, \; j \in [0, W_0 - 1],
\end{equation}

\begin{equation}
B_{i,j,2} = \sum_{k=2}^{W_x-1} p_k K_{i,j+1,k} + \frac{1}{W_i} \sum_{k=2}^{W_x-1} p_k (K_{i-1,0,k} + C_{i-1,k}), \quad i \in [1, m], \; j \in [0, W_i - 1],
\end{equation}

\begin{equation}
B_{i,j,l} = \begin{cases} 
B_{0,j+l-1,0} + \frac{B_{m,0,l-1}}{W_0}, & i = 0, \; j \in [0, W_i - 1], \\
B_{i,j+l-1,0} + \frac{B_{i-1,0,l-1}}{W_i}, & i \in [1, m], \; j \in [0, W_i - 1].
\end{cases}
\end{equation}

\subsubsection*{(2) Backoff State} Denoted by \( K_{i,j,k} \), during which the tagged basic device backoff with backoff counter being \( j \) at backoff stage \( i \), after \( k \) idle slots since the last transmission, where \( i \in [0, m] \), \( j \in [0, W_i - 1] \), and \( k \in [0, W_i - 1] \) [12]:

\begin{equation}
K_{0,j,0} = B_{0,j+1,1} + \frac{(B_{m,0,1} + T_1)}{W_0}, \quad i = 0, \; j \in [0, W_0 - 1],
\end{equation}

\begin{equation}
K_{k,j,0} = B_{i,j+1,1} + \frac{B_{i-1,0,1}}{W_i}, \quad i \in [1, m], \; j \in [0, W_i - 1],
\end{equation}

\begin{equation}
K_{i,j,k} = \begin{cases} 
K_{i,j+1,k-1}, & j \in [1, m], \; k \in [1, 2], \\
(1 - p_{k-1}) K_{i,j+1,k-1}, & 3 \leq k \leq W_i - 1.
\end{cases}
\end{equation}
(3) Sensing State. Denoted by $C_{i,k}$, during which the tagged basic device performs CCA2 at the $i$th backoff stage, after $k$ idle slots since the last transmission, where $i \in [0,m]$ and $k \in [1,W_i]$ [12]:

$$
\overline{C}_{i,k} = \begin{cases} 
\overline{K}_{i,0,k-1}, & k \in [1,2], \\
(1 - p_{k-1})\overline{K}_{i,0,k-1}, & k \in [3,W_i]. 
\end{cases}
$$

(4) Initial Transmission State. Denoted by $X_{i,k}$, during which the tagged basic device starts to transmit a frame at backoff stage $i \in [0,m]$, after $k \in [2,W_i + 1]$ idle slots since the last transmission [12]:

$$
\overline{X}_{i,k} = \begin{cases} 
\overline{C}_{i,k-1}, & k = 2, \\
(1 - p_{k-1})\overline{C}_{i,k-1}, & k \in [3,W_i + 1]. 
\end{cases}
$$

(5) Transmission State. Denoted by $T_l$, during which the tagged basic device transmits the $l$th part of a frame, where $l \in [2,L]$. The first part is transmitted in the state $X_{i,k}$ [12]:

$$
T_l = \begin{cases} 
\sum_{i=0}^{m} W_{i+1} \sum_{j=0}^{k-2} \overline{X}_{i,k} \overline{C}_{i,k} + \sum_{j=0}^{k-1} \overline{C}_{i,k}, & l = 2, \\
T_{l-1}, & l \in [3,L]. 
\end{cases}
$$

The transmission probability $\tau_k$ that the tagged basic device transmits after exactly $k$ idle slots since the last transmission for the nonoverlapped part in CAPs can be computed by $\tau_k = 0$, for $k \in [0,1]$, and for $k \in [2,W_x + 1]$ [12]:

$$
\tau_k = \frac{\sum_{i=0}^{m} \overline{X}_{i,k} \overline{C}_{i,k} + \sum_{j=0}^{k-1} \overline{C}_{i,k}}{\sum_{i=0}^{m} \overline{X}_{i,k} \overline{C}_{i,k} + \sum_{j=0}^{k-1} \overline{C}_{i,k}}.
$$

With the above expressions derived for transmission probability $\tau_k$ ($\tau_{1,k}$ and $\tau_{2,k}$ for NET1 and NET2, resp.), we can calculate channel busy probability $p^f_k$ ($p^f_{1,k}$ and $p^f_{2,k}$ for NET1 and NET2, resp.) for the nonoverlapped part of CAPs with the tagged basic device in Scenario I (in NET1 and NET2, resp.) with $k \in [0,W_x + 1]$:

$$
p^f_{1,k} = 1 - (1 - \tau_{1,k})^{N_1 - 1},
$$

$$
p^f_{2,k} = 1 - (1 - \tau_{2,k})^{N_2 - 1}.
$$

Since the balance equations for all steady-state probabilities and expressions for $p^f_{1,k}$ and $p^f_{2,k}$, $k \in [0,W_x + 1]$ have been derived, the Markov chain for the tagged basic device can be numerically solved. After the Markov chains are solved, we can calculate the throughput of nonoverlapped part $S^f_{1,n}$ for Scenario I with individual network:

$$
S^f_{1,n} = N_n L_d \sum_{i=0}^{m} \sum_{j=0}^{m} \sum_{l=0}^{k-1} C_{n,i,j} (1 - p^f_{n,k-1})(1 - p^f_{n,k}), \quad n = 1, 2.
$$

To analyse energy consumption, we use normalised energy consumption, defined in [17] as the average energy consumed to transmit one slot of payload. The energy consumption of transmitting a frame in a slot (denoted by $E_t$) and perform a CCA (denoted by $E_c$) in a slot is set to 0.01 mJ and 0.01135 mJ, respectively [17]. We use $\eta^f_{1,n}$ to represent the normalised energy consumptions of the nonoverlapped part for Scenario I with NET1 and NET2, respectively:

$$
\eta^f_{1,n} = \frac{N_n L_d}{S^f_{1,n}} \sum_{i=0}^{m} \sum_{j=0}^{m} \sum_{l=0}^{k-1} E_t (K_{n,i,j} + C_{n,i,j}) + LE_t C_{n,i,j}, \quad n = 1, 2.
$$

For the overlapped part of CAPs in Scenario I, we have the transmission probabilities $\tau_{1,k} = \tau_{2,k}$, and we use $p^o_{n,k}$ to denote the new channel busy probabilities:

$$
p^o_{1,k} = 1 - (1 - \tau_{1,k})^{N_1 + N_2 - 1},
$$

$$
p^o_{2,k} = 1 - (1 - \tau_{2,k})^{N_1 + N_2 - 1}.
$$

The Markov chain for the tagged basic device can be numerically solved again with the new channel busy probabilities. The throughput $S^o_f$ of the overlapped part for overall system in Scenario I is obtained as follows:

$$
S^o_f = (N_1 + N_2)L_d \sum_{i=0}^{m} \sum_{l=0}^{k-1} C_{1,i,j-1} (1 - p^o_{1,k-1})(1 - p^o_{1,k}),
$$

---

**Figure 4:** Example of channel renewal process for 802.15.4 networks. A random number of idle slots followed by a fixed length of transmission in the CAP.
For NET1 and NET2, the throughputs of overlapped part $S_n^o$ with Scenario I are obtained, respectively:

$$S_n^o = \frac{S_1^o N_n}{(N_1 + N_2)}, \quad n = 1, 2. \tag{13}$$

The normalised energy consumptions of overlapped part for Scenario I are defined as $\eta_n^o$ with NET1 and NET2, respectively:

$$\eta_n^o = \frac{N_n}{S_1^o} \sum_{x=0}^{m} \left[ \sum_{l=2}^{x} E_l B_{1, x, 0,l} + \sum_{k=0}^{W_x+1} E_z (K_{1,x,0,k} + C_{1,i,k}) + LE_x X_{1,i,k} \right], \quad n = 1, 2. \tag{14}$$

Now, we can combine the nonoverlapped and overlapped part of CAPs together with different overlap ratio $g$. The various sleep time in BIs with different SOs is also considered. For Scenario I, we have throughputs $S_{1,n}$ of NET1 and NET2 are calculated by

$$S_{1,n} = 2^{SO_{n-BO_{m}}} \left[ (1 - g) S_{1,n}^I + g S_{1,n}^o \right], \quad n = 1, 2. \tag{15}$$

The overall network throughput $S_I$ is calculated by

$$S_I = S_{1,1} + S_{2,2}. \tag{16}$$

The normalised energy consumption $\eta_{1,n}$ of Scenario I for NET1 and NET2 is, respectively

$$\eta_{1,n} = 2^{SO_{m-BO_{n}}} \frac{(1 - g) S_{1,n}^I \eta_{1,n}^I + g S_{1,n}^o \eta_{1,n}^o}{S_{1,n}}, \quad n = 1, 2. \tag{17}$$

### 4.2. Analytic Model of Scenario II

So far we have presented the performance analytic mode for Scenarios I with different sleep time and different overlap ratios. In this subsection we will give the analytic mode for Scenario II. Firstly, we assume that the two networks are fully overlapped in the CAPs ($g = 1$), and we focus on the channel access periods only. The performance with different overlap ratios can be obtained after we get the fully overlapped performance. As we discussed previously in Scenario I the channel access operation is not affected by channel activities at other networks. But for Scenario II correct reception of frame transmissions in one network can be affected by the frame transmissions in the other network. If a frame from the tagged basic device transmitted to coordinator in one network does not collide with frames from the other devices in the same network, it is still subject to collide with frames from the other network. An illustration of the uncoordinated operations for Scenario II, is shown in Figure 5. We could reuse the Markov states from [12] and calculate the new channel busy probability $p_{1,k}$ and $p_{2,k}$ for NET1 and NET2 in Scenario II, respectively. The problem that remains to be solved is on the calculation of successful frame reception probability, which depends on the probability of transmissions from both networks.

The performance of NET1 under the impact of uncoordinated operation from NET2 is considered firstly. The impact of NET1 transmissions to NET2 performance can be analysed similarly. With the Markov chain states we can compute the transmission probability $r_{2,k}$ of NET2 as done for nonoverlapped part in Scenario I by (7). Now the probability of exact $k$ idle slots before one transmission in the active portion of NET2 can be derived, which is expressed by $p_{2,\text{idle},k} = 0$ (identifier 2 means NET2) for $k \in [0, 1]$ and for $k \in [2, W_x + 1]$:

$$p_{2,\text{idle},k} = \begin{cases} 1 - (p_{2,k})^{N_2}, & k = 2, \\ (1 - (p_{2,k})^{N_2}) \prod_{z=2}^{k-1} (1 - p_{2,z})^{N_z}, & k \in [3, W_x + 1]. \end{cases} \tag{18}$$

For each transmission from NET2 following $k$ idle slots there is a probability $p_{2,\text{suc},k}$ that an independent transmission from NET1 will not collide with the transmission from NET2. It is noted that the probability $p_{2,\text{suc},k}$ is larger than zero only if idle slots $k$ from NET2 is larger than or equal to the transmission data length $L_1$ in NET1. An illustration of the collision of frames from NET1 with frames from NET2 is presented in Figure 6.

We can calculate $p_{2,\text{suc},k}$ for $k \in [2, W_x + 1]$ by

$$p_{2,\text{suc},k} = \begin{cases} 0, & k < L_1, \\ \frac{k - L_1 + 1}{k}, & k \geq L_1. \end{cases} \tag{19}$$

The average probability $p_{2,\text{suc},\text{avg}}$ that a transmission from NET1 does not collide with transmissions from NET2 can be calculated by

$$p_{2,\text{suc},\text{avg}} = \frac{\sum_{k=2}^{W_x+1} k \cdot p_{2,\text{idle},k} \cdot p_{2,\text{suc},k}}{\sum_{k=2}^{W_x+1} (k + L_1) \cdot p_{2,\text{idle},k}}. \tag{20}$$

where $L_1$ is the transmission data length in NET2.

For Scenario II, the throughput of nonoverlapped part of each network can be calculated by (9) as done in Scenario I, for there is no interference from each other. Then we can calculate the throughput of overlapped part $S_{II,1}^o$ for NET1 in this scenario:

$$S_{II,1}^o = p_{2,\text{suc},\text{avg}} S_{II,1}^I. \tag{21}$$

Similarly we can use the same way to calculate the throughput of overlapped part $S_{II,2}^o$ for NET2:

$$S_{II,2}^o = p_{1,\text{suc},\text{avg}} S_{II,2}^I. \tag{22}$$

After the throughputs of nonoverlapped and overlapped part have been derived, we can calculate the throughputs $S_{II,n}$ for NET1 and NET2. For the different overlap ratio $g$ and sleep time, the throughputs for NET1 and NET2 $S_{II,n}$ in Scenario II can be calculated by

$$S_{II,n} = 2^{SO_{n-BO_{m}}} \left[ (1 - g) S_{II,n}^I + g S_{II,n}^o \right], \quad n = 1, 2. \tag{23}$$

The overall system throughput for Scenario II is calculated by $S_{II} = S_{II,1} + S_{II,2}$. 

---
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Because of the only impact on the transmissions in each network for Scenario II is the outcomes of frame reception. The normalised energy consumptions $\eta_{II,n}$ for NET1 and NET2 in Scenario II can be calculated by using $\eta_{II,n}^{f}$ (10) in Scenario I with the new throughputs $S_{II,n}$ in Scenario II:

$$\eta_{II,n} = 2^{SO_{n}} - BO_{n} \eta_{II,n}^{f} \frac{S_{II,n}}{S_{II,n}}, \quad n = 1, 2.$$  

(24)

### 5. Numerical Results and Performance Analysis

We consider an IEEE PHY at frequency band 2400–2483.5 MHz with O-QPSK modulation and data rate of 250 kbps. A discrete event simulator is used to investigate the performance of uncoordinated problem and verify the proposed analytic model. The symbol rate is 62500 symbols per second for the PHY and at most 3000 slots of data could be transmitted in one second. We set BO for each network is fixed 6, which means each superframe length BI is fixed 3072 slots for both NET1 and NET2. Then the CAP of each superframe is only decide by SOs. For example, if SO sets to 5, which means half of the superframe 1536 slots are active portion and the rest is inactive portion. We can vary different SOs for various sleep slots for both two networks to investigate the impact of sleep mode. Typical results are presented with default MAC parameters for NET1: $W_{O} = 2^{3}$, $W_{C} = 2^{5}$, and $m = 4$. The MAC parameter in NET2 are varied to investigate the impact of uncoordinated operations from NET2. The overhead of the header $L_{h}$ in a data frame is 1.5 slots and the data length with MAC and PHY layer herder is $L = L_{d} + L_{h}$. We assume that both networks transmit frames with the same data length $L$. Each simulation results presented in the figures was obtained from the average of 20 simulations. In each simulation $10^{5}$ data frames are transmitted.

Figures 7(a)–7(d) give the normalised throughput and normalised energy consumption of Scenario I. Figures 8(a)–8(d) show the normalised throughput and normalised energy consumption of Scenario II.

#### 5.1. Analysis of Scenario I

Figure 7(a) shows the throughput $S$ of overall system and throughput $S_{1}$ of NET1 for Scenario I. Only 5 M2M devices are in NET2 and the MAC parameters of NET2 are as same as those in NET1. For $L = 3$, we have $L_{d} = 1.5$ and the data length in one frame is 15 bytes. Similarly for $L = 6$, the data length is 55 bytes. Half of the slots in BI are in inactive portion with SO = 5 and CAPs of NET1 and NET2 are fully overlapped with $g = 1$. Consider the case of 20 M2M devices working in NET1. The throughput of NET1 is 0.03 for $L = 3$, which means that at most 30 data messages could be successfully delivered in one second in total NET1. Each M2M device in NET1 could deliver at most 1.5 data messages in one second with message size $L = 3$. This performance may be reasonably acceptable for M2M applications, for most of the
them do not need high data rate such as smart metering and environment monitoring. However, the throughput of NET1 decreases further when there are more M2M devices and the normal applications may not be effectively supported by the uncoordinated operation in Scenario I.

Figure 7(b) presents the throughput $S_1$ of NET1 with different SOs in Scenario I. Consider the case of 20 and 10 M2M devices in NET1 as examples. When the SO increased by one (not over maximum BO), the throughput is doubled with the condition overlap ratio $g = 1$. With the assumption of Scenario I, reducing the sleep time or using the nonsleep mode will dramatically increase the throughput $S_1$ of NET1, which will make it more suitable for most M2M application. For example, if we set SO = 6 for Scenario I, which

| Number of basic devices in NET1 | Normalised throughput |
|---------------------------------|-----------------------|
| 5                              | 0.02                  |
| 10                             | 0.04                  |
| 15                             | 0.06                  |
| 20                             | 0.08                  |
| 25                             | 0.10                  |
| 30                             | 0.12                  |
| 35                             | 0.14                  |
| 40                             | 0.16                  |

| macSuperframeOrder (SO) in NET1 | Normalised throughput |
|---------------------------------|-----------------------|
| 1                               | 0.02                  |
| 2                               | 0.04                  |
| 3                               | 0.06                  |
| 4                               | 0.08                  |
| 5                               | 0.10                  |
| 6                               | 0.12                  |

| Normalised energy consumption (mJ per slot payload) | Number of basic devices in NET1 |
|----------------------------------------------------|---------------------------------|
| 0.5                                                | 5                               |
| 1                                                 | 10                              |
| 1.5                                               | 20                              |
| 2                                                 | 30                              |
| 2.5                                               | 40                              |

**Figure 7:** Normalised throughput $S$ of overall system, $S_1$ of NET1 and energy consumption $E_1$ of NET1 for Scenario I. The number of basic devices in NET2 is fixed 5. (a) $L = 3$, $N = 6$ slots, SO = 5, and $g = 1$ for each network. (b) $L = 3$, $N = 6$ slots, and $g = 1$ for each network. The number of basic devices in NET1 is $N_1 = 20$ and $N_1 = 10$, respectively. (c) $L = 3$, $N = 6$ slots, and SO = 5 for each network. The number of basic devices in NET1 is $N_1 = 20$ and $N_1 = 10$, respectively. (d) $L = 3$, $N = 6$ slots, and $g = 1$; $g = 0.5$, $g = 0$, and SO = 5 for each network.
SO = LN in NET1 is fixed 5 and the BEmin of NET2 is set to 3 and 5 with initial backoff windows are \( W_0 = 2^3 \) and \( W_0 = 2^5 \). Figure 7(a) shows, for the active slots in superframe BIs are doubled. Figure 7(c) shows the relationship between throughput \( S_1 \) of NET1 and overlap ratio \( g \) in Scenario I. We take \( N_1 = 20 \) and \( N_1 = 10 \) as examples. When \( g = 0 \), which means there is no interference between two networks and when \( g = 1 \), which means the CAPs are fully overlapped. With the increasing of \( g \) from 0 to 1, the throughput \( S_1 \) of NET1 linearly drops. Consider the case of 10 M2M devices in NET1. The throughput \( S_1 \) of NET1 is 0.08 for \( L = 3 \) and \( g = 0 \) which means at most 80 data messages could be successfully transmitted in total in NET1. When the overlap ratio increases to \( g = 0.5 \) and \( g = 1 \), the successfully transmitted data messages drop to about 60 and 40, respectively.

Figure 7(c) shows, for the active slots in superframe BIs are doubled.

Figure 7(c) shows, for the active slots in superframe BIs are doubled.
When $g = 1$, the $E_1$ is at most 0.7 mJ, which is the highest one compared to nearly 0.5 mJ for $g = 0.5$ and about 0.4 mJ for $g = 0$. For Scenario I, it is observed that increasing the active slots in superframe and reducing the overlap ratio can both obtain higher throughputs. Reducing sleep time will not affect the normalised energy consumption, but will increase the total energy consumption, for more slots will be active in superframes. Taking 20 M2M devices with $L = 3$ in NET1 as an example from Figure 7(d), the throughput will be doubled from 0.03 to 0.06 when SO increases from 5 to 6, which means 30 data messages will be increased to 60 data messages that could be successfully delivered in one second in total NET1 with message size $L = 3$. The normalised energy consumption is at most 0.7 mJ for this example with $g = 1$, and it will not change for different SOs. With the SO $= 5$ at most 10.5 mJ per second energy will be consumed in total of NET1, and when SO $= 6$ at most 21 mJ per second energy will be consumed in total of NET1. Compared to increase SOs, reducing the overlap ratio can also reduce the energy consumption to get higher throughputs.

5.2. Analysis of Scenario II. Figure 8(a) shows that the throughput $S_1$ of NET1 in Scenario II with 5 basic devices in NET2. Two sets of initial backoff window ($BE_{min} = 3$ and $BE_{min} = 5$) are used to study the impact of the slotted CSMA-CA parameters set for NET2 on the NET1 performance. It shows that for $BE_{min} = 3$ and $L = 3$, the throughput $S_1$ of NET1 drops below 0.04 even with only 5 devices in NET1. Results for throughput $S$ of overall system have been obtained but not presented here due to concern on the readability of the figure. With larger frame length $L = 6$, the NET1 throughput $S_1$ drops further. It is also observed that the analytic results match very well with the simulation results, which demonstrates the high accuracy of the proposed analytic model. Consider the case of 10 M2M devices in the NET1. The throughput of NET1 is 0.015 for $L = 3$ and 0.005 for $L = 6$, respectively. It means each M2M device in NET1 could successfully deliver at most 1.2 data messages in one second for $L = 3$ and 0.25 data messages for $L = 6$, respectively. When there are more M2M devices the NET1, the throughput of NET1 drops further and the normal M2M applications could not be effectively supported by the 802.15.4 networks. The above analysis shows that for Scenario II, uncoordinated operation of 802.15.4 networks can significantly affect the effectiveness of the networks on supporting M2M applications.

It is observed that with increased random backoff window in NET2, the throughput $S_1$ of NET1 for Scenario II is largely improved. This can be explained by the fact that with large random backoff window for devices in NET2, there will be smaller collision probabilities between frames from NET1 and NET2. Increasing random backoff window may be an effective measure to improve the system performance in case of multiple uncoordinated 802.15.4 networks and hidden terminals. But it is noted that such improvement may be achieved at cost of increased message delivery delay due to the larger backoff windows. Compared to Scenario I, the throughput $S_1$ of NET1 is limited even with increased random backoff window in NET2.

Figure 8(b) gives the throughput $S_1$ of NET1 with different overlap ratio $g$ for Scenario II. The number of basic devices in NET2 is still 5 and in NET1 is 10 as an example. With the increasing of $g$ from 0 to 1, the throughput $S_1$ of NET1 linearly drops dramatically. When $g = 0.5$, the throughputs $S_1$ of NET1 for $L = 3$ are about 0.045 and 0.055 with $BE_{min} = 3$ and $BE_{min} = 5$, respectively. It means each M2M device could successfully transmit 4.5 data messages and 5.5 data message in one second, respectively. When $g$ increases to 1, they drop to 1.5 data messages and 3 data messages in one second, respectively. The throughputs $S_1$ of NET1 with $BE_{min} = 3$ drop quickly than with $BE_{min} = 5$ for both $L = 3$ and $L = 6$. With larger frame length ($L = 6$), the NET1 throughput $S_1$ drops further with increasing $g$ and becomes lower than $L = 3$ when $g$ is near 1.

Figures 8(c) and 8(d) represent the energy consumption $E_1$ of NET1 for Scenario II. It is observed that the uncoordinated operation of 802.15.4 networks could lead to significant increase of the energy consumption. With increasing number of M2M devices in NET1, the energy consumption $E_1$ of NET1 will increase dramatically and hardly support M2M application. For larger backoff window in NET2 ($BE_{min} = 5$), the energy consumption $E_1$ of NET1 largely drops, for more data messages can be successfully transmitted without collision. It is still higher compared to Scenario I. The overlap ratio can affect the energy consumption significantly, with lower overlap ratio $g$, the energy consumption can be largely improved. Compared to the measure of increasing random backoff window in NET2, the adaptive sleep mode which can decrease the overlap ratio $g$ may be a more effective way to improve the system performance of both throughput and energy consumption.

6. Conclusion

Wireless M2M networks could play a critical role in the M2M technology. In this paper, we investigated the effectiveness of IEEE 802.15.4 networks in support of M2M communications. Two representative scenarios of closely deployed and uncoordinated IEEE 802.15.4 networks are studied. An analytic mode was proposed to understand the impact of uncoordinated operations and sleep mode on the overall system performance. Simulations demonstrate the high accuracy of the proposed analytical model. It was observed that the uncoordinated operations of 802.15.4 networks have significant impact on the M2M application performances. Reducing sleep time and overlap ratio can improve the overall networks performances. But by reducing sleep time approach the energy consumption may be increased due to longer active periods. On the other hand reducing sleeping overlap ratio $g$ in the channel access periods of networks can largely improve the throughput and decrease the energy consumption.
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