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Abstract. In this paper we introduce a notion of duality for matrix valued orthogonal polynomials with respect to a measure supported on the nonnegative integers. We show that the dual families are closely related to certain difference operators acting on the matrix orthogonal polynomials. These operators belong to the so called Fourier algebras, which play a key role in the construction of the families.

In order to illustrate duality, we describe a family of Charlier type matrix orthogonal polynomials with explicit shift operators which allow us to find explicit formulas for three term recurrences, difference operators and square norms. These are the essential ingredients for the construction of different dual families.

1. Introduction

Charlier polynomials \( c_n^{(a)} \) are orthogonal polynomials with respect to the Poisson distribution, see for instance [15, 42],
\[
\sum_{x=0}^{\infty} \frac{a^x}{x!} c_n^{(a)}(x) c_m^{(a)}(x) = \frac{a^n}{a^m} \delta_{n,m}, \quad a > 0,
\]
(1.1)
and are explicitly written in terms of a \( 2F0 \) hypergeometric function by
\[
c_n^{(a)}(x) = 2F0 \left( -n, -x; \frac{1}{a} \right).
\]
(1.2)
It is readily seen from the hypergeometric form that these polynomials are invariant if we interchange the role of the degree \( n \) and the variable \( x \), i.e. \( c_n^{(a)}(x) = c_x^{(a)}(n) \). We say that the Charlier polynomials are self dual. The Meixner and Krawtchouk polynomials are self dual as well.

A general concept of duality for orthogonal polynomials is introduced by D. Leonard in [40]. Two polynomial sequences \( (p_n)_n \) and \( (q_x)_x \) for \( x, n \in \{0, 1, \ldots, K\} \), with \( K \) possibly infinite, such that \( \deg p_n = n \) and \( \deg q_x = x \) are dual if there exist sequences \( k_x \) and \( \ell_n \) called eigenvalues satisfying
\[
k_x \neq k_y, \quad \ell_n \neq \ell_m, \quad \text{if} \quad n \neq m, x \neq y,
\]
(1.3)
such that
\[
p_n(k_x) = q_x(\ell_n), \quad \text{for all} \quad n, x \in \{0, \ldots, K\}.
\]
(1.4)
In [40] it is shown that the only orthogonal polynomials that have orthogonal duals are the Askey–Wilson polynomials and limiting or sub–families.

The theory of matrix valued orthogonal polynomials (MVOP) was initiated by Krein [39] and has connections and applications in different areas of mathematics and mathematical physics such as scattering theory [25], tiling problems [16], integrable systems [3, 5, 6, 31], spectral theory [26] and stochastic processes [28, 12, 13].

As in the case of scalar orthogonal polynomials, there is a particular interest in understanding the families of matrix orthogonal polynomials with the extra property of being eigenfunctions of a second order differential [27, 20, 15, 14, 21, 30, 37], difference [18, 11, 1] or \( q \)-difference operator [11, 2]. The harmonic analysis on compact symmetric spaces has played a fundamental role in the construction of families of MVOP which are eigenfunctions of a second order differential operator. The first example was given in [27] for the symmetric pair \((SU(3), SU(2) \times U(1))\) and
later extended to different rank-one pairs [36, 37, 39, 43], quantum groups [2] and higher rank groups [35, 38]. In this group theoretic context, some of the important properties of the MVOP such as orthogonality, recurrence relations and differential equations are understood in terms of the representation theory of the corresponding symmetric spaces.

One of the important results in the last few years is the classification by R. Casper and M. Yakimov [10] of all weight matrices whose associated MVOP are eigenfunctions of a second order differential equation. In the scalar case this is the classical Bochner problem, whose solution states that the only families of scalar orthogonal polynomials which are eigenfunctions of a second order differential operator are the classical Hermite, Laguerre and Jacobi. Part of the theory developed in [10] is adapted and used in this paper.

The families of orthogonal polynomials in the Askey and q-Askey scheme generalize the classical families of Jacobi, Laguerre and Hermite and share many of their properties, as being eigenfunctions of a second order operator (differential, difference or q-difference), Pearson equations, the existence of suitable forward and backward operators and Rodrigues formulas. However, it was already noticed in [8, 9] that, in contrast with the scalar case, one can have a family of matrix orthogonal polynomials which are eigenfunctions of a second order differential operator and whose weight matrix does not satisfy a suitable Pearson equation. The matrix valued setup is therefore more involved and richer than the scalar counterpart.

In view of Leonard’s result [40], it is natural to investigate matrix orthogonal polynomials with the extra property of having duals which are orthogonal polynomials. It is the aim of this paper to develop a notion of duality for matrix valued orthogonal polynomials and to construct nontrivial examples. In this first approach we restrict ourselves to discrete measures supported on an infinite number of points of $\mathbb{N}_0 = \mathbb{Z}_{\geq 0}$.

Let us denote by $M_N(\mathbb{C})[x]$ the space of all $N \times N$ matrix valued polynomials. We say that a polynomial $P \in M_N(\mathbb{C})[x]$ is monic if its leading coefficient is the identity matrix. Let $W : \mathbb{Z} \rightarrow M_N(\mathbb{C})$ be a weight function such that $W(x)$ is positive definite for all $x \in \mathbb{N}_0$, $W(x) = 0$ for all $x \in -\mathbb{N}$. Assume that $W$ has finite moments of all orders, i.e.

$$\sum_{x=0}^{\infty} x^n W(x) < \infty,$$

for all $n \in \mathbb{N}_0$, then $W$ defines a matrix valued inner product on $M_N(\mathbb{C})[x]$ by

$$\langle P, Q \rangle_W = \sum_{x=0}^{\infty} P(x) W(x) Q(x)^*,$$

where $\ast$ denotes the conjugate transpose. By standard arguments one can prove that there exists a unique sequence $(P_n)_n$ of monic matrix valued orthogonal polynomials (see for instance [39, 11]), i.e. $P_n(x)$ is monic, of degree $n$ and

$$\langle P_n(x), P_m(x) \rangle_W = \mathcal{H}_m \delta_{m,n}, \quad n, m \in \mathbb{N}_0,$$

where $\mathcal{H}_m$ is a positive definite matrix.

In this paper, we extend Leonard’s notion of duality to the matrix valued setting by allowing one of the eigenvalues in [14] to be a matrix valued function. More precisely we take $k_x \mapsto x$, $\ell_n \mapsto \rho(n)$, where $\rho(n)$ is a matrix valued function. As in the scalar case [13], we need to assume a condition which guarantees the existence of sufficiently many different $\rho(n)$’s and that they have some invertibility property. In this context, we say that two sequences of matrix polynomials $(P_n)_n$ and $(Q_n)_n$ are dual if they are related by

$$P_n(x) = P_n(0) Q_n(\rho(n)) \Upsilon(x), \quad n, x \in \mathbb{N}_0,$$

for a certain matrix valued function $\Upsilon$, see Definition 3.3 and Theorem 3.9. The meaning of a matrix polynomial $Q_n$ evaluated at the matrix valued function $\rho(n)$ is described in detail in 3.1.

In the last section of this paper, we see that the study of the duals of the dual families, leads to explicit examples where both $k_x$ and $\ell_n$ are extended to matrix valued functions.

The structure of this paper, which is schematized in Figure 1, has three main parts. The first part consists of Sections 2–3 and describes the main tools and concepts in some generality. In
Section 2 we review some concepts of MVOP with respect to a discrete measure and difference operators acting on the MVOP. Following the work of [10], we introduce the Fourier algebras associated with the weight matrix $W$. We proceed to distinguish between weak and strong Pearson equations which are conditions on the weight matrix that allow us to find relations for the MVOP. We introduce backward and forward shift operators and we use these to obtain Rodrigues’ formulas, difference operators and expressions for the square norms and the coefficients of the three term recurrence relation of the MVOP. The last two will be essential for the construction of dual families.

Section 3 introduces the concept a sequence of MVOP that is dual to another sequence of MVOP by extending the ideas of [40] to the matrix valued setting. We describe the relation between second order difference operators having the MVOP as eigenfunctions and the dual families. We also prove that, under mild conditions, the dual families satisfy orthogonality relations which involve a matrix valued weight related to the inverse of the square norm of the MVOP. We also establish the relation between the Fourier algebras of the MVOP and those of their duals.

The second part of the paper consists of Sections 4–7 and is devoted to the construction of a family of matrix valued Charlier polynomials. In Section 4 from a simple weak Pearson equation for a fairly general Charlier type weight we introduce two first order difference operators $D, D^\dagger$ which are each others adjoint. Following the ideas in [14] we find a nonlinear equation for the norms of the polynomials.

In Section 5 we specialize the general Charlier weight and we give an explicit expression for the 0-th square norm which determines all square norms. After that we find a LDU decomposition of the norm. In Section 6 we construct a one parameter family of matrix weights $W^{(\lambda)}$ for $\lambda \in \nu = N_0$ in such a way that the strong Pearson equation (2.15) holds true. As a consequence, we obtain a one parameter family of matrix weights with explicit shift operators, whose square norms and three-term recurrence relations are given explicitly. In Section 7 we can then explicitly calculate the entries of the MVOP.

Finally, in Sections 8–9 we construct explicit families of dual polynomials. In Section 8 we apply the results from Section 5 to find three different sequences of MVOP which are dual to the Charlier MVOP. Finally in Section 9 we iterate the duality process and construct two families of MVOP which are dual to one of the dual families.
We end this introduction with an example of a nontrivial family of $2 \times 2$ matrix orthogonal polynomials with a dual family. This is a particular case of the first dual family considered in Section 8. Here we state the main properties or this example. The proofs of these follow from the general theory developed in Section 3 and the considerations in Section 8. We consider the one parameter family of weight matrices:

$$W^{(\lambda)}(x) = \frac{a^x + \lambda!}{2^\lambda x!} \left( \frac{1}{x^\lambda} + \frac{x^x}{a^x} \right), \quad \lambda \in \mathbb{N}_0.$$ 

The unique family of monic orthogonal polynomials $P^{(\lambda)}_n(x)$ with respect to $W^{(\lambda)}$ is given explicitly by

$$P^{(\lambda)}_n(x) = (-a)^n c^{(a)}_n(x) I + \Omega_1(n) c^{(a)}_{n-1}(x) + \Omega_2(n) c^{(a)}_{n-2}(x),$$

where $I$ is the identity matrix and $\Omega_1, \Omega_2$ are given by

$$\Omega_1(n) = \frac{(-1)^n n a^{n-1}}{(\lambda + n + 1) \sqrt{a}} \left( - (a^2 + a \lambda + a n + 2 \lambda n + n^2 - 2 a - \lambda - n) \sqrt{a} + a \right),$$

$$\Omega_2(n) = \frac{(-1)^n n a^{n-1}}{(\lambda + n + 1) \sqrt{a}} \left( (n - 1) \sqrt{a} - 2 \right).$$

The orthogonality of this sequence can be directly verified by replacing the expression of $P^{(\lambda)}_n$ in (1.5) and using the orthogonality of the scalar Charlier polynomials. This simple expression for the sequence of monic polynomials is only valid in the case $2 \times 2$. In Section 8 we will show that the sequences $(P^{(\lambda)}_n)_{n}$ and $(Q^{(\lambda)}_n)_{n}$ are dual with each other in sense of (1.7):

$$P^{(\lambda)}_n(x) = P^{(\lambda)}_n(0) Q^{(\lambda)}_x(\rho(n)) \mathcal{Y}^{(\lambda)}(x),$$

where

$$\rho(n) = \frac{1}{a^2 (\lambda + n + 1)^n} \left( - \frac{n a (a + \lambda)}{\sqrt{a} (a + \lambda + a - \lambda n)} \frac{n a \sqrt{a}}{n a (a + \lambda)} + a - \lambda - n - J,\right.$$ 

$$P^{(\lambda)}_n(0) = \frac{a^n n (-1)^n}{\lambda + n + 1} \left( \frac{\lambda a + a \lambda + a}{\sqrt{a}} \right).$$

We observe that evaluation of the matrix polynomials $Q^{(\lambda)}_n$ at the matrix valued rational function $\rho(n)$ is defined as (8.1). Moreover, the polynomials $Q^{(\lambda)}_x$ satisfy the following orthogonality relations:

$$\langle Q^{(\lambda)}_y, Q^{(\lambda)}_x \rangle = \sum_{n=0}^{\infty} Q^{(\lambda)}_y(\rho(n))^* U(n) Q^{(\lambda)}_x(\rho(n)) = \mathcal{W}^{(\lambda)}_x \delta_{x,y},$$

where $\mathcal{W}^{(\lambda)}_x = (\mathcal{Y}^{(\lambda)}(x) W^{(\lambda)}(x) \mathcal{Y}^{(\lambda)}(x)^*)^{-1}$, and the weight matrix $U(n)$ is

$$(L_0^n)^{-1} (I + A^n)^* U(n) (I + A)^n L_0^{-1} = \frac{e^{-a} 2^\lambda a^{n-1}}{(\lambda + 1)!} \left( \frac{\lambda + n + 1}{\sqrt{a}} \right)^n \frac{n^{\mu}}{n! (\lambda + n + 1)^{n+1} + \lambda + 1}.$$
2. Matrix valued orthogonal polynomials and discrete Fourier Algebras

In this section we associate to the sequences of monic orthogonal polynomials with respect to \( [10] \), the so-called Fourier algebras of difference operators, following the work of Casper and Yakimov \([10]\) in the case of weight matrices supported on real intervals.

2.1. Difference operators. We consider the difference operators \( \eta^j \) and \( \delta^j \) acting on the sequence of monic orthogonal polynomials \( (P_n)_n \). They act from the right on the variable \( x \) and from the left on the variable \( n \) respectively:

\[
(P_n \cdot \eta^j)(x) = P_n(x + j), \quad (\delta^j \cdot P_n)(x) = P_{n+j}(x).
\]

Here we assume that \( P_{n-j}(x) = 0 \) if \( n < j \).

Remark 2.1. It should be noted that the operation on the variable \( x \) is a slight abuse of notation. It would be more precise to have

\[
(\delta^j \cdot P)_n(x) = P_{n+j}(x),
\]

but in the authors’ opinion this is more cumbersome to read and the abuse will not likely lead to any confusion.

For any matrix valued function \( G : \mathbb{C} \to \mathbb{C}^{N \times N} \), we also consider the difference operators, \( \Delta = \eta - 1 \) and \( \nabla = 1 - \eta^{-1} \), acting on the variable \( x \) from the right, defined by

\[
G \cdot \Delta(x) = G(x + 1) - G(x), \quad G \cdot \nabla(x) = G(x) - G(x - 1).
\]

Remark 2.2. Given a matrix polynomial \( P \) of degree \( n \), it is easy to check that \( P \cdot \Delta(x) \) is a polynomial of degree \( n - 1 \). In general, for \( k \leq n \), \( P \cdot \Delta^k \) is a polynomial of degree \( n - k \) and if \( k > n \), \( P \cdot \Delta^k \) is equal to zero.

For matrix valued functions \( F, G : \mathbb{C} \to \mathbb{C}^{N \times N} \), we have the following analog of the summation by parts

\[
\sum_{x=0}^{N} G \cdot \Delta(x)F(x) = G(N+1)F(N+1) - G(0)F(0) - \sum_{x=0}^{N} G(x+1)F \cdot \Delta(x), \quad (2.1)
\]

and the following discrete analog of the Leibniz’s rule for \( \Delta \)

\[
(FG \cdot \Delta)(x) = F(x+1)G \cdot \Delta(x) + F \cdot \Delta(x)G(x) = F \cdot \Delta(x)G(x+1) + F(x)G \cdot \Delta(x). \quad (2.2)
\]

2.2. Discrete Fourier algebras. In this section we introduce the Fourier algebra formalism, following \([10]\), but for discrete MVOP. Let \( \mathcal{M}_N \) and \( \mathcal{N}_N \) be the algebras of difference operators acting on the polynomials from the left and right respectively:

\[
\mathcal{M}_N = \{ D = \sum_{j=-\ell}^{m} \eta^j F_j(x) : \quad F_j : \mathbb{C} \to M_N(\mathbb{C}) \text{ is an entrywise rational function of } x \},
\]

\[
\mathcal{N}_N = \{ M = \sum_{j=-t}^{s} G_j(n) \delta^j : \quad G_j : \mathbb{N}_0 \to M_N(\mathbb{C}) \text{ is a sequence} \}.
\]

Definition 2.3. When \( D \in \mathcal{M}_N \) is such that \( F_j(x) = 0 \) for all \( x \) and all \( j \neq 0 \), then we call \( D \) of order 0. Similarly for operators in \( \mathcal{N}_N \).
Remark 2.4. An operator $D \in \mathcal{M}_N$ acts on the variable $x$ from the right, and an operator $M \in \mathcal{N}_N$ acts on the variable $n$ from the left, i.e.

$$P_n \cdot D(x) = \sum_{j=-\ell}^{m} (P_n \cdot \eta^j)(x)F_j(x) = \sum_{j=-\ell}^{m} P_n(x + j)F_j(x),$$

$$M \cdot P_n(x) = \sum_{j=\max(-t,-n)}^{s} G_j(n)(\delta^j \cdot P_n)(x) = \sum_{j=\max(-t,-n)}^{s} G_j(n)P_{n+j}(x).$$

The Fourier algebras are given by

$$\mathcal{F}_R(P) = \{D \in \mathcal{M}_N : \exists M \in \mathcal{N}_N, \ M \cdot P = P \cdot D\},$$

$$\mathcal{F}_L(P) = \{M \in \mathcal{N}_N : \exists D \in \mathcal{M}_N, \ M \cdot P = P \cdot D\}.$$

In the following proposition we establish an isomorphism between the left and right Fourier algebras.

Proposition 2.5. For all $M \in \mathcal{F}_L(P)$, there exists a unique $D \in \mathcal{F}_R(P)$ such that $M \cdot P = P \cdot D$. Conversely, for all $D \in \mathcal{F}_R(P)$, there exists a unique $M \in \mathcal{F}_L(P)$ such that $M \cdot P = P \cdot D$.

Proof. Let $D \in \mathcal{F}_R(P)$ be such that $P \cdot D = 0$ for all $P \in \mathcal{M}_N(\mathbb{C})[x]$. In order to prove the first statement of the proposition it is enough to show that $D = 0$. Assume that

$$D = \sum_{j=-\ell}^{m} \eta^j F_j(x).$$

We first show that

$$\sum_{j=-\ell}^{m} j^k F_j(x) = 0, \quad \text{for all } k \in \mathbb{N}_0, \quad (2.3)$$

by induction over $k$. For $k = 0$, then (2.3) is easily checked since the condition $I \cdot D = 0$, where $I$ is the identity matrix, implies that $\sum_{j=-\ell}^{m} F_j(x) = 0$. If we assume (2.3) for all $0 \leq i \leq k - 1$ and we consider the scalar polynomial $p_k(x) = x^k + a_{k-1}x^{k-1} + \cdots + a_0$, then we have

$$0 = (p_k \cdot D)(x) = \sum_{j=-\ell}^{m} (x + j)^k F_j(x) + \sum_{p=0}^{k-1} a_p \sum_{j=-\ell}^{m} (x + j)^p F_j(x),$$

which can be written as

$$0 = (p_k \cdot D)(x) = \sum_{j=-\ell}^{m} j^k F_j(x) + \sum_{q=1}^{k} \binom{k}{q} x^q \sum_{j=-\ell}^{m} j^{k-q} F_j(x) + \sum_{p=0}^{k-1} a_p \sum_{j=-\ell}^{m} (x + j)^p F_j(x). \quad (2.4)$$

Applying the induction hypothesis in the second and third sum of (2.4), we get (2.3) as desired.

The system (2.2) can be now written as $A(F_{-\ell} \cdots F_0 \cdots F_m)^T = 0$, where $A$ is a block $(m + \ell + 1) \times (m + \ell + 1)$ matrix with entries $A_{i,j} = (-\ell + j - 1)^{i-1}I$. This matrix is the transpose of an block Vandermonde matrix. Since all the blocks are just multiples of the identity $I$, it is easy to see this matrix is invertible. However it is also a special case of a block Vandermonde matrix for which we find a formula for the determinant in Lemma 4.1. We conclude that $F_j = 0$ for all $-\ell \leq j \leq m$, and therefore $D = 0$. Finally, if $M \in \mathcal{F}_L(P)$ is such that $M \cdot P = P \cdot D_1 = P \cdot D_2$, then $P \cdot (D_1 - D_2) = 0$ for all polynomials $P$ and thus $D_1 = D_2$. The unicity of $M$ is analogous to [13] Lemma 1.$\square$

It follows from Proposition 2.5 that the map

$$\psi : \mathcal{F}_L(P) \rightarrow \mathcal{F}_R(P), \quad \psi(M) = D, \quad M \cdot P = P \cdot D, \quad (2.5)$$

is a well defined algebra isomorphism; in [10] this isomorphism is called the generalized Fourier map. Following [10], we introduce the bispectral algebras $\mathcal{B}_L(P)$ and $\mathcal{B}_R(P)$:

$$\mathcal{B}_L(P) = \{M \in \mathcal{F}_L(P) : \text{order}(\psi(M)) = 0\},$$

$$\mathcal{B}_R(P) = \{D \in \mathcal{F}_R(P) : \text{order}(\psi^{-1}(D)) = 0\}. $$
It is easy to verify that the monic orthogonal polynomials satisfy the three term recurrence relation

\[ xP_n(x) = P_{n+1}(x) + B_n P_n(x) + C_n P_{n-1}(x), \]

where \( B_n \) and \( C_n \) are \( N \times N \) matrices with the following properties:

\[ B_n \mathcal{H}_n = \mathcal{H}_n B_n^\ast, \quad C_n = \mathcal{H}_n (\mathcal{H}_{n-1})^{-1}. \]

Let \( \mathcal{L} \) be the difference operator in \( n \) that corresponds to tree term recurrence relation,

\[ \mathcal{L} = \delta + B_n + C_n \delta^{-1}. \]

Then the recurrence relation (2.6) can be written as \( \mathcal{L} \cdot P_n = P_n \cdot x \), so that \( \mathcal{L} \in \mathcal{B}_L(P) \subset \mathcal{F}_L(P) \) and \( x \in \mathcal{F}_R(P) \).

As shown in [10] for the continuous case, there is a natural adjoint in \( \mathcal{N}_N \), namely

\[ M^\dagger = \sum_{j=-t}^s \mathcal{H}_n G_j (n-j)^{\ast} \mathcal{H}_{n-j}^{-1} \delta^{-j} \quad \implies \quad M^\dagger \cdot P_n(x) = \sum_{j=-t}^{\min(s,n)} \mathcal{H}_n G_j (n-j) \mathcal{H}_{n-j}^{-1} P_{n-j}(x). \]

Given a pair \((M, D)\) with \( M \in \mathcal{F}_L(P) \) and \( D \in \mathcal{F}_R(P) \), a relation of the form

\[ M \cdot P = P \cdot D, \quad \text{where} \quad M = \sum_{j=-t}^s G_j(n) \delta^j. \]

is called a "ladder relation." If the operator \( M \) only contains nonpositive (nonnegative) powers of \( \delta \), we say that it is a lowering (raising) relation.

### 2.3. Weak Pearson equations and Fourier Algebras

In this section we consider a class of weight matrices with distinguished elements in the left and right Fourier algebras. We say that a weight \( W \) satisfies a system of weak Pearson equations if there exists a nonempty set of integers \( \{-\ell, \ldots, m\} \) and matrix polynomials \( F_j \) and \( \tilde{F}_j \) for \( j = -\ell, \ldots, m \) such that

\[ F_j(x - j)W(x - j) = W(x)\tilde{F}_j(x)^{\ast}, \quad \text{for all } x \in \mathbb{N}_0, \text{ and } j = -\ell, \ldots, m. \]  

Note that if \( \ell > 0 \), since \( W \) vanishes on the negative integers, the weak Pearson equations (2.10) imply that

\[ F_j(x - j) = 0, \quad -\ell \leq j \leq -1, \quad j \leq x \leq -1. \]

Similarly for \( m > 0 \) we have

\[ \tilde{F}_j(x) = 0, \quad 1 \leq j \leq m, \quad 0 \leq x \leq j - 1. \]

We associate to the weight \( W \), the set of difference operators \( \{D_j\}_{j=-\ell}^m \)

\[ D_j = \eta^j \tilde{F}_j(x). \]

In the following propositions we show that \( D_j \) has an uncomplicated adjoint \( D_j^{\dagger} \) and that both are elements of \( \mathcal{F}_R(P) \).

**Proposition 2.6.** Let \( D_j \) be the operator (2.11), then its adjoint is given by

\[ D_j^{\dagger} = \eta^{-j} \tilde{F}_j(x). \]

In other words, if the weight \( W \) satisfies the weak Pearson equations (2.10), then

\[ \langle P \cdot D_j, Q \rangle_W = \langle P, Q \cdot D_j^{\dagger} \rangle_W, \quad j \in \{-\ell, \ldots, m\}, \]

for all matrix valued polynomials \( P, Q \).

**Proof.** It follows from the explicit expression of the inner product (1.5) that

\[ \langle P \cdot D_j, Q \rangle_W = \sum_{x=0}^{\infty} P(x + j)F_j(x)W(x)Q(x)^{\ast}. \]
If we make the change of variables \( y = x + j \) in (2.12) and we use the weak Pearson equations (2.10), we obtain
\[
\langle P \cdot D_j, Q \rangle_W = \sum_{x=0}^{\infty} P(x)F(x-j)W(x-j)Q(x-j)^* = \sum_{x=0}^{\infty} P(x)W(x) \left[ Q(x-j)\tilde{F}_j(x) \right]^* = \langle P, Q \cdot D_j^\dagger \rangle_W.
\]
This completes the proof of the proposition. \( \square \)

From here on we will want a non-zero sum of such operators
\[
D = \sum_{j \in \mathcal{I}} \eta^j F_j(x), \quad \mathcal{I} \subseteq \{-\ell, \ldots, m\},
\]
(2.13)

**Proposition 2.7.** Let \((P_n)\) be the sequence of monic orthogonal polynomials with respect to a positive definite weight \(W\) which satisfies the weak Pearson equations (2.10). We can take any non-empty \( \mathcal{I} \) as in (2.13) and then the corresponding \( D \) and its adjoint \( D^\dagger \) satisfy
\[
(P_n \cdot D)(x) = M \cdot P_n(x), \quad (P_n \cdot D^\dagger)(x) = M^\dagger \cdot P_n(x),
\]
where \( M \) is the difference operator
\[
M = \sum_{j=1}^{s} G_j(n) \delta^j, \quad G_j(n) = \langle P_n \cdot D, P_{n+j} \rangle H_{m+j}^{-1},
\]
and \( M^\dagger \) is defined as in (2.9). The summation bounds are given by \( s, t \) be given by
\[
s = \max_{j \in \mathcal{I}} \deg F_j, \quad t = \max_{j \in \mathcal{I}} \deg \tilde{F}_j.
\]
Moreover, \( D, D^\dagger \in \mathcal{F}_R(P) \) and \( M, M^\dagger \in \mathcal{F}_L(P) \).

**Proof.** It follows from (2.11) that, \((P_n \cdot D)(x)\) is a polynomial of degree at most \( n + s \) and from Proposition 2.6 that \((P_m \cdot D^\dagger)(x)\) is a polynomial of degree at most \( m + t \). Then
\[
(P_n \cdot D)(x) = \sum_{k=0}^{n+s} S_k(n)P_k(x), \quad (P_m \cdot D^\dagger)(x) = \sum_{k=0}^{m+t} T_k(m)P_k(x),
\]
where \( S_k(n) = \langle P_n \cdot D, P_k \rangle H_k^{-1} \) and \( T_k(m) = \langle P_m \cdot D^\dagger, P_k \rangle H_k^{-1} \). Therefore we have
\[
\langle P_n \cdot D, P_m \rangle = \langle P_n, P_m \cdot D^\dagger \rangle = \sum_{k=0}^{m+t} \langle P_n, P_k \rangle T_k(m)^* = \sum_{k=0}^{m+t} \langle P_m, P_k \rangle S_k(n)^*,
\]
so that \((P_n \cdot D, P_m) = 0\) for all \( m < n - t\).

\[
(P_n \cdot D)(x) = \sum_{k=n-t}^{n+s} S_k(n)P_k(x) = \sum_{j=-t}^{s} S_{n+j}(n)P_{n+j}(x) \quad \Rightarrow \quad (P_n \cdot D)(x) = M \cdot P_n(x).
\]

On the other hand, \((P_m \cdot D^\dagger)(x)\) is a polynomial of degree at most \( m + t \) and therefore
\[
P_m \cdot D^\dagger(x) = \sum_{k=0}^{m+t} \langle P_m \cdot D^\dagger, P_k \rangle H_k^{-1}P_k(x) = \sum_{k=0}^{m+t} \langle P_k \cdot D, P_m \rangle H_k^{-1}P_k(x)
\]
\[
= \sum_{k=m-t}^{m+t} \sum_{j=-t}^{s} \langle G_j(k)P_{k+j}, P_m \rangle H_k^{-1}P_k(x)
\]
\[
= \sum_{j=-t}^{s} \mathcal{H}_m G_{j}(m - j)^* \mathcal{H}_{m-j}^{-1} P_{m-j}(x) = M^\dagger \cdot P_m(x).
\]
This completes the proof of the proposition. \( \square \)
2.4. **Strong Pearson equations and Shift operators.** Let \( \mathcal{V} \) be a subset of consecutive integers in \( \mathbb{N}_0 \) with at least two elements and let us define for \( \mathcal{V} \) consider a family \( \{W^{(\lambda)}\}_{\lambda \in \mathcal{V}} \) of positive definite matrix valued weights with finite moments of all order and supported on \( \mathbb{N}_0 \). We denote by \( \langle \cdot, \cdot \rangle^{(\lambda)} \) the matrix valued inner product induced by \( W^{(\lambda)} \), i.e

\[
\langle P, Q \rangle^{(\lambda)} = \sum_{x=0}^{\infty} P(x)W^{(\lambda)}(x)Q^*(x).
\] (2.14)

We will denote by \( P_n^{(\lambda)} \) the unique monic orthogonal polynomials with respect to \( W^{(\lambda)} \), by \( \mathcal{H}^{(\lambda)}_m \) the square norm and by \( B_n^{(\lambda)}, C_n^{(\lambda)} \) the coefficients of the three term recurrence relation (2.6).

In the following theorem we will use the following notation: \( \mathcal{V}^0 = \mathcal{V} \setminus (\max \mathcal{V}) \) if \( \mathcal{V} \) is bounded from above and \( \mathcal{V}^0 = \mathcal{V} \) otherwise. On the other hand, \( \mathcal{V} \) is always bounded from below and so we take \( \mathcal{V}_0 = \mathcal{V} \setminus (\min \mathcal{V}) \).

**Theorem 2.8** (Shift operators). Let \( \mathcal{V}, \mathcal{V}^0, \mathcal{V}_0 \) as above and let us consider a family \( \{W^{(\lambda)}\}_{\lambda \in \mathcal{V}} \). We assume, additionally, that there exist two families of polynomials \( \{\Phi^{(\lambda)}\}_{\lambda \in \mathcal{V}^0} \) and \( \{\Psi^{(\lambda)}\}_{\lambda \in \mathcal{V}^0} \) with deg \( \Phi^{(\lambda)} \leq 2 \) and deg \( \Psi^{(\lambda)} \leq 1 \) for all \( \lambda \in \mathcal{V}^0 \), such that

\[
W^{(\lambda+1)}(x) = W^{(\lambda)}(x)\Phi^{(\lambda)}(x), \quad W^{(\lambda+1)} \cdot \nabla(x) = W^{(\lambda)}(x)\Psi^{(\lambda)}(x), \quad \forall \lambda \in \mathcal{V}^0,
\] (2.15)

with

\[
\Phi^{(\lambda)}(x) = \kappa_2^{(\lambda)}x^2 + \kappa_1^{(\lambda)}x + \kappa_0^{(\lambda)}, \quad \Psi^{(\lambda)}(x) = J_1^{(\lambda)}x + J_0^{(\lambda)}.
\]

Then

1. The difference operator \( \Delta = \eta - I \) is a backward shift operator for \( P_n^{(\lambda)} \):

\[
\Delta : L^2(W^{(\lambda)}) \rightarrow L^2(W^{(\lambda+1)}), \quad P_n^{(\lambda)} \cdot \Delta(x) = nP_{n-1}^{(\lambda+1)}(x), \quad \forall \lambda \in \mathcal{V}^0.
\]

2. The operator \( \Delta \) has an adjoint \( S^{(\lambda)} : L^2(W^{(\lambda+1)}) \rightarrow L^2(W^{(\lambda)}) \), explicitly given by

\[
S^{(\lambda)} = -(\nabla \Phi^{(\lambda)}(x)^* + \eta^{-1}\Psi^{(\lambda)}(x)^*) = -\Phi^{(\lambda)}(x)^* + \eta^{-1}(\Phi^{(\lambda)}(x)^* - \Psi^{(\lambda)}(x)^*),
\]

such that

\[
\langle P \cdot \Delta, Q \rangle^{(\lambda+1)} = \langle P, Q \cdot S^{(\lambda)} \rangle^{(\lambda)}
\]

for all matrix polynomials \( P, Q \).

3. The operator \( S^{(\lambda)} \) is a forward shift operator, i.e.

\[
P_{n-1}^{(\lambda+1)}, S^{(\lambda)} = G_n^{(\lambda)}P_n^{(\lambda)}, \quad G_n^{(\lambda)} = -(n-1)\kappa_2^{(\lambda)} - J_1^{(\lambda)}.
\]

**Remark 2.9.** We will see that \( G_n^{(\lambda)} \) is in fact invertible in the proof of Theorem [2.11](#) in equation (2.20).

**Proof.** For (1), we take \( n \geq 1 \). The sequence \( (P_n^{(\lambda)} \cdot \Delta)_n \) satisfies

\[
\sum_{x=0}^{\infty}((P_n \cdot \Delta)W^{(\lambda+1)}(P_m \cdot \Delta)^*)(x) = \lim_{N \to \infty} \sum_{x=0}^{N}((P_n \cdot \Delta)W^{(\lambda+1)}(P_m \cdot \Delta)^*)(x) = 0, \quad m < n.
\] (2.16)

This is proved by a lengthy computation involving summation by parts (2.1) and the Leibniz rule (2.2). Since the sequence \( P_n \cdot \Delta \) is a matrix polynomial of degree \( n - 1 \) with leading coefficient equal to \( nI \), (2.16) leads to \( P_n^{(\lambda)} \cdot \Delta = nP_{n-1}^{(\lambda+1)} \).
For (2) we first observe that

\[
(P \cdot \Delta, Q)^{(\lambda+1)} = \lim_{N \to \infty} \sum_{x=0}^{N} P(x + 1)W^{(\lambda+1)}(x)Q(x)^* - P(x)W^{(\lambda+1)}(x)Q(x)^*
\]

\[= \lim_{N \to \infty} \sum_{x=0}^{N} P(x + 1)W^{(\lambda+1)}(x)Q(x)^* - \lim_{N \to \infty} \sum_{x=1}^{N-1} P(x + 1)W^{(\lambda+1)}(x + 1)Q(x + 1)^*\]

\[= -P(0)W^{(\lambda+1)}(0)Q(0)^* + \sum_{x=0}^{\infty} P(x + 1) \left[ W^{(\lambda+1)}(x)Q(x)^* - W^{(\lambda+1)}(x + 1)Q(x + 1)^* \right]\]

\[= -P(0)W^{(\lambda+1)}(0)Q(0)^* - \sum_{x=0}^{\infty} P(x + 1) (W^{(\lambda+1)} Q^* \cdot \Delta)(x).\]

Applying summation by parts, and shifting the index of summation \(x \mapsto x - 1\), we get

\[
\langle P \cdot \Delta, Q \rangle^{(\lambda+1)} = P(0)W^{(\lambda+1)}(0)(Q^* \cdot \Delta)(-1) + P(0)(W^{(\lambda)} \cdot \Delta)(-1)Q^*(-1) - P(0)W^{(\lambda+1)}(0)Q(0)^* - \sum_{x=0}^{\infty} P(x) \left[ W^{(\lambda+1)}(x)(Q^* \cdot \Delta)(x - 1) + (W^{(\lambda+1)} \cdot \Delta)(x - 1)Q^*(x - 1) \right].
\]

(2.17)

Now, since \(W^{(\lambda+1)}(x) = 0\) for all \(x \in \mathbb{Z}_{\geq 0}\), we have

\[ -P(0)W^{(\lambda+1)}(0)Q(0)^* + P(0)W^{(\lambda+1)}(0)(Q^* \cdot \Delta)(-1) + P(0)(W^{(\lambda)} \cdot \Delta)(-1)Q^*(-1) = 0, \]

(2.18)

and from the Pearson equation (2.15)

\[ W^{(\lambda+1)}(x)(Q^* \cdot \nabla)(x) + (W^{(\lambda+1)} \cdot \nabla)(x)Q^*(x - 1) = W^{(\lambda)}(x) \left[ (Q \cdot \nabla)(x)\Phi^{(\lambda)}(x)^* + Q(x - 1)\Psi^{(\lambda)}(x)^* \right]^*. \]

(2.19)

If we replace (2.18), (2.19) in (2.17), we obtain (2).

Finally we prove (3). First we observe that, since \(\Phi^{(\lambda)}\) and \(\Psi^{(\lambda)}\) are polynomials of degree at most two and one, respectively, part (2) of the theorem implies that \(P_{n-1}^{(\lambda+1)} \cdot S^{(\lambda)}\) is a polynomial of degree, at most \(n\). Therefore there exist matrices \(G_n^{(\lambda)}\) such that

\[P_{n-1}^{(\lambda+1)} \cdot S^{(\lambda)} = G_n^{(\lambda)} P_n^{(\lambda)} + \ldots + G_0^{(\lambda)} P_0^{(\lambda)}.\]

Now, using that \(\Delta\) and \(S^{(\lambda)}\) are each others adjoints,

\[G_m^{(\lambda)} = (P_{n-1}^{(\lambda+1)} \cdot S^{(\lambda)}) P_{m-1}^{(\lambda)} = (P_{n-1}^{(\lambda+1)} \cdot P_{m}^{(\lambda)} \cdot \Delta)^{(\lambda+1)} = (P_{n-1}^{(\lambda+1)} \cdot P_{m}^{(\lambda)} \cdot \Delta)^{(\lambda+1)} = 0,\]

for all \(n \neq m\). Now we denote the only nonzero coefficient \(G_n^{(\lambda)} = G_n^{(\lambda)}\) to get

\[P_{n-1}^{(\lambda+1)} \cdot S^{(\lambda)} = G_n^{(\lambda)} P_n^{(\lambda)}.\]

The expression of the matrices \(G_n^{(\lambda)}\) follows by comparing the leading coefficients in the equation above. This completes the proof of the theorem. \(\square\)

**Remark 2.10.** The requirements on the weight in (2.15) are called strong Pearson equations. They are called Pearson because, like the weak Pearson equations, they reduce to scalar Pearson equations in the scalar case. And they are called strong because they imply a system of very specific weak Pearson equations with \(j \in \{0, 1\}\), cf. (2.10),

\[F_0(x) = \tilde{F}_0(x) = F_1(x) = \Phi^{(\lambda)}(x)^*, \quad \tilde{F}_1(x) = \Phi^{(\lambda)}(x)^* - \Psi^{(\lambda)}(x)^*,\]

in addition to requiring that \(W^{(\lambda)}(x)\Phi^{(\lambda)}(x)\) must also be a weight. One such weak Pearson is obtained by combining two strong Pearson equations, so that we have only one weight \(W^{(\lambda)}\)

\[W^{(\lambda)}(x)\Phi^{(\lambda)}(x) - W^{(\lambda)}(x - 1)\Phi^{(\lambda)}(x - 1) = W^{(\lambda)}(x)\Psi^{(\lambda)}(x),\]
and subsequently using the fact that \( W^{(\lambda)}(x)\Phi^{(\lambda)}(x) \) is again a weight and so must be a symmetric matrix. This allows us to rearrange the above equation to
\[
\Phi^{(\lambda)}(x - 1)^* W^{(\lambda)}(x - 1) = W^{(\lambda)}(x) \left( \Phi^{(\lambda)}(x) - \Psi^{(\lambda)}(x) \right)
\]
The other weak Pearson equation follows directly from the fact that \( W^{(\lambda)}(x)\Phi^{(\lambda)}(x) \) is a symmetric matrix,
\[
\Phi^{(\lambda)}(x)^* W^{(\lambda)}(x) = W^{(\lambda)}(x)\Phi^{(\lambda)}(x)
\]
These weak Pearson equations then leads to a few additional operators
\[
E_1 = \Phi^{(\lambda)}(x)^* = E_1^\dagger,
\]
\[
E_2 = \eta\Phi^{(\lambda)}(x)^*, \quad E_3 = \eta^{-1}(\Phi^{(\lambda)}(x)^* - \Psi^{(\lambda)}(x)^*),
\]
which are all elements of \( \mathcal{F}_R(P) \) due to Proposition 2.4.

2.5. Applications of the shift operators. In this subsection we obtain explicit structural formulas for the monic polynomials \( P_n^{(\lambda)} \) by using the shift operators. Rodrigues formulas for discrete matrix orthogonal polynomials were also obtained by a different method in [22]. For the rest of this paper we assume \( \mathcal{V} = \mathbb{N}_0 \), so that we have an infinite family of matrix valued weights \( W^{(\lambda)} \).

**Theorem 2.11.** Let \( (W^{(\lambda)})_{\lambda \in \mathbb{N}_0} \) be a family weights, as in Theorem 2.8. Then

1. **Square norms:** The square norm \( \mathcal{H}^{(\lambda)}_n \) of \( P_n^{(\lambda)} \) is equal to
\[
\mathcal{H}^{(\lambda)}_n = n!H_0^{(\lambda+n)}((G_1^{(\lambda+n-1)})^*)^{-1} \cdots ((G_n^{(\lambda)})^*)^{-1}.
\]  

2. Rodrigues formula: The monic orthogonal polynomials respect to \( W^{(\lambda)} \) are given by
\[
P_n^{(\lambda)}(x) = (-1)^n(G_1^{(\lambda+n-1)} \cdots G_n^{(\lambda)})^{-1}W^{(\lambda+n)}(x)(W^{(\lambda)}(x))^{

\text{for all } n \text{ and } \lambda \in \mathbb{N}_0 \text{ where the matrices } G_n^{(\lambda)} \text{ are given in Theorem 2.8 (3).}

3. **Three term recurrence relation:** The coefficients of the recurrence (2.6) are given by
\[
B_n^{(\lambda)} = nX_1^{(\lambda+n-1)} - (n + 1)X_1^{(\lambda+n)} + n, \quad C_n^{(\lambda)} = \mathcal{H}_n^{(\lambda)}(\mathcal{H}_{n-1}^{(\lambda)})^{-1},
\]
where \( X_n^{(\lambda)} \) denotes the subleading coefficient of \( P_n^{(\lambda)} \).

4. The second order operators \( S^{(\lambda-1)}(\Delta) \) and \( \Delta S^{(\lambda)} \) have the polynomials \( P_n^{(\lambda)} \) as eigenfunctions. More precisely
\[
(P_n^{(\lambda)} \cdot S^{(\lambda-1)}(\Delta))(x) = (n + 1)G_{n+1}^{(\lambda+n)}P_n^{(\lambda)}(x), \quad (P_n^{(\lambda)} \cdot \Delta S^{(\lambda)})(x) = nG_n^{(\lambda)}P_n^{(\lambda)}(x).
\]  

**Proof.** In order to prove (1) we observe that for \( \lambda \in \mathcal{V}_0 \),
\[
\mathcal{H}^{(\lambda)}_n = \langle P_n^{(\lambda)}, P_n^{(\lambda)} \rangle^{(\lambda)} = \frac{1}{n + 1}\langle P_n^{(\lambda)}, \Delta, P_n^{(\lambda)} \rangle^{(\lambda)} = \frac{1}{n + 1}\langle P_n^{(\lambda)}, P_n^{(\lambda)}, S^{(\lambda-1)}(\Delta) \rangle^{(\lambda-1)}
\]
\[
= \frac{1}{n + 1}\langle P_{n+1}^{(\lambda-1)}, P_{n+1}^{(\lambda-1)}, \Delta \rangle^{(\lambda)}((G_{n+1}^{(\lambda)})^*) = \frac{1}{n + 1}\mathcal{H}_{n+1}^{(\lambda)}(G_{n+1}^{(\lambda)})^*.  \]  

(2.21)

Iterating this we obtain (2.20). We note that (2.22) implies that the matrices \( G_n^{(\lambda)} \) are invertible for all \( n, \lambda \).

We prove (2) by induction on \( n \), by first proving for \( Q \) any matrix polynomial that
\[
Q \cdot (S^{(\lambda+n-1)} \cdots S^{(\lambda)}) = (-1)^n(QW^{(\lambda+n)}(\Delta))^{-1} \text{ for all } n \in \mathbb{N}.  \]  

(2.23)

We proceed in the case \( n = 1 \), using the definition of the operator \( S^{(\lambda)} \) we get
\[
Q \cdot S^{(\lambda)}(x) = -\left[ Q \cdot \Delta(x - 1)(\Phi^{(\lambda)}(x))^* + Q(x - 1)(\Psi^{(\lambda)}(x))^* \right].
\]  

(2.24)

Using equations (2.15) and (2.22), the right hand side of (2.24) becomes
\[
-\left[ (Q \cdot \Delta)(x - 1)W^{(\lambda+1)}(x) + Q(x - 1)(W^{(\lambda+1)} \cdot \Delta)(x - 1) \right] W^{(\lambda)}(x)^{-1}
\]
\[
= -(QW^{(\lambda+1)} \cdot \Delta)(x - 1)(W^{(\lambda)}(x))^{-1}.
\]
From the definition of the operator \( \nabla \), (2.24) is written as
\[
Q \cdot S^{(\lambda)}(x) = -(QW^{(\lambda+1)} \cdot \nabla)(x)(W^{(\lambda)}(x))^{-1},
\]
completing the case \( n = 1 \). Now assume that (2.23) holds true for \( n \). Then applying the inductive hypothesis we find
\[
Q \cdot (S^{(\lambda+n)} \ldots S^{(\lambda)})(x) = (Q \cdot S^{((\lambda+1)+n-1)} \ldots S^{(\lambda+1)} \cdot S^{(\lambda)}(x) = (-1)^n ((QW^{(\lambda+n+1)} \cdot \nabla^n)(x)W^{(\lambda+1)}(x)^{-1}) \cdot S^{(\lambda)}(x) = (-1)^{n+1} (QW^{(\lambda+n+1)} \cdot \nabla^{n+1})(x)W^{(\lambda)}(x)^{-1},
\]
where in the last line we have used the action of \( S^{(\lambda)} \) as given in (2.25). This proves that (2.23) holds for all \( n \in \mathbb{N} \).

Now, from the forward shift relation \( (P_{n-1}^{(\lambda+1)} \cdot S^{(\lambda)}) = G_n^{(\lambda)}P_n^{(\lambda)} \) and (2.26) with \( Q \) replaced by the identity matrix \( I \), we get
\[
G_1^{(\lambda+n-1)} \ldots G_n^{(\lambda)}P_n^{(\lambda)} = I \cdot (S^{(\lambda)} \ldots S^{(\lambda+n-1)}) = (-1)^n(W^{(\lambda+n)} \cdot \nabla^n)(W^{(\lambda)})^{-1}.
\]
This concludes the proof of (2).

The expression for \( C_n^{(\lambda)} \) was already observed in (2.27). Denoting the subleading coefficient of \( P_n^{(\lambda)}(x) \) by \( X_n^{(\lambda)} \), we obtain from (2.20) that \( B_n^{(\lambda)} = X_n^{(\lambda)} - X_{n+1}^{(\lambda)} \). Now the backward shift relation \( P_n^{(\lambda)}(x) \cdot \Delta = nP_{n-1}^{(\lambda+1)}(x) \), gives a a simple recurrence relation for \( X_n^{(\lambda)} \):
\[
(n-1)X_n^{(\lambda)} + \frac{n(n-1)}{2} = nX_{n-1}^{(\lambda+1)}.
\]
Iterating this equation we get
\[
X_n^{(\lambda)} = nX_1^{(\lambda+n-1)} - \frac{n(n-1)}{2}.
\]
As a consequence
\[
B_n^{(\lambda)} = nX_1^{(\lambda+n-1)} - (n+1)X_1^{(\lambda+n)} + n.
\]
The proof of (3) is then complete. Finally, (4) follows immediately from Theorem 2.28 □

3. Duality for Matrix valued orthogonal polynomials

In this section we introduce a notion of duality for matrix valued orthogonal polynomials. This can be viewed as an extension of the notion of duality for scalar orthogonal polynomials developed in [40].

3.1. Matrix valued dual polynomials. We consider a sequence \( (Q_x)_x \) of matrix valued polynomials of matrix argument \( \mathcal{N} \), such that \( \deg Q_x = x \) for all \( x \in \mathbb{N}_0 \) and such that the variable \( \mathcal{N} \) multiplies from the left, i.e. there exist matrices \( A_{x,x}, \ldots, A_{x,0} \in M_N(\mathbb{C}) \) such that
\[
Q_x(\mathcal{N}) = \mathcal{N}^x A_{x,x} + \mathcal{N}^{x-1} A_{x,x-1} + \ldots + A_{x,0}.
\]
If the variable \( \mathcal{N} \) is a multiple of the identity matrix, say \( \mathcal{N} = nI \), we will write \( Q_x(n) = Q_x(nI) \).

Additionally, we assume that there exists a \( M_N(\mathbb{C}) \)-valued function \( \rho \), which will be called the eigenvalue function, such that the following three term recurrence relation holds true:
\[
\rho(n)Q_x(\rho(n)) = Q_{x+1}(\rho(n)) + Q_x(\rho(n))\mathcal{N}_x + Q_{x-1}(\rho(n))\mathcal{N}_x, \quad x \in \mathbb{N}_0, \quad \mathcal{N}_0 = I, \quad (3.2)
\]
and \( \mathcal{N}_1 = \mathcal{N}_0 = 0 \). In order to ensure that the sequence of monic polynomials \( (Q_x)_x \) satisfying (3.2) is unique, we need to impose some condition on the eigenvalue functions. We note that in (3.2), the coefficients \( \mathcal{N}_x \) and \( \mathcal{N}_x \) multiply from the right, while the function \( \rho(n) \) multiplies from the left.
Condition 3.1. Every entry of $\rho(n)$ is a rational function of $n$ without poles in $\mathbb{N}_0$ and for every $x \in \mathbb{N}_0$, there exist $k_0, \ldots, k_x \in \mathbb{N}_0$ such that the block Vandermonde matrix

$$
\begin{pmatrix}
I & \rho(k_0) & \rho(k_0)^2 & \cdots & \rho(k_0)^x \\
I & \rho(k_1) & \rho(k_1)^2 & \cdots & \rho(k_1)^x \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
I & \rho(k_x) & \rho(k_x)^2 & \cdots & \rho(k_x)^x
\end{pmatrix}
$$

(3.3)

is invertible. In particular this implies that the $\rho(n)$'s are different and invertible for infinitely many $n \in \mathbb{N}_0$. In Lemma 3.1 we describe a large family of eigenvalue functions satisfying Condition 3.1.

Lemma 3.2. Let $(Q_x)_x$ be a sequence of monic matrix polynomials such that $\frac{\rho}{\rho}$ holds for all $n \in \mathbb{N}_0$. If the eigenvalue function $\rho(n)$ satisfies Condition 3.1, then $(Q_x)_x$ is unique.

Proof. Let $(\hat{Q}_x)_x$ be the unique sequence of monic matrix valued polynomials defined by the three term recurrence relation

$$n\hat{Q}_x(n) = \hat{Q}_{x+1}(n) + \hat{Q}_x(n)\mathcal{Y}_x + \hat{Q}_{x-1}(n)\mathcal{Z}_x, \quad \hat{Q}_0 = Q_0 = I.$$

Then, $\hat{Q}_x(\rho(n))$ satisfies the recurrence (3.2) as well. Proceeding recursively in $x$, we obtain

$$Q_x(\rho(n)) = \hat{Q}_x(\rho(n)), \quad \forall x, n \in \mathbb{N}_0.$$

Now the proof of the lemma will be complete if we show that if $P$ is a matrix polynomial which satisfies $P(\rho(n)) = 0$ for all $n \in \mathbb{N}_0$, then $P = 0$. Suppose that $P(n) = n^2A_x + \cdots + A_0$, with $A_x \neq 0$. Then by Condition 3.1 there exist $k_0, \ldots, k_x \in \mathbb{N}_0$ such that the block Vandermonde matrix (3.3) is invertible. Then the condition

$$P(\rho(k_j)) = \rho(k_j)^2A_x + \cdots + \rho(k_j)A_1 + A_0 = 0, \quad j = 0, \ldots, x,$$

implies that $A_x = \cdots = A_1 = A_0 = 0$, and this completes the proof of the lemma.

We are now ready to introduce the notion of duality for matrix orthogonal polynomials. We consider a weight matrix $W$ and its sequence of monic orthogonal polynomials $(P_n)_n$ as in (1.0).

Definition 3.3. Let $(Q_x)_x$ be a sequence of monic matrix polynomials satisfying 3.2 and assume that the eigenvalue $\rho(n)$ satisfies Condition 3.1. Let $M_1(n), M_2(x)$ be invertible matrix valued functions on $\mathbb{N}_0$ and assume, additionally, that $M_2(x+1)^{-1}M_2(x)$ is a rational function. We say that the 4-tuple $(Q_x, M_1, M_2, \rho)$ is a dual family for $(P_n)_n$ if

$$P_n(x) = M_1(n)Q_x(\rho(n))M_2(x), \quad \forall n \in \mathbb{N}_0.$$

If there is no place for confusion, we will simply write $(Q_x)_x$.

The dual relation (3.4) could also be written in the form $M_1(n)^{-1}P_n(x) = Q_x(\rho(n))M_2(x)$, where the left hand side is a polynomial in $x$ and the right hand side a polynomial in $n$ evaluated at $\rho(n)$. Note that (3.4) together with the invertibility of $M_1(n)$ and $M_2(n)$ implies that $P_n(0)$ is invertible for all $n \in \mathbb{N}_0$ and $Q_x(\rho(0))$ is invertible for all $x \in \mathbb{N}_0$.

There is an equivalence relation between dual families. Let $(Q_x, M_1, M_2, \rho)$ be a dual family and let $R$ be any invertible constant matrix. We denote by $\tilde{Q}_x$ the polynomial

$$\tilde{Q}_x(N) = N^x(R^{-1}A_{x,x}R) + N^{x-1}(R^{-1}A_{x-1,x}R) + \cdots + R^{-1}A_{x,0}R,$$

so that $R^{-1}Q_x(N)R = \tilde{Q}_x(R^{-1}NR)$. We can now rewrite the duality condition (3.4) as

$$P_n(x) = (M_1(n)R)(R^{-1}Q_x(\rho(n))R)(R^{-1}M_2(x)) = (M_1(n)R)\tilde{Q}_x(R^{-1}\rho(n)R)(R^{-1}M_2(x)),$$

for all $x, n \in \mathbb{N}_0$. We will say that two dual families $(Q_x, M_1, M_2, \rho)$ and $(S_x, N_1, N_2, \nu)$ are equivalent if there exists a constant matrix $R$ such that

$$S_x(N) = R^{-1}Q_x(N)R = \tilde{Q}_x(R^{-1}NR), \quad N_1 = M_1R, \quad N_2 = R^{-1}M_2, \quad \nu = R^{-1}\rho R.$$

(3.5)
It follows from Corollary 4.2 that if \( \rho \) satisfies Condition 4.1 that \( \nu \) does as well. The matrix polynomials \( \tilde{Q}_x \) satisfy a three term recurrence relation of the form

\[
\nu(n)\tilde{Q}_x(\nu(n)) = \tilde{Q}_{x+1}(\nu(n)) + \tilde{Q}_x(\nu(n))R^{-1}Y_xR + \tilde{Q}_{x-1}(\nu(n))R^{-1}Z_xR,
\]

for all \( x \in \mathbb{N}_0 \), with the initial condition \( Q_0 = I \).

**Remark 3.4.** The group of all complex invertible matrices \( \text{GL}(n, \mathbb{C}) \) acts on the set of dual families \((Q_x, M_1, M_2, \rho)\) by

\[
(Q_x, M_1, M_2, \rho) \cdot R \mapsto (R^{-1}Q_xR, M_1R, R^{-1}M_2, R^{-1}\rho R).
\]

The equivalence classes of dual families correspond to the orbits of this action.

Given a family of dual polynomials \((Q_x, M_1, M_2, \rho)\) there will always be a representative \((S_x, N_1, N_2, \nu)\) of its orbit with \( N_1(0) = N_2(0) = I \), which is obtained by choosing \( R = M_1(0)^{-1} = M_2(0) \). The last equality due to the monicity of \((Q_x)_x\).

Without any loss of generality we will restrict ourselves to dual families \((Q_x, M_1, M_2, \rho)\) with the condition \( M_1(0) = M_2(0) = I \). In such a case it follows from 3.3 that

\[
M_1(n) = P_n(0), \quad M_2(x) = Q_x(\rho(0))^{-1}.
\]

**3.2. Characterization of dual families.** Let \((P_n)_n\) be the family on monic polynomials with respect to a weight matrix \( W \). As in the scalar case discussed in \([39]\), the monic polynomials \((P_n)_n\) may have many duals. In this section we identify the dual families with certain second order difference operators having the polynomials \((P_n)_n\) as eigenfunctions. Let \((Q_x, M_1, M_2, \rho)\) be a dual family and assume that \( M_1(0) = M_2(0) = I \). Using (3.4) we can rewrite the three term recurrence relation (3.2) in terms of the polynomials \( P_n \) in the following way:

\[
P_n(x + 1)M_2(x + 1)^{-1}M_2(x) + P_n(x)M_2(x)^{-1}Y_xM_2(x) + P_n(x - 1)M_2(x - 1)^{-1}Z_xM_2(x)
\]

\[
= M_1(n)\rho(n)M_2(n)^{-1}P_n(x),
\]

for all \( x \in \mathbb{N}, n \in \mathbb{N}_0 \), and

\[
P_n(1)M_2(1)^{-1} + P_n(0)Y_0 = M_1(n)\rho(n)M_2(n)^{-1}P_n(0),
\]

for \( x = 0 \). Next, we show that these relations can be viewed as the action of an element of the bispectral algebra \( \mathcal{B}_R(P) \) on the polynomials \((P_n)_n\).

**Lemma 3.5.** Let \((Q_x)_x\) be a dual family for \((P_n)_n\) as in Definition 3.3. Then there exist rational functions \( F_1(x), F_0(x) \) and \( F_{-1}(x) \) such that

\[
F_1(x) = M_2(x + 1)^{-1}M_2(x), \quad F_0(x) = M_2(x)^{-1}Y_xM_2(x), \quad F_{-1}(x) = M_2(x - 1)^{-1}Z_xM_2(x).
\]

for all \( x \in \mathbb{N} \). Moreover

\[
D = \eta F_1(x) + F_0(x) + \eta^{-1}F_{-1}(x) \in \mathcal{B}_R(P),
\]

and \( P_n(0)^{-1}P_{n-1}(0) = Y_0 - F_0(0) \).

**Proof.** Since the monic orthogonal polynomials \((P_n)_n^{n=0}\) generate the space of polynomials of degree less than or equal to \( m \), we can write \( x^n \) in terms of \( P_j, j = 0, \ldots, m \). If we replace this in (3.7), and introduce the sequences \( \tilde{F}_1(x) = M_2(x + 1)^{-1}M_2(x), \tilde{F}_0(x) = M_2(x)^{-1}Y_xM_2(x) \) and \( \tilde{F}_{-1}(x) = M_2(x - 1)^{-1}Z_xM_2(x) \), we obtain

\[
(x + 1)^n \tilde{F}_1(x) + x^n \tilde{F}_0(x) + (x - 1)^n \tilde{F}_{-1}(x) = \mathcal{R}_n(x), \quad n \in \mathbb{N}_0, x \in \mathbb{N},
\]

where \( \mathcal{R}_n \) is a polynomial \( x \). Then we have the following system of equations for each \( n \in \mathbb{N}_0, x \in \mathbb{N}_0 \):

\[
\begin{pmatrix}
\tilde{F}_1(x) \\
\tilde{F}_0(x) \\
\tilde{F}_{-1}(x)
\end{pmatrix}
\begin{pmatrix}
(x + 1)^n \\
x^n \\
(x - 1)^n
\end{pmatrix}
= \begin{pmatrix}
\mathcal{R}_n(x) \\
\mathcal{R}_{n+1}(x) \\
\mathcal{R}_{n+2}(x)
\end{pmatrix}.
\]
Since the matrix in the equation above is invertible for all \( x \in \mathbb{N}_{>1} \), there exist rational functions \( F_1, F_0, F_{-1} \) such that
\[
F_1(x) = M_2(x + 1)^{-1}M_2(x), \quad F_0(x) = M_2(x)^{-1}Y_0M_2(x), \quad F_{-1}(x) = M_2(x - 1)^{-1}Z_0M_2(x),
\]
for all \( x \in \mathbb{N}_{>1} \). We note that by Definition 3.3, \( M_2(x + 1)^{-1}M_2(x) \) is a rational function and, since it coincides with \( F_1(x) \) for all \( x \in \mathbb{N}_{>1} \), the equality holds true for all \( x \in \mathbb{C} \).

By rewriting (3.10) in terms of the rational functions \( F_1, F_0, F_{-1} \) we get
\[
(x + 1)^nF_1(x) + x^nF_0(x) + (x - 1)^nF_{-1}(x) = \mathcal{R}_n(x), \quad n \in \mathbb{N}_0, x \in \mathbb{N}_{>1}.
\]
The left and right hand sides of (3.11) are rational functions which coincide for all \( x \in \mathbb{N}_{>1} \). Therefore (3.11) holds true for all \( x \in \mathbb{C} \). This in turn implies that
\[
P_n(x + 1)F_1(x) + P_n(x)F_0(x) + P_n(x - 1)F_{-1}(x) = \Gamma_nP_n(x), \quad x \in \mathbb{C},
\]
where \( \Gamma_n = M_1(n)\rho(n)M_1(n)^{-1} \). Therefore \( D = \eta F_1(x) + F_0(x) + \eta^{-1}F_{-1}(x) \in \mathcal{B}_R(P) \).

If we let \( x = 0 \) in (3.2), we obtain \( Q_1(\rho(n)) = \rho(n) - \mathcal{R}_0 \). On the other hand, by setting \( x = 0 \) in (3.12) and after some rearrangement using that \( F_1(0) = M_2(1)^{-1}M_2(0) \), we obtain
\[
Q_1(\rho(n)) + F_0(0) + P_n(0)^{-1}P_n(-1)F_{-1}(0) = \mathcal{R}_0 \text{ independent of } n.
\]
Therefore we conclude that \( P_n(0)^{-1}P_n(-1)F_{-1}(0) = \mathcal{R}_0 - F_0(0) \) is independent of \( n \).

In order to complete the proof of the lemma we only need to prove that (3.9) holds true for \( x = 1 \).

If we replace \( x = 1 \) in (3.2) and (3.12) we obtain respectively
\[
Q_2(\rho(n)) + Q_1(\rho(n))\mathcal{Y}_1 + \mathcal{Z}_1 = \rho(n)Q_1(\rho(n)),
\]
\[
Q_2(\rho(n)) + Q_1(\rho(n))M_2(1)F_0(1)M_2(1)^{-1} + F_{-1}(1)M_2(1)^{-1} = \rho(n)Q_1(\rho(n)).
\]
These equations imply that
\[
Q_1(\rho(n))(\mathcal{Y}_1 - M_2(1)F_0(1)M_2(1)^{-1}) + \mathcal{Z}_1 - F_{-1}(1)M_2(1)^{-1} = 0,
\]
for all \( n \in \mathbb{N}_0 \). Now using an argument similar to that in the proof of Lemma 3.2 we get \( \mathcal{Y}_1 = M_2(1)F_0(1)M_2(1)^{-1} \) and \( \mathcal{Z}_1 = F_{-1}(1)M_2(1)^{-1} \). This completes the proof of the lemma.

**Remark 3.6.** Equivalent families of dual polynomials are associated to the same operator \( D \in \mathcal{B}_R(P) \). In fact, if \((Q_x, M_1, M_2, \rho) \) and \((Q_x, M_1, R^{-1}M_2, R^{-1}\rho R) \) are equivalent for a given constant matrix \( R \), we obtain from (3.9) and Lemma 3.3 that they induce the same rational functions \( F_1, F_0, F_{-1} \).

**Definition 3.7.** We will denote by \( \mathcal{B}_R^2(P) \) the subset of all second order difference operators
\[
D = \eta F_1(x) + F_0(x) + \eta^{-1}F_{-1}(x) \in \mathcal{B}_R(P),
\]
such that \( P_n(0)^{-1}P_n(-1)F_{-1}(0) \) is independent of \( n \), \( F_1(x) \) is non singular for all \( x \in \mathbb{N}_0 \) and there exists an invertible matrix \( M_1(n) \) such that \( \rho(n) = M_1(n)^{-1}\psi^{-1}(D)M_1(n) \) satisfies Condition 3.71 where \( \psi \) is the generalized Fourier map given in (2.5).

**Remark 3.8.** If \( D \) is a difference operator as in Definition 3.7 such that \( F_{-1}(0) = 0 \), then \( P_n(0)^{-1}P_n(-1)F_{-1}(0) \) is trivially independent of \( n \). This is the case for all the examples developed in Section 8.

**Theorem 3.9.** Let \( (P_n)_n \) be the sequence of monic orthogonal polynomials with respect to a discrete weight \( W \) as in Section 8. Every dual family \((Q_x, M_1, M_2, \rho) \) determines a second order difference operator \( D \in \mathcal{B}_R^2(P) \). Conversely, if \( D \in \mathcal{B}_R^2(P) \), is given by
\[
D = \eta F_1(x) + F_0(x) + \eta^{-1}F_{-1}(x),
\]

then there exists a unique sequence of dual polynomials \((Q_x)_x \) which are given by
\[
P_n(x) = P_n(0)Q_x(\rho(n))\mathcal{Y}(x), \quad \rho(n) = P_n(0)^{-1}\psi^{-1}(D)P_n(0), \quad \mathcal{Y}(x) = F_1(0)^{-1}\cdots F_1(x - 1)^{-1}, \quad \mathcal{Y}(0) = I.
\]
Moreover, the dual sequence satisfies the three term recurrence relation (3.2) with coefficients
\[
\mathcal{Y}_x = \mathcal{Y}(x)F_0(x)\mathcal{Y}(x)^{-1}, \quad \mathcal{Z}_x = \mathcal{Y}(x - 1)F_{-1}(x)\mathcal{Y}(x)^{-1}, \quad x \in \mathbb{N},
\]
and $\mathcal{Y}_0 = F_0(0) + P_n(0)^{-1}P_n(-1)F_{-1}(0)$, $Z_0 = 0$.

**Proof.** We have already shown in Lemma 3.5 that every dual family corresponds to an operator $D = \eta F_1(x) + F_0(x) + \eta^{-1} F_{-1}(x) \in \mathcal{B}_R^2(P)$. From the explicit expressions in Lemma 3.5 we have that $F_1(x)$ is invertible for all $x \in \mathcal{N}_0$ and that $P_n(0)^{-1}P_n(-1)F_{-1}(0)$ is independent of $n$. Finally, $\rho$ satisfies Condition 3.1 by Definition 3.3. Therefore $D \in \mathcal{B}_R^2(P)$.

For the converse let $D \in \mathcal{B}_R^2(P)$ so that

$$P_n \cdot D = P_n(x + 1)F_1(x) + P_n(x)F_0(x) + P_n(x - 1)F_{-1}(x) = \psi^{-1}(D) \cdot P_n(x). \quad (3.13)$$

Since $D \in \mathcal{B}_R^2(P)$, we have that $F_1(x)$ is invertible for all $x \in \mathcal{N}_0$ and therefore the matrix $\mathcal{T}(x) = F_1(x)^{-1} \cdots F_1(x-1)^{-1}$ is invertible as well. Let $\hat{Q}_x(n) = P_n(0)^{-1}P_n(x)\mathcal{T}(x)^{-1}$. If we replace $P_n(x) = P_n(0)\hat{Q}_x(n)\mathcal{T}(x)$ in (3.13), we obtain the following recurrence relation for $\hat{Q}_x$:

$$\rho(n)\hat{Q}_x(n) = \hat{Q}_{x+1}(n) + \hat{Q}_x(n)\mathcal{Y}_x + \hat{Q}_{x-1}(n)\mathcal{Z}_x,$$

with $\mathcal{Y}_x$ and $\mathcal{Z}_x$ as in the statement of the theorem. Since $D \in \mathcal{B}_R^2(P)$, we have that $\rho$ satisfies Condition 3.1 and by Lemma 3.2 there exists a unique matrix polynomial $Q_x$ satisfying (3.2). Therefore

$$Q_x(\rho(n)) = \hat{Q}_x(n) = P_n(0)^{-1}P_n(x)\mathcal{T}(x)^{-1}, \quad x \in \mathcal{N}_0.$$

Since $D \in \mathcal{B}_R^2(P) \subset \mathcal{M}_\mathcal{N}_\mathcal{X}$, all conditions in Definition 3.3 are fulfilled and $(Q_x)_x$ is a dual family. \hfill $\square$

**Remark 3.10.** From Theorem 3.9 and Lemma 3.2, if $D = \eta F_1(x) + F_0(x) + \eta^{-1} F_{-1}(x)$ is an element of $\mathcal{B}_R^2(P)$, then the sequence of dual polynomials $(Q_x)_x$ associated to $D$ are defined by the three term recurrence relation

$$nQ_x(n) = Q_{x+1}(n) + Q_x(n)\mathcal{Y}_x + Q_{x-1}(n)\mathcal{Z}_x, \quad Q_0 = I.$$

**Remark 3.11.** There is a one to one correspondence between the set of second order difference operators $\mathcal{B}_R^2(P)$ and the set of monic dual families. Theorem 3.9 states that every element of $\mathcal{B}_R^2(P)$ determines a unique sequence of monic dual polynomials $(Q_x, M_1, M_2, \rho)$, where $M_1(n) = P_n(0)$, $M_2(x) = \mathcal{T}(x)$, $\rho(n) = P_n(0)^{-1}\psi^{-1}(D)P_n(0)$, with the standard normalization $M_1(0) = M_2(0) = I$. On the other hand, every dual family $(Q_x, M_1, M_2, \rho)$ determines an operator $D \in \mathcal{B}_R^2(P)$ in a unique way, by Lemma 3.3.

**Remark 3.12.** Let $D \in \mathcal{B}_R^2(P)$ with an associated dual family $(Q_x, P_n(0), \mathcal{T}(x), \rho(n))$, then for all $\alpha, \beta \in \mathbb{C}$, $\alpha \neq 0$, we have $D = \alpha D + \beta \in \mathcal{B}_R^2(P)$. Therefore, the operator $\hat{D}$ has an associated dual family $(\hat{Q}_x, \tilde{M}_1, \tilde{M}_2, \tilde{\rho})$. A simple computation shows that

$$\tilde{M}_1 = P_n(0), \quad \tilde{M}_2(x) = \alpha^2 \mathcal{T}(x), \quad \tilde{\rho}(n) = \alpha \rho(n) + \beta, \quad \tilde{Q}_x(\tilde{\rho}(n)) = \alpha^2 Q_x(\rho(n)).$$

If $D_1, D_2 \in \mathcal{B}_R^2(P)$ and $\alpha D_1 + \beta D_2 \in \mathcal{B}_R^2(P)$, then the dual polynomials corresponding to $D_1, D_2$ and $\alpha D_1 + \beta D_2$ are not related in such a simple way. An example of this situation is discussed in Section 3.

For the rest of the paper, we will consider the normalization $M_1(n) = P_n(0)$ and $M_2(x) = \mathcal{T}(x)$ as given in Theorem 3.9.

### 3.3. Dual orthogonality relations

In view of the recurrence relation (3.22), we will be interested in the sequences $(P_n)_n$ with dual orthogonal polynomials $(Q_x)_x$ which are orthogonal polynomials as well. Next we relate the orthogonality measures of the sequences $(P_n)_n$ and $(Q_x)_x$. For this we need the following matrix valued analog of the Christoffel-Darboux identity for monic polynomials. This is a standard result for orthonormal matrix polynomials, see for example [17] Lemma 2.1. We include the proof to adapt this result for our monic normalization.

**Proposition 3.13.** For all $n \in \mathbb{N}_0$, the monic matrix valued orthogonal polynomials $(P_n)_n$ satisfy

$$\sum_{k=0}^n \rho_k(y)^* \mathcal{H}_k^{-1} P_k(x) = \frac{1}{y - x} \left( P_{n+1}(y)^* \mathcal{H}_n^{-1} P_n(x) - P_n(y)^* \mathcal{H}_n^{-1} P_{n+1}(x) \right), \quad x \neq y.$$
Theorem 3.14 hold true.

The hand side of (3.16) is zero by the hypothesis of the theorem. This implies the orthogonality of $Q$.

In the rest of this section, we shall assume that hypothesis (3.14) and (3.15) of Remark 3.15.

Proof. Using the three term recurrence relation we obtain

$$xp_k(y)^*\mathcal{H}_k^{-1}P_k(x) = P_k(y)^*\mathcal{H}_k^{-1}P_{k+1}(x) + P_k(y)^*\mathcal{H}_k^{-1}B_kP_k(x),$$

$$yp_k(y)^*\mathcal{H}_k^{-1}P_k(x) = P_{k+1}(y)^*\mathcal{H}_k^{-1}P_k(x) + P_{k+1}(y)^*B_k\mathcal{H}_k^{-1}P_k(x).$$

Subtracting the two equations above, using the relations (2.7) and summing over $k$ gives the proposition.

Now we are ready to identify the orthogonality relations for the dual polynomials $(Q_x)_x$ under the assumption that the inverse of the square norm $\mathcal{H}_n^{-1}$ decays sufficiently fast as $n \to \infty$.

**Theorem 3.14.** Let $(P_n)_n$ be a sequence of monic matrix orthogonal polynomials with a dual sequence $(Q_x)_x$ and a corresponding $\rho$ as in Theorem 3.9, so that $P_n(x) = P_n(0)Q_x(\rho(n))T(x)$. We then consider the matrix weight $U(n) = P_n(0)^*\mathcal{H}_n^{-1}P_n(0)$. If we assume that

$$\sum_{n=0}^{\infty} F(n)U(n) < \infty, \quad \forall m \in \mathbb{N}_0, \quad (3.14)$$

for any matrix valued function $F$ with rational entries and no poles in $\mathbb{N}_0$, and that

$$\lim_{n \to \infty} R_1(\rho(n))P_n(0)\mathcal{H}_n^{-1}P_{n+1}(0)^*R_2(\rho(n)) = 0, \quad \forall R_1, R_2 \in M_N(\mathbb{C})[n], \quad (3.15)$$

then the dual sequence $(Q_x)_x$ satisfies the orthogonality relation

$$\langle Q_x, Q_y \rangle^d = \sum_{n=0}^{\infty} Q_x(\rho(n))^*U(n)Q_y(\rho(n)) = \mathcal{W}_x \delta_{x,y},$$

where $\mathcal{W}_x \in M_N(\mathbb{C})$.

Proof. The fact that $(Q_x, Q_y)^d$ is finite and equals a matrix $\mathcal{W}_x$ follows directly from the condition (3.14). For $x \neq y$, we substitute (3.14) in the Christoffel-Darboux identity and obtain

$$\sum_{k=0}^{n} Q_x(\rho(k))^*M_1(k)^*\mathcal{H}_k^{-1}M_1(k)Q_y(\rho(k)) =$$

$$= \frac{1}{x-y} \left( Q_x(\rho(n+1))^*M_1(n+1)^*\mathcal{H}_n^{-1}M_1(n)Q_y(\rho(n)) - Q_x(\rho(n))^*M_1(n)^*\mathcal{H}_n^{-1}M_1(n+1)Q_y(\rho(n+1)) \right). \quad (3.16)$$

Now we take the limit as $n \to \infty$ on both sides of (3.16). The limit of the two terms on the right hand side of (3.16) is zero by the hypothesis of the theorem. This implies the orthogonality of the sequence $(Q_x)_x$.

**Remark 3.15.** In the rest of this section, we shall assume that hypothesis (3.14) and (3.15) of Theorem 3.14 hold true.

Proceeding as in [11 §1.2], we have that $\|F\| = (\text{tr}((F, F))^\frac{1}{2})$ is a seminorm on the space $L^2(W) = \{ F : \mathbb{R} \to M_N(\mathbb{C}) : \langle F, F \rangle < \infty \}$.

We let $\mathcal{H}$ be the completion of $L^2(W)/\{ F : \| F \| = 0 \}$. If the sequence of polynomials $(P_n)_n$ is dense in $\mathcal{H}$, we give a matrix valued analogue of [22] Theorem 3.8, which describes the dual square norm.

**Theorem 3.16.** Let $(Q_x)_x$ be a dual family for $(P_n)_n$ and assume that the dual weight $U(n)$ satisfies the hypothesis of Theorem 3.14. If the sequence of polynomials $(P_n)_n$ is dense in $\mathcal{H}$, then

$$\langle Q_x, Q_y \rangle^d = \sum_{n=0}^{\infty} Q_x(\rho(n))^*U(n)Q_x(\rho(n)) = (\mathcal{Y}(x)W(x)\mathcal{Y}(x)^* \)^{-1}. \quad (3.16)$$
Fourier algebras for the polynomials is a well defined algebra isomorphism. The proof that this map is well defined is analogous to the condition

\[ M \]\n
Proceeding as in (2.5) we have that the map

\[ \langle F_y, \hat{P}_n \rangle = \sum_{x=0}^{\infty} F_y(x) W(x) \hat{P}_n(x)^* = W(y). \]  

(3.17)

On the other hand,

\[ \langle F_y, \hat{P}_n \rangle = \sum_{x=0}^{\infty} F_y(x) W(x) \hat{P}_n(x)^* = W(y) \hat{P}_n(y)^*, \]

and therefore the Parseval relation in [11, eq. (1.42)] for \( F_y \) gives

\[ \langle F_y, F_y \rangle = \sum_{n=0}^{\infty} \langle F_y, \hat{P}_n \rangle \langle \hat{P}_n, \hat{P}_n \rangle^* = \sum_{n=0}^{\infty} W(y) \hat{P}_n(y)^* \hat{P}_n(y) W(y) = W(y) \left( \sum_{n=0}^{\infty} P_n(y)^* \mathcal{H}_n^{-1} P_n(y) \right) W(y). \]  

(3.18)

Combining (3.17) and (3.18), using that \( W(y) \) is invertible for all \( y \in \mathbb{N}_0 \) and the duality condition (3.4) we complete the proof of the theorem. \( \square \)

3.4. Dual Fourier algebras. Proceeding as in Section 2.2, we introduce the Fourier algebras for the dual polynomials \((Q_x)_x\). By flipping the roles of \( x \) and \( n \), we consider the following algebras of difference operators:

\[ \mathcal{M}_N^d = \{ \tilde{\mathcal{D}} = \sum_{j=-\ell}^{m} \eta^j F_j(x) : F_j : \mathbb{N}_0 \to M_N(\mathbb{C}) \text{ is a sequence} \}, \]

\[ \mathcal{N}_N^d = \{ \tilde{\mathcal{M}} = \sum_{j=-\ell}^{m} G_j(n) \delta^j : G_j : \mathbb{C} \to M_N(\mathbb{C}) \text{ is an entrywise rational function of } n \}. \]

We are interested in the action of elements in \( \mathcal{N}_N^d \) and \( \mathcal{M}_N^d \) on the dual sequence \((Q_x)_x\). We define the action of the operators \( \tilde{\mathcal{M}} = \sum_{j=-\ell}^{m} G_j(n) \delta^j \in \mathcal{N}_N^d \) and \( \tilde{\mathcal{D}} = \sum_{j=-\ell}^{m} \eta^j F_j(x) \in \mathcal{M}_N^d \) by

\[ (Q_x \cdot \tilde{\mathcal{D}})(\rho(n)) = \sum_{j=-\ell}^{m} Q_{x+j}(\rho(n)) F_j(x), \quad (\tilde{\mathcal{M}} \cdot Q_x)(\rho(n)) = \sum_{j=-\ell}^{m} G_j(n) Q_x(\rho(n+j)). \]

The dual Fourier algebras for the sequence \((Q_x)_x\) are now given by

\[ \mathcal{F}_R^d(Q) = \{ \tilde{\mathcal{D}} \in \mathcal{M}_N^d : \exists \tilde{\mathcal{M}} \in \mathcal{N}_N^d, \quad \tilde{\mathcal{M}} \cdot Q_x = Q_x \cdot \tilde{\mathcal{D}} \}, \]

\[ \mathcal{F}_L^d(Q) = \{ \tilde{\mathcal{M}} \in \mathcal{N}_N^d : \exists \tilde{\mathcal{D}} \in \mathcal{M}_N^d, \quad \tilde{\mathcal{M}} \cdot Q_x = Q_x \cdot \tilde{\mathcal{D}} \}. \]

Proceding as in (2.5) we have that the map \( \psi^d : \mathcal{F}_R^d(Q) \to \mathcal{F}_L^d(Q) \) defined by

\[ \psi^d(\tilde{\mathcal{D}}) = \tilde{\mathcal{M}}, \quad \tilde{\mathcal{M}} \cdot Q_x = Q_x \cdot \tilde{\mathcal{D}}, \]  

(3.19)

is a well defined algebra isomorphism. The proof that this map is well defined is analogous to Proposition 2.5 and is therefore omitted. We are now interested in the relation between the Fourier algebras for the polynomials \( P_n \) and the dual Fourier algebras for the dual polynomials \( Q_x \). Assume that \( M \in \mathcal{F}_L(P) \) and \( D = \psi(M) \in \mathcal{F}_R(P) \) are given by

\[ M = \sum_{j=-\ell}^{s} G_j(n) \delta^j, \quad D = \sum_{k=-\ell}^{m} \eta^k F_k(x) \in \mathcal{M}_N. \]

The condition \( M \cdot P_n = P_n \cdot D \) is given explicitly by

\[ \sum_{j=-\ell}^{s} G_j(n) P_{n+j}(x) = \sum_{k=-\ell}^{m} P_n(x + k) F_k(x), \quad n, x \in \mathbb{N}_0. \]  

(3.20)

One would wish to transform the equation above into one for the dual polynomials by using the relation (3.4). However, (3.4) is only valid for \( n, x \in \mathbb{N}_0 \) and (3.20) might involve terms with

\[ M \in \mathcal{F}_L(P) \]
negative values of both \( n, x \). In order to overcome these difficulties we will restrict to a smaller subalgebra of the Fourier algebras. Let \( \mathcal{F}_R(P) \) be given by
\[
\mathcal{F}_R(P) = \left\{ D = \sum_{k=-\ell}^{m} \eta^k F_k(x) \in \mathcal{F}_R(P) : F_k(x) = 0, \quad k = -\ell, \ldots, -1, \quad x = 0, \ldots, -k - 1 \right\}.
\]

**Lemma 3.17.** \( \mathcal{F}_R(P) \) is a subalgebra of \( \mathcal{F}_R(P) \).

**Proof.** It is easy to verify that \( \mathcal{F}_R(P) \) is a subspace. In order to prove that \( \mathcal{F}_R(P) \) is closed by the product operation we take \( D_1, D_2 \in \mathcal{F}_R(P) \). Without any loss of generality, and allowing some of the coefficients to be equal to zero, we can assume that
\[
D_1 = \sum_{j=-\ell}^{\ell} \eta^j F_j(x), \quad D_2 = \sum_{k=-\ell}^{\ell} \eta^k G_k(x).
\]
The condition that \( D_1, D_2 \in \mathcal{F}_R(P) \) implies that \( F_j(x) = G_j(x) = 0 \) for all \( j = -\ell, \ldots, -1, \quad x = 0, \ldots, -j - 1 \). The product \( D_1D_2 \) is given by
\[
D_1D_2 = \sum_{j,k=-\ell}^{\ell} \eta^{k+j} F_j(x+k)G_k(x).
\]
The proof will be complete if we show that \( F_j(x+k)G_k(x) = 0 \) for all
\[
k + j = -2\ell, \ldots, -1, \quad x = 0, \ldots, -k - j - 1. \quad (3.21)
\]
If \(-\ell \leq k \leq -1\), then \( G_k(x) = 0 \) for all \( x = 0, \ldots, -k - 1 \). On the other hand, if \(-k \leq x \leq -k - j - 1\), then \( 0 \leq x+k \leq -j - 1 \) which implies that \( j < 0 \) and therefore \( F_j(x+k) = 0 \).

If \( k \geq 0 \) then the equation on the left of (3.21) implies that \( j < 0 \). Moreover, the equation on the right of (3.21) gives \( 0 \leq k \leq x+k \leq -j - 1 \) and therefore \( F_j(x+k) = 0 \). \( \square \)

**Remark 3.18.** We note that \( x \in \mathcal{F}_R(P) \), and therefore \( \mathcal{F}_R(P) \) is not empty. Moreover, every operator \( D \) which is associated with a weak Pearson equation of the form (23) is contained in \( \mathcal{F}_R(P) \) as well as its adjoint \( D^\dagger \). Finally every operator \( D \) in \( B^\dagger(P) \) satisfying the condition of Remark 3.13 is contained in \( \mathcal{F}_R(P) \). This will be the case for all examples in Section 8.

Now we have a natural map \( \sigma : \mathcal{F}_R(P) \rightarrow \mathcal{M}_N \) given by
\[
D = \sum_{j=-\ell}^{m} \eta^j F_j(x) \quad \mapsto \quad \sigma(D) = \Upsilon D \Upsilon^{-1} = \sum_{j=-\ell}^{m} \eta^j \Upsilon(x+j)F_j(x)\Upsilon^{-1}(x).
\]
Moreover, the action of \( \sigma(D) \) on the dual polynomials is given by
\[
(Q_x \cdot \sigma(D))(\rho(n)) = \sum_{j=-\ell}^{m} Q_{x+j}(\rho(n))\Upsilon(x+j)F_j(x)\Upsilon^{-1}(x), \quad \text{for all } x \in \mathbb{N}_0, \text{ and for all } n.
\]
Since \( D \in \mathcal{F}_R(P) \), the following equality holds:
\[
P_n(0)(Q_x \cdot \sigma(D))(\rho(n))\Upsilon(x) = (P_n \cdot D)(x), \quad \text{for all } x \in \mathbb{N}_0, n \in \mathbb{N}_0. \quad (3.23)
\]
Now we introduce subalgebra \( \mathcal{F}_L(P) \subset \mathcal{F}_L(P) \) by considering the image of \( \mathcal{F}_R(P) \) under the algebra homomorphism \( \psi^{-1} : \mathcal{F}_R(P) \rightarrow \mathcal{F}_L(P) \).

\[
\mathcal{F}_L(P) = \psi^{-1}(\mathcal{F}_R(P)).
\]
Let \( M = \psi^{-1}(D) \in \mathcal{F}_L(P) \) be of the form \( M = \sum_{j=-\ell}^{m} G_j(n)\delta^j \). Then the relation \( M \cdot P_n = P_n \cdot D \) for \( n \in \mathbb{N}_0 \) is translated into the following relations for the dual polynomials:
\[
\sum_{j=\max(-t, -n)}^{s} \tilde{G}_j(n)Q_x(\rho(n+j)) = (Q_x \cdot \sigma(D))(\rho(n)), \quad n \in \mathbb{N}_0, \quad (3.24)
\]
where the sequences \( \tilde{G}_j(n) \) are given by
\[
\tilde{G}_j(n) = P_n(0)^{-1}G_j(n)P_{n+j}(0), \quad j = \max(-t, -n), \ldots, s.
\]
Lemma 3.19. For all $k \in \mathbb{N}$ there exist matrices $M_0, \ldots, M_k$ such that
\[ \rho(n)^k = Q_k(\rho(n))M_k + \cdots + Q_0(\rho(n))M_0. \]

Proof. We proceed by induction in $k$. The lemma is trivial for $k = 0$, taking into account that $Q_0(\rho(n))$ is the identity matrix. Now we assume that the lemma holds for a given $k \in \mathbb{N}$; using the inductive hypothesis and the dual three term recurrence relation (3.12) we obtain
\[ \rho(n)^{k+1} = \rho(n)(Q_k(\rho(n))M_k + \cdots + Q_0M_0) = \rho(n)Q_k(\rho(n))M_k + \cdots + \rho(n)Q_0M_0. \]

Since for each fixed $\nu$ with $\nu \in \mathbb{N}$ for all $n \in \mathbb{N}$, we get $Q_k(\rho(n)) = Q_k(\rho(n))Q_k(\rho(n))M_k + \cdots + Q_0(\rho(n))Q_0M_0$, this completes the induction and proves the lemma. \qed

Next we will show that the coefficients $\tilde{G}_j$ from (3.24) extend to unique rational functions. For this we need the following refinement of Condition 3.1 on the matrix function $\rho$.

Condition 3.20. For every $\nu \in \mathbb{N}_0$ and $x \in \mathbb{N}_0$, the block Vandermonde matrix in Condition 3.1 is invertible for $k_0 = \nu, k_1 = \nu + 1, \ldots, k_x = \nu + x$.

Lemma 3.21. Let $M \in F_L(P)$. Then there exists a unique operator $\tau(M) \in F^*_{L}(Q)$ such that
\[ (\tau(M) \cdot Q_x)(\rho(n)) = (Q_x \cdot \sigma(D))(\rho(n)), \quad \text{for all } n \in \mathbb{C}, x \in \mathbb{N}_0, \]
where $D = \psi(M)$, and
\[ (\tau(M) \cdot Q_x)(\rho(n)) = (P_n(0)^{-1}MP_n(0) \cdot Q_x)(\rho(n)), \quad \text{for all } n \in \mathbb{N}_0. \] (3.25)

Moreover $\tau$ is invertible and $\tau^{-1} : \tilde{M} \mapsto P_n(0)^{-1}MP_n(0)^{-1}$.

Proof. The first step in the proof consists in showing that the sequences $\tilde{G}_j$ given in (3.24) extend in a unique way to rational functions of $n$. Let $k \in \mathbb{N}_0$. By Lemma 3.19 and the relation (3.21), we get
\[ \sum_{j=1}^{s} \tilde{G}_j(n)\rho(n + j)^k = \sum_{i=0}^{k} \left[ \sum_{j=1}^{s} \tilde{G}_j(n)Q_i(\rho(n + j)^k) \right] M_i = \sum_{i=0}^{k} (Q_i \cdot \sigma(D))(\rho(n))M_i, \]
for all $n \in \mathbb{N}_{\geq t}$. In other words, for all $k \in \mathbb{N}_0$ we have
\[ \tilde{G}_{-t}(n)\rho(n - t)^k + \cdots + \tilde{G}_s(n)\rho(n + s)^k = R_k(n), \]
where $R_k(n)$ is a matrix valued function whose entries are rational in $n$. If we consider $k = 0, \ldots, s + t$, the previous equations give the linear system
\[ \left( \begin{array}{ccc} I & \rho(n - t) & \cdots & \rho(n - t)^{s+t} \\ \vdots & \vdots & \ddots & \vdots \\ I & \rho(n + s) & \cdots & \rho(n + s)^{s+t} \end{array} \right) = \left( \begin{array}{c} R_0(n) \\ \vdots \\ R_{s+t}(n) \end{array} \right), \] (3.26)
for all $n \in \mathbb{N}_{\geq t}$. Since the block Vandermonde matrix in (3.24) is invertible by Condition 3.20, with $\nu = n - t$ and $x = s + t$, there exist uniquely determined $M_{N}(\mathbb{C})$-valued rational functions in $n$, which coincide with $\tilde{G}_{-t}, \ldots, \tilde{G}_s$ for all $n \in \mathbb{N}_{\geq t}$. We will also denote these functions as $\tilde{G}_{-t}, \ldots, \tilde{G}_s$. Moreover, these functions are unique with this property.

Now we introduce a difference operator $\tau(M) \in N^d_L$ in the following way:
\[ \tau(M) = \sum_{j=-t}^{s} \tilde{G}_j(n) \delta^j, \]
so that (3.24) gives
\[ (\tau(M) \cdot Q_x)(\rho(n)) = (Q_x \cdot \sigma(D))(\rho(n)), \quad \text{for all } x \in \mathbb{N}_0, n \in \mathbb{N}_{\geq t}. \]

Since for each fixed $x \in \mathbb{N}_0$, both $(\tau(M) \cdot Q_x)(\rho(n))$ and $(Q_x \cdot \sigma(D))(\rho(n))$ are rational functions of $n$ and coincide in $\mathbb{N}_{\geq t}$, we conclude that
\[ (\tau(M) \cdot Q_x)(\rho(n)) = (Q_x \cdot \sigma(D))(\rho(n)) \quad \text{for all } n \in \mathbb{C}, \]
so that $\tau(M) \in \mathcal{F}_R^d(Q)$ and $\sigma(D) \in \mathcal{F}_R^d(Q)$. For the second statement of the lemma we have for all $n \in \mathbb{N}_0$:

\[
(\tau(M) \cdot Q_x)(\rho(n)) = (Q_x \cdot \sigma(D))(\rho(n)) = P_n(0)^{-1}(P_n \cdot D)(x)\Upsilon(x)^{-1}
\]

\[
= P_n(0)^{-1}(M \cdot P_n)(x)\Upsilon(x)^{-1} = (P_n(0)^{-1}MP_n(0) \cdot Q_x)(\rho(n)),
\]

using Lemma 3.22 in the second equality. The expression of the inverse of $\tau$ is straightforward. \hfill \square

Finally, we shall denote $\hat{\mathcal{F}}_R^d(Q) = \tau(\hat{\mathcal{F}}_L(P))$, so that

\[
\hat{\mathcal{F}}_R^d(Q) = \sigma(\hat{\mathcal{F}}_R(P)), \quad \hat{\mathcal{F}}_L(P) = \psi^{-1}(\hat{\mathcal{F}}_R(P)), \quad \hat{\mathcal{F}}_L^d(Q) = \tau(\hat{\mathcal{F}}_L(P)).
\]

It is readily seen that $\tau : \hat{\mathcal{F}}_L(P) \to \hat{\mathcal{F}}_R^d(Q)$ and $\sigma : \hat{\mathcal{F}}_R(P) \to \hat{\mathcal{F}}_R^d(Q)$ are algebra isomorphisms.

**Theorem 3.22.** Let $P_n$ and $Q_n$ be dual families and let $\sigma$ and $\tau$ be as in Lemma 3.21 respectively, then the following diagram is commutative.

\[
\begin{array}{ccc}
\hat{\mathcal{F}}_L(P) & \xrightarrow{\psi} & \hat{\mathcal{F}}_R(P) \\
\downarrow & & \downarrow \\
\hat{\mathcal{F}}_L^d(Q) & \xleftarrow{\psi^d} & \hat{\mathcal{F}}_R^d(Q)
\end{array}
\]

**Proof.** The theorem follows directly from Lemma 3.21 For all $M \in \hat{\mathcal{F}}_L(P)$ we have $\tau(M) \cdot Q_x = Q_x \cdot \sigma(\psi(M))$. Then Lemma 3.11 implies that

$$
\tau(M) = \psi^d(\sigma(\psi(M))).
$$

This completes the proof. \hfill \square

The last result of this section relates the adjoint operators on the algebra $\hat{\mathcal{F}}_R(P)$ with respect to the matrix inner product $\langle \cdot, \cdot \rangle$ with the adjoint operators on the dual algebra $\hat{\mathcal{F}}_R^d(Q)$ with respect to the dual inner product $(\cdot, \cdot)^d$.

**Corollary 3.23.** Let $D \in \hat{\mathcal{F}}_R(P)$ and assume that there exists $D^\dagger \in \hat{\mathcal{F}}_R(P)$. Let $M = \psi^{-1}(D)$. Then

$$
\tau(M)^\dagger = \tau(M^\dagger), \quad \sigma(D)^\dagger = \sigma(D^\dagger).
$$

**Proof.** Since $D, D^\dagger \in \hat{\mathcal{F}}_R(P)$ we have that $M, M^\dagger \in \hat{\mathcal{F}}_L(P)$. Suppose $M = \sum_{j=-\ell}^{\ell} G_j(n)\delta^j$, and let $\tau(M) \in \hat{\mathcal{F}}_L^d(Q)$ as in Lemma 3.21. Then we have

\[
(\tau(M) \cdot Q_x, Q_y)^d = \sum_{n=0}^{\infty} \sum_{j=\max(-t,-n)}^{\min(s,r)} Q_x(\rho(n))^*U(n)Q_y(\rho(n))
\]

\[
\quad = \sum_{n=0}^{\infty} \sum_{j=\max(-t,-n)}^{\min(s,r)} Q_x(\rho(n+j))^*P_n(0)^*G_j(n)^*(P_n(0)^*)^{-1}U(n)Q_y(\rho(n))
\]

\[
\quad = \sum_{r=0}^{\infty} \sum_{j=-\ell}^{\ell} Q_x(\rho(r))^*U(r)P_r(0)^{-1}\mathcal{H}_{r-j}G_j^r(r-j)^*\mathcal{H}_{r-j}^{-1}P_r(0)^*Q_y(\rho(r))
\]

\[
\quad = \sum_{r=0}^{\infty} \sum_{j=-\ell}^{\ell} Q_x(\rho(r))^*U(r)(\tau(M^\dagger) \cdot Q_y)(\rho(r)) = \langle Q_x, \tau(M^\dagger) \cdot Q_y \rangle^d,
\]

where we have used the expression for the adjoint of $M$ in (2.19). This proves the first formula of the corollary. For the second formula we have

\[
(Q_x \cdot \sigma(D), Q_y)^d = (\tau(M) \cdot Q_x, Q_y)^d = (\tau(M^\dagger) \cdot Q_y)^d = (Q_x, \tau(M^\dagger) \cdot Q_y)^d = (Q_x, Q_y, \sigma(D^\dagger))^d,
\]

for all $x, y \in \mathbb{N}_0$. The proof of the corollary is now complete. \hfill \square

The rest of this paper is devoted to the construction of a suitable family of matrix orthogonal polynomials and their dual families.
4. Matrix valued Charlier polynomials

In this section we start with a weight matrix $W$ satisfying the simplest system of weak Pearson equations of the form (2.10), namely a single difference equation. We take $F_j(x) = \mathcal{A}^j, F_j(x)^* = x\mathcal{B}$, where $\mathcal{A}$ and $\mathcal{B}$ are invertible constant matrices, and we assume that $W$ satisfies

$$\mathcal{A} W(x-1) = W(x) \mathcal{B} x.$$  (4.1)

Iterating this equation we get

$$W(x) = \mathcal{A}^x W(0) \mathcal{B}^{-x}, \quad x \in \mathbb{N}_0.$$ (4.2)

Since $W$ is a weight matrix, it is positive definite by definition, although it is not direct from (4.2). However, we still do not make extra assumptions on $\mathcal{A}$ and $\mathcal{B}$. The operators $D$ and $D^\dagger$, introduced in equation (2.11) and Proposition 2.6, are now given by

$$P \cdot D(x) = P(x+1) \mathcal{A}, \quad P \cdot D^\dagger(x) = P(x-1) \mathcal{B}^* x.$$ (4.3)

The corresponding operators in the left Fourier algebra $\mathcal{F}_L(P)$ in Proposition 2.7 can now be written in terms of the square norms of the monic MVOP.

**Proposition 4.1.** Let $(P_n)_n$ be the sequence of monic orthogonal polynomials with respect to a positive definite weight $W$ of the form (4.2). Then the polynomials satisfy the following equations

$$P_n \cdot D = M \cdot P_n, \quad M = \mathcal{A} + \mathcal{H}_n \mathcal{B}^{-1} \mathcal{H}_n^{-1} \delta^{-1},$$ (4.4)

$$P_n \cdot D^\dagger = M^\dagger \cdot P_n, \quad M^\dagger = \mathcal{B}^* \delta + \mathcal{H}_n \mathcal{A}^* \mathcal{H}_n^{-1},$$ (4.5)

where $D$ and $D^\dagger$ are as in (4.3).

**Proof.** We are in the situation of Proposition 2.7 with $s = 0$ and $t = 1$. This means that we have ladder equations and that our left acting operators are of the form

$$M = G_0(n) + G_{-1}(n)\delta^{-1}, \quad M^\dagger = \mathcal{H}_n G_{-1}(n+1)^* \mathcal{H}_n^{-1} \delta + \mathcal{H}_n G_0(n)^* \mathcal{H}_n^{-1},$$

where $G_0(n) = \langle P_n \cdot D, P_n \rangle \mathcal{H}_n^{-1}$ and $G_{-1}(n) = \langle P_n \cdot D, P_{n-1} \rangle \mathcal{H}_n^{-1}$. These coefficients can be directly determined by looking at the leading coefficients in our ladder relations. Firstly, the $x^n$ coefficient of the relation $P_n \cdot D = M \cdot P_n$, gives us

$$G_0(n) = \mathcal{A}.$$

On the other hand, the $x^{n+1}$ coefficient of $P_n \cdot D^\dagger = M^\dagger \cdot P_n$ gives $\mathcal{B}^* = \mathcal{H}_n G_{-1}(n+1)^* \mathcal{H}_n^{-1}$ and so

$$G_{-1}(n) = \mathcal{H}_n \mathcal{B}^{-1} \mathcal{H}_n^{-1},$$

since the square norms are self adjoint matrices. \hfill $\square$

**Remark 4.2.** The equations (4.4), (4.5) can be written as

$$\psi(M) = D, \quad \psi(M^\dagger) = D^\dagger.$$

As a consequence the isomorphism of the Fourier algebras $\psi$ preserves the $\dagger$ operation in the subalgebra generated by $M, M^\dagger$ and $I$.

**Corollary 4.3.** Let $W$ be a matrix weight of the form (4.2) and let $(P_n)_n$ be the sequence monic orthogonal orthogonal polynomials. Then the three term recurrence coefficients $B_n$ are given by

$$B_n = (\mathcal{B}^*)^{-1} \mathcal{H}_n \mathcal{A}^* \mathcal{H}_n^{-1} + \mathcal{H}_n(\mathcal{A}^*)^{-1} \mathcal{H}_n^{-1} \mathcal{B}^*, \quad n \in \mathbb{N},$$ (4.6)

and

$$B_0 = (\mathcal{B}^*)^{-1} \mathcal{H}_0 \mathcal{A}^* \mathcal{H}_0^{-1}. $$ (4.7)

**Proof.** If we replace $x = 0$ in the ladder relation $P_n \cdot D^\dagger = M^\dagger \cdot P_n$ and use (4.5), we get

$$0 = P_{n+1}(0) + (\mathcal{B}^*)^{-1} \mathcal{H}_n \mathcal{A}^* \mathcal{H}_n^{-1} P_n(0).$$ (4.8)

Next we set $x = 0$ in the three term recurrence relation (2.6) for $n \geq 1$:

$$P_{n+1}(0) = -B_n P_n(0) - C_n P_{n-1}(0).$$
Eliminating $P_{n+1}(0)$ we get
\[ B_n = (B^*)^{-1}H_n A^* H_n^{-1} - H_n H_n^{-1} P_{n+1}(0) P_n(0)^{-1}, \]
and lastly using (4.8) again
\[ B_n = (B^*)^{-1}H_n A^* H_n^{-1} + H_n A^* H_n^{-1} B^*. \]
For $n = 0$ the three term recurrence gives us one term less. The corresponding expression is obtained in an analogous way. \(\Box\)

**Remark 4.4.** The matrix $P_n(0)$ is invertible for all $n \in \mathbb{N}_0$. This is trivially true for $P_0(0) = I$. For $n \geq 1$ it follows from (4.8) and the fact that $(B^*)^{-1}H_n A^* H_n^{-1}$ is invertible for all $n \geq 1$.

**Corollary 4.5.** The monic orthogonal polynomials $(P_n)_n$ with respect to a positive definite weight $W$ of the form (4.12), satisfy the following second order difference equation in $x$,
\[ P_n(x + 1) A + (H_n B A^* H_n^{-1} - x H_n B A^* H_n^{-1} - A) P_n(x) + x H_n B A^* H_n^{-1} (B^*)^{-1} P_n(x - 1) B^* = 0, \quad n \in \mathbb{N}. \quad (4.9) \]

**Remark 4.6.** Observe that (4.9) is a mixed relation. There appear matrices multiplying from the left and also from the right.

**Proof.** We start from the three term recurrence (2.6)
\[ x P_n(x) = P_{n+1}(x) + B_n P_n(x) + C_n P_{n-1}(x), \]
and eliminate $P_{n+1}$ and $P_{n-1}$ with the ladder relations of Proposition 4.1
\[ P_{n-1}(x) = H_{n-1} B^{-1} H_{n-1}^{-1} (P_n(x + 1) A - A) P_n(x), \]
\[ P_{n+1}(x) = (B^*)^{-1} (P_n(x - 1) B^* x - H_n A^* H_n^{-1} P_n(x)). \]
After replacing these expressions in the three term recurrence and multiplying by $H_n B A^* H_n^{-1}$ from the left, it becomes
\[ P_n(x + 1) A + (H_n B A^* H_n^{-1} (B_n - x - (B^*)^{-1}H_n A^* H_n^{-1} - A) P_n(x) + x H_n B A^* H_n^{-1} (B^*)^{-1} P_n(x - 1) B^* = 0. \]
We finally use the result of Corollary 4.5 and the equation simplifies to (4.9). \(\Box\)

### 4.1. Manifestly symmetric weight.
Now we consider the weight $W$ from (4.12) with the added restriction that $B = (a A^*)^{-1}$, for a positive scalar $a$. In this form we derive a second order recurrence in $n$ that only involves the square norms. Our weight then becomes
\[ W(x) = \frac{a^2}{x^2} W(0)(A^*)^2, \quad a > 0. \quad (4.10) \]
We will also from now on assume that $W(0)$ is positive definite so that every matrix $W(x)$ of the form (4.10) will be positive definite.

**Theorem 4.7.** Let $W$ be as in (4.10). Then the square norms of the monic orthogonal polynomials satisfy
\[ H_n = a^2 A^2 H_{n-1}(A^*)^2 - a^2 A H_{n-1} A^* H_{n-1}^{-1} A^* \]
\[ + a A H_{n-1} A^* + A H_{n-1}(A^*)^{-1} H_{n-2} A^* H_{n-1} A^* + a A H_0 A^*. \quad (4.11) \]
and
\[ H_1 = a^2 A^2 H_0 A^* (A^*)^2 - a^2 A H_0 A^* H_0^{-1} A^* H_0 A^* + a A H_0 A^*. \quad (4.12) \]

**Proof.** Keeping in mind that the operators in $x$ act from the right, we note that $[D, x] = -D$. Then by means of the isomorphism $\psi$ in (2.6) we get $[M, L] = -M$, recalling that $\psi^{-1}(x) = L$.
from (2.8). We introduce the notation \( \beta(n) = \frac{1}{a} H_n(\mathcal{A}^*)^{-1} H_{n-1}^{-1} \), and find by direct calculation that

\[
[M, \mathcal{L}] = (\beta(n) - \beta(n + 1) + [\mathcal{A}, B_n]) + (\beta(n)B_{n-1} - B_n, \beta(n) + [\mathcal{A}, C_n])\delta^{-1}
\]

\[
+ (\beta(n)C_{n-1} - C_n, \beta(n - 1))\delta^{-2}.
\] (4.13)

Now using (4.16) for \( n \geq 2 \) we get that the \( \delta^{-1} \) coefficient in the equation (4.13) is

\[
\mathcal{H}_n(\mathcal{A}^*)^{-1} H_{n-1}^{-1} \mathcal{A} \mathcal{H}_{n-1} \mathcal{A}^* H_{n-1}^{-1} + \frac{1}{a^2} \mathcal{H}_n(\mathcal{A}^*)^{-2} H_{n-2}^{-1} \mathcal{A}^-
\]

\[
- \frac{1}{a^2} \mathcal{H}_n(\mathcal{A}^*)^{-1} H_{n-1}^{-1} \mathcal{A} \mathcal{H}_{n-1} \mathcal{A}^* H_{n-1}^{-1} - \mathcal{H}_n \mathcal{H}_{n-1} \mathcal{A}, \quad n \in \mathbb{N}_{\geq 2},
\] (4.14)

and for \( n = 1 \) using (4.6) and (4.7) this coefficient is

\[
\mathcal{H}_1(\mathcal{A}^*)^{-1} H_0^{-1} \mathcal{A} \mathcal{H}_0 \mathcal{A}^* H_0^{-1} - \frac{1}{a^2} \mathcal{H}_1(\mathcal{A}^*)^{-1} H_0^{-1} \mathcal{A} \mathcal{H}_1(\mathcal{A}^*)^{-1} H_1^{-1} - \mathcal{H}_1 H_0^{-1} \mathcal{A}.
\] (4.15)

We now use \([M, \mathcal{L}] = -M\), to equate the expression in (4.14) to \( -\beta(n) \),

\[
\mathcal{H}_n(\mathcal{A}^*)^{-1} H_{n-1}^{-1} \mathcal{A} \mathcal{H}_{n-1} \mathcal{A}^* H_{n-1}^{-1} + \frac{1}{a^2} \mathcal{H}_n(\mathcal{A}^*)^{-2} H_{n-2}^{-1} \mathcal{A}^-
\]

\[
- \frac{1}{a^2} \mathcal{H}_n(\mathcal{A}^*)^{-1} H_{n-1}^{-1} \mathcal{A} \mathcal{H}_{n-1} \mathcal{A}^* H_{n-1}^{-1} - \frac{1}{a} \mathcal{H}_n(\mathcal{A}^*)^{-1} H_{n-1}^{-1}, \quad n \in \mathbb{N}_{\geq 2},
\] (4.16)

and (4.15) to \( -\beta(1) \),

\[
\mathcal{H}_1(\mathcal{A}^*)^{-1} H_0^{-1} \mathcal{A} \mathcal{H}_0 \mathcal{A}^* H_0^{-1} - \frac{1}{a^2} \mathcal{H}_1(\mathcal{A}^*)^{-1} H_0^{-1} \mathcal{A} \mathcal{H}_1(\mathcal{A}^*)^{-1} H_1^{-1} - \mathcal{H}_1 H_0^{-1} \mathcal{A}
\]

\[
= -\frac{1}{a} \mathcal{H}_1(\mathcal{A}^*)^{-1} H_0^{-1}.
\] (4.17)

We multiply (4.16) and (4.17) from the right by \( \mathcal{H}_{n-1} \) and \( \mathcal{H}_0 \) respectively, and from the left by \( a \mathcal{A}^* H_{n-1}^{-1} \) and \( a \mathcal{A}^* H_0^{-1} \). Then we obtain

\[
a \mathcal{H}_{n-1}^{-1} \mathcal{A} \mathcal{H}_{n-1} \mathcal{A}^* + \frac{1}{a} (\mathcal{A}^*)^{-1} H_{n-2}^{-1} H_{n-1}^{-1}
\]

\[
- a \mathcal{A}^* H_{n-1}^{-1} \mathcal{H}_{n-1}^{-1} - \frac{1}{a} H_{n-1}^{-1} \mathcal{A} \mathcal{H}_{n-1} \mathcal{A}^* H_{n-1}^{-1} = -I, \quad n \in \mathbb{N}_{\geq 2},
\]

and for \( n = 1 \)

\[
H_0^{-1} \mathcal{A} \mathcal{H}_0 \mathcal{A}^* - a \mathcal{A}^* H_0^{-1} \mathcal{A} \mathcal{H}_1(\mathcal{A}^*)^{-1} - I.
\]

Now we can isolate the square norm with the highest degree to get

\[
\mathcal{H}_n = a^2 \mathcal{A}^2 H_{n-1} (\mathcal{A}^*)^2 - a^2 \mathcal{A} \mathcal{H}_{n-1} \mathcal{A}^* H_{n-1}^{-1} \mathcal{A}^* + a \mathcal{A} \mathcal{H}_{n-1} \mathcal{A}^* + a \mathcal{H}_1 \mathcal{A}^*, \quad n \in \mathbb{N}_{\geq 2},
\]

and for \( n = 1 \)

\[
\mathcal{H}_1 = a^2 \mathcal{A}^2 H_0 \mathcal{A}^* (\mathcal{A}^*)^2 - a^2 \mathcal{A} \mathcal{H}_0 \mathcal{A}^* H_0^{-1} \mathcal{A} \mathcal{H}_1(\mathcal{A}^*)^{-1} + a \mathcal{A} \mathcal{H}_0 \mathcal{A}^*.
\]

This completes the proof of the theorem.

\[\Box\]

**Remark 4.8.** As a brief sanity check we can consider what the previous result reduces to in the scalar case. We then have \( \mathcal{A} = 1 \) and the equations (4.11) and (4.12) become

\[
\mathcal{H}_n = H_{n-1}^{-1} H_{n-1} + a H_{n-1}, \quad \mathcal{H}_1 = a H_0.
\]

It is easily checked that the square norms for the monic scalar Charlier polynomials \( \mathcal{H}_n = n!a^a e^a \) satisfy this.
Remark 4.9. The manifestly symmetric weight \( \delta = \delta \) also allows us to simplify the difference equation in \( x \) for the \( P_n \) in Corollary 4.8
\[
P_n(x + 1)\mathcal{A} + \left( \frac{1}{a^2} H_n(\mathcal{A}^*)^{-2} H_{n-1}^{-1} \mathcal{A}^{-1} - \frac{x}{a} H_n(\mathcal{A}^*)^{-1} H_{n-1}^{-1} - \mathcal{A} \right) P_n(x)
+ \frac{x}{a} H_n(\mathcal{A}^*)^{-1} H_{n-1}^{-1} \mathcal{A} P_n(x-1) \mathcal{A}^{-1} = 0. \tag{4.18}
\]
If we then consider the corresponding recursion in \( x \) for \( P_n(x) \mathcal{A}^x \), we would get a recursion with coefficients multiplying the \( P_n \) only from the left. But we will save this for Section 7 where we will be able to make more simplifications.

5. A one parameter family of matrix Charlier polynomials

In this section we specialize the weight matrix in (4.10). This will allow us to give a explicit expression for the 0-th norm which by Theorem 4.7 determines all square norms. The choice is motivated by previous works on Gegenbauer, Laguerre and Hermite type matrix valued orthogonal polynomials \[1, 31, 35\].

Let \( \lambda \in \mathbb{N}_0 \) and let \( A, T(\lambda) \) be constant matrices defined by
\[
A_{j,k} = \begin{cases} 
\frac{\mu_j}{\mu_{j-1}}, & j = k + 1 \\
0, & j \neq k + 1
\end{cases}, \quad T(\lambda) = \text{diag}(\delta^{(\lambda)}_1, \ldots, \delta^{(\lambda)}_N),
\]
with \( \delta^{(\lambda)}_j > 0 \) and \( \mu_j > 0 \). We let \( \mathcal{A} = (A + I) \) and \( W(0) = (I + A)^\lambda T(\lambda)(I + A^*)^\lambda \) in (4.10) so that we have a family of weight matrices
\[
W^{(\lambda)}(x) = \frac{a^x}{x!} (I + A)^{x+\lambda} T^{(\lambda)}(I + A^*)^{x+\lambda}, \quad a > 0. \tag{5.1}
\]
The family is parametrized by \( \lambda \in \mathbb{N}_0 \), and fits in the framework of Section 2.5. However, the parameter \( \lambda \) will only start playing a relevant role in the next section. The corresponding inner-product will be denoted by \( \langle \cdot, \cdot \rangle^{(\lambda)} \) as in (2.14).

We are now able to explicitly calculate the 0-th square norm \( \mathcal{H}_0^{(\lambda)} \) and find a LDU factorization for all the square norms, though the diagonal matrix factor can not yet be determined explicitly. Before we do this we should introduce a unipotent lower triangular matrix polynomial that will be very useful in what follows.

5.1. Properties of the matrix \( L \). We first recall some standard facts about the scalar Charlier polynomials, see for instance \[15, 42\]. The most basic ones are their hypergeometric representation (12), the orthogonality relations (1), and the generating function
\[
é^x \left( 1 - \frac{t}{a} \right)^x = \sum_{n=0}^{\infty} c_n^{(a)}(x) \frac{t^n}{n!}, \quad |t| < |a|. \tag{5.2}
\]
We will also need the forward and backward shift equations respectively
\[
c_n^{(a)}(x+1) = c_n^{(a)}(x) - \frac{n}{a} c_{n-1}^{(a)}(x), \quad c_n^{(a)}(x) = c_n^{(a)}(x) - \frac{x}{a} c_{n-1}^{(a)}(x) - 1, \tag{5.3}
\]
and the second order difference equation in \( x \)
\[
a c_n^{(a)}(x+1) - (x + a) c_n^{(a)}(x) + x c_n^{(a)}(x - 1) = -n c_n^{(a)}(x). \tag{5.4}
\]
We will also need a slightly less standard result.

Proposition 5.1. For \( a \neq 0 \) the scalar Charlier polynomials satisfy the following convolution
\[
\sum_{m=0}^{n} (-1)^m c_{n-m}^{(a)}(x) c_{m}^{(-a)}(-x) = \delta_{n,0}.
\]
\(^2\)Most quantities will now depend on this new parameter \( \lambda \).
Remark 5.3. By (4) of Lemma 5.2 we have that
\[ e^{-t} \left( 1 - \frac{t}{a} \right)^{-x} = \sum_{m=0}^{\infty} (-1)^m \frac{c_m}{m!} (x) \frac{(-x)_m}{m!}, \]
and multiply it by the ordinary generating function to get 1. So then we have
\[ 1 = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} (-1)^n \frac{c_n}{n!} \frac{(-x)_m}{m!} t^{n+m}. \]
We then change summation variables \( s = n + m \)
\[ 1 = \sum_{s=0}^{\infty} \sum_{m=0}^{s} (-1)^m \frac{c_{s-m}}{(s-m)!} \frac{(-x)_m}{m!} t^{s}, \]
and see that the coefficients of all positive powers of \( t \) must vanish, giving the desired result. \( \square \)

Proof. It is clear that the sum equals 1 for \( n = 0 \). For \( n \geq 1 \) we take a copy of the generating function in (5.2) but with the signs changed of \( t, x \) and \( a \)
\[ e^{-t} \left( 1 - \frac{t}{a} \right)^{-x} = \sum_{m=0}^{\infty} (-1)^m \frac{c_m}{m!} (x) \frac{(-x)_m}{m!}, \]
and multiply it by the ordinary generating function to get 1. So then we have
\[ 1 = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} (-1)^n \frac{c_n}{n!} \frac{(-x)_m}{m!} t^{n+m}. \]
We then change summation variables \( s = n + m \)
\[ 1 = \sum_{s=0}^{\infty} \sum_{m=0}^{s} (-1)^m \frac{c_{s-m}}{(s-m)!} \frac{(-x)_m}{m!} t^{s}, \]
and see that the coefficients of all positive powers of \( t \) must vanish, giving the desired result. \( \square \)

Proof. (1) and (3) follow immediately from the definition. (2) follows from the forward shift equation (5.3) and (4) follows from (2) by iteration. \( \square \)

Remark 5.3. By (4) of Lemma 5.2 we have that \( L(x + \lambda) = (I + A)\lambda L(x) \). Therefore we can rewrite the weight matrix (5.3) as:
\[ W^{(\lambda)}(x) = \frac{a^x}{x!} L_0^{-1} L(x + \lambda) T^{(\lambda)} L(x + \lambda)^* (L_0^*)^{-1} \]
\[ = \frac{a^x}{x!} L_0^{-1} (I + A)^\lambda L(x) T^{(\lambda)} L(x)^* (I + A^*)^\lambda (L_0^*)^{-1}. \]
The proof of the following result is analogous to the work \( \cite{7} \) involving Jacobi polynomials.

Lemma 5.4. The inverse of \( L \) is the lower triangular matrix
\[ L(x)^{-1} = \frac{\mu_k}{\mu_k} a^{j-k} (a)_{j-k} \frac{(x)}{(j-k)!}, \quad j \geq k, \quad L(x)^{-1} = 0, \quad j < k. \]

Proof. Let us denote the matrix in the statement of the lemma by \( K(x) \). Now we observe that all the entries above the main diagonal of \( L(x)K(x) \) are immediately 0 by definition. So we are left with \( (L(x)K(x))_{j,k} \) for \( j \geq k \) which is given by
\[ \sum_{\ell=k}^{j} \frac{\mu_j}{\mu_k} a^{j-k} (a)_{j-k} \frac{(x)}{(j-k)!} \frac{(-x)}{(\ell-k)!} = (-1)^{j-k} a^{j-k} \frac{\mu_j}{\mu_k} \sum_{\ell=k}^{j} (-1)^{\ell-k} (a)_{\ell} (x) (a)_{j-k} \frac{(-x)}{(j-k)!} (\ell-k)! \]
If we shift the summation index in the last equation, we get the sum as in Proposition 5.1 so it will give 1 if \( j = k \) and 0 if not. This completes the proof. \( \square \)
The inverse of $L$ has a similar structure and involves Charlier polynomials with negative parameters. This feature is compatible with the previous results [31, 35]. For the matrix $L$ considered in this paper, this is essentially a consequence of the generating functions of the scalar Charlier polynomials, as in the Laguerre and Hermite cases [31, 35].

We conclude this subsection by introducing another useful matrix $J = \text{diag}(1, \ldots, N)$.

**Lemma 5.5.** $J$ satisfies the following equations, for $k \in \mathbb{Z}$.

1. $[J, A] = A$
2. $[J, (I + A)^k] = kA(I + A)^{k-1} - k(I + A)^k - kI$
3. $[J, L(x)] = xA(I + A)^{-1}L(x) - aAL(x)$.
4. $(I + A)^{k}J(I + A)^{-k} = J - kA(I + A)^{-1}$.

**Proof.** (1) follows immediately from the definition. (2) follows from iterating (1) and the fact that $A(I + A)^{-1} = I - (I + A)^{-1}$. For (3) we can use the backward shift equation in (5.3) to show that 

\[ [J, L(x)] = -aAL(x) - aAL(x - 1), \]

and then the result follows from Lemma 5.4. Lastly (4) follows from (2) and (5) from (3).

□

5.2. LDU decomposition of the norm. In this subsection we find a LDU decomposition for the square norms $H_n^{(\lambda)}$. For this we first need to find an expression for 0-th square norm. The expression of the matrix $L$ in terms of the scalar Charlier polynomials plays a fundamental role in this proof. Then we use the nonlinear recurrence relation in Theorem 4.7 to extend this decomposition to all $H_n^{(\lambda)}$.

**Proposition 5.6.** The 0-th moment of the weight in (5.1), has the following LDU factorization

\[ H_0^{(\lambda)} = L_0^{-1}(I + A)^{\lambda}D_0^{(\lambda)}(I + A^*)^{\lambda}(L_0^*)^{-1}, \]

\[ (D_0)_{j,j} = \mu_j^2 a^j e^{\alpha_j} \sum_{\ell=1}^{\infty} \delta_\ell (j - \ell)! \] (5.7)

**Proof.** By Remark 5.3, we have that

\[ H_0^{(\lambda)} = \sum_{x=0}^{\infty} W^{(\lambda)}(x) = L_0^{-1}(I + A)^{\lambda} \left( \sum_{x=0}^{\infty} a^x L(x) T^{(\lambda)}(x)^* \right) (I + A^*)^{\lambda}(L_0^*)^{-1}, \]

\[ (D_0)_{j,k} = \sum_{x=0}^{\infty} a^x \sum_{\ell=1}^{\infty} \delta_\ell \frac{c_{j-\ell}(x)}{\mu_\ell} c_{k-\ell}(x) \] (5.8)

which gives (5.6) by taking $D_0^{(\lambda)}$ as the inner sum in (5.8). We can now take advantage of the orthogonality relations of the scalar Charlier polynomials. Entrywise we have

\[ (D_0^{(\lambda)})_{j,k} = \sum_{x=0}^{\infty} a^x \sum_{\ell=1}^{\infty} \delta_\ell \frac{c_{j-\ell}(x)}{\mu_\ell} c_{k-\ell}(x) \]

\[ = \sum_{\ell=1}^{\min(j,k)} \frac{\mu_\ell}{\mu_{j-\ell}} \frac{\delta_\ell}{(j - \ell)!} \frac{c_{j-\ell}(x)}{\mu_{k-\ell}} \frac{c_{k-\ell}(x)}{\mu_{k-\ell}} \sum_{x=0}^{\infty} \frac{a^x}{x!} c_{j-\ell}(x) c_{k-\ell}(x) \]

\[ = \delta_{jk} \sum_{\ell=1}^{\min(j,k)} \frac{\mu_\ell}{\mu_{j-\ell}} \frac{\delta_\ell}{(j - \ell)!} \]

In the last equality we use the orthogonality relations (4.1).

□

**Corollary 5.7.** The square norm of the monic orthogonal polynomials ($P_n^{(\lambda)}$) with respect to the weight (5.1), has the following LDU decomposition

\[ H_n^{(\lambda)} = L_n^{-1}(I + A)^{n+\lambda}D_0^{(\lambda)}(I + A^*)^{n+\lambda}(L_0^*)^{-1}, \]
for some positive definite diagonal matrix $D_n^{(\lambda)}$ that satisfies the recurrence
\[ D_n^{(\lambda)} = a^2 A D_{n-1}^{(\lambda)} A^* - a^2 D_{n-1}^{(\lambda)} A^* D_{n-2}^{(\lambda)} + a D_{n-1}^{(\lambda)} + D_{n-2}^{(\lambda)} - D_{n-1}^{(\lambda)}, \quad n \in \mathbb{N}_2, \tag{5.9} \]
and
\[ D_1^{(\lambda)} = a^2 A D_0^{(\lambda)} A^* - a^2 D_0^{(\lambda)} A^* D_0^{(\lambda)} + a D_0^{(\lambda)}. \tag{5.10} \]

**Proof.** We start by defining
\[ D_n^{(\lambda)} = L_0(I + A)^{-n-\lambda} H_n^{(\lambda)}(I + A^*)^{-n-\lambda} L_0^*, \]
and now prove that these are diagonal by induction. To do this we will first show they satisfy the recursion in $n$ given in (5.9) and (5.10). For $n = 1$ we use the $n = 1$ result in Theorem 4.7 to get
\[ L_0(I + A)^{-\lambda-1} H_1^{(\lambda)}(I + A^*)^{-\lambda-1} L_0^* = a^2 I + A) D_1^{(\lambda)}(I + A^*) - a^2 D_0^{(\lambda)}(I + A^*) D_0^{(\lambda)-1} (I + A) D_0^{(\lambda)} + a D_0^{(\lambda)}. \]

When we expand the $(I + A)$ we get (5.10). Similarly for $n \geq 2$ we use Theorem 4.7 to show that
\[ L_0(I + A)^{-\lambda-n} H_n^{(\lambda)}(I + A^*)^{-\lambda-n} L_0^* = a^2 (I + A) D_n^{(\lambda)}(I + A^*) - a^2 D_{n-1}^{(\lambda)}(I + A^*) D_{n-2}^{(\lambda)} + a D_{n-1}^{(\lambda)} \]
and we need to expand the $(I + A)$ out again to get (5.9).

We already showed that $D_n^{(\lambda)}$ is diagonal in Proposition 5.6. Because of the subdiagonal form of $A$ it then follows from (5.10) that $D_1^{(\lambda)}$ is also diagonal. The same reasoning holds for $n \geq 2$ and (5.9). This completes the proof. \(\square\)

### 5.3. Second order difference equation

In this subsection we give a second order difference operator that has the polynomials $P_n^{(\lambda)}$ as eigenfunctions. We observe that the operators $D$ and $D^\dagger$ have a more specific form due to the more specific weight (5.1):
\[ D = \eta(I + A), \quad D^\dagger = \eta^{-1} \frac{x}{a} (I + A)^{-1}. \tag{5.11} \]

The operator $D + D^\dagger \in \mathcal{F}_R(P)$ is a self-adjoint operator. It is a well known fact, see [1], that a self-adjoint second order difference operator that preserves the degree of polynomials, has the corresponding sequence of matrix orthogonal polynomials as eigenfunctions. However, it follows from (5.11) that $D + D^\dagger$ does not preserves the degree of the polynomials. Keeping this in mind, we construct a second self-adjoint operator in the following sense.

**Proposition 5.8.** Let the weight $W^{(\lambda)}$ be as in (5.1). Then the operator
\[ \mathcal{J}^{(\lambda)} = J + (x + \lambda)(I + A)^{-1}, \tag{5.12} \]
is a self-adjoint operator with respect to $\langle \cdot, \cdot \rangle^{(\lambda)}$ i.e.
\[ \langle P, \mathcal{J}^{(\lambda)} Q \rangle^{(\lambda)} = (P, Q \cdot \mathcal{J}^{(\lambda)})^{(\lambda)} \]
for all matrix polynomials $P$ and $Q$.

**Proof.** We pull $J$ through the weight by using Lemma 5.5
\[ JW^{(\lambda)}(x) = J(I + A)^{x+\lambda}T^{(\lambda)}(I + A^*)^{x+\lambda} = (I + A)^{x+\lambda}J(I + A^*)^{x+\lambda} + (x + \lambda)W^{(\lambda)}(x) - (x + \lambda)(I + A)^{-1}W^{(\lambda)}(x) = W^{(\lambda)}(x)J - (x + \lambda)(I + A)^{-1}W^{(\lambda)}(x) + W^{(\lambda)}(x)(x + \lambda)(I + A^*)^{-1}. \]

This amounts to $\mathcal{J}^{(\lambda)}(x)W^{(\lambda)}(x) = W^{(\lambda)}(x)\mathcal{J}^{(\lambda)}(x)^{\ast}$, which is a weak Pearson equation (2.6) for $\ell = m = 0$, and $F_0(x) = F_0(x) = \mathcal{J}^{(\lambda)}(x)$. Therefore Proposition 2.6 implies that $\mathcal{J}^{(\lambda)}$ is a self-adjoint operator. \(\square\)

**Remark 5.9.** $\mathcal{J}^{(\lambda)}$ is an operator of order zero as described in Definition 2.3. Throughout this paper we will denote $\mathcal{J}^{(\lambda)}$ for this operator. We will however also denote by $\mathcal{J}^{(\lambda)}(x) \in M_N(C)[x]$ the matrix valued polynomial which is $\mathcal{J}^{(\lambda)}$'s only coefficient.
In the proof of Proposition 5.8 we found the weak Pearson equation
\[ J^{(\lambda)}(x)W^{(\lambda)}(x) = W^{(\lambda)}(x)\mathcal{J}^{(\lambda)}(x)^*. \]
As in Proposition 5.4 this implies that \( \mathcal{J}^{(\lambda)} \in \mathcal{F}_R(P) \). It is also clear from the definition that \( \mathcal{J}^{(\lambda)} \) does not preserve the degree of polynomials. This motivates the consideration of the following self-adjoint second order difference operator
\[ \mathfrak{D}^{(\lambda)} = aD - \mathcal{J}^{(\lambda)} + aD^\dagger \]
\[ = \eta a(I + A) - J - (x + \lambda)(I + A)^{-1} + \eta^{-1}x(I + A)^{-1}, \tag{5.13} \]
because the terms that raise the degree of the polynomials cancel.

**Theorem 5.10.** The monic MVOP orthogonal with respect to \( W^{(\lambda)} \) in \( \text{(5.1)} \) satisfy the following recursion in \( x \)
\[ P_n^{(\lambda)} \cdot \mathcal{D}^{(\lambda)} = \Gamma_n^{(\lambda)} P_n^{(\lambda)}, \quad \Gamma_n^{(\lambda)} = a(I + A) - J - (n + \lambda)(I + A)^{-1}. \tag{5.14} \]

**Proof.** It follows from the fact that \( \mathfrak{D}^{(\lambda)} \) is self-adjoint and preserves the degree of polynomials, that it has the \( P_n^{(\lambda)} \) as eigenfunctions \( \text{[4]} \). We can then find the eigenvalue \( \Gamma_n^{(\lambda)} \) by looking at the leading coefficient of the equation.
\[ P_n^{(\lambda)} \cdot \mathcal{D}^{(\lambda)}(x) = P_{n+1}^{(\lambda)}(x+1)a(I + A) - P_n^{(\lambda)}(x)J - P_n^{(\lambda)}(x)x(I + A)^{-1} \]
\[ = (a(I + A) - J - \lambda(I + A)^{-1} - n(I + A)^{-1})x^n + \cdots \]
This completes the proof of the theorem. \( \square \)

**Remark 5.11.** The matrix weight \( W^{(\lambda)} \) is closely related to one of the examples in \( \text{[4]} \). If we set \( \lambda = 0 \) and consider an upper triangular matrix \( A \) we can identify the differential operator \( \mathfrak{D}^{(0)}(x) \) with that in \( \text{[4]} \).

**Remark 5.12.** From the previous theorem it is easy to apply
\[ \psi^{-1}(\mathcal{J}^{(\lambda)}) = a\psi^{-1}(D) + a\psi^{-1}(D^\dagger) - \psi^{-1}(\mathfrak{D}^{(\lambda)}) = aM + aM^\dagger - \Gamma_n^{(\lambda)} \]
\[ = (I + A)^{-1}\delta + \left( J + (n + \lambda)(I + A)^{-1} + aH_n^{(\lambda)}(I + A^\dagger)H_n^{(\lambda)-1}\right) \]
\[ + H_n^{(\lambda)}(I + A^\dagger)^{-1}H_n^{(\lambda)-1}\delta^{-1}. \]
In Sections \( \text{[3]} \) and \( \text{[9]} \) we will see that the equation \( \psi^{-1}(\mathcal{J}^{(\lambda)}) \cdot P_n = P_n \cdot \mathcal{J}^{(\lambda)} \) will function as an alternative three-term recurrence relation.

### 5.4. The entries of the matrix Charlier polynomials.

In this subsection we write the entries of the monic polynomials \( (P_n^{(\lambda)})_n \) explicitly in terms of the scalar Charlier polynomials. The expression involves certain coefficients which will be described in detail in Section \( \text{[7]} \). Firstly we define an auxiliary matrix polynomial
\[ R_n^{(\lambda)}(x) = L_0(I + A)^{-n-\lambda}P_n^{(\lambda)}(x)(I + A)^{\lambda+z}, \]
for which the corresponding equation to \( \text{(5.14)} \) is diagonal. Note that since \( A \) is a nilpotent matrix, \( R_n^{(\lambda)} \) is a polynomial in \( x \).

**Proposition 5.13.** The entries of \( R_n^{(\lambda)}(x) \) are given by
\[ \left( R_n^{(\lambda)}(x) \right)_{j,k} = \xi_{j,k,n}^{(\lambda)}(a)(x), \quad n + j - k \geq 0, \tag{5.15} \]
and equal to 0 when \( n + j - k < 0 \). The \( \xi_{j,k,n}^{(\lambda)} \) are independent of \( x \).

**Proof.** Using Lemma \( \text{[25]} \) one can show that \( \text{(5.14)} \) for this new quantity becomes
\[ R_n^{(\lambda)}(x)(\eta aI - (J + (x + \lambda)I) + \eta^{-1}xI) = ((a - n - \lambda)I - J)R_n^{(\lambda)}(x). \]
The entries of the monic MVOP are given by
\[ a \left( R_n^{(\lambda)}(x + 1) \right)_{j,k} - (x + a) \left( R_n^{(\lambda)}(x) \right)_{j,k} + x \left( R_n^{(\lambda)}(x - 1) \right)_{j,k} = -(n + j - k) \left( R_n^{(\lambda)}(x) \right)_{j,k}. \]

This is exactly the difference equation (5.4) satisfied by scalar Charlier polynomials \( c_{n+j-k}^{(a)}(x) \) and, since \( R_n^{(\lambda)} \) is a polynomial in \( x \), this determines the \( x \)-dependence of the entries up to a constant multiple that we denote \( \xi_{j,k,n}^{(\lambda)} \).

In Section 6 we will be able to determine the \( \xi_{j,k,n}^{(\lambda)} \) and will therefore have explicit expressions for the \( P_n^{(\lambda)} \) as given in the following Corollary.

**Corollary 5.14.** The entries of the monic MVOP are given by
\[
\left( P_n^{(\lambda)}(x) \right)_{j,k} = \sum_{t=1}^{j} \sum_{s=1}^{(n+\ell)} \sum_{s=1}^{n} \mu_j \mu_s \left( -1 \right)^{s-k} a^{i+s-\ell-k} \xi_{s,n}^{(\lambda)} \left( \ell, s, n \right) \left( n+\ell \right)_{n+s-k}^{(a)} \lambda^{-a} \left( n+\ell-s \right) \left( x \right)^{-(a)} \left( \lambda \right)^{x-\lambda},
\]
where \( (n+\ell) \wedge N \) denotes \( \min((n+\ell), N) \).

**Proof.** To have all the \( x \)-dependence in terms of scalar Charlier polynomials, we multiply with \( L_0^{-1} L_0 \) from the right. So then
\[
P_n^{(\lambda)}(x) = L(-n - \lambda)^{-1} R_n^{(\lambda)}(x) L(x + \lambda)^{-1} L_0.
\]
Then we only need to collect all the separate matrix entries from (5.5), (5.15) and Lemma 5.4.

**Remark 5.15.** The factors of \( L^{-1} \) are responsible for the scalar Charlier polynomials with non-standard parameter values \( c^{(-\alpha)} \). Something similar happens with the MVOP matrix entries in a Hermite-type [31, Theorem 3.13] and Gegenbauer-type [34, Theorem 3.4] case. In those cases the analogous expressions for (5.16) do not have the \( n \)-dependent factor on the left, but do have the \( x \)-dependent factor on the right.

6. Shift operators and recurrence relations for the matrix valued Charlier polynomials

The goal of this section is to construct a one parameter family of matrix weights \( W_n^{(\lambda)} \) for \( \lambda \in \mathbb{V} = \mathbb{N}_0 \) in such a way that the strong Pearson equation (2.15) holds true. As a consequence, we obtain a one parameter family of matrix weights with explicit shift operators, whose square norms and three-term recurrence relations are given explicitly. These results will be the main ingredient of Section 8 where we describe the entries of \( P_n^{(\lambda)} \) terms of the scalar Charlier polynomials and the dual Hahn polynomials. For this we need to impose conditions on the parameters \( \mu_i \) and \( \delta_i^{(\lambda)} \).

We assume that there exist real numbers \( d^{(\lambda)} \neq 0 \) and \( c^{(\lambda)} \) such that:
\[
\frac{\delta_i^{(\lambda+1)}}{\delta_i^{(\lambda)}} - \frac{\delta_{i+1}^{(\lambda+1)}}{\delta_{i+1}^{(\lambda)}} = -\frac{d^{(\lambda)} a}{2}, \quad i = 1, \cdots, N - 1,
\]
\[
\frac{\mu_i^2}{\mu_{i-1}^2} \frac{\delta_{i-1}^{(\lambda+1)}}{\delta_{i-1}^{(\lambda)}} - \frac{\mu_{i+1}^2}{\mu_i^2} \frac{\delta_{i+1}^{(\lambda+1)}}{\delta_{i+1}^{(\lambda)}} = d^{(\lambda)} i + c^{(\lambda)}, \quad i = 1, \cdots, N.
\]
Similar nonlinear equations were obtained in the case of Hermite and Laguerre type matrix orthogonal polynomials, see [31, 35].

6.1. Shift operators. In this subsection we establish sufficient conditions for the hypotheses of the Theorem 2.8 and we therefore obtain explicit shift operators for the family of matrix weights \( W_n^{(\lambda)} \). We first need the following remark.
Remark 6.1. For any \( M \in \mathbb{C}^{N \times N} \) we have
\[
(\lambda^N + I)^{-x}M(\lambda^N + I)^x \cdot \Delta = (\lambda^N + I)^{-x-1}M(\lambda^N + I)^{x+1} - (\lambda^N + I)^{-x}M(\lambda^N + I)^x \\
= (\lambda^N + I)^{-x-1}[M, \lambda^N](\lambda^N + I)^x.
\]
(6.3)

If \( P(x) = A_2x^2 + A_1x + A_0 \) is a matrix polynomial of degree two, then
\[
A_2 = \frac{1}{2}(P \cdot \Delta^2)(x), \quad A_1 = (P \cdot \Delta)(0) - A_2.
\]

Theorem 6.2. Let \( W \) be a matrix weight as in (5.1) such that (5.1), (5.2) are satisfied. Let \( \Phi^{(\lambda)} \) and \( \Psi^{(\lambda)} \) be given by
\[
\Phi^{(\lambda)}(x) = W^{(\lambda)}(x)^{-1}W^{(\lambda+1)}(x), \quad \Psi^{(\lambda)}(x) = W^{(\lambda)}(x)^{-1}(W^{(\lambda+1)} \cdot \Delta)(x - 1).
\]

Then \( \Phi^{(\lambda)} \) is a matrix polynomial of degree at most two and \( \Psi^{(\lambda)} \) is a matrix polynomial of degree at most one. Moreover, we have
\[
\Phi^{(\lambda)}(x) = x^2\mathcal{K}_2^{(\lambda)} + x\mathcal{K}_1^{(\lambda)} + \mathcal{K}_0^{(\lambda)}, \quad \Psi^{(\lambda)}(x) = x\mathcal{J}_1^{(\lambda)} + \mathcal{J}_0^{(\lambda)},
\]
where
\[
\mathcal{K}_2^{(\lambda)} = -\frac{d^{(\lambda)}}{2}A^*(\lambda^N + I)^{-1}, \quad \mathcal{K}_1^{(\lambda)} = \frac{d^{(\lambda)}}{2}(2J - aA^* - (2\lambda + 1)A^*(\lambda^N + I)^{-1}) + c^{(\lambda)},
\]
\[
\mathcal{K}_0^{(\lambda)} = (\lambda^N + I)^{-\lambda}(T^{(\lambda)})^{-1}(A^N + I)T^{(\lambda+1)}(\lambda^N + I)^{\lambda+1},
\]
\[
\mathcal{J}_1^{(\lambda)} = \mathcal{K}_2^{(\lambda)} + \mathcal{K}_1^{(\lambda)} - \frac{1}{a}(\lambda^N + I)^{-\lambda-1}(T^{(\lambda)})^{-1}T^{(\lambda+1)}(\lambda^N + I)^{\lambda+1}, \quad \mathcal{J}_0^{(\lambda)} = \mathcal{K}_0^{(\lambda)}.
\]

Proof. We divide the proof in three parts.

Part 1: First we prove that \( \Phi^{(\lambda)} \) is a polynomial of degree at most two. We have
\[
\Phi^{(\lambda)}(x) = (W^{(\lambda)}(x))^{-1}W^{(\lambda+1)}(x) = (\lambda^N + I)^{-x-\lambda}(T^{(\lambda)})^{-1}(A^N + I)T^{(\lambda+1)}(\lambda^N + I)^{x+\lambda+1}.
\]
(6.4)

Therefore, \( \Phi^{(\lambda)} \) is a matrix polynomial. We write
\[
M^{(\lambda)} = M_1^{(\lambda)} + M_2^{(\lambda)}, \quad M_1^{(\lambda)} = (T^{(\lambda)})^{-1}AT^{(\lambda+1)}, \quad M_2^{(\lambda)} = (T^{(\lambda)})^{-1}T^{(\lambda+1)},
\]
so that
\[
\Phi^{(\lambda)}(x) = (\lambda^N + I)^{-x-\lambda}M^{(\lambda)}(\lambda^N + I)^{x+\lambda+1}.
\]
(6.5)

Since \( \Phi^{(\lambda)} \) is a polynomial, is enough to check that \( \Phi^{(\lambda)}, \Delta^2 \) is a constant. If we apply the operator \( \Delta \) to (6.3), by (6.3) we get
\[
(\Phi^{(\lambda)}, \Delta)(x) = (\lambda^N + I)^{-x-\lambda-1}[M^{(\lambda)}, \lambda^N](\lambda^N + I)^{x+\lambda+1}.
\]
(6.6)

Applying the operator \( \Delta \) and (6.3) again, we get
\[
(\Phi^{(\lambda)}, \Delta^2)(x) = (\lambda^N + I)^{-x-\lambda-2}[M^{(\lambda)}, A^N](\lambda^N + I)^{x+\lambda+1}.
\]
(6.7)

Using the nonlinear relations (6.1) we obtain
\[
[M_1^{(\lambda)}, A^N] = d^{(\lambda)}J + c^{(\lambda)}, \quad [M_2^{(\lambda)}, A^N] = -\frac{d^{(\lambda)}}{2}A^N.
\]
(6.8)

Therefore
\[
[[M^{(\lambda)}, A^N], A^N] = d^{(\lambda)}[J, A^N] = -d^{(\lambda)}A^N,
\]
so that (6.7) becomes
\[
(\Phi^{(\lambda)}, \Delta^2)(x) = -d^{(\lambda)}A^N(\lambda^N + I)^{-1}.
\]
(6.9)

As a conclusion, we get that \( \Phi^{(\lambda)} \) is a polynomial of degree less or equal than two.

Part 2: Now we prove that \( \Psi^{(\lambda)} \) is a polynomial of degree at most one. Using the definitions of \( W^{(\lambda)}, \Phi^{(\lambda)} \) and \( M_2^{(\lambda)} \) we obtain
\[
\Psi^{(\lambda)}(x) = (W^{(\lambda)}(x))^{-1}(W^{(\lambda+1)} \cdot \Delta)(x - 1) = \Phi^{(\lambda)}(x) - \frac{x}{a}(\lambda^N + I)^{-x-\lambda}M_2^{(\lambda)}(\lambda^N + I)^{x+\lambda}.
\]
(6.10)
Therefore, $\Psi^{(\lambda)}$ is a matrix polynomial. In order to prove that the degree of $\Psi^{(\lambda)}$ is at most one, we will show that $\Psi^{(\lambda)} \cdot \Delta^2 = 0$. By the Leibniz rule (2.2) for $\Delta$ on the the second term of right hand side of (6.10)
\[
\left(-\frac{x}{a} (I + A^*)^{-x-\lambda} M_2^{(\lambda)} (I + A^*)^{x+\lambda}\right) \Delta = -\frac{1}{a} (I + A^*)^{-x-\lambda-1} M_2^{(\lambda)} (I + A^*)^{x+\lambda+1} - \frac{x}{a} (I + A^*)^{-x-\lambda-1} [M_2^{(\lambda)}, A^*] (I + A^*)^{x+\lambda},
\]
and using (6.3) and (6.8) we get
\[
(\Psi^{(\lambda)} \cdot \Delta)(x) = (\Phi^{(\lambda)} \cdot \Delta)(x) - \frac{1}{a} (A^* + 1)^{-x-\lambda-1} M_2^{(\lambda)} (A^* + 1)^{x+\lambda+1} + \frac{xd^{(\lambda)}}{2} A^* (A^* + 1)^{-1}. \tag{6.11}
\]
Applying $\Delta$ on (6.11) together with (6.3), (6.8) and (6.9) we obtain
\[
(\Psi^{(\lambda)} \cdot \Delta^2)(x) = (\Phi^{(\lambda)} \cdot \Delta^2)(x) + \frac{d^{(\lambda)}}{2} A^* (A^* + 1)^{-1} + \frac{d^{(\lambda)}}{2} A^* (A^* + 1)^{-1} = 0.
\]
We conclude that the degree of $\Psi^{(\lambda)}$ is strictly less than two.

**Part 3:** From Part 1 and Part 2 we have that
\[
\Phi^{(\lambda)}(x) = x^2 K_2^{(\lambda)} + x K_1^{(\lambda)} + K_0^{(\lambda)}, \quad \Psi^{(\lambda)}(x) = x J_1^{(\lambda)} + J_0^{(\lambda)},
\]
for certain matrices $K_2^{(\lambda)}, K_1^{(\lambda)}, K_0^{(\lambda)}$ and $J_1^{(\lambda)}, J_0^{(\lambda)}$. The expression of $K_2^{(\lambda)}$ follows directly from (6.9) and Remark 6.1. The expressions of $K_0^{(\lambda)}$ and $J_0^{(\lambda)}$ follow by evaluating (6.3) and (6.10) at $x = 0$. If we replace $x = 0$ in (6.6) we get
\[
K_1^{(\lambda)} = (\Phi^{(\lambda)} \cdot \Delta)(0) = -K_2^{(\lambda)}.
\]
Now the expression of $K_1^{(\lambda)}$ follows directly from (6.8) and Lemma 5.5. Finally if we set $x = 0$ in (6.11) and we use Remark 6.1 we obtain
\[
J_1^{(\lambda)} = (\Psi^{(\lambda)} \cdot \Delta)(0) = K_2^{(\lambda)} + K_1^{(\lambda)} - \frac{1}{a} (A^* + 1)^{-\lambda-1} M_2^{(\lambda)} (A^* + 1)^{\lambda+1}.
\]
This completes the proof of the theorem. \qed

Now from Theorem 2.8 we immediately obtain the shift operators $\Delta$ and $S^{(\lambda)}$ such that
\[
P_n^{(\lambda)} \cdot \Delta(x) = n P_{n-1}^{(\lambda+1)}(x), \quad P_{n-1}^{(\lambda+1)} \cdot S^{(\lambda)} = G_n^{(\lambda)} P_n^{(\lambda)}, \tag{6.12}
\]
where $G_n^{(\lambda)} = -(n - 1)K_2^{(\lambda)*} - J_1^{(\lambda)*}$. Next use the LDU decomposition of the square norm $\mathcal{H}_n^{(\lambda)}$ to give an explicit diagonalization of $G_n^{(\lambda)}$.

**Lemma 6.3.** The matrices $G_n^{(\lambda)}$ for the Charlier matrix polynomials diagonalize in the following way
\[
\frac{1}{n+1} G_n^{(\lambda-1)} = L_0^{-1} (I + A)^{n+\lambda} D_n^{(\lambda)} (D_{n+1}^{(\lambda-1)})^{-1} (I + A)^{-n-\lambda} L_0. \tag{6.13}
\]

**Proof.** As we have seen in equation (2.22), square norms of the monic orthogonal polynomials $P_n^{(\lambda)}$ are related by
\[
n \mathcal{H}_{n-1}^{(\lambda+1)} = G_n^{(\lambda)} \mathcal{H}_n^{(\lambda)}. \tag{6.14}
\]
From the LDU decomposition of the square norm $\mathcal{H}_n^{(\lambda)}$ in Corollary 5.1 we get
\[
\mathcal{H}_n^{(\lambda)} = L_0^{-1} (I + A)^{n+\lambda} D_n^{(\lambda)} (I + A^*)^{n+\lambda} (L_0^*)^{-1}, \tag{6.15}
\]
for some positive definite diagonal matrix $D_n^{(\lambda)}$. From (6.14) and (6.15) we get (6.13). \qed
6.2. Explicit expression for the norms. Since the relations (6.1) and (6.2) are non-linear, we cannot find all the solutions in general. For the rest of the paper we will specify a set of solutions to these equations, which is simple enough to describe in detail all the difference operators, square norms and the entries of the monic orthogonal polynomials. These formulas will be the main ingredient to describe the dual Charlier polynomials in Section 8. We will take \( d^{(\lambda)} = 1, c^{(\lambda)} = -\frac{(N+1)}{2} \) and the parameters of the form

\[
\left( \frac{\mu_j}{\mu_k} \right)^2 = \frac{a}{(N-j)!} \delta_j^{(\lambda)} \left( \frac{a}{2} \right) \lambda \frac{(N+k-1)!}{(k-1)!}.
\]

(6.16)

It is a simple computation to check that the \( \mu_j \)'s and \( \delta_j^{(\lambda)} \)'s are solutions to (6.1) and (6.2). Some products of matrices that will become useful in this section are

\[
\begin{align*}
T^{(\lambda+1)}T^{(\lambda)-1} & = \frac{a}{2} (J + \lambda I), \\
T^{(\lambda+1)}A^*T^{(\lambda)-1} & = \frac{a}{2} JA^*,
\end{align*}
\]

(6.17)

Theorem 6.4. With the parameters as in (6.11) the diagonal matrices \( \mathcal{D}_n^{(\lambda)} \) are given by

\[
(D_n^{(\lambda)})_{jj} = (-1)^j e^n \lambda^{(\lambda + N - j)}/(\lambda + n + 1)_{n-j+1}.
\]

(6.18)

for all \( n \in \mathbb{N}_0 \). Moreover, the following recursion holds true.

\[
\mathcal{D}_n^{(\lambda)} = n! 2^n \mathcal{D}_0^{(\lambda+n)} \left( \Lambda_n^{(\lambda)} \right)^{-1}, \quad \Lambda_n^{(\lambda)} = \prod_{m=1}^n (N + \lambda + m - J).
\]

(6.19)

Proof. We start considering the case \( n = 0 \). If we replace the explicit parameters (6.16) in (6.7) we obtain

\[
(D_0^{(\lambda)})_{j,j} = \left( e^a \sum_{k=1}^j \frac{\mu_j}{\mu_k} \right)^2 \frac{a^{j-k}}{(j-k)!} \delta_k^{(\lambda)} = e^a \left( \frac{a}{2} \right) \lambda \frac{(N-k)(\lambda+k-1)!}{(j-k)! (k-1)!} \sum_{k=1}^j \frac{(N-k)! (\lambda+k-1)!}{(j-k)! (k-1)!}.
\]

(6.20)

In the last line we use a Chu-Vandermonde type result.

Lemma 6.3 implies that

\[
\mathcal{D}_n^{(\lambda)}(\mathcal{D}_n^{(\lambda)-1})^{-1} = \frac{1}{n+1} L_0 (I + A)^{-n-\lambda} G_n^{(\lambda)} (I + A)^{n+\lambda} L_0^{-1}.
\]

On the other hand, from Theorem 2.8 we write \( G_n^{(\lambda)} = -(n-1)K_2^{(\lambda)} - J_1^{(\lambda)} \). In turn we have nice expressions for these coefficients given in Theorem 6.2. With the new parameters the matrices \( K_2^{(\lambda)} \) and \( J_1^{(\lambda)} \) simplify to

\[
K_2^{(\lambda)} = -\frac{1}{2} A^*(A^* + I)^{-1},
\]

\[
J_1^{(\lambda)} = \frac{1}{2} (J - a A^* - N - 1 - \lambda - (\lambda + 1) A^* (I + A^*)^{-1}).
\]

Thus the only contribution to the diagonal of \( \frac{1}{n+1} L_0 (I + A)^{-n-\lambda} G_n^{(\lambda)} (I + A)^{n+\lambda} L_0^{-1} \) is given by the term \( \frac{1}{2} (N + \lambda + J) \). Applying properties of the matrices \( J \) and \( L(x) \) and the fact that \( \mathcal{D}_n^{(\lambda)} \) is a diagonal matrix we get

\[
\mathcal{D}_n^{(\lambda)}(\mathcal{D}_n^{(\lambda)-1})^{-1} = \frac{1}{2(n+1)} (N + \lambda + J).
\]

(6.21)

Iterating this equation we get

\[
(D_n^{(\lambda)})^{-1} = \frac{1}{n! 2^n} (D_0^{(\lambda+n)})^{-1} \Lambda_n^{(\lambda)},
\]
where \( \Lambda_n^{(\lambda)} = (\lambda + n - J) \cdots (\lambda + N - J)(\lambda + 1 + N - J) \). So \( \Lambda_n^{(\lambda)} \) is a diagonal matrix with entries 
\[
(\Lambda_n^{(\lambda)})_{i,i} = (\lambda + N - i + 1)_n.
\]
From (6.20) and (6.19), the entries of \( D_n^{(\lambda)} \) are 
\[
(D_n^{(\lambda)})_{jj} = e^{n}n!a_n^\lambda \binom{a_\lambda}{j}^\lambda \binom{(\lambda + n)!}{(N + \lambda - j + 1)_n} \left( \frac{N + \lambda + n}{j - 1} \right).
\]
Finally we obtain (6.18) by simple manipulations of the expression (6.22). 

6.3. Three term recurrence relation for the Charlier polynomials. We are now ready to compute explicitly the coefficients of the three term recurrence relation for monic polynomials \((P_n^{(\lambda)})_n\). The recurrence coefficients will be written in terms of the following upper triangular matrix. 
\[
A_\lambda = (N + \lambda - J)^{-1}JA^*.
\]
The matrix \( A_\lambda \) will appear in Section 8 where it will play, for the dual polynomials, a role that is similar to that of the matrix \( A \) in this setting.

**Theorem 6.5.** The coefficient \( C_n^{(\lambda)} \) of the three term recurrence relation is 
\[
C_n^{(\lambda)} = C_0^{(\lambda)} + (I + A)^n(I + A^*)B_n^{(\lambda)}(I + A)^{-n-\lambda+1}L_0,
\]
and the coefficient \( B_n^{(\lambda)} \) of the three term recurrence relation is 
\[
B_n^{(\lambda)} = aL_0^{-1}(I + A)^n\left((n + 1)(I + A)A_{n+\lambda+1} - nA_{n+\lambda}(I + A) + I + A + \frac{n}{a}\right)(I + A)^{-n-\lambda+1}L_0.
\]

**Proof.** The first part follows directly from \( C_n^{(\lambda)} = H_n^{(\lambda)}(H_n^{(\lambda)})^{-1} \) and Corollary 6.6. For the second part, recall from (2.22) that 
\[
B_n^{(\lambda)} = nX_{1}^{(\lambda+n-1)} - (n + 1)X_{1}^{(\lambda+n)} + n,
\]
where \( X_{1}^{(\lambda)} \) is the subleading coefficient of \( P_{1}^{(\lambda)} \). Since \( X_{1}^{(\lambda)} = -B_0^{(\lambda)} \), from (4.7) and Proposition 5.6 we get 
\[
B_0^{(\lambda)} = aL_0^{-1}(I + A)^{\lambda+1}B_0^{(\lambda)}(I + A^*) \left( D_0^{(\lambda)} \right)^{-1} (I + A)^{-\lambda}L_0.
\]
Applying (6.18) we obtain 
\[
\frac{(D_n^{(\lambda)})_{jj}}{(D_0^{(\lambda)})_{j+1,j+1}} = \frac{j}{N + \lambda + 1 - j},
\]
which tells us that 
\[
D_0^{(\lambda)}A^* \left( D_0^{(\lambda)} \right)^{-1} = (N + \lambda + I - J)^{-1}JA^* = A_{\lambda+1}.
\]
Therefore we have 
\[
X_{1}^{(\lambda)} = -aL_0^{-1}(I + A)^{\lambda+1}(I + A_{\lambda+1})(I + A)^{-\lambda}L_0,
\]
and this completes the proof of the theorem. 

We end this subsection by showing that the matrix valued sequence \( C_n^{(\lambda)} \) vanishes at \( n = 0 \). This fact will be crucial in Section 9.

**Corollary 6.6.** The coefficient \( C_n^{(\lambda)} \) extends to a unique rational function in \( n \) such that \( C_0^{(\lambda)} = 0 \).
Proof. It follows directly from the expression of $D_n^{(\lambda)}$ in (6.18) that the right hand side of (6.24) is a rational function in $n$. More precisely, we have

$$
(D_n^{(\lambda)}(D_{n-1}^{(\lambda)})^{-1})_{j,j} = \frac{na(\lambda + n)(N + \lambda + n)}{(n + N + \lambda - j)(N + \lambda + n - j - 1)},
$$

$$
(D_n^{(\lambda)}A^{*}(D_{n-1}^{(\lambda)})^{-1})_{j,j+1} = \frac{na(\lambda + n)(N + \lambda - j)(N + \lambda + n)j}{(n + N + \lambda - j)^2(N + \lambda + n - j + 1)(N + \lambda + n - j - 1)},
$$

which clearly vanish at $n = 0$. Since both $L_0^{-1}(I + A)^{n+\lambda}$ and $(I + A)^{-n-\lambda+1}L_0$ are polynomials in $n$, we conclude from (6.24) that $C_0^{(\lambda)} = 0$. $\square$

6.4. Difference operators and Darboux transforms. Throughout this paper, we have proved that the matrix Charlier polynomials $P_n^{(\lambda)}$ are solutions to four second order difference equations. The difference equation in Corollary 1.8 involves multiplications by nontrivial matrices on both left and right side and we will not discuss it further in this section.

We are now left with three nontrivial difference operators $D^{(\lambda)}, \Delta S^{(\lambda)}, S^{(\lambda-1)}\Delta \in B_R(P)$, given respectively in (5.13) and Theorem 2.11. We note that the operators $\Delta S^{(\lambda)}$ and $S^{(\lambda-1)}\Delta$ are each others Darboux transforms. In the following theorem we show that there exists a linear relation between these operators.

**Theorem 6.7.** The second order difference operators $D^{(\lambda)}, \Delta S^{(\lambda)}, S^{(\lambda-1)}\Delta$ are related by

$$
2(\Delta S^{(\lambda)} - S^{(\lambda-1)}\Delta) = (a - N - 2\lambda)I - D^{(\lambda)}.
$$

Proof. The operator $D^{(\lambda)}$ is given in (5.13) and the operators $\Delta S^{(\lambda)}, S^{(\lambda-1)}\Delta$ are constructed using Theorem 2.8 yielding

$$
\Delta S^{(\lambda)} = -\eta \Phi^{(\lambda)*}(x) + 2\Phi^{(\lambda)*}(x) - \Psi^{(\lambda)*}(x) + \eta^{-1} \left(\Psi^{(\lambda)*}(x) - \Phi^{(\lambda)*}(x)\right),
$$

$$
S^{(\lambda-1)}\Delta = -\eta \Phi^{(\lambda-1)*}(x + 1) + \Phi^{(\lambda-1)*}(x + 1) + \Phi^{(\lambda-1)*}(x) - \Psi^{(\lambda-1)*}(x + 1) + \eta^{-1} \left(\Psi^{(\lambda-1)*}(x) - \Phi^{(\lambda-1)*}(x)\right).
$$

With the help of (6.17), we obtain

$$
\Phi^{(\lambda)*}(x) = \frac{a}{2}(I + A)^{-\lambda+1}(J(I + A) + \lambda)(I + A)^{-x-\lambda}
$$

$$
\Phi^{(\lambda)*}(x) - \Psi^{(\lambda)*}(x) = \frac{x}{2}(I + A)^{-\lambda+1}(J + \lambda I)(I + A)^{-x-\lambda}.
$$

The coefficients of $\eta$ and $\eta^{-1}$ in $2(\Delta S^{(\lambda)} - S^{(\lambda-1)}\Delta)$ are

$$
2 \left(\Phi^{(\lambda-1)*}(x + 1) - \Phi^{(\lambda)*}(x)\right) = -a(I + A),
$$

$$
2 \left(\Psi^{(\lambda)*}(x) - \Phi^{(\lambda)*}(x) - \left(\Phi^{(\lambda-1)*}(x) - \Psi^{(\lambda-1)*}(x)\right)\right) = -x(I + A)^{-1},
$$

respectively, where we have used Lemma 5.5 in the last step. The above agrees with the corresponding $\eta^\pm$ coefficients of $-D^{(\lambda)}$. For the $\eta^0$ term in $2(\Delta S^{(\lambda)} - S^{(\lambda-1)}\Delta)$, we need to consider

$$
4\Phi^{(\lambda)*}(x) - 2\Psi^{(\lambda)*}(x) - 2 \left(\Phi^{(\lambda-1)*}(x + 1) + \Phi^{(\lambda-1)*}(x) - \Psi^{(\lambda-1)*}(x + 1)\right),
$$

which can be regrouped into quantities we have calculated above:

$$
2 \left(\Phi^{(\lambda)*}(x) - \Psi^{(\lambda)*}(x) - \left(\Phi^{(\lambda-1)*}(x) - \Psi^{(\lambda-1)*}(x)\right)\right)
$$

$$
+ 2 \left(\Phi^{(\lambda)*}(x) - \Phi^{(\lambda-1)*}(x + 1)\right) + 2 \left(\Psi^{(\lambda-1)*}(x + 1) - \Psi^{(\lambda-1)*}(x)\right)
$$

$$
= x(I + A)^{-1} + a(I + A) + 2J^{(\lambda-1)*}
$$

$$
= J^{(\lambda)} + (a - N - 2\lambda)I.
$$
In the last line we have used (5.12) and that the leading coefficient of $\Psi^{(λ)}$ simplifies to
\[2J_1^{(λ)} = J - aA^* - (λ + 1)A^*(I + A^*)^{-1} - N - 1 - λ.\]
This completes the proof. \qed

7. Explicit expression for the entries of the matrix Charlier polynomials

In Section 6.3 we found that a difference equation for $R_n^{(λ)}$ could be significantly simplified by considering the following modification of the polynomials
\[R_n^{(λ)}(x) = L_n(I + A)^{−n−λ}P_n^{(λ)}(x)(I + A)^{λ+x}. \tag{7.1}\]
Recall from Proposition 5.13 that the entries of $R_n^{(λ)}(x)$ are given by
\[R_n^{(λ)}(x)_{j,k} = ξ_{j,k}^{(λ)}(a(n+j−k)(x), \tag{7.2}\]
with the $ξ_{j,k,n}^{(λ)}$ independent of $x$. The goal of this section is to give explicit expressions for $ξ_{j,k,n}^{(λ)}$ which in turn gives us the explicit entries of the monic orthogonal polynomials $P_n^{(λ)}$ due to Corollary 5.14. The main ingredients in this calculation are two difference equations. The first one is the difference equation (4.18). The second one is ($P(λ)_n = nG_n^{(λ)}P_n^{(λ)}$, the left hand side of which we have seen in (6.22).

Remark 7.1. It is important to emphasize that the $ξ_{j,k,n}^{(λ)}$ have only been defined for $n+j-k \geq 0$, c.f. (5.15). It will be convenient to define $ξ_{j,k,n}^{(λ)} = 0$ whenever $j < 1$, $k < 1$, $j > N$, $k > N$ or $n + j - k < 0$.

7.1. A recurrence relation in $k$ for $ξ_{j,k,n}^{(λ)}$. Firstly, we will write $P_n^{(λ)} \cdot ΔS^{(λ)} = nG_n^{(λ)}P_n^{(λ)}$ in terms of $R_n^{(λ)}$.

Proposition 7.2. The difference equation $(P^{(λ)} \cdot ΔS^{(λ)})_n = nG_n^{(λ)}P_n^{(λ)}$ in terms of $R_n^{(λ)}$ from (7.1) is given by
\[n ((N + λ + 1)I - J) R_n^{(λ)}(x) = -R_n^{(λ)}(x+1) (J + A^*) + λI \]
\[+ R_n^{(λ)}(x) (a(I + A)(J + A^*) + λI) + x(J + λI)) \]
\[− R_n^{(λ)}((x-1)tx(I + A)(J + λI)). \]

Proof. It follows directly from (7.1), (6.21), (6.25) and Lemma 6.3. \qed

In the following proposition we show that the difference equation for $R_n^{(λ)}$ in Proposition 7.2 induces a three term recurrence relation for $ξ_{j,k,n}^{(λ)}$.

Proposition 7.3. The coefficients $ϕ_k := ξ_{j,k,n}^{(λ)}$ satisfy the following recursion in $k$
\[0 = (\sqrt{a}(k+λ) \sqrt{N-k}) ϕ_{k+1} \]
\[+ (jλ - n(N + 1 - j) - N) - 1 + k(N + j - λ + n + 2) - 2k^2 \] \[+ \left(a^{-\frac{1}{2}}(n+j−k+1)(k−1)\sqrt{N-k+1}\right) ϕ_{k−1}, \]
which holds for $1 \leq k \leq K$ with $K := \min(N,n+j)$.

Proof. The main ingredient of the proof is the difference equation in Proposition 7.2 but with $x = 0$. This reduces to
\[n ((N + λ + 1)I - J) R_n^{(λ)}(0) = -aR_n^{(λ)}(1) (J + A^*) + λI + R_n^{(λ)}(0)a(I + A)(J + A^*) + λI). \tag{7.3}\]
From (7.2) we obtain $R_n^{(λ)}(0)_{j,k} = ξ_{j,k,n}^{(λ)}$ and $R_{n+1}^{(λ)}(1)_{j,k} = ξ_{j,k,n+1}^{(λ)} = ξ_{j,k,n}^{(λ)}(1 - \frac{n+j-k}{a})$. For the other matrices involved in the above equation, recall that

$$A_{k+1,k} = \frac{1}{\sqrt{a}}\sqrt{N-k}, \quad (AJ)_{k+1,k} = \frac{1}{\sqrt{a}}k\sqrt{N-k}, \quad 1 \leq k \leq N-1,$$

$$(JA^*)_{k-1,k} = \frac{1}{\sqrt{a}}(k-1)\sqrt{N-k+1}, \quad (AJA^*)_{k,k} = \frac{1}{\sqrt{a}}(k-1)(N-k+1), \quad 2 \leq k \leq N,$$

where the expression for $AJA^*$ does also hold for $k = 1$. Now we use these to look at the $(j,k)$ entry of (7.3) to arrive at the desired result. □

7.2. A recurrence relation in $j$ for $ξ_{j,1,n}^{(λ)}$. The recurrence relation in Proposition 7.3 determines the coefficients $ξ_{j,k,n}^{(λ)}$ up to the initial values $ξ_{j,1,n}^{(λ)}$. In order to find a recurrence relation for these coefficients, we will write (4.18) in terms of $R_n^{(λ)}$.

**Proposition 7.4.** The difference equation (4.18) in terms of $R_n^{(λ)}$ is given by

$$R_n^{(λ)}(x+1) + \left(\frac{1}{a^2}D_n^{(λ)}(I + A^*)^{-1}D_{n-1}^{(λ)} - \frac{x}{a}D_n(I + A^*)^{-1}D_{n-1}^* - (I + A)\right)R_n^{(λ)}(x)$$

$$+ \frac{x}{a}D_n^{(λ)}(I + A^*)^{-1}D_{n-1}^{(λ)}(I + A)R_n^{(λ)}(x-1) = 0.$$

**Proof.** Recall the LDU decomposition from Corollary 5.7 and further that $A' = I + A$. The rest follows from direct computation. □

As in the previous subsection, in the following proposition we derive a three term recurrence relation for $ξ_{j,1,n}^{(λ)}$ from Proposition 7.3.

**Proposition 7.5.** The coefficients $ψ_j := ξ_{j,1,n}^{(λ)}$ satisfy the following recursion in $j$

$$0 = ψ_{j+1}\left(\frac{1}{\sqrt{a}}j(N + λ - j)(n + j)\sqrt{N-j}\right)$$

$$+ ψ_j\left((n+j-1)(N+n+λ-j)(N+n+λ-j+1)\right.$$

$$- n(λ+n)(N+λ+n+j(N-j)(N+λ-j)) + ψ_{j-1}\left(\sqrt{a}(N+n+λ-j)(N+n+λ-j+1)\sqrt{N-(j-1)}\right),$$

for $1 \leq j \leq N$.

**Proof.** The main ingredient of the proof is Proposition 7.4 but with $x = 0$. This reduces to

$$aD_n^{(λ)}(I + A^*)D_{n-1}^{(λ)}R_n^{(λ)}(1) = \left(aD_n^{(λ)}(I + A^*)D_{n-1}^{(λ)}(I + A) - \frac{1}{a}D_n^{(λ)}D_{n-1}^{(λ)}\right)R_n^{(λ)}(0). \quad (7.4)$$

As before (7.2) gives us $R_n^{(λ)}(0)_{j,k} = ξ_{j,k,n}^{(λ)}$ and $R_{n+1}^{(λ)}(1)_{j,k} = ξ_{j,k,n+1}^{(λ)} = ξ_{j,k,n}^{(λ)}(1 - \frac{n+j-k}{a})$. For the other matrix entries involved in the above equation we look to (6.10) for $A_{j+1,j} = \frac{1}{\sqrt{a}}\sqrt{N-j}$ and (6.18) for

$$\left(D_n^{(λ)}\right)_{jj} \left(D_{n-1}^{(λ)}\right)_{jj} = \frac{na(N+λ+n)(λ+n)}{(N+λ+n-j)(N+λ+n+1-j)}.$$

Now we use these expressions to look at the $(j,1)$ entries of (7.3) and multiply everything by $(N+λ+n-j)(N+λ+n+1-j)$ to arrive at the desired result. □
Lemma 7.8. Substituting back gives us the desired result.

ξ of the coefficients but with simpler parameters. So now we have

\[ \left( -k, -x, x + \gamma + \delta + 1 \right) ; \gamma + 1, -N \right), \quad k = 0, 1, \ldots, N, \]

see for instance [22].

Proposition 7.6. Let \( K = \min(N, n + j) \) and \( \mathcal{K} = \max(N, n + j) \). Then for \( k \in \{1, \ldots, K\} \) we have

\[ \xi_{j,k,n}^{(\lambda)} = \xi_{j,1,n}^{(\lambda)} a^{-(k-1)/2}(1 - K)^{k-1} \sqrt{(N-k)!(N-1)!} R_{k-1} \left( (K-j)(\mathcal{K} - j + 1); \lambda, \mathcal{K} = K, K-1 \right), \]

and 0 for \( k > K \).

Proof. First observe that \( \xi_{j,k,n}^{(\lambda)} = 0 \) when \( k > K \), because of Remark 7.3. Next we take Proposition 7.3 and substitute \( \xi_k = (\lambda + 1)k a^{k/2} \sqrt{(N-k)!(N-1)!} \xi_{j,1,n}^{(\lambda)} \), to arrive at a recursion that is more reminiscent of a three term recurrence of monic orthogonal polynomials

\[ 0 = \xi_{k+1} - (2k^2 + k(j - \lambda + n + N - 2) + j(n + \lambda + 1) - (nN + \lambda + 1)) \xi_k + k(k + \lambda)(k - (n + j))(k - N)\xi_{k-1}, \]

for \( 0 \leq k \leq K \). It is easy to check, comparing with [22], that this is the three term recurrence for the monic dual Hahn with \( \gamma = \lambda, \delta = \mathcal{K} = K, \mathcal{K} = K - 1 \) where \( (K-j)(\mathcal{K} - j + 1) \) plays the role of the variable. Lastly the monic polynomials are related to the standard ones by \( p_{k-1} = (\lambda + 1)k a^{k-1} (1 - K)^{k-1} R_{k-1} \).

\[ \square \]

Proposition 7.7. For \( j \in \{1, \ldots, N\} \) we have

\[ \xi_{j,1,n}^{(\lambda)} = (-1)^{j-1} a^{(j-1)/2}(1 - N - \lambda - n)_{j-1}. \]

Proof. We take Proposition 7.3 and substitute \( \sigma_j = \sqrt{(N-j)!(N-1)!} \xi_{j,1,n}^{(\lambda)} \). Just like in the proof of Proposition 7.3 we arrive at a three term recurrence for monic dual Hahn polynomials

\[ 0 = \sigma_{j+1} - (2j^2 + j(2N + \lambda - n - 2) + n(N-1) + N - 1) \sigma_j + j(N-j)(j-n) \sigma_{j-1}, \]

but with simpler parameters. So now we have \( \sigma_j = p_j(0; n, \lambda, N-1) = (n + 1)j(1 - N) j \).

Substituting back gives us the desired result.

\[ \square \]

Now all that we are left to obtain is the initial value.

Lemma 7.8. The final and initial values are

\[ \xi_{N,1,n}^{(\lambda)} = (-1)^n + N^{-1} a^{n+(N-1)/2} \sqrt{(N-1)!}; \quad \xi_{1,1,n}^{(\lambda)} = (-a)^n \frac{(\lambda + 1) N-1}{(\lambda + n) N-1}. \]

Proof. We can write

\[ (I + A)^{x+\lambda} = \exp((x + \lambda)B), \quad B : = \log(I + A) = \sum_{s=1}^{N-1} \frac{(-1)^{s+1}}{s} A^s. \]

Then since \( A^N = 0 \), we have \( B^{N-1} = A^{N-1} \). This shows us that both are polynomial in \( x \) and in particular we have a simple leading term

\[ (I + A)^{x+\lambda} = x^{N-1} \frac{A^{N-1}}{(N-1)!} + O(x^{N-2}). \]
The monicity of $P_n^{(\lambda)}$ and (7.1) give
\[ R_n^{(\lambda)}(x) = x^{n+N-1}L_0(I + A)^{-n-\lambda} A_n^{-1} \frac{A_n^{-1}}{(N-1)!} + O(x^{n+N-2}). \]
This leading term has only one non-zero entry because $L_0(I + A)^{-n-\lambda}$ is lower triangular and $(A_n^{-1})_{jk} \neq 0$ only for $(j,k) = (N,1)$. So then entrywise we get
\[ (P_n^{(\lambda)}(x))_{N,1} = \xi_{N,1,n}^{(\lambda)}(x) = x^{n+N-1} A_n^{-1} \frac{A_n^{-1}}{(N-1)!} + O(x^{n+N-2}) \]
which gives us the first result by comparing leading terms
\[ \xi_{N,1,n}^{(\lambda)} = (-a)^{n+N-1} \frac{(A_n^{-1})_{N,1}}{(N-1)!} = (-1)^{n+N-1} \frac{a^{n+N-1}/2}{\sqrt{(N-1)!}}. \]
We can then directly obtain $\xi_{j,1,n}^{(\lambda)}$ from Proposition 7.7 with $j = N$. 

Finally, we summarize the content of Propositions 7.6, 7.7 and Lemma 7.8 in the main Theorem of this section.

**Theorem 7.9.** The coefficients $\xi_{j,k,n}^{(\lambda)}$ in (7.2) are given in terms of the dual Hahn polynomials by
\[ \xi_{j,k,n}^{(\lambda)} = X(j,k,n,\lambda) \times \begin{cases} (1 - N)_{k-1} 3F_2 \left( \begin{array}{c} 1-k-j-N,\lambda+n+1; \lambda+1,1-N \\ \lambda+1,1-N \end{array} \right) & n + j \geq N \\ (1 - n - j)_{k-1} 3F_2 \left( \begin{array}{c} 1-k-n-N-j,\lambda+1; \lambda+1,n-j \\ \lambda+1,n-j \end{array} \right) & n + j < N, \end{cases} \]
\[ = X(j,k,n,\lambda) \times \begin{cases} (1 - N)_{k-1} R_{k-1}(\ell(N-j); \lambda, n + j - N, N - 1) & n + j \geq N \\ (1 - n - j)_{k-1} R_{k-1}(\ell(n); \lambda, N - (n + j), n + j - 1) & n + j < N, \end{cases} \]
with
\[ X(j,k,n,\lambda) = \sqrt{\binom{N-k}{N-j} \binom{N-j}{j-1}!} \frac{a^{n+j-1}a^{n+j-1}/2(\lambda+n)!}{(N+j)!}. \]

8. DUAL CHARLIER POLYNOMIALS

In this section we carry out the construction of three non-equivalent families of matrix valued polynomials in the sense of (5.5) which are dual to the matrix valued Charlier polynomials $P_n^{(\lambda)}$. It follows from Theorem 7.9 that each family is related to a suitable operator in the set $B_R^2(P)$.

8.1. Explicit expression for $P_n^{(\lambda)}$. The goal of this subsection is to give an explicit expression $P_n^{(\lambda)}(0)$ which is a key ingredient of the dual families, see Theorem 7.9. Firstly, we recall the matrix sequence $A_\lambda$ introduced in (6.23). In the following remark we establish some basic properties for $A_\lambda$.

**Remark 8.1.** As we have seen in Lemma 5.2, the matrices $J$ and $A$ have simple commutation relations. We can easily derive similar results for $A_\lambda$

1. $[J,A_\lambda] = -A_\lambda$,  
2. $[J,(I+A_\lambda)^k] = -kA_\lambda(I+A_\lambda)^{k-1}$,  
3. $(I+A_\lambda)^{-k}J(I+A_\lambda)^k = J - kA_\lambda(I+A_\lambda)^{k-1}$.

**Proposition 8.2.** Let $R_n^{(\lambda)}$ be the function defined in (7.1). Then the following relations hold:

1. $R_n^{(\lambda)}(0) = -a(I + A_{\lambda+n})R_{n-1}^{(\lambda+1)}(0)$,
2. $R_n^{(\lambda)}(0) = (-a)^n(I + A_{\lambda+n})^n L_0$.

**Proof.** We relegate the proof of (1) to Appendix A.2. Part (2) follows by iterating part (1) and applying the fact that $R_0^{(\lambda+n)}(0) = L_0$. 

**Corollary 8.3.** For the monic Charlier polynomials we get that
\[ P_n^{(\lambda)}(0) = (-a)^n L_0^{-1}(I + A)^{n+\lambda}(I + A_{\lambda+n})^n(I + A)^{-\lambda} L_0. \]
Proof. The Corollary follows directly from the previous Proposition and equation (7.1) which defines \( P_n^{(\lambda)}(x) = L_0(I + A)^{-n-\lambda} P_n^{(\lambda)}(x)(I + A)^{\lambda+x} \).

\[ \square \]

**Remark 8.4.** Note that since \( A^* \) is strictly upper triangular, so is \( A_{n+\lambda} \). From the explicit expression of \( A_{n+\lambda} \) in (6.26), we can verify that it has rational entries in \( n \). Then \((I + A_{n+\lambda})^n \) is an upper triangular matrix with diagonal entries equal to 1. This allows us to conclude that \((I + A_{n+\lambda})^n \) is rational in \( n \). In particular, this implies that every entry of \((-a)^{-n} P_n^{(\lambda)}(0)\) is a rational function of \( n \).

### 8.2. Three families of dual polynomials

In Theorem 5.9 we have established a one to one correspondence between the equivalence classes of families of dual polynomials and the subset of second order difference operators \( B_2^R(P) \), see Definition 3.7. In this section we give three families of dual polynomials, each one corresponding to an specific operator of \( B_2^R(P) \).

Recall from (5.13) and (6.25) that

\[
\mathcal{D}^{(\lambda)} = \eta a(I + A) - J - (x + \lambda)(I + A)^{-1} + \eta^{-1} x(I + A)^{-1},
\]

\[
\Delta S^{(\lambda)} = -\eta \Phi^{(\lambda)}(x)^* + 2 \Phi^{(\lambda)}(x)^* - \Psi^{(\lambda)}(x) + \eta^{-1} \left( \Psi^{(\lambda)}(x)^* - \Phi^{(\lambda)}(x)^* \right),
\]

\[
S^{(\lambda-1)} \Delta = -\eta \Phi^{(\lambda-1)}(x+1)^* + \Phi^{(\lambda-1)}(x+1)^* + \Phi^{(\lambda-1)}(x)^* + \Phi^{(\lambda-1)}(x)^* + \eta^{-1} (\Psi^{(\lambda-1)}(x)^* - \Phi^{(\lambda-1)}(x)^*),
\]

where \( \Phi^{(\lambda)}(x)^* \) is a matrix polynomial of degree two given explicitly in Theorem 6.2. However in this section we will have more use for the decomposition given in (6.26).

\[
\Phi^{(\lambda)}(x)^* = \frac{\alpha}{2} (I + A)^{-x+\lambda+1}(J(I + A^*) + \lambda I)(I + A)^{-x-\lambda}.
\]

We label these as \( D_1 = \mathcal{D}^{(\lambda)}, D_2 = \Delta S^{(\lambda)} \) and \( D_3 = S^{(\lambda-1)} \Delta \), to simplify notation and to be able to discuss all three at the same time.

**Lemma 8.5.** The difference operators \( D_1 = \mathcal{D}^{(\lambda)}, D_2 = \Delta S^{(\lambda)} \) and \( D_3 = S^{(\lambda-1)} \Delta \) are elements of \( B_2^R(P) \). For \( D_1 \) and \( D_2 \) this holds for \( \lambda \in \mathbb{N}_0 \) and for \( D_3 \) for \( \lambda \in \mathbb{N} \).

**Proof.** In (8.1) the raising coefficient \( a(I + A) \) can immediately be seen to be invertible. The same follows for the raising coefficients in (8.2) and (8.3) by considering (6.26), although we must take \( \lambda \geq 1 \) for \( D_3 \). So the invertibility condition is met for all three cases. It is easy to check that in the three cases the lowering coefficient evaluated at \( x = 0 \) is equal to zero, then the condition over \( P_n^\prime(0)^{-1} P_n^\prime(-1)^{-1} P_n(0) \) is automatically satisfied. We just need to check that the \( \rho_i^{(\lambda)}(n) = P_n^{(\lambda)}(0)^{-1} \psi_i^{-1}(D_i) P_n^{(\lambda)}(0) \) satisfy Condition 5.11 for all \( i = 1, 2, 3 \). Recall from (2.21)

\[
(P_n^{(\lambda)} \cdot S^{(\lambda-1)} \Delta)(x) = (n + 1) G_{n+1}^{(\lambda)} P_n(x), \quad (P_n^{(\lambda)} \cdot \Delta S^{(\lambda)})(x) = n G_n^{(\lambda)} P_n(x),
\]

where by Lemma 5.3 and equation (5.21)

\[
G_n^{(\lambda)} = \frac{1}{2} L_0^{-1}((I + A)^{n+\lambda}(N + \lambda + 1)I - J)(I + A)^{-n-\lambda} L_0.
\]

Additionally Theorem 5.10 gives us

\[
P_n^{(\lambda)} \cdot \mathcal{D}^{(\lambda)} = \Gamma_n^{(\lambda)} P_n^{(\lambda)}, \quad \Gamma_n^{(\lambda)} = a(I + A) - J - (n + \lambda)(I + A)^{-1}.
\]

Applying Corollary 5.3 and Remark 5.1 we get

\[
\rho_1^{(\lambda)}(n) = L_0^{-1}((I + A)^{\lambda}((a - n - \lambda)I - J + n A_{n+\lambda}(I + A_{n+\lambda})^{n-1})(I + A)^{-\lambda} L_0,
\]

\[
\rho_2^{(\lambda)}(n) = \frac{n}{2} L_0^{-1}((I + A)^{\lambda}((N + \lambda + 1)I - J + n A_{n+\lambda}(I + A_{n+\lambda})^{n-1})(I + A)^{-\lambda} L_0,
\]

\[
\rho_3^{(\lambda)}(n) = \frac{n+1}{2} L_0^{-1}((I + A)^{\lambda}((N + \lambda)I - J + n A_{n+\lambda}(I + A_{n+\lambda})^{n-1})(I + A)^{-\lambda} L_0.
\]

From these expressions we can see that each \( \rho_i^{(\lambda)} \) is an \( n \)-dependent matrix of the form

\[
\rho_i^{(\lambda)}(n) = L_0^{-1}((I + A)^{\lambda}(nT + T_0 + \text{s.u.t.})(I + A)^{-\lambda} L_0,
\]
where \( T \) and \( T_0 \) are \( n \)-independent diagonal matrices, and s.u.t. stands for \textit{strictly upper triangular}. In addition, Remark 5.4 tells us that the s.u.t. part is rational in \( n \).

That means that each \( \rho_i^{(\lambda)} \) is of the form described in Corollary 8.2 in Appendix A.1. This then allows us to see that the determinants of the block Vandermonde matrices in Condition 3.1 and Condition 3.2 are nonzero.

As a consequence, by Theorem 3.9 we can find a dual family of polynomials for each operator 
\( S^{(\lambda-1)} \Delta, \Delta S^{(\lambda)}, \) and \( \Sigma^{(\lambda)} \).

\textbf{Remark 8.6.} Given \( D_1, D_2, D_3 \in \mathcal{B}_{n}^{2}(P) \), such that

\[ P_n \cdot D_i = \Lambda_i^{(j)} P_n, \quad \text{for } i = 1, 2, 3 \]

for some matrices \( \Lambda_i^{(j)} \). Suppose that there exist nonzero complex numbers \( \alpha, \beta, \gamma \) such that

\[ D_3 = \alpha D_1 + \beta D_2 + \gamma I, \quad \Lambda_i^{(3)} = \alpha \Lambda_i^{(1)} + \beta \Lambda_i^{(2)} + \gamma I. \]

The corresponding \( \rho_3(n) \) is then given by

\[ \rho_3(n) = P_n(0)^{-1} \Lambda_3^{(3)} P_n(0) = \alpha \rho_1(n) + \beta \rho_2(n) + \gamma I. \]

In Theorem 6.7 we have seen that this is indeed true in our case with \( \alpha = \frac{1}{2}, \beta = 1 \) and \( \gamma = -\frac{1}{2}(a - N - 2 \lambda) \). This is consistent with (8.6).

We explicitly give three families of dual polynomials associated with the difference operators 8.1, 8.2 and 8.3.

\subsection*{8.2.1. Dual family associated to the operator \( \Sigma^{(\lambda)} \)}

We start by finding the dual family which corresponds to the operator \( \Sigma^{(\lambda)} \). Applying Theorem 3.9 we get that the dual polynomials are

\[ Q_{x, 1}^{(\lambda)}(\rho_1^{(\lambda)})(n)) = P_n^{(\lambda)}(0)^{-1} P_n^{(\lambda)}(x) \Upsilon_1^{(\lambda)}(x)^{-1}, \]  
(8.7)

where \( P_n^{(\lambda)}(0) \) is given in Corollary 8.3, \( \rho_1^{(\lambda)} \) is given in 8.4 and

\[ \Upsilon_1^{(\lambda)}(x) = a^{-x}(I + A)^{-x}, \]

which does not depend on \( \lambda \) in this case.

\subsection*{8.2.2. Dual family associated to the operator \( \Delta S^{(\lambda)} \)}

Similarly, using Theorem 3.9 we get

\[ Q_{x, 2}^{(\lambda)}(\rho_2^{(\lambda)})(n)) = P_n^{(\lambda)}(0)^{-1} P_n^{(\lambda)}(x) \Upsilon_2^{(\lambda)}(x)^{-1}, \]

\[ \Upsilon_2^{(\lambda)}(x) = \frac{(-2)^x}{a^x}(I + A)^{\lambda(J(I + A^*) + \lambda I)} - x(I + A)^{-x-\lambda}, \]

where \( \rho_2^{(\lambda)} \) is given in 8.5.

\subsection*{8.2.3. Dual family associated to the operator \( S^{(\lambda-1)} \Delta \)}

As with the previous two families we use Theorem 3.9 to get the dual polynomials and the related quantities, but in this case only for \( \lambda > 0 \),

\[ Q_{x, 3}^{(\lambda)}(\rho_3^{(\lambda)})(n)) = P_n^{(\lambda)}(0)^{-1} P_n^{(\lambda)}(x) \Upsilon_3^{(\lambda)}(x)^{-1}, \]

\[ \Upsilon_3^{(\lambda)}(x) = \frac{(-2)^x}{a^x}(I + A)^{\lambda(J(I + A^*) + (\lambda - 1)I)} - x(I + A)^{-x-\lambda}, \]

where \( \rho_3^{(\lambda)} \) is given in 8.6.
8.3. Dual orthogonality relations. We are now ready to identify the orthogonality relations for the dual polynomials \( \{Q_{x,i}^{(\lambda)}\}_x \).

**Theorem 8.7.** The dual weight matrix for the Charlier polynomials is

\[
U^{(\lambda)}(n) = a^{2n}L_0^2(I + A)^{-1}(I + (A_{n+1})^*)^n(D_n^{(\lambda)})^{-1}(I + A_n^*)^n(I + A)^{-1}L_0,
\]
and (for each \( \rho_i \)) it satisfies the hypothesis of Theorem 3.14.

**Remark 8.8.** From Remark 3.4 and the explicit expression of \( D_n^{(\lambda)} \) (see Theorem 6.4), there exists a function \( F^{(\lambda)} \) such that \( F^{(\lambda)}(n)_{i,j} \) is rational in \( n \) for all \( i, j \) and

\[
U^{(\lambda)}(n) = \frac{a^n}{n!} F^{(\lambda)}(n),
\]
and from Remark 3.4 and its explicit expression we get that \( \rho_i^{(\lambda)}(n)^k \) is rational in \( n \) for all fixed \( k \in \mathbb{N}_0 \).

**Proof.** Equation (8.8) follows from Theorem 3.14 Corollary 8.3 and the LDU decomposition of \( \mathcal{H}_n^{(\lambda)} \) in Corollary 5.7. By Theorem 3.14 we just need to verify

\[
\sum_{n=0}^{\infty} \rho_i^{(\lambda)}(n)^k U^{(\lambda)}(n) < \infty, \quad \forall k \in \mathbb{N}_0,
\]

\[
\lim_{n \to \infty} F_1(\rho_i^{(\lambda)}(n))P_n(0)\mathcal{H}_n^{-1}P_{n+1}(0)^*F_2(\rho_i^{(\lambda)}(n)) = 0, \quad \text{for all } F_1, F_2 \in M_N(\mathbb{C})[n].
\]

For a fixed \( k \in \mathbb{N}_0 \) and \( s, t \in \{1, \ldots, N\} \), using Remark 3.4 we have

\[
\left( \sum_{n=0}^{\infty} \rho_i^{(\lambda)}(n)^k U^{(\lambda)}(n) \right)_{s,t} = \sum_{k=0}^{\infty} \frac{a^n}{n!} \left( \rho_i^{(\lambda)}(n)^k F^{(\lambda)}(n) \right)_{s,t} < \infty,
\]

since each entry of \( \rho_i^{(\lambda)}(n)^k F^{(\lambda)}(n) \) is rational in \( n \). On the other hand, for \( F_1, F_2 \in M_N(\mathbb{C})[n] \), we have that \( F_1(\rho_i^{(\lambda)}(n)) \) and \( F_2(\rho_i^{(\lambda)}(n)) \) are rational functions in \( n \), and therefore using the explicit expressions of \( P_n(0) \) and \( \mathcal{H}_n \) we have that

\[
F_1(\rho_i^{(\lambda)}(n))P_n(0)\mathcal{H}_n^{-1}P_{n+1}(0)^*F_2(\rho_i^{(\lambda)}(n)) = \frac{a^n}{n!} R(n), \quad \text{for all } F_1, F_2 \in M_N(\mathbb{C})[n],
\]

where \( R(n) \) is a rational function in \( n \). Equation (8.9) then follows. \( \square \)

So each dual family is orthogonal with respect to their own distinct dual inner-product. For matrix polynomials \( \mathcal{P}, \mathcal{Q} \) we have

\[
\langle \mathcal{P}, \mathcal{Q}^{(\lambda)}_{i,d} \rangle = \sum_{n=0}^{\infty} \mathcal{P} \left( \rho_i^{(\lambda)}(n) \right)^* U^{(\lambda)}(n) \mathcal{Q} \left( \rho_i^{(\lambda)}(n) \right).
\]

Note the weight \( U^{(\lambda)} \) is the same for each family, but the inner-product requires us to compose with \( \rho_i^{(\lambda)} \) which is different for each \( i \).

8.4. Dual shift operators. In this subsection we show that the ladder relations for the polynomials \( P_n^{(\lambda)} \) associated to the Charlier weight induce shift operators for the dual polynomials \( Q_{x,i}^{(\lambda)} \).

We recall the following relations from Proposition 4.1

\[
P_n^{(\lambda)} \cdot D = M \cdot P_n^{(\lambda)}, \quad M = (I + A) + \frac{1}{a} \mathcal{H}_n^{(\lambda)}(I + A^*)^{-1} \mathcal{H}_n^{(\lambda)}(I + A^*)_1 \delta^{-1}, \quad (8.10)
\]

\[
P_n^{(\lambda)} \cdot D^\dagger = M^\dagger \cdot P_n^{(\lambda)}, \quad M^\dagger = \frac{1}{a} (I + A)^{-1} \delta + \mathcal{H}_n^{(\lambda)}(I + A^*) \mathcal{H}_n^{(\lambda)}^{-1}, \quad (8.11)
\]

where \( D \) and \( D^\dagger \) are

\[
D = \eta (I + A), \quad D^\dagger = \eta^{-1} \frac{2}{a} (I + A)^{-1}.
\]
Since the operators $D$ and $D^\dagger$ are associated to the weak Pearson equation \[4.1\], it follows from Remark \[3.18\] that $D, D^\dagger \in \hat{\mathcal{F}}_R(P^{(\lambda)})$. Each dual family has two relevant isomorphisms

\[
\tau: \hat{\mathcal{F}}_L(P^{(\lambda)}) \to \hat{\mathcal{F}}_L(Q^{(\lambda)}), \quad \sigma_i: \hat{\mathcal{F}}_R(P^{(\lambda)}) \to \hat{\mathcal{F}}^\dagger_R(Q^{(\lambda)}),
\]

\[
M \mapsto P_n^{(\lambda)}(0)^{-1}MP_n^{(\lambda)}(0), \quad D \mapsto \Upsilon_i^{(\lambda)}(x)D\Upsilon_i^{(\lambda)}(x)^{-1},
\]

see \[8.11\] and \[8.22\]. Note that by definition, $\tau$ is a conjugation by $P_n^{(\lambda)}(0)$ and is therefore independent of the family of dual polynomials. In this case we omit the subindex $i$. On the other hand, for each $i = 1, 2, 3$ we have the isomorphism $\sigma_i$ which involves conjugation by $\Upsilon_i^{(\lambda)}$ and is different for each family of dual polynomials.

**Theorem 8.9.** Let $P_n^{(\lambda)}$ be the monic matrix Charlier polynomials and Let $D, D^\dagger, M, M^\dagger$ be given by \[8.10\] and \[8.11\]. We fix a family of dual polynomials $Q^{(\lambda)}_x = Q^{(\lambda)}_{x,i}$ for $i = 1, 2, 3$. Then the following relations hold true:

\[
\tau(M) \cdot Q^{(\lambda)}_x(\rho_i^{(\lambda)}(n)) = Q^{(\lambda)}_{x+1}(\rho_i^{(\lambda)}(n)) \Upsilon_i^{(\lambda)}(1)(I + A),
\]

\[
\tau(M^\dagger) \cdot Q^{(\lambda)}_x(\rho_i^{(\lambda)}(n)) = Q^{(\lambda)}_{x-1}(\rho_i^{(\lambda)}(n)) \frac{x}{a}(I + A)^{-1}\Upsilon_i^{(\lambda)}(1)^{-1}.
\]

**Proof.** From Theorem \[5.22\] we get

\[
\tau(M) \cdot Q^{(\lambda)}_x(\rho_i^{(\lambda)}(n)) = Q^{(\lambda)}_x(\rho_i^{(\lambda)}(n)) \cdot \sigma_i(D), \quad \tau(M^\dagger) \cdot Q^{(\lambda)}_x(\rho_i^{(\lambda)}(n)) = Q^{(\lambda)}_x(\rho_i^{(\lambda)}(n)) \cdot \sigma_i(D^\dagger).
\]

Let us fix $i \in \{1, 2, 3\}$ and suppose that $D_1 = \eta F_1(x) + F_0(x) + \eta^{-1}F_{-1}(x)$, so that $\Upsilon_i(x) = F_1(0)^{-1} \cdots F_1(x - 1)^{-1}$ as in Theorem \[5.9\]. Then we have that

\[
\sigma_i(D) = \eta \Upsilon_i(x + 1)(I + A)\Upsilon_i(x)^{-1}, \quad \sigma_i(D^\dagger) = \eta^{-1}x \frac{a}{d} \Upsilon_i(x - 1)(I + A)^{-1}\Upsilon_i(x)^{-1}.
\]

Using that $F_1(x) = a(I + A)$ for $i = 1$, $F_1(x) = -\Phi^{(\lambda)}(x)$ for $i = 2$ and $F_1(x) = -\Phi^{(\lambda)}(x^*) + x$ for $i = 3$ and using the explicit expression in \[5.20\] we obtain

\[
\Upsilon_i(x + 1)(I + A)\Upsilon_i(x)^{-1} = \Upsilon_i(1)(I + A), \quad \Upsilon_i(x - 1)(I + A)^{-1}\Upsilon_i(x)^{-1} = (I + A)^{-1}\Upsilon_i(1)^{-1}.
\]

This completes the proof of the theorem. \hfill $\square$

**Remark 8.10.** Applying the isomorphism $\tau$, the LDU decomposition of the norm (see Corollary \[5.7\], and properties of the matrix $J$ (see Lemma \[5.5\]), we get

\[
\tau(M) = L_0^{-1}(I + A)^\lambda(I + A_n+\lambda)^{-n} \left( (I + A) - \frac{1}{a^2}D_n^{(\lambda)}(D_n^{(\lambda)})^{-1} - 1 \right) (I + A_n+\lambda)^\lambda(I + A)^{-1}L_0,
\]

\[
\tau(M^\dagger) = L_0^{-1}(I + A)^\lambda(I + A_n+\lambda)^{-n} \left( D_n^{(\lambda)}(I + A^*) (D_n^{(\lambda)})^{-1} - 1 \right) (I + A_n+\lambda)^\lambda(I + A)^{-1}L_0.
\]

These expressions are independent of the choice of the dual family.

**Remark 8.11.** For the dual family that corresponds to $D_1$ we have the simple expressions:

\[
\sigma_1(D) = \eta - \frac{1}{a}, \quad \sigma_1(D^\dagger) = \eta^{-1}x, \quad \sigma_1(J^{(\lambda)}) = J + xI + \lambda(I + A)^{-1}.
\]

**Remark 8.12.** For the dual family corresponding to $D_2$ we have

\[
\sigma_2(D) = -\eta 2a^{-1}(I + A)^\lambda(J(I + A^*) + \lambda I)^{-1}(I + A)^{-\lambda},
\]

\[
\sigma_2(D^\dagger) = -\eta^{-1}x \frac{a}{2}(I + A)^\lambda(J(I + A^*) + \lambda I)(I + A)^{-\lambda},
\]

\[
\sigma_2(J^{(\lambda)}) = (I + A)^\lambda(J(I + A^*) + \lambda I)^{-x}(J + (x + \lambda)I)(J(I + A^*) + \lambda I)^x(I + A)^{-\lambda}.
\]

For the dual family corresponding to $D_3$ we have

\[
\sigma_3(D) = -\eta 2a^{-1}(I + A)^\lambda(J(I + A^*) + (\lambda - 1)I)^{-1}(I + A)^{-\lambda},
\]

\[
\sigma_3(D^\dagger) = -\eta^{-1}x \frac{a}{2}(I + A)^\lambda(J(I + A^*) + (\lambda - 1)I)(I + A)^{-\lambda},
\]

\[
\sigma_3(J^{(\lambda)}) = (I + A)^\lambda(J(I + A^*) + (\lambda - 1)I)^{-x}(J + (x + \lambda)I)(J(I + A^*) + (\lambda - 1)I)^x(I + A)^{-\lambda}.
\]
We note that expressions of $\sigma_i(D), \sigma_i(D^\dagger), \sigma_i(\mathcal{A}^{(\lambda)})$ for $i = 1, 2$ are very similar. This is due to the fact that the coefficients of the operators $\Delta S^{(\lambda)}$ and $S^{(\lambda - 1)}\Delta$ are related by simple shifts in $\lambda$ and $x$, see (6.12) and (5.12).

**Remark 8.13.** We finally include the expressions for the duals of the following relevant operators which appeared in (2.8) and Remark 5.12

$$\begin{align*}
\tau(\mathcal{L}) &= P_n^{(\lambda)}(0)^{-1}P_{n+1}^{(\lambda)}(0)\delta + P_n^{(\lambda)}(0)^{-1}B_n^{(\lambda)}P_n^{(\lambda)}(0) + P_n^{(\lambda)}(0)^{-1}C_n^{(\lambda)}P_n^{(\lambda)}(0)\delta^{-1}, \\
\tau(\psi^{-1}(\mathcal{A}^{(\lambda)})) &= a\tau(M) + a\tau(M^\dagger) - P_n^{(\lambda)}(n).
\end{align*}$$

For the last expression we have used that $\mathcal{G}^{(\lambda)} = aD + aD^\dagger - \mathcal{G}^{(\lambda)}$ which follows from the definition of $\mathcal{G}^{(\lambda)}$ in (5.13).

8.5. **Dual square norm.** In Theorem 3.15 we proved an expression for the square norms of the dual MVOP assuming that certain functions are in the closure of the span of the MVOP $(P_n)$. Since we haven’t proven this assumption for our special case of Charlier type MVOP, we will derive the square norms in a more direct fashion that will ultimately agree with the earlier result.

It is more efficient to write the following proofs in terms of the $R_n^{(\lambda)}(x) = L_0(I + A)^{-n-\lambda}P_n^{(\lambda)}(x)(I + A)^{x+\lambda}$, rather than the $Q_n^{(\lambda)}(x)$. Using (7.1) and the fact that for $i \in \{1, 2, 3\}$ we have

$$Q_n^{(\lambda)}(\rho_i^{(\lambda)}(n)) = P_n^{(\lambda)}(0)^{-1}P_n^{(\lambda)}(x)T_i^{(\lambda)}(x)^{-1},$$

we get that the square norm of the $Q_n^{(\lambda)}(x)$ is given by

$$W_n^{(\lambda)}(x) = \left((I + A^*)^{x+\lambda}T_i^{(\lambda)}(x)\right)^{-1}W_n^{(\lambda)}(x)\left(T_i^{(\lambda)}(x)(I + A)^{x+\lambda}\right)^{-1},$$

where

$$W_n^{(\lambda)}(x) = \sum_{n=0}^{\infty} R_n^{(\lambda)}(x)^*D_n^{(\lambda)-1}R_n^{(\lambda)}(x).$$

**Lemma 8.14.** The $0$-th moment of the dual weight $U^{(\lambda)}(x)$ is given by

$$W_0^{(\lambda)} = W^{(\lambda)}(0)^{-1}.$$ 

**Proof.** The proof is given in Appendix 8.3.

**Proposition 8.15.** The norm of the dual MVOP $Q_n^{(\lambda)}(x)$ is given by

$$W_n^{(\lambda)}(x) = (T_i^{(\lambda)}(x)W^{(\lambda)}(x)T_i^{(\lambda)}(x)^*)^{-1}.$$ 

**Proof.** We can derive a recursion for $W_n^{(\lambda)}(x)$ by rewriting the shift equations in (6.12) for $R_n^{(\lambda)}(x)$. First $P_n^{(\lambda)}(x)\Delta = nP_n^{(\lambda+1)}(x)$ is swiftly rewritten as

$$R_n^{(\lambda)}(x + 1) - R_n^{(\lambda)}(x)(I + A) = nR_{n+1}^{(\lambda+1)}(x),$$

and for $P_n^{(\lambda+1)}(x), S^{(\lambda)} = G_n^{(\lambda)}P_n^{(\lambda)}(x)$ we need

$$L_0(I + A)^{-n-\lambda}G_n^{(\lambda)}(I + A)^{n+\lambda}L_0^{-1} = nL_{n-1}^{(\lambda+1)}(T^{(\lambda)}),$$

and

$$T^{(\lambda)}(I + A)^{-x-\lambda}G_1^{(\lambda)}(x)(I + A)^{x+\lambda} = T^{(\lambda+1)}(I + A^*)^{(T^{(\lambda)})^{-1}},$$

$$T^{(\lambda)}(I + A)^{-x-\lambda}(\Phi^{(x)}(x) - \Psi^{(x)}(x))(I + A)^{x+\lambda} = \sum_{\alpha} x^{T^{(\lambda+1)}(T^{(\lambda)})^{-1}}$$

to get

$$-R_{n-1}^{(\lambda+1)}(x)T^{(\lambda+1)}(I + A^*)^{(T^{(\lambda)})^{-1}} + R_{n-1}^{(\lambda+1)}(x - 1)\sum_{\alpha} x^{T^{(\lambda+1)}(T^{(\lambda)})^{-1}} = nT_{n-1}^{(\lambda+1)}(T^{(\lambda)})^{-1}R_n^{(\lambda)}(x).$$
We now take \( x \geq 1 \), since the \( x = 0 \) was covered in the previous result. We can then use the first of the shifts to get
\[
\mathcal{W}_R^{(\lambda)}(x) = (I + A^*) \sum_{n=0}^{\infty} R_n^{(\lambda)}(x-1)^*D_n^{(\lambda)-1}R_n^{(\lambda)}(x) + \sum_{n=1}^{\infty} n R_n^{(\lambda+1)}(x-1)^*D_n^{(\lambda)-1}R_n^{(\lambda)}(x).
\]
The first of the two sums is proportional to \( \langle Q_{x-1}^{(\lambda)} Q_{x}^{(\lambda)} \rangle^{(\lambda)} \) which is zero due to the dual orthogonality. Inserting \( D_n^{(\lambda+1)-1}D_n^{(\lambda+1)} \) we get
\[
\mathcal{W}_R^{(\lambda)}(x) = \sum_{n=1}^{\infty} R_n^{(\lambda+1)}(x-1)^*D_n^{(\lambda+1)-1}nD_n^{(\lambda+1)}D_n^{(\lambda)-1}R_n^{(\lambda)}(x),
\]
which allows us to apply the second shift
\[
\mathcal{W}_R^{(\lambda)}(x) = -\sum_{n=1}^{\infty} R_n^{(\lambda+1)}(x-1)^*D_n^{(\lambda+1)-1}R_n^{(\lambda+1)}(x)T^{(\lambda+1)}(I + A^*)(T^{(\lambda)})^{-1}
\]
\[
+ \sum_{n=1}^{\infty} R_n^{(\lambda+1)}(x-1)^*D_n^{(\lambda+1)-1}R_n^{(\lambda+1)}(x-1)^T D_n^{(\lambda+1)}T^{(\lambda)}(T^{(\lambda)})^{-1}.
\]
Here again the first sum vanishes due to the dual orthogonality, since it is proportional to \( \langle Q_{x-1}^{(\lambda+1)} Q_{x}^{(\lambda+1)} \rangle^{(\lambda+1)} \). So we then arrive at
\[
\mathcal{W}_R^{(\lambda)}(x) = \mathcal{W}_R^{(\lambda+1)}(x-1)^T D_n^{(\lambda+1)}(T^{(\lambda)})^{-1},
\]
which after iteration gives \( \mathcal{W}_R^{(\lambda)}(x) = \mathcal{W}_R^{(\lambda+1)}(0) \frac{x}{a} T^{(\lambda)}(T^{(\lambda)})^{-1} = \frac{x}{a} T^{(\lambda)}(T^{(\lambda)})^{-1} \). Putting this result back into (8.12), together with Lemma 8.14 gives the desired result. \( \square \)

8.6. Lie Algebras of difference operators associated to the Charlier weight. As an aside, we describe Lie algebras generated by the operators of interest in this paper. We denote by \( g \) the linear span of \( \{D, D^\dagger, \mathcal{J}^{(\lambda)}, x, I\} \), where \( I \) is the identity matrix.

Proposition 8.16. The linear space \( g \) is a Lie algebra that contains the operator \( \mathcal{D}^{(\lambda)} \). More precisely, the following relations hold true
\[
[\mathcal{J}^{(\lambda)}, D] = D, \quad [\mathcal{J}^{(\lambda)}, D^\dagger] = -D^\dagger, \quad [D, x] = -D, \quad [D^\dagger, x] = D^\dagger, \quad [D, D^\dagger] = \frac{1}{a}I,
\]
where \([,] \) is the standard bracket \([E_1, E_2] = E_1E_2 - E_2E_1\).

Proof. The commutations relations in the lemma follow directly from the definitions of \( \mathcal{J}^{(\lambda)} \), in (5.12) and \( D, D^\dagger \) in (5.11). This shows that \( g \) is closed under the bracket operation. Finally it follows directly from (5.13) that \( \mathcal{D}^{(\lambda)} \in g \). \( \square \)

We observe that since each of the generators of \( g \) is related to a weak Pearson equation, we have that \( g \subset \mathcal{F}_R(P) \). Therefore, we can transport this Lie algebra to \( \mathcal{F}_L(P), \mathcal{F}_R(Q), \mathcal{F}_L(Q) \) via the isomorphisms \( \psi, \sigma, \tau \) and we obtain the diagram:

\[
\begin{array}{ccc}
\mathcal{J}^{(\lambda)} & \psi & g \\
\downarrow & & \downarrow \sigma \\
\psi^d(\sigma(g)) & \sigma^d & \sigma(g)
\end{array}
\]

The four dimensional Lie algebra \( g_1 \) generated by \( \{D, D^\dagger, \mathcal{J}^{(\lambda)}, I\} \) is isomorphic to the Lie algebra \( \mathcal{G}(0, 1) \) introduced by W. Miller in [41, chapter 2-5] via the identifications:
\[
J^+ \to D, \quad J^- \to D^\dagger, \quad J^3 \to \mathcal{J}^{(\lambda)}, \quad \mathcal{E} \to \frac{1}{a}I.
\]
The corresponding Casimir operator is given by
\[
aC_{0,1} = a (J^+J^- - \mathcal{E}J^3) \to aDD^\dagger - \mathcal{J}^{(\lambda)} = x - \mathcal{J}^{(\lambda)},
\]
and commutes with every element in \( g_1 \). We observe that the Casimir operator is indeed an element of the center \( Z(g) \) of \( g \), which is the two dimensional abelian subalgebra generated by \( \{ C_{0,1}, I \} \).

We observe that \( C_{0,1} \in \mathcal{F}_R(P) \) and therefore \( \psi^{-1}(C_{0,1}) \) is a nontrivial second order operator in the bispectral algebra \( \mathcal{B}_L(P) \) which commutes with the ladder operators \( M, M^\dagger \) and the eigenvalue \( \Gamma_n^{(x)} \) of \( \mathcal{B}_L(\lambda) \).

**Proposition 8.17.** Let \( \mathfrak{k} \) be the four dimensional Lie algebra generated by \( \{ D, D^\dagger, x, I \} \). Then \( \mathfrak{k} \) is isomorphic with \( \mathcal{G}(0,1) \) via the identifications

\[
J^+ \rightarrow D, \quad J^- \rightarrow D^\dagger, \quad J^3 \rightarrow x, \quad E \rightarrow \frac{1}{a} I.
\]

Moreover, under this identification we have have

\[
g = \mathcal{G}(0,1) \oplus C_{0,1},
\]

**Proof.** The isomorphism between \( \mathfrak{k} \) and \( \mathcal{G}(0,1) \) follows directly from the relations in Proposition 8.16. Since \( C_{0,1} \notin \mathfrak{k} \), we immediately have that \( g = \mathfrak{k} \oplus C_{0,1} \) as vectors spaces. Now we only need to show that both summands are ideals in \( g \). Proposition 8.16 gives \( [\mathfrak{k}, g] \subset \mathfrak{k} \) and \( C_{0,1} \) is an ideal since \( C_{0,1} \in Z(g) \). This completes the proof of the proposition. \( \square \)

**Remark 8.18.** Let \( \mathfrak{n} \) be the three dimensional subspace generated by \( \{ D, D^\dagger, I \} \), then \( \mathfrak{n} \) is isomorphic with the the Heisenberg Lie algebra of dimension 3, see for instance [24, p. 57].

**Remark 8.19.** The quotient Lie algebra \( g/\mathfrak{z}(g) \) is generated by the elements:

\[
e_1 = D^\dagger + \mathfrak{z}(g), \quad e_2 = D + \mathfrak{z}(g), \quad e_3 = x + \mathfrak{z}(g),
\]

with commutation relations

\[
[e_1, e_2] = 0, \quad [e_1, e_3] = e_1, \quad [e_2, e_3] = -e_2.
\]

Therefore \( g/\mathfrak{z}(g) \) is a three dimensional Lie algebra which is isomorphic with the Lie algebra \( \mathfrak{p}(1,1) \) of the Poincaré group \( P(1,1) \). This is the group of affine transformations of \( \mathbb{R}^2 \) which preserve the Lorentz metric, see [29, §2.5.9].

## 9. Dual–Dual Polynomials

In this final section we will we investigate \( 4 \)-tuples \( (\tilde{P}_n^{(x)}, \tilde{M}_1, \tilde{M}_2, \tilde{\nu}^{(x)}) \) that are dual to the dual \( 4 \)-tuple \( (Q_{x,i}^{(x)}, P_n^{(x)}(0), Y_1^{(x)}(x), \rho_1^{(x)}) \) described in Section 8.2.1. These families will be called dual–dual polynomials. The goal of this section is to indicate the steps in the construction of dual–dual families, but we will not describe in detail some sets that are analogues of those discussed in Section 3 (like \( \mathcal{B}_L(2,Q) \)). More precisely, we will discuss two distinct dual–dual families \( \tilde{P}_n^{(x)} \) : one will be trivial, giving us back \( P_n^{(x)} \), and the second will not be.

The dual–dual polynomials will be a sequence of matrix polynomials \( \tilde{P}_n^{(x)} \) with a matrix argument \( x \) but on the opposite side compared to the \( Q_{x,i}^{(x)} \)

\[
\tilde{P}_n^{(x)}(x) = A_{n,n} x^n + A_{n,n-1} x^{n-1} + \ldots + A_{n,0},
\]

see 3.1 for the case corresponding to the \( Q_{x,i}^{(x)} \).

To find such a dual–dual family boils down to finding a sequence of polynomials \( P_n^{(x)} \) together with matrix functions \( \tilde{\nu}^{(x)}(x), \tilde{M}_1^{(x)}(n), \tilde{M}_2^{(x)}(x) \) such that

\[
Q_{x,i}^{(x)}(\rho^{(x)}(n)) = \tilde{M}_1^{(x)}(n) \tilde{P}_n^{(x)}(\tilde{\nu}^{(x)}(x)) \tilde{M}_2^{(x)}(x), \quad \forall x, n \in \mathbb{N}_0,
\]

and such that the polynomials \( \tilde{P}_n^{(x)} \) satisfy the monic three term recurrence

\[
\tilde{P}_n^{(x)}(\tilde{\nu}^{(x)}(x)) \tilde{\nu}^{(x)}(x) = \tilde{P}_{n+1}^{(x)}(\tilde{\nu}^{(x)}(x)) + \tilde{B}_n^{(x)} \tilde{P}_n^{(x)}(\tilde{\nu}^{(x)}(x)) + \tilde{C}_n^{(x)} \tilde{P}_{n-1}^{(x)}(\tilde{\nu}^{(x)}(x)).
\]

As in Section 3 a dual–dual family is determined by a \( 4 \)-tuple \( (\tilde{P}_n^{(x)}, \tilde{M}_1^{(x)}, \tilde{M}_2^{(x)}, \tilde{\nu}^{(x)}) \) and we will also restrict the superfluous degrees of freedom in a similar fashion by setting \( \tilde{M}_1(0) = \tilde{M}_2(0) = I \). This immediately leads to \( M_2(x) = Q_{x,i}^{(x)}(\rho^{(x)}(0)) = Y^{(x)}(x)^{-1} \) and \( M_1(n) = (\tilde{P}_n^{(x)}(\tilde{\nu}^{(x)}(0)))^{-1} \).
9.1. First family of dual–dual polynomials: $P_n^{(\lambda)}$ as its own dual–dual. The dual condition \((1.1)\) implies trivially that
\[
(F_n^{(\lambda)}, M_1^{(\lambda)}, M_2^{(\lambda)}, \varphi^{(\lambda)}) = (P_n^{(\lambda)}, P_n^{(\lambda)}(0)^{-1}, (I + A)^{x}a^{x}, x)
\]
is a dual family for \((Q_n^{(\lambda)}, P_n^{(\lambda)}(0), (I + A)^{-x}a^{-x}, \rho_n^{(\lambda)}(n))\), i.e.
\[
Q_n^{(\lambda)}(P_1^{(\lambda)}(n)) = P_n^{(\lambda)}(0)^{-1}P_n^{(\lambda)}(x)(I + A)^{x}a^{x}, \quad \forall x, n \in \mathbb{N}_0.
\]
We observe that since $\varphi^{(\lambda)} = x$, the recurrence relation for $P_n^{(\lambda)}$ in \((1.2)\) is precisely the three term recurrence relation \((2.3)\).

As in Lemma \((5.5)\) this dual–dual family is related to a difference operator, namely $\tau(\mathcal{L}) \in \mathcal{F}^{d}_{\mathcal{L}}(Q)$, where $\mathcal{L} = \psi^{-1}(x)$ is defined in \((2.3)\). Explicitly we have
\[
\tau(\mathcal{L}) = P_{n}^{(\lambda)}(0)^{-1}P_{n+1}^{(\lambda)}(0)\delta + P_n^{(\lambda)}(0)^{-1}B_n^{(\lambda)}P_n^{(\lambda)}(0) + P_n^{(\lambda)}(0)^{-1}C_n^{(\lambda)}P_{n-1}^{(\lambda)}(0)\delta^{-1}.
\]
We note that Corollary \((5.3)\) implies that the coefficient $P_{n}^{(\lambda)}(0)^{-1}P_{n+1}^{(\lambda)}(0)$ of $\delta$ in $\tau(\mathcal{L})$ is a rational function of $n$ which is invertible for all $n \in \mathbb{N}_0$. On the other hand, the explicit expression in Theorem \((6.5)\) implies that $C_n^{\mathcal{L}}$ is a rational function of $n$ which vanishes at $n = 0$. Therefore, the coefficient of $\delta^{-1}$ in $\tau(\mathcal{L})$ is a rational function of $n$ and vanishes at $n = 0$. These conditions are analogous to those in Definition \((7.7)\). For this dual-dual family, the commutative diagram in Theorem \((5.22)\) is extended trivially in the following way:
\[
\begin{array}{ccc}
\mathcal{F}_{\mathcal{L}}(P_{n}^{(\lambda)}) & \xrightarrow{\tau} & \mathcal{F}_{\mathcal{L}}^{d}(Q_{n}^{(\lambda)}) \\
\downarrow \psi & & \downarrow \psi \\
\mathcal{F}_{\mathcal{R}}(P) & \xrightarrow{\sigma_n} & \mathcal{F}_{\mathcal{R}}^{d}(Q_{n}^{(\lambda)}) \\
\end{array}
\]
In conclusion $P_n^{(\lambda)}$ is its own dual–dual.

9.2. Second family of dual–dual polynomials. In order to construct a nontrivial family of dual–dual polynomials, we look for second order difference operators in $\mathcal{B}_{\mathcal{L}}^{d}(Q)$. There are two natural candidates for these operators, namely $\tau(\psi^{-1}(\mathcal{J}^{(\lambda)}))$ and the Casimir operator $\tau(\psi^{-1}(G_{0,1}))$.

Next we follow the construction for the first operator. We have already seen in Remark \((5.12)\) that
\[
\psi^{-1}(\mathcal{J}^{(\lambda)}) \cdot P_{n}^{(\lambda)} = P_{n}^{(\lambda)} \cdot \mathcal{J}^{(\lambda)},
\]
so that $\mathcal{J}^{(\lambda)} \in \mathcal{F}_{\mathcal{R}}(P)$ and $\psi^{-1}(\mathcal{J}^{(\lambda)}) \in \mathcal{F}_{\mathcal{L}}(P)$. Let us write out
\[
\psi^{-1}(\mathcal{J}^{(\lambda)}) = G_{1}(n)\delta + G_{0}(n) + G_{-1}(n)\delta^{-1},
\]
where the explicit expressions of the coefficients $G_{1}, G_{0}, G_{-1}$ are given in Remark \((5.12)\). On the other hand, $\sigma(\mathcal{J}^{(\lambda)}) = \mathcal{Y}^{(\lambda)}(x)\mathcal{J}^{(\lambda)}\mathcal{Y}^{(\lambda)}(x)^{-1}$ and
\[
\tau(\psi^{-1}(\mathcal{J}^{(\lambda)})) = P_n^{(\lambda)}(0)^{-1}G_{1}(n)P_{n+1}^{(\lambda)}(0)\delta + P_n^{(\lambda)}(0)^{-1}G_{0}(n)P_n^{(\lambda)}(0) + P_n^{(\lambda)}(0)^{-1}G_{-1}(n)P_{n-1}^{(\lambda)}(0)\delta^{-1}.
\]
It follows directly from Remark \((5.12)\) that the coefficient $P_n^{(\lambda)}(0)^{-1}G_{1}(n)P_{n+1}^{(\lambda)}(0)$ is a rational function which is invertible for all $n \in \mathbb{N}_0$. Moreover, by Corollary \((5.7)\) we have that
\[
G_{-1}(n) = L_{0}^{-1}(I + A)^{n+\lambda}\mathcal{D}_{\lambda}(\mathcal{D}_{n-1}^{(\lambda)}-1(I + A)^{-n-\lambda+1})L_{0}.
\]
Therefore \((6.18)\) implies that $G_{-1}(n)$ is a rational function of $n$ which vanishes at $n = 0$.

**Theorem 9.1.** Let $\hat{F}_{n}^{(\lambda)}$ be the sequence of monic polynomials defined by the recurrence relation
\[
x\hat{F}_{n}^{(\lambda)}(x) = \hat{F}_{n+1}^{(\lambda)}(x)
\]
\[
+ (J + n + a + \lambda(I + A)^{-1} + aL_{0}^{-1}(I + A)^{\lambda}\mathcal{D}_{\lambda}^{(\lambda)}A^{\ast}\mathcal{D}_{\lambda}^{(\lambda)-1}(I + A)^{-\lambda}L_{0})\hat{F}_{n}^{(\lambda)}(x)
\]
\[
+ L_{0}^{-1}(I + A)^{\lambda}\mathcal{D}_{\lambda}^{(\lambda)}\mathcal{D}_{n-1}^{(\lambda)}-1(I + A)^{-\lambda}L_{0}\hat{F}_{n-1}^{(\lambda)}(x).
\]
Then \((\tilde{P}_n^{(\lambda)}, P_n^{(\lambda)}(0)^{-1}(I + A)^n, \Upsilon^{(\lambda)}(x)^{-1}, \tilde{J}^{(\lambda)}(x))\) is dual to \(Q_x^{(\lambda)}\) and the following duality condition holds true

\[ Q_x^{(\lambda)}(p(n)) = P_n^{(\lambda)}(0)^{-1}(I + A)^n \tilde{P}_n^{(\lambda)}(\tilde{J}^{(\lambda)}(x)))\Upsilon^{(\lambda)}(x)^{-1}, \quad n, x \in \mathbb{N}_0. \]

**Proof.** If we replace the dual condition in the relation \(\tau(\psi^{-1}(\tilde{J}^{(\lambda)})) \cdot Q_x^{(\lambda)} = Q_x^{(\lambda)} \cdot \sigma(\tilde{J}^{(\lambda)})\), we obtain the recurrence relation of theorem with \(x\) replaced by \(\tilde{J}^{(\lambda)}(x)\). Since \(\tilde{J}^{(\lambda)}\) satisfies the block Vandermonde condition with \(n\) replaced by \(x\), an argument similar to the one in (5.9) completes the proof of the theorem. \(\square\)

**Corollary 9.2.** The dual-dual family \((\tilde{P}_n^{(\lambda)}, P_n^{(\lambda)}(0)^{-1}(I + A)^n, \Upsilon^{(\lambda)}(x)^{-1}, \tilde{J}^{(\lambda)}(x))\) is related to the original monic polynomials \(P_n^{(\lambda)}\) in the following way

\[ P_n^{(\lambda)}(x) = (I + A)^n \tilde{P}_n^{(\lambda)}(\tilde{J}^{(\lambda)}(x)). \]

**Proof.** Using the dual relation for \(Q_x^{(\lambda)}\) and \(\tilde{P}_n^{(\lambda)}\) in Theorem 9.1 as well as the dual relation for \(P_n^{(\lambda)}\) and \(Q_x^{(\lambda)}\) in (5.7) we get the result. \(\square\)

### Appendix A. Miscellaneous Proofs

**A.1. Block Vandermonde Determinant.** This subsection will mostly involve upper triangular matrices and we will focus our attention on their diagonal parts. So when two upper triangular matrices \(M_1, M_2\) have the same diagonal, we will write

\[ M_1 = M_2 +\text{s.u.t.} \]

where s.u.t. stands for strictly upper triangular. All the matrices \(P_n^{(\lambda)}(n)\) in Section 8 satisfy the conditions in Corollary A.2 but we will collect a preliminary result for a slightly simpler case first.

**Lemma A.1.** Consider the \(n\)-dependent upper triangular matrix of the following form

\[ M(n) = n\mathcal{T} + \mathcal{T}_0 + \text{s.u.t.} \quad \text{(A.1)} \]

where \(\mathcal{T}\) and \(\mathcal{T}_0\) are constant diagonal matrices, and the s.u.t. part is allowed to depend on \(n\). The determinant of its block Vandermonde matrix does not depend on the s.u.t. part or \(\mathcal{T}_0\), and is given by

\[
\det \begin{pmatrix}
I & M(n_0) & \ldots & M(n_0)^x \\
I & M(n_1) & \ldots & M(n_1)^x \\
\vdots & \vdots & \ddots & \vdots \\
I & M(n_x) & \ldots & M(n_x)^x \\
\end{pmatrix} = \det(\mathcal{T})^\frac{1}{2}x(x+1) \left( \prod_{0 \leq s < t \leq x} (n_t - n_s) \right)^N, \quad x \in \mathbb{N}_{>0},
\]

where \((n_j)_{j=0}^x\) is a list of complex values for which \(M(n_j)\) is defined.

**Proof.** This proof will be by induction on \(x\). On occasion we will denote the block Vandermonde as \(\det (M(n_j)^k)_{j,k=0}^x\) even though this a slight abuse of notation in case \(M(n_j)\) is singular. We
apply a block analogue of an elementary row operation to get

\[
\begin{pmatrix}
I & \mathcal{M}(n_0) & \ldots & \mathcal{M}(n_0)^x \\
I & \mathcal{M}(n_1) & \ldots & \mathcal{M}(n_1)^x \\
\vdots & \vdots & \ddots & \vdots \\
I & \mathcal{M}(n_x) & \ldots & \mathcal{M}(n_x)^x
\end{pmatrix}
\]

\[
= \det
\begin{pmatrix}
I & \mathcal{M}(n_0) & \ldots & \mathcal{M}(n_0)^x \\
I & \mathcal{M}(n_1) & \ldots & \mathcal{M}(n_1)^x \\
\vdots & \vdots & \ddots & \vdots \\
I & \mathcal{M}(n_x) & \ldots & \mathcal{M}(n_x)^x
\end{pmatrix}
\begin{pmatrix}
I - \mathcal{M}(n_0) & 0 & \ldots & 0 \\
0 & I - \mathcal{M}(n_0) & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & I - \mathcal{M}(n_0)
\end{pmatrix}
\begin{pmatrix}
0 & \ldots & 0 \\
0 & \ldots & 0 \\
\vdots & \ddots & \vdots \\
0 & \ldots & 0
\end{pmatrix}
\]

In the last step we have used that \( \mathcal{M}(n_j) - \mathcal{M}(n_0) = (n_j - n_0)T + \text{s.u.t.} \). To proceed we notice that \( \mathcal{M}(n_j)^k - \mathcal{M}(n_j)^{k-1}\mathcal{M}(n_0) = (n_j - n_0)T_{n_j, T_0}^{1/k} + \text{s.u.t.} \) and reduce the size of the determinant using the Schur complement

\[
\begin{pmatrix}
(n_1 - n_0)T + \text{s.u.t.} & \ldots & \mathcal{M}(n_1)^{x-1}(n_1 - n_0)T + \text{s.u.t.} \\
\vdots & \ddots & \vdots \\
(n_x - n_0)T + \text{s.u.t.} & \ldots & \mathcal{M}(n_x)^{x-1}(n_x - n_0)T + \text{s.u.t.}
\end{pmatrix}
\]

The block diagonal matrix in the second line is meant to have exactly the entries of the first column of the matrix in the previous line; in particular it has the same s.u.t. parts. We need this so that the first column of the second determinant is exactly just identity matrices without any s.u.t. part.

So we have a reduction of the block Vandermonde to one of a smaller size

\[
\det \left( \mathcal{M}(n_j)^k \right)_{j,k=0}^x = \det \left( T \right)^x \left( \prod_{j=1}^x (n_j - n_0) \right)^N \det \left( \mathcal{N}(n_{j+1})^k \right)_{j,k=0}^{x-1}, \quad (A.2)
\]

with \( \mathcal{N}(n) = nT + T_0 + \text{s.u.t.} \). So \( \mathcal{N}(n) \) has the same diagonal entries as \( \mathcal{M}(n) \). Then since the factor in front of the block Vandermonde determinant with \( \mathcal{N}(n) \) in \( (A.2) \), does not depend on the specifics of the s.u.t. we can continue reducing the size of the block Vandermonde until we get the desired result. □

**Corollary A.2.** The determinant formula in Lemma \( (A.1) \) still holds if we conjugate \( \mathcal{M}(n) \) in \( (A.1) \) by an invertible matrix \( Q \) that does not depend on \( n \).

**Proof.** Let \( \mathcal{R}(n) = Q\mathcal{M}(n)Q^{-1} \). Then it is easy to see that

\[
\det
\begin{pmatrix}
I & \mathcal{R}(n_0) & \ldots & \mathcal{R}(n_0)^x \\
I & \mathcal{R}(n_1) & \ldots & \mathcal{R}(n_1)^x \\
\vdots & \vdots & \ddots & \vdots \\
I & \mathcal{R}(n_x) & \ldots & \mathcal{R}(n_x)^x
\end{pmatrix}
\]

\[
= \det \left( \text{diag}(Q) \right)_{j=0}^x \det
\begin{pmatrix}
I & \mathcal{M}(n_0) & \ldots & \mathcal{M}(n_0)^x \\
I & \mathcal{M}(n_1) & \ldots & \mathcal{M}(n_1)^x \\
\vdots & \vdots & \ddots & \vdots \\
I & \mathcal{M}(n_x) & \ldots & \mathcal{M}(n_x)^x
\end{pmatrix}
\]

□
A.2. Proof of Proposition 8.2. In this section we prove the first part of Proposition 8.2 which states that
\[ R_n^{(λ)}(0) = -a(I + A^{(λ+1)})R_{n-1}^{(λ+1)}(0), \]  
(A.3)
using the matrix introduced in (6.23) to express \( A^{n+λ} = (N + λ + n - J)^{-1}JA^*. \)

Proof. Recall that the entries \( R_n^{(λ)}(0)_{jk} = \xi_{j,k,n}^{(λ)} \) are given explicitly in Theorem 7.9 and that \( A_{j+1,j} = \frac{N-j}{N-1} \). So we start off by writing (A.3) in terms of its entries
\[ \xi_{j,k,n}^{(λ)} = -a\xi_{j,k,n-1}^{(λ+1)} - \frac{j\sqrt{a}}{(N + λ + n - j)}(j^{(λ+1)})_{j,k,n-1}. \]

Note that since the \( \xi_{j,k,n}^{(λ)} \) are given by two different expressions (for \( n+j ≥ N \) and for \( n+j < N \)), we should prove the desired entrywise recursion for both cases. But it is not necessary to prove a mixed case because the two cases actually coincide for \( n+j = N \), so for any values of the parameters the three terms can always be considered as belonging to the same case.

Before specifying to either case, we compute the following expressions which will come in handy later on in the proof.
\[ X(j, k, n - 1, λ + 1) = \frac{N + λ + 1 - j}{a(λ + 1)}, \]
\[ X(j + 1, k, n - 1, λ + 1) = \frac{N + λ + n - j}{\sqrt{a}}(j^{(λ+1)})_{j+1,k,n-1}. \]

To derive the \( n+j > N \) case we will need a fairly standard hypergeometric identity that is easy to check in general (for parameters with which the series either converge or truncate).
\[ \text{d} \left( 3F2 \left( \begin{array}{c} a, b, c \\ \delta, c+1 \\ 1 \end{array} \right) \right) = 3F2 \left( \begin{array}{c} a, b+1, c \\ \delta+1, c+1 \\ 1 \end{array} \right) - 3F2 \left( \begin{array}{c} a, b, c \\ \delta+1, c+1 \\ 1 \end{array} \right), \]

It follows from both sides being equal to
\[ \sum_{s=1}^{\infty} \frac{(a)_s(b)_s(c)_s}{s!(\delta+1)_s} s. \]

When we fill in the values \( a = 1 - k, b = j - N, c = n + λ + 1, \delta = λ + 1 \) and \( c = 1 \) we get
\[ 3F2 \left( \begin{array}{c} 1 - k, j - N, n + λ + 1 \\ λ + 1, 1 - N \\ 1 \end{array} \right) = \frac{N + λ + 1 - j}{λ + 1} \frac{N + λ + n - j}{λ + 1} 3F2 \left( \begin{array}{c} 1 - k, j - N, n + λ + 1 \\ λ + 1, 1 - N \\ 1 \end{array} \right) - \frac{N - j}{λ + 1} 3F2 \left( \begin{array}{c} 1 - k, j - N, n + λ + 1 \\ λ + 1, 1 - N \\ 1 \end{array} \right). \]

After multiplying this equation by \( X(j, k, n, λ)(1 - N)_{k-1} \) we get the desired result for \( n+j > N \) by using the ratios of different \( X \) expressed earlier in this proof.

The \( n+j ≤ N \) case is slightly different. Note that now instead of the factor \( (1 - N)_{k-1} \) we have \( (1 - n - j)_{k-1} \) so it is no longer a common factor in the three terms of our desired result.

The necessary hypergeometric identity is somewhat less standard,
\[ 3F2 \left( \begin{array}{c} a, b, c \\ \delta, c \\ 1 \end{array} \right) = \frac{c-a}{\delta} 3F2 \left( \begin{array}{c} a, b + 1, c + 1 \\ \delta + 1, c + 1 \\ 1 \end{array} \right) - \frac{c-\delta}{\delta} 3F2 \left( \begin{array}{c} a, b + 1, c + 1 \\ \delta + 1, c + 1 \\ 1 \end{array} \right), \]

but it can be shown to hold using the methods described in (23) for the cases where the series either converge or truncate. We then put in the values \( a = 1 - k, b = -n, c = N - j + λ + 1, \delta = λ + 1 \) and \( c = 1 - n - j \), to get
\[ 3F2 \left( \begin{array}{c} 1 - k, -n, N - j + λ + 1 \\ λ + 1, 1 - n - j \\ 1 \end{array} \right) = \frac{N + λ + 1 - j}{λ + 1} \frac{N + λ + n - j}{λ + 1} 3F2 \left( \begin{array}{c} 1 - k, -n, N - j + λ + 1 \\ λ + 1, 1 - n - j \\ 1 \end{array} \right) - \frac{N - j}{λ + 1} 3F2 \left( \begin{array}{c} 1 - k, -n, N - j + λ + 1 \\ λ + 1, 1 - n - j \\ 1 \end{array} \right). \]

After multiplying this equation by \( X(j, k, n, λ)(1 - n - j)_{k-1} \) we get the desired result for \( n+j ≤ N \) by using the ratios of different \( X \) expressed earlier in this proof.

\( \square \)
A.3. **Proof of Lemma 8.14** We want to find $\mathcal{W}_R^{(\lambda)}(0)$ so that we will have the zero moment courtesy of (8.12). For this we need $(D^{(\lambda)}_n)_{jj}$ and $R^{(\lambda)}(0)_{j,k} = \xi^{(\lambda)}_{j,k,n}$. The entrywise expression is

$$
\left( \mathcal{W}_R^{(\lambda)}(0) \right)_{j,k} = \sum_{n=0}^{\infty} \sum_{r=1}^{N} \frac{\epsilon^{(\lambda)}_{r,j,n} \xi^{(\lambda)}_{r,j,n}}{(D^{(\lambda)}_n)_{rr}}.
$$

Since this expression is clearly symmetric, we will take $j \geq k$ from now on. It will prove useful to have the standard weight of the scalar dual Hahn polynomials nearb y c.f. [42],

$$
w_{dH}(x; \gamma, \delta, N) = \frac{(2x + \gamma + \delta + 1)((\gamma + x)!(x + \gamma + \delta)!\delta!(N)!)}{x!\gamma!(\delta + x)!(N - x)!(x + \gamma + \delta + N + 1)!}.
$$

Let us introduce the following shorthand to distinguish between two different expressions for $\xi$ that hold for different parameter values,

$$
\xi^{(\lambda)}_{r,j,n} = \mathcal{X}(r, k, n, \lambda) \times \\
\begin{cases} \\
\alpha^{(\lambda)}_{r,j,n} & n + r \geq N, \\
\beta^{(\lambda)}_{r,j,n} & n + r < N, \\
0 & n + r = k.
\end{cases}
$$

The explicit expressions for $\alpha$ and $\beta$ can be found in Theorem [7.9]. We then write out the double sum, which we note will not have any cross terms

$$
\left( \mathcal{W}_R^{(\lambda)}(0) \right)_{j,k} = \sum_{n=0}^{\infty} \sum_{r=0}^{N} \frac{\mathcal{X}(r, j, n, \lambda) \mathcal{X}(r, k, n, \lambda)}{(D^{(\lambda)}_n)_{rr}} \\
+ \sum_{n=0}^{N-1} \sum_{r=1}^{N-n-1} \frac{\mathcal{X}(r, j, n, \lambda) \mathcal{X}(r, k, n, \lambda)}{(D^{(\lambda)}_n)_{rr}} \alpha^{(\lambda)}_{r,j,n} \beta^{(\lambda)}_{r,k,n}.
$$

We denote $r_0 = \max(1, N - n)$ and $r_1 = \max(1, j - n)$ and whenever a sum is over the empty set, we take it to be zero. It will come in handy to introduce another summation variable $s = n + r$ and rearrange the summations

$$
\left( \mathcal{W}_R^{(\lambda)}(0) \right)_{j,k} = \sum_{s=N}^{\infty} \sum_{r=1}^{N} \frac{\mathcal{X}(r, j, s - r, \lambda) \mathcal{X}(r, k, s - r, \lambda)}{(D^{(\lambda)}_{s-r})_{rr}} \alpha^{(\lambda)}_{r,j,s-r} \alpha^{(\lambda)}_{r,k,s-r} \\
+ \sum_{s=j}^{N-1} \sum_{n=0}^{s-1} \frac{\mathcal{X}(s - n, j, n, \lambda) \mathcal{X}(s - n, k, n, \lambda)}{(D^{(\lambda)}_{s-n,s-n})_{s-n,s-n}} \beta^{(\lambda)}_{s-n,j,n} \beta^{(\lambda)}_{s-n,k,n}.
$$

The common part of the summations is (note that the rightmost factor is not a factorial)

$$
\mathcal{X}(r, j, n, \lambda) \mathcal{X}(r, k, n, \lambda) \frac{(D^{(\lambda)}_n)_{rr}}{(D^{(\lambda)}_n)_{rr}} = 2^k \sqrt{(N - j)!(N - k)!(\lambda + n)! \sigma^{\ast+n}(N + \lambda - r)! (N + 1 - r + n + \lambda)} \frac{(r - 1)! (N - r)! (N + n + \lambda)!}{e^\sigma a^{\ast+n} \frac{x(j+k)}{n!} \lambda^2},
$$

where we have used the expression of the inverse of the diagonal part of the square norm in terms of factorials

$$
(D^{(\lambda)}_n)_{rr}^{-1} = e^{-a} \left( \frac{2}{a} \right)^\lambda \frac{(r - 1)! (N - r + n + \lambda)! (N + 1 - r + n + \lambda)!}{n! \lambda^2 (\lambda + n)! (N - r + \lambda)! (N + n + \lambda)!}. \]


The distinct parts of the summands are
\[
\alpha_{r,j,s-r}^{(\lambda)} \alpha_{r,k,s-r}^{(\lambda)} = (-1)^{j+k} \frac{(N-1)^2}{(N-k)(N-j)!} \\
\times R_{j-1}(\ell(N-r); \lambda, s-N, N-1) R_{k-1}(\ell(N-r); \lambda, s-N, N-1)
\]
\[
\beta_{s-n,j,n}^{(\lambda)} \beta_{s-n,k,n}^{(\lambda)} = (-1)^{j+k} \frac{(s-1)!}{(s-k)!(s-j)!} \\
\times R_{j-1}(\ell(n); \lambda, s-N, s-1) R_{k-1}(\ell(n); \lambda, s-N, s-1).
\]
Fortunately we can find a corresponding dual Hahn weight in the common parts as follows
\[
\mathcal{X}(r, j, s-r, \lambda) \mathcal{X}(r, k, s-r, \lambda) \frac{D_{s-r}^{(\lambda)}}{D_{s-r}^{(\lambda)}} = \frac{2^\lambda \sqrt{(N-j)!(N-k)! w_{dH}(N-r; \lambda, s-N, N-1)}}{e^\alpha a^{\lambda-s+\frac{1}{2}(j+k)} \lambda!(s-N)!(N-1)!^2},
\]
and similarly in
\[
\mathcal{X}(s-n, j, n, \lambda) \mathcal{X}(s-n, k, n, \lambda) \frac{D_n^{(\lambda)}}{D_n^{(\lambda)}} = \frac{2^\lambda \sqrt{(N-j)!(N-k)! w_{dH}(n; \lambda, s-N, s-1)}}{e^\alpha a^{\lambda-s+\frac{1}{2}(j+k)} \lambda!(N-s)!(s-1)!^2}.
\]
The first sum in (A.4) is then
\[
\sum_{s=N}^\infty \sum_{r=1}^N \mathcal{X}(r, j, s-r, \lambda) \mathcal{X}(r, k, s-r, \lambda) \frac{D_{s-r}^{(\lambda)}}{D_{s-r}^{(\lambda)}} = e^{-\alpha} a^{\lambda-j} \frac{2^\lambda \sqrt{(N-j)! N-k)! w_{dH}(N-r; \lambda, s-N, N-1)}}{\lambda!(s-N)!(N-1)!^2} \\
\times R_{j-1}(\ell(N-r); \lambda, s-N, N-1) R_{k-1}(\ell(N-r); \lambda, s-N, N-1),
\]
which vanishes when \(j \neq k\) due to the orthogonality of the dual Hahn polynomials. When we do have \(j = k\) we get
\[
e^{-\alpha} a^{\lambda-j} \sum_{s=N}^\infty \frac{a^s}{(s-N)!} \sum_{r=1}^N w_{dH}(N-r; \lambda, s-N, N-1) R_{j-1}(\ell(N-r); \lambda, s-N, N-1)^2
\]
\[
= e^{-\alpha} \left( \frac{2}{a} \right)^\lambda \frac{(j-1)!}{(\lambda + j - 1)!} \sum_{s=N}^\infty \frac{a^{s-j}}{(s-j)!} w_{dH}(n; \lambda, N-s, s-1).
\]
The second sum in (A.4) is then
\[
\sum_{s=n}^{N} \sum_{j=0}^{s-1} \mathcal{X}(s-n, j, n, \lambda) \mathcal{X}(s-n, k, n, \lambda) \frac{D_n^{(\lambda)}}{D_n^{(\lambda)}} = (-1)^{j+k} \sum_{s-j}^{N} e^{-\alpha} a^{s-j} \frac{2^\lambda \sqrt{(N-j)! (N-k)!}}{(s-j)!} \sum_{n=0}^{s-1} w_{dH}(n; \lambda, N-s, s-1) \\
\times R_{j-1}(\ell(n); \lambda, N-s, s-1) R_{k-1}(\ell(n); \lambda, N-s, s-1),
\]
which also vanishes for \(j \neq k\) and when we do have \(j = k\) we get
\[
e^{-\alpha} a^{s-j} \sum_{s-j}^{N} \frac{2^\lambda \sqrt{(N-j)! (N-k)!}}{(s-j)!} \sum_{n=0}^{s-1} w_{dH}(n; \lambda, N-s, s-1) R_{j-1}(\ell(n); \lambda, N-s, s-1)^2
\]
\[
= e^{-\alpha} \left( \frac{2}{a} \right)^\lambda \frac{(j-1)!}{(\lambda + j - 1)!} \sum_{s-j}^{N-1} \frac{a^{s-j}}{(s-j)!}.
\]
The only thing that is left to do is combine the sums and perform the summation over \( s \)

\[
\left( \mathcal{W}_R^{(\lambda)}(0) \right)_{jj} = \frac{e^{-\alpha(j-1)}}{\lambda + j - 1)!} \left( \frac{2}{\alpha} \right)^\lambda \sum_{s=0}^{\infty} \frac{a^{s-j}}{(s-j)!} = \frac{(j-1)!}{\lambda + j - 1)!} \left( \frac{2}{\alpha} \right)^\lambda = (T^{(\lambda)})^{-1}_{jj}.
\]

The entries of \( T^{(\lambda)} \) were given in (6.10). Now all that is left is to use (8.12) to arrive at the zero moment

\[
\mathcal{W}_0^{(\lambda)} = (I + A^\dagger)^{-\lambda} T^{(\lambda)} (I + A)^{-\lambda} = \left( \mathcal{W}^{(\lambda)}(0) \right)^{-1}.
\]
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