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Abstract—The unique problems and phenomena in the distributed voltage control of large-scale power distribution systems with extremely-high DER-penetration are targeted in this paper. First, a DER-explicit distribution network model and voltage sensitivity are derived. Based on that, a voltage inference method is implemented to fill the gap of measurement insufficiency in the grid-edge areas. Then, autonomous Q control being implemented in each local area, a \( \bar{Q} \)-coordinated P control is designed to coordinate the reactive and real power controls. All the algorithms have been tested in standard and synthetic systems, and have expected results. Moreover, an open-source software platform, which integrates the modeling of communication networks, DER controls, and the power networks, is developed to enable the distributed control and optimization algorithms in the grid simulation of the large-scale distribution systems.
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I. INTRODUCTION

The environmental, economic, and social sustainable challenges for human beings have become more intensive than ever before, which forces the fossil-energy-dominated power industry to adopt and develop advanced technologies for integrating diverse generation, energy-efficiency, and clean energy resources.

Without the natural and geographic limitations of hydropower, the small-size, distributed energy resources (DERs) such as solar and wind are preferable and available to energize communities and businesses around the world. DER-based renewable power generation has been seen growing at a surprisingly fast pace. It is believed by many that the renewable generation will gradually take the share of traditional electric power generation (mainly by large-size synchronous generators) and will eventually dominate the power grid in the future.

In the context of voltage control of a large-scale distribution system with extremely-high renewable penetration, many challenges rise as the percentage of DER generation is continuously increasing. The existing power systems are mainly operated on centralized control (i.e., SCADA/EMS/DMS, short for Supervisory Control And Data Acquisition/Energy Management Systems/Distribution Management Systems) which focuses on a limited number of major generators and large controllable devices, while the smaller loads or devices at grid-edge are not taken into account. In the on-going development of power grid infrastructure, more power electronics, measurements, and communications will be introduced into the grid edge, which will offer more flexibility to identify, control, and manage the power flow and electricity quality of the future grid. While the current control centers and their support ICT systems are yet able to handle this situation: measuring, communicating, controlling and managing thousands to millions of active devices, a set of operational tools are necessary to better integrate and control distributed resources and to maintain the robustness and resilience of power grids.

With the capability to control million device systems, distributed methods attracted significant research interests [1]–[3]. The distributed algorithms in power systems have the following advantages: they have faster solving speed through parallel computing which decomposes large-scale system (or high-order) problems into smaller ones; they require simpler communication structure and less information transportation; they are more resilient due to the self-organized design which is free of the centralized controller; the agent-based and modular design can better protect users’ privacy. In the past decades, tremendous research efforts have been made to implement distributed methods into power systems, as reviewed in [4]. In [5]–[8], distributed methods are implemented into smart grids and reported to achieve better performance.

However, there are many obstacles from theory to practice for these distributed algorithms to be implemented in real-world systems. First, insufficient measurement in the grid-edge areas of a large-scale system can challenge most of the existing distributed algorithms. Second, the unbalance between the power sources and loads can be huge when the system scale is large, which will cause substantial voltage violations on both the high- and low-limit sides. Moreover, the strategy of the coordination between distributed Q and P control and its feasibility and scalability need to be thoroughly studied as well. Motivated by all the above issues, a two-level, fully distributed control design is developed in this paper. In this design, a voltage inference method is first derived for the observability increase in the grid-edge areas, which are traditionally weakly managed (in terms of communication and control) in the existing framework of power control systems. Then a self-organized and autonomous Q control is implemented in each local area, and a \( \bar{Q} \)-coordinated P control is designed based on the critical system-level information, which is obtained using the cooperative maximum and minimum protocols. The effectiveness and advantage of the method have been tested on different large-scale systems, including IEEE 8500-node and synthetic 100k-node systems. The main contributions of this paper are briefly summarized as follows:

- A DER-explicit distribution network model and the net-
work voltage sensitivity are derived, which form the foundations of large-scale distribution network control;  
- A voltage inference method is developed for the control to cover the grid-edge areas;  
- The autonomous Q control is developed and implemented in each local area;  
- A distributed $Q$-coordinated P control is designed to minimize the real power curtailment;  
- An open-source software platform is developed to enable the distributed control and optimization algorithms in the grid simulation of the large-scale distribution systems.

The rest of the paper is organized as follows: Section II is the problem formulation; section III provides a DER-explicit distribution network model and the voltage inference method based upon the model; the control design for the large-scale systems with extremely high penetration of renewables is derived in section IV; case study and simulation results are shown in section V; at last, section VI concludes the paper.

II. PROBLEM FORMULATION AND PRELIMINARIES

Consider a radial distribution power system shown in figure 1 where $V_i$ is the AC voltage at bus $i$. Symbol $\Gamma_i$ denotes the parent bus of bus $i$, $C_i$ represents the set of its children buses, $R_i + jX_i$ is the impedance of line segment $\Gamma_i \rightarrow i$, $I_i$ is the AC current flowing over the line from bus $\Gamma_i$ to bus $i$, and $(P_{s_i} + jQ_{s_i})$ is the complex power supplied to bus $i$ through line segment $\Gamma_i \rightarrow i$.

![Figure 1: A segment of a distribution network](image)

The net power injection at bus $i$ is represented by

$$P_i + jQ_i = -(P_{g_i} + jQ_{g_i}) + (P_{d_i} + jQ_{d_i}),$$  

(1)

where $(P_{g_i} + jQ_{g_i})$ and $(P_{d_i} + jQ_{d_i})$ are the DER injection and load, respectively. As in [7], inverter-based DERs are typically fast enough to regulate its active and reactive power outputs and, by using phase locked loops (PLL) and D-Q decoupling inverter controls, the active/reactive power injections $P_{g_i}$ and $Q_{g_i}$ can be viewed as the equivalent control inputs for distribution networks. In this paper, these controls will be designed within the following operational limits while meeting all the control objectives:

$$0 \leq P_{g_i} \leq P_{g_i}^\text{max}, \quad |Q_{g_i}| \leq Q_{g_i}^\text{max} \equiv \sqrt{S_{g_i}^2 - P_{g_i}^2}.$$  

where $P_{g_i}^\text{max}$ is the maxim available real power output at the $i$th DER, and $S_{g_i}$ is the apparent power capacity of its inverter.

The voltage stability of power systems is generally described as

$$V_i \in [\underline{V}, \overline{V}],$$  

(3)

where $\underline{V}$ and $\overline{V}$ are the operational limits. Their typically values are $\underline{V} = 0.9$ and $\overline{V} = 1.05$. There are two methodologies to address the voltage regulation problem. One is to include (3) into the optimal power flow (OPF) problem and solve it distributively [9]–[12]. The other is to satisfy (3) directly by implementing a distributed cooperative voltage control [13].

As the penetration level is raised from low (say, the percentage in teens) to high (e.g., over 50% or even 100%), the spatial profile of network voltages becomes highly nonlinear (rather than a gradual drop trend from the feeder to the grid edge), has a much larger range, and is dynamic. This brings about several operational challenges arise, and the following are addressed in the paper.

1) Variant Voltage Profile under High Penetration: The voltage profile is primarily due to the spatial imbalance between power injections and loads. In traditional distribution networks, the voltage profile has a gradual downward trend, and the low voltage problem can be corrected by a few step-up transformers along the radial lines. As penetration goes up, the maximum and minimum voltages in the network may become worse simultaneously, and their locations may be separated by a large number of nodes. As $Q$ controls attempt to suppress higher voltages in the network, they may also aggregate lower voltages elsewhere in the network. As an example, consider the case of the IEEE 8500 system with high-penetration of DERs [13]. Figure 2 shows the trends of maximum and minimum voltages with respect to the penetration levels (with limited amount of reactive power compensation), and figure 3 shows the corresponding movements of the maximum and minimum voltage locations. It is clear from the two figures that the voltage problem arises once the penetration exceeds certain level (the first green vertical line) and that the locations of voltage violations may be changing.

![Figure 2: Max/min voltages of IEEE 8500 system](image)

2) Information Acquisition and Sharing about the Network’s Voltage Profile: Due to intermittency of renewable generations, the aforementioned profile will be dynamically changing, hence it is necessary to monitor critical voltages real-time. This task is complicated by the facts that, in most distribution networks, voltages at most of the nodes are not measured real time and that local communication can at best be expected. Hence, it is crucial to develop a way for every local control
III. VOLTAGE INFERENCE BASED ON SENSITIVITY ANALYSIS

In order to address the main challenges identified in the previous section, we begin with developing a DER-explicit distribution network model. It follows from Appendix A that voltage and power injection equations of the distribution network are: for any \( k \in N_b = \{1, \cdots, n_b\} \) with \( n_b \) being the total number of buses,

\[
V_k^2 = \sum_{i \in N_k} (2R_{ki}P_{yi} + 2X_{ki}Q_{yi} - 2Z_{ki}' P_{li}) + V_0^2 - \sum_{i \in N_k} (2R_{ki}P_{di} + 2X_{ki}Q_{di}),
\]

\[ (4a) \]

\[
P_{li} = \frac{R_k}{V_k} \left[ \left( P_{gi} + P_{dk} + \sum_{m \in D_k} (P_{gm} + P_{dm} + P_{lm}) \right)^2 \right. \\
\left. + \left( Q_{gi} + Q_{dk} + \sum_{m \in D_k} (Q_{gm} + Q_{dm} + b_m P_{lm}) \right)^2 \right].
\]

\[ (4b) \]

where \( V_0 \) is the voltage at feeder head; \( V_k \) is the voltage at bus \( k; \) \( V_i \) is bus voltage at bus \( i; \) \( P_{li} \) is the loss on line segment \( \Gamma_k \rightarrow k; \) \( P_{0k} \) denotes the unique path from the feeder (bus 0) to bus \( k, \) and \( P_{0j} \cap P_{0k} \) is the common path segments from bus 0 to both buses \( j \) and \( k; \) \( D_k \) is the bus set of the subtree after bus \( k \); and \( R_{ki}, X_{ki}, \) and \( Z_{ki}' \) are constant network parameters defined as follows:

\[
R_{ki} = \sum_{l \in P_{0i} \cap P_{0k}} R_{il}, \quad X_{ki} = \sum_{l \in P_{0i} \cap P_{0k}} X_{il},
\]

\[
Z_{ki}' = R_{ki} + b_i X_{ki}', \quad b_i = X_{i}/R_{i},
\]

\[
R_{ki}' = \begin{cases} 
R_{ki} - R_{il}, & \text{if } k \in D_i \\
R_{ki}, & \text{otherwise},
\end{cases}
\]

\[
X_{ki}' = \begin{cases} 
X_{ki} - X_{il}, & \text{if } k \in D_i \\
X_{ki}, & \text{otherwise}.
\end{cases}
\]

Like the branch model, the above voltage and power flow model is also branch oriented and has no angle variables involved. Moreover, it has several distinctive features: i) The model is both exact and explicit in terms of all DER injections \( P_{gi} \) and \( Q_{gi}; \) ii) The nonlinear model describes how an injection anywhere in the radial network will affect bus voltages as well as losses at different line segments; iii) The model is scalable with respect to both the numbers of buses and DERs; iv) The model parameters can be assumed as known for at DER buses, and they represent the invariance embedded in the distribution network; v) While the equations are nonlinear, they need not to be solved real-time; instead, their sensitivity analysis yields useful equations for voltage inference, which is the subject of the following lemmas.

**Lemma 1.** For any radial distribution network,

\[
\frac{\partial V_k}{\partial P_{gi}} = \frac{R_{ki}}{V_k} - \frac{1}{V_k} \sum_{i \in N_k} Z_{ki}' \frac{\partial P_{li}}{\partial P_{gi}}
\]

\[ (5) \]

\[
\frac{\partial V_k}{\partial Q_{gi}} = \frac{X_{ki}}{V_k} - \frac{1}{V_k} \sum_{i \in N_k} Z_{ki}' \frac{\partial P_{li}}{\partial Q_{gi}}
\]

\[ (6) \]
where

\[
\frac{\partial P_{ki}}{\partial P_{gj}} = -\frac{1}{V_i} P_{ki} \frac{\partial V_i}{\partial P_{gj}} - \frac{R_i}{V_i^2} \left( P_{s_i} + \sum_{m \in T_i} (P_{s_i} + Q_{s_i} b_m) \frac{\partial P_{lm}}{\partial P_{gj}} \right),
\]

(7)

\[
\frac{\partial P_{ki}}{\partial Q_{gj}} = -\frac{1}{V_i} P_{ki} \frac{\partial V_i}{\partial Q_{gj}} - \frac{R_i}{V_i^2} \left( Q_{s_i} + \sum_{m \in T_i} (P_{s_i} + Q_{s_i} b_m) \frac{\partial Q_{lm}}{\partial Q_{gj}} \right).
\]

(8)

Lemma 2. Under the assumptions that the losses are ignored and that bus voltages are all close to 1 p.u., then

\[
\frac{\partial V_k}{\partial P_{gi}} \approx R_{ki}, \quad \text{and} \quad \frac{\partial V_k}{\partial Q_{gi}} \approx X_{ki},
\]

(9)

or equivalently,

\[
\Delta V_k = \sum_{i \in N_k} \left( R_{ki} \Delta P_{gi} + X_{ki} \Delta Q_{gi} \right).
\]

(10)

Lemma 1 is a direct result of differentiating equation (4a), in which the loss sensitivities are defined and can be calculated in a recursive form. Without a wide-area monitoring system (of expansive measurement and communication capabilities), these loss sensitivities are difficult to evaluate. To reduce the information needed, lemma 2 provides an approximate but more practically useful result. For distribution networks operating under standard conditions, the approximation in lemma 2 is reasonable, as illustrated by the top plot in figure 4. Although the node voltages themselves and the differences of neighboring nodal voltages are changing as the load and penetration levels change, the sensitivity values of neighboring voltage differences with respect to the power injection are invariant for all the nodes between two DER locations, as shown in the bottom plot of figure 4. This inherent invariance makes it possible to perform voltage inference.

To be explicit about voltage inference, consider a distributed generation of injections \( P_{gi} \) and \( Q_{gi} \). With the DERs at nodes \( i \) and \( l \) in the same cluster, their voltages \( V_i \) and \( V_l \) are measured real time. Suppose that node \( j \) is also in the same cluster and along the same radial line as nodes \( i \) and \( l \) but its voltage is not measured real time. With standard digital meters, the load and voltage at the \( j \)th node are monitored periodically, say, every 15 or 20 or 30 minutes at time instants \( t_k \). These recent data make it possible for DERs in the same cluster to infer its current voltage value. Specifically, it follows that, at node \( i \), we know that, for \( t \in [t_k, t_{k+1}) \),

\[
V_j(t) \approx V_i(t) + \frac{V_i(t) - V_l(t_k)}{V_i(t_k) - V_l(t_k)} [V_j(t_k) - V_i(t_k)] \triangleq \hat{V}_j(t),
\]

(11)

Estimation \( \hat{V}_j(t) \) gives us an instantaneous prediction of the incremental change of any node voltage (if not measured), and it is periodically corrected.

Sensitivity expression (10) also reveals other interesting observations:

i) The voltage variations induced by real power injections in the network can be compensated by reactive power injections up to their capacities. Coordinated \( Q \) controls, such as distributed subgradient-based cooperative control (6), are more appropriate.

ii) Once the reactive power capacities are reached, voltage regulation has to be done through real-power curtailments which also increase reactive power capacity. That is, coordination between \( Q \) controls and \( P \) controls are needed, as voltages exceed both the upper and lower bounds or their range becomes large than 0.1 pu.

iii) Each DER can deduct the current voltages at its neighboring and non-injection nodes by using their nominal values and its own voltage variation.

iv) Instead of measuring voltages at many nodes and communicating the information across the network, it is only necessary to determine the minimum and maximum voltages in the network. These limited information can easily be spread and shared through local communication networks.

IV. SYNTHESIS OF COORDINATED \( Q \) AND \( P \) CONTROLS

In this section, a new distributed control regime is proposed to address the challenges identified in the previous sections. The proposed design assumes that local communications among neighbors are enabled and that, for the purpose of voltage inference, the distribution network is partitioned into overlapping clusters in terms of information collection and inferencing, as depicted in figure 5.

The new regime consists of three distributed algorithms:

i) Distributed \( Q \) controls that are implemented distributively;

ii) a distributed algorithm to determine the minimum and maximum voltages within the given distribution network; and

iii) distributed \( P \) controls that coordinate active power injections in response to maximum/minimum voltage issues within the whole network.
Figure 5: Two neighboring clusters

A. Distributed Q Controls

The distributed Q control aims to maintain the local voltages within the operational range by injecting reactive power. Specifically, the Q control is to optimize the following performance index: if there is a DER at node $i$,

$$
\min_{Q_i} \frac{1}{2} f_q^2(V_i - V_{i_{ref}}^\infty),
$$

where $V_{i_{ref}}^\infty$ is the voltage reference for node $i$, and function $f_q(\cdot)$ is the deadzone function defined by: for any chosen value $0 \leq \sigma_v < 0.1$,

$$
f_q(x) = \begin{cases} 
  x, & \text{if } |x| \geq \sigma_v \\
  0, & \text{if } |x| < \sigma_v.
\end{cases}
$$

Furthermore, voltage reference $V_{i_{ref}}^\infty$ is made adaptive by setting it to be the local average as:

$$
V_{i_{ref}}^\infty = \text{SAT}_{[\bar{V} + \sigma_v, \bar{V} - \sigma_v]} \left( \lambda_i V_i + (1 - \lambda_i) \frac{1}{|\mathcal{N}_i|} \sum_{j \in \mathcal{N}_i} V_j \right),
$$

where $|\mathcal{N}_i|$ represents the cardinal of the neighboring set $\mathcal{N}_i$, $\bar{V}$ and $\bar{V}$ are operational limits (e.g., 0.95 p.u. and 1.05 p.u., respectively), $\text{SAT}(\cdot)$ is the saturation function

$$
\text{SAT}_{[\underline{V}, \bar{V}]}(x) = \begin{cases} 
  \underline{V}, & x \leq \underline{V} \\
  x, & \underline{V} < x \leq \bar{V} \\
  \bar{V}, & x > \bar{V}
\end{cases}
$$

and $\lambda \in (0, 1]$ is another design parameter. In (14), $V_j$ for $j \in \mathcal{N}_i$ is either the real-time measurement sent by the communication neighboring $j$th node or the inference value by the $i$th agent about the $j$th nodal voltage.

Defining the reactive power utilization ratio as

$$
\gamma_{q_i} \equiv \frac{Q_{q_i}}{\bar{Q}_{q_i}},
$$

we can choose distributed Q control to be

$$
\dot{\gamma}_{q_i} = \begin{cases} 
  0, & \gamma_{q_i} = 1, \text{ and } h_{q_i} \geq 0; \\
  0, & \gamma_{q_i} = -1 \text{ and } h_{q_i} \leq 0; \\
  h_{q_i}(V_i, \gamma_{q_i}, \gamma_{q_i}) \quad \text{else};
\end{cases}
$$

where $k_{q_i} > 0$ is the cooperative control gain, $0 < \beta_i << 1$ is a stepsize, and

$$
h_{q_i}(V_i, \gamma_{q_i}, \gamma_{q_i}) = k_{q_i} \sum_{j \in \mathcal{N}_i} \gamma_{q_j} - \gamma_{q_i} \\
- \beta_i (1 - \lambda_i) \bar{Q}_{q_i} f_q(V_i - V_{i_{ref}}^\infty) \lambda_i.
$$

In (17), $\bar{Q}_{q_i} \equiv 0$ where there is no DER, then $\gamma_{q_i}$ will only collect the average utilization ratio information and pass it to the neighbors.

It follows from (17) that, if $V_i > V_{i_{ref}}^\infty$ and $\gamma_{q_i}$ is not close to negative one, $\gamma_{q_i}$ will become more negative, that is, more reactive power will be absorbed if $V_i < V_{i_{ref}}^\infty$ and $\gamma_{q_i}$ is not one yet. Should design parameter $\sigma_v$ be chosen to be a small positive value, deadzone function $f_q(\cdot)$ prevents excessive reactive power injection that could be needed to match the local voltage exactly to its reference.

It will be shown in sections IV-D and V that Q control (17) ensures local consensus of $\gamma_{q_i}$. Nonetheless, the desired voltage profile $V_{i_{ref}}^\infty$ varies between 0.95 to 1.05 across the distribution network, $\gamma_{q_i}$ will vary between $-1$ and 1 across the network, which is different from [5]–[7]. Another main difference is that the limits of reactive power control are explicitly taken into account in (17).

B. Distributed Estimation of Maximum and Minimum Voltages

Except for battery banks, a majority of DERs including PVs can scale down active power injection, often referred to as curtailment, but the power that was reduced becomes a pure loss. Hence, the goal of active renewable generation is to inject as much active power as generated, provided that voltage stability is maintained throughout the distribution network.

To enable intelligence and autonomous $P$ controls that minimizes curtailments in distribution networks with high penetration renewable generation, it is critical for every distributed controller to gain such critical real-time knowledge as the maximum and minimum voltages (defined as $V^h$ and $V^l$) in the system. This is done by using the following cooperative protocols: if there is a DER at the $i$th node,

$$
V^h_i(t) = \max \left\{ \max_{j \in \mathcal{N}_i} V^h_j(t), \ 0 \right\},
$$

$$
V^l_i(t) = \min \left\{ \min_{j \in \mathcal{N}_i} V^l_j(t), \ 0 \right\},
$$

where $V^h$ and $V^l$ are the node-$i$’s estimates of maximum and minimum voltages in the network, respectively, $\Delta t > 0$ is a small time increment. In (18) and (19), for node $j \in \mathcal{N}_i$ that does not have a DER, $V^h_j$ is the inference value by the $i$th agent, and $V^l_j = V^h_j = V^l_j$.

Based on the estimates $V^h_i$ and $V^l_i$, each of DERs can estimate the network’s voltage stability margin $\mu$ as:

$$
\mu_i = \min \left\{ \max \left\{ V^l_i - (\bar{V} + \sigma_v), \ 0 \right\}, \ \max \left\{ (\bar{V} - \sigma_v) - V^h_i, \ 0 \right\} \right\},
$$
or equivalently the network’s voltage violation index $\xi$ as:

$$
\xi = \max \left\{ \max \{ (V_+ + \sigma_v) - V_i^l, 0 \}, \max\{ V_i^h - (V_+ - \sigma_v), 0 \} \right\}
$$

It is clear that $\mu_i > 0$ implies $\xi_i = 0$ and that $\xi_i > 0$ yields $\mu_i = 0$. It is possible that $\xi_i = \mu_i = 0$, and their zero values are the boundary between having voltage stability margin and suffering voltage violation. These two complementary measures are illustrated graphically by figure 6.

![Figure 6: Voltage stability margin and voltage violation index.](image)

**C. Distributed and $Q$-Coordinated $P$ Controls**

For non-storage DERs, their $P$ controls aim to maximize their active power injection (or minimize the curtailment) as long as the voltage stability is maintained. To this end, let’s define the *curtailment ratios*: for all node $i$ where there is a DER,

$$
C_{p_i} = 1 - \frac{P_{2i}}{P_{g_i}}.
$$

Hence, the $P$-control objective can be expressed as:

$$
\min_{C_{p_i}} C_{p_i} \left\{ \begin{array}{ll}
0, & C_{p_i} = 1, \text{ and } h_{p_i} \geq 0; \\
0, & C_{p_i} = -1, \text{ and } h_{p_i} \leq 0; \\
\epsilon_{p_i}, & \text{else;}
\end{array} \right.
$$

where $\beta_i > 0$ is a stepsize, and $k_{p_i} > 0$ is the cooperative control gain, and

$$
h_{p_i} = k_{p_i} \left\{ (C_{p_j} - C_{p_i}) + \beta_i \max\{1 - |\gamma_{q_i}|, \epsilon_q\} \xi_i \right.
$$

- $\beta_i \min\{1 - |\gamma_{q_i}|, \epsilon_q\} \mu_i$.

To solve the conditional optimization problem, we propose the following distributed cooperative $P$ control:

$$
C_{p_i} = \begin{cases}
0, & C_{p_i} = 1, \text{ and } h_{p_i} \geq 0; \\
0, & C_{p_i} = -1, \text{ and } h_{p_i} \leq 0; \\
\epsilon_{p_i}, & \text{else;}
\end{cases}
$$

The control in (24) and (25) contains a consensus protocol as its first term so that curtailment if required is fairly distributed within the network to ensure voltage stability. The second term, $\beta_i \max\{1 - |\gamma_{q_i}|, \epsilon_q\} \xi_i$ ensures that, if there is voltage violation but the reactive power capacity is used up, curtailment either is introduced or increased to relieve the voltage problem. And, the third term, $\beta_i \min\{1 - |\gamma_{q_i}|, \epsilon_q\} \mu_i$ is to reduce the curtailment when there is no longer any voltage issue. Both the second and third terms are subgradient based control components, and they do not fight each other due to the complimentary nature of measure $\mu$ and index $\xi$ as discussed before.

**D. Main Results**

The main results in this paper are summarized into the following theorem whose proof is included in appendix B.

**Theorem 1.** The proposed control regime has following properties:

(i) Distributed $Q$ control (17) optimizes objective function (12) within the constraints of $|Q_{g_i}| \leq Q_{g_i}$ and $\sum_{j \in N_i} (V_i - V_{ref}) = 0$.

(ii) It ensures local consensus of $\gamma_{q_i}$.

(iii) Under bidirectional, local and connected (possibly varying) communication among DERs, distributed $P$ control (24) minimizes curtailments while working with cooperative $Q$ control to ensure voltage stability.

**V. Simulation**

In this paper, a three-layer software platform is developed: the physical layer containing a distribution system simulating engine (based on OpenDSS [16]) with an explicit input-output DER model, the communication layer, and the algorithm and control layer. These three-layer design enables a set of distributed optimization and control algorithms including the proposed control regime. The performance of the proposed method has been evaluated on multiple test circuits such as: IEEE 123, 8500-node, and other larger systems.

1The open source software entitled as MA-OpenDSS and all the test circuits are available on [https://www.ece.ucf.edu/~qu/ma-opendss](https://www.ece.ucf.edu/~qu/ma-opendss)
the voltage inference algorithm is implemented for the overall system.

First, distributed Q control is tested. Since the spatial power unbalances, in this case, is obese between power sources and loads, the voltage deviations are enormous, which can not be mitigated by merely reactive power control, as shown in figure 10.

The control response of the proposed $Q$-coordinated P control is shown in figures 11, 12, and 13. As the results show, the system voltages increase due to the power injection at $t = 10s$, then the local reactive power control starts to push the voltage down. At around $t = 12s$, the voltage at the lowest bus starts to violate the lower limit of voltage regulation. This is because the local reactive power control is only for the local voltage, shown in figure 11. At the same time, the P control starts to kick in, and the real power control (curtailment) responds to the system-level objective. Eventually, the control settles down, and all the voltages throughout the network are well controlled. Moreover, the consensus of real power utilization ratios ($\gamma_p$) is achieved throughout the system, shown in figure 12, and reactive power utilization ratios ($\gamma_q$) converge to one value for each cluster respectively, shown in figure 13.

A. IEEE 123 system

First, the voltage inference method is illustrated on IEEE 123 system. In the test case, assume a communication cluster has been established as encircled in figure 7. The PV buses have real-time measurement and the rest buses in the cluster have regular digital meters which can offer 15-minute measurements. Assume the load is decreasing right after the peak hours and the DERs are changing ($t_k \rightarrow t$). The predicted voltages of non-real time measured buses at time $t$ are shown in figure 8 which match the the real values $V(t)$ well (about 1% error) with a big change of the operating condition, i.e. a injection increase of 40% of total load at bus #95, a decrease of 20% at bus #72, and 20% drop of the load.

B. IEEE 8500 system

The IEEE 8500-node system is used to test the proposed cooperative $Q$ controls and $Q$-Coordinated P controls. The communication structure is predefined for IEEE 8500 system using the software platform, which has 49 communication clusters, as shown 9. A 100% penetration case [13] with 10 large-scale PVs installed in clusters 9 and 10 is studied. Given at least one node in each cluster has real-time measurement, so
Note that the software developed is capable of dealing with communication delays, the delays have been considered in this test: 0.1s delay on node-to-node and 0.8s delay on cluster-to-cluster communications.

C. Synthetic 100k-system

The effectiveness of the proposed approach on larger-scale systems is also tested on a 100-k circuit built by combining different types of feeders: the circuit is assembled by 12 urban/suburban feeders, as shown in figure [14]. The circuit has 75392 devices, 53011 buses, 108848 nodes, and 124MW+j47.3MVar loads in total. In the communication layer, 268 clusters are defined for communication and control.

Using a greedy search method [17], a 100%-penetration scenario is founded to have 42,146 PVs distributively deployed in the system. Figure [15a] shows the voltage violation of this case. Simulation results show that the proposed cooperative reactive power control can effectively regulate the system voltages except the buses in cluster 28, as shown in Figure [15b].

Then the real power curtailment is enforced on PVs to mitigate the violations. As shown in figure [15c], the \( Q \)-coordinated P control introduces a 4% curtailment as supplementary voltage control, so that all bus voltages are well controlled, shown by the stars, and the power utilization ratios converge as well, shown by the blue circle-dot line.

VI. Conclusion

The fully distributed voltage control strategy is proposed for large-scale power distribution systems with high-penetration DERs, which has two levels: the distributed Q control and the \( Q \)-coordinated P control. The voltage inference method is derived from the DER-explicit distribution network model and its voltage sensitivities, which is capable of enhancing observability of grid-edge areas. All the algorithms have been tested in either standard or synthetic large systems. Moreover, an open-source software platform is developed, which has general modelling of the information, control, and physical systems, and can be used to test the distributed control and optimization algorithms in large-scale distribution systems.
APPENDIX A
A MODEL OF DISTRIBUTION NETWORKS

For any radial distribution network shown in figure 1 the following branch model [18] is standard:

\[ P_{s_i} - P_i = \sum_{m \in C_i} (P_{s_m} + R_m \ell_m), \] (A.1a)

\[ Q_{s_i} - Q_i = \sum_{m \in C_i} (Q_{s_m} + X_m \ell_m), \] (A.1b)

\[ V_i^2 - V_i^2 = 2(R_i P_{s_i} + X_i Q_{s_i}) + |\ell_i|^2 \ell_i, \] (A.1c)

\[ V_i^2 \ell_i = P_{s_i}^2 + Q_{s_i}^2, \] (A.1d)

where \( \ell_i = |\ell_i|^2 \), and \( z_i = R_i + jX_i \) is its impedance of the line from \( \Gamma_i \) to bus \( i \). It follows from (A.1) that

\[ V_i^2 - V_i^2 = 2P_{s_i} R_i + 2Q_{s_i} X_i + PL_i R_i + QL_i X_i, \] (A.2)

where \( (P_{s_i} + jQL_i) \) is the complex loss over the line from \( \Gamma_i \) to bus \( i \) as

\[ P_{L_i} = (P_{s_i} + Q_{s_i}^2) R_i / V_i^2, \quad Q_{L_i} = (P_{s_i} + Q_{s_i}^2) X_i / V_i^2. \] (A.3)

Equation (A.3) shows that \( Q_{L_i} = b_j P_{L_j} \) with \( b_j = X_j / R_j \) at any end bus (say, \( n \)), \( P_{s_n} = P_n \) and \( Q_{s_n} = Q_n \).

Given bus set \( C_i \), the energy conservation equation at bus \( i \) can be written as

\[ P_{s_i} = P_i + \sum_{m \in C_i} (P_{m} + P_{L_m}), \quad Q_{s_i} = Q_i + \sum_{m \in C_i} (Q_{m} + b_m P_{L_m}). \] (A.4)

Substituting (A.4) into (A.2) yields

\[ V_i^2 - V_i^2 = 2 \sum_{m \in C_i \cup \{i\}} (R_i P_m + X_i Q_m) + 2 \sum_{m \in C_i} (R_i + b_m X_i) P_{L_m} + (R_i + b_i X_i) P_{L_i}. \] (A.5)

Letting \( i = 1, \ldots, k \) in (A.5) and adding all these equations together yield the concise network equation (4a) in section II.A. Substituting (A.4) and (1) into (A.1d) and using the definition of \( P_{L_k} \) yield (4b).

Figure 15: The control results in Scenario 2 of 100-k system.

APPENDIX B
PROOF OF THEOREM

Proof. (i) It is obvious that (12) is convex and that its subgradient with respect to the control design variable \( \gamma_q \) is

\[ \frac{\partial f_q^2(V_i - V_i^*)}{\partial \gamma_{q_i}} = \frac{\partial f_q^2(V_i - V_i^*)}{\partial V_i} \frac{\partial V_i}{\partial \gamma_{q_i}} = (1 - \lambda_i) f_q(V_i - V_i^*) \frac{\partial V_i}{\partial \gamma_{q_i}}. \]

It follows from (12) and (10), and (16) that

\[ \frac{\partial f_q^2(V_i - V_i^*)}{\partial \gamma_{q_i}} = (1 - \lambda_i) f_q(V_i - V_i^*) \bar{Q}_g X_i. \]

(ii) The proof is analogous to that of lemma 6.22 on page 280 in [14]. The weight \((1 - \Delta t)\) is a forgetting factor so the maximum and minimum are the current values rather than historic values.

(iii) It follows from (ii) that \( V_i^2, V_i^1, \xi_i \) and \( \mu_i \) acquire their global values of \( V_i^h, V_i^l, \xi_i, \) and \( \mu_i \), respectively. For simplicity, let’s consider in the rest of the proof (24) and (25) while \( \xi_i \) and \( \mu_i \) are assumed to have converged to \( \xi \) and \( \mu \), respectively. The more general proof can be done analogously by considering not only (24) and (25) but also (18), (19), (20) and (21) all together.

Let’s denote the instantaneous maximum and minimum curtailment values in the distribution network:

\[ C_{max}(t) = \max_i C_p(t), \quad C_{min}(t) = \min_i C_p(t), \]

where \( C_p(t) \) is defined by (22). It follows from (24) and (25) that \( 0 \leq C_{min}(t) \leq C_{max}(t) \leq 1 \).

When there is no DER injection (which also corresponds to \( C_{max}(t) = 0 \)), the distribution network does not have any voltage problem (that is, \( \mu > 0 \) and \( \xi = 0 \)). As the penetration level increases, the voltage problem may arise and, if so, reactive power compensation kicks in. Should reactive power control be insufficient to keep voltages within the allowable range, curtailment will be activated across the network (i.e., \( C_{min}(t) \) would become positive). Nonetheless, there is a minimum curtailment level \( C^* \in (0, 1] \) at which \( \mu = 0 \) and \( \xi = 0 \) if \( C_p(t) = C^* \) for all \( i \). This means that, when
$C_{max}(t) < C^\ast$, there is either over-voltage or under-voltage or both ($\mu = 0$ and $\xi > 0$) and that, when $C_{min}(t) > C^\ast$, there is a voltage margin ($\mu > 0$ and $\xi = 0$).

Assume without loss of any generality that, at time $t$, there are sets $N_{max}(t)$ and $N_{min}(t)$ such that $C_{pj}(t) = C_{max}(t)$ for $k \in N_{max}(t)$ and $C_{pj}(t) = C_{min}(t)$ for $l \in N_{min}(t)$. It follows from (24) and (25) that

$$\frac{1}{k_{pi}} C_{pj} = \sum_{j \in N_{i}} (C_{pj} - C_{pl}) + \frac{\beta_{i}^j}{k_{pi}} \max\{1 - |\gamma_{q,i}|, \epsilon_{q}\} \xi_{l}u_{1i} - \frac{\beta_{i}^j}{k_{pi}} \min\{1 - |\gamma_{q,i}|, \epsilon_{q}\} \mu_{l}. \quad (B.6)$$

Dynamics of equation (B.6) are linear with respect to “exogenous” inputs $u_{1i}$ and $u_{2i}$. Defining the network’s weighted average curtailment

$$M(t) = \frac{1}{N_{g}} \sum_{i=1}^{N_{g}} \frac{1}{k_{pi}} C_{pj},$$

we know fromDERs having bidirectional communication that

$$\dot{M} = \frac{1}{N_{g}} \sum_{i=1}^{N_{g}} (u_{1i} - u_{2i}), \quad (B.7)$$

where $N_{g}$ is the total number of DERs. Therefore, the following three conclusions can be concluded from (B.6) and (B.7) about DERs’ curtailments $C_{pj}$ and their weighted average.

First, average $M_{i}$ is invariant at $C_{pj} = C^\ast$; if there are voltage violations such as $C_{max} < C^\ast$, $M_{i}$ is increasing; and if there are voltage stability margins such as $C_{min} > C^\ast$, $M_{i}$ is decreasing.

Second, considering those DERs that assume the maximum (or minimum) curtailments, we have that $f_{ci} \leq 0$ (or $f_{ci} \geq 0$) for all $i \in N_{max}$ (or $i \in N_{min}$) and that $f_{ci} < 0$ (or $f_{ci} > 0$) for some $i \in N_{max}$ (or $i \in N_{min}$). This means that, in the absence of net input $u_{1i} - u_{2i}$, the trajectory of curtailment dynamics (B.6) is a contraction mapping that converges to the weighted mean as the consensus. In the presence of inputs $u_{1i}$ and $u_{2i}$, the convergence remains but to a new consensus value so long as components $u_{1i}$ and $u_{2i}$ are consistent for all $i$, respectively.

Third, inputs $u_{1i}$ and $u_{2i}$ have components which assume consistent values according to three distinctive cases: (a) $u_{1i} = u_{2i} = 0$ if $C_{pj} = C^\ast$ for all $i$; (b) $u_{1i} > 0$ and $u_{2i} = 0$ for all $i$ if there is voltage violation in the network; (c) $u_{1i} = 0$ and $u_{2i} > 0$ for all $i$ if there is no voltage violation.

Combining the above three facts, we know that $C_{pj} \to C^\ast$. This concludes the proof.
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