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Abstract
Shifting away from the traditional mass production approach, the process industry is moving towards more agile, cost-effective and dynamic process operation (next-generation smart plants). This warrants the development of control systems for nonlinear chemical processes to be capable of tracking time-varying setpoints to produce products with different specifications as per market demand and deal with variations in the raw materials and utility (e.g., energy). This article presents a systematic approach to the implementation of contraction-based control for discrete-time nonlinear processes. Through the differential dynamic system framework, the contraction conditions to ensure the exponential convergence to feasible time-varying references are derived. The discrete-time differential dissipativity condition is further developed, which can be used for control designs for disturbance rejection. Computationally tractable equivalent conditions are then derived and additionally transformed into an SOS programming problem, such that a discrete-time control contraction metric and stabilising feedback controller can be jointly obtained. Synthesis and implementation details are provided and demonstrated through a numerical case study.
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1. Introduction

Chemical processes are traditionally designed for and operated at a certain steady-state operating condition, where the process economy is optimised. Nowadays, supply chains are increasingly dynamic and the process industry needs to shift from the traditional mass production to more agile, cost-effective and flexible process operations, in response to the fluctuations in market demand for products with different specifications, and the costs and supply of raw materials and energy. As such, the control systems need to be able to drive the process safely and efficiently to any feasible time-varying operational targets, e.g., setpoints determined by the Real-time Optimisation (RTO) layer.

While most chemical processes are nonlinear, linear controllers have been commonly designed and implemented based on linearised models. This approach is defensible for regulatory control around a predetermined steady state. However, flexible process operation warrants nonlinear control as the target operating conditions can vary significantly to optimise economic costs (see, e.g., [1, 2]). Existing nonlinear control methods, e.g., Lyapunov-based approaches typically require redesigning the control Lyapunov function and controller when the target equilibrium changes, not suitable for flexible process operation with time-varying targets. To achieve time-varying setpoint tracking requires incremental stability [3, 4]. This has motivated increased interest for alternative approaches based on the contraction theory framework [5, 6, 7]. Introduced by [8], contraction theory facilitates stability analysis and control of nonlinear systems with respect to arbitrary, time-varying (feasible) references without redesigning the control algorithm [9, 10]. Instead of using the state space process model alone, contraction theory also exploits the differential dynamics, a concept borrowed from fluid dynamics, to analyse the local stability of systems. Thus, one useful feature of contraction theory is that it can be used to analyse the incremental stability/contraction of nonlinear systems, and simultaneously synthesise a controller that ensures offset free tracking of feasible target trajectories using control contraction metrics (or CCMs, see, e.g., [9]). Furthermore, the dissipativity analysis ([11, 12, 13]) was extended to differential system dynamics. The resulting differential dissipativity [14, 5, 6] provides a framework to study the incremental input-output stability condition through consideration of differential storage functions and supply rates. Moreover, as virtually all modern process control systems are developed and implemented in a discrete time setting [15], there is a natural motivation for the development of tools for analysing, designing and implementing contraction-based control for discrete-time non-
linear systems. However, the current contraction-based (and more generally, differential system) analysis and control synthesis (e.g., [16, 9, 17]), is limited to continuous-time control-affine nonlinear systems.

In the author’s preliminary work [18], an SOS programming approach for the synthesis of contraction-based feedback control of discrete-time nonlinear systems was developed, utilising definitions for contracting systems in [8]. Leveraging the above results, we develop herein, the rigorous systematic analysis, control synthesis and implementation of contraction-based control through the use of SOS programming. Specifically, this article extends our previous work in [18], and provides a complete development and proofs for the exponential incremental stability (and convergence rates) of contracting discrete-time nonlinear processes, via discrete-time control contraction metrics (DCCMs). The above result has been further extended to differential dissipativity conditions that ensure closed-loop differential gain, which are useful in control design for disturbance attenuation. Tractable control synthesis approaches have been developed to achieve the desired contraction (for incremental stability) and dissipativity (for disturbance rejection) conditions.

The structure of this article is as follows. In Section 2, the contraction and differential dissipativity analysis of control affine discrete-time nonlinear processes are presented, including the contraction and exponential differential dissipativity conditions. Section 3 transforms the contraction and differential dissipativity conditions into computationally tractable synthesis problems. Based on these conditions, Section 4 utilises the SOS programming to synthesise controllers, including details for controller implementation. Section 5 illustrates the proposed contraction-based approach via a CSTR simulation study. Conclusions are drawn in Section 6.

Notation. Denote by $f_k = f(x_k)$ for any function $f$. $\mathbb{Z}$ represents the set of all integers, $\mathbb{Z}^+$ represents set of positive integers, $\mathbb{R}$ represents set of real numbers. $\Sigma$ represents a polynomial sum of squares function that is always non-negative, e.g., $\Sigma(x_k, u_k)$ is a polynomial sum of squares function of $x_k$ and $u_k$.

2. Discrete-time Differential Dynamics based Convergence Analysis

In this section, we provide a complete treatment for the analysis and control of discrete-time control affine nonlinear systems using contraction theory. By extending to the controlled system setting through the use of discrete-time control contraction metrics (DCCMs), closed-loop stability of a contracting system is shown. Leveraging the differential framework, dissipativity properties are also assessed and translated into controller synthesis conditions.

2.1. Discrete-time Contraction Analysis

In the following section, we introduce the necessary differential system framework and Riemannian tools underlying contraction-based analysis and control approaches.

To develop control approaches which are capable of delivering time-varying setpoints or reference profiles, we require reference-independent stability conditions, i.e., incremental stability (e.g., [3]). Contraction theory [8, 9] uses the concept of displacement dynamics or differential dynamics to assess incremental stability. Consider a discrete-time nonlinear system of the form,

$$x_{k+1} = f(x_k),$$

where $x_k \in \mathcal{X} \subseteq \mathbb{R}^n$ is state vector at time instant $k$, $\mathcal{X}$ represents “restricted” state space of $x_k$ for all $k$ and $f$ is a smooth differentiable function.

Define the state trajectories of (1) as $\dot{x} = (x_0, \ldots, x_k, \ldots)$ for $k = 0, \ldots, \infty$. The state trajectories can be parameterized by $s$ and thus described as $\dot{x}(s) = (x_1(s), x_2(s), \ldots, x_k(s), \ldots)$, where $0 \leq s \leq 1$. For example, consider the trajectory $\dot{x}$, associated with $s = 0$, and $\dot{x}^*$, associated with $s = 1$, as shown in Figure 1. Then, consider two neighboring discrete-time trajectories separated by an infinitesimal displacement $\delta x_k$. Formally, $\delta x_k := \frac{\partial f}{\partial x_k}$ is a vector in the tangent space $T \mathcal{X}$ at $x_k$. In this paper, the state manifold $\mathcal{X}$ and the tangent space $T \mathcal{X}$ can both be identified with $\mathbb{R}^n$.

The differential dynamics (or displacement dynamics) for system (1) are defined as

$$\delta x_{k+1} = A_k \delta x_k,$$

where $A_k := \frac{\partial f(x_k)}{\partial x_k}$ represents the Jacobian matrix of function $f$. In the context of Riemannian geometry [19], a generalized infinitesimal displacement, $\delta x_k$, can be defined using a coordinate transformation described by a mapping from $\delta x_k$ to $\delta x_k$, using a square state-dependent matrix function $\Theta$, i.e.,

$$\delta x_k = \Theta(x_k) \delta x_k.$$

If we consider the evolution of the infinitesimal squared distance for system (2) at time step $k$ as $\delta x_k^T \delta x_k$; then, naturally, the generalized squared distance for (2) can be defined using (3) as

$$V(x_k, \delta x_k) = \delta x_k^T \delta x_k = \delta x_k^T \Theta(x_k)^T \Theta(x_k) \delta x_k =: \delta x_k^T M(x_k) \delta x_k,$$

where the `metric' $M(x_k) := \Theta(x_k)^T \Theta(x_k)$ is a symmetric positive-definite matrix function and is uniformly bounded, i.e.,

$$\alpha_2 I \leq M(x_k) \leq \alpha_1 I \quad \forall x_k \in \mathcal{X},$$

for some positive constants $\alpha_2 \geq \alpha_1 > 0$. We then have the following definition for a contracting system:

**Definition 2.1** ([8]). System (1) is contracting, with respect to a uniformly bounded, positive definite metric, denoted by $M_k = M(x_k)$ and $M_{k+1} = M(x_{k+1})$, provided, $\forall x \in \mathcal{X}$ and $\forall \delta x \in T \mathcal{X}$,

$$\delta x_k^T (A_k^T M_{k+1} A_k - M_k) \delta x_k \leq -\beta \delta x_k^T M_k \delta x_k < 0,$$
for some constant $0 < \beta \leq 1$, where (6) describes the region of contraction. In addition, the function $V_k$ in (4) can be understood as a discrete-time Lyapunov function for the differential dynamics (2), i.e.,

$$V_{k+1} - V_k \leq -\beta V_k < 0, \quad \forall x \in \mathcal{X}, \forall \delta_x \in T_x \mathcal{X}. \quad (7)$$

The contraction region defined in (7) provides a generalized convergence condition for the discrete-time nonlinear system (1), with respect to the metric $c$ distance, Figure 1, connecting any pair of points, $x$ and $x^*$, in $\mathcal{X}$, $E(x, x^*)$, as (see, e.g., [19])

$$d(x, x^*) = d(c) := \int_0^1 \sqrt{\delta^T_{c(s)} M(c(s)) \delta_{c(s)}} ds,$$

$$E(x, x^*) = E(c) := \int_0^1 \delta^T_{c(s)} M(c(s)) \delta_{c(s)} ds,$$

where $\delta_{c(s)} := \frac{\partial c(s)}{\partial s}$. The shortest path in Riemannian space, or geodesic, between $x$ and $x^*$ is defined as

$$\gamma(s) := \arg\min d(x, x^*). \quad (9)$$

2.2. Discrete-time Control Contraction Metrics (DCCMs)

In this section, we complete an explicit proof for exponential incremental convergence analysis of contracting discrete-time nonlinear systems, and a controller structure for discrete-time contraction is developed (as an extension to existing continuous-time results). We consider a discrete-time nonlinear system in control affine form as

$$x_{k+1} = f(x_k) + g(x_k)u_k, \quad (10)$$

where $x_k \in \mathcal{X} \subseteq \mathbb{R}^n$ and $u_k \in \mathcal{U} \subseteq \mathbb{R}^m$ are the state and control vectors, respectively, $\mathcal{X}$ and $\mathcal{U}$ represent the restricted state and control spaces, and, $f$ and $g$ are smooth functions.

We define a triplet solution sequence $(x_k^*, u_k^*, x_{k+1}^*)$ for system (10) and consider the discrete-time control input, $u_k = u_k(x_k, x_k^*, x_k^*)$. The differential dynamics for system (10) satisfy

$$\delta_{x_{k+1}} = A(x_k)\delta_{x_k} + B(x_k)\delta_{u_k}, \quad (11)$$

where, denoting $h(x_k, u_k) = f(x_k) + g(x_k)u_k$, the matrices $A := \frac{\partial h(x_k, u_k)}{\partial x_k}$ and $B := \frac{\partial h(x_k, u_k)}{\partial u_k}$ are the Jacobian matrices of functions $f$ and $g$ in (10) respectively. Consider a differential state-feedback control law

$$\delta_{u_k} = K(x_k)\delta_{x_k}, \quad (12)$$

which leads to the following state-feedback law (by integrating (12) over the geodesic $\gamma(x, x^*)$ (9)):

$$u_k = u_k^* + \int_0^1 K(\gamma(s)) \frac{\partial \gamma(s)}{\partial s} ds. \quad (13)$$

Note that this particular formulation is reference-independent, since the target trajectory variations do not require structural redesign of the feedback controller and is naturally befitting to the flexible manufacturing paradigm. Moreover, the discrete-time control input, $u_k$ (13), is a function with arguments $(x_k, x_k^*, x_k^*)$ and hence the control action is computed from the current state and target trajectory.

**Theorem 2.2.** Consider a discrete-time nonlinear system (10) with differential dynamics (11) and a differential state-feedback controller (12) (implemented as a state-feedback controller (13)). The above closed-loop system is contracting, with respect to a uniformly bounded, positive definite DCCM, $M(x_k)$, if

$$(A_k + B_kK_k)^\top M_{k+1}(A_k + B_kK_k) - (1 - \beta)M_k < 0, \quad (14)$$

for some constant $0 < \beta \leq 1$.

Furthermore, for any feasible reference trajectory $(\hat{x}^*, \hat{u}^*)$ (where $\hat{x}^* = (x_0^*, \ldots, x_k^*, \ldots)$ and $\hat{u}^* = (u_0^*, \ldots, u_k^*, \ldots)$)
which, given (6) and (17), yields decreasing Riemannian energy, i.e.,

\[ |x_k - x_k^*| \leq Re^{-\lambda t}|x_0 - x_0^*|, \]

for some constants $R$ and $\lambda$, where $x_k$ is the $k$-th step of the closed-loop state.

Proof. Firstly, substituting (12) into (11) yields, the closed-loop differential system

\[ \delta_{x_{k+1}} = (A(x_k) + B(x_k)K(x_k))\delta_{x_k}. \]

Substituting the closed-loop differential dynamics (16) and generalised squared distance (4) (as a differential Lyapunov candidate) into the differential Lyapunov condition of (7) provides the contraction condition in (14) for some constants $c$ and $\gamma$. Then, consider $(x_k, x_{k+1})$ and $(x_k^*, x_{k+1}^*)$ as two solution pairs of system (1). The shortest path connecting each of these solutions at time step $k$, denoted by the geodesic $\gamma_k(s)$ in (9), is defined with $\gamma_k(0) = x_k$ and $\gamma_k(1) = x_k^*$, and $c_k+1(s)$ denotes a path (not necessarily a geodesic) at the next step, connecting $c_k+1(0) = x_{k+1}$ and $c_k+1(1) = x_{k+1}^*$. Hence, from (1), we have $c_k+1(0) = x_{k+1} = f(x_k) = f(\gamma_k(0))$ and $c_k+1(1) = x_{k+1}^* = f(x_k^*) = f(\gamma_k(1))$ as shown in Figure 1, or, without loss of generality,

\[ c_k+1(s) = f(\gamma_k(s)). \]

From (8), (9) and the Hopf-Rinow Theorem, (e.g., [9]), we have

\[ E(\gamma) = d(\gamma)^2 \leq d(c)^2 \leq E(c), \]

which, given (6) and (17), yields decreasing Riemannian energy, i.e.,

\[ E(\gamma_{k+1}) \leq \int_0^1 \frac{\partial c_{k+1}(s)}{\partial s} M(c_{k+1}(s)) \frac{\partial c_{k+1}(s)}{\partial s} ds \]

\[ \leq \int_0^1 (1 - \beta) \frac{\partial \gamma_k(s)}{\partial s} M(\gamma_k(s)) \frac{\partial \gamma_k(s)}{\partial s} ds \]

\[ = (1 - \beta)E(\gamma_k). \]

Taking the square root of (19) gives

\[ d(\gamma_{k+1}) \leq (1 - \beta)^{\frac{1}{2}}d(\gamma_k). \]

Since the contraction rate, $\beta$, is by definition bounded as $0 < \beta \leq 1$, let $e^{-\lambda t\Delta t} = (1 - \beta)^{\frac{1}{2}}$ for some positive constant $\lambda$. Furthermore, we can express (20) with respect to a discrete-time interval, $\Delta t$, i.e.,

\[ d(\gamma_{k+1}) \leq (1 - \beta)^{\frac{1}{2}}d(\gamma_k) = e^{-\lambda \Delta t}d(\gamma_k). \]

Then, provided the $\lambda$ satisfying (24), e.g., for $\lambda = -\ln(1 - \beta)/(2\Delta t)$, we have the result in (15) by substituting (24) into (21).

Now, we consider the controlled system. The contraction condition in (14) is obtained by substituting the corresponding differential dynamic equation (11) and differential feedback control law (12) into the autonomous contraction condition (6). The control law in (13) can be obtained by integrating the differential controller (12) along the geodesic, with respect to metric, $M_k$, in (4) and the stability result is straightforward from the above proof by replacing the contraction condition (6) by (14).

To summarize, a suitably designed contraction-based controller ensures that the length of the minimum path (i.e., geodesic) between any two trajectories (e.g., the plant state, $x$, and desired state, $x^*$, trajectories), with respect to the metric $M$, shrinks with time, i.e., provided that the contraction condition (14) holds for the discrete-time nonlinear system (10), we can employ a stabilizing feedback controller (13) to ensure convergence to feasible operating targets.

2.3. Exponential Differential Dissipativity

In the following, we extend differential dissipativity results [5] to the discrete-time setting and use this property to determine bounded disturbance characteristics of the corresponding nonlinear system. Consider the discrete-time nonlinear system with disturbance, $\nu$, in the form of

\[ x_{k+1} = f(x_k)x_k + g_u(x_k)u_k + g_\nu(x_k)\nu_k, \]

where

\[ \delta_{x_{k+1}} = A\delta_{x_k} + B_u\delta_{u_k} + B_\nu\delta_{\nu_k}, \]

and

\[ B_u = \frac{\partial h(x_k,u_k,\nu_k)}{\partial u_k} \quad \text{and} \quad B_\nu = \frac{\partial h(x_k,u_k,\nu_k)}{\partial \nu_k}. \]

Definition 2.3. System (25)–(26) is exponentially differentially dissipative with respect to the differential supply rate $\sigma(\delta_x, \delta_u)$ if there exists a differential storage function $V(x, \delta_x)$ such that

\[ V_{k+1} - (1 - \beta)V_k \leq \sigma_k. \]

Moreover, the system is called exponentially differentially (Q,S,R)-dissipative if (27) is satisfied with respect to the partitioned supply rate

\[ \sigma = \begin{bmatrix} \delta_x \quad S \end{bmatrix} \begin{bmatrix} Q & S \end{bmatrix} \begin{bmatrix} \delta_x \\ \delta_u \end{bmatrix}. \]
One particular application for the differential dissipativity framework lies in systematically determining physical properties of the closed-loop system. For example, satisfying (27) with $Q = 0$, $S = 0.5I$, $R = 0$, indicates the system is differentially passive. Furthermore, differential dissipativity with respect to a supply rate $Q < 0$, $S = 0$, $R > 0$ implies a differential $\mathcal{L}_2$ gain bound. This differential dissipativity condition can be generalized to determine the incremental stability of the corresponding nonlinear closed-loop system (e.g., the $\mathcal{L}_2$ gain from the disturbances to states), which is detailed below.

**Theorem 2.4.** System (25),(26),(13) is exponentially differentially $(Q,S,R)$-dissipative, provided a DCCM and differential feedback gain pair, $(M,K)$, are found satisfying

$$
\delta_{z_k}(A_k + B_u K)M_{k+1}(A_k + B_u K)\delta_{z_k} - (1 - \beta)\delta_{z_k}^T M_k \delta_{z_k} + \delta_{\nu_k}^T B_u M_{k+1} B_u \delta_{\nu_k} \leq \delta_{z_k}^T Q \delta_{z_k} + 2\delta_{\nu_k}^T S \delta_{\nu_k} + \delta_{\nu_k}^T R \delta_{\nu_k}.
$$

(29)

Furthermore, the closed-loop nonlinear system, (25) driven by (13) with $Q < 0$ and $R > 0$ satisfying (29), is incrementally exponentially stable, and exhibits a bounded disturbance response, for any feasible reference $z_k$ and expected disturbance $\nu_k$ (typically zero for unknown disturbances). Over the finite interval $k \in [0,N]$,

$$
\sum_{k=0}^{N} \|z_k - x_k\|_2 \leq \rho \sum_{k=0}^{N} \|\nu_k - \nu_k\|_2.
$$

(30)

where $\rho$ is the incremental truncated $\mathcal{L}_2$ gain from $\nu$ to $x$.

**Proof.** Substituting (12) into (26) yields, the closed-loop differential system

$$
\delta_{z_{k+1}} = (A(x_k) + B_u(x_k)K(x_k))\delta_{z_k} + B_v(x_k)\delta_{\nu_k}.
$$

(31)

Given a differential $(Q,S,R)$-supply rate as in (28) and substituting the closed-loop differential dynamics (31) and generalised squared distance (4) (as a differential storage function) into the exponential differential dissipativity condition of (7) provides the exponential differential $(Q,S,R)$-dissipativity condition in (29). Exponential incremental stability for (25) when $Q < 0$, is then straightforward from the proof of Theorem 2.2 by integrating (29) along the geodesic $\gamma(x,x^*)$ (9).

Moreover, to see that the disturbance response of (25) is bounded on the finite interval $k \in [0,N]$, integrate the differential dissipativity condition (27) (omitting the $\beta V_k$ term, since the rate of change in the differential storage function is not relevant to the incremental $\mathcal{L}_2$ gain) along the geodesic $\gamma(x,x^*)$ and sum over all $k \in [0,N]$ to obtain

$$
\sum_{k=0}^{N} \int_{0}^{1} (V_{k+1} - V_k)ds \leq \sum_{k=0}^{N} \int_{0}^{1} (\delta_{z_k}^T Q \delta_{z} + 2\delta_{\nu_k}^T S \delta_{\nu} + \delta_{\nu_k}^T R \delta_{\nu}) ds.
$$

(32)

By induction and definition for Riemannian energy, (32) yields

$$
E(\gamma_{N+1}) - E(\gamma_0) \leq \sum_{k=0}^{N} \int_{0}^{1} (\delta_{z_k}^T Q \delta_{z} + 2\delta_{\nu_k}^T S \delta_{\nu} + \delta_{\nu_k}^T R \delta_{\nu}) ds.
$$

(33)

Given an equivalent initial condition $E(\gamma_0) = 0$ (i.e., $x(0) = x^*(0)$ – reasonable notion of the initial time step $k = 0$), and noting that by definition $E(\gamma) \geq 0$, gives

$$
\sum_{k=0}^{N} \int_{0}^{1} (\delta_{z_k}^T Q \delta_{z} + 2\delta_{\nu_k}^T S \delta_{\nu} + \delta_{\nu_k}^T R \delta_{\nu}) ds \geq E(\gamma_{N+1}) \geq 0.
$$

(34)

Denoting $Q = -Q$ and completing the square gives

$$
\sum_{k=0}^{N} \int_{0}^{1} (\delta_{z_k}^T (R + S^T \hat{Q}^{-1} S) \delta_{\nu} - ||\hat{Q}^{\frac{1}{2}} \delta_{z} - \hat{Q}^{\frac{1}{2}} S \delta_{\nu}||_2^2) ds \geq 0.
$$

(35)

Evaluating the integral by the Cauchy-Schwarz inequality, parameterising the disturbance input as $\nu_k = (1-s)\nu_k^* + s\nu_k$ and noting that $d_t(x,x^*) \leq ||x - x^*||$ gives

$$
\sum_{k=0}^{N} (R + S^T \hat{Q}^{-1} S)||\nu_k - \nu_k^*||_2^2 - ||\hat{Q}^{\frac{1}{2}} (x_k - x_k^*) - \hat{Q}^{\frac{1}{2}} S (\nu_k - \nu_k^*)||_2^2 \geq 0,
$$

(36)

and hence (30), where $\rho = ||\hat{Q}^{-\frac{1}{2}}||_2 (||\hat{Q}^{-\frac{1}{2}} S||_2 + (R + S^T \hat{Q}^{-1} S)^{\frac{1}{2}})$.

Note that these dissipativity results can be further extended to output feedback systems, or tailored for performance measures that are governed by particular states or outputs, by considering a measured output, e.g., $y_k = C(x_k)x_k$, and suitably modifying the dissipativity condition in (27) (with arguments $(y,\delta_y)$). The disturbance response with respect to output $y$, could then be shaped by a weighted $\mathcal{L}_2$ gain from $d$ to $y$.

Note that the $\beta V_k$ term is not relevant to the incremental $\mathcal{L}_2$ gain (see the proof of Theorem 2.4). However, this term ensures the exponential incremental stability when the disturbance is zero (hence the results of Theorem 2.4 are permitted to collapse to those of Theorem 2.2).

It is also interesting to note that the dissipativity condition in (29) links the input to the contraction condition in (14), whereby satisfaction of (29) ensures additional closed-loop properties, by imposing additional conditions on the permitted controller. As an example, by choosing $Q = -I$, $S = 0$ and $R = \alpha^2I$, when solving for the pair $(M,K)$ in (29), yields an incremental truncated $\mathcal{L}_2$ gain equal to $\alpha$, providing an additional design variable (implicit to the contraction-based controller (13)) with respect to disturbance rejection.

### 3. Tractable Contraction Metric and Controller Conditions for Discrete-time Nonlinear Systems

This section presents the transformation of contraction and differential dissipativity conditions (developed in Sec-
tion 2) for discrete-time control-affine nonlinear systems into a tractable synthesis problem.

3.1. Obtaining a Tractable Contraction Condition

As characterised by Theorem 2.2, two conditions are needed to ensure contraction of discrete-time nonlinear systems – the first is the discrete-time contraction condition (14), and the second is the positive definite property of the metric $M$. Inspired by [9], an equivalent condition to (14) is developed in the following Proposition as a computationally tractable means for handling the coupled terms in (14).

**Proposition 3.1.** Consider a differential feedback controller (12) for the differential dynamics (11) of a discrete-time control-affine nonlinear system (10). The discrete-time nonlinear system (10) is contracting with respect to a DCCM, $M$, if a pair of matrix functions $(W, L)$ satisfies

$$
\begin{bmatrix}
W_{k+1} & A_k W_k + B_{u,k} L_k \\
(A_k W_k + B_k L_k)^\top & (1-\beta)W_k
\end{bmatrix} > 0, \quad \text{(37)}
$$

where $A_k, B_k$ and $K_k$ are functions in (10) and (12) respectively, $W_k := M_k^{-1}$, $W_{k+1} := M_{k+1}^{-1} = M_k^{-1}(f(x_k) + B(x_k)u_k)$, $L_k := K_k W_k$ and $\beta \in (0, 1]$.

**Proof.** Condition (14) is equivalent to

$$
(1-\beta)M_k - (A_k + B_k K_k)^\top M_{k+1}(A_k + B_k K_k) > 0. \quad \text{(38)}
$$

Applying Schur’s complement [20] to (38) yields

$$
\begin{bmatrix}
M_k^{-1} & (A_k + B_k K_k) \\
(A_k + B_k K_k)^\top & (1-\beta)M_k
\end{bmatrix} > 0. \quad \text{(39)}
$$

Defining $W_k := M_k^{-1}(x_k)$ and $W_{k+1} := M_k^{-1}(f(x_{k+1}) = M_k^{-1}(f(x_k) + B(x_k)u_k)$, we then have

$$
\begin{bmatrix}
W_{k+1} & (A_k + B_k K_k) \\
(A_k + B_k K_k)^\top & (1-\beta)W_k
\end{bmatrix} > 0. \quad \text{(40)}
$$

Left/right multiplying (40) by an invertible positive definite matrix, $\text{diag}(I, W_k)$ (and its transpose), yields

$$
\begin{bmatrix}
W_{k+1}^\top & (A_k + B_k K_k)W_k \\
W_k^\top & (A_k + B_k K_k)^\top
\end{bmatrix} > 0. \quad \text{(41)}
$$

Finally, defining $L_k := K_k W_k$, we have the condition (37). \qed

3.2. Exponential Differential Dissipativity Conditions

As described in Theorem 2.4, dissipativity properties of the closed-loop can be formed by considering a differential storage function and supply rate, yet the resulting condition (29) is computationally complex. Even with the supply rate provided, finding a DCCM and feedback gain satisfying (29) is at least as difficult (e.g., considering coupled terms) as the “reduced” inequality (14) (forming the left-hand side of (29)). Inspired by [21], an equivalent computationally tractable condition to (29) is developed in the following Proposition.

**Proposition 3.2.** Consider a differential feedback controller (12) for the differential dynamics (26) of a discrete-time control-affine nonlinear system (25). The system is exponentially incrementally differentially $(Q,S,R)$-dissipative (in the sense of Definition 2.3), with respect to a DCCM, $M$, and differential $(Q,S,R)$-supply rate (28), if a pair of matrix functions $(W, L)$ satisfies

$$
\begin{bmatrix}
W_{k+1} & A_k W_k + B_{u,k} L_k & B_{v,k} \\
(A_k W_k + B_{u,k} L_k)^\top & (1-\beta)W_k & 0 \\
0 & S^\top W_k & R
\end{bmatrix} \geq 0,
$$

where $A_k, B_{u,k}, B_{v,k}$ and $K_k$ are defined in (26) and (12) respectively, $W_k := M_k^{-1}$, $W_{k+1} := M_{k+1}^{-1} = M_k^{-1}(f(x_k) + B(x_k)u_k)$, $L_k := K_k W_k$ and $\beta \in (0, 1]$.

**Proof.** From (29), we have

$$
\begin{bmatrix}
\delta_x \\
\delta_u \\
\delta_e
\end{bmatrix}^\top
\begin{bmatrix}
A_{c,k} & B_{v,k} \\
A_{c,k}^\top & B_{v,k}^\top
\end{bmatrix} M_{k+1}^{-1}
\begin{bmatrix}
A_{c,k} & B_{v,k} \\
A_{c,k}^\top & B_{v,k}^\top
\end{bmatrix}^\top
\begin{bmatrix}
\delta_x \\
\delta_u \\
\delta_e
\end{bmatrix} - (1-\beta)\delta_e^\top M_k \delta_e 
\leq \begin{bmatrix}
\delta_x \\
\delta_u \\
\delta_e
\end{bmatrix}^\top
\begin{bmatrix}
Q & S \\
S^\top & R
\end{bmatrix}
\begin{bmatrix}
\delta_x \\
\delta_u \\
\delta_e
\end{bmatrix},
$$

where $B_{v,k} = A_k + B_{u,k} K_k$. This inequality can be equivalently written

$$
\begin{bmatrix}
Q + (1-\beta)M_k \\
S^\top
\end{bmatrix} - \begin{bmatrix}
A_{c,k} & B_{v,k}
\end{bmatrix}
\begin{bmatrix}
M_{k+1}^{-1} & A_{c,k} \\
A_{c,k}^\top & S^\top & R
\end{bmatrix}
\begin{bmatrix}
A_{c,k} & B_{v,k}
\end{bmatrix}^\top \geq 0.
$$

By Schur’s complement, this is equivalent to

$$
\begin{bmatrix}
M_{k+1}^{-1} & A_{c,k} \\
A_{c,k}^\top & Q + (1-\beta)M_k \\
S^\top & R
\end{bmatrix} \geq 0. \quad \text{(45)}
$$

Defining $W_k := M_k^{-1}$ and appropriately (left/right) multiplying by $\text{diag}(I, W_k, I)$ (and its transpose) gives

$$
\begin{bmatrix}
W_{k+1} & A_k W_k \\
W_k^\top A_{c,k}^\top & W_k^\top Q W_k + (1-\beta)W_k^\top W_k S \\
B_{v,k}^\top & S^\top W_k \\
B_{v,k}^\top & R
\end{bmatrix} \geq 0. \quad \text{(46)}
$$

Applying Schur’s complement, expanding $A_{c,k}$, defining $L_k := K_k W_k$ and noting by symmetry $W_k^\top = W_k$ gives (42). \qed

4. DCCM Synthesis and Controller Implementation

Based on the contraction (37) and differential dissipativity (42) conditions presented in Section 3, here we develop control synthesis approaches from these conditions using Sum of squares (SOS) programming (see [22] for an alternative neural network-based approach). Details for numerical implementation of a contraction-based controller are also provided.
4.1. Overview of SOS Programming as a Synthesis Method

SOS programming (see, e.g., [23]) was proposed as a tractable method in [9] for computing CCMs for continuous-time control-affine nonlinear systems and is demonstrated in this work as an additionally tractable approach in the discrete-time setting. A polynomial \( p(x) \), is an SOS polynomial, provided it satisfies

\[
p(x) = \sum_{i=1}^{n} q_i(x)^2,
\]

where \( q_i(x) \) is a polynomial of \( x \). Thus, it is easy to see that any SOS polynomial, \( p \), is positive provided it can be expressed as in (47). Furthermore, in [24], determining the SOS property expressed in (47) is equivalent to finding a positive semi-definite \( Q \) such that

\[
p(x) = \phi(x)^\top Q \phi(x) \in \Sigma(x),
\]

where \( \phi(x) \) is a vector of monomials that is less or equal to half of the degree of polynomial \( p(x) \), \( \Sigma \) is stated in Notation. An SOS programming problem is an optimisation problem to find the decision variable \( p(x) \) such that \( p(x) \in \Sigma(x) \), which can be relaxed (in terms of computational complexity) for a particular range (e.g., a region of interest). Suppose we want \( p(x) \in \Sigma(x) \) for \( x \in [x_{i_{\text{min}}}, x_{i_{\text{max}}}] \), with \( i = 1, \ldots, n \). The relaxed condition can be constructed as follows,

\[
q(x) = p(x) - \sum_{i}(x_i - x_{i_{\text{min}}})(x_i - x_{i_{\text{max}}})c_i(x) \in \Sigma(x),
\]

where \( (x_i - x_{i_{\text{min}}})(x_i - x_{i_{\text{max}}})c_i(x) \) represents a function that is only positive within the range \( [x_{i_{\text{min}}}, x_{i_{\text{max}}}] \). This means \( p(x) \) only needs to be positive inside the constraints and \( c_i(x) \) can be selected to relax the problem. In [25], the non-negativity of a polynomial is determined by solving a semi-definite programming (SDP) problem (e.g., SeDuMi [26]).

4.2. DCCM Synthesis via SOS Programming

Here we introduce SOS programming with relaxations for Theorem 2.2, followed by some discussion and natural progression to SOS programming for Proposition 3.1, and hence extensions for Proposition 3.2. From Theorem 2.2, two conditions need to be satisfied: the contraction condition (14) and positive definite property of the matrix function \( M \). These conditions can be transformed into an SOS programming problem (see, e.g., [24, 25]) if we assume the functions are all polynomial functions or polynomial approximations (see, e.g., [27]), i.e.

\[
\begin{align*}
\min \ & \text{tr}(M) \\
\text{s.t.} \ & \phi^\top \Omega_1 \phi \in \Sigma(x_k, u_k, \phi), \\
& \phi^\top M_k \phi \in \Sigma(x_k, \phi),
\end{align*}
\]

where \( \Omega_1 = -((A_k + B_k K_k)^\top M_{k+1}(A_k + B_k K_k) - (1 - \beta)M_k) \) represents the discrete-time contraction condition and \( k_{c, m} \) are coefficients of polynomials for the controller gain, \( K \) in (12), and metric, \( M \), respectively (see the example in Section 5 for additional details). This programming problem is computationally difficult (if not intractable) due to the hard constraints imposed by the inequality (14). One possible improvement can be made by introducing relaxation parameters to soften the constraints (see, e.g., [23]), i.e. introducing two small positive values, \( r_1 \) and \( r_2 \), as

\[
\begin{align*}
\min \ & \sum_{k_{c, m}, r_1, r_2} r_1 + r_2 \\
\text{s.t.} \ & \phi^\top \Omega_1 \phi - r_1 I \in \Sigma(x_k, u_k, \phi), \\
& \phi^\top M_k \phi - r_2 I \in \Sigma(x_k, \phi), r_1 \geq 0, r_2 \geq 0.
\end{align*}
\]

Note that the contraction condition holds if the two relaxation parameters \( r_1 \) and \( r_2 \) are some positive value, then we get a required DCCM as long as the relaxation parameters are positive. Although this relaxation reduces the programming problem difficulty, the problem remains infeasible, due to the terms coupled with unknowns, e.g. \( B_k K_k^2 M_{k+1} B_k K_k \).

Naturally, substitution for the equivalent contraction condition (37) in Proposition (3.1), solves this computational obstacle, and hence a tractable SOS programming problem can be formed as follows

\[
\begin{align*}
\min \ & r \\
\text{s.t.} \ & \tilde{\phi}^\top \Omega_1 \tilde{\phi} - r I \in \Sigma(x_k, u_k, \tilde{\phi}), r \geq 0,
\end{align*}
\]

where \( \Omega = \begin{bmatrix} W_{k+1} & A_k W_k + B_k L_k \\ (A_k W_k + B_k L_k)^\top (1 - \beta)W_k \end{bmatrix} \) and \( w_{\ell}, l \) are the polynomial coefficients of the metric-controller dual \((W_k, L_k)\) (see the example in Section 5 for additional details). Note that the inverse and coupling terms are not present in (52) and that its SDP tractable solution yields the matrix function \( W_k \) and \( L_k \), as required for contraction analysis and control.

As an extension of this approach, synthesis of a DCCM and differential controller with desirable differential dissipativity properties, satisfying Proposition 3.2 (and hence Theorem 2.4), can be expressed as the following SOS programming problem

\[
\begin{align*}
\min \ & r \\
\text{s.t.} \ & \Phi^\top \Phi r - r I \in \Sigma(x_k, u_k, \nu_k, \tilde{\phi}), r \geq 0,
\end{align*}
\]

where \( \Phi = \begin{bmatrix} W_{k+1} & AW_k + B_k L_k & B_k & 0 \\
(AW_k + B_k L_k)^\top (1 - \beta)W_k & W_k S & W_k & 0 \\
B_k^\top & ST W_k & R & 0 \\
0 & W_k & 0 & -Q^{-1} \end{bmatrix} \).

4.3. Numerical Implementation

Suppose that the optimisation problem (52) (or (53)) is solved for the pair \((W, L)\) and hence \((M, K)\) are obtained.
The next step in implementing the contraction-based controller (13) is to integrate (12) along the geodesic, \( \gamma \). Subsequently, one method to numerically approximate the geodesic is shown. From (8) and (9), we have the following expression for computing the geodesic,

\[
\gamma(x, x^*) = \arg \min_c \int_0^1 \frac{\partial c(s)}{\partial s} M(c(s)) \frac{\partial c(s)}{\partial s} ds.
\]

(54)

where (see Section 2.1) \( c(s) \) is an \( s \)-parameterized smooth curve connecting \( x = 0 \) to \( x^* = 1 \). Since (54) is an infinite dimensional problem over all smooth curves, without explicit analytical solution, the problem must be discretized to be numerically solved. Note that the integral can be approximated by discrete summation provided the discrete steps are sufficiently small. As a result, the geodesic (54) can be numerically calculated by solving the following optimization problem,

\[
\tilde{\gamma}(x, x^*) = \arg \min_{\tilde{x}} \sum_{i=1}^N \Delta \tilde{x}_i^M N N(\tilde{x}_i) \Delta \tilde{x}_i \Delta s_i
\]

s.t. \( \tilde{x}_1 = x, \tilde{x}_N = x^* \),

(55)

where \( \tilde{\gamma}(x, x^*) \approx \gamma(x, x^*) \) represents the numerically approximated geodesic, \( x \) and \( x^* \) are the endpoints of the geodesic, \( \tilde{x}_i \) represents \( i \)-th point on a discrete path in the state space, \( \Delta \tilde{x}_i := \Delta \tilde{x}_i / \Delta s_i \approx \partial c(s) / \partial s \) can be interpreted as the displacement vector discretized with respect to the \( s \) parameter, \( \Delta \tilde{x}_i := (\Delta \tilde{x}_i, \cdots, \Delta \tilde{x}_{i+N}) \) is the discretized path joining \( x \) to \( x^* \) (i.e., discretization of \( c(s) \) in (54)), all \( \Delta s_i \) are small positive scalar values chosen such that \( \sum_{j=1}^{N} \Delta s_i = 1 \), \( N \) is the chosen number of discretization steps of \( s \), \( \tilde{x}_i = \sum_{j=1}^{i} \Delta \tilde{x}_j \Delta s_j + x \) represents the numerical state evaluation along the geodesic.

Note that (55) is the discretization of (54) with \( \Delta \tilde{x}_i \) and \( \Delta s_i \) as the discretizations of \( \partial c(s) / \partial s \) and \( \delta s \), respectively, whereby the constraints in (55) ensure that the discretized path connecting the start, \( x \), and end, \( x^* \), state values align with the continuous integral from \( s = 0 \) to \( s = 1 \). Hence, as \( \Delta s_i \) approaches 0, i.e., for an infinitesimally small discretization step size, the approximated discrete summation in (55) converges to the smooth integral in (54).

After the geodesic is numerically calculated using (55), the control law in (13) can be analogously calculated using an equivalent discretization as follows

\[
u_k = u_k^* + \sum_{i=1}^{N} K_k(\tilde{x}_i) \Delta \tilde{x}_i \Delta s_i.
\]

(56)

Substituting \( K_k = L_k W_k^{-1} \) into (56), we can then implement the control law as follows

\[
u_k = u_k^* + \sum_{i=1}^{N} L_k(\tilde{x}_i) W_k^{-1}(\tilde{x}_i) \Delta \tilde{x}_i \Delta s_i,
\]

(57)

where \( (u_k^*, x_k^*) \) are the state and control reference trajectories at time \( k \). Note that this real-time control approach results in a setpoint-independent control structure, whereby the structure (imposed by matrix functions \( L \) and \( W \)) required to implement this control law are obtained offline via solution to (55). To see this, recall that \( \tilde{x}_i \) represents the numerical state evaluation along the geodesic at discrete points and \( K(\tilde{x}_i) \) is the evaluation of the matrix function \( K = LW^{-1} \) at each of those points. Then, as the desired state value, \( x_k^* \), changes, the feed-forward component, \( u_k^* \), can be instantly updated, and the feedback component, \( \sum_{i=1}^{N} L_k(\tilde{x}_i) W_k^{-1}(\tilde{x}_i) \Delta \tilde{x}_i \Delta s_i \) (i.e., \( \int K(\gamma) \delta s ds \) in (13)), can be automatically updated through online geodesic calculation.

5. Illustrative Example

In this section, we present a case study to illustrate the synthesis and implementation of a contraction-based controller using the proposed approach. Consider a well-mixed, nonisothermal CSTR where 3 parallel irreversible elementary exothermic reactions take place of the form \( A \rightarrow B, A \rightarrow C, A \rightarrow D \) [28], whereby the process can be modelled as follows,

\[
x_{1k+1} = x_{1k} + \Delta t \left( \frac{F}{V} (C_{AO} - x_{1k}) + \nu_k + \sum_{i=1}^{3} \kappa_{ao} e^{r x_{1k}} x_{1k} \right)
\]

\[
x_{2k+1} = x_{2k} + \Delta t \left( \frac{F}{V} (T_{A0} - x_{2k}) + \sum_{i=1}^{3} \frac{\Delta H_i}{\sigma_C p} \kappa_{ao} e^{r x_{1k}} x_{1k} + \nu_k \right),
\]

(58)

where the feed to the reactor consists of reactant \( A \) with molar concentration \( C_{AO} \) at flow rate \( F \) and temperature \( T_{A0} \). This process model consists of two states, where \( x_1 = C_A \) denotes the concentration of reactant \( A \), and \( x_2 = T \) denotes the temperature of the reactor. The states \( x_1 \) and \( x_2 \) are controlled by manipulating \( u = \frac{Q}{\sigma_C p V} \), where \( Q \) represents the rate of heat input/removal. The process disturbance \( \nu \) is caused by the variation in the feed concentration \( \Delta C_{AO} \) with \( \nu = \frac{F}{V} \Delta C_{AO} \). For the remaining process variables, \( V \) denotes the volume of the reactor, \( \Delta H_i, \kappa_{ao}, E_i \) denotes the enthalpies, preexponential constants and activation energies of the three reactions, respectively, and \( c_p \) and \( \sigma \) denote the heat capacity and density of the fluid in the reactor, respectively. For simulation purposes, the system model is normalized in the range of operation with a sampling period of \( \Delta t = 0.05 \) h. All parameters are shown in Table 1.
To synthesise a metric and controller pair \((M,K)\), the exponential functions in (58) are first approximated using second order polynomial functions, such that the system description is amenable to SOS programming. Then, the Jacobian matrices, \(A_k, B_{c,k}, B_{v,k}\), are calculated to obtain the corresponding differential system model (26). As required for the differential dissipativity-based SOS problem (53), a \((Q,S,R)\)-supply rate, with \(Q = I\), \(S = 0\), \(R = 0.81I\), is selected to achieve a truncated incremental \(\mathcal{L}_2\) gain of 0.9 (from the disturbance to state). The respective contraction metric and feedback gain duals, \(W_k\) and \(L_k\), are matrices of polynomial functions in the following forms, i.e.

\[
W_k = \begin{bmatrix} W_{11k} & W_{12k} \\ W_{12k} & W_{22k} \end{bmatrix}, \quad L_k = \begin{bmatrix} L_{1k} \\ L_{2k} \end{bmatrix},
\]

where \(W_{c,k} = w_{c,v}(x_k)\) and \(w_{c,v}\) is a row vector of unknown coefficients, and similarly for \(L_k\). As required to solve the SOS problem in (52) and (53), the functions \(W_{c,k}\) need to be polynomial functions and as such are expressed using the common monomial vector, \(\phi(x_k)\), defined as

\[
\phi(x_k) = [x_{1k}^4 \quad x_{1k}^3 x_{2k} \quad \cdots \quad x_{2k}^4]^\top,
\]

where the polynomial order is chosen to be 4. Additionally, \(W_{k+1}\), is constructed as a matrix of polynomials

\[
W_{k+1} = \begin{bmatrix} W_{11,k+1} & W_{12,k+1} \\ W_{12,k+1} & W_{22,k+1} \end{bmatrix},
\]

where the elements are defined as \(W_{c,k+1} = w_{c,v}(x_{k+1})\) and \(w_{c,v}\) is the same coefficient vector for \(W_k\) in (59). Two design scenarios are then considered: i) without dissipativity, i.e. solving the optimisation problem in (52), and; ii) with dissipativity, i.e., solving the optimisation problem in (53). Both SOS problems were then solved for the contraction rate, \(\beta = 0.9\), and by considering the normalised range of operation \(x_{\text{min}} = 0.01, x_{\text{max}} = 1\), with the resulting metric and controller matrix coefficients shown in Appendix A.

A time-varying reference, corresponding to the variations in product specifications and energy cost, was considered as the sequence of setpoints \((x_1^*, x_2^*, u^*) = (0.750, 0.680, 2.241), (0.850, 0.716, 2.264), (0.950, 0.748, 2.269)\) on the respective \(k\Delta t\) intervals of \([0, 10.0], [10.0, 19.9], [19.9, 29.8] h\). Such feasible setpoints can be generated using an RTO layer – a befittingly popular method for real-time process control. It is worth noting that for contraction-based control the optimal or even complete trajectories (e.g., between the current state and target setpoint) are not needed, only the desired feasible setpoints are required. Suppose that a feasible complete set of reference trajectories was in fact available (typically a non-trivial task), then the same contraction based controller could be additionally used to drive the system to such references, and without structural redesign (simply update the geodesic information in (13)).

The contraction-based control methods does not require redesigning the control algorithm as the reference changes (setpoint or otherwise), unlike the Lyapunov-based control designs.

The CSTR (58) was then simulated with the discrete-time contraction-based controller (57) under two scenarios: i) without disturbance, see Figure 2, and; ii) with feed concentration disturbance, see Figure 3. The results shown in Figure 2 demonstrate that the proposed contraction-based controller is capable of driving the CSTR error-free to the desired time-varying product specifications in the absence of disturbances (as per Theorem 2.2). Figure 3 shows that the contraction-based design which incorporates a differential dissipativity condition additionally achieves disturbance attenuation (as per Theorem 2.4).

6. Conclusion

A systematic approach to the implementation of contraction-based control for discrete-time nonlinear processes was developed. Through the differential system framework, contraction and dissipativity conditions were derived, to ensure stability of the resulting closed-loop control system, i.e., exponential convergence to feasible time-varying references and bounded disturbance response. Computationally tractable equivalent conditions were then derived and additionally transformed into SOS programming problems, such that joint synthesis of a discrete-time
control contraction metric and stabilising feedback controller could be completed with desired closed-loop properties. Complete controller implementation details were provided and the overall approach was effectively demonstrated through a numerical CSTR case study.
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Appendix A. Coefficients of Matrix Functions in Section 5

The polynomial coefficient vectors of $W$ and $L$ used in the illustrative CSTR example of Section 5 are as follows. Without disturbance consideration (i.e., solution to (52)): $w_{11c} = [3.6663 1.9921 -0.0538 2.0161 -0.0442 1.7564 0.0970 3.9131]$.
\[ w_{12c} = [-0.3123 0.0911 -0.4714 0.2899 -0.1363 -0.3873 0.3568 -0.1626 -0.1961 -0.7237 0.0694 0.0653 0.0116 0.0367 -0.2880], \]
\[ w_{22c} = [1.8674 1.3870 -0.8890 1.5241 -0.2636 0.4206 0.9464 0.0930 0.8197 -1.8968 2.5797 0.1082 2.5884 0.1910 2.1615], \]
\[ l_{1c} = [-0.0531 -0.0365 -0.0217 -0.0012 -0.0399 -0.0053 -0.0050 0.0014 -0.0392 0.0075 -0.0015 -0.0051 0.0032 -0.0418 0.0159], \]
\[ l_{2c} = [-1.1214 -0.0260 -1.0183 -0.0518 -0.0144 -1.0058 -0.0078 -0.0358 -0.0099 -1.0294 -0.0412 -0.0029 -0.0364 -0.0071 -1.1031]. \]

With disturbance attenuation (i.e., solution to (53)):
\[ w_{11c} = [0.6289 0.0045 -0.3167 0.2972 -0.0015 0.0220 -0.0082 -0.0899 -0.0025 -0.5972 0.0905 0.0018 0.5744 -0.0003 0.6306], \]
\[ w_{12c} = [-0.0661 -0.0008 -0.0312 -0.0073 0.0004 0.0541 -0.0001 -0.0346 0.0002 -0.0395 0.0006 0.0002 -0.0106 0.0005 -0.0232], \]
\[ w_{22c} = [0.4219 0.0035 -0.3036 0.2731 -0.0027 0.0444 -0.0075 -0.1255 -0.0012 -0.5799 0.0892 0.0018 0.5190 0.0002 0.5106], \]
\[ l_{1c} = [0.1181 -0.0000 0.1272 0.0003 -0.0000 0.1361 0.0000 0.0003 -0.0000 0.1450 0.0001 0.0000 0.0003 -0.0000 0.1538], \]
\[ l_{2c} = [-0.3818 -0.0002 -0.3036 -0.0065 -0.0001 -0.3039 0.0000 -0.0000 -0.3099 -0.0001 -0.3099 0.0000 -0.0040 -0.0000 -0.3234]. \]