Entanglement plays a central role in quantum information processing, indicating the non-local correlation of quantum matters. However, few effective ways are known to detect the amount of entanglement of an unknown quantum state. In this work, we propose a scheme to estimate the entanglement negativity of any bi-partition of a composite system. The proposed scheme is based on the random unitary evolution and local measurements on the single-copy quantum states, which is more practical compared with former methods based on collective measurements on many copies of the identical state. Meanwhile, we generalize the scheme to quantify the total multi-partite correlation. We demonstrate the efficiency of the scheme with theoretical statistical analysis and numerical simulations. The proposed scheme is quite suitable for state-of-the-art quantum platforms, which can serve as not only a useful benchmarking tool to advance the quantum technology, but also a probe to study fundamental quantum physics, such as the entanglement dynamics.

I. INTRODUCTION

Entanglement, the very nature of the quantum correlation [1], is instrumental in the study of fundamental quantum mechanics and the quantum information processing tasks [2], such as quantum communication [3–5], quantum metrology [6, 7], and quantum computing and simulation [2, 8]. Recently, there are also marriages between the concept of entanglement and other disciplines, such as condensed matter and high energy physics, where entanglement is regarded as the signature of quantum orders and quantum phase transition [9, 10], as well as the clue of quantum space and time [11].

For a small-scale quantum system, quantum tomography [12, 13] is a common tool to extract the complete information of the state and hence quantify the entanglement. As the system size increases, traditional tomography becomes impractical and alternative tomographic methods arise, which utilize the prior-knowledge of prepared states, such as the low-rank property [14, 15], area-law entanglement entropy [16–18], or permutation symmetry [19–21]. Nevertheless, these ansatzs may not include the state of interest. For example, the states with volume-law entanglement entropy which arise in the quenched dynamics or the eigenstates of chaotic Hamiltonians [22]. Moreover, even one can extract the full information, the computing of the related entanglement measure is also a daunting task. Entanglement witnesses [23, 24] and the associated quantification protocols [25–28] are also widely used methods. However, they also depend heavily on the prior-knowledge thus could lead to an unsuccessful detection [29–31]. Such difficulties motivate us to construct a direct entanglement estimation scheme without any prior-knowledge of quantum states, which also needs not the tomographic efforts.

Entanglement entropy between subsystems is a standard measure for pure states [1]. There are a few of theoretical proposals [32–35] and experiment realizations to measure the Rényi -2 entropy in bosonic and spin systems [36–38], which enable us to observe many-body physics through the lens of entanglement. Nevertheless, quantum states are in general mixed, especially in the noisy or open quantum systems. Note that the subsystem may own large entropy even with only classical correlations. The quantification of entanglement for mixed states is a more challenging task [1]. Among the various entanglement measures [39], the (logarithmic) negativity [40, 41] is a reliable one due to its clear operational meanings in quantum information processing, such as a upper bound of entanglement distillation [40], and wide applications in many-body physics [18, 42].

Recently, Gray et. al. show that negativity can be faithfully extracted from the first few moments of the partially-transposed density matrix \( \rho_{AB}^{T_B} \) [43]. Despite its accurate prediction shown in the numerical simulations, the scheme there requires a parallel preparation of at least three identical copies together with a joint quantum measurement. This is quite challenging for current quantum devices, especially for the systems with high spatial dimension.

In this work, we propose a scheme to extract the 3-order negativity-moment, \( \text{Tr} \left[ \left( \rho_{AB}^{T_B} \right)^3 \right] \) with a single-copy state. Our scheme is based on randomized measurements, which lies in the random unitary evolution followed by standard measurements [34, 35, 38, 44, 45]. Even though partial transpose is itself not a physical operation, we can realize this by utilizing permutation operations effectively generated by random unitaries. By creating virtual copies with delicate data post-processing, our scheme can be conducted with quantum operations...
on single-copies of quantum states, thus dramatically ease the experiment setups compared with the previous proposal [43]. As a byproduct, the scheme can also be used to measure the total correlation between any two subsystems, which together with negativity can quantify both classical and quantum correlations in composite systems.

II. LOGARITHMIC NEGATIVITY

Logarithmic negativity is an entanglement measure defined as,

\[ E_N(\rho_{AB}) = \log |\rho_{AB}^{T_B}| = \log \sum_k |\lambda_k|, \]

(1)

where \( \lambda_k \) is the eigenvalues of the partially-transposed matrix \( \rho_{AB}^{T_B} \), and it is clear that \( \rho_{AB}^{T_A} \) share the same eigenvalues with \( \rho_{AB} \). Partial transpose is not completely positive, thus not a physical operation. For some entangled states, \( \rho_{AB} \) can own negative eigenvalues leading to \( E_N(\rho_{AB}) > 0 \). Log-negativity owns various operational interpretations, such as an upper bound to entanglement distillation rate, a bound on teleportation capacity [40], and the entanglement cost under a larger operation set [46].

The value of the negativity \( E_N(\rho_{AB}) \) depends on the spectrum of \( \rho_{AB}^{T_B} \), and thus is a complicated non-linear function of the state. Generally one can utilize tomography to reconstruct and then calculate the measure, which is a daunting task even for medium-scale systems. Recently, Ref. [43] shows that with the assistance of machine learning, one can extract the negativity just from the 3-order moment \( \text{Tr}[\rho_{AB}^{T_B}]^3 \). Note that the first two moments \( \text{Tr}[\rho_{AB}^{T_B}] = \text{Tr}(\rho_{AB}) = 1 \) (normalization), and \( \text{Tr}[\rho_{AB}^{T_B}]^2 = \text{Tr}(\rho_{AB}^2) \) (purity) do not carry any information about the negative part of the spectrum. The (3-order) negativity-moment can be expressed as

\[
\text{Tr} \left[ (\rho_{AB}^{T_B})^3 \right] = \text{Tr} \left[ W_{(1,2,3)}^{AB} \rho_{AB}^{T_B} \rho_{AB}^{T_B} \rho_{AB}^{T_B} \right] = \text{Tr} \left[ W_{(1,2,3)}^{AB} \right] \rho_{AB}^{T_B} \rho_{AB}^{T_B} \rho_{AB}^{T_B} \rho_{AB}^{T_B} = \text{Tr} \left[ (W_{(1,2,3)}^{AB} \otimes W_{(1,2,3)}^{AB}) \rho_{AB}^{T_B} \rho_{AB}^{T_B} \rho_{AB}^{T_B} \right].
\]

(2)

Here, in the first line, the cyclic permutation operator is adopted to equivalently express the 3-power of an operator, and \( W_{(1,2,3)} \). In the second line, the transpose is equivalently put on the permutation operator and \( W_2^{T_{(1,2,3)}} = W_3^{-1} = W_{(1,2,3)} \). Hereafter we use the cycle structures to denote the elements in \( S_k \). In Fig. 1 we visualize the 3-order purity and negativity using diagram representations.

As shown in Eq. (2), the direct measurement of the negativity-moment needs three copies of \( \rho_{AB} \) [43]. In this letter, we utilize the random unitary to effectively make the virtual copies [34, 35], and thus only needs just single-copy of \( \rho_{AB} \) to realize the same measurement. Due to the symmetry between two parties, we denote

\[ M_{\text{neg}} = \frac{1}{2} \left( W_{(1,2,3)}^{A} \otimes W_{(1,2,3)}^{B} + W_{(1,3,2)}^{A} \otimes W_{(1,2,3)}^{B} \right) \]

(3)

which is a Hermitian operator in the current form.

III. WEINGARTEN INTEGRAL AND ITS VIRTUAL REALIZATION

The core idea of the single-copy estimation is to effectively create cyclic permutation operations, such as \( W_{(1,2,3)} \), using random unitary. To this end, We first briefly recast the basics about the integral of Haar random unitary, i.e., Weingarten integral [47, 48]. Given any linear operator on the \( k \)-copy of \( d \)-dimension Hilbert space \( X \in \mathcal{H}_d^\otimes k \), the result of the \( k \)-fold unitary twirling channel shows

\[
\Phi^k(X) := \int_{\text{Haar}} dUU^\otimes k XU^\dagger \otimes k = \sum_{\pi,\sigma \in \pi \sigma} C_{\pi,\sigma} \text{Tr}(W_{\pi}X)W_{\sigma},
\]

(4)

where the integral of \( U \in \mathcal{H}_d \) is from the Haar measure, and the real coefficients \( C_{\pi,\sigma} \) constitute the symmetric Weingarten matrix [47, 49]. Note that the result of unitary twirling \( \Phi^k(X) \) is the linear combination of the permutation operators \( W_{\sigma} \). In our case, when \( k = 3 \) one can directly see that the permutation operator such as \( W_{(1,2,3)} \) emerges under such integral. We also remark that the integral on the unitary \( k \)-design ensemble (such as the Clifford gates [50, 51]) is enough to reproduce the same twirling result in Eq. (4). Thus hereafter we denote the average on unitary ensemble by \( \mathbb{E}_\mathcal{E} \), where \( \mathcal{E} \) can be Haar measure or other unitary \( 3 \)-design ensembles.
Our scheme utilizes the multiplication of measurement probabilities to virtually realize the 3-copy integral. Here, we start from introducing the single-party scheme shown as follows.

1. Prepare the state $\rho \in \mathcal{H}_d$.
2. Randomly choose unitary $U \in \mathcal{H}_d$ from the ensemble $E$, and operate it on $\rho$ to get $U\rho U^\dagger$.
3. Measure the state $U(\rho)$ in the computational basis $\{|s\rangle\}$ of $\mathcal{H}_d$.

For a given $U$, by repeating the measurements, one can obtain an estimation of the probability $P(s|U) = \text{Tr}(|s\rangle\langle s|U(\rho))$.

By multiplying the probability $P(s|U)$ three times under the same $U$ and average the different realizations from the unitary ensemble, one has

$$
\Omega(\vec{s}, \rho) := \mathbb{E}_{U \in E} P(s|U)P(s'|U)P(s''|U) \\
= \mathbb{E}_{U \in E} \text{Tr}(|s\rangle\langle s|U(\rho)^{\otimes 3}) \\
= \text{Tr}(|s\rangle\langle s|\Phi^3(\rho^{\otimes 3})) \\
= \sum_{\pi, \sigma \in S_3} C_{\pi, \sigma} \text{Tr}(W_\pi \rho^{\otimes 3})W_\sigma(\vec{s}),
$$

where $\vec{s} := (s, s', s'')$ is a 3-bit string, $W_\sigma(\vec{s}) := \langle \vec{s}|W_\sigma|\vec{s}\rangle$, and the final line is a direct application of the Weingarten integral in Eq. (4). The term $W_\sigma(\vec{s})$ is just some delta function of the indices, for instance, for $\sigma = (1, 2)$ and $(1, 2, 3)$, one has $\delta_{s's''}$ and $\delta_{s's''}$, respectively. And the purity quantities can appear here, for instance, if $\pi = (1, 2), (1, 2, 3)$, $\text{Tr}(W_\pi \rho^{\otimes 3}) = \text{Tr}(\rho^2), \text{Tr}(\rho^3)$. See Fig. 2 (a), (b) for a diagrammatic illustration.

To extract the target permutations, for example

$$
M_+ := W_{(1,2,3)} + W_{(1,3,2)},
$$

which corresponds to $\text{Tr}(\rho^3)$. One can further linearly combine the result $\Omega(\vec{s}, \rho)$ for different measurement outputs $\vec{s}$, described by a function of the indices $O(\vec{s})$.

$$
\sum_{\vec{s}} O(\vec{s})\Omega(\vec{s}, \rho) = \text{Tr} \left[ \sum_{\vec{s}} O(\vec{s})|\vec{s}\rangle\langle \vec{s}|\Phi^3(\rho^{\otimes 3}) \right] \\
= \text{Tr} \left[ \Phi^3(\rho^{\otimes 3}) \right],
$$

where $O = O(\vec{s})|\vec{s}\rangle\langle \vec{s}|$ is the corresponding diagonal operator and the final line is due to $(\Phi^k)^* = \Phi^k$. See Fig. 2 (c), (d) for an illustration.

Note that the twirling channel is now on $O$. As a result, the goal of post-processing is to find proper $O$ such that $\Phi^3(O)$ outputs the target combination of permutations. For $M_+$ in Eq. (6), one has $\Phi^3(O_+) = M_+$ with

$$
\begin{align*}
O_+(\vec{s}) &= \alpha \delta_{ss's''} + \beta (\delta_{s's'} + \delta_{s's''} + \delta_{s's''}) + \gamma \\
&= (d + 1)(d + 2), \beta = -(d + 1), \gamma = 2.
\end{align*}
$$
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**FIG. 2.** The sketch of the single-copy evaluation, where $U$ and $U^\dagger$ in the orange boxes denote the average on the unitary ensemble. (a) By multiplying the probability $P(s|U)$ on a single-copy three times, we equivalently twirl the 3-copy state to get (b), where there are a few of permutations. (c) In further post-processing, we linearly combine the results fro different outputs $\vec{s}$, and the effective operation is a twirling channel on the diagonal matrix $O$ with elements $O(\vec{s})$. By properly choosing $O$, one can get the target permutations, for instance, $M_+$ pf Eq. (6) shown in (d).

**IV. MEASURING NEGATIVITY-MOMENT**

To extract the $W^A_{(1,2,3)} \otimes W^B_{(1,3,2)}$ type operator of $M_{\text{neg}}$ in Eq. (3), one should effectively twirl on both subsystems $A$ and $B$. Similar to the single-party protocol, we still do projective measurement on the $\{|a\rangle\}$ and $\{|b\rangle\}$ of $A$ and $B$. But now the Step 2 is substituted with the random unitaries $U_A \otimes U_B$ from the Haar measure (or the unitary 3-design) of $H_A$ and $H_B$ independently. We denote this by the bi-local unitary scheme.

For a given $U_A \otimes U_B(\rho_{AB})$, by repeating the measurements, one can have an estimation of the probability

$$
P(a, b|U_A, U_B) = \text{Tr}\left[[|a\rangle\langle b| \otimes |b\rangle\langle b|]\mathcal{U}_A \otimes \mathcal{U}_B(\rho_{AB})\right].
$$

Similar to Eq. (5), by multiplying $P(a, b|U_A, U_B)$ three times one has

$$
\Omega(\vec{a}, \vec{b}, \rho_{AB}) = \text{Tr}\left[ (|a\rangle\langle a| \otimes |b\rangle\langle b|) \Phi^3_A \otimes \Phi^3_B(O_{AB}) \right] \\
= \sum_{\pi, \sigma \in S_3} C_{\pi, \sigma} C_{\pi', \sigma'} \text{Tr} \left[ (W_\pi \otimes W_{\pi'} \rho_{AB}^{\otimes 3}) W^A_{\sigma}(\vec{a})W^B_{\sigma}(\vec{b}) \right].
$$

There are totally possible $6^2 = 36$ combinations of $\{\pi, \pi'\}$ appearing in $\text{Tr}\left[(W^A \otimes W^B)\rho_{AB}^{\otimes 3}\right]$. To extract the target permutations, like the single-party case in Eq. (7) one can introduce the post-processing diagonal operator $O = O(\vec{a}, \vec{b})\Phi^3(\rho_{AB})$, such that

$$
\sum_{\vec{a}, \vec{b}} O(\vec{a}, \vec{b})\Omega(\vec{a}, \vec{b}, \rho_{AB}) = \text{Tr}\left[ \Phi^3_A \otimes \Phi^3_B(O_{AB}) \rho_{AB}^{\otimes 3} \right].
$$

Here we are interested in the negativity-moment $\text{Tr}\left[(\rho_{AB}^{(2)})^3\right]$, and the corresponding observable $M_{\text{neg}}$ in
Eq. (3) can be decomposed into the following two terms

\[ M_{\text{neg}} = \frac{1}{2}(M_+^A \otimes M_+^B - M_-^A \otimes M_-^B), \]  

where \( M_+ \) is defined in Eq. (6). The first term can be realized locally shown as follows.

**Proposition 1.** \( M_+^A \otimes M_+^B \) in Eq. (11) can be realized with the bi-local random unitary scheme, such that \( \Phi_A^3 \otimes \Phi_B^3(O) = M_+^A \otimes M_+^B \). Specifically, one can find a product type \( O = O_A \otimes O_B \), satisfying \( \Phi_A^3(O_A) = M_+^A \) and \( \Phi_B^3(O_B) = M_+^B \) respectively, with \( O_A \) and \( O_B \) given in Eq. (8).

The second term \( M_-^A \otimes M_-^B \) can be realized in a similar way, nevertheless with global random unitary scheme \( U_{AB} \). Using the same post-processing operator \( O_{AB} \) as in Eq. (8), the global twirling makes \( \Phi_{AB}^3(O_{AB}) = M_{AB}^B \). The detailed construction of \( M_{\text{neg}} \) is presented in Appendix B2.

Although the evaluation scheme requires only single-copy quantum operations, it needs the global unitaries \( U_{AB} \) which is not easily accessible in the experiments. One may ask if it is possible to evaluate \( M_{\text{neg}} \) just using bi-local unitary. Unfortunately, in Appendix B2, we prove the following no-go result.

**Proposition 2.** Using the bi-local random unitary scheme, there is no post-processing strategy \( O \) such that \( \Phi_A^3 \otimes \Phi_B^3(O) = M_{\text{neg}} \).

Proposition 2 also indicates that Tr\((\rho_{AB}^3)\) can not be measured in a bi-local manner, which answers an open question regarding higher-order moments [38, 52].

The essence of the no-go result is that one cannot discriminate the two 3-order cyclic permutations by local basis,

\[ \text{Tr}[W_{1,2,3}^A \langle \bar{a} \rangle] = \text{Tr}[W_{1,3,2}^A \langle \bar{a} \rangle], \]

similar for \( B \). Consequently, the bi-local scheme always take \( W_{1,2,3}^A \otimes W_{1,2,3}^B \) and \( W_{1,2,3}^A \otimes W_{1,3,2}^B \) equally, which hinders our construction.

Thus we further consider the Bell measurement on system \( A \) and \( B \). Note that for the Bell state \( |\Psi_+\rangle := \frac{1}{\sqrt{d}} \sum_{s=0}^{d-1} |s,s\rangle_{AB} \),

\[ \text{Tr}[W_{1,2,3}^A \otimes W_{1,2,3}^B \Psi_+^3] = d, \]
\[ \text{Tr}[W_{1,2,3}^A \otimes W_{1,3,2}^B \Psi_+^3] = 1/d^2, \]

which breaks the symmetry. Therefore, we construct an observable \( O_{\text{Bell}} \) on the Bell basis, which represents a post-processing strategy using the Bell state measurement (BSM) on \( \rho_{AB} \). By decomposing \( M_{\text{neg}} \) as follows,

\[ M_{\text{neg}} = \frac{1}{4}(M_+^A \otimes M_+^B - M_-^A \otimes M_-^B), \]

with \( M_-^A := (W_{1,2,3}^A - W_{1,3,2}^A) \) and similar for \( B \), we show that

**Proposition 3.** \( M_+^A \otimes M_+^B \) in Eq. (14) can be realized with bi-local random unitary scheme, with the final measurement substituted by the BSM between \( A \) and \( B \), i.e., there exist Bell-basis observable \( O_{\text{Bell}} \) such that \( (\Phi_A^3 \otimes \Phi_B^3)(O_{\text{Bell}}) = M_+^A \otimes M_+^B \).

The proof of the proposition and the detailed construction of \( O_{\text{Bell}} \) is in Appendix B3.

**V. QUANTIFYING TOTAL CORRELATION**

Entanglement negativity quantifies the quantum correlation between the subsystems \( A \) and \( B \). Here, we extend the random circuit scheme to extract the total correlation with delicate post-processing.

The quantity used to quantify the total correlation is based on a fidelity measure between two (mixed) states \( F_2(\rho_1, \rho_2) \), which is defined by the operator 2-norm [53], and also used to quantify the overlap of states [54].

In our case, we are interested in the fidelity between \( \rho_{AB} \) and the corresponding marginal \( \rho_A \otimes \rho_B \),

\[ F_2(\rho_{AB}, \rho_A \otimes \rho_B) = \frac{\text{Tr}[\rho_{AB} (\rho_A \otimes \rho_B)\}}{\max\{\text{Tr}[\rho_{AB}^2], \text{Tr}[\rho_A^2], \text{Tr}[\rho_B^2]\}}, \]

Note that the 2-order purity terms in the denominator can be measured with local random unitary scheme [38, 52]. Here, we focus on the numerator \( \text{Tr}[\rho_{AB} (\rho_A \otimes \rho_B)\]}

\[ \frac{\text{Tr}[\rho_{AB} (\rho_A \otimes \rho_B)\]}{\max\{\text{Tr}[\rho_{AB}^2], \text{Tr}[\rho_A^2], \text{Tr}[\rho_B^2]\}}, \]

for any \( \pi \neq \pi' \in \{(1,2), (2,3), (1,3)\} \). Without loss of generality, we take \( M_c = W_{1,2}^A \otimes W_{1,2}^B \). Recall that in Eq. (10) there are various possible combinations of local permutation operators \( W_{1,2}^A \otimes W_{1,2}^B \), similar as the negativity-moment, we have the following post-processing for the total correlation.

**Proposition 4.** \( M_c = W_{1,2}^A \otimes W_{1,2}^B \) can be realized with bi-local random unitary scheme, such that \( \Phi_A^3 \otimes \Phi_B^3(O) = M_c \). Specifically, one can find a product type \( O = O_A \otimes O_B \), satisfying \( \Phi_A^3(O_A) = W_{1,2}^A \) and \( \Phi_B^3(O_B) = W_{1,2}^B \) respectively, with

\[ O_A(\bar{a}) = \alpha_A \delta_{a,a'} + \beta_A, \]
\[ O_B(\bar{b}) = \alpha_B \delta_{b,b'} + \beta_B, \]

with \( \alpha_A = (d_A + 1)/d_A, \beta_A = -1/d_A, \) similar for \( B \).

Note that \( O_A \) and \( O_B \) show a similar form but act on different copies. We remark that one can generalize the above discussion to multipartite correlations even with local unitary scheme [55].

**VI. STATISTICAL ERROR ANALYSES**

Here we discuss the effect of finite number realization on the final result. In our scheme, the statistical error
arises from two aspects: (i) the finite \( N_U \) rounds of sampling from the random unitary ensemble; (ii) the finite shot number \( N_M \) per one unitary round.

Here we assume that different rounds of random unitary and different shots for a given unitary are generated in an independent and identical distributed (i.i.d.) manner. Therefore, one can describe the \( i \)-th shot for a given unitary \( U \) as a random variable \( \tilde{r}_U(i) \), which takes value \( |a\rangle \langle a| \) with the probability \( P(|a\rangle \langle a| U) = \text{Tr}(|a\rangle \langle a| U |U^\dag \rangle \langle U^\dag |) \). Using these random variables, an unbiased estimator \( \hat{M}_\text{neg} \) can be constructed for \( M_{\text{neg}} \). Note that in Eq. (11) \( M_{\text{neg}} \) can be written into two terms, and here we take the estimator of \( M_{AB}^+ \) as an example, that is,

\[
\hat{M}_{AB}^+(t) = N_3^{-1} \sum_{i<j<k} \text{Tr} \left[ (\tilde{r}_U(i) \otimes \tilde{r}_U(j) \otimes \tilde{r}_U(k)) O_{AB}^+ \right]
\]

where \( N_3 := \binom{N_M}{3} \) and \( t \) denotes the \( t \)-th unitary round. It is an unbiased estimator in the sense that

\[
\mathbb{E}_{U \in E} \mathbb{E}_a \hat{M}_{AB}^+(t) = \text{Tr}[M_{AB}^+ \rho_{AB}].
\]

The overall estimator is generated by averaging over \( N_U \) rounds

\[
\hat{M}_{AB}^+ = N_U^{-1} \sum_{t=1}^{N_U} \hat{M}_{AB}^+(t),
\]

which is clearly unbiased. The estimator \( \hat{M}_{AB}^+ \) of \( M_A \otimes M_B^+ \) and thus \( \hat{M}_{\text{neg}} \) can be constructed in a similar way. See Appendix C for the detailed construction. When \( D \gg 1 \), the variance of \( \hat{M}_{\text{neg}} \) has the following form

\[
\text{Var}[\hat{M}_{\text{neg}}] \sim \frac{1}{N_U} \left[ \frac{c_0}{D} + \frac{c_1}{N_M} + \frac{c_2 D}{N_M^2} + \frac{c_3 D^2}{N_M^3} \right],
\]

where \( D = d_A d_B \) is the dimension of the total Hilbert space, and \( \{c_i\} \) are some constants related to the state \( \rho \).

In the limit \( D \gg N_M \gg 1 \), which is the regime of practical interest, the variance behaves as \( \text{Var}[\hat{M}_{\text{neg}}] \sim D^2/(N_U N_M^3) \). In this case, to make the error less than \( \epsilon \), one needs \( N_M = D^{2/3} \) and \( N_U = O(1/\epsilon^2) \). As a result, the overall realizations of experiment \( N \) scales like \( \frac{1}{\epsilon^2} D^{2/3} \). Even though it scales polynomially with the dimension \( D \), and thus exponentially with the system size, it is more efficient than the conventional tomography. Moreover, we also find that for mixed states and entangled states, which are actually the normal cases, the corresponding error decreases compared to the pure product states. Fig. 3 shows the numerical results of the statistical error for \( \hat{H}_5 \otimes \hat{H}_5 \) and \( \hat{H}_{10} \otimes \hat{H}_{10} \) systems. One can see that for different values of \( N_M \), the error always decreases with slope \(-0.5\) versus \( N_U \) in the Log-Log plot; and the error decreases as the increase of the dimension \( D \), which are both described by our analytical result in Eq. (21). See Appendix E for more numerical results.

**VII. CONCLUDING REMARKS**

In this letter, we proposed a scheme to estimate the 3-order moment related to the entanglement negativity, based on the random unitary evolution and projective measurements. The scheme can also be used to quantify the total correlation. Moreover, we propose a general method to construct the unbiased estimator and analyse the statistical error, which can also be applied to other quantum benchmarking tasks.

Due to its single-copy property, the proposed scheme is feasible with current quantum technology. Note that the whole scheme only requires unitary 3-designs, which can be realized by the Clifford circuits that is widely used in the quantum information processing [50, 51]. These circuits can be implemented on various quantum platforms, such as superconducting circuits, ion trap, and linear optics. Besides, there are proposals to realize the random circuits from quenched Hamiltonian evolution [35, 56, 57].

The integration of Bell measurement with the bi-local scheme can also used to measure the 3-order purity \( \text{Tr}(\rho_{AB}^3) \), which may be extended to higher order ones to identify the entanglement spectrum [58]. For the total correlation quantified by the fidelity, it can be directly extended to multipartite scenario to characterize the correlation hierarchy [59–61].

It is intriguing to apply the proposed scheme to characterize other properties of a many-body wave function, such as the high order out-of-time-order correlators (especially the six-point one) [44, 49] and the topological invariants [45]. Note that the Bell measurement strategy could contribute to accessing these quantities with local unitaries. Moreover, it is also interesting to extend the current scheme to bosons and fermions in the quantum simulators [35, 57, 62].

![FIG. 3. Scaling of statistical errors. (a) Average statistical error of the estimated negativity-moment \( \text{Tr}(\rho_{AB}^3)^{3} \) as a function of \( N_U \) for various \( N_M \) with \( D=10^8 \); (b) for \( D=5^5 \) and \( 10^8 \), with \( N_M = \infty \). The unitaries are sampled from the Haar measure numerically, and the prepared state is Bell state mixed with white noise \( p = 0.3 \), i.e., \( \rho_{AB} = (1-p)\Psi_+ + p\mathbb{I}/D \).](image-url)
ACKNOWLEDGMENTS

We thank Xin Gao, Alioscia Hamma, Arthur Jaffe, Xiongfeng Ma, and Zhen-Sheng Yuan for helpful discussions. Y. Zhou was supported in part by the Templeton Religion Trust under grant TRT 0159 and by the ARO under contract W911NF1910302. P. Zeng and Z. Liu were supported by the National Natural Science Foundation of China Grants No. 11875173 and No. 11674193, the National Key R&D Program of China Grants No. 2017YFA0303900 and No. 2017YFA0304004, and the Zhongguancun Haihua Institute for Frontier Information Technology.

[1] R. Horodecki, P. Horodecki, M. Horodecki, and K. Horodecki, Rev. Mod. Phys. 81, 865 (2009).
[2] M. A. Nielsen and I. L. Chuang, Quantum Computation and Quantum Information: 10th Anniversary Edition, 10th ed. (Cambridge University Press, New York, NY, USA, 2011).
[3] C. H. Bennett and G. Brassard, in Proceedings of IEEE International Conference on Computers, Systems, and Signal Processing (India, 1984) p. 175.
[4] A. K. Ekert, Phys. Rev. Lett. 67, 661 (1991).
[5] C. H. Bennett, G. Brassard, C. Crépeau, R. Jozsa, A. Peres, and W. K. Wootters, Phys. Rev. Lett. 70, 1895 (1993).
[6] D. J. Wineland, J. J. Bollinger, W. M. Itano, F. L. Moore, and D. J. Heinzen, Phys. Rev. A 46, R6797 (1992).
[7] V. Giovannetti, S. Lloyd, and L. Maccone, Phys. Rev. Lett. 96, 010401 (2006).
[8] S. Lloyd, Science 273, 1073 (1996), http://science.sciencemag.org/content/273/5278/1073.full.pdf.
[9] L. Amico, R. Fazio, A. Osterloh, and V. Vedral, Rev. Mod. Phys. 80, 517 (2008).
[10] B. Zeng, X. Chen, D.-L. Zhou, and X.-G. Wen, “Quantum information meets quantum matter – from quantum entanglement to topological phase in many-body systems,” (2015), arXiv:1508.02595 [quant-ph].
[11] X.-L. Qi, Nature Physics 14, 984 (2018).
[12] K. Vogel and H. Risken, Phys. Rev. A 40, 2847 (1989).
[13] M. Paris and J. e. Rehacek, in Lect. Notes Phys. (2004), 10.1007/b98673.
[14] D. Gross, Y.-K. Liu, S. T. Flammia, S. Becker, and J. Eisert, Phys. Rev. Lett. 105, 150401 (2010).
[15] S. T. Flammia, D. Gross, Y.-K. Liu, and J. Eisert, New Journal of Physics 14, 095022 (2012).
[16] M. Cramer, M. B. Plenio, S. T. Flammia, R. Somma, D. Gross, S. D. Bartlett, O. Landon-Cardinal, D. Poulin, and Y.-K. Liu, Nature Communications 1, 149 EP (2010), article.
[17] T. Baumgratz, D. Gross, M. Cramer, and M. B. Plenio, Phys. Rev. Lett. 111, 020401 (2013).
[18] B. P. Lanyon, C. Maier, M. HolzMang Pfl, T. Baumgratz, C. Hempel, P. Jurscik, I. Dhand, A. S. Byucksik, A. J. Daley, M. Cramer, M. B. Plenio, R. Blatt, and C. F. Roos, Nature Physics 13, 1158 EP (2017).
[19] G. Tóth, W. Wieczorek, D. Gross, R. Krischek, C. Schwemmer, and H. Weinfurter, Phys. Rev. Lett. 105, 250403 (2010).
[20] T. Moroder, P. Hyllus, G. Tóth, C. Schwemmer, A. Niggebaum, S. Gaile, O. Gühne, and H. Weinfurter, New Journal of Physics 14, 105001 (2012).
[21] Y. Zhou, C. Guo, and X. Ma, Phys. Rev. A 99, 052324 (2019).
[22] L. D’Alessio, Y. Kafri, A. Polkovnikov, and M. Rigol, Advances in Physics 65, 239 (2016), https://doi.org/10.1080/00018732.2016.1198134.
[23] O. Gühne and G. Toth, Physics Reports 474, 1 (2009).
[24] N. Friis, G. Vitagliano, M. Malik, and M. Huber, Nature Reviews Physics 1, 72 (2019).
[25] K. M. R. Audenaert and M. B. Plenio, New Journal of Physics 8, 266 (2006).
[26] J. Eisert, F. G. Brandao, and K. M. Audenaert, New Journal of Physics 9, 46 (2007).
[27] O. Gühne, M. Reimpell, and R. F. Werner, Phys. Rev. Lett. 98, 110502 (2007).
[28] G. Sentis, C. Eltschka, O. Gühne, M. Huber, and J. Siewert, Phys. Rev. Lett. 117, 190502 (2016).
[29] H. Zhu, Y. S. Teo, and B.-G. Englert, Phys. Rev. A 81, 052339 (2010).
[30] J. Dai, Y. L. Len, Y. S. Teo, B.-G. Englert, and L. A. Krivitsky, Phys. Rev. Lett. 113, 170402 (2014).
[31] Y. Zhou, Phys. Rev. A 101, 012301 (2020).
[32] A. J. Daley, H. Pichler, J. Schachenmayer, and P. Zoller, Phys. Rev. Lett. 109, 020505 (2012).
[33] D. A. Abanin and E. Demler, Phys. Rev. Lett. 109, 205004 (2012).
[34] S. J. van Enk and C. W. J. Beenakker, Phys. Rev. Lett. 108, 110503 (2012).
[35] A. Elben, B. Vermersch, M. Dalmonte, J. I. Cirac, and P. Zoller, Phys. Rev. Lett. 120, 050406 (2018).
[36] R. Islam, R. Ma, P. M. Preiss, M. Eric Tai, A. Lukin, M. Rispoli, and M. Greiner, Nature 528, 77 (2015).
[37] A. M. Kaufman, M. E. Tai, A. Lukin, M. Rispoli, R. Schittko, P. M. Preiss, and M. Greiner, Science 353, 794 (2016), https://science.sciencemag.org/content/353/6301/794.full.pdf.
[38] T. Brydges, A. Elben, P. Jurscik, B. Vermersch, C. Maier, B. P. Lanyon, P. Zoller, R. Blatt, and C. F. Roos, Science 364, 260 (2019), https://science.sciencemag.org/content/364/6437/260.full.pdf.
[39] M. B. Plenio and S. Virmani, Quantum Info. Comput. 7, 151 (2007).
[40] G. Vidal and R. F. Werner, Phys. Rev. A 65, 032314 (2002).
[41] M. B. Plenio, Phys. Rev. Lett. 95, 090503 (2005).
[42] P. Calabrese, J. Cardy, and E. Tonni, Phys. Rev. Lett. 109, 130502 (2012).
[43] J. Gray, L. Banchi, A. Bayat, and S. Bose, Phys. Rev. Lett. 121, 150503 (2018).
[44] B. Vermersch, A. Elben, L. M. Sieberer, N. Y. Yao, and P. Zoller, Phys. Rev. X 9, 021061 (2019).
[45] A. Elben, J. Yu, G. Zhu, M. Hafezi, F. Pollmann, P. Zoller, and B. Vermersch, Science Advances 6, 10.1126/sciadv.aaz3666, https://advances.sciencemag.org/content/6/15/eaa3666.full.pdf.
[46] K. Audenaert, M. B. Plenio, and J. Eisert, Phys. Rev.
[47] B. Collins and P. Sniady, Communications in Mathematical Physics 264, 773 (2006).

[48] B. Collins and I. Nechita, Journal of Mathematical Physics 57, 015215 (2016), https://doi.org/10.1063/1.4936880.

[49] D. A. Roberts and B. Yoshida, Journal of High Energy Physics 2017, 121 (2017).

[50] Z. Webb, “The clifford group forms a unitary 3-design,” (2015), arXiv:1510.02769 [quant-ph].

[51] H. Zhu, Phys. Rev. A 96, 062336 (2017).

[52] A. Elben, B. Vermersch, C. F. Roos, and P. Zoller, Phys. Rev. A 99, 052323 (2019).

[53] Y.-C. Liang, Y.-H. Yeh, P. E. M. F. Mendonça, R. Y. Teh, M. D. Reid, and P. D. Drummond, Reports on Progress in Physics 82, 076001 (2019).

[54] A. Elben, B. Vermersch, R. van Bijnen, C. Kokail, T. Brydges, C. Maier, M. K. Joshi, R. Blatt, C. F. Roos, and P. Zoller, Phys. Rev. Lett. 124, 010504 (2020).

[55] Liu, Zeng, and Zhou, in preparation.

[56] Y. Nakata, C. Hirche, M. Koashi, and A. Winter, Phys. Rev. X 7, 021006 (2017).

[57] B. Vermersch, A. Elben, M. Dalmonte, J. I. Cirac, and P. Zoller, Phys. Rev. A 97, 023604 (2018).

[58] H. Li and F. D. M. Haldane, Phys. Rev. Lett. 101, 010504 (2008).

[59] W. Dür, G. Vidal, and J. I. Cirac, Phys. Rev. A 62, 062314 (2000).

[60] C. H. Bennett, A. Grudka, M. Horodecki, P. Horodecki, and R. Horodecki, Phys. Rev. A 83, 012312 (2011).

[61] D. Girolami, T. Tufarelli, and C. E. Susa, Phys. Rev. Lett. 119, 140505 (2017).

[62] I. Bloch, J. Dalibard, and S. Nascimbène, Nature Physics 8, 267 (2012).

[63] Y. Gu, Moments of random matrices and weingarten functions, Ph.D. thesis (2013).

[64] H. Zhu, R. Kueng, M. Grassl, and D. Gross, arXiv:quant-ph/1308.6595 (2013).

[65] A. W. Harrow, arXiv:quant-ph/1308.6595 (2013).

[66] S. Bernstein, Ann. Sci. Inst. Sav. Ukraine, Sect. Math 1, 38 (1924).

[67] G. Tth, Computer Physics Communications 179, 430 (2008).
We provide detailed description of observable construction, statistical analysis and numerical results. In Sec. A, we introduce some essential knowledge about the random circuits. In Sec. B, we explicitly show how to construct the Negativity-moment observable using global random unitaries and local measurements or local random unitaries and Bell-state measurements. In Sec. C, we analyze the finite-size performance of global random unitary protocol. Finally, in Sec. D and E, we present detailed proofs and more numerical results.

Appendix A: Preliminaries

1. Haar measure and unitary design

In this section and the following one, we give a brief introduction to the integral of unitary according to Haar measure. And a more detailed review can be found in, e.g., [48, 49, 63].

Haar measure is the unique measure of unitary $U \in \mathcal{H}_d$, which is invariant of left and right multiplying any unitary $V$ for any function $f(U)$. That is,

$$
\int_{\text{Haar}} dU = 1, \quad \int_{\text{Haar}} dU f(U) = \int_{\text{Haar}} dU f(VU) = \int_{\text{Haar}} dU f(UV).
$$

(A1)

In our work, we mainly focus on the integral on the $k$-copy Hilbert space $\mathcal{H}_d^\otimes k$,\n
$$
\Phi^k(X) := \int_{\text{Haar}} dUU^\otimes k XU^\dagger \otimes k
$$

(A2)

where $X$ is a linear operator and the quantum channel $\Phi^k(\cdot)$ is usually called the “twirling” operation. In the following section, we give the explicit formula for this integral.

Haar measure is a continuous measure on the Hilbert space, and it is not practical to realize. Alternatively, if one is just interested in the first $k$-moments of the integral, it is found that one can use other unitary ensemble. An unitary ensemble $\mathcal{E}$ is called an unitary $k$-design, if for any $X$ one has

$$
\Phi^k_E(X) := \int_{\mathcal{E}} dUU^\otimes k XU^\dagger \otimes k = \Phi^k(X),
$$

(A3)

i.e., the $k$-fold twirling channel of $\mathcal{E}$ is the same with the one of Haar. Note that $\mathcal{E}$ is an unitary $k$-design then it is also a unitary $k - 1$-design by definition. It is known that the Pauli group is unitary 1-design, and the Clifford group is unitary 3-design but fails to be a 4-design [50, 51, 64].

2. Schur-Weyl duality and Weigartan formula

In this section, we introduce the explicit result of the twirling operation referred as Weingarten formula, which can be derived using Schur-Weyl duality. To this end, we first give the definition of the representation of the permutation element $\pi \in S_k$ on $\mathcal{H}_d^\otimes k$,

$$
W_\pi = \sum_{s_i \in [d]} |s_{\pi(1)}, s_{\pi(2)}, \cdots, s_{\pi(k)} \rangle \langle s_1, s_2, \cdots, s_k|
$$

(A4)

where $[d] = \{0, 1, 2, \cdots d\}$.

It is not hard to see that $|W_\pi, U^\otimes k] = 0$, thus the permutation operator is invariant under the twirling channel $\Phi^k(W_\pi) = W_\pi$. In fact, due to the Schur-Weyl duality which makes connection between the irreducible representations (irreps.) of the permutation group $S_k$ and unitary group $U(d)$, the twirling result can be spanned by all $\{W_\pi\}$, i.e.,

$$
\Phi^k(X) = \sum_{\pi, \sigma \in S_k} C_{\pi, \sigma} \text{Tr}(W_\sigma X) W_\sigma,
$$

(A5)

where the real coefficients $C_{\pi, \sigma}$ constitute the symmetric Weigarten matrix $C$. The index of the Weigarten matrix $C_{\pi, \sigma}$ is the permutation operator, and it is the pseudo-inverse (can be inversed as $d \geq k$) of the Gram matrix $Q_{\pi, \sigma} = d^{\text{cycles}(\pi \sigma)}$, cycles$(\pi \sigma)$ counts the cycle number of $\pi \sigma$ depending on the conjugate class.
When one operates the k-fold twirling channel on any pure product symmetric state $|\psi\rangle^\otimes k$, the result is proportional to the symmetric subspace [65] showing,

$$\Phi^k(|\psi\rangle^\otimes k) = \frac{P_{\text{sym}}}{D_{\text{sym}}},$$

$$P_{\text{sym}} = \frac{1}{k!} \sum_{\pi \in S_k} W_\pi, \quad D_{\text{sym}} = C_{d+k-1}^k.$$

where $P_{\text{sym}}$ is the projector of the symmetric subspace.

3. Heisenberg-Weyl operator and Bell-state measurement

For a qudit system $A$, we denote the computational basis as $\{|l\rangle\}_{l=0}^{d-1}$. The generalized Pauli generators are defined to be

$$Z := \sum_{l=0}^{d-1} \exp\left(\frac{2\pi i}{d} l\right) |l\rangle \langle l|,$$

$$X := \sum_{l=0}^{d-1} |l+1\rangle \langle l|.$$  \hspace{1cm} (A7)

Here, the addition operation $+$ on the computational basis is defined on the ring $\mathbb{Z}_d$. The Heisenberg-Weyl operator $P(u, v)$ is defined to be

$$P(u, v) := X^u Z^v = \sum_{l=0}^{d-1} \exp\left(\frac{2\pi i}{d} vl\right) |l+u\rangle \langle l||,$$ \hspace{1cm} (A8)

with $u, v = 0, 1, ..., d - 1$. It is easy to verify that

$$X^d = Z^d = I, \quad (X^u)^\dagger = X^{-u}, \quad (Z^v)^\dagger = Z^{-v},$$

$$X^u Z^v = \exp\left(-i\frac{2\pi u}{d} v\right) Z^v X^u,$$

$$P(u, v)P(u', v') = \exp\left(-i\frac{2\pi}{d}(uv' - vu')\right) P(u', v')P(u, v).$$ \hspace{1cm} (A9)

Define $\Psi_{0,0} := \Psi = \frac{1}{\sqrt{d}} \sum_{j=0}^{d-1} |jj\rangle$. The generalized qudit Bell states [5] are

$$|\Psi_{u,v}\rangle_{AB} := P_B(u, v)|\Psi\rangle_{AB} = \frac{1}{\sqrt{d}} \sum_{l=0}^{d-1} \exp\left(\frac{2\pi i}{d} lv\right) |l\rangle_A \otimes |l+u\rangle_B,$$ \hspace{1cm} (A10)

Denote $\Psi_{u,v} := |\Psi_{u,v}\rangle \langle \Psi_{u,v}|$. The qudit Bell states $\{|\Psi_{u,v}\rangle\}_{u,v=0}^{d-1}$ form an orthonormal basis; $\langle \Psi_{u,v}|\Psi_{u',v'}\rangle = \delta_{u,u'}\delta_{v,v'}$.

We define the Bell-state measurement (BSM) on two qudit system $A$ and $B$ by the projective measurement on $\{|\Psi_{u,v}\rangle\}_{u,v=0}^{d-1}$.

Appendix B: Negativity-moment observable construction

In this section, we discuss how to construct the negativity observables. We first construct the 3-order moment observable and the negativity-moment observable with global random unitaries, and then construct the negativity-moment observable with local random unitaries and Bell-state measurement.

Here, we use $W_0 := W_{(1,2,3)}$ and $W_1 := W_{(1,3,2)}$ to simplify the notation for two cyclic operations. Moreover, we define $M_{x0} = M_+ := (W_0 + W_1)$ and $M_{x1} = M_- := (W_0 - W_1)$.
1. 3-order purity observable based on local random unitaries

As is stated in the main text, we want to construct an observable \( O \in \mathcal{L}(\mathcal{H}^A \otimes 3) \) on three copies of the state \( \rho \in \mathcal{D}(\mathcal{H}^A) \) such that

\[
\text{Tr}[\Phi^3(O)\rho^{\otimes 3}] = \text{Tr}[M_+\rho^{\otimes 3}],
\]

where \( \Phi^t(\cdot) = \mathbb{E}_{U \in \mathcal{E}} ((U^\dagger)^{\otimes t} \cdot U^{\otimes t}) \) is a \( t \)-copy unitary twirling, where \( \mathcal{E} \) is a set of unitaries which forms a unitary \( t \)-design.

We now show that, to systematically construct \( O \), we only need to consider the projection of \( O \) onto the permutation operators \( \{W_\pi \}_{\pi \in S_3} \).

**Proposition 5.** For two operators \( O, P \in \mathcal{L}(\mathcal{H}^A \otimes t) \), the following two statements are equivalent,

1. \( \Phi^t(O) = \Phi^t(P) \),
2. \( \text{Tr}[OW_\pi] = \text{Tr}[PW_\pi], \forall \pi \in S_t \).

**Proof.** To prove \( 1 \Rightarrow 2 \), we have

\[
\Phi^t(O) = \Phi^t(P),
\]

\[
\Rightarrow \text{Tr}[\Phi^t(O)W_\pi] = \text{Tr}[\Phi^t(P)W_\pi], \forall \pi \in S_t,
\]

\[
\Rightarrow \text{Tr}[O\Phi^t(W_\pi)] = \text{Tr}[P\Phi^t(W_\pi)], \forall \pi \in S_t,
\]

\[
\Rightarrow \text{Tr}[OW_\pi] = \text{Tr}[PW_\pi], \forall \pi \in S_t.
\]

Here, the second \( \Rightarrow \) is because \( \Phi^t(\cdot) \) is a Hermitian-preserving map. The third \( \Rightarrow \) is due to the invariance of \( W_\pi \) under the twirling operation.

To prove \( 2 \Rightarrow 1 \), we have

\[
\Phi^t(O) = \sum_{\pi, \sigma} c_{\pi, \sigma} \text{Tr}[OW_\pi]W_\sigma
\]

\[
= \sum_{\pi, \sigma} c_{\pi, \sigma} \text{Tr}[PW_\pi]W_\sigma
\]

\[
= \Phi^t(P).
\]

Here, in the second equality, we have used the statement 2. Proposition 5 implies that, the permutation operators \( \{W_\pi \}_{\pi \in S_3} \) forms a complete basis on the inner-project space with the Hilbert-Schmidt norm and non-singular gram matrix.

Therefore, to construct \( O \) such that \( \Phi^3(O) = M_+ = \Phi^3(M_+) \), we only need to construct \( O_+ \) that satisfies

\[
\text{Tr}[O_+ W_\pi] = \text{Tr}[M_+ W_\pi], \forall \pi \in S_3.
\]

**Note** that

\[
\text{Tr}[M_+ W_\pi] = \begin{cases} 
2d, & \pi = (), \\
2d^2, & \pi = (12), (23), \text{ or } (31), \\
d(d^2 + 1), & \pi = (123) \text{ or } (132).
\end{cases}
\]

So the value of \( \text{Tr}[M_+ W_\pi] \) only depends on the cycle structure of \( \pi \). As a result, \( \text{Tr}[O_+ W_\pi] \) should only depend on the cycle structure of \( \pi \).

Without loss of generality, we set \( O_+ \) to be the following form

\[
O_+ = \sum_{\vec{a} \in \mathbb{Z}_d^3} O(\vec{a})|\vec{a}\rangle\langle \vec{a}| = \sum_{\vec{a} \in \mathbb{Z}_d^3} O_{wt(\vec{a})}|\vec{a}\rangle\langle \vec{a}|,
\]

where \( wt(\vec{a}) \) denotes the weight, i.e., number of the same elements, in \( \vec{a} \). When \( t = 3 \), the classification of elements in \( \mathbb{Z}_d^3 \) by the weights is sufficient to describe the inner-product \( \text{Tr}[^3W_\pi] \). In higher-order case, however, one has to introduce the partition number \( \lambda(\vec{a}) \), which will be discussed in Section D.
From Eqs. (B4), (B5), and (B6), we can construct 3 independent equations for three parameters \( \{O_1, O_2, O_3\} \)
\[
\begin{align*}
O_3 + 3d(d-1)O_2 + d(d-1)(d-2)O_1 &= 2d, \\
O_3 + d(d-1)O_2 &= 2d^2, \\
O_3 &= d(d^2 + 1). 
\end{align*}
\] (B7)

Solving the equations, we have
\[
O_1 = 2, \quad O_2 = 1 - d, \quad O_3 = 1 + d^2. \tag{B8}
\]

To express it in a concise form, \( O_{wt} = 1 + (-d)^{wt-1} \). Therefore
\[
O_+ = \sum_{\vec{a} \in \mathbb{Z}_d^2} \left[ 1 + (-d)^{wt(\vec{a})-1} \right] |\vec{a}\rangle \langle \vec{a}| = \sum_{\vec{a} \in \mathbb{Z}_d^2} [\alpha \delta_{a_1a_2a_3} + \beta (\delta_{a_1a_2} + \delta_{a_2a_3} + \delta_{a_3a_1}) + \gamma] |\vec{a}\rangle \langle \vec{a}|.
\] (B9)

Here, \( \alpha = (d+1)(d+2), \beta = -(d+1), \gamma = 2. \)

2. Negativity-moment observable based on global random unitaries and local measurement

As a first trial, we try to construct the bi-partite observable \( O_{neg} \in \mathcal{L}((\mathcal{H}_A^B)^{\otimes 3}) \) on the local computational basis of \( A \) and \( B \),
\[
O_{neg}^{AB} = \sum_{\vec{a}, \vec{b} \in \mathbb{Z}_d^2} O(\vec{a}, \vec{b}) |\vec{a}\rangle_A \langle \vec{a}| \otimes |\vec{b}\rangle_B \langle \vec{b}|,
\] (B10)

such that, with local independent random unitary twirling on system \( A \) and \( B \) independently, we obtain
\[
(\Phi_A^3 \otimes \Phi_B^3)(O_{neg}^{AB}) = M_{neg} := W_0^A \otimes W_1^B + W_1^A \otimes W_0^B.
\] (B11)

Note that, \( M_{neg} \) is invariant under local unitary twirling, \((\Phi_A^3 \otimes \Phi_B^3)(M_{neg}) = M_{neg}. \) We can generalize Proposition 5 to the following local unitary twirling form.

**Proposition 6.** For two operators \( O, P \in \mathcal{L}((\mathcal{H}_A^B)^{\otimes t}) \), the following two statements are equivalent,

1. \((\Phi_A^t \otimes \Phi_B^t)(O) = (\Phi_A^t \otimes \Phi_B^t)(P)\),

2. \( \text{Tr}[O(W_{\pi}^A \otimes W_{\alpha}^B)] = \text{Tr}[P(W_{\pi}^A \otimes W_{\alpha}^B)], \forall \pi, \alpha \in S_t. \)

**Proof.** To prove 1 \( \Rightarrow \) 2, we have
\[
\begin{align*}
(\Phi_A^t \otimes \Phi_B^t)(O) &= (\Phi_A^t \otimes \Phi_B^t)(P), \\
\Rightarrow \text{Tr}[(\Phi_A^t \otimes \Phi_B^t)(O)(W_{\pi}^A \otimes W_{\alpha}^B)] &= \text{Tr}[(\Phi_A^t \otimes \Phi_B^t)(P)(W_{\pi}^A \otimes W_{\alpha}^B)], \forall \pi, \sigma \in S_t, \\
\Rightarrow \text{Tr}[O(\Phi_A^t \otimes \Phi_B^t)(W_{\pi}^A \otimes W_{\alpha}^B)] &= \text{Tr}[P(\Phi_A^t \otimes \Phi_B^t)(W_{\pi}^A \otimes W_{\alpha}^B)], \forall \pi, \sigma \in S_t, \\
\Rightarrow \text{Tr}[O(W_{\pi}^A \otimes W_{\alpha}^B)] &= \text{Tr}[P(W_{\pi}^A \otimes W_{\alpha}^B)], \forall \pi, \sigma \in S_t.
\end{align*}
\] (B12)

Here, the second \( \Rightarrow \) is because \((\Phi_A^t \otimes \Phi_B^t)(\cdot)\) is a Hermitian-preserving map. The third \( \Rightarrow \) is due to the invariance of \( W_{\pi}^{A(B)} \) under the twirling operation.

To prove 2 \( \Rightarrow \) 1, we have
\[
(\Phi_A^t \otimes \Phi_B^t)(O) = \sum_{\pi, \sigma, \alpha, \beta} c_{\pi, \sigma, \alpha, \beta} \text{Tr}[O(W_{\pi}^A \otimes W_{\alpha}^B)]W_{\sigma}^A \otimes W_{\beta}^B \\
= \sum_{\pi, \sigma, \alpha, \beta} c_{\pi, \sigma, \alpha, \beta} \text{Tr}[P(W_{\pi}^A \otimes W_{\alpha}^B)]W_{\sigma}^A \otimes W_{\beta}^B
= (\Phi_A^t \otimes \Phi_B^t)(P).
\] (B13)

Here, in the second equality, we have used the statement 2.

□
It seems that, we only need to construct $O_{\text{neg}}$ such that
\[ \text{Tr}[O_{\text{neg}}(W_0^A \otimes W_0^B)] = \text{Tr}[M_{\text{neg}}(W_0^A \otimes W_0^B)], \forall \pi, \alpha \in S_3. \] (B14)

Nevertheless, in the following proposition, we show that the construction above is impossible.

**Proposition 7.** (Proposition 2 in the main text) It is impossible to construct a computational basis observable $O_{\text{neg}} \in \mathcal{L}((\mathcal{H}^{AB})^{\otimes 3})$ with the form of Eq. (B10), such that one can obtain $M_{\text{neg}}$ with independent local unitary twirling $(\Phi^3_A \otimes \Phi^3_B)$ on systems $A$ and $B$.

**Proof.** Suppose we can construct $O_{\text{neg}} = \sum_{\alpha, \beta} O(\tilde{a}, \tilde{b}) \langle \tilde{a} | A \rangle \langle \tilde{b} | B \rangle$ such that $(\Phi^3_A \otimes \Phi^3_B)(O_{\text{neg}}) = M_{\text{neg}}$, then Eq. (B14) holds.

Now we consider the case when $\pi, \sigma$ is (123) or (132). We have
\[
\text{Tr}[O_{\text{neg}}(W_0^A \otimes W_0^B)] = \sum_{\alpha, \beta} O(\tilde{a}, \tilde{b}) \text{Tr}[\langle \tilde{a} | A \rangle \langle \tilde{b} | B \rangle W_0^A \otimes W_0^B] \\
= \sum_{\alpha, \beta} O(\tilde{a}, \tilde{b}) \text{Tr}[\langle \tilde{a} | A \rangle \langle \tilde{b} | B \rangle W_0^A \otimes W_0^B]^T \\
= \sum_{\alpha, \beta} O(\tilde{a}, \tilde{b}) \text{Tr}[\langle \tilde{a} | A \rangle \langle \tilde{b} | B \rangle W_0^A \otimes W_1^B] \\
= \text{Tr}[O_{\text{neg}}(W_0^A \otimes W_1^B)],
\] (B15)

where the second equality is due to the invariance of the transpose operation on a number. Similarly, we can prove that $\text{Tr}[O_{\text{neg}}(W_1^A \otimes W_0^B)] = \text{Tr}[O_{\text{neg}}(W_1^A \otimes W_0^B)] = \text{Tr}[O_{\text{neg}}(W_1^A \otimes W_1^B)]$. On the other hand, the projection values of $M_{\text{neg}}$ on the permutation basis $W_0^A \otimes W_0^B$ and $W_0^A \otimes W_1^B$ are
\[
\text{Tr}[M_{\text{neg}}W_0^A \otimes W_0^B] = \text{Tr}[W_0^A W_0^A] \text{Tr}[W_1^B W_1^B] + \text{Tr}[W_1^A W_0^A] \text{Tr}[W_0^B W_0^B] = 2d^4, \\
\text{Tr}[M_{\text{neg}}W_0^A \otimes W_1^B] = \text{Tr}[W_0^A W_0^A] \text{Tr}[W_1^B W_1^B] + \text{Tr}[W_1^A W_1^A] \text{Tr}[W_0^B W_1^B] = d^2 + d^4 \neq \text{Tr}[M_{\text{neg}}W_0^A \otimes W_0^B].
\] (B16)

Consequently, Eq. (B14) cannot hold. Therefore, no legal $O_{\text{neg}}$ exists. \hfill \Box

Although $M_{\text{neg}}$ cannot be directly constructed by local random unitaries, we notice that
\[ (\Phi^3_A \otimes \Phi^3_B)(O^+_A \otimes O^+_B) = M^+_A \otimes M^+_B = M^{AB} + M^{AB}_+, \] (B17)

where $M^{AB}_+ := W_0^A \otimes W_0^B + W_1^A \otimes W_1^B$ is the global 3-order purity operator, which can be constructed by global random unitary twirling,
\[ \Phi^3_{AB}(O^+_A) = M^+_{AB}, \] (B18)

with
\[ O^+_A = \sum_{\tilde{c} \in \mathbb{Z}_d^3} O(\tilde{c}) |\tilde{c}\rangle_A |\tilde{c}\rangle_B \langle \tilde{c} | = \sum_{\tilde{c} \in \mathbb{Z}_d^3} \left[ 1 + (-d)^{\text{wt}(\tilde{c})-1} \right] |\tilde{c}\rangle_{AB} \langle \tilde{c} |. \] (B19)

Here, $\{|\tilde{c}\rangle = \{|\tilde{a}\rangle \otimes |\tilde{b}\rangle \}$ is the relabelled computational basis of system $A$ and $B$. Then
\[ M^{AB}_{\text{neg}} = \Phi^3_A(O^+_A) \otimes \Phi^3_B(O^+_B) - \Phi^3_{AB}(O^+_A) \otimes \Phi^3_{AB}(O^+_B). \] (B20)

In the experiment, we first estimate $O^+_A \otimes O^+_B$ with local random unitaries, and then estimate $O^+_A$ with global random unitaries, and the estimation of negativity-moment is generated by the difference of them.

3. Negativity observable based on local random unitaries and Bell-state measurement

From Proposition 7, we have already known that, with local computational basis measurement and local random unitaries, one cannot construct the $M_{\text{neg}}$ operator. This is due to the intrinsic parity symmetry of $W_0$ and $W_1$ on the computational basis
\[ \text{Tr}[W_0^A(s, s', s'')|s, s', s''\rangle \langle s, s', s''|] = \text{Tr}[W_1^A(s, s', s'')|s, s', s''\rangle \langle s, s', s''|] = \delta_{s, s', s''}, \forall s, s', s'' = 0, 1, \ldots, d - 1. \] (B21)
As a result, for bipartite system, the actions of \( \{W_i^A \otimes W_j^B\}_{i,j=0,1} \) on the tensor-ed computational basis are always the same,

\[
\text{Tr} \left[ (W_i^A \otimes W_j^B) |s, s', s''\rangle_A \langle s, s', s''| \otimes |t, t', t''\rangle_B \langle t, t', t''| \right] \\
= \text{Tr} \left[ W_i^A |s, s', s''\rangle_A \langle s, s', s''| \text{Tr} \left[ W_j^B |t, t', t''\rangle_B \langle t, t', t''| \right] \\
= \delta_{s,s'} \delta_{s'',t,t'} \forall s, s'', t, t', t'' \in 0, 1, \ldots, d - 1.
\]

which is irrelevant to the value of \( i \) and \( j \).

However, if we correlate the basis of \( A \) and \( B \), then the actions of \( W_i^A \otimes W_j^B \) can be dependent on cyclic direction \( i \) and \( j \). For example, the action of \( W_i^A \otimes W_j^B \) on the Bell state \( |\Psi_+\rangle_{AB} := \frac{1}{\sqrt{d}} \sum_{s=0}^{d-1} |s, s\rangle_{AB} \) is given by

\[
\text{Tr} \left[ (W_i^A \otimes W_j^B)(\Psi_{AB} \otimes \Psi'_{AB} \otimes \Psi''_{AB}) \right] = \begin{cases} \\
d^3, & i = j \\
d, & i \neq j. \\
\end{cases}
\]

(B23)

Here \( \Psi := |\Psi\rangle \langle \Psi| \). Eq. (B23) implies that, it is possible to realize the negativity measurement using a single-copy of \( \rho_{AB} \), local random unitaries on \( A \) and \( B \), assisted with Bell-state measurement (BSM).

Suppose now we have three copies of a given two qudit system \( \mathcal{H}_A \otimes \mathcal{H}_B \). Our aim is to construct an observable \( O_{AB}^3 \) on the tensor-ed Bell-diagonal basis,

\[
O_{--} = \sum_{u_1, u_2, u_3; v_1, v_2, v_3=0}^{d-1} O(u_1, u_2, u_3; v_1, v_2, v_3) \Psi_{u_1,v_1}^1 \otimes \Psi_{u_2,v_2}^2 \otimes \Psi_{u_3,v_3}^3,
\]

such that

\[
\Phi_A^3 \otimes \Phi_B^3(O_{--}) = M_{AB} := M_A^3 \otimes M_B^3 = (W_0^A - W_1^A) \otimes (W_0^B - W_1^B).
\]

(B25)

Note that \( M_A^3 \otimes M_B^3 \) is a Hermitian operator, hence it can be constructed using an observable. As a comparison, \( M_{--} \) on a single system is non-Hermitian.

Recall that we have introduced observable \( O_+^3 \) such that \( \Phi_A^3(O_+) = M_A^3 \). Combine this with \( O_{--} \), we can construct the negativity operator,

\[
M_{neg}^3 := W_0^A W_1^B + W_1^A W_0^B = \frac{1}{2} (M_A^3 \otimes M_B^3 - M_A^3 \otimes M_B^3) = \frac{1}{2} \Phi_A^3 \otimes \Phi_B^3 (O_+ \otimes O_+ - O_{--}).
\]

(B26)

**Proposition 8.** (Proposition 3 in the main text) \( M_{AB}^3 \) in Eq. (B25) can be realized with bi-local random unitary twirling, if the final computational basis measurement is substituted with the Bell state measurement between \( A \) and \( B \), i.e., there exist Bell-basis observable \( O_{--} \) such that \( \Phi_A^3 \otimes \Phi_B^3(O_{Bell}) = M_{AB}^3 \).

Proof. Based on Proposition 6, Eq. (B25) is equivalent to

\[
\text{Tr} \left[ O_{--}(W_x^A \otimes W_y^B) \right] = \text{Tr} \left[ (M_A^3 \otimes M_B^3)(W_x^A \otimes W_y^B) \right], \quad \forall \pi, \sigma \in S^3.
\]

(B27)

The right-hand side (RHS) of Eq. (B27) is easy to be solved,

\[
\text{Tr} \left[ (M_A^3 \otimes M_B^3)(W_x^A \otimes W_y^B) \right] = \text{Tr} \left[ (W_0^A - W_1^A)W_{x\sigma}^A \right] \text{Tr} \left[ (W_0^B - W_1^B)W_{y\sigma}^B \right]
\]

\[
= \begin{cases} \\
d^2(d^2 - 1)^2, & W_{x\pi}^A = W_0^A \text{ or } W_{x\pi}^A = W_1^A \Rightarrow W_{y\sigma}^B = W_0^B \text{ or } W_{y\sigma}^B = W_1^B \Rightarrow W_{x\pi}^A = W_0^A \Rightarrow W_{y\sigma}^B = W_0^B \text{ or } W_{y\sigma}^B = W_1^B, \\
d^2(d^2 - 1)^2, & W_{x\pi}^A = W_0^A \text{ or } W_{x\pi}^A = W_1^A \Rightarrow W_{y\sigma}^B = W_0^B \text{ or } W_{y\sigma}^B = W_1^B, \text{ otherwise.} \\
0, & \text{otherwise.} \\
\end{cases}
\]

(B28)

To construct a Bell-diagonal \( O_{--} \), we first figure out the effect of \( (W_x^A \otimes W_y^B) \) on a given tensor-ed Bell state...
\(\Psi_{u_1,v_1} \otimes \Psi_{u_2,v_2} \otimes \Psi_{u_3,v_3}\). We have
\[
\phi(\vec{u}, \vec{v}; \pi, \sigma) = \text{Tr} \left[ (\Psi_{u_1,v_1} \otimes \Psi_{u_2,v_2} \otimes \Psi_{u_3,v_3})(W^A \otimes W^B) \right]
\]
\[
= \text{Tr} \left\{ (\Psi_+ \otimes \Psi_+ \otimes \Psi_+) \left[ P_{B1}^\dagger \otimes P_{B2}^\dagger \otimes P_{B3}^\dagger \right] (W^A \otimes W^B) \left[ P_{B1} \otimes P_{B2} \otimes P_{B3} \right] \right\}
\]
\[
= \text{Tr} \left\{ (\Psi_+ \otimes \Psi_+ \otimes \Psi_+) \left[ (P_{B1}^\dagger P_{B2} P_{B3}(1)) \otimes (P_{B2}^\dagger P_{B3} P_{B2}(2)) \otimes (P_{B3}^\dagger P_{B2} P_{B3}(3)) \right] (W^A \otimes W^B) \right\}
\]
\[
= \frac{1}{d^3} \text{Tr} \left[ (P_{B1}^\dagger P_{B2} P_{B3}(1)) \otimes (P_{B2}^\dagger P_{B3} P_{B2}(2)) \otimes (P_{B3}^\dagger P_{B2} P_{B3}(3)) \right] W^A \otimes W^B .
\]

Here, \(P_{Bi} := P_B(u_i, v_i), \vec{u} := (u_1, u_2, u_3), \) and \(\vec{v} := (v_1, v_2, v_3).\) The forth equal sign is due to the transpose property of Bell state,
\[
(M^A \otimes I^B) \Psi_+ = (I^A \otimes (M^T)^B) \Psi_+ .
\]

In Fig. 4 we draw the simplification procedure based on the tensor network graph.

![Fig. 4](image)

FIG. 4. The simplification procedure of solving \(\phi(\vec{u}, \vec{v}; \pi, \sigma)\) in Eq. (B29). Here we take \(\pi = (132)\) and \(\sigma = (123)\) for example.

We now summarize the values of \(d^3 \phi(\vec{u}, \vec{v}; \pi, \sigma)\) in Table I,

| \(W^A_{\pi} \otimes W^A_{\sigma}\) | (1) | (2,3) | (1,3) | (1,2) | (1,2,3) | (1,3,2) |
|---|---|---|---|---|---|---|
| (1) | \(d^3\) | \(d^2\) | \(d^2\) | \(d^2\) | \(d\) | \(d\) |
| (2,3) | \(d^2\) Tr\([P_{B1}^\dagger P_{B1}]\text{Tr}[P_{B2}^\dagger P_{B2}]\) | \(d\) | \(d\) | \(d\) | \(d\) | \(d\) |
| (1,3) | \(d\) | \(d\) Tr\([P_{B1}^\dagger P_{B1}]\text{Tr}[P_{B2}^\dagger P_{B2}]\) | \(d\) | \(d\) | \(d\) | \(d\) |
| (1,2) | \(d\) | \(d\) | \(d\) | \(d\) | \(d\) | \(d\) |
| (1,2,3) | \(d\) | \(d\) | \(d\) | \(d\) | \(d\) | \(d\) |
| (1,3,2) | \(d\) | \(d\) | \(d\) | \(d\) | \(d\) | \(d\) |

TABLE I. The coefficients of Bell diagonal state projection on permutation operators \(d^3 \phi(\vec{u}, \vec{v}; \pi, \sigma).\) Here, \(P_i := P(u_i, v_i).\)
The five independent coefficients of $\phi(\vec{u}, \vec{v}; \pi, \sigma)$ in Table I are $\text{Tr}[P_1^3 P_2]$, $\text{Tr}[P_1^3 P_3]$, $\text{Tr}[P_1^3 P_1]$, $\text{Tr}[P_1 P_2 P_1 P_3^4 P_2 P_2 P_2 P_3]$, and $\text{Tr}[P_1 P_2 P_3^4 P_1 P_2 P_3]$. Based on the weight of three Pauli operators, i.e., the number of the same Pauli operators, we list the value of these coefficients in Table II.

\[
\begin{array}{|c|c|c|c|c|c|c|}
\hline
\text{Terms} & \text{Tr}[P_1^3 P_2] & \text{Tr}[P_1^3 P_3] & \text{Tr}[P_1^3 P_1] & \text{Tr}[P_1 P_2 P_1 P_3^4 P_2 P_2 P_2 P_3] & \text{Tr}[P_1 P_2 P_3^4 P_1 P_2 P_3] \\
\hline
PPP (P_1 = P_2 = P_3) & d & d & d & d & d \\
PPQ (P_1 = P_2 \neq P_3) & d & 0 & 0 & d & d \\
PQP (P_1 = P_3 \neq P_2) & 0 & d & 0 & d & d \\
QPP (P_2 = P_3 \neq P_1) & 0 & 0 & d & d & d \\
PQR (P_1, P_2, P_3 \text{ all different}) & 0 & 0 & 0 & d \exp \left[ -\frac{2}{d} \vec{I} \cdot (\vec{u} \times \vec{v}) \right] & d \exp \left[ \frac{2}{d} \vec{I} \cdot (\vec{u} \times \vec{v}) \right] \\
\hline
\end{array}
\]

TABLE II. The coefficients of $\phi(\vec{u}, \vec{v}; \pi, \sigma)$ depending on the weight of $P_t$. Here, $P_t := P(u_t, v_t), \vec{I} := (1, 1, 1), \vec{u} := (u_1, u_2, u_3), \vec{v} := (v_1, v_2, v_3)$.

Recall that the coefficients of $M^A \otimes M^B$ in Eq. (B28) is invariant under the cyclic operations $W_0^A, W_1^A, W_0^B$ and $W_1^B$, therefore

\[
\text{Tr}[(M^A \otimes M^B)(W_{(1,2)}^A \otimes W_{(1,2)}^B)] = \text{Tr}[(W_0^A \otimes I)(M^A \otimes M^B)(W_0^B \otimes I)(W_{(1,2)}^A \otimes W_{(1,2)}^B)] = \text{Tr}[(M^A \otimes M^B)(W_0^A \otimes I)(W_{(1,2)}^A \otimes W_{(1,2)}^B)(W_0^A \otimes I)] = \text{Tr}\left[(M^A \otimes M^B)(W_{(2,3)}^A \otimes W_{(1,2)}^B)\right].
\]

Similarly, we can show that the inner product of $(M^A \otimes M^B)$ and any swapping operations should be the same. Therefore, based on Table II, without loss of generality, we may assume all the terms with the form $PPQ (P_1 = P_2 \neq P_3)$ own the same coefficient $O(\vec{u}, \vec{v})$ as the corresponding terms $PQP$ and $QPP$.

Define

\[
wt(\vec{u}, \vec{v}) := \text{numbers of the same index pairs in } (u_1, v_1), (u_2, v_2), (u_3, v_3).
\]

Therefore, the element number of $(\vec{u}, \vec{v})$ with $wt(\vec{u}, \vec{v}) = 3, 2, 1$ is $d^2, 3d^2(d^2 - 1)$ and $d^2(d^2 - 1)(d^2 - 2)$, respectively.

For the elements with $wt(\vec{u}, \vec{v}) = 1$, we define the rotation angle

\[
\theta(\vec{u}, \vec{v}) := \vec{I} \cdot (\vec{u} \times \vec{v}) = (u_1 v_2 + u_2 v_3 + u_3 v_1) - (u_1 v_3 + u_2 v_1 + u_3 v_2),
\]

where the multiplication and addition is defined on the integer ring $\mathbb{Z}_d$. We also assume that the elements with the same value of $\theta$ share the same coefficients. The coefficients $\phi(\vec{u}, \vec{v}; \pi, \sigma)$ is now reduced to $\phi(wt, \theta; \pi, \sigma)$, which is only related to the weight $wt$ and rotation angle $\theta$. Note that, for the elements with $wt = 3$ and $wt = 2$, rotation angle $\theta = 0$.

Based on the value of $wt$ and $\theta$, we simplify $O_{- -}$ to be in the form

\[
O_{- -} = O(3) \sum_{wt(\vec{u}, \vec{v})=3} \Psi_{u_1, v_1} \otimes \Psi_{u_2, v_2} \otimes \Psi_{u_3, v_3} + O(2) \sum_{wt(\vec{u}, \vec{v})=2} \Psi_{u_1, v_1} \otimes \Psi_{u_2, v_2} \otimes \Psi_{u_3, v_3} + \sum_{wt(\vec{u}, \vec{v})=1} O(1; \theta(\vec{u}, \vec{v})) \Psi_{u_1, v_1} \otimes \Psi_{u_2, v_2} \otimes \Psi_{u_3, v_3}.
\]

Combined with Eqs. (B28), (B29) and (B34), Eq. (B25) is now reduced to

\[
\sum_{wt=2}^{3} \phi(wt, 0; \pi, \sigma)O(wt, 0)n(wt, 0) + \sum_{\theta=0}^{d-1} \phi(1, \theta; \pi, \sigma)O(1, \theta)n(1, \theta) =
\begin{cases}
0, & \text{if } \frac{d^2(d^2-1)^2}{2}, \quad W_A^\sigma = W_B^\sigma = W_0 \text{ or } W_A^\pi = W_B^\pi = W_1, \\
d^2(d^2-1)^2, & \text{if } W_A^\pi = W_B^\pi = W_0, W_A^\sigma = W_B^\sigma = W_1, \text{ or } W_A^\sigma = W_0, W_B^\sigma = W_1, \text{ otherwise.}
\end{cases}
\]

Where $n(wt_0, \theta_0)$ is the number of index pairs $(\vec{u}, \vec{v})$ with $wt(\vec{u}, \vec{v}) = wt_0$ and $\theta(\vec{u}, \vec{v}) = \theta_0$. We know that $n(3, 0) = d^2, n(2, 0) = 3d^2(d^2 - 1)$, and $\sum_{\theta} n(1, \theta) = d^2(d^2 - 1)(d^2 - 2)$. Moreover, since

\[
\theta(\vec{u}, \vec{v}) = -\theta(\vec{v}, \vec{u}),
\]

(B36)
we have \( n(1, \theta) = n(1, -\theta) \).

Note that \( \phi(1, \theta; \vec{u}, \vec{v}) = \phi(1, -\theta; \vec{u}, \vec{v})^* \). Hereafter, we set \( O(1, \theta) = O(1, -\theta) \) to be a real number.

To further simplify Eq. (B35), we suppose that:

1. When \( n \) is even, \( O(1, \theta) = 0 \) if \( \theta \neq 0 \) or \( d/2 \).
2. When \( n \) is odd, \( O(1, \theta) = 0 \) if \( \theta \neq 0, (d - 1)/2 \) or \( (d + 1)/2 \).

Then

\[
\sum_{\theta \neq 0} \phi(1, \theta; \vec{u}, \vec{v})O(1, \theta)n(1, \theta) = \begin{cases} 
\phi(1, d/2; \vec{u}, \vec{v})O(1, d/2)n(1, d/2), & \text{d is even,} \\
2Re[\phi(1, (d + 1)/2; \vec{u}, \vec{v})]O(1, (d + 1)/2)n(1, (d + 1)/2), & \text{d is odd.}
\end{cases} 
\tag{B37}
\]

We denote

\[
Q(1, d/2) = \begin{cases} 
O(1, d/2)n(1, d/2), & \text{d is even,} \\
2O(1, (d + 1)/2)n(1, (d + 1)/2), & \text{d is odd,}
\end{cases} 
\tag{B38}
\]

Then there are only four unknown parameters \( Q(2, 0), Q(3, 0), Q(1, 0) \) and \( Q(1, d/2) \).

When \( d \) is even, after eliminating all the redundant terms in Eq. (B35), we obtain the following linear equation,

\[
\begin{pmatrix}
\frac{d}{d} & d & \frac{d}{d} & d \\
0 & 0 & \frac{d^2}{3} & \frac{d^2}{d} \\
0 & 0 & 0 & d^3 \\
\frac{d}{d} & -d & d & d
\end{pmatrix}
\begin{pmatrix}
Q(1, 0) \\
Q(1, d/2) \\
Q(2, 0) \\
Q(3, 0)
\end{pmatrix}
= 
\begin{pmatrix}
0 \\
0 \\
\frac{1}{2}d^2 \\
-3
\end{pmatrix}.
\tag{B39}
\]

Solve Eq. (B39), we have

\[
\begin{pmatrix}
Q(1, d/2) \\
Q(1, 1) \\
Q(2, 0) \\
Q(3, 0)
\end{pmatrix}
= d^2(d^2 - 1)^2
\begin{pmatrix}
\frac{1}{2}(d^2 - 4) \\
\frac{1}{2}d^2 \\
\frac{3}{2} \\
1
\end{pmatrix}.
\tag{B40}
\]

Therefore, the observable \( O_{--} \) is

\[
O_{--} = \sum_{\text{wt}(\vec{u}, \vec{v})=2}^3 \frac{Q(\text{wt}, 0)}{n(\text{wt}, 0)} \Psi_{u_1, v_1} \otimes \Psi_{u_2, v_2} \otimes \Psi_{u_3, v_3} + \sum_{\text{wt}(\vec{u}, \vec{v})=1,0}^3 \frac{Q(1, 0)}{n(1, 0)} \Psi_{u_1, v_1} \otimes \Psi_{u_2, v_2} \otimes \Psi_{u_3, v_3}
+ \sum_{\text{wt}(\vec{u}, \vec{v})=1,0}^3 \frac{Q(1, d/2)}{n(1, d/2)} \Psi_{u_1, v_1} \otimes \Psi_{u_2, v_2} \otimes \Psi_{u_3, v_3}.
\tag{B41}
\]

When \( d \) is odd, after eliminating all the redundant terms in Eq. (B35), we obtain the following linear equation,

\[
\begin{pmatrix}
\frac{d}{d} & d & \frac{d}{d} & d \\
0 & 0 & \frac{d^2}{3} & \frac{d^2}{d} \\
0 & 0 & 0 & d^3 \\
\frac{d}{d} & \frac{d}{d} & \frac{d}{d} & \frac{d}{d}
\end{pmatrix}
\begin{pmatrix}
Q(1, 0) \\
Q(1, d/2) \\
Q(2, 0) \\
Q(3, 0)
\end{pmatrix}
= 
\begin{pmatrix}
0 \\
0 \\
\frac{1}{2}d^2 \\
\frac{3}{2}d^2(d^2 - 1)^2
\end{pmatrix}.
\tag{B42}
\]

Solve Eq. (B39), we have

\[
\begin{pmatrix}
Q(1, d/2) \\
Q(1, 1) \\
Q(2, 0) \\
Q(3, 0)
\end{pmatrix}
= d^2(d^2 - 1)^2
\begin{pmatrix}
\frac{1}{2}(d^2 - 2 - 2\cos(\pi/d)) \\
\frac{1}{2}d^2 \sec(\pi/2d)^2 \\
\frac{3}{2} \\
1
\end{pmatrix}.
\tag{B43}
\]

when \( d \gg 1 \), the solution in Eq. (B43) becomes the one in Eq. (B40).

Therefore, the observable \( O_{--} \) is

\[
O_{--} = \sum_{\text{wt}(\vec{u}, \vec{v})=2}^3 \frac{Q(\text{wt}, 0)}{n(\text{wt}, 0)} \Psi_{u_1, v_1} \otimes \Psi_{u_2, v_2} \otimes \Psi_{u_3, v_3} + \sum_{\text{wt}(\vec{u}, \vec{v})=1,0}^3 \frac{Q(1, 0)}{n(1, 0)} \Psi_{u_1, v_1} \otimes \Psi_{u_2, v_2} \otimes \Psi_{u_3, v_3}
+ \sum_{\text{wt}(\vec{u}, \vec{v})=1,0}^3 \frac{Q(1, d/2)}{n(1, d/2)} \Psi_{u_1, v_1} \otimes \Psi_{u_2, v_2} \otimes \Psi_{u_3, v_3}.
\tag{B44}
\]
Appendix C: Statistical analysis

In this section, we analyze the statistical fluctuation of the estimation process. We start from the variance analysis of the 3-order purity estimation $\text{Tr}[\rho^3]$. Then, with similar methods, we consider the statistical fluctuation in the negativity estimation.

Here, we use the symbols with hat $\hat{r}$ to denote a random variable, and corresponding normal font $r$ to denote its value.

1. Statistical analysis of 3-order moment estimation

We start from the estimation of 3-moment $\text{Tr}[\rho^3]$ for the quantum state on system $A$, i.e., $\rho \in \mathcal{D}(\mathcal{H}^A)$. Recall that

$$
\text{Tr}[\rho^3] = \frac{1}{2} \text{Tr}[M_+(\rho \otimes \rho \otimes \rho)]
$$

$$
= \frac{1}{2} \mathbb{E}_{U \in \mathcal{E}} \sum_{\vec{a} \in \mathbb{Z}_3^3} \left[ 1 + (-d)^{\text{wt}(\vec{a})-1} \right] P(a_1|U)P(a_2|U)P(a_3|U),
$$

where $\mathcal{E}$ is a unitary group which forms the unitary 3-design, $\vec{a} = [a_1, a_2, a_3]$ is a 3-dit vector in the ring $\mathbb{Z}_3^3 := (\mathbb{Z}_d)^{\otimes 3}$, $\text{wt}(\vec{a})$ denotes the number of the same values in $\vec{a}$, e.g., $\text{wt}([0,2,3]) = 1$ while $\text{wt}([0,1,1]) = 2$. $P(a|U)$ denotes the probability

$$
P(a|U) := \langle a|U \rho U^\dagger |a \rangle.
$$

To estimate the 3-order purity, we perform $N_U N_M$ times of experiments in total, and the estimation procedure is as follows,

$\hat{M}_+(\mathcal{E}, N_U, N_M)$ : Estimator function for 3-order moment $\text{Tr}[\rho^3]$.

1. Set $\hat{M}_+ := 0$.

2. For $t = 1, 2, ..., N_U$, Do

   (a) Randomly choose a unitary $U_i$ from group $\mathcal{E}$,
   
   (b) Set $N_M$-dit measurement register to zero vector $\hat{V} := [0,0,...,0]$,
   
   (c) For $i = 1, 2, ..., N_M$, Do

      i. Generate a sample: first prepare $\rho$, then apply $U_i$ on it, and then measure it on the computational basis,
      
      ii. Record the measurement result $a$ to register $\hat{V}(i) = a$.
   
   (d) For $i, j, k = 1, 2, ..., N_M$ and $i < j < k$, Do

      i. Set $\hat{M}_+(t) := \frac{1}{2} \left( \frac{N_M}{3} \right)^{-1} \left[ 1 + (-d)^{\text{wt}(\hat{V}(i),\hat{V}(j),\hat{V}(k))-1} \right]$.

      ii. Set $\hat{M}_+ := \frac{1}{N_U} \hat{M}_+(t)$.

3. Return $\hat{M}_+$.

In the $\hat{M}_+$ experiment, we generate $N_U$ independent estimators $\hat{M}_+(t)$. For each estimator, we first randomly sample $\hat{U}$ from the set $\mathcal{E}$, and then generate independent variables $\{\hat{a}_i\}_{i=1}^{N_M}$ with the conditional probability $P(a|U)$.

For the simplicity of later discussion, we describe the whole experiment process as generating $N_U N_M$ independent estimators $\{\hat{r}_U(i)\}$. The $i$-th estimator is

$$
\hat{r}_U(i) = |\hat{a}_i\rangle\langle \hat{a}_i| := |a\rangle\langle a|, \quad \text{with probability } P(a|U) := \text{Tr}[|a\rangle\langle a|U \rho U^\dagger],
$$

where $U$ is randomly chosen from $\mathcal{E}$. Therefore $\hat{r}_U(i)$ is the matrix expression of variable $\hat{a}_i$, which is dependent on the preset variable $\hat{U}$. 
For a diagonal operator $Q \in \mathcal{L}(\mathcal{H}^A)$ such that $Q = \sum_{a \in \mathbb{Z}_d} Q(a) |a\rangle \langle a|$, we have
\[
\mathbb{E} \ Tr[\hat{r}_U(i)Q] = \mathbb{E} \sum_{U \in \mathcal{E}} Q(a) \mathbb{P}(a|U) \\
= \mathbb{E} \sum_{U \in \mathcal{E}} Q(a) Tr[U^\dagger |a\rangle \langle a| U] \\
= \mathbb{E} \sum_{U \in \mathcal{E}} Tr[U^\dagger QU] \\
= Tr[\Phi(Q)\rho].
\]

Similarly, for $Q \in \mathcal{L}(\mathcal{H}^A \otimes \mathcal{H}^A \otimes \mathcal{H}^A)$ and three independent estimators $\{\hat{r}_U(i), \hat{r}_U(j), \hat{r}_U(k)\}$, we have
\[
\mathbb{E} Tr[(\hat{r}_U(i) \otimes \hat{r}_U(j) \otimes \hat{r}_U(k))Q] = Tr[\Phi^3(Q)\rho \otimes \rho \otimes \rho].
\]

To express the 3-moment estimator $\hat{M}_+$ with $\{\hat{r}_U(i)\}$, we first split it to several independent estimators
\[
\hat{M}_+ = \frac{1}{N_U} \sum_{t=1}^{N_U} \hat{M}_+(t),
\]
with each estimator a chosen fixed random unitary $U(t)$. Each independent estimator can be further written as
\[
\hat{M}_+(t) = \frac{1}{2} \left( \frac{N_M}{3} \right)^{-1} \sum_{i<j<k} Tr[(\hat{r}_U(i) \otimes \hat{r}_U(j) \otimes \hat{r}_U(k)) O_+].
\]

The expectation value of $\hat{M}_+(t)$ is
\[
\mathbb{E}(\hat{M}_+(t)) = \frac{1}{2} \left( \frac{N_M}{3} \right)^{-1} \mathbb{E} \left( \sum_{i<j<k} Tr[(\hat{r}_U(i) \otimes \hat{r}_U(j) \otimes \hat{r}_U(k)) O_+]\right) \\
= \frac{1}{2} \left( \frac{N_M}{3} \right)^{-1} \sum_{i<j<k} Tr[\Phi^3(O_+)\rho \otimes \rho \otimes \rho] \\
= Tr[\rho^3].
\]

The second and third equality are due to Eq. (C5) and (C1), respectively. Therefore, $\{\hat{M}_+(t)\}$ are unbiased estimators for $Tr[\rho^3]$.

We now calculate the variances of the estimators $\hat{M}_+(t)$ and $\hat{M}_+$.

**Proposition 9.** For the estimator $\hat{M}_+(\mathcal{E}, N_U, N_M)$, the variances of $\hat{M}_+(t)$ and $\hat{M}_+$ are
\[
\text{Var}[\hat{M}_+(t)] = \nu(N_M, d),
\]
\[
\text{Var}[\hat{M}_+] = \frac{1}{N_U} \nu(N_M, d),
\]
where
\[
\nu(N_M, d) := \frac{1}{4} \Gamma_6 + \frac{1}{4} \frac{1}{N_M} \Gamma_5 + \frac{9}{2} \frac{1}{N_M^2} \Gamma_4 + \frac{3}{2} \frac{1}{N_M(N_M - 1)(N_M - 2)} \Gamma_3 - Tr[\rho^3]^2.
\]

Here the variance terms $\Gamma_3, \Gamma_4, \Gamma_5, \Gamma_6$ are
\[
\Gamma_3(\rho, O_+^2, \mathcal{E}) := Tr[\Phi^3(O_+^2)\rho] ,
\]
\[
\Gamma_4(\rho, O_{123,124}, \mathcal{E}) := Tr[\Phi^4(O_{123,124})\rho],
\]
\[
\Gamma_5(\rho, O_{123,145}, \mathcal{E}) := Tr[\Phi^5(O_{123,145})\rho],
\]
\[
\Gamma_6(\rho, O_+^{\otimes 2}, \mathcal{E}) := Tr[\Phi^6(O_+^{\otimes 2})\rho].
\]
and

\[
O_{123,145} := \sum_{\vec{a} \in \mathbb{Z}_d^3} O_+ (a_1 a_2 a_3) O_+ (a_1 a_4 a_5) |\vec{a}\rangle \langle \vec{a}|,
\]

\[
O_{123,124} := \sum_{\vec{a} \in \mathbb{Z}_d^3} O_+ (a_1 a_2 a_3) O_+ (a_1 a_2 a_4) |\vec{a}\rangle \langle \vec{a}|.
\]

(C12)

**Proof.** By the total variance law, the variance \( \text{Var}[\hat{M}_+(t)] \) is

\[
\text{Var}[\hat{M}_+(t)] = E U \left[ \text{Var}[\hat{M}_+(t)|U] \right] + \text{Var} \left[ E U (\hat{M}_+(t)|U) \right]
\]

\[
= E U \left[ E (\hat{M}_+^2(t)|U) - E (\hat{M}_+(t)|U)^2 \right] + \text{Var} \left[ E U (\hat{M}_+(t)|U) \right] - \left[ E U E (\hat{M}_+(t)|U) \right]^2
\]

\[
= E U \left[ E (\hat{M}_+^2(t)|U) \right] - \left[ E U E (\hat{M}_+(t)|U) \right]^2.
\]

Here, the second term is just \( \text{Tr}[\rho^3]^2 \). We now focus on the calculation of the first term,

\[
E U \left[ E (\hat{M}_+^2(t)|U) \right] = \frac{1}{4} \binom{N_M}{3}^{-2} \sum_{\{i,j,k\}; l < m < n} \left\{ E U \left[ \text{Tr}[\hat{r}_U(i) \otimes \hat{r}_U(j) \otimes \hat{r}_U(k)] O_+ \right] \text{Tr}[\hat{r}_U(l) \otimes \hat{r}_U(m) \otimes \hat{r}_U(n)] O_+ \right\}.
\]

(C14)

Here \( \{\hat{r}_U(i), \hat{r}_U(j), \hat{r}_U(k)\} \) (\( \{\hat{r}_U(l), \hat{r}_U(m), \hat{r}_U(n)\} \)) is a group of independent estimators from the set \( \{\hat{r}_U(p)\}_{p=1}^{N_M} \). However, there may be collision (i.e., the same indices) between estimator group \( (i,j,k) \) and \( (l,m,n) \). Based on the collision number (denoted as \( Co[(i,j,k); (l,m,n)] \)), the expectation value will be different. We then group the estimators and reduce Eq. (C14) to

\[
= \frac{1}{4} \binom{N_M}{3}^{-2} \left\{ \sum_{Co[(i,j,k); (l,m,n)]=0} \left[ \text{Tr}[\hat{r}_U(i) \otimes \hat{r}_U(j) \otimes \hat{r}_U(k)] O_+ \right] \text{Tr}[\hat{r}_U(l) \otimes \hat{r}_U(m) \otimes \hat{r}_U(n)] O_+ \right\}
\]

\[
+ \sum_{Co[(i,j,k); (l,m,n)]=1} \left[ \text{Tr}[\hat{r}_U(i) \otimes \hat{r}_U(j) \otimes \hat{r}_U(k)] O_+ \right] \text{Tr}[\hat{r}_U(l) \otimes \hat{r}_U(m) \otimes \hat{r}_U(n)] O_+ \right\}
\]

\[
+ \sum_{Co[(i,j,k); (l,m,n)]=2} \left[ \text{Tr}[\hat{r}_U(i) \otimes \hat{r}_U(j) \otimes \hat{r}_U(k)] O_+ \right] \text{Tr}[\hat{r}_U(l) \otimes \hat{r}_U(m) \otimes \hat{r}_U(n)] O_+ \right\}
\]
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Here, in the second equality, we calculate the collision number of each case and utilize the property that the expectation value only depends on the collision number, and \( \rho_U := U \rho U^\dagger \).

The variance of the overall estimator is then upper bounded by

\[
\text{Var}[\hat{M}_+] = \mathbb{E}[\hat{M}_+^2] - \mathbb{E}[\hat{M}_+]^2 \\
= \frac{1}{N_U} \sum_{t,q=1}^{N_U} \left\{ \mathbb{E}[\hat{M}_+(t)\hat{M}_+(q)] - \mathbb{E}[\hat{M}_+(1)]^2 \right\} \\
= \frac{1}{N_U} \sum_{t=1}^{N_U} \left\{ \mathbb{E}[\hat{M}_+(t)\hat{M}_+(t)] - \mathbb{E}[\hat{M}_+(1)]^2 \right\} \\
= \frac{1}{N_U} \text{Var}[\hat{M}_+(1)] = \frac{1}{N_U} \nu(N_M,d).
\]

\( \square \)

Applying the Bernstein’s inequality \([66]\), we obtain Proposition 10, as a concrete concentration result.

**Proposition 10.** Using the estimator \( \hat{M}_+(E,N_U,N_M) \), the probability that the deviation \( \epsilon \) of estimated 3-moment \( O_3 \) from \( \text{Tr}[\rho^3] \) is bounded by

\[
\text{Pr}[|O_3 - \text{Tr}[\rho^3]| \geq \epsilon] \leq 2 \exp \left[ -\frac{N_U \epsilon^2}{2\nu(N_M,d) + 2\epsilon/3} \right],
\]

where \( \nu(N_M,d) \) is defined in Eq. (C10).

**Proof.** The Bernstein’s inequality states that, for i.i.d. variables \( x_1, x_2, \ldots, x_N \) with \( \mathbb{E}(x_i) = 0, |x_i| \leq \tau \) for all \( i = 1, 2, \ldots, N \), then

\[
\text{Pr}\left[ \left( \frac{1}{N} \sum_{i=1}^{N} x_i \right) \geq \epsilon \right] \leq \exp \left[ -\frac{N \epsilon^2}{2\sigma^2 + 2\epsilon/3} \right],
\]

\[
\text{Pr}\left[ \left( \frac{1}{N} \sum_{i=1}^{N} x_i \right) \leq -\epsilon \right] \leq \exp \left[ -\frac{N \epsilon^2}{2\sigma^2 + 2\epsilon/3} \right],
\]

where \( \sigma^2 := \frac{1}{N} \sum_{i=1}^{N} \text{Var}[x_i] \) and \( \epsilon > 0 \).

Now we set \( x_i := O_i - \text{Tr}[\rho^3] \), then \( \mathbb{E}(x_i) = 0 \). We have \( |x_i| \leq 1 \), and \( \sigma^2 = \nu(N_M,d) \) from Proposition 9. Apply Eq. (C18) twice, we obtain Eq. (C17). \( \square \)

From Proposition 9 we know that, as long as we can direct solve (or upper bound) the value of \( \Gamma_3, \Gamma_4, \Gamma_5, \Gamma_6 \), we can then calculate the variance \( \text{Var}[\hat{M}_+] \) directly. In Section D, we will calculate \( \Gamma_3, \Gamma_4, \Gamma_5, \Gamma_6 \) in different cases of system dimension \( d \), trial number \( N_M \) and the rank of state \( \rho \). We summarize the results as follows.

**Values of variance terms \( \{\Gamma_i\} \):** (assuming \( E \) is a unitary 6-design)

1. (Proposition 13) When the state \( \rho \in \mathcal{D}(\mathcal{H}^A) \) is pure, we have

\[
\begin{align*}
\Gamma_3 &= \frac{6d^2 - 2d + 8}{d + 2} < 6d^2, \\
\Gamma_4 &= \frac{3d^3 + 5d^2 - d + 5}{d^2 + 5d + 6} < 14d, \\
\Gamma_5 &= \frac{48d^3 + 68d^2 + 60d + 64}{d^3 + 9d^2 + 26d + 24} < 48, \\
\Gamma_6 &= \frac{4d^3 + 59d^2 + 107d^2 + 109d + 84}{d^3 + 14d^2 + 71d^2 + 154d + 120} < 10,
\end{align*}
\]

\( \text{(C19)} \)
2. (Proposition 15) When \( d \gg 1 \), the leading terms of \( \Gamma_i \) with respect to \( d \) are

\[
\begin{align*}
  \Gamma_3 & \sim \frac{1}{d^5} \left\{ d^5 + 3d^5 \text{Tr}[\rho^2] + 2d^5 \text{Tr}[\rho^3] \right\}, \\
  \Gamma_4 & \sim \frac{1}{d^5} \left\{ d^5 \text{Tr}[\rho^2] + 3d^5 \text{Tr}[\rho^2]^2 + 4d^5 \text{Tr}[\rho^3] + 6d^5 \text{Tr}[\rho^4] \right\}, \\
  \Gamma_5 & \sim \frac{1}{d^5} \left\{ 2d^5 \text{Tr}[\rho^2]^2 + 16d^5 \text{Tr}[\rho^2] \text{Tr}[\rho^3] + 6d^5 \text{Tr}[\rho^4] + 24d^5 \text{Tr}[\rho^5] \right\}, \\
  \Gamma_6 & \sim \frac{1}{d^5} \left\{ 4d^5 \text{Tr}[\rho^3]^2 \right\}.
\end{align*}
\]

(C20)

3. (Proposition 16 and 17) For all \( \rho \in \mathcal{D}(\mathcal{H}^A) \), when \( d \gg 1 \), the \( d \)-orders of \( \Gamma_i \) are

\[
\begin{align*}
  \Gamma_3 & = O(d^3), \Gamma_4 = O(d), \\
  \Gamma_5 = O(1), \Gamma_6 = O(1),
\end{align*}
\]

and the exact value of \( \Gamma_3 \) is

\[
\Gamma_3 = (d+2)^{-1} \left\{ (d-1)(d^2 + 3d + 4) + 3d(d-1)(d+1) \text{Tr}[\rho^2] + 2(d^3 - d^2 + 6) \text{Tr}[\rho^3] \right\}.
\]

(C22)

Therefore, when the underlying \( \rho \) is a pure state, we can directly calculate the variance \( \text{Var}[M_+](t) \) from Proposition 9; when \( d \gg 1 \), we can estimate the leading term of \( \text{Var}[M_+](t) \), whose behavior is similar to the pure state case. In both cases, the variance \( \text{Var}[M_+] \) can be upper bounded by

\[
\nu(N_M, d) \leq \frac{5}{2} + \frac{108}{N_M} + \frac{54d}{N_M^2} + \frac{9d^2}{N_M(N_M-1)(N_M-2)} - \text{Tr}[\rho^3]^2.
\]

(C23)

When \( N_M \gg d \), the variance will approximately be \( \nu = \frac{5}{2} - \text{Tr}[\rho^3]^2 \).

On the other hand, in the regime of \( d \gg N_M \gg 1 \), the variance \( \nu(N_M, d) \) is mainly determined by \( \Gamma_3 \), then

\[
\nu(N_M, d) = \frac{3(d+2)^{-1}}{2(N_M-2)^3} \left\{ (d+1)(d^2 + 3d + 4) + 3d(d-1)(d+1) \text{Tr}[\rho^2] + 2(d^3 - d^2 + 6) \text{Tr}[\rho^3] \right\} + O(d).
\]

(C24)

In this case, \( \nu(N_M, d) \sim d^2 \), which means that the 3-order purity measurement is asymptotically more efficient than tomography, which requires \( \Omega(d^3) \) times of experiments in general.

2. Statistical analysis for Negativity detection

Recall that the negativity operator can be constructed by

\[
M_{\text{neg}} = \frac{1}{2} (W_A^0 \otimes W_B^0 + W_A^1 \otimes W_B^1) = \frac{1}{2} (M_+^A \otimes M_+^B - M_+^{AB})
\]

(C25)

\[
= \frac{1}{2} \left\{ (\Phi_A^3 \otimes \Phi_B^3)(O_A^+ \otimes O_B^+) - \Phi_A^{AB}(O_A^{+AB}) \right\}.
\]

We denote \( O_+^{AB} := O_A^+ \otimes O_B^+ \). To finish the estimate of negativity-moment \( \text{Tr}[(\rho_{AB}^T)^3] \), we construct estimator \( \hat{M}_+^{AB} \) and \( \hat{M}_+^{AB} \) with local independent random unitaries on \( A \) and \( B \) and global random unitaries on \( A, B \), respectively. The final estimator for negativity is then given by \( \hat{M}_{\text{neg}} := \hat{M}_+^{AB} - \hat{M}_+^{AB} \).

Suppose we perform \( N'_U, N'_M \) and \( N_U, N_M \) times of experiments for estimator \( \hat{M}_+^{AB} \) and \( \hat{M}_+^{AB} \), respectively. The negativity estimation procedure is as follows,

\[
\hat{M}_{\text{neg}}(E^{AB}, N'_U, N'_M, N_U, N_M) : \text{Estimator function for negativity-moment } \text{Tr}[(\rho_{AB}^T)^3].
\]

1. Set \( \hat{M}_{\text{neg}} := 0, \hat{M}_+^{AB} := 0, \hat{M}_+^{AB} := 0 \).
2. Perform experiment with estimator \( \hat{M}_+^{AB} := \hat{M}_+(E^A \otimes E^B, N'_U, N'_M) \).
3. Perform experiment with estimator \( \hat{M}_+^{AB} := \hat{M}_+(E^{AB}, N_U, N_M) \).
4. Set $\hat{M}_{\text{seg}} := \hat{M}^{AB}_{++} - \hat{M}^{AB}_{d+}$.

The estimator $\hat{M}^{AB}_{++}$ is simply a 3-moment estimator. From Proposition 9, we have

$$\text{Var}[\hat{M}^{AB}_{++}] \leq \frac{1}{N_t} \mu(N_M, d^2). \quad (C26)$$

Here we suppose $d_A = d_B = d$.

Similar to the discussion in Sec. C.1, we introduce $N'_U, N'_M$ estimators $\{\hat{r}_{U,V}(i)\}$. The $i$-th estimator is

$$\hat{r}_{U,V}(i) := |a, b⟩⟨a, b|, \quad \text{with probability } P(a, b|U, V) := \text{Tr}[⟨|a⟩⟨b|U ⊗ V⟩]ρ_{AB}(U^† ⊗ V^†)], \quad (C27)$$

where $U ⊗ V$ is randomly chosen from $E^A \times E^B$. For a diagonal operator $Q ∈ L((H^{AB})^⊗n)$ and $n$ independent estimators $\{\hat{r}_{U,V}(i)\}_{i=1}^n$, it is easy to prove that

$$\mathbb{E} \text{Tr} \left( \left( \bigotimes_{i=1}^n \hat{r}_{U,V}(i) \right) Q \right) = \text{Tr}[(Φ^a_3 ⊗ Φ^b_3)(Q)ρ_{AB}^⊗n]. \quad (C28)$$

The estimators $\{\hat{M}^{AB}_{++}(t)\}_{t=1}^{N'_U}$ and $\hat{M}^{AB}_{++}$ can be expressed as

$$\hat{M}^{AB}_{++}(t) = \frac{1}{2} \left( \begin{array}{c} N'_M \\ 3 \end{array} \right)^{-1} \sum_{i<j<k} \text{Tr} \left[ (\hat{r}_{U,V}(i) ⊗ \hat{r}_{U,V}(j) ⊗ \hat{r}_{U,V}(k)) O^{AB}_+ \right], \quad (C29)$$

$$\hat{M}^{AB}_{++} = \frac{1}{N_t} \sum_{t=1}^{N'_U} \hat{M}^{AB}_{++}(t).$$

We now calculate the variances of $\{\hat{M}^{AB}_{++}(t)\}_{t=1}^{N'_U}$ and $\hat{M}^{AB}_{++}$.

**Proposition 11.** For the estimator $\hat{M}_{++}(E^A ⊗ E^B, N_U, N_M)$ with $E^A$ and $E^B$ the Haar measure on $L(H^A)$ and $L(H^B)$, respectively, the variances of $\hat{M}^{AB}_{++}(t)$ and $\hat{M}^{AB}_{++}$ are

$$\text{Var}[\hat{M}_{++}(t)] = \mu(N_M, d),$$

$$\text{Var}[\hat{M}_{++}] = \frac{1}{N_t} \mu(N_M, d), \quad (C30)$$

where

$$\mu(N_M, d) := \frac{1}{4} \Delta_6 + \frac{9}{4} \Delta_5 + \frac{9}{2} \Delta_4 + 3 \frac{1}{2} \frac{1}{N_M(N_M - 1)(N_M - 2)} \Delta_3 - (\text{Tr}[ρ^3] + \text{Tr}[(ρ^{T_B})^3])^2. \quad (C31)$$

Here we assume $d_A = d_B = d$. The variance terms $Δ_3, Δ_4, Δ_5, Δ_6$ are

$$Δ_3(ρ, O^{AB}_{++}, E^A ⊗ E^B) := \text{Tr}[(Φ^a_3 ⊗ Φ^b_3)(O^{AB}_{++})ρ^⊗3],$$

$$Δ_4(ρ, O_{123,124}, E^A ⊗ E^B) := \text{Tr}[(Φ^a_4 ⊗ Φ^b_4)(O_{123,124})^{AB} ρ^⊗4],$$

$$Δ_5(ρ, O_{123,145}, E^A ⊗ E^B) := \text{Tr}[(Φ^a_5 ⊗ Φ^b_5)(O_{123,145})^{AB} ρ^⊗5],$$

$$Δ_6(ρ, O^{AB}_{++}, E^A ⊗ E^B) := \text{Tr}[(Φ^a_6 ⊗ Φ^b_6)(O^{AB}_{++})ρ^⊗6], \quad (C32)$$

and

$$O^{AB}_{123,145} := O^{AB}_{123,145} ⊗ O^B_{123,145},$$

$$O^{AB}_{123,124} := O^{AB}_{123,124} ⊗ O^B_{123,124}. \quad (C33)$$

**Proof.** The calculation is similar to the one in Proposition 9. The total variance can be decomposed into two terms

$$\text{Var}[\hat{M}^{AB}_{++}(t)] = \mathbb{E}_U \left[ \mathbb{E}_a(\hat{M}^2_{++}(t)|U) - \mathbb{E}_U(\hat{M}_{++}(t)|U) \right]^2, \quad (C34)$$
the second term is just \((\text{Tr}\[\rho^3] + \text{Tr}[(\rho^T)^3])^2\). Now we focus on the first term

\[
\mathbb{E}_U \left[ \mathbb{E}(\hat{M}^2_{++}(t)|U) \right] = \frac{1}{4} \left( \frac{N_M}{3} \right)^2 \sum_{k,<m<n} \mathbb{E} \left\{ \text{Tr}[\{\hat{r}_{U,V}(i) \otimes \hat{r}_{U,V}(j) \otimes \hat{r}_{U,V}(k)\} O_{++}] \text{Tr}[\{\hat{r}_{U,V}(l) \otimes \hat{r}_{U,V}(m) \otimes \hat{r}_{U,V}(n)\} O_{++}] \right\} \]

\[
= \frac{1}{4} \left( \frac{N_M}{3} \right)^{-2} \left\{ \left( \frac{N_M}{6} \right) \left( \frac{6}{5} \right) \left( \frac{6}{4} \right)^2 \mathbb{E} \left\{ \text{Tr}[\rho^\otimes_5 \rho^\otimes_5 O_{++}]^2 \right\} \right. + \left. \left( \frac{N_M}{5} \right) \left( \frac{5}{4} \right) \left( \frac{3}{2} \right)^4 \mathbb{E} \left\{ \text{Tr}[\rho^\otimes_3 \rho^\otimes_3 O_{++}]^2 \right\} \right\} \]

\[
= \frac{1}{4} \left( \frac{N_M}{3} \right)^{-2} \left\{ \left( \frac{N_M}{6} \right) \left( \frac{6}{5} \right) \left( \frac{6}{4} \right)^2 \mathbb{E} \left\{ \text{Tr}[\rho^\otimes_5 \rho^\otimes_5 O_{++}]^2 \right\} \right. + \left. \left( \frac{N_M}{5} \right) \left( \frac{5}{4} \right) \left( \frac{3}{2} \right)^4 \mathbb{E} \left\{ \text{Tr}[\rho^\otimes_3 \rho^\otimes_3 O_{++}]^2 \right\} \right\} \]

\[
= \frac{1}{4} \left( \frac{N_M}{3} \right)^{-2} \left\{ \left( \frac{N_M}{6} \right) \left( \frac{6}{5} \right) \left( \frac{6}{4} \right)^2 \mathbb{E} \left\{ \text{Tr}[\rho^\otimes_5 \rho^\otimes_5 O_{++}]^2 \right\} \right. + \left. \left( \frac{N_M}{5} \right) \left( \frac{5}{4} \right) \left( \frac{3}{2} \right)^4 \mathbb{E} \left\{ \text{Tr}[\rho^\otimes_3 \rho^\otimes_3 O_{++}]^2 \right\} \right\} \]

\[
= \frac{1}{4} \left( \frac{N_M}{3} \right)^{-2} \left\{ \left( \frac{N_M}{6} \right) \left( \frac{6}{5} \right) \left( \frac{6}{4} \right)^2 \mathbb{E} \left\{ \text{Tr}[\rho^\otimes_5 \rho^\otimes_5 O_{++}]^2 \right\} \right. + \left. \left( \frac{N_M}{5} \right) \left( \frac{5}{4} \right) \left( \frac{3}{2} \right)^4 \mathbb{E} \left\{ \text{Tr}[\rho^\otimes_3 \rho^\otimes_3 O_{++}]^2 \right\} \right\} \]

\[
= \frac{1}{4} \left( \frac{N_M}{3} \right)^{-2} \left\{ \left( \frac{N_M}{6} \right) \left( \frac{6}{5} \right) \left( \frac{6}{4} \right)^2 \mathbb{E} \left\{ \text{Tr}[\rho^\otimes_5 \rho^\otimes_5 O_{++}]^2 \right\} \right. + \left. \left( \frac{N_M}{5} \right) \left( \frac{5}{4} \right) \left( \frac{3}{2} \right)^4 \mathbb{E} \left\{ \text{Tr}[\rho^\otimes_3 \rho^\otimes_3 O_{++}]^2 \right\} \right\} \]

The variance of the overall estimator \(\hat{M}_{++}\) is then upper bounded by

\[
\text{Var}[\hat{M}_{++}] = \mathbb{E}[\hat{M}^2_{++}] - \mathbb{E}[(\hat{M}_{++})^2] \]

\[
= \frac{1}{N_U^2} \sum_{t,q=1}^{N_U} \left\{ \mathbb{E}[\hat{M}_{++}(t)\hat{M}_{++}(q)] - \mathbb{E}[\hat{M}_{++}(1)] \right\} \]

\[
= \frac{1}{N_U^2} \sum_{t=1}^{N_U} \left\{ \mathbb{E}[\hat{M}_{++}(t)\hat{M}_{++}(t)] - \mathbb{E}[\hat{M}_{++}(1)] \right\} \]

\[
= \frac{1}{N_U} \text{Var}[\hat{M}_{++}(1)] \leq \frac{1}{N_U} \mu(N_M, d). \]

The variance of \(\hat{M}_{neg}\) is then

\[
\text{Var}[\hat{M}_{neg}] = \text{Var}[\hat{M}_{AB}^A] + \text{Var}[\hat{M}_{AB}^B] = \frac{1}{N_U} \mu(N_M, d) + \frac{1}{N_U} \nu(N_M, d^2). \]

The values of \(\{\Delta_t\}\), however, is much hard to be reduced to a simple form. Here we list their value in some simple cases.

**Values of variance terms \(\{\Delta_t\}\):** (assuming \(\mathcal{E}_A, \mathcal{E}_B\) are unitary 6-designs)

1. (Proposition 18) When the state \(\rho \in D(\mathcal{H}^A)\) is a pure tensor state, we have

\[
\Delta_6 = \text{Tr}[(\Phi_A^6 \otimes \Phi_B^6)(O_{++}^{AB})\rho^{AB}] = \Gamma_6^2(\psi, O_{++}^{AB}, \mathcal{E}) < 10^2,
\]

\[
\Delta_5 = \text{Tr}[(\Phi_A^5 \otimes \Phi_B^5)(O_{AB}^{123,145})\rho^{AB}] = \Gamma_5^2(\psi, O_{123,145}, \mathcal{E}) < 48^2,
\]

\[
\Delta_4 = \text{Tr}[(\Phi_A^4 \otimes \Phi_B^4)(O_{AB}^{123,245})\rho^{AB}] = \Gamma_4^2(\psi, O_{123,245}, \mathcal{E}) < (14d)^2,
\]

\[
\Delta_3 = \text{Tr}[(\Phi_A^3 \otimes \Phi_B^3)(O_{++}^{AB}O_{++}^{AB})\rho^{AB}] = \Gamma_3^2(\psi, O_{++}^{AB}, \mathcal{E}) < (6d^2)^2.
\]

2. (Proposition 21 and 22) When \(d \gg 1\), the asymptotic relation of \(\{\Delta_t\}\) with respect to \(d\) is

\[
\Delta_3 = O(d^4), \Delta_4 = O(d^2), \Delta_5 = O(1), \Delta_6 = O(1). \]
Moreover, when the state $\rho$ is maximally entangled state, the asymptotic relation of $\{\Delta_t\}$ with respect to $d$ is

$$
\Delta_3 = \Theta(d^4), \Delta_4 = \Theta(d^2),
$$

$$
\Delta_5 = \Theta(1), \Delta_6 = \Theta(1).
$$

(C40)

3. (Proposition 23) For all $\rho \in \mathcal{D}(\mathcal{H}^A)$, when $d \gg 1$, the exact value of $\Delta_3$ is

$$
\Delta_3 = \frac{1}{(d+2)^2} \left\{ \left[ \text{Tr}(\rho_A^2) + \text{Tr}(\rho_B^2) \right] \left[ 3d(d-1)^2(d+1)(d^2 + 3d + 4) \right] + \left[ \text{Tr}(\rho_A^3) + \text{Tr}(\rho_B^3) \right] \left[ 2(d-1)(6 + (d-1)d^2)(d^2 + 3d + 4) \right] \\
+ \text{Tr}(\rho_{AB}^2)[3d^2(d^2 - 1)^2] + \text{Tr}(\rho_{AB}^3)[2(6 + (d-1)d^2)] \\
+ \text{Tr}(\rho_{AB}\rho_A \otimes \rho_B)[6d^2(d^2 - 1)^2] \\
+ \left[ \text{Tr}(\rho_{AB}^3) + \text{Tr}(\rho_{AB}^2) \right][6d(d-1)(d-1)((d-1)d^2 + 6)] \\
+ 2\text{Tr}[(\rho_{AB}^T)^3][(d-1)d^2 + 6]^2 + (d + 1(d^2 + 4)] \right\}.
$$

(C41)

for all states $\rho \in \mathcal{D}(\mathcal{H}^{AB})$.

Therefore, when the underlying $\rho$ is a pure tensor state, we can directly calculate the variance $\text{Var}[\hat{M}_+](t)$ from Proposition 18,

$$
\mu(N_M, d) \leq \frac{25 + 5184}{N_M} \frac{1}{d^2} + 882 \frac{d^2}{N_M^2} + 54 \frac{d^4}{N_M(N_M - 1)(N_M - 2)} - (\text{Tr}[\rho^3] + \text{Tr}[\rho^4])^2.
$$

(C42)

Similarly, when $\rho$ is a mixed product state, we can apply the method adopted in the 3-order purity analysis in Proposition 15. We have $\Delta_t = \Gamma_3$. The general separable state is just a convex mixture. From the 3-order purity analysis we know that, the more mixed the state is, the smaller variance is.

In general, the state $\rho_{AB}$ is entangled. When $d \gg 1$, we can estimate the leading term of $\text{Var}[\hat{M}_{++}](t)$, whose asymptotic behavior is similar to the pure tensor state case,

$$
\nu(N_M, d) = c_1 O(1) + c_2 \frac{O(1)}{N_M} + c_3 \frac{O(d^2)}{N_M^2} + c_4 \frac{O(d^4)}{N_M(N_M - 1)(N_M - 2)} - (\text{Tr}[\rho^3] + \text{Tr}[\rho^4])^2.
$$

(C43)

When $N_M \gg d$, the variance will be a constant. Note that, the variance of maximally entangled state has exactly the same asymptotic property as the one of pure tensor state in Eq. (C42),

$$
\nu(N_M, d) = c_1 + c_2 \frac{1}{N_M} + c_3 \frac{d^2}{N_M^2} + c_4 \frac{d^4}{N_M(N_M - 1)(N_M - 2)} - (\text{Tr}[\rho^3] + \text{Tr}[\rho^4])^2.
$$

(C44)

On the other hand, in the regime of $d \gg N_M \gg 1$, the variance $\nu(N_M, d)$ is mainly determined by $\Gamma_3$, then

$$
\mu(N_M, d) = \frac{(d + 2)^2}{N_M(N_M - 1)(N_M - 2)} \left\{ \left[ \text{Tr}(\rho_A^3) + \text{Tr}(\rho_B^3) \right] \left[ 3d(d-1)^2(d+1)(d^2 + 3d + 4) \right] + \left[ \text{Tr}(\rho_A^3) + \text{Tr}(\rho_B^3) \right] \left[ 2(d-1)(6 + (d-1)d^2)(d^2 + 3d + 4) \right] \\
+ \text{Tr}(\rho_{AB}^2)[3d^2(d^2 - 1)^2] + \text{Tr}(\rho_{AB}^3)[2(6 + (d-1)d^2)] \\
+ \text{Tr}(\rho_{AB}\rho_A \otimes \rho_B)[6d^2(d^2 - 1)^2] \\
+ \left[ \text{Tr}(\rho_{AB}^3) + \text{Tr}(\rho_{AB}^2) \right][6d(d-1)(d-1)((d-1)d^2 + 6)] \\
+ 2\text{Tr}[(\rho_{AB}^T)^3][(d-1)d^2 + 6]^2 + (d + 1(d^2 + 4)] \right\} + O(d^2)
$$

(C45)

In this case, $\nu(N_M, d) \sim d^4$.

Appendix D: Detailed proofs of statistical bounds

In this section, we provide detailed proofs of statistical bounds presented in Sec. C.
We first introduce some notations. Note that, all the permutation elements $π ∈ S_t$ can be classified by their cycle structures. We will use partition number to denote the cycle structures of elements in $S_t$. A partition of $t$ is a weakly decreasing sequence of positive integers $[ξ_1, ξ_2, ..., ξ_k]$ where $ξ_1 ≥ ξ_2 ≥ ... ≥ ξ_k = 0$. We denote $|ξ| = t$ where $t := Σ ξ_i$.

The values $\{ξ_i\}$ are called the parts of $ξ$, which denotes the cycle length occurred in $π$. Two elements $π, σ ∈ S_t$ belong to the same conjugate class if and only if $ξ(π) = ξ(σ)$. The partition number can also be expressed as Young diagram. For example, the conjugate class of permutation element $π = (1, 4, 6)(3, 5) ∈ S_6$ is

$$ξ((1, 4, 6)(3, 5)) = [3, 2, 1] \quad \text{(D1)}$$

In the later discussion, we will classify the $t$-dit strings $a ∈ Z_d^t$ by the numbers of same values occurred in $a = (a_1, a_2, ..., a_t)$. As a simple notation, we correlate a specific $t$-dit string $a$ to a given permutation element $ω(\bar{a}) ∈ S_t$, whose the cyclic notation reflects the same values occurred in $a$.

**Definition 1.** For $t$-dit string $\bar{a}$, we group all its entries with the same values, and record the indices as

$$(i(1)i(1)_2 ... i(1)_λ_1)(i(2)i(2)_2 ... i(2)_λ_2) ... (i(k)i(k)_2 ... i(k)_λ_κ), \quad \text{ (D2)}$$

where in each group of indices $(i(j)i(j)_2 ... i(j)_λ_j)$, the value of corresponding entries are the same; and for each two indices in different groups, the values are different. Then we say the permutation element $ω(\bar{a}) = (i(1)i(1)_2 ... i(1)_λ_1)(i(2)i(2)_2 ... i(2)_λ_2) ... (i(k)i(k)_2 ... i(k)_λ_κ)$ is the corresponding permutation element of $\bar{a}$.

For example, when $t = 6$, the string $\bar{a}_0 = (5, 3, 5, 5, 3, 0)$ will be related to the permutation element $ω(\bar{a}_0) = ω((5, 3, 5, 5, 3, 0)) = (1, 3, 4)(2, 5) ∈ S_6$. (D4)

Note that, there is a freedom of determining the sequence of numbers in the same cycle. In the example above, we may equivalently set $ω(\bar{a}_0) = (1, 4, 3)(2, 5)$. For the convenience of following discussion, we choose the representation of $ω(\bar{a}_0)$ with the element where numbers are in the increasing order in the same cycle.

After introducing $ω(\bar{a})$, we can also classify $t$-dit strings by the partition numbers. The class of $\bar{a}$ is defined to be the class of $ω(\bar{a})$, denoted by the partition number $λ(\bar{a})$, \begin{equation}
λ(\bar{a}) := ξ(ω(\bar{a})). \quad \text{(D5)}
\end{equation}

In the example above, the class of string $\bar{a}_0 = (5, 3, 5, 5, 3, 0)$ is

$$λ(\bar{a}_0) = ξ((1, 3, 4)(2, 5)) = [3, 2, 1] \quad \text{(D6)}$$

In the following discussion, we will frequently use the term $\text{Tr}[W_π|\bar{a}⟩⟨\bar{a}|]$. To calculate the value of it, we introduce the following definition.

**Definition 2.** For two permutation operators $π, ω ∈ S_t$, we say that $π$ can be embedded into $ω$, $π ⊆ ω$, if one can create $ω$ by merging the cycles in $π$.

For example, for three permutation elements $π = (12)(46), σ = (13)$ and $ω = (123)(46)$ in $S_6$, we have $π ⊆ ω, σ ⊆ ω, and π ⊆ σ$.

With the definition of embedding, we have

$$\text{Tr}[W_π|\bar{a}⟩⟨\bar{a}|] = 1[π ⊆ ω(\bar{a})]. \quad \text{(D7)}$$

Where $1[s]$ is the indicating function which takes the value of 1 when $s$ is true and 0 otherwise.

We further define a embedding constant $γ_{ξ, λ}$ for two $t$-partitions $ξ$ and $λ$.

**Definition 3.** For two $t$-partitions $ξ$ and $λ$, the number of permutation elements $π ∈ ξ$ which can be embedded into a given element $σ ∈ λ$, denoted as $γ_{ξ, λ}(σ)$, is irrelevant of the choice of $σ$. We call $γ_{ξ, λ}$ the embedding constant from $ξ$ to $λ$. 
Proposition 12. We have,
\[ \sum_{\pi \in \xi} \text{Tr}[W_{\pi}|\vec{a}\rangle\langle \vec{a}|] = \gamma_{\xi,\lambda(\vec{a})}. \] (D8)

Proof. \[ \sum_{\pi \in \xi} \text{Tr}[W_{\pi}|\vec{a}\rangle\langle \vec{a}|] = \sum_{\pi \in \xi} 1[\pi \subseteq \omega(\vec{a})], \] (D9)
by the definition of \( \gamma_{\xi,\lambda} \) we know the proposition holds.

Define
\[ T(\vec{a}) = T_{\lambda(\vec{a})} := \sum_{\xi} \gamma_{\xi,\lambda(\vec{a})}, \] (D10)
then
\[ T(\vec{a}) = \sum_{\xi} \gamma_{\xi,\lambda(\vec{a})} = \sum_{\pi \in S_t} \text{Tr}[W_{\pi}|\vec{a}\rangle\langle \vec{a}|] = \prod_{i=1}^{k} (\lambda_i)! . \] (D11)

Proposition 13. For observable \( O_+ \in \mathcal{L}((\mathcal{H}^4)^{\otimes 3}) \) with the form \( O_+ = \sum_{\vec{a} \in Z_2^3} [1 + (-d)^{wt(\vec{a})-1}]|\vec{a}\rangle\langle \vec{a}| \), when the random unitaries are chosen in unitary 6-design, when the underlying state \( \rho \in \mathcal{D}(\mathcal{H}^4) \) is a pure state, we have
\[ \Gamma_6 = \text{Tr}[\Phi^6(O_+^{\otimes 2})\rho^{\otimes 6}] = 4 \frac{d^6 + 59d^3 + 107d^2 + 109d + 84}{d^3 + 14d^3 + 71d^2 + 154d + 120} < 10, \]
\[ \Gamma_5 = \text{Tr}[\Phi^5(O_{123,145})\rho^{\otimes 5}] = 48d^5 + 68d^2 + 60d + 64 < 48, \]
\[ \Gamma_4 = \text{Tr}[\Phi^4(O_{123,124})\rho^{\otimes 4}] = 4 \frac{3d^3 + 5d^2 - d + 5}{d^2 + 5d + 6} < 14d, \]
\[ \Gamma_3 = \text{Tr}[\Phi^3(O_+^2)\rho^{\otimes 3}] = \frac{6d^2 - 2d + 8}{d^2 + 2} < 6d^2, \] (D12)
where \( O_{123,145} \) and \( O_{123,124} \) is defined in Eq. (C12).

Proof. First we note that, for any operators \( Q \in \mathcal{L}((\mathcal{H}^4)^{\otimes t}) \) with \( t \leq 6 \), we have
\[ \text{Tr}[\Phi^t(Q)\rho^{\otimes t}] = \sum_{\pi,\sigma \in S_t} C_{\pi,\sigma} \text{Tr}[W_{\pi}Q]\text{Tr}[W_{\sigma}\rho^{\otimes t}] = \sum_{\pi \in S_t} \text{Tr}[W_{\pi}Q] \sum_{\sigma \in S_t} C_{\pi,\sigma} = \frac{(d-1)!}{(d+t-1)!} \sum_{\pi \in S_t} \text{Tr}[W_{\pi}Q], \] (D13)
Here, the first equality is simply the application of Weingarten integral. The second equality is because \( \text{Tr}[\rho^m] = 1, \forall m = 0, 1, 2, ... \) for pure \( \rho \). The third equality is due to the property of Weingarten matrix \( \sum_{\pi \in S_t} C_{\pi,\sigma} = \frac{(d-1)!}{(d+t-1)!} \). Eq. (D13) is in fact proportional to the projection onto the symmetric subspace for this pure state case.

In our problem, \( Q \) is diagonal in the \(|\vec{a}\rangle \) basis, \( Q = \sum_{\vec{a} \in Z_2^3} Q(\vec{a})|\vec{a}\rangle\langle \vec{a}| \). Then
\[ \text{Tr}[\Phi^t(Q)\rho^{\otimes t}] \leq \frac{(d-1)!}{(d+t-1)!} \sum_{\pi \in S_t} \text{Tr}[W_{\pi}Q] = \frac{(d-1)!}{(d+t-1)!} \sum_{\vec{a} \in Z_2^3} Q(\vec{a}) \sum_{\pi \in S_t} (\vec{a}|W_{\pi}|\vec{a}) = \sum_{\vec{a} \in Z_2^3} Q(\vec{a})T(\vec{a}). \] (D14)
Here, \( T(\vec{a}) \) is defined in Eq. (D10). Note that, the value of \( T(\vec{a}) \) only depends on how many values in \( \vec{a} \) are the same, or, the partition of \( \vec{a} \). This can be easily characterized by the corresponding permutation element \( \omega(\vec{a}) \) defined in Definition 1. The partition of \( \vec{a} \) is then the partition of corresponding permutation element \( \omega(\vec{a}) \).
For a $t$-dit string $\bar{a}$ with partition $[\lambda_1, \lambda_2, ..., \lambda_k]$, from Eq. (D11) we know that

$$T(\bar{a}) = T_{\lambda(\bar{a})} = \prod_{i=1}^{k}(\lambda_i)!.$$  \hfill (D15)

In our case, the $Q$ function only depends on the weight of $\bar{a}$, i.e., the number of same values in $\bar{a}$. More specifically,

$$Q_3 := O_+^2 = \sum_{\bar{a} \in \mathbb{Z}^+_d} O_+^2(\text{wt}(a_1a_2a_3)) |\bar{a}\rangle \langle \bar{a}|,$$

$$Q_4 := O_{123,124} = \sum_{\bar{a} \in \mathbb{Z}^+_d} O_+(\text{wt}(a_1a_2a_3))O_+(\text{wt}(a_1a_2a_4)) |\bar{a}\rangle \langle \bar{a}|,$$

$$Q_5 := O_{123,145} = \sum_{\bar{a} \in \mathbb{Z}^+_d} O_+(\text{wt}(a_1a_2a_3))O_+(\text{wt}(a_1a_4a_5)) |\bar{a}\rangle \langle \bar{a}|,$$

$$Q_6 := O_+^{\otimes 2} = \sum_{\bar{a} \in \mathbb{Z}^+_d} O_+(\text{wt}(a_1a_2a_3))O_+(\text{wt}(a_4a_5a_6)) |\bar{a}\rangle \langle \bar{a}|,$$  \hfill (D16)

with $O_+(wt = 1) = 2$, $O_+(wt = 2) = 1 - d$, and $O_+(wt = 2) = 1 + d^2$.

Therefore, to calculate $\sum_{\bar{a} \in \mathbb{Z}^+_d} Q(\bar{a}) \sum_{\pi \in S_t} |\bar{a}W_\pi \bar{a}\rangle$, we first classify all the $t$-dit strings $\bar{a} \in \mathbb{Z}^+_d$ by their partitions $\lambda \bar{a}$, and then further divide them by the weight of the subsystems. By counting the weight of the subsystems, we define the “sub-types” $\{j_\lambda\}$ of a given partition class $\lambda$ of $\bar{a}$. The partition $\lambda$ and sub-type $j_\lambda$ determine the value of $T(\bar{a}) = T_{\lambda(\bar{a})}$ and $Q(\bar{a}) = Q(j_\lambda)$, respectively. We then count the number of elements $\bar{a}$ in all partition classes and subtypes, and finally figure out the results.

To be more specifically,

$$\sum_{\bar{a} \in \mathbb{Z}^+_d} Q_3(\bar{a})T(\bar{a}) = \sum_{\lambda} T_\lambda \sum_{\bar{a} \in \lambda} Q_3(\bar{a})$$

$$= \sum_{\lambda} T_\lambda \sum_{\{j_\lambda\} \in \lambda} \#\{j_\lambda\} Q_3(j_\lambda).$$  \hfill (D17)

We start from the simplest $Q_3$ case, i.e., to estimate $\sum_{\bar{a} \in \mathbb{Z}^+_d} Q_3(\bar{a})T(\bar{a})$. When $t = 3$, the partition class of $\mathbb{Z}^+_d$ determines the subsystem weight in $\mathbb{Z}^+_d$. We classify the elements by $\lambda$ and list the values of $T_\lambda$ and $Q_3(j_\lambda)$ in Table III.

| Partition classes $\lambda$ | $\#\{\lambda\}$ | $T_\lambda$ | Sub-type $j_\lambda : a_1a_2a_3$ | $\#\{j_\lambda\}$ | $\text{wt}(a_1a_2a_3)$ | $Q_3(j_\lambda)$ |
|-----------------------------|-----------------|-------------|-----------------------------------|-------------------|------------------------|----------------|
| $[111]$                     | $1 \cdot A^3_d$ | 1           | abc                               | 1                 | $A^3_d$                | 4              |
| $[21]$                      | $3 \cdot A^2_d$ | 2           | $\text{abb}$                      | $3 \cdot A^2_d$   | 2                      | $(1 - d)^2$     |
| $[3]$                       | $1 \cdot A_d$   | 2           | $\text{aaa}$                      | $1 \cdot A_d$     | 3                      | $(1 + d^2)^2$   |

TABLE III. The classes and elements number of $\bar{a}$ for $T_\lambda$ and $Q_3(j_\lambda)$.

Therefore, from Eq. (D17) we have

$$\text{Tr}[\Phi^3(Q_3)\rho^{\otimes 3}] \leq \frac{(d - 1)!}{(d + 2)!} \sum_{\bar{a} \in \mathbb{Z}^+_d} Q_3(\bar{a})T(\bar{a})$$

$$= \frac{(d - 1)!}{(d + 2)!} \left\{ 4 \cdot 1 \cdot A^3_d + (1 - d)^2 \cdot 2 \cdot 3A^2_d + (1 + d^2)^2 \cdot 6 \cdot A^1_d \right\}$$

$$= \frac{6d^3 - 2d + 8}{d + 2} < 6d^2.$$  \hfill (D18)

For the $Q_4$ case, the sub-type of $\bar{a}$ depends on the weight of subsystem $\text{wt}(a_1a_2a_3)$ and $\text{wt}(a_1a_2a_4)$. We classify the elements by $\lambda$ and $j_\lambda$ in Table IV.
The classes and elements number of \( \bar{a} \) for \( T_\lambda \) and \( Q_4(\lambda) \). The sub-type \( j_\lambda \) is determined by the weight of subsystem \( a_1a_2a_3 \) and \( a_1a_2a_4 \). \#\{\( j_\lambda \)\} denote the number of elements contained in the sub-type \( j_\lambda \).

Therefore,

\[
\text{Tr}[\Phi^4(Q_4)\rho^{\otimes 4}] \leq \frac{(d-1)!}{(d+3)!} \sum_{\bar{a} \in \mathbb{Z}_d^4} Q_4(\bar{a})T(\bar{a}) \\
= \frac{(d-1)!}{(d+3)!} \left\{ 4 \cdot (1 \cdot A^3_3 + 2 \cdot A^3_4) + 2(1-d) \cdot 2 \cdot 4A^3_3 + (1-d)^2 \cdot (2 \cdot A^3_3 + 4 \cdot 3A^2_3 + 6 \cdot 2A^2_3) \\
+ (1 + d^2)(1-d) \cdot 3 \cdot 2A^2_3 + (1 + d^2)^2 \cdot 2 \cdot A^1_3 \right\} \\
= 2 \frac{7d^3 + 6d^2 + 3d + 8}{d^2 + 5d + 6} < 14d.
\] (D19)

For the \( Q_5 \) case, the sub-type of \( \bar{a} \) depends on the weight of subsystem \( wt(a_1a_2a_3) \) and \( wt(a_1a_4a_5) \). We classify the elements by \( \lambda \) and \( j_\lambda \) in Table V.

| Partition classes \( \lambda \) | \#\{\( \lambda \)\} | \( T_\lambda \) | Sub-type \( j_\lambda : a_1|a_2|a_3|a_4|a_5 \) | \#\{\( j_\lambda \)\} (\( wt(a_1a_2a_3), wt(a_1a_4a_5) \)) | \( Q_5(\lambda) \) |
|---|---|---|---|---|---|
| [11111] | 1 \cdot A^1_{12} | 1 | abc|de | 1 \cdot A^1_3 | (1, 1) | 4 |
| [2111] | 10 \cdot A^2_3 | 2 | a|bc|cd | 4 \cdot A^3_3 | (2, 1) | 2(1-d) |
| | | | b|aa|cd | 2 \cdot A^3_3 | (2, 1) | 2(1-d) |
| | | | b|ac|ad | 4 \cdot A^3_4 | (1, 1) | 4 |
| [221] | 15 \cdot A^3_3 | 4 | a|bc | 8 \cdot A^3_4 | (2, 1) | 2(1-d) |
| | | | a|ac|bb | 4 \cdot A^3_4 | (2, 2) | (1-d)^2 |
| | | | c|aa|bb | 1 \cdot A^3_4 | (2, 2) | (1-d)^2 |
| | | | c|ab|ab | 2 \cdot A^3_4 | (1, 1) | 4 |
| [311] | 10 \cdot A^3_4 | 6 | a|aa|bc | 2 \cdot A^3_4 | (3, 1) | 2(1-d^2) |
| | | | a|ab|ac | 4 \cdot A^3_4 | (2, 2) | (1-d)^2 |
| | | | b|aa|ac | 4 \cdot A^3_4 | (2, 1) | 2(1-d) |
| [32] | 10 \cdot A^3_4 | 12 | a|ab | 2 \cdot A^3_4 | (3, 2) | (1-d)(1+d^2) |
| | | | a|bb | 2 \cdot A^3_4 | (2, 2) | (1-d)^2 |
| | | | b|aa | 4 \cdot A^3_4 | (2, 2) | (1-d)^2 |
| [41] | 5 \cdot A^3_4 | 24 | a|ab | 4 \cdot A^3_4 | (3, 2) | (1-d)(1+d^2) |
| | | | b|aa | 1 \cdot A^3_4 | (2, 2) | (1-d)^2 |
| [5] | 1 \cdot A^3_4 | 120 | a|aa | 1 \cdot A^3_4 | (3, 3) | (1+d^2)^2 |

TABLE V. The classes and elements number of \( \bar{a} \) for \( T_\lambda \) and \( Q_5(\lambda) \). The sub-type is determined by the weight of subsystem \( a_1a_2a_3 \) and \( a_1a_4a_5 \). \#\{\( j_\lambda \)\} denote the number of elements contained in the sub-type \( j_\lambda \).
Therefore,

\[
\text{Tr}[\Phi^5(Q_5)\rho^{\otimes 5}] \leq \frac{(d-1)!}{(d+4)!} \sum_{\vec{a} \in \mathbb{Z}_2^d} Q_5(\vec{a})T(\vec{a})
\]

\[
= \frac{(d-1)!}{(d+4)!} \{4 \cdot (A_3^d + 2 \cdot 4A_4^d + 4 \cdot 2A_5^d) + 2(1-d) \cdot (2 \cdot 6A_4^d + 4 \cdot 8A_2^d + 6 \cdot 4A_3^d)
\]

\[
+ (1-d)^2 \cdot (4 \cdot 5A_3^d + 6 \cdot 4A_5^d + 12 \cdot 8A_2^d + 24A_3^d) + 2(1 + d^2) \cdot 6 \cdot 2A_3^d
\]

\[
+ (1 + d^2)(1-d) \cdot (12 \cdot 2A_3^d + 24 \cdot 4A_2^d) + (1 + d^2)^2 \cdot 120 \cdot A_4^d\}
\]

\[
= 48d^3 + 68d^2 + 60d + 64 < 48.
\]

(D20)

For the $Q_6$ case, the sub-type $j_\lambda$ of $\vec{a}$ depends on the weight of subsystem $wt(a_1a_2a_3)$ and $wt(a_4a_5a_6)$. We classify the elements by $\lambda$ and $j_\lambda$ in Table VI.

| Partition classes $\lambda$ | $\# \{\lambda\}$ | $T_\lambda$ | Sub-type $j_\lambda : a_1a_2a_3|a_4a_5a_6$ | $\# \{j_\lambda\}$ | $wt(a_1a_2a_3)$, $wt(a_4a_5a_6)$ | $Q_6(j_\lambda)$ |
|-----------------------------|------------------|-------------|---------------------------------------------|--------------------|----------------------------------|-----------------|
| [111111]                    | 1 · $A_2^d$      | 1           | $abc|def$                                   | 1 · $A_2^d$        | (2, 1)                           | 4               |
| [21111]                     | 15 · $A_2^d$     | 2           | $aab|cde$                                   | 6 · $A_2^d$        | (2, 1)                           | 2(1 - d)        |
| [22111]                     | 45 · $A_2^d$     | 4           | $aac|bbd$                                   | 9 · $A_2^d$        | (2, 2)                           | (1 - d)^2       |
| [2221]                      | 15 · $A_2^d$     | 8           | $aab|bcc$                                   | 9 · $A_2^d$        | (2, 2)                           | (1 - d)^2       |
| [31111]                     | 20 · $A_2^d$     | 6           | $aab|abc$                                   | 6 · $A_2^d$        | (2, 1)                           | 2(1 + d^2)      |
| [3211]                      | 60 · $A_2^d$     | 12          | $aab|abb$                                   | 6 · $A_2^d$        | (2, 1)                           | 2(1 - d)        |
| [33]                        | 10 · $A_2^d$     | 36          | $aab|bbb$                                   | 1 · $A_2^d$        | (3, 1)                           | (1 + d^2)^2     |
| [4111]                      | 15 · $A_2^d$     | 24          | $aab|abc$                                   | 6 · $A_2^d$        | (3, 1)                           | (1 + d^2)^2     |
| [42]                        | 15 · $A_2^d$     | 48          | $aab|abc$                                   | 9 · $A_2^d$        | (2, 2)                           | (1 + d^2)^2     |
| [51]                        | 6 · $A_2^d$      | 120         | $aab|aab$                                   | 6 · $A_2^d$        | (3, 2)                           | (1 - d)(1 + d^2)|
| [6]                         | 1 · $A_2^d$      | 720         | $aaa|aaa$                                   | 1 · $A_2^d$        | (3, 3)                           | (1 + d^2)^2     |

TABLE VI. The classes and elements number of $\vec{a}$ for $T_\lambda$ and $Q_6(j_\lambda)$. The sub-type is determined by the weight of subsystem $a_1a_2a_3$ and $a_4a_5a_6$. $\# \{\lambda\}$ denote the number of elements contained in the sub-type $j_\lambda$.

Therefore,

\[
\text{Tr}[\Phi^6(Q_6)\rho^{\otimes 6}] \leq \frac{(d-1)!}{(d+5)!} \sum_{\vec{a} \in \mathbb{Z}_2^d} Q_6(\vec{a})T(\vec{a})
\]

\[
= \frac{(d-1)!}{(d+5)!} \{4 \cdot (A_3^d + 2 \cdot 9A_4^d + 4 \cdot 18A_5^d + 8 \cdot 6A_2^d) + 2(1-d) \cdot (2 \cdot 6A_4^d + 4 \cdot 18A_2^d + 6 \cdot 18A_4^d + 12 \cdot 36A_3^d)
\]

\[
+ (1-d)^2 \cdot (4 \cdot 9A_3^d + 8 \cdot 9A_4^d + 12 \cdot 18A_5^d + 36 \cdot 9A_2^d + 24 \cdot 9A_3^d + 48 \cdot 9A_4^d) + 2(1 + d^2)(6 \cdot 2A_3^d + 24 \cdot 6A_2^d)
\]

\[
+ (1 + d^2)(1-d) \cdot (12 \cdot 6A_4^d + 48 \cdot 6A_2^d + 120 \cdot 6A_4^d + 120 \cdot 6A_5^d) + (1 + d^2)^2 \cdot (36 \cdot A_3^d + 720 \cdot A_4^d)\}
\]

\[
= 4d^4 + 59d^3 + 107d^2 + 109d + 84
\]

\[
= 4d^4 + 14d^3 + 71d^2 + 154d + 120 < 10.
\]

\[\square\]

**Proposition 14.** When $d \gg 1$, for the $Q_t$ defined in Eq. (D16), we have

\[
\sum_{\pi \in \mathcal{E}} \text{Tr}[W_\pi Q_t] > 0,
\]

(D22)
for all conjugacy classes $\xi$ in $S_t$.

Proof. We have

$$\sum_{\pi \in \xi} \text{Tr}[W_\pi Q_t] = \sum_{\vec{a} \in Z_t^\lambda} \sum_{\pi \in \xi} \text{Tr}[W_\pi |\vec{a}\rangle\langle \vec{a}|] Q_t(\vec{a})$$

$$= \sum_{\lambda} \sum_{\vec{a} \in \lambda} \sum_{\pi \in \xi} \text{Tr}[W_\pi |\vec{a}\rangle\langle \vec{a}|] Q_t(\vec{a})$$

$$= \sum_{\lambda} \gamma_{\xi,\lambda} \sum_{\vec{a} \in \lambda} Q_t(\vec{a})$$

$$= \sum_{\lambda} \gamma_{\xi,\lambda} F_\lambda(Q_t),$$

where the second equality is due to Proposition 12, $F_\lambda(Q_t) := \sum_{\vec{a} \in \lambda} Q_t(\vec{a})$.

The values of $\{F_\lambda(Q_t)\}$ for all $\lambda$ and $Q_t$ have been listed in Table III, IV, V, and VI. Below in Table VII, VIII, IX, and X, we list all the embedding constants $\gamma_{\xi,\lambda}$, as the intrinsic property of the permutation group $S_t$. We also list the leading term with respect to $d$ in $\{F_\lambda(Q_t)\}$ when $t = 3, 4, 5$ and 6.

From the tables we can calculate the values of $\sum_{\pi \in \xi} \text{Tr}[W_\pi Q_t]$, which are all positive.

$$\sum_{\pi \in \xi} \text{Tr}[W_\pi Q_t] = \sum_{\vec{a} \in Z_t^\lambda} \sum_{\pi \in \xi} \text{Tr}[W_\pi |\vec{a}\rangle\langle \vec{a}|] Q_t(\vec{a})$$

(D23)

With the tables above and the values of $F_\lambda(Q_t)$, we can bound the values of $\text{Tr}[\Phi_t(Q_t)\rho^\otimes t]$ tighter, using the information of $\rho$. 

| $\xi$ | $[111]$ | [21] | [3] |
|-------|--------|------|-----|
| [111] | 1      | 1    | 1   |
| [21]  | 0      | 1    | 3   |
| [3]   | 0      | 0    | 2.1 |

Leading term $\sum_{\vec{a} \in \lambda} Q_t(\vec{a})$ | $4d^3 - 3d^5 - d^6$

| $\lambda$ | $[1111]$ | [2111] | [221] | [311] | [32] | [41] | [5] |
|-----------|----------|--------|-------|-------|------|------|-----|
| [1111]    | 1        | 1      | 1     | 1     | 1    | 1    | 1   |
| [2111]    | 0        | 1      | 2     | 3     | 6    | 10   |
| [221]     | 0        | 0      | 0     | 1     | 0    | 3    |
| [311]     | 0        | 0      | 0     | 2.1   | 2.1  | 2.4  |
| [32]      | 0        | 0      | 0     | 2.1   | 0    | 2.1  |
| [41]      | 0        | 0      | 0     | 0     | 6.1  | 6.5  |
| [5]       | 0        | 0      | 0     | 0     | 24.1 |

Leading term $\sum_{\vec{a} \in \lambda} Q_t(\vec{a})$ | $4d^3 - 12d^5 - 5d^7 - 8d^9 - 2d^9 - 4d^9 - d^9$

| $\xi$ | $[11111]$ | [2111] | [2211] | [3111] | [321] | [411] | [5] |
|-------|----------|--------|--------|--------|-------|------|-----|
| [1111] | 1        | 1      | 1      | 1      | 1     | 1    | 1   |
| [2111] | 0        | 1      | 2      | 3      | 4     | 6    |
| [221]  | 0        | 0      | 1      | 0      | 3     | 15   |
| [311]  | 0        | 0      | 0      | 2.1    | 2.1   | 2.4  |
| [32]   | 0        | 0      | 0      | 2.1    | 0     | 2.1  |
| [41]   | 0        | 0      | 0      | 0      | 6.1   |
| [5]    | 0        | 0      | 0      | 0      | 24.1  |

Leading term $\sum_{\vec{a} \in \lambda} Q_t(\vec{a})$ | $4d^3 - 12d^5 - 5d^7 - 8d^9 - 2d^9 - 4d^9 - d^9$
be expanded as

Here, we have

\begin{align}
\text{Table X. The embedding constants } \gamma_{\xi,\lambda} \text{ for permutation group } S_6.
\end{align}

**Proposition 15.** When \( d \gg 1 \), and the rank of \( \rho \) is constant with respect to \( d \), for the \( Q_I \) defined in Eq. (D16), we have

\begin{align}
\text{Tr}[\Phi^3(Q_I)\rho^{\otimes 3}] \sim \frac{1}{d^3} \left\{ d^6 + 3d^5\text{Tr}[\rho^2] + 2d^5\text{Tr}[\rho^3] \right\}, \\
\text{Tr}[\Phi^4(Q_I)\rho^{\otimes 4}] \sim \frac{1}{d^4} \left\{ d^6\text{Tr}[\rho^2] + 3d^5\text{Tr}[\rho^2]^2 + 4d^5\text{Tr}[\rho^3] + 6d^5\text{Tr}[\rho^4] \right\}, \\
\text{Tr}[\Phi^5(Q_I)\rho^{\otimes 5}] \sim \frac{1}{d^5} \left\{ 2d^6\text{Tr}[\rho^2]^2 + 16d^5\text{Tr}[\rho^2]\text{Tr}[\rho^3] + 6d^5\text{Tr}[\rho^4] + 24d^5\text{Tr}[\rho^5] \right\}, \\
\text{Tr}[\Phi^6(Q_I)\rho^{\otimes 6}] \sim \frac{1}{d^6} \left\{ 4d^6\text{Tr}[\rho^3]^2 \right\}.
\end{align}

for all the possible partition \( \xi \) of \( S_t \).

**Proof.** When \( d \gg 1 \), we have

\begin{align}
\text{Tr}[\Phi^t(Q)\rho^{\otimes t}] = \sum_{\pi,\sigma \in S_t} C_{\pi,\sigma} \text{Tr}[W_\pi Q] \text{Tr}[W_\sigma \rho^{\otimes t}]
&= \sum_{\pi,\alpha \in S_t} C_{\pi,\alpha\pi^{-1}} \text{Tr}[W_\pi Q] \text{Tr}[W_{\alpha\pi^{-1}} \rho^{\otimes t}]
&= \sum_{\alpha \in S_t} Wg(\alpha, d) \sum_{\pi \in S_t} \text{Tr}[W_\pi Q] \text{Tr}[W_{\alpha\pi^{-1}} \rho^{\otimes t}]
\end{align}

Here, \( \alpha = \sigma\pi \). \( Wg(\alpha, d) \) is the Weingarten function defined in Section A. When \( d \gg 1 \), the Weingarten function can be expanded as

\begin{align}
Wg(\alpha, d) = d^{k(\alpha) - 2t} \prod_{i=1}^{k(\alpha)} (-1)^{\xi_i - 1} C_{\alpha\xi_i - 1} + \mathcal{O}(d^{k(\alpha) - 2t - 2}),
\end{align}

where \( k(\alpha) \) is the cycle number of \( \alpha \), \( \xi(\alpha) = (\xi_1, \xi_2, ..., \xi_{k(\alpha)}) \) is the partition of \( \alpha \). \( C_{\alpha_q} := \frac{(2q)!}{q!(q+1)!} \) is the Catalan number.

From Eq. (D35) in the proof of Proposition 16, we know that the highest rank of \( \sum_{\pi \in S_t} \text{Tr}[W_\pi Q] \text{Tr}[W_{\alpha\pi} \rho^{\otimes t}] \) is \( \mathcal{O}(d^3) \) when \( t = 3, 4, 5 \) and less than \( \mathcal{O}(d^6) \) when \( t = 6 \), regardless of \( \alpha \). Later we will show that when \( \alpha = I \), the highest order can be reached. Therefore, without loss of generality, we consider the leading term when \( \alpha = I \).

From Eq. (D26), when \( d \gg 1 \), the leading term in Eq. (D25) is

\begin{align}
\text{Tr}[\Phi^t(Q)\rho^{\otimes t}] \sim Wg(I, d) \sum_{\pi \in S_t} \text{Tr}[W_\pi Q] \text{Tr}[W_{\pi^{-1}} \rho^{\otimes t}]
&= d^{-t} \sum_{\pi \in S_t} \text{Tr}[W_\pi Q] \text{Tr}[\rho^{\otimes t} W_\pi]
&= d^{-t} \sum_\xi H_\xi(\rho) \sum_{\pi \in \xi} \text{Tr}[W_\pi Q].
\end{align}
Here, the first equation is due to Eq. (D26). The second equation is because the value of $\text{Tr}[W \pi \rho \otimes t]$ only depends on the partition of $\pi$,

$$\text{Tr}[W \pi \rho \otimes t] = \prod_{i=1}^{k(\pi)} \text{Tr}[\rho^{\xi_i(\pi)}] := H_\xi(\rho).$$  \hspace{1cm} (D28)

In our case, the $Q$ observables we care about are the ones defined in Eq. (D16). From Proposition 14, we know that $\sum_{\pi \in \xi} \text{Tr}[W \pi Q] > 0$ for all possible partition $\xi$. Then from Eq. (D27) we have

$$\text{Tr}[\Phi^t(Q)\rho \otimes t] \sim d^{-t} \sum_{\xi} H_\xi(\rho) \sum_{\pi \in \xi} \text{Tr}[W \pi Q]$$

$$\leq d^{-t} \sum_{\xi} \sum_{\pi \in \xi} \text{Tr}[W \pi Q]$$

$$= \frac{1}{d^t} \sum_{\xi} H_\xi(\rho) \sum_{\lambda} \gamma_{\xi,\lambda} \sum_{\bar{a} \in \lambda} Q_t(\bar{a})$$

$$= \frac{1}{d^t} \sum_{\xi,\lambda} \gamma_{\xi,\lambda} H_\xi(\rho) F_\lambda(Q_t),$$  \hspace{1cm} (D29)

Here, $F_\lambda(Q_t) := \sum_{\bar{a} \in \lambda} Q_t(\bar{a})$. In the first inequality, we use the fact that $H_\xi(\rho) \leq 1$. The first equality is because

$$\sum_{\pi \in \xi} \text{Tr}[W \pi Q_t] = \sum_{\lambda} \gamma_{\xi,\lambda} \sum_{\bar{a} \in \lambda} Q_t(\bar{a}).$$  \hspace{1cm} (D30)

Note that the coefficient $H_\xi(\rho) \leq 1$ for all $\xi$, which is irrelevant of the dimension $d$. Therefore, when $d \gg 1$, we only need to consider the leading terms in $F_\lambda(Q_t)$.

From the Tables VII, VIII, IX, and X, we can calculate the leading term of $\text{Tr}[\Phi^t(Q_t)\rho \otimes t]$ with respect to $d$. \hfill \Box

In the discussion above, we assume the rank of $\rho$ to be small and independent of $d$. This requirement simplifies the discussion, since $\text{Tr}[W \pi \rho \otimes t]$ is then not related to $d$. In the general case when the rank of $\rho$ is not a constant, one can still bound the order of $d$ of each variance term.

**Proposition 16.** When $d \gg 1$, for the $Q_t$ defined in Eq. (D16), the asymptotic relation with respect to $d$ is

$$\text{Tr}[\Phi^3(Q_3)\rho \otimes 3] = O(d^2),$$

$$\text{Tr}[\Phi^4(Q_4)\rho \otimes 4] = O(d),$$

$$\text{Tr}[\Phi^5(Q_5)\rho \otimes 5] = O(1),$$

$$\text{Tr}[\Phi^6(Q_6)\rho \otimes 6] = O(1).$$  \hspace{1cm} (D31)

**Proof.** Recall that

$$\text{Tr}[\Phi^t(Q_t)\rho \otimes t] = \sum_{\alpha \in S_t} W g(\alpha, d) \sum_{\pi \in S_t} \text{Tr}[W \pi Q_t | \text{Tr}[W \pi \rho \otimes t]],$$  \hspace{1cm} (D32)

with $W g(\alpha, d) = d^{k(\alpha) - 2t} \prod_{\ell=1}^{k(\alpha)} (-1)^\xi_{\ell} - 1 + O(d^{k(\alpha) - 2t - 2})$. The highest $d$-order of $\text{Tr}[\Phi^t(Q_t)\rho \otimes t]$ is bounded by the multiplication of the highest $d$-order of $W g(\alpha, d)$, $\text{Tr}[W \pi Q_t]$, and $\text{Tr}[W \pi \rho \otimes t]$. We have already known that

$$W g(\alpha, d) = O(d^{-1}), \quad \text{Tr}[W \pi \rho \otimes t] = O(1).$$  \hspace{1cm} (D33)
Therefore, we only need to bound the highest $d$-order of $\text{Tr}[W_x Q_x]$. Note that

$$
\text{Tr}[W_x Q_x] = \sum_{\vec{a} \in \mathbb{Z}_d} Q_x(\vec{a}) \text{Tr}[W_x |\vec{a}\rangle \langle \vec{a}|]
$$

$$
= \sum_{\vec{a} \in \mathbb{Z}_d} Q_x(\vec{a}) \mathbb{I}[\pi \subseteq \omega(\vec{a})]
$$

$$
= \sum_{\lambda} \sum_{j_\lambda} Q_x(j_\lambda) \sum_{\vec{a} \in j_\lambda} \mathbb{I}[\pi \subseteq \omega(\vec{a})]
$$

$$
\leq \sum_{\lambda} \sum_{j_\lambda} |j_\lambda| Q_x(j_\lambda)
$$

$$
= \sum_{\lambda} F_\lambda(Q_x).
$$

(D34)

Here, $F_\lambda(Q_x) := \sum_{\vec{a} \in \lambda} Q_x(\vec{a})$. From Table VII, VIII, IX, and X, we have

$$
\text{Tr}[W_x Q_3] \leq \sum_{\lambda} F_\lambda(Q_3) = \mathcal{O}(d^5),
$$

$$
\text{Tr}[W_x Q_4] \leq \sum_{\lambda} F_\lambda(Q_4) = \mathcal{O}(d^5),
$$

(D35)

$$
\text{Tr}[W_x Q_5] \leq \sum_{\lambda} F_\lambda(Q_5) = \mathcal{O}(d^5),
$$

$$
\text{Tr}[W_x Q_6] \leq \sum_{\lambda} F_\lambda(Q_6) = \mathcal{O}(d^6).
$$

Combining this with $W g(\alpha, d) = \mathcal{O}(d^{-t})$ and $\text{Tr}[W_x \rho^\otimes t]$, we finish the proof.

Proposition 17. For observable $O_+ \in \mathcal{L}((\mathcal{H}^A)^{\otimes 3})$ with the form $O_+ = \sum_{\vec{a} \in \mathbb{Z}_d^3} [1 + (-d)wt(\vec{a})^{-1}]|\vec{a}\rangle \langle \vec{a}|$, when the random unitaries are chosen within unitary 3-design, we have

$$
\text{Tr}[\Phi^t(O_+^2 \rho^{\otimes 3})] = (d + 2)^{-1} \{(d + 1)(d^2 + 3d + 4) + 3d(d - 1)(d + 1)\text{Tr}[\rho^2] + 2(d^3 - d^2 + 6)\text{Tr}[\rho^3]\}
$$

for all states $\rho \in \mathcal{D}(\mathcal{H}^A)$.

Proof. By applying the Weingarten integral, we have

$$
\text{Tr}[\Phi^t(O_+^2 \rho^{\otimes 3})] = \sum_{\pi, \sigma \in S_t} C_{\pi, \sigma} \text{Tr}[W_x O_+^2] \text{Tr}[W_x \rho^{\otimes t}],
$$

(D37)

where $C_{\pi, \sigma}$ is the Weingarten matrix of $S_3$ group. With a direct calculation, we finish the proof.

In the negativity detection, we also need the twirling results for local random Clifford gates $U_A \otimes V_B$ for $Q \in \mathcal{L}((\mathcal{H}^{AB})^\otimes t)$. In general, it is much harder to calculate the variance terms $\{\Delta_t\}$ defined in Eq. (C32). Here, we mainly consider two cases: 1) the underlying state is a pure tensor state. 2) the asymptotic case $d \gg N_M \gg 1$. We have the following propositions.

Proposition 18. For observable $O_{++} \in \mathcal{L}((\mathcal{H}^{AB})^{\otimes 3})$ with the form

$$
O_{++} = O_A^A \otimes O_B^B = \sum_{\vec{a}, \vec{b} \in \mathbb{Z}_d^2} [1 + (-d)wt(\vec{a})^{-1}] [1 + (-d)wt(\vec{b})^{-1}] |\vec{a}\rangle \langle \vec{a}| \otimes |\vec{b}\rangle \langle \vec{b}|,
$$

(D38)

when the random unitaries are chosen in $\mathcal{E}_A \times \mathcal{E}_B$, where $\mathcal{E}_A, \mathcal{E}_B$ are unitary 6-designs, when the underlying state $\rho \in \mathcal{D}(\mathcal{H}^A)$ is a pure tensor state, we have

$$
\Delta_6 = \text{Tr}[\Phi^6(\rho_1 \otimes \rho_2)(O_{++}^6 \rho^{\otimes 6})] = \Gamma_6^2(\psi, O_{++}^6, \mathcal{E}) < 10^2,
$$

$$
\Delta_5 = \text{Tr}[\Phi^5(\rho_1 \otimes \rho_2)(O_{++}^{123,145} \rho^{\otimes 5})] = \Gamma_5^2(\psi, O_{123,145}^6, \mathcal{E}) < 48^2,
$$

$$
\Delta_4 = \text{Tr}[\Phi^4(\rho_1 \otimes \rho_2)(O_{++}^{123,124} \rho^{\otimes 4})] = \Gamma_4^2(\psi, O_{123,124}^6, \mathcal{E}) < (14d)^2,
$$

$$
\Delta_3 = \text{Tr}[\Phi^3(\rho_1 \otimes \rho_2)(O_{++}^{145} \rho^{\otimes 3})] = \Gamma_3^2(\psi, O_{++}^6, \mathcal{E}) < (6d^2)^2,
$$

(D39)

where $O_{123,145}^{AB}$ and $O_{123,124}^{AB}$ is defined in Eq. (C33), and $\{\Gamma_t\}$ are defined in Eq. (C11). $\psi$ is a pure state.
Proof. Here, we slightly modify the derivation in Eq. (D13),

\[
\text{Tr}[\Phi_A \otimes \Phi_B](Q^A \otimes Q^B) \rho_{AB}^{\otimes t} = \sum_{\pi,\sigma,\alpha,\beta \in S_t} C_{\pi,\sigma} C_{\alpha,\beta} \text{Tr}[(W^\pi_\sigma \otimes W^\beta_\alpha)(Q^A \otimes Q^B)] \text{Tr}[(W^\sigma_\alpha \otimes W^B_\beta)\rho_{AB}^{\otimes t}]
= \sum_{\pi,\alpha \in S_t} \text{Tr}[(W^\pi_\sigma \otimes W^\beta_\alpha)(Q^A \otimes Q^B)] \left( \sum_{\sigma \in S_t} C_{\pi,\sigma} \right) \left( \sum_{\beta \in S_t} C_{\alpha,\beta} \right)
= \left( \frac{(d-1)!}{(d+t-1)!} \right)^2 \sum_{\pi \in S_t} \text{Tr}[(W^\pi_\sigma \otimes W^\beta_\alpha)(Q^A \otimes Q^B)]
= \Gamma^2(t,\pi,t,\mathcal{E}).
\]

Here, the second equality is because \(\text{Tr}[(W^\sigma_\alpha \otimes W^B_\beta)\rho_{AB}^{\otimes t}] = 1\) when \(\rho_{AB} = \psi_A \otimes \psi_B\).

In the proposition above, we consider the pure separable state. For a mixed product state \(\rho_{AB} = \rho_A \otimes \rho_B\), the term \(\text{Tr}[(W^\sigma_\alpha \otimes W^B_\beta)(Q^A \otimes Q^B)]\) is still decoupled, same as the mixed state in the 3-order purity case. The general separable state is just a convex mixture. Thus, similar to the 3-order purity results, the more mixed the state is, the smaller variance is.

In general, the state \(\rho_{AB}\) is entangled. In this case, the absolute value of \(\text{Tr}[(W^\sigma_\alpha \otimes W^B_\beta)\rho_{AB}^{\otimes t}]\) is still bounded by 1.

**Proposition 19.** For any \(\rho_{AB} \in D(\mathcal{H}^{AB})\) and \(\pi, \sigma \in S_t\),

\[
|\text{Tr}[(W^\sigma_\pi \otimes W^B_\sigma)\rho_{AB}^{\otimes t}]| \leq 1. \tag{D41}
\]

**Proof.** Any bipartite mixed state can be written in the convex decomposion \(\rho_{AB} = \sum_j p_j \Psi_j\), where \(\Psi_j\) is pure state and \(p_j\) is the corresponding probability. For \(t\)-copies of \(\rho_{AB}\), we have

\[
\rho_{AB}^{\otimes t} = \sum_{j} p_j^{t} \bigotimes_{k=1}^{t} \Psi_j[k]. \tag{D42}
\]

As a result, we only need to prove that any term \(\text{Tr}[(W^\sigma_\pi \otimes W^B_\sigma)\bigotimes_{k=1}^{t} \Psi_k]\) \(\leq 1\), where \(\Psi_k\) can be any bipartite pure state. For a given pure state \(\Psi_k\), the Schmidt decomposition shows

\[
\Psi = \sum_{i=1}^{d} g_i |\psi_i\rangle^A |\phi_i\rangle^B = \sum_{i=1}^{d} g_i U^A_\psi |i\rangle^A U^B_\phi |i\rangle^B, \tag{D43}
\]

where \(g_i\) is the positive coefficient and \(\{|\psi_i\rangle^A\}, \{|\phi_i\rangle^B\}\) are orthogonal bases on \(A, B\) respectively, which can be transformed from computational bases by \(U^A_\psi, U^B_\phi\). In fact, the state can be written in a more compact form \(\Psi = \sum_{i=1}^{d} g_i U^B_{\phi} |i\rangle^A |i\rangle^B\), where \(U = U_\phi U_\psi^T\) operating on subsystem \(B\). We denote \(D = GU\) and \(D' = D^\dagger = U^T G\).

\(\bigotimes_{k=1}^{t} \Psi_k\) is a tensor-od pure state on the \(t\)-copy Hilbert space. Similar to Eq. (B29), we may use the Bell-state trick to simplify the equation,

\[
\text{Tr}[(W^\sigma_\pi \otimes W^B_\sigma)\bigotimes_{k=1}^{t} \Psi_k] = \text{Tr}[(W^\sigma_\pi \otimes W^B_\sigma)\bigotimes_{k=1}^{t} D_k(\Psi_k^{\otimes t})] = \text{Tr} [W_\alpha (D'_1 D_{\sigma(1)} \otimes D'_2 D_{\sigma(2)} \cdots \otimes D'_{t} D_{\sigma(t)})]
\]

where \(\alpha = \sigma \pi^{-1}\) together is some permutation on the \(t\)-copy space, \(\Psi_+ = \sum_{i,j=1}^{d} |ii\rangle \langle jj|\) is the unnormalized Bell state. The final result depends on the cycle structure of \(\alpha\). For example, for \(t = 3\) and \(\alpha = (12)(3)\), the result is \(\text{Tr}[D'_1 D_{\sigma(1)} D'_2 D_{\sigma(2)}]\text{Tr}[D'_3 D_{\sigma(3)}]\). Thus, to prove that the total value is less than 1, one only need to prove the the absolute value of each term in a cycle, e.g., \(\text{Tr}[D'_1 D_{\sigma(1)} D'_2 D_{\sigma(2)}]\) is less than 1.
Here we show that $|\text{Tr}[D_1' D_2' D_3' D_4']| \leq 1$ and other terms can be proved similarly.

$$\begin{align*}
|\text{Tr}[D_1' D_2' D_3' D_4']| &= |\text{Tr}[U_1' G_1 G_2 U_2' U_3' G_3 G_4 U_4']| \\
&= |\text{Tr}[U G_1 V G_3 G_4]| \\
&= \left| \sum_{i,j} \langle j | U | i \rangle G_1^i G_2^j \langle i | V | j \rangle G_3^i G_4^j \right| \\
&\leq \sum_{i,j} G_1^i G_2^j G_3^i G_4^j \left( \langle i | U | j \rangle \left| \langle j | V | i \rangle \right| \right) \\
&\leq \sum_{i,j} G_1^i G_2^j G_3^i G_4^j \\
&\leq \sqrt{\sum_i G_1^2} \sqrt{\sum_j G_2^2} \sqrt{\sum_j G_3^2} \sqrt{\sum_j G_4^2} \leq 1.
\end{align*}$$

(D45)

Here in the second line, we denote $U = U_3 U_4^\dagger$, $V = U_2 U_3^\dagger$, the second inequality because of the transition probability $|\langle i | U | j \rangle| \leq 1$, the third one is based on Cauchy-Schwarz inequality, and the last one is just the subnormalization requirement on the coefficients $G_k$.

Before we get further to estimate $\{\Delta_t\}$ for general $\rho_{AB}$, we first study the term $\text{Tr}[W_\sigma^A \otimes W_\sigma^B \rho_{AB}^{\otimes t}]$. Here we would like to consider how the entanglement of the state affects the variance and focus on a general bipartite pure state $\Psi_{AB}$.

**Proposition 20.** For a pure bipartite state $\Psi_{AB}$, the Schmidt decomposition is

$$\begin{align*}
|\Psi\rangle_{AB} &= \sum_{i=1}^d g_i U^B |i\rangle_A |i\rangle_B = G U^B \sum_{i=1}^d |i\rangle_{AB} = D |\Psi_+\rangle_{AB},
\end{align*}$$

where $G = \text{diag}\{g_1, g_2, \ldots\}$ is the Schmidt coefficient matrices, $U^B$ is a local unitary on system $B$, and $|\Psi_+\rangle_{AB} := \sum_{i=1}^d |i\rangle_{AB}$ is the unnormalized Bell state. Then

$$\text{Tr}[(W_\sigma^A \otimes W_\sigma^B) |\Psi_+\rangle_{AB}^{\otimes t}] = \prod_{i=1}^{\#\text{cycles}(\beta)} \text{Tr}[\Lambda^{\xi_i(\beta)}] := \chi(\Psi, \beta),$$

(D47)

where $\beta = \sigma \pi^{-1}$, $\Lambda = G^t G = \text{diag}\{p_1, p_2, \ldots\}$ is the Schmidt probabilities, and $\xi(\beta)$ is the cycle structure of $\beta \in S_d$.

Moreover, $\chi(\Psi, \beta)$ is bounded by the Rényi -entropy,

$$d_0(\Psi)^{\#\text{cycles}(\beta)-t} \leq \chi(\Psi, \beta) \leq d_t(\Psi)^{\#\text{cycles}(\beta)-t},$$

(D48)

where $d_0(\Psi) := 2^{S_0(\Psi)}$, and $S_\alpha(\Psi)$ is the $\alpha$-Rényi entropy,

$$S_\alpha(\Psi) = \frac{1}{1-\alpha} \log \sum_i p_i^\alpha, \quad \alpha > 0; \alpha \neq 1.$$  

(D49)

**Proof.** We have

$$\begin{align*}
\text{Tr}[(W_\sigma^A \otimes W_\sigma^B) |\Psi_+\rangle_{AB}^{\otimes t}] &= \text{Tr}[(W_\sigma^A \otimes W_\sigma^B)(\bigotimes_{k=1}^t D_k)(\bigotimes_{k=1}^t D_k^\dagger)] \\
&= \text{Tr} \left[ W_{\beta} \left( D_{\sigma(1)} \otimes D_{\sigma(2)}^t \cdots \otimes D_{\sigma(t)}^t \right) \right] \quad = \text{Tr}[W_{\beta} D^{\otimes t}] \\
&= \prod_{l=1}^{\#\text{cycles}(\beta)} \text{Tr}[\Lambda^{\xi_l(\beta)}] = \chi(\Psi, \beta),
\end{align*}$$

(D50)

where $\beta = \sigma \pi^{-1}$, $\Lambda = G^t G$ and $\lambda_i$ denote the cycle length. It is clear that the value depends on $\Lambda = \{p_i\}$ thus the state $\Psi_{AB}$. Denote the Schmidt rank of $\Psi_{AB}$ (the rank of $\Lambda$) as $d_0(\Psi)$, which is related to $S_0(\Psi)$ by $d_0 = 2^{S_0}$; denote the $t$-rank $d_t := 2^{S_t}$, where $S_t$ is the Rényi -$t$ entropy. From the definition we obtain Eq. (D48),

$$d_0(\Psi)^{\#\text{cycles}(\beta)-t} \leq \chi(\Psi, \beta) \leq d_t(\Psi)^{\#\text{cycles}(\beta)-t}.$$  

(D51)
Note that the inequalities are saturated when the spectrum of $\Lambda$ is flat, that is, $\Psi_{AB}$ is the Bell state in dimension $d\psi$. In fact, one can make the bound tighter by considering the $d_{\min} = 2^{\bar{S}_\chi(\Psi)}$ with $k = \max\{\xi(\beta)\}$; $d_{\max} = 2^{\bar{S}_\chi(\Psi)}$ with $k = \min\{\xi(\beta)\}$ but exclude 1,

$$d_{\max}^{(\#cycles(\beta)-1)} \leq \chi(\Psi, \beta) \leq d_{\min}^{(\#cycles(\beta)-1)}. \quad (D52)$$

When $\Psi_{AB} = \psi_A \otimes \psi_B$, $d_0 = d_t = 1$, then $\chi(\Psi, \beta) = 1$. On the other hand, when $\Psi_{AB} = \Psi_+$ is the Bell state, $d_0 = d_t = d$, then $\chi(\Psi, \beta) = d^{\#cycles(\beta)-1}$. For a generic mixed state, the value of $\chi(\rho, \beta)$ is

$$\text{Tr}[(W_A^\pi \otimes W_{\sigma}^B)\rho_{AB}^\otimes t]$$

$$\sum_j p_j \text{Tr}[(W_\pi^\sigma \otimes W_{\sigma}^B)(\Psi_{j(1)} \otimes \Psi_{j(2)} \otimes \ldots \otimes \Psi_{j(t)}])$$

$$\sum_j p_j \text{Tr}[W_\sigma^\otimes t(D_{j(1)} \otimes D_{j(2)} \otimes \ldots \otimes D_{j(t)})]$$

$$\sum_j p_j \text{Tr}[W_\sigma^\otimes t(D_{j(1)} \otimes D_{j(2)} \otimes \ldots \otimes D_{j(t)})] = \chi(\rho_{AB}, \beta),$$

where $\beta = \alpha \sigma^{-1}$. Therefore, $\chi(\rho, \beta)$ only depends on the cycle structure of $\beta$. It is like an “averaged” version of the Rényi-entropy.

Now we study the asymptotic property of $\{\Delta_t\}$ when $d \gg 1$.

**Proposition 21.** When $d \gg 1$, for the $Q_t$ defined in Eq. (D16), the asymptotic relation with respect to $d$ is

$$\Delta_3 = \text{Tr}[(\Phi_A^3(Q_3^A) \otimes \Phi_B^3(Q_3^B))\rho_{AB}^\otimes 3] = \mathcal{O}(d^4),$$

$$\Delta_4 = \text{Tr}[(\Phi_A^4(Q_4^A) \otimes \Phi_B^4(Q_4^B))\rho_{AB}^\otimes 4] = \mathcal{O}(d^2),$$

$$\Delta_5 = \text{Tr}[(\Phi_A^5(Q_5^A) \otimes \Phi_B^5(Q_5^B))\rho_{AB}^\otimes 5] = \mathcal{O}(1),$$

$$\Delta_6 = \text{Tr}[(\Phi_A^6(Q_6^A) \otimes \Phi_B^6(Q_6^B))\rho_{AB}^\otimes 6] = \mathcal{O}(1). \quad (D54)$$

**Proof.** Using Weingarten integral, we have

$$\Delta_t = \text{Tr}[(\Phi_A^t(Q_1^A) \otimes \Phi_B^t(Q_1^B))\rho_{AB}^\otimes t]$$

$$\sum_{\sigma, \beta \in S_t} W_\sigma(\sigma, d)W_\beta(\beta, d) \sum_{\pi, \alpha \in S_t} \text{Tr}[W_\pi^\alpha Q_t \text{Tr}[W_\alpha^\beta Q_t] \text{Tr}[(W_\sigma^\alpha \otimes W_\beta^\alpha)\rho_{AB}^\otimes t]. \quad (D55)$$

The highest $d$-order of $\Delta_t$ is bounded by the multiplication of the highest $d$-order of $W_\sigma(\sigma, d)$, $\text{Tr}[W_\pi^\alpha Q_t]$, and $\text{Tr}[W_\beta^\alpha Q_t]$. We have already known that $W_\sigma(\sigma, d) = \mathcal{O}(d^\xi)$. From Proposition 16 we know that

$$\text{Tr}[W_\pi^\alpha Q_3] = \mathcal{O}(d^5), \text{Tr}[W_\pi^\alpha Q_4] = \mathcal{O}(d^6),$$

$$\text{Tr}[W_\pi^\alpha Q_5] = \mathcal{O}(d^5), \text{Tr}[W_\pi^\alpha Q_6] = \mathcal{O}(d^6). \quad (D56)$$

Moreover, from Proposition 19 we have $\text{Tr}[(W_\pi^\alpha \otimes W_\beta^\alpha)\rho_{AB}^\otimes t] = \mathcal{O}(1)$. Combine all this results, we obtain Eq. (D54).

**Proposition 22.** When $d \gg 1$, for the $Q_t$ defined in Eq. (D16), for the Bell state $\Psi_+$, the asymptotic relation with respect to $d$ is

$$\Delta_3 = \text{Tr}[(\Phi_A^3(Q_3^A) \otimes \Phi_B^3(Q_3^B))\Psi^+_1] = \Theta(d^4),$$

$$\Delta_4 = \text{Tr}[(\Phi_A^4(Q_4^A) \otimes \Phi_B^4(Q_4^B))\Psi^+_4] = \Theta(d^2),$$

$$\Delta_5 = \text{Tr}[(\Phi_A^5(Q_5^A) \otimes \Phi_B^5(Q_5^B))\Psi^+_5] = \Theta(1),$$

$$\Delta_6 = \text{Tr}[(\Phi_A^6(Q_6^A) \otimes \Phi_B^6(Q_6^B))\Psi^+_6] = \Theta(1). \quad (D57)$$
Proof. Since we already have Proposition 21, we only need to prove that
\[
\Delta_3 = \Omega(d^4), \quad \Delta_4 = \Omega(d^2),
\]
\[
\Delta_5 = \Omega(1), \quad \Delta_6 = \Omega(1).
\] (D58)

Without loss of generality, we first choose the term with \(\sigma = \beta = I = ()\) in Eq. (D55). Later we show that this term is indeed the term with leading order of \(d\).
\[
\Delta_\ell \sim Wg(I, d)Wg(I, d) \sum_{\pi, \alpha \in S_t} \text{Tr}[W_\pi Q_\alpha] \text{Tr}[W_\alpha Q_\pi] \text{Tr}[(W_\pi^A \otimes W_\alpha^B)\Psi^{-t}].
\] (D59)

From Proposition 20 we know that,
\[
\chi(\Psi^+, \beta) = d^{#cycles(\beta)} - 1.
\] (D60)

When \(\beta = I\), the value of \(\chi\) takes the highest order with respect to \(d\). Then
\[
\Delta_\ell \sim Wg(I, d)Wg(I, d) \sum_{\pi \in S_t} \text{Tr}[W_\pi Q_1] \text{Tr}[W_1 Q_\pi]
\]
\[
= \frac{1}{d^{-2t}} \sum_{\pi \in S_t} \left( \sum_{\bar{a} \in \mathbb{Z}^t_d} Q_\pi(\bar{a}) 1[\pi \subseteq \omega(\bar{a})] \right) \left( \sum_{\bar{b} \in \mathbb{Z}^t_d} Q_1(\bar{b}) 1[\pi \subseteq \omega(\bar{b})] \right)
\]
\[
= \frac{1}{d^{-2t}} \sum_{\pi \in S_t} \left( \sum_{\bar{a} \in \mathbb{Z}^t_d} Q_\pi(\bar{a}) 1[\pi \subseteq \omega(\bar{a})] \right)^2
\] . (D61)

Note that for any given \(\pi\), the term \(\left( \sum_{\bar{a} \in \mathbb{Z}^t_d} Q_\pi(\bar{a}) 1[\pi \subseteq \omega(\bar{a})] \right)^2\) is always positive. Therefore, to estimate the lower bound, we can choose some of the terms in it. If \(\pi = (12..t)\), the term is
\[
\frac{1}{d^{-2t}} \left( \sum_{a=0}^{d-1} (1 + d^2)^2 \right)^2 = \frac{1}{d^{-2t}} [d(1 + d^2)^2]^2 \sim O(d^{60-2t}).
\] (D62)

For \(t = 6, \) if \(\pi = (123)(456)\), the term is
\[
\frac{1}{d^{-12}} \left( \sum_{a=0}^{d-1} (1 + d^2)^2 + \sum_{\bar{a} \in \mathbb{Z}^t_d, a_1 \neq a_2} (1 + d^2)^2 \right)^2 = \frac{1}{d^{-12}} [d(1 + d^2)^2 + d(d-1)(1 + d^2)^2]^2 \sim O(1).
\] (D63)

Combine with Proposition 21, we finish the proof. \(\square\)

**Proposition 23.** For observable \(O_+ \in \mathcal{L}((\mathcal{H}^A)^{\otimes 3})\) with the form \(O_+ = \sum_{\bar{a} \in \mathbb{Z}^t_d} [1 + (-d)^{\text{wt}(\bar{a})-1}][\bar{a}]_\bar{a}\), when the random unitaries are chosen within unitary 3-design, we have
\[
\text{Tr}[\Phi^3_B(O_+\otimes \Phi^3_B(O_+^2)\rho_{AB}^{\otimes 3})]
\]
\[
= \frac{1}{(d+2)^2} \left\{ [\text{Tr}(\rho_A^3) + \text{Tr}(\rho_B^3)] [3d(d-1)^2(d+1)(d^2 + 3d + 4)] + [\text{Tr}(\rho_A^3) + \text{Tr}(\rho_B^3)] [2(d-1)(6 + (d-1)d^2)(d^2 + 3d + 4)] + \text{Tr}(\rho_{AB}^3)[3d^2(d^2 - 1)^2] + \text{Tr}(\rho_{AB}^3)[2(6 + (d-1)d^2)^2] + \text{Tr}(\rho_{AB}^3)[6d^2(d^2 - 1)^2] + [\text{Tr}(\rho_{AB}^2 \rho_A) + \text{Tr}(\rho_{AB}^2 \rho_B)][6d(d-1)(d+1)((d-1)d^2 + 6)] + 2\text{Tr}[(\rho_{AB}^3)^3][(d-1)d^2 + 6)^2] + (d(d+1)^2 - 4)^2 \right\}
\] (D64)

for all states \(\rho \in \mathcal{D}(\mathcal{H}^{AB})\).

**Proof.** By applying the Weingarten integral, we have
\[
\text{Tr}[\Phi^3_B(O_+^2) \otimes \Phi^3_B(O_+^2)\rho_{AB}^{\otimes 3}] = \sum_{\pi, \sigma, \sigma' \in S_t} C_{\pi,\sigma} C_{\sigma',\sigma'} \text{Tr}[W_\pi^A Q_\alpha] \text{Tr}[W_\sigma^B Q_\beta] \text{Tr}[W_{\sigma'}^A \otimes W_{\sigma'}^B \rho_{AB}^{\otimes t}]
\] (D65)

where \(C_{\pi,\sigma}, C_{\sigma',\sigma'}\) is the Weingarten matrix of \(S_3\) group. With a direct calculation, we finish the proof. \(\square\)
Appendix E: Detailed numerical results

In this section, we show the detailed numerical results of the statistical error. In the main text, the statistical error of the negativity-moment $\text{Tr}(\rho_{AB}^3)$ has been presented, which is evaluated using the unbiased estimator $M_{neg}$. As constructed in Section C, the estimator $M_{neg}$ is composed of two independent estimators $M_{neg} = M_{+} - M_{-}$, with expectation values being $\text{Tr}(\rho_{AB}^3) + \text{Tr}(\rho_{AB}^3)$ and $\text{Tr}(\rho_{AB}^3)$, respectively. Here, we show the statistical errors for both of them with finite $N_U$ and $N_M$.

The prepared state is set as the mixture of the Bell state $\Psi_+$ and the white noise, $\rho_{AB} = (1 - p)\Psi_+ + p\mathbb{I}/D$, which mimics a common experimental preparation. For given $N_U$ and $N_M$, and other related parameters, such as $p$ and the dimension $D$, we run the estimation scheme for $N_{av} = 100$ times, and get the average error. We also consider the effect of the properties of the state on the error, such as the mixedness and the entanglement. The simulation is based on the Matlab package [67].

1. Statistical error of global 3-order purity term

From Fig. 5, one can see that for different values of $N_M$, the error always decreases with slope $-0.5$ versus $N_U$ in the Log-Log plot; and the error decreases as the increase of the dimension $D$, which are both described by our analytical result in Proposition 9 in Section C.

Since we adopt global unitary $U_{AB}$ twirling in the evaluation of the $\text{Tr}(\rho_{AB}^3)$, the entanglement of $\rho_{AB}$ does not affect the statistical error, but the purity does. For instance, the pure product state $|\phi_A\rangle|\phi_B\rangle$ share the same error with the Bell state. In Fig. 6, we plot the error for different white noise level described by the parameter $p$, for given $N_U$ and $N_M$. One can see that the larger the mixedness is, the smaller the error is.

2. Statistical error of negativity + purity term

Similar to the 3-order purity case, from Fig. 7 one can see that for different values of $N_M$, the error always decreases with slope $-0.5$ versus $N_U$ in the Log-Log plot; and the error decreases as the increase of the dimension $D$, which are both described by our analytical result in Proposition 11 in Section C.

Here we adopt the bi-local unitary $U_A \otimes U_B$ twirling in the evaluation of the $\text{Tr}(\rho_{AB}^3) + \text{Tr}(\rho_{AB}^3)$, thus not only the mixedness but also the entanglement of $\rho_{AB}$ affect the statistical error. In Fig. 8, we plot the error for the pure product state $|\phi_A\rangle|\phi_B\rangle$, the Bell state $|\Psi_+\rangle$, and the Bell state mixed with white noise $\rho_{AB} = (1 - p)|\Psi_+\rangle + p\mathbb{I}/D$ and $p = 0.3$. We can see that as the increase of the entanglement, i.e., from $|\phi_A\rangle|\phi_B\rangle$ to $|\Psi_+\rangle$, the error decreases; when adding the noise and making the state more mixed, the error also decreases.
FIG. 6. The effect of the mixedness on the statistical errors of the estimator $\hat{M}_{+}^{AB}$. (a) Average statistical error of the estimated 3-order purity $\text{Tr}(\rho_{AB})^3$ as a function of $N_U$ for the noisy parameter $p = 0, 0.3, 0.6$ with $D = 10 \times 10$. The unitaries are sampled from the Haar measure numerically, and the prepared state is Bell state mixed with white noise $p = 0.3$, i.e., $\rho_{AB} = (1 - p)\Psi_{+} + pI/D$.

FIG. 7. Scaling of statistical errors of the estimator $\hat{M}_{+}^{AB}$. (a) Average statistical error of the estimated quantity $\text{Tr}(\rho_{AB}^3) + \text{Tr}(\rho_{AB}^{3T})$ as a function of $N_U$ for various $N_M$ with $D = 10 \times 10$. (b) for $D=5 \times 5$ and $10 \times 10$, with $N_M = \infty$. The unitaries are sampled from the Haar measure numerically, and the prepared state is Bell state mixed with white noise $p = 0.3$, i.e., $\rho_{AB} = (1 - p)\Psi_{+} + pI/D$.

FIG. 8. The effect of the mixedness and entanglement on the statistical errors of the estimator $\hat{M}_{+}^{AB}$ in $D = 10 \times 10$ system. Average statistical error of the estimated quantity $\text{Tr}(\rho_{AB}^3) + \text{Tr}(\rho_{AB}^{3T})$ as a function of $N_U$ for various states, the pure product state $|\phi_A\rangle|\phi_B\rangle$, the Bell state $|\Psi_{+}\rangle$ and $\rho_{AB} = (1 - p)\Psi_{+} + pI/D$ with $p = 0.3$. The unitaries are sampled from the Haar measure numerically, and the prepared state is Bell state mixed with white noise.