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Abstract

We prove spectral and dynamical localization for Anderson models on locally finite graphs using the fractional moment method. Our theorems extend earlier results on localization for the Anderson model on $\mathbb{Z}^d$. We establish geometric assumptions for the underlying graph such that localization can be proven in the case of sufficiently large disorder.
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1 Introduction

A strong form of idealization in solid state physics is to deal with ideal crystals, whose quantum mechanical properties can be modeled with periodic selfadjoint operators. Such operators always exhibit only absolute continuous spectrum. However, true materials will have distortions (e.g. dislocations, vacancies, presence of impurity atoms), and their modeling leads to the study of random Schrödinger operators. In this paper we study spectral properties of certain discrete random Schrödinger operators $H$. A motivation for studying spectral properties is their close relation (e.g. via the RAGE-Theorem) with dynamical properties of the wave packets $\psi_t(\cdot) = e^{-itH}\psi_0(\cdot)$ governed by the time-dependent Schrödinger equation.

A fundamental result for random Schrödinger operators is the physical phenomenon of localization. There are different mathematical formulations for this. We discuss two of them; spectral localization, i.e. the almost sure absence of continuous spectrum, and dynamical localization, i.e. the wave packets $\psi_t(\cdot) = e^{-itH}\psi_0(\cdot)$ stay trapped in a finite region of space for all time (almost surely).

The prototype of a random Schrödinger operator is the so-called Anderson model [And58]. The Anderson model is given by the discrete random Schrödinger operator $h_\omega = h_0 + \lambda v_\omega$ on $l^2(\mathbb{Z}^d)$ where $h_0$ denotes the negative discrete Laplacian, representing the kinetic energy, $v_\omega$ is a random potential given by a collection of independent identically distributed (i.i.d.) random variables $\{\omega_k\}_{k \in \mathbb{Z}^d}$, and the parameter $\lambda \geq 0$
measures the strength of the disorder. In the higher-dimensional case there are two methods to prove spectral and dynamical localization, respectively. The multiscalar analysis introduced by Fröhlich and Spencer in [FS83] and further developed, e.g., in [FMSS85, vDK89], and the fractional moment method introduced by Aizenman and Molchanov in [AM93] and further developed, e.g., in [Gra94, Hun00, ASFH01]. The first paper concerning dynamical localization for the Anderson model on $\mathbb{Z}^d$ was [Aiz94]. A typical localization result in the case of large disorder (and under some mild regularity condition on the distribution of $\{\omega_k\}_{k \in \mathbb{Z}^d}$) according to the fractional moment method is the following statement:

**Theorem 1.1 ([AM93]).** Let $s \in (0, 1)$ and assume that $\lambda > (2dC)^{1/s}$ where $C$ is a constant depending only on $s$ and on the distribution of $\{\omega_k\}_{k \in \mathbb{Z}^d}$. Then $h_0$ has almost surely only pure point spectrum with exponentially localized eigenfunctions.

Aizenman and Molchanov stated in [AM93] that this result also applies to random Schrödinger operators on graphs with a uniform bound on the vertex degree. The quantity $2d$ in Theorem 1.1 then has to be replaced by the uniform bound on the vertex degree.

In this paper we extend Theorem 1.1 to Anderson models on a certain class of locally finite graphs including all graphs with a uniform bound on the vertex degree and also certain graphs which have no uniform bound on the vertex degree. We prove spectral and dynamical localization in the case of sufficiently large disorder. We establish a geometric quantity which corresponds to the term $2d$ from Theorem 1.1. For a class of graphs which Hammersley [Ham57] called crystals, this quantity can be related to the so-called connective constant.

## 2 Model and results

Let $G = (V,E)$ be an infinite, locally finite, connected graph without loops or multiple edges where $V = V(G)$ is the set of vertices and $E = E(G)$ is the set of edges. We use the notation $x \sim y$ to indicate that an edge connects the vertices $x$ and $y$. Moreover, we denote by $m(x)$ the valence at a vertex $x \in V$, that is, $m(x) := \#\{y \in V : y \sim x\}$ denotes the number of vertices connected by an edge to $x$. Recall that locally finite means $m(x) < \infty$ for all $x \in V$, while $m(x)$ is not necessarily uniformly bounded. As usual, we denote by $d(x,y)$ the graph distance of $x$ and $y$, that is, the length of the shortest $x - y$ path in $G$, where the length of a path is the number of its edges. Recall that $G$ is assumed to be connected, so that $d(x,y) \in \mathbb{N}_0$ for all $x,y \in V$. Further, for $n \in \mathbb{N}$ and $x \in V$, the symbol $c_x(n)$ denotes the number of self-avoiding walks with length $n$ starting in $x$, where we set $c_x(0) = 1$. A self-avoiding walk is a walk which never intersects itself. Let us moreover introduce two geometric assumptions which may hold or not.

**Assumption (A).** There exists $\alpha \in (0, 1)$, such that for all $y \in V$

$$\sum_{k \in V} \alpha^{d(k,y)} c_k(d(k,y)) < \infty. \quad (1)$$
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Assumption (B). There exists $\beta \in (0, 1)$, such that for some $o \in V$, all $y \in V$ and any $p \geq 0$
\[
\sum_{x \in V} \sum_{k \in V} |d(o, x)|^p \left( \beta^{d(x, k) + d(k, y)} c_x(d(x, k)) c_k(d(k, y)) \right)^{1/2} < \infty.
\] (2)

Definition 2.1. If Assumption [A] is satisfied we set
\[
\alpha^* := \sup \{ \alpha \in (0, 1) : \text{[11] holds true for all } y \in V \}.
\]
If Assumption [B] is satisfied we set
\[
\beta^* := \sup \{ \beta \in (0, 1) : \text{[2] holds true for some } o \in V, \text{ all } y \in V \text{ and any } p > 0 \}.
\]

The validity of Assumption [A] and [B] as well as quantitative estimates for the critical values $\alpha^*$ and $\beta^*$ are discussed in Remark 2.6 at the end of this section.

Let us introduce the Hilbert space $L^2(V) := \{ \psi : V \to \mathbb{C} \mid |\sum_{x \in V} |\psi(x)|^2 < \infty \}$ with inner product $\langle \psi, \phi \rangle := \sum_{x \in V} \overline{\psi(x)} \phi(x)$ and denote by $C_c(V) \subset L^2(V)$ the dense subset of functions $\psi : V \to \mathbb{C}$ with finite support. On $L^2(V)$, we define the discrete Laplace operator $\Delta_c : C_c(V) \to L^2(V)$, representing the kinetic energy term, by
\[
(\Delta_c \psi)(x) := -m(x) \psi(x) + \sum_{y \sim x} \psi(y).
\]

Notice that $\Delta_c$ is unbounded, iff there is no uniform bound on the vertex degree. However, it is known that $\Delta_c$ is essentially selfadjoint, see e.g. [Woj08, Web10, Jor08], or [KL11] for a proof in a more general framework. Therefore, $\Delta_c$ has a unique selfadjoint extension, which we denote in the following by $\Delta : D(\Delta) \subset L^2(V) \to L^2(V)$. The random potential term $V_\omega : L^2(V) \to L^2(V)$ is defined by
\[
(V_\omega \psi)(x) := \omega(x) \psi(x).
\]

Here, we assume that $\{\omega(x)\}_{x \in V}$ is given by a collection of independent identically distributed (i.i.d.) random variables, each distributed with the same density $\rho \in L^\infty(\mathbb{R}) \cap L^1(\mathbb{R})$. We assume that $\text{supp } \rho = \{ t \in \mathbb{R} : \rho(t) \neq 0 \}$ is a bounded set. The symbol $\mathbb{E}\{ \cdot \}$ denotes the expectation with respect to the probability measure, i.e.
\[
\mathbb{E}\{ \cdot \} := \int_{\Omega} (\cdot) \prod_{k \in V} \rho(\omega_k) d\omega_k
\]
where $\Omega = \times_{k \in V} \mathbb{R}$. For a set $\Gamma \subset V$, $\mathbb{E}_\Gamma \{ \cdot \}$ denotes the expectation with respect to $\omega_k$, $k \in \Gamma$. That is, $\mathbb{E}_\Gamma \{ \cdot \} := \int_{\Omega_\Gamma} (\cdot) \prod_{k \in \Gamma} \rho(\omega_k) d\omega_k$ where $\Omega_\Gamma := \times_{k \in \Gamma} \mathbb{R}$. Since $\rho$ has finite support, $V_\omega$ is a bounded operator. We define the operator $H_\omega : D(\Delta) \to L^2(V)$ for $\lambda > 0$ by
\[
H_\omega := -\Delta + \lambda V_\omega.
\] (3)

Since $\Delta$ is selfadjoint and $V_\omega$ is bounded and symmetric, it follows that $H_\omega$ is a selfadjoint operator. For the operator $H_\omega$ in Eq. (3) and $z \in \mathbb{C} \setminus \mathbb{R}$ we denote the corresponding resolvent by $G_\omega(z) := (H_\omega - z)^{-1}$. For the Green function, which assigns to each $(x, y) \in V \times V$ the corresponding matrix element of the resolvent, we use the notation
\[
G_\omega(z; x, y) := \langle \delta_x, (H_\omega - z)^{-1} \delta_y \rangle.
\] (4)

Here, for $k \in V$, $\delta_k \in L^2(V)$ denotes the Dirac function given by $\delta_k(k) = 1$ for $k \in V$ and $\delta_k(j) = 0$ for $j \in V \setminus \{k\}$. Notice that $\{\delta_k : k \in V\}$ is a complete orthonormal system for $L^2(V)$.

The quantity $\lambda/\|\rho\|_\infty^{-1}$ may be understood as a measure of the disorder present in the model. Our results are the following three theorems.
Theorem 2.2. Let \( s \in (0, 1) \). Then we have for all \( x, y \in V \) and all \( z \in C \setminus R \)
\[
\mathbb{E}\{|G_\omega(z;x,y)|^s\} \leq C' C^{d(x,y)} c_x(d(x,y)),
\]
where
\[
C := \lambda^{-s} \|\rho\|_\infty 2^{s^{-s} x} \frac{1}{1-s} \quad \text{and} \quad C' := 2^s + 1 C.
\]

Theorem 2.3. Let \( s \in (0, 1) \) and Assumption [A] be satisfied. Assume that
\[
\lambda \|\rho\|_\infty > \left( \frac{1}{\alpha^*} \frac{2^s - s}{1-s} \right)^{1/s}.
\]
Then \( H_\omega \) exhibits almost surely only pure point spectrum, i.e. \( \sigma_c(H_\omega) = \emptyset \) almost surely.

Theorem 2.4. Let \( s \in (0, 1) \) and Assumption [B] be satisfied. Assume that
\[
\lambda \|\rho\|_\infty > \left( \frac{1}{\beta^*} \frac{2^s - s}{1-s} \right)^{1/s}.
\]
Then we have for some \( o \in V \), any \( p \geq 0 \), \( \psi \in \ell^2(V) \) of compact support and \( a, b \in \mathbb{R} \) with \( a < b \) that
\[
\sup_{t \in \mathbb{R}} \|X_o|p\hat{e}^{-iH_\omega P(a,b)\psi}\| < \infty \quad \text{almost surely.}
\]

Here, for an interval \( I \subset \mathbb{R} \), \( P_I = P_I(H_\omega) \) denotes the spectral projection onto the Interval \( I \) associated to the operator \( H_\omega \). For \( o \in V \) the operator \( X_o : \ell^2(V) \to \ell^2(V) \) denotes the position operator given by \( (X_o \psi)(x) = d(x,o) \psi(x) \).

Theorem 2.2 concerns an estimate of an averaged fractional power of the Green function in terms of selfavoiding walks. In the case of sufficiently large disorder, the constant \( C \) is smaller than one. Thus, if the number of self-avoiding walks starting in \( x \) do not increase “too fast” with their length, then Theorem 2.2 may be understood as an decay estimate for off-diagonal Green function elements. Theorem 2.2 is proven in Section 4, while the boundedness of an averaged fractional power of the Green function is proven in Section 3. The proofs are based on methods developed in [AM93, Gra94, ASFH01].

Theorem 2.3 and Theorem 2.4 concern spectral and dynamical localization. They are proven in Section 5. While the conclusion from fractional moment bounds to localization is well developed for the lattice \( \mathbb{Z}^d \), see e.g. [AM93, Gra94, ASFH01], the proof of our results causes difficulties due to the fact that our Laplacian is unbounded.

Remark 2.5. Notice that dynamical localization implies spectral localization by the RAGE-theorem, see e.g. [Sto10], but not vice versa as examples in [dRJLS96] show. From this fact and Theorem 2.4 (on dynamical localization) it follows that under Assumption [B] we have spectral localization in the large disorder regime. Under Assumption [A], however, we do not know whether dynamical localization holds true. Further, at present, we are not able to establish any relation between the conditions [A] and [B]. For this reason, we give a separate proof of spectral localization under Assumption [A] in Section 5.
Remark 2.6. In this remark we discuss the validity of Assumption [A] and [B] and quantitative estimates of $\alpha^*$ and $B^*$. See Section 6 for more details and proofs. For $y \in V$ and $n \in \mathbb{N}$ we denote by $S_y(n) = \{ x \in V : d(x,y) = n \}$ the sphere of radius $n$ centered at $y$. For finite $\Gamma \subset V$, $|\Gamma|$ denotes the number of elements of $\Gamma$.

(i) Assume that $G$ has uniformly bounded vertex degree, i.e., there is a $K \in \mathbb{N}$ such that $m(x) \leq K$ for all $x \in V$. Then Assumptions [A] and [B] are fulfilled.

(ii) There are also graphs with no uniform bound on the vertex degree which satisfy Assumption [A] and [B]. We give two examples. The first one is a rooted tree where the number of offsprings $O(g)$ in generation $g \in \mathbb{N}_0$ is given by $O(g) = \log_2 g$ if $\log_2 g \in \mathbb{N}$ and $O(g) = 1$ else. The second example has vertex set $V = \mathbb{Z}^2$. Two vertices $x$ and $y$ are connected by an edge if their $\ell^1$-distance is one. Furthermore, for $n = 3, 4, 5, \ldots$, the vertex $(2^n, 0)$ is connected to all vertices whose $\ell^1$-distance to $(2^n, 0)$ equals $n$. Obviously, these two graphs have no uniform bound on their vertex degree. However, both graphs obey Assumptions [A] and [B].

What matters that a graph $G = (V,E)$ satisfies Assumption [A] is that for each $y \in V$ there are $a, b > 0$ such that $c_y(n) \leq a \cdot b^n$ for all $n \in \mathbb{N}$. If the constants $a$ and $b$ exist uniformly in $y \in V$ then the graph $G$ also satisfies Assumption [B].

(iii) Hammersley proved in [Ham57] for a class of graphs called crystals that there exists a constant $\mu$, called the connective constant of a graph, such that

$$\lim_{n \to \infty} c_x(n)^{\frac{1}{n}} = \mu \quad \text{for all } x \in V.$$ 

Now assume that $G$ is a crystal. Then the following statements hold true:

(a) Assume that for each vertex $y \in V$ there is a polynomial $p_y$ such that $|S_y(n)| \leq p_y(n)$ for all $n \in \mathbb{N}$. Then Assumption [A] is satisfied and $\alpha^* = 1/\mu$.

(b) Assume there is a polynomial $p$, such that $|S_y(n)| \leq p(n)$ for all $n \in \mathbb{N}$ and $y \in V$. Then Assumption [B] is satisfied and $B^* = 1/\mu$.

(c) Assume that there are $a \in (0, \infty)$ and $b \in (1, \infty)$ such that $|S_y(n)| \leq ab^n$ for all $y \in V$ and $n \in \mathbb{N}$. Then Assumptions [A] and [B] are satisfied and $\alpha^*, B^* \geq 1/(b \mu)$.

In particular, for the lattice $\mathbb{Z}^d$ with standard edges we can replace $1/\alpha^*$ and $1/B^*$ in Theorem 2.3 and 2.4 by $\mu$. Notice that $\mu$ is typically smaller than $2d - 1$, see [Ham63]. Hence, we have weakened the disorder assumption of Theorem 1.1.

Remark 2.7. Theorem 2.3 gives almost surely absence of continuous spectrum for the operator $H_\omega = -\Delta + \lambda V_\omega$ in the case of sufficiently large disorder whenever the graph $G$ satisfies Assumption [A]. However, depending on the graph $G$, even the graph Laplacian itself may have no continuous spectrum. Keller proves in [Kel10] the following theorem.

Theorem 2.8 ([Kel10]). Let $G = (V,E)$ be infinite and $\alpha_\infty > 0$. Then $\sigma_{\text{ess}}(\Delta) = \emptyset$ if and only if $m_\infty = \infty$. 
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Here \( m_\infty = \lim_{K \to \infty} m_K \) where \( m_K = \inf\{m(v) \mid v \in V \setminus K\} \) for finite \( K \subset V \), and \( a_\infty \) is the Cheeger constant at infinity introduced in [Fuj96]. For the precise meaning of the limit \( K \to \infty \) we refer to [Kel10]. Notice that the continuous spectrum of an operator is always contained in the essential spectrum.

The assumptions of Theorem 2.8 and Assumption \([\mathbb{A}]\) are in some sense contrary. Assumption \([\mathbb{A}]\) may be interpreted that the graph grows slowly, this justifies to think of the Laplacian (at least on finite sets) as a perturbation of \( \mathcal{V}_\omega \). The assumptions of Theorem 2.8 may be interpreted that the graph grows rapidly. Notice that the examples in Remark 2.6 satisfy Assumption \([\mathbb{A}]\) but do not satisfy \( m_\infty = \infty \). It is an open question if there are graphs satisfying Assumption \([\mathbb{A}]\) \( a_\infty > 0 \) and \( m_\infty = \infty \).

### 3 Boundedness of Green’s function

To show the boundedness of averaged fractional powers of the Green function we use the method proposed in [Gra94] for the case \( V = \mathbb{Z}^d \). The proof is independent of the underlying geometry and applies directly to Anderson models on locally finite graphs.

Let \( \Gamma \subset V \). All through this paper, we will assume that either \( \Gamma \) is finite or \( V \setminus \Gamma \) is finite (or the empty set). For \( k \in \Gamma \) we define the Dirac function \( \delta_k \in \ell^2(\Gamma) \) by \( \delta_k(k) = 1 \) and \( \delta_k(j) = 0 \) for \( j \in \Gamma \setminus \{k\} \). Let the operators \( P_\Gamma : \ell^2(\Gamma) \to \ell^2(\Gamma) \) and \( P_\Gamma : \ell^2(V) \to \ell^2(\Gamma) \) be given by

\[
P_\Gamma \psi = \psi(x) \delta_x \quad \text{and} \quad P_\Gamma \psi := \sum_{k \in \Gamma} \psi(k) \delta_k.
\]

Note that the adjoint \((P_\Gamma)^* : \ell^2(\Gamma) \to \ell^2(V)\) is given by \((P_\Gamma)^* \phi = \sum_{k \in \Gamma} \phi(k) \delta_k\). On \( \ell^2(\Gamma) \), the restricted operators \( \Delta_\Gamma, V_\Gamma \) and \( H_\Gamma \) are formally given by

\[
\Delta_\Gamma := P_\Gamma \Delta P_\Gamma^*, \quad V_\Gamma := P_\Gamma V_\omega P_\Gamma^* \quad \text{and} \quad H_\Gamma := P_\Gamma H_\omega P_\Gamma^* = -\Delta_\Gamma + \lambda V_\Gamma.
\]

We say formally since we did not say anything about their domain. If \( \Gamma \) is finite, the operators \( \Delta_\Gamma, V_\Gamma \) and \( H_\Gamma \) are bounded and thus selfadjoint on the domain \( \ell^2(\Gamma) \).

Otherwise, if \( V \setminus \Gamma \) is finite, \( \Delta_\Gamma \) may be understood as a bounded perturbation of the Laplace operator of the induced subgraph \( G[\Gamma] \), and is thus essentially selfadjoint on the domain \( C_c(\Gamma) \). Therefore, \( \Delta_\Gamma : C_c(\Gamma) \to \ell^2(\Gamma) \) has a unique selfadjoint extension, which we again denote by \( \Delta_\Gamma : D(\Delta_\Gamma) \to \ell^2(\Gamma) \). Since \( V_\Gamma \) is bounded, \( H_\Gamma : D(\Delta_\Gamma) \to \ell^2(\Gamma) \) is selfadjoint. We denote the resolvent of \( H_\Gamma \) by \( G_\Gamma(z) := (H_\Gamma - z)^{-1} \) and the Green function by \( G_\Gamma(z;x,y) := \langle \delta_x, G_\Gamma(z) \delta_y \rangle \) for \( z \in \mathbb{C} \setminus \mathbb{R} \) and \( x, y \in \Gamma \).

To prove the boundedness of an averaged fractional power of the Green function we use the fact that for \( \Gamma \subset V \), all \( x, y \in \Gamma \) and \( z \in \mathbb{C} \setminus \mathbb{R} \) we have the representation

\[
G_\Gamma(z;x,y) = \frac{\lambda^{-1}}{\omega_x - \beta} \quad \text{and} \quad |G_\Gamma(z;x,y)| \leq \frac{\lambda^{-1}}{|\omega_x - \gamma|} + \frac{\lambda^{-1}}{|\omega_x - \delta|},
\]

where \( \beta \) and \( \gamma \) do not depend on \( \omega_x \), and \( \delta \) is independent of \( \omega_x \). This was shown in [Gra94] in the case \( V = \mathbb{Z}^d \) and applies directly to our setting. A second fact is standard spectral averaging. More precisely, let \( g : \mathbb{R} \to \mathbb{R} \) non-negative with \( g \in L^\infty(\mathbb{R}) \cap L^1(\mathbb{R}) \) and \( s \in (0, 1) \). Then we have for all \( \beta \in \mathbb{C} \)

\[
\int_{\mathbb{R}} |\xi - \beta|^{-s} g(\xi) d\xi \leq \|g\|_1\|g\|_1^{-s} 2^s s^{-s} \frac{1}{1 - s},
\]
see e. g. [Gra94] for a proof. Equation (6) and Eq. (7) imply the following lemma on the boundedness of an averaged fractional power of the Green function.

**Lemma 3.1.** Let \( s \in (0, 1) \) and \( \Gamma \subset V \). Then we have for all \( x, y \in \Gamma \) with \( x \neq y \) and all \( z \in \mathbb{C} \setminus \mathbb{R} \) the estimates

\[
\mathbb{E}_{\{x\}} \left\{ \left| G_{\Gamma}(z;x,x) \right|^s \right\} \leq \lambda^{-s} \| \rho \|_\infty^s \frac{2^s - s}{1 - s} = C
\]

and

\[
\mathbb{E}_{\{x,y\}} \left\{ \left| G_{\Gamma}(z;x,y) \right|^s \right\} \leq \lambda^{-s} \| \rho \|_\infty^s \frac{2^{s+1} - s}{1 - s} = C'.
\]

### 4 Moment bounds in terms of self-avoiding walks; proof of Theorem 2.2

In this section we consider so called “depleted” Hamiltonians. Such Hamiltonians are obtained by setting to zero the operators “hopping terms” along a collection of bonds. More precisely, let \( \Gamma \subset V \) be an arbitrary set and \( \Lambda \subset \Gamma \) be a finite set. We define the depleted Laplace operator \( \Delta^\Lambda : D(\Delta^\Lambda) \to \ell^2(\Gamma) \) by

\[
\left\langle \delta_x, \Delta^\Lambda \delta_y \right\rangle := \begin{cases} 
0 & \text{if } x \in \Lambda, \ y \in \Gamma \setminus \Lambda \text{ or } y \in \Lambda, \ x \in \Gamma \setminus \Lambda, \\
\left\langle \delta_x, \Delta^\Lambda \delta_y \right\rangle & \text{else.}
\end{cases}
\]

In other words, the hopping terms which connect \( \Lambda \) with \( \Gamma \setminus \Lambda \) or vice versa are deleted. The depleted Hamiltonian \( H^\Lambda : D(\Delta^\Lambda) \to \ell^2(\Gamma) \) is then defined by

\[
H^\Lambda := -\Delta^\Lambda + V^\Gamma.
\]

Let further \( T^\Lambda := \Delta^\Lambda - \Delta^\Lambda \) be the difference between the “full” Laplace operator and the depleted Laplace operator. Since \( \Lambda \) is assumed to be finite, \( T^\Lambda \) is a bounded operator and thus \( \Delta^\Lambda \) and \( H^\Lambda \) are selfadjoint operators. Analogously to Eq. (4) we use the notation \( G^\Lambda(z) = (H^\Lambda - z)^{-1} \) and \( G_{\Lambda}(z;x,y) = \left\langle \delta^\Lambda_x, G^\Lambda(z) \delta^\Lambda_y \right\rangle \). The second resolvent identity yields for arbitrary sets \( \Lambda \subset \Gamma \subset V \)

\[
G_{\Gamma}(z) = G^\Lambda(z) + G_{\Gamma}(z) T^\Lambda G^\Lambda(z).
\]

Notice that \( G^\Lambda_{\Gamma}(z;x,y) = G_{\Gamma \setminus \Lambda}(z;x,y) \) for all \( x, y \in \Gamma \setminus \Lambda \) and that \( G^\Lambda_{\Gamma}(z;x,y) = 0 \) if \( x \in \Lambda \) and \( y \notin \Lambda \) or vice versa, since \( H^\Lambda \) is block-diagonal with the two blocks \( \Lambda \) and \( \Gamma \setminus \Lambda \).

**Lemma 4.1.** Let \( \Gamma \subset V \) and \( s \in (0, 1) \). Then we have for all \( x, y \in \Gamma \) with \( x \neq y \)

\[
\mathbb{E}_{\{x\}} \left\{ \left| G_{\Gamma}(z;x,y) \right|^s \right\} \leq \lambda^{-s} \| \rho \|_\infty^s \sum_{k \in \Gamma \setminus \{x\}} \sum_{\{k \in \Gamma \setminus \{x\} \}} \left| G_{\Gamma \setminus \{k\}}(z;k,y) \right|^s.
\]

**Proof.** By assumption \( \{x,y\} \subset \Gamma \). Starting point of the proof is Eq. (8) with the choice \( \Lambda := \{x\} \). Taking the matrix element \( (x,y) \) gives

\[
G_{\Gamma}(z;x,y) = G^\Lambda_{\Gamma}(z;x,y) + \left\langle \delta_x, G_{\Gamma}(z) T^\Lambda G^\Lambda_{\Gamma}(z) \delta_y \right\rangle.
\]
The first summand on the right hand side of the above identity is zero, since \( x \in \Lambda \) and \( y \not\in \Lambda \). For the second term we calculate

\[
G_\Gamma(z;x,y) = \langle \delta_x, G_\Gamma(z) T_1^\Lambda G_\Gamma^\Lambda(z) \delta_y \rangle = G_\Gamma(z;x,x) \sum_{k \in \Gamma \setminus \Lambda} G_{\Gamma \setminus \Lambda}(z;k,y).
\]

(10)

Since \( G_{\Gamma \setminus \Lambda}(z) \) is independent of \( \omega_x \), we obtain the statement of the lemma by taking absolute value to the power of \( s \), averaging with respect to \( \omega_x \) and using Lemma 3.1.

Remark 4.2. If one iterates Eq. (10) exactly \( d(x,y) \) times, starting with \( \Gamma = V \), one obtains a representation formula for the Green function in terms of selfavoiding walks.

In [Hun08] Hundertmark also establishes in the case \( V = \mathbb{Z}^d \) a representation for the finite volume Green function in terms of selfavoiding walks. However, the proof of this representation formula uses the fact that the Laplacian is bounded, which is true on the lattice \( \mathbb{Z}^d \) but not in our setting.

Proof of Theorem 2.2. If \( x = y \), we obtain the statement of the theorem by Lemma 3.1. Assume \( x \neq y \) and set \( l = d(x,y) \). In order to estimate \( \mathbb{E}\{ |G_\omega(z;x,y)|^4 \} \) we iterate Eq. (9) exactly \( l \) times, starting with \( \Gamma = V \), and obtain

\[
\mathbb{E}\{ |G_\omega(z;x,y)|^4 \} \leq \left( \lambda^s \| \rho \|_\infty \right)^{2l} \sum_{w \in \text{SAW}(x,l)} \mathbb{E}\{ |G_{\Gamma \setminus \Lambda}(z;w(l),y)|^4 \}.
\]

Here, for \( x \in V \) and \( n \in \mathbb{N} \), \( \text{SAW}(x,n) \) denotes the set of all self-avoiding walks in \( G \) starting in \( x \) with length \( n \). For \( w \in \text{SAW} \), \( w(i) \) denotes the vertices visited at step \( i \), and for \( w \in \text{SAW}(x,n) \) we denote \( \Lambda(w) = \{ w(0), \ldots, w(n-1) \} \). By Lemma 3.1, all summands are bounded by \( C' \), which gives the desired statement.

For the proof of spectral and dynamical localization in the following sections, we use that the second moment of Green’s function can be bounded in terms of its fractional moments, see Lemma 4.3 below. This fact was established in [Gra94] in the case \( V = \mathbb{Z}^d \). Notice that our proof of Lemma 4.3 is a slightly modified version of Graf’s proof, allowing for densities \( \rho \) with unbounded support. However, we require \( \text{supp} \rho \) bounded for different reasons, namely to settle the question of selfadjointness.

Lemma 4.3. Let \( s \in (0,1) \) and \( C, C' \) be the constant from Theorem 2.2. Then we have for all \( x, y \in V \) and all \( z \in \mathbb{C} \setminus \mathbb{R} \)

\[
|\text{Im} z| \mathbb{E}\{ |G_\omega(z;x,y)|^2 \} \leq \max\{ 1, \pi \| \rho \|_\infty \} C' C^{d(x,y)} c_x(d(x,y)).
\]

For the proof of Lemma 4.3 some preparatory estimates are required.

Lemma 4.4. Let \( H \) be a selfadjoint operator on \( \ell^2(V) \), \( s \in [0,2] \), \( G(z) = (H - z)^{-1} \) and \( G(z;x,y) = \langle \delta_x, G(z) \delta_y \rangle \). Then we have for all \( x, y \in V \) and all \( z \in \mathbb{C} \setminus \mathbb{R} \) the bounds

\[
|\text{Im} z| |G(z;x,y)|^2 \leq |\text{Im} G(z;x,x)| \frac{|G(z;x,y)|^s}{|G(z;x,x)|^s}
\]

and

\[
|\text{Im} z| \frac{|G(z;x,y)|^2}{|G(z;x,x)|^2} \leq |\text{Im} G(z;x,x)|^{-1} \frac{|G(z;x,y)|^s}{|G(z;x,x)|^s}.
\]
For a proof of Lemma 4.4 we refer to [Gra94, AG98]. Notice that the second statement of the lemma follows from the first statement of the lemma by using $|\text{Im } z| = |\text{Im } z^{-1}| |z|^2$ for $z \in \mathbb{C}$ with $z \neq 0$.

**Proof of Lemma 4.3** We start with two estimates for $|\text{Im } z| E_{\{\Omega\}} \{ |G_\varphi(z,x,y)|^2 \}$. We use the first estimate of Lemma 4.4, average with respect to $\omega_x$, estimate a part of the integrand by its maximum and obtain a first estimate

$$|\text{Im } z| E_{\{\Omega\}} \{ |G_\varphi(z,x,y)|^2 \} \leq A(\varphi) E_{\{\Omega\}} \{ |G_\varphi(z,x,y)|^4 \},$$

where

$$A(\varphi) := \max_{\omega_x \in \mathbb{R}} \left\{ \frac{|\text{Im } G_\varphi(z,x,x)|}{|G_\varphi(z,x,x)|^4} \right\}.$$ 

Now we consider for $x \in V$ and $\kappa \in \mathbb{R}$ the operator $H_{\varphi, \kappa} = H_\varphi + \kappa P_x$. We denote $G_{\varphi, \kappa}(z) = (H_{\varphi, \kappa} - z)^{-1}$ and $G_{\varphi, \kappa}(z, x, y) = (\delta_x, G_{\varphi, \kappa}(z) \delta_y)$ and obtain from the second resolvent identity

$$G_{\varphi, \kappa}(z, x, y) = \frac{G_{\varphi}(z, x, y)}{\kappa + G_{\varphi}(z, x, x)^{-1}}.$$ 

Due to the second estimate of Lemma 4.4 we obtain

$$|\text{Im } z| |G_{\varphi, \kappa}(z, x, y)|^2 \leq \frac{|\text{Im } G_{\varphi}(z, x, x)|^{-1}}{|\kappa + G_{\varphi}(z, x, x)^{-1}|^2} |G_{\varphi}(z, x, x)|^4.$$ 

We multiply both sides with $\rho(\omega_x + \kappa) \rho(\omega_x)$, integrate with respect to $\kappa$ and $\omega_x$ and obtain a second estimate

$$|\text{Im } z| E_{\{\Omega\}} \{ |G_{\varphi}(z,x,y)|^2 \} \leq B(\varphi) E_{\{\Omega\}} \{ |G_{\varphi}(z,x,y)|^4 \}$$

with

$$B(\varphi) := \max_{\omega_x \in \mathbb{R}} \left\{ \int_{\mathbb{R}} \frac{|\text{Im } G_{\varphi}(z, x, x)|^{-1}}{|\kappa + G_{\varphi}(z, x, x)^{-1}|^2} |G_{\varphi}(z, x, x)|^4 \rho(\omega_x + \kappa) \rho(\omega_x) d\kappa \right\}.$$ 

Here we have used that $\int_{\mathbb{R}} |G_{\varphi, \kappa}(z, x, y)|^2 \rho(\omega_x + \kappa) d\kappa = \int_{\mathbb{R}} |G_{\varphi}(z, x, y)|^2 \rho(\omega_x) d\omega_x$, which is easy to see by the substitution $\omega_x + \kappa = t$. Combining our two estimates we obtain

$$|\text{Im } z| E_{\{\Omega\}} \{ |G_{\varphi}(z,x,y)|^2 \} \leq \min \{ A(\varphi), B(\varphi) \} E_{\{\Omega\}} \{ |G_{\varphi}(z,x,y)|^4 \}.$$ 

Let now $\Omega_A := \{ \omega \in \Omega: |G_{\varphi}(z,x,x)| \leq 1 \}$ and $\Omega_B := \{ \omega \in \Omega: |G_{\varphi}(z,x,x)| \geq 1 \}$. Then we have for $\omega \in \Omega_A$ the estimate

$$|\text{Im } z| E_{\{\Omega\}} \{ |G_{\varphi}(z,x,y)|^2 \} \leq 1.$$ 

Otherwise, for $\omega \in \Omega_B$ we have, since $\int_{\mathbb{R}} |\text{Im } b| |t + b|^2 dt = \pi$ for $|\text{Im } b| \neq 0$,

$$B(\varphi) \leq \max_{\omega_x \in \mathbb{R}} \left\{ \| \rho \|_\infty |G_{\varphi}(z,x,x)|^{-s} \right\} \int_{\mathbb{R}} \frac{|\text{Im } G_{\varphi}(z, x, x)|^{-1}}{|\kappa + G_{\varphi}(z, x, x)^{-1}|^2} |G_{\varphi}(z, x, x)|^4 \rho(\omega_x) d\kappa \leq \| \rho \|_\infty \pi.$$ 

Thus we have for all $x, y \in V$ (and all $\omega \in \Omega$)

$$|\text{Im } z| E_{\{\Omega\}} \{ |G_{\varphi}(z,x,y)|^2 \} \leq \max \{ 1, \| \rho \|_\infty \pi \} E_{\{\Omega\}} \{ |G_{\varphi}(z,x,y)|^4 \}.$$ 

If we take full expectation, the desired result follows from Theorem 2.2.  \qed
5 Localization; proof of Theorem 2.3 and 2.4

5.1 Spectral localization; proof of Theorem 2.3

In this subsection we prove Theorem 2.3, i.e. that $H_\omega$ exhibits almost surely only pure point spectrum. To this end we will use a local version of [Gra94, Eq. (2)] established in Lemma 5.2. While the non-local version (i.e. [Gra94, Eq. (2)]) can be proven in an elegant way using Parseval’s identity, the proof of the local version is not a straightforward generalization, i.e. the idea with Parseval’s identity cannot be applied. To our best knowledge there is no proof for the local version in the literature.

For the proof of Lemma 5.2 we shall need Lemma 5.1.

**Lemma 5.1.** Let $f : \mathbb{R} \to \mathbb{C}$ be a bounded and piecewise continuous function. Then we have for all $a \in \mathbb{R}$

$$I = \lim_{\varepsilon \downarrow 0} \frac{\varepsilon}{\pi \sqrt{\varepsilon ^2}} \int_{-\infty}^{\infty} \frac{f(E)}{(a-E)^2 + \varepsilon^2} dE = \frac{1}{2} (f(a-) + f(a+) ),$$

where $f(a-) = \lim_{\lambda \nearrow a} f(\lambda)$ and $f(a+) = \lim_{\lambda \searrow a} f(\lambda)$.

Representation theorems of this type are well known in different settings. For example, if $f \in L^1(\mathbb{R})$ such a statement (with $f(a)$ on the right hand side) has been proven for almost all $a \in \mathbb{R}$, e.g., in [Bea79].

**Proof of Lemma 5.1.** Fix $a \in \mathbb{R}$ and assume that $f$ is not continuous in $a$. The case where $f$ is continuous in $a$ is similar but easier. Let $\beta > 0$ be small enough, such that there is no further discontinuity point in $[a-\beta, a+\beta]$. We have the identity

$$J = I - \frac{1}{2} (f(a-) + f(a+) )$$

$$= \lim_{\varepsilon \downarrow 0} \frac{\varepsilon}{\pi \sqrt{\varepsilon ^2}} \left( \int_{-\infty}^{a-\delta} \frac{f(E) - f(a-)}{(a-E)^2 + \varepsilon^2} dE + \int_{a-\delta}^{a+\delta} \frac{f(E) - f(a+)}{(a-E)^2 + \varepsilon^2} dE + \int_{a+\delta}^{\infty} \frac{f(E) - f(a+)}{(a-E)^2 + \varepsilon^2} dE \right).$$

For $\delta \in (0, \beta)$ we decompose the integration according to

$$J = \lim_{\varepsilon \downarrow 0} \frac{\varepsilon}{\pi \sqrt{\varepsilon ^2}} \left( \int_{-\infty}^{a-\delta} + \int_{a-\delta}^{a} \right) \frac{f(E) - f(a-)}{(a-E)^2 + \varepsilon^2} dE + \int_{a}^{a+\delta} \frac{f(E) - f(a+)}{(a-E)^2 + \varepsilon^2} dE$$

$$+ \int_{a+\delta}^{\infty} \frac{f(E) - f(a+)}{(a-E)^2 + \varepsilon^2} dE \right).$$

We denote by $I_1, I_2, I_3, I_4$ the four above integrals, in the order in which they occur. Since $f$ is bounded, we have for arbitrary $\delta \in (0, \beta)$

$$|I_1| \leq ||f||_\infty \int_{-\infty}^{a-\delta} \frac{1}{(a-E)^2 + \varepsilon^2} dE + |f(a-)| \int_{-\infty}^{a-\delta} \frac{1}{(a-E)^2 + \varepsilon^2} dE$$

$$= (||f||_\infty + |f(a-)|) \frac{1}{\varepsilon} \left( \frac{\pi}{2} - \arctan \left( \frac{\delta}{\varepsilon} \right) \right),$$
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which gives \( \lim_{\varepsilon \searrow 0} \frac{\varepsilon}{2} |I_3| = 0 \), and similarly \( \lim_{\varepsilon \searrow 0} \frac{\varepsilon}{2} |I_4| = 0 \) for all \( \delta \in (0, \beta) \). For \( I_3 \) we estimate

\[
|I_3| = \int_a^{a+\delta} \left| f(E) - f(a+) \right| \frac{dE}{(a-E)^2 + \varepsilon^2} \leq \sup_{E \in (a,a+\delta]} \left\{ \left| f(E) - f(a+) \right| \right\} \frac{1}{\varepsilon} \arctan \left( \frac{\delta}{\varepsilon} \right).
\]

An analogue estimate holds for \( I_2 \). Summarizing, we have for arbitrary \( \delta \in (0, \beta) \) that

\[
|J| \leq \sup_{E \in (a,a+\delta]} \left\{ \left| f(E) - f(a+) \right| \right\} + \sup_{E \in [a-\delta,a)} \left\{ \left| f(E) - f(a-) \right| \right\}.
\]

Since \( \delta \in (0, \beta) \) was arbitrary and \( f(a+) \) \( (f(a-)) \) is the right-hand limit (left-hand limit) of \( f \) in \( a \), we obtain \( |J| = 0 \), which proves the statement of the lemma.

**Lemma 5.2.** Let \( H \) be a selfadjoint operator on \( \ell^2(V) \), \( P : \ell^2(V) \to \ell^2(V) \) be an orthogonal projection, \( a, b \in \mathbb{R} \) with \( a < b \) and \( P_{(a,b)} : \ell^2(V) \to \ell^2(V) \) be the spectral projection onto the interval \( [a,b] \) associated to the operator \( H \). Then,

\[
\lim_{\varepsilon \searrow 0} 2\varepsilon \int_0^\infty e^{-2\varepsilon s} \left\| Pe^{-Hs} P_{(a,b)} \psi \right\|^2 ds \leq \liminf_{\varepsilon \searrow 0} \frac{\varepsilon}{\pi} \int_a^b \left\| (H - E - i\varepsilon)^{-1} \psi \right\|^2 dE. \tag{11}
\]

**Proof.** We denote the left hand side of Ineq. (11) by \( L \) and the right hand side by \( R \), respectively. For the right hand side \( R \) we calculate by using the monotone convergence theorem and Fatou’s lemma

\[
R \geq \sum_{k \in V} \liminf_{\varepsilon \searrow 0} \frac{\varepsilon}{\pi} \int_a^b \langle (H - E - i\varepsilon)^{-1} \psi, \delta_k \rangle \langle \delta_k, (H - E - i\varepsilon)^{-1} \psi \rangle dE.
\]

By the spectral theorem, polarization and Fubini’s theorem we have

\[
R \geq \sum_{k \in V} \liminf_{\varepsilon \searrow 0} \frac{\varepsilon}{\pi} \int_a^b \left( \int_{\mathbb{R}} \int_{\mathbb{R}} d\langle PE_\lambda \psi, \delta_k \rangle d\langle \delta_k, PE_\mu \psi \rangle \right) dE
\]

\[
= \sum_{k \in V} \liminf_{\varepsilon \searrow 0} \int_{\mathbb{R}} \int_{\mathbb{R}} f_\varepsilon(\lambda, \mu) d\langle PE_\lambda \psi, \delta_k \rangle d\langle \delta_k, PE_\mu \psi \rangle,
\]

where

\[
f_\varepsilon(\lambda, \mu) = \frac{\varepsilon}{\pi} \int_a^b \frac{dE}{(\lambda - E + i\varepsilon)(\mu - E - i\varepsilon)}.
\]

From Lemma 5.1 we infer that \( \lim_{\varepsilon \searrow 0} f_\varepsilon(\lambda, \lambda) = 1/2(\chi_{[a,b]}(\lambda) + \chi_{(a,b)}(\lambda)) \) for all \( \lambda \in \mathbb{R} \). For \( \lambda \neq \mu \) one calculates that \( \lim_{\varepsilon \searrow 0} f_\varepsilon(\lambda, \mu) = 0 \). We also find that for all \( \varepsilon > 0 \) and \( \lambda, \mu \in \mathbb{R} \)

\[
|f_\varepsilon(\lambda, \mu)| \leq \frac{\varepsilon}{\pi} \int_a^b \frac{dE}{|\lambda - E + i\varepsilon| |\mu - E - i\varepsilon|} \leq 2.
\]

Recall that the limes inferior is the limit along a subsequence. By polarization and the dominated convergence theorem we obtain

\[
R \geq \sum_{k \in V} \int_{\mathbb{R}} \int_{\mathbb{R}} \delta_k \mu \frac{1}{2} \left( \chi_{[a,b]}(\lambda) + \chi_{(a,b)}(\lambda) \right) d\langle PE_\lambda \psi, \delta_k \rangle d\langle \delta_k, PE_\mu \psi \rangle.
\]
Here $\delta_{\lambda\mu}$ denotes the Kronecker function given by $\delta_{\lambda\lambda} = 1$ and $\delta_{\lambda\mu} = 0$ for $\lambda \neq \mu$. Since the both measures are complex conjugate to each other and the integrand is zero for $\lambda \neq \mu$, we obtain (using polar decomposition of the measures, see e.g. [Rud87]).

$$R \geq \sum_{k \in V} \int_{\mathbb{R}} \int_{\mathbb{R}} \delta_{\lambda\mu} \chi_{(a,b)}(\lambda) \, d\langle PE_{\lambda}\psi, \delta_k \rangle \, d\langle \delta_k, PE_{\mu}\psi \rangle.$$  

Similarly we calculate for the left hand side $L$ using the monotone convergence theorem and Fatou’s lemma

$$L \leq \sum_{k \in V} \limsup_{\epsilon \searrow 0} 2 \epsilon \int_{\epsilon}^{\infty} e^{-2\epsilon s} \left| \langle Pe^{-iHt} P_{(a,b)}\psi, \delta_k \rangle \right|^2 \, ds.$$ 

The spectral theorem, polarization and Fubini’s theorem gives

$$L \leq \sum_{k \in V} \limsup_{\epsilon \searrow 0} 2 \epsilon \int_{\epsilon}^{\infty} \left( \int_{\mathbb{R}} \int_{\mathbb{R}} \frac{\chi_{(a,b)}(\lambda) \chi_{(a,b)}(\mu)}{e^{(2\epsilon - i\lambda + i\mu)s}} \, d\langle PE_{\lambda}\psi, \delta_k \rangle \, d\langle \delta_k, PE_{\mu}\psi \rangle \right) \, ds $$

$$= \sum_{k \in V} \limsup_{\epsilon \searrow 0} \int_{\epsilon}^{\infty} \int_{\mathbb{R}} h_{\epsilon}(\lambda, \mu) \, d\langle PE_{\lambda}\psi, \delta_k \rangle \, d\langle \delta_k, PE_{\mu}\psi \rangle,$$

where

$$h_{\epsilon}(\lambda, \mu) = 2\epsilon \frac{2\epsilon + i(\lambda - \mu)}{4\epsilon^2 + (\lambda - \mu)^2} \chi_{(a,b)}(\lambda) \chi_{(a,b)}(\mu).$$

Obviously, $\lim_{\epsilon \searrow 0} h_{\epsilon}(\lambda, \mu) = \delta_{\lambda\mu} \chi_{(a,b)}(\lambda)$ for all $\lambda, \mu \in \mathbb{R}$. Since $|h_{\epsilon}(\lambda, \mu)| \leq 1$ for all $\epsilon > 0$ and all $\lambda, \mu \in \mathbb{R}$, we obtain by polarization and the dominated convergence theorem

$$L \leq \sum_{k \in V} \int_{\mathbb{R}} \int_{\mathbb{R}} \delta_{\lambda\mu} \chi_{(a,b)}(\lambda) \, d\langle PE_{\lambda}\psi, \delta_k \rangle \, d\langle \delta_k, PE_{\mu}\psi \rangle,$$

which gives $L \leq R$.  

**Proof of Theorem 2.3 (spectral localization).** Let $\mathcal{H}_p = \mathcal{H}_p(H_\omega)$ and $\mathcal{H}_c = \mathcal{H}_c(H_\omega)$ be the pure point and the continuous subspace of $\ell^2(V)$ with respect to $H_\omega$. Let further $E_c = E_c(H_\omega)$ be the orthogonal projection onto $\mathcal{H}_c$. Let $(a, b) =: I \subset \mathbb{R}$ be an arbitrary bounded interval. We will show that for almost all $\omega \in \Omega$, $P_{(a,b)} \delta_k \in \mathcal{H}_p$ for all $k \in V$. This implies that the spectrum in $(a, b)$ is almost surely only of pure point type. Since a countable intersection of sets with full measure has full measure, we can conclude that $H_\omega$ has almost surely no continuous spectrum.

Fix a vertex $o \in V$. The criterion of Ruelle characterizes states from the subspace $\mathcal{H}_c$ as such states, which leave all compact sets in time mean [Rue69, CFKS87]. More precisely, for all $\phi \in \ell^2(V)$ we have

$$\|E_c\phi\|^2 = \lim_{T \to \infty} \frac{1}{T} \int_0^T \|P_{R,o} e^{-iH_a t} \phi\|^2 \, dt,$$

(12) where $P_{R,o} : \ell^2(V) \to \ell^2(V)$ denotes the projection on states which vanish in $\{k \in V : d(k, o) < R\}$, i.e.

$$\langle P_{R,o} \psi \rangle(k) = \begin{cases} 0 & \text{if } d(k, o) < R, \\ \psi(k) & \text{else.} \end{cases}$$
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We choose \( \psi \) with \( y \in \mathcal{V} \), take expectation, use Parseval’s identity, Fatou’s lemma and the monotone convergence theorem, and obtain for all \( y \in \mathcal{V} \)

\[
\mathbb{E} \|E_t P_y \psi\|^2 \leq \liminf_{R \to \infty} \mathbb{E} \left\{ \frac{\mathbb{E}}{\pi} \int_{\{k \in \mathcal{V} : d(a,k) \geq R\}} \sum_{i} \|G_\omega(E+i\varepsilon;k,y)\|^2 dE \right\} 
\]

We choose \( \psi = \delta_y \) with \( y \in \mathcal{V} \), and the monotone convergence theorem, and obtain for all \( y \in \mathcal{V} \)

\[
\mathbb{E} \|E_t P_y \delta_y\|^2 \leq \mathbb{E} \left\{ \liminf_{R \to \infty} \mathbb{E} \left\{ \frac{\mathbb{E}}{\pi} \int_{\{k \in \mathcal{V} : d(a,k) \geq R\}} \sum_{i} \|G_\omega(E+i\varepsilon;k,y)\|^2 dE \right\} \right\} 
\]

By Lemma 5.2 we have \( \lim_{\varepsilon \to 0} \mathbb{E} \left\{ \|G_\omega(E+i\varepsilon;k,y)\|^2 \right\} \leq \max\{1,\pi \|\rho\|_\infty\} C(1) c_k(d(k,y)) \) for all \( k,y \in \mathcal{V} \). Thus we have for all \( y \in \mathcal{V} \)

\[
\mathbb{E} \|E_t P_y \delta_y\|^2 \leq \max\{1,\pi \|\rho\|_\infty\} \liminf_{R \to \infty} \sum_{\{k \in \mathcal{V} : d(a,k) \geq R\}} C(1) c_k(d(k,y)). 
\]

Since Assumption (A) is satisfied and \( C < \alpha^* \) by assumption, the last sum converges. Hence, the limes inferior equals zero which gives \( \mathbb{E} \{ \|E_t P_y \delta_y\|^2 \} = 0 \) for all \( y \in \mathcal{V} \). We conclude for all \( y \in \mathcal{V} \) that \( P_y \delta_y \in \mathcal{H}_\rho \) for almost all \( \omega \in \Omega \). This in turn gives the statement of the theorem.

\[ \square \]

### 5.2 Dynamical localization; proof of Theorem 2.4

In this subsection we prove Theorem 2.4 on dynamical localization. For this purpose we will follow the line of [HJS09, Sto10] and use a variant of Stone’s formula formulated in Lemma 5.3. The relevance of certain variants of Stone’s formula for proving dynamical localization is well known, see e.g. [AG98, HJS09]. However, in our setting it is interesting that a factor one half has to be taken into account. Notice that Eq. (13) is no longer valid if the left hand side is replaced by \( \langle \psi, f(H)P_{(a,b)}\phi \rangle \) or \( \langle \psi, f(H)P_{(a,b)}\phi \rangle \).

**Lemma 5.3.** Let \( H \) be a selfadjoint operator on a Hilbert space \( \mathcal{H} \), \( P_I = P_I(H) \) be the spectral projection onto the interval \( I \subset \mathbb{R} \) associated to the operator \( H \). Let further \( f : \mathbb{R} \to \mathbb{C} \) be a bounded continuous function and \( a,b \in \mathbb{R} \) with \( a < b \). Then,

\[
\frac{1}{2} \langle \psi, f(H)(P_{(a,b)} + P_{(b,a)})\phi \rangle = \lim_{\varepsilon \to 0} \frac{1}{\pi} \int_a^b f(E) \langle \psi, (H-E-i\varepsilon)^{-1}(H-E+i\varepsilon)^{-1}\phi \rangle dE. \quad (13)
\]
Proof. We prove Eq. (13) in the case \( \psi = \phi \). The case where \( \psi \neq \phi \) then follows by polarization. We denote by \( \{E_{\lambda}\}_{\lambda \in \mathbb{R}} \) the spectral family associated to the operator \( H \) and \( d\mu_{\psi}(\lambda) := d(\psi, E_{\lambda} \psi) \). Notice that the measure \( d\mu_{\psi}(\lambda) \) is a positive and finite Borel measure. Using the spectral theorem and Fubini’s theorem, we obtain for the right hand side of Eq. (13)

\[
R = \lim_{\varepsilon \searrow 0} \frac{\varepsilon}{\pi} \int_{a}^{b} f(E) \left( \int_{\mathbb{R}} \frac{d\mu_{\psi}(\lambda)}{(\lambda - E)^2 + \varepsilon^2} \right) dE = \lim_{\varepsilon \searrow 0} \int g_{\varepsilon}(\lambda) d\mu_{\psi}(\lambda),
\]

where

\[
g_{\varepsilon}(\lambda) = \frac{\varepsilon}{\pi} \int_{\mathbb{R}} \frac{\chi_{(a,b)}(E) f(E)}{(\lambda - E)^2 + \varepsilon^2} dE.
\]

We infer from Lemma 5.1 that

\[
\lim_{\varepsilon \searrow 0} g_{\varepsilon}(\lambda) = \frac{f(\lambda)}{2} \left( \chi_{(a,b)}(\lambda) + \chi_{(a,b)}(\lambda) \right)
\]

for all \( \lambda \in \mathbb{R} \). Further, for all \( \varepsilon > 0 \) and \( \lambda \in \mathbb{R} \) we have

\[
|g_{\varepsilon}(\lambda)| \leq \|f\|_{\infty} \int_{a}^{b} \frac{dE}{(\lambda - E)^2 + \varepsilon^2} = \|f\|_{\infty} \left[ \arctan \left( \frac{\lambda - a}{\varepsilon} \right) - \arctan \left( \frac{\lambda - b}{\varepsilon} \right) \right]
\]

\[
\leq \|f\|_{\infty}.
\]

Using the dominated convergence theorem we obtain

\[
R = \frac{1}{2} \int_{\mathbb{R}} f(\lambda) \left( \chi_{(a,b)}(\lambda) + \chi_{(a,b)}(\lambda) \right) d\mu_{\psi}(\lambda) = \frac{1}{2} \langle \psi, f(H)(P_{(a,b)} + P_{(a,b)}) \psi \rangle,
\]

which ends the proof.

Notice that the case \( f \equiv 1 \) of Lemma 5.3 corresponds to Stone’s formula, see e.g. [Tes09, Theorem 4.3]. From Lemma 5.3 one concludes the well known observation that for any \( g \in C_{c}((a,b)) \)

\[
\langle \psi, g(H) \phi \rangle = \lim_{\varepsilon \searrow 0} \frac{\varepsilon}{\pi} \int_{a}^{b} g(E) \langle \psi, (H - E - i\varepsilon)^{-1} (H - E + i\varepsilon)^{-1} \phi \rangle dE.
\]

Hence, by Lebesgue’s theorem

\[
\sup_{\varepsilon \in \mathbb{R}} |\langle \psi, e^{-iHt} P_{(a,b)} \phi \rangle| \leq \liminf_{\varepsilon \searrow 0} \frac{\varepsilon}{\pi} \int_{a}^{b} |\langle \psi, (H - E - i\varepsilon)^{-1} (H - E + i\varepsilon)^{-1} \phi \rangle| dE.
\]

(14)

Proof of Theorem 2.4 (dynamical localization). From Ineq. (14) we conclude using Parseval’s identity, Fatou’s lemma, Fubini’s theorem, Chauchy-Schwarz inequality and
where \( C \) which is finite if \((B)\) is satisfied if the graph (the root corresponds to generation 0) is given by vertex set \( V \) and edges set \( E \). 

By Ineq. \((15)\), Fubini’s theorem and Assumption \((B)\), there is an \( y \in \) supp \( N \) such that \(|X_\alpha|^p e^{-i\mu H_a} P_{(a,b)} \psi| \leq \|\psi\|_\infty \sum_{y \in \text{supp} \psi} \sum_{x \in V} |d(o,x)|^p |\langle \delta_x, e^{-i\mu H_a} P_{(a,b)} \delta_y \rangle| \).

Since \( \psi \) is of compact support, is sufficient to show that for some \( o \in V \), all \( y \in \text{supp} \psi \) and any \( p \geq 0 \),

\[
E := \left\{ \sup_{t \in \mathbb{R}} \sum_{x \in V} |d(o,x)|^p |\langle \delta_x, e^{-i\mu H_a} P_{(a,b)} \delta_y \rangle| \right\} < \infty \quad \text{almost surely.}
\]

By Ineq. \((15)\), Fubini’s theorem and Assumption \((B)\) there is an \( o \in V \) such that \( E \{E\} < \infty \) for all \( y \in V \) and any \( p \geq 0 \). This implies \( E \) < \( \infty \) almost surely for all \( y \in \text{supp} \psi \) and any \( p \geq 0 \).

**6 On the Assumptions \((A)\) and \((B)\)**

In this section we give proofs for the statements (i)-(iii) given in Remark \((2.6)\). To prove statement (i) we use the fact that \(|S_x(n)| \leq c_x(n) \leq K(K-1)^{n-1}\) for all \( x \in V \) and \( n \in \mathbb{N} \), where \( K \) denotes the uniform bound on the vertex degree. With the help of this inequality we have for all \( y \in V \)

\[
\sum_{k \in V} a^d(k,y) c_k(d(k,y)) \leq \sum_{i=0}^{\infty} |S_x(i)| a^i \sup_{k \in S_x(i)} c_k(i) \leq \sum_{i=0}^{\infty} \frac{K^2}{(K-1)^2} \alpha(K-1)^{i}.
\]

which is finite if \( a \) is sufficiently small. Hence Assumption \((A)\) is satisfied if the graph \( G \) has uniformly bounded vertex degree. A similar calculation shows that Assumption \((B)\) is satisfied if the graph \( G \) has uniformly bounded vertex degree.

Statement (ii) of Remark \((2.6)\) concerns examples of graphs which do not have a uniform bound on the vertex degree but satisfy Assumptions \((A)\) and \((B)\).

**Example 6.1.** We denote by \( T = (V,E) \) the rooted and radial symmetric tree with vertex set \( V \) and edges set \( E \), where the number of offsprings \( O(g) \) in generation \( g \in \mathbb{N}_0 \) (the root corresponds to generation 0) is given by

\[
O(g) = \begin{cases} 
\log_2 g & \text{if } \log_2 g \in \mathbb{N}, \\
1 & \text{else.}
\end{cases}
\]
This tree has no uniform bound on the vertex degree. See Fig. 1 for an illustration of this tree. For \( x \in V \) we denote by \( g(x) \) the generation of the vertex \( x \). In order to show that this tree satisfies Assumptions (A) and (B) it is essential to have an estimate on the self-avoiding walks. Since a self-avoiding walk with length \( n \) starting at \( x \) has at most \( \lfloor \log_2(g(x) + n - 1) \rfloor \) neighbors to choose in a single step, we have

\[
c_x(n) = \lfloor \log_2(g(x) + n - 1) \rfloor!
\]

for all \( x \in V \) and all \( n \in \mathbb{N} \). Hence we have using \( |S_y(n)| \leq c_y(n) \) for all \( y \in V \)

\[
\sum_{k \in V} \alpha^d(k,y)c_k(d(k,y)) \leq \sum_{i=0}^{\infty} \alpha^i |S_y(i)| \sup_{k \in S_y(i)} c_k(i)
\]

\[
\leq \sum_{i=0}^{\infty} \alpha^i \lfloor \log_2(g(y) + i - 1) \rfloor! \lfloor \log_2(g(y) + 2i - 1) \rfloor!,
\]

which is finite if \( \alpha < 1 \), by Stirling’s formula and since \( x \mapsto (\ln x)^{\ln x} \) grows slower than every exponential function. Hence Assumption (A) is satisfied and \( \alpha^* = 1 \). A similar calculation shows for all \( y \in V \) and any \( p \geq 0 \)

\[
\sum_{x \in V} \sum_{k \in V} |d(o,x)|^p \left( \beta^{d(x,k) + d(k,y)} c_x(d(x,k)) c_k(d(k,y)) \right)^{\frac{1}{2}}
\]

\[
\leq \sum_{i,j=0}^{\infty} \beta^{i+j} (g(y) + i + j)^p \left( \lfloor \log_2(g(y) + 2i + 2j) \rfloor! \right)^2,
\]

where \( o \) is the root of the tree. Again by Stirling’s formula the sum is convergent if \( \beta < 1 \). Hence Assumption (B) is satisfied and \( \beta^* = 1 \).

**Example 6.2.** In this example we consider the graph \( G = (V, E) \) with vertex set \( V = \mathbb{Z}^d \) and edges set \( E \). Two vertices are connected by an edge if their \( \ell^1 \)-distance equals one and for \( n = 3, 4, 5, \ldots \) the vertex \((2^n, 0)\) is connected to all vertices whose \( \ell^1 \)-distance to \((2^n, 0)\) equals \( n \). This graph has no uniform bound on the vertex degree. See Fig. 2 for an illustration of the graph \( G \). We start estimating \( c_0(n) \), i.e. the number of
self-avoiding walks of length \( n \) starting at \((0,0)\). In \( n \) steps one can not get more in the east than \((2n,0)\). Hence the maximum vertex degree for the walk is \( L_{\text{max}} = 4(\lfloor \log_2(2n) \rfloor + 1) \). Since the walk is self-avoiding, a vertex with vertex degree larger than 5 and a vertex with vertex degree equal to 5 can be visited only \( \lfloor \log_2(2n) \rfloor - 2 \) times. Hence
\[
c_0(n) \leq 4 \cdot 3^{n-1} \cdot (4L_{\text{max}})^{\lfloor \log_2(2n) \rfloor - 2}.
\]
Analogously we obtain for arbitrary \( x \in V \)
\[
c_x(n) \leq 4 \cdot 3^{n-1} \cdot (4K_{\text{max}})^{\lfloor \log_2(2n + |x|_1) \rfloor - 2},
\]
where
\[
K_{\text{max}} = 4(\lfloor \log_2(2n + |x|_1) \rfloor + 1).
\]
The number of self-avoiding walks grows “slowly enough”, such that a calculation similar to the one of Example 6.1 shows us that Assumptions (A) and (B) are satisfied for the graph \( G \).

**Remark 6.3.** What we have learned from Example 6.1 and Example 6.2 is the following. Let \( G = (V,E) \) be a locally finite graph. If for each \( y \in V \) there are constants \( a,b > 0 \) such that \( c_y(n) \leq a \cdot b^n \) for all \( n \in \mathbb{N} \), then the graph satisfies Assumption (A). If there are constants \( a,b > 0 \) such that \( c_y(n) \leq a \cdot b^n \) for all \( n \in \mathbb{N} \) and all \( y \in V \), then the graph satisfies also Assumption (B).

Let us now discuss statement (iii) of Remark 2.6. Let us first define a class of graphs which Hammersley [Ham57] called crystals. A *crystal* is a graph \( G = (V,E) \) with an infinite set of vertices and bonds satisfying

(a) Each vertex belongs to just a finite number of outlike classes.

(b) The number of bonds from (but not necessarily to) any atom is finite.

(c) If a subset of vertices either contains only finitely many vertices, or does not contain any vertex of at least one outlike class, then this subset contains a vertex from which a bond leads to some atom not in the subset.

An outlike class is defined as follows. Two vertices \( x,y \in V \) are outlike if \( c_x(n) = c_y(n) \) for all \( n \). An outlike class is a class of pairwise outlike vertices. In the case of undirected graphs condition (b) means that the graph is locally finite. Hammersley
proved in [Ham57] for crystals, that there exists a constant $\mu$, called the connective constant, such that

$$\lim_{n \to \infty} c_x(n)^{1/2} = \mu \quad \text{for all } x \in V.$$ 

Notice that crystals are assumed to have a finite number of outlike classes. This ensures that for all $\varepsilon > 0$ there exists an $n_0 = n_0(\varepsilon)$ such that

$$c_y(n) \leq (\mu + \varepsilon)^n$$

for all $n \geq n_0$ and all $y \in V$. In particular, $n_0$ is independent of $y$. For crystals we have the following

**Lemma 6.4.** Let $G = (V, E)$ be a crystal.

(a) Assume that for each vertex $y \in V$ there is a polynomial $p_y$ such that $|S_y(n)| \leq p_y(n)$ for all $n \in \mathbb{N}$. Then Assumption [A] is satisfied and $\alpha^* = 1/\mu$.

(b) Assume there is a polynomial $p$, such that $|S_y(n)| \leq p(n)$ for all $n \in \mathbb{N}$ and $y \in V$. Then Assumption [B] is satisfied and $\beta^* = 1/\mu$.

(c) Assume that there are $a \in (0, \infty)$ and $b \in (1, \infty)$ such that $|S_y(n)| \leq ab^n$ for all $y \in V$ and $n \in \mathbb{N}$. Then Assumptions [A] and [B] are satisfied and $\alpha^*, \beta^* \geq 1/(b\mu)$.

**Proof.** First we prove (a). Let $\alpha < 1/\mu$. Then there is $\varepsilon_0 > 0$ such that $\alpha = 1/(\mu + \varepsilon_0)$. Let $\varepsilon \in (0, \varepsilon_0)$. By assumption, there is an $n_0 \in \mathbb{N}$ such that for all $y \in V$

$$\sum_{k \in V} \alpha^{d(k,y)} c_k(d(k,y)) \leq \sum_{i=0}^{\infty} \alpha^i p_y(i) \sup_{k \in S_y(i)} c_k(i)$$

$$\leq \sum_{i=0}^{n_0} \alpha^i p_y(i) \sup_{k \in S_y(i)} c_k(i) + \sum_{i=n_0+1}^{\infty} \left(\frac{\mu + \varepsilon}{\mu + \varepsilon_0}\right)^i p_y(i),$$

which is finite since $\varepsilon < \varepsilon_0$. This proves (a). To prove (b) let $\beta < 1/\mu$. Let $\varepsilon_0 > 0$ such that $\beta = 1/(\mu + \varepsilon_0)$ and $\varepsilon \in (0, \varepsilon_0)$. Then there is $n_0 \in \mathbb{N}$ such that $c_y(n) \leq (\mu + \varepsilon)^n$ for all $x \in V$ and $n \geq n_0$. We have for all $y \in V$

$$\sum_{x \in V} \sum_{k \in E} |d(o,x)|^p \left(B^{d(x,k)+d(k,y)} c_x(d(x,k))c_x(d(k,y))\right)^{1/2}$$

$$\leq \sum_{i,j=0}^{\infty} p(i)p(j) \left(\beta^i \sup_{x \in S_y(j)} c_x(j)\right)^{1/2} \left(d(o,y) + i + j\right)^p \left(\beta^i \sup_{x \in B_y(j+i)} c_x(i)\right)^{1/2},$$

where $B_y(n) = \{k \in V : d(y,k) \leq n\}$. If $i \geq n_0$ we have $c_x(i) \leq (\mu + \varepsilon)^i$, hence the sum converges, which proves (b). The proof of (c) is similar. What differs is that the spheres can only be estimated by exponential functions. As a consequence the convergence of the sums can only be ensured if $\alpha$ and $\beta$ are chosen smaller than $1/(\mu b)$.

In particular $\mathbb{Z}^d$ is a crystal and the spheres of $\mathbb{Z}^d$ grow polynomially. Hence one can replace the term $2d$ in Theorem [1.1] by $\mu$. Notice that $\mu$ is typically smaller than $2d$, see e.g. [HSS93].
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