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Abstract—Internet of Things (IoT) is highly vulnerable to emerging Advanced Persistent Threats (APTs) that are often operated by well-resourced adversaries. Achieving perfect security for IoT networks is often cost-prohibitive if not impossible. Cyber insurance is a valuable mechanism to mitigate cyber risks for IoT systems. In this work, we propose a bi-level game-theoretic framework called FlipIn to design incentive-compatible and welfare-maximizing cyber insurance contracts. The framework captures the strategic interactions among APT attackers, IoT defenders, and cyber insurance insurers, and incorporates influence networks to assess the systemic cyber risks of interconnected IoT devices. The FlipIn framework formulates a game over networks within a principal-agent problem of moral-hazard type to design a cyber risk-aware insurance contract. We completely characterize the equilibrium solutions of the bi-level games for a network of distributed defenders and a semi-homogeneous centralized defender and show that the optimal insurance contracts cover half of the defenders' losses. Our framework predicts the risk compensation of defenders and the Peltzman effect of insurance. We study a centralized security management scenario and its decentralized counterpart, and leverage numerical experiments to show that network connectivity plays an important role in the security of the IoT devices and the insurability of both distributed and centralized defenders.

Index Terms—Cyber Insurance, Internet of Things, Game-Theoretic Design, FlipIt game, Influence Network, Principal-Agent Problem, Moral Hazard, Information Asymmetry, Risk Compensation, Peltzman Effect, Network Effects

I. INTRODUCTION

The Internet of Things (IoT) has witnessed applications in many areas such as smart cities, healthcare, and transportation [1], [2]. However, IoT networks and devices can be highly vulnerable to adversaries who can inflict huge financial and non-financial losses on government, companies, and nonprofit organizations [3]–[7]. For example, Mirai botnet in 2016 has compromised numerous IoT devices and knocked out popular sites, such as Netflix, Spotify, Twitter, and GitHub, with massive distributed denial-of-service (DDoS) attacks [8], [9].

One important class of sophisticated cyber-attacks called advanced persistent threats (APTs) has posed severe threats to IoT devices [10]–[14]. Different from traditional cyber-attacks, APTs are executed by resourceful attackers, and they usually involve multiple steps and persist for a long period of time. For example, Stuxnet attack on Iran’s nuclear program has compromised the target system’s logic controllers, and then took control of the centrifuges, bringing them to failure [15], [16].

The vulnerabilities of IoT devices to APTs arise from several aspects [5], [17], [18]. First of all, security is not the primal concern during their design and the manufacturing. Users of the devices tend to adopt default or weak passwords. In addition, users do not maintain and patch their devices unless they stop working properly. Therefore, malicious activities of APTs are often unnoticed on IoT devices before they launch attacks and inflict significant losses. It is challenging to design effective defense methods and protect IoTs against APTs due to the coexistence of multiple types of devices and the lack of industrial standards. Moreover, the complexity of the IoT networks makes it difficult to investigate past cyber incidents. The defense solutions are also constrained by limited computational resources on IoT devices.

Cyber insurance becomes a new way to mitigate the risks from APTs to complement technological solutions and plays an important role when the technologies are imperfect [19]–[21]. An illustration of cyber insurance for IoT is provided in Fig. 1. A defender first pays a premium to an insurer on his IoT devices, and when the devices are compromised by APTs, the insurer provides a financial coverage on various types of losses, such as data breaches, physical damages, and service shutdown. The coverage and the financial protection against losses may prevent defenders from business discontinuities and provide them un-deprived resources to take actions to recover and defend themselves.

Traditional insurance frameworks are not completely sufficient to address challenges of cyber insurance as the risks from APTs are caused by malicious attackers rather than accidents.
The design of effective cyber insurance contracts should take into account the attacker’s behaviors and their impacts on the IoT systems. Moreover, the impact of APTs can propagate over IoT devices through network connections, and thus the insurers may bear extra risks if they fail to take into account the risk that arises from the interdependencies among IoT devices [12–14].

In this paper, we propose a bi-level game-theoretic framework called FlIpIn to study the interactions among APT attackers, IoT defenders, and cyber insurance insurers over a network of IoT devices. In this framework, attackers and defenders compete over the ownership of IoT devices. The attackers aim to control longer periods so that they can conduct various malicious activities which inflict huge losses on the defenders. The defenders aim to reduce their losses by either controlling longer periods or purchasing cyber-insurance from insurers. With an objective of maximizing the revenue, the insurers charge premiums to the defenders and provide financial coverage to them when they face cyberattack-induced losses.

As the impact of the attackers can propagate to other devices through network connections, there is a need to quantify the systemic risk of the whole network. To this end, we adopt linear influence models to capture the impact of one node on the others [22–24]. We further consider two scenarios of cyber insurance. The first one is a distributed scenario where each defender owns an IoT device in a network while the second one is its centralized counterpart where a centralized agent owns the network of nodes and plans the network defense. In both scenarios, there exists an attacker at each IoT device to compete with the defender over its ownership.

FlIpIt game has been broadly used to model the interactions between one APT attacker and one defender [25–28]. We capture the adversarial interactions over networks by constructing local FlIpIt games at each node in the distributed scenario and developing a global FlIpIt game over a network in the centralized scenario. In the distributed scenario, the local FlIpIt games are composed into a network FlIpIt game among multiple defenders and multiple attackers, which can be viewed as a bottom-up approach. In the centralized scenario, the proposed global FlIpIt game can be decomposed into local FlIpIt games at each node, which can be viewed as a top-down approach.

Our FlIpIn framework captures several unique features of IoT networks. Our framework does not require the networks to be homogeneous or fully connected. It captures IoT networks that are featured by various types of software, protocol, and hardware. Attackers or defenders may have different costs to attack or defend different IoT devices with unique physical components, respectively. In our framework, we capture those differences by the cost functions or parameters for the players to claim or reclaim the ownership of the IoT devices. Moreover, the failures of the IoT devices with sensitive information or crucial missions inflict huge losses to defenders while the failures of other devices may inflict less significant losses. Thus, defenders could encounter different losses on different devices, which is captured by the different loss parameters of defenders in our framework. Furthermore, IoT devices are often managed by different entities, and such decentralized ownership of IoT devices is investigated in the distributed scenario.

Each defender interacts with an insurer, which is modeled by a class of moral-hazard type of principal-agent problems with incomplete information. The insurer acts as a principal and announces the insurance contract to the defender, while the defender acts as an agent and makes rational decisions. The incomplete information comes from the fact that the insurer cannot directly observe the interactions among defenders and attackers but can indirectly measure the defenders’ losses as a consequence of their actions as well as the attackers’ actions.

The principal-agent problem and the network-based FlIpIt games constitute a bi-level game among three parties, and the equilibrium solution to this composed game enables us to design effective cyber insurance contracts and mitigate financial impacts on the IoT networks and their operations. We fully analyze the insurability of defenders by taking into account the individual rationalities for both defenders and insurers. We completely solve the insurance contract design problems in the distributed scenario and the semi-homogeneous centralized scenario. The optimal insurance contracts in both cases cover half of the defenders’ losses when they are insurable. With numerical experiments, we show that network effects can damage the security of IoT networks and decrease the insurability of defenders. Our numerical experiments further indicate that nodes with more neighbors and networks with lower connectivities are less insurable.

Our framework offers several insights on the best practices for IoT defenders on cyber risk management. Firstly, when the network influences are weak, defenders can successfully mitigate their risks through cyber insurance; when the network influences become stronger, defenders need to focus on deploying local protections instead of adopting cyber insurance. Secondly, the defenders who manage highly connected devices or sparsely connected networks do not benefit from cyber insurance. Thirdly, for weakly connected networks, decentralized management outperforms its centralized counterpart and each node is recommended to defend on its own while for strongly connected networks, centralized management outperforms its decentralized counterpart and a global defender is preferred to be in charge of all devices.

A. Organization of the Paper

The rest of this paper is organized as follows. In Section II, we discuss the related works. Section III formulates the problems and outlines the bi-level games for both distributed and centralized scenarios. Section IV provides an overview of finding the equilibrium. Section V and Section VI analyze the insurance contract design problems for two scenarios. Section VII presents numerical experiments and Section VIII provides concluding remarks. A summary of notations has been provided in the following table.

II. RELATED WORKS

Cyber insurance has been devised to mitigate cyber-risks by covering some of the losses caused by cyber-attacks [19–21]. Various frameworks have been proposed to study cyber-insurance from different perspectives. For example, Pal et
al., have proposed a supply-demand model and showed that cyber insurance with client contract discrimination can improve network security [29]. Khalili et al., have investigated the interdependent nature of cyber security and proposed a pre-screening method which is able to create profit opportunities for insurers [30]–[32]; Böhme et al., have proposed several market models to study the information asymmetries between defenders and insurers as well as the interdependent security and correlated risks among defenders [20]; Vakilinia et al., have proposed a coalitional insurance framework where organizations insure a common platform instead of themselves under the consideration of their security interdependency [33]. However, most of the current frameworks have not considered that the risks of cyber-attacks come from stealthy attackers with specific objectives and malicious activities, which is different from traditional insurance of mitigating risks from accidents.

Game theory has been applied extensively to capture various types of cyber-attacks [34]–[36]. For example, zero-sum games have been used to capture Jamming attacks and DoS/DDoS cyber-attacks [37], [38]; Stackelberg games have been applied to study moving target defense, honeypots, and correlated attacks [39]–[41]; Signaling games have been used to investigate deception and data integrity attacks [42], [43]; other applicable games have also been introduced to model different cyber-attack scenarios [44], [45]. Game theory provides a theoretical analysis of cyber-attacks and offers valuable insights for cyber security administrators and managers to design detection and defense methods against them.

APTs are severe threats to cyber security with the stealthiness and persistence nature [10]–[14]. Various papers have proposed different game-theoretic frameworks to investigate APTs and their impacts in different applications. In [46], Huang et al., have used a multi-stage Bayesian game to capture APTs on cyber-physical systems; in [47], Hu et al., have characterized the interplay among defenders, APT attackers, and insiders with a two-layer differential game; in [48], Xiao et al., have applied prospect theory to investigate APTs on cloud storage systems; in [49], Min et al. have captured the interactions between an APT attacker and a defender in a cloud storage system by a Colonel Blotto game; in [50], Rass et al., have proposed a sequential game-theoretic framework to design defense strategies against APTs.

The security aspect of IoT devices and their vulnerabilities to cyber-attacks have been reviewed and summarized by a lot of recent studies [3]–[7]. Several game-theoretic frameworks have been proposed to investigate cyber-attacks towards IoT systems [51]–[53]. For example, Hamdi et al., have devised a game-theoretic model to study the adaptive security of eHealth IoT systems [54]; Pouryazdan et al., have proposed a game-theoretic framework for trustworthy cloud-centric IoT applications [55]. Namvar et al., have modeled the interaction between an IoT access point and a jammer with a Colonel Blotto game and proposed a centralized mechanism to address the jamming problem in the IoT systems composed of resource-constrained devices [56].

IoT systems could be extremely vulnerable to APTs because of complex types of devices and network connections, lack of detection and defense methods, and restricted computational resources [4], [12], [13], [17], [18]. Game theory becomes a valuable tool to study APTs in IoT systems and design defense mechanisms against them. For example, in [14], Hu et al., have proposed an expert system base APT detection game and showed its effectiveness to increase the security level of IoT systems; in [57]. Lee et al., have proposed a game-theoretic vulnerability quantification method for social IoT systems against cyber-attacks including APTs.

In this paper, we adopt FlipIT games to model APTs on IoT systems [25]. The FlipIT games have been used extensively to study APTs and investigate their impacts in various applications. In [26], Bowers et al., have demonstrated the application of FlipIT games to password reset policies, key rotation, VM refresh, and cloud auditing; in [27], Pawlick et al., have used FlipIT game to model the competition between a defender and an attacker over the ownership of a cloud server; in [58], Spyridopoulos et al., have proposed a variant of FlipIT game to study malware proliferation. These works have focused on the competition between one attacker and one defender over one resource.

FlipThem games have been proposed to extend the FlipIT games and study the interactions between one defender and on attacker over multiple resources [59]–[62]. In [59], Laszka et al., have proposed an AND control model where an attacker takes control of all resources to compromise the system and an OR model where an attacker only needs to take control of one resource to achieve that; in [60], Zhang et al., have considered a situation where a defender and an attacker have strict constraints on their actions across all the resources; in [61] and [62], Leslie et al., have investigated a scenario where an attacker compromises a defender’s resources with a threshold. However, they have not considered situations where multiple defenders and attackers interact in the same network of resources. Moreover, they have not captured the risk-dependencies between neighboring resources.

Influence networks have been used to capture the interdependencies among neighboring nodes in cyber risk management [24]. For example, in [22], Miura-Ko et al., have adopted influence networks to model interdependent security investments; in [23], Nguyen et al., have presented an influence network model to study the vulnerability correlations of security assets. In this paper, we combine FlipIT games and influence networks and devise two scenarios of networked FlipIT games to capture the interactions between IoT defenders and APT attackers.

We further capture the interactions between defenders and cyber insurance insurers by a moral-hazard type of principal-
agent problem with incomplete information. Moral hazard has been discussed extensively in traditional insurance paradigm [63], [64], and it has also been considered in cyber insurance [65], [66]. Principal-agent problems have also been applied to analyze cyber insurance [67], [68]. The principal-agent problem and the nested FlipIt games constitute a bi-level game [69], [70]. The game-of-games structure in bi-level games has been presented in various recent studies on cyber security [45], [71].

Compared with the bi-level game-theoretic cyber insurance framework proposed in [72], our framework captures the interactions between defenders and attackers with FlipIt games instead of zero-sum games to model APTs on IoT systems. One of our main contributions is that we extend the FlipIt game between one defender and one attacker to a network of FlipIt games by incorporating influence networks. We further consider both distributed and centralised scenarios of IoT defenders and analyze their interactions with both APT attackers and insurers. Our numerical experiments investigate the impacts of homogeneous/heterogeneous networks, homogeneous/heterogeneous players, and network connectivities to the security management of IoT defenders and the insurance contract designation of insurers, which have not been addressed in [72]. The analysis offers several insights on the best practices for IoT defenders on cyber risk management and cyber insurance. Our framework further indicates that the optimal insurance coverage level is 1/2 in the distributed scenario and the semi-homogeneous scenario and we show that an insurer can make a nonzero profit by providing cyber insurance.

III. Problem Formulation

APTs are different from traditional cyber-attacks with the stealthiness and persistence nature. APT attackers have very specific objectives and compromise a system stealthily and slowly to maintain a small footprint and reduce detection risks. APTs, in general, could persist for long periods of time in a system. Moreover, APT attackers may prefer to stay anonymously and steal sensitive data or information instead of completely destroying services or physical components, which could inflict different types of financial and nonfinancial losses on defenders.

We use FlipIt game to capture the competition between a defender and an APT attacker over the ownership of an IoT device [25]. In this game, a player takes control of the IoT device by moving with a cost and he only finds out about the state of the IoT device when he moves. This stealthy aspect of the game makes it suitable to capture APTs. The attacker has a specific objective to maximize his expected controlling time over the device. The attacker’s malicious activities during the time that he controls the device could inflict various types of losses on the defender. The objective of the defender is to minimize his total expected losses caused the attacker.

An illustration of the FlipIt game is provided in Fig. 2. The game starts at time 0 and the defender owns the device; at time 1, the attacker attacks the device and then claims the ownership of it; at time 6, the defender defends the device and reclaims the ownership of it; the game continues and the ownership of the device switches between the defender and the attacker. Note that when the defender defends and the attacker attacks at the same time, e.g., time 4, we follow the tie-breaking rule from [25] that their actions are “canceled” and the ownership of the device does not change. Such a tie-breaking rule considers that the current owner of the device has the advantage to win the competition against the other player with prior knowledge or both players prefer not to move at the same time to avoid revealing themselves. This tie-breaking rule makes the game fully symmetric and allows us to handle ties smoothly.

Consider an IoT network modeled by a directed graph $G(N,E)$ with $N := \{1,\ldots,N\}$ and $E$ denoting the set of nodes and the set of edges, respectively. Each node $n \in N$ represents an IoT device which is controlled in turn by a defender and an APT attacker. Let us denote the sequence of the defender’s defending time or the attacker’s attacking time at node $n$ as an infinite non-decreasing sequence which can be specified as follows:

$$\text{Defender: } t_{d,n,1}, t_{d,n,2}, \ldots, t_{d,n,k} - 1, t_{d,n,k}, t_{d,n,k+1}, \ldots$$

$$\text{Attacker: } t_{a,n,1}, t_{a,n,2}, \ldots, t_{a,n,k} - 1, t_{a,n,k}, t_{a,n,k+1}, \ldots$$

Let $\Phi_{d,n}(t_{d,n,k})$ or $\Phi_{a,n}(t_{a,n,k})$ denote the feedback that the defender or the attacker at node $n$ receives when he defends or attacks at $t_{d,n,k}$ or $t_{a,n,k}$, where $\Phi_{d,n} \subseteq \Phi_{d,n} \times \Phi_{a,n}$ with $\Phi_{d,n}$ or $\Phi_{a,n}$ denoting the set of all the possible forms of the feedback of the defender or the attacker, respectively. Some of the possible forms are listed here as examples [25].

- (Non-adaptive) a player obtains no information, i.e., $\Phi_{d,n}(t_{d,n,k}) = 0$ or $\Phi_{a,n}(t_{a,n,k}) = 0$;
- (Last move) a player obtains the opponent’s last move time, i.e., $\Phi_{d,n}(t_{d,n,k}) = \max\{t_{a,n,k'} | t_{a,n,k'} \leq t_{d,n,k}\}$ or $\Phi_{a,n}(t_{a,n,k}) = \max\{t_{d,n,k'} | t_{d,n,k'} \leq t_{a,n,k}\}$;
- (Full history) a player obtains the full history of both players’ moves, i.e., $\Phi_{d,n}(t_{d,n,k}) = \{(t_{d,n,1}, \ldots, t_{d,n,k}), (t_{a,n,1}, \ldots, t_{a,n,k})\}$ or $\Phi_{a,n}(t_{a,n,k}) = \{(t_{a,n,1}, \ldots, t_{a,n,k}), (t_{d,n,1}, \ldots, t_{d,n,k})\}$ where $t_{a,n,k'} = \max\{t_{a,n,k'} | t_{a,n,k'} \leq t_{d,n,k}\}$ or $t_{d,n,k'} = \max\{t_{d,n,k'} | t_{d,n,k'} \leq t_{a,n,k}\}$.

A player decides the time of his next move following a strategy based on his current time of move and the received feedback.

Let $p_{d,n} : \mathbb{R}_{\geq 0} \times \Phi_{d,n} \rightarrow \mathbb{R}_{\geq 0}$ and $p_{a,n} : \mathbb{R}_{\geq 0} \times \Phi_{a,n} \rightarrow \mathbb{R}_{\geq 0}$ denote the defending strategy and the attacking strategy for the defender and the attacker at node $n$, respectively, we have

- when the defender defends at time $t_{d,n,k}$ and receives feedback $\Phi_{d,n}(t_{d,n,k})$, his next defend will be at $t_{d,n,k+1} = p_{d,n}(t_{d,n,k}, \Phi_{d,n}(t_{d,n,k}))$. 

Fig. 2. The FlipIt game on Node $n$ between a defender and an attacker.
We further assume that the defender’s loss when the attacker adopts a strategy of $p_d,n$ and the attacker adopts a strategy of $p_a,n$. While controlling the IoT devices, the attackers can benefit from conducting malicious activities, such as monitoring sensitive operations, stealing private information, and injecting ransomware. The objective of the attacker is to maximize the expected proportion of the time that he controls the device, which can be captured by the following optimization problem:

$$\max_{p_a,n \in \mathcal{A}_d,n} \gamma_{a,n} \alpha_n - c_{a,n}(p_a,n),$$

where $\gamma_{a,n} \in \mathbb{R}_{\geq 0}$ denotes the utility parameter of the attacker and $\mathcal{A}_d,n = \{p_d,n\}$ denotes the set of all possible strategies by the attacker. Function $c_{a,n} : \mathcal{A}_d,n \rightarrow \mathbb{R}_{\geq 0}$ captures the cost of the attacker when he adopts a strategy of $p_a,n$. Different $\gamma_{a,n}$ and $c_{a,n}$ capture the trade-offs between a larger proportion of controlling time and a smaller cost of the attacker.

The attackers’ activities can inflict huge financial and nonfinancial losses on defenders. A defender at one node may also face losses caused by the attackers at neighboring nodes, for example, the attackers can denial the services, send misleading information, or spread computer viruses to this node. Moreover, the impacts of attackers could propagate through network connections, such as computer worms and viruses, and thus, the defender may even face losses caused by undirectly connected nodes.

To measure the losses of defenders with respect to the attackers’ controlling times, we first define the defender’s risk level at node $n$ as

$$R_n = g_n(\alpha_1, \alpha_2, \ldots, \alpha_N),$$

where $g_n : ([0,1])^N \rightarrow \mathbb{R}_{\geq 0}$ is a function of all the expected proportions of attackers’ controlling times in this network. We further assume that the defender’s loss $X_n$ follows an exponential distribution of $\frac{1}{\gamma_{d,n} R_n}$ with its density function expressed as

$$f(x_n | \gamma_{d,n} R_n) = \frac{1}{\gamma_{d,n} R_n} \exp \left( - \frac{1}{\gamma_{d,n} R_n} x \right), \forall x_n \in \mathbb{R}_{\geq 0}.$$  

The parameter $\gamma_{d,n} \in \mathbb{R}_{\geq 0}$ controls the level of the defender’s losses, and a crucial IoT devices may have a larger $\gamma_{d,n}$. For example, an IoT device which monitors or controls nuclear reactors has a larger $\gamma_{d,n}$ than an IoT device which records the room temperature in a supermarket. The exponential distribution has been widely applied to risk and insurance analysis [73–75]. We can see from the exponential distribution that the defender has a larger probability of facing a larger loss when he has a higher risk level. Furthermore, the expected loss satisfies that $\mathbb{E}(X_n) = \gamma_{d,n} R_n$, and the defender has a larger expected loss with the increase of his risk level. An illustration of the relations between $p_{d,n}, p_{d,n}, \alpha_n, R_n$, and $X_n$ can be found in Fig. 3.

**Remark 1.** When node $n$ has no network connections to any other nodes or there is only one node $n$ in this network, we could assume that $R_n = g(\alpha_1, \alpha_2, \ldots, \alpha_N) = \alpha_n$, which indicates that the defender at node $n$ has a higher risk level or faces a larger expected loss if the attacker at node $n$ has a larger expected proportion of controlling time.

The defenders can also purchase cyber-insurance to cover their losses. After paying a premium to the insurer, a defender receives a coverage from the insurer when he faces losses caused by attackers. In this paper, we consider two different scenarios of defenders, which are discussed separately in the following subsections. In summary, Defender-D represents a “distributed” case where each defender at each node only considers his own losses, while Defender-C indicates a “centralized” case where a global defender considers the overall loss of this IoT network. We present two examples to illustrate applications of Defender-D and Defender-C.

**Example 1 (Centralized Scenario).** Consider a smart home which contains IoT devices, such as laptops, wireless routers, smart speakers, cameras, and sweeping robots. An APT attacker could compromise a smart speaker and record private conversations over days or months. The smart home owner could hardly notice the existence of the attacker as the smart speaker functions normally. The attacker could further leak the recorded conversations to the public or blackmail the owner. Similarly, APT attackers could record private videos from cameras or steal sensitive documents from laptops. The smart home owner could choose to insure his IoT devices with cyber insurance and the insurer would provide financial coverage to his losses from the leakage of private information by APT attackers. It is natural for the smart home owner to insure all the devices together, which indicates a centralized scenario.

**Example 2 (Distributed Scenario).** In vehicular applications and inter-networking technologies (VANET), a vehicle dynamically adjusts its route to destinations by communicating with different IoT devices, such as other vehicles, smart traffic lights, and phones owned by pedestrians. An APT attacker could compromise the vehicle and hijack the data sent and received by it. Different from traditional cyber-attacks, APTs aim not to immediately damage the vehicle as it can be detected by the security systems. With small modifications on the data over a long period of time, the vehicle may arrive at the desired destination by the attacker [76–78]. Moreover, an APT attacker could even affect the route of a target vehicle by sending misleading data from other vehicles and traffic lights. Cyber insurance could provide financial coverage to the passengers for their losses from arriving at a wrong destination.
In this case, the security status of the vehicle is also affected by other IoT devices in this network.

A. Defender-D

In this case, there exist \( N \) defenders in this IoT network and each IoT device is occupied by a defender. An illustration of the interactions between an attacker, a defender, and an insurer in one node is provided in Fig. 3. Note that each attacker has no information about the players in other nodes and his objective is to maximize his expected proportion of controlling time \( \alpha_n \) as in (3). Each defender has no information about the actions of the players in other nodes, however, he may face losses caused by the attackers from other nodes.

After paying a premium to the insurer, the defender at node \( n \) is entitled to receive a coverage \( \gamma_{d,n} \) from the insurer when he faces a loss of \( \gamma_{d,n} \). where \( \gamma_{d,n} \in [0,1] \) denotes the coverage level of the insurance. The defender now has an effective loss of \( \beta_n = X_n - \gamma_{d,n}X_n = (1 - \gamma_{d,n})X_n \). Note that \( \gamma_{d,n} = 0 \) indicates that there is no insurance and the defender’s effective loss \( \beta_n \) equals to his direct loss \( X_n \). As a result, the expected effective loss of the defender can be described as

\[
E[\beta_n] = E[(1-s_n)X_n] = (1-s_n)\gamma_{d,n}R_n.
\]

(6)

The objective of each defender is to minimize his expected effective loss, which can be captured by the following optimization problem after plugging (4) into (9):

\[
\min_{p_{d,n} \in \mathcal{J}_{d,n}} (1-s_n)\gamma_{d,n}\mathcal{g}_n(\alpha_1,\alpha_N) + c_{d,n}(p_{d,n}),
\]

(7)

where \( \mathcal{J}_{d,n} = \{p_{d,n}\} \) denotes the set of all possible strategies by the defender. Function \( c_{d,n} : \mathcal{J}_{d,n} \rightarrow \mathbb{R}_{\geq 0} \) captures the cost of the defender under the strategy \( p_{d,n} \). The parameter \( \mathcal{g}_n \) and function \( c_{d,n} \) capture the trade-offs between a smaller expected effective loss and a higher cost.

By comparing (3) and (7), we can see that the attacker aims to maximize the expected proportion of his controlling time while the defender aims to minimize it. The conflicting interest between the defender and the attacker constitutes a FlipIt-D game in each IoT device, and its Nash equilibrium is defined as follows.

**Definition 1.** Let \( \mathcal{J}_{a,n} \) and \( \mathcal{J}_{d,n} \) denote the strategy sets for the attacker and the defender at node \( n \), respectively; let \( J_{a,n}(p_{a,n},p_{d,n}) \) and \( J_{d,n}(p_{d,n},p_{a,n};s_n;\{\alpha_m\}_{m\neq n}) \) denote the objective functions from (3) and (7), respectively. A strategy profile \( \{p_{a,n}^*,p_{d,n}^*\} \) is a Nash equilibrium of the FlipIt-D game at node \( n \) defined by\langle\{Attacker, Defender-D\},\{\mathcal{J}_{a,n},\mathcal{J}_{d,n}\},\{J_{a,n},J_{d,n}\}\rangle\)

\[
J_{a,n}(p_{a,n}^*,p_{d,n}^*) \geq J_{a,n}(p_{a,n},p_{d,n}^*), \quad \forall p_{a,n} \in \mathcal{J}_{a,n};
\]

\[
J_{d,n}(p_{d,n}^*,p_{a,n}^*;s_n;\{\alpha_m\}_{m\neq n}) \geq J_{d,n}(p_{d,n},p_{a,n}^*;s_n;\{\alpha_m\}_{m\neq n}), \quad \forall p_{d,n} \in \mathcal{J}_{d,n},
\]

Furthermore, a strategy profile \( \{p_{a,n}^*,p_{d,n}^*\} \) is a global Nash equilibrium of the FlipIt-D game defined by \langle\{Attackers, Defender-Ds\},\{\mathcal{J}_{a,n},\mathcal{J}_{d,n}\},\{J_{a,n},J_{d,n}\}\rangle\)

\[
J_{a,n}(p_{a,n}^*,p_{d,n}^*) \geq J_{a,n}(p_{a,n},p_{d,n}^*), \quad \forall p_{a,n} \in \mathcal{J}_{a,n}, n \in \mathcal{N};
\]

An illustration of the games in Defender-D. There are \( N \) defenders in this case. The FlipIt-D game is played between a defender and an attacker on one IoT device while the G-FlipIt-D game captures the interactions among all defenders and all attackers over the IoT network. The FlipIt-D game captures the interactions between a defender, an attacker and the insurer while the G-FlipIt-D game describes the interactions between all defenders, all attackers, and the insurer.

\[
J_{d,n}(p_{d,n}^*,p_{a,n}^*;s_n;\{\alpha_m^*\}_{m\neq n}) \leq J_{d,n}(p_{d,n},p_{a,n}^*;s_n;\{\alpha_m^*\}_{m\neq n}), \quad \forall p_{d,n} \in \mathcal{J}_{d,n}, n \in \mathcal{N},
\]

where \( \alpha_m^* \) denotes the expected proportion of the time that the attacker controls node \( m \) when the defender adopts a strategy of \( p_{d,m}^* \) and the attacker adopts a strategy of \( p_{a,m}^* \).

An illustration of the games in Defender-D. There are \( N \) defenders in this case. The FlipIt-D game is played between a defender and an attacker on one IoT device while the G-FlipIt-D game captures the interactions among all defenders and all attackers over the IoT network. The FlipIt-D game captures the interactions between a defender, an attacker and the insurer while the G-FlipIt-D game describes the interactions between all defenders, all attackers, and the insurer.

\[
(1-s_n)\gamma_{d,n}\mathcal{g}_n(\alpha_1,\alpha_N) + c_{d,n}(p_{d,n}^*(s_n)) + T_n \leq \gamma_{d,n}\mathcal{g}_n(\alpha_1^*,\alpha_N^*(0),\alpha_N^*), \quad \alpha_N^* + c_{d,n}(p_{d,n}^*(0)).
\]

(8)

Note that we have abused the notation with the purpose of simplifying illustration: \( \alpha_n^*(s_n) \) and \( \alpha_n^*(0) \) denote the equilibrium expected proportions of the attacker’s controlling time at node \( n \) with the insurance of coverage level \( s_n \) and without the insurance, respectively; \( \alpha_n^*(s_n) \) and \( \alpha_n^*(0) \) denote the equilibrium defending strategies of the defender at node \( n \).

![Fig. 4. The structure of the games in Defender-D.](image-url)
n with the insurance of coverage level \( s_n \) and without the insurance, respectively. Specially, \( \alpha_m \) and \( \alpha_m' \) represent the expected proportions at node \( m \neq n \) given the coverage level \( s_m \) and \( s_m = 0 \) at node \( n \), respectively.

The insurer receives a premium \( T_n \) from the defender and provides coverage \( \gamma_{n,t} = \gamma_{n,t}^0 \) to him. Thus, the insurer has a profit of \( T_n - \gamma_{n,t} \) to him. The insurer insures the defender only when he can make a profit, which can be expressed as the following individual rationality constraint for the insurer:

\[
T_n - \gamma_{n,t} \geq 0. \tag{9}
\]

The objective of the insurer is to make a larger profit from providing the insurance, which can be captured as the following optimization problem:

\[
\max_{\{s_n, T_n\}} T_n - \gamma_{n,t} \quad \text{s.t.} \quad \begin{cases} a \in [0, 1], T_n \in \mathbb{R}_{\geq 0}. \tag{8} \end{cases} \tag{10}
\]

We can see that the solution of (10) depends on both the outcome of the FlipIt-D game at node \( n \) and the expected proportions of the attackers’ controlling times at other nodes. An effective insurance contract must satisfy both (8) and (9).

The interactions between the defender and the insurer constitute a moral-hazard type of principal-agent problem where the insurer as a principal announces the insurance contract and the defender as an agent makes rational decisions on purchasing the insurance. Note that the insurer has incomplete information about the defender before he decides the insurance contract based on the outcome of the FlipIt-D game.

The complex interactions among an attacker, a defender, and an insurer constitute a bi-level FlipIn-D game whose Nash equilibrium is defined as follows.

**Definition 2.** Let \( \mathcal{I}_{n,t} \) denote the action set for the insurer; let \( \mathcal{J}_{n,t} \) denote the objective function from (10). Recall \( \mathcal{I}_{d,n} \), \( \mathcal{I}_{a,n} \), \( \mathcal{J}_{d,n} \), \( \mathcal{J}_{a,n} \), \( \mathcal{J}_{i,n} \) from Definition 1; a strategy profile \( \{\alpha_{a,n}, \alpha_{d,n}, \alpha_{i,n}\} \) is a Nash equilibrium of the bi-level FlipIn-D game defined by \( \langle \text{Attacker, Defender-D, Insurer}, \{\mathcal{I}_{a,n}, \mathcal{I}_{d,n}, \mathcal{I}_{i,n}\}, \{\mathcal{J}_{a,n}, \mathcal{J}_{d,n}, \mathcal{J}_{i,n}\} \rangle \) if \( \{\alpha_{a,n}, \alpha_{d,n}, \alpha_{i,n}\} \) solves (10) and \( \{\alpha_{a,n}, \alpha_{d,n}\} \) is a Nash equilibrium of the FlipIn-D game defined in Definition 1 under \( \{s_n, T_n\} \).

Furthermore, a strategy profile \( \{\alpha_{a,n}, \alpha_{d,n}\} \) is a global Nash equilibrium of the bi-level FlipIn-D game defined by \( \langle \text{Attacker, Defender-Ds, Insurer}, \{\mathcal{I}_{a,n}, \mathcal{I}_{d,n}, \mathcal{I}_{i,n}\}, \{\mathcal{J}_{a,n}, \mathcal{J}_{d,n}, \mathcal{J}_{i,n}\} \rangle \) if \( \{\alpha_{a,n}, \alpha_{d,n}\} \) solves (10) for all \( n \in N \) and \( \{\alpha_{a,n}, \alpha_{d,n}\} \) is a Nash equilibrium of the G-FlipIn-D game defined in Definition 1 under \( \{s_n, T_n\} \).

An illustration of the FlipIn-D game and the G-FlipIn-D game has been provided in Fig. 1. The Nash equilibrium of the FlipIn-D game is affected by the other FlipIn-D games through \( \alpha_m \) in (10). The complex interactions among all players constitute a G-FlipIn-D game, whose Nash equilibrium is achieved when all the FlipIn-D games reach their Nash equilibriums.

**B. Defender-C**

In this case, there exists only one global defender in this IoT network. The interactions between the defender, attackers, and an insurer are illustrated in Fig. 5. Similar to the case of Defender-D, each attacker has no information about the players in other nodes. The insurer offers one insurance contract \( \{s, T\} \) to the defender which covers the losses of all the IoT devices. The defender’s expected effective loss \( \overline{\beta} \) in this case can be expressed as

\[
\mathbb{E}(\overline{\beta}) = (1 - s) \sum_{n=1}^{N} \gamma_n = (1 - s) \sum_{n=1}^{N} \gamma_n \alpha_n(\alpha_1, \ldots, \alpha_N). \tag{11}
\]

The defender aims to minimize his overall expected effective losses, which can be captured by the following optimization problem:

\[
\min_{\{p_{a,n}, p_{d,n}\}} (1 - s) \sum_{n=1}^{N} \gamma_n p_{a,n} + \sum_{n=1}^{N} c_{d,n} (p_{d,n}). \tag{12}
\]

The interactions between the defender and \( N \) attackers in this IoT network constitute a global FlipIt-C game, which is defined as follows.

**Definition 3.** Let \( \mathcal{I}_{a,n} \) and \( \mathcal{I}_{d} \) denote the strategy sets for the attacker and the defender, respectively; let \( \mathcal{J}_{a,n}(p_{a,n}, p_{d,n}) \) and \( \mathcal{J}_d((p_{d,n}); s) \) denote the objective functions from (7) and (12), respectively. A strategy pair \( \{p_{a,n}, p_{d,n}\} \) is a Nash equilibrium of the FlipIt-C game defined by \( \langle \text{Attackers, Defender-C}, \{\mathcal{I}_{a,n}, \mathcal{I}_{d}\}, \{\mathcal{J}_{a,n}, \mathcal{J}_d\} \rangle \) if

\[
\mathcal{J}_{a,n}(p_{a,n}, p_{d,n}) \geq \mathcal{J}_{a,n}(p_{a,n}, p_{d,n}), \quad \forall p_{a,n} \in \mathcal{I}_{a,n}, n \in N; \\
\mathcal{J}_d((p_{d,n}), (p_{a,n}) \mathcal{J}_d((p_{d,n}), (p_{a,n}), s), \quad \forall (p_{a,n}, p_{d,n}) \in \mathcal{I}_{d}. 
\]

Note that the Nash equilibrium of the FlipIt-C game is affected by the coverage level \( s \) through \( J_d \). In the previous subsection, we have shown that \( N \) FlipIt-D games constitute a global G-FlipIt-D game, while in this subsection, we show that the FlipIt-C game may be decentralized into \( N \) local L-FlipIt-C games under certain conditions.
Remark 2 (Decentralization). If \( g_n(\alpha_1, ..., \alpha_N) \) is additively separable for all \( 1 \leq n \leq N \), i.e., \( g_n(\alpha_1, ..., \alpha_N) = \sum_{m=1}^{N} g_{n,m}(\alpha_m) \), we have \( \sum_{n=1}^{N} \sum_{m=1}^{N} \gamma_d n g_n(\alpha_1, ..., \alpha_N) = \sum_{m=1}^{N} \sum_{n=1}^{N} \gamma_d m g_m(\alpha_m) \). Thus, solving the global problem (12) is equivalent to solving the following \( N \) sub-problems at each node:

\[
\min_{p_{a,n}} (1-s) \sum_{m=1}^{N} \gamma_d m g_m(\alpha_m) + c_d n (p_{d,n}). \tag{13}
\]

With Remark 2, the interactions between the attacker and the defender at node \( n \) constitute a L-FlipIt-C game, which is defined as follows.

Definition 4. Let \( \mathcal{A}_n \) and \( \mathcal{D}_n \) denote the strategy sets for the attacker and the defender at node \( n \), respectively; let \( J_{a,n}(p_{a,n}, p_{d,n}) \) and \( J_{d,n}(p_{d,n}, p_{a,n}) \) denote the objective functions from (9) and (13), respectively. A strategy profile \( \{p_{a,n}, p_{d,n}\} \) is a Nash equilibrium of the L-FlipIt-C game at node \( n \) defined by \( \{\mathcal{A}_n, \mathcal{D}_n\}, \{J_{a,n}, J_{d,n}\} \) if

\[
J_{a,n}(p_{a,n}, p_{d,n}) \geq J_{a,n}(p_{a,n}, p_{d,n}'), \quad \forall p_{a,n} \in \mathcal{A}_n;
\]

\[
J_{d,n}(p_{d,n'}, p_{a,n}') \leq J_{d,n}(p_{d,n}, p_{a,n}'), \quad \forall p_{d,n} \in \mathcal{D}_n.
\]

An illustration of the FlipIn-C game and the L-FlipIt-C games is provided in Fig. 6. We can see that all the L-FlipIt-C games are independent of each other as (9) and (13) do not depend on the outcomes of other L-FlipIt-C games. However, the L-FlipIt-C game at node \( n \) takes the parameters \( \{\gamma_d n\} \) from other nodes into consideration. Note that when \( g_n(\alpha_1, ..., \alpha_N) \) is not additively separable, we cannot decentralize the FlipIt-C game and obtain the L-FlipIt-C games.

The defender pays a premium \( T \in \mathbb{R}_{>0} \) to insure the IoT network and receive a coverage when he faces losses from any devices. Following similar steps in Section III.A., the defender’s individual rationality constraint in this case can be written as

\[
(1-s) \sum_{n=1}^{N} \gamma_d n g_n(\alpha_1^*(s), ..., \alpha_N^*(s)) + \sum_{n=1}^{N} c_d n (p_{d,n}(s)) + T \leq \sum_{n=1}^{N} \gamma_d n g_n(\alpha_1(0), ..., \alpha_N(0)) + \sum_{n=1}^{N} c_d n (p_{d,n}(0)). \tag{14}
\]

The insurer’s individual rationality constraint can be written as

\[
T - s \sum_{n=1}^{N} g_n(\alpha_1^*(s), ..., \alpha_N^*(s)) \geq 0. \tag{15}
\]

The insurer aims to maximize the profit as follows:

\[
\max_{\{s,T\}} T - s \sum_{n=1}^{N} \gamma_d n g_n(\alpha_1^*(s), ..., \alpha_N^*(s)) \quad \text{s.t.} \quad (14), (15).
\]

Similar to the case in the previous subsection, the interactions between the defender and the insurer constitute a principal-agent problem with incomplete information; the complex interactions between the defender, the attackers, and the insurer constitute a bi-level FlipIn-C game whose Nash equilibrium is defined as follows.

Definition 5 (Equilibrium Concept for FlipIn-C). Let \( \mathcal{S}_I = \{s, T\} | s \in (0, 1], T \in \mathbb{R}_{>0} \) denote the action set for the insurer; let \( J_d(s,T) \) denote the objective function from (12). Recall \( \mathcal{S}_d, \mathcal{A}_n, \mathcal{D}_n \) from Definition 3 under \( \{\mathcal{A}_n, \mathcal{D}_n, \mathcal{S}_I\} \) a strategy profile \( \{p_{a,n}^*, \{p_{d,n}^*\}, \{s^*, T^*\}\} \) is a global Nash equilibrium of the bi-level FlipIn-C game defined by \( \{\{\text{Attackers, Defender-C, Insurer}\}, \mathcal{S}_d, \mathcal{A}_n, \mathcal{D}_n, \mathcal{S}_I\} \) if \( \{s^*, T^*\} \) solves (12) and \( \{p_{a,n}^*, p_{d,n}^*\} \) is a Nash equilibrium of the FlipIn-C game defined in Definition 3 under \( \{s^*, T^*\} \).

An illustration of the FlipIn-C game has been provided in Fig. 6. Compared with the G-FlipIn-D game, the FlipIn-C game contains only one principal-agent problem and there is only one defender who competes with each attacker on the ownership of each IoT device. Moreover, the G-FlipIn-D game can be considered as a bottom-up approach on a distributed scenario as the distributed games constitute a centralized game, while the FlipIn-C game can be considered as a top-down approach on a centralized scenario as the centralized FlipIn-C game can be decentralized into distributed L-FlipIt-C games.

IV. OVERVIEW OF FINDING THE EQUILIBRIUM

It is challenging to directly compute the equilibrium of the bi-level FlipIn games in both the distributed case and the centralized case due to the complex relations among three networked parties of players and the various strategy choices of defenders and attackers. In this paper, we consider that both defenders and attackers adopt non-adaptive periodic strategies. The periodic strategy could be viewed as a routine security examination of the defender or programmed attacks of the attacker. Moreover, we incorporate linear influence models to capture the risk dependencies between neighboring nodes.
which have been used extensively to study risk propagation over networks [22]–[24]. The periodic strategy and linear influence model enable us to solve the lower-level security games and further analyze the higher-level insurance problems. The obtained results yield critical insights on network topology and insurance contract design, and they provide valuable baselines for future analysis on both FlipIt games and cyber insurance.

Both the defender and the attacker adopt non-adaptive periodic strategies, i.e., both players have fixed intervals \( \tau_{d,n} \in \mathbb{R}_{>0} \) and \( \tau_{a,n} \in \mathbb{R}_{>0} \) between two consecutive moves as shown in Fig. 7 respectively. In the following sections, we abuse the notations of strategies \( p_{d,n} = \frac{1}{\tau_{d,n}} \) and \( p_{a,n} = \frac{1}{\tau_{a,n}} \) to denote the defending frequency and the attacking frequency, respectively. We can compute \( \alpha_n \), i.e., the expected proportion of the time that the attacker controls node \( n \) by following the arguments in Section 4.1 in [25]. When \( p_{d,n} \geq p_{a,n} \), i.e., \( \tau_{d,n} \leq \tau_{a,n} \), the probability that the attacker moves in a given defender’s move interval \( \tau_{d,n} \) is \( p_{a,n}/p_{d,n} \); moreover, he moves exactly once within \( \tau_{d,n} \) since \( \tau_{d,n} \leq \tau_{a,n} \) and his move is uniformly distributed at random within \( \tau_{d,n} \). Thus, we obtain \( \alpha_n = \frac{p_{a,n}}{2p_{d,n}} \). Similarly, when \( p_{d,n} < p_{a,n} \), we obtain \( \alpha_n = 1 - \frac{p_{d,n}}{2p_{a,n}} \). As a result, we have

\[
\alpha_n = \begin{cases} 
0, & p_{a,n} = 0; \\
\frac{p_{a,n}}{2p_{d,n}}, & p_{d,n} \geq p_{a,n} > 0; \\
1 - \frac{p_{d,n}}{2p_{a,n}}, & p_{a,n} > p_{d,n} \geq 0.
\end{cases} 
\]  

Note that when \( p_{a,n} = 0 \), i.e., there is no attacker or the attacker chooses not to attack, we have \( \alpha_n = 0 \) for \( p_{d,n} \geq 0 \) which indicates that the IoT device is always controlled by the defender. We see from (17) that the attacker has a larger \( \alpha_n \) with the increase of his frequency \( p_{a,n} \) and the decrease of the defender’s frequency \( p_{d,n} \). We could also see that \( \alpha_n \) is continuous in both \( p_{a,n} \) and \( p_{d,n} \) as \( \frac{p_{a,n}}{2p_{d,n}} = 1 - \frac{p_{d,n}}{2p_{a,n}} = \frac{1}{2} \) when \( p_{a,n} = p_{d,n} \).

We capture the risk dependencies between neighboring nodes with linear influence models. We use the following remark to illustrate linear influence models.

**Remark 3 (Linear Influence Models).** The defender’s risk level at node \( n \) can be expressed as

\[
R_n = \alpha_n + \eta \sum_{m=1}^{N} w_{mn} R_m. 
\]  

The first term is the expected proportion of the attacker’s controlling time at node \( n \), and a higher proportion indicates a higher risk level of the defender at this node. The second term captures the risks caused by neighboring nodes. The parameter \( \eta \in [0, 1] \) denotes the discount ratio of the network influence, and a larger \( \eta \) denotes a stronger influence from neighboring nodes and indicates that the network is strongly connected; the parameters \( w_{mn} \in [0, 1] \) denote the probability that node \( n \) is attacked by the attacker at its neighboring node \( m \) and they satisfy

\[
w_{mn} = 0, \sum_{n=1}^{N} w_{mn} = 1. \tag{19}
\]

Note that \( w_{mn} = 0 \) as the influence of the attacker at node \( n \) has been captured by \( \alpha_n \).

With linear influence models, we could achieve the following remark from Proposition 6 in [22].

**Remark 4.** Let \( W \) denote the network matrix with the \( m \)-th row and \( n \)-th column being \( w_{mn} \) and let \( I_N \) denote an identity matrix of size \( N \), we have

\[
R_n = g_n(\alpha_1, \alpha_2, \ldots, \alpha_N) = \sum_{m=1}^{N} w_{nm} \alpha_m, \tag{20}
\]

where \( w_{nm} \) is the element at the \( n \)-th row and \( m \)-th column of matrix \( W^* = (I_N - \eta W^T)^{-1} \) with scalar \( \eta \in [0, 1] \) being the discount ratio of the network influence. The matrix \( W^* \) is valid as the inverse of \( I_N - \eta W \) exists. Furthermore, \( w_{nm} \) satisfies

(i) \( w_{nn} > 1 \) and \( w_{mn} \geq 0 \) for all \( n, m \in \mathcal{N} \);

(ii) \( \sum_{m=1}^{N} w_{nm} = 1 - \frac{1}{1-\eta} \) for all \( n \in \mathcal{N} \).

Remark 4 indicates that the defender’s risk level at one node is also affected by \( \alpha_m \) in other nodes. The defender’s risk level is higher when any attacker in this network has a larger expected proportion of controlling time, which captures a negative impact of the network influence on cyber security.

**Remark 5.** From (17) and Remark 2, the defender at node \( n \) has a higher risk level or faces a larger expected loss if

- the attacker at node \( n \) has a larger expected proportion of controlling time, i.e., \( \alpha_n \) is larger;
- the attacker at node \( n \) attacks more frequently, i.e., the attacker has a larger \( p_{d,n} \);
- the defender at node \( n \) defends less frequently, i.e., the defender has a smaller \( p_{a,n} \);
- the attackers at other nodes have larger expected proportions of controlling time, i.e., \( \alpha_m \) is larger for \( m \neq n \).

The players’ problems in both Defender-D and Defender-C under periodic strategies and linear influence models could be obtained by plugging (17) and (20) into the corresponding problems. Since solving the insurer’s problem relies on the results of the FlipIt games, we first solve the lower-level FlipIt games and obtain the reactions of both defenders and attackers to the insurance contracts. Then, we solve the insurer’s problem and obtain optimal insurance contracts. Note that we consider linear costs of defenders and attackers in the following sections, and we abuse the notations of \( c_{d,n} \) and \( c_{a,n} \) to denote the corresponding cost parameters. The attacker’s problem (3) can now be written as

\[
\max_{p_{a,n}} \gamma_{d,n} \alpha_n - c_{a,n} p_{a,n}. \tag{21}
\]
Different $\gamma_{a,n}$ and $c_{d,n} \in \mathbb{R}_{\geq 0}$ capture the trade-offs between a larger proportion of time and a smaller attacking frequency of the attacker.

We could obtain the following problem after plugging (20) into the defender’s problem (7) in Defender-D.

$$\min_{p_{d,n}} (1 - s_n) \gamma_{d,n} \sum_{m=1}^{N} w_{nm}^d \alpha_m + c_{d,n} p_{d,n}.$$  \hspace{1cm} (22)

The parameters $\gamma_{d,n}$ and $c_{d,n} \in \mathbb{R}_{\geq 0}$ capture the trade-offs between a smaller proportion of time and a larger attacking frequency of the defender.

**Remark 6 (Distributed Computations).** Since $\alpha_m$ is a constant with respect to $p_{d,n}$ if $m \neq n$, problem (22) can be simplified further into the following problem

$$\min_{p_{d,n}} (1 - s_n) \gamma_{d,n} \sum_{m=1}^{N} w_{nm}^d \alpha_m + c_{d,n} p_{d,n}. $$ \hspace{1cm} (23)

Problem (23) indicates that the defender’s decision on $p_{d,n}$ in one FlipIt-D game is not affected by results of other FlipIt-D games given the coverage level $s_n$. However, the expected loss of the defender $E[X_n]$ is still affected by the outcomes of other FlipIt-D games.

We could obtain the following problem after plugging (20) into the defender’s problem (12) in Defender-C.

$$\min_{p_{d,n}} (1 - s_n) \gamma_{d,n} \sum_{m=1}^{N} w_{nm}^c \alpha_m + c_{d,n} p_{d,n}. $$ \hspace{1cm} (24)

Note that $\gamma_{n}(\alpha_1, \ldots, \alpha_N)$ in (20) is additively separable for all $1 \leq n \leq N$, thus, the L-FlipIt-C games exist under periodic strategy and linear influence model and problem (24) is equivalent to the following $N$ sub-problems from Remark 2.

$$\min_{p_{d,n}} (1 - s_n) \sum_{m=1}^{N} \gamma_{d,m} w_{nm}^c \alpha_m + c_{d,n} p_{d,n}. $$ \hspace{1cm} (25)

Note that the FlipIt-D games and the L-FlipIt-C games share similar structures: the attackers in both cases solve the same optimization problems (21); the defenders’ problems (23) and (25) can be written into one unified optimization problem as

$$\min_{p_{d,n}} (1 - s_n) \tilde{\gamma}_{d,n} \alpha_m + c_{d,n} p_{d,n}, $$ \hspace{1cm} (26)

where

$$\tilde{\gamma}_{n} = \begin{cases} s_n, & \text{Defender-D;} \\ \gamma_{d,n} & \text{Defender-C,} \end{cases} $$ \hspace{1cm} (27)

$$\tilde{\gamma}_{d,n} = \begin{cases} \gamma_{d,m} w_{nm}^c, & \text{Defender-D;} \\ \sum_{m=1}^{N} \gamma_{d,m} w_{nm}^c, & \text{Defender-C.} \end{cases} $$ \hspace{1cm} (28)

**Remark 7.** Problem (26) can be interpreted that the defender aims to minimize the expected proportion of the attacker’s controlling time. Thus, given the same coverage level on an IoT device, the defender in Defender-C cares more about reducing the impacts from the attackers compared with the defenders in Defender-D as $\sum_{m=1}^{N} \gamma_{d,m} w_{nm}^c \geq \gamma_{d,n} w_{nm}^c$.

We can further define an unified local FlipIt game as follows.

**Definition 6.** Let $\mathcal{A}_{a,n} = \{p_{a,n}|p_{a,n} \in \mathbb{R}_{\geq 0}\}$ and $\mathcal{A}_{d,n} = \{p_{d,n}|p_{d,n} \in \mathbb{R}_{0}\}$ denote the action sets for the attacker and the defender at node $n$, respectively; let $J_{a,n}(p_{a,n}, p_{d,n})$ and $J_{d,n}(p_{d,n}, p_{a,n}; \tilde{s}_n)$ denote the objective functions from (3) and (26), respectively. A strategy profile $\{p_{a,n}^*, p_{d,n}^*\}$ is a Nash equilibrium of the local FlipIt game at node $n$ defined by $\{\text{Attacker, Defender} \}, \mathcal{A}_{a,n}, \mathcal{A}_{d,n}, \{J_{a,n}, J_{d,n}\}$ if

$$J_{a,n}(p_{a,n}, p_{d,n}) \geq J_{a,n}(p_{a,n}^*, p_{d,n}), \quad \forall p_{a,n} \in \mathcal{A}_{a,n};$$

$$J_{d,n}(p_{d,n}, p_{a,n}; \tilde{s}_n) \leq J_{d,n}(p_{d,n}^*, p_{a,n}; \tilde{s}_n), \quad \forall p_{d,n} \in \mathcal{A}_{d,n}. $$

We can obtain the solutions of the FlipIt-D games and the L-FlipIt-C games by plugging (27) and (28) into the solution of the local FlipIt game defined in Definition 6. The solutions of the G-FlipIt-D game and the FlipIt-C game can be further obtained by their Definitions 4 and 3, respectively. Thus, we can solve all FlipIt games in both Defender-D and Defender-C by solving the local FlipIt game.

The local FlipIt game defined in Definition 6 is different from the original FlipIt game presented in [25], as the defender here aims to minimize the losses caused by the attacker while the defender in the original FlipIt game aims to maximize the proportion of his controlling time. Following similar steps as in [25], we can obtain the equilibrium of the local FlipIt game defined in Definition 6 by finding the intersection of the players’ best responses as shown in Fig. 8.

**Proposition 1.** The Nash equilibrium of the local FlipIt game defined in Definition 6 can be summarized into two different cases as shown in Fig. 8.

- If $\frac{\gamma_{a,n}}{2c_{a,n}} > \frac{(1 - s_n)\gamma_{d,n}}{2c_{d,n}}$, the equilibrium (FlipIt-E1) is achieved at
  \[ p_{d,n}^* = \frac{(1 - s_n)\gamma_{d,n}}{2c_{d,n}}, \quad p_{a,n}^* = \frac{(1 - s_n)\gamma_{d,n}}{2c_{d,n}}. \]

- If $\frac{\gamma_{a,n}}{2c_{a,n}} < \frac{(1 - s_n)\gamma_{d,n}}{2c_{d,n}}$, the equilibrium (FlipIt-E2) is achieved at
  \[ p_{d,n}^* = \frac{\gamma_{a,n}}{2c_{a,n}}, \quad p_{a,n}^* = \frac{\gamma_{a,n}^2c_{d,n}}{2(1 - s_n)\gamma_{d,n}^2c_{d,n}}. \]
Note that \( p^s_{d,n} = 0 \) and \( p^s_{a,n} = 0 \) are also the intersection of the best responses. However, we exclude them in this paper as there are no defender and attacker when \( p^s_{d,n} = 0 \) and \( p^s_{a,n} = 0 \). We can see from Proposition 1 that the equilibrium is affected by the coverage level \( \tilde{s}_n \), and we have the following remarks regarding the interaction between them.

**Remark 8 (Equilibrium Shift).** If \( \gamma_{a,n} c_{d,a,n} = \tilde{\gamma}_{d,a} c_{a,a,n} \), we have 
\[
\frac{\gamma_{a,n}}{2c_{d,a,n}} \geq \frac{(1-\tilde{s}_n)\gamma_{a,n}}{2\tilde{c}_{d,a,n}} \quad \text{for} \quad 0 < \tilde{s}_n \leq 1,
\]
and thus the equilibrium is FlipIt-E1 for \( 0 < \tilde{s}_n \leq 1 \).
\[
\text{If } \gamma_{a,n} c_{d,n} < \tilde{\gamma}_{d,a} c_{a,a,n}, \text{ we note that } \frac{\gamma_{a,n}}{2c_{d,a,n}} < \frac{(1-\tilde{s}_n)\gamma_{a,n}}{2\tilde{c}_{d,a,n}} \quad \text{when } 0 < \tilde{s}_n < 1 - \frac{\gamma_{a,n} c_{d,a,n}}{\tilde{\gamma}_{d,a} c_{a,a,n}}, \text{ and thus the equilibrium is FlipIt-E2. However, we have }
\]
\[
\frac{\gamma_{a,n}}{2c_{d,a,n}} \geq \frac{(1-\tilde{s}_n)\gamma_{a,n}}{2\tilde{c}_{d,a,n}} \quad \text{when } 1 - \frac{\gamma_{a,n} c_{d,a,n}}{\tilde{\gamma}_{d,a} c_{a,a,n}} \leq \tilde{s}_n \leq 1, \text{ and thus the equilibrium is FlipIt-E1. As a result, the equilibrium shifts from FlipIt-E2 to FlipIt-E1 as the coverage level increases.}
\]

**Remark 9 (Risk Compensation and Peltzman Effect).** At FlipIt-E1, both the defender and the attacker reduce their frequencies as the coverage level increases. The defender’s reckless behavior under the insurance in this case is referred to as risk compensation [79]. The proportion of the attacker’s controlling time \( \alpha^u_n = 1 - \frac{(1-\tilde{s}_n)\gamma_{a,n}}{2\tilde{c}_{d,a,n}} \) increases with the coverage level, as a result, the defender faces a higher risk, and such phenomena under the insurance is referred as Peltzman effect [80]. However, at FlipIt-E2, the defender does not change his frequency while the attacker increases his frequency as the coverage level increases. The proportion of the attacker’s controlling time \( \alpha^u_n = \frac{\gamma_{a,n}}{2\tilde{c}_{d,a,n}} \) increases with the coverage level. Thus, at FlipIt-E2, there is no risk compensation, but we can observe Peltzman effect.

With the results of the local FlipIt game, we can solve the insurer’s problems and obtain the optimal insurance contracts. In the following sections, we discuss cyber insurance separately for Defender-D and Defender-C.

**V. CYBER INSURANCE: DEFENDER-D**

In this section, we aim to solve the insurer’s problem (10) in Defender-D. We can obtain the results of the FlipIt-D game by plugging \( s_a = s_n \) and \( \tilde{\gamma}_{d,a} = \gamma_{d,n} w_{m,n}^a \) into Proposition 1. Let us abuse the notations \( p_{d,n}^s(s_n), f_{a,n}^s(s_n), \) and \( \alpha_n^s(s_n) \) to denote the equilibrium results under the coverage level \( s_n \); let \( K_{d,n}(s_n) = d_{a,d}(p_{d,n}; p_{a,n}; s_n) \) from Definition 6. Note that \( s_n = 0 \) indicates the results under no insurance.

**Remark 10.** The defender’s decision on \( p_{d,n}^s \) is not affected by the players’ decisions at other nodes from Remark 7 while the attacker’s decision on \( p_{a,n} \) is also not affected by the players’ decisions at other nodes from (3). Thus, we have \( \alpha^s_n = \alpha^s_m, \forall m \neq n \) in (8). As a result, (8) can be rewritten as
\[
T_n \leq K_{d,n}(0) - K_{d,n}^s(s_n) + s_n \gamma_{d,n} \sum_{m \neq n} w_{m,n}^a \alpha_m. \tag{31}
\]
Since the insurer aims to maximize his profit, he sets highest possible premium at
\[
T_{n,max} = K_{d,n}(0) - K_{d,n}^s(s_n) + s_n \gamma_{d,n} \sum_{m \neq n} w_{m,n}^a \alpha_m. \tag{32}
\]
As a result, solving the insurer’s problem (10) is equivalent to solving the following problem after plugging (32) into (10):
\[
s_n^* = \arg \max_{0 < s_n \leq 1} K_{d,n}(0) - K_{d,n}^s(s_n) - s_n \gamma_{d,n} w_{m,n}^a \alpha_n^s(s_n) \quad \text{s.t. } K_{d,n}(0) - K_{d,n}^s(s_n) - s_n \gamma_{d,n} w_{m,n}^a \alpha_n^s(s_n) \geq 0, \tag{33}
\]
and the premium \( T_n^* \) can be achieved by plugging \( s_n^* \) into (32). Since we have achieved the equilibrium results of the FlipIt-D game in the previous section, we can directly solve (33).

**A. High-Risk Regime:** \( \gamma_{a,n} c_{d,n} \geq \gamma_{d,n} w_{m,n}^a c_{a,n} \)

In this case, the FlipIt-D game between the defender and the attacker achieves FlipIt-E1 as in Remark 8. After plugging the results of FlipIt-E1, problem (33) can be expressed as
\[
s_n^* = \arg \max_{0 < s_n \leq 1} \frac{\gamma_{d,n} w_{m,n}^a \alpha_n^s(s_n)}{2\gamma_{d,n} w_{m,n}^a \alpha_n^s(s_n)} (1 - s_n) s_n \tag{34}
\]
\[
\text{s.t. } \frac{\gamma_{d,n} w_{m,n}^a \alpha_n^s(s_n)}{2\gamma_{d,n} w_{m,n}^a \alpha_n^s(s_n)} (1 - s_n) s_n \geq 0.
\]
Note that \( \frac{\gamma_{d,n} w_{m,n}^a \alpha_n^s(s_n)}{2\gamma_{d,n} w_{m,n}^a \alpha_n^s(s_n)} \) is constant for \( s_n \) and the constraint is satisfied for \( 0 < s_n \leq 1 \). Thus, we only need to find \( s_n^* \) that minimizes the objective function to obtain the optimal insurance contract.

**Lemma 1.** If \( \gamma_{a,n} c_{d,n} \geq \gamma_{d,n} w_{m,n}^a c_{a,n} \), the optimal insurance contract is
\[
s_n^* = \frac{1}{2}, \quad T_n^* = \frac{\gamma_{d,n} w_{m,n}^a + \gamma_{d,n} \sum_{m \neq n} w_{m,n}^a \alpha_m}{2}. \tag{35}
\]
The insurer’s profit under this contract is
\[
\frac{\gamma_{d,n} w_{m,n}^a c_{a,n}}{\delta_{d,n} w_{m,n}^a c_{a,n}}.
\]

**Proof.** We can achieve that \( s_n^* = \frac{1}{2} \). T_n^* can be achieved by plugging \( s_n^* \) into (32).

**B. Low-Risk Regime:** \( \gamma_{a,n} c_{d,n} < \gamma_{d,n} w_{m,n}^a c_{a,n} \)

In this case, the equilibrium of the FlipIt-D game shifts from FlipIt-E2 to FlipIt-E1 as the coverage level increases from Remark 8. When \( 0 < s_n < 1 - \frac{\gamma_{a,n} c_{d,a,n}}{\gamma_{d,n} w_{m,a,n} c_{a,n}} \), the FlipIt-D game achieves FlipIt-E2 and we have \( T_{n,max} = K_{d,n}(0) - K_{d,n}^s(s_n) - s_n \gamma_{d,n} w_{m,n}^a \alpha_n^s(s_n) = -s_n \gamma_{d,n} w_{m,n}^a \alpha_n^s(s_n) < 0 \). Thus, the insurer does not provide any insurance contracts with \( 0 < s_n < 1 - \frac{\gamma_{a,n} c_{d,a,n}}{\gamma_{d,n} w_{m,a,n} c_{a,n}} \).

When \( 1 - \frac{\gamma_{a,n} c_{d,a,n}}{\gamma_{d,n} w_{m,a,n} c_{a,n}} \leq s_n \leq 1 \), the FlipIt game achieves FlipIt-E1 under the insurance and FlipIt-E2 without the insurance, and after plugging the results of FlipIt-E1 and FlipIt-E2 into (33), we have
\[
s_n^* \in \arg \max_{s_n} \frac{\gamma_{a,n} c_{d,n}}{\gamma_{d,n} w_{m,n}^a} - \gamma_{d,n} w_{m,n}^a + \frac{\gamma_{d,n} w_{m,n}^a \alpha_n^s(s_n)}{2\gamma_{d,n} w_{m,n}^a \alpha_n^s(s_n)} (1 - s_n) s_n \tag{36}
\]
\[
\text{s.t. } \frac{\gamma_{a,n} c_{d,n}}{\gamma_{d,n} w_{m,n}^a} - \gamma_{d,n} w_{m,n}^a + \frac{\gamma_{d,n} w_{m,n}^a \alpha_n^s(s_n)}{2\gamma_{d,n} w_{m,n}^a \alpha_n^s(s_n)} (1 - s_n) s_n \geq 0.
\]
We first obtain the following proposition regarding the insurability of the defender.
The insurer’s profit under this contract is \( \gamma a,n \) with it. We can further achieve the following remark regarding three cases:

• \( \gamma a,n \) has no incentive to accept any insurance as he has larger costs than the insurer has no incentive to provide insurance to the defender.



\[
\gamma a,n \left( \frac{\gamma a,n c,n}{w_m} \right) < \frac{1}{2}\left(1 + \frac{\gamma a,n}{4w_m} \right),
\]

\[
T^* = \frac{\gamma a,n c,n}{w_m} - \frac{\gamma a,n w_m}{2} + \frac{\gamma a,n \sum_{m\neq n} w_m \alpha_m}{2}.
\] (38)

The insurer’s profit under this contract is \( \gamma a,n c,n, w_m^2 \cdots \gamma a,n \sum_{m\neq n} w_m \alpha_m \). We can achieve that \( s_n^* = \frac{1}{2} \) from (36), and it satisfies the constraint \( 1 - \frac{\gamma a,n c,n}{w_m} \leq s_n \leq 1 \). \( T^* \) can be obtained by plugging \( s_n^* \) into (38).

With Lemma 1, Proposition 2, and Lemma 2, we have the following proposition regarding the equilibrium of the FlipIn-D game defined in Definition 2.

**Proposition 3.** The Nash equilibrium of the FlipIn-D game defined in Definition 2 can be summarized into the following three cases:

• if \( \frac{\gamma a,n c,n}{w_m} \geq 1 \), the equilibrium is achieved at

\[
s_n^* = \frac{1}{2}, \quad T_n^* = \frac{\gamma a,n c,n}{w_m} - \frac{\gamma a,n w_m}{2} + \frac{\gamma a,n \sum_{m\neq n} w_m \alpha_m}{2}.
\]

• if \( \frac{1}{2} + \frac{\gamma a,n}{4w_m} \leq \frac{\gamma a,n c,n}{w_m} < 1 \), the equilibrium is achieved at

\[
s_n^* = \frac{1}{2}, \quad T_n^* = \frac{\gamma a,n c,n}{w_m} - \frac{\gamma a,n w_m}{2} + \frac{\gamma a,n \sum_{m\neq n} w_m \alpha_m}{2}.
\]

\[
p_{d,n}^* = \frac{\gamma a,n c,n}{w_m} - \frac{\gamma a,n w_m}{2}, \quad p_{a,n}^* = \frac{\gamma a,n c,n}{w_m} - \frac{\gamma a,n w_m}{2}.
\]

We can see that when the defender is insurable, the optimal insurance contract provides a coverage level of \( \frac{1}{2} \).
As a result, solving the insurer’s problem \((16)\) is equivalent to solving the following problem after plugging \((40)\) into \((16)\):

\[
s^* = \arg \max_{0 < c_l \leq 1} \sum_{n=1}^{N} \left( K_{a,n}^*(0) - K_{d,n}^*(s) - s \sum_{m=1}^{N} \gamma_{d,m} w_{mn} c_m^*(s) \right)
\]

s.t. \( \sum_{n=1}^{N} \left( K_{a,n}^*(0) - K_{d,n}^*(s) - s \sum_{m=1}^{N} \gamma_{d,m} w_{mn} c_m^*(s) \right) \geq 0. \tag{41} \)

Problem \((41)\) is a nonlinear programming problem and it is challenging to find the analytical solution. We can leverage numerical methods to compute \(s^*\) and obtain \(T^*\) with \((40)\). We can then find \(p_{d,n}^*\) and \(p_{a,n}^*\) by plugging \(s^*\) into Proposition 7 and further obtain the solution of the FlipIn-C game defined in Definition 5.

### A. Semi-homogeneous Case

Problem \((41)\) can be directly solved in a semi-homogeneous case following similar steps in the previous section. In this semi-homogeneous case, we consider that all players in one party are homogeneous with the same parameters, i.e., \(c_d = c_d, \gamma_{d,n} = \gamma_d, c_{a,n} = c_a, \text{ and } \gamma_{a,n} = \gamma_a\) for \(n \in \mathcal{N}\). Note that the network can be heterogeneous, i.e., each node may have a different number of neighbors with different weights.

Recall (28), we have \(\gamma_{d,n} = \sum_{m=1}^{N} \gamma_{d,m} w_{mn} = \gamma_d \sum_{m=1}^{N} w_{mn} = \frac{\gamma_d}{\gamma_a} \) for \(n \in \mathcal{N}\) from Remark 4. Since the equilibrium of the L-FlipIn-C game only depends on \(c_{d,n}, \gamma_{d,n}, c_{a,n}, \gamma_{a,n}\) and \(s_n\), which are same for each node, all nodes have the same results at the equilibrium, i.e., \(p_{d,n}^* = p_{d}^*, p_{a,n}^* = p_{a}^*, c^*_n = c^*\), and \(L_{d,n}(p_{d,n}^*, p_{a,n}^*, s^*) = L_d(p_d^*, p_a^*, s^*)\). Thus, let \(K_{a}^*(s) = L_d(p_d^*, p_a^*, s^*)\), the insurer’s problem can be simplified into the following problem

\[
s^* = \arg \max_{0 < c_l \leq 1} \sum_{n=1}^{N} \left( K_{a,n}^*(0) - K_{d,n}^*(s) - s \frac{\gamma_a}{\gamma_d} c_m^*(s) \right)
\]

s.t. \( K_{a,n}^*(0) - K_{d,n}^*(s) - s \frac{\gamma_a}{\gamma_d} c_m^*(s) \geq 0. \tag{42} \)

Note that the premium \(T^* = N(K_{a}^*(0) - K_{d}^*(s^*))\), where \(N\) is the number of nodes. We note that the structure of the games in this subsection is similar to the structure of the games in Defender-D, and we can obtain the equilibrium of the FlipIn-C game in this semi-homogeneous case using the results from Section VII.

**Corollary 2.** The Nash equilibrium of the FlipIn-C game defined in Definition 2 of a semi-homogeneous case can be summarized into the following cases:

- If \(\frac{(1-\eta)\gamma_d}{\gamma_a} \geq 1\), the equilibrium is achieved at \(s^* = \frac{1}{2} T^* = \frac{N \gamma_a}{2(1-\eta)} p_d^* = \frac{\gamma_d c_d}{(1-\eta)^2 c_a}, p_a^* = \frac{\gamma_a}{4(1-\eta)^2} \gamma_d^2 c_d^2\);
- If \(\frac{1}{2} + \frac{\sqrt{2}}{4} \leq \frac{(1-\eta)\gamma_d}{\gamma_a} < 1\), the equilibrium is achieved at \(s^* = \frac{1}{2} T^* = \frac{N \gamma_a}{2(1-\eta)} p_d^* = \frac{\gamma_d c_d}{(1-\eta)^2 c_a}, p_a^* = \frac{\gamma_a}{4(1-\eta)^2} \gamma_d^2 c_d^2\);
- If \(\frac{(1-\eta)\gamma_d}{\gamma_a} < \frac{1}{2} + \frac{\sqrt{2}}{4}\), the equilibrium does not exist. The defender and the attacker have \(p_d^* = \frac{\gamma_d}{\gamma_a}, p_a^* = \frac{(1-\eta)\gamma_d}{2\gamma_a} \gamma_d\).

We can see that the equilibrium results of the semi-homogeneous FlipIn-C game do not depend on the network topology. We could also obtain the equilibrium results of the FlipIn-D games of Defender-D in this semi-homogeneous case by Proposition 7. Note that \(\frac{(1-\eta)\gamma_d}{\gamma_a} < \frac{\gamma_d c_d}{(1-\eta)^2 c_a}\) as \(w_{mn} = \frac{1}{N}\) from Remark 4, thus, the defender in Defender-C is less insurable than the defenders in Defender-D. Moreover, both the defender and the attacker act more frequently in Defender-C than in Defender-D when the defenders in both Defender-D and Defender-C are insurable. The defender defends at the same rate in Defender-D and in Defender-C while the attacker attacks more frequently in Defender-D than in Defender-C when the defenders in both Defender-D and Defender-C are not insurable.

### VII. Numerical Analysis

In this section, we present three numerical experiments and compare the results in Defender-D and the results in Defender-C. In the first and second experiments, we consider homogeneous players and investigate the impacts of network topology. The first experiment compares the results of homogeneous networks with different levels of connectivity, while the second experiment compares the results of nodes with different numbers of neighbors in a heterogeneous network. In the last experiment, we consider heterogeneous players in a homogeneous network and compare the results of defenders with different cost parameters.

These three experiments are inspired by real-world IoT applications. The first and second experiments consider homogeneous IoT devices, such as thermal controllers, surveillance cameras, and unmanned aerial vehicles (UAVs). It is important for both defenders and insurers to know how network topology affects the security of IoT networks. The third experiment considers heterogeneous IoT devices in a network. One example is that a smart home may contain laptops, wireless routers, smart speakers, cameras, and sweeping robots. Different devices may have distinct vulnerabilities and require different protection methods. Moreover, some devices, such as laptops and cameras, contain sensitive information of the household, and they may inflict higher losses on the defenders once they are compromised. Thus, it is also crucial to study cyber insurance on different devices in a network.

All the results in three experiments have been plotted with respect to the network discount ratio \(\eta\) as shown in Figs. 10 and 11. A larger \(\eta\) indicates that the network is strongly connected and an attacker can inflict larger losses on the neighboring IoT devices. We plot the losses of defenders as \(L_{d,n}\) or \(L_d\), utilities of attackers as \(L_{a,n}\) or \(L_a\), and profits of insurers as \(L_{i,n}\) or \(L_i\). Note that \(L_{d,n}\) in Defender-D is computed through \(7\) instead of \(23\) as there are also losses caused by the attackers in neighboring nodes. In all figures, \(T = 0\) or \(T_n = 0\) indicate that the defender is not insurable and there exists no
We can see that the premiums in both Defender-D and Defender-C become uninsurable at a smaller $\eta_{defender}$ in Defender-C becomes uninsurable at a smaller $\eta$. As a result, we can conclude that the network effect decreases the insurability of devices.

We have two important observations from all experiments. We can see that the premiums in both Defender-D and Defender-C have an upward trend with the increase of $\eta$, which indicates that defenders are required to pay higher premiums on strongly connected networks. However, when $\eta$ is too large, the premiums drop to 0, i.e., the defenders are not insurable. As a result, we can conclude that the network effect decreases the insurability of defenders. The insurers should either charge higher premiums or provide no insurance to defenders while the defenders should improve local protections instead of purchasing insurance on strongly connected networks.

We can also see from all experiments that when $\eta$ is small and defenders are insurable, the defender’s total loss in Defender-C is higher than the defenders’ global loss in Defender-D, however, when the $\eta$ is large and defenders are not insurable, the defender’s total loss in Defender-C is lower than the defenders’ global loss in Defender-D. This phenomenon provides guidance for IoT defenders to decide between centralized management or decentralized management: for weakly connected networks, decentralized management is better than centralized management and each defender should monitor his or her own device; for strongly connected networks, centralized management outperforms decentralized management and a global defender should in charge of all devices.

The results of the first experiment are presented in Fig. 10. Since all players are homogeneous and all networks are homogeneous, we only plot the results of one node for either network. Since all players are homogeneous, we can achieve the same results for both networks in Defender-C as discussed in Section VI.A.; thus, we only plot the results of one network in Defender-C. Comparing the results of network (a) and network (b) in Defender-D, we can see that nodes in network (a) become uninsurable at a smaller $\eta$, which indicates that networks with lower connectivities are less insurable. Moreover, the global defender in Defender-C becomes uninsurable at a smaller $\eta$ than the defenders in Defender-D for both networks, which indicates that a defender who controls the whole network is less insurable than a defender who controls a single device.

The results of the second experiment are presented in Fig. 11. Note that all nodes reach the same $L$-FlipIt-C equilibrium in Defender-C as discussed in Section VI.A., and thus we only need to plot the results of one node for Defender-C. We also plot $L_d = \sum_{n \in N} L_{d,n}$, $L_m = \sum_{m \in M} L_{m,n}$, and $L_t = \sum_{n \in N} L_{t,n}$ for Defender-C in Fig. 11(d). Comparing the results of the different nodes in Defender-D, we note that node 1 has a higher premium than nodes 2-4 and node 1 becomes uninsurable at a smaller $\eta$ from Fig. 11(a). Thus, nodes with more neighbors are less insurable and should be charged with higher premiums. Moreover, the defender at node 1 has a higher loss than the defenders at nodes 2-4, which indicates that nodes with more neighbors are more vulnerable.

The results of the third experiment are presented in Fig. 12. Note that the defenders have different cost parameters in different nodes, thus, we need to solve problem (41) with numerical methods to find the optimal insurance contracts in Defender-C. Comparing the results of different nodes in Defender-D, we can see that node 1 is always not insurable and node 2 becomes uninsurable at a smaller $\eta$ than nodes 3-4, which indicates that a defender who has a lower cost to protect his or her device is less insurable. Different from the first and second experiments, the defender switches between insurable statuses and uninsurable statuses with the increase of $\eta$ in Defender-C, and the coverage level is not $\frac{1}{2}$. We can see that both the coverage level and the premium increase with...
the increase of \( \eta \) when the defender is at one insurable status.

VIII. CONCLUSION

In this paper, we have established the framework of FlipIn by composing FlipIt games and principal-agent problems to describe the complex interactions among defenders, attackers, and insurers over IoT networks. The framework has provided a theoretical underpinning for the quantitative assessment of cyber risks, the development of cross-layer defense mechanisms, and the design of cyber insurance policies. Through the analysis of the composed games, we have investigated the Peltzman effect of IoT owners and studied the fundamental concept of insurability. We have completely characterized the optimal incentive-compatible insurance contract to cover half of the defender’s losses. Observations from numerical experiments have provided design guidelines and insights for designing policies for security management. There exists a nonlinear relationship between the level of connectivity and insurability. Nodes with low insurability need to invest in local cyber defense instead of counting on cyber insurance. One of the future directions would be the investigation of the dynamic FlipIn framework with partial observations that explores the optimal contract design under the time-varying cyber risks with imperfect measurements.

APPENDIX A PROOF OF PROPOSITION 2

From the constraint in (36), we have

\[
\frac{\gamma_{a,n}}{c_{a,n}} - \frac{\gamma_{d,n}w_{nn}^2}{2\gamma_{d,n}} (1-s_n)s_n \geq 0
\]

\[
\Leftrightarrow (s_n - \frac{1}{2})^2 - 2 (\delta_n - \frac{1}{2})^2 - \frac{1}{4} 
\]

where \( \delta_n = \frac{\gamma_{a,n}}{c_{a,n}} < \frac{\gamma_{d,n}w_{nn}^2}{2\gamma_{d,n}} \) has been introduced to simplify the representations in this proof. Note that \( \gamma_{a,n}c_{a,n} < \gamma_{d,n}w_{nn}^2 \) indicates \( \delta_n < 1 \) and \( 1 - \frac{\gamma_{a,n}}{c_{a,n}} \leq s_n \leq 1 \) indicates \( 1 - \delta_n \leq s_n \leq 1 \).

There exists \( s_n \) only when \( 2 (\delta_n - \frac{1}{2})^2 - \frac{1}{4} \geq 0 \). As a result, \( s_n \) is not feasible if \( \frac{1}{4} + \frac{\sqrt{2}}{4} < \frac{1}{2} + \frac{\sqrt{2}}{4} \).

We can further obtain that \( s_n \) should satisfy

\[
\frac{1}{2} - \delta_n - \frac{1}{4} \leq s_n \leq \frac{1}{2} + \sqrt{2} (\delta_n - \frac{1}{2})^2 - \frac{1}{4}.
\]

Note that \( s_n \) should also satisfy \( 1 - \delta_n \leq s_n \leq 1 \). Thus, \( s_n \) is feasible only when

\[
\frac{1}{2} - \delta_n \leq \frac{1}{2} - \delta_n \leq \frac{1}{2} - \frac{1}{4}.
\]

If \( 0 < \delta_n \leq \frac{1}{4} - \frac{\sqrt{2}}{4} \), we have that \( \left( \frac{1}{2} - \delta_n \right)^2 \leq 2 (\frac{1}{2} - \delta_n)^2 - \frac{1}{4} \). Thus, \( \delta_n \) should satisfy \( \frac{1}{2} \geq 0 \) or \( \delta_n \leq 0 \), which contradicts to \( 0 < \delta_n \leq \frac{1}{4} - \frac{\sqrt{2}}{4} \).

If \( \frac{1}{2} + \frac{\sqrt{2}}{4} \leq \delta_n < 1 \), we have that \( \frac{1}{2} - \delta_n < 0 \leq \sqrt{2} (\delta_n - \frac{1}{2})^2 - \frac{1}{4} \). As a result, \( s_n \) is feasible if \( \frac{1}{2} + \frac{\sqrt{2}}{4} \leq \delta_n < 1 \).

After summarizing everything, we can obtain that \( s_n \) is not feasible if \( 0 < \delta_n < \frac{1}{2} + \frac{\sqrt{2}}{4} \), thus, Proposition 2 holds.
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