Multi-pretrained Deep Neural Network
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Abstract. Pretraining is widely used in deep neural network and one of the most famous pretraining models is Deep Belief Network (DBN). The optimization formulas are different during the pretraining process for different pretraining models. In this paper, we pretrained deep neural network by different pretraining models and hence investigated the difference between DBN and Stacked Denoising Autoencoder (SDA) when used as pretraining model. The experimental results show that DBN get a better initial model. However the model converges to a relatively worse model after the finetuning process. Yet after pretrained by SDA for the second time the model converges to a better model if finetuned.

Introduction

Neural Network has long been a widely used model in machine learning. In 1982 Hopfield proposed the Hopfield Network\cite{8} and proved that neural network can be used to simulate the XOR function. In 1986, Hinton et. al proposed the Backpropagation algorithm (BP algorithm) to train multiple-layer neural network\cite{16} and henceforth neural network has become a widely used model in machine learning areas such as image processing\cite{5}, control\cite{9} and optimization\cite{14}.

However, the training process of neural network is a non-convex problem while the BP algorithm is intrinsically a gradient-descent algorithm which is guaranteed to converge to a global optima when solving convex problems\cite{1}. This very property makes the BP algorithm converges to a local optima which is severely dependent to the Initial state of the network. In real cases, researchers usually randomly choose different Initial states before training the network and at last choose the best-performed model. This trick is very inefficient and even unbearable when training large-scale network. Some researchers proposed improved algorithms such as simulated annealing\cite{4}, Genetic algorithm\cite{19} to reduce the training epoches. However the progress was not so expecting. What’s more, as the powerful expressive ability of neural network, a network in the global optimal state maybe severely over-fitting\cite{17}, and even worse than a network in the local optimal state. As the fast development fast-learnable model such as Support Vector Machine\cite{6}, researchers were more and more considerable about the training data\cite{3}. As the scale of training data rises, more complicated neural network were proposed and the harder the models were trained by BP algorithm.

To relief the training burden, Lecun et. al introduced the parameter bonding strategy into the training process of neural network\cite{12}. In their model, they bonded the parameter to suit some kind of prior knowledge to restrict the expression power of neural network. And by doing so, the number of local optima was reduced which made the training of deep neural network possible. In the parameter bonding training process, the global optima is not important any more. In fact, by bonding the parameters, the global optima is un-reachable. The work of Lecun et.al inspired researchers to divide the training process into two stage. One for feature extracting which was named as feature learning...
and one for classification. LeCun et. al proposed the model named as LeNet5[12] which was a 8-layer neural network. The parameter bonding was conducted by replacing product of weight matrix and input vector by convolution of kernel and input vector. The prior was the shifting invariant of images. The proposed model solved the MNIST problem well.

Another strategy to solve the large-scale machine learning problem was focus on the initial state. In 2006, Hinton et. al proposed the pre-training strategy[7]. The pre-training process aims at seeking a well-performed initial state of the neural network which was fine-tuned by the BP algorithm. The fine-tuning process was conducted only once. Since the pre-training process was layer-wised, the computation complexity increased linearly an the number of layers raised. The pre-training process proposed by Hinton et. al took the conjoint layers as Restricted Boltzmann Machine (RBM) and pre-trained the layers by maximizing the likelihood function of RBM. Some researchers used models other than RBM to pre-train the neural network. Honglak Lee et. al proposed the convolutional RBM[13] while Larochelle et. al proposed the auto-encoder (AE)[11]. In convolutional RBM, the computation rule between layers is convolution other than production and in AE the optimization problem is to minimize the reconstruction error other than maximizing the likelihood function. Some researchers improved AE, such as De-noising Auto-encoder (DAE)[18], Contractive Autoencoder (CAE)[15] and so on.

In our work, we proposed a new pre-training process to get a better initial state. We want to combine the advantage of different models to pre-train the network as much as possible. We proposed the Multi Pre-trained Deep Neural Network (MPDNN). In our model, we pre-trained the network by RBM and DAE multi-times and the experiment results show that the network performed best when pre-trained by RBM and then pre-trained by DA.

The paper was arranged as follow. In section 2, we introduced our proposed model. we reported our experimental results in section 3 we also tested different pre-training strategies in this section. In section 4 we concluded our work.

Model

In this section, we introduced our proposed model. Since our model was based on RBM and DAE, we introduced these two models first.

**Restricted Boltzmann Machine**

In RBM, nodes were divided into visible nodes and hidden nodes. The visible nodes took the original data as input and the hidden nodes were not directly connected to the input. The value of visible and hidden nodes were denoted by v and h respectively.

In RBM, an energy function was defined as

\[
E(v, h) = h^T W v + b^T h + c^T v.
\]

where W was the weight matrix, b and c were the visible and hidden biases. The likelihood function was defined as

\[
L(v) = \log \sum_h P(v, h) = \log \frac{\sum_h e^{-E(v,h)}}{\sum_v \sum_h e^{-E(v,h)}}.
\]

It’s easy to see that values of hidden nodes were conditionally independent on condition of visible nodes and values of visible nodes were conditionally independent on condition of hidden nodes[10]. So equation (2) can be optimized by gibbs sampling[2]. Hinton proposed that the gibbs sampling process can be only run for once to get a well enough initial state[7].

**De-noising Auto-encoder**

DAE was a variant of AE. In AE, values of hidden nodes were calculated by the following equation,

\[
h = \text{sigm}(Wv + b),
\]

where sigm denoted the non-linear sigmoid function. The reconstruction process was fulfilled by

\[
\hat{v} = \text{sigm}(W^T h + c),
\]

The optimization problem for AE was defined as

\[
\min_{W,b,c} \|v - \hat{v}\|_2.
\]
Vincent et al. argued that the reconstruction process was so simple that AE was risking to be over-fitting. They introduced the corruption strategy in which the input v was corrupted by randomly set some elements to 0 first to get the corrupted input \( \hat{v} \). After encoded and decoded as AE, the reconstructed input was compared with the clean input \( v \). Their experiment showed that by corrupting the input, the network was more general.

**Multi-pretrained Deep Neural Network**

Our proposed model, MPDNN, was based on RBM and DAE. We use these models to pre-train our network twice and the experimental results showed the difference.

The optimization problem for RBM was a likelihood maximization problem and that for DAE was an error minimization problem. So DAE was more loyal to the original input and RBM can be varied. These difference can not be erased by the fine-tuning process.

**Experiment**

In this section, we report our experiment results.

**Experiment Setup**

Our proposed model, MPDNN, was based on RBM and DAE. We use these models to pre-train our network twice and the experimental results showed the difference.

The optimization problem for RBM was a likelihood maximization problem and that for DAE was an error minimization problem. So DAE was more loyal to the original input and RBM can be varied. These difference can not be erased by the fine-tuning process.

In our paper, we considered a widely used benchmark problem, the MNIST handwritten digits recognition problem. In this problem, we picked 50,000 pictures as the training set, 10,000 pictures as the validation set and 10,000 as the test set.

We proposed a 4-layer network to recognize the digits. The number of hidden nodes in all 3 hidden layers was 1,000. In our experiment we implemented four models,

- MPDNN-SS, the network was pre-trained by DAE twice,
- MPDNN-SD, the network was pre-trained by DAE first and then pre-trained by RBM,
- MPDNN-DS, the network was pre-trained by RBM first and then DAE
- MPDNN-DD, the network was pre-trained by RBM twice.

All these models were implemented by Theano and run on NVIDIA C2075. We run every model for 50 times and table 1 showed the result.

**Experiment Results**

The results showed that, MPDNN-DD was dull to the initial state as the variance for all 50 runs was smallest. MPDNN-DS performed best on accuracy among all the models. Once pretrained by DAE, no matter followed by DAE or RBM, the network performed worse, with either larger error rate or larger variance.

Since the pre-training process was layer-wise, MPDNN-DD was equivalent to RBM with more pre-training epochs, and MPDNN-SS was equivalent to DAE with more pre-training epochs.

| Model | Error rate on validation set | Error rate on test set |
|-------|-----------------------------|------------------------|
| MPDNN-SS | 1.85% ± 0.06% | 1.99% ± 0.08% |
| MPDNN-SD | 1.96% ± 0.09% | 2.12% ± 0.09% |
| MPDNN-DS | 1.82% ± 0.05% | 1.93% ± 0.08% |
| MPDNN-DD | 1.84% ± 0.04% | 1.98% ± 0.06% |

Figure 1 showed the curve of error rate along with fine-tuning iteration. We find that MPDNN-DX (X=D,S) performed better than MPDNN-SX (X=D,S) from the beginning of fine-tuning till the end. And as the fine-tuning iteration raised MPDNN-DS became better than MPDNN-SS, even though MPDNN-DS was worse than MPDNN-SS in the beginning. The
phenomenon indicated that RBM was a better model to find a relatively good initial state while the model converged to a poor-performed local minima when fine-tuned. However, once pre-trained by DAE for the second time, the model performed better.

Summary
In this work, we used different models to pre-train a deep neural network, and eventually got a better performed model. The experimental results showed that RBM was good at finding a better initial state for the neural network while this initial state may get stuck when fine-tuning the model. By pre-training the model using DAE for the second time, the model may performed worse than the model pre-trained by RBM at the beginning of fine-tuning, and eventually surpass the RBM pre-trained model as the fine-tuning process goes.

In our work, we only compared two models, that is RBM and DAE. We will test more models in the near future to find the advantage of different pre-training models. By doing this, we can choose the most suitable pre-training model when we train our network.
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