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Abstract—Traveling-wave modulation is a form of space-time modulation which has been shown to enable unique electromagnetic phenomena such as non-reciprocity, beam-steering, frequency conversion, and amplification. In practice, traveling-wave modulation is achieved by applying a staggered time-modulation signal to a spatially-discrete array of unit cells. Therefore, the capability to accurately simulate spatially-discrete traveling-wave modulated structures is critical to design. However, simulating these structures is challenging due to the complex space-time dependence of the constituent unit cells. In this paper, a field relation (referred to as the interpath relation) is derived for spatially-discrete traveling-wave modulated structures. The interpath relation reveals that the field within a single time-modulated unit cell (rather than an entire spatial period) is sufficient to dramatically reduce the number of unknowns. In the context of traveling-wave modulation, this enables researchers to efficiently simulate both complex structures with patterned unit cells in addition to continuous structures with infinitesimal unit cells.
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I. INTRODUCTION

SPACE-TIME modulation has attracted renewed interest within the field of electrodynamics. Progress in the availability/performance of tunable components and materials has drawn researchers to examine time and space-time variation as a means to achieve frequency conversion [1]–[5], amplification [6]–[8] and non-reciprocity [9]–[12]. In the late 1950s traveling-wave ferromagnetic amplifiers were explored by P. Tien and H. Suhl [6]. In [6], it was shown that amplification and frequency conversion can be simultaneously achieved by applying a traveling-wave modulation of permeability to a coupled-line system. Leading into the 1960s, E. Cassidy and A. Oliner examined the dispersion relations that arose from a medium whose permittivity is modulated by a traveling-wave modulation which has been shown to enable unique electro-magnetic phenomena such as non-reciprocity, beam-steering, frequency conversion, and amplification. In practice, traveling-wave modulation is achieved by applying a staggered time-modulation signal to a spatially-discrete array of unit cells. Therefore, the capability to accurately simulate spatially-discrete traveling-wave modulated structures is critical to design. However, simulating these structures is challenging due to the complex space-time dependence of the constituent unit cells. In this paper, a field relation (referred to as the interpath relation) is derived for spatially-discrete traveling-wave modulated structures. The interpath relation reveals that the field within a single time-modulated unit cell (rather than an entire spatial period) is sufficient to dramatically reduce the number of unknowns. In the context of traveling-wave modulation, this enables researchers to efficiently simulate both complex structures with patterned unit cells in addition to continuous structures with infinitesimal unit cells.

Similar to coupled-mode theory applied to multiconductor transmission lines [13], the stop bands of the modulated structure were attributed to co-directional or contra-directional coupling. However, rather than coupling between transmission lines, the energy couples between frequency harmonics [5]. As the performance of tunable elements such as varactor diodes, electro/acousto/magneto-optic media, phase-change materials, and 2D materials has improved, researchers have begun implementing and expanding the theory of space-time modulated media [14]. This has led to the study of space-time modulated metasurfaces [1]–[3], [10], [11]. In these structures, tunable components are arranged or patterned onto a surface or a stack of surfaces. In particular, significant attention has been paid to the capabilities of traveling-wave modulated metasurfaces [1]–[3], [10], [11], [15] such as the structure depicted in Fig. 1. In the continuous limit (i.e. the modulation is a continuous function of space and time), the behavior of traveling-wave modulated metasurfaces can often be predicted analytically via the Lorentz transform [21]. However, in practice, traveling-wave modulation is often achieved via staggered modulation of an array of discrete unit cells. We will refer to such a configuration as spatially-discrete traveling-wave modulation (SD-TWM). In this configuration,
the individual time-modulated unit cells are referred to as stixels [22]; space-time pixels. The discrepancy in the response between the continuous and discrete model has been generally overlooked in design. The biasing networks and fine features within the unit cells are typically only considered in a full-wave simulation just before fabrication.

The design of traveling-wave modulated metasurfaces has disrupted the traditional workflow of RF engineers and scientists. Typically, the theoretical performance of a physical device or idealized structure can be optimized and validated using a full-wave solver or circuit simulator. A large body of work has gone into the development of numerical methods, and commercial solvers have become a critical ally to pencil and paper. However, SD-TWM structures often require complicated biasing networks and extreme temporal variation. From a computational standpoint, this is problematic since most commercial solvers are not optimized to solve problems which are varying in both space and time. While modern numerical techniques (such as finite-difference time-domain method and harmonic-balance) can be used to solve space-time-dependent problems [3], [16]–[18], the computational cost to maintain sufficient numerical accuracy can be prohibitive. Further, physical patterned unit cells cannot be easily included in the techniques presented in [3], [17].

In this paper, we take advantage of the space-time symmetry of SD-TWM structures to dramatically reduce the computational cost of a full-wave simulation. A boundary condition (referred to as the interpath relation) between the stixels of a SD-TWM structure is derived and incorporated into a method of moments (MoM) solver. In Section II, a derivation of the interpath relation is provided. In Section III, the interpath relation is applied to a MoM formulation for the problem of a SD-TWM sheet capacitance over a grounded dielectric. The numerical results of this implementation are reported in Section IV. The conclusion is presented in Section V.

II. THE INTERPATH RELATION FOR SPATIALLY-DISCRETE TRAVELING-WAVE MODULATION

The staggered modulation scheme used to achieve SD-TWM is reminiscent of N-path circuit networks. An N-path network contains a set of linear, periodically time-varying (LPTV) systems (paths) connected to an input and output in parallel [23]. The defining characteristic of an N-path network is that the time-variation of each path is delayed with respect to the previous path. This means that if a time-varying component (say a time-varying capacitor) on the first path has time dependence $C_0(t)$, then the time dependence on path $l$ is $C_0(t - lT_s/L)$, where $T_s$ is the modulation period and $L$ is the number of paths in parallel.

In [23], a relation was derived between the voltages and currents on each path of an N-path circuit network. When the network is excited by a time harmonic signal at frequency $\omega_0$, the time-domain relation between the voltage on each path, $v_l(t)$, is given by [23]

$$v_l(t) = e^{j\omega_0 t_0} v_{l-1} (t - t_0),$$

where $t_0 = T_s/L$. The same relation holds for the current on each path. Further, since the system is LPTV, the voltage can be expanded into harmonics of the form [24]

$$v_l(t) = \sum_{\nu=-\infty}^{\infty} V_{l\nu} e^{j(\omega_0 + \nu\omega_s)t}. \quad (2)$$

Substituting this expansion into (1) yields

$$V_{l\nu} = e^{-j2\pi\nu/L} V_{l-1\nu}. \quad (3)$$

From this expression, it can be seen that the N-path modulation induces a phase shift of $-2\pi\nu/L$ between the paths for the $\nu^{th}$ harmonic.

Next, the interpath relation reported in [23] for N-path circuit networks will be extended to SD-TWM structures. The implications and applications of the interpath relation will then be examined.

A. Proof of the Interpath Relation

In this section, the interpath relation [20] is derived for the case of a plane wave incident upon a SD-TWM structure. As an example, consider the array of capacitively loaded dipoles shown in Fig. 2. The capacitance loading each dipole is a periodic function in time with period $T_s$. Further, the structure is spatially periodic along $x$ with period $d_x$. A single spatial period is referred to as a supercell. Supercells are made up of $L$ sub-domains referred to as stixels, each having a width of $d_{s0}$. The temporal variation of the capacitor within stixel $l$ is related to that within stixel $l - 1$ via

$$C_l(t) = C_{l-1}(t - t_0), \quad (4)$$

where $t_0 = T_s/L$. From this expression, we observe that the variation of each capacitor is staggered in time, just as in the case of N-path circuit networks. We will now consider two
cases of plane wave illumination. In case A, the incident field is given by

\[ \vec{E}_i^A (\vec{r}, t) = \vec{E}_0 e^{i(\omega_0 t - \vec{k}_i \cdot \vec{r})}, \]  

(5)

where \( \vec{k}_i = k_{ix} \hat{x} + k_{iy} \hat{y} + k_{iz} \hat{z} \). Meanwhile, in case B, the incident field is given by

\[ \vec{E}_i^B (x, y, z, t) = \vec{E}_0 e^{-i(\omega_0 t - k_{ix}d_{x0})} \vec{E}_A (\vec{r}, t). \]  

(6)

We then define the total fields for cases A and B as \( \vec{E}_A (\vec{r}, t) \) and \( \vec{E}_B (\vec{r}, t) \) respectively. Since the system is linear, we note that

\[ \vec{E}_B (x, y, z, t) = e^{-i(\omega_0 t - k_{ix}d_{x0})} \vec{E}_A (x, y, z, t). \]  

(7)

Further, by shifting the space-time coordinate system in case B from \((x, y, z, t)\) to \((x', y', z, t')\), such that \(x' = x - d_{x0} \) and \(t' = t - t_0\), case A is reproduced. This implies

\[ \vec{E}_B (x, y, z, t) = \vec{E}_A (x', y', z, t') = \vec{E}_A (x - d_{x0}, y, z, t - t_0). \]  

(8)

Equating the right-hand sides of (7) and (8), we obtain

\[ e^{-i(\omega_0 t - k_{ix}d_{x0})} \vec{E}_A (x, y, z, t) = \vec{E}_A (x - d_{x0}, y, z, t - t_0). \]  

(9)

Thus, when a SD-TWM structure is excited by a plane wave, the total fields satisfy

\[ \vec{E} (x, y, z, t) = e^{i(\omega_0 t - k_{ix}d_{x0})} \vec{E}_A (x - d_{x0}, y, z, t - t_0). \]  

(10)

This expression represents the time-domain interpath relation for SD-TWM structures. Since the system is LPTV, the fields throughout space can be expanded into frequency harmonics as

\[ \vec{E} (\vec{r}, t) = \sum_{\nu = -\infty}^{\infty} \vec{E}^\nu (\vec{r}) e^{i(\omega_0 + \nu \omega_s) t}. \]  

(11)

Substituting this expansion into (10) yields

\[ \vec{E}^\nu (x, y, z) = e^{-i(k_{ix}d_{x0} + 2\pi\nu/L)} \vec{E}^\nu (x - d_{x0}, y, z). \]  

(12)

This expression is the frequency-domain interpath relation for SD-TWM structures. The interpath relation reveals that, similar to an N-path network, the fields within neighboring stixels at frequency \( f_0 + \nu f_s \) differ by a phase shift of \(-2\pi\nu/L\) (in addition to the phase shift of the incident wave). This can be interpreted as an additional frequency-harmonic-dependent tangential momentum imparted by the modulation onto the field. Equation (12) can also be understood as a modified Floquet boundary condition which accounts for the space-time periodicity of the modulation.

B. Array Interpretation of the Interpath Relation

The interpath relation in (12) provides insight into the scattering behavior of SD-TWM structures. Let us consider the array factor produced by a single supercell of scatterers, as shown in Fig. 3. From (12), the array factor for frequency \( f_0 + \nu f_s \) at observation positions in the \( x-z \) plane is given by

\[ \text{ARFAC} (\theta_s) = \sum_{\nu = 0}^{L-1} e^{i(-k_{ix}d_{x0} + 2\pi\nu + \frac{\omega_0 + \nu \omega_s}{c} d_{x0} \sin \theta_s)}, \]  

(13)

where \( \theta_s \) is the observation angle with respect to the \( z \) axis. The relative phase of the excitation on each scatterer is determined by the incident angle and the particular frequency of observation. The inter-element phase due to the incident wave is \( k_{ix}d_{x0} \). Meanwhile, the inter-element phase induced by the SD-TWM is \( 2\pi\nu/L \), where \( \nu \) corresponds to the observed frequency of \( f_0 + \nu f_s \).

For simplicity, let us focus on the array factor when the excitation is normally incident \( (k_{ix} = k_{iy} = 0) \). In this case, the array factor can be written as

\[ \text{ARFAC} (\theta_s) = \sum_{\nu = 0}^{L-1} e^{i\left(-\frac{2\pi\nu}{L} + \frac{\omega_0 + \nu \omega_s}{c} d_{x0} \sin \theta_s\right)} \]  

(14)

From antenna array theory and (14), the beam-pointing direction(s) is dependent on the frequency harmonic and satisfies

\[ \frac{\omega_0 + \nu \omega_s}{c} d_{x0} \sin \theta_s = \frac{2\pi\nu}{L} + 2\pi p, \]  

(15)

where \( p \) is an integer. If the modulation frequency is much smaller than the RF carrier frequency, then \( \omega_0 + \nu \omega_s \approx \omega_0 \). In this case, when \( \nu \) is replaced by \( \nu \), the beam-pointing angle(s) remains the same (since we are free to select \( p \)). This reveals that frequencies separated by \( p' L f_s \) \((p' \in \mathbb{Z})\) are scattered to the same angle (or multiple angles). This effect, shown pictorially in Fig. 4, is not predicted when idealized continuous traveling-wave modulation is assumed [5]. Equation (15) also reveals that

\[ \frac{\omega_0 + \nu \omega_s}{c} d_{x0} < \frac{2\pi\nu}{L} + 2\pi p, \quad \forall p \in \mathbb{Z}, \]  

(16)

then frequency \( f_0 + \nu f_s \) does not correspond to any propagating angles. Frequencies which satisfy this condition are bound to the nearfield of the metasurface. A further discussion on the scattering behavior of SD-TWM is provided in [1].

C. Applications of the Interpath Relation

The interpath relation provides valuable insight into the behavior of SD-TWM structures. It reveals the potential for...
these structures to achieve unique electromagnetic phenomena, such as sub-harmonic mixing and retro-reflective frequency conversion, as explored in [1]. By appropriately tailoring the time-dependence of a SD-TWM structure (e.g. Fig. 1), the frequency of the reflected wave can be shifted by an integer multiple of $L f_s$, where $L$ is the number of stixels per period. This effect is known as sub-harmonic mixing since the reflected wave is shifted by an integer multiple of $f_s$. Further, antenna array theory and [13] can be used to compute the required angle of incidence and $L$ such that the scattered wave reflects back toward the illumination source at a translated frequency (i.e., retro-reflective frequency conversion). Finally, for structures designed theoretically via a continuous traveling-wave model, (15) can be used to find the maximum unit cell size such that grating lobes are not produced at any frequency in the physical implementation. This is particularly important when the modulation frequency, $f_s$, is comparable to the RF carrier frequency, $f_0$.

In addition to providing physical understanding, the interpath relation can be used in practice to enable the simulation of SD-TWM structures. For both physical and idealized models, this relation will be shown in Section III to dramatically reduce the number of unknowns required to simulate these structures. The reduction in unknowns comes at no cost to the accuracy of the simulation since the interpath relation contains no approximations. For complicated unit cell designs which require a high level of discretization, the ability to simulate a single stixel can be a dramatic improvement over the space-time variation to be discretized into individual time-varying computational elements over an entire spatial period [3], [26]. Using the interpath relation, we can shrink the computational domain to the width of a single computational element. This reduces the number of unknowns by the number of elements used in the simulation without the interpath relation.

III. METHOD OF MOMENTS FORMULATION USING THE INTERPATH RELATION

In this section we will derive the MoM formulation for a representative SD-TWM structure. We will begin by deriving the MoM formulation for the time-invariant structure shown in Fig. 3 under a plane-wave illumination. The isotropic sheet impedance placed on the surface of the grounded dielectric, $\eta_s(x,y)$, is periodic in $x$ with period $d_x$ and in $y$ with period $d_y$. The dielectric has a relative permittivity of $\epsilon_r$ and a thickness of $h$. The excitation field phasor is a plane wave of the form

$$\vec{E}_0(\vec{r}) = \vec{E}_0 e^{-j k_i \vec{r}} = \vec{E}_0 e^{-j (k_{ix} x + k_{iy} y + k_{iz} z)} \quad (17)$$

The procedure used here to obtain the MoM matrix equation closely follows the formulation presented by Jin in [27] for simulating a planar array of metallic patches.

First, we will write the boundary condition for the total field on the impedance sheet and subsequently express the scattered electric field in terms of the surface current density. The boundary condition at $z = 0$ is

$$\vec{E}_t(x,y) = \eta_s(x,y) \vec{J}_s(x,y), \quad (18)$$

where $\vec{E}_t(x,y)$ denotes the transverse component of the total electric field in the $x$-$y$ plane. The total electric field can be separated into the incident field produced in the absence of the impedance sheet and the field scattered by the currents induced on the impedance sheet. Note that the incident field in the absence of the impedance sheet contains both the excitation field and the field reflected from the grounded dielectric. On the surface of the grounded dielectric, the reflected electric field can be written as

$$\vec{E}_{r,t}(x,y) = \vec{Γ} \vec{E}_{i,t}(x,y), \quad (19)$$

![Fig. 4: An illustration of a plane wave incident upon an inhomogeneous impedance sheet placed over a grounded dielectric. Since the structure is periodic in space, the computational domain contains a single spatial period. It should be noted that this is just one example of a 2D spatially periodic impedance sheet. The presented formulation is valid for periodic variations along $y$, although this is not depicted in the figure.](image)
where $\vec{G}$ is the dyadic reflection coefficient which is a function of $\phi_x, h$ and $\epsilon_y$. By splitting the total electric field into incident and scattered components, (18) can be rewritten as

$$\left[1 + \vec{G}\right] \vec{E}_{t}(x, y) + \vec{E}_{s}(x, y) = \vec{J}_{s}(x, y),$$

(20)

where $\vec{E}_{t}$ and $\vec{E}_{s}$ denote the transverse components of the excitation and scattered electric field respectively. Since the structure is periodic in $x$ and $y$, it follows from Floquet's Theorem that

$$\vec{J}_{s}(x, y) = e^{-j(k_{ix}x + k_{iy}y)} \vec{J}_{s}(x, y),$$

(21)

such that $\vec{J}_{s}(x, y)$ is periodic in $x$ with period $d_x$ and in $y$ with period $d_y$. Since $\vec{J}_{s}(x, y)$ is periodic in $x$ and $y$, it can be expanded in terms of a 2D Fourier series as

$$\vec{J}_{s}(x, y) = \sum_{p=-\infty}^{\infty} \sum_{q=-\infty}^{\infty} \vec{I}_{pq} e^{-j(k_{xp}x + k_{yp}y)},$$

(22)

where $k_{xp} = \frac{2\pi}{d_x}$ and $k_{yp} = \frac{2\pi}{d_y}$. Substituting this into (21), we obtain

$$\vec{J}_{s}(x, y) = \sum_{p=-\infty}^{\infty} \sum_{q=-\infty}^{\infty} \vec{I}_{pq} e^{-j(k_{xp}x + k_{yp}y)},$$

(23)

where $k_{xp} = k_{ix} + k_{xp}'$ and $k_{yp} = k_{iy} + k_{yp}'$. We can interpret (23) as an expansion of the surface current density into sheet currents with uniform amplitude $\vec{I}_{pq}$ and a phase dependence similar to a plane wave. Therefore, at $z = 0$, the transverse scattered electric field can be written as

$$\vec{E}_{s}(x, y) = -jk_0 Z_0 \sum_{p=-\infty}^{\infty} \sum_{q=-\infty}^{\infty} \vec{G}(k_{xp}, k_{yp}) \vec{I}_{pq} e^{-j(k_{xp}x + k_{yp}y)},$$

(24)

where $\vec{G}(k_{xp}, k_{yp})$ is the spectral-domain representation of the dyadic Green's function as derived in Appendix A. Substituting the expansion for the scattered electric field into (20) and multiplying both sides by $e^{j(k_{ix}x + k_{iy}y)}$, we obtain

$$\left[1 + \vec{G}\right] \vec{E}_{0}(x, y) = \vec{J}_{s}(x, y)$$

$$+ jk_0 Z_0 \sum_{p=-\infty}^{\infty} \sum_{q=-\infty}^{\infty} \vec{G}(k_{xp}, k_{yp}) \vec{I}_{pq} e^{-j(k_{xp}x + k_{yp}y)},$$

(25)

where $\vec{E}_{0}$ is the transverse component of the excitation field amplitude, $\vec{E}_{0}$, and $\vec{G}(k_{xp}, k_{yp}) = \vec{G}(k_{xp}, k_{yp})$. As discussed in (27), (25) represents our integral equation since $\vec{I}_{pq}$ is given by

$$\vec{I}_{pq} = \frac{1}{d_x d_y} \int_{-d_x/2}^{d_x/2} \int_{-d_y/2}^{d_y/2} \vec{J}_{s}(x, y) e^{j(k_{xp}x + k_{yp}y)} dx dy.$$

(26)

Numerically computing the surface current requires us to expand $\vec{J}_{s}(x, y)$ into a set of basis functions. Following the procedure in (27), we will expand $\vec{J}_{s}(x, y)$ into basis functions with finite divergence. The basis function profile for the $x$ component of $\vec{J}_{s}$, $\vec{W}_{mn}^{xx}(x, y)$, and the $y$ component of $\vec{J}_{s}$, $\vec{W}_{mn}^{yy}(x, y)$, are shown in Fig. 5 $\vec{W}_{mn}^{xx}(x, y)$ is the product of a rooftop function, $\Lambda_m$, in $x$ and a pulse function, $\Pi_n$, in $y$. Meanwhile, $\vec{W}_{mn}^{yy}(x, y)$ is the product of a rooftop function, $\Lambda_n$, in $y$ and a pulse function, $\Pi_m$, in $x$.

$$\vec{W}_{mn}^{xx}(x, y) = \Lambda_m(x) \Pi_n(y)$$

(27)

$$\vec{W}_{mn}^{yy}(x, y) = \Pi_m(x) \Lambda_n(y)$$

(28)

The explicit form of these basis function is provided here as a reference. Assuming there are $M = 2M' + 1$ spatial unknowns along $x$ and $N = 2N' + 1$ spatial unknowns along $y$,

$$\Pi_m(x) = \begin{cases} 1, & x \in [(m - \frac{1}{2}) \Delta x, (m + \frac{1}{2}) \Delta x] \\ 0, & \text{otherwise} \end{cases}$$

(29)

$$\Pi_n(y) = \begin{cases} 1, & y \in [(n - \frac{1}{2}) \Delta y, (n + \frac{1}{2}) \Delta y] \\ 0, & \text{otherwise} \end{cases}$$

(30)

$$\Lambda_m(x) = \begin{cases} \frac{3}{2} + \frac{\Delta x}{2} - m, & x \in [(m - \frac{3}{2}) \Delta x, (m - \frac{1}{2}) \Delta x] \\ \frac{1}{2} - \frac{\Delta x}{2} + m, & x \in [(m - \frac{1}{2}) \Delta x, (m + \frac{1}{2}) \Delta x] \\ 0, & \text{otherwise} \end{cases}$$

(31)

$$\Lambda_n(y) = \begin{cases} \frac{3}{2} + \frac{\Delta y}{2} - n, & y \in [(n - \frac{3}{2}) \Delta y, (n - \frac{1}{2}) \Delta y] \\ \frac{1}{2} - \frac{\Delta y}{2} + n, & y \in [(n - \frac{1}{2}) \Delta y, (n + \frac{1}{2}) \Delta y] \\ 0, & \text{otherwise} \end{cases}$$

(32)

where $\Delta x = d_x / M$ and $\Delta y = d_y / N$. The surface current can therefore be compactly represented as

$$\vec{\tilde{J}}_{s}(x, y) = \sum_{m=-M'}^{M'} \sum_{n=-N'}^{N'} W_{mn}(x, y) \vec{J}_{mn}'',$$

(33)

where

$$W_{mn}(x, y) = \Lambda_m(x) \Pi_n(y) \hat{x} x + \Pi_m(x) \Lambda_n(y) \hat{y} y.$$
where $\tilde{T}_{pq}$ represents the 2D Fourier series coefficients of $\tilde{W}_{00}$ given by

$$
\tilde{T}_{pq} = \text{sinc}^2 \left( \frac{p\pi}{M} \right) \text{sinc} \left( \frac{q\pi}{N} \right) e^{i \frac{pq}{MN} \hat{x} \hat{x}} + \text{sinc} \left( \frac{p\pi}{M} \right) \text{sinc}^2 \left( \frac{q\pi}{N} \right) e^{i \frac{pq}{MN} \hat{y} \hat{y}}, \tag{36}
$$

We now substitute $\tilde{j}_s$ from (33) and $I_{pq}$ from (35) into (25) to obtain an expression relating the incident field amplitude to the unknown current weighting coefficients.

$$
[1 + \tilde{\Pi}] \tilde{E}_{0,t} = \sum_{m' \in [M, M']} \sum_{n' \in [N, N']} \eta_s(x, y) \tilde{W}_{m'n'}(x, y) \tilde{j}_{m'n'} + \frac{k_0 Z_0}{MN} \sum_{m' \in [M, M']} \sum_{n' \in [N, N']} e^{-j(k_{x}' x + k_{y}' y)} \tilde{G}_{pq} \tilde{T}_{pq} \tilde{H}_{m'n'}(x, y) \tilde{j}_{m'n'}, \tag{37}
$$

where $H_{m'n'} = e^{j(2\pi pm' + 2\pi qn'/N)}$ is the phase term from (35).

The final MoM matrix equation can be obtained by testing the left- and right-hand sides of (37) with

$$
\frac{1}{dx dy} \int_{-dx/2}^{dx/2} \int_{-dy/2}^{dy/2} \tilde{W}_{mn}(x, y) \{\bullet\} dxdy \forall \{m \in [-M, M'], n \in [-N', N']\}. \tag{38}
$$

Here, we have chosen to use the Galerkin method, i.e., the testing functions are the same as the basis functions. The testing operation is carried out for all observation positions $(m \Delta x, n \Delta y)$ within the spatial period. To obtain an explicit form for the entries of the MoM matrix, we will approximate the surface impedance as a summation over pulse functions.

$$
\eta_s(x, y) = \sum_{m' = -M'}^{M'} \sum_{n' = -N'}^{-N'} \Pi_{m'n'}(x) \Pi_{n'm'}(y) \eta_{m'n'} \tag{39}
$$

Carrying out the integrations, we obtain the final MoM matrix equation, which can be written as

$$
[1 + \tilde{\Pi}] \tilde{E}_{0,t} = \sum_{m'n'} \left( \bar{\eta}_{mn,m'n'} + \tilde{Z}_{m-m',n-n'} \right) \tilde{j}_{m'n'}, \tag{40}
$$

where

$$
\bar{x} \cdot \bar{\eta}_{mn,m'n'} \cdot \hat{x} = \begin{cases} \frac{1}{2} \eta_{m-1,n}, & m' = m - 1 \\ \frac{1}{2} \left\{ \eta_{m-1,n} + \eta_{m,n} \right\}, & m' = m \\ \frac{1}{2} \eta_{m,n}, & m' = m + 1 \\ 0, & \text{otherwise} \end{cases} \tag{41}
$$

$$
\bar{y} \cdot \bar{\eta}_{mn,m'n'} \cdot \hat{y} = \begin{cases} \frac{1}{2} \eta_{m,n-1}, & n' = n - 1 \\ \frac{1}{2} \left\{ \eta_{m,n-1} + \eta_{m,n} \right\}, & n' = n \\ \frac{1}{2} \eta_{m,n}, & n' = n + 1 \\ 0, & \text{otherwise} \end{cases} \tag{42}
$$

$$
\bar{x} \cdot \bar{\eta}_{mn,m'n'} \cdot \hat{x} = \bar{y} \cdot \bar{\eta}_{mn,m'n'} \cdot \hat{y} = 0 \tag{43}
$$

In summary, (40) is the MoM matrix equation corresponding to the structure shown in Fig. 4. Using Floquet’s theorem, the periodicity in space was exploited such that unknowns only had to be placed within a single spatial period. For each observation position $(m \Delta x, n \Delta y)$ within a spatial period, $\bar{\eta}_{mn,m'n'}$ represents the overlap integral between the testing function at the observation position, the surface impedance distribution and the basis functions. Since the system is linear and time-invariant (LTI), this term contains no interactions between fields of different frequencies. Meanwhile, the interactions due to the surrounding medium are captured by the matrix $\tilde{Z}_{m-m',n-n'}$. Since the surrounding medium is LTI, this term also does not contain any interactions between fields of different frequencies.

### B. Spatially-Discrete Traveling-Wave Modulated Structure

In this section, the MoM formulation for the SD-TWM structure shown in Fig. 5 will be derived. However, it should be noted that the following procedure can easily extended to simulate other SD-TWM structures. The MoM formulation will be obtained by modifying the time-invariant analysis in Section II-A to account for a SD-TWM impedance sheet. The interpath relation in (12) will be used to construct basis functions such that unknowns will only need to be placed within a single stixel. Therefore, the following analysis procedure reduces the number of unknowns by a factor of $L$, the number of stixels in a supercell.

The structure in Fig. 6 consists of time-varying capacitive strips placed on the surface of a grounded dielectric substrate. The time variation of the capacitance within each stixel is staggered in time. That is, the sheet capacitance in stixel $l$, $C_l(t)$, satisfies

$$
C_l(t) = C_{l-1}(t - T_s/L), \tag{45}
$$
where \( L \) is the number of striplines in a supercell. The spacetime dependent sheet capacitance over the entire supercell can then be written

\[
C(x, t) = C_l(t), \quad x \in \left[(l - \frac{1}{2})d_{x0}, (l + \frac{1}{2})d_{x0}\right).
\]

(46)

The excitation field is the same as in Section [III-A], and can be written in the time-domain as

\[
\tilde{E}_i(r, t) = \tilde{E}_{0e}e^{i(\omega_0 t - k_c r)} = \tilde{E}_i(r) e^{i\omega_0 t}.
\]

(47)

Similar to the time-invariant formulation, we will first write the boundary condition for the total field at \( z = 0 \). For a sheet capacitance, this boundary condition is given by

\[
\frac{\partial}{\partial r} \left\{ C(x, t) \tilde{E}_i(x, y, t) \right\} = \tilde{I}_s(x, y, t),
\]

(48)

where \( \tilde{E}_i(x, y, t) \) denotes the transverse component of the total time-dependent electric field. However, for our formulation, it is simpler to implement the following, equivalent boundary condition

\[
\tilde{E}_i(x, y, t) = \frac{1}{C(x, t)} \int \tilde{J}_s(x, y, t) \, dt
\]

\[
= \frac{j\omega_0}{\omega_0 C(x, t)} \int \tilde{J}_s(x, y, t) \, dt
\]

\[
= \eta_s(x, y, t) j\omega_0 \int \tilde{J}_s(x, y, t) \, dt
\]

(49)

where \( \eta_s(x, y, t) \triangleq 1/j\omega_0 C(x, t) \) is the effective time-varying surface impedance. Since \( C(x, t) \) is a periodic function in time, \( \eta_s(x, y, t) \) is also periodic, and can be expanded in a Fourier series as

\[
\eta_s(x, y, t) = \sum_{\nu=-\infty}^{\infty} \eta_{s\nu}(x, y) e^{j\nu\omega_0 t}.
\]

(50)

Further, since the excitation field in \( \tilde{E}_i(x, y, t) \) is periodic in \( \nu \), and the structure is an LPTV system, the electric field and surface current density can be written as

\[
\tilde{E}_i(x, y, t) = \sum_{\nu=-\infty}^{\infty} \tilde{E}_{i\nu}(x, y) e^{j(\omega_0 t + \nu\omega_s t)}
\]

\[
\tilde{J}_s(x, y, t) = \sum_{\nu=-\infty}^{\infty} \tilde{J}_{s\nu}(x, y) e^{j(\omega_0 t + \nu\omega_s t)}.
\]

(51)

Note that this implies

\[
j\omega_0 \int \tilde{J}_s(x, y, t) \, dt = \sum_{\nu=-\infty}^{\infty} \tilde{J}_{s\nu}(x, y) e^{j(\omega_0 t + \nu\omega_s t)}.
\]

(52)

Substituting this expression into (49) yields

\[
\tilde{E}_i(x, y, t) = \sum_{\nu=-\infty}^{\infty} \eta_{s\nu}(x, y) \tilde{J}_{s\nu}(x, y).
\]

(53)

This is expected since a product in the time-domain results in convolution in the frequency-domain. Equation (53) is the boundary condition we will use in the MoM formulation. Note the similarity between this expression and (18). In effect, (53) will yield an integral equation for each “observed” frequency harmonic, \( \nu \), which is coupled to all “source” frequency harmonics, \( \nu' \), through the surface impedance. We will now split the total electric field harmonics into incident and scattered components. The electric field in the absence of the space-time modulated impedance sheet contains both the excitation field as well as the reflected field from the grounded dielectric. In the time-domain, the reflected field is given by

\[
\tilde{E}_{r,(x, y, t)} = \tilde{\Gamma} \tilde{E}_{i,(x, y, t)},
\]

(54)

where \( \tilde{\Gamma} \) is the dyadic reflection coefficient which is a function of \( \theta_i, \phi_i, h \) and \( \epsilon_r \). Splitting the total field in (55) into incident and scattered components, we obtain

\[
\left[1 + \tilde{\Gamma} \right]\tilde{E}_i,(x, y, t) \delta_{\nu} + \tilde{E}_{s\nu,(x, y, t)} = \sum_{\nu'=-\infty}^{\infty} \eta_{\nu'\nu}(x, y) \tilde{J}_{s\nu'}(x, y),
\]

(55)

where \( \tilde{E}_{i,(x, y, t)} \) is the transverse component of \( \tilde{E}_i(r) \) in (47) and \( \tilde{E}_{s\nu,(x, y, t)} \) is the transverse component of the \( \nu \)-th frequency harmonic of the scattered electric field. The Kronecker delta function which multiplies the incident field in (55) results from the monochromatic excitation.

We will now express the scattered electric field frequency harmonics in terms of the surface current density. Because the surrounding medium is time-invariant (only the surface impedance is time-dependent), the scattered field at frequency \( f_0 + \nu f_s \) only depends on the induced current at the same frequency. Since the supercell is periodic in \( x \) and \( y \), it follows from Floquet’s theorem that

\[
\tilde{J}_{s\nu}(x, y) = e^{-j(k_{ix} x + k_{iy} y)} \tilde{j}_{s\nu}(x, y),
\]

(56)

where \( \tilde{j}_{s\nu}(x, y) \) is a periodic function in \( x \) with period \( d_x \) and in \( y \) with period \( d_y \). Since \( \tilde{j}_{s\nu}(x, y) \) is periodic in \( x \) and \( y \), it can be expanded in terms of 2D Fourier series as

\[
\tilde{j}_{s\nu}(x, y) = \sum_{p=-\infty}^{\infty} \sum_{q=-\infty}^{\infty} \tilde{i}_{pq\nu} e^{-j(k_{xp} x + k_{yp} y)},
\]

(57)

where \( k_{xp} = \frac{2\pi p}{d_x} \) and \( k_{yp} = \frac{2\pi q}{d_y} \). Substituting this into (56), we obtain

\[
\tilde{j}_{s\nu}(x, y) = \sum_{p=-\infty}^{\infty} \sum_{q=-\infty}^{\infty} \tilde{i}_{pq\nu} e^{-j(k_{xp} x + k_{yp} y)},
\]

(58)

where \( \tilde{i}_{pq\nu} \) is the spectral-domain representation of the dyadic Green’s function as derived in Appendix A evaluated at frequency \( f_0 + \nu f_s \). Substituting the expansion for the
scattered electric field into $\hat{W}$ and multiplying both sides by $e^{j(k_x x + k_y y)}$, we obtain

$$[1 + \tilde{\Gamma}] \tilde{E}_{0,l} \delta_{\nu} = \sum_{\nu' = -\infty}^{\infty} \frac{\eta_{\nu' - \nu}^{\nu}(x, y)}{1 + \nu' \frac{\pi}{\Delta}} \tilde{j}_{\nu}^{\nu'}(x, y) + jk_0 Z_0 \sum_{p' = -\infty}^{\infty} \sum_{q' = -\infty}^{\infty} \tilde{G}_{pq}^{\nu} \tilde{T}_{pq}^{\nu} e^{-j(k_{p'} x + k_{q'} y)},$$  \hspace{1cm} (60)

where $\tilde{E}_{0,l}$ is the transverse component of the excitation field amplitude and $\tilde{G}_{pq}^{\nu} = G^{\nu}(k_{p'q'})$. Equation (60) represents our integral equation since $\tilde{I}_{pq}^{\nu}$ is computed via a spatial integral over the supercell

$$\tilde{I}_{pq}^{\nu} = \frac{1}{d_x d_y} \int_{-\frac{d_x}{2}}^{\frac{d_x}{2}} \int_{-\frac{d_y}{2}}^{\frac{d_y}{2}} \tilde{j}_{\nu}^{\nu'}(x, y) e^{j(k_{p'} x + k_{q'} y)} dx dy.$$  \hspace{1cm} (61)

Numerically computing the current requires us to expand $\tilde{j}_{\nu}^{\nu'}(x, y)$ into a set of basis functions. It should be noted that, up to this point, we have not invoked the symmetry of the SD-TWM structure. In fact, using the same basis functions as those described in Section III-A would result in the standard harmonic-balance MoM approach to solving the structure in Fig. 6. However, from the interpath relation in (12), it is clear that the fields in a single stixel should be sufficient to solve the entire problem. Thus, to reduce the number of unknowns required to simulate the structure, we will modify the basis functions applied to the time-invariant problem in Section III-A. The modified basis will be constructed such that:

- surface current weighting coefficients only need to be placed within a single stixel
- the modified basis functions satisfy the interpath relation in (12)

We will define $\tilde{W}_{mn}(x, y)$ to be the same as in $\tilde{\gamma}_{mn}$ through $\tilde{\gamma}_{mn}$. However, in this section, we require the computational grid to be identical within each stixel. Therefore, we redefine $M$ as the number of computational elements within a stixel (rather than a spatial period). This re-scales the width of the computational elements to be $\Delta x = d_{x0}/M$ rather than $d_{x}/M$.

We will now construct a new basis function $\tilde{B}_{m'n'}^{\nu}(x, y)$, shown in Fig. 7, which is given by

$$\tilde{B}_{m'n'}^{\nu}(x, y) = \sum_{l = 0}^{L-1} e^{-j \frac{2\pi}{L} x l} \tilde{W}_{m'n'}^{\nu}(x - l d_{x0}, y).$$  \hspace{1cm} (62)

Note that $\tilde{B}_{m'n'}^{\nu}(x, y)$ satisfies the interpath relation in (12) and spans the entire supercell. The expansion of $\tilde{j}_{\nu}^{\nu'}(x, y)$ in terms of basis functions $\tilde{B}_{m'n'}^{\nu}(x, y)$ is given by

$$\tilde{j}_{\nu}^{\nu'}(x, y) = \sum_{m' = -M'}^{M'} \sum_{n' = -N'}^{N'} \tilde{B}_{m'n'}^{\nu}(x, y) \tilde{j}_{\nu}^{\nu'}.$$  \hspace{1cm} (63)

We can substitute this expansion into (61) to obtain $\tilde{I}_{pq}^{\nu}$ in terms of the weighting coefficients $\tilde{j}_{\nu}^{\nu'}$, which yields

$$\tilde{I}_{pq}^{\nu} = \frac{\tilde{T}_{pq}^{\nu}}{LMN} \sum_{m'n'} \sum_{l = 0}^{L-1} e^{j \frac{2\pi}{L} (p - \nu - l)} \tilde{j}_{\nu}^{\nu'}(x, y) e^{j \frac{2\pi}{L} (p' - \nu') L}.$$  \hspace{1cm} (64)

The factor of $1/L$ in (64) and (65) results from an effective increase in discretization by a factor of $L$. This expression can be further simplified by noting

$$\sum_{l = 0}^{L-1} e^{j \frac{2\pi}{L} (p - \nu - l)} = \begin{cases} L, & p - \nu = p' L, p' \in \mathbb{Z} \\ 0, & \text{otherwise} \end{cases}.$$  \hspace{1cm} (66)

If we define

$$g_{p'}^{\nu} = \begin{cases} 1, & p - \nu = p' L, p' \in \mathbb{Z} \\ 0, & \text{otherwise} \end{cases},$$  \hspace{1cm} (67)

then the summation over $l$ (the stixels) in (64) can be eliminated. Thus (64) can be written as

$$\tilde{I}_{pq}^{\nu} = \frac{\tilde{T}_{pq}^{\nu}}{LMN} \sum_{m'n'} g_{p'}^{\nu} \tilde{j}_{\nu}^{\nu'}.$$  \hspace{1cm} (68)

We now substitute $\tilde{j}_{\nu}^{\nu'}$ from (63) and $\tilde{I}_{pq}^{\nu}$ from (68) into (60) to obtain an expression relating the incident field amplitude to the unknown current weighting coefficients.

$$[1 + \tilde{\Gamma}] \tilde{E}_{0,l} \delta_{\nu} = \sum_{\nu' = -\infty}^{\infty} \sum_{m'n'} \frac{\eta_{\nu' - \nu}^{\nu}(x, y)}{1 + \nu' \frac{\pi}{\Delta}} \tilde{B}_{m'n'}^{\nu}(x, y) \tilde{j}_{\nu}^{\nu'} + jk_0 Z_0 \sum_{m'n'} \sum_{pq} e^{-j(k_{p'} x + k_{q'} y)} g_{p'}^{\nu'} \tilde{T}_{pq}^{\nu} H_{pq}^{m'n'} \tilde{H}_{m'n'},$$  \hspace{1cm} (69)

where $H_{pq}^{m'n'} = e^{j(2\pi pm'/LM + 2\pi qn'/N)}$ is the phase term from (68). It is worth noting the similarity between this
expression and (77). The first term on the right-hand side of (69) now includes a summation over source frequencies \(f_0 + \nu' f_\nu\), representing the coupling between frequencies introduced by the time-varying impedance sheet. Meanwhile, the only difference in the second term of these two equations is the factor \(g_{\nu}^p\), which captures the induced tangential momentum imparted by the SD-TWM.

The final MoM matrix equation can be obtained by testing the left- and right-hand sides of (69) for observation points within a single stixel

\[
\frac{1}{dx dy} \int \left[ \int \hat{W}_{mn}(x,y) \delta(x) \right] dx dy
\]

\[\forall \{m \in [-M', M'] \}, n \in [-N', N']\, \}.
\]

Note that, while the integral bounds span the entire supercell, the observation positions \((m \Delta x, n \Delta y)\) are limited to a single stixel. For this implementation, we will approximate the surface impedance frequency harmonics as summations over pulse functions.

\[\eta^\nu(x, y) = \sum_{m' = -M'}^{M'} \sum_{n' = -N'}^{N'} \Pi_{m'n'}(x) \Pi_{n'n'}(y) \tilde{\eta}_{m'n'}^\nu (71)\]

Carrying out the integrations, we obtain the final MoM matrix equation, which can be written as

\[
\left[1 + \tilde{\Gamma}\right] \hat{E}_{0,\nu} \delta_{\nu} = \\
\sum_{\nu'} \sum_{m'n'} \left( \tilde{Z}_{m'n',\nu'} + \tilde{Z}_{m-n',\nu'} \right) \tilde{j}_{m'n'}^\nu
\]

\[\forall \{m \in [-M', M'] \}, n \in [-N', N']\}.
\]

where

\[
\tilde{x} \cdot \tilde{\eta}_{m'n'}^\nu, \tilde{x} = \\
\delta_{m-n'} \begin{cases} \\
\frac{1}{2} \eta_{m-1,n}, & m = m - 1 \\
\frac{1}{3} \left( \eta_{m-1,n} + \eta_{m,n} \right), & m = m \\
\frac{1}{6} \eta_{m,n}, & m = m + 1 \\
0, & \text{otherwise} \\
\end{cases}
\]

\[
\tilde{y} \cdot \tilde{\eta}_{m'n'}^\nu, \tilde{y} = \\
\delta_{m-n'} \begin{cases} \\
\frac{1}{3} \eta_{m,n-1}, & n = n - 1 \\
\frac{1}{3} \left( \eta_{m,n-1} + \eta_{m,n} \right), & n = n \\
\frac{1}{6} \eta_{m,n}, & n = n + 1 \\
0, & \text{otherwise} \\
\end{cases}
\]

\[
\tilde{x} \cdot \tilde{x}, \tilde{y} = \tilde{y} \cdot \tilde{y} = 0,
\]

and

\[
\tilde{Z}_{m,n}^\nu = j \frac{k_0 Z_0}{MN} \sum_{pq} g_{pq}^\nu \tilde{f}_{pq}^\nu \tilde{f}_{pq}^\nu e^{-j2\pi \left( \frac{m \Delta x}{\nu} + \frac{n \Delta y}{\nu} \right)}
\]

\[= j \frac{k_0 Z_0}{MN} e^{-j2\pi \frac{m \Delta x}{\nu}} \sum_{pq} \tilde{f}_{pq}^\nu e^{-j2\pi \left( \frac{n \Delta y}{\nu} \right)^2} (76)
\]

\[
\tilde{Z}_{m,n}^\nu = \frac{\tilde{f}_{pq}^\nu}{T_{pq}^{\nu L + \nu, q}} \tilde{G}_{pq}^\nu \tilde{G}_{pq}^\nu \tilde{f}_{pq}^\nu \tilde{T}_{pq}^{\nu L + \nu, q}
\]

\[\nu = \text{mod} (\nu, L)\, (77)
\]

In summary, (72) represents the MoM matrix equation corresponding to the structure shown in Fig. 6. Due to the interpath relation, unknowns only need to be placed within a single stixel (as opposed to the entire supercell). For each observed frequency \(\nu\) and position \((m \Delta x, n \Delta y)\) within a single stixel, \(\tilde{\eta}_{m'n',\nu'}\) represents the overlap integral between the testing function at the observation position, the spatial distribution of frequency harmonic \(\nu - \nu'\) of the effective time-varying impedance sheet, and the basis functions corresponding to frequency \(\nu'\). Since the surface impedance is LPTV, this term captures the interactions between fields of different frequencies. Meanwhile, the interactions due to the surrounding medium are captured by the matrix \(\tilde{Z}_{m'-n',\nu'-\nu}^\nu\).

Since the surrounding medium is LTI, this term is only included when the observed frequency is equal to the source frequency (as denoted by \(\delta_{\nu - \nu'0}\)).

The interpath relation serves to reduce the required number of unknowns in the MoM matrix equation. It is clear that, without invoking the interpath relation, the number of unknowns would have scaled as \(O(UNLM)\). By including the interpath relation, the number of unknowns scales as \(O(UNM)\), reducing the problem size by a factor of \(L\). As discussed in [1], structures built to mimic continuous traveling-wave modulation require an appreciable number of stixels per spatial modulation period. In these scenarios, the reduction in unknowns which results from shrinking the computational domain to a single stixel would be particularly significant.

IV. NUMERICAL SIMULATION RESULTS

In this section, numerical results of the MoM formulation presented in Section III-B for the structure shown in Fig. 6 are validated and discussed. In [1], various capabilities are achieved by considering the metasurface in Fig. 6 as a space-time reflection phase modulator. Consider a uniform sheet capacitance, \(C\), placed on top of a grounded dielectric. For a given polarization and incidence angle, it can be shown that the reflection phase, \(\phi\), satisfies \(1\)

\[
\tan \frac{\phi_{TX}}{2} = -Z_{0}^{TX} \omega_0 C_{0}^{TX} \Delta C,
\]

where the superscript \(TX\) refers to either TEz or TMz polarization. \(Z_{0}^{TX}\) is the tangential wave impedance in free space, \(\omega_0\) is RF frequency, \(C_{0}^{TX}\) is the resonant value of
capacitance for each polarization, and $\Delta C$ is defined such that $C = C_0 (1 + \Delta C)$. Therefore, given a desired phase variation, (79) can be used to find the required capacitance variation.

Three modulation examples of the structure shown in Fig. 6 are examined within this section. Note that, for all examples, the capacitance is assumed to be spatially uniform over each stixel. Further, $k_i$ is assumed to be in the $x$-$z$ plane ($k_{iy}$ = 0). The problem descriptions for each of the three modulations are summarized in Table I. In Section IV-A, the time-variation of the capacitance is designed to produce a sawtooth reflection phase. There are 20 stixels of width $\lambda_0/5$ per supercell. The convergence of the MoM formulation is examined, and the results are validated using a spectral-domain method [1]. In Section IV-B, the capacitance variation again produces a sawtooth reflection phase. However, in this case, each supercell contains only 3 stixels (becoming subwavelength) and subharmonic mixing can be observed. Finally, in Section IV-C, a sinusoidal capacitance is applied such that the reflected field contains no power at the fundamental frequency or in the spectral direction. In this example, each supercell contains 60 stixels of width $\lambda_0/10$, highlighting the capability of the MoM formulation to efficiently simulate continuous designs.

To examine the accuracy and convergence of the proposed method, we will define the error energy between two given solutions in the spectral-domain. From the interpath relation, it can be shown that the fields corresponding to a SD-TWM structure are written in terms of a compressed double Floquet expansion [1]. Assuming that there is no variation along $y$, the transverse component of the scattered electric field at $z = 0$ can be expanded as [1]

$$\vec{E}_{s,t}(x, y, t) = e^{j(\omega_0 t - k_{iz} z)} \sum_{\nu'=-\infty}^{\infty} \sum_{\nu=-\infty}^{\infty} \vec{E}_{\nu'}^{\nu}(\omega_0 t - \nu \Delta t) e^{-j \frac{2\pi\nu z}{\lambda_0}}.$$  \hspace{1cm} (80)

This is the expansion employed in the spectral-domain method reported in [1] that will be used to determine the accuracy of the MoM formulation. From the weighting coefficients,

| Case  | A   | B   | C   |
|-------|-----|-----|-----|
| RF Carrier Frequency ($f_0$) | 10 GHz | 10 GHz | 10 GHz |
| Incident Angle ($\theta_i$) | 25° | 25° | 25° |
| Modulation Frequency ($f_m$) | 25 kHz | 25 kHz | 500 MHz |
| Stixel Width ($d_{st}$) | $\lambda_0/5$ | $\lambda_0/5$ | $\lambda_0/10$ |
| Dielectric Thickness ($h$) | 0.508 mm | 0.508 mm | 0.508 mm |
| Stixels per Supercell ($L$) | 20 | 3 | 60 |
| Capacitance Waveform | sawtooth phase | sawtooth phase | sinusoidal |

Fig. 8: Error energy defined in (81) in the electric field harmonic coefficients computed by the MoM solver compared to the finest solution. The number of frequency harmonics is denoted by $U$ while the number of spatial samples is denoted by $M$.

$$\bar{\Delta} \left( \bar{E}^{(1)}, \bar{E}^{(2)} \right) = \sqrt{\sum_{\nu=-U'}^{U'} \sum_{\nu'=-U'}^{U'} \left| \bar{E}_{\nu'}^{\nu}(1) - \bar{E}_{\nu'}^{\nu}(2) \right|^2}.$$  \hspace{1cm} (81)

Throughout this section, the summations in (81) are truncated such that $U' = P' = 30$.

### A. Validation and Convergence Study

Here, the convergence and accuracy of the solution obtained by the MoM formulation is examined when the metasurface is modulated as described in case A of Table I. The size of each supercell is given by $d_x = Ld_{st} = 4\lambda_0$. In this limit, the sawtooth phase modulation waveform results in a Blaze grating [28] in both space and time. As a result, we expect the reflected power to be up-converted in frequency and deflected away from the specular direction. The convergence is studied by computing the error energy in (81) between the solution for a given number of spatial/spectral unknowns and the solution using the most spatial/spectral unknowns. The accuracy of the formulation is determined by the error energy between the spectral-domain method reported in [1] and the presented MoM formulation using the most spatial/spectral unknowns.

For a given number of spatial unknowns, $M$, and spectral unknowns, $U$, we define $\bar{E}(M, U)$ as the spectral coefficients obtained from the MoM solver. We can then define the error energy in (81) with respect to discretization as

$$\bar{\Delta}(\bar{E}(M, U), \bar{E}(M_0, U_0)),$$  \hspace{1cm} (82)

where $M_0$ and $U_0$ are the maximum simulated values of $M$ and $U$ in the convergence study. The
solutions for TE_\text{z} and TM_\text{z} illumination require different numbers of spatial and spectral unknowns to converge. For the TE_\text{z} convergence study, M_0 = 81 and U_0 = 1,441. Meanwhile, for the TM_\text{z} convergence study, M_0 = 999 and U_0 = 99. In Fig. 8 the error energy is shown as a function of M and U for both polarizations. For TE_\text{z} polarization, M = 55 spatial samples and U = 323 frequency harmonics were required to reduce the error energy below 0.01. Meanwhile, for TM_\text{z} polarization, M = 465 spatial samples and U = 79 frequency harmonics were required to reduce the error energy below 0.01. The large number of required unknowns highlights the importance of using the interpath relation to solve SD-TWM systems. For example, the total number of unknowns needed for the TE_\text{z} case is 2 \times 55 \times 323 \approx 36 \times 10^3. Without including the interpath relation, the total number of unknowns would have been 20 \times 2 \times 55 \times 323 \approx 711 \times 10^3. Despite taking advantage of the inherent sparsity of the matrix system, it would require about 36 GB just to store such a matrix with floating point accuracy. Meanwhile, the interpath relation reduces this requirement to 0.61 GB.

The spectrum computed by the spectral-domain method as well as the finest MoM solution is shown in Fig. 9. As expected, the sawtooth wave up-converts the scattered wave to \( f_0 + f_s \) and deflects it to 42.3°. The expansion in (80) used by the spectral-domain method was truncated at \( p' = \pm 40 \) and \( \nu = \pm 720 \) for TE illumination and at \( p' = \pm 100 \) and \( \nu = \pm 49 \) for TM illumination. The error energy between the spectral-domain method and the MoM solver is \( \Delta(E^{\text{MoM}}, E^{\text{Spec}}) = 4.2 \times 10^{-3} \) for the TE_\text{z} simulation and \( \Delta(E^{\text{MoM}}, E^{\text{Spec}}) = 5.0 \times 10^{-3} \) for the TM_\text{z} simulation, confirming the validity of the MoM solver.

**B. Subwavelength Modulation Period**

In this example, results of the MoM and spectral-domain solvers will be compared for the metasurface modulation described in case B of Table 1. The only difference between cases A and B is that the number of stixels per supercell is reduced from 20 to 3. Since the stixel size remains the same, this reduces the supercell size from 4\( \lambda_0 \) to 0.6\( \lambda_0 \). As a result, propagation is only supported for frequencies \( f_0 + p \times 3f_s \) for \( p \in \mathbb{Z} \). Thus, when a sawtooth phase modulation waveform is applied to the metasurface, we expect the reflected signal to be up-converted from \( f_0 \) to \( f_0 + 3f_s \). This result is confirmed in Fig. 10. A snapshot of the spatial profile of the scattered electric field for the TE_\text{z} case is shown in Fig. 11. Since the modulation frequency is small with respect to the RF carrier frequency \( f_s/f_0 = 2.5 \times 10^{-6} \), all the reflected energy is directed in the specular direction. In the MoM simulation, the current expansion included \( M = 301 \) spatial samples and \( U = 601 \) frequency harmonics. The expansion in (80) used by the spectral-domain method was truncated at \( p' = \pm 50 \) and \( \nu = \pm 300 \). The error energy between the MoM and spectral-domain solvers is \( \Delta(E^{\text{MoM}}, E^{\text{Spec}}) = 9.9 \times 10^{-4} \) for TE_\text{z} polarization and \( \Delta(E^{\text{MoM}}, E^{\text{Spec}}) = 8.7 \times 10^{-3} \) for TM_\text{z} polarization.

**C. Continuum Limit - Sinusoidal Traveling-Wave**

As a final example, we consider a nearly continuous structure described by case C of Table 1. In this case, there are 60 stixels included in a spatial period, and the stixel size is brought down to \( \lambda_0/10 \) (thus the supercell size is 6\( \lambda_0 \)). Additionally, we assume that the sheet capacitance is sinusoidally modulated at a frequency of 500 MHz. For a spatially uniform sheet capacitance, we observe from (79) that the \( \nu^{\text{th}} \) Fourier series coefficient of the reflection coefficient, \( \Gamma_\nu \), can be computed as

\[
\Gamma_\nu = \frac{1}{T_s} \int_{t=0}^{T_s} e^{-2j\tan^{-1}(\varphi_0^2\omega_0)C_0^2\Delta C(t)} e^{-j\nu\omega_c t} dt.
\]
Spatial modulation period. In this case, when $A$ is small, the reflected power at the RF frequency $f_0 + 3f_s$ can be seen propagating away from the metasurface into free space.

From Fig. 12, we observe that the reflected power at the RF frequency $f_0 + 3f_s$ is completely redistributed in frequency and spatial spectrum. Nor in the specular direction. In other words, the reflected wave traveling-wave, i.e. $C_{\nu} \propto e^{i\kappa_\nu z}$, to the modulation function in the form of a continuous field) goes to zero. Now suppose we add a spatial dependence to the up-converted frequency $f_0 + 3f_s$ for the metasurface in Fig. 6 modulated as described in case $C$ of Table I. Since this example is approaching continuous modulation, each frequency propagates in a unique direction. As a result, this modulation scheme depletes the fundamental frequency $f_0$ as well as the specular reflection from the scattered field.

Thus, if $Z_{TX}^C \cdot C_{\nu} \cdot \Delta_C(t) = A \cos \omega_s t$, then the fundamental harmonic of the reflection coefficient is given by

$$\Gamma_0 = \frac{1}{T_s} \int_{t=0}^{T_s} e^{-2j\tan^{-1}(A \cos \omega_s t)} dt = \frac{2}{\sqrt{1 + A^2}} - 1. \quad (83)$$

When $A = \sqrt{3}$, the fundamental harmonic of the reflection coefficient (and thus the RF carrier frequency of the reflected field) goes to zero. Now suppose we add a spatial dependence to the modulation function in the form of a continuous traveling-wave, i.e. $C(t) = C(t - xT_s/d_x)$ where $d_x$ is the spatial modulation period. In this case, when $A = \sqrt{3}$, there should be no power radiated at the fundamental frequency nor in the specular direction. In other words, the reflected wave is completely redistributed in frequency and spatial spectrum. From Fig. 12 we observe that the reflected power at the RF carrier frequency is zero. Since $\nu = 0$ corresponds to the only frequency which radiates in the specular direction, we can also conclude that no power is reflected back at the specular angle of $25^\circ$. In the MoM simulation, the current expansion included $M = 301$ spatial samples and $U = 101$ frequency harmonics. The expansion in (84) used by the spectral-domain method was truncated at $p' = \pm 75$ and $\nu = \pm 50$. The error energy between the MoM and spectral-domain solvers is $\Delta(E^{(MoM)}, E^{(Spec)}) = 4.4 \times 10^{-6}$ for TE$z$ polarization and $\Delta(E^{(MoM)}, E^{(Spec)}) = 4.0 \times 10^{-4}$ for TM$z$ polarization.

V. CONCLUSION

As research into traveling-wave modulated structures progresses, it is vital to develop accurate computational methods capable of efficiently simulating practical designs. Typically, spatially-discrete traveling-wave modulation (SD-TWM) is employed in the physical implementation of traveling-wave modulated structures. In each spatial period (i.e. supercell) of a SD-TWM structure, a staggered modulation signal is applied to a discrete array of sub-cells (i.e. stixels). Unlike the continuous limit, where closed form solutions are often available, numerical methods must be used to analyze SD-TWM. Due to the complicated space-time dependence of SD-TWM structures, fine discretization is required to obtain an adequate model. Further, the computational methods reported to date require the computational domain to extend in space over an entire supercell. As a result, the computational cost can become prohibitive; particularly for simulating complex patterned structures or nearly continuous structures with a large number of stixels per supercell. However, by taking advantage of the space-time symmetry of SD-TWM structures, we have shown that the fields within a single stixel determine the entire problem. Therefore, the computational domain can be reduced from an entire supercell to a single stixel. The simplicity of adding this symmetry to computational electromagnetic solvers will enable researchers to study SD-TWM for a wide variety of designs.

In this paper, a relation between neighboring stixels of a SD-TWM structure was derived and incorporated into a method of moments analysis. The derived boundary condition, referred to as the interpath relation, can be interpreted as a modified frequency-harmonic-dependent periodic boundary condition. Using the interpath relation, the fields within a single stixel are sufficient to solve the entire domain. It was shown that the interpath relation can be incorporated into a method of moments solver by slightly modifying the basis functions used to expand the surface current. As a result the number of unknowns required to solve the problem are reduced by a factor of $L$, the number of stixels in a supercell. The method was applied to a SD-TWM sheet capacitance over a grounded dielectric and benchmarked against a spectral-domain solver. Various SD-TWM examples were explored to both motivate and validate the proposed method.
Fig. 13: An illustration of a grounded dielectric and its equivalent circuit model when excited by planar current sheets of the form $J_0 e^{-j(k_x x + k_y y)}$. The $\hat{v}$ axis is defined to be along the direction of $k_x \hat{x} + k_y \hat{y}$. Thus, the $\hat{v}$ component of $J_0$ excites TM$_z$ waves, while the $\hat{v}$ component of $J_0$ excites TE$_z$ waves.

APPENDIX A

DERIVATION OF THE SPECTRAL-DOMAIN DYADIC GREEN’S FUNCTION FOR A GROUNDED DIELECTRIC

To obtain the dyadic Green’s function used in the MoM formulation, we will impress current sheets of the form $J_0 e^{-j(k_x x + k_y y)}$ on the surface of the grounded dielectric as shown in Fig. 13. We will define region 1 to be free space and region 2 to be the dielectric substrate. As discussed in Section III, the substrate has a thickness $h$ and a dielectric constant of $\epsilon_r$. Further, we define $k_p = k_x \hat{x} + k_y \hat{y}$. This allows us to define two orthogonal vectors $\hat{u}$ and $\hat{v}$ such that TM$_z$ and TE$_z$ excitations can be handled independently. The unit vector $\hat{v}$ is defined to be orthogonal to $k_p$, and is given by

$$\hat{v} = \frac{\hat{z} \times \hat{k}_p}{|\hat{z} \times \hat{k}_p|}. \quad (84)$$

The unit vector $\hat{u}$ is defined to be orthogonal to $\hat{v}$ and $\hat{z}$ (i.e. $\hat{u}$ is the unit vector in the direction of $k_p$), and is given by

$$\hat{u} = \hat{v} \times \hat{z} = \frac{\hat{k}_p}{|k_p|}. \quad (85)$$

We will decompose $J_0$ into two orthogonal components. The component $J_u = J_0 \cdot \hat{u}$ excites TM$_z$ waves, while $J_v = J_0 \cdot \hat{v}$ excites TE$_z$ waves. Since $E_u$ depends only on $J_u$ and $E_v$ depends only on $J_v$, the Green’s function will be a diagonal tensor in the $u$-$v$ coordinate system. The Green’s function is defined such that

$$\vec{E}_{0t} = -jk_0Z_0 \vec{G}(k_x, k_y) J_0,$$  

where $\vec{E}_{0t} e^{-j(k_x x + k_y y)}$ is the component of the electric field produced by the impressed current in the $x$-$y$ plane.

The fields excited in both regions can be decomposed into plane waves. In region 1, only upward-traveling waves are excited since the medium is unbounded from above. Meanwhile, in region 2, both upward- and downward-traveling waves are excited by the current sheets. When $J_u$ is non-zero, TM$_z$ waves are excited in regions 1 and 2. As shown in Fig. 13, the magnetic field for this excitation contains a single component along the $\hat{v}$ direction; while the electric field contains components along both the $\hat{u}$ and $\hat{z}$ directions. Conversely, when $J_v$ is non-zero, TE$_z$ waves are excited in regions 1 and 2. As shown in Fig. 13, the electric field for this excitation contains a single component along the $\hat{v}$ direction; while the magnetic field contains components along both the $\hat{u}$ and $\hat{z}$ directions.

For both the TM$_z$ and TE$_z$ cases, a transmission line model can be used to find the transverse component of electric field at the interface between regions 1 and 2 [29]. As shown in Fig. 13, the transmission line model contains a shorted transmission line representing region 2, a current source representing the impressed current at the interface, and a load representing region 1. Using this model, computing the transverse component of electric field at the interface simply becomes a matter of finding $V_0$ in the equivalent circuit shown in Fig. 13. For TM$_z$ excitations, we set $I_s = J_u$ and make the substitutions provided in the first column of Table II. The transverse component of electric field in the $\hat{v}$ direction is found by computing $V_0$. For TE$_z$ excitations, we set $I_s = J_v$ and make the substitutions provided in the second column of Table II. The transverse component of electric field in the $\hat{v}$ direction is found by computing $V_0$.

It is clear that, for either TM$_z$ or TE$_z$ excitations, we must solve for $V_0$ in the equivalent circuit shown in Fig. 13. The impedance looking into the shorted transmission line is given by $Z_2 = j\eta_2 \tan \beta_2 h$. Therefore, the total impedance, $Z_t$, seen by the source is a parallel combination of $\eta_1$ and $Z_2$, given by

$$Z_t = \frac{Z_0}{\eta_1} - j\frac{Z_0}{\eta_2} \cot \beta_2 h. \quad (87)$$

Substituting the expressions for $\eta_1$ and $\eta_2$ from Table II into (87), we obtain

$$Z_t^{TM_z} = \frac{Z_0}{\eta_1} - j\frac{Z_0}{\eta_2} \cot \beta_2 h \quad (88)$$

$$Z_t^{TE_z} = \frac{Z_0}{\eta_1} - j\frac{Z_0}{\eta_2} \cot \beta_2 h. \quad (89)$$

Since $V_0 = -Z_t I_s$ (the minus sign is due to the orientation of $I_s$), the $u$-$v$ components of $\vec{E}_{0t}$ can be computed as

$$\hat{u} \cdot \vec{E}_{0t} = -jk_0Z_0G_u J_u \quad (90)$$

| Table II: TM$_z$ and TE$_z$ Substitutions |
|------------------------------------------|
| $I_s = J_u$                             |
| $I_s = J_v$                             |
| $\beta_1 = \sqrt{k_0^2 - |k_p|^2}$     |
| $\beta_1 = \sqrt{k_0^2 - |k_p|^2}$     |
| $\eta_1 = \frac{\beta_1}{\omega \epsilon_0} = Z_0 \frac{k_p}{\sqrt{k_x^2 + k_y^2}}$ |
| $\eta_1 = \frac{\beta_1}{\omega \epsilon_0} = Z_0 \frac{k_p}{\sqrt{k_x^2 + k_y^2}}$ |
| $\beta_2 = \sqrt{\epsilon_r k_0^2 - |k_p|^2}$ |
| $\beta_2 = \sqrt{\epsilon_r k_0^2 - |k_p|^2}$ |
| $\eta_2 = \frac{\beta_2}{\omega \epsilon_0} = Z_0 \frac{k_p}{\sqrt{k_x^2 + k_y^2}}$ |
| $\eta_2 = \frac{\beta_2}{\omega \epsilon_0} = Z_0 \frac{k_p}{\sqrt{k_x^2 + k_y^2}}$ |
| $\hat{u} \cdot E_{0t} = V_0$          |
| $\hat{v} \cdot E_{0t} = V_0$          |
\( \dot{v} \cdot \hat{E}_{\text{tot}} = -j k_0 Z_0 G_v J_v \), \hspace{1cm} (91)

where
\[
G_u = \frac{1/jk_0}{k_0} - j \frac{\varepsilon k_0}{\beta_2} \cot \beta_2 h
\hspace{1cm} (92)
\]
\[
G_v = \frac{1/jk_0}{k_0} - j \frac{\varepsilon k_0}{\beta_2} \cot \beta_2 h
\hspace{1cm} (93)
\]

In these expressions, \( G_u \) and \( G_v \) represent the dyadic Green’s function in the \( u-v \) coordinate system. To obtain \( G \) in the \( x-y \) coordinate system, we first define \( \psi \) such that \( \tan \psi = k_y/k_x \).

We can subsequently write \( \hat{G} \) as
\[
\hat{G}(k_x, k_y) = R(\psi) \left[ \begin{array}{cc} G_u & 0 \\ 0 & G_v \end{array} \right] R(-\psi) , \hspace{1cm} (94)
\]

where \( R(\psi) \) is the rotation matrix given by
\[
R(\psi) = \left[ \begin{array}{cc} \cos \psi & -\sin \psi \\ \sin \psi & \cos \psi \end{array} \right]. \hspace{1cm} (95)
\]

Carrying out the matrix multiplication yields the following expressions for the elements of \( \hat{G}(k_x, k_y) \):
\[
\hat{x} \cdot \hat{G}(k_x, k_y) \cdot \hat{x} = G_u \cos^2 \psi + G_v \sin^2 \psi \hspace{1cm} (96)
\]
\[
\hat{y} \cdot \hat{G}(k_x, k_y) \cdot \hat{y} = G_u \sin^2 \psi + G_v \cos^2 \psi \hspace{1cm} (97)
\]
\[
\hat{x} \cdot \hat{G}(k_x, k_y) \cdot \hat{y} = \hat{y} \cdot \hat{G}(k_x, k_y) \cdot \hat{x} = \cos \psi \sin \psi (G_u - G_v) \hspace{1cm} (98)
\]

Thus the spectral-domain dyadic Green’s function has been derived.
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