Resource-efficient adaptive Bayesian tracking of magnetic fields with a quantum sensor
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Abstract. Single-spin quantum sensors, for example based on nitrogen-vacancy centres in diamond, provide nanoscale mapping of magnetic fields. In applications where the magnetic field may be changing rapidly, total sensing time is crucial and must be minimised. Bayesian estimation and adaptive experiment optimisation can speed up the sensing process by reducing the number of measurements required. These protocols consist of computing and updating the probability distribution of the magnetic field based on measurement outcomes and of determining optimized acquisition settings for the next measurement. However, the computational steps feeding into the measurement settings of the next iteration must be performed quickly enough to allow real-time updates. This article addresses the issue of computational speed by implementing an approximate Bayesian estimation technique, where probability distributions are approximated by a finite sum of Gaussian functions. Given that only three parameters are required to fully describe a Gaussian density, we find that in many cases, the magnetic field probability distribution can be described by fewer than ten parameters, achieving a reduction in computation time by factor 10 compared to existing approaches. For $T_2^* = 1 \mu s$, only a small decrease in computation time is achieved. However, in these regimes, the proposed Gaussian protocol outperforms the existing one in tracking accuracy.
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1. Introduction

Control and measurement of individual electron spins, achieved in the last two decades, enables highly sensitive measurements of magnetic fields, with spatial resolution on the order of tens of nanometres. This is typically achieved through a point defect in diamond, the nitrogen-vacancy (NV) centre, which allows optical spin polarisation and readout even at room temperature. Capitalising on atomic-scale wavefunctions, the NV centre enables detection of static and periodic magnetic fields through the Zeeman shift on its electronic spin state with nanoscale resolution.

This capability has opened unprecedented opportunities in the field of condensed matter physics, such as the possibility to detect stray fields associated to currents...
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in nanodevices [9–11] and magnetisation in a variety of solid-state systems [12–16]. NV centres can also be used as nanoscale sensors for temperature [17], strain [18, 19] and electric fields [20, 21]. In addition to condensed matter systems, the biological compatibility of nanodiamonds containing NV centres allows monitoring of nanoscale, in-vivo processes [22–26].

Despite its success, one of the big challenges to further the deployment of NV sensing to practical applications is the data acquisition time. Room-temperature spin readout relies on the detection of a spin-dependent $\sim 30\%$ photoluminescence variation, on a signal which is typically (for a single NV) much less than one photon per readout shot. This results in the need of averaging over multiple repetitions, leading to long signal acquisition time [27]. A possible solution to this problem is to employ adaptive signal acquisition techniques, so that the experimental settings are optimised in real-time to minimise the detection time. In addition, sensing faster, or tracking a changing physical quantity in real-time could give new insight into previously inaccessible timescales.

Sensing of static magnetic fields with an NV centre can be carried out via an experiment made up of a series of measurements. It is the combination of many measurements that produces a reading for static magnetic field. The measurement parameters can be chosen optimally to narrow in on the magnetic field value sooner. This reduction in the number of measurements naturally allows for faster sensing.

Bayesian modeling and estimation, coupled with adaptive rules for experiment optimisation can be performed between measurements to select measurement parameters. Recent work has demonstrated the power of these techniques in speeding up the magnetic field sensing process [27–31]. While several algorithms have been proposed and analysed [32–34], only one experimental implementation so far has enabled fully online operation [35]. An important point is that real-time implementation requires fast computations, on the microsecond scale, to optimise the settings for the following measurements. The computation timescales must be comparable to a single measurement time, otherwise it is more effective to simply keep taking measurements, without adaptive optimisation. For protocols relying on single-shot spin readout (at low temperatures), spin detection takes $\sim 10 \mu s$, therefore the computation time should be shorter than this. Time-critical computation with minimal latency can be performed in parallel with a fast digital electronic system, such as a field-programmable gate array (FPGA). However, the number of (sequential) operations still needs to be kept as low as possible to keep the overall computational overhead real-time compatible.

Here we address this issue by adopting an approximate Bayesian estimation technique. In particular, at each point in time, we approximate the likelihood function and the posterior distribution of the parameter of interest as finite sums of Gaussian functions, i.e., Gaussian mixtures. Since Gaussian functions can be fully described by only three parameters (amplitude, centre and width), this allows faster processing as the number of parameters propagated over time is small compared to what would be required if the distributions were discretised on a grid or approximated via particle filtering [36]. We find that our Bayesian approach can typically be performed using only
one or two Gaussian functions, achieving a 10-fold reduction in terms of computation time compared to previous non-approximate implementations [32,33].

While the work detailed here focuses on quantum sensing with NV centres in diamond, the protocol we examine can be readily applied to any other single-qubit quantum sensor [37,38].

2. Background

A magnetic field applied to the electron spin induces a Zeeman splitting of the energy levels, which can be measured by a Ramsey experiment [1]. In a Ramsey experiment, an equal spin superposition freely evolves under the applied magnetic field $B$, so that the spin eigenvalues acquire a relative phase, corresponding to a rotation at the Larmor frequency. The probability for outcome $\mu \in \{0; 1\}$ given a Larmor frequency $f_B$ (corresponding to a magnetic field $B = f_B/\gamma$, where $\gamma$ is the gyromagnetic ratio, is

$$
P(\mu|f_B, \theta, \tau) = \frac{1 + e^{i\mu \pi} e^{-\left(\frac{\tau}{2}\right)^2} \cos(2\pi \tau f_B + \theta)}{2}.
$$

(1)

where $\tau$ is the sensing time, $T_2^*$ is the coherence time of the NV centre and $\theta$ the rotation angle of the measurement basis (which is controlled by the control phase of the second $\pi/2$ pulse in the Ramsey measurement sequence). In equation $1$ $P(x|y, z)$ denotes the distribution of $x$, conditioned on the value of $(y, z)$, ie, the distribution of $x$ given $y$ and $z$.

In this article, we consider the problem of tracking a magnetic field (through $f_B$) that fluctuates on timescales longer than a single measurement time, but potentially shorter than a large number of repetitions of the measurement time. We assume the fluctuations to be described by a Wiener process yielding a sequence of Larmor frequency values that are generated as

$$
f_B(t + \delta t) = f_B(t) + \kappa dW(t).
$$

(2)

The diffusion coefficient, $\kappa$, is a measure of the magnetic field rate of change and $dW(t)$ is an infinitesimal Wiener increment during a time interval $\delta t$. This process is simulated by discretising the time axis to intervals of length $\tau_{\text{min}}$ (minimum sensing time), and generating a normal distribution with variance $\tau_{\text{min}}$. In this way, a changing Larmor frequency signal is generated that will act as the ground truth in tracking simulations. More generally for any small time interval $\delta t$, equation $2$ leads to the following Gaussian random walk distribution

$$
P \left( f_B(t+\delta t) \bigg| f_B(t), \kappa \right) \propto \exp \left[ -\frac{(f_B(t+\delta t) - f_B(t))^2}{2\delta t\kappa^2} \right]
$$

(3)

which will be used in the tracking algorithm described in the next section.
2.1. Bayesian Estimation

Bayesian online tracking of $f_B$ involves achieving a real-time approximation of the probability distribution $f_B$. In turn, this allows us to optimise the experimental settings through $\theta$ and $\tau$ in equation 1. After the $n$-th measurement, the (posterior) distribution $P(f_B(t_n) | \mu(t_n), \theta, \tau)$, of $f_B(t_n)$ is updated using Bayes’ rule

$$P(f_B(t_n) | \mu(t_n), \theta, \tau) \propto P(\mu(t_n) | f_B(t), \theta, \tau) P(f_B(t_n) | \mu(t_n-1), \theta, \tau),$$

where $\mu(t_n) = \{\mu(t_0), \ldots, \mu(t_n)\}$. In equation 4, $P(f_B(t_n) | \mu(t_n-1), \theta, \tau)$ acts as a prior distribution and can be obtained via

$$P(f_B(t_n) | \mu(t_n-1), \theta, \tau) = \int P(f_B(t_n) | f_B(t_n-1), \kappa) P(f_B(t_n-1) | \mu(t_n-1), \theta, \tau) df_B(t_n-1),$$

with $P(f_B(t_n-1) | \mu(t_n-1), \theta, \tau)$ obtained via the Bayesian update after the $(n-1)$-th measurement. The update rules for $(\theta_n, \tau_n)$, are described in more detail in Sections 3.5.2 and 3.5.1.

Figure 1 illustrates the main principle of Bayesian adaptive tracking algorithms. However, as discussed in the introduction (section 1), exact Bayesian inference based on equations 4 and 5 is not tractable because of the shape of the likelihood in equation 1 which makes the integral in equation 5 not computationally amenable. While it is theoretically possible to use particle filters [36], their computational complexity make them less attractive than approximate methods using Gaussian mixture approximations, as proposed here.
3. Method

In this article, we aim to reduce computational time by approximating \( P(f_B^{(t_n)}|\mu^{(t_n)}, \theta_n, \tau_n) \) as a finite sum of Gaussian distributions. This is performed by approximating the likelihood \( P(\mu^{(t_n)}|f_B^{(t_n)}, \theta_n, \tau_n) \) by a weighted sum of Gaussian functions (with respect to \( f_B^{(t_n)} \)). Figure 2(a) shows how the actual cosine-shaped likelihood function is approximated by two shifted Gaussian peaks. As is apparent, the approximation is relatively accurate at the top of the peaks, but is rather poor at the bottom.
due to the Gaussian tails. In the following, we address the dual question of how well a magnetic field can be tracked despite this simplification, and examine the associated advantage of doing so in terms of the algorithm’s reduction in computation time.

3.1. Gaussian approximation of the likelihood function

We begin by approximating the initial likelihood in equation 1 as:

$$P(\mu|f_B, \theta_n, \tau_n) \approx \sum_{l=0}^{N_G} A e^{-\frac{(f_B-a_l)^2}{2\sigma^2_a}}.$$  \hspace{1cm} (6)

This approximation can be computed by a Taylor expansion of equation 1 at $2\pi f_B + \theta_n + \mu \pi \approx 2\pi l$ and re-writing as a Taylor expansion for an exponential. We chose to consider the case of no dephasing (its influence shall be discussed later in section 3.6) and perfect readout fidelity as previous experiments [39] with NV centres at cryogenic temperatures have yielded a near-perfect readout fidelity of 0.96. Based on these two assumptions, the right-hand side of equation 1 becomes:

$$\frac{1 + \cos(2\pi \tau_n f_B + \theta_n + \mu \pi)}{2} \approx 1 - \frac{(2\pi \tau f_B + \theta_n + \mu \pi)^2}{4} \approx \exp\left(-\frac{\pi \tau_n f_B + \theta_n + \mu \pi}{2}\right)^2.$$  \hspace{1cm} (7)

For the initial likelihood and under this approximation, we let all Gaussians have the same amplitude $A = 1$ and width $\sigma_a = 1/(\sqrt{2\pi} \tau)$, meaning they only differ in their centres $a_l$ as follows:

$$a_l = \frac{2\pi l + \pi \mu + \theta_n}{2\pi \tau}.$$  \hspace{1cm} (8)

This choice ensures that the displacement between adjacent Gaussians coincides with the period of the oscillatory likelihood function and that the Gaussian peaks align with the local maxima of the cosine function.

The number of periods of the likelihood function that fit in the prior frequency range is equal to the sensing time coefficient (the sensing time as a fraction of the minimum sensing time, $\tau_0$). This implies that the required number $N_G$ of Gaussians for the approximation is given by $2^N + 1$, since this is the maximum sensing coefficient (plus one additional one to cater for edge peaks which are only partially visible).

During tracking, only a handful of Gaussian peaks in the likelihood function overlap with the prior. Thus, the peaks that do not overlap with the prior do not need to included in the computation of the posterior distribution. We chose to cut out these unnecessary calculations by adapting the range of the likelihood function before each Bayesian update. Only peaks within $4(\sigma_a + \sigma_b)$ of any prior peak ($\sigma_b$ is the standard deviation of a Gaussian term in the prior distribution) were included in the computation of the posterior distribution.
3.2. Bayesian update

Once the likelihood is approximated by a finite sum of Gaussians, the Bayesian update in equation 4 becomes tractable and the posterior distribution reduced to a product of two mixtures of Gaussians (one arising from the prior distribution and one from the likelihood function). Defining $A, a, \sigma$ and $B, b, \sigma$ as, respectively, the amplitude, centre and standard deviation of two Gaussians, their product will be another Gaussian that is fully characterised by the parameters $C, c, \sigma$ with

$$
\sigma_c = \sqrt{\frac{\sigma_a^2 \sigma_b^2}{\sigma_a^2 + \sigma_b^2}}, \quad \text{(9)}
$$

$$
c = \frac{a \sigma_b^2 + b \sigma_a^2}{\sigma_a^2 + \sigma_b^2}, \quad \text{(10)}
$$

$$
C = AB e^{-\frac{(a \sigma_b^2 + b \sigma_a^2)^2}{2(\sigma_a^2 + \sigma_b^2)}}. \quad \text{(11)}
$$

Note that after the initial assignment, the amplitudes of different Gaussians will no longer generally be identical, requiring calculation of $C$ above.

3.3. Prediction Step

As described in equation 5, the (predictive) probability distribution of $f_B(t_n)$ at time $t_n = t_{n-1} + \delta t_n$ can be found as the convolution of the probability distribution at time $t_{n-1}$ with a zero-mean Gaussian with variance $\delta t_n \kappa^2$. The time elapsed between measurements is given by $\delta t_n = \tau_n + t_{oh}$, where $\tau_n$ is the sensing time and $t_{oh}$ is the overhead time per measurement. This overhead time is added to account for the time it takes to physically carry out measurements in a lab. Naturally, this value varies depending on the precise experimental equipment and set-up. The distributions before and after prediction are therefore:

$$
P(f_B(t_{n-1})|\mu(t_{n-1}), \theta_n, \tau_n) = \sum_l C_l e^{-\frac{(f_B(t_{n-1}) - c_l)^2}{2\sigma_l^2}}, \quad \text{(12)}
$$

$$
P(f_B(t_n)|\mu(t_{n-1}), \theta_n, \tau_n) = \sum_l \frac{C_l \sigma_l}{\sqrt{\sigma_l^2 + \kappa^2 dt_n}} e^{-\frac{(f_B(t_n) - c_l)^2}{2(\sigma_l^2 + \kappa^2 dt_n)}}, \quad \text{(13)}
$$

where $\sigma' = \sqrt{\sigma^2 + \kappa^2 dt}$ and $D = \frac{C \sigma}{\sigma'}$.

3.4. Pruning the set of Gaussians

It is important to note that, using mixtures of Gaussians to approximate the likelihood and the prior distribution (say with $m$ and $n$ terms, respectively), the number of Gaussians ($m \times n$) in the resulting posterior distribution keeps on increasing over time. To prevent this, we introduce an automatic pruning step based on amplitude thresholding. Any Gaussian with amplitude smaller than the predefined threshold is discarded.
Additionally, we combine Gaussians that are very similar to each other, as defined by their Kullback-Leibler (KL) divergence \cite{40}:

\[
KL(g_1, g_2) = \log \frac{\sigma_2}{\sigma_1} + \frac{(a_1 - a_2)^2}{2\sigma_2^2} - \frac{1}{2},
\]

where \(g_1\) and \(g_2\) are the two Gaussians being compared and \(a_1, a_2\) are their respective central positions. When the KL divergence for a pair of Gaussians is below a given threshold, the pair is merged into one single Gaussian whose mean and variance are obtained by averaging the parameters of the two original Gaussians and whose amplitude is the sum of the original amplitudes. We found that the KL divergence threshold \(KL_{th} = 0.001\) for merging and the amplitude threshold \(A_{th} = 0.04\) for pruning work well in practice within the parameter range we have studied.

The proposed tracking scheme might temporarily lose the track of \(f_B\) and this yields all Gaussians having small amplitudes. If no amplitude exceeds the threshold, all the previous amplitudes and positions are kept unchanged and the variances are doubled. By simply broadening the previous distribution when the tracking is lost, the protocol picks up the signal again after a few iterations.

### 3.5. Protocol Overview

The proposed protocol is divided into phases, namely the initial adaptive sensing, followed by the adaptive tracking phase. The sensing portion is required to obtain a starting Larmor frequency value, which can then be tracked. Experimentally, this could also be obtained from locating the initial Larmor frequency by observing the spin resonance signal while sweeping the spin drive frequency. During sensing, the measurement time is not chosen adaptively, but in a predetermined sequence to narrow in on the Larmor frequency. Repeating each sensing time is required to minimise errors in sensing (see line 4 of algorithm \[1\]). However, the goal of adaptive sensing is to use the fewest Ramsey measurements and so a balance must be achieved. The number of Ramsey measurements performed at each sensing time is determined by integers \(G\) and \(F\), which have been selected in accordance with previous work on adaptive sensing \cite{35}. Due to this previous work studying in detail the initial sensing process, as well as the Gaussian approximation implementation providing an advantage only for tracking, this phase is not of primary interest for the current work. Algorithm \[1\] gives an overview of the initial sensing process, in which the posterior distribution of \(f_B\) typically evolves from a uniform distribution (prior to any measurements) to an almost unimodal density which can be well approximated by a single Gaussian distribution.

In contrast to the first phase, during the second phase of the protocol, the sensing time is chosen before each Ramsey measurement, based on the level of uncertainty of the current probability distribution of \(f_B\). For completeness, a simplified example of the tracking protocol is provided in figure \[2\] where the adaptive control phase and sensing time are chosen to completely eliminate one of the two peaks in panel
Algorithm 1: Adaptive sensing overview. Variables: adaptive control phase ($\theta_n$), measurement outcome ($\mu(t_n)$), sensing time ($\tau_n$), minimum sensing time ($\tau_{min}$), number of sensing times (N). The remaining variables, $M_n$, G and F, define the number of repetitions for each sensing time.

1: for $n= 0$ to $N-1$ do
2: \[ \tau_n = 2^n \tau_{min} \]
3: choose $\theta_n$
4: $M_n = G + F(n - 1)$
5: for $m = 1$ to $M_n$ : do
6: \[ \mu^{(t_n)} = \text{Ramsey}(\theta = \theta_n, \tau = \tau_n) \]
7: \[ \text{Bayesian_update}(\mu = \mu^{(t_n)}, \theta = \theta_n, \tau = \tau_n) \]
8: end for
9: end for

(d). Algorithm 2 illustrates the sequence of steps involved in adaptive tracking. In both tracking and sensing, the Gaussian approximation only affects steps “choose $\theta_n$,” “Bayesian_update” and “Prediction”. The other steps do not use $P(f_B^*(t)|\mu(t), \theta_n, \tau_n)$ and thus remain unaffected.

Algorithm 2: Adaptive tracking overview. Variables: adaptive control phase ($\theta_n$), measurement outcome ($\mu(t_n)$), sensing time ($\tau_n$).

1: for total tracking time interval do
2: choose $\tau_n$
3: choose $\theta_n$
4: \[ \mu^{(t_n)} = \text{Ramsey}(\theta = \theta_n, \tau = \tau_n) \]
5: \[ \text{Bayesian_update}(\mu = \mu^{(t_n)}, \theta = \theta_n, \tau = \tau_n) \]
6: \[ \text{Prediction}(\kappa) \]
7: end for

3.5.1. Adaptive Sensing Time In this work, to determine whether the optimum sensing time has been chosen, we use the figure of merit proposed in [32] and computed from an estimate of the standard deviation of the posterior distribution of $f_B$ (as detailed in equation 21 of [32]). This figure of merit is associated with a threshold above which the sensing time is judged insufficiently accurate and reduced by a factor two for the next measurement. This procedure is repeated until the threshold condition is met. If the figure of merit is lower than the threshold, the sensing time is instead increased by a factor two.
3.5.2. Adaptive Control Phase In order to maximise the information from each measurement, we adaptively set the angle of the measurement basis as\(^{30}\):

\[
\theta_n = \frac{1}{2} \arg\{p_{2t_n}\},
\]

(15)

where \(p_{2t_n}\) is the prior probability distribution in Fourier space, \(p_k\) for \(k = 2t_n\), where \(t_n\) is the sensing time coefficient. In terms of Gaussians, \(p_{2t_n}\) is computed as:

\[
p_{2t_n} = \sum_l \sqrt{2\pi} C_l \sigma_l e^{-\frac{1}{2} \pi \tau^2 \sigma^2_l + l2\pi\tau_c l}.
\]

(16)

Other choices can be made for the optimal control phase, for example\(^{28}\): our Gaussian approximation will still work well.

3.6. Considering dephasing

The second exponential factor in the right-hand side of equation 1 results from dephasing. It contributes a flat change in likelihood function amplitudes (which can be ignored due to normalisation), as well as introducing a positive \(y\)-shift (\(P(\mu|f_B, \theta_n, \tau_n)\) increases and no longer dips to zero). Describing our probability distribution as a sum of Gaussians plus a single \(y\)-shift value would result in increased numbers of Gaussians during the Bayesian update. Without dephasing, a Bayesian update with \(n_{lik}\) number of Gaussians in the likelihood function and \(n_{pri}\) Gaussians in the prior would result in \(n_{lik}n_{pri}\) Gaussians to describe the posterior. Taking into account dephasing and introducing a shift component in the same Bayesian update results in a posterior containing \(n_{lik}n_{pri} + n_{lik} + n_{pri}\) Gaussians.

Though our pruning would remove many of these additional peaks, leading to a potential viability of this protocol, we have chosen not to include dephasing in our Gaussian adaptive protocol. As well as the shift being negligibly small for all our chosen sensing and \(T_2^*\) times, the Gaussian approximation effectively introduces a much larger, unwanted \(y\)-shift in the same direction. This \(y\)-shift as a result of the Gaussian tails is the main cause of reduced tracking accuracy when implementing a Gaussian approximation.

4. Results

To assess the performance of the Gaussian-approximation tracking protocol, we performed extensive numerical simulations using controlled settings, allowing for comparisons with ground truth parameters. We assume perfect spin readout fidelity and keep constant the amplitude pruning threshold \(A_{th} = 0.04\), merging threshold \(KL_{th} = 0.001\) as well as \(G = 5\) and \(F = 3\). The performance is assessed with the mean squared error (MSE)

\[
\epsilon^2 = \frac{1}{T} \int_0^T |f_b - f_{est}^b|^2,
\]

(17)
Figure 3. (a) example tracking of a changing Larmor frequency, performed by the Gaussian Bayesian adaptive protocol. Mean squared error of $0.087 \text{ MHz/ms}$, $\kappa = 10 \text{ MHz Hz}^{1/2}$ and $t_{oh} = 10 \mu\text{s}$ per measurement. Bottom subplot shows the difference between the estimation and ground truth. Green colour indicates the probability distribution at each point in time.

where $f_{est}$ is the estimated frequency and $f_B$ the true frequency. Figure 3 illustrates a successful tracking run, characterised by a typical MSE value of around $0.09 \text{ MHz/ms}$. Here, both the Gaussian and original method (i.e. with Gaussian approximation) produce the same quality of tracking (i.e., provide the same MSE) if the signal is successfully tracked. From visual examination of many runs, we decide to set the definition of a “failed run” at an MSE of greater than $0.15 \text{ MHz/ms}$. This allows an empirical fail rate to be determined, which provides another useful measure of performance.
In these results, we performed two sorts of comparisons: a statistical and a direct comparison. The statistical comparison is based on running the tracking protocol many times, with each tracking run generating its own set of “real” Larmor frequency values, i.e. the Gaussian and non-approximate method are not tested on identical signals. In our simulations, reusing a previously generated signal requires it to be significantly more discretised and so takes considerably more time to simulate. The time saved from using a different signal for each run allows us to sweep through a couple of experimental parameters in a manageable time frame. The overhead time, the extra experimental time taken to perform a Ramsey measurement, and $\kappa$, the prediction coefficient, were varied to examine the robustness of the protocol. During these runs, we set $T_2^* = 100 \mu s$ and the interval over which the signal was tracked was varied so that each run would contain 1000 Ramsey measurements.

The statistical comparisons give us a rough idea of speed and tracking performance through computational cost and MSE. To assess the improvement in terms of computational cost, we compared the average number of parameters used in the discretisation of the distribution of $f_B$. For the non-approximate implementation, this is the number of equally-space frequency points in the discretisation. For the Gaussian case, this is simply the number of Gaussian parameters i.e., three times the number of Gaussians employed for approximating the probability distribution.

In the direct comparisons, the Gaussian and non-approximate protocols are fed exactly the same signal to track multiple times. The interval over which the signal was tracked was set to 5 ms and the fail rate was used as the measure of tracking performance. The computation time was directly measured for the time-sensitive portion of the simulation (Bayesian update, prediction step and adaptive parameters, as these must be calculated in real time between Ramsey measurements). The computation time measurements were performed using Python’s inbuilt `time.perf_counter` function, whilst running on a Lenovo ThinkPad E480 laptop, with Quad-core i7-8550U. The direct comparison results for a sample range of overhead times and $T_2^*$s can be found in table 4.

### 4.1. Discussion

As suggested by figure 2, without factoring computation time, the reliability of the tracking is generally degraded when using Gaussian tracking. In table 1, 5 ms of the exact same magnetic field fluctuations were tracked using both methods for $\kappa = 10 MHz Hz^{1/2}$. This direct comparison was repeated 400 times to establish a fail rate. For the first entry in the table (overhead time = $10 \mu s$ and $T_2^* = 100 \mu s$), both methods produced very similar, near zero, fail rates. However, the fail rate for Gaussian runs is marginally higher than for those tracked using the original protocol. Table 1 shows that this difference in fail rates is more pronounced for other values of overhead time and $T_2^*$. Interestingly, the Gaussian method performs worse when $T_2^*$ is reduced from $100 \mu s$ to $10 \mu s$, where the original method sees almost no reduction in tracking
Figure 4. Both the original and Gaussian-approximate tracking protocols were tested for a range of overhead times and prediction coefficients ($\kappa$). Each data point represents 1000 tracking runs, 5ms long. The bottom subplots are a measure of tracking performance (mean squared error) and the top subplots give the average numbers used to describe the Larmor frequency probability distribution (an indicator of relative computation speed) (a) sweeping $\kappa$, overhead time fixed at $10\mu$s per measurement. (b) sweeping overhead time, with $\kappa$ set to $10$ MHz Hz$^{1/2}$.

Table 1. A direct comparison of 400, 5ms tracking runs on the same set of ‘true’ Larmor frequency values for both Gaussian approximated and non-approximate algorithms. In each case, $\kappa = 10$ MHz Hz$^{1/2}$. F.R. is the fail rate, defined as the proportion of runs under an MSE of 0.15. The speed increase is the non-approximate protocol’s computation time per measurement divided by the Gaussian computation time per measurement.

| $T_2^* \mu$s | Overhead $\mu$s | Original F.R. (%) | Gaussian F.R. (%) | Speed increase |
|----------------|-----------------|-------------------|------------------|----------------|
| 100            | 10              | 0.5               | 1                | 8.1            |
| 100            | 6               | 0                 | 5.5              | 10.5           |
| 100            | 2               | 0.5               | 3                | 13.5           |
| 10             | 10              | 0.25              | 1.25             | 9.4            |
| 10             | 6               | 0.75              | 8.25             | 9.4            |
| 10             | 2               | 0.75              | 6.5              | 10.8           |
| 1              | 10              | 99.75             | 91.25            | 2.1            |
| 1              | 6               | 100               | 77.5             | 1.8            |
| 1              | 2               | 99.5              | 21               | 1.3            |
quality.

On the other hand, the original method is incapable of tracking at $T_2^* = 1 \mu s$ with the chosen level of discretization. However, the Gaussian protocol performs better, even being able to track the majority of runs when the overhead is 2 $\mu s$. Upon further inspection of the MSE values, the improvements in tracking accuracy at $T_2^* = 1 \mu s$ are even more pronounced than indicated by the fail rates given in table 1. The Gaussian protocol’s MSE values are comparatively much lower. To illustrate this, if we were to increase the failed run threshold by only 0.5MHz/ms, the fail rates for 10$\mu s$, 6$\mu s$, and 2$\mu s$ would be 20%, 10% and 3.5% respectively. Meanwhile, the fail rates for the original method would stay in the 90%.

It is possible to improve the original method’s tracking performance at $T_2^* = 1 \mu s$ by discretising the probability distribution further, though this naturally increases computation time. However, in our test simulations, the original method never matched the Gaussian in tracking performance, even when discretising the original method to the point that it was 200 times slower than the Gaussian method.

For the statistical comparisons, we chose to vary overhead time and prediction coefficient, $\kappa$, as they had been used to benchmark previous comparisons of adaptive versus non-adaptive schemes [32]. In this way, we could test the robustness of the methods, as these are also not parameters we have control over in an experiment. From subplots 4b and c, it can be seen that the mean squared error tends to increase as these variables increase. We also see that the Gaussian method is overall more likely to break down at larger values of $\kappa$ and overhead time, than the smaller values. This is because, at larger values of both these variables, we can fit in fewer measurements per change of magnetic field. We have less time to narrow in on the correct frequency, and this puts the Gaussian method at a disadvantage, since we cannot factor in the potential computational time reduction in the simulation.

The average numbers is a reflection of the Bayesian update computation time. In the case of the original method, this is mostly in the thousands. Note that these numbers are not constant as the method discretises of the Larmor frequency probability distribution with a grid whose resolution is proportional to the number of sensing times $N$. Moreover, $N$ varies depending on $\kappa$ and $t_{oh}$ since the maximum sensing time is optimised according to equation 14 of [32]. For the Gaussian method though, the average number of parameters is around eight or nine for this length of tracking run, suggesting a substantial reduction in computational complexity and thus a gain in computational time. The average number of parameters is dragged up by the initial sensing, which initially requires hundreds of Gaussian parameters to describe it. The tracking uses mostly three, sometimes six, and occasionally nine or more parameters, indicating that a handful of Gaussian peaks are largely sufficient and deliver adequate performance. As we have shown, this translates to a reduction in the number of operations required to track a changing magnetic field. This is confirmed by the direct comparison time tests, in which the Gaussian tracking was found to be around an order of magnitude faster for the majority of our sample tests in table 1.
The outliers in tracking speed improvements are again at $T_2^* = 1\mu s$, with only slight improvement occurring. However, as discussed above, the Gaussian method performs tracking better than the non-approximate method in this regime. Here, the improved performance, in combination with the improvement in speed makes choosing the Gaussian protocol worthwhile. As an aside, this smaller speed increase is partly due to the Gaussian protocol slowing down. When the Gaussian protocol is uncertain of the Larmor frequency, it will naturally use more peaks to describe the distribution, increasing computation time. In this way, the Gaussian protocol increases its tracking performance by sacrificing computation speed.

5. Conclusion

In this article, we have simulated and tracked a fluctuating magnetic field via Ramsey experiments on an NV centre. Ramsey measurements were optimised through an adaptive Bayesian update protocol, with Gaussian approximation of all probability distributions. A comparison of the Gaussian-approximated with the original protocol revealed that the approximation yielded potentially significant increases in computation speed, which ranged from 1.3 to 13.5 times faster, depending on the experiment parameters. In the cases of $T_2^* = 100 \mu s, 10 \mu s$, the approximation performed slightly poorer at tracking than the non-approximated protocol. However, these cases yielded larger increases in speed – around an order of magnitude faster than the original protocol. In the slower cases (where $T_2^* = 1 \mu s$), this lesser increase in speed was compensated for by the Gaussian method having the better tracking performance. This protocol could find applications in sensing settings where one needs to track a fluctuating signal with statistics that are, at least approximately, known in advance.

For example, one could use an NV centre in a nanodiamond to monitor temperature drift inside a living cell [24, 25]. Measuring temperature is an integral part of studying energy metabolism [41] or developmental processes [42, 43]. One other issue with nanodiamonds, is that while moving in a fluid medium, they rotate considerably, often very rapidly. Our protocol could be extended to track this rotation with minimal resource consumption.

Another possible application is in experiments with levitated nanodiamond, where our technique could be used for fast tracking of rotation. In these experiments, the nanodiamond containing NV centres is held in place translationally using ion traps [44, 45], optical traps [46] or magnetic traps [47]. The librational (rotational) frequencies of trapped nanodiamond vary from 100s of Hz to 1GHz [49]. For the lower frequencies, in which tracking resolutions of 1ms per data point are suitable, our method could be directly applied. However, the method could also be used in conjunction with ac magnetometry [50, 51], using spin-echo instead of Ramsey measurements, to achieve tracking of faster, periodic librations.

Tracking provides the information required for realigning the nanodiamond orientation, for whichever feedback mechanism the traps use. This feedback mechanism
could potentially be 3D Helmholtz coils in the case of ion traps or optical traps. For a magnetic trap, it has been proposed [52] that the diamond orientation be confined with an electrode using the dielectric force on the non-spherical diamond. Though this method does not conventionally require feedback, tracking may nonetheless prove useful in testing the confinement.

Finally, the Gaussian-approximation described here could be applied to track a quantum signal, such as the magnetic field arising from a bath of nuclear spins surrounding a central electron spin. Previous theoretical work has shown that, by adaptively tracking the fluctuating nuclear magnetic field and narrowing its distribution through the back-action of the quantum measurement process, one can considerably extended the coherence time of the central spin [53]. The protocol described here can reduce the computational complexity of this task, enabling faster and more precise tracking.
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