Detecting Hoaxes in Indonesian News Using TF/TDM and K Nearest Neighbor
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Abstract The presence of the internet and the rapid growth of social media had given rise to the blossoming of hoax creation and distribution through it. A hoax can cause anxiety and reactivity to its readers and could harm a certain party. Thereby, it is important to detect and report hoaxes to stop its spreading as soon as possible. This research aims to utilize the K Nearest Neighbor (KNN) classification algorithm to detect whether a piece of news is a hoax or not. Experiments were done by using 74 hoaxes compiled from Indonesian hoax-debunking community websites and were being compared against 74 real news from various reputable news websites in Indonesia. The result showed that the model could give detection/classification accuracy up to 83.6% and that the model is prone to false positives detections. The characteristics of the resulted model and further research directions are then discussed.
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I. Introduction

Hoaxes (noun) can be simply defined as fake news, or as defined in the WordNet Dictionary, “Something intended to deceive; deliberate trickery intended to gain an advantage”. Hoaxes had been present throughout the history of mankind to the nowadays internet era. The purpose of hoaxes often includes persuading or manipulating people to do or prevent pre-established actions, usually using threats or deceptions[1]. Aside from its ‘traditional’ kind, recent research had also identified other kind of hoaxes such as the humorous fakes or satire/parody [2].

The presence of the internet and the rapid growth of social media gave rise to the blossoming of hoax creation and distribution through it [3][4][5][6], as stated in [3] that “the boundaries between news production and information creation and sharing are gradually blurring in the current online news environments and social media” and [4] that social media are also increasingly used as vectors for the diffusion of misinformation and hoaxes. The spread of hoaxes has the potential to give extremely negative impacts on individuals and society[5]. The amount of disseminated information and the
rapidity of its diffusion make it practically impossible to assess reliability in a timely manner [4]. Thereby, it is important to detect and report hoaxes to stop its spreading as soon as possible.

The K Nearest Neighbor KNN is one of the versatile and well-known clustering/classification algorithm which often used in data mining. The KNN has lower calculation time compared to other algorithms such as the Random Forest, which is useful for fast automatic detections. The KNN assigns class membership to data based on the majority vote of its neighbors, with the object being assigned to the class most common among its k nearest neighbors (k is a positive integer, typically small).

This research aims to utilize the KNN classification algorithm to detect whether a piece of news is a hoax or not. The model could be implemented within a social media application or even a browser or as an add-on to automatically warn the users if the news appeared in their screen is identified as a hoax.

2. Related Works
Severe attempts to build automatic hoax detection had been flourishing in the last decades. The object of detection varied from e-mails (spam or scam) [7][8][9][10][11], social media [5][6][12], news [2][9][13], phishing websites [9], and specific topics like Wikipedia articles [14]. The methods for detections also varied, from the well-known and established method such as the ‘traditional’ features [13], logistic regression [4], neural networks [11], Levenshtein Distance Method [7], Support Vector Machine (SVM) [13][15][16], Decision Tree / C4.5 [13][15], Linear Regression (LR) [15], KNN [8][9][15], Poisson probabilistic theory [8], Bayesian Classifier [9], Naïve Bayes [8][9][13]; while some also introduced novel methods like the adaptation of boolean crowdsourcing algorithms [4] or combinations of several methods [8][9]. However, the research of hoax detection in the Indonesian language (Bahasa) is still very limited. One notable research is the work by [13] which tested three algorithms, i.e the SVM, C4.5, and Naïve Bayes to detect hoax news in the Indonesian language. The position of this research is to explore the utilization of KNN method in hoax detection for news articles written in Bahasa.

3. Methods
Hoaxes were retrieved from an Indonesian hoax-debunking community website. All articles labeled as [HOAX] and containing narration published between July 31, 2015 - November 22, 2017, was copied into individual text files (or documents). Photo and video hoaxes were excluded. The hoaxes were then being compared against 74 real news from various reputable news websites in Indonesia within a similar range of publication dates. The articles for real news were randomly selected, but we also purposely added articles with similar themes/topics as found in the hoaxes. This is intended for a wildcard. Most of the collected hoaxes were in Indonesian language (Bahasa), but a small number of them were written in English. Thus, we used a similar approach for the number of English articles in the real news articles.

The next step is the creation of corpus. This includes the removal of capitalizations, punctuation marks, and stopwords. Stemming, which turns the words into their basic form, is not applied in this research since stemming could remove the lexical characteristics of the hoaxes vs non-hoaxes, and thus decrease the model accuracy[13]. Since we used two kinds of languages, we also incorporated two kinds of stopwords collections for those languages. The corpus was then being transformed into Term Document Matrix (TDM) which uses unigram (the sentences were split into individual words). The TDM consists of the word count (frequency) found in a document (article, text file) for each word listed in the corpus. The TDM is a matrix with the size of m x n, where m is the number of columns which correspond to the number of words found in the corpus, while n is the number of rows resembling the number of documents (one row for each document). Not all terms found in the corpus is listed into the TDM. We used a certain limit to exclude words (terms) which have a low occurrence (high sparseness). We called this the Sparse Terms Limit (STL). The TDM was then being added an additional column to store the label for each document, whether it is ‘hoax’ or ‘not hoax’.
The final form of the TDM was then being randomly grouped into training data sets and the testing datasets using a certain proportion (we called this the Training/Testing Proportion, TTP). The training datasets were then being fed into the KNN algorithm with k=1 (Nearest Neighbor Rule). The model generated by the KNN was then being tested using the testing datasets. The accuracy of its prediction was then calculated based on its confusion matrix.

We did nine experiments with varied STL and TTP, and each experiment was repeated 1000 times to find the average accuracy for each corresponding setting of STL and TTP. The STL values used are: 0.8, 0.85, and 0.9; whereas the TTP values are: 0.7, 0.8, and 0.9. TTP value of 0.7 means that 70% of the data were used as the training sets, while the other 30% were used as the testing sets. Since the hoax articles generally have a smaller amount of word counts, in this research, the STL value below 0.8 would not give any terms, so we set the experiments with the STL value started from 0.8. STL value of 1 means that every word found in the corpus will be included in the TDM. Experiments were done using the RStudio and utilized the ‘class’ package.

4. Result and Discussion

The hoax articles we had collected generally have a smaller amount of words compared to the real news articles, as shown in Figure 2, which also means that the hoaxes have a smaller amount of used vocabulary (and thus fewer words in the corpus). This agreed with the finding of [10]. We identified some most recurring themes in the hoaxes articles as shown in Table 1 (some article has overlapping themes). We also found that some of the articles themed religion, politics, and racism/ethnicity have a sentimental tone towards other groups. This finding agrees with the situation in Indonesia, which has recurring issues with religions, and the recent political ‘gossips’ regarding the religion and ethnicity of the politicians. The sentimental religion-themed hoax might not directly confront certain group, but by incorporating certain religious symbolism, to be combined with the presented bad image. The other religion-themed hoaxes did not have sentimental tone but they tried to ‘convince’ the reader to strengthen their belief towards their religion by presenting false claims. The hoax articles often use a less standardized form of written language, ‘common’ vocabularies, provocative words, capitalizations, and a lot of exclamation marks.

Figure 1. Research methodology

Figure 2. The comparison between word clouds for the hoaxes (left); and not hoaxes (right)
Table 1. The most recurring themes in the Indonesian hoax articles

| Theme                  | Count | Percentage |
|------------------------|-------|------------|
| Religion*              | 27    | 36%        |
| Politics*              | 19    | 26%        |
| Health                 | 10    | 14%        |
| Racism / Ethnicity*    | 9     | 12%        |
| Technology             | 8     | 11%        |
| Other                  | 22    | 30%        |

The experimental result showed that the model could achieve up to 83% accuracy in determining whether an article is a hoax or not. The accuracy of all experiment settings is shown in Table 2. The table showed that the higher value of TTP had led to slightly better accuracy. This, of course, is not surprising, since the more data is fed into the model, the better it will learn and recognize the articles. On the other hand, the higher value of the STL led to worse prediction accuracy. This can be explained since the higher value of STL will make the TDM include more sparse words, by which that the sparse words from both 'hoaxes' and 'not hoaxes' collections would appear together in the TDM and consequently ‘confused’ the model and led to false detections. The accuracy of the model is also affected by the value of K, where the smaller value of K gives a better detection accuracy as shown in Table 3.

Table 2. The experiment results showing the evaluation of model accuracy (averaged from 1000 experiments) in predicting whether a piece of news is a hoax or not, for varied STL and TTP

| Training/Testing Proportion | Sparse Terms Limit | 0.7 | 0.8 | 0.9 |
|-----------------------------|--------------------|-----|-----|-----|
|                             | 0.80               | 81.4% | 82.4% | 83.6% |
|                             | 0.85               | 79.1% | 79.7% | 80.5% |
|                             | 0.90               | 67.4% | 68.5% | 69.4% |

When we looked at the confusion matrices, we found that the models often fall for false-positive detections (the article were actually not hoaxes, but falsely identified/predicted as hoaxes). An example of the confusion matrices is shown in Table 3. The cause of false-positive detections in this research has not been investigated.

Table 3. The effect of K on model accuracy

| Value of K | Model Accuracy (%) |
|------------|--------------------|
| 1          | 83.6               |
| 2          | 77.9               |
| 3          | 75.9               |
| 4          | 76.4               |
| 5          | 74.1               |

Table 4. Example of Confusion Matrices for STL = 0.80 and TTP = 0.7; with the accuracy of 93% (left); and for STL = 0.90 and TTP = 0.7; with the accuracy of 64% (right) showing that the model is prone to false positive detections

| Actual Predictions | Actual Predictions |
|--------------------|--------------------|
| Not Hoax           | Hoax               |
| 13                 | 0                  |
| Hoax               | Not Hoax           |
| 3                  | 28                 |
| Not Hoax           | Hoax               |
| 7                  | 2                  |
| Hoax               | 14                 |
| 21                 |                    |
5. Conclusion and further research directions

From the 74 hoaxes compiled from Indonesian hoax-debunking community websites, it was found that the most recurring themes of Indonesian hoaxes include religion, politics, health, racism/ethnicity, and technology, by which some of the religious, political, and ethничal hoaxes has some sentimental tone in them. Those hoaxes were then being compared against 74 real news from various reputable news websites in Indonesia. The KNN modeling result shows that the model is able to give detection/classification accuracy up to 83.6%. The accuracy of the detection model is affected by the value of K, Sparse Terms Limit, and the number of training data. Result also showed that the model is prone to false positives detections.

The cause of false-positive detections, which affect the model accuracy, has not yet investigated. This might be affected by the number of words included in the TDM (which is affected by article length in the article collections), the value of K, and the number of data used in the experiments. Thus, further research could experiment with varied ratios of words in TDM for both words in the hoax and non-hoax collections, experiment with different values of K, and a varied number of data. The TDM could also be fed into other classification algorithms to compare their performance. The TDM could also be fed into other machine learning algorithms such as the apriori association rules to give additional insight into the characterization of hoaxes vs real news.
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