Probabilistic Study of the Effect of Anti-Epileptic Drugs Under Uncertainty: Cost-Effectiveness Analysis
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Abstract: Epilepsy is one of the most ancient diseases. Despite the efforts of scientists and doctors to improve the quality of life of epileptic patients, the disease is still a mystery in many senses. Anti-epileptic drugs are fundamental to reduce epileptic seizures but it have some adverse effects, which influence the quality of life outcomes of the patients. In this paper, we study the effectiveness of anti-epileptic drugs taking into account the inherent uncertainty. We establish a model, which allows to represent the natural history of epilepsy, using Markov chains. After randomizing the mathematical model, we compute the first probability density function of the solution stochastic process applying the random variable transformation technique. We also take advantage of this method to determine the distribution of some key quantities in medical decision, such as the time until a certain proportion of the population remains in each state and the incremental cost-effectiveness ratio. The study is completed computing all these quantities using data available in the literature. In addition, regarding the incremental cost-effectiveness ratio, different third generation anti-epileptic treatments are compared with the Brivaracetam, a new third generation anti-epileptic drug.
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1. Motivation and Preliminaries

From 2000 B.C., multiple reports of epileptic seizures can be found [1]. Thus, epilepsy can be considered one of the most ancient diseases that we have knowledge. Nowadays, there is further awareness about this disease and with that more maintenance of the patients’ lives. Although patients can have much more quality of life, the disease is still a mystery in many senses. Then, it is essential to study it in greater depth. In short, epilepsy is a chronic brain disorder, characterized mainly by epileptic seizures, which are intermittent and unpredictable interruptions of normal brain function. These epileptic seizures are caused by abnormalities in the electrical signals in certain areas of the brain. Groups of neurons suddenly emit disorganized electrical signals, resulting in seizures and other strange symptoms and sensations that can lead to loss of consciousness [2].
Epilepsy is one of the most frequent chronic neurological diseases in the world. The World Health Organization estimates that it affects some 50 million people, a figure that is considerably higher if we contextualize it with Parkinson’s or dementia, which affects approximately 10 and 36 million people, respectively [3]. In Spain, it is estimated that around 370,000 people are affected [2,4]. There are two types of epileptic seizures, generalized seizures in which the epileptic discharge affects the entire surface of the brain at the same time and the partial or focal seizures in which the discharge begins in a part of the brain, nearly 60% of patients having partial-onset seizures [5]. Not everyone experiences all symptoms which may include: abnormal stiffness of the arm and/or leg; illusions and hallucinations; or confusion/exhaustion following cessation of seizure, among others. Anti-epileptic drugs (AEDs) effect is centred in reducing the quantity of epileptic seizures while minimizing long-term toxicity and adverse effects as far as possible [6].

The treatment of epilepsy is mainly performed with AEDs. At present, there are multiple AEDs available and the new generations have more efficiency and fewer adverse effects and interactions, see [7,8]. Over time different AEDs have appeared. Initially, only the four classic or first-generation (phenobarbital, phenytoin, carbamazepine, and sodium valproate) were available; later, eight second generation emerged (gabapentin, oxcarbazepine, topiramate, lamotrigine, vigabatrin, pregabalin, tiagabine, and levetiracetam). And in recent years, five third-generation drugs have become available (retigabine, eslicarbazepine, lacosamide, perampanel and zonisamide). In January 2016, the European Medicines Agency approved a new third generation AED, Brivaracetam, for the treatment of focal seizures as a concomitant therapy for people over 16 years of age [9]. The advantages offered by this medicine is its fixed cost independent of dose and that it does not need titration.

In this paper, we study from a probabilistic point of view the effectiveness of AEDs in epileptic patients. This analysis will be done in general for any treatment. We adopt a 2-year time horizon, as usual in epileptic studies. Due the severity of the health state among involved patients, a longer time perspective would be apprised as too uncertain. And, a shorter time horizon leads to limited comparability with previous relevant studies. We consider that patients are in any of the following states: 1. Non-responder (experiencing a reduction in seizure frequency less than 50%); 2. Seizure free; 3. Partial or 50%-responder (more than 50% reduction in seizure frequency); 4. Discontinuation. Patients discontinue the adjunctive treatment for seizures in case of adverse effects and they stay on standard monotherapy for the remaining two years. In Figure 1 the health stage transition of an epilepsy patient treated with AEDs is represented [10,11]. Notice that only relevant clinical transitions are considered in our study.

![Figure 1. Health stage transitions of an epilepsy patient treated with AEDs.](image)

Now, we propose a method that mathematically simulates these health stage transitions (see Figure 1), which represents a relevant epilepsy outcome. Markov models have demonstrated to be a useful mathematical tool to represent model diseases [12,13]. With this in mind, let \( \{x_n = (x_1^n, x_2^n, x_3^n, x_4^n)^T, n = 0, 1, \ldots \} \) be a Markov chain, where \( n \) is called the period or cycle. For this type of treatments, we can take a period length of three months. Each component \( x_n^k \) lies in the interval \([0, 1]\) and denotes the proportion of population (epileptic patients) in cycle \( n \) at state \( k \in \{1, 2, 3, 4\} \), corresponding to each stage considered, Figure 1. Moreover, as usual in Markovian
models, they satisfy $x_n^1 + x_n^2 + x_n^3 + x_n^4 = 1$ for every $n$. Now, following the classical theory of Markov chains [14], given $p_{ij}$, the probability of transition from the state $i$ to the state $j$, the mathematical model can be described as follows

$$x_{n+1} = px_n, \quad p = \begin{pmatrix} 1 - p_{12} - p_{13} - p_{14} & 0 & 0 & 0 \\ p_{12} & 1 - p_{14} & 0 & 0 \\ p_{13} & 0 & 1 - p_{14} & 0 \\ p_{14} & p_{14} & p_{14} & 1 \end{pmatrix}, \quad (1)$$

where $p$ is the so-called transition matrix. The entries of this matrix represent the probabilities either to shift from one state to another or to remain in the same state between two consecutive periods. In addition, probabilities $p_{12}$, $p_{13}$ and $p_{14}$ in model (1) are the probability of response, partial response and discontinuation with an anti-epileptic treatment, respectively. To obtain the model (1) we take into account that the states make up a closed system. Withdrawn or discontinuation is usually due to problems of intolerance to treatment. This justifies that $p_{14} = p_{24} = p_{34}$ have been taken in model (1), for more information on the topic see references [10,15]. In a Markov chain, we can determine the state $x_n$ from an initial condition $x_0$ and the transition matrix $p$. For the sake of simplicity, in the following, we take as initial condition $x_0 = (1, 0, 0, 0)^\top$, that is, all population starts being no response to treatment. It is important to point out that all quantities in this contribution are studied without discount rate, $r$. This decision is made inasmuch as to take a discount is not recommended for budget impact analysis since the budget holder’s interest is in what impact is expected at each point in time. Thus, the budget impact analysis should present the financial streams at each budget period as undiscounted costs [16]. If the reader considers necessary to include this rate, each component in the matrix $p$ must be divided by $(1 + r)^{(j-1)}$, with $j = 1, 2, \ldots, n$. Then, with the new transition matrix the same argument can be followed.

In model (1), transition matrix $p$ is usually considered a deterministic matrix which entries, the probabilities, are constants between 0 and 1. Scientists normally obtain these quantities from experiments, therefore, they contain a certain measurement error. In addition, there are some external factors which can affect the system, such as genetic factors. Most of the limitations of studies about chronic diseases, with probabilities of crisis with no explanation, are due to the uncertainty of the results depending on each patient. Because of the inherent complexity and uncertainty that involve their determination, it is more realistic to consider these parameters as Random Variables (RVs) rather than deterministic constants. Then, in this work, our objective is to study model (1) taking into account the uncertainty. The randomized binary Markov chain has been studied recently in [17], where authors analyse classical binary Markov chains by considering the components of the transition matrix and the initial conditions as randomized quantities. This theoretical idea has been also applied to analyse statistically the stroke disease [12]. As we have pointed out before, epilepsy is still not a well known disease that must be investigated to improve the quality of patients’ life. In this contribution, we study the effectiveness of AEDs with uncertainty in the formulation. Therefore, the main goal is to solve, from a probabilistic point of view, the resulting randomized model

$$X_{n+1} = PX_n, \quad P = \begin{pmatrix} 1 - P_{12} - P_{13} - P_{14} & 0 & 0 & 0 \\ P_{12} & 1 - P_{14} & 0 & 0 \\ P_{13} & 0 & 1 - P_{14} & 0 \\ P_{14} & P_{14} & P_{14} & 1 \end{pmatrix}, \quad (2)$$

where $P_{12}$, $P_{13}$ and $P_{14}$ are considered absolutely continuous RVs defined on a common complete probability space $(\Omega, \mathcal{F}, P)$, with joint probability density function $f_{P_{12}, P_{13}, P_{14}}(P_{12}, P_{13}, P_{14})$. As we observe in (1) and (2), to distinguish RVs from deterministic values, hereinafter RVs will be denoted by capital letters. In addition, to simplify the notation, we consider that the domain of the random vector
(P₁, P₁₃, P₁₄), D₃, P₁₄, is a subset of ℜ³. Notice that, as we will show later, in practice, the domain of each RV is included in the interval [0, 1], since it represents a probability.

Unlike deterministic theory, solving random Markov model (2) means not only to compute its solution, \( X_n = (X^n_1, X^n_2, X^n_3, X^n_4) \). In this case, the solution is an SP, then, we shall compute valuable information about its statistical behaviour, such as the mean and the variance functions. Let \( X^n_j \) be the solution SP corresponding to the stage \( j \), more desirable is the determination of the 1-PDF, \( f^n_j (x; n) \), since it gives us a complete probabilistic characterization of the solution SP in each period \( n \).

In particular, using the 1-PDF the mean and the variance can be easily computed

\[
\mu_{n,j} = \mathbb{E} [X^n_j] = \int_{\mathbb{R}^3} x f^n_j (x; n) \, dx, \quad \sigma^2_{n,j} = \mathbb{V} [X^n_j] = \int_{\mathbb{R}^3} x^2 f^n_j (x; n) \, dx - \mathbb{E} [X^n_j]^2.
\] (3)

Thereby, our objective is to compute the 1-PDF of each component of the solution SP \( X_n \). With this aim, RVT technique will be applied. This approach permits to compute the PDF of a RV that comes from a one-to-one mapping of another RV which density is known. This method is stated in its multidimensional version in Theorem 1.

**Theorem 1 (Multidimensional RVT method [18]).** Let us consider \( \mathbf{X} = (X_1, \ldots, X_m) \) and \( \mathbf{Y} = (Y_1, \ldots, Y_m) \) two \( m \)-dimensional absolutely continuous random vectors defined on a complete probability space \((\Omega, \mathcal{F}, \mathbb{P})\). Let \( \mathbf{r} : \mathbb{R}^m \rightarrow \mathbb{R}^m \) be a one-to-one deterministic transformation of \( \mathbf{X} \) into \( \mathbf{Y} \), i.e., \( \mathbf{Y} = \mathbf{r} (\mathbf{X}) \). Assume that \( \mathbf{r} \) is continuous in \( \mathbf{X} \) and has continuous partial derivatives with respect to \( \mathbf{X} \). Then, if \( f_\mathbf{X} (\mathbf{x}) \) denotes the joint probability density function of vector \( \mathbf{X} \), and \( \mathbf{s} = \mathbf{r}^{-1} = (s_1 (y_1, \ldots, y_m), \ldots, s_m (y_1, \ldots, y_m)) \) represents the inverse mapping of \( \mathbf{r} = (r_1 (x_1, \ldots, x_m), \ldots, r_m (x_1, \ldots, x_m)) \), the joint probability density function of random vector \( \mathbf{Y} \) is given by

\[
f_\mathbf{Y} (\mathbf{y}) = f_\mathbf{X} (\mathbf{s}(\mathbf{y})) |J|,
\] (4)

where \(|J|\), which is assumed to be different from zero, denotes the absolute value of the Jacobian defined by the determinant

\[
J = \det \begin{pmatrix}
\frac{\partial s_1 (y_1, \ldots, y_m)}{\partial y_1} & \cdots & \frac{\partial s_m (y_1, \ldots, y_m)}{\partial y_1} \\
\vdots & \ddots & \vdots \\
\frac{\partial s_1 (y_1, \ldots, y_m)}{\partial y_m} & \cdots & \frac{\partial s_m (y_1, \ldots, y_m)}{\partial y_m}
\end{pmatrix}.
\] (5)

Additionally, in this contribution, RVT technique is also applied to determine the distribution of two important quantities in medicine: the time until a fixed proportion of the population remains in each one of the four stages and the cost-effectiveness ratio.

This paper is organized as follows. Theoretical results are summed up in Section 2, where the randomized model (2) is solved. The 1-PDF of the solution SP of the randomized model is provided in Section 2.1. In addition, in Section 2.2 RVT technique is also applied to determine the PDF of the time until a fixed proportion of the population remains in each one of the four stages. To finish this section, in Section 2.3 the 1-PDF of a key quantity in medicine is also computed, the incremental cost-effectiveness ratio. In Section 3, we apply the theoretical ideas exposed in Section 2 to show the convenience of computing the 1-PDF. In particular, different AEDs are compared through a probabilistic cost-effectiveness analysis. In these simulations Brivaracetam AED is compared with Eslicarbazepine and Retigabine, which are third-generation AEDs. Finally, conclusions are drawn in Section 4.
2. Solving the Randomized Model

Taking as initial condition \( X_0 = (1,0,0,0) ^ \top \), the solution \( X_n = (X_{n1}, X_{n2}, X_{n3}, X_{n4}) ^ \top \) of the randomized model (2) is given by

\[
X_n = P^n X_0 = \begin{pmatrix}
(1 - P_{12} - P_{13} - P_{14})^n \\
P_{12}((1 - P_{14})^n - (1 - P_{12} - P_{13} - P_{14})^n) \\
P_{13}((1 - P_{14})^n - (1 - P_{12} - P_{13} - P_{14})^n) \\
1 - (1 - P_{14})^n
\end{pmatrix}.
\] (6)

But, as we have indicated previously, solving random model implies to give a complete statistical description of this solution. So, we will compute the 1-PDF of the solution \( X_n \).

2.1. Computing the 1-PDF of \( X_n \)

In this subsection, we will apply RVT method, Theorem 1, to compute the 1-PDF of each stage \( X_{nj} \), with \( j \in \{1,2,3,4\} \), considering that the joint PDF of random vector \((P_{12}, P_{13}, P_{14})\), \( f_{P_{12},P_{13},P_{14}}(p_{12}, p_{13}, p_{14}) \), is known. Note that the procedure is analogous in each case. Therefore, to facilitate reading, the same structure is followed in any of them, clearly indicating the corresponding transformation.

2.1.1. 1-PDF of \( X_{n1} \)

Firstly, we compute the 1-PDF of the proportion of non-responders \( X_{n1} = (1 - P_{12} - P_{13} - P_{14})^n \). Fixing the period \( n > 0 \), we define the following mapping \( \mathbf{r} : \mathbb{R}^3 \to \mathbb{R}^3 \)

\[
y_1 = r_1(p_{12}, p_{13}, p_{14}) = (1 - p_{12} - p_{13} - p_{14})^n, \\
y_2 = r_2(p_{12}, p_{13}, p_{14}) = p_{13}, \\
y_3 = r_3(p_{12}, p_{13}, p_{14}) = p_{14}.
\]

The inverse \( \mathbf{s} : \mathbb{R}^3 \to \mathbb{R}^3 \) of the mapping \( \mathbf{r} \) and the absolute value of its Jacobian are

\[
p_{12} = s_1(y_1, y_2, y_3) = 1 - y_1^{1/n} - y_2 - y_3, \\
p_{13} = s_2(y_1, y_2, y_3) = y_2, \\
p_{14} = s_3(y_1, y_2, y_3) = y_3,
\]

and

\[
|J| = \left| -\frac{y_1^{1+1/n}}{n} \right|.
\]

Thus, applying Theorem 1, the joint PDF of random vector \((Y_1, Y_2, Y_3)\) is

\[
f_{Y_1,Y_2,Y_3}(y_1, y_2, y_3) = f_{P_{12},P_{13},P_{14}} \left( 1 - y_1^{1/n} - y_2 - y_3 \right) \left| -\frac{y_1^{1+1/n}}{n} \right|.
\]

The PDF of RV \( Y_1 = X_{n1} \), \( n \) fixed, is obtained as the marginal PDF of \( f_{Y_1,Y_2,Y_3}(y_1, y_2, y_3) \) with respect to \( Y_2 = P_{13} \) and \( Y_3 = P_{14} \)

\[
f_{Y_1}(y_1) = \int_{\mathbb{R}^2} f_{P_{12},P_{13},P_{14}} \left( 1 - y_1^{1/n} - \delta - \eta, \delta, \eta \right) \left| -\frac{y_1^{1+1/n}}{n} \right| d\delta d\eta.
\]
Now, considering \( n > 0 \) arbitrary, the 1-PDF of the solution \( SP_{X_1}^n = Y_1 \) is given by

\[
f_1^1(x; n) = \int_{\mathbb{R}^2} f_{p_{12}, p_{13}, p_{14}} \left( 1 - x^{1/n} - \delta - \eta, \delta, \eta \right) \left| -x^{1+1/n} \right| d\delta d\eta. \tag{7}
\]

2.1.2. 1-PDF of \( X_2^n \)

To compute the 1-PDF of seizure free population \( X_2^n = \frac{p_{12}(1-p_{14})^{n(1-p_{12})-p_{13}+p_{14})}{p_{12}+p_{13}} \), given a fixed period \( n > 0 \), we define the following mapping \( r : \mathbb{R}^3 \to \mathbb{R}^3 \),

\[
y_1 = r_1(p_{12}, p_{13}, p_{14}) = \frac{p_{12}(1-p_{14})^n - (1-p_{12}-p_{13}-p_{14})^n}{p_{12} + p_{13}},
\]

\[
y_2 = r_2(p_{12}, p_{13}, p_{14}) = p_{12} + p_{13},
\]

\[
y_3 = r_3(p_{12}, p_{13}, p_{14}) = 1 - p_{14}.
\]

The inverse \( s : \mathbb{R}^3 \to \mathbb{R}^3 \) of the mapping \( r \) and the absolute value of its Jacobian is

\[
p_{12} = s_1(y_1, y_2, y_3) = \frac{y_1 y_2}{y^3_2 - (y^3_3 - y_2^n)},
\]

\[
p_{13} = s_2(y_1, y_2, y_3) = y_2 \left( 1 - \frac{y_1}{y^3_2 - (y^3_3 - y_2^n)} \right),
\]

\[
p_{14} = s_3(y_1, y_2, y_3) = 1 - y_3,
\]

and

\[
|J| = \left| \frac{y_2}{y^3_2 - (y^3_3 - y_2^n)} \right|.
\]

Therefore, according to Theorem 1, the joint PDF of random vector \((Y_1, Y_2, Y_3)\) is

\[
f_{y_1,y_2,y_3}(y_1, y_2, y_3) = f_{p_{12}, p_{13}, p_{14}} \left( \frac{y_1 y_2}{y^3_2 - (y^3_3 - y_2^n)}, y_2 \left( 1 - \frac{y_1}{y^3_2 - (y^3_3 - y_2^n)} \right), 1 - y_3 \right) \left| \frac{y_2}{y^3_2 - (y^3_3 - y_2^n)} \right|.
\]

The PDF of RV \( Y_1 = X_2^n, n \) fixed, is obtained marginalizing the PDF of \( f_{y_1,y_2,y_3}(y_1, y_2, y_3) \) with respect to \( Y_2 \) and \( Y_3 \)

\[
f_{y_1}(y_1) = \int_{\mathbb{R}^2} f_{p_{12}, p_{13}, p_{14}} \left( \frac{y_1}{y^3_2 - (y^3_3 - y_2^n)}, \delta \left( 1 - \frac{y_1}{y^3_2 - (y^3_3 - y_2^n)} \right), 1 - \eta \right) \left| \frac{\delta}{y^3_2 - (y^3_3 - y_2^n)} \right| d\delta d\eta.
\]

Now, considering \( n > 0 \) arbitrary, the 1-PDF of the solution \( SP_{X_2}^n = Y_1 \) is given by

\[
f_1^2(x; n) = \int_{\mathbb{R}^2} f_{p_{12}, p_{13}, p_{14}} \left( \frac{x}{y^3_2 - (y^3_3 - y_2^n)}, \delta \left( 1 - \frac{x}{y^3_2 - (y^3_3 - y_2^n)} \right), 1 - \eta \right) \left| \frac{\delta}{y^3_2 - (y^3_3 - y_2^n)} \right| d\delta d\eta. \tag{8}
\]

2.1.3. 1-PDF of \( X_3^n \)

Analogous to the previous case, the 1-PDF of partial responders \( X_3^n = \frac{p_{13}(1-p_{14})^{n(1-p_{13})-p_{12}+p_{14})}{p_{12}+p_{13}} \) is obtained considering a similar transformation

\[
f_1^3(x; n) = \int_{\mathbb{R}^2} f_{p_{12}, p_{13}, p_{14}} \left( \delta \left( 1 - \frac{x}{y^3_2 - (y^3_3 - y_2^n)} \right), \frac{x}{y^3_2 - (y^3_3 - y_2^n)}, 1 - \eta \right) \left| -\delta \right| d\delta d\eta. \tag{9}
\]

2.1.4. 1-PDF of \( X_4^n \)

To conclude section, we obtain the 1-PDF of population with drug discontinuation symptoms \( X_4^n = (1 - (1 - p_{14})^n) \). Fixed \( n > 0 \), we define the mapping \( r : \mathbb{R} \to \mathbb{R} \) as

\[
y = r(p_{14}) = 1 - (1 - p_{14})^n.
\]
The inverse $s : \mathbb{R} \to \mathbb{R}$ of the mapping $r$, and the absolute value of its Jacobian is

$$p_{14} = s(y) = 1 - (1 - y)^{1/n} \quad \text{and} \quad |J| = \frac{(1 - y)^{-1+1/n}}{n}.$$ 

Applying RVT method, Theorem 1, the PDF of RV $Y$ is

$$f_Y(y) = f_{P_{14}} \left(1 - (1 - y)^{1/n}\right) \left|\frac{(1 - y)^{-1+1/n}}{n}\right|.$$ 

Now, considering $n > 0$ arbitrary, the 1-PDF of the solution $SP$ $X_n^4 = Y$ is given by

$$f_4^1(x; n) = f_{P_{14}} \left(1 - (1 - x)^{1/n}\right) \left|\frac{(1 - x)^{-1+1/n}}{n}\right|.$$ (10)

Notice that, by hypothesis, we know the joint distribution of random vector $(P_{12}, P_{13}, P_{14})$. From it, the PDF of RV $P_{14}$ can be easily calculated, marginalizing the joint PDF with regard to the other two RVs $P_{12}$ and $P_{13}$

$$f_{P_{14}}(p) = \int_{\mathbb{R}^2} f_{P_{12}, P_{13}, P_{14}}(\delta, \eta, p) \, d\delta \, d\eta.$$ 

2.2. Computing the PDF of the Time

We have determined the distribution of the number of individuals in each stage described in the Introduction, Section 1. From an applied point of view, it is advantageous to know when the proportion of persons in each stage attain a specific level. Let $N_i$ be the time until a given proportion of the population, $\rho_i$, remains in the stage $j \in \{1, 2, 3, 4\}$, $\rho_i = X^j_{N_i}$. Here below, the PDF of $N_1$ and $N_4$ are computed. Notice that, distributions $N_2$ and $N_3$ are not determined applying RVT method since $n$ cannot be easily isolated in

$$\rho_i = \frac{P_{14}((1-P_{14})^n - (1-P_{12} - P_{13} - P_{14})^n)}{P_{12} + P_{13}} , \quad i \in \{2, 3\}.$$ 

Then, in these cases we have not an explicit expression for the time. In Section 3, we apply numerical methods to compute the probability distributions of $N_2$ and $N_3$. In particular, we use Newton-Raphson method, to calculate the roots of the non-linear equation previously indicated. The methodology is explained in detail in the numerical example, Section 3.

2.2.1. PDF of $N_1$

Let $\rho_1$ be a given non-responder population. If we consider $n = N_1$ an absolutely continuous RV, from expression (6), the exact solution is

$$\rho_1 = (1 - P_{12} - P_{13} - P_{14})^{N_1}.$$ 

Isolating from that expression $N_1$

$$N_1 = \frac{\log(\rho_1)}{\log((1 - P_{12} - P_{13} - P_{14})}.$$ 

Notice that $N_1$ is well defined since $\rho_1$ is a constant, which represent the proportion of non-responder population, i.e., is a fixed number between 0 and 1. Moreover, $1 - P_{12} - P_{13} - P_{14}$ represents the
probability of remains non-responder, therefore it also lies between 0 and 1. In addition, as \( P_{12}, P_{13} \) 
and \( P_{14} \) are continuous RVs then
\[
\mathbb{P} [ \omega \in \Omega : 1 - P_{12}(\omega) - P_{13}(\omega) - P_{14}(\omega) = 0 ] = 0 = \mathbb{P} [ \omega \in \Omega : 1 - P_{12}(\omega) - P_{13}(\omega) - P_{14}(\omega) = 1 ].
\]

Now, we apply Theorem 1 to the following transformation \( r : \mathbb{R}^3 \rightarrow \mathbb{R}^3 \)
\[
y_1 = r_1(P_{12}, P_{13}, P_{14}) = \frac{\log(\rho_1)}{\log(1 - P_{12} - P_{13} - P_{14})}, \\
y_2 = r_2(P_{12}, P_{13}, P_{14}) = P_{13}, \\
y_3 = r_3(P_{12}, P_{13}, P_{14}) = P_{14}.
\]
The inverse \( s : \mathbb{R}^3 \rightarrow \mathbb{R}^3 \) of the mapping \( r \) and the absolute value of its Jacobian is
\[
p_{12} = s_1(y_1, y_2, y_3) = 1 - y_2 - y_3 - \rho_1^{1/y_1}, \\
p_{13} = s_2(y_1, y_2, y_3) = y_2, \\
p_{14} = s_3(y_1, y_2, y_3) = y_3.
\]
and
\[
|J| = \left| \frac{\rho_1^{1/y_1} \log(\rho_1)}{y_1^2} \right|.
\]

Therefore, according to Theorem 1, the joint PDF of random vector \((Y_1, Y_2, Y_3)\) is
\[
f_{Y_1,Y_2,Y_3}(y_1,y_2,y_3) = f_{P_{12},P_{13},P_{14}} \left( 1 - y_2 - y_3 - \rho_1^{1/y_1}, y_2, y_3 \right) \left| \frac{\rho_1^{1/y_1} \log(\rho_1)}{y_1^2} \right|.
\]
The PDF of RV \( Y_1 = N_1 \), is determined by marginalizing \( f_{Y_1,Y_2,Y_3}(y_1,y_2,y_3) \) with respect to \((Y_2, Y_3) = (P_{13}, P_{14}) \)
\[
f_{N_1}(n; \rho_1) = \int_{\mathbb{R}^2} f_{P_{12},P_{13},P_{14}} \left( 1 - \delta - \eta - \rho_1^{1/n}, \delta, \eta \right) \left| \frac{\rho_1^{1/n} \log(\rho_1)}{n^2} \right| \, d\delta \, d\eta.
\]

2.2.2. PDF of \( N_4 \)
To finish this subsection, we obtain the PDF of the RV \( N_4 \), this is, the time until a given proportion of the population with discontinuation symptoms, \( \rho_4 \), remains in the same stage,
\[
N_4 = \frac{\log(1 - \rho_4)}{\log(1 - P_{14})}.
\]

Notice that, this formula is well defined since \( \mathbb{P}[1 - P_{14}(\omega) \leq 0] = 0 \). In this case, we apply RVT method, Theorem 1, considering
\[
n = r_{14} = \frac{\log(1 - \rho_4)}{\log(1 - P_{14})}, \quad p_{14} = s(n) = 1 - (1 - \rho_4)^{1/n}, \quad \text{and} \quad |J| = \left| \frac{(1 - \rho_4)^{1/n} \log(1 - \rho_4)}{n^2} \right|.
\]
Therefore, the PDF of RV \( T = N_4 \) is
\[
f_{N_4}(n; \rho_4) = f_{P_{14}} \left( 1 - (1 - \rho_4)^{1/n} \right) \left| \frac{(1 - \rho_4)^{1/n} \log(1 - \rho_4)}{n^2} \right|.
\]
Now, as previously, the PDF of the RV \( P_{14} \) can be calculated from the joint PDF of the random vector \((P_{12}, P_{13}, P_{14})\)

\[
f_{P_{14}}(p) = \int_{\mathbb{R}^2} f_{P_{12}, P_{13}, P_{14}}(\delta, \eta, p) \, d\delta \, d\eta.
\]

### 2.3. Computing the Approximated Pdf of the Incremental Cost-Effectiveness Ratio (ICER)

As it was pointed before, the main objective of AEDs is to improve the quality of life of patients. However, all AEDs cause uncomfortable adverse effects, which influence the quality of life outcomes of the patients, such as nausea, with a certain probability. We consider five adverse events, each one with an associated probability: Ataxia, \( P_A \); Dizziness, \( P_D \); Fatigue, \( P_F \); Nausea, \( P_N \); Somnolence, \( P_S \).

In this subsection, we obtain the 1-PDF of the ICER taking into account that the probabilities previously introduced, \( P_A, P_D, P_F, P_N \) and \( P_S \) are dependent absolutely continuous RVs with a known PDF. ICER is convenient to compare two different treatments taking into account the total cost and the quality of life of the patient. That is, a cost-effectiveness analysis is useful to prioritize sanitary interventions taking into account available resources [19,20]. The ICER is the ratio of the increment of cost over the increment of effectiveness between two treatments

\[
\text{ICER} = \frac{c_2 - c_1}{E_2 - E_1},
\]

where \( c_i \) and \( E_i \) are the total cost and the effectiveness of the alternative \( i \in \{1, 2\} \), respectively. In the following, we treat with two treatments, that is, we have two populations, \( X \) and \( Y \), and in each population four states. In addition, the treatment is studied in \( n \) cycles. Therefore, respect with the population we have \( 8n \) RVs. To these RVs we must add the ones corresponding to the adverse effects in each population. Then, we deal in total with \( 8n + 10 \) RVs. Computationally, this is infeasible, thus we are going to compute approximations of the PDF of the ICER. These approximations are calculated considering in the following the expectation of each \( X_j \) and \( Y_j \) for \( j = 1, ..., n \) and \( i = 1, 2, 3, 4 \), \( E[X_j^i] \) and \( E[Y_j^i] \). As we know the PDF of each RV, see Section 2.2, this expectation can be easily computed. In this manner, we will finally work with 10 RVs.

Now, we shall define the cost and the effectiveness in Formula (12). The effectiveness of each treatment is the so-called QALY, and it is the sum of the effectiveness at each stage. In addition, the effectiveness of each of the four stages is the sum of the effectiveness in each period until the value \( n \) of the total of quarters considered. Furthermore, the effectiveness can be defined as the product of the corresponding number of patients by the utility. Then, we define the effectiveness per cycle as

\[
E = 0.25 \sum_{j=1}^{n} \left( \sum_{i=1}^{4} u_i^j + U_i^j \right),
\]

where we multiply by 0.25 since normally the utilities are given per year and we consider 3 month periods. In expression (13) \( U_i^j \) denotes the total QALY reduction given by adverse events

\[
U_i^j = U_{i,A} + U_{i,D} + U_{i,F} + U_{i,N} + U_{i,S},
\]

being, for example for the Ataxia event \( U_{i,A} = (E[X_j^{A-1}] + E[X_j^{A-1}]) - P_A u_A \), \( j \geq 2 \), and \( P_A u_A \) with \( j = 1 \), being \( u_A \leq 0 \) the utility reduction of the Ataxia. On the other hand, \( u_i^j \) is considered a deterministic value, and it represents the utility in each period \( j \) for each stage \( i \): \( u_i^j = E[X_j^i] u_i \), where \( u_i \) is the utility in each stage \( i \in \{1, 2, 3, 4\} \). Now, we define the cost function as the sum of the costs in each stage for each period

\[
c = \sum_{j=1}^{n} \left( \sum_{i=1}^{4} E[X_j^i] (c_D + c_A) 90 + c_i^j \right) - \sum_{j=1}^{n} E[X_j^{A-1}] c_D 90 + c_T - d_{NE} C_D,
\]
or, applying the Markovian property, \( \sum_{i=1}^{4} X'_{j} = 1 \), equivalently

\[
c = n (c_D + c_A) 90 + n \sum_{j=1}^{n} \left( \sum_{i=1}^{4} E \left[ X'_{j} \right] c' \right) - 90c_D \sum_{j=2}^{n} E \left[ X_{j-1}^4 \right] + c_T - d_{NE}C_D, \tag{14}
\]

where \( c_D, c_A \) and \( c_T \) are treatment costs defined as

- \( c_D \) is the daily AEDs cost.
- \( c_A \) is the average cost of concomitant Monotherapy.
- \( c_T \) is the Titration total cost.

In addition, \( c' \) denotes the quarterly cost service utilization, including the cost of inpatient care, emergency visit, an outpatient visit to the neurologist, etc. The value \( c' \) depend on the number of crisis of the patient. Notice that \( c_D \) and \( c_A \) are multiplied by 90, since both values are given per day, and we work in three month periods (3 months = 90 days). In expression (14), the value \( d_{NE} \) corresponds with the total days until the patient is within a therapeutic dosage range.

Let \( X_j \) and \( Y_j \) be the solutions SPs of people subjected to first and second treatments, respectively. Therefore, ICER can be obtained from Formulas (12)–(14) taking into account these two different treatments

\[
\text{ICER} = \frac{k}{q+q_1 \left( p_{A,1}u_A + p_{D,1}u_D + p_{F,1}u_F + p_{N,1}u_N + p_{s,1}u_s \right) - q_2 \left( p_{A,2}u_A + p_{D,2}u_D + p_{F,2}u_F + p_{N,2}u_N + p_{s,2}u_s \right)},
\]

being, for example, \( p_{A,i} \) the probability of Ataxia with the treatment \( i \) and the values \( k, q_1 \) and \( q_2 \) deterministic constants that can be obtained from the cost and the effectiveness previously defined

\[
k = c_X - c_Y, \quad q = 0.25 \sum_{j=1}^{n} \sum_{i=1}^{4} \left( E \left[ X'_{j} \right] - E \left[ Y'_{j} \right] \right) u_{i}, \quad q_1 = 0.25 \left( 1 + \sum_{j=2}^{n} \left( E \left[ X_{j-1}^3 \right] + E \left[ X_{j-1}^3 \right] \right) \right), \quad q_2 = 0.25 \left( 1 + \sum_{j=2}^{n} \left( E \left[ Y_{j-1}^2 \right] + E \left[ Y_{j-1}^2 \right] \right) \right),
\]

where \( c_X \) and \( c_Y \) are the cost of treatment for population \( X \) and \( Y \), respectively.

In the following, to simplify the notation, we consider only two adverse effects, Ataxia and Dizziness. The same argument can be followed with the five events previously introduced as well as if another one needs to be considered. Now, RVT technique, Theorem 1, is applied to compute the 1-PDF of the ICER. Let \( n > 0 \) fixed, we define the mapping \( r : \mathbb{R}^4 \to \mathbb{R}^4, \)

\[
y_1 = r_1(p_{A,1}, p_{A,2}, p_{D,1}, p_{D,2}) = \frac{k}{q + q_1 \left( p_{A,1}u_A + p_{D,1}u_D \right) - q_2 \left( p_{A,2}u_A + p_{D,2}u_D \right)},
y_2 = r_2(p_{A,1}, p_{A,2}, p_{D,1}, p_{D,2}) = p_{A,2},
y_3 = r_3(p_{A,1}, p_{A,2}, p_{D,1}, p_{D,2}) = p_{D,1},
y_4 = r_4(p_{A,1}, p_{A,2}, p_{D,1}, p_{D,2}) = p_{D,2},
\]

The inverse \( s : \mathbb{R}^4 \to \mathbb{R}^4 \) of the mapping \( r \) and the absolute value of its Jacobian are

\[
p_{A,1} = s_1(y_1, y_2, y_3, y_4) = \frac{\left( k - q + q_2(y_2u_A + y_4u_D) \right) \frac{1}{q_1} - y_3u_D}{u_A},
p_{A,2} = s_2(y_1, y_2, y_3, y_4) = y_2,
p_{D,1} = s_3(y_1, y_2, y_3, y_4) = y_3,
p_{D,2} = s_4(y_1, y_2, y_3, y_4) = y_4,
\]

and

\[
|J| = \left| \frac{-k}{u_Aq_1y_1} \right|.\]
Therefore, according to Theorem 1, and taking $n$ arbitrary the 1-PDF of the ICER is

$$f_{1\text{ICER}}(x; n) = \int_{\mathbb{R}^3} f_{AE} \left( \left( \left( \frac{k}{x^2} - q + q_2(\eta u_A + \mu u_D) \right) \frac{1}{\eta_i} - \delta u_D \right) \frac{1}{\sigma_x^2}, \eta, \delta, \mu \right) \left| \frac{-k}{\sigma_x^2} \right| \, d\eta \, d\delta \, d\mu, \tag{16}$$

being $f_{AE}$ the PDF of the random vector $(P_{A,1}, P_{A,2}, P_{D,1}, P_{D,2})$.

3. Numerical Example

In this section, we show the capability of the theoretical findings previously established, which have been obtained applying the RVT method. We divide the numerical simulations using real data into three parts, as in the theory, 1-PDF of the solution $SP$, PDF of the time and 1-PDF of the ICER. As it has been pointed at the introduction Brivaracetam is a new third-generation AED, then it is interesting to analyse, from a probabilistic point of view this treatment. As indicated in the introduction, the main advantages of this medicine are its fixed cost, independent of dose, and it does not need tritation.

3.1. 1-Pdf of the Solution $SP$

The probabilities of transition between health states have been obtained from a Network meta-analysis, which is a methodology that synthesise networks of direct and indirect comparisons of interventions, and facilitate researchers to simultaneously check the effects of more than two interventions for the same condition [21]. These probabilities are calculated for one year of treatment, the following matrix for the Brivaracetam AED is obtained [15]

$$\begin{pmatrix}
0.37 & 0 & 0 & 0 \\
0.065 & 0.79 & 0 & 0 \\
0.355 & 0 & 0.79 & 0 \\
0.21 & 0.21 & 0.21 & 1
\end{pmatrix}.$$  

For a three month period the corresponding matrix can be calculated [15,22]

$$\begin{pmatrix}
0.37 & 0 & 0 & 0 \\
0.065 & 0.79 & 0 & 0 \\
0.355 & 0 & 0.79 & 0 \\
0.21 & 0.21 & 0.21 & 1
\end{pmatrix} \frac{1}{4} = \begin{pmatrix}
0.7799 & 0 & 0 & 0 \\
0.0252 & 0.9428 & 0 & 0 \\
0.1376 & 0 & 0.9428 & 0 \\
0.0572 & 0.0572 & 0.0572 & 1
\end{pmatrix}.$$  

Then, for Brivaracetam AED $p_{12} = 0.02520$, $p_{13} = 0.13765$ and $p_{14} = 0.0572$. Now, we assume that $p_{12}$, $p_{13}$ and $p_{14}$ are independent absolutely continuous RVs. In order to establish the PDFs of each RV we consider that the corresponding deterministic values are perturbed. Then, we choose for each RV, a Beta distribution $P_{1i} \sim \text{Be}(a_i; b_i)$, $i \in \{2, 3, 4\}$ with

$$a_i = \mu_i \left( \frac{\mu_i(1 - \mu_i)}{\sigma_i^2} - 1 \right), \quad b_i = (1 - \mu_i) \left( \frac{\mu_i(1 - \mu_i)}{\sigma_i^2} - 1 \right),$$

where both quantities are obtained from the definition of mean and variance of a Beta distribution, $X \sim \text{Be}(a; b)$, isolating the parameters $a$ and $b$ from

$$\mathbb{E}[X] = \mu = \frac{a}{a + b}, \quad \mathbb{V}[X] = \sigma^2 = \frac{ab}{(a + b)^2(a + b + 1)}.$$  

Finally, we take as the mean the deterministic value $\mu_i = p_{1,i}$, and the variance $\sigma_i = 0.1\mu_i$, small enough since it represents the dispersion or variability, for each $i \in \{2, 3, 4\}$. With this selection of distributions it can be proven that

$$\mathbb{P} \left[ \omega \in \Omega, \ 0 \leq p_{1,2}(\omega) + p_{1,3}(\omega) + p_{1,4}(\omega) \leq 1 \right] = 1.$$
In Figure 2, the 1-PDFs of each state described in Figure 1 have been plotted. These graphical representations have been made for periods \( n \in \{1, 2, \ldots, 8\} \), that is, we study what happens in two years. In Figure 3, we show the mean plus/minus 1.96 standard deviation functions corresponding to each subpopulation. Observe that, both graphical representations, Figures 2 and 3, agree. Non-responder population decreases with the time, while patients with discontinuation symptoms increase over the time. With respect to the other two states, both increase for the first periods, and then, then decreases. This fact is more evident in Figure 4. In model (1) we observe that the discontinuation state is an absorbent state. We cannot observe properly, this circumstance in Figure 2 and 3 since we take into account few periods, 8 in total. Thus, to show this fact in Figure 4 we plot the mean plus/minus 1.96 standard deviation for all subpopulations, considering greater times. In Figure 4 we observe that the proportion of subpopulation with discontinuation increases tending towards one, while the other subpopulations vanish as time goes on, in agreement with the absorbent character of patients with discontinuation symptoms. We highlight that the 1-PDF is very useful since, from its expression, we are able to obtain exact confidence intervals in order to perform reliable probabilistic predictions. In addition, it allows us to compute probabilities associated to sets of interest. For example, one can calculate the probability that the proportion of non-responders lies between 0.35 and 0.45 in the time period \( n = 4 \)

\[
\mathbb{P} \left[ 0.35 \leq X_4 \leq 0.45 \right] = \int_{0.35}^{0.45} f_4(x,4) \, dx = 0.792045.
\]

Figure 2. Plot of the 1-PDFs in each of the four states described in Figure 1 with the Brivaracetam treatment. (Up): Non-responders (left) and Seizure free population (right). (Bottom): Partial responders (left) and population with discontinuation symptoms (right).
Figure 3. Plot of the expectation (Blue line) plus/minus 1.96 standard deviation (Black dashed line) of each of the four states described in Figure 1 with the Brivaracetam treatment, during two years. (Up): Non-responders (left) and Seizure free population (right). (Bottom): Partial responders (left) and population with discontinuation symptoms (right).

Figure 4. Plot of the expectation (Blue line) plus/minus 1.96 standard deviation (Black dashed line) of each of the four states described in Figure 1 with the Brivaracetam treatment for greater times. (Up): Non-responders (left) and Seizure free population (right). (Bottom): Partial responders (left) and population with discontinuation symptoms (right).
3.2. Pdf of the Time

Now, we calculate the PDFs of time until a fixed proportion of the population remains in each of the states described in Figure 1. As it was pointed in Section 2.2 the exact expression of these functions have been determined in the cases of non-responders and patients with discontinuation symptoms. In Figure 5 both PDFs are shown for different values of $\rho_1 \in \{0.1, 0.2, \ldots, 0.9\}$ and $\rho_4 \in \{0.05, 0.1, \ldots, 0.35\}$. As before, from the PDF we can compute the mean for a fixed proportion. For example, for non-responders, the expectation of RV $N_1$ for $\rho_1 = 0.6$ is computed as follows,

$$E[N_1] = \int_0^\infty n f_{N_1}(n; 0.6) = 2.07022.$$

Then, approximately a semester ($n = 4$ correspond to a year), represents the average time until 60% of population will be non-responder. Table 1 collects this expectation for different values of $\rho_1$.

![Figure 5. Plot of the PDFs of the times, $N_1$ and $N_4$, until given proportions, $\rho_1 \in \{0.1, 0.2, \ldots, 0.9\}$ and $\rho_4 \in \{0.05, 0.1, \ldots, 0.35\}$, remain in the corresponding state, respectively. (Left): Non-responders. (Right): Discontinuation.](image)

| $\rho_1$ | 0.1  | 0.2  | 0.3  | 0.4  | 0.5  | 0.6  | 0.7  | 0.8  | 0.9  |
|----------|------|------|------|------|------|------|------|------|------|
| $E[N_1]$ | 9.33167 | 6.52255 | 4.87933 | 3.71344 | 2.80911 | 2.07022 | 1.44549 | 0.904332 | 0.426994 |

In order to obtain the PDFs of RVs $N_2$ and $N_3$, given fixed proportions $\rho_2$ and $\rho_3$, we have applied numerical methods. Below we indicate the steps corresponding to partial responders, $N_3$, assuming $\rho_3$ fixed:

- Step 1: To sample 500,000 values of the form $(p_{12}, p_{13}, p_{14})$, according with the distributions assumed for RVs $P_{12}, P_{13}$ and $P_{14}$.
- Step 2: For each sample in Step 1 we solve the non-linear equation

$$\rho_3 = \frac{p_{13}((1 - p_{14}) n - (1 - p_{12} - p_{13} - p_{14}) n)}{p_{12} + p_{13}},$$

to calculate the values $n$ of $N_3$, using Newton-Raphson method. From these values, in the subsequent development, the minimum $n$ is selected.
- Step 3: To plot the histogram with the 500,000 values of $n$. An approximation of the PDF of $N_3$ is obtained by normalizing this histogram.

In Figure 6 the PDFs of $N_2$ and $N_3$, constructed following this methodology, have been represented.
Figure 6. Plot of the PDFs of the times, $N_2$ and $N_3$, until given proportions, $\rho_2 \in \{0.01, 0.02, \ldots, 0.09\}$ and $\rho_3 \in \{0.05, 0.1, \ldots, 0.45\}$, remain in the corresponding state, respectively. (Left): Seizure Free. (Right): 50% Responder.

3.3. 1-PDF of ICER

Finally, we compute the 1-PDF of the ICER, which has been determined in Section 2.3 and given by Formula (16) but considering the five adverse effects. We compare Brivaracetam with other treatments: Eslicarbazepine and Retigabine, which are third-generation AEDs. All of them approved by the US Food & Drug Administration and the European Medicines Agency in January 2016 [9]. The eslicarbazepine was recently authorized also in children and adolescents as adjunctive treatment. Notice that, Retigabine has recently been withdrawn from the market due to the adverse effects it caused.

First of all, we must define all the quantities involved in the cost-effectiveness analysis. As indicated previously, the probabilities of transition between health states have been obtained from a Network meta-analysis [21]. The utilities and the probabilities of presenting adverse effects work as dis-benefits, which influence the quality of life outcomes of the patient, were taken from the Mulhern et al study of the quarterly cycles of the model, see [23]. The source for estimating the costs of each AED was the Spanish Ministry of Health [24] and BOT-PLUS [25]. Ex-factory prices were taken.

With the exception of Brivaracetam, the rest of the medicines in the model required the estimation of the specific titration costs for each pharmacy [26]. In both AEDs, Eslicarbazepine and Retigabien this time period is established in two weeks. Then, $d_{NE} = 0$ for Brivaracetam while for the other two treatments this quantity takes the value 14.

- Probabilities of response, partial response and discontinuation [21]. Brivaracetam: $p_{12} = 0.02520$, $p_{13} = 0.13765$, $p_{14} = 0.0572$. Eslicarbazepine: $p_{12} = 0.0112$, $p_{13} = 0.1160$, $p_{14} = 0.0452$. Retigabine: $p_{12} = 0.0122$, $p_{13} = 0.1577$, $p_{14} = 0.0763$. These quantities will be used to calculate the different expectation in the cost and the effectiveness formulas, $E[X_i^j]$, where $X_i^j$ is the solution SP in cycle $j$ of the state $i$ given in Formula (6).

- Probabilities of adverse events, Ataxia, Dizziness, Fatigue, Nausea and Somnolence [23] As previously, these probabilities will be considered independent absolutely continuous RVs. We choose for each RV a Beta distribution with parameters $a$ and $b$ calculated as before considering the following mean $\mu$. Brivaracetam: $\mu_A = 0.00747$, $\mu_D = 0.03198$, $\mu_F = 0.02717$, $\mu_N = 0.01242$, $\mu_S = 0.03439$. Eslicarbazepine: $\mu_A = 0.01489$, $\mu_D = 0.05588$, $\mu_F = 0.01489$, $\mu_N = 0.02955$, $\mu_S = 0.02955$. Retigabine: $\mu_A = 0.01242$, $\mu_D = 0.06059$, $\mu_F = 0.03681$, $\mu_N = 0.01735$, $\mu_S = 0.03681$.

- Quarterly cost service utilization, $c^i$ denotes de cost for state $i$ [24,25] This quantity, in euros, is common in all treatments. $c^1 = 679.23\,€$, $c^2 = 46.62\,€$, $c^3 = 206.73\,€$, $c^4 = 832.32\,€$.

- Average cost of concomitant Monotherapy [24,25]: $c_A = 0.0602$. 


• Drug cost (Daily cost) [24,25]. Brivaracetam: $c_D = 4.48e$. Eslicarbazepine: $c_D = 4.48e$. Retigabine: $C_D = 3.80e$.

• Titration cost (Total cost) [26]. Brivaracetam: $c_T = 0e$. Eslicarbazepine: $c_T = 31.36e$. Retigabine: $C_T = 106.56e$.

• Utility of each state in all treatments: $u_1 = 0.683$, $u_2 = 0.869$, $u_3 = 0.805$, $u_4 = u_1$.

• Utilities of adverse events [23]: $u_A = -0.28$, $u_D = -0.22$, $u_F = -0.25$, $u_N = -0.23$ and $u_S = -0.22$.

In Figure 7 we have plotted the expectation plus/minus 1.96 standard deviation functions of the ICER for $n \in [1, 8]$, where $n = 8$ corresponds to two years of treatment. We represent Brivaracetam VS Eslicarbazepine on the left and Brivaracetam VS Retigabine on the right. To facilitate comparison between both AEDs, the values of 20,000€/QALY (red straight line) and 30,000€/QALY (red dotdashed line) has also been plotted as a threshold. We select this value since according to the literature [27,28] typical thresholds are included between 20,000 and 30,000 euros. From the graph on the left of Figure 7 we observe that from the first period (three months) ICER is always negative, this means that Brivaracetam is a dominant treatment. That is, costs derived from Brivaracetam AED are less than with Eslicarbazepine (from the first period). In addition, the effectiveness of Brivaracetam AED is always greater than Eslicarbazepine. This fact can be observed in detail in Figure 8 where the incremental cost and the expectation of the incremental effectiveness. To compute these increments Eslicarbazepine has been considered the first treatment. Therefore, for a treatment longer than three months Brivaracetam is the best AED. On the other hand, from the graph on the right of Figure 7 we observe that ICER is upper zero. Then, one treatment is more expensive, although more effective than the other. In Figure 9, we plot the incremental cost and the expectation of the incremental effectiveness considering the Retigabine the first treatment. In this graphical representation, we show that Brivaracetam is more expensive than Retigabine, however, it is also more effective. As we can see in Figure 7 the ICER is under the 30,000 euros threshold as well as the confidence interval. Thus, in this case Brivaracetam is also the best option. However, if we consider the 20,000 euros limitation, if the treatment finish between the period 1.74 and 6.8 Retigabine shall be the chosen AED. From the period $n \approx 7$ we can assure that Brivaracetam is better than Regitabine in terms of the cost-effectiveness. Then, in the long term Brivaracetam is also the best choice.

![Figure 7](image-url)
Figure 8. Comparison between Brivaracetam and Eslicarbazepine AEDs for \( n \in [1, 8] \). (Left): Incremental cost. (Right): Expectation incremental QALY. In both increments Eslicarbazepine is considered the first treatment.

Figure 9. Comparison between Brivaracetam and Regitabine AEDs for \( n \in [1, 8] \). (Left): Incremental cost. (Right): Expectation incremental QALY. In both increments Regitabine is considered the first treatment.

4. Conclusions

Markov models have demonstrated to be useful to model dynamics of numerous diseases. Moreover, the Markovian methodology can be used to analyse the effectiveness of different treatments in dealing with a disease. In this paper, we have evaluated the use of anti-epileptic drugs in the treatment of refractory epilepsy, that is, we forecast the number of epileptic patients depending on its response to a given treatment. This analysis has been done from a probabilistic point of view, taking into account the intrinsic uncertainty given by measurement or experimental errors. Our approach resorts in the application of the random variable transformation method to compute the first probability density function of the solution stochastic process of the corresponding randomized Markov chain. The randomization has been done in the entries of the deterministic Markov model, considering each probability in the transition matrix an absolutely continuous random variable. The main advantage of the application of the random variable transformation method is that with this technique we obtain an exact expression for the distribution of the solution stochastic process. This method substitutes classical Monte Carlo methods where only numerical simulations, and then, approximations, of the distribution can be calculated. The proposed method allows us, not only to determine the distribution of the solution, but also the computation of the distribution of some key quantities in medicine, such as the time until a given proportion of patients remains in each state or the incremental cost-effectiveness ratio, which permits us to compare different treatments in terms of the cost and the quality of life of patients. To demonstrate the applicability of the theoretical results established, numerical simulations are performed, considering Brivaracetam as the main anti-epileptic drug. In these simulations we also compare two treatments, Eslicarbazepine and Retigabine, with the Brivaracetam by using data available in the literature. From the probabilistic cost-effectiveness analysis we observe in both cases that Brivaracetam is the best option. In the first case Brivaracetam is dominant from three months, i.e.,
it is cheaper than Eslicabazepine and more effective. In the second, the expectation and confidence intervals of the incremental cost-effectiveness ratio are always under a certain threshold, fixed at 30,000 euros. Then, Brivaracetam is also the best choice. We also have shown that for a limitation of 20,000 euros for the incremental cost-effectiveness ratio, in the long term, from $n \approx 7$, Brivaracetam is also the chosen anti-epileptic drug to treat the patient.
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