On the discrete Dirac spectrum of a point electron in the zero-gravity Kerr-Newman spacetime
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Abstract

The discrete spectrum of the Dirac operator for a point electron in the maximal analytically extended Kerr–Newman spacetime is determined in the zero-G limit (zGKN), under some restrictions on the electrical coupling constant and on the radius of the ring-singularity of the zGKN spacetime. The spectrum is characterized by a triplet of integers, associated with winding numbers of orbits of dynamical systems on cylinders. A dictionary is established that relates the spectrum with the known hydrogenic Dirac spectrum. Numerical illustrations are presented. Open problems are listed.
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1 Introduction

The discovery, by Chandrasekhar [13, 14], Page [46], and Toop [60], of the separability of the Dirac equation for a charged spin-$\frac{1}{2}$ point particle in the Kerr–Newman spacetimes has paved the ground for in depth studies of its solution properties; see [2], [3], [4], [6], [15], [20], [21], [22], [23], [25], [32], [34], [35], [36], [51], [55], [63], [64]. Yet, despite such an impressively long list of studies, most of them rigorous, we are far away from what could be called a complete understanding. Namely, unlike the separable hydrogenic Dirac problem in Minkowski spacetime, for which closed form expressions of its general solution and its discrete Sommerfeld fine-structure spectrum are available in terms of well-known functions, the system of ordinary differential equations (ODEs) into which the Dirac problem in Kerr–Newman spacetime separates does not seem to be completely solvable in closed form with the help of known functions. Only the dependence on the variables associated with the Killing vector fields $\partial_t$ for stationarity (outside the ergosphere) and $\partial_\varphi$ for axisymmetry, respectively, has the simple form $\exp(-i\left[\frac{1}{\hbar}Et-(k+\frac{1}{2})\varphi\right])$ in the separation product Ansatz, with $k \in \mathbb{Z}$ and $E \in \mathbb{R}$, while the dependence on the remaining two spacelike variables requires careful discussions of the two pertinent ODEs.

Of these two, the sometimes so-called Chandrasekhar–Page angular equation depends parametrically on $E$, $k$, on an angular momentum eigenvalue $\lambda$, and on the radius $a > 0$ of the ring singularity of the Kerr–Newman spacetime, but not on its mass $M$ and charge $Q$. Thus its solution properties do not depend on whether the Dirac problem is considered on a Kerr–Newman black hole spacetime, or on the Kerr–Newman spacetime with a naked singularity, or on the analogous sectors of the Kerr spacetime family ($Q = 0$). It has been very thoroughly and rigorously discussed in [4]. There it was shown that for each $k \in \mathbb{Z}$ and $E \in \mathbb{R}$ there are countably many simple eigenvalues $\lambda$, and they depend analytically on $E$. And while the Chandrasekhar–Page angular equation is generally not solvable in terms of elementary or known special functions, it is worth mentioning that in the limit $a \to 0$ its square-integrable solutions are given by elementary functions of the angle variable $\theta$; see Appendix A of [4].

The remaining so-called radial equation depends parametrically on $E$, $k$, and $\lambda$, so in concert with the $E$-dependence of $\lambda$ obtained in [4] from the Chandrasekhar–Page angular equation, the radial equation determines which $E$ values are part of the spectrum of any pertinent self-adjoint extension of the Dirac hamiltonian. In contrast to the angular equation, the radial equation does depend parametrically not only on the radius $a$ of the ring singularity of the Kerr–Newman spacetime but also on its mass $M$ and charge $Q$, and so needs to be discussed separately for the black hole and for the naked singularity sectors. The self-adjointness and associated spectral properties of the Dirac hamiltonian generally depend on which sector one considers.

Rigorous and very thorough discussions of this radial equation obtained from the Dirac equation for bi-spinors supported on the positive mass region exterior to the event horizon of any Kerr–Newman black hole spacetime can be found in [23] and [2]. There it was shown that Chandrasekhar’s separation Ansatz yields a complete set of (generalized) eigenfunctions for the Hilbert space of bi-spinor wave functions on that region of spacetime. In particular, it was shown that this Dirac hamiltonian is essentially self-adjoint and that its essential $E$-spectrum consists of the whole real line, so its discrete $E$-spectrum is empty. Interestingly,
while in [2] it was shown that in the subextremal black hole sector there are no eigenvalues whatsoever, in [51] it was found that on the borderline in parameter space between the black hole and naked singularity sectors, which features the extremal black hole spacetimes, there are exceptional combinations of the mass and the angular momentum of the Kerr–Newman spacetime, given the mass and charge of the Dirac particle, for which there is a unique eigenvalue of the Dirac Hamiltonian on the exterior spacetime of the extremal black hole, which is embedded in the continuum of the essential spectrum. It is part of the pure point spectrum, but obviously not part of the discrete spectrum.

The Dirac equation for any spin-$\frac{1}{2}$ particle inside the event horizon of the Kerr–Newman black hole spacetime is a very different problem, due to the existence of closed timelike loops, a Cauchy horizon, and a timelike cylindrical singularity [10]. In the spacetime of the naked singularity sector, the event and Cauchy horizons are absent, but the closed timelike loops around the singularity persist [10]. We are not aware of any definitive discussion of the Dirac equation in such problematic spacetimes.

However, any horizon and the closed timelike loops vanish in the zero-gravity (zero-G) limit of the maximal analytically extended Kerr–Newman spacetime. Its zero-G limit yields a flat, static, double-sheeted spacetime with Zipoy topology [66] supporting static electromagnetic Appell–Sommerfeld fields [1, 53] sourced by a sesqui-polar naked ring singularity; see [57] for a detailed discussion. We will refer to this double-sheeted electromagnetic spacetime as the zGKN spacetime. The Dirac equation for a charged spin-$\frac{1}{2}$ particle in this zGKN spacetime was studied in [34], [35], and [36]. In particular, in [34] we showed that the Dirac Hamiltonian associated with the Dirac equation for a charged spin-$\frac{1}{2}$ particle of mass $m > 0$ and charge $-e < 0$ in the zGKN spacetime with charge parameter $Q \in \mathbb{R} \setminus \{0\}$ and dimensionless ring radius $amc/\hbar =: \varsigma > 0$ is essentially self-adjoint for all values of the dimensionless coupling constant $|Q|e/\hbar c \equiv Z\alpha_S =: \gamma$, where $\alpha_S$ is Sommerfeld’s fine structure constant. Furthermore, we showed that the spectrum is symmetric about zero. Moreover, we proved that its essential spectrum is $(-\infty, -mc^2] \cup [mc^2, \infty)$, with absolutely continuous interior $(-\infty, -mc^2) \cup (mc^2, \infty)$, and that under the smallness conditions $\varsigma < \frac{1}{2}$ and $\gamma < \sqrt{2}(1 - 2\varsigma)$ a non-empty point spectrum exists in the gap $(-mc^2, mc^2)$.

In this paper we study the discrete spectrum of the Dirac Hamiltonian for a point charge on zGKN in more detail. Compared to the conditions used in [34], we here use the significantly weaker smallness condition $\gamma < \frac{1}{2}$ on the electric coupling constant, paired with the slightly stronger smallness condition $\varsigma < 1 - 1/\sqrt{2}$ on the radius of the ring singularity, and proved constructively that there are infinitely many energy eigenvalues $E$ in the gap $(-mc^2, mc^2)$ of the essential spectrum, each one of finite multiplicity. Our proof consists of constructing the pairs $(\lambda, E)$ jointly with the help of the coupled system of two dynamical evolution equations on finite cylinders that we introduced in [34]. We show that these pairs $(\lambda, E)$ can be labeled with the topological winding numbers of particular pairs of solutions that “wind around” these two cylinders, as explained in detail in the next section. There we formulate the problem precisely and state our main results, which will then be proved in the ensuing sections. Moreover, our constructive proof yields an algorithm that we have used to compute several eigenvalues for various combinations of the winding numbers of the solution pairs, as functions of the coupling constant and of the ring radius $a$. These numerical illustrations, which include some intriguing oscillatory structures not previously seen in Dirac spectra, are presented in section 5.
Before coming to the detailed presentation of our mathematical results and their numerical illustration, we take the opportunity to offer a few thoughts concerning possible physical interpretations.

One way of looking at the Dirac equation for a point electron on $zGKN$ is as a proxy model for hydrogen (or hydrogenic ions) that in addition to the charge also takes the magnetic moment of the proton (nucleus), and its finite size, into account in some effective manner. The fact that these structures are a consequence of general relativity theory makes such an investigation less add-hoc than postulating some arbitrary structure for a finite size proton (nucleus) with electric current and charge densities. In this interpretation, different nuclei would not only be distinguished by their charge number $Z \in \mathbb{N}$, but also would each require a ring radius $a(Z)$ to match their magnetic moments.

Incidentally, studies of Dirac’s equation on the naked singularity sector of the Kerr–Newman spacetime in the zero-gravity limit as just such a proxy model to hydrogen that takes the magnetic moment of the proton into account were previously attempted in [48] and [25]. However, different from our study these authors studied Dirac’s equation on a one-sheeted truncation of the $zGKN$ spacetime; cf. [30], [41]. This ad-hoc truncation creates an artificial “disc singularity” with non-integrable charge and current “densities” Not only are these disc sources highly singular (cf. [31]), the Dirac operator on such a singular spacetime is not essentially self-adjoint but requires boundary conditions for the Dirac bi-spinors at the disc. By contrast, since the Dirac operator on the full $zGKN$ spacetime is essentially self-adjoint and has a comparatively simple ring singularity with distributional electric and magnetic sesqui-poles, no issues with ambiguous boundary conditions arise.

Another way of looking at the Dirac equation on $zGKN$ is obtained by changing the perspective and to consider the point charge as the proton (or nucleus) without magnetic moment, while thinking of the ring singularity as representing both the electron (“seen” in one sheet of the $zGKN$ spacetime) and the positron (“seen” in the other), equipped with their anomalous magnetic moment, respectively, which in magnitude is to very good precision given by $1/4\pi$ times the product of the elementary charge $e$ with the so-called “classical radius of the electron,” $e^2/mc^2$; see [36]. More precisely, in [36] we noted that the Bohr magneton, which is $1/4\pi$ times the product of the elementary charge $e$ with the Compton wave length of the electron, $\hbar/mc$, features implicitly in Dirac’s operator already for a point electron in external electromagnetic fields, hence also in the Dirac operator for the $zGKN$ “ring electron-positron” model, so that the magnetic moment that is associated with the ring singularity has to be seen as an additional contribution, i.e. the anomalous magnetic moment of the electron (positron).

Since numerically the empirical magnetic moment of the proton and the anomalous magnetic moment of the electron are quite close in magnitude, the Dirac spectra for a $zGKN$ ring singularity interacting with a point charge should only barely be distinguishable in the two interpretations of the ring singularity for such hydrogen parameters. Moreover, for hydrogen parameters we expect (see below for why) that the discrete spectrum will be a small perturbation of the union of a positive and a negative Sommerfeld hydrogen energy spectrum, though with some of the high degeneracies of the Sommerfeld spectrum now resolved. This resolution should result in hyperfine-like and Lamb shift-like effects, and it

\footnote{In the astrophysical context, integrable Kerr–Newman disc sources have been constructed in [39]; however, these discs are not localized but infinitely extended.}
would be interesting to see whether for some choice of $a$ (in particular the one corresponding
to the anomalous magnetic moment of the electron) these resemble the known effects in the
empirical hydrogen spectrum at least qualitatively and to some extent also quantitatively,
or not at all. This will require extensive and highly accurate numerical evaluations that we
plan to carry out in the future.

The reason for why we expect a small perturbation of the union of a positive and
a negative Sommerfeld hydrogen energy spectrum is that with $a$ matched to either the
anomalous magnetic moment of the electron or the magnetic moment of the proton, the
ring radius is about five orders of magnitude smaller than the expected distance of electron
and proton in the hydrogen ground state. Therefore the spectrum should not deviate much
from its $a \to 0$ limit (assuming the limit exists). It was pointed out already in [34] and [35]
that formally in the limit $a \to 0$ (which also switches off the zGKN magnetic moment) the
problem decomposes into two independent copies of the familiar textbook Dirac hydrogen
problem in Minkowski spacetime of a point proton without magnetic moment, except that
in one of the two copies the proton carries a positive charge and in the other a negative
one (representing an anti-proton). Therefore, in line with our result in [34] that the whole
spectrum of the Dirac hamiltonian on zGKN is symmetric about $E = 0$, the formal $a \to 0$
limit of the discrete spectrum would be a union of the well-known Sommerfeld fine-structure
spectrum with a negative copy thereof. We expect that this formal limit $a \to 0$ can be made
entirely rigorous (and hope to present such a rigorous proof in some future publication).

As to the hydrogenic problem, the interpretation of the ring singularity as an electron-
positron bi-particle has the simplifying advantage that one can keep the ring radius $a$ and
its charge fixed while changing only the charge of the point particle with which the ring
singularity interacts to $Z \varepsilon$. With increasing $Z$ the expected distance between electron and
nucleus in a hydrogenic ion shrinks $\propto 1/Z$, so that one should be inclined to expect that
for all stable nuclei (i.e. $Z \leq 82$, except $Z = 43$ and $Z = 61$) the positive discrete Dirac
spectrum is always only a small perturbation of the hydrogenic Sommerfeld fine structure
spectrum, with some degeneracies removed.

However, it is also of interest to let $Z$ grow beyond the range of stable nuclei (i.e.
$Z \leq 82$); in fact, current efforts to create artificial nuclei in heavy ion collisions have reached
$Z = 118$ and are hoped to go even beyond 137. Of course, for large $Z$ also the size of the
nucleus will no longer have only a small perturbative effect, so our study of the hydrogenic
zGKN spectra with large $Z$ point nuclei should not be seen as an attempt to accurately
compute actual physical spectra, but to compare the spectra with their Minkowski space
counterparts.

In [34] we showed that this zGKN Dirac hamiltonian is essentially self-adjoint for all
$Z > 0$. By comparison, the Dirac hamiltonian of a point electron that interacts with a point
nucleus in Minkowski spacetime is not essentially self-adjoint for $Z \alpha_s > 1/2\sqrt{3}$ and ceases to
have a self-adjoint analytical extension for $Z \alpha_s > 1$. Thus, when approaching $Z \alpha_s = 1$ from
the left, the pertinent positive part of the discrete Dirac spectrum of a zGKN singularity
in interaction with a point charge should deviate from the Sommerfeld spectrum in a more
and more pronounced way, and indeed this is what we found numerically.

Also of interest in this hydrogenic setting is the comparison of the Dirac spectrum of
a zGKN singularity in interaction with a point charge and the hydrogenic Dirac spectrum
computed with two interacting point charges in Minkowski spacetime, one of which is given
an anomalous magnetic moment, cf. [59]. This Dirac operator on Minkowski spacetime is essentially self-adjoint for all $Z$, and thus allows an unambiguous comparison of its spectrum with the spectrum of the Dirac operator on $zGKN$ also for $Z_{0S} > 1$. What we found numerically was completely unexpected. The $zGKN$ Dirac spectrum shows oscillations when $Z$ is increased beyond 137, not seen in the spectrum of the other Dirac operator, or any other Dirac operator so far — to the best of our knowledge.

It is very tempting to speculate whether these oscillations could indicate some real physical effects. The best we could come up with is by resorting to Dirac’s interpretation of the negative energies. Since the spectrum of the Dirac operator of a point particle on $zGKN$ is symmetric about $E = 0$, its oscillatory character means that the gap between positive and negative spectrum is oscillating with $Z$. This could mean that in heavy ion collisions that temporarily create super-heavy nuclei, the amount of electron-positron pairs produced in such a collision could perhaps vary in an oscillatory way with $Z$. This should be noticeable in coincidence detection of $\gamma$ photon pairs with energies far below the electron rest energy (per photon), yet with an energy per photon that oscillates with $Z$.

We are now ready to report our mathematical and numerical results.

2 Statement of problem and main result

2.1 The $zGKN$ spacetime and the Dirac equation

The electromagnetic zero-\(G\) Kerr–Newman spacetime is static, double-sheeted with Zipoy topology \[66\], having metric and four-potential (written in oblate spheroidal coordinates)

\[ ds^2_g = c^2 dt^2 - (r^2 + a^2) \sin^2 \theta d\varphi^2 - \frac{r^2 + a^2 \cos^2 \theta}{r^2 + a^2} (dr^2 + (r^2 + a^2)d\theta^2), \]

\[ A_{KN} = -\frac{r}{r^2 + a^2 \cos^2 \theta} \left( Q dt - \frac{Qa}{c} \sin^2 \theta d\varphi \right). \]

Here, $t \in \mathbb{R}$, $r \in \mathbb{R}$, $\varphi \in [0, 2\pi)$, and $\theta \in [0, \pi]$. The spacetime thus comes equipped with the electromagnetic field $F_{KN} = dA_{KN}$ of the Kerr–Newman spacetime family, independently of \(G\) and therefore surviving intact in the zero-\(G\) limit.

Each spacelike slice of the $zGKN$ spacetime is a double-sheeted Sommerfeld space, obtained by gluing two copies of (oriented) $\mathbb{R}^3$ along two congruous circular disks, in such a way that the top of one disk is identified with the bottom of the other disk. The resulting space will have a continuum of conical singularities along the common boundary of the two disks, which is referred to as the ring singularity of the space.

The field $F$ is singular on the same ring \{\(r = 0, \theta = \pi/2, \varphi \in [0, 2\pi]\)\} as the metric; for $r$ very large and positive it exhibits an electric monopole of strength $Q$ and a magnetic dipole moment of strength $Qa$, while for $r$ very large in absolute value and negative it exhibits an electric monopole of strength $-Q$ and a magnetic dipole moment of strength $-Qa$. The field $F$ satisfies the Maxwell–Lorentz field equations in the sense of distributions, with sesqui-poles supported by the ring singularity \[57\].

The Dirac equation for a spin-\(\frac{1}{2}\) test particle of charge $Q'$ and mass $m$ in the static $zGKN$ background spacetime of charge $Q$ (as seen from infinity in the $r > 0$ sheet) and
“angular-momentum-per-unit-mass” parameter reads
\[
\tilde{\gamma}^\mu \left( -i c \nabla_\mu - q^\prime A_\mu \right) \Psi + mc^2 \Psi = 0.
\] (2.3)

Here, the Dirac matrices \((\tilde{\gamma}_\mu)^3\mu=0\) satisfy \(\tilde{\gamma}^\mu \tilde{\gamma}^\nu + \tilde{\gamma}^\nu \tilde{\gamma}^\mu = 2g^{\mu\nu}\), with \(g^{\mu\nu}\) the (inverse) metric coefficients of the zGKN metric, and where the wave function \(\Psi(t,\cdot,\cdot)\) and electromagnetic four-potential \(A = A_\mu dx^\mu\) are evaluated at the location \(q_{pt}\) of the point charge in the Sommerfeld space given by a spacelike slice of the zGKN spacetime. The same equation is obtained when the ring singularity is considered as test particle in the field of a fixed point charge, as long as only strictly stationary situations are considered, including the question of the discrete spectrum.

2.2 Separation of variables

Using Cartan’s frame method (see [9] and refs. therein) with a frame well-adapted to oblate spheroidal coordinates, Chandrasekhar [13,14], Page [46], and Toop [60] transformed the Dirac equation (2.3) into an equation for a bispinor \(\hat{\Psi} = \mathcal{D}^{-1} \hat{\Psi}\), with \(\mathcal{D} = \mathcal{D}(r,\theta,\varphi)\) an explicit diagonal matrix, that allows a clear separation of the \(t, r, \theta, \varphi\) derivatives, viz.
\[
(\hat{\mathcal{R}} + \hat{\mathcal{A}}) \hat{\Psi} = 0,
\] (2.4)

with \((h = c = 1\) units from now on)
\[
\hat{\mathcal{R}} := \begin{pmatrix}
im r & 0 & D_- + iq^\prime Q^\varphi \frac{r}{\varpi} & 0 \\
0 & \im r & 0 & D_+ + iq^\prime Q^r \frac{r}{\varpi} \\
D_+ + iq^\prime Q^r \frac{r}{\varpi} & 0 & \im r & 0 \\
0 & D_- + iq^\prime Q^r \frac{r}{\varpi} & 0 & \im r \\
\end{pmatrix},
\] (2.5)
\[
\hat{\mathcal{A}} := \begin{pmatrix}
-ma \cos \theta & 0 & 0 & -L_- \\
0 & -ma \cos \theta & -L_+ & 0 \\
0 & L_- & ma \cos \theta & 0 \\
L_+ & 0 & 0 & ma \cos \theta \\
\end{pmatrix},
\] (2.6)

where
\[
D_\pm := \pm \varpi \partial_r + \left( \varpi \partial_t + \frac{a}{\varpi} \partial_\varphi \right), \quad L_\pm := \partial_\theta \pm i \left( a \sin \theta \partial_t + \csc \theta \partial_\varphi \right),
\] (2.7)

and
\[
\varpi := \sqrt{r^2 + a^2}.
\]

Once a solution \(\hat{\Psi}\) to (2.4) is found, the bispinor \(\Psi := \mathcal{D} \hat{\Psi}\) solves the original Dirac equation (2.3). The details of the transformation are also given in [34]; \(\mathcal{D}\) are not needed in this paper.

Separation of variables is now achieved with the Ansatz that a solution \(\hat{\Psi}\) of (2.4) is of the form
\[
\hat{\Psi} = e^{-i(\tilde{E}t - \kappa \varphi)} \begin{pmatrix} R_1 S_1 \\ R_2 S_2 \\ R_2 S_1 \\ R_1 S_2 \end{pmatrix},
\] (2.8)

Recall that in the zero-gravity limit, when Newton’s constant of universal gravitation \(G \to 0\), both the ADM mass and ADM angular momentum of Kerr-Newman spacetimes tend to zero, while their ratio remains constant. Note that this spacetime is static, which is why “angular momentum...” is in quotes.
with $E$ a yet to be found energy eigenvalue of the Dirac hamiltonian, $\kappa \in \mathbb{Z} + \frac{1}{2}$, and with $R_k$ being complex-valued functions of $r$ alone, and $S_k$ real-valued functions of $\theta$ alone. Let

$$\vec{R} := \left( \begin{array}{c} R_1 \\ R_2 \end{array} \right), \quad \vec{S} := \left( \begin{array}{c} S_1 \\ S_2 \end{array} \right).$$

(2.9)

Plugging the Chandrasekhar Ansatz (2.8) into (2.4) one easily finds that there must be $\lambda \in \mathbb{C}$ such that

$$T_{\text{rad}} \vec{R} = E \vec{R},$$

(2.10)

$$T_{\text{ang}} \vec{S} = \lambda \vec{S},$$

(2.11)

where

$$T_{\text{rad}} := \left( \begin{array}{cc} d_- & m \frac{r}{\omega} - i \frac{\lambda}{\omega} \\ m \frac{r}{\omega} + i \frac{\lambda}{\omega} & -d_+ \end{array} \right),$$

(2.12)

$$T_{\text{ang}} := \left( \begin{array}{cc} ma \cos \theta & l_- \\ -l_+ & -ma \cos \theta \end{array} \right).$$

(2.13)

The operators $d_\pm$ and $l_\pm$ are ordinary differential operators in $r$ and $\theta$ respectively, with coefficients that depend on the unknown $E$, and parameters $a$, $\kappa$, and $q'Q$:

$$d_- := -i \frac{d}{dr} \pm \frac{-a \kappa - Q'Qr}{\omega^2}$$

(2.14)

$$l_- := \frac{d}{d\theta} \pm (aE \sin \theta - \kappa \csc \theta)$$

(2.15)

### 2.3 The coupled spectral problems for $T_{\text{rad}}$ and $T_{\text{ang}}$

The angular operator $T_{\text{ang}}$ in (2.11) is easily seen to be essentially self-adjoint on $(C_c^\infty((0, \pi), \sin \theta d\theta))^2 \subset (L^2((0, \pi), \sin \theta d\theta))^2$, and its self-adjoint extension (also denoted $T_{\text{ang}}$) has a purely discrete spectrum $\lambda = \lambda_n(\alpha, aE, \kappa) \in \mathbb{R}$, $n \in \mathbb{Z} \setminus \{0\}$ (e.g. [4, 55]).

With $\lambda \in \mathbb{R}$ it then follows that the radial operator $T_{\text{rad}}$ is essentially self-adjoint on $(C_c^\infty(\mathbb{R}, dr))^2 \subset (L^2(\mathbb{R}, dr))^2$; its self-adjoint extension will also be denoted $T_{\text{rad}}$. It is moreover easy to see that without loss of generality, one can take $R_1 = R_2$. Thus, we can set

$$R_1 = \frac{1}{\sqrt{2}}(u - iv), \quad R_2 = \frac{1}{\sqrt{2}}(u + iv)$$

(2.16)

for real functions $u$ and $v$. This brings the radial system (2.10) into the following standard (hamiltonian) form

$$(H_{\text{rad}} - E) \left( \begin{array}{c} u \\ v \end{array} \right) = \left( \begin{array}{c} 0 \\ 0 \end{array} \right),$$

(2.17)

where

$$H_{\text{rad}} := \left( \begin{array}{cc} m \frac{r}{\omega} + \gamma r + a \kappa \cos \theta & -\partial_r + \frac{\lambda}{\omega} \\ -\partial_r + \frac{\lambda}{\omega} & -m \frac{r}{\omega} + \gamma r + a \kappa \cos \theta \end{array} \right),$$

(2.18)

(cf. [50], eq (7.105)) with

$$\gamma := Q'Q < 0.$$  

(2.19)
Using techniques of Weidmann it is straightforward to show that the essential spectrum of $H_{\text{rad}}$ consists of values $E \in (-\infty, -m] \cup [m, \infty)$, and its interior is purely absolutely continuous; see [34]. The remaining task is to characterize the discrete spectrum in the gap, i.e. the eigenvalues $E \in (-m, m)$. In [34] it was shown that the spectrum is symmetric about 0, hence it suffices to consider $E > 0$.

One possible strategy for obtaining the discrete energy spectrum is to take advantage of the complete characterization of the spectrum of the angular operator $T_{\text{ang}}$ in terms of the analytic expansion of $\lambda$ in powers of $E$, given $a, m, \kappa$, that was obtained in [4]. When inserted for $\lambda$ into (2.18), equation (2.17) turns into a closed equation for $E$ in which $E$ features in a nonlinear manner. Having to deal only with the $\lambda(E)$-infused (2.17) may offer numerical advantages for the computation of the energy eigenvalues. In particular, in the small $a$ regime a linear approximation of $\lambda$ as function of $E$ should suffice for all practical purposes, yielding a linear approximate problem for $E$ that closely, if not perfectly, resembles the familiar structure of a radial Dirac equation known from problems with spherical symmetry.

We here follow a different strategy, designed in [34], which is to consider the pair (2.10), (2.11) as a coupled system jointly for the eigenvalue pairs $(\lambda, E)$ that feature in a linear fashion as displayed in (2.10), (2.11), with (2.15). More precisely, we consider the pair (2.11), (2.18), which we can partially decouple with the help of the Prüfer transform [50].

2.4 The Prüfer transformed system

Thus, following [34] we transform the equations (2.17) and (2.11) for the four unknowns $(u, v)$ and $(S_1, S_2)$ by defining four new unknowns $(R, \Omega)$ and $(S, \Theta)$ via the Prüfer transform

$$u = \sqrt{2} R \cos \frac{\Omega}{2}, \quad v = \sqrt{2} R \sin \frac{\Omega}{2}, \quad S_1 = S \cos \frac{\Theta}{2}, \quad S_2 = S \sin \frac{\Theta}{2}. \quad (2.20)$$

Thus

$$R = \frac{1}{\sqrt{2}} \sqrt{u^2 + v^2}, \quad \Omega = 2 \tan^{-1} \frac{v}{u}, \quad S = \sqrt{S_1^2 + S_2^2}, \quad \Theta = 2 \tan^{-1} \frac{S_2}{S_1}. \quad (2.21)$$

As a result, $R_1 = Re^{-i\Omega/2}$ and $R_2 = Re^{i\Omega/2}$. Hence $\hat{\Psi}$ can be re-expressed in terms of the Prüfer variables as

$$\hat{\Psi}(t, r, \theta, \varphi) = R(r)S(\theta)e^{-i(Et - \kappa \varphi)} \begin{pmatrix} \cos(\Theta(\theta)/2)e^{-i\Omega(r)/2} \\ \sin(\Theta(\theta)/2)e^{i\Omega(r)/2} \\ \cos(\Theta(\theta)/2)e^{i\Omega(r)/2} \\ \sin(\Theta(\theta)/2)e^{-i\Omega(r)/2} \end{pmatrix}, \quad (2.22)$$

and we obtain the following equations for the new unknowns, first

$$\frac{d}{dr} \Omega = 2 \frac{mr}{a} \cos \Omega + 2 \frac{\lambda}{\omega} \sin \Omega + 2 \frac{a \kappa}{\omega} \gamma r - 2E, \quad (2.23)$$

$$\frac{d}{dr} \ln R = \frac{mr}{\omega} \sin \Omega - \frac{\lambda}{\omega} \cos \Omega, \quad (2.24)$$

and second,

$$\frac{d}{d\theta} \Theta = -2ma \cos \theta \cos \Theta + 2 \left( aE \sin \theta - \frac{\kappa}{\sin \theta} \right) \sin \Theta + 2\lambda, \quad (2.25)$$

$$\frac{d}{d\theta} \ln S = -ma \cos \theta \sin \Theta - \left( aE \sin \theta - \frac{\kappa}{\sin \theta} \right) \cos \Theta. \quad (2.26)$$
Note that the Ω-equation (2.23) is decoupled from R, and the Θ-equation (2.25) is decoupled from S. Thus the pair (2.23), (2.25) can be solved together independently of equations (2.24), (2.26), which in turn can be integrated subsequently by direct quadrature.

We can further simplify the analysis of these systems and reduce the number of parameters involved by noting that by defining the constants $a' = ma$, $E' = E/m$, and changing to the variable $r' = mr$, we eliminate $m$ from the system. Henceforth we therefore set $m = 1$.

2.5 Transformation onto a coupled dynamical system on cylinders

Equations (2.25), (2.23) exhibit the independent and the dependent variables explicitly. It is more convenient to transform them to a parametrically coupled pair of autonomous two-dimensional dynamical systems, by introducing a new independent variable $\tau$, as follows.

Equation (2.25) can be written as a smooth dynamical system in the $(\theta, \Theta)$ plane by introducing $\tau$ such that $\frac{d\theta}{d\tau} = \sin \theta$. Then, with dot representing differentiation in $\tau$, we have,

$$\begin{align*}
\dot{\theta} &= \sin \theta \\
\dot{\Theta} &= -2a \sin \theta \cos \theta \cos \Theta + 2a E \sin^2 \theta \sin \Theta - 2\kappa \sin \Theta + 2\lambda \sin \theta
\end{align*}$$

Identifying the line $\Theta = \pi$ with $\Theta = -\pi$, this becomes a dynamical system on a closed finite cylinder $C_1 = [0, \pi] \times S^1$. The only equilibrium points of the flow are on the two circular boundaries: Two on the left boundary: $S^- = (0, 0)$, $N^- = (0,\pi)$; two on the right: $S^+ = (\pi, -\pi)$ and $N^+ = (\pi, 0)$.

For $\kappa > 0$, the linearization of the flow at the equilibrium points reveals that $S^-$ and $S^+$ are hyperbolic saddle points (with eigenvalues $\{1, -2\kappa\}$ and $\{-1, 2\kappa\}$ respectively), while $N^-$ is a source node (with eigenvalues $-1$ and $-2\kappa$). The situation with $\kappa < 0$ is entirely analogous, with the two critical points on each boundary switching their roles.

Similarly, the Ω equation (2.23) can be rewritten as a smooth dynamical system on a cylinder, in this case by setting $\tau := \frac{r}{a}$ as new independent variable, as well as introducing a new dependent variable

$$\xi := \tan^{-1} \frac{r}{a} = \tan^{-1} \tau.$$  

Then, with dot again representing differentiation in $\tau$, (2.23) is equivalent to

$$\begin{align*}
\dot{\xi} &= \cos^2 \xi \\
\dot{\Omega} &= 2a \sin \xi \cos \Omega + 2\lambda \cos \xi \sin \Omega + 2\gamma \sin \xi \cos \xi + 2\kappa \cos^2 \xi - 2a E
\end{align*}$$

Once again, identifying $\Omega = -\pi$ with $\Omega = \pi$ turns this into a smooth flow on the closed finite cylinder $C_2 := \left[-\frac{\pi}{2}, \frac{\pi}{2}\right] \times S^1$. The only equilibrium points of the flow are on the two circular boundaries. For $E \in (0, 1)$ there are two equilibria on each: $S^-_E = \left(-\frac{\pi}{2}, -\pi + \cos^{-1} E\right)$ and $N^-_E = \left(-\frac{\pi}{2}, \pi - \cos^{-1} E\right)$ on the left boundary, and $S^+_E = \left(\frac{\pi}{2}, -\cos^{-1} E\right)$ and $N^+_E = \left(\frac{\pi}{2}, \cos^{-1} E\right)$ on the right boundary. $S^-_E$ are non-hyperbolic (degenerate) saddle-nodes, with eigenvalues 0 and $\pm 2a \sqrt{1 - E^2}$, while $N^-_E$ is a degenerate source-node and $N^+_E$ a degenerate sink-node [18].

In [34] we showed that $E$ is an energy eigenvalue of the Dirac hamiltonian and the corresponding $\Psi$ is a bound state, if and only if there exists a $\lambda \in \mathbb{R}$ such that each of
the two dynamical systems above possesses a saddles connector, i.e. an orbit connecting
the two saddle-nodes $S^-$ and $S^+$ in the $\Theta$-system (2.27) and an orbit connecting the two
saddle-nodes $S_E^-$ and $S_E^+$ in the $\Omega$-system (2.29).

Given a dynamical system on a cylinder, there corresponds an integer known as the
winding number which describes how many times an orbit in the dynamical system winds
around the cylinder before terminating at an equilibrium point. For the $\Omega$ system, saddles
connectors with different winding numbers correspond to different energy values (with energy
increasing as the winding number increases). In [34] we showed that a bound state $\Psi$ exists corresponding to winding number $N_\Theta = 0$ for the $\Theta$ system and winding number $N_\Omega = 0$ for the $\Omega$ system (and $\kappa = \frac{1}{2}$).

2.6 Statement of main result

In this paper, we prove the following characterization of the discrete energy spectrum.

Theorem 2.1. Set $a_{\text{max}} = 1 - \frac{1}{\sqrt{2}}$ and $\gamma_{\text{min}} = -\frac{1}{2}$. Fix $a \in (0, a_{\text{max}})$, $\gamma \in (\gamma_{\text{min}}, 0)$, and $\kappa \in \mathbb{Z} + \frac{1}{2}$. Assume $\Psi$ is of the form (2.22) constructed from solutions of (2.23) - (2.26).

• Suppose $N_\Theta \geq 0$ is an integer. For all integers $N_\Omega \geq 0$, there is a bound state $\Psi$ such that the $\Theta$ system and $\Omega$ system have winding numbers $N_\Theta$ and $N_\Omega$, respectively. There are no bound states with $N_\Omega \leq -1$.

• Suppose $N_\Theta \leq -1$ is an integer. For all integers $N_\Omega \geq 1$, there is a bound state $\Psi$ such that the $\Theta$ system and $\Omega$ system have winding numbers $N_\Theta$ and $N_\Omega$, respectively. There are no bound states with $N_\Omega \leq 0$.

As to our conditions, when restoring units and the mass $m$, we have $a_{\text{max}} = (1 - \frac{1}{\sqrt{2}}) \frac{\hbar}{mc}$ and $\gamma_{\text{min}} = -\frac{1}{2} \hbar c$. If, with the hydrogenic problem in mind, we set $\gamma = -Ze^2$, then $\gamma \in (\gamma_{\text{min}}, 0)$ implies $\frac{Ze^2}{\hbar c} < \frac{1}{2}$, that is, $Z < \frac{137.036}{2}$. This condition on $Z$ is used in our proof to ensure that there are no bound states with $N_\Omega \leq -1$ for $N_\Theta \geq 0$ and no bound states with $N_\Omega \leq 0$ for $N_\Theta \leq -1$.

Now compare this with the conditions on $Z$ for the familiar hydrogenic Dirac operator
on a Minkowski background with a Coulomb potential, for which essential self-adjointness
breaks down for $Z > 118$. For the Dirac operator on zGKN, there is no condition for
essential self-adjointness [34]. So our conditions are probably not optimal.

We now come to our proof.

3 Proof of Theorem 2.1

3.1 Flow on a finite cylinder

Let $\mathcal{C} = [x_-, x_+] \times S^1$ be a finite cylinder (i.e. $-\infty < x_- < x_+ < \infty$). We denote its universal cover by $\tilde{\mathcal{C}} = [x_-, x_+] \times \mathbb{R}$. Let $f: [x_-, x_+] \to \mathbb{R}$ be smooth. Let $g: \mathcal{C} \times I \to \mathbb{R}$ be
smooth where $I \subset \mathbb{R}$ is an interval (i.e. a nonempty connected subset of $\mathbb{R}$ with nonempty interior). For each $\mu \in I$, define $g_\mu : \mathcal{C} \to \mathbb{R}$ by $g_\mu(x,y) := g(x,y,\mu)$. For each $\mu \in I$, consider the dynamical system on $\mathcal{C}$ given by

$$\begin{cases}
  \dot{x} = f(x) \\
  \dot{y} = g_\mu(x,y).
\end{cases}$$

We will use $\tau$ to denote independent variable (e.g. $\dot{x} = \frac{dx}{d\tau}$). Note that the dynamical system on $\mathcal{C}$ induces a dynamical system on the universal cover $\tilde{\mathcal{C}}$. We make five assumptions for the dynamical system on $\mathcal{C}$ labeled (a) - (e).

**Assumptions:**

(a) $f(x_-) = f(x_+) = 0$ and $f(x) > 0$ for all $x \in (x_-, x_+)$. Consequently, equilibrium points can only occur at the boundary of the cylinder (i.e. at $x = x_{\pm}$), and the boundaries $x = x_-$ and $x = x_+$ are images of orbits of the dynamical system. An orbit whose image is not completely contained in one of the boundaries $x = x_-$ or $x = x_+$ will be referred to as a non-boundary orbit.

Since $f(x) > 0$ for $x \in (x_-, x_+)$, the flow of the dynamical system “points to the right” (i.e. for any non-boundary orbit $(x(\tau), y(\tau))$, we have $x(\tau)$ is strictly increasing in $\tau$).

We will assume that the one-sided derivatives of $f$ at $x_-$ and $x_+$ satisfy

$$f'(x_-) \geq 0 \quad \text{and} \quad f'(x_+) \leq 0.$$

(b) For all $\mu \in I$, there are exactly two equilibrium points on each of the boundaries. That is there are exactly two distinct points $n^-_\mu, s^-_\mu \in \mathbb{S}^1$ and exactly two distinct points $n^+_\mu, s^+_\mu \in \mathbb{S}^1$ such that

$$0 = g_\mu(x_-, n^-_\mu) = g_\mu(x_-, s^-_\mu) = g_\mu(x_+, n^+_\mu) = g_\mu(x_+, s^+_\mu).$$

Let $N^-_\mu = (x_-, n^-_\mu)$ and $S^-_\mu = (x_-, s^-_\mu)$ denote the four equilibrium points on $\mathcal{C}$. We assume

$$\frac{\partial g_\mu}{\partial y}(N^-_\mu) > 0, \quad \frac{\partial g_\mu}{\partial y}(S^-_\mu) < 0, \quad \frac{\partial g_\mu}{\partial y}(N^+_\mu) < 0, \quad \frac{\partial g_\mu}{\partial y}(S^+_\mu) > 0.$$  

The jacobian matrix of the system is

$$\begin{pmatrix}
f' \\
\frac{\partial g_\mu}{\partial x} & \frac{\partial g_\mu}{\partial y}
\end{pmatrix}.$$  

When $f'(x_{\pm}) \neq 0$, the equilibrium points are hyperbolic and so the Hartman-Grobman theorem can be used to characterize their local behavior. We have

- $N^-_\mu$ is a source
- $N^+_\mu$ is a sink
- $S^\pm_\mu$ are saddle points.

By the stable manifold theorem, there is a unique one-dimensional manifold emanating from $S^\pm_\mu$ called the unstable manifold which is the image of an orbit of the dynamical system.

When $f'(x_\pm) = 0$, the equilibrium points are nonhyperbolic and so one cannot apply the stable manifold theorem. In this case the orbits emanating from $S^\pm_\mu$ are center manifolds and so they may not be unique. However, we will assume conditions on $f$ and $g_\mu$ so that these center manifolds are unique, and we will still refer to them as unstable manifolds. Therefore it always makes sense to speak of the unstable manifold emanating from $S^\pm_\mu$.

(c) There is a fundamental domain $C_\ast = [x_-, x_+] \times [y_0, y_0 + 2\pi)$ of the universal cover $\tilde{C} = [x_-, x_+] \times \mathbb{R}$ such that for all $\mu \in I$ the following hold

$$y_0 \leq n_\mu^- < s^-_\mu < y_0 + 2\pi \quad \text{and} \quad y_0 \leq s^+_\mu < n^+_\mu < y_0 + 2\pi.$$

Here we have identified the points $n^\pm_\mu, s^\pm_\mu \in \mathbb{S}^1$ with points in $[y_0, y_0 + 2\pi)$. We will also make this identification with the equilibrium points so that we can think of $N^\pm_\mu, S^\pm_\mu$ as being points in either $C$ or $C_\ast$. In general we can make this identification for all points $(x, y) \in \mathcal{C}$.

(d) For all $(x, y) \in C$, we have $\frac{\partial}{\partial \mu} g_\mu (x, y) \leq 0$.

(e) Every non-boundary orbit is a heteroclinic orbit. That is, the $\alpha$ and $\omega$-limit sets of any non-boundary orbit are precisely one-point sets containing equilibrium points on the boundary $x = x_-$ and $x = x_+$, respectively. Therefore we will refer to the $\alpha$ and $\omega$-limit sets as $\alpha$ and $\omega$-limit points.

Remark. The ordering of the equilibrium points in assumption (c) is only a technical assumption. We conjecture that the theorems in the next section hold even without the specific orderings imposed in assumption (c). Nevertheless, the systems of interest (e.g. the $\Theta$ system (2.27) and the $\Omega$ system (2.29)) satisfy assumption (c).

3.2 Consequences of assumptions (a) - (e)

In this section we list some consequences of assumptions (a) - (e). The goal of this section is to prove Proposition 3.4 which shows how to guarantee the existence of saddles connectors. By assumption (e), we know that all orbits have $\alpha$ and $\omega$-limit points on the boundaries.

- Let $W^-_\mu$ denote the unique (up to a constant) orbit of the flow on $C$ whose $\alpha$-limit point is the saddle $S^-_\mu$. Let $\tilde{W}^-_\mu$ denote the lift of $W^-_\mu$ into the universal cover $\tilde{C}$ whose $\alpha$-limit point is $S^-_\mu \in \mathcal{C}_\ast$ (we are identifying the point $S^-_\mu \in \mathcal{C}$ with the corresponding point in $\mathcal{C}_\ast$; see assumption (c)). The $\omega$-limit point of $W^-_\mu$ is either $N^+_\mu$ or $S^+_\mu$.
Figure 1: The universal cover $\tilde{C}$ of the finite cylinder $C$. The fundamental domain $C_*$ and the equilibrium points are $N^\pm_\mu$ and $S^\pm_\mu$ are shown. By assumption (b), $N^-_\mu$ is a source, $N^+_\mu$ is a sink, and $S^\pm_\mu$ are saddle points.

- Assume the $\omega$-limit point of $W^-_\mu$ is $N^+_\mu$. Then the $\omega$-limit point of $\tilde{W}^-_\mu$ is some copy of $N^+_\mu$ in the universal cover, say $\tilde{N}^+_\mu \in \tilde{C}$. Then $\tilde{N}^+_\mu = (x_+, n^+_\mu - 2\pi k^+_\mu)$ for some $k^+_\mu \in \mathbb{Z}$.

- Assume the $\omega$-limit point of $W^-_\mu$ is $S^+_\mu$. The $\omega$-limit point of $\tilde{W}^-_\mu$ is some copy of $S^+_\mu$ in $\tilde{C}$. Hence it’s $(x_+, s^+_\mu - 2\pi k^+_\mu)$ for some $k^+_\mu \in \mathbb{Z}$.

- Let $W^+_\mu$ denote the unique (up to a constant) orbit of the flow on $C$ whose $\omega$-limit point is the saddle $S^+_\mu$. Let $\tilde{W}^+_\mu$ denote the lift of $W^+_\mu$ in the universal cover $\tilde{C}$ whose $\omega$-limit point is $S^+_\mu \in C_*$. The $\alpha$-limit point of $W^+_\mu$ is either $N^-_\mu$ or $S^-_\mu$.

- Assume the $\alpha$-limit point of $W^+_\mu$ is $N^-_\mu$. Then the $\alpha$-limit point of $\tilde{W}^-_\mu$ is some copy of $N^-_\mu$ in the universal cover, say $\tilde{N}^-_\mu \in \tilde{C}$. Then $\tilde{N}^-_\mu = (x_-, n^-_\mu + 2\pi k^-_\mu)$ for some $k^-_\mu \in \mathbb{Z}$.

- Assume the $\alpha$-limit point of $W^+_\mu$ is $S^-_\mu$. The $\alpha$-limit point of $\tilde{W}^+_\mu$ is some copy of $S^-_\mu$ in $\tilde{C}$. Hence it’s $(x_-, s^-_\mu + 2\pi k^-_\mu)$ for some $k^-_\mu \in \mathbb{Z}$.

- If the $\omega$-limit point of $W^-_\mu$ is $S^+_\mu$, then $W^-_\mu = W^+_\mu$. In this case, we call $W^-_\mu$ a saddles connector.
Figure 2: The dynamical system for three different parameter values $\mu \in \{\mu_0, \mu_1, \mu_2\}$ are shown. Note that the equilibrium points $S_\mu^\pm$ and $N_\mu^\pm$ vary as $\mu$ varies, but they always remain in the fixed fundamental domain. The winding numbers for $\mu_0$, $\mu_1$, $\mu_2$ are 0, 1, 2, respectively. Note that $W^-_{\mu_2}$ is a saddles connector while $W^-_{\mu_0}$ and $W^-_{\mu_1}$ are not.

**Proposition 3.1.** $k_\mu^+ = k_\mu^-.$

*Proof.* Assume first that the $\omega$-limit point of $W^-_{\mu}$ is $N_\mu^+$. In the universal cover $\tilde{C}$, consider two copies of $W^-_{\mu}$: one which begins at $(x_-, s_-^\mu + 2\pi k_\mu^+)$ and ends at $N_\mu^+ = (x_+, n_\mu^+)$ and another copy which begins at $(x_-, s_-^\mu + 2\pi (k_\mu^+ - 1))$ and ends at $(x_+, n_\mu^+-2\pi)$. Since $n_\mu^+ - 2\pi < s_\mu^+ < n_\mu^+$, these two copies of $W^-_{\mu}$ are barriers for $\tilde{W}_{\mu}^+$. Therefore the $\alpha$-limit point of $\tilde{W}_{\mu}^+$ must be $(x_-, n_\mu^- + 2\pi k_\mu^+)$. Hence $k_\mu^+ = k_\mu^-$. A similar proof is used when $W^-_{\mu}$ is a saddles connector.

**Definition 3.2.** The integer $w_\mu := k_\mu^+ = k_\mu^-$ is called the *winding number* of $W^-_{\mu}$ and $W^+_{\mu}$.

*Remark.* We can give an invariant definition of winding number without relying on the fundamental domain $C$. Note that $W^-_{\mu}$ has winding number $N$ if and only if $W^-_{\mu}$ is fixed-point homotopic to the curve formed by concatenating the curves $c_1$ and $c_2$ where $c_1$ is the minimizing geodesic from $S^-_{\mu}$ to the $\omega$-limit point of $W^-_{\mu}$ and $c_2$ is the curve which winds around the right boundary $N$ times. If $N > 0$ then $c_2$ winds around clockwise (when facing the boundary $x_+$ away from the cylinder), while if $N < 0$ then $c_2$ winds around counterclockwise. If $N = 0$, then $c_2$ is just the constant curve.

The existence of saddles connectors is established in Proposition 3.4, but first we need the following lemma.
Lemma 3.3. Let $\sigma^\pm_\mu$ given by \( \{ \sigma^\pm_\mu(\tau) = (x(\tau), y^\pm_\mu(\tau)) \mid \tau \in \mathbb{R} \} \) be any lift of the orbits $\mathcal{W}^\pm_\mu$ into the universal cover $\tilde{C}$. Under assumption (d), we have $y^\pm_\mu$ are monotone in $\mu$. Specifically,

\[
\mu_1 < \mu_2 \implies y^-_{\mu_1}(\tau) \geq y^-_{\mu_2}(\tau) \text{ and } y^+_{\mu_1}(\tau) \leq y^+_{\mu_2}(\tau) \text{ for all } \tau \in \mathbb{R}.
\]

Proof. We prove it for $\sigma^-_\mu$; the proof for $\sigma^+_\mu$ is analogous. Define

\[
z(\tau) = \frac{\partial}{\partial \mu} y^-_{\mu}(\tau).
\]

It suffices to show $z(\tau) \leq 0$ for all $\tau$. Since $y^-_{\mu}$ solves $\dot{y} = g_\mu(x, y)$, we have

\[
\dot{z} = \frac{\partial}{\partial \mu} (g_\mu(x, y^-)) = z \frac{\partial g_\mu}{\partial y} (x, y^-) + \frac{\partial g_\mu}{\partial \mu} (x, y^-).
\]

Set $P(\tau) = \frac{\partial g_\mu}{\partial y} (x(\tau), y^-_{\mu}(\tau)) \cdot y^-_{\mu}(\tau)$. By assumption (d), we have $\dot{z}(\tau) \leq z(\tau)P(\tau)$. Therefore the differential form of Grönnwall’s inequality gives for any $\tau_0 \in \mathbb{R}$

\[
z(\tau) \leq z(\tau_0) e^{\int_{\tau_0}^{\tau} P(s)ds}.
\]

Since $\partial g_\mu/\partial y|_{S^-_\mu} < 0$ by assumption (b), we have $P(-\infty) = 0$. Therefore $\int_{-\infty}^\tau P(s)ds = -\infty$. So by taking $\tau_0 \to -\infty$ in the above inequality, we have $z(\tau) \leq 0$. Note we used $|z(-\infty)| = |ds^-_{\mu}/d\mu| < \infty$ which follows by $C^1$ dependence of solutions on parameters; see Theorem 2 in Section 2.3 of [49].

Proposition 3.4. Let $N$ be an integer. Suppose there exists two parameter values $\mu' < \mu''$ such that

\[
w_{\mu'} \leq N \text{ and } w_{\mu''} \geq N + 1.
\]

Then there exists a $\mu \in [\mu', \mu'']$ such that $\mathcal{W}^-_\mu$ is a saddles connector with winding number $w_\mu = N$.

Proof. For each $\mu$, let $\sigma_\mu$ denote the unique lift of $\mathcal{W}^+_{\mu}$ into the universal cover $\tilde{C}$ such that the $\omega$-limit point of $\sigma_\mu$ is $(x_+, s^+_\mu - 2\pi N)$. Define $\mathcal{K}_\mu$ as the open domain in the universal cover $\tilde{C}$ such that both $\tilde{W}^-_\mu$ and $\sigma_\mu$ lie on the boundary $\partial \mathcal{K}_\mu$. Orient $\partial \mathcal{K}_\mu$ so that the orientation induced on $\tilde{W}^-_\mu$ coincides with the direction of the flow. The signed area of $\mathcal{K}_\mu$ is defined via Green’s theorem.

\[
a(\mu) = \oint_{\partial \mathcal{K}_\mu} (-y)dx = \int_{x_-}^{x_+} (y^+_\mu - y^-_\mu)dx.
\]

In the second expression, $y^-_\mu$ denotes the $y$-component of $\tilde{W}^-_\mu$ while $y^+_\mu$ denotes the $y$-component of $\sigma_\mu$. Since orbits can’t intersect without coinciding, we have either $y^+_\mu - y^-_\mu \geq 0$ or $y^+_\mu - y^-_\mu \leq 0$. Therefore, if there exists a $\mu$ such that $a(\mu) = 0$, then $y^+_\mu = y^-_\mu$ and so the orbits coincide yielding a saddles connector with winding number $N$. Thus we want to show there exists a $\mu \in [\mu', \mu'']$ such that $a(\mu) = 0$. 
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If $W_{\mu'}^-$ is a saddles connector and $w_{\mu'} = N$, then we just take $\mu = \mu'$. Otherwise the $\omega$-limit point of $W_{\mu'}^-$ is $N_{\mu}^+$ or $w_{\mu'} < N$. In either case, we have $W_{\mu'}^-$ lies above $\sigma_{\mu'}$ and so $a(\mu') < 0$. If $w_{\mu''} \geq N + 1$, then $W_{\mu''}^-$ lies below $\sigma_{\mu''}$ and so $a(\mu'') > 0$. Therefore, it suffices to show that $a(\mu)$ is a continuous function of $\mu$ within the interval $[\mu', \mu'')$, since then the intermediate value theorem implies the existence of a $\mu \in [\mu', \mu'')$ such that $a(\mu) = 0$.

To show continuity, let $\mu_n \in [\mu', \mu'')$ be any sequence such that $\mu_n \to \mu$. Since the orbits of the flow depend continuously on the parameter $\mu$, we have $y_{\mu_n}^+ \to y_{\mu}^+$ pointwise. Break up $y_{\mu_n}$ into its positive and negative parts. By Lemma 3.3, we can bound the positive part by the positive part of $y_{\mu'}^-$, and we can bound the negative part by the negative part of $y_{\mu''}^-$. Therefore $|y_{\mu_n}^-|$ is bounded uniformly. Likewise $|y_{\mu_n}^+|$ is bounded uniformly. Thus $a(\mu_n) \to a(\mu)$ by Lebesgue’s dominated convergence theorem.

\[ \begin{array}{c}
\text{Figure 3: Proof of Proposition 3.4.} \\
\text{At } \mu' \text{ the winding number is } w_{\mu'} = N \text{ (the figure on the left shows the case } N = 1). \text{ At } \mu'' \text{ the winding number is } w_{\mu''} = N + 1 \text{ (the figure on the right shows the case } N + 1 = 2). \text{ The signed area of the corridor at } \mu' \text{ and } \mu'' \text{ are } a(\mu') < 0 \text{ and } a(\mu'') > 0. \text{ The intermediate value theorem implies that there exists a } \mu \in [\mu', \mu'') \text{ such that } a(\mu) = 0 \text{ at which we have a saddles connector with winding number } w_{\mu} = N. \end{array} \]

### 3.3 Using nullclines to verify assumption (e)

In general it is not too difficult to verify assumptions (a) - (d) in the previous section. Verifying assumption (e) requires some work. In this section we show how nullclines can be used to verify assumption (e).

Assume we have a finite cylinder $C = [x_-, x_+] \times S^1$ satisfying assumptions (a) - (d). The nullclines are defined as the set of points $\Gamma = \{(x, y) \in C \mid g_{\mu}(x, y) = 0\}$. The nullclines
Γ separate the cylinder via $C = \Gamma \cup N \cup P$ where $N$ and $P$ correspond to the points in $C$ where $\dot{y} < 0$ and $\dot{y} > 0$, respectively. Note that $N_\mu^\pm$ and $S_\mu^\pm$ are points in $\Gamma$.

Define the sets $A = \{(x, y) \in \Gamma \mid \frac{\partial y}{\partial x}(x, y) = 0\}$ and $B = \{(x, y) \in \Gamma \mid \frac{\partial y}{\partial y}(x, y) = 0\}$. The set $\Gamma \setminus (A \cap B)$ forms a smooth one-dimensional manifold [38, page 20]. For any point $(x, y) \in \Gamma \setminus B$, the implicit function theorem implies that we can locally graph $\Gamma$ as a smooth function of $x$. If in addition we have $(x, y) \in A$, then the slope of this graph vanishes at $(x, y)$.

Figure 4: The nullclines $\Gamma$ depicted in the fundamental domain $C^* = [x_-, x_+] \times [y_0, y_0 + 2\pi)$. In this picture we have $P \in A$ and $Q, R \in B$.

**Theorem 3.5.** Let $C$ be a finite cylinder satisfying assumptions (a) - (d) in the previous section. Suppose that for each $\mu \in I$, we have the following two conditions

1. $N_\mu^\pm, S_\mu^\pm \notin B$
2. the cardinality of $A \cup B$ is finite.

Then $C$ satisfies assumption (e).

*Proof.* We will prove that the $\omega$-limit set of any non-boundary orbit is precisely a one-point set containing an equilibrium point on $x = x_+$. The corresponding proof for the $\alpha$-limit set is analogous. We will work in the fundamental domain $C^*$ as the proof is easier to see geometrically in $C^*$.

By condition (1), we can locally graph $\Gamma$ around $N_\mu^+$ and $S_\mu^+$ as a smooth function of $x$. Call these graphs $f_N(x)$ and $f_S(x)$, respectively. Let $L$ denote the vertical line given by $x = x_+ - \varepsilon$ where $\varepsilon > 0$ is chosen small enough so that $L$ intersects $f_N$ and $f_S$ and such that $f_N(x) \neq f_S(x)$ for all $x \in [x_+ - \varepsilon, x_+]$. Let $R := \{(x, y) \in C \mid x_+ - \varepsilon < x < x_+\}$ denote the region between $L$ and $x = x_+$. Choosing $\varepsilon$ even smaller, we can assume that the minimum of $f_N(x)$ is strictly greater than the maximum of $f_S(x)$. Then $f_N$ and $f_S$ divide the region $R$ into two open sets given by $R \cap N$ and $R \cap P$. 
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To visualize $R \cap N$ and $R \cap P$, consider the fundamental domain $C_s$. The nullclines divide region $R$ within $C_s$ into three open sets I, II, and III where region I corresponds to points above $f_N$, region II corresponds to points between $f_N$ and $f_S$, and region III corresponds to points below $f_S$. Consider the slope field along the boundary $x = x_+$. Above $N_\mu^+$ we have $\dot{y} < 0$, between $N_\mu^+$ and $S_\mu^+$ we have $\dot{y} > 0$, and below $S_\mu^+$ we have $\dot{y} < 0$. Consequently, we have $\dot{y} < 0$ in regions I and III and $\dot{y} > 0$ in region II. Therefore, within the fundamental domain $C_s$, we have $I \cup III = R \cap N$ and $II = R \cap P$.

By condition (2), we can choose $\varepsilon > 0$ even smaller so that $A \cup B$ does not intersect $R$. Therefore $f'_N$ is either positive or negative for all $x \in (x_+ - \varepsilon, x_+)$. Likewise with $f'_S$. Therefore there are four cases to consider depending on the signs of $f'_N$ and $f'_S$. We will verify assumption (e) in all four cases. Fix a non-boundary orbit $\sigma(\tau) = (x(\tau), y(\tau))$ in $C$. Within the fundamental domain $C_s$, either $\sigma$ enters region I, or region II, or region III.

Suppose first that $f'_N$ is positive and $f'_S$ is negative. If $\sigma$ enters region II, then it cannot cross $f_N$ nor $f_S$ since the sign of their slopes forbid it. Therefore, if it enters region II, then it must terminate at $N_\mu^+$. If it enters region I, then either it terminates at $N_\mu^+$ or it crosses $f_N$ and enters region II in which case it terminates at $N_\mu^+$. If it enters region III, then either it terminates at $S_\mu^+$ or it winds around the cylinder entering region I in which case it terminates at $N_\mu^+$.

Now suppose that $f'_N$ is negative and $f'_S$ is positive. If $\sigma$ enters region I, then it must terminate at $N_\mu^+$ since it cannot cross $f_N$. Likewise, if it enters region III, then it winds around the cylinder and terminates at $N_\mu^+$. Suppose it enters region II. If it crosses $f_N$, then it enters region I and hence terminates at $N_\mu^+$. If it crosses $f_S$, then it enters region III and hence winds around the cylinder and terminates at $N_\mu^+$. If it crosses neither $f_N$ nor $f_S$, then it remains in region II and so either terminates at $N_\mu^+$ or $S_\mu^+$.

Now suppose that $f'_N$ and $f'_S$ are both negative. If $\sigma$ enters region I, then it must terminate at $N_\mu^+$. If it enters region III, then it either terminates at $S_\mu^+$ or winds around the cylinder and terminate at $N_\mu^+$. If it enters region II, then it can cross $f_N$ but not $f_S$. If it crosses $f_N$, then it enters region I and terminates at $N_\mu^+$. If it does not cross $f_N$, then it remains in region II and terminates at $N_\mu^+$.

Lastly, suppose that $f'_N$ and $f'_S$ are both positive. If $\sigma$ enters region I, then it either terminates at $N_\mu^+$ or crosses $f_N$ in which case it enters region II. If it enters region II, then it either terminates at $N_\mu^+$ or $S_\mu^+$ or crosses $f_S$ and enters region III. If it enters region III, then it winds around the cylinder and enters region I. Hence it suffices to show that when it enters region II, it cannot cross $f_S$. Indeed recall that we chose $L$ so close to $x = x_+$ such that the minimum of $f_N$ is strictly greater than the maximum of $f_S$. This implies that once it enters region II, it cannot cross $f_S$.

3.4 The $\Theta$ system

In this section we establish existence of saddles connectors for the $\Theta$ system \((2.27)\).

Let $a > 0$, $E \in [0, 1]$, and $\kappa \in \mathbb{Z} + \frac{1}{2}$ be constants. Let $\lambda \in \mathbb{R}$ be a parameter. The system we are interested in is

$$
\begin{align*}
\dot{\theta} &= f(\theta) = \sin \theta \\
\dot{\Theta} &= g_\lambda(\theta, \Theta) = -2a \sin \theta \cos \theta \cos \Theta + 2aE \sin^2 \theta \sin \Theta - 2\kappa \sin \Theta + 2\lambda \sin \theta.
\end{align*}
$$
The finite cylinder for this system is \( C = [0, \pi] \times S^1 \). The universal cover is \( \tilde{C} = [0, \pi] \times \mathbb{R} \). The Jacobian for the system evaluated at \( \theta = 0 \) or \( \pi \) is given by
\[
\begin{pmatrix}
\pm 1 & 0 \\
-2a \cos \Theta \pm 2\lambda & -2\kappa \cos \Theta
\end{pmatrix}.
\]
Since \( \kappa \neq 0 \), we can use the Hartman-Grobman Theorem to characterize the equilibrium points.

For \( \kappa > 0 \), we take the fundamental domain to be \( C_* = [0, \pi] \times [-\pi, \pi) \). The four equilibrium points occur at \( S^- = (0, 0) \), \( N^- = (0, -\pi) \), \( S^+ = (\pi, -\pi) \), \( N^+ = (\pi, 0) \).

For \( \kappa < 0 \), we take the fundamental domain to be \( C_* = [0, \pi] \times [0, 2\pi) \) and the four equilibrium points occur at \( S^- = (0, \pi) \), \( N^- = (0, 0) \), \( S^+ = (\pi, 0) \), \( N^+ = (\pi, \pi) \).

**Remarks.** The equilibrium points don’t depend on \( \lambda \) which is why we write \( S^- \) instead of \( S^-_* \), etc. Also, the roles of \( S \) and \( N \) switch depending on the sign of \( \kappa \). The fundamental domains where chosen in each case so that the ordering of the equilibrium point agrees with assumption (c) from the previous section.

The linearization at \( S^- \) for \( \kappa > 0 \) and \( \kappa < 0 \) is, respectively,
\[
\begin{pmatrix}
1 & 0 \\
-2a + 2\lambda & -2\kappa
\end{pmatrix} \quad \text{and} \quad \begin{pmatrix}
1 & 0 \\
2a + 2\lambda & 2\kappa
\end{pmatrix}.
\]
Therefore the tangent of the unstable manifold \( \tilde{W}^-_* \) at \( S^- \) lies in the span of the eigenvector \( (1, b)^T \) with eigenvalue \( 1 \) where \( b = (\lambda - a)/(1/2 + \kappa) \) for \( \kappa > 0 \) and \( b = (\lambda + a)/(1/2 - \kappa) \) for \( \kappa < 0 \).

The linearization at \( S^+ \) for \( \kappa > 0 \) and \( \kappa < 0 \) is, respectively,
\[
\begin{pmatrix}
-1 & 0 \\
2a - 2\lambda & 2\kappa
\end{pmatrix} \quad \text{and} \quad \begin{pmatrix}
-1 & 0 \\
-2a - 2\lambda & -2\kappa
\end{pmatrix}.
\]
Therefore the tangent of the stable manifold \( \tilde{W}^+_* \) at \( S^+ \) lies in the span of the eigenvector \( (1, b)^T \) with eigenvalue \( -1 \) where \( b = (\lambda - a)/(1/2 + \kappa) \) for \( \kappa > 0 \) and \( b = (\lambda + a)/(1/2 - \kappa) \).

**Remark.** The slope of the unstable manifold at \( S^- \) equals the slope of the stable manifold at \( S^+ \).

It is easy to verify that this system satisfies assumptions (a), (b), (c), and (d) from Section 3.1. Note that this system is special since the equilibria are independent of the parameter \( \lambda \). Assumption (d) is satisfied with parameter \( \mu = -\lambda \). We will denote the winding number of the system by \( w_* \) instead of \( w_{-\lambda} \). We verify assumption (e) in the next section; it follows from an analysis of the nullclines.
3.5 Analysis of nullclines for the $\Theta$ system

Recall that the nullclines are defined as the set of points $\Gamma = \{ (\theta, \Theta) \in \mathbb{C} \mid g_\lambda(\xi, \Omega) = 0 \}$ and separate the fundamental domain via $\mathcal{C} = \Gamma \cup \mathcal{N} \cup \mathcal{P}$ where $\mathcal{N}$ and $\mathcal{P}$ correspond to the points in $\mathcal{C}$ where $\dot{\Theta} < 0$ and $\dot{\Theta} > 0$, respectively. Define the sets $\mathcal{A} = \{ (\theta, \Theta) \in \Gamma \mid \frac{\partial g_\lambda}{\partial \theta}(\theta, \Theta) = 0 \}$ and $\mathcal{B} = \{ (\theta, \Theta) \in \Gamma \mid \frac{\partial g_\lambda}{\partial \Theta}(\theta, \Theta) = 0 \}$. Recall that the set $\Gamma \setminus (\mathcal{A} \cap \mathcal{B})$ forms a smooth one-dimensional manifold. If we imagine the nullclines as a graph over time $\lambda$, then, by the implicit function theorem, $\mathcal{A} \setminus \mathcal{B}$ corresponds to points where the slope of this graph is zero, while $\mathcal{B} \setminus \mathcal{A}$ corresponds to points where the slope of this graph is infinite. A quick computation establishes the following proposition.

**Proposition 3.6.** $N^\pm, S^\pm \notin \mathcal{B}$.

Verification of assumption (e) for the $\Theta$ system follows from applying Proposition 3.6 and the following lemma to Theorem 3.5.

**Lemma 3.7.** The cardinality of $\mathcal{A} \cup \mathcal{B}$ is $\leq 64$.

**Proof.** We first look at the cardinality of $\mathcal{B}$. Note that a point $(\theta, \Theta)$ belongs to $\mathcal{B}$ so long as $g_\lambda = \frac{\partial g_\lambda}{\partial \theta} = 0$ at $(\theta, \Theta)$. We have

\[
g_\lambda(\theta, \Theta) = -2a \sin \theta \cos \theta \cos \Theta + 2aE \sin^2 \theta \sin \Theta - 2\kappa \sin \Theta + 2\lambda \sin \theta
\]

\[
\frac{\partial g_\lambda}{\partial \Theta}(\theta, \Theta) = 2a \sin \theta \cos \theta \sin \Theta + 2aE \sin^2 \theta \cos \Theta + 2\kappa \cos \Theta
\]

Introduce the variable $T = \tan \frac{\Theta}{2}$ so that $\cos \Theta = \frac{1-T^2}{1+T^2}$ and $\sin \Theta = \frac{2T}{1+T^2}$. Then

\[
g_\lambda = \frac{2p}{1+T^2} \quad \text{and} \quad \frac{\partial g_E}{\partial \xi} = \frac{2q}{1+T^2}
\]

where

\[
p(T, \theta) = \alpha(\theta)T^2 + b(\theta)T + c(\theta)
\]

\[
q(T, \theta) = d(\theta)T^2 + e(\theta)T + f(\theta)
\]

where

\[
\alpha(\theta) = a \sin \theta \cos \theta + \lambda \sin \theta \quad \text{and} \quad d(\theta) = -aE \sin^2 \theta - \kappa
\]

\[
b(\theta) = 2aE \sin^2 \theta - 2\kappa \quad \text{and} \quad e(\theta) = 2a \sin \theta \cos \theta
\]

\[
c(\theta) = -a \sin \theta \cos \theta + \lambda \sin \theta \quad \text{and} \quad f(\theta) = aE \sin^2 \theta + \kappa
\]

(We use the Greek letter $\alpha$ instead of $a$ in our notation since since we are already using $a$ to denote the ring radius in zGKN). Note that a point $(\theta, \Theta)$ belongs to $\mathcal{B}$ so long as $p = q = 0$ at $(\theta, \Theta)$. Make the substitution $t = \tan \frac{\theta}{2}$ so that $\cos \theta = \frac{1-t^2}{1+t^2}$ and $\sin \theta = \frac{2t}{1+t^2}$. Then

\[
A := \alpha(1+t^2)^2 = 2at(1-t^2) + 2\lambda t(1+t^2) \quad \text{and} \quad D := d(1+t^2) = -4aE t^2 - \kappa(1+t^2)^2
\]

\[
B := b(1+t^2)^2 = 8aE t^2 - 2\kappa(1+t^2)^2 \quad \text{and} \quad E := e(1+t^2)^2 = 4at(1-t^2)
\]

\[
C := c(1+t^2)^2 = -2at(1-t^2) + 2\lambda t(1+t^2) \quad \text{and} \quad F := f(1+t^2)^2 = 4aE t^2 - \kappa(1+t^2)^2.
\]
Define

\[ P := p(1 + t^2)^2 = AT^2 + BT + C \]
\[ Q := q(1 + t^2)^2 = DT^2 + ET + F. \]

Note that \( p = q = 0 \) if and only if \( P = Q = 0 \). This holds if and only if the resultant of \( P \) and \( Q \) equals zero where the resultant is given by

\[ \text{res}_T(P, Q) = \det \begin{pmatrix} A & B & C & 0 \\ 0 & A & B & C \\ D & E & F & 0 \\ 0 & D & E & F \end{pmatrix}. \]

Note that \( \text{res}_T(P, Q) \) is a polynomial in \( t \) with degree at most 16. Since \( P \) and \( Q \) are polynomials in \( T \) with degree 2, it follows that the cardinality of \( B \) is \( \leq 32 \).

An analogous argument for \( A \) shows that its cardinality is \( \leq 32 \) as well. Hence the cardinality of \( A \cup B \) is \( \leq 64 \). \( \square \)

### 3.6 Obtaining saddles connectors for the \( \Theta \) system

In the next couple sections we prove existence of saddles connectors. Uniqueness (with respect to \( \lambda \)) follows from the following proposition.

**Proposition 3.8.** Fix an integer \( N \geq 0 \). Suppose \( \tilde{W}_\lambda^- \) and \( \tilde{W}_{\lambda'}^- \) are saddles connectors with winding numbers \( w_\lambda = w_{\lambda'} = N \). Then \( \lambda = \lambda' \).

**Proof.** We prove it for \( \kappa > 0 \). The proof is analogous for \( \kappa < 0 \). Seeking a contradiction, suppose \( \lambda < \lambda' \). Let \( \Theta_\lambda \) and \( \Theta_{\lambda'} \) denote the corresponding \( \Theta \)-components of the saddles connectors. Since \( -\lambda' < -\lambda \), Lemma 3.3 implies that \( \Theta_{\lambda'}(\tau) \geq \Theta_{\lambda}(\tau) \) for all \( \tau \in \mathbb{R} \). Therefore \( \tilde{W}_{\lambda'}^- \) lies above \( \tilde{W}_\lambda^- \). However, from the linearization taken at the right endpoint \( S_N^+ := (\pi, -\pi - 2\pi N) \), we find

\[
\left. \frac{d\Theta_{\lambda'}}{d\theta} \right|_{S_N^+} = \frac{\lambda' - a}{\frac{1}{2} + \kappa} > \frac{\lambda - a}{\frac{1}{2} + \kappa} = \left. \frac{d\Theta_{\lambda}}{d\theta} \right|_{S_N^+}.
\]

Therefore there exists a point sufficiently close to \( S_N^+ \) such that \( \tilde{W}_{\lambda'}^- \) lies below \( \tilde{W}_{\lambda}^- \) at this point which is a contradiction. \( \square \)

In the next two sections we establish existence of saddles connectors. The first section proves existence of saddles connectors with nonnegative winding number; the second section proves existence of saddles connectors with negative winding number.
3.6.1 Obtaining saddles connectors with nonnegative winding number for the \(\Theta\) system

We will use barrier arguments along with Proposition 3.4 to find saddles connectors with nonnegative winding number for the \(\Theta\) system.

We note the following solutions when \(E = 1\).

**Proposition 3.9.** Set \(E = 1\).

- Suppose \(\kappa > 0\). If \(\lambda = -\frac{1}{2} - \kappa + a\), then \(\Theta(\tau) = -\theta(\tau)\) is an orbit.
- Suppose \(\kappa < 0\). If \(\lambda = -\frac{1}{2} + \kappa - a\), then \(\Theta(\tau) = -\theta(\tau) + \pi\) is an orbit.

**Proof.** Consider \(\kappa > 0\). We have \(\dot{\Theta} = \dot{\theta} = -\sin \theta\). Plugging \(E = 1\), \(\lambda = -\frac{1}{2} - \kappa + a\), and \(\Theta = -\theta\) into \(g_\lambda\), we find \(\dot{\Theta} = -\sin \theta\). The proof for \(\kappa < 0\) is analogous. \(\square\)

**Proposition 3.10.**

- Suppose \(\kappa > 0\). If \(\lambda > -\frac{1}{2} - \kappa + a\), then \(w_\lambda \leq 0\).
- Suppose \(\kappa < 0\). If \(\lambda > -\frac{1}{2} + \kappa - a\), then \(w_\lambda \leq 0\).

**Proof.** Consider \(\kappa > 0\). We will show that the line \(L = \{(\theta, \Theta) \mid \Theta = -\theta, \theta \in [0, \pi]\}\) is a barrier for \(\tilde{W}_\lambda^-\). Set \(\lambda_0 = -\frac{1}{2} - \kappa + a\). First note that \(\lambda > \lambda_0 > -1\) implies that the unstable manifold starts off above \(L\). Let \(g_{E,\lambda}\) denote \(\dot{\Theta}\) for the Omega system with arbitrary \(E \in [0, 1]\) and \(\lambda > \lambda_0\). We have

\[
g_{E,\lambda}(\theta, \Theta) = g_{1,\lambda_0}(\theta, \Theta) + 2a(E - 1) \sin^2 \theta \sin \Theta + 2(\lambda - \lambda_0) \sin \theta.
\]

Comparing \(g_{E,\lambda}\) with \(g_{1,\lambda_0}\) on \(L\) we find \(g_{E,\lambda}(\theta, -\theta) > g_{1,\lambda_0}(\theta, -\theta)\) for all \(\theta \in (0, \pi)\). By Proposition 3.9 \(\Theta = -\theta\) is a solution to the system for \(E = 1\) and \(\lambda = \lambda_0\) and hence the vector field of the flow is tangent to \(L\). Therefore, for \(E \leq 1\) and \(\lambda > \lambda_0\), the flow crosses \(L\) from below. Hence \(L\) is a barrier for \(\tilde{W}_\lambda^-\).

For \(\kappa < 0\) take \(L\) to be the line \(\Theta = -\theta + \pi\) and mimic the above proof. \(\square\)

**Proposition 3.11.** Let \(N \geq 0\) be an integer.

- Suppose \(\kappa > 0\). If \(\lambda < -(2N + 1)(\frac{1}{2} + \kappa) - 2a\), then \(w_\lambda \geq N + 1\).
- Suppose \(\kappa < 0\). If \(\lambda < -(2N + 1)(\frac{1}{2} - \kappa) - 2a\), then \(w_\lambda \geq N + 1\).

**Proof.** Consider \(\kappa > 0\). Set \(m = 2N + 1\). Fix \(\lambda < -m(\frac{1}{2} + \kappa) - 2a\). Consider the line \(L = \{(\theta, \Theta) \mid \Theta = -m\theta\}\) which connects \(S^-\) to the \(n\)th copy of \(S^+\) in the universal cover \(\tilde{C}\). We want to show that \(L\) is a barrier for \(\tilde{W}_\lambda^-\). Since the tangent of the unstable manifold at \(S^-\) is \((1, (\lambda-a)/(\frac{1}{2} + \kappa))^T\), the assumption \(\lambda < -m(\frac{1}{2} + \kappa) - 2a\) implies \((\lambda-a)/(\frac{1}{2} + \kappa) < -m\). Therefore the unstable manifold starts off below \(L\).
Calculating the slope field along \( L \), we find
\[
\frac{g_\lambda(\theta,-m\theta)}{\sin \theta} = -2a \cos \theta \cos m\theta - 2a E \sin \theta \sin m\theta + 2\kappa \frac{\sin m\theta}{\sin \theta} + 2\lambda \\
\leq 2a + 2a + 2\kappa \frac{\sin m\theta}{\sin \theta} + 2\lambda \\
\leq 4a + 2\kappa m + 2\lambda \\
< -m.
\]

Therefore \( \tilde{W}_\lambda^- \) cannot cross \( L \). Hence we have shown \( w_\lambda \geq N \). It suffices to show \( w_\lambda \neq N \).

Seeking a contradiction, suppose \( w_\lambda = N \). Then \( \tilde{W}_\lambda^- \) is a saddles connector with winding number \( N \). Fix \( \lambda' \) such that \( \lambda < \lambda' < -m(\frac{1}{2} + \kappa) - 2a \). Then \( \tilde{W}_{\lambda'}^- \) lies below \( L \). Since \( g_{\lambda'} = g_\lambda + 2(\lambda' - \lambda) \sin \theta > g_\lambda \), we have \( \tilde{W}_{\lambda'}^- \) lies above \( \tilde{W}_\lambda^- \). But since saddles connectors are unique (Proposition 3.8), the \( \omega \)-limit point of \( \tilde{W}_{\lambda'}^- \) is strictly greater than the \( \omega \)-limit point of \( \tilde{W}_\lambda^- \). But this implies \( \tilde{W}_{\lambda'}^- \) crosses \( L \) which is a contradiction.

For \( \kappa < 0 \) take \( L \) to be the line \( \Theta = -m\theta + \pi \) and mimic the above proof. \( \square \)

Figure 5: The figure on the left represents the barrier for Proposition 3.10 while the figure on the right represents the barrier for Proposition 3.11. Both figures are for \( \kappa > 0 \).

**Theorem 3.12.** For any integer \( N \geq 0 \), there is a unique \( \lambda_N \) such that \( \tilde{W}_{\lambda_N}^- \) is a saddles connector with winding number \( w_{\lambda_N} = N \). Moreover \( \lambda_N \geq \lambda_{N+1} \) and

- If \( \kappa > 0 \), then \( \frac{1}{2} + \kappa - a \leq -\lambda_N \leq (2N + 1)\left(\frac{1}{2} + \kappa\right) + 2a \).
Since the slope of the unstable manifold \( \tilde{\omega} \) shows
\[ \lambda - \frac{1}{2} \]
then
\[ \lambda - \frac{1}{2} - \kappa + a \leq -\lambda_N \leq (2N + 1) \left( \frac{1}{2} - \kappa \right) + 2a. \]

**Proof.** Consider \( \kappa > 0 \). Set \(-\lambda' = \frac{1}{2} + \kappa - a \) and \(-\lambda'' = (2N + 1) \left( \frac{1}{2} + \kappa \right) + 2a \). Then

Propositions 3.10, 3.11, and 3.4 imply that for every \( \varepsilon > 0 \), there is an \(-\lambda_N \in [-\lambda' - \varepsilon, -\lambda'' + \varepsilon] \) such that \( \tilde{W}_{\lambda_N}^- \) is a saddles connector with winding number \( N \). Taking \( \varepsilon \to 0 \), it follows that \(-\lambda_N \in [-\lambda', -\lambda''] \). Uniqueness follows from Proposition 3.8.

Now we prove the monotonicity condition. Seeking a contradiction, suppose \( \lambda_1 > \lambda_0 \). Then \(-\lambda_1 < -\lambda_0 \). Therefore Lemma 3.3 implies that \( \Theta_{\lambda_1}(\tau) \geq \Theta_{\lambda_0}(\tau) \) for all \( \tau \in \mathbb{R} \). But this contradicts the fact that \( \Theta_{\lambda_1}(\tau) \to -3\pi \) and \( \Theta_{\lambda_0}(\tau) \to -\pi \) as \( t \to \infty \). The same argument shows \( \lambda_N \geq \lambda_{N+1} \) for each \( N \geq 0 \).

The proof for \( \kappa < 0 \) is analogous. \( \square \)

### 3.6.2 Obtaining saddles connectors with negative winding for the \( \Theta \) system

**Proposition 3.13.**

- Suppose \( \kappa > 0 \). If \( \lambda < \frac{1}{2} + \kappa - a \), then \( w_\lambda \geq 0 \).
- Suppose \( \kappa < 0 \). If \( \lambda < \frac{1}{2} - \kappa - a \), then \( w_\lambda \geq 0 \).

**Proof.** Consider \( \kappa > 0 \). We will show that the line \( L = \{(\theta, \Theta) \mid \Theta = \theta, \theta \in [0, \pi]\} \) is a barrier for \( \tilde{W}_\lambda^- \). Calculating the slope field along \( L \), we find

\[
\frac{g_\lambda(\theta, \theta)}{\sin \theta} = -2a \cos^2 \theta + 2aE \sin^2 \theta - 2\kappa + 2\lambda \\
\leq 0 + 2a - 2\kappa + 2\lambda \\
< 1.
\]

Since the slope of the unstable manifold \( \tilde{W}_\lambda^- \) at \( S^- \) is given by \( (\lambda - a)/(\frac{1}{2} + \kappa) < 1 \), we see that \( L \) is a barrier for \( \tilde{W}_\lambda^- \). It follows that \( w_\lambda \geq -1 \). It suffices to show that \( w_\lambda \neq -1 \). Seeking a contradiction, suppose \( w_\lambda = -1 \). Then \( \tilde{W}_\lambda^- \) is a saddles connector with winding number \(-1 \). Fix \( \lambda' \) such that \( \lambda < \lambda' < \frac{1}{2} + \kappa - a \). Then \( \tilde{W}_{\lambda'}^- \) lies below \( L \). Since \( g_{\lambda'} = g_\lambda + 2(\lambda' - \lambda) \sin \theta > g_\lambda \), we have \( \tilde{W}_{\lambda'}^- \) lies above \( \tilde{W}_\lambda^- \). But since saddles connectors are unique (Proposition 3.8), the \( \omega \)-limit point of \( \tilde{W}_{\lambda'}^- \) is strictly greater than the \( \omega \)-limit point of \( \tilde{W}_\lambda^- \). But this implies \( \tilde{W}_{\lambda'}^- \) crosses \( L \) which is a contradiction.

For the case \( \kappa < 0 \), one repeats the same argument above but takes \( L \) to be given by the line \( \Theta = \theta + \pi \). \( \square \)

**Proposition 3.14.** Let \( N \leq -1 \) be an integer.

- Suppose \( \kappa > 0 \). If \( \lambda > -(2N + 1)(\frac{1}{2} + \kappa) + 2a \), then \( w_\lambda \leq N \).
- Suppose \( \kappa < 0 \). If \( \lambda > -(2N + 1)(\frac{1}{2} - \kappa) + 2a \), then \( w_\lambda \leq N \).
Proof. Consider \( \kappa > 0 \). Set \( m = -2N - 1 \). Consider the line 
\( L = \{ (\theta, \Theta) \mid \Theta = m\theta \} \) which connects \( S^- \) to the \( N \)th copy of \( S^+ \) in the universal cover \( \tilde{C} \). We want to show that \( L \) is a barrier for \( \tilde{W}_\lambda^- \). Since the tangent of the unstable manifold at \( S^- \) is 
\( (1, (\lambda - a)/(1/2 + \kappa))^T \), the assumption \( \lambda > m(1/2 + \kappa) + 2a \) implies \((\lambda - a)/(1/2 + \kappa) > m\).

Therefore the unstable manifold starts off above \( L \).

Calculating the slope field along \( L \), we find 
\[
\frac{g_\lambda(\theta, m\theta)}{\sin \theta} = -2a \cos \theta \cos m\theta - 2a E \sin \theta \sin m\theta + 2\kappa \frac{\sin m\theta}{\sin \theta} + 2\lambda
\geq -2a - 2a + 2\kappa \frac{\sin m\theta}{\sin \theta} + 2\lambda
\geq -4a - 2\kappa m + 2\lambda
> m.
\]

Therefore \( \tilde{W}_\lambda^- \) cannot cross \( L \). Hence we have shown \( w_\lambda \leq N \).

For \( \kappa < 0 \) take \( L \) to be the line \( \Theta = m\theta + \pi \) and mimic the above proof.

**Theorem 3.15.** For any integer \( N \leq -1 \), there is a unique \( \lambda_N \) such that \( \tilde{W}_{\lambda_N}^- \) is a saddles connector with winding number \( N \). Moreover \( \lambda_N \geq \lambda_{N+1} \) and

- If \( \kappa > 0 \), then \((2N + 1)(1/2 + \kappa) - 2a \leq -\lambda_n \leq -1/2 - \kappa + a.\)
- If \( \kappa < 0 \), then \((2N + 1)(1/2 - \kappa) - 2a \leq -\lambda_n \leq -1/2 + \kappa + a.\)

**Proof.** The proof is similar to the proof of Theorem 3.12 but uses Propositions 3.13 and 3.14 in place of Propositions 3.10 and 3.11 respectively.

### 3.7 The \( \Omega \) system

In this section we establish existence of saddles connectors for the \( \Omega \) system \( \{ 2.29 \} \).

Set \( a_{\text{max}} = 1 - \frac{1}{\sqrt{2}} \) and \( \gamma_{\text{min}} = -\frac{1}{2} \). Fix

\[
E \in (0, 1), \quad a \in (0, a_{\text{max}}), \quad \gamma \in (\gamma_{\text{min}}, 0), \quad \kappa \in \mathbb{Z} + \frac{1}{2},
\]

and

\[
\lambda \leq \begin{cases} 
-\frac{1}{2} - \kappa + a & \text{if } \kappa > 0 \\
-\frac{1}{2} + \kappa - a & \text{if } \kappa < 0
\end{cases}
\quad \text{or} \quad
\lambda \geq \begin{cases} 
\frac{1}{2} + \kappa - a & \text{if } \kappa > 0 \\
\frac{1}{2} - \kappa - a & \text{if } \kappa < 0
\end{cases}
\]

**Remark.** The negative values of \( \lambda \) will correspond to winding numbers \( N \geq 0 \) for the \( \Theta \)-system, while the positive values of \( \lambda \) will correspond to winding numbers \( N \leq -1 \) for the \( \Theta \)-system. These values for \( \lambda \) are determined by Theorems 3.12 and 3.15.

The system we are interested in is

\[
\begin{cases}
\dot{\xi} = f(\xi) = \cos^2 \xi \\
\dot{\Omega} = g_E(\xi, \Omega) = 2a \sin \xi \cos \Omega + 2\lambda \cos \xi \sin \Omega + 2\gamma \sin \xi \cos \xi + 2\kappa \cos^2 \xi - 2a E
\end{cases}
\]
The finite cylinder for this system is \( C = [-\pi/2, \pi/2] \times S^1 \). The universal cover is \( \tilde{C} = [-\pi/2, \pi/2] \times \mathbb{R} \). The Jacobian at \( \xi = -\pi/2 \) and \( \xi = \pi/2 \) is given by

\[
\begin{pmatrix}
0 & 0 \\
\pm 2\lambda \sin \Omega - 2\gamma & \pm 2a \sin \Omega
\end{pmatrix}
\]

where ‘+’ corresponds to \( \xi = -\pi/2 \) and ‘-’ corresponds to \( \xi = \pi/2 \). Note that the Jacobian does not depend on \( \kappa \) and so the quality of the equilibrium points does not change with \( \kappa \); this is unlike what happens in the \( \Theta \)-system.

The four equilibrium points occur at \( S^\pm_E = (\pm \pi/2, s^\pm_E) \) and \( N^\pm_E = (\pm \pi/2, s^\pm_E) \)

\[
s^-_E = -\pi + \cos^{-1} E, \quad n^-_E = -\pi - \cos^{-1} E, \quad s^+_E = -\cos^{-1} E, \quad n^+_E = \cos^{-1} E.
\]

We choose the principal branch \( 0 \leq \cos^{-1} x \leq \pi \) for \( \cos^{-1} \). Since \( E \in (0, 1) \), we have \( 0 < \cos^{-1} E < \pi/2 \). We choose our fundamental domain of the universal cover \( \tilde{C} \) to be \( \mathcal{C}_* = [-\pi/2, \pi/2] \times [-3\pi/2, \pi/2] \). Note that the equilibrium points depend on the parameter \( E \); this is unlike what happens in the \( \Theta \)-system.

Assumptions (a), (b), and (c) from section 3.1 are easy to verify. Note that assumption (d) is satisfied with parameter \( \mu = E \). Now we verify assumption (d). We have \( f'(-\pi/2) = f'(-\pi/2) = 0 \) and so the equilibrium points are non hyperbolic. For example the linearization at \( S^-_E \)

\[
\begin{pmatrix}
0 & 0 \\
-2(\gamma + \lambda \sqrt{1 - E^2}) & -2a \sqrt{1 - E^2}
\end{pmatrix}
\]

The eigenvalues are 0 and \( -2a \sqrt{1 - E^2} \). The eigenvector for 0 is

\[
\begin{pmatrix} 1 \\ -\gamma - \lambda \sqrt{1 - E^2} \end{pmatrix}.
\]

The equilibrium points \( S^+_E \) and \( N^+_E \) correspond to saddle-nodes. Their local behavior is determined by Theorem 2.19(iii) in [18]. Their phase portraits are depicted in Figure 2.13(c) in [18]. The uniqueness of the unstable manifolds emanating from \( S^+_E \) follows from this theorem. For example the unstable manifold emanating from \( S^-_E \) will have the eigenvector corresponding to eigenvalue 0 lie in its tangent space at \( S^-_E \). This completes the verification of assumption (d).

Remark. Note that Theorem 2.19(iii) in [18] only applies when \( E < 1 \). When \( E = 1 \) the linearization at the equilibrium point changes. This will be important in the next section when we establish the existence of saddle-connectors.

We verify assumption (e) in the next section; it follows from an analysis of the nullclines.

### 3.8 Analysis of nullclines for the \( \Omega \) system

Recall that the nullclines are defined as the set of points \( \Gamma = \{ (\xi, \Omega) \in \mathcal{C} \mid g_E(\xi, \Omega) = 0 \} \) and separate the fundamental domain via \( \mathcal{C} = \Gamma \cup \mathcal{N} \cup \mathcal{P} \) where \( \mathcal{N} \) and \( \mathcal{P} \) correspond to
the points in $\mathcal{C}$ where $\dot{\Omega} < 0$ and $\dot{\Omega} > 0$, respectively. Define the sets $\mathcal{A} = \{(\xi, \Omega) \in \Gamma \mid \frac{\partial g}{\partial \xi}(\xi, \Omega) = 0\}$ and $\mathcal{B} = \{(\xi, \Omega) \in \Gamma \mid \frac{\partial g}{\partial \Omega}(\xi, \Omega) = 0\}$. Recall that the set $\Gamma \setminus (\mathcal{A} \cap \mathcal{B})$ forms a smooth one-dimensional manifold. If we imagine the nullclines as a graph over $\xi$, then, by the implicit function theorem, $\mathcal{A} \setminus \mathcal{B}$ corresponds to points where the slope of this graph is zero, while $\mathcal{B} \setminus \mathcal{A}$ corresponds to points where the slope of this graph is infinite.

Although $E$ takes values in $(0, 1)$ for our cylinder $\mathcal{C}$, we will examine the nullclines for $E = 1$ as well since it will be used to help prove the existence of saddles connectors. A quick computation establishes the following proposition.

**Proposition 3.16.**

- If $E \in (0, 1)$, then $N^{\pm}_{E}, S^{\pm}_{E} \notin \mathcal{B}$.
- If $E = 1$, then $N^{\pm}_{E} = S^{\pm}_{E} \in \mathcal{B} \setminus \mathcal{A}$.

Verification of assumption (e) for the $\Omega$ system follows from applying the first bullet point of Proposition 3.16 and the following lemma to Theorem 3.5.

**Lemma 3.17.** The cardinality of $\mathcal{A} \cup \mathcal{B}$ is $\leq 64$ for all $E \in (0, 1]$.

**Proof.** We first look at the cardinality of $\mathcal{A}$. The proof for the set $\mathcal{B}$ is similar. Note that a point $(\xi, \Omega)$ belongs to $\mathcal{A}$ so long as $g_{E} = \frac{\partial g}{\partial \xi} = 0$ at $(\xi, \Omega)$. We have

$$g_{E}(\xi, \Omega) = 2a \sin \xi \cos \Omega + 2\lambda \cos \xi \sin \Omega + 2\gamma \sin \xi \cos \xi + 2\kappa \cos^{2} \xi - 2aE$$

$$\frac{\partial g_{E}}{\partial \xi}(\xi, \Omega) = 2a \cos \xi \cos \Omega - 2\lambda \sin \xi \sin \Omega + 2\gamma (\cos^{2} \xi - \sin^{2} \xi) - 4\kappa \sin \xi \cos \xi.$$

Introduce the variable $T = \tan \frac{\Omega}{2}$ so that $\cos \Omega = \frac{1 - T^2}{1 + T^2}$ and $\sin \Omega = \frac{2T}{1 + T^2}$. Then

$$g_{E} = \frac{2p}{1 + T^2} \quad \text{and} \quad \frac{\partial g_{E}}{\partial \xi} = \frac{2q}{1 + T^2}$$

where

$$p(T, \xi) = \alpha(\xi)T^2 + b(\xi)T + c(\xi)$$

$$q(T, \xi) = \alpha'(\xi)T^2 + b'(\xi)T + c'(\xi)$$

where

$$\alpha(\xi) = \gamma \sin \xi \cos \xi + \kappa \cos^{2} \xi - aE - a \sin \xi$$

$$b(\xi) = 2\lambda \cos \xi$$

$$c(\xi) = \gamma \sin \xi \cos \xi + \kappa \cos^{2} \xi - aE + a \sin \xi$$

and $\alpha'$, $b'$, and $c'$ are the derivatives with respect to $\xi$ (we use the Greek letter $\alpha$ instead of $a$ in our notation since since we are already using $a$ to denote the ring radius in $zGKN$).
Note that a point \((\xi, \Omega)\) belongs to \(\mathcal{A}\) so long as \(p = q = 0\) at \((\xi, \Omega)\). Make the substitution \(t = \tan \frac{\xi}{2}\) so that \(\cos \xi = \frac{1-t^2}{1+t^2}\) and \(\sin \xi = \frac{2t}{1+t^2}\). Then

\[
A := \alpha(1+t^2)^2 = 2\gamma t(1-t^2) + \kappa(1-t)^2 - aE(1+t)^2 - 2at(1+t^2)
\]

\[
B := b(1+t^2)^2 = 2\lambda(1-t^4)
\]

\[
C := c(1+t^2)^2 = 2\gamma t(1-t^2) + \kappa(1-t^2)^2 - aE(1+t^2)^2 + 2at(1+t^2)
\]

\[
A' := \alpha'(1+t^2)^2 = \gamma(1-6t^2+t^4) - 4\kappa t(1-t^2) - a(1-t^4)
\]

\[
B' := b'(1+t^2)^2 = -4\lambda t(1+t^2)
\]

\[
C' = c'(1+t^2)^2 = \gamma(1-6t^2+t^4) - 4\kappa t(1-t^2) + a(1-t^4).
\]

Define

\[
P := p(1+t^2)^2 = AT^2 + BT + C
\]

\[
Q := q(1+t^2)^2 = A'T^2 + B'T + C'.
\]

Note that \(p = q = 0\) if and only if \(P = Q = 0\). This holds if and only if the resultant of \(P\) and \(Q\) equals zero where the resultant is given by

\[
\text{res}_T(P, Q) = \det \begin{pmatrix} A & B & C & 0 \\ 0 & A & B & C \\ A' & B' & C' & 0 \\ 0 & A' & B' & C' \end{pmatrix}.
\]

Note that \(\text{res}_T(P, Q)\) is a polynomial in \(t\) with degree at most 16. Since \(P\) and \(Q\) are polynomials in \(T\) with degree 2, it follows that the cardinality of \(\mathcal{A}\) is \(\leq 32\).

An analogous argument shows that the cardinality of \(\mathcal{B}\) is \(\leq 32\). Hence the cardinality of \(\mathcal{A} \cup \mathcal{B}\) is \(\leq 64\). \(\square\)

The following proposition will be used when we establish the existence of saddles connectors in the next section.

**Proposition 3.18.** Let \(E = 1\). Then there is an \(\varepsilon > 0\) such that the region \(\pi \varepsilon > \xi < \pi \varepsilon\) in the fundamental domain \(\mathcal{C}_*\) is contained in \(\mathcal{N}\).

**Proof.** Let \(R\) denote the region \(\pi \varepsilon > \xi < \pi \varepsilon\) in the fundamental domain \(\mathcal{C}_*\). We first show that there is an \(\varepsilon > 0\) such that the nullclines \(\Gamma\) do not intersect \(R\).

By Lemma 3.17 we can choose \(\varepsilon > 0\) small enough so that \(\mathcal{A} \cup \mathcal{B}\) does not intersect the region \(R\). Therefore if the nullclines \(\Gamma\) did intersect \(R\), then they can be locally parameterized as smooth graphs over \(\xi\) with nonvanishing derivative. Let \(P\) denote the point \(P := N_1^+ = S_1^+\). Since \(P\) is the only equilibrium point on \(\xi = \frac{\pi}{2}\), it follows that any graph of \(\Gamma\) must terminate at \(P\). Since \(\Omega = 0\) at \(P\), it suffices to show that there is a \(\delta > 0\) such that the nullclines do not intersect the region \(R' := \{((\xi, \Omega) \in R \mid -\delta < \Omega < \delta\}\).

By the second bullet point of Proposition 3.16 we have \(P \notin \mathcal{A}\). Therefore we can locally graph the nullcline as a smooth graph over \(\Omega\). A calculation shows that the second
derivative of this graph at \( P \) is \(-\frac{a}{\gamma} > 0\); hence \( P \) is a local minimum of the graph. Therefore there is a \( \delta > 0 \) such that the graph does not intersect \( R' \).

Thus we have shown that the nullclines do not intersect \( R \). Since \( \dot{\Omega} < 0 \) for points on \( \xi = \frac{\pi}{2} \) away from \( P \) and the nullclines do intersect \( R \), it follows that \( \dot{\Omega} < 0 \) in \( R \), i.e. \( R \subset \mathcal{N} \).

\[ \xi = \frac{\pi}{2} - \varepsilon \quad \xi = \frac{\pi}{2} \]

Figure 6: The region \( R \) in Proposition 3.18. \( E \) increases from left to right until \( E = 1 \). The nullclines are sketched in each case; they vanish when \( E = 1 \). Hence \( R \subset \mathcal{N} \).

3.9 Obtaining saddles connectors for the \( \Omega \) system

We set out to establish existence and uniqueness (with respect to \( E \)) of saddles connectors for the \( \Omega \) system. Uniqueness follows from the following proposition.

**Proposition 3.19.** Fix an integer \( N \geq 0 \). Suppose \( \tilde{W}_E^- \) and \( \tilde{W}_{E'}^- \) are saddles connectors with winding numbers \( w_E = w_{E'} = N \). Then \( E = E' \).

**Proof.** Seeking a contradiction, suppose \( \tilde{W}_E^- \) and \( \tilde{W}_{E'}^- \) are saddles connectors with \( E < E' \). Then \( s_E^- < s_E^- \). Since \( g_{E'} = g_E - 2a(E' - E) < g_E \), it follows that \( \tilde{W}_E^- \) is a barrier for \( \tilde{W}_{E'}^- \). However, \( s_{E'}^+ > s_{E'}^+ \). Therefore \( \tilde{W}_{E'}^- \) must have crossed \( \tilde{W}_E^- \) which is a contradiction.

For the remainder of this section we break up the propositions/theorems into two cases: \( \lambda < 0 \) and \( \lambda > 0 \). Note that the cases \( \lambda < 0 \) and \( \lambda > 0 \) imply, respectively,

\[
\lambda \leq \begin{cases} 
-\frac{1}{2} - \kappa + a & \text{if } \kappa > 0 \\
-\frac{1}{2} + \kappa - a & \text{if } \kappa < 0
\end{cases} \quad \text{and} \quad \lambda \geq \begin{cases} 
\frac{1}{2} + \kappa - a & \text{if } \kappa > 0 \\
\frac{1}{2} - \kappa - a & \text{if } \kappa < 0
\end{cases}
\]

We will apply Proposition 3.4 to prove the existence of a saddles connector. The following two propositions involving barriers will be used. The values of \( a_{\max} \) and \( \gamma_{\min} \) were chosen so that the next two propositions hold; they are probably not optimal.
Proposition 3.20.

- If \( \lambda < 0 \), then \( \hat{\Omega} < 0 \) for all \( \xi \) on the horizontal line \( \Omega = \pi/2 \).
- If \( \lambda > 0 \), then \( \hat{\Omega} < 0 \) for all \( \xi \) on the horizontal line \( \Omega = -\pi/2 \).

Proof. We prove it for \( \lambda < 0 \). The case for \( \lambda > 0 \) follows the exact same proof. Whether or not \( \kappa \) is positive, we have

\[
\lambda \leq -\frac{1}{2} - |\kappa| + a.
\]

Evaluating \( \hat{\Omega} \) at \( \Omega = \pi/2 \) gives

\[
j(\xi) := \hat{\Omega}(\xi, \pi/2) = 2\lambda \cos \xi + 2\gamma \sin \xi \cos \xi + 2\kappa \cos^2 \xi - 2aE
\]

\[
\leq 2\left( -\frac{1}{2} - |\kappa| + a \right) \cos \xi + 2\gamma \sin \xi \cos \xi + 2\kappa \cos^2 \xi - 2aE.
\]

Thinking of \( h \) as a function of \( a, E, \gamma, \) and \( \kappa \), we have

\[
\frac{\partial h}{\partial E} = -2a < 0.
\]

Therefore

\[
h(\xi) \leq \cos \xi \left( -1 + 2|\kappa| \right) + 2\gamma \sin \xi + 2\kappa \cos \xi + 2a
\]

\[
=: \ell(\xi).
\]

Then \( \frac{\partial \ell}{\partial a} = 2 \cos \xi \geq 0 \) on \( [-\pi/2, \pi/2] \). Therefore

\[
\ell(\xi) \leq \cos \xi \left( 1 + 2|\kappa| \right) + 2\gamma \sin \xi + 2\kappa \cos \xi + 2a_{\max}
\]

Consider \( \kappa > 0 \). Then \( \frac{\partial \ell}{\partial \kappa} = \cos \xi (-2 + 2 \cos \xi) \leq 0 \) on \( [-\pi/2, \pi/2] \). Therefore, for \( \kappa > 0 \), we have

\[
\ell(\xi) \leq \cos \xi \left( -2 + 2\gamma \sin \xi + \cos \xi + 2a_{\max} \right)
\]

\[
=: m(\xi).
\]

We have \( \frac{\partial m}{\partial \gamma} = 2 \cos \xi \sin \xi \). First consider the interval \( [-\pi/2, 0] \). Then \( \frac{\partial m}{\partial \gamma} \leq 0 \) on \( [-\pi/2, 0] \). Therefore

\[
m(\xi) \leq \cos \xi \left( -2 + \sin \xi + \cos \xi + 2a_{\max} \right)
\]

\[
= \cos \xi \left( -2 + \sqrt{2} \sin(\pi/4 - x) + 2a_{\max} \right).
\]

Since \( a_{\max} = 1 - \frac{1}{\sqrt{2}} \), we have \( m(\xi) \leq 0 \) on \( [-\pi/2, 0] \). For the interval \( [0, \pi/2] \), we have \( \frac{\partial m}{\partial \gamma} \geq 0 \) and so \( m(\xi) \leq \cos \xi (-2 + \cos \xi + 2a_{\max}) \), and so the result follows on this interval as well.

Now consider \( \kappa < 0 \). Then \( \frac{\partial \ell}{\partial \kappa} = \cos \xi \left( 2 + 2 \cos \xi \right) \geq 0 \) on \( [-\pi/2, \pi/2] \). Therefore, for \( \kappa < 0 \), we have

\[
\ell(\xi) \leq \cos \xi \left( -2 + 2\gamma \sin \xi - \cos \xi + 2a_{\max} \right).
\]

An analogous argument for the \( \kappa > 0 \) case shows that \( \ell(\xi) \leq 0 \).

Remark. Proposition 3.20 shows that the winding for the \( \Omega \)-system satisfies \( w_E \geq 0 \) for all \( E \in (0, 1) \) if \( \lambda < 0 \), while \( w_E \geq 1 \) for all \( E \in (0, 1) \) if \( \lambda > 0 \).
Proposition 3.21.

- Let $\lambda < 0$. There exists an $E' \in (0, 1)$ such that for all $E \in (0, E')$, we have $w_E = 0$.
- Let $\lambda > 0$. There exists an $E' \in (0, 1)$ such that for all $E \in (0, E')$, we have $w_E = 1$.

Proof. By Proposition 3.20, we have $w_E \geq 0$ if $\lambda < 0$ and $w_E \geq 1$ if $\lambda > 0$. Therefore it suffices to show that $w_E \leq 0$ if $\lambda < 0$ and $w_E \leq 1$ if $\lambda < 0$ for all sufficiently small $E$.

We break up the proof into four cases:

(1) $\lambda < 0$ and $\kappa > 0$
(2) $\lambda < 0$ and $\kappa < 0$
(3) $\lambda > 0$ and $\kappa > 0$
(4) $\lambda > 0$ and $\kappa < 0$.

For cases (1) and (2), we want to construct a barrier for $\tilde{W}^-_E$ so that the $\omega$-limit point of $\tilde{W}^-_E$ lies above the point $S^+_E = (\frac{\pi}{2}, -\cos^{-1} E)$. For cases (3) and (4), we want to construct a barrier for $\tilde{W}^-_E$ so that the $\omega$-limit point of $\tilde{W}^-_E$ lies above the point $\left(\frac{\pi}{2}, -\cos^{-1} E - 2\pi\right)$.

For cases (1) and (2), we will use the barrier given by the line $\Omega = \xi - \frac{\pi}{2}$, while for cases (3) and (4), we will use the barrier given by the line $\Omega = \frac{\pi}{2} - \xi$. We prove the cases in this order: (2), (4), (1), and lastly (3).

Consider case (2): $\lambda < 0$ and $\kappa < 0$. We use the barrier given by the line $\Omega = \frac{\pi}{2} - \xi$. We want to find an $E'$ such that for all $E \in (0, E')$, the slope field along this line is $\leq 1$. Hence for all sufficiently small $E$, it suffices to show that $j_E(\xi) > 0$ for all $\xi$ where $j_E(\xi)$ is given by

$$j_E(\xi) := g_E \left( \xi - \frac{\pi}{2} \right) - \frac{1}{2} \cos^2 \xi$$

$$= 2a \sin \xi \sin \frac{\xi}{2} - 2 \lambda \cos \xi \cos \frac{\xi}{2} + 2 \gamma \sin \xi \cos \xi + (2\kappa - \frac{1}{2}) \cos^2 \xi - 2aE.$$ 

Thinking of $j_E$ as a function of $a, \lambda, \gamma, \kappa$, we have $\frac{\partial j_E}{\partial \lambda}(\xi) = -2 \cos \xi \cos \frac{\xi}{2} \leq 0$ on $[-\frac{\pi}{2}, \frac{\pi}{2}]$. Therefore $j_E$ is greater than the maximum value $\lambda$ can take. Since $\kappa < 0$, we have $\lambda \leq -\frac{1}{2} + \kappa - a$. Therefore

$$j_E(\xi) \geq 2a \sin \xi \sin \frac{\xi}{2} + (1 - 2\kappa + 2a) \cos \xi \cos \frac{\xi}{2} + 2 \gamma \sin \xi \cos \xi + (2\kappa - \frac{1}{2}) \cos^2 \xi - 2aE$$

$$=: h_E(\xi).$$ 

Since $\frac{\partial h_E}{\partial \kappa}(\xi) = -2 \cos \xi \cos \frac{\xi}{2} + 2 \cos^2 \xi \leq 0$ on $[-\frac{\pi}{2}, \frac{\pi}{2}]$, we have

$$j_E(\xi) \geq 2a \sin \xi \sin \frac{\xi}{2} + 2(1 + a) \cos \xi \cos \frac{\xi}{2} + 2 \gamma \sin \xi \cos \xi - \frac{3}{2} \cos^2 \xi - 2aE$$

$$=: \ell_E(\xi).$$ 
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We have $\frac{\partial \ell}{\partial a} = 2\sin \xi \sin \frac{\xi}{2} + \cos \xi \cos \frac{\xi}{2} - E$. It’s not hard to see that for all $E$ sufficiently small, we have $\frac{\partial \ell}{\partial a} \geq 0$. Therefore, for these $E$, we have

$$j_E(\xi) \geq 2 \cos \xi \cos \frac{\xi}{2} + 2\gamma \sin \xi \cos \xi - \frac{3}{2} \cos^2 \xi =: m(\xi).$$

Consider first the interval $[-\frac{\pi}{2}, 0]$. We have $\frac{\partial m}{\partial \gamma}(\xi) = 2 \sin \xi \cos \xi \leq 0$ on $[-\frac{\pi}{2}, 0]$. Therefore, on $[-\frac{\pi}{2}, 0]$, we have

$$j_E(\xi) \geq 2 \cos \xi \cos \frac{\xi}{2} - \frac{3}{2} \cos^2 \xi =: n(\xi).$$

We have $n(\xi) > 0$ on $(-\frac{\pi}{2}, 0]$ and $j_E(-\frac{\pi}{2}) = 2a(\sin \frac{\pi}{4} - E) > 0$ for all $E$ sufficiently negative. This proves the proposition for case (2) for the interval $[-\frac{\pi}{2}, 0]$.

Now consider the interval $[0, \frac{\pi}{2}]$. We have $\frac{\partial m}{\partial \gamma}(\xi) \geq 0$ on $[0, \frac{\pi}{2}]$. Since $\gamma_{\text{min}} = -\frac{1}{2}$, we have

$$j_E(\xi) \geq 2 \cos \xi \cos \frac{\xi}{2} - \sin \xi \cos \xi - \frac{3}{2} \cos^2 \xi =: \omega(\xi).$$

We have $\omega(\xi) > 0$ on $[0, \frac{\pi}{2})$ and $j_E(\frac{\pi}{2}) = 2a(\sin \frac{\pi}{4} - E) > 0$ for all $E$ sufficiently small. This proves case (2) for the interval $[0, \frac{\pi}{2}]$. Thus the proposition is proved for case (2).

We now consider case (4): $\lambda > 0$ and $\kappa < 0$. We use the barrier given by the line $\Omega = -\frac{\xi}{2} - \frac{\pi}{2}$. We want to find an $E'$ such that for all $E \in [0, E')$, the slope field along this line is $> -\frac{1}{2}$. Hence for all sufficiently small $E$, it suffices to show that $j_E(\xi) > 0$ for all $\xi$ where $j_E(\xi)$ is given by

$$j_E(\xi) := g_E \left( \xi, -\frac{\xi}{2} - \frac{3\pi}{2} \right) + \frac{1}{2} \cos^2 \xi$$

$$= 2a \sin \xi \sin \frac{\xi}{2} + 2\lambda \cos \xi \cos \frac{\xi}{2} + 2\gamma \sin \xi \cos \xi + (2\kappa + \frac{1}{2}) \cos^2 \xi - 2aE.$$

Since $\kappa < 0$, we have $\lambda \geq \frac{1}{2} - \kappa - a$. Therefore

$$j_E(\xi) \geq 2a \sin \xi \sin \frac{\xi}{2} + (1 - 2\kappa - 2a) \cos \xi \cos \frac{\xi}{2} + 2\gamma \sin \xi \cos \xi + (2\kappa + \frac{1}{2}) \cos^2 \xi - 2aE$$

$$=: h_E(\xi).$$

Since $\frac{\partial h_E}{\partial \kappa}(\xi) = -2 \cos \xi \cos \frac{\xi}{2} + 2 \cos^2 \xi \leq 0$ on $[-\frac{\pi}{2}, \frac{\pi}{2}]$, we have

$$j_E(\xi) \geq 2a \sin \xi \sin \frac{\xi}{2} + 2(1 - a) \cos \xi \cos \frac{\xi}{2} + 2\gamma \sin \xi \cos \xi - \frac{1}{2} \cos^2 \xi - 2aE$$

$$=: \ell_E(\xi).$$
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We have $\frac{\partial j_E}{\partial a}(\xi) = 2\sin\xi\sin\frac{\xi}{2} - 2\cos\xi\cos\frac{\xi}{2} - 2E \leq 0$ on $[-\frac{\pi}{3}, \frac{\pi}{3}]$ for all $E$. Therefore, on $[-\frac{\pi}{3}, \frac{\pi}{3}]$, we have $j_E(\xi) \geq h_E(\xi)|_{a=a_{\text{max}}}$. Since $a_{\text{max}} < \frac{1}{2}$, we have $j_E(\xi) \geq \ell_E(\xi)|_{a=1/2}$. Therefore

$$j_E(\xi) \geq \sin\xi\sin\frac{\xi}{2} + \cos\xi\cos\frac{\xi}{2} + 2\gamma\sin\xi\cos\xi - \frac{1}{2}\cos^2\xi - E =: m_E(\xi).$$

Similar to case (2), we need break up the interval $[-\frac{\pi}{2},\frac{\pi}{2}]$ into two intervals $[-\frac{\pi}{3},0]$ and $[0,\frac{\pi}{3}]$. Evaluate $m_E$ on the former with $\gamma = 0$ and the latter with $\gamma = \gamma_{\text{min}} = -\frac{1}{2}$; in both cases we have $j_E(\xi) > 0$ for all sufficiently small $E$. This proves case (4) for the interval $[-\frac{\pi}{3},\frac{\pi}{3}]$.

Now we work on the intervals $[-\frac{\pi}{2},-\frac{\pi}{3}]$ and $[\frac{\pi}{3},\frac{\pi}{2}]$. Given any $\varepsilon > 0$, there is an $E' \in (0, 1)$ such that for all $E \in [0, E')$, we have $\frac{\partial j_E}{\partial a}(\xi) \geq 0$ on $[-\frac{\pi}{3}, -\frac{\pi}{3} - \varepsilon] \cup [\frac{\pi}{3} + \varepsilon, \frac{\pi}{3}]$. Since $m_E([-\frac{\pi}{3},0])|_{\gamma=0}$ and $m_E(\frac{\pi}{3})|_{\gamma=\gamma_{\text{min}}}$ are uniformly bounded above 0 for all sufficiently small $E$, it suffices to show $\ell_E(\xi)|_{a=0} > 0$ on $(-\frac{\pi}{2},-\frac{\pi}{3}] \cup [\frac{\pi}{3},\frac{\pi}{2})$. We have

$$\ell_E(\xi)|_{a=0} = 2\cos\xi\cos\frac{\xi}{2} + 2\gamma\sin\xi\cos\xi - \frac{1}{2}\cos^2\xi =: n(\xi).$$

On $(-\frac{\pi}{2},-\frac{\pi}{3}]$, we have $n(\xi) \geq n(\xi)|_{\gamma=0} > 0$. On $[\frac{\pi}{3},\frac{\pi}{2}]$, we have $n(\xi) \geq n(\xi)|_{\gamma=-\frac{1}{2}} > 0$. This finishes the proof of the proposition for case (4).

We now consider case (1): $\lambda < 0$ and $\kappa > 0$. We use the barrier given by the line $\Omega = \frac{\xi}{2} - \frac{\pi}{2}$. For all sufficiently small $E$, we want to show that the slope field along this line is $> \frac{1}{2}$. Hence it suffices to show that $j_E(\xi) > 0$ for all $\xi$ where $j_E(\xi)$ is given by

$$j_E(\xi) = g_E\left(\xi, \frac{\xi}{2} - \frac{\pi}{2}\right) - \frac{1}{2}\cos^2\xi$$

$$= 2a\sin\xi\sin\frac{\xi}{2} - 2\lambda\cos\xi\cos\frac{\xi}{2} + 2\gamma\sin\xi\cos\xi + (2\kappa - \frac{1}{2})\cos^2\xi - 2aE.$$

Since $\frac{\partial j_E}{\partial a}(\xi) := -2\cos\xi\cos\frac{\xi}{2} \leq 0$ on $[-\frac{\pi}{3}, \frac{\pi}{3}]$, $j_E$ is greater than the maximum value $\lambda$ can take. Since $\kappa > 0$, we have $\lambda \leq \frac{1}{2} - \kappa + a$. Therefore

$$j_E(\xi) \geq 2a\sin\xi\sin\frac{\xi}{2} + (1 + 2\kappa - 2a)\cos\xi\cos\frac{\xi}{2} + 2\gamma\sin\xi\cos\xi + (2\kappa - \frac{1}{2})\cos^2\xi - 2aE$$

$$=: h_E(\xi).$$

Since $\frac{\partial h_E}{\partial a}(\xi) = 2\cos\xi\cos\frac{\xi}{2} + 2\cos^2\xi \geq 0$ on $[-\frac{\pi}{2}, \frac{\pi}{2}]$, we have

$$j_E(\xi) \geq 2a\sin\xi\sin\frac{\xi}{2} + 2(1 - a)\cos\xi\cos\frac{\xi}{2} + 2\gamma\sin\xi\cos\xi + \frac{1}{2}\cos^2\xi - 2aE.$$

The right hand side is greater than $\ell_E(\xi)$ from case (4). Therefore the proposition is proved for case (1) by following the same steps as in case (4).
Lastly, consider case (3): $\lambda > 0$ and $\kappa > 0$. We will use the barrier given by the line $\Omega = -\frac{x}{2} - \frac{3\pi}{2}$. For all sufficiently small $E$, we want to show that the slope field along this line is $> -\frac{1}{2}$. Hence we want to show $j_E(\xi) > 0$ for all $\xi$ where $j_E(\xi)$ is given by

$$\lambda > 0 \text{ and } \kappa > 0$$

$$j_E(\xi) := g_E \left( \xi, -\frac{\sqrt{-x^2}}{2} \right) + \frac{1}{2} \cos^2 \xi$$

$$= 2a \sin \xi \sin \frac{\xi}{2} + 2\lambda \cos \xi \cos \frac{\xi}{2} + 2\gamma \cos \xi + (2\kappa + 1) \cos^2 \xi - 2aE.$$

Since $\frac{\partial j_E}{\partial \lambda}(\xi) = 2\cos \xi \cos \frac{\xi}{2} \geq 0$ on $[-\frac{\pi}{2}, \frac{\pi}{2}]$. Therefore $j_E$ is greater than the minimum value $\lambda$ can take. Since $\kappa > 0$, we have $\lambda \geq \frac{1}{2} + \kappa - a$. Therefore

$$j_E(\xi) \geq 2a \sin \xi \sin \frac{\xi}{2} + (1 + 2\kappa - 2a) \cos \xi \cos \frac{\xi}{2} + 2\gamma \sin \xi \cos \xi + (2\kappa + 1) \cos^2 \xi - 2aE.$$

The right hand side is greater than $h_E(\xi)$ from case (1). Therefore the proposition is proved for case (3) by following the same steps as in case (1).

Propositions 3.21 and 3.22 together with Proposition 3.4 establishes the existence of saddles connectors.

**Proposition 3.22.**

- Let $\lambda < 0$. For any integer $N \geq 0$, there is an $E'' \in (0, 1)$ such that $w_{E''} \geq N + 1$.
- Let $\lambda > 0$. For any integer $N \geq 1$, there is an $E'' \in (0, 1)$ such that $w_{E''} \geq N + 1$.

We now set out to prove Proposition 3.22. The proof will be an argument by contradiction which we briefly sketch: Suppose for all $E \in (0, 1)$, the winding number of $\tilde{W}_E^-$ is between 0 and $N$. Then $\tilde{W}_E^-$ lies within a compact region in the universal cover $\tilde{C}$ for all $E$. This will allow us to take a limit $\lim_{E\to 1} \tilde{W}_E^-(\tau)$ for each $\tau$. The resulting limit curve, call it $\tilde{W}_1^-(\tau)$, is shown to be an orbit for the dynamical system when $E = 1$. Since $\tilde{W}_E^-$ lies within a compact region for all $E$, it follows that $\tilde{W}_1^-$ lies within the same compact region. Consequently, the $\omega$-limit set of $\tilde{W}_1^-$ corresponds to the equilibrium point on the right side of the cylinder by the Poincaré-Bendixson Theorem. However, this contradicts the fact that $\tilde{W}_1^-$ has an empty $\omega$-limit set which is a consequence of the fact that the equilibrium point for $E = 1$ corresponds to a nilpotent singularity.

The next few propositions will make the above argument rigorous. Proposition 3.23 shows that if the winding number of $\tilde{W}_E^-$ is less than or equal to some fixed integer $N$ for all sufficiently large $E$, then the unstable manifolds are contained within a compact region of the universal cover $\tilde{C}$. This implies that the unstable manifolds are bounded which will be used in Proposition 3.24 where we prove that $\lim_{E\to 1} \tilde{W}_E^-(\tau)$ converges for each $\tau \in \mathbb{R}$. 
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Proposition 3.23.

- Let $\lambda < 0$. Suppose there is an integer $N \geq 0$ such that for all $E \in (0, 1)$, the winding number of $\tilde{W}_E^-$ is less than or equal to $N$. Then the image of $\tilde{W}_E^-$ is contained in the compact set $[-\frac{\pi}{2}, \frac{\pi}{2}] \times [\frac{\pi}{2} - 2\pi N, \frac{\pi}{2}]$ for all $E \in (0, 1)$.

- Let $\lambda > 0$. Suppose there is an integer $N \geq 1$ such that for all $E \in (0, 1)$, the winding number of $\tilde{W}_E^-$ is less than or equal to $N$. Then the image of $\tilde{W}_E^-$ is contained in the compact set $[-\frac{\pi}{2}, \frac{\pi}{2}] \times [-\frac{\pi}{2} - 2\pi N, -\frac{\pi}{2}]$ for all $E \in (0, 1)$.

Proof. Consider $\lambda < 0$. By Proposition 3.20, the horizontal line $\Omega = \frac{\pi}{2}$ is a barrier. Since $\dot{\Omega}$ is $2\pi$-periodic in $\Omega$, it follows that $\Omega = \frac{\pi}{2} - 2\pi N$ is also a barrier. Since $\tilde{W}_E^-$ begins below $\Omega = \frac{\pi}{2}$, it remains below it. If $\tilde{W}_E^-$ crosses $\Omega = \frac{\pi}{2} - 2\pi N$, then it will remain below it and consequently have a winding number greater than $N$ which contradicts the hypothesis. The $\lambda > 0$ case is analogous. \qed

Proposition 3.24. Assume the hypothesis of Proposition 3.23. Then the limit $\lim_{E \to 1} \tilde{W}_E^-(\tau)$ exists for all $\tau \in \mathbb{R}$. Moreover, the set

$$\left\{ \lim_{E \to 1} \tilde{W}_E^-(\tau) \mid \tau \in \mathbb{R} \right\}$$

is the image of an orbit of the dynamical system when $E = 1$.

Proof. Recall we are writing $\tilde{W}_E^-(\tau) = (\xi(\tau), \Omega_E(\tau))$ where $\xi(\tau) = \tan^{-1}(\tau)$ so that $\xi(0) = 0$. Let $\phi_{\tau}$ denote the flow map of the dynamical system considering $E$ as a parameter. Hence we have several ways to write $\tilde{W}_E^-(\tau)$:

$$\phi_{\tau}(\xi(0), \Omega_E(0), E) = \phi_{\tau}(0, \Omega_E(0), E) = (\xi(\tau), \Omega_E(\tau)) = \tilde{W}_E^-(\tau).$$

By Proposition 3.23, for each $\tau$, we have $\Omega_E(\tau)$ is bounded in $E$. Moreover $\Omega_E(\tau)$ is monotone in $E$ by Lemma 3.3. Therefore $\lim_{E \to 1} \Omega_E(\tau)$ converges for each $\tau$. This proves the first part of the proposition. To prove the second part, define $\Omega_1^* = \lim_{E \to 1} \Omega_E(\tau)$. Then it suffices to show

$$\lim_{E \to 1} \phi_{\tau}(0, \Omega_E(0), E) = \phi_{\tau}(0, \Omega_1^*, 1)$$

for each $\tau$. To prove this, define

$$A = \left\{ \tau \in \mathbb{R} \mid \lim_{E \to 1} \phi_{\tau}(0, \Omega_E(0), E) = \phi_{\tau}(0, \Omega_1^*, 1) \right\}.$$

It suffices to show $A = \mathbb{R}$. We will prove this by showing $A$ is nonempty, open, and closed. $A$ is nonempty since $0 \in A$. To prove $A$ is open, fix $s \in A$. Since $\Omega_E(s) \to \Omega_1^*$ as $E \to 1$, continuous dependence of solutions to ordinary differential equations on initial conditions and parameters (Theorem 2 in section 2.3 of [49]) implies that there exists an $\varepsilon > 0$ such that for all $\tau \in (-\varepsilon, \varepsilon)$, we have

$$\lim_{E \to 1} \phi_{\tau}(\xi(s), \Omega_E(s), E) = \phi_{\tau}(\xi(s), \Omega_1^*, 1).$$
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Hence
\[ \lim_{E \to 1} \phi_{t+s}(0, \Omega_E(0), E) = \phi_t(\xi(s), \Omega^s_1, 1). \]

Let \( \Omega^0_0(\tau) \) be given by \((\xi(\tau), \Omega^0_0(\tau)) = \phi_{t}(0, \Omega^0_1, 1)\). Since \( s \in A \), we have \( \Omega_E(s) \to \Omega^0_1(s) \) as \( E \to 1 \). Therefore \( \Omega^0_1(s) = \Omega^s_1 \). Thus
\[ \lim_{E \to 1} \phi_{t+s}(0, \Omega_E(0), E) = \phi_{t}(\xi(s), \Omega^s_1, 1) = \phi_{t}(\xi(s), \Omega^0_1(s), 1) = \phi_{t+s}(0, \Omega^0_1, 1). \]

Hence \( A \) is open.

Lastly, we show \( A \) is closed. Fix \( s \notin A \). Again, using continuous dependence of solutions on initial conditions and parameters, there exists an \( \varepsilon > 0 \) such that for all \( \tau \in (-\varepsilon, \varepsilon) \), we have
\[ \lim_{E \to 1} \phi_{t}(x(s), \Omega_E(s), E) = \phi_{t}(\xi(s), \Omega^s_1, 1). \]

Since \( \Omega^s_1 \neq \Omega^0_1(s) \) and \( \phi_{t} \) is injective, we have
\[ \phi_{t}(\xi(s), \Omega^s_1, 1) \neq \phi_{t}(\xi(s), \Omega^0_1(s), 1) = \phi_{t+s}(0, \Omega^0_1, 1), \]
while
\[ \phi_{t}(\xi(s), \Omega^s_1, 1) = \lim_{E \to 1} \phi_{t}(\xi(s), \Omega_E(s), E) = \lim_{E \to 1} \phi_{t+s}(0, \Omega_E(0), E). \]
Thus
\[ \lim_{E \to 1} \phi_{t+s}(0, \Omega_E(0), E) = \phi_{t+s}(0, \Omega^0_1, 1) \]
for all \( \tau \in (-\varepsilon, \varepsilon) \). Hence \( A \) is closed.

Next we prove Proposition 3.22. The idea behind the proof is this: Proposition 3.24 implies that an orbit for the dynamical system when \( E = 1 \) is contained in a compact set and hence its \( \omega \)-limit set is nonempty by the Poincaré-Bendixson theorem. However, we will show that any orbit for the dynamical system when \( E = 1 \) has an empty \( \omega \)-limit set. Here we sketch how this latter part works with specific parameter values \( a = \frac{1}{4}, \lambda = -1, \gamma = -\frac{1}{4}, \) and \( \kappa = \frac{1}{2} \). Shifting \( \xi \to \xi - \frac{3}{4} \) so that the equilibrium at \( \xi = \frac{3}{4} \) occurs at the origin and keeping only second order terms, our dynamical system when \( E = 1 \) becomes
\[
\begin{align*}
\dot{\xi} &= \xi^2 \\
\dot{\Omega} &= -\frac{1}{4}\Omega^2 + \frac{3}{4}\xi^2 + 2\xi\Omega + \frac{1}{2}\xi.
\end{align*}
\]

Compare this with the system
\[
\begin{align*}
\dot{\xi} &= \xi^2 \\
\dot{z} &= \frac{3}{4}\xi^2 + 2\xi z + \frac{1}{2}\xi.
\end{align*}
\]

Any orbit for the \((\xi, z)\)-system is a barrier for the \((\xi, \Omega)\)-system, i.e. the slope field for the \((\xi, \Omega)\)-system is ‘more negative’ than the slope of any orbit for the \((\xi, z)\)-system. The \((\xi, z)\)-system has can be solved via an integrating factor. We have \( dz/d\xi = z/\xi = \frac{3}{4} + \frac{2z}{x^2} + \frac{1}{2z} \).

The solution is \( z(\xi) = c\xi^2 - \frac{3}{4}\xi - \frac{1}{4} \) where \( c \) is an arbitrary constant. Therefore any orbit terminates at \((0, -\frac{1}{4})\).
Let \((\xi(\tau), \Omega(\tau))\) and \((\xi(\tau), z(\tau))\) be orbits for the \((\xi, \Omega)\)-system and the \((\xi, \dot{z})\)-system, respectively, with the same initial condition. The \(\omega\)-limit set of \((\xi(\tau), \Omega(\tau))\) is either the equilibrium point \((0, 0)\) or it is empty. Since \((\xi(\tau), z(\tau))\) is a barrier for \((\xi(\tau), \Omega(\tau))\) and \(z(\tau) \to -\frac{1}{3}\) as \(\tau \to \infty\), we have \(\Omega(\tau) < -\frac{1}{8}\) for all sufficiently large \(\tau\). Hence the \(\omega\)-limit set of \((\xi(\tau), \Omega(\tau))\) is empty.

**Proof of Proposition 3.22.**

Assume the hypothesis of Proposition 3.23. By Proposition 3.24 there is an orbit \(c(\tau) = (\xi(\tau), \Omega(\tau))\) for the dynamical system when \(E = 1\) such that \(c(\tau) = \lim_{E \to 1} \tilde{W}_E(\tau)\). By Proposition 3.18 \(\Omega(\tau)\) is monotone for all \(\tau > \tau'\) for some \(\tau'\). By Proposition 3.23 \(\Omega(\tau)\) is bounded. Therefore \(\lim_{\tau \to \infty} \Omega(\tau)\) converges. Since the boundary \(\xi = \frac{\pi}{2}\) coincides with an orbit, \(c(\tau)\) must converge to an equilibrium point.

However this contradicts the fact that the \(\omega\)-limit set of any orbit is empty for \(E = 1\). This follows since the equilibrium point for \(E = 1\) corresponds to a nilpotent singularity since the Jacobian is a nilpotent matrix. This follows from applying Theorem 3.5 in \([18]\) with \(x = \Omega\) and \(y = \xi\). The phase portrait about the equilibrium point is illustrated in \([18, \text{Fig. 3.21(i)}]\) which shows that any orbit starting in the region \(\xi < \frac{\pi}{2}\) does not limit to the equilibrium point.

To show that Theorem 3.5 in \([18]\) holds, we shift our system \(\xi \to \xi - \frac{\pi}{2}\) so that the equilibrium point at \(\xi = \frac{\pi}{2}\) occurs at the origin. Then our system expanded to 2nd order is

\[
\begin{align*}
\dot{\xi} & = \xi^2 + \text{h.o.t.} \\
\dot{\Omega} & = -2\gamma \xi + (1-a)\xi^2 - a\Omega^2 - 2\lambda\xi\Omega + \text{h.o.t.}
\end{align*}
\]

To apply Theorem 3.5 in \([18]\), we want the factor in front of \(\xi\) to be equal to one in the expression for \(\dot{\Omega}\), so we compress \(\tilde{\xi} = -2\gamma \xi\). Then \(\ddot{\xi} = -2\gamma \dot{\xi} = -\frac{1}{2\gamma} \xi^2\). Relabeling \(\ddot{\xi}\) by \(\xi\), our system becomes

\[
\begin{align*}
\dot{\xi} & = -\frac{1}{2\gamma} \xi^2 + \text{h.o.t.} \\
\dot{\Omega} & = \xi + \frac{1-a}{4\gamma^2} \xi^2 - a\Omega^2 + \frac{\lambda}{\gamma} \xi \Omega + \text{h.o.t.}
\end{align*}
\]

Let \(A(\xi, \Omega) = \frac{1-a}{4\gamma^2} \xi^2 - a\Omega^2 + \frac{\lambda}{\gamma} \xi \Omega\). Let \(\xi = f(\Omega)\) be the solution to the equation \(x + A(\xi, \Omega) = 0\). Then \(f(\Omega) = a\Omega^2 + \text{h.o.t.}\). Define \(F(\Omega) = B(f(\Omega))\) where \(B = \ddot{\xi}\). Then \(F(\Omega) = -\frac{1}{2\gamma} a^2 \Omega^4 + \text{h.o.t.}\).

Define

\[
G(\Omega) = \left(\frac{\partial A}{\partial \Omega} + \frac{\partial B}{\partial \xi}\right)\bigg|_{(f(\Omega), \Omega)} = -2a\Omega + \frac{\lambda}{\gamma} f(\Omega) - \frac{1}{\gamma} f(\Omega) + \text{h.o.t.} = -2a\Omega + \text{h.o.t.}
\]

Applying Theorem 3.5(4) in \([18]\) shows that \(m = 4\) and \(n = 1\); hence (ii2) is relevant. The phase portrait about the equilibrium point is illustrated in Figure 3.21(i) which shows that any orbit starting in the region \(\xi < \frac{\pi}{2}\) does not limit to the equilibrium point. \(\square\)

**Theorem 3.25.**

- Let \(\lambda < 0\). For each integer \(N \geq 0\), there is a unique \(E_N \in (0, 1)\) such that \(\tilde{W}_{E_N}\) is a saddles connector with winding number \(w_{E_N} = N\). Moreover \(E_0 \leq E_1 \leq E_2 \leq \cdots\).
• Let $\lambda > 0$. For each integer $N \geq 1$, there is a unique $E_N \in (0, 1)$ such that $\tilde{W}_{E_N}^\pm$ is a saddles connector with winding number $w_{E_N} = N$. Moreover $E_1 \leq E_2 \leq E_3 \leq \cdots$.

Proof. The existence of $E_N$ follows from Propositions 3.21, 3.22, and 3.4. The uniqueness of $E_N$ follows from Proposition 3.19.

Now we prove the monotonicity condition. Consider $\lambda < 0$; the proof for $\lambda > 0$ is analogous. Seeking a contradiction, suppose $E_1 < E_0$. Therefore Lemma 3.3 implies that $\Omega_{E_1}(\tau) \geq \Omega_{E_0}(\tau)$ for all $\tau \in \mathbb{R}$. But this contradicts the fact that $\Omega_{E_1}(\tau) \to -2\pi - \cos^{-1}(E_1)$ and $\Omega_{E_0}(\tau) \to -\cos^{-1}(E_0)$ as $\tau \to \infty$. The same argument shows $E_N \leq E_{N+1}$ for each $N \geq 0$. \hfill \Box

3.10 Iterating the $\Theta$ and $\Omega$ systems

In sections 3.4 we showed how to obtain saddles connectors for the $\Theta$ system given an arbitrary energy $E$. In 3.7 we showed how to obtain saddles connectors for the $\Omega$ system given an arbitrary $\lambda$. If $\Psi$ is of the form (2.22) constructed from solutions of (2.23) - (2.26), then $\Psi$ is a bound state provided both $E$ and $\lambda$ are values which jointly correspond to saddles connectors for the $\Theta$ system and the $\Omega$ system. To prove that such joint values exist, we will iterate between the $\Theta$ and $\Omega$ systems and use the contraction mapping principle to establish the existence of $E$ and $\lambda$ (Theorem 3.28). Propositions 3.26 and 3.27 will be used to establish the contraction.

Proposition 3.26. Fix an integer $N$.

• Suppose $N \geq 0$. For each $E \in [0, 1]$, let $\lambda_N(E)$ be given by Theorem 3.12. Then $\lambda_N(E)$ is a $C^1$ function of $E$ and $|\lambda_N'(E)| < a$.

• Suppose $N \leq -1$. For each $E \in [0, 1]$, let $\lambda_N(E)$ be given by Theorem 3.15. Then $\lambda_N(E)$ is a $C^1$ function of $E$ and $|\lambda_N'(E)| < a$.

Proof. We first show that $\lambda_N(E)$ is a $C^1$ function of $E$. For each $E$ and $\lambda$, let $\tilde{W}_{\lambda,E}^\pm(\tau) = (\theta(\tau), \Theta_{\lambda,E}^\pm(\tau))$ denote the orbits corresponding to the unstable and stable manifolds emanating from $S^-$ and $S^- - 2\pi N$, respectively, with initial condition determined by $\theta(0) = \frac{\pi}{2}$ where $S^- - 2\pi N := (\pi, -\pi - 2\pi N)$ if $\kappa > 0$ and $S^- - 2\pi N := (\pi, -2\pi N)$ if $\kappa < 0$.

By smooth dependence of solutions on parameters, the function

$$\Phi(\lambda, E) = \Theta_{\lambda,E}^- (0) - \Theta_{\lambda,E}^+(0)$$

is smooth in $E$ and $\lambda$. Since $\lambda_N(E)$ corresponds to a saddles connector with winding number $N$, we have $\Phi(\lambda_N(E), E) = 0$. By the implicit function theorem, if

$$\frac{\partial \Phi}{\partial \lambda} (\lambda_N(E), E) \neq 0,$$

then it follows that $\lambda_N$ is a $C^1$ function of $E$. To show this, define $u_{\lambda,E}^\pm(\tau) = \frac{\partial}{\partial \lambda} \Theta_{\lambda,E}^\pm(\tau)$. Then $u_{\lambda,E}^\pm$ satisfies the following differential equation

$$\frac{d}{d\tau} u_{\lambda,E}^\pm(\tau) = P_{\lambda,E}^\pm(\tau) u_{\lambda,E}^\pm(\tau) + Q(\tau)$$
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Using the same analysis as above, again we find

\[ U = \frac{1}{\sqrt{2}} \text{exp} \left( \frac{i}{\sqrt{2}} \right). \]

Hence

\[ U = \frac{1}{\sqrt{2}} \text{exp} \left( \frac{i}{\sqrt{2}} \right). \]

Setting \( U_{\lambda,E}(\tau, \tau_0) = \exp(\int_{\tau_0}^{\tau} P_{\lambda,E}(s)ds) \), the solution to this differential equation is

\[ u_{\lambda,E}(\tau) = U_{\lambda,E}(\tau, \tau_0)u_{\lambda,E}(\tau_0) + \int_{\tau_0}^{\tau} U_{\lambda,E}(\tau, s)Q(s)ds. \]

Taking the limit \( \tau_0 \to -\infty \), we find \( P_{\lambda,E}(\tau) \to 1 \) and so \( U_{\lambda,E}(\tau, \tau_0) = \text{exp}(\int_{\tau_0}^{\tau} P_{\lambda,E}(s)ds) \). Therefore

\[ \frac{\partial \Phi}{\partial \lambda} (\lambda, E) = u_{\lambda,E}(0) - u_{\lambda,E}(0) = \int_{-\infty}^{0} U_{\lambda,E}(0, s)Q(s)ds + \int_{0}^{\infty} U_{\lambda,E}(0, s)Q(s)ds. \]

Since \( \lambda_N(E) \) corresponds to a saddles connector with winding number \( N \), we have

\[ \Theta^{-}_{\lambda_N(E),E}(\tau) = \Theta^{+}_{\lambda_N(E),E}(\tau) \quad \text{for all} \quad \tau \in \mathbb{R}. \]

Therefore \( U^{-}_{\lambda_N(E),E} = U^{+}_{\lambda_N(E),E} \). Thus

\[ \frac{\partial \Phi}{\partial \lambda} (\lambda_N(E), E) = \int_{-\infty}^{\infty} U_{\lambda_N(E),E}(0, s)Q(s)ds > 0. \]

Now we prove the second part of the theorem: \( |\lambda'_N(E)| < a \) for all \( E \). Write \( \Theta_{\lambda_N(E)} := \Theta^{-}_{\lambda_N(E),E} = \Theta^{+}_{\lambda_N(E),E} \). Define \( v = \frac{\partial}{\partial E} \Theta_{\lambda_N(E)} \). Then \( v \) satisfies the differential equation

\[ \frac{dv}{d\tau}(\tau) = P(\tau)v(\tau) + R(\tau) \]

where

\[ P = 2a \sin \theta \cos \theta \sin \Theta_{\lambda_N(E)} + (2aE \sin \theta \sin \Theta_{\lambda_N(E)} - 2\lambda_N(E) \cos \Theta_{\lambda_N(E)} \]

\[ R = 2a \sin^2 \theta \sin \Theta_{\lambda_N(E)} + 2\lambda'_N(E) \sin \theta. \]

Setting \( U(\tau, \tau_0) = \exp(\int_{\tau_0}^{\tau} P(s)ds) \), the solution to this differential equation is

\[ v(\tau) = U(\tau, \tau_0)v(\tau_0) + \int_{\tau_0}^{\tau} U(\tau, s)R(s)ds. \]

Using the same analysis as above, again we find \( U(\tau, \tau_0) \to 0 \) as \( \tau_0 \to \pm \infty \). Therefore

\[ v(0) = \int_{-\infty}^{0} U(0, s)R(s)ds = -\int_{0}^{\infty} U(0, s)R(s)ds. \]

Hence

\[ 0 = \int_{-\infty}^{\infty} U(0, s)R(s)ds = 2a \int_{-\infty}^{\infty} U(0, s) \sin \theta(s) \sin \Theta_{\lambda_N(E)}(s)ds + 2\lambda'_N(E) \int_{-\infty}^{\infty} U(0, s) \sin \theta(s)ds. \]
Solving for $\lambda_N'(E)$, we find

$$
\lambda_N'(E) = a \left( \frac{\int_{-\infty}^{\infty} U(0, s) \sin^2 \theta(s) \sin \Theta_{\lambda_N(E)}(s) ds}{\int_{-\infty}^{\infty} U(0, s) \sin \theta(s) ds} \right).
$$

Since the numerator in absolute value is strictly less than the denominator in absolute value, we have $|\lambda_N'(E)| < a$.

**Proposition 3.27.**

- Let $\lambda < 0$. Let $E_N(\lambda)$ be given by Theorem 3.25. Then $E_N(\lambda)$ is a $C^1$ function of $\lambda$ and

$$
|E_N'(\lambda)| < \frac{1}{a} \text{ for all } \lambda \leq \begin{cases} 
-\frac{1}{2} - \kappa + a & \text{if } \kappa > 0 \\
-\frac{1}{2} + \kappa - a & \text{if } \kappa < 0
\end{cases}
$$

- Let $\lambda > 0$. Let $E_N(\lambda)$ be given by Theorem 3.25. Then $E_N(\lambda)$ is a $C^1$ function of $\lambda$ and

$$
|E_N'(\lambda)| < \frac{1}{a} \text{ for all } \lambda \geq \begin{cases} 
\frac{1}{2} + \kappa - a & \text{if } \kappa > 0 \\
\frac{1}{2} - \kappa - a & \text{if } \kappa < 0
\end{cases}
$$

**Proof.** We first show $E_N(\lambda)$ is a $C^1$ function of $\lambda$. For each $E$ and $\lambda$, let $\tilde{W}_{E,\lambda}^\pm(\tau) = (\xi(\tau), \Omega_{E,\lambda}^\pm(\tau))$ denote the orbits corresponding to the unstable/stable manifolds emanating from $S_E^-$ and $(\frac{\pi}{2}, -\cos^{-1}(E) - 2\pi N)$ (this is just $S_E^+$ shifted down by $2\pi N$) with initial condition determined by $\xi(0) = 0$.

By smooth dependence of solutions on parameters, the function

$$
\Phi(E, \lambda) = \Omega_{E,\lambda}^-(0) - \Omega_{E,\lambda}^+(0)
$$

is smooth in $E$ and $\lambda$. Since $E_N(\lambda)$ corresponds to a saddles connector with winding number $N$, we have $\Phi(E_N(\lambda), \lambda) = 0$. By the implicit function theorem, if

$$
\frac{\partial \Phi}{\partial E}(E_N(\lambda), \lambda) \neq 0,
$$

then it follows that $E_N$ is a $C^1$ function of $\lambda$. To show this, define $u_{E,\lambda}^\pm(\tau) = \frac{\partial}{\partial E} \Omega_{E,\lambda}^\pm(\tau)$. Then $u_{E,\lambda}^\pm$ satisfies the following differential equation

$$
\frac{d}{d\tau} u_{E,\lambda}^\pm(\tau) = P_{E,\lambda}^\pm(\tau) u_{E,\lambda}^\pm(\tau) - 2a
$$

where

$$
P_{E,\lambda}^\pm = -2a \sin \xi \sin \Omega_{E,\lambda}^\pm + 2\lambda \cos \xi \cos \Omega_{E,\lambda}^\pm.
$$

Setting $U_{E,\lambda}^\pm(\tau, \tau_0) = \exp(\int_{\tau_0}^{\tau} P_{E,\lambda}^\pm(s) ds)$, the solution to this differential equation is

$$
u_{E,\lambda}^\pm(\tau) = U_{E,\lambda}^\pm(\tau, \tau_0) u_{E,\lambda}^\pm(\tau_0) - 2a \int_{\tau_0}^{\tau} U_{E,\lambda}^\pm(\tau, s) ds.$$

42
Taking the limit \( \tau_0 \to -\infty \), we find \( P_{E,\lambda}^{-}(-\infty) = -2a\sqrt{1-E^2} \) and so \( U_{E,\lambda}^{-}(\tau, -\infty) = 0 \). Similarly, taking the limit \( \tau_0 \to \infty \), we find \( P_{E,\lambda}^{+}(\infty) = 2a\sqrt{1-E^2} \) and so \( U_{E,\lambda}^{+}(\tau, \infty) = 0 \). Therefore \( U_{E,\lambda}^{\pm}(\tau, \tau_0)u_{E,\lambda}^{\pm}(\tau_0) \to 0 \) as \( \tau_0 \to \pm \infty \) since \( |u_{E,\lambda}^{\pm}(\pm \infty)| = \left| \frac{d}{dE} \cos^{-1}(E) \right| < \infty \). Therefore

\[
\frac{\partial \Phi}{\partial E}(E, \lambda) = u_{E,\lambda}^{-}(0) - u_{E,\lambda}^{+}(0) = -2a \int_{-\infty}^{0} U_{E,\lambda}^{-}(0, s)ds - 2a \int_{0}^{\infty} U_{E,\lambda}^{+}(0, s)ds.
\]

Since \( E_N(\lambda) \) corresponds to a saddles connector with winding number \( N \), we have

\[
\Omega_{E_N^{\pm}(\lambda), \lambda}(\tau) = \Omega_{E_N(\lambda), \lambda}(\tau) \text{ for all } \tau \in \mathbb{R}.
\]

Therefore \( U_{E_N^{\pm}(\lambda), \lambda} = U_{E_N(\lambda), \lambda} = U_{E_N(\lambda)} \).

Thus

\[
\frac{\partial \Phi}{\partial E}(E_N(\lambda), \lambda) = -2a \int_{-\infty}^{\infty} U_{E_N(\lambda)}(0, s)ds < 0.
\]

Now we prove the second part of the theorem: \( |E_N'(\lambda)| < 1/a \) for all \( \lambda \). Define \( v_{E,\lambda}^{\pm} = \frac{\partial}{\partial \lambda} \Omega_{E_N(\lambda), \lambda}^{\pm} \). Then \( v_{E,\lambda}^{\pm} \) satisfies the differential equation

\[
\frac{d}{d\tau} v_{E,\lambda}^{\pm} = P_{E,\lambda}(\tau) v(\tau) + 2 \cos \xi(\tau) \sin \Omega_{E,\lambda}(\tau).
\]

The solution to this differential equation is

\[
v_{E,\lambda}^{\pm}(\tau) = U_{E,\lambda}^{\pm}(\tau, \tau_0)u_{E,\lambda}(\tau_0) + \int_{\tau_0}^{\tau} U_{E,\lambda}^{\pm}(\tau, s)(2 \cos \xi(s) \sin \Omega_{E,\lambda}(s))ds.
\]

Using the same analysis as above, we have

\[
\frac{\partial \Phi}{\partial \lambda}(E_N(\lambda), \lambda) = \int_{-\infty}^{\infty} U_{E_N(\lambda)}(0, s)(2 \cos \xi(s) \sin \Omega_{E_N(\lambda)}(s))ds
\]

where \( \Omega_{E_N(\lambda)} := \Omega_{E_N^{\pm}(\lambda), \lambda}^{\pm} = \Omega_{E_N^{-}(\lambda), \lambda}^{-} \). Then \( E_N'(\lambda) \) is given by implicit differentiation

\[
E_N'(\lambda) = - \frac{\partial \Phi/\partial \lambda}{\partial \Phi/\partial E}(E_N(\lambda), \lambda) = \frac{1}{a} \left( \frac{\int_{-\infty}^{\infty} U_{E_N(\lambda)}(0, s)(\cos \xi(s) \sin \Omega_{E_N(\lambda)}(s))ds}{\int_{-\infty}^{\infty} U_{E_N(\lambda)}(0, s)ds} \right).
\]

Since the numerator in absolute value is strictly less than the denominator in absolute value, we have \( |E_N'(\lambda)| < \frac{1}{a} \).

For the following theorem, we define the following closed intervals. Let \( N_{\Theta} \geq 0 \) be an integer for \( I_1 \) and \( I_2 \), and let \( N_{\Theta} \leq -1 \) be an integer for \( I_3 \) and \( I_4 \).

\[
I_1 = \left[ -\left(2N_{\Theta} + 1\right)\left(\frac{1}{2} + \kappa\right) - 2a, -\frac{1}{2} - \kappa + a \right]
\]

\[
I_2 = \left[ -\left(2N_{\Theta} + 1\right)\left(\frac{1}{2} - \kappa\right) - 2a, -\frac{1}{2} + \kappa - a \right]
\]

\[
I_3 = \left[ \frac{1}{2} + \kappa - a, -\left(2N_{\Theta} + 1\right)\left(\frac{1}{2} + \kappa\right) + 2a \right]
\]

\[
I_4 = \left[ \frac{1}{2} - \kappa - a, -\left(2N_{\Theta} + 1\right)\left(\frac{1}{2} - \kappa\right) + 2a \right].
\]
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Intervals $I_1$ and $I_2$ correspond to $\lambda < 0$ with $\kappa > 0$ and $\kappa < 0$, respectively; their endpoints are determined by Theorem 3.12. Intervals $I_3$ and $I_4$ correspond to $\lambda > 0$ with $\kappa > 0$ and $\kappa < 0$, respectively; their endpoints are determined by Theorem 3.15.

**Theorem 3.28.**

- Let $\lambda < 0$. For each pair of integers $N_\Omega \geq 0$ and $N_\Theta \geq 0$, there is a unique $E_* \in (0,1)$ and a unique $\lambda_* \in I_1$ if $\kappa > 0$ or unique $\lambda_* \in I_2$ if $\kappa < 0$ such that $E_* = E_{N_\Omega}(\lambda_*)$ and $\lambda_* = \lambda_{N_\Theta}(E_*)$ where $E_{N_\Omega}$ and $\lambda_{N_\Theta}$ are the functions from Propositions 3.27 and 3.26. There are no saddles connectors with $N_\Omega \leq -1$.

- Let $\lambda > 0$. For each pair of integers $N_\Omega \geq 1$ and $N_\Theta \leq -1$, there is a unique $E_* \in (0,1)$ and a unique $\lambda_* \in I_3$ if $\kappa > 0$ or unique $\lambda_* \in I_4$ if $\kappa < 0$ such that $E_* = E_{N_\Omega}(\lambda_*)$ and $\lambda_* = \lambda_{N_\Theta}(E_*)$ where $E_{N_\Omega}$ and $\lambda_{N_\Theta}$ are the functions from Propositions 3.27 and 3.26. There are no saddles connectors with $N_\Omega \leq 0$.

**Proof.** We prove it for $\lambda < 0$; the proof for $\lambda > 0$ is analogous. That there are no saddles connecters with $N_\Omega \leq -1$ follows from Proposition 3.20. We set out now to establish existence for $N_\Omega \geq 0$. To simplify the notation, set $n = N_\Theta$ and $m = N_\Omega$.

Define the function $\phi_{n,m} : [0,1] \to [0,1]$ by $\phi_{n,m}(E) = E_m(\lambda_n(E))$. By Propositions 3.26 and 3.27, we have $\phi_{n,m}$ is a $C^1$ function on $[0,1]$ and $|\phi'_{n,m}(E)| = |E_m'(\lambda_n(E))\lambda_n'(E)| < \frac{1}{a} a = 1$. Therefore, since $[0,1]$ is compact, the mean value theorem implies that $\phi_{n,m}$ is a contraction. Thus there exists a unique $E_* \in [0,1]$ such that $E_* = E_{m}(\lambda_n(E_*))$. Similarly, define $\psi_{n,m} : I \to I$ by $\psi_{n,m} = \lambda_n(E_m(\lambda))$ where $I = I_1$ if $\kappa > 0$ and $I = I_2$ if $\kappa < 0$. The same argument shows that $\psi_{n,m}$ is a contraction, and thus there exists a unique $\lambda_* \in I$ such that $\lambda_* = \lambda_n(E_m(\lambda_*))$.

We have $E_m(\lambda_n) = E_m(\lambda_n(E_m(\lambda_*)))$. By uniqueness it follows that $E_* = E_m(\lambda_*)$. Hence $E_* \in (0,1)$ by Theorem 3.25.

Theorem 3.28 completes the proof of Theorem 2.1.

### 4 Connection with the hydrogenic spectra

Based on the above results, for fixed $a$ and $\gamma$, the discrete spectrum of our Dirac hamiltonian is indexed by three integers: $N_\Omega$, $N_\Theta$, and $2\kappa$. By contrast, the energy spectrum of special relativistic hydrogen, i.e., the Dirac hamiltonian for a point-like electron in ordinary Minkowski space interacting with a point charge at the origin, is indexed by two integers only, namely the main (or Bohr’s) quantum number, often denoted by $n$, and the spin-orbit quantum number $\Omega$, i.e., the set of eigenvalues of the spin-orbit operator $K = \beta (2\mathbf{S} \cdot \mathbf{L} + 1)$.

In this section, we classify the energy eigenvalues of our hamiltonian, relate the numbers $(N_\Omega, N_\Theta, \kappa)$ to the quantum numbers of the special relativistic hydrogen theory, and associate the corresponding energy eigenstates with the well-known orbitals of the hydrogen.

---

3 called $\kappa$ in Thaller; it should not be confused with our $\kappa$, which is the eigenvalue of the $z$-component of angular momentum, for which Thaller uses the notation $m_j$. 
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atom. In the next section we report on the results of several numerical experiments which provide evidence for our theoretical calculations and arguments.

In the limit $a \to 0$, the angular hamiltonian \((2.13)\), takes the simple form

$$a_\kappa := \lim_{a \to 0} T_{\text{ang}} = i\sigma_2 \partial_\theta + \frac{\kappa}{\sin \theta} \sigma_1. \quad (4.30)$$

From \cite{4}, if $\lambda$ is an eigenvalue of $T_{\text{ang}}$, then $k := \lim_{a \to 0} \lambda$ is an eigenvalue of $a_\kappa$ since $\lambda$ is analytic in $a$. Note that $a_\kappa$ is independent of $E$ unlike $T_{\text{ang}}$.

In the limit $a \to 0$, the formal limit of the radial hamiltonian \((2.18)\) coincides with the radial hamiltonian arising in the special relativistic Hydrogen problem (e.g. see \cite{59, eq. (7.105)):

$$h_k := \lim_{a \to 0} H_{\text{rad}} = \begin{pmatrix} m + \frac{2}{r} & -\partial_r + \frac{k}{r} \\ \partial_r + \frac{k}{r} & -m + \frac{2}{r} \end{pmatrix}. \quad (4.31)$$

Therefore $k$ can be identified with the spin-orbit coupling.

The spectrum of $a_\kappa$ is completely understood \cite{4, Appendix A}. In particular, for all half-integers $\kappa \in \mathbb{Z} + \frac{1}{2}$, the operator $a_\kappa$ is essentially self-adjoint and has a discrete spectrum indexed by a nonzero integer which we call $N$ (see \cite{4, eq. (7)):

$$k = -\text{sgn}(N) \left( |N| + |\kappa| - \frac{1}{2} \right), \quad (4.32)$$

as well as a complete set of eigenvectors $\vec{S}_{N,\kappa}$ that are explicitly known and can be expressed in terms of Jacobi polynomials.

$$\vec{S}_{N,\kappa}(\theta) := \sin^{\kappa + \frac{1}{2}} \theta \left( -\sqrt{\frac{\cot \theta}{2}} P_{|N| - 1}^{\kappa \frac{1}{2}, \kappa + \frac{1}{2}}(\cos \theta) \right), \quad (4.33)$$

Note that the above holds for $\kappa > 0$. To find the eigenvectors for $\kappa < 0$, recognize that if $\vec{S}$ is an eigenvector of $a_\kappa$, then $i\sigma_2 \vec{S}$ is an eigenvector of $a_{-\kappa}$.

From the above and the definition of $\Theta$ given by eq. \((2.20)\), it follows that the saddles connectors of the $\Theta$-system that correspond to the eigenvectors of the angular hamiltonian are given explicitly by the formula

$$\Theta_{N,\kappa}(\theta) = -2 \text{sgn}(N) \tan^{-1} \left( \frac{P_{|N| - 1}^{\kappa \frac{1}{2}, |\kappa| - \frac{1}{2}}(\cos \theta) \tan \frac{\theta}{2}}{P_{|N| - 1}^{\kappa \frac{1}{2}, |\kappa| + \frac{1}{2}}(\cos \theta)} \right). \quad (4.34)$$

The above formula holds for $\kappa > 0$. For $\kappa < 0$, the formula is the same except one switches the numerator and denominator. We choose our branch of $\tan^{-1}$ so that initial values of the saddles connectors agrees with the saddle equilibrium points within the fundamental domain chosen in the beginning of section 3.4. That is,

\footnote{Note that the sign of $\kappa$ in \cite{4, eq. (5)] is opposite of ours appearing in eq. \((4.30)\). This ambiguity in the sign follows from choosing either $\pm (Et - \kappa \varphi)$ in eq. \((2.8)\).}
\begin{align}
\Theta_{N,\kappa}(0) &= \begin{cases} 
0, & \kappa > 0 \\
\pi, & \kappa < 0
\end{cases} 
\tag{4.35}
\end{align}

Then the final values of those connectors are

\begin{align}
\Theta_{N,\kappa}(\pi) &= \begin{cases} 
-sgn(N)\pi, & \kappa > 0 \\
\pi - sgn(N)\pi, & \kappa < 0
\end{cases} \quad [\text{mod} 2\pi] 
\tag{4.36}
\end{align}

The branch of tan\(^{-1}\) needs to be chosen in such a way that \(\theta_{N,k}\) is continuous on \([0,\pi]\). Since the Jacobi polynomials \(P_{|N|-1}^{\alpha,\beta}(\cos \theta)\) have \(|N| - 1\) distinct roots within \((0,\pi)\), it follows that we need to add \(-sgn(N)2\pi\) to eq. (4.36) for each root to determine the actual endpoint of \(\Theta_{N,\kappa}\). That is

\begin{align}
\Theta_{N,\kappa}(\pi) &= -sgn(N)(|N| - 1)2\pi + \begin{cases} 
-sgn(N)\pi, & \kappa > 0 \\
\pi - sgn(N)\pi, & \kappa < 0
\end{cases} 
\tag{4.37}
\end{align}

Thus we establish a correspondence between the integer \(N\) and the winding number \(N_\Theta\) of the \(\Theta\)-saddles connectors in the case \(a = 0\):

\begin{align}
N_\Theta &\sim \begin{cases} 
N - 1, & N \geq 1 \\
N, & N \leq -1
\end{cases} 
\tag{4.38}
\end{align}

where ‘\(\sim\)’ simply means a correspondence.

We now turn our attention to the radial hamiltonian \(h_k = \lim_{a \to 0} H_{rad}\). This operator is closely related to the radial hamiltonian \(h_k\) of the special-relativistic Hydrogen problem, as formulated by Dirac \([17]\):

\begin{align}
h_k &= -i\sigma_2 \partial_r + m\sigma_3 + \frac{k}{r}\sigma_1 + \frac{\gamma}{r} I_{2\times2}. 
\tag{4.39}
\end{align}

The only difference between \(h_k\) and \(h_k\) is their domains: Since \(H_{rad}\) is defined on the double-sheeted Sommerfeld space, this is inherited by its \(a \to 0\) limit \(h_k\), which is still defined on two copies of Minkowski space glued together along a timelike line. In particular the \(r\) variable in \(h_k\) has the range \((-\infty, \infty)\). By contrast, the \(r\) variable in \(h_k\) goes from 0 to \(\infty\). The eigenvalue problem for \(h_k\) was shown to be exactly solvable by Gordon \([27]\), who proved the discrete spectrum to coincide exactly with the Bohr-Sommerfeld spectrum, and found explicit formulas for the eigenfunctions in terms of generalized Laguerre polynomials.

Consider the operator \(h_k\). As described in detail in section 7.4 of Thaller’s book \([59]\), for all \(k \in \mathbb{Z} \setminus \{0\}\), \(h_k\) is essentially self-adjoint on \(C^\infty_c((0, \infty))\), has a discrete spectrum in \((0, 1)\), and a complete set of eigenvectors, provided \(-\sqrt{3}/2 < \gamma < 0\). The discrete spectrum is indexed by two integers, \(n \geq 1\) and \(k = -n, \ldots, -1, 1, \ldots, n - 1\). Let \(M := n - |k|\). Then we have

\begin{align}
E_{M,k} &= \frac{m}{\sqrt{1 + \frac{k^2 - \gamma^2}{(M + \sqrt{k^2 - \gamma^2})^2}}} 
\tag{4.40}
\end{align}

Note that the case \(k > 0\) and \(M = 0\) is excluded.
Gordon [27] computed the corresponding eigenfunctions in terms of generalized Laguerre polynomials: Let \((\phi_1, \phi_2)\) be defined by
\[
    u = \sqrt{1 + E_{M,k}(\phi_1 + \phi_2)}, \quad v = \sqrt{1 - E_{M,k}(\phi_1 - \phi_2)} \tag{4.41}
\]
where \((u, v)\) is an eigenfunction of \(H_k\) with eigenvalue \(E_{M,k}\) (and we have set \(m = 1\)). Then, using the abbreviations
\[
    \rho := \sqrt{k^2 - \gamma^2}, \quad \eta := \sqrt{1 - E^2_{M,k}}, \tag{4.42}
\]
for all nonnegative integers \(M\) and real constants \(c_1, c_2\) such that
\[
    \mu := \frac{c_1}{c_2} = \frac{M}{k + \frac{\gamma}{\eta}}, \tag{4.43}
\]
we have
\[
    \phi_1(r) = c_1 e^{-\eta r} \rho F(-M + 1, 2\rho + 1, 2\eta r) \tag{4.44}
\]
\[
    \phi_2(r) = c_2 e^{-\eta r} \rho F(-M, 2\rho + 1, 2\eta r), \tag{4.45}
\]
where \(F\) denotes Gauss’s confluent hypergeometric function
\[
    F(\alpha, \beta, x) = 1 + \frac{\alpha}{1!\beta} x + \frac{\alpha(\alpha + 1)}{2!\beta(\beta + 1)} x^2 + \ldots \tag{4.46}
\]
Note that when \(\alpha\) is a negative integer, the above series terminates, and \(F\) is a polynomial of degree \(-\alpha\), which (up to a numerical factor) is the generalized Laguerre polynomial \(L_{-\alpha-1}(x)\).

Accordingly, since \(\Omega = 2 \tan^{-1} \frac{v}{u}\), the corresponding solution to the \(a \to 0\) limit of the \(\Omega\)-equation \([2.23]\) will be
\[
    \Omega(r) = 2 \tan^{-1} \left( \frac{1 - E}{1 + E} \frac{\mu F(-M + 1, 2\rho + 1, 2\eta r) - F(-M, 2\rho + 1, 2\eta r)}{\mu F(-M - 1, 2\rho + 1, 2\eta r) + F(-M, 2\rho + 1, 2\eta r)} \right) \tag{4.47}
\]
The values of \(\Omega\) at \(r = 0\) and \(r = \infty\) can thus be calculated (modulo \(2\pi\)):
\[
    \Omega(0) = 2 \tan^{-1} \left( \frac{1 - E}{1 + E} \frac{\mu - 1}{\mu + 1} \right) = \sin^{-1} \left( -\frac{\gamma}{k} \right) \tag{4.48}
\]
\[
    \Omega(\infty) = -2 \tan^{-1} \left( \frac{1 - E}{1 + E} \right) = -\cos^{-1} E \tag{4.49}
\]
which is in agreement with the analysis of the equilibrium points of the corresponding dynamical system. We choose our principal branch of \(\sin^{-1}\) depending on the sign of \(k\):
\[
    \Omega(0) = \begin{cases} \sin^{-1} \left( \frac{-\gamma}{k} \right) & \text{if } k < 0 \\ -\pi - \sin^{-1} \left( \frac{-\gamma}{k} \right) & \text{if } k > 0 \end{cases} \tag{4.50}
\]
On the other hand, from the properties of Laguerre polynomials, it follows that the denominator of the rational function in \([4.47]\) has \(M\) zeros in \((0, \infty)\) when \(k < 0\) and \(M - 1\) zeros in \((0, \infty)\) when \(k > 0\). That is
Proposition 4.1. The polynomial $\mu F(-M + 1, 2\rho + r, 2\eta r) + F(-M, 2\rho + 1, 2\eta r)$ has

- $M \geq 0$ distinct zeros in $(0, \infty)$ when $k < 0$ and
- $M - 1 \geq 0$ distinct zeros in $(0, \infty)$ when $k > 0$, provided $|\gamma| < \frac{1}{2}$.

We prove Proposition 4.1 at the end of this section. Note that it explains why we must have $k \leq n - 1$: if $k = n$, then $M - 1 = -1$, but a polynomial can't have a negative number of zeros. The assumption $|\gamma| < \frac{1}{2}$ is merely technical and used to simplify the proof of Proposition 4.1. It's expected Proposition 4.1 should still hold even under the assumption $|\gamma| < \frac{\sqrt{3}}{2}$. However, note that $|\gamma| < \frac{1}{2}$ is part of our assumptions in Theorem 2.1.

Thus in order for $\Omega$ to be a continuous function of $r$, the branch of $\tan^{-1}$ needs to be chosen such that $-2\pi$ gets added to the value every time $r$ crosses one of these zeros. Therefore

$$\Omega(\infty) = -2\pi M - \cos^{-1} E$$

which holds for both $k < 0$ and $k > 0$ (this is why we chose $\Omega(0) = -\pi - \sin^{-1}\left(\frac{-\sqrt{2}}{k}\right)$ for $k > 0$). Thus we establish the following correspondence between the integer $M$ and the winding number $N_{\Omega}$ for the $\Omega$-saddles connectors in the case $a = 0$.

$$N_{\Omega} \sim M.$$  \hfill (4.52)

Now consider the case $a > 0$ (i.e. the Dirac hamiltonian on zGKN). The bound states are indexed by three integers $N_\Theta, N_\Omega,$ and $2\kappa$ appearing in Theorem 2.1. Using (4.52) and (4.38), we can define a correspondence between the integers $N_\Theta, N_\Omega, 2\kappa$ and the usual spectroscopic notation $n\ell j$ of hydrogenic states. Given $N_\Theta$ and $N_\Omega$, define $N$ and $M$ via

$$N := \begin{cases} N_\Theta + 1, & N_\Theta \geq 0, \\ N_\Theta, & N_\Theta \leq -1, \end{cases} \quad \text{and} \quad M := N_{\Omega}.  \hfill (4.53)$$

Then $n, \ell, j$ appearing in $n\ell j$ are given by

$$k := -N - \text{sgn}(N) \left( |\kappa| - \frac{1}{2} \right)$$  \hfill (4.54)

$$n := M + |k|$$  \hfill (4.55)

$$j := |k| - \frac{1}{2}$$  \hfill (4.56)

$$\ell := j + \text{sgn}(k) \frac{1}{2}$$  \hfill (4.57)

$$m_j := \kappa.$$  \hfill (4.58)

This establishes the desired correspondence between the winding numbers appearing in Theorem 2.1 and the usual spectroscopic notation $n\ell j$ of hydrogenic states. For example, suppose we ask: Which state in zGKN corresponds to $2p_{1/2}$ with $m_{1/2} = -\frac{1}{2}$? Note $\ell = 1$ implies $1 = \frac{1}{2} + \text{sgn}(k) \frac{1}{2}$. Therefore $k$ is positive and so $j = \frac{1}{2}$ implies $k = 1$. Therefore $N = -1$ implies $N_\Theta = -1$. Lastly, $n = 2$ implies $M = 1$ and so $N_{\Omega} = 1$. Thus the state $2p_{1/2}$ with $m_{1/2} = -\frac{1}{2}$ corresponds to $N_\Theta = -1$, $N_{\Omega} = 1$, and $\kappa = -\frac{1}{2}$.
In general, the zeroth order term for $Q$ is $N_\Theta$. Proof of Proposition 4.1.

Set $\beta = 2\rho + 1$ and $x = 2\eta r$. And set $P_M(x) = F(-M, \beta, x)$ and $Q_M = \mu P_{M-1} + P_M$. We first show that $Q_M$ has at least $M - 1$ real distinct roots in $(0, \infty)$. Since complex roots come in pairs, this will imply that the roots of $Q_M$ are all real. Seeking a contradiction, suppose $Q_M$ does not have $M - 1$ roots in $(0, \infty)$. Since $P_M$ are proportional to the generalized Laguerre polynomials, they form a system of orthogonal polynomials with respect to the weight function $L(x) = x^{\beta-1}e^{-x}$. Since $\int_0^\infty Q_M(x)w(x)dx = 0$, it follows that $Q_M$ changes sign at least once in $(0, \infty)$; hence $Q_M$ has at least one zero of odd multiplicity in $(0, \infty)$. Let $x_1, \ldots, x_k$ denote the distinct zeros of odd multiplicity located in $(0, \infty)$. By assumption $k < M - 1$. Set $Z(x) = (x - x_1) \cdots (x - x_k)$. Then $Z(x)Q_M(x)$ is a polynomial with no zeros of odd multiplicity in $(0, \infty)$ and therefore $\int_0^\infty Z(x)Q_M(x)w(x)dx \neq 0$. Since $Z(x)$ is a polynomial with degree $k$, we can write it as $Z(x) = \sum_{i=0}^k a_i P_i(x)$. Therefore we get a contradiction:

$$0 \neq \int_0^\infty Z(x)Q_M(x)w(x)dx = \int_0^\infty \left( \sum_{i=0}^k a_i P_i(x) \right) (\mu P_{M-1}(x) + P_M(x))w(x)dx = 0.$$ 

We get zero for the last equality since $k < M - 1$. Thus $Q_M$ has at least $M - 1$ simple roots in $(0, \infty)$.

Since $Q_M$ has at least $M - 1$ distinct real roots in $(0, \infty)$, by Descartes’ rule of signs, it suffices to show that the signs of the coefficient for $Q_M$ (ordered by ascending variable exponent) alternate $M$ times when $k < 0$ and alternate $M - 1$ times when $k > 0$. An induction argument shows that the coefficients of $P_M$ form Pascal’s triangle with alternating signs. For example $P_3(x) = 1 - \frac{3}{\beta} x + \frac{3}{\beta(\beta+1)} x^2 - \frac{1}{\beta(\beta+1)(\beta+2)} x^3$. So for $M = 4$, we have

$$Q_4(x) = \mu P_3(x) + P_4(x)$$

$$= (\mu + 1) - (3\mu + 4) \frac{x}{\beta} + (3\mu + 6) \frac{x^2}{\beta(\beta+1)} - (\mu + 4) \frac{x^3}{\beta(\beta+1)(\beta+2)} + \frac{x^4}{\beta \cdots (\beta+3)}$$

In general, the zeroth order term for $Q_M$ will be $(\mu + 1)$, the first order term will be

| Hydrogenic state | $N_\Theta$ | $N_{\Omega}$ | $\kappa$ |
|------------------|------------|-------------|----------|
| $1s_{1/2}$, $m_{1/2} = \pm \frac{1}{2}$ | 0 | 0 | $\pm \frac{1}{2}$ |
| $2s_{1/2}$, $m_{1/2} = \pm \frac{1}{2}$ | 0 | 1 | $\pm \frac{1}{2}$ |
| $2p_{1/2}$, $m_{1/2} = \pm \frac{1}{2}$ | -1 | 1 | $\pm \frac{1}{2}$ |
| $2s_{3/2}$, $m_{3/2} = \pm \frac{1}{2}$ | -2 | 0 | $\pm \frac{1}{2}$ |
| $2s_{3/2}$, $m_{3/2} = \pm \frac{3}{2}$ | -1 | 0 | $\pm \frac{3}{2}$ |

Table 1: Correspondence between hydrogenic states and winding numbers.
proportional to \((\mu + \frac{M}{M-1})\), and each term after that will be proportional to something greater than \((\mu + \frac{M}{M-1})\) in magnitude. Moreover each term alternates in sign. Thus

(1) for \(k < 0\), it suffices to show that \(\mu + 1 > 0\) since this implies that the signs for \(Q_M(x)\) go like \(+ - + - + \cdots\), and

(2) for \(k > 0\), it suffices to show that \(\mu + 1 < 0\) and \(\mu + \frac{M}{M-1} > 0\) since this implies that the signs for \(Q_M(x)\) go like \(- - + - + \cdots\). Note this only applies for \(M \geq 2\); the case \(M = 1\) can be verified independently.

Using \(k = \text{sgn}(k)\sqrt{\rho^2 + \gamma^2} + \sqrt{1 - E^2} = -\gamma/\sqrt{(M + \rho)^2 + \gamma^2}\), we have

\[
\mu = \frac{M}{k + \gamma/\sqrt{1 - E^2}} = \frac{M}{\text{sgn}(k)\sqrt{\rho^2 + \gamma^2} - \sqrt{(M + \rho)^2 + \gamma^2}}.
\]

From this expression, it follows that \(-\mu < 1\) if \(k < 0\); this proves (1). Now we prove (2). Since \(k > 0\), rationalizing the denominator gives

\[
-\mu = \frac{\sqrt{\rho^2 + \gamma^2} + \sqrt{(M + \rho)^2 + \gamma^2}}{M + 2\rho} < \frac{\rho + |\gamma| + M + \rho + |\gamma|}{M + 2\rho} = 1 + \frac{2|\gamma|}{M + 2\rho}.
\]

Therefore \(\mu + 1 < 0\). Lastly, since \(\frac{M}{M-1} = 1 + \frac{1}{M-1}\), it suffices to show \(\frac{2|\gamma|}{M+2\rho} < \frac{1}{M-1}\). Indeed

\[
\frac{2|\gamma|}{M+2\rho} = \frac{2|\gamma|}{M + 2\sqrt{k^2 - \gamma^2}} < \frac{2|\gamma|}{M + 2\sqrt{1 - \gamma^2}} < \frac{1}{M - 1}
\]

where the last inequality holds whenever \(|\gamma| < \frac{1}{2}\). \(\square\)

5 Numerical results

The following numerical simulations are performed using MATLAB [42]. The algorithm for finding the energies of saddles connectors is as follows: The two ODEs (2.25) and (2.23) are numerically integrated (using Runge-Kutta 4-5) over a suitably large interval symmetric about zero, with initial data corresponding to the saddle nodes on the left boundary of the corresponding cylinders. The two desired winding numbers \(N_\Theta\) and \(N_\Omega\) are fixed, as well as the other parameters \(\kappa\), \(a\) and \(\gamma = -Z_\alpha S\). A shooting method is used iteratively on the parameters \(\lambda\) for the \(\Theta\) equation and \(E\) for the \(\Omega\) equation, to fine tune the values for these parameters via a binary search, until solutions with the desired winding numbers are found for both equations using the same (up to a specified tolerance) pair of \((\lambda, E)\) values.

MATLAB’s graphic routines are then used to generate the plots.

5.1 Comparison of computed eigenvalues for the angular hamiltonian with previously known results

The angular hamiltonian (2.13) is identical to the one obtained for Dirac’s equation on the Kerr-Newman spacetime. It has been extensively studied, see [4] and references therein.\(^5\)

\(^5\)We note that a different sign convention for the Chandrasekhar Ansatz (2.25) was used in [4]. As a result, their expression for the angular hamiltonian looks different from ours. It is easy to see that in order to get the same expression, one needs to change the signs of the parameters \(a, \omega\) (which corresponds to our \(E\)), and \(\kappa\) in eq. (5) of [4].
It is known to be essentially self-adjoint, its spectrum is discrete, and consists of simple eigenvalues \( \{ \lambda_N \}_{N \in \mathbb{Z}^*} \) that, as can be seen in (2.13) and (2.15), depend on the parameters \( \mu \equiv a m \) and \( \nu \equiv a E \), as well as on the half-integer \( \kappa \). It was shown in [4] that this dependence is analytic, and that \( \lambda_N(\kappa; \mu, \nu) \) has a double series expansion in \( \mu \) and \( \nu \), with coefficients that can be computed recursively. In particular the authors of that paper showed that, setting \( \alpha \equiv \nu - \mu \) and \( \beta \equiv \nu + \mu \), one has

\[
\lambda_N(\kappa; \alpha, \beta) = \sum_{m,n=0}^{\infty} c_{m,n} \alpha^m \beta^n
\]  

(5.59)

Moreover, they showed that

\[
c_{0,0} = -\text{sgn}(N)(|\kappa| - \frac{1}{2} + |N|) =: k, \quad c_{1,0} = \frac{-\kappa}{2k+1}, \quad c_{0,1} = \frac{-\kappa}{2k-1},
\]

\[
c_{2,0} = \frac{(2k+1)^2 - 4\kappa^2}{4(2k+1)^3}, \quad c_{1,1} = 0, \quad c_{0,2} = \frac{(2k-1)^2 - 4\kappa^2}{4(2k-1)^3}
\]

(5.60)

and that all other coefficients can be computed using these and the recursion relations they had provided.

Here we have demonstrated a different way to compute the eigenvalues \( \lambda \) of the angular hamiltonian (2.13), namely, we compute the two eigenvalues \((\lambda, E)\) of the angular and radial hamiltonians in an iterative procedure, by finding saddles connectors for the corresponding flows on finite cylinders. It is interesting to compare these two methods for computing \( \lambda_N \). In Figure 7 the blue circles are values of \( \lambda_1 \) computed using our method, with the

---

**Figure 7:** Comparison of angular eigenvalues computed in two different ways.

---

6The index \( j \) used in [4] to enumerate the angular eigenvalues has the opposite sign of our \( N \), i.e. their \( \lambda_j \) is our \( \lambda_{-N} \).

7Correcting for the sign of \( \kappa \), see footnote 5
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one given by the first few terms in the expansion (5.59) (corresponding to $m + n \leq 2$), in which we have substituted for $E$ its approximate value computed using our method. We see that there is pretty good agreement between the two all the way to $a \approx 1$. The minor discrepancies that show for $a > 1$ we expect to go away when more terms of the analytic expansion are taken into account.

5.2 Breaking of degeneracies in energy eigenvalues

The discrete spectrum of the Dirac equation on Minkowski space dressed with a static point charge (the coulombic Dirac hamiltonian) is well-known to have accidental degeneracies, since energy eigenvalues do not depend on the sign of the spin-orbit coupling (see (4.40)) while the eigenfunctions of course do. This degeneracy is broken when $a \neq 0$, leading to effects that mimic the Lamb-shift (of course they do so only qualitatively) as depicted in Figure 8. In this figure the horizontal axis is the variable $r$, in units of $\hbar/m_ec$, and the vertical axis is $|\Psi|^2$.

![Figure 8: Breaking of accidental degeneracy for $a = 0.0004$.](image)

Another degeneracy present in the spectrum of the coulombic Dirac operator on Minkowski space, is the lack of dependence of the energy levels on the eigenvalue of the $z$-component of the angular momentum, usually denoted by $m_j$ (see the previous section for a dictionary), while the corresponding eigenfunctions do depend on $m_j$ through their dependence on spherical harmonics. This degeneracy is also broken in our model, since the $\Omega$ equation manifestly depends on $\kappa$, which is the corresponding quantity to $m_j$ in this context. The breaking of this degeneracy results in effects that are akin to hyperfine splitting, as can be seen in Figure 9. This figure shows the splitting of the two identical $a = 0$ ground state profiles into two distinct profiles with the values for $a > 0$ and $\gamma$, as indicated, but with $\kappa = \frac{1}{2}$ (corresponding to parallel spins for the electron and the nucleus).
and with \( \kappa = -\frac{1}{2} \) (the anti-parallel case). The two curves are almost indistinguishable at the scale of this figure (the inset shows the difference between the two) but their energies are clearly different, as indicated.

### 5.3 Dependence of the spectrum on the atomic number

The dependence of the spectrum of the coulombic Dirac Hamiltonian on \( \gamma = -Z\alpha_s \), the strength of the Coulomb potential, is well-documented, e.g. [59], as well as the interesting behavior of the energies of the excited states when a term corresponding to the anomalous magnetic moment of the electron is added to the Hamiltonian (ibid., p. 219). As discussed earlier, anomalous magnetic moment effects are already included in our Dirac on zGKN Hamiltonian, so one expects a similar pattern of behavior to emerge in our case as well. As we shall see, there are some similarities, but there are also some big surprises.

But first, it stands to reason that the profile of the ground state should show that as \( Z \) increases, the electron would tend to hover closer to the ring singularity. This is easily confirmed by the numerics, as depicted in Figure 10.

Second, in the case of the coulombic Dirac Hamiltonian, the energy of the ground state has the following behavior: it decreases to 0 as \( -\gamma = Z\alpha_s \rightarrow 1 \), and at \( -\gamma = 1 \) the ground state energy curve (represented by blue stars in Fig. 11) appears to have a vertical tangent, with no further values found for the ground state energy when \( -\gamma \) is pushed beyond 1.

The ground state energies of our Dirac on zGKN Hamiltonian, represented by the circles in Fig. 11, also follow this pattern, but then begin to deviate from it in two ways: they continue to exist past \( -\gamma = 1 \), and the energy value starts to oscillate as \( -\gamma \) is increased further and further, apparently with a damped amplitude, thus perhaps converging to a limiting positive value as \( |\gamma| \rightarrow \infty \) (assuming a discrete spectrum exists for all \( |\gamma| > 1 \)).
The same pattern of behavior is observed for the excited state energies as $-\gamma$ is pushed beyond 1. In Fig. 11 the energies of the first excited states of the coulombic Dirac Hamiltonian, i.e. $2s_{1/2}$ (which because of the accidental degeneracy is the same as the energy of $2p_{1/2}$) are depicted by the orange stars, which cease to exist past the critical value of $\gamma$. By contrast, in our zGKN case these two excited states continue to exist in the su-
percritical range, and exhibit a similar oscillatory behavior as the ground state did. The energies of $2s_{1/2}$ orbitals are represented by purple squares, and that of $2p_{1/2}$ by green 5-point stars. Due to this oscillation, these two energy levels criss-cross one another, resulting in a Lamb-shift-like value that is sometimes positive and sometimes negative.

5.4 The $\alpha$-dependence of the spectrum

At a formal level, the limit $\alpha \to 0$ of the radial hamiltonian (2.18) coincides with the coulombic Dirac hamiltonian on Minkowski space. This is of course purely formal, since the domain of these two hamiltonians is vastly different. Nevertheless, one may expect that for small values of the parameter $\alpha$, the spectrum of Dirac hamiltonian on zGKN is not that different from that of the standard coulombic Dirac problem, except that it must be doubled up since we know that the former is symmetric with respect to zero. Because the parameter $\alpha$ shows up in many different places in (2.18), it is possible that changing this parameter causes many different effects to happen at the same time, so that our initial intuition about $ea$ representing the anomalous magnetic moment is conceivably to be revised. In particular, we recall that $\alpha$ is hidden in the definition of $\varpi$, and we also know that $\lambda$ must depend on $\alpha$.

We first study the dependence of the ground state energy on $\alpha$. In Fig. 12 we have plotted the ground state energy for $0 < \alpha < 2$. The limiting value at $\alpha = 0$ appears to coincide with the ground state energy of the coulombic Dirac problem. The dependence on $\alpha$ seems to follow a power law with exponent $< 1$ as $\alpha \downarrow 0$. In the other direction, as $\alpha$ increases, a maximum appears, after which the energy decreases. We can also perform a similar study for the differences of the energies of the excited states $2s_{1/2}$ and $2p_{1/2}$ computed for $\alpha > 0$, from their coulombic Dirac values (i.e. for $\alpha = 0$). The result is shown in Fig. 13. Note

![Figure 12: Ground state energy plotted against $\alpha$.](image-url)
that the corresponding energy levels for the coulombic Dirac problem are the same, due to
the aforementioned accidental degeneracy, so the same number is subtracted from both of
these. The fact that both curves appear to go through the origin supports our speculations
about the $a \to 0$ limiting. Moreover, we observe that the two curves cross and therefore the
corresponding Lamb-shift-like difference between these two energy levels changes sign as $a$
is increased.

![Figure 13: Difference between energy of the first two excited states for $a > 0$ and for $a = 0$, plotted against $a$.](image)

6 Summary and Outlook

In this paper we have supplied a complete characterization of the discrete spectrum of a
Dirac electron in the zero-$G$ Kerr–Newman spacetime, though only under certain smallness
conditions on the electric coupling constant and on the radius of the ring singularity. This
improves on our previous works [34], [35], [36] where it was shown that the discrete spectrum
is non-empty for more restrictive conditions on the parameters of the problem. The discrete
spectrum is associated with a triplet of integers. One set of integers is the familiar enum-
eration of the azimuthal modes, associate with the axisymmetry. The other two integer
families are associated with topological winding numbers of a coupled system of dynamical
equations on finite cylinders. We have provided a dictionary for how our characterization
maps into the familiar hydrogenic Dirac spectra in the small radius regime of the ring sin-
gularity. We have also provided some numerical illustrations of the low-lying eigenvalues
as functions of the coupling constant and of the radius of the ring singularity, obtained by
implementing the algorithm of our constructive proof. Empirically, the algorithm converges
outside of the estimated convergence regime, demonstrating that our estimates are far from
Interestingly, the numerically obtained results show some never-before-seen oscillatory behavior of the Dirac eigenvalues for large coupling constants beyond the currently assessible regime of experimental data.

Future work should improve on our assumptions on the parameters of the problem and obtain sharp results.

Although our constructive proof relies on the iteration of two dynamical systems that determine the pairs $(\lambda, E)$ jointly, and which is instrumental in identifying the doubly integer labels for $(\lambda, E)$, from the computational point of view it is of interest to also try to compute the energy eigenvalues $E$ directly from the dynamical $\Omega$ system, with the angular eigenvalues $\lambda$ expressed as analytical functions of $E$ in the manner determined in [4]. Whether this has computational advantages or not is an interesting question.

In the future we plan to rigorously investigate the $a \to 0$ limit and hopefully show that the $a \to 0$ limit of the $zGKN$ spectrum converges to the Bohr-Sommerfeld spectrum as suggested in Figures [12] and [13]. In fact, due to the symmetry of the spectrum, we expect to get two copies of the Bohr-Sommerfeld spectrum. One copy corresponds to a negative point charge $-e$ in the $r > 0$ sheet, while the other copy corresponds to a positive point charge $+e$ in the $r < 0$ sheet. An interpretation of this negative spectrum is given in [36].

The KN electromagnetic field can also be generalized to exhibit what elsewhere we have called a $KN$-anomalous magnetic moment,

$$A_{\text{KN}}^{\text{an}} = -\frac{r}{r^2 + a^2 \cos^2 \theta} \left( iQ dt - \frac{i\pi a^2}{c^2} \sin^2 \theta \, d\varphi \right),$$

(6.61)

with which one can decorate the zero-$G$ Kerr spacetime of the same ring radius $a$; here, $i$ is the electrical current which produces a magnetic dipole moment $\pi a^2/c$ when viewed from spacelike infinity in the $r > 0$ sheet. Although no spacetime with such a generalized KN field has yet been found for when $G > 0$, it is an interesting open question whether one exists. In any event, in the zero-$G$ limit this family of spacetimes does exist, and it is not yet known whether the Dirac operator is essentially self-adjoint or not on its minimal domain. Clearly there are plenty of intriguing questions that await a rigorous mathematical treatment.
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A  Errata for reference [34]

While working on this follow-up paper to [34] we found several sign slip-ups and some other
blunders that we correct in this list of errata:

- P.16, Eq.(95): $e$ should be replaced with $-e$.
- P.16, Eq.(101): $m$ should be replaced with $-m$.
- P.16, Eq.(102): change the signs of all four matrix entries.
- P.16, Eq.(103): $i$ should be replaced with $-i$.
- P.16, Eq.(104): change $\pm$ into $\pm$.
- P.17, first two unnumbered equations: change $\lambda$ to $-\lambda$.
- P.17, Eq.(108): exchange $u$ and $v$, and as a result:
  - P.17, Eq.(109): the r.h.s. should be replaced with $\frac{1}{\sqrt{2}} \left( 1 - i \right)$.
- P.18, Eq.(114): change $R = \frac{1}{2} \sqrt{u^2 + v^2}$ to $R = \frac{1}{\sqrt{2}} \sqrt{u^2 + v^2}$.
- P.18, text after Eq.(114): change to $R_1 = Re^{-i\Omega/2}$ and $R_2 = Re^{i\Omega/2}$.
- P.18, Eq.(115): the r.h.s. should be replaced with eq. (2.22) in this paper.
- P.19, Proposition 7.2.: change $|\kappa| \geq \frac{1}{2}$ to $\kappa \geq \frac{1}{2}$. (The case of $\kappa < 0$ requires a different
  boundary condition than (123)).
- P.20, in the THEOREM: replace $(-\infty, b] \cup [a, \infty)$ by $(-\infty, b) \cup (a, \infty)$.
- P.21, above Eq.(131): the fundamental domain is fixed to be $[x_-, x_+] \times \left[ -\pi, \pi \right]$. In
  this paper we let the fundamental domain be arbitrary $[x_-, x_+] \times [y_0, y_0 + 2\pi]$.
- P.21, below Eq.(133): replace $s_- < n_-$ with $s_- > n_-$ so that it agrees with assumption
  (c) in section 3.1.
- P.21, Eq.(137): purge “(mod 2\pi)”.
- P.24, below Eq.(142): it should read $-\frac{\partial g/\partial \mu}{\partial g/\partial y} \leq 0$.
- P.27, the expression for $q(T)$: the first $-$ should be a $+$ and the last $+$ should be a
  $-$. The conclusion “$\lambda < -a$” on page 28 is no longer true given this correction.
- P.32, section 10: $n_-$ should be replaced with $-\pi - \cos^{-1}(E)$.
- P.36, the second $\leq$ after $h(\xi)$: this is not valid since $\lambda$ is negative. Proposition 3.20 in
  this paper replaces Proposition 7.10 in [34].
- P.36, when examining $j'(\xi_0)$: $\frac{\pi}{2}$ needs to be added to $\xi_0$. Proposition 3.21 in this
  paper replaces Proposition 7.11 in [34].
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