Leaky Integrate-and-Fire Mechanism in Exciton–Polariton Condensates for Photonic Spiking Neurons
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This paper introduces a new approach to neuromorphic photonics in which microcavities exhibiting strong exciton–photon interaction may serve as building blocks of optical spiking neurons. The experimental results demonstrate the intrinsic property of exciton–polaritons to resemble the Leaky Integrate-and-Fire (LIF) spiking mechanism. It is shown that exciton–polariton microcavities when non-resonantly pumped with a pulsed laser exhibit leaky integration due to relaxation of the excitonic reservoir, threshold-and-fire mechanism due to transition to Bose–Einstein Condensate (BEC), and resetting due to stimulated emission of photons. These effects, evidenced in photoluminescence characteristics, arise within sub-ns timescales. The presented approach provides means for ultrafast processing of spike-like laser pulses with energy efficiency at the level below 1 pJ per spike.

1. Introduction

Neuromorphic engineering aims to develop hardware capable of unconventional computing by emulating the physiology of the neuronal network of a brain.[1] Here, we particularly refer to Spiking Neural Networks (SNN) a special class of Artificial Neural Networks (ANN) often denoted as 3rd generation networks.[2] This notion reflects the promise of improvements in the computational power efficiency of SNN by maintaining a more strict analogy to brain-like processing with trains of asynchronous spikes.[3]

The concept of Neuromorphic Photonics introduced advantages of optical information processing into the neuromorphic engineering domain.[4] This especially addresses potentially limiting factors of more matured neuromorphic electronics. Although the progress within this domain is astonishing, most of the state-of-the-art processors are optimized for a specific goal, e.g., achieving low power consumption by utilizing digital representations of spiking signals,[5] providing high flexibility and reconfigurability based on von Neumann’s many-core architecture or high-speed processing based on analog neural circuits.[6,7] These approaches are a result of trade-offs between desirable objectives, but also a consequence of fundamental limits related to electrical signal propagation.[8,9] For the same reason, such electronic systems rely on at most sub-μs timescales of operation to achieve asynchronous communication within a dense network of electronic interconnections.[10]

Optical implementations, on the other hand, may allow targeting sub-ns regimes with the gigahertz switching speeds simultaneously providing high communication bandwidth, and low cross-talk.[11] In connection with sub-ns pulsed lasers, photonics is very well-suited for ultrafast spike-based information processing requiring high interconnection densities.[12] It is expected that hypothetical integrated photonic spiking processors could potentially operate six orders of magnitude faster than neuromorphic electronics.[13]

Since the beginning, the engineering of SNN devices has focused on two mutually exclusive aspects, first to develop scalable, fast, and low-powered solutions, and second to faithfully model biological neurons.[8,14] The contradiction, as a rule of thumb, is that the more rich neuron models add more usefulness to neuromorphic hardware while being more computationally inefficient and harder to emulate in large networks. Within the neuromorphic electronics field, this issue has been often addressed, e.g., by introducing digital neuron representation,[15,16] optimizing spiking analog circuits, or the model itself to suit the hardware better.[17] The less mature optical domain research still seeks suitable solutions allowing the implementation of spiking neural networks.

In general, the minimum neuron functionality necessary to realize efficient and brain-like information processing is well
approximated by the family of Integrate-and-Fire (IF) models.\(^{18}\) The simplest IF neuron captures only the most basic biological neuron features, i.e., at least integration of input spikes and spike firing due to threshold crossing. Nevertheless, it has been demonstrated that networks of IF neurons are capable of visual pattern recognition,\(^{19}\) saliency extraction,\(^{20}\) speech recognition, or robot control.\(^{21}\) Considerable effort was made to find a physical phenomenon within the all-optical domain that accurately mimics neuro-computational functionalities supported by IF models. One of the first reports pointed to neuron-like pulse generation in a semiconductor resonator cavity with pump perturbation.\(^{22}\) Later the excitability of semiconductor lasers has been often discussed in the context of neuronal excitability (the fundamental property of a biological neuron to spike in response to a strong enough stimulus).\(^{23–25}\) The turning point came after the first demonstration of a fiber-based ultrafast Leaky-Integrate-and-Fire (LIF) neuron, a class of IF.\(^{26}\) The semiconductor optical amplifier has been used to implement the LIF mechanism, although with periodic gain sampling. This work focused particularly on the optical realization of the neuronal model for neuromorphic computation.\(^{27}\) Following this approach, within the last decade, there have been several reports pointing explicitly to similarities between spiking neurons and various optical effects. The first reports focused on excitability in semiconductor ring lasers,\(^{28}\) injection-locked Vertical Cavity Emitting Lasers (VCSEL),\(^{29}\) and optically pumped VCSEL with the saturable absorber.\(^{30}\) Soon later these systems were used to implement more advanced LIF functionalities\(^{31–32}\) or controlled generation of spiking patterns.\(^{33}\) This was followed by demonstrating computational usefulness—temporal recognition tasks with chains of micro-lasers,\(^{34}\) and pattern recognition based on coincidence detection of VCSEL spikes.\(^{35}\) Recent advancements in integrated photonics also led to on-chip spiking neuron realizations with basic spiking neurons based on phase-change materials.\(^{36}\) Although much progress has been made the optical approaches are much in their infancy in comparison to the electrical domain. Current efforts are focused on identifying the potential mechanisms for useful and flexible neuron implementation. Nevertheless, the foundations have been laid down proving the possibility of ultrafast neuromorphic processing. The building blocks of future optical SNN competitive with electronic solutions are yet to be clarified.

In this context, we propose a new solution in which exciton–polaritons (abbr. polaritons) in microcavities may provide building blocks for sub-ns optical emulation of biological neurons with the low energetic cost of single spiking operation. Polaritons are quasiparticles formed due to the strong interaction of photons confined in optical microcavity and excitons confined within embedded quantum wells.\(^{37,38}\) Such light–matter coupling strengthens photon–photon interactions through the admixture of the excitonic component. This leads to remarkable phenomena like non-equilibrium Bose–Einstein condensation or superfluid-like states.\(^{39,40}\) Importantly, polaritons also provide non-linear oscillatory dynamics under pulsed excitation.\(^{41}\) These unique properties allowed the demonstration of Josephson junctions,\(^{42}\) polariton transistors and logical gates,\(^{43,44}\) classical artificial neurons,\(^{45}\) non-linear phenomena at the femtosecond level,\(^{46}\) and polariton-based reservoir computing.\(^{47}\) Our proof-of-principle polariton binarized neural network has shown the capability of efficient handwritten digit recognition with high accuracy.\(^{48}\) Moreover, we have shown that in general polariton-based networks could provide energy efficiency and performance density in inference tasks orders of magnitude higher than electronics.\(^{49}\)

Here we report that exciton–polariton systems can mimic the LIF mechanism underlying most of the advanced IF spiking neuron models. Particularly, we experimentally show that polariton microcavities under non-resonant pulsed pumping exhibit spiking photoluminescence characteristics similar to the pulse response of a LIF neuron but within ps timescales. This effect arises due to the property of polaritons that can undergo a rapid transition to non-equilibrium Bose–Einstein Condensate (BEC) above the excitation threshold, followed by a strong spike in photoluminescence. We demonstrate this analogy in detail based on ultrafast measurements with a streak camera, focusing on microcavity pulse response to single or consecutive picosecond laser pulses. First, by comparing the LIF model with the polariton condensation mechanism we propose the polariton population as an internal state variable. This is equivalent to LIF membrane potential which governs the spiking behavior of the neuron. Then, step by step we designate other analogies to particular functionalities implied by the LIF model and experimentally demonstrate the physical mechanisms behind each of these similarities. This way we show that systems taking advantage of intrinsic properties of exciton–polaritons may become future building blocks of optical neurons and neuromorphic devices in general.

2. LIF Neuron and Its Polariton Analog

Within the LIF model, neuron dynamics are reproduced by the electrical circuit depicted in the inset of Figure 1a.\(^{49}\) The spikes of electrochemical signals (action potentials) are events ideally represented as delta functions \(\delta(t - t^0)\), where \(t^0\) describes the moment of spike firing. The input from multiple presynaptic neurons is represented as a series of delayed spikes \(x(t) = \sum_t \delta(t - t^0)\) which are low-pass filtered at the synapse and generate the postsynaptic current \(I(t) = \sum f t_0 \sum a(t - t^0)\). The \(a\) function describes the synapse response to a delta spike and is discussed in more detail in the Experimental Section. The \(a\) corresponds to the efficacy of connection of a neuron with \(j\)th presynaptic neuron. The \(I(t)\) current either charges the capacitor or leaks through the resistor \(R_m\) of a parallel RC circuit effectively causing the exponential decay of voltage across the capacitor plates. This potential difference represents the membrane potential of a neuron \(V_m(t)\), and the RC circuit effectively works as a “leaky integrator” with a time constant \(\tau_m = R_mC_m\). In result, the membrane potential decays in time according to Equation (1).

\[
\frac{\mathrm{d}V_m(t)}{\mathrm{d}t} = \frac{V_m(t) + R_m I(t)}{\tau_m} \quad \text{at } t(1) \text{ such that } V_m(t(1)) = \theta, \text{ reset to } V_{\text{reset}}
\]

If \(V_m(t)\) reaches the threshold before circuit discharge, a delta spike is emitted at the moment of threshold crossing \(\theta\). Immediately, the potential is reset to a new value \(V_{\text{reset}}\). Here we assume...


Figure 1. a) Calculation of LIF spiking in response to multiple incoming spikes, \( \omega \)—synapse efficacy. The main LIF neuron functionalities from (i) to (vi) are also depicted. Inset—LIF neuron circuit representation: \( x(t) \)—series of delta spikes from presynaptic neurons, \( I(t) \)—synapse output in a form of decaying current \( R_{m}, C_{m} \)—resistance and capacitance associated with the neuron’s membrane. The RC circuit works as a leaky-integrator of membrane potential \( V_{m} \) and drives the thresholder \( \theta \). Threshold crossing leads to a firing event (spike emission). Here we assume \( V_{\text{reset}} = V_{\text{rest}} = 0 \). b) Scheme of a polariton microcavity, its working principle, and relationship between the angle of microcavity far-field emission \( \theta \) and in-plane momentum \( k_{//} \). c) Scheme of non-resonant optical excitation of polaritons, represented in energy versus angle \( \theta \) of emission (equivalent to \( k_{//} \)), dashed lines—the pure cavity photon and quantum-well exciton dispersions, solid lines—the lower polariton (LP) branch (low energy side), and upper polariton (UP) branch (high energy side). Exemplary energies of the excitation pulse and emitted pulse are also depicted by (wavy arrows).

\[ V_{\text{reset}} = V_{\text{rest}} = 0, \]

where \( V_{\text{rest}} \) is the membrane resting potential. This corresponds to the case when the refractoriness mechanism is not implemented.

The described IF model instance reduces the biological neuron to six fundamental functionalities: (i) defines internal state variable representing the membrane potential, (ii) provides leaky-integration of input spikes which contributes to the build-up and decay of the membrane potential, (iii) sets the threshold level of membrane potential for realization of fire or no-fire decision, (iv) triggers the spike firing event which contributes to consecutive spike emission into the network, (v) forces the reset of the membrane potential. The LIF model also implies synapse functionality, i.e., (vi) weighted-summation of incoming spikes. According to this model, the sequence of LIF-like spiking in response to multiple incoming spikes is shown in Figure 1a.

To make the comparison between the LIF neuron and the polariton cavity we assume that the neuron responds only to excitatory inputs in the form of pulses, without a possibility of inhibitory behavior as in a biological neuron. This is needed as the polariton cavity spiking response occurs only for the pulsed excitation regime. Particularly, within the regime of pulsed non-resonant excitation of semiconductor microcavities in the strong light–matter coupling regime, we can derive the mechanism and phenomena which can reproduce six main LIF functionalities. We explain this analogy in the next sections.

2.1. Membrane Potential and Thresholding

Microcavity exciton–polaritons are bosonic quasiparticles formed due to the strong light–matter coupling of photons confined in optical microcavity and excitons typically confined within embedded quantum wells (QW), as depicted in Figure 1b. Typical planar optical microcavities resemble a structure of an optical resonator composed of two facing Distributed Bragg Reflectors (DBR) separated by a sub-micron cavity (as shown in Figure 1b). The key condition required to obtain an exciton–polariton system is to achieve strong exciton–photon interaction by confining both photons and excitons into a small volume for an extended time. The former is provided by a high-quality microcavity, the latter by embedding an active medium into the cavity, e.g., semiconductor quantum well.

The photon–exciton interaction leads to the creation of new eigenstates—upper and lower polaritons. Particularly, the polariton dispersion relation (the relation between polariton energy and in-plane momentum) takes the form of characteristic quasi-paraboloids and can be fully reproduced in the angular
distribution of the microcavity far-field emission, as shown in Figure 1c.\(^{[51]}\) These states can be efficiently populated by particles through non-resonant laser pumping. Photo-excited free carriers, electrons and holes, relax through phonon scatterings, creating a source of incoherent excitons in the form of the excitonic reservoir. The reservoir serves as the source of excitons which may continuously refill the lower polariton states of the system driving the radiative relaxation of polaritons.

For high enough laser pumping power, scattering becomes very effective, which leads to bosonic stimulation and generation of a polariton BEC accompanied by rapid relaxation of polaritons and strong microcavity emission.\(^{[39]}\) The phenomenon is considered a non-equilibrium BEC due to the dissipative character of the system.\(^{[52]}\) The short lifetime of polaritons renders polariton condensates out of equilibrium because the steady-state is a balance between losses and scattering from the excitonic reservoir.

The condensation mechanism can be directly evidenced by the observation of non-linear characteristics of time-averaged microcavity photoluminescence and emission spectra. Importantly the BEC transition is accompanied by characteristics that exhibit thresholding. We routinely observe such characteristics during experiments, as shown in Figure 2a. Below a certain pumping power (power threshold) the response of the system can be described by a linear relationship. At this stage, polaritons are in a low-density regime, i.e., there are not enough polaritons in the system to form the condensate. The emission spectra reveal lower polariton quasi-parabolic dispersion (Figure 2d). If power increases above a certain level, the population of exciton–polaritons reaches a critical level (population threshold level) for condensation to occur (Figure 2c). A superlinear increase in the intensity is observed due to collective and coherent light emission from BEC (Figure 2b). This effect is accompanied by other characteristic properties, narrowing of the emission line and emission blueshift (Figure 2a). Here, typically BEC transition occurs at excitation pulse energies below 1 pJ. Due to the finite size of the system, the transition is not sharp. The BEC transition region has a width of ≈0.3 pJ in the function of pulse energy. Some emission from the lower polariton branch occurs regardless of whether the BEC threshold was reached due to spontaneous processes which is an inherent property of polariton microcavity. This emission is weak and has a wider spectrum in comparison to condensate emission, thus, can be minimized by spectral filtering. It is expected that this kind of modification may improve the overall performance of the polariton microcavity-based thresholder. In our optical LIF mechanism proposal, the phenomenon of BEC transition under non-resonant pumping underlies the thresholding mechanism (iii). The choice of this non-linear phenomenon implies the polariton population as an analog of (i) membrane potential, as the internal state variable.

2.2. Threshold-and-Fire Mechanism and Reset

Inherently, under pulsed non-resonant excitation, the BEC threshold crossing is accompanied by pulse generation due to stimulated polariton radiative emission. Intending to implement the neuron firing event (iv) after threshold crossing (iii) we investigated the response of microcavity polaritons to picosecond non-resonant pulse excitation. By high-resolution time-resolved measurements with a streak camera, we observed the sub-ns response of the polariton system as shown in Figure 3a.

The incoming laser pulse generates free carriers which rapidly, i.e., in sub-ns scale, scatter to the lower energy states and create the excitonic reservoir which serves as the source of excitons. The reservoir lifetime is a property of the material that is used to form microcavity quantum wells and exceeds the lifetime of photons trapped in a microcavity. Below the BEC threshold, this is evidenced by immediate but extended in time emission of photons initially bound to the lower polariton branch (Figures 3a and 2d). In this regime, due to the absence of the condensate, the
dynamics of the emission follow the density of the reservoir, which decays with the lifetime of the order of 100 ps. The amplitude of response inherently depends on the excitation power as more polaritons render an increased relaxation rate. As higher energy laser pulses generate more polaritons the density is increased and above critical value transition to BEC occurs. This is accompanied by a narrowing of the emission line (Figure 2b), pulse narrowing, and sharp decay due to rapid polariton relaxation and emission under bosonic stimulation (Figure 3b). A delay of the condensate emission corresponds to the time required for the relaxation of free carriers through phonon scattering, reservoir formation, and exciton scattering toward the lower polariton branch. For excitation powers further above 1.3 $E_{th}$, the delay of emission from condensate will become shorter due to an increased relaxation rate (stimulated scattering). The polariton decay time above the condensation threshold becomes short, and here is on the order of 10 ps. The decaying emissions presented here reflect changes in the polariton density.

Concerning the neuron functionalities, our measurements show that polariton microcavity under a pulsed excitation regime works as an integrating and leaky element (ii). For polariton densities below the BEC threshold emits weak and slowly decaying pulses. For polariton densities above the BEC provides a strong and narrow pulse response. Importantly, above the BEC threshold, the stimulated polariton relaxation leads to a rapid decrease in the polariton population and significant depletion of the excitonic reservoir. This corresponds to a LIF-like mechanism when neuron stimulation below threshold renders only membrane potential decay due to leaky-integration (ii) while threshold crossing (iii) due to a build-up of membrane potential leads to subsequent spike firing event (vi) and reset (v)—with the exception that stimulated scattering resets the polariton density below critical density but not immediately to zero. Due to sub-nanoseconds time scales of adapted physical phenomena, this approach provides ultrafast processing capabilities with the energy efficiency of $\approx 0.6$ pJ per spike.

2.3. Leaky Integration of Consecutive Pulses and Reset

The investigation of the microcavity pulse response confirms the resemblance of the LIF mechanism. Here, we address the evidence of proper processing of consecutive spikes, especially at the condition when spikes may collectively induce threshold crossing. To confirm this correspondence with the LIF model we investigated microcavity response to consecutive laser pulses. We also compared these results to the LIF model by fitting the model parameters. Here, we assumed a more realistic Gaussian form of spikes instead of delta functions (see Equation (6) in Experimental Section). Results are shown in Figure 4.

For reference, Figure 4a,b also shows time-resolved emission due to excitation with each pulse separately. In comparison, the emission due to the second pulse is stronger in the case of excitation with consecutive pulses. This is because the excitonic reservoir generated by the first excitation is replenished by the following one. This is possible when the interpulse interval is shorter than the reservoir lifetime. In this case, the reservoir lifetime is also extended. The excitons remaining from the prior excitation contribute to the increased polariton density and a stronger secondary emission. This is analogous to the membrane potential (i) build-up due to leaky-integration (ii) of incomming spikes in the numerical simulations of the LIF model (1), as depicted in Figure 4c. Importantly, in the experiment, we used laser pulses with different energies to realize excitation with weighted pulses. This is equivalent to feeding the LIF neuron through synapses with different efficacies. The result confirms that our optical analog of the LIF mechanism is capable of processing weighted spikes and different temporal coding schemes.

When consecutive pulses collectively induce a build-up of polariton density, it may reach the BEC threshold level as in Figure 4b. The transition leads to a stronger secondary emission with a shorter lifetime, a faster decrease of the polariton population, and faster reservoir depletion. This results in the emission of a well-defined, sharp output spike, and confirms the analogy to...
2.4. Analogy to Polariton Rate Equations

We describe the relation of the LIF model (1) to the coupled rate equations for the density of the condensate and the reservoir that are commonly used to model exciton–polariton systems. In the simplest form, the rate equations read

\[
\frac{dn_C(t)}{dt} = R n_R n_C - \gamma_C n_C \tag{2}
\]

\[
\frac{dn_R(t)}{dt} = P(t) - R n_R n_C - \gamma_R n_R \tag{3}
\]

where \(n_C(t)\) and \(n_R(t)\) are the polariton condensate density and the reservoir density, \(R\) is the stimulated scattering rate, \(\gamma_C\) and \(\gamma_R\) are the condensate decay rate and the reservoir decay rate, and \(P(t)\) is the external pumping rate. In some cases, a more precise description may be given by a set of equations that includes an “inactive” reservoir density \(n_I(t)\), where the pumping term \(P(t)\) is replaced by \(\kappa n_I^2\) and

\[
\frac{dn_I(t)}{dt} = P'(t) - \kappa n_I^2 - \gamma_I n_I \tag{4}
\]

with \(\kappa\) being the scattering rate to the “active” reservoir \(n_R(t)\) and \(\gamma_I\) the inactive reservoir decay rate.

To explain the analogy between the phenomena resulting from the rate equation model and the LIF model, it is necessary to look at the first part of the LIF Equation (1) as an analog of the rate equation for the reservoir density \(n_R(t)\). In this sense, the term that includes the postsynaptic current \(R m_I(t)\) corresponds to the external pumping \(P(t)\) or \(\kappa n_I^2\) and the leaky integrator time constant \(\tau_m\) corresponds to the inverse of the reservoir decay rate \(\gamma_R^{-1}\). The rate equation for the condensed part does not have a direct analog in the model given by Equation (1). But, its role is to provide the firing mechanism similar to the second part of Equation (1), which is associated with the rapid reduction of the reservoir density after crossing the condensation threshold. The desirable spiking effect occurs through \(R n_R n_C\) term which, during the condensation, strongly increases for a short time. In this sense also, the voltage threshold \(\vartheta\) corresponds to the threshold reservoir density at which condensation occurs.

From this perspective, the correspondence between the LIF model (1) and the rate equations of the polariton condensate is not exact. In the LIF model, the role of the condensed part is reduced to providing the firing mechanism, which is represented by a simple, immediate reduction of the potential. This is of course not the case in a polariton system, where the condensation lifetime is of the order of picoseconds. Therefore, the analogy is valid only when both the condensate lifetime and the timescale of the stimulated scattering are much shorter than the reservoir lifetime. Only in this case the replacement of the rate equation for the condensate density by an immediate reset is justified.

Despite the differences, in this work, we show that the two models share the same set of properties that allow us to observe six fundamental functionalities of the LIF neuron. Figure 5 shows examples of the evolution of the system for two different
values of the pumping power. In the case of high power, the condensation occurs faster and the slope of the condensate density is much steeper than in the low pumping case. The high power case more closely resembles the evolution of the LIF system that assumes an immediate reset of the potential.

3. Conclusions

Our experimental results confirm that in the regime of pulsed non-resonant excitation of exciton–polaritons, the semiconductor microcavities reproduce the most fundamental spiking neuron functionalities imposed by the LIF model. By combining the effects of (i) potential-like build-up and (ii) leaky-integration due to generation of the excitonic reservoir and polariton accumulation, (iii) thresholding due to BEC, (iv) subsequent pulse emission due to rapid relaxation of the BEC, and (v) resetting due to reservoir depletion, it is possible to develop an optical analog of LIF neuron capable of processing asynchronous spikes represented by picosecond laser pulses. Importantly, due to sub-ns times scales of adapted physical phenomena, our approach provides means for ultrafast processing capabilities with a very low single spiking operation cost at the level below 1 pJ per spike in comparison to LIF electronic realizations operating at megahertz regimes with tens of pJ per spike.[55] This cost corresponds to the single laser pulse energy required to induce polariton condensation and spike emission. It does not include the wall-plug efficiency of the laser and the cost of cryocooling. Considering recent demonstrations of room-temperature polariton condensation in microcavities with emitters that do not belong to II–VI or III–V semiconductor compounds (e.g., perovskites[56,57] or transition-metal dichalcogenides[58]) the cryocooling cost can be eliminated by switching to this materials. Furthermore, the cost of laser supply becomes negligible if we consider the high-frequency operation of multiple neurons.[59]

The LIF model as a mathematical concept does not have to cope with network connectivity as it is implemented at the level of the algorithm. In hardware realization, however, networkability is a key factor and based only on the proposed concept it is a non-trivial task to provide it. Meeting the qualitative scalability criteria required by any complex system of nodes capable of computing (e.g., cascadability, logic-level restoration, fan-in) is a more general problem of many photonic computing realizations.[59]

Considering SNN based on the standard network feedforward architecture as known from classical ANNs, i.e., based on neural layers, as in ref. [36], two features determine networkability. First is a weighted-summation functionality. In Section 2.3 we showed that our LIF optical analog is capable of processing weighted spikes. The problem of implementing optical weights can be solved using various methods like Spatial Light Modulators (SLM), as shown in several works.[60–62] The second aspect, namely interconnectivity, is more demanding due to input–output mismatch intrinsic to the proposed concept (different frequencies, intensities, and temporal profiles of microcavity input and output pulses).

The promising approach to neuron connectivity under non-resonant excitation is based on a concept of polariton condensate lattices where neighboring condensates communicate dynamically across the microcavity plane. We propose that condensates are created in a spiking manner by non-resonant pumping and the interconnectivity of a hidden layer of a network is realized spatially, across the microcavity, as a planar lattice. Interactions in condensate lattices have been thoroughly examined in refs. [63] and [64]. The interconnectivity between condensation sites may arise due to a substantial increase in the condensate population when it propagates through another nonresonantly excited area. This kind of amplification under picosecond non-resonant excitation was already demonstrated for 1D condensates.[65] A similar approach was also proposed in ref. [43] to achieve interconnectivity between polariton transistors.

Another possible approach to provide networkability, in particular, cascadability of spiking neurons based on polariton microcavities is based on the use of pump-control configuration where...
the pump beam provides gain and control input beam is compatible with the output beam, as in refs. [43, 66, 67]. This approach may limit the leaky-integration functionality as the control is done resonantly, although this has not been investigated.

The third approach used also in ref. [68] permits electro-optical (E-O) conversion. Here, we propose that microcavity simply realizes an array of ultrafast LIF neurons in order to trigger an array of detectors. The firing event may be further processed electrically. Such a hybrid approach is implemented in recent successful state-of-the-art demonstrations of ANN accelerators. [69–71]

The proposed analog of the LIF mechanism has limitations and does not reproduce all functionalities available in the LIF model, nevertheless provides unique behavior in comparison to what has been presented up to now. We believe that by taking advantage of a rich repertoire of remarkable phenomena existing in polariton systems further analogies to more advanced neuron functionalities may be demonstrated. For example, features equivalent to biological neuron excitability and refractory period may be enabled based on oscillatory dynamics of polaritons which here we have not observed. [41,72] This promise is even more intriguing considering that the polaritonic platform potentially provides means for ultrafast end energy efficient spike processing which copes with aspirations of the neuromorphic engineering field.

### 4. Experimental Section

**Sample**: The sample used is a semiconductor heterostructure with two distributed Bragg reflectors with 16 and 19 alternating (Cd,Zn,Mg) Te/(Cd,Mg)Te layers separated by 600 nm thick (Cd,Zn,Mg)Te layer. The microcavity has a quality factor of 100 and contains three pairs of quantum wells of 20 nm with a small concentration (about 0.5%) of manganese ions each. The structure was grown on a (100)-oriented GaAs substrate by molecular beam epitaxy. The detailed scheme of the structure is included in Figure S1 (Supporting Information).

**Experimental Setup**: The experimental setup is depicted in Figure S2 (Supporting Information). The sample was placed in a chamber of a confocal microscope and cooled down to 4.2 K with liquid helium. A picosecond Ti:sapphire laser with 76 MHz repetition rate to create 3 ps laser pulses of \( \sigma^+ \) polarized light at the energy \( E_{\text{exc}} = 1.724 \text{ eV} \) \((\lambda_{\text{exc}} = 719 \text{ nm})\). First, to generate two consecutive pulses the pulsed laser beam was split in two. One of the beams was delayed with a free-space tunable delay line. The power of each pulse was tuned with variable neutral-density filters. The polarization was controlled with a set of waveplates. Later, two pulses were combined with a beam splitter. This pulsed beam was focused on the sample by objective with a high numerical aperture (of 0.68). The non-resonant excitation induced pulsed microcavity emission due to polariton generation. The emission was collected with the same objective. The detection performance and optimization see Section S3 (Supporting Information).

**LIF Simulation**: The numerical simulation procedure follows the LIF model described in detail in ref. [49]. The model describes stimulation by synaptic currents generated by a synapse in response to presynaptic delta spikes. This response is described by \( \alpha \)-function and takes the form of:

\[
\alpha(s) = \frac{q}{\tau_s} \exp\left(-\frac{s}{\tau_s}\right) \Theta(s)
\]  

(5)

where \( q \) is the total charge injected via the synapse, and \( \Theta(s) \) is the Heaviside step function. Equations (1) and (5) were used to fit the LIF response to the experimental results. Instead of representing spikes as \( \delta \)-functions Gaussian pulses were used according to Equation (6) to simulate light pulses typical for experiments. The \( \tau^{(j)} \) describes the moment of incoming of \( j \)-th spike from \( j \)-th presynaptic neuron.

\[
G(t) = \alpha \exp\left(-\frac{(t-t^{(j)})^2}{\sigma^2}\right)
\]  

(6)

**Performance and Optimization**: During the experiments, the performance of the polariton LIF mechanism was thoroughly investigated. By observing two peaks of microcavity emission arising in response to excitation with two consecutive pulses, characteristics showing how threshold-and-fire event depends on different configurations of delay and energies of excitation pulses were obtained. Cavity emission for different places on the sample to find the lowest possible threshold level was also investigated. For exemplary measurement results and further discussion on performance and optimization see Section S1 (Supporting Information).
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