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ABSTRACT Predefined evenly-distributed class centroids (PEDCC) can be widely used in models and algorithms of pattern classification, such as CNN classifiers, classification autoencoders, clustering, and semi-supervised learning, etc. Its basic idea is to predefine the class centers, which are evenly-distributed on the unit hypersphere in feature space, to maximize the inter-class distance. The previous method of generating PEDCC uses an iterative algorithm based on a charge model. The generated class centers will have some errors with the theoretically evenly-distributed points, and the generation time is long. This paper takes advantage of regular polyhedron in high-dimensional space and the evenly distributed points on the \( n \)-dimensional hypersphere to generate PEDCC mathematically. Then, we discussed the basic and extended characteristics of the frames formed by PEDCC, and some meaningful conclusions are obtained. Finally, the effectiveness of the new algorithm and related conclusions are proved by experiments. The mathematical analysis and experimental results of this paper can provide a theoretical tool for using PEDCC to solve the key problems in the field of pattern recognition, such as interpretable supervised/unsupervised learning, incremental learning, uncertainty analysis and so on.

INDEX TERMS Predefined evenly-distributed class centroids, polyhedron in high-dimensional space, pattern classification, CNN classifiers, frame theory.

I. INTRODUCTION

Pattern classification is to determine the class label of an input sample from a given class set. So, it is necessary to effectively extract the features of input samples based on a certain algorithm, and then classify the input samples by training the classifier. Pattern classification is widely used in modern society, especially in the fields of face recognition [1], [2], object detection [3], [4], object segmentation [5], [6], text classification [7], [8] and so on. It is an important foundation of artificial intelligence.

Pattern classification can be divided into supervised classification and unsupervised classification [9]. Its essence is, through effective feature extraction, to make the features of samples of the same class gather together as much as possible, while samples of different classes are separated as much as possible. To achieve this goal, the pattern classifier is usually implemented by a loss function [10], [11], in which PEDCC-Loss [12] creatively predefines the class center as a series of evenly-distributed points on the hypersphere, so that the inter-class distance reaches a maximum.

Due to the solidifying characteristics, PEDCC provides a unique research perspective for the solution of key problems in the field of pattern recognition, such as interpretable supervised/unsupervised learning, incremental learning, uncertainty analysis and so on. Now, PEDCC has been used in CNN classifiers [12], classification autoencoders [13], clustering [14], semi-supervised learning [15], etc. Although PEDCC has shown some excellent characteristics and has been well applied in some aspects, the mathematical generation method and related characteristics of PEDCC have not been well studied, which hinders its further application.

This paper studies the mathematical generation method of PEDCC based on the regular polyhedron in the high-dimensional space [16], [17], analyzes its characteristics from the perspective of frame theory, and applies these characteristics to pattern classification. The main contributions of this paper are as follows:

(1) From the related properties of the regular polyhedron in the high-dimensional space, the mathematical generation method of PEDCC is given theoretically. Compared with the
iterative method, this method has higher accuracy and less
generation time.

(2) The related properties of the frame formed by PEDCC
is discussed, and the quantitative relationship among the
three angles formed by latent features, subspace spanned by
PEDCC and PEDCC points is given.

(3) Based on the above mathematical analysis, for the
PEDCC-Loss based CNN classifier network, experiment
shows that the dimension of latent features has obvious
influence on the recognition performance, although they are
almost distributed on the subspace spanned by PEDCC with
dimension class number-1 after training.

This article is mainly divided into six parts. The first
part introduces the background and application of pattern
classification. the second part is related work focusing on
the original PEDCC generating method, PEDCC-Loss for
CNN classifier, the regular simplex and its application on
pattern classification. The third part gives the mathematical
emphasis on the frame theory. The fifth part is the
pattern classification. The third part gives the mathematical

II. RELATED WORK

A. PEDCC AND PEDCC-LOSS

PEDCC is originally generated based on the lowest charge
energy physical model [12]. It uses the same polarity and the
same amount of charge on the hypersphere surface. Without
the influence of other factors, the points start to move con-
tinuously via the repulsive force between the charges, finally
the points on the hypersphere reach a state where the charge
energy is the lowest and the movement stops. At this time,
the charges are the furthest away from each other and evenly
distributed on the hypersphere. To generate \( k \) evenly-distributed
points, firstly, it need to randomly select \( k \) initial predefined
class centers from \( n \) (feature number) dimensional Gaussian
distribution and normalize them, then use initialized speed
parameters to describe the motion state of each point. The
resultant force of each point is related to the distance between
any two points, so the state of each point can be updated by its
speed, and the speed can be updated by the resultant tangent
vector. After continuous iteration and update of the points,
these points are finally evenly distributed on the hypersphere,
to ensure the maximum distance of different classes. We can
manually set the class number \( k \) and the feature dimension
\( n \), a series of randomly evenly-distributed points on the
hypersphere can be generated.

PEDCC-Loss [12], which is based on PEDCC, is a new
loss function for deep learning based classifier. The values
of the last full-connected layer of classifier networks are
replaced by PEDCC weight. Here, the PEDCC-Loss is given
as follow:

\[
L_{AM} = -\frac{1}{N} \sum_{i} \log \frac{e^{s(\cos \gamma_{yi} - m)}}{e^{s(\cos \gamma_{yi} - m)} + \sum_{j=1, j \neq y_{i}} e^{s \cos \gamma_{j}}}
\]  

\[
L_{MSE} = \frac{1}{2} \sum_{i=1}^{N} \|x_i - pedcc_{yi}\|^2 = \sum_{i=1}^{N} (1 - \cos \gamma_{yi})^2
\]  

\[
L_{PEDCC-Loss} = L_{AM} + \lambda \sqrt{L_{MSE}},
\]  

where \( s = \|W_i\|/\|x_i\| \cos \gamma_{yi} \), \( x_i \) is ith input sample, \( y_i \) is its
label, and \( W_i \) is corresponding network weight, meanwhile,
\( m \) is angular margin, \( \lambda \) is weighted coefficient and \( N \) is class
number. PEDCC-Loss is mainly constituted by improved
cross entropy loss and mean square error of PEDCC with
constrain factor \( n \) to obtain best result in classification and
face recognition tasks.

B. THE REGULAR SIMPLEX AND ITS APPLICATION ON
PATTERN CLASSIFICATION

In some special cases, PEDCC is a regular polytope [17]
in high-dimensional space, which has been proved that there
are only three kinds of regular polytope in 5-dimensional
space and above: simplex, hypercube and hypercross, and
the number of vertices of regular simplex is dimension + 1.
Due to the need for any vertex number, PEDCC needs to be
obtained by proper transformation of regular polytope. Since
the number of latent features is usually larger than the number
of classes in pattern classification, regular simplex has been
studied and applied.

For the generation of regular simplex, in [18], the author
proposed a possible way of constructing \( n + 1 \) regular simplex
vertices in space \( R^{n} \) :

\[
a_i = \begin{cases} 
  n^{-\frac{1}{2}} \mathbf{1} & \text{if } i = 1 \\
  c \mathbf{1} + d e_{i-1} & \text{if } 2 \leq i \leq n + 1,
\end{cases}
\]  

where

\[
c = -1 + \sqrt{n + 1}, \quad d = \sqrt{\frac{n + 1}{n}},
\]  

and \( e_i \) is standard unit vector with 1 in position \( i \) and 0 in
all other positions. By (4), we know these equidistant points
are basic points, and any rotated version of these points retain
the equidistant property. It is noted that only \( n + 1 \) equidistant
points can be generated in space \( R^{n} \) by (4). So, we can
parameter the different categories by the vertices of regular
simplex to enforcing parsimony.

Based on the properties of regular simplex, Kenneth
LANGE and Tong Tong Wu [19] introduced a new
method of supervised learning based on linear discrimination
among the vertices of a regular simplex in Euclidean space:
Vertex Discriminant Analysis(VDA). Each vertex represents a
different category. Discrimination is phrased as a regression
problem involving \( \varepsilon \)-insensitive residuals and a quadratic
penalty on the coefficients of the linear predictors. Subsequently, the author put forward a new nonlinear VDA method based on reproducing kernels [20]. Based on different situations, Kurnia et al. [21] compared the performance of VDA with quadratic discriminant analysis(QDA) using simulated data. Recently, Vincenzo Dentamaro et al. [22] proposed vertex feature classification(VFC) algorithm, used for multi-class classification, which maps input images into hyper dimensional feature space, named ‘simplex space’, by using multi-lateration techniques, and each class is associated with special vertex of polytope computed in the feature space.

The above mentioned methods belong to the category of traditional statistical pattern recognition, which only takes the vertices of regular simplex as the classification target, and has no effective nonlinear feature extraction method and flexibility in the number of features, so the recognition performance is limited. Because of the complicated nonlinear feature extraction by deep learning, and adaptation to any number of features and categories, the PEDCC-Loss based classifier has much better classification performance.

III. GENERATION OF EVENLY-DISTRIBUTED POINTS ON HYPERSPHERE

This section gives the method of generating PEDCC mathematically, including the method of generating basic PEDCC points (vertices of simplex), and the method of PEDCC generation from basic PEDCC points.

A. GENERATION OF BASIC PEDCC POINTS

**Proposition 1.** For arbitrarily generated $k$ points $a_i (i = 1, 2, ..., k)$ evenly-distributed on the unit hypersphere of $n$ dimensional Euclidean space, if $k \leq n + 1$, such that

$$\langle a_i, a_j \rangle = -\frac{1}{k-1}, \quad i \neq j. \quad (6)$$

One generating method of $k$ points and its proof are provided in appendix of work [18], whose equation is shown in (4),(5). In this paper, another analytical expression for constructing equidistant points on the unit hypersphere in the feature space is given in appendix A. Compared with (4), which can only generate $n + 1$ equidistant points in $n$ dimensional Euclidean space(that is, the vertices of a regular simplex), we can generate any $k \leq n + 1$ uniformly distributed points in high dimensional feature space(when $k = n + 1$, this is just the vertices of regular simplex). The basic PEDCC points of any dimension can also be obtained by adding 0 of the vertex vector generated by (4),(5). Although they are different, they can both obtain any random PEDCC points by the generation methods described in the next subsection.

The following is the points of the basic PEDCC generated by our analytical method when $n = 4$, and $k = 2, 3, 4, 5$.

$$k = 2, a_1 = (0, 0, 0, -1), a_2 = (0, 0, 0, 1)$$

$$k = 3, a_1 = (0, 0, -\sqrt{3}/2, -\sqrt{3}/2), a_2 = (0, 0, \sqrt{3}/2, -\sqrt{3}/2),$$

$$a_3 = (0, 0, 0, 1)$$

$$k = 4, a_1 = (0, -\sqrt{6}/3, -\sqrt{2}/3, -1/3), a_2 = (0, \sqrt{6}/3, -\sqrt{2}/3, -1/3),$$

$$a_3 = (0, 0, -2\sqrt{2}/3, -1/3), a_4 = (0, 0, 0, 1)$$

$$k = 5, a_1 = (-\sqrt{10}/4, -\sqrt{30}/12, -\sqrt{15}/12, -1/4),$$

$$a_2 = (\sqrt{10}/4, -\sqrt{30}/12, -\sqrt{15}/12, -1/4),$$

$$a_3 = (0, -2\sqrt{2}/3, -\sqrt{15}/12, -1/4),$$

$$a_4 = (0, 0, \sqrt{15}/4, -1/4), a_5 = (0, 0, 0, 1)$$

B. GENERATION OF ARBITRARY PEDCC POINTS

In PEDCC-Loss based classifier, the value of the same dimension of each PEDCC points can not be 0 at the same time. Otherwise, due to the solidifying characteristics of PEDCC, its gradient back propagation will be invalid. Therefore, we need generate random PEDCC points.

The following proves that for any orthogonal matrix $U, \{Ua_i, i = 1, ..., k\}$ still satisfies

$$\langle Ua_i, Ua_j \rangle = -\frac{1}{k-1}, \quad i \neq j. \quad (7)$$

For any $n$ linearly independent vectors in $n$ dimensional Euclidean space, after Schmidt orthogonalization and normalization, it is recorded as $U$, which is an orthogonal matrix. For any $i \neq j$.

$$\langle Ua_i, Ua_j \rangle = (Ua_i)^\top Ua_j = a_i^\top a_j = \langle a_i, a_j \rangle = -\frac{1}{k-1}. \quad (8)$$

Due to the arbitrariness of the orthogonal matrix, the conclusion is completed under such conditions. So, fixed evenly-distributed points in the space and arbitrary rotation can generate arbitrary evenly-distributed points.

Fig.1 shows the distribution of evenly-distributed points in 3-dimensional space when $k = 2, 3$ and 4.

IV. FRAME CHARACTERISTICS OF PEDCC

The previous theory is mainly about the generation of evenly-distributed points. Next, we are going to discuss the application of evenly-distributed points from the frame theory.

A. BASIC FRAME CHARACTERISTICS OF PEDCC

**Proposition 2.** For the frame $\{a_j \in R^n | j \in J, J = 1, 2, ..., k\}$ in the $n$ dimensional Euclidean space, the point
\(\alpha_j\) is evenly-distributed on the unit hypersphere and \(k\) is the number of points. If \(k = n + 1, \forall f \in \mathbb{R}^n\), then
\[
\sum_{i=1}^{k} |\langle \alpha_j, f \rangle|^2 = (1 + \frac{1}{k-1})\|f\|^2. \tag{9}
\]

**Proof.** When \(n = 1, k = 2\), for any evenly-distributed unit vectors \(a_1, a_2\) and \(f \in \mathbb{R}\), we have
\[
|\langle a_1, f \rangle|^2 + |\langle a_2, f \rangle|^2 = 2\|f\|^2. \tag{10}
\]

Now if \(k = c - 1, n = c - 2\), \(\alpha_j \in \mathbb{R}^{c-2}, j = 1, 2, ..., c - 1\), and \(f \in \mathbb{R}^{c-2}\), we can get
\[
\sum_{i=1}^{c-1} |\langle \alpha_j, f \rangle|^2 = (1 + \frac{1}{c-2})\|f\|^2. \tag{11}
\]

When \(k = c, n = c - 1\), by the generation of evenly-distributed points (40), we can take any unit vector \(a_c\), (let \(a_c\) the last position is 1, and the rest are zero). Let \(W = (a_c)^\top\), we know \(W\) must be \(c - 2\) dimension. According to the assumption, we can get evenly-distributed points \(\beta_1, \beta_2, ..., \beta_{c-1}\), which construct a tight frame and must satisfy the conclusion. Meanwhile, for any \(f\),
\[
f = \sum_{i=1}^{c-1} \langle f, \beta_i \rangle \beta_i. \tag{12}
\]

\(\beta_i (i = 1, 2, ..., c - 1)\) is a \(c - 1\) dimensional vector here, which is formed by adding zero after the \(c - 2\) dimension, so it is mainly considered from the low one dimension and then rises to the high one and \(|\langle a_c, f \rangle|\) is the absolute value of the last one dimension of \(f\). If we decompose \(f\) into the former \(c - 2\) dimension vector \(f_1\) and the last dimension \(f_0\), for example, \(f = (f_1, f_2, ..., f_{c-2}, f_{c-1}), f_1 = (f_1, f_2, ..., f_{c-2}), f_0 = (f_{c-1})\).

By (11) and (12), we have
\[
\sum_{i=1}^{c-1} |\langle a_i, f \rangle|^2 = \sum_{i=1}^{c-1} |\langle a_i, f \rangle|^2 = (1 + \frac{1}{c-2})\|f\|^2. \tag{13}
\]

\[
\sum_{i=1}^{c} |\langle a_i, f \rangle|^2 = \sum_{i=1}^{c-1} |\langle a_i, f \rangle|^2 + |\langle a_c, f \rangle|^2
= \frac{c}{c-1}\|f\|^2 + \frac{1}{c-1}|\langle a_c, f \rangle|^2
= (1 + \frac{1}{c-1})\|f\|^2. \tag{14}
\]

Next, we need to prove that for any orthogonal matrix \(U\), any frame formed \(\{Ua_i, i = 1, 2, ..., k\}\) still satisfies the proposition.
\[
\sum_{i=1}^{k} |\langle Ua_i, f \rangle|^2 = (1 + \frac{1}{k-1})\|f\|^2. \tag{15}
\]

\[
\sum_{i=1}^{k} |\langle Ua_i, f \rangle|^2 = \sum_{i=1}^{k} |\langle Ua_i, Uf \rangle|^2 = \sum_{i=1}^{k} |\langle Ua_i, Uf \rangle|^2
= \sum_{i=1}^{k} a_i^\top f \cdot a_i^\top f
= (1 + \frac{1}{k-1})\|f\|^2. \tag{16}
\]

According to the arbitrariness of \(U\), the conclusion is also established.

The proposition mainly discusses the case of \(k = n + 1\), that is, the number of evenly-distributed points is equal to the space dimension plus one, and the quantitative relationship is satisfied by the projection of space vector in the frame formed by these evenly-distributed points. Next, we generalize the result.
B. EXTENSION OF PEDCC FRAME CHARACTERISTICS

Proposition 3. For the frame \{a_i, j = 1, 2, ..., k\} in n dimensional Euclidean space, \(a_i\) is the evenly-distributed points on the n dimensional hypersphere, and \(k\) is the number of evenly-distributed points, then for any \(\forall f \in \mathbb{R}^n, c < n + 1,\)

\[
\sum_{1}^{k} |\langle a_j, f \rangle|^2 = (1 + \frac{1}{k-1})\|f\|^2 \cos^2 \alpha, \tag{17}
\]

where \(\alpha\) is the angle between \(f\) and the orthogonal projection of \(f\) on the subspace formed by the PEDCC.

Proof. Since the points \{\(a_j, j = 1, 2, ..., k\)\} are evenly-distributed on the dimensional hypersphere, then \(a_1 + a_2 + ... + a_k = 0\), and the frame constituted by \(a_1, a_2, ..., a_k\) is a \(k - 1\) dimensional subspace. For any \(\forall f \in \mathbb{R}^n\) projecting into the \(k - 1\) dimensional subspace, we have \(e = f - p\) where \(e\) is perpendicular to the \(k - 1\) dimensional subspace and \(p\),which can be expressed linearly by the basis, is an orthogonal projection of \(f\) on the \(k - 1\) dimensional subspace, therefore,

\[
p = x_1 a_1 + x_2 a_2 + ... + x_{k-1} a_{k-1} = Ax,
A = (a_1, a_2, ..., a_{k-1}), x = (x_1, x_2, ..., x_{k-1}), \tag{18}
\]

where \(x_1, x_2, ..., x_{k-1}\) are the projection of \(f\) in the basis \(a_1, a_2, ..., a_{k-1}\) and \(e\) is perpendicular to the \(k - 1\) dimensional space, so \(f\) is perpendicular to any vector in the \(k - 1\) dimensional space. We can further get \(e = f - p = f - Ax\) and

\[
a_1^T (f - Ax) = 0, a_2^T (f - Ax) = 0, ..., a_{k-1}^T (f - Ax) = 0, \tag{19}
\]

therefore,

\[
A^T (f - Ax) = 0, \tag{20}
\]

finally we get

\[
x = (A^T A)^{-1} A^T f, \tag{21}
\]

let the projection matrix is \(P\), since

\[
p = A x, P f = p, \tag{22}
\]

we have projection matrix

\[
P = A (A^T A)^{-1} A^T \tag{23}
\]

and

\[
||p||^2 = ||f||^2 \cos^2 \alpha, \tag{24}
\]

where \(\alpha\) is the angle of vector \(f\) and \(p\).

For projection \(p\), it is projected onto the frame in \(k - 1\) dimensional space, then

\[
\sum_{1}^{k} |\langle a_i, p \rangle|^2 = (1 + \frac{1}{k-1})||p||^2. \tag{25}
\]

Since \(e\) is perpendicular to any vector in the \(k - 1\) dimensional space, \(e\) is perpendicular to \(\{a_i, i = 1, 2, ..., k\}\). For any \(f\) projected onto the frame, we have

\[
\sum_{1}^{k} |\langle a_i, f \rangle|^2 = \sum_{1}^{k} |\langle a_i, p + e \rangle|^2 = \sum_{1}^{k} |\langle (a_i, p), (a_i, p) \rangle| = (1 + \frac{1}{k-1})||f||^2 \cos^2 \alpha. \tag{26}
\]

In fact, if the angle of \(a_i, i = 1, 2, ..., k\) and \(f\) is \(\gamma_i\), let \(r = (\cos \gamma_1, \cos \gamma_2, ..., \cos \gamma_k)\), we can have

\[
\sum_{1}^{k} |\langle a_i, f \rangle|^2 = ||f||^2 ||r|| = (1 + \frac{1}{k-1})||f||^2 \cos^2 \alpha, \tag{27}
\]

at the same time, if \(p\) is orthogonal projection of \(f\) and the angle between the \(a_i, i = 1, 2, ..., k\) and \(f\) is \(\beta_i\), let \(b = (\cos \beta_1, \cos \beta_2, ..., \cos \beta_k)\), we can have

\[
\sum_{1}^{k} |\langle a_i, p \rangle|^2 = ||p||^2 ||\beta||^2 = (1 + \frac{1}{k-1})||p||^2, \tag{28}
\]

then we have

\[
||r|| = \sqrt{1 + \frac{1}{k-1}} |\cos \alpha| = ||b|| \cos \alpha, \tag{29}
\]

and for any \(a_i, i = 1, 2, ..., k, ||p|| = ||f|| \cos \alpha\), according to the law of cosine, we can have

\[
||a_i - p|| = ||f||^2 \cos^2 \alpha + 2 ||f|| ||\cos \alpha|| \cos \beta_i + 1, \tag{30}
\]

by \(e\) and \(a_i - p\), then

\[
||e - (a_i - p)|| = ||f||^2 + 2 \cos \gamma_i + 1, \tag{31}
\]

\(f\) and \(a_i\), we can have

\[
||f - a_i|| = ||e - (a_i - p)|| = ||f||^2 + 2 \cos \gamma_i + 1, \tag{32}
\]

according to the properties of the projection matrix and frame theory, so, we can get

\[
\cos \gamma_i = \cos \beta_i \cos \alpha, i = i, 2, ..., k. \tag{33}
\]

The following is the geometric meaning of this theory in three-dimensional space, as shown in Fig. 2 Here \(a_1, a_2, a_3\) constitute the frame and \(p\) is orthogonal projection of \(f\).
TABLE 1. The time (second) that two algorithms take to generate 50, 100, 150, 200 evenly-distributed points in 300 dimensional spaces

| Point number | 50  | 100 | 150 | 200 |
|--------------|-----|-----|-----|-----|
| Iterative method | 1410.40s | 1384.04s | 1443.60s | 1279.62s |
| New algorithm | 2.086s | 2.80s | 3.62s | 4.52s |

TABLE 2. The time (second) that two algorithms take to generate 100 evenly-distributed points in 200, 300, 400 and 500 dimensional spaces

| Dimension | 200 | 300 | 400 | 500 |
|-----------|-----|-----|-----|-----|
| Iterative method | 126.50s | 137.97s | 160.00s | 154.90s |
| New algorithm | 1.31s | 2.67s | 4.81s | 9.57s |

V. EXPERIMENT AND VERIFICATION

To study the practical significance of the above theories, we conduct experiments to verify them respectively. Here, our experiment, which is implemented using Pytorch on an Inter(R)i7-6700CPU, 32GB RAM, and a Nvidia GTX 1080 Ti GPU, performs new algorithm and iterative method on generating speed, recognition rate and Euclidean distance. Meanwhile, by means of PEDCC-Loss based CNN classifier, we verified the application of the above theoretical analysis.

A. COMPARISON OF ITERATIVE PEDCC ALGORITHM AND NEW ALGORITHM

After the theoretical proof of evenly-distributed points, we hope to compare the iterative method with the new algorithm. We conducted three experimental verifications to obtain the performance of iterative method and new algorithm in different context.

1. Comparison of PEDCC generation speed

In a 300-dimensional space, the number of points is 50, 100, 150, 200 in Table 1; when the number of points is 100, the space dimension is 200, 300, 400, 500 in Table 2.

2. The cosine distance between PEDCC points

Cosine distance is used as a measurement tool to compare the points generated by the new algorithm with iterative one. Here we let the number of classes $k = 10$ and the feature dimension $n = 1000$. For the evenly-distributed points generated by iterative PEDCC method and the new algorithm, we can calculate the distance of the points (because the distance distribution matrix is symmetric, only the half of the table is displayed for the convenient observation). Theoretically, the sum of all PEDCC points should be equal to zero, that is, the hyperplane spanned by PEDCC passes through the origin. However, the sum of the points generated by the iterative algorithm may not be equal to zero. Then, the origin is not on the the hyperplane formed by the PEDCC, so the angle between the points will be less than the theoretical value. Comparing Table 3 with Table 4, we can find that the cosine distance between any two points generated by the new algorithm is equal, which overcomes the error caused by iterative method.

It should be noted here that the conclusion is established under the premise of $k < n + 1$, however, when $k > n + 1$, this property is not established.

B. EXPERIMENTAL COMPARISON OF PEDCC FRAME CHARACTERISTICS

The experiment mainly verifies whether the hidden features of both the training set and the test set fall on the frame formed by PEDCC, with Cifar10 and Cifar100 dataset on the CNN classifier. The role of PEDCC-Loss is to make $\cos \gamma_i$ close to 1, to minimize the misclassification. So we need $\cos \beta_i$ and $\cos \alpha$ close to 1 by (33). The experimental
result in Table 5 shows that the angle of between the latent features and subspace spanned by PEDCC is nearly zero, which means that although the latent features have large dimension, they are almost distributed on the subspace spanned by PEDCC with dimension class number-1 after training.

**C. PERFORMANCE COMPARISON OF CNN CLASSIFIER BASED ON PEDCC-LOSS**

(1) Performance in PEDCC-Loss classifier

Meanwhile, we use the PEDCC-Loss function of the CNN classifier as the research object with Resnet-50, to verify the performance of the new method. Here Cifar10, Cifar100, Tiny Imagenet data sets are used in the experiment.

(i) The Cifar10 dataset has 60,000 images and total of 10 classes, and each image has a pixel size of 32*32. Every class has 5000 training images and 1000 test images.

(ii) The Cifar100 data set has 70,000 images and 100 categories in total. The size of each picture is a 32*32, and each class has 600 images, in which 500 images are training set and 100 images are test set.

(iii) The Tiny Imagenet dataset has 100,000 training images and 10,000 test images, and each image is 64*64. There are a total of 200 classes, and each class has 500 training images, 50 verification images and 50 test images.

Here we respectively set the class number of 10 and the feature number of 256 in Cifar10, 100 classes and feature number 512 in Cifar100, and 10 classes and feature number 512 in Tiny Imagenet to verify experiment.

The average recognition rate in three experiment in Table 6 show that new method of mathematic generation has slight improvement in recognition performance.

(2) The influence of different dimensions of latent features on the recognition rate

Although we know the features are distributed in the subspace spanned by PEDCC after training in subsection B, do we need only $c-1$ dimensional latent features to classify well? We take Cifar 10 data set as an example to compare the influence of latent feature number as shown in Table 7. It is found that the number of latent features has an obvious influence on the recognition results, and there is an optimal dimension. This is because, in the training process, the hidden features of the samples are not distributed in the PEDCC subspace, which makes the network be able to extract more effective nonlinear features. However, when the dimension is greater than 256, the recognition rate is basically unchanged, which indicates that more dimension are not always conducive to the improvement of recognition rate.

The influence of the number of latent features on recognition results is more obvious when the class is less, which also shows the advantage of PEDCC method which can generate any number of class center points.

**VI. CONCLUSION AND DISCUSSION**

This paper mainly studies the construction of evenly-distributed points in high-dimensional space and the corresponding theoretical position relationship to avoid errors caused by iteratively generating evenly-distributed points of PEDCC. At the same time, from the perspective of the frame theory, we take the PEDCC as a frame, and discuss its basic and extended frame characteristics, including the quantitative relationship satisfied by the projection of the vector in the feature space onto the frame formed by PEDCC. Finally, experiment shows that the new algorithm is much faster than the iterative method, and the positions are completely accurate. Meanwhile, although the latent features of the samples of the CNN classifier are basically distributed in a subspace formed by PEDCC with the dimension of class number-1, the latent features with higher dimension are still favorable for recognition performance.

The theory discussed in this article is applicable to $k \leq n + 1$, that is, the number of points is less than or equal to the feature dimension +1. Although this situation caters to the actual situation of most classifiers. For $k > n + 1$ it still is a further research topic. In the future, based on PEDCC and its frame characteristics, we will first study the uncertainty of classifiers, and further study the interpretable supervised/unsupervised learning, incremental learning and other key problems of pattern recognition.

**VII. APPENDIX A**

**Proposition 1**

For arbitrarily generated $k$ points $a_i, i = 1, 2, ..., k$ evenly-distributed on the unit hypersphere of $n$ dimensional Euclidean space, if $k \leq n + 1$, such that

$$
\langle a_i, a_j \rangle = -\frac{1}{k-1}, i \neq j,
$$

**Proof.** Since $k$ points are evenly-distributed, there must be any $k-1$ points to form a $k-1$ dimensional subspaces,
satisfying \(a_1 + a_2 + \ldots + a_k = 0\). We can assume that \(a_1, a_2, \ldots, a_{k-1}\) is the basis. Otherwise, if it is linearly related, there must exist a set of real numbers that are not all zero \(m_1, m_2, \ldots, m_{k-1}\), let \(m_j, m_z \neq 0, 1 \leq j, z \leq k - 1\), satisfying

\[
m_1 a_1 + m_2 a_2 + \ldots + m_{k-1} a_{k-1} = 0,
\]

we have

\[
a_j = \frac{-m_1}{m_j} a_1 - \frac{m_{j-1}}{m_j} a_{j-1} - \frac{m_{j+1}}{m_j} a_{j+1} - \ldots - \frac{m_{k-1}}{m_j} a_{k-1},
\]

because of evenly distributed points and \((36)\), for \(m_i \neq m_j\),

\[
\langle a_i, a_j \rangle = -\frac{m_i}{m_j} - \left(\frac{m_1 + m_i + m_{i+1} + \ldots}{m_j} + \frac{m_{j-1} + m_{j+1} + m_{k-1}}{m_j}\right)\langle a_i, a_j \rangle,
\]

and

\[
\langle a_z, a_j \rangle = -\frac{m_z}{m_j} - \left(\frac{m_1 + m_z + m_{z+1} + \ldots}{m_j} + \frac{m_{j-1} + m_{j+1} + m_{k-1}}{m_j}\right)\langle a_z, a_j \rangle,
\]

by \((37) - (38)\), we have

\[
\langle m_z - m_i \rangle \langle a_i, a_z \rangle = m_z - m_i,
\]

therefore, \(\langle a_i, a_j \rangle = 1\), it is obviously contradictory, meanwhile, \(a_k\) can be expressed linearly by \(a_1, a_2, \ldots, a_{k-1}\), so \(a_1, a_2, \ldots, a_{k-1}\) is a set of basics of \(k - 1\) dimensional space. Since each subspace of finite-dimensional Euclidean space has orthogonal complementary space, there is \(n = k + 1\) dimensional orthogonal complementary space.

We perform mathematical induction on it, and here \(k \geq 2, k, n \in \mathbb{N}\) is obvious.

When \(n = 2, k = 2\), we can set \(a_1\) as any unit vector, there is a vector \(a_2\) satisfying \(\langle a_1, a_2 \rangle = -1\). If \(n = 2, k = 3\), \(a_1\) is an arbitrary unit vector in the space \(V\), then there must exist vectors \(a_2, a_3\), satisfying \(\langle a_i, a_j \rangle = -\frac{1}{k-1}, i \neq j\).

If \(n = m - 1\), for any \(k(k \leq m)\) evenly-distributed points on the hypersphere, \(\langle a_i, a_j \rangle = -\frac{1}{k-1}, i \neq j\) is satisfied.

When \(n = m\), we can take an arbitrary unit vector \(a_k(k \leq m + 1)\) and consider \(W = (a_k)^2\) as an \(m - 1\) dimensional Euclidean space. By assumption, the \(k - 1\) evenly-distributed points satisfy \(\langle a_i, a_j \rangle = -\frac{1}{k-1}, i \neq j, k - 1 \leq m\), and we can have \(k - 1\) evenly-distributed vectors \(\beta_1, \beta_2, \ldots, \beta_{k-1}\), \(\beta_1\) is the orthogonal projections of \(a_k\). For each \(i = 1, 2, \ldots, k - 1\), we can have

\[
a_i = \frac{\sqrt{k(k-2)}}{k-1} \beta_i - \frac{1}{k-1} a_k, i = 1, 2, \ldots, k - 1,
\]

by \((40)\), we have

\[
\langle a_i, a_j \rangle = \frac{k(k-2)}{(k-1)^2} \langle \beta_i, \beta_j \rangle + \frac{1}{(k-1)^2} \langle a_k, a_k \rangle
\]

\[
= -\frac{1}{k-1}(i \neq j, 1 \leq i, j \leq k - 1),
\]

\[
\langle a_i, a_k \rangle = \frac{\sqrt{k(k-2)}}{k-1} \beta_i - \frac{1}{k-1} a_k, i = 1, 2, \ldots, k - 1,
\]

consequently, we can obtain a fixed \(a_1, a_2, \ldots, a_k\).
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