Improvement of Performance Analysis of Amplitude-Comparison Monopulse Algorithm in the Presence of an Additive Noise
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Abstract: In this paper, it is shown how the performance of the monopulse algorithm in the presence of an additive noise can be obtained analytically. In a previous study, analytic performance analysis based on the first-order Taylor series and the second-order Taylor series was conducted. By adopting the third-order Taylor series, it is shown that the analytic performance based on the third-order Taylor series can be brought closer to the performance of the original monopulse algorithm than the analytic performance based on the first-order Taylor series and the second-order Taylor series.
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1. Introduction

A radar measures the distance, direction, and speed information of a target using electromagnetic waves and can perform search and tracking functions. The search mode explores a given volume space in the absence of information about the target and detects the target. When a target is detected, the tracking mode is activated. In this case, the target is tracked while measuring states such as distance, angle, and speed. Amplitude-comparison monopulse radar (ACM) is classified as tracking radar, and it is possible to accurately measure the tracking error of a target with only one pulse (monopulse). The monopulse radar-receiving antenna consists of four receiving beam patterns with the same squint angle. The received signals are incident on the four receiving beam patterns, and the signals incident on the receiving antenna are inputted through the sum channel and the difference channels. The azimuth and elevation tracking error are calculated through the signal amplitude ratio of these channels [1–3].

In [4–6], many methods were proposed to improve the angular performance of the monopulse radar. In [4], the angle of the target was estimated using multiple antennas in the amplitude comparison monopulse radar. Although the amplitudes of the signal received by each antenna vary according to the angle of the target, it is assumed that the arrival time of the signals are the same. The generalized likelihood ratio test is used to express the detection and parameter-estimation method for the radar receiver. In [5], an adaptive array for estimated angle was used. The maximum likelihood theory was applied to sum and difference monopulse beams that suppress external noise sources. In addition, their method was shown to perform well in the presence of side lobe and main beam interference. In [6], the author dealt with the DOA resolution problem of two targets in the four-channel monopulse radar and proposed a new solution to solve them.

The proposed methods of the above-mentioned papers mainly dealt with improving the angle estimation performance of monopulse radar. In this regard, we analyze and compare the angle estimation performance of the methods proposed in the above papers in detail with various noises. Therefore, methods to efficiently and accurately calculate the estimated angle MSE under the influence of various noises are studied.
In general, the return signal and noise are received by the receiving antenna [7]. Noise is caused by several environmental variables (interference and propagation effects). In the ACM, this noise has a great influence on the ability to estimate the angular position of the target. Therefore, it is necessary to calculate the target angle estimation accuracy by explicitly analyzing the angle estimation error caused by additive noise to the actual incident angle of the ACM.

Previously, studies on the performance analysis of monopulse radar have been conducted in a similar manner. In [8–11], the authors dealt with the performance analysis of the angle estimation of monopulse radar. In [8], the author considered the performance of the monopulse receiver in relation to the cause of the internal error. Four main types of monopulse receivers were analyzed, and an analysis was performed based on a mathematical model. However, external errors were excluded. In [9], the estimated angle performance of a monopulse radar with receiving inconsistency was analyzed. In the estimated angle performance, it was shown that not only the algorithm but also the amplitude-phase mismatch affects the estimated angle performance. However, performance analysis considering various measurement noises was not conducted. In [10], the estimated angle performance of a monopulse radar with internal noise was analyzed. In the estimated angle performance, it was shown that not only the algorithm but also the amplitude-phase mismatch affects the estimated angle performance. In [11], the authors presented the ACM algorithm and the covariance prediction equation. The proposed covariance equation was simple, but it predicted the RMS error very accurately.

Most of the papers considered only the influence of internal noise and did not consider the measurement noise caused by external variables. In this regard, we previously conducted a performance analysis of the ACM radar considering external noise. In a previous study [12], the MSE of the ACM Direction-of-Arrival (DOA) estimated angle was expanded as an analytic expression using the first-order Taylor approximation and the second-order Taylor approximation and compared with the Monte-Carlo method. In order to improve the analytic MSE of the second-order Taylor approximation in [12], we propose an analytic MSE of the third-order Taylor approximation.

In this paper, we focus on improving the accuracy of the analytic expression of the estimated angle MSE of the ACM algorithm using the first-order Taylor approximation and the second-order Taylor approximation proposed in the previous study [12]. Therefore, we improve the MSE calculation accuracy of the estimated angle considering noise through the third-order Taylor approximation of the analytic expression. In order to analyze the accuracy of angle estimation under various noise effects, studies are conducted in the case of several standard deviations. The MSE of the ACM angle estimation algorithm is derived through Monte-Carlo simulation, and the MSE is analytically derived using the third-order Taylor approximation. In addition, we confirm that the computational complexity of the analytic MSE is lower than that of the MSE based on Monte-Carlo method.

In Section 2.1, the angle estimation principle of ACM radar is described. In Section 2.2, angle estimation equations of the ACM radar considering additive noise are derived. In Section 2.3, the simulation MSE and analytic MSE are defined. In Section 3, the performances of analytic MSEs and simulation MSEs are analyzed. In addition, the errors of the analytic MSEs of the second-order Taylor approximation are improved by using the analytic MSEs of the third-order Taylor approximation. In the Appendix, the analytic MSEs of the third-order Taylor approximation are derived.

2. Methodologies
2.1. Estimated Angle Error of the Amplitude-Comparison Monopulse Radar

In this subsection, we describe the angle principle of ACM radar to derive the angle estimation equations under the effect of additive noise.

A monopulse radar is a tracking radar that measures the angle (tracking error) through only one pulse. The angle estimation principle of monopulse radar can be divided into a phase-comparison method and an amplitude-comparison method. In this paper, amplitude-comparison monopulse radar is used, and it is assumed that it has four squinted receive
beams and three channels. The ACM radar receives an incident signal using squinted beams. The amplitudes of the incident signal are input to the sum channel and difference channels, and the tracking error is estimated through the output of these channels [3]. Figure 1 briefly shows the tracking error of the target from the tracking center of the monopulse radar. The track axis means the central axis for the radar to track the target. Beams with four boresights have the same squint angle from the track axis. In Figure 1, the tracking error of the target is shown by $\theta_{azi}$, $\theta_{ele}$. These tracking errors are obtained by comparing the received signal amplitudes of the four beams. In Figure 1, A, B, C, and D denote squinted beams in four different directions. Also, these beams have the same squint angle to each other. When receiving the signal returned from the target, the azimuth tracking error ($\theta_{azi}$) is obtained through the ratio of the difference between the (A + D) signal and the (B + C) signal and the sum of the signals received from the four receiving beams. The elevation tracking error $\theta_{ele}$ is obtained through the ratio of the difference between the (A + B) received signal and the (C + D) received signal and the sum of the signals received from the four receiving beams.

![Figure 1. Tracking center and angle error of monopulse radar.](image)

Assuming that the beam pattern of the monopulse radar antenna is a Gaussian pattern, it is as follows [13]:

$$G(\theta) = G_0 \exp \left[ -2 \ln 2 (\theta / \theta_{3\text{dB}})^2 \right],$$

where $\theta$, $\theta_{3\text{dB}}$, and $G_0$ are the angle of the target with respect to the boresight of one beam pattern, the 3 dB beamwidth of one receiving beam, and the gain in the boresight direction of one receiving beam, respectively.

The expression in (1) implies the gain for the received signal incident at a certain angle based on the boresight of one receiving beam. By expanding (1), it is possible to obtain the gain for the target for each of the four receiving beam patterns. The angle of incidence of the target can be expressed in terms of the squint angle ($\theta_S$), azimuth tracking error ($\theta_{azi}$), and elevation tracking error ($\theta_{ele}$) as follows [12]:

$$\theta_A^2 = \left( \frac{\theta_S}{\sqrt{2}} + \theta_{azi} \right)^2 + \left( \frac{\theta_S}{\sqrt{2}} - \theta_{ele} \right)^2,$$

$$\theta_A^2 = \theta_S^2 - \sqrt{2} \theta_S (\theta_{ele} - \theta_{azi}) + \theta_{azi}^2 + \theta_{ele}^2.$$
where $\theta_A$, $\theta_S$, $\theta_{azi}$, and $\theta_{ele}$ denote the angle of the incident signal based on the receiving beam with a boresight in the $A$ direction, the squint angle, the azimuth tracking error, and the elevation tracking error, respectively.

In general, the target is located close to the track axis. The squares of the azimuth and elevation have a very small value compared to the square of the squint angle. Therefore, it is shown as (3).

$$\theta_A^2 \approx \theta_S^2 - \sqrt{2}\theta_S(\theta_{ele} - \theta_{azi}).$$

By substituting (3) in (1), (1) can be written as [12]

$$G(\theta_A) = G_0 \exp\left[-2\ln 2\left(\theta_S^2 - \sqrt{2}\theta_S(\theta_{ele} - \theta_{azi})/\theta_{3dB}^2\right)\right]$$

$$= G_0 \exp\left[-2\ln 2\cdot \frac{\theta_S^2}{\theta_{3dB}^2}\right] \exp\left[2\sqrt{2} \ln 2\left(\frac{\theta_{ele} - \theta_{azi}}{\theta_{3dB}}\right)^2\right],$$

$$G(\theta_S) = G(\theta_{azi}) \exp\left[\frac{k_m}{\theta_{3dB}}(\theta_{ele} - \theta_{azi})\right]$$

$$\approx G(\theta_{azi}) \left(1 + \frac{k_m}{\theta_{3dB}}(\theta_{ele} - \theta_{azi})\right),$$

$$\approx G_0 \left(1 + \frac{k_m}{\theta_{3dB}}(\theta_{ele} - \theta_{azi})\right),$$

where $2\sqrt{2} \ln(2)\theta_S/\theta_{3dB}$ is replaced by $k_m$, which denotes the monopulse error slope coefficient. The first approximation in (5) holds due to $k_m(\theta_{ele} - \theta_{azi})/\theta_{3dB} \ll 1$. The second approximation in (5) is valid since $G(\theta_S)$ is approximately equal to $G_0$.

Similarly, $G(\theta_B)$, $G(\theta_C)$, and $G(\theta_D)$ can be expressed as [14]

$$G(\theta_B) = G_0 \left(1 + \frac{k_m}{\theta_{3dB}}(\theta_{ele} + \theta_{azi})\right),$$

$$G(\theta_C) = G_0 \left(1 + \frac{k_m}{\theta_{3dB}}(-\theta_{ele} - \theta_{azi})\right),$$

$$G(\theta_D) = G_0 \left(1 + \frac{k_m}{\theta_{3dB}}(-\theta_{ele} + \theta_{azi})\right).$$

The voltage of the incident signal from a specific direction can be obtained by multiplying the gain of each receiving beam from the specific direction and the signal amplitude. The sum pattern and the two difference patterns can be defined. In order to obtain the difference pattern for the azimuth, subtract the $(B + C)$ received signal from the $(A + D)$ received signal, and subtract the $(C + D)$ received signal from the $(A + B)$ received signal to obtain the elevation difference pattern [3]. In (9), $\Delta_{azi}$ and $\Delta_{ele}$ denote the difference channel pattern:

$$\Delta_{azi} = A\left[\{G(\theta_A) + G(\theta_D)\} - \{G(\theta_B) + G(\theta_C)\}\right]$$

$$= 4AG_0 k_m \frac{\theta_{ele}}{\theta_{3dB}}$$

$$\Delta_{ele} = A\left[\{G(\theta_A) + G(\theta_D)\} - \{G(\theta_C) + G(\theta_D)\}\right]$$

$$= 4AG_0 k_m \frac{\theta_{azi}}{\theta_{3dB}}$$

The sum pattern can additionally be obtained by the sum of the received signals for the four beam patterns. In (10), $\Sigma$ denotes the sum channel pattern:

$$\Sigma = A\left[G(\theta_A) + G(\theta_B) + G(\theta_C) + G(\theta_D)\right]$$

$$= 4AG_0.$$

It is possible to calculate the azimuth estimation error and the elevation estimation error through (9) and (10). (11) is an equation that is used to estimate the tracking error of
the signal that is received by the ACM through the sum channel and the difference channel. \( \hat{\theta}_{\text{azi}} \) and \( \hat{\theta}_{\text{ele}} \) mean the estimated tracking error:

\[
\frac{\theta_{\text{3dB}}\Delta_{\text{azi}}}{k_m \Sigma} = \hat{\theta}_{\text{azi}}, \quad \frac{\theta_{\text{3dB}}\Delta_{\text{ele}}}{k_m \Sigma} = \hat{\theta}_{\text{ele}}
\]  

(11)

2.2. Taylor Approximation

Considering the general situation, it is appropriate to add noise for the gain of the received signal for the four receiving beam patterns. In a situation where noise is added, there are several variables, such as thermal noise inside the receiver and noise that is caused by the external environment. In this paper, it is assumed that Gaussian noises, which is not correlated with each other, are added to each received signal.

In (9)–(11), the difference pattern and the sum pattern can be written as [12]

\[
\Delta'_{\text{azi}} = A \left[ \{ G(\theta_A) + n_A + G(\theta_D) + n_D \} - \{ G(\theta_B) + n_B + G(\theta_C) + n_C \} \right],
\]

(12)

\[
\Delta'_{\text{ele}} = A \left[ \{ G(\theta_A) + n_A + G(\theta_B) + n_B \} - \{ G(\theta_D) + n_D + G(\theta_C) + n_C \} \right],
\]

\[
\Sigma' = A \left[ G(\theta_A) + n_A + G(\theta_B) + n_B + G(\theta_C) + G(\theta_D) + n_D \right],
\]

(13)

where \( n_A, n_B, n_C, \) and \( n_D \) denote the noise that is added to the received signal for four beams.

Using (11), the estimated azimuth and estimated elevation are expressed as follows:

\[
\hat{\theta}' = \frac{\theta_{\text{3dB}}\Delta'_{\text{azi}}}{k_m \Sigma'} = \left( \frac{\theta_{\text{3dB}}}{k_m} \right) \left[ 4AG_{0k_mG}^{\theta} + n_A + n_D - (n_B + n_C) \right] / \left[ 4AG_{0} + n_A + n_B + n_C + n_D \right],
\]

(14)

\[
\hat{\phi}' = \frac{\theta_{\text{3dB}}\Delta'_{\text{ele}}}{k_m \Sigma'} = \left( \frac{\theta_{\text{3dB}}}{k_m} \right) \left[ 4AG_{0k_mG}^{\phi} + n_A + n_B - (n_C + n_D) \right] / \left[ 4AG_{0} + n_A + n_B + n_C + n_D \right],
\]

(15)

where \( \hat{\theta}' \) and \( \hat{\phi}' \) are the estimated azimuth and the estimated elevation when noise is added, respectively.

In order to obtain (14) and (15), (9) and (10) are used. If the approximation of the received signal gain is not performed, the equation is as follows:

\[
\frac{\theta_{\text{3dB}}\Delta'_{\text{azi}}}{k_m \Sigma'} = \hat{\theta}^0, \quad \frac{\theta_{\text{3dB}}\Delta'_{\text{ele}}}{k_m \Sigma'} = \hat{\phi}^0.
\]

(16)

\( \hat{\theta}^0 \) and \( \hat{\phi}^0 \) are the estimated angles (tracking errors) of the actual ACM. \( \Delta'_{\text{azi}} \) and \( \Delta'_{\text{ele}} \) are the resulting values that appear when the output value of (1) is input to the difference channel. \( \Sigma' \) is the resulting value that appears when the output value of (1) is input to the sum channel.

Equations (14) and (15) are approximated through (3) and (5) in the process of obtaining the gain, but (16) is the estimated angle using the sum channel and the difference channel without any approximation. This equation models the situation in which the actual ACM estimates the angle.

In (14) and (15), \( n_A, n_B, n_C, \) and \( n_D \) corresponding to noise are random variables. To obtain the MSE, the mean operation is applied to the square of the estimated angle. However, since (14) and (15) are nonlinear functions shown in a fractional form, it is difficult to develop the mean operation analytically. Therefore, by applying Taylor’s approximation, which approximates this function as a polynomial function for \( n_A, n_B, n_C, \) and \( n_D, \) the analytical expansion of the mean operation is performed.

In Appendix A, the estimated azimuth and the estimated elevation based on the various orders of Taylor expansion are explicitly given. Note that the expression for the
first-order Taylor expansion and the second-order Taylor expansion can also be found in [12].

2.3. Analytic Expression of the MSEs of the Estimated Angle of Amplitude-Comparison Monopulse Algorithm

2.3.1. Simulation MSEs

The Mean Square Error (MSE) is one of the approaches used to measure the accuracy of an estimate. As the name implies, the MSE is defined by taking the mean of the squared error of the estimate. The purpose of our study is to calculate the MSE to measure the accuracy of angle estimation in a noise-affected environment, without having to go through the Monte-Carlo simulation of numerous trials, and to accurately calculate it without loss of computation time cost.

The simulation MSEs from the Monte-Carlo method can be obtained as follows:

\[
\text{Simulation } E \left[ (\hat{\theta} - \theta)^2 \right] = \frac{1}{N} \sum_{i=1}^{N} (\hat{\theta}(i) - \theta)^2, \quad (17)
\]

\[
\text{Simulation } E \left[ (\hat{\phi} - \phi)^2 \right] = \frac{1}{N} \sum_{i=1}^{N} (\hat{\phi}(i) - \phi)^2, \quad (18)
\]

where \(\hat{\theta}\) and \(\hat{\phi}\) denote an estimated angle, and \(\theta\) and \(\phi\) denote a true incident angle.

The simulation is performed using the Monte-Carlo method, and as shown in (17) and (18), the simulation MSEs are obtained by dividing the sum of squares of the estimated angle errors by the number of realizations, \(N\), in the Monte-Carlo simulation.

2.3.2. Analytic MSEs

In Appendix B, the analytic expressions of the MSE of the estimated azimuth and the estimated elevation based on the various orders of Taylor expansion are presented. The expressions associated with the first-order Taylor expansion and the second-order Taylor expansion have also been presented in [12].

In Appendix C, it is assumed that the noise random variables \(n_A, n_B, n_C, \text{ and } n_D\) are all zero mean Gaussian random variables and uncorrelated with each other. Under these conditions, the analytic MSEs are derived through the following process:

1. First, Taylor approximations are applied to the angle estimation Equations (14) and (15);
2. Second, the result of subtracting the true angles from the angle estimation equation of the Taylor approximation is squared;
3. Third, the results obtained in the second step are expanded and the expectation operators are applied;
4. Finally, the expectation operations are applied to the Gaussian random variable noises, and the \(N\)th central moment of the Gaussian random variables is adopted to simplify the expression in steps.

The analytic MSEs for azimuth and elevation are expressed as “Analytic \(E \left[ (\hat{\theta} - \theta)^2 \right]\)”, and “Analytic \(E \left[ (\hat{\phi} - \phi)^2 \right]\)”, respectively.

2.4. Setting Simulation Parameters and Labeling MSE Expressions

In Table 1, it can be seen that several MSEs are matched as identifiable labels. Figure 2 illustrates the MSE results for several numbers of realizations of a Monte-Carlo simulation. Figure 2a–d show the results in terms of the MSEs when the numbers of realizations are 100, 1000, 10,000, and 100,000, respectively. In Figure 2, the results of simulation MSEs such as (SA0), (SA'), (SA1), (SA2), and (SA3) show low accuracy as the number of realizations decreases. It is true that the difference between the simulation-based MSE for 10,000 realizations and the simulation-based MSE for 100,000 realizations is not significant. However, the relative difference of the simulation-based MSE for a number of realizations of 10,000 with respect to the analytically-derived MSE is 1.4%, and the relative
difference of the simulation-based MSE for the number of realizations of 100,000 with respect to the analytically-derived MSE is 0.5%.

| Azimuth MSE Expression | Label for Azimuth MSEs | Elevation MSE Expression | Label for Elevation MSEs |
|-------------------------|------------------------|--------------------------|-------------------------|
| Simulation $E[\|\theta^o - \theta\|^2]$ | (SAo) | Simulation $E[\|\phi^o - \phi\|^2]$ | (Seo) |
| Simulation $E[\|\theta' - \theta\|^2]$ | (SA') | Simulation $E[\|\phi' - \phi\|^2]$ | (Se') |
| Simulation $E[\|\theta'(\text{approx} = 1) - \theta\|^2]$ | (SA1) | Simulation $E[\|\phi'(\text{approx} = 1) - \phi\|^2]$ | (Se1) |
| Simulation $E[\|\theta'(\text{approx} = 2) - \theta\|^2]$ | (SA2) | Simulation $E[\|\phi'(\text{approx} = 2) - \phi\|^2]$ | (Se2) |
| Simulation $E[\|\theta'(\text{approx} = 3) - \theta\|^2]$ | (SA3) | Simulation $E[\|\phi'(\text{approx} = 3) - \phi\|^2]$ | (Se3) |
| Analytic $E[\|\theta'(\text{approx} = 1) - \theta\|^2]$ | (AA1) | Analytic $E[\|\phi'(\text{approx} = 1) - \phi\|^2]$ | (AE1) |
| Analytic $E[\|\theta'(\text{approx} = 2) - \theta\|^2]$ | (AA2) | Analytic $E[\|\phi'(\text{approx} = 2) - \phi\|^2]$ | (AE2) |
| Analytic $E[\|\theta'(\text{approx} = 3) - \theta\|^2]$ | (AA3) | Analytic $E[\|\phi'(\text{approx} = 3) - \phi\|^2]$ | (AE3) |

![Figure 2](image-url) **Figure 2.** MSE as a function of standard deviation considering the Monte Carlo simulations with different realization numbers. (a) 100 times. (b) 1,000 times. (c) 10,000 times. (d) 100,000 times.
3. Results

In this section, the performance analysis of analytic MSEs is conducted based on the third-order Taylor approximation. It is verified that the accuracy is improved through a performance comparison with the analytic MSEs of the first and second-order Taylor approximations conducted in the previous study. The performance analysis is performed in a noisy environment with various standard deviations, and the dependence of the MSE on the SNR change is analyzed. The computational complexities of the analytic approach and that of the Monte-Carlo simulation are illustrated, which demonstrates why the proposed analytic approach is useful.

3.1. Test 1: Simulation MSEs and Analytic MSEs

In Table 2, the parameters used in Test 1 are assumed to be as follows:

| Description | Value | Units |
|-------------|-------|-------|
| Monte-Carlo simulation | 100, · · · , 100,000 | times |
| The mean of the noise received at Antenna A, B, C, D | 0 | V |
| The standard deviation of the noise received at Antenna A, B, C, D | 0.16, 0.19, 0.24, 0.29 | V |
| Antenna 3 dB beam width | 15 | degrees |
| Track axis gain | 1 | V/V |
| Antenna squint angle | 1.415 | degrees |
| Gain of received signal | 1 | V |

Figures 3 and 4 illustrate the MSEs with respect to the standard deviation of noise with a number of realizations of 100,000. The standard deviation of noise is set to the value specified in Table 2. The standard deviations for \( n_A, n_B, n_C, \) and \( n_D \) are identical. It is shown in Figures 3 and 4 that the MSEs of the angle estimates increase with the increase of the standard deviation of the additive noise. Figures 3 and 4 illustrate the MSEs for the azimuth and for the elevation, respectively.

In Figure 3, empirical MSEs of (SA₀), (SA’), (SA₁), (SA₂), and (SA₃) are calculated from (17). In Figure 3, the result with legend (SA₀) is obtained from (16), and the result with legend (SA’) is obtained from (14). In Figure 3, the angle estimation equation used for (SA₁) is (A₁₀), and the angle estimation equation used for (SA₂) is (A₁₂). Similarly, the angle estimation equation used for (SA₃) is (A₁₄). In Figure 3, the result with legend (AA₁) is obtained from (A₃₃), and the result with legend (AA₂) is obtained from (A₃₅). Similarly, the result with legend (AA₃) is obtained from (A₃₇).

When comparing the (SA₀) and (SA’) in Figure 3, there is a slight difference in the MSE. The reason for this difference is that (SA’) is obtained using the approximations in (3) and (5). For the result with legend (SA₁), it can be seen that it is located at the bottom of the result with legend (SA’). The reason is that the first-order Taylor approximation is used to obtain (SA₁) from (SA’). The result with legend (SA₂) is located closer to the (SA’) than the (SA₁). However, there is still a difference between (SA’) and (SA₂). Similarly, the reason is that the second-order Taylor approximation is used to obtain (SA₂) from (SA’). For the result with legend (SA₃), it is illustrated that (SA₃) is closer to (SA’) than (SA₁) and (SA₂). It also seems to almost overlap with (SA’).

Monte-Carlo simulation-based MSEs have been described. Next, how analytic MSEs can be obtained is described. In Figure 3, (AA₁) and (AA₂) are the results based on the first-order Taylor expansion and the second-order Taylor expansion, respectively. (AA₁) and (AA₂) show good agreements with (SA₁) and (SA₂), respectively. Similarly, (AA₃) is the result based on the third-order Taylor expansion. (AA₃) shows good agreement with (SA₃).

In Figure 4, empirical MSEs of (SE₀), (SE’), (SE₁), (SE₂), and (SE₃’) are calculated from (18). In addition, (SE₀), (SE’), (SE₁), (SE₂), and (SE₃) are obtained from (15), (16), (A₁₁),
(A13) and (A15), respectively. In Figure 4, analytical MSEs (AE1), (AE2), and (AE3) are obtained from (A34), (A36) and (A38), respectively. The observations in Figure 3 can also be found in Figure 4.

Figures 3 and 6 illustrate the MSEs with respect to the signal-to-noise ratio (SNR) at 100,000 simulation trials. As the standard deviation of noise increases, the noise level increases. Therefore, the SNR decreases. The results in Figures 3 and 4 illustrates the MSE with respect to the standard deviation of noise. On the other hand, the results in Figures 3 and 4 illustrate the MSE with respect to the SNR.
3.2. Test 2: Simulation MSEs and Analytic MSEs

The parameters used in Test 2 changed only the standard deviations of noise from the parameters used in Test 1. It is assumed that the standard deviations of noise received in the A and D beams in Test 2 are approximately twice the standard deviations of noise used in Test 1, and the standard deviations of noise received in the B and C beams are low-magnitude noises. This test simulates a case in which noise strongly influences only A and D received beams for some reason. In Table 3, the parameters used in Test 2 are assumed to be as follows:

**Figure 5.** Azimuth MSE as function of SNR with parameters of Table 2 and 100,000 realizations.

**Figure 6.** Elevation MSE as function of SNR with parameters of Table 2 and 100,000 realizations.
Table 3. Parameters for Test 2.

| Description                                      | Value          | Units  |
|--------------------------------------------------|----------------|--------|
| Monte-Carlo simulation                           | 100, · · · , 100,000 | times  |
| The mean of the noise received at Antenna A, B, C, D | 0              | V      |
| The standard deviation of the noise received at Antenna A, D | 0.32, 0.36, 0.41, 0.46 | V      |
| The standard deviation of the noise received at Antenna B, C | 10, 36, 130, 464 | µV     |
| Antenna 3 dB beam width                          | 15             | degrees|
| Track axis gain                                  | 1              | V/V    |
| Antenna squint angle                             | 1.415          | degrees|
| Gain of received signal                          | 1              | V      |

The overall results of Test 2 are similar to those shown in Test 1. However, in Figures 7–10, the differences between the results of analytic MSEs based on third-order Taylor approximation and the results of analytic MSEs based on second-order Taylor approximation are increased. In particular, these results appear larger in the azimuth. In Test 2, it can be seen that (AA3) and (AE3) are almost close to (SA') and (SE'), respectively. However, compared with Test 1, it can be seen that the results of (AA2) and (AE2) are farther away from (SA') and (SE'). Similarly, it can be seen that the results of (AA1) and (AE1) are also farther away from (SA') and (SE') when compared with Test 1. These results show that analytic MSEs based on third-order Taylor approximation respond better to various noise environments than analytic MSEs based on first and second-order Taylor approximation.

In Figure 9, for a difference of the azimuth MSE of 0.015, the standard deviation is the square root of 0.015, which is equal to 0.12 radians; note that 0.12 radians corresponds to 7.01 degrees. In Figure 10, for the difference of elevation MSE of 0.005, the standard deviation should be the square root of 0.015, which is equal to 0.070 radians; note that 0.070 radians corresponds to 4.05 degrees. Note that the azimuth difference of 7.01 degrees and the elevation difference of 4.05 degrees can have a great influence on the tracking algorithm.

![Figure 7. Azimuth MSE as function of standard deviation with parameters of Table 3 and 100,000 realizations.](image-url)
Figure 8. Elevation MSE as function of standard deviation with parameters of Table 3 and 100,000 realizations.

Figure 9. Azimuth MSE as function of SNR with parameters of Table 2 and 100,000 realizations.

3.3. Performance of Analytic MSEs Based on Third-Order Taylor Approximation

The MSE error results used in this subsection are calculated based on the results of Test 1. Figures 11 and 12 illustrate the MSE errors of analytic MSE based on third-order Taylor approximation and analytic MSEs based on first-order and second-order Taylor approximation. Table 4 tabulates what the legends in Figures 11 and 12 represent. The MSE errors of (AA1), (AA2), and (AA3) are obtained with reference to (SA'), and the MSE errors of (AE1), (AE2), and (AE3) are obtained with reference to (SE'). MSEs refer to the difference between the results of simulation MSEs based on (14) and (15) and the results of the analytic MSEs. In Figures 11 and 12, it can be seen that the errors of the analytic MSEs based on the third-order Taylor approximation are smaller than the errors of the analytic MSEs based on the first-order and second-order Taylor approximations.
Figure 10. Elevation MSE as function of SNR with parameters of Table 2 and 100,000 realizations.

Table 4. MSE error expression

| Legend     | Expression                      |
|------------|---------------------------------|
| Error of (AA1) | $|S_A' - (AA1)|$  |
| Error of (AA2) | $|S_A' - (AA2)|$  |
| Error of (AA3) | $|S_A' - (AA3)|$  |
| Error of (AE1) | $|S_E' - (AE1)|$  |
| Error of (AE2) | $|S_E' - (AE2)|$  |
| Error of (AE3) | $|S_E' - (AE3)|$  |

Figure 11. Azimuth MSE errors of analytic MSE as function of standard deviation.
Table 5 tabulates the MSE error reduction rate of “Analytic MSE (approx = 3)” compared to “Analytic MSE (approx = 2)”. The results in Table 5 shows that the error of the analytic MSE based on second-order Taylor approximation is reduced by 89.5% by using the analytic MSE based on third-order Taylor approximation.

Table 5. MSE error reduction rate of “Analytic MSE (approx = 3)”.

| Azimuth MSE Error | Noise Standard Deviation | Average |
|-------------------|--------------------------|---------|
|                   | 0.1585                   | 0.1945  | 0.2387  | 0.2929  |         |
| Reduction rate of error [%] | 84.87                   | 94.89   | 91.96   | 86.29   | 89.5    |

| Elevation MSE Error | Noise Standard Deviation | Average |
|---------------------|--------------------------|---------|
|                     | 0.1585                   | 0.1945  | 0.2387  | 0.2929  |         |
| Reduction rate of error [%] | 95.68                   | 92.69   | 89.59   | 80.19   | 89.54   |

The computational complexities of the analytic approach and that of the Monte-Carlo simulation based approach are illustrated in Figure 13. The x-axis and y-axis scales of the graph are set to a log scale, and the number of simulation realizations is set to increase by an exponent of 10. In addition, operation times for all standard deviations performed in the simulation are included. “Simulation MSE” is the MSE operation time using the Monte-Carlo method based on the Taylor approximation angle estimation (A14) and (A15). The linear increase in the MSE operation time is because both the x-axis and y-axis are in log scale.

In Figure 13, the results of legend “Analytic MSE (approx = 1)”, “Analytic MSE (approx = 2)”, and “Analytic MSE (approx = 3)” are shown in order from the bottom. As shown in the results, the result with legend “Analytic MSE (approx = 1)” applying the first-order Taylor approximation is the fastest, and the result with legend “Analytic MSE (approx = 3)” applying the third-order Taylor approximation is the slowest. The operation time for the analytic approach is not dependent on the number of the realizations since the analytic MSE is not obtained from the Monte-Carlo simulation. In addition, the results of the analytic approach are much smaller than those of the simulation-based approach. The
difference in the computational complexity becomes evident as the number of realizations increases.

![Comparison of Operation Time for Monopulse Algorithms](image)

**Figure 13.** Comparison of execution time as a function of the number of realizations for the simulated and analytical MSEs.

In Table 6, the computational performance for several numbers of realizations is tabulated. In Table 6a, the operation times for computations of MSEs are measured for each method. In Table 6b, the ratios between the operation times of the simulation MSE and the operation times of analytic MSEs are summarized. From the results, the operation time of the simulation-based MSE with 10,000 realizations is 136 times as long as that of the analytically-derived MSE. In addition, from the results, the operation time of the simulation-based MSE with 100,000 realizations is 1355 times as long as that of the analytically-derived MSE.

**Table 6.** Comparison of operation time.

| MSE Method                        | 100   | 1000  | 10,000 | 100,000 |
|----------------------------------|-------|-------|--------|---------|
| Simulation MSE [ms]              | 1.6   | 11.2  | 109    | 1084    |
| Analytic MSE (approx = 1) [ms]   | 0.549 | 0.251 | 0.255  | 0.236   |
| Analytic MSE (approx = 2) [ms]   | 0.571 | 0.392 | 0.385  | 0.360   |
| Analytic MSE (approx = 3) [ms]   | 1.0   | 0.8   | 0.8    | 0.8     |

| MSE Method                        | 100   | 1000  | 10,000 | 100,000 |
|----------------------------------|-------|-------|--------|---------|
| Simulation MSE [%]                | 100   | 100   | 100    | 100     |
| Analytic MSE (approx = 1) [%]     | 33.43 | 2.25  | 0.23   | 0.02    |
| Analytic MSE (approx = 2) [%]     | 34.74 | 3.51  | 0.35   | 0.03    |
| Analytic MSE (approx = 3) [%]     | 62.84 | 7.26  | 0.76   | 0.07    |

4. Discussion

The estimation of various parameters of radar targets is affected by various noises. The types of noise include cosmic noise and thermal noise. There are also amplitude...
irregularities due to interference from external sources and propagation effects. The most significant of these is the thermal noise that occurs inside the receiver [7].

In this work, performance analysis is conducted for several noises without being limited to a specific noise. Therefore, the experiment is conducted using various standard deviations of the noise variables, and in most cases, the MSE of the estimated angle is calculated. When the standard deviation of the noise variable is known, the MSE can be calculated accurately and efficiently by using the analytic MSE based on the third-order Taylor approximation.

However, there are limits to this work. First, the proposed method only considers the case where the beam pattern is a specific Gaussian pattern. Therefore, this cannot be applied to a case with a beam pattern other than Gaussian. Next, we considered only the specific case where the noises in the incident signal are not correlated with each other. This makes the noise used in the MSE calculation limited. Finally, the MSE of the proposed method with the third-order Taylor expansion is slightly different from that of the original monopulse algorithm without approximation.

5. Conclusions

In this study, in order to judge the reliability of the ACM’s angle estimation ability in an environment where various noises are given, we focus on accurately calculating the MSE. Therefore, we propose an analytical MSE based on the third-order Taylor approximation with improved accuracy in terms of the MSE. The analytic MSE method based on the third-order Taylor approximation can efficiently and accurately calculate the MSE of an angle estimate quantitatively once the variance of additive noise is given.

The MSEs associated with the third-order Taylor expansion are much smaller than those with the second-order Taylor expansion. In addition, the computational complexity of the analytically-derived MSE is much smaller than that of the Monte-Carlo simulation-based MSE.

In the Monte-Carlo simulation based approach, for the MSEs to be reliable, the number of realizations should be large enough, which results in the increase in the computational complexity. From Figure 2, for the simulation-based MSE to be reliable, the number of realizations should be greater than 10,000. When comparing the analytical MSE through the third-order Taylor approximation and the MSE through the Monte-Carlo method, it can be seen that the computational amount of the analytical MSE method is less than that of the Monte-Carlo method. In Table 6, the operation time of the analytically-derived MSE is 0.76% of that of the simulation-based MSE from 10,000 realizations, and the operation time of the analytically-derived MSE is 0.07% of that of the simulation-based MSE from 100,000 realizations. This means that the operation speed is 1355 times faster. Therefore, the proposed analytic approach is much better than the Monte-Carlo simulation-based approach in terms of the computational complexity.

In addition, by adopting the third-order Taylor expansion, the estimation accuracy is improved in comparison with the approaches based on the first-order Taylor expansion and the second-order Taylor expansion. In Tests 1 and 2, analytic MSEs based on the third-order Taylor approximation almost overlap with the simulation MSE results of estimation equations to which gain approximations are applied. In particular, in Test 2, it can be seen that analytic MSEs based on third-order Taylor approximation respond better to various noise environments than analytic MSEs based on the first and second-order Taylor approximations proposed in a previous study. In Table 5, it can be seen that the error of the analytic MSE based on the third-order Taylor approximation is reduced by approximately 89.5% compared to the error of the analytic MSE based on the second-order Taylor approximation. However, the computational complexity of the third-order Taylor expansion is slightly greater than that of the second-order Taylor expansion.

As mentioned in the Discussion, in Figures 3 and 5, there is always a certain difference between the result of (SAo) and the result of (SA3). The same observations are also found in Figures 4 and 6, which illustrates the elevation MSEs. Obtaining analytic expressions for
the results with legend (SAo) and the results with legend (SEo) will be a future research topic. In addition, analyzing the estimated angle MSE of the ACM radar considering the correlated noise will also be a future research topic.
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Appendix A. Angle Estimation Equations Using Taylor Approximation

In this Appendix, the angle estimation equations are derived in detail using the Taylor series expansion. First, expansion is performed for the azimuth.

Random variables for noise are set as follows:

\[
\begin{align*}
    n_A &= n_1 \\
    n_B &= n_2 \\
    n_C &= n_3 \\
    n_D &= n_4 \\
    \bar{n} &= (n_1, n_2, n_3, n_4).
\end{align*}
\]  

(A1)

The third-order Taylor series expansion for four variables is [15]

\[
\begin{align*}
    \hat{\theta}'(\bar{n}) &= \hat{\theta}'(\bar{0}) + \frac{4}{4} \sum_{j=1}^{4} \frac{\partial^2 \hat{\theta}'(\bar{0})}{\partial n_j} n_j + \frac{1}{2!} \sum_{j=1}^{4} \sum_{k=1}^{4} \frac{\partial^2 \hat{\theta}'(\bar{0})}{\partial n_j \partial n_k} n_j n_k + \frac{1}{3!} \sum_{j=1}^{4} \sum_{k=1}^{4} \sum_{l=1}^{4} \frac{\partial^3 \hat{\theta}'(\bar{0})}{\partial n_j \partial n_k \partial n_l} n_j n_k n_l, \\
    \hat{\theta}'(\bar{n}) &= \theta + R_{\theta 1} + R_{\theta 2} + R_{\theta 3}.
\end{align*}
\]  

(A2)

Each Taylor series term can be substituted with auxiliary variables as follows:

\[
\begin{align*}
    \theta &= \hat{\theta}'(0) \\
    R_{\theta 1} &= \frac{4}{4} \sum_{j=1}^{4} \frac{\partial^2 \hat{\theta}'(0)}{\partial n_j} n_j \\
    R_{\theta 2} &= \frac{4}{2!} \sum_{j=1}^{4} \sum_{k=1}^{4} \frac{\partial^2 \hat{\theta}'(0)}{\partial n_j \partial n_k} n_j n_k \\
    R_{\theta 3} &= \frac{4}{3!} \sum_{j=1}^{4} \sum_{k=1}^{4} \sum_{l=1}^{4} \frac{\partial^3 \hat{\theta}'(0)}{\partial n_j \partial n_k \partial n_l} n_j n_k n_l.
\end{align*}
\]  

(A3)

In Table A1, the coefficients of the first Taylor series and second Taylor series are tabulated [12].

| Table A1. First-order and second-order Taylor coefficients. |
|-----------------------------------------------|
| **First-Order Taylor Series Coefficients**    |
| **Taylor Coefficient** | **Differential Form** | **Taylor Coefficient** | **Differential Form** |
| \(a_A\) | \(\frac{\partial \hat{\theta}}{\partial \theta} (0)\) | \(a_B\) | \(\frac{\partial \hat{\theta}}{\partial \theta} (0)\) |
| \(a_C\) | \(\frac{\partial \hat{\theta}}{\partial \theta} (0)\) | \(a_D\) | \(\frac{\partial \hat{\theta}}{\partial \theta} (0)\) |
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Table A1. Cont.

| Taylor Coefficient | Differential Form | Taylor Coefficient | Differential Form |
|---------------------|-------------------|---------------------|-------------------|
| $\beta_{AA}$        | $\frac{\partial^2 \phi'}{\partial \theta' \partial \phi'} (0)$ | $\beta_{AB}$        | $\frac{\partial^2 \phi'}{\partial \theta' \partial \phi'} (0)$ |
| $\beta_{AC}$        | $\frac{\partial^2 \phi'}{\partial \theta' \partial \phi'} (0)$ | $\beta_{AD}$        | $\frac{\partial^2 \phi'}{\partial \theta' \partial \phi'} (0)$ |
| $\beta_{BB}$        | $\frac{\partial^2 \phi'}{\partial \theta' \partial \phi'} (0)$ | $\beta_{BC}$        | $\frac{\partial^2 \phi'}{\partial \theta' \partial \phi'} (0)$ |
| $\beta_{BD}$        | $\frac{\partial^2 \phi'}{\partial \theta' \partial \phi'} (0)$ | $\beta_{CC}$        | $\frac{\partial^2 \phi'}{\partial \theta' \partial \phi'} (0)$ |
| $\beta_{CD}$        | $\frac{\partial^2 \phi'}{\partial \theta' \partial \phi'} (0)$ | $\beta_{DD}$        | $\frac{\partial^2 \phi'}{\partial \theta' \partial \phi'} (0)$ |

In Table A2, the coefficients of the third-order Taylor series are tabulated.

Table A2. Third-order Taylor Series Coefficients

| Taylor Coefficient | Differential Form | Taylor Coefficient | Differential Form |
|---------------------|-------------------|---------------------|-------------------|
| $\gamma_{ABC}$      | $\frac{\partial^3 \phi'}{\partial \theta' \partial \phi' \partial \phi'} (0)$ | $\gamma_{ABD}$      | $\frac{\partial^3 \phi'}{\partial \theta' \partial \phi' \partial \phi'} (0)$ |
| $\gamma_{BCD}$      | $\frac{\partial^3 \phi'}{\partial \theta' \partial \phi' \partial \phi'} (0)$ | $\gamma_{ACD}$      | $\frac{\partial^3 \phi'}{\partial \theta' \partial \phi' \partial \phi'} (0)$ |
| $\gamma_{AAB}$      | $\frac{\partial^3 \phi'}{\partial \theta' \partial \phi' \partial \phi'} (0)$ | $\gamma_{AAC}$      | $\frac{\partial^3 \phi'}{\partial \theta' \partial \phi' \partial \phi'} (0)$ |
| $\gamma_{AAD}$      | $\frac{\partial^3 \phi'}{\partial \theta' \partial \phi' \partial \phi'} (0)$ | $\gamma_{BBA}$      | $\frac{\partial^3 \phi'}{\partial \theta' \partial \phi' \partial \phi'} (0)$ |
| $\gamma_{BCA}$      | $\frac{\partial^3 \phi'}{\partial \theta' \partial \phi' \partial \phi'} (0)$ | $\gamma_{BBD}$      | $\frac{\partial^3 \phi'}{\partial \theta' \partial \phi' \partial \phi'} (0)$ |
| $\gamma_{CCA}$      | $\frac{\partial^3 \phi'}{\partial \theta' \partial \phi' \partial \phi'} (0)$ | $\gamma_{CCB}$      | $\frac{\partial^3 \phi'}{\partial \theta' \partial \phi' \partial \phi'} (0)$ |
| $\gamma_{CDA}$      | $\frac{\partial^3 \phi'}{\partial \theta' \partial \phi' \partial \phi'} (0)$ | $\gamma_{DDA}$      | $\frac{\partial^3 \phi'}{\partial \theta' \partial \phi' \partial \phi'} (0)$ |
| $\gamma_{DBA}$      | $\frac{\partial^3 \phi'}{\partial \theta' \partial \phi' \partial \phi'} (0)$ | $\gamma_{DBC}$      | $\frac{\partial^3 \phi'}{\partial \theta' \partial \phi' \partial \phi'} (0)$ |
| $\gamma_{DDC}$      | $\frac{\partial^3 \phi'}{\partial \theta' \partial \phi' \partial \phi'} (0)$ | $\gamma_{DDD}$      | $\frac{\partial^3 \phi'}{\partial \theta' \partial \phi' \partial \phi'} (0)$ |

The expansions of the Taylor coefficients for $\alpha$, $\beta$, and $\gamma$ are given in Appendix C. Expanding $R_{\phi_1}$ in (A3) results in [12]:

$$ R_{\phi_1} = n_A \alpha_A + n_B \alpha_B + n_C \alpha_C + n_D \alpha_D. \quad (A4) $$

Expanding $R_{\phi_2}$ in (A3) results in:

$$ R_{\phi_2} = n_A n_B \beta_{AB} + n_A n_C \beta_{AC} + n_A n_D \beta_{AD} + n_B n_D \beta_{BD} + n_B n_C \beta_{BC} + n_C n_D \beta_{CD} + \frac{1}{2} (n_A^2 \beta_{AA} + n_B^2 \beta_{BB} + n_C^2 \beta_{CC} + n_D^2 \beta_{DD}). \quad (A5) $$

Expanding $R_{\phi_3}$ in (A3) results in

$$ R_{\phi_3} = n_A n_B n_C \gamma_{ABC} + n_A n_B n_D \gamma_{ABD} + n_B n_C n_D \gamma_{BCD} + n_A n_C n_D \gamma_{ACD} + \frac{1}{2} \left( n_A^2 \gamma_{AAB} + n_B^2 \gamma_{ABB} + n_C^2 \gamma_{CBA} + n_D^2 \gamma_{DDA} + \frac{1}{3} \left( n_A^3 \gamma_{AAA} + n_B^3 \gamma_{YBB} + n_C^3 \gamma_{YCC} + n_D^3 \gamma_{YDD} \right) \right). \quad (A6) $$

The elevation estimation equation based on Taylor approximation can also be obtained in the same way as the azimuth. The signs of $n_B$ and $n_D$ of the elevation estimation Equation (15) are opposite to the signs of $n_B$ and $n_D$ of the azimuth estimation Equation (14).
Therefore, the elevation estimation equation based on Taylor approximation can be obtained by exchanging the positions of \( n_B \) and \( n_D \) in (A4)-(A6) related to the azimuth:

\[
R_{\phi 1} = n_A a_A + n_D a_B + n_C a_C + n_B a_D,
\]

(A7)

\[
R_{\phi 2} = n_A n_D b_{AB} + n_A n_C b_{AC} + n_A n_B b_{AD} + n_B n_D b_{BD} + n_D n_C b_{BC} + n_C n_B b_{CD} + \frac{1}{2} (n_A^2 b_{AA} + n_D^2 b_{BB} + n_C^2 b_{CC} + n_B^2 b_{DD}),
\]

(A8)

\[
R_{\phi 3} = n_A n_D n_C \gamma_{ABC} + n_A n_B n_D \gamma_{ABD} + n_B n_C n_D \gamma_{BCD} + n_A n_C n_B \gamma_{ACD} + \frac{1}{2} \left( n_A^2 n_D \gamma_{AAB} + n_A^2 n_C \gamma_{AAC} + n_A^2 n_B \gamma_{AAD} + n_D^2 n_A \gamma_{BBA} \right) + \frac{1}{3!} \left( n_A^3 n_C \gamma_{ABC} + n_A^3 n_B \gamma_{ACD} + n_A^3 n_D \gamma_{ACD} + n_A^2 n_B n_C \gamma_{CCD} + n_A^2 n_B n_D \gamma_{DDB} + n_A^2 n_C n_D \gamma_{DDD} \right) + \frac{1}{3!} \left( n_A^n \gamma_{AAA} + n_A^n \gamma_{BBB} + n_A^n \gamma_{CCC} + n_A^n \gamma_{DDD} \right).
\]

(A9)

The simple forms of the first-order Taylor approximation equation for angle estimation are given by

\[
\hat{\theta}^\prime(\text{approxi}=1) = \theta + R_{\phi 1},
\]

(A10)

\[
\hat{\phi}^\prime(\text{approxi}=1) = \phi + R_{\phi 1},
\]

(A11)

where \( R_{\phi 1} \) and \( R_{\phi 3} \) are first-order Taylor series terms of azimuth and elevation, respectively.

The simple forms of the second-order Taylor approximation equation for angle estimation are given by

\[
\hat{\theta}^\prime(\text{approxi}=2) = \theta + R_{\phi 1} + R_{\phi 2},
\]

(A12)

\[
\hat{\phi}^\prime(\text{approxi}=2) = \phi + R_{\phi 1} + R_{\phi 2},
\]

(A13)

where \( R_{\phi 2} \) and \( R_{\phi 3} \) are second-order Taylor series terms of azimuth and elevation, respectively.

In order to significantly improve the accuracy of the estimated angles shown through the first-order and second-order Taylor approximations, the third-order Taylor approximation is performed for estimated angles.

\[
\hat{\theta}^\prime(\text{approxi}=3) = \theta + R_{\phi 1} + R_{\phi 2} + R_{\phi 3},
\]

(A14)

\[
\hat{\phi}^\prime(\text{approxi}=3) = \phi + R_{\phi 1} + R_{\phi 2} + R_{\phi 3},
\]

(A15)

where \( R_{\phi 3} \) and \( R_{\phi 3} \) are third-order Taylor series terms of azimuth and elevation, respectively.

**Appendix B. Explicit Expression of the MSEs Based on the Third-Order Taylor Approximation**

In (A4), terms with a variable with a maximum power of one can be substituted with auxiliary variable \( A_{\theta 1} \) as follows:

\[
A_{\theta 1} = n_A a_A + n_B a_B + n_C a_C + n_D a_D.
\]

(A16)

Therefore, \( R_{\phi 1} \) can be simplified as follows:

\[
R_{\phi 1} = A_{\theta 1}.
\]

(A17)

As in (A16), terms with a variable with a maximum power of one can be substituted with \( A_{\theta 2} \), and terms with a variable with a maximum power of two are substituted with \( B_{\theta 2} \):

\[
A_{\theta 2} = n_A n_B b_{AB} + n_A n_C b_{AC} + n_A n_D b_{AD} + n_B n_D b_{BD} + n_B n_C b_{BC} + n_C n_D b_{CD} + \frac{1}{2} (n_A^2 b_{AA} + n_B^2 b_{BB} + n_C^2 b_{CC} + n_D^2 b_{DD} + n_A n_B b_{AB} + n_A n_C b_{AC} + n_A n_D b_{AD} + n_B n_C b_{AC} + n_B n_D b_{CD}).
\]

(A18)

Therefore, \( R_{\theta 2} \) can be simplified as follows:

\[
R_{\theta 2} = A_{\theta 2} + B_{\theta 2}.
\]

(A19)
As in (A18), terms with a variable with a maximum power of one are substituted with $A_{03}$, terms with a variable with a maximum power of two are substituted with $B_{03}$, and terms with a variable with a maximum power of three are substituted with $C_{03}$. It can be substituted with auxiliary variables as follows:

$$\begin{align*}
A_{03} &= nA_nB_nC_n\gamma_{ABC} + nA_nB_nD_n\gamma_{ABD} + nB_nC_nD_n\gamma_{BCD} + nC_nH_nD_n\gamma_{TACD}, \\
B_{03} &= \frac{1}{2}(n^2A_nB_n\gamma_{AAB} + n^2A_nC_n\gamma_{AAC} + n^2B_nD_n\gamma_{AAB} + n^2A_nC_n\gamma_{BCA} + n^2A_n\gamma_{BBB} + n^2A_n\gamma_{CCB} \\
&\quad + nB_n\gamma_{BDD} + nA_n\gamma_{TDAA} + nB_n\gamma_{YDBB} + nA_n\gamma_{YDDA} + nA_n\gamma_{TYDD} + nA_n\gamma_{TDDD}), \\
C_{03} &= \frac{\pi}{2}(n^3A_n\gamma_{AAA} + n^3\gamma_{BBB} + n^3\gamma_{CCC} + n^3\gamma_{DDD}).
\end{align*}$$

(A20)

Similarly, $R_{03}$ can be simplified as follows:

$$R_{03} = A_{03} + B_{03} + C_{03}. \quad (A21)$$

The MSE expansion of the angle estimation equation of the first-order Taylor approximation and the second-order Taylor approximation can be found in [12]. From (A10), the MSE of the azimuth for the first-order Taylor approximation can be written as

$$E\left[ \left( \hat{\theta}^{(\text{approx}=1)} - \theta \right)^2 \right] = E[R_{01}^2]. \quad (A22)$$

Using (A17), it can be summarized as follows:

$$E\left[ \left( \hat{\theta}^{(\text{approx}=1)} - \theta \right)^2 \right] = E[A_{01}^2]. \quad (A23)$$

Similarly, from (A12), the MSE of the azimuth for the second-order Taylor approximation can be written as

$$E\left[ \left( \hat{\theta}^{(\text{approx}=2)} - \theta \right)^2 \right] = E\left[ (R_{01} + R_{02})^2 \right] = E[R_{01}^2] + E[R_{02}^2] + 2E[R_{01}R_{02}]. \quad (A24)$$

Using (A19), it can be summarized as follows:

$$E[R_{02}^2] = E\left[ (A_{02} + B_{02})^2 \right]$$

$$= E[A_{02}^2] + E[B_{02}^2] + 2E[A_{02}B_{02}] = E[A_{02}^2] + E[B_{02}^2]. \quad (A25)$$

When $2E[A_{02}B_{02}]$ in (A25) is expanded using (A18), there are variables with odd powers in all terms. Referring to (A58) and (A59), it can be seen that if a variable with an odd power exists in a term, the term becomes zero. Therefore, $2E[A_{02}B_{02}]$ is zero.

Similarly, for the same reason as mentioned above, $E[R_{01}R_{02}]$ in (A26) is zero:

$$E[R_{01}R_{02}] = E[(A_{01})(A_{02} + B_{02})] = E[A_{01}A_{02}] + E[A_{01}B_{02}] = 0. \quad (A26)$$

Using (A23), (A25) and (A26), the analytic MSE of the azimuth based on the second-order Taylor approximation is summarized as follows:

$$E\left[ \left( \hat{\theta}^{(\text{approx}=2)} - \theta \right)^2 \right] = E[A_{01}^2] + E[A_{02}^2] + E[B_{02}^2]. \quad (A27)$$

Equation (A28) is an equation that applies the MSE to the azimuth estimation equation based on third-order Taylor expansion in (A14):

$$
\begin{align*}
E\left[ \left( \hat{\theta}^{(\text{approx}=3)} - \theta \right)^2 \right] &= E\left[ (R_{01} + R_{02} + R_{03})^2 \right] \\
&= E[R_{01}^2] + E[R_{02}^2] + E[R_{03}^2] + 2E[R_{01}R_{02}] + 2E[R_{01}R_{03}] + 2E[R_{02}R_{03}]. \quad (A28)
\end{align*}
$$
Using (A21), \( E[R_{\theta_3}^2] \) expands as follows:

\[
E[R_{\theta_3}^2] = E[(A_{\theta_3} + B_{\theta_3} + C_{\theta_3})^2]
= E[A_{\theta_3}^2] + E[B_{\theta_3}^2] + E[C_{\theta_3}^2] + 2E[A_{\theta_3}B_{\theta_3}] + 2E[A_{\theta_3}C_{\theta_3}] + 2E[B_{\theta_3}C_{\theta_3}]
\] (A29)

For the same reason as mentioned above, \( 2E[A_{\theta_3}B_{\theta_3}] \) and \( 2E[A_{\theta_3}C_{\theta_3}] \) in (A29) is zero.

\[
E[R_{\phi_1}R_{\theta_3}] = E[(A_{\phi_1})(A_{\theta_3} + B_{\theta_3} + C_{\theta_3})]
= E[A_{\phi_1}A_{\theta_3}] + E[A_{\phi_1}B_{\theta_3}] + E[A_{\phi_1}C_{\theta_3}] = E[A_{\phi_1}B_{\theta_3}] + E[A_{\phi_1}C_{\theta_3}]
\] (A30)

In (A30), when \( E[A_{\phi_1}A_{\theta_3}] \) is expanded, \( E[A_{\phi_1}A_{\theta_3}] \) is zero because all terms have odd power variables.

\[
E[R_{\phi_2}R_{\theta_3}] = E[(A_{\phi_2} + B_{\phi_2})(A_{\theta_3} + B_{\theta_3} + C_{\theta_3})]
= E[A_{\phi_2}A_{\theta_3}] + E[B_{\phi_2}A_{\theta_3}] + E[A_{\phi_2}B_{\theta_3}] + E[B_{\phi_2}B_{\theta_3}] + E[A_{\phi_2}C_{\theta_3}] + E[B_{\phi_2}C_{\theta_3}]
\] (A31)

For the same reason as mentioned above, \( E[R_{\phi_2}R_{\theta_3}] \) in (A31) also becomes zero.

The analytic MSE of the azimuth based on the third-order Taylor approximation proposed in this paper is summarized as follows:

\[
E\left[\left(\hat{\theta}^{(\text{approx} = 3)} - \theta\right)^2\right] = E[A_{\phi_1}^2] + E[A_{\phi_2}^2] + E[B_{\phi_2}^2] + E[A_{\theta_3}^2] + E[B_{\theta_3}^2] + E[C_{\theta_3}^2] + 2E[B_{\theta_3}C_{\theta_3}] + 2E[A_{\theta_1}B_{\theta_3}] + 2E[A_{\theta_1}C_{\theta_3}]
\] (A32)

The analytic MSE of elevation can also be derived in the same manner as that of the azimuth.

Equations \( A33 \) and \( A34 \) are analytic MSEs based on first-order Taylor approximation:

\[
E\left[\left(\hat{\theta}^{(\text{approx} = 1)} - \theta\right)^2\right] = E[R_{\theta_1}^2] = E[A_{\theta_1}^2],
\] (A33)

\[
E\left[\left(\hat{\phi}^{(\text{approx} = 1)} - \phi\right)^2\right] = E[R_{\phi_1}^2] = E[A_{\phi_1}^2],
\] (A34)

where \( A_{\phi_1} \) is terms with the maximum power of one at the estimated elevation of the first-order Taylor series terms.

Equations \( A35 \) and \( A36 \) are analytic MSEs based on second-order Taylor approximation:

\[
E\left[\left(\hat{\theta}^{(\text{approx} = 2)} - \theta\right)^2\right] = E\left[(R_{\theta_1} + R_{\theta_2})^2\right]
= E[R_{\theta_1}^2] + E[R_{\theta_2}^2] + 2E[R_{\theta_1}R_{\theta_2}]
= E[A_{\theta_1}^2] + E[A_{\theta_2}^2] + E[B_{\theta_2}^2],
\] (A35)

\[
E\left[\left(\hat{\phi}^{(\text{approx} = 2)} - \phi\right)^2\right] = E\left[(R_{\phi_1} + R_{\phi_2})^2\right]
= E[R_{\phi_1}^2] + E[R_{\phi_2}^2] + 2E[R_{\phi_1}R_{\phi_2}]
= E[A_{\phi_1}^2] + E[A_{\phi_2}^2] + E[B_{\phi_2}^2],
\] (A36)

where \( A_{\phi_2} \) and \( B_{\phi_2} \) are terms with a maximum power of one and a term with a maximum power of two at the estimated elevation of the second-order Taylor series terms, respectively.
Equations (A37) and (A38) are analytic MSEs based on third-order Taylor approximation:

\[
E \left[ \left( \hat{\theta}^{\text{approx}=3} - \theta \right)^2 \right] = E \left[ (R_{\theta 1} + R_{\theta 2} + R_{\theta 3})^2 \right] \\
= E \left[ R_{\theta 1}^2 + R_{\theta 2}^2 + R_{\theta 3}^2 + 2E[R_{\theta 1}R_{\theta 2}] + 2E[R_{\theta 1}R_{\theta 3}] + 2E[R_{\theta 2}R_{\theta 3}] \right] \tag{A37}
\]

\[
E \left[ \left( \hat{\phi}^{\text{approx}=3} - \phi \right)^2 \right] = E \left[ (R_{\phi 1} + R_{\phi 2} + R_{\phi 3})^2 \right] \\
= E \left[ R_{\phi 1}^2 + R_{\phi 2}^2 + R_{\phi 3}^2 + 2E[R_{\phi 1}R_{\phi 2}] + 2E[R_{\phi 1}R_{\phi 3}] + 2E[R_{\phi 2}R_{\phi 3}] \right] \tag{A38}
\]

where \( A_{\theta 3}, B_{\phi 3}, \) and \( C_{\phi 3} \) are terms with a maximum power of one, terms with a maximum power of two, and terms with a maximum power of three in the estimated elevation of the third-order Taylor series terms, respectively.

In order to expand (A33)–(A38) into a complete form, it is necessary to fully expand the terms consisting of \( A, B, \) and \( C \). Referring to (A57)–(A59), when (A16), (A18) and (A20) are squared and the expectation operations are applied to the squaring result, terms consisting of even power variables remain. Therefore, using (A57)–(A59), (A39)–(A44) can be obtained as functions of standard deviations and Taylor coefficients:

\[
E \left[ A_{\theta 1}^2 \right] = \sigma_A^2 \alpha_1^2 + \sigma_B^2 \beta_1^2 + \sigma_C^2 \gamma_1^2 + \sigma_D^2 \delta_1^2, \tag{A39}
\]

\[
E \left[ A_{\theta 2}^2 \right] = \sigma_A^2 \sigma_B^2 \beta_{AB} + \sigma_A^2 \sigma_C^2 \gamma_{AC} + \sigma_A^2 \sigma_D^2 \delta_{AD} + \sigma_B^2 \sigma_D^2 \beta_{BD} + \sigma_B^2 \sigma_C^2 \beta_{BC} + \sigma_C^2 \sigma_D^2 \beta_{CD}, \tag{A40}
\]

\[
E \left[ B_{\phi 1}^2 \right] = \frac{1}{4} \left( 3\sigma_A^4 \beta_{AA}^2 + 3\sigma_B^4 \beta_{BB}^2 + 3\sigma_C^4 \beta_{CC}^2 + 3\sigma_D^4 \beta_{DD}^2 + 2\sigma_A^2 \sigma_B^2 \beta_{AB} \beta_{BB} + 2\sigma_A^2 \sigma_C^2 \beta_{AC} \beta_{CC} + 2\sigma_A^2 \sigma_D^2 \beta_{AD} \beta_{DD} + 2\sigma_B^2 \sigma_C^2 \beta_{BC} \beta_{CC} + 2\sigma_B^2 \sigma_D^2 \beta_{BD} \beta_{DD} \right), \tag{A41}
\]

\[
E \left[ B_{\phi 2}^2 \right] = \frac{1}{4} \left( 3\sigma_A^4 \gamma_{AABB}^2 + 3\sigma_A^4 \gamma_{AAAC}^2 + 3\sigma_A^4 \gamma_{AADD}^2 + 3\sigma_A^4 \gamma_{ABAC}^2 + 3\sigma_A^4 \gamma_{ABBD}^2 + 3\sigma_A^4 \gamma_{ABCC}^2 + 3\sigma_A^4 \gamma_{ABCD}^2 + 3\sigma_A^4 \gamma_{ABDD}^2 + 3\sigma_A^4 \gamma_{ABCD}^2 + 3\sigma_A^4 \gamma_{ABCC}^2 + 3\sigma_A^4 \gamma_{ABDD}^2 + 3\sigma_A^4 \gamma_{ABCD}^2 + 3\sigma_A^4 \gamma_{ABCC}^2 + 3\sigma_A^4 \gamma_{ABDD}^2 \right), \tag{A42}
\]

\[
E \left[ C_{\phi 1}^2 \right] = \frac{1}{36} \left( 15\sigma_A^6 \gamma_{AANA}^2 + 15\sigma_A^6 \gamma_{ABBB}^2 + 15\sigma_A^6 \gamma_{ACC}^2 + 15\sigma_A^6 \gamma_{ADD}^2 \right). \tag{A44}
\]

Similarly, (A45)–(A47) can be obtained in the same way. Since the expanded expressions, terms with odd power variables become zeros, and only terms with even power variables remain:
\[
E[A_{\theta_1} B_{\theta_3}] = \frac{1}{2} \left( \sigma_A^2 \sigma_B^2 A_\theta \gamma_{BBA} + \sigma_A^2 \sigma_B^2 A_\theta \gamma_{CCA} + \sigma_A^2 \sigma_B^2 A_\theta \gamma_{DAA} + \sigma_A^2 \sigma_B^2 A_\theta \gamma_{DAB} + \sigma_A^2 \sigma_B^2 A_\theta \gamma_{DAD} + \sigma_A^2 \sigma_B^2 A_\theta \gamma_{DBD} + \sigma_A^2 \sigma_B^2 A_\theta \gamma_{DCD} + \sigma_A^2 \sigma_B^2 A_\theta \gamma_{DCC} + \sigma_A^2 \sigma_B^2 A_\theta \gamma_{DDC} \right),
\]
(A46)

\[
E[A_{\theta_1} C_{\theta_3}] = \frac{1}{6} \left( 3\sigma_A^4 A_\theta \gamma_{AAA} + 3\sigma_A^4 A_\theta \gamma_{BBB} + 3\sigma_A^4 A_\theta \gamma_{CCC} + 3\sigma_A^4 A_\theta \gamma_{DDD} \right).
\]
(A47)

The analytic MSE of azimuth based on third-order Taylor approximation can be obtained by substituting (A39)–(A47) into (A37). Expressions related to elevation can also be derived in the same way as for azimuth:

\[
E \left[ A_{\phi_1}^2 \right] = \sigma_A^2 A_\phi^2 + \sigma_D^2 A_\phi^2 + \sigma_B^2 A_\phi^2 + \sigma_D^2 A_\phi^2,
\]
(A48)

\[
E \left[ A_{\phi_1}^2 \right] = \sigma_A^2 A_\phi^2 + \sigma_D^2 A_\phi^2 + \sigma_B^2 A_\phi^2 + \sigma_D^2 A_\phi^2 + 2\sigma_A^2 \sigma_B^2 A_\phi + 2\sigma_A^2 \sigma_C^2 A_\phi + \sigma_C^2 \sigma_D^2 A_\phi,
\]
(A49)

\[
E \left[ B_{\phi_1}^2 \right] = \frac{1}{4} \left( 3\sigma_A^2 B_\phi^2 + 3\sigma_B^2 B_\phi^2 + 3\sigma_C^2 B_\phi^2 + 3\sigma_D^2 B_\phi^2 + 2\sigma_A^2 \sigma_B^2 B_\phi + 2\sigma_A^2 \sigma_C^2 B_\phi + 2\sigma_A^2 \sigma_D^2 B_\phi + 2\sigma_B^2 \sigma_C^2 B_\phi + 2\sigma_B^2 \sigma_D^2 B_\phi + 2\sigma_C^2 \sigma_D^2 B_\phi \right),
\]
(A50)

\[
E \left[ C_{\phi_1}^2 \right] = \frac{1}{36} \left( 15\sigma_A^6 A_{\phi_1}^2 + 15\sigma_B^6 B_{\phi_1}^2 + 15\sigma_C^6 C_{\phi_1}^2 + 15\sigma_D^6 D_{\phi_1}^2 \right),
\]
(A51)

\[
E \left[ B_{\phi_1} C_{\phi_3} \right] = \frac{1}{12} \left( 3\sigma_A^2 B_{\phi_1} C_{\phi_3} + 3\sigma_A^2 B_{\phi_3} C_{\phi_1} + 3\sigma_A^2 B_{\phi_1} C_{\phi_3} + 3\sigma_A^2 B_{\phi_3} C_{\phi_1} + 3\sigma_B^2 B_{\phi_1} C_{\phi_3} + 3\sigma_B^2 B_{\phi_3} C_{\phi_1} + 3\sigma_B^2 B_{\phi_1} C_{\phi_3} + 3\sigma_B^2 B_{\phi_3} C_{\phi_1} + 3\sigma_C^2 B_{\phi_1} C_{\phi_3} + 3\sigma_C^2 B_{\phi_3} C_{\phi_1} + 3\sigma_C^2 B_{\phi_1} C_{\phi_3} + 3\sigma_C^2 B_{\phi_3} C_{\phi_1} + 3\sigma_D^2 B_{\phi_1} C_{\phi_3} + 3\sigma_D^2 B_{\phi_3} C_{\phi_1} + 3\sigma_D^2 B_{\phi_1} C_{\phi_3} + 3\sigma_D^2 B_{\phi_3} C_{\phi_1} \right),
\]
(A52)

\[
E \left[ A_{\phi_1} B_{\phi_3} \right] = \frac{1}{2} \left( \sigma_A^2 A_{\phi_1} B_{\phi_3} + \sigma_A^2 A_{\phi_3} B_{\phi_1} + \sigma_A^2 A_{\phi_1} B_{\phi_3} + \sigma_A^2 A_{\phi_3} B_{\phi_1} + \sigma_B^2 A_{\phi_1} B_{\phi_3} + \sigma_B^2 A_{\phi_3} B_{\phi_1} + \sigma_B^2 A_{\phi_1} B_{\phi_3} + \sigma_B^2 A_{\phi_3} B_{\phi_1} + \sigma_C^2 A_{\phi_1} B_{\phi_3} + \sigma_C^2 A_{\phi_3} B_{\phi_1} + \sigma_C^2 A_{\phi_1} B_{\phi_3} + \sigma_C^2 A_{\phi_3} B_{\phi_1} + \sigma_D^2 A_{\phi_1} B_{\phi_3} + \sigma_D^2 A_{\phi_3} B_{\phi_1} + \sigma_D^2 A_{\phi_1} B_{\phi_3} + \sigma_D^2 A_{\phi_3} B_{\phi_1} \right),
\]
(A53)

\[
E \left[ A_{\phi_1} C_{\phi_3} \right] = \frac{1}{6} \left( 3\sigma_A^4 A_{\phi_1} C_{\phi_3} + 3\sigma_B^4 B_{\phi_1} C_{\phi_3} + 3\sigma_C^4 C_{\phi_1} C_{\phi_3} + 3\sigma_D^4 D_{\phi_1} C_{\phi_3} \right).
\]
(A54)

\[
E \left[ B_{\theta_3} \right] = \frac{1}{4} \left( 3\sigma_A^2 B_{\theta_3} + 3\sigma_B^2 B_{\theta_3} + 3\sigma_C^2 B_{\theta_3} + 3\sigma_D^2 B_{\theta_3} + 2\sigma_A^2 \sigma_B^2 B_{\theta_3} + 2\sigma_A^2 \sigma_C^2 B_{\theta_3} + 2\sigma_A^2 \sigma_D^2 B_{\theta_3} + 2\sigma_B^2 \sigma_C^2 B_{\theta_3} + 2\sigma_B^2 \sigma_D^2 B_{\theta_3} + 2\sigma_C^2 \sigma_D^2 B_{\theta_3} \right),
\]
(A55)

\[
E \left[ A_{\phi_1} B_{\phi_3} \right] = \frac{1}{6} \left( 3\sigma_A^4 A_{\phi_1} B_{\phi_3} + 3\sigma_A^4 A_{\phi_3} B_{\phi_1} + 3\sigma_A^4 A_{\phi_1} B_{\phi_3} + 3\sigma_A^4 A_{\phi_3} B_{\phi_1} + 3\sigma_B^4 B_{\phi_1} B_{\phi_3} + 3\sigma_B^4 B_{\phi_3} B_{\phi_1} + 3\sigma_B^4 B_{\phi_1} B_{\phi_3} + 3\sigma_B^4 B_{\phi_3} B_{\phi_1} + 3\sigma_C^4 C_{\phi_1} C_{\phi_3} + 3\sigma_C^4 C_{\phi_3} C_{\phi_1} + 3\sigma_C^4 C_{\phi_1} C_{\phi_3} + 3\sigma_C^4 C_{\phi_3} C_{\phi_1} + 3\sigma_D^4 D_{\phi_1} D_{\phi_3} + 3\sigma_D^4 D_{\phi_3} D_{\phi_1} + 3\sigma_D^4 D_{\phi_1} D_{\phi_3} + 3\sigma_D^4 D_{\phi_3} D_{\phi_1} \right).
\]
(A56)

The analytic MSE of elevation based on third-order Taylor approximation can be obtained by substituting (A48)–(A56) into (A38).

**Appendix C. Characteristics of Noise Random Variables and Derivation of Taylor's Coefficients**

It is assumed that the noises of the signal received by the ACM radar are Gaussian random variables and have the following parameters:

\[
\begin{align*}
    n_A & \sim N(0, \sigma^2) \\
    n_B & \sim N(0, \sigma^2) \\
    n_C & \sim N(0, \sigma^2) \\
    n_D & \sim N(0, \sigma^2).
\end{align*}
\]
It is also assumed that the noises are not correlated with each other:

\[
E(n_k n_l) = \begin{cases} 
E(n_k^2) & k = l \\
E(n_k)E(n_l) & \text{otherwise}
\end{cases}
\]  
(A58)

In [16], the moments of the zero mean gaussian distribution are as in (A59).

\[
\begin{align*}
E(n_A) &= 0 \\
E(n_A^2) &= \sigma_A^2 \\
E(n_A^3) &= 0 \\
E(n_A^4) &= 3\sigma_A^4 \\
E(n_A^5) &= 0 \\
E(n_A^6) &= 15\sigma_A^6
\end{align*}
\]  
(A59)

The Taylor coefficients specified in Tables A1 and A2 are solved as follows [15]:

\[
\alpha_A = \left. \frac{\partial \hat\theta'}{\partial n_A} \right|_{\bar{n} = 0} = \frac{\left(\theta_{3\text{dB}}/k_m\right) - \theta}{4AG_0}
\]  
(A60)

\[
\alpha_B = \left. \frac{\partial \hat\theta'}{\partial n_B} \right|_{\bar{n} = 0} = \frac{\left(\theta_{3\text{dB}}/k_m\right) + \theta}{4AG_0}
\]  
(A61)

\[
\beta_{AA} = \left. \frac{\partial^2 \hat\theta'}{\partial n_A \partial n_A} \right|_{\bar{n} = 0} = \frac{-2\left(\theta_{3\text{dB}}/k_m\right) - \theta}{(4AG_0)^2}
\]  
(A62)

\[
\beta_{BB} = \left. \frac{\partial^2 \hat\theta'}{\partial n_B \partial n_B} \right|_{\bar{n} = 0} = \frac{2\left(\theta_{3\text{dB}}/k_m\right) + \theta}{(4AG_0)^2}
\]  
(A63)

\[
\beta_{AB} = \left. \frac{\partial^2 \hat\theta'}{\partial n_A \partial n_B} \right|_{\bar{n} = 0} = \frac{2\theta}{(4AG_0)^2}
\]  
(A64)

\[
\gamma_{ABC} = \left. \frac{\partial^3 \hat\theta'}{\partial n_A \partial n_B \partial n_C} \right|_{\bar{n} = 0} = -\frac{\left(\theta_{3\text{dB}}/k_m\right) + 3\theta}{32A^3G_0^3}
\]  
(A65)

\[
\gamma_{ABD} = \left. \frac{\partial^3 \hat\theta'}{\partial n_A \partial n_B \partial n_D} \right|_{\bar{n} = 0} = \frac{\left(\theta_{3\text{dB}}/k_m\right) - 3\theta}{32A^3G_0^3}
\]  
(A66)

\[
\gamma_{AAD} = \left. \frac{\partial^3 \hat\theta'}{\partial n_A^2 \partial n_D} \right|_{\bar{n} = 0} = \frac{6\left(\theta_{3\text{dB}}/k_m\right) - 6\theta}{64A^3G_0^3}
\]  
(A67)

\[
\gamma_{BBC} = \left. \frac{\partial^3 \hat\theta'}{\partial n_B \partial n_D \partial n_C} \right|_{\bar{n} = 0} = -\frac{6\left(\theta_{3\text{dB}}/k_m\right) + 6\theta}{64A^3G_0^3}
\]  
(A68)

Equations (A69)–(A71) correspond to the coefficients of the first-order, second-order, and third-order Taylor approximation equations, respectively. In (14), since the sign of \( n_A \)
and the sign of \( n_D \) are the same, and the sign of \( n_B \) and the sign of \( n_C \) are the same, it can be expressed as follows [12]:

\[
\alpha_A = \alpha_D = \frac{\theta_{BM}/k_n - \theta_c}{4AG_n},
\]

\[
\alpha_B = \alpha_C = - \left( \frac{\theta_{BM}/k_n + \theta_c}{4AG_n} \right),
\]

\[
\beta_{AA} = \beta_{DD} = \beta_{AD} = - \frac{2(\theta_{BM}/k_n - \theta_c)}{(4AG_n)^2},
\]

\[
\beta_{BB} = \beta_{CC} = \beta_{BC} = \frac{2(\theta_{BM}/k_n + \theta_c)}{(4AG_n)^2},
\]

\[
\beta_{AB} = \beta_{AC} = \beta_{BD} = \beta_{CD} = \frac{6\theta_t}{(4AG_n)^2},
\]

\[
\gamma_{ABC} = \gamma_{BCD} = \gamma_{BBA} = \gamma_{BBD} = \gamma_{CCB} = \gamma_{CCD} = - \left( \frac{6(\theta_{BM}/k_n + 3\theta_t)}{32AG_n} \right),
\]

\[
\gamma_{ABD} = \gamma_{ACD} = \gamma_{AAB} = \gamma_{AAC} = \gamma_{DDB} = \gamma_{DDC} = \frac{6\theta_t}{32AG_n},
\]

\[
\gamma_{AAD} = \gamma_{DDA} = \gamma_{AAA} = \gamma_{DDD} = \frac{6\theta_{BM}/k_n - 6\theta_t}{64AG_n},
\]

\[
\gamma_{BBB} = \gamma_{CCB} = \gamma_{BBB} = \gamma_{CCC} = - \left( \frac{6(\theta_{BM}/k_n + 6\theta_t)}{64AG_n} \right),
\]

where \( \theta_t \) is the azimuth (\( \theta \)) true angle or elevation (\( \phi \)) true angle. Since these coefficients are applied equally for the azimuth and elevation, \( \theta \) can be expressed by replacing \( \theta_t \).
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