Comparison of Methods for Processing Missing Values in Large Sample Survey Data
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Abstract: Missing data occurs in every field and most researchers choose simple approach to deal with. But this approach may introduce bias and result in inaccurate results. In this study, we will explore the method suitable for large sample and multivariate missing data patterns. In this paper, we utilized a cross-sectional survey data, providing information about youth health risk behavior in Beijing. Using R to simulate random missing data sets with different proportion of missing data based on the survey data set. For each of the missing data set, complete case analysis (CCA), single imputation (SI) and multiple imputation (MI) were adopted to process this and overall 30 complete data sets were obtained. Finally, logistic regression was used to analysis these complete data sets. The indicator (Akaike's Information Criterion, AIC) is used to evaluate both advantages and disadvantages of the three methods and the other indicators such as the significance of the regression coefficients (β), the fraction of missing information (FMI) are utilized to evaluate the applicability of the MI. Compared with the original data set K, the value of AIC of data sets processed by CCA and SI gradually decreases and the relative error gradually increases with the increase of the proportion of missing data. The value of AIC of data sets processed by MI changes slightly. With the increase of the proportion of missing data, especially more than 30%, the meaningless variables of the regression coefficient and the value of FMI gradually increased. Under different proportion of missing data, the MI performs well compared with CCA and SI. When dealing with missing values under MCAR, we recommend using MI instead of CCA and SI. Second, the changing of FMI can also be used as an indicator of MI to process missing data. Third, it is suitable for MI to process large sample survey data, and no more than 30% of proportion of missing data is the proper scope of application of MI.

Keywords: Survey Data, Missing Value, Multiple Imputation (MI), Complete Case Analysis (CCA), Single Imputation (SI)

1. Introduction

Missing data are widespread in survey studies. Incomplete data set may be caused by no responds, withdrawing, measurement errors and miscommunication [1]. Complete Case Analysis (CCA) is a traditional statistical method, in which every incomplete observation is deleted, and only complete cases are kept in the data set. CCA works for all types of data and is default for many statistical software. In most cases, the significant disadvantage of CCA may losing a large part of the original observation and then resulted in the loss of available information [2-3]. However, a recent study found that the usage of CCA may actually contribute to an accurate parameter estimates of interest in some situations [4-5]. Other method, such as hot-deck, predictive mean matching [6-7], they are single imputation (SI) and also very popular in practice. Hot-deck method means simply replacing the missing value with either another appropriate value from a similar unit or “neighbor” value. Predictive mean matching means simply replacing the missing value with a mean value. These types of nonparametric approaches ensure that the imputed values can fall within the limited range [8].
Recently, some papers summarized the complications and limitations of methods to process incomplete data in epidemiological studies and proposed some possible solutions, in particular, multiple imputation (MI) in [9-10].

MI is a simulation-based approach which is developed to process incomplete data, and can process the complete-data as well [11-14]. MI comprises three main steps. First, by filling the model, it will create \( m \) (usually 5) copies data sets, replacing the missing values in each data set with independent random draws from the predictive distribution of missing values under a specific model. The second stage is analysis, in which each of the \( m \) complete data set are analyzed through a complete-data statistical method of interest (the logistic model is used in this study) to obtain the parameter of these data sets. Finally, a final statistical inference can be obtained by combining these parameter using Rubin’s rules.

In this paper, Multivariate Imputation by Chained Equations (MICE) was conducted, also called “fully conditional specification” (FCS), which can process varies of variables (e.g., continuous or binary) and can be used in a wide range of settings [14-15]. The FCS procedure shows an exceeding flexibility, because each variable can be modeled by its conditional densities, such as logistic regression model for binary variables and linear regression model for continuous variables [14]. For the current research, MICE procedures can be implemented in a variety of software (e.g., S-Plus, R, Stata, etc.) [16-18].

In particular, missing data mechanisms are generally classified into three main categories which are missing completely at random (MCAR), missing at random (MAR) and missing not at random (MNAR) [13]. The missing data mechanisms have implications for the choice of methods to handle missing data. For MI, it can provide unbiased estimates of the regression parameter of interest when the missing data is MAR or MCAR. Recent study found when the missing data is assumed to be MAR or MCAR, CCA was performed well (e.g., unbiased risk difference, 95% coverage) [5], although some papers indicated that the method can result in substantially bias [3, 9, 19]. The application of SI is the same as CCA and MI, for example, inverse probability weighting (IPW) is typically implemented assuming MAR [20-21]. More information about implication of these methods under MNAR was discussed in the paper [22].

The purpose of our research is to study via a simulation study utilizing real data under MCAR (1) can MI provide unbiased estimates to process large sample data compared to CCA and SI (2) can the change of FMI be used as an indicator of MI to process missing data (3) what is the proper scope of application for MI in terms of the proportion of missing data.

2. Simulation Study

2.1. Data Source

Data of Youth health risk behavior survey launched by Beijing Centers for Diseases Control and Prevention, Beijing, China in 2016 was used in our study. The survey was conducted by a self-administered anonymous questionnaire which included 106 questions related to dieting, myopia, internet using, sleeping, injury, smoking and drinking behaviors etc. In this paper, we used the subset of injury related behaviors.

The survey data consisted of 36,018 samples. Variables included ‘student’s injury status (yes or no) in the past one year (“\( Y_i \)”); ‘Regional economic level (“\( X_6 \)”); ‘Area (“\( X_2 \)”); ‘Gender (“\( X_4 \)”); ‘Father’s education level (“\( X_3 \)”); ‘Family type (“\( X_5 \)”); ‘Age (“\( X_1 \)”). \( Y \), \( X_1 \), \( X_3 \), \( X_5 \) are binary variables, \( X_2 \) is unordered categorical and the others are ordinal categorical.

For each of the missing data set, CCA, SI and MI were adopted to process and finally overall 30 complete data sets were obtained. The statistical package mice in R was used to perform all statistical analyses.

2.2. Methods

The variables \( Y_i \), \( X_1 \), \( X_3 \), and \( X_5 \) were set as non-response variables and the others were complete variables. Due to the CCA, SI and MI are mainly based on the assumption that missing data are MCAR or MAR, so we simulated the missing data under MCAR using \( R \) and constructed the simulation missing data set for 5%, 10%, 15%, 20%, 25%, 30%, 35%, 40%, 45% and 50% on the data set K. For each of the missing data set, CCA, SI and MI were adopted to select and finally overall 30 complete data sets were obtained. The statistical package mice in R was used to perform all statistical analyses.

2.3. Algorithms of MI [13]

The FCS is a flexible method and it does not very strict assumption about the multivariate normal distribution. FCS imputations are generated sequentially by specifying an imputation model for each variable. Assuming that \( Y \) is a partially observed complete random sample, containing \( p \) variables, from a multivariate distribution \( P(Y | \theta) \). Further, let the \( Y_{ij} \) are all variables in the data except \( Y_j (j=1,..., p) \). We assume that the multivariate distribution of \( Y \) is completely specified by \( \theta \), a vector of unknown parameter. Therefore after we know the distribution of \( \theta \) and values for imputation can be extracted from it. The FCS algorithm can obtain the posterior distribution of \( \theta \) by sampling iteratively from conditional distribution of the form

\[
P(Y_i | Y_{-i}; \theta_i)
\]

\[
\vdots
\]

\[
P(Y_p | Y_{p-1}; \theta_p).
\]

The parameters \( \theta_1, ..., \theta_p \) are specific to the respective conditional densities and are not necessarily the product of a factorization of the ‘true’ joint distribution \( P(Y | \theta) \). Starting with an initial imputation and drawing imputations by iterating over the conditional distributions and sequentially filling in the current draws of each variable. The \( n \)th iteration of chained equations is a Gibbs sampler that successively draws.
The following logistic regression analysis model was used:

\[ \theta_j^{(t)} \sim P(\theta_j | Y_j^{(t-1)}, ..., Y_j^{(t-1)}) \]
\[ Y_j^{(t)} = P(Y_j | Y_j^{(t-1)}, ..., Y_j^{(t-1)}, \theta_j^{(t)}) \]
\[ ... \]
\[ Y_p^{(t)} = P(Y_p | Y_p^{(t-1)}, ..., Y_p^{(t-1)}, \theta_p^{(t)}) \]
Where \( Y_j^{(t)} = (Y_j^{obs}, Y_j^{*}) \) is the \( j \)th imputed variable at \( t \)th iteration. The current draws are taken as the first set of imputed values after the cycle reaches convergence. And the cycle is then repeated until the desired number of imputations has been achieved. Convergence’s speed is faster and the number of iterations is generally 10-20 times.

### 2.4. Analysis Models

After obtaining \( m \) (in this paper, \( m=5 \)) imputed data sets from the imputation step, the analysis stage is the simplest stage. The analysis models would be the same as other statistical model with complete data sets. Many studies indicated that the imputation model should contain all variables in the analysis model or any auxiliary variables relating with outcome variables likely to be used in the subsequent analyses [19, 23]. For each of 30 simulation data sets and the data set K, taking \( Y_1 \) as the dependent variable and the others as the covariates for regression analysis. The following logistic regression analysis model was used:

Logit \((P(Y_1)=\beta_0+\beta_1X_1+\beta_2X_2+\beta_3X_3+\beta_4X_4+\beta_5X_5+\beta_6X_6)\)
\( \beta \) is the regression coefficients of each variable.

### 2.5. Imputation Diagnostics

For all scenarios, after analyzing the complete data sets, we obtained \( m=5 \) sets of point estimates and their associated variances. These results are combined together to have one final result. We evaluate both the advantages and disadvantages of the three methods and the applicability of MI through indicators such as Akaike’s Information Criterion (AIC) [24], the significance of regression coefficient of variable (\( \beta \)) and the fraction of missing information (FMI). The FMI can quantify the loss of information due to the missing and it indicates the proportion of the overall uncertainty due to the missing data. The value of FMI ranges between 0 and 1. A large value reflects that the variability between imputations and observed data in the imputation model provide less information about the missing values.

### 3. Results

#### 3.1. Results of the Complete Data Set K

The data set K is the original complete data set, logistic regression was conducted to analyze the relationship between the variable ‘student’s injury status (yes or no) in the past one year (“Y”)’ and other variables. The results of the analysis are given in Table 1. The results show that the regression coefficients of each variables are significant (\( P<0.05 \)) except for the variable “Area” and “Father’s educational background”, where the value of \( P \) of ‘Suburb’, ‘Junior high school’ and ‘High school’ is 0.09699 (\( >0.05 \)), 0.07579 (\( >0.05 \)) and 0.05157 (\( >0.05 \)) respectively.

| Estimate | Std. Error | Z value | Pr(>|z|) |
|----------|------------|---------|----------|
| Gender (Intercept) | -2.00827 | 0.08876 | -22.625 | 0.00000 |
| Female | Ref. | | | |
| Male | 0.31975 | 0.02795 | 11.439 | 0.00000 |
| Area | Ref. | | | |
| City | -0.04864 | 0.02931 | -1.660 | 0.09699 |
| Suburb | Ref. | | | |
| Regional economic level | Ref. | | | |
| Rich | -0.22042 | 0.03731 | -5.908 | 0.00000 |
| Middle | Ref. | 0.03737 | 10.143 | 0.00000 |
| Poor | 0.37902 | 0.0377 | | |
| Father’s education level | Ref. | | | |
| High school | -0.13125 | 0.07391 | -1.776 | 0.07579 |
| University college | -0.16334 | 0.07800 | -2.094 | 0.03625 |
| University degree or above | -0.23858 | 0.07524 | -3.171 | 0.00152 |
| others | -0.20732 | 0.08272 | -2.506 | 0.01220 |
| Core family | Ref. | | | |
| Big family | 0.09460 | 0.03435 | 2.828 | 0.00468 |
| Family type | | | | |
| One-parent family | 0.27858 | 0.06167 | 4.517 | 0.00000 |
| Reorganized family | 0.54859 | 0.13393 | 4.096 | 0.00000 |
| Inter-generational family | 0.27187 | 0.09287 | 2.927 | 0.00342 |
| others | 0.23830 | 0.04975 | 4.790 | 0.00000 |
| Age | Ref. | | | |
| 15~Y | 0.35648 | 0.05523 | 6.454 | 0.00000 |
| 12~Y | 0.53479 | 0.05623 | 9.512 | 0.00000 |
| 7~Y | 0.66144 | 0.06517 | 10.150 | 0.00000 |
3.2. Comparison Results of Thirty Complete Data Sets Processed by Three Methods

Results of thirty complete data sets are given in Figure 1. The value of AIC of 30 complete data sets processed by CCA gradually decreases from 27000 to 2100 with the increase of the proportion of missing data. Compared with the AIC of the complete data set K (33198), the relative error gradually increases. The AIC of 30 complete data sets processed by SI gradually decreases from 32000 to 21700 with the increase of the proportion of missing data. Compared with the AIC of the complete data set K, the relative error gradually increases as well. The AIC of 30 complete data sets processed by FCS fluctuates from 33200 to 33700 with the increase of the proportion of missing data, and the relative error vary slightly. Under the similar proportion of missing data, comparing the relative error of AIC of each complete data sets processed by three methods with the result of data set K, FCS performs best and CCA performs worst. It indicated that the distribution of complete data imputed with FCS are approximately equal to the original complete real data set K. In general, with the increase of the proportion of missing data, the effect of each method gradually decreased. This indicates that the FCS is a good measure to deal with missing data compared with SI and CCA.

3.3. The Result of FCS

The results of logistic regression model about complete data processed by FCS at different proportion of missing data are summarized in Tables 2 and 3. It shows that for low proportion of missing data, the effect of imputation with FCS is greater, while the bias increase gradually with the increase of proportion of missing data. This result is consistent with the result in figure 1. For example, when the proportion of missing data is 10%, except for the value of \( \beta \) of ‘Area’ and ‘Father’s education lever’, the regression coefficient of the other variables are relatively significant and the standard error of each variable is also relatively small. With the increase of proportion of missing data, especially more than 30%, values of \( \beta \) is meaningless in some variables, such as ‘Family type’ and ‘Age’.

![Figure 1. Comparison of AIC of different methods at different missing rates.](image_url)

Table 2. Results of logistic regression model about complete data processed by FCS.

| Gender | Male | Female | | 5% | 10% | 15% | 20% | 25% |
|--------|------|--------|---|---|---|---|---|---|
| (Intercept) | 0.0921 | 0.0000 | 0.0962 | 0.0000 | 0.1031 | 0.0000 | 0.1012 | 0.0000 |
| se | | | | | | | | |
| Male | 0.0294 | 0.0000 | 0.0291 | 0.0000 | 0.0292 | 0.0000 | 0.0315 | 0.0000 |
| Regional economic level | Rich | Ref | Ref | Ref | Ref | Ref | Ref | Ref |
| Poor | 0.0407 | 0.0000 | 0.0411 | 0.0003 | 0.0431 | 0.0008 | 0.0539 | 0.0009 |
| Suburb | 0.0300 | 0.2223 | 0.0292 | 0.4344 | 0.0350 | 0.6674 | 0.0329 | 0.8954 |
| Father’s education lever | Primary school and below | Ref | Ref | Ref | Ref | Ref | Ref | Ref |
| Junior high school | 0.0770 | 0.1349 | 0.0814 | 0.1942 | 0.0906 | 0.3468 | 0.0770 | 0.5161 |
| High school | 0.0780 | 0.1758 | 0.0801 | 0.1008 | 0.0970 | 0.5316 | 0.0744 | 0.3314 |
| University college | 0.0807 | 0.1214 | 0.0871 | 0.1757 | 0.1013 | 0.2660 | 0.0835 | 0.8548 |
| University degree or above | others | 0.0821 | 0.0052 | 0.0808 | 0.0167 | 0.0924 | 0.1357 | 0.0780 | 0.1640 |
| | 0.0935 | 0.0548 | 0.0926 | 0.1908 | 0.0961 | 0.2952 | 0.0852 | 0.4792 |

.exe
The results in the Figure 2 show that the values of FMI of different variables at different proportion of missing data. It indicates that the value of FMI of a certain variable will increase with the proportion of missing data. For example, the FMI of ‘Poor region’ and ‘15−Y’ changes from approximately 0.1 to 0.7 and 0.1 to 0.6, respectively, as the proportion of missing data become high. It reflects that the variability between imputations and observed data in the imputation model provide less information about the missing values when the percentage of missing data become high. Another outcome is that when the proportion of missing data is less than 30%, the FMI of most variables are small. But when the proportion of missing data is more than 30%, the FMI increases to about 0.5 or even higher.
4. Discussion

Under MCAR, the effects of three methods processing survey data with missing value at different missing rates are analyzed. The results show that FCS perform well compared with CCA and SI, which are consistent with other papers [2-3]. Under MCAR, The result of AIC shows substantial differences between in CCA and original data set K, the higher percentage of missing data, the more significant difference of the relative error of AIC. Because of its simple operation, CCA has become the most commonly used method to process missing data in scientific research. However, this method often results in bias because of potential loss of information [2, 11]. So it suggests that deleting the sample with missing value directly should be avoided. Alternatively, SI based on substituting the missing values with mode can maximally retains the integrity of the data. However, the approach may result in potential loss of the distributional relationship among variables and it is not possible to provide measures of uncertainty introduced by the imputation process. When the proportion of missing data is low (such as 5%), the processing performs better. And when more missing information appears, it will lead to the variance of the estimated method to be biased. In our study, we found MI is the preferred method for dealing with missing data, and in both simulation research and practical applications it showed good ability to process missing data [1, 10-11, 25]. The observed data was preserved and the imputation data was concerned as well in MI. Hence, FCS was utilized to estimate missing values and obtain unbiased estimates. This study uses FCS because it does not require stricter model assumptions as multivariate normal (MVN) [26], and it is a very flexible method to deal with missing data as long as the imputation model is correctly specified [10, 27].

The value of FMI can also be used as an indicator to guide the application of MI [17]. The FMI contains the fraction of the missing information as defined in Rubin [13], that is, the proportion of the overall uncertainty due to the missing data. The statistic of FMI is as small as possible. When the proportion of missing data is low, the value of FMI is small which indicates that the imputation result of MI is effective. As the proportion of missing data gradually increase, the value of FMI gradually increase and the effect of imputation gradually becomes worse. An explanation to this is that the more data is missing, the less usable the data set and the information it reflects. So the change of FMI reflects the effective of MI to process missing value.

Researchers in a variety of fields often concern what is the proper scope of application for MI in terms of the proportion of missing data [23]. In this paper we found 30% is the scope of MI. Because when the proportion of missing data less than 30%, the imputed effect of FCS is relatively stable. For example, when the missing data rate is 10%, except for the β of “Area” and “Father's education level”, that of other variables are relatively significant and the standard error is small. It indicates that both the deviation and the mean square error between FCS and the original data set K are small and the model results obtained by FCS are consistent with the original model results. When it is more than 30%, the β of variables becomes meaningless and variables with a value of FMI increasing 0.5 or above becomes more. Although some studies suggested that MI can achieve a good imputed effect when the proportion of missing data is 40% or even 90% [23], the bias of variables become increasing with the increase of proportion of missing data, which was another discovery in our study.

Compared with prior studies, our study has two advantages. First, more complex data structures were used and more variables were tested including multivariate variables [5-6, 23]. Our simulation study is a multivariate missing data set, including binary, unordered and ordered categorical variables, which is closer to the actual situation of missing data in the survey data compared with the single variable missing pattern [17]. Second, more methods were concerned together such as MI, CCA and SI [1, 10, 23], which makes the results more reliable.

In this study, all variables were included in the simulation equation, but careful selection was needed to determine whether all variables or covariates related to missing variables should be included in the actual study. If there is no much information included in the imputation model, it will lead to high standard errors in the analysis. In contrast, if the observed data are highly predictive of the missing values the imputations, it will be smaller bias in the results [28-29]. Sample size also influences the analysis of data results. When the sample size increases, the bias of the research results
gradually decreases [23, 30]. In this study, large sample data were used, and compared with small sample size, the results have better influence efficiency.

However, this study also has some shortcomings. We only studied the processing method under the mechanism of MCAR, and does not study the scenario under MNAR. In practical research, we need to figure out the missing mechanism of data set and then conduct sensitivity analysis [11, 31]. That's what we're trying to do and we hope more scholars to study it in the future.

5. Conclusions

Missing data is a pervasive problem that should be dealt with appropriately. In this paper, the performance of three methods that processing incomplete data under MCAR was evaluated. Under different proportion of missing data, the MI performs well compared with CCA and SI. Second, the changing of FMI can also be used as an indicator of MI to process missing data. Third, it is suitable for MI to process large sample data, and no more than 30% of proportion of missing data is the proper scope of application of MI. It is expected to provide a methodological reference for the similar survey data to process missing values, and solve the problem of inspection efficiency reducing caused by data loss, and provide experience for researchers.
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