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Abstract

The Eshelby formalism for an inclusion in a solid is of significant theoretical and practical implications in mechanics and other fields of heterogeneous media. Eshelby’s finding that a uniform eigenstrain prescribed in a solitary ellipsoidal inclusion in an infinite isotropic medium results in a uniform elastic strain field in the inclusion leads to the conjecture that the ellipsoid is the only inclusion that possesses the so-called Eshelby uniformity property. Previously, only the weak version of the conjecture has been proved for the isotropic medium, whereas the general validity of the conjecture for anisotropic media in three dimensions is yet to be explored. In this work, firstly, we present proofs of the weak version of the generalized Eshelby conjecture for anisotropic media that possess cubic, transversely isotropic, orthotropic, and monoclinic symmetries, which substantiates that only the ellipsoidal shape can transform all uniform eigenstrains into uniform elastic strain fields in a solitary inclusion in infinite media possessing these symmetries. Secondly, we prove that in these anisotropic media, there exist non-ellipsoidal inclusions that can transform particular polynomial eigenstrains of even degrees into polynomial elastic strain fields of the same even degrees in them. These results constitute counter-examples, in the strong sense, to the generalized high-order Eshelby conjecture (inverse problem of \textit{Eshelby’s polynomial conservation theorem}) for polynomial eigenstrains in both anisotropic media and the isotropic medium (quadratic eigenstrain only). In addition, we also show that there are counter-examples to the strong version of the generalized Eshelby conjecture for uniform eigenstrains in these anisotropic media. A sufficient condition for the existence of those counter-example inclusions is provided. These findings reveal striking richness of the uniformity between the eigenstrains and the correspondingly induced elastic strains in inclusions in anisotropic media beyond the canonical ellipsoidal inclusions. Since the strain fields in embedded and inherently anisotropic quantum dot crystals are effective tuning knobs of the quality of the emitted photons by the quantum dots, the results
may have implications in the technology of quantum information, in addition to in mechanics and materials science.
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## 1 Introduction

Sixty years ago, Eshelby’s seminal work on the elastic field within an ellipsoidal inclusion in an infinite medium opened a fertile field in theories of heterogeneous materials (Eshelby, 1957, 1959). Eshelby found that a uniform eigenstrain prescribed in the ellipsoidal inclusion induces a uniform elastic strain field in the inclusion. The elegant Eshelby formalism inspires a wealth of investigations of various inclusion problems in multi-dimensions, multi-scales (Sharma et al., 2003; Sharma and Ganti, 2004; Duan et al., 2005; Lim et al., 2006; Sharma and Wheeler, 2007; Tian and Rajapakse, 2007; Ma et al., 2018), and multi-physical fields (Wang, 1992), and it has been widely applied to analyses and predictions of the behaviour of various composites. Unfortunately, it is plausible that an inclusion with an arbitrary shape does not always possess the Eshelby uniformity property that transforms a uniform eigenstrain into a uniform elastic strain. Hence, Eshelby (1961) conjectured that “among closed surfaces the ellipsoid alone has this convenient property.” This conjecture is more specifically divided into the weak and strong versions (Kang and Milton, 2008). Eshelby’s original assertion is commonly understood in the weak sense (Kang and Milton, 2008; Liu, 2008), which means that the ellipsoid is the only inclusion that possesses the Eshelby uniformity property for all uniform eigenstrains; however, the strong version requires that the ellipsoid is the only inclusion that possesses the Eshelby uniformity property for any single uniform eigenstrain (Kang and Milton, 2008; Liu, 2008).

Many efforts have been devoted to investigations of the Eshelby conjectures (Lubarda and Markenscoff, 1998; Markenscoff, 1998; Mura et al., 1994; Mura, 1997; Ru and Schiavone, 1996; Sendeckyj, 1970; Vigdergauz, 2000) and the related quasi-Eshelby properties (Kawashita and Nozaki, 2001; Nozaki and Taya, 1997; Rodin, 1998; Xu and Wang, 2005; Zheng et al., 2006) in the context of isotropic elasticity. Kang and Milton (2008) pointed out that the weak and strong versions of the conjecture are also applicable to the inhomogeneity problem in an infinite medium that is subjected to a remote strain field, in which case the induced field inside the inhomogeneity is caused by the remote loading. Then, the solution of the Eshelby conjecture for the inhomogeneity problem is equivalent to that for the inclusion problem. Thus, they solved the inhomogeneity problem and proved the weak version for both the inclusion and inhomogeneity problems, through utilization of a theorem in relation to the Newtonian potential of an ellipsoid. In the same year, Liu (2008) directly solved the inclusion problem and achieved the proof of the weak version by analyzing an obstacle problem with the variational method. Further, a highly relevant proof was presented by Ammari et al. (2010) which reveals that the ellipsoid is the only inclusion with the Eshelby uniformity property, when the three eigenvalues of the strain field induced by the remote loading are either identical or distinct. In contrast to the isotropic case, there are few explorations of the conjecture in anisotropic media. Markenscoff (1997) found that the inclusions with the Eshelby uniformity property should be the ones without any
planus surface. For an inclusion in a two-dimensional domain, Xu et al. (2009) firstly verified that the strong version still holds for an anisotropic medium under plane and anti-plane eigenstrains using the Stroh formalism.

In addition to setting forth the classical conjecture regarding the uniform eigenstrain, Eshelby (1961) also verified that the extraordinary Eshelby uniformity property could be extended to the case when the eigenstrain is a polynomial of the coordinates of the interior points of the ellipsoidal inclusion. Specifically, Eshelby stated that if the eigenstrain within an ellipsoidal inclusion is a polynomial of the coordinates of the points with degree $n$, resultanty, the induced elastic strain must be a polynomial with the same degree $n$, which is called Eshelby’s polynomial conservation property (Calvo-Jurado and Parnell, 2020) or Eshelby’s polynomial conservation theorem (Rahman, 2002) in the subsequent research. Compared with the uniform eigenstrain, polynomial eigenstrains are of more practical implications, besides theoretical significance. For instance, Mura (1987) pointed out that the equivalent inclusion method can be extended to nonuniform stress fields in inclusion problems by expanding the equivalent eigenstrains into polynomials of the coordinates.

To study Eshelby’s polynomial conservation theorem, the explicit expression of the induced elastic strain inside an ellipsoidal inclusion, when subjected to an eigenstrain of a polynomial form, is explicitly formulated by Sendeckyj (1967) in the context of isotropy with the utilization of the theorem presented by Ferrers (1877) and Dyson (1891). Asaro and Barnett (1975) firstly studied the interior strain field of an anisotropic ellipsoidal inclusion subjected to an eigenstrain of a polynomial form. The same result was obtained by Mura and Kinoshita (1978) with the exterior strain field additionally derived. The solutions derived by Asaro and Barnett (1975), and Mura and Kinoshita (1978) are not entirely explicit; thus other researchers derived the explicit closed-form results for a spherical inhomogeneity (Monchiet and Bonnet, 2011) and a cylindrical inhomogeneity (Monchiet and Bonnet, 2013). Moreover, Rahman (2002) reported an explicit closed-form strain field inside an isotropic ellipsoid for a particular polynomial eigenstrain, and Nie et al. (2007), and Guo et al. (2011) derived the strain field of an elliptic inhomogeneity embedded in an orthotropic medium under linear and quadratic eigenstrains. These studies all validate Eshelby’s polynomial conservation theorem for an ellipsoidal inclusion in an anisotropic medium via solving particular p-harmonic problems in arbitrary dimensions. Calvo-Jurado and Parnell (2020) presented a new scheme to evaluate the field inside an isolated elliptical inhomogeneity and further verified Eshelby’s polynomial conservation theorem in two dimensions, via the approximation method firstly established by Joyce and Parnell (2017) to deal with the Eshelby problem in the sense of Newtonian potentials. Rashidinejad and Shoja (2019) further proved that Eshelby’s polynomial conservation theorem remains valid even when multi-field effects are considered. They found that magneto-electro-elastic ellipsoidal inclusions retain Eshelby’s polynomial conservation property, but pointed a limitation of this striking property, which requires that the anisotropy is rectilinear.

Although Eshelby’s polynomial conservation theorem has been proved for the ellipsoidal inclusion problem in the context of linearly elastic isotropy and rectilinear anisotropy, conversely, the inverse problem, namely, whether the ellipsoid is the only shape that possesses Eshelby’s polynomial conservation property for any single polynomial eigenstrain, is not explored. The answer to this question depends on the proof or disproof of the conjecture that no inclusion other than an ellipsoid transforms a polynomial eigenstrain into a polynomial elastic strain field of the same degree in it (high-order Eshelby conjecture). Note that the conventional Eshelby conjecture on the uniform field is a special case of the high-order Eshelby conjecture when the degree of the polynomial is zero. Though there are studies dealing with the non-ellipsoidal or non-elliptical inclusions like poly-
gons (Duong et al., 2001; Lee et al., 2015; Yue et al., 2015) with polynomial eigenstrains prescribed, the results only show that the considered non-ellipsoidal or non-elliptical inclusions do not exhibit Eshelby’s polynomial conservation property, which neither falsifies nor substantiates the high-order Eshelby conjecture.

Today, the emerging technology of quantum information may open a new area of applications of the Eshelby formalism for anisotropic inclusions. In this regard, it has been revealed that the strain fields in embedded quantum dots (inclusions) have remarkable implications in strain engineering of the dots, and thus are regarded as viable “tuning knobs” of the behaviour of the emitted photons (Chen et al., 2016; Stepanov et al., 2016; Trotta et al., 2015, 2016). An anisotropic-strain field in quantum dots can tune the energy of the emitted polarization-entangled photons while un-affecting the degree of entanglement (Trotta et al., 2015, 2016); biaxial stresses in quantum dots eliminate the fine structure splitting (FSS), which is essential to the generation of high-fidelity entangled photon pairs for quantum communication and other applications (Chen et al., 2016; Wang et al., 2012). Thus, strain modulation in quantum dots may help to realize “the perfect source of entangled photons” (Chen et al., 2016; Lu and Pan, 2014; Trotta et al., 2015, 2016). For laser applications, a uniform biaxial strain in colloidal quantum dots successfully decreases the band-edge degeneracy and photoluminescence linewidth, and the biaxially-strained quantum dots enable continuous-wave lasing compared to the hydrostatically-strained ones (Fan et al., 2017), which manifests the pivotal role of the state and uniformity of the strain in quantum dots. The strain fields in quantum dots are caused by the lattice mismatch between the crystals of the dots and its surroundings (shell or matrix) (Cassette et al., 2012; Fan et al., 2017; Jing et al., 2016; Smith et al., 2009; Veilleux et al., 2010; Zhang et al., 2010; Zhao et al., 2019), which is a type of eigenstrain in the Eshelby formalism for inclusions (Downes et al., 1997; Gosling and Willis, 1995), or by external force (Chen et al., 2016; Trotta et al., 2015, 2016). In addition, an eigenstrain can also be induced by variation of the temperature when the coefficients of thermal expansion of a dot and its surrounding are different. It is worth noting that the crystals making quantum dots are generally anisotropic; for example, InAs and GaAs are cubic crystals, and CdSe has the wurtzite structure (hexagonal, transversely isotropic) (Choi et al., 2009; Fan et al., 2017; Jing et al., 2016), and the dots can have various shapes, for example, sphere, ellipsoid, prolate/oblate spheroid, multi-facet, cylinder, truncated-pyramid, and even branches (Cassette et al., 2012; Choi et al., 2009; Efros et al., 1996; Fan et al., 2017; Smith et al., 2009; Steindl et al., 2019). Thus, with the material anisotropy bringing a new dimension, the combination of the material symmetry and the eigenstrain expands the domain of the classical Eshelby conjecture, which raises the question whether the ellipsoid is still the only inclusion shape that possesses the Eshelby uniformity property, for any combinations of the elastic tensors of a given material symmetry and the uniform eigenstrains. This question is still open – Kang and Milton (2008), and Parnell (2016) have explicitly stated that the Eshelby conjecture in the context of three-dimensional anisotropic elasticity has not been proved either in the weak or strong sense.

For generally anisotropic materials, the interior Eshelby tensor is directly determined by the stiffness tensor of the material and the shape of the inclusion (Mura, 1987). Therefore, the Eshelby uniformity property is a special transformation of a uniform eigenstrain into a uniform elastic strain in an inclusion by the stiffness tensor of the material and the shape of the inclusion. Then, the weak and strong versions of the generalized Eshelby conjecture for generally anisotropic media can be posed as follows:

1. Generalized weak version: An ellipsoid alone transforms all combinations of elastic tensors of a given material symmetry and uniform eigenstrains into uniform elastic strain fields in it.

2. Generalized strong version: No inclusion other than an ellipsoid transforms a combination of
an elastic tensor of a given material symmetry and a uniform eigenstrain into a uniform elastic strain field in it.

Noting that there may be different ways of statements of these versions, for example, those in the literature \cite{Kang2008, Liu2008, Xu2009}, we choose to follow the essence of the original statement made by \cite{Eshelby1961} to express the weak version, and use a way of exclusion to express the strong version. The mathematical expressions of these conjectures will be given in the next section. It is noted that the weak and strong versions of the high-order conjecture concerning polynomial eigenstrains can be posed by replacing ‘uniform eigenstrains’ with ‘polynomial eigenstrains’ in the above statements. That the generalized strong version is true means that the generalized weak version is true.

In this work, we will explore these versions of the generalized Eshelby conjecture for both uniform and polynomial eigenstrains. After mathematically defining the weak and strong versions of the conjecture in Section 2, we will provide proofs of the weak version of the conjecture for four anisotropic materials, namely, cubic, transversely isotropic, orthotropic, and monoclinic ones in Section 3. In Section 4 and Section 5, with the help of the variational method proposed by \cite{Liu2008}, we prove the existence of non-ellipsoidal inclusions that possess Eshelby’s polynomial conservation property in these anisotropic media and also the isotropic medium, when the eigenstrain is expressed in the form of a quadratic polynomial. Then, more counter-examples are constructed to extend the proof of the invalidity of the strong version of the high-order Eshelby conjecture for quadratic eigenstrains to that for polynomial eigenstrains of any even degree. We also show that the counter-example given by \cite{Liu2008} concerning the strong version of the Eshelby conjecture in the isotropic medium can be utilized to disprove the strong version of the generalized Eshelby conjecture for uniform eigenstrains in the anisotropic media. A sufficient condition for the existence of counter-examples for polynomial eigenstrains of any even degree in these anisotropic media and the proof of its validity are also provided.

We stress that in this work, we only consider one-component inclusions which are connected and bounded, and the boundary of the studied inclusion region is required to be Lipschitz continuous, as is restricted in the previous work \cite{Ammari2010, Kang2008, Liu2008}.

2 Formulation of the generalized weak and strong versions

2.1 Conjecture for uniform eigenstrains

Let $\Omega \subset \mathbb{R}^3$ denote the inclusion domain embedded in an infinite medium in the three-dimensional Euclidean space $\mathbb{R}^3$. The equilibrium equation for the three-dimensional inclusion problem of linear elasticity can be expressed as

$$\nabla \cdot \left[ C : (\nabla \otimes u(x) - \chi_{\Omega}(x) \epsilon^*(x)) \right] = 0 \quad \text{in} \quad \mathbb{R}^3 \quad (1)$$

where $\nabla$ is the gradient operator; $C$ is the fourth-order anisotropic elastic tensor; $u(x)$ is the displacement vector; $\epsilon^*(x)$ is the eigenstrain which is a second-order tensor; and $\chi_{\Omega}(x)$ is the characteristic function. It is known that (1) admits a solution \cite{Mura1987}:

$$u(x) = \int_{\Omega} \nabla \otimes G(x - y) : (C : \epsilon^*(y)) \, dy. \quad (2)$$

Here, $G(x)$ is the Green function, a second-order tensor solved by the equation

$$\nabla : [C : \nabla \otimes G(x)] = \delta(x) I,$$
where \( \delta(x) \) is the Dirac function, and \( I \) is the second-order identity tensor.

The inclusion with the Eshelby uniformity property is such a domain \( \Omega^E \) which makes

\[
\mathbf{u}(x) = \int_{\Omega^E} \nabla \otimes \mathbf{G}(x - y) : (C : \varepsilon^*) \, dy = \mathcal{L}(x), \; x \in \Omega^E.
\]  

(3)

Here, \( \mathcal{L}(x) \) denotes a linear vector function of \( x \), and \( \varepsilon^* \) is a uniform eigenstrain (independent of \( y \)) prescribed in the inclusion.

Define a mapping \( F \) that maps the Cartesian product of the set \( \{ \varepsilon^* \} \) of uniform eigenstrains and the set \( \{ C \} \) of elastic tensors of a given material symmetry into the set \( \{ \Omega^E \} \) of corresponding configurations which possess the Eshelby uniformity property, i.e.,

\[
F : \{ \varepsilon^* \} \times \{ C \} \to \{ \Omega^E \}, \; (\varepsilon^*, C) \mapsto F(\varepsilon^*, C) \subset \mathbb{R}^3
\]  

(4)

with (3) regarded as the implicit expression of \( F \). Note that \( F \) is a multiple-valued function of the two variables, i.e., the uniform eigenstrain and the elastic tensor, for ellipsoids have been shown to possess the Eshelby uniformity property for any uniform eigenstrain regardless of the material symmetry through the Fourier analysis (Mura, 1987); in other words,

\[
\forall (\varepsilon^*, C) \in \{ (\varepsilon^*, C) \} \; \{ E \} \subseteq \{ F(\varepsilon^*, C) \},
\]  

(5)

where \( \{ E \} \) represents the set of ellipsoids, and \( \{ F(\varepsilon^*, C) \} \) represents the image set of the combination \( (\varepsilon^*, C) \) of a uniform eigenstrain \( \varepsilon^* \) and an elastic tensor \( C \) of a given material symmetry.

Define \( \{ \{ F(\varepsilon^*, C) \} \} := \{ \{ F(\varepsilon^*, C) \} \mid \varepsilon^* \in \{ \varepsilon^* \}, C \in \{ C \} \} \) as the class of the image sets \( \{ F(\varepsilon^*, C) \} \).

Then, the two versions of the generalized Eshelby conjecture are expressed as

Generalized weak version: \( \cap \{ \{ F(\varepsilon^*, C) \} \} = \{ E \} \);  

(6a)

Generalized strong version: For a given \( (\varepsilon^*, C) \), \( \{ F(\varepsilon^*, C) \} = \{ E \} \)  

(6b)

with

\[
\cap \{ \{ F(\varepsilon^*, C) \} \} = \{ \xi \mid \forall \{ F(\varepsilon^*, C) \} \in \{ \{ F(\varepsilon^*, C) \} \}, \xi \in \{ F(\varepsilon^*, C) \} \}.
\]  

(7)

### 2.2 Conjecture for polynomial eigenstrains (High-order conjecture)

The generalized weak and strong versions of the high-order Eshelby conjecture can be formulated by following the same procedure from (4) to (7), which leads to the same expression as those in (6a) and (6b).

The only differences are that \( \varepsilon^* \) no longer denotes uniform eigenstrains, but denotes polynomial eigenstrains of degree \( n \) with \( n \) a non-negative integer, and in this case, the implicit expression of \( F \) is no longer defined by (3) which corresponds to the Eshelby’s uniformity property, but defined by

\[
\mathbf{u}(x) = \int_{\Omega^E} \nabla \otimes \mathbf{G}(x - y) : (C : \varepsilon^*(y)) \, dy = \mathcal{P}^{(n+1)}(x), \; x \in \Omega^E
\]

where \( \mathcal{P}^{(n+1)}(x) \) represents a polynomial vector function of \( x \) of degree \( n + 1 \), which corresponds to Eshelby’s polynomial conservation property.
3 Proofs of the generalized weak version for uniform eigenstrains

For brevity, we will follow the Voigt notation of the anisotropic elastic tensor \( C \). The Voigt notation expresses \( C_{mnkl} \ (m,n,k,l = 1,2,3) \), which has the symmetries \( C_{mnkl} = C_{klmn} = C_{klnm} \), as \( C_{ij} \ (i,j = 1,2,3,4,5,6) \) with subscript \( i \) representing \( mn \) and subscript \( j \) representing \( kl \), according to the following rule:

\[
\begin{align*}
    i \text{ (or } j \text{)} & = 1 \text{ corresponding to } mn \text{ (or } kl \text{)} = 11; \\
    i \text{ (or } j \text{)} & = 2 \text{ corresponding to } mn \text{ (or } kl \text{)} = 22; \\
    i \text{ (or } j \text{)} & = 3 \text{ corresponding to } mn \text{ (or } kl \text{)} = 33; \\
    i \text{ (or } j \text{)} & = 4 \text{ corresponding to } mn \text{ (or } kl \text{)} = 23; \\
    i \text{ (or } j \text{)} & = 5 \text{ corresponding to } mn \text{ (or } kl \text{)} = 13; \\
    i \text{ (or } j \text{)} & = 6 \text{ corresponding to } mn \text{ (or } kl \text{)} = 12.
\end{align*}
\]

Then we use the Fourier form of the Eshelby formalism to facilitate mathematical manipulations. The Green function in (3) can be expressed as (Mura, 1987)

\[
G_{mn}(x) = \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} L_{mn}(\xi) e^{-i\xi \cdot x} d\xi,
\]

substitution of which into (2) yields

\[
u_m(x) = \frac{-i}{(2\pi)^3} \int_{\mathbb{R}^3} L_{mn}(\xi) \sigma_{ns}^s(\xi) \int_{\Omega} e^{-i\xi \cdot (x-y)} dy d\xi,
\]

where the Einstein summation convention is applied, with \( i = \sqrt{-1} \) the imaginary unit, \( \sigma_{ns}^s = C_{nspq} \varepsilon_{pq}^* \) the uniform eigenstress, and

\[
L_{mn}(\xi) = (C_{mnkl} \varepsilon_{kl}^s \varepsilon_{ij}^s)^{-1} (m,n,k,l = 1,2,3).
\]

Then, we present the following theorem:

**Theorem 3.1** Let \( \Omega \subset \mathbb{R}^3 \) be a one-component connected bounded open domain with a Lipschitz boundary. There exist combinations \((\varepsilon^{(1)}, C)\) and \((\varepsilon^{(2)}, C)\), where \( \varepsilon^{(1)} \) and \( \varepsilon^{(2)} \) are two linearly independent uniform eigenstrains, and \( C \) is the elastic tensor of an anisotropic material with one of the cubic, transversely isotropic, orthotropic, and monoclinic symmetries, such that \( u(x) \) in (8) is linear inside \( \Omega \) for \((\varepsilon^{(1)}, C)\) and \((\varepsilon^{(2)}, C)\) simultaneously, if and only if \( \Omega \) is of ellipsoidal shape.

Theorem 3.1 means

\[
\exists \varepsilon^{(1)}, \varepsilon^{(2)} \in \{\varepsilon^*\}, \ C \in \{\mathcal{C^{an}}\} \text{ s.t. } \{\{F(\varepsilon^{(1)}, C)\}\} \cap \{\{F(\varepsilon^{(2)}, C)\}\} = \{E\},
\]

where \( \{\mathcal{C^{an}}\} \) denotes the set of the elastic tensors of one of the anisotropic materials mentioned in Theorem 3.1.

It is straightforward to see

\[
\cap\{\{F(\varepsilon^*, C)\}\} \subseteq \{\{F(\varepsilon^{(1)}, C)\}\} \cap \{\{F(\varepsilon^{(2)}, C)\}\},
\]

substitution of which into (10) yields

\[
\cap\{\{F(\varepsilon^*, C)\}\} \subseteq \{E\}.
\]

Further, since (5) indicates

\[
\{E\} \subseteq \cap\{\{F(\varepsilon^*, C)\}\},
\]

then combining (13) with (12) leads to (6a).

Then we turn to prove Theorem 3.1.
**Proof of Theorem 3.1**

We consider four anisotropic materials in sequence according to the number of the independent elastic parameters.

(1) Cubic material

For a cubic material, let the Cartesian coordinate system \( \mathbf{x} = (x_1, x_2, x_3) \) be set in \( \mathbb{R}^3 \) with the three coordinate axes coinciding with the 4-fold axes of rotational symmetry of the infinite homogeneous cubic material. In addition, the origin is placed within the inclusion \( \Omega \). Hence, the three independent elastic parameters of the cubic material are \( C_{11}, C_{12} \) and \( C_{44} \). The positive definiteness of the strain energy requires that \( \forall \varepsilon \neq 0, C_i^{jmn} \varepsilon_{ij} \varepsilon_{mn} > 0 \), which means

\[
C_{11} > 0, \ C_{44} > 0, \ C_{11} > C_{12} > \frac{1}{3} C_{11}.
\]  

(14)

We choose

\[
\begin{align*}
\bar{\varepsilon}^{(1)} &= \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & \bar{\varepsilon}_{33}^{(1)} \end{bmatrix}, \\
\bar{\varepsilon}^{(2)} &= \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & \bar{\varepsilon}_{23}^{(2)} \\ 0 & \bar{\varepsilon}_{23}^{(2)} & 0 \end{bmatrix},
\end{align*}
\]  

(15)

where \( \bar{\varepsilon}_{33}^{(1)}, \bar{\varepsilon}_{23}^{(2)} \neq 0 \) are two real constants, and thus the corresponding eigenstresses \( \bar{\sigma}^{(i)} = C : \bar{\varepsilon}^{(i)} \) \( (i = 1, 2) \) are

\[
\bar{\sigma}^{(1)} = \bar{\varepsilon}_{33}^{(1)} C_{12} \begin{bmatrix} 0 & 0 \\ 0 & C_{12} \\ 0 & C_{11} \end{bmatrix}, \quad \bar{\sigma}^{(2)} = 2\bar{\varepsilon}_{23}^{(2)} \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & C_{44} \\ 0 & C_{44} & 0 \end{bmatrix}.
\]  

(16)

Note that the superscript (1) will always represent the field quantity that results from \( \bar{\varepsilon}^{(1)} \), and the superscript (2) will always represent the field quantity that results from \( \bar{\varepsilon}^{(2)} \) in the following derivations.

As for \( C \), we require

\[
C_{12} + C_{44} = 0.
\]  

(17)

Note that although under the condition (17), a cubic material only possesses two independent elastic parameters, it prevents the cubic material from degenerating into an isotropic material since for an isotropic material, \( C_{12} + C_{44} = \frac{C_{11} + C_{12}}{2} = \kappa + \frac{1}{2} \mu > 0 \), where \( \kappa \) and \( \mu \) are the bulk modulus and shear modulus, respectively.

By substituting (17) and \( \bar{\sigma}^{(1)} \) and \( \bar{\sigma}^{(2)} \) in (16) into (8), we obtain

\[
\begin{align*}
\bar{u}_1^{(1)}(\mathbf{x}) &= -\frac{i}{2\pi} \bar{\varepsilon}_{33}^{(1)} C_{12} \xi_1 \int_{\mathbb{R}^3} \frac{1}{C_{11} \xi_1^2 + C_{44} (\xi_2^2 + \xi_3^2)} \int_{\Omega} e^{-i\xi \cdot (x-y)} dy d\xi, \\
\bar{u}_2^{(1)}(\mathbf{x}) &= -\frac{i}{2\pi} \bar{\varepsilon}_{33}^{(1)} C_{12} \xi_2 \int_{\mathbb{R}^3} \frac{1}{C_{11} \xi_2^2 + C_{44} (\xi_1^2 + \xi_3^2)} \int_{\Omega} e^{-i\xi \cdot (x-y)} dy d\xi, \\
\bar{u}_3^{(1)}(\mathbf{x}) &= -\frac{i}{2\pi} \bar{\varepsilon}_{33}^{(1)} C_{11} \xi_3 \int_{\mathbb{R}^3} \frac{1}{C_{11} \xi_3^2 + C_{44} (\xi_1^2 + \xi_2^2)} \int_{\Omega} e^{-i\xi \cdot (x-y)} dy d\xi.
\end{align*}
\]  

(18)
Recall that 

\[ u_1^{(2)}(x) = 0, \]

\[ u_2^{(2)}(x) = \frac{-i}{2}\pi \left[ \frac{2C_{44}\tilde{\xi}_3}{(2\pi)^3} \int_{\Omega} e^{-i\xi(x-y)}dyd\xi, \right. \]

\[ u_3^{(2)}(x) = \frac{-i}{2}\pi \left[ \frac{2C_{44}\tilde{\xi}_2}{(2\pi)^3} \int_{\Omega} e^{-i\xi(x-y)}dyd\xi. \right. \]

(19)

Then we require that the right-hand sides of (18) and (19) should be linear with respect to \( x \). Given this, by combining (18) and (19), we see

\[ \frac{\partial}{\partial x_2} U(x) = \mathcal{L}_1(x); \quad \frac{\partial}{\partial x_3} U(x) = \mathcal{L}_2(x), \ x \in \Omega, \]

(20)

where \( \mathcal{L}_i(x) \) \((i = 1, 2)\) denote two linear scalar functions of \( x \), and

\[ U(x) := \frac{1}{(2\pi)^3} \int_{\Omega} \frac{1}{\xi_2^2 + \xi_3^2 + \frac{1}{\pi^2}\xi_3^3} \int_{\Omega} e^{-i\xi(x-y)}dyd\xi, \]

(21)

with \( t := \sqrt{\frac{C_{44}}{C_{11}}} \). It is noted that by using the Fourier transformation, (21) is a solution to

\[ \Delta' U(x) = \chi_{\Omega}(x) \text{ in } \mathbb{R}^3, \]

(22)

with the boundary conditions

\[ \left. \frac{\partial}{\partial x_2} U(x) \right|_{|x|\rightarrow +\infty} = \frac{1}{\tilde{e}_{23}^{(2)}} \left. u_3^{(2)}(x) \right|_{|x|\rightarrow +\infty}; \quad \left. \frac{\partial}{\partial x_3} U(x) \right|_{|x|\rightarrow +\infty} = \frac{C_{44}}{C_{11}\tilde{e}_{33}} \left. u_3^{(1)}(x) \right|_{|x|\rightarrow +\infty}, \]

(23)

where

\[ \Delta' := \frac{\partial^2}{\partial x_1^2} + \frac{\partial^2}{\partial x_2^2} + \frac{\partial^2}{\partial x_3^2}. \]

To continue our derivation, we prove the following lemma:

**Lemma 3.1** The solution of the partial differential equation (22) under the condition (23) is

\[ U(x) = -t \int_{\Omega} \frac{1}{4\pi R_t(x-y)}dy + \hat{L}(x_1), \]

(24)

where \( R_t(x-y) := \sqrt{(x_1-y_1)^2 + (x_2-y_2)^2 + t^2(x_3-y_3)^2} \), and \( \hat{L}(x_1) \) denotes a linear scalar function of \( x_1 \).

**Proof of Lemma 3.1**

Recall that \( u_3^{(1)} \) and \( u_3^{(2)} \) in (23) are the displacements along the \( x_3 \)-axis due to two different eigentrains \( \tilde{e}^{(1)} \) and \( \tilde{e}^{(2)} \), respectively. According to the work of Tanuma (2007), the Green function utilized to obtain the solution \( u \) of (2) can be given as

\[ G(x) = \frac{1}{8\pi^2|x|} \int_{-\pi}^{\pi} T^{-1}(\theta)d\theta. \]

(25)
Here \( T_{ij} = C_{ijkl} n_j n_l \), where \( n(\theta) = -e_1 \sin \theta + e_2 \cos \theta \) with \( e_1 \) and \( e_2 \) being two unit vectors satisfying \( e_1 \cdot e_2 = 0 \) and \( e_1 \times e_2 = \frac{x}{|x|} \). The symmetric matrix \( T \) is positive definite (Tanuma, 2007) so that \( T \) is invertible for any \( x \) and \( \theta \). Thus, \( \int_{-\pi}^{\pi} T^{-1}(\theta) \, d\theta \), which only relies on the direction \( \frac{x}{|x|} \in S^2 \) of \( x \), is bounded. Given this, by substituting (25) back into (2), it is straightforward to verify that

\[
\left. u(x) \right|_{|x| \to +\infty} \to 0. \tag{26}
\]

By introducing transformations

\[
x' := \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & t \end{pmatrix} \cdot x, \quad y' := \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & t \end{pmatrix} \cdot y, \tag{27}
\]

and then substituting (27) into (22) along with substituting (27) and (26) into (23), we get

\[
\begin{cases}
\Delta_{x'} U(x') = \chi_{\Omega'}(x') \text{ in } \mathbb{R}^3, \\
\frac{\partial U(x')}{\partial x'_2} \to 0 \text{ at infinity}, \\
\frac{\partial U(x')}{\partial x'_3} \to 0 \text{ at infinity},
\end{cases} \tag{28}
\]

where \( \Delta_{x'} \) denotes the Laplacian operator with respect to \( x' \) and

\[
\Omega' := \left\{ y' \left| \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & \frac{1}{t} \end{pmatrix} \cdot y' \in \Omega \right. \right\}. \tag{29}
\]

Therefore, our aim is to prove that the solution of (28) must be expressed as

\[
U(x') = -\int_{\Omega'} \frac{1}{4\pi |x' - y'|} d'y' + \hat{\mathcal{L}}(x'_1), \tag{30}
\]

which substantiates that the solution of (22) under the condition (23) is (24). We will achieve our goal by contradiction.

Firstly, it is easy to verify that (30) solves (28). Then we assume that there is another solution \( U'(x') \) of (28), which can not be expressed as (30). Let \( U^*(x') := U(x') - U'(x') \), and then we know \( U^*(x') \) shall be a harmonic function satisfying

\[
\begin{cases}
\Delta_{x'} U^*(x') = 0 \text{ in } \mathbb{R}^3, \\
\frac{\partial U^*(x')}{\partial x'_2} \to 0 \text{ at infinity}, \\
\frac{\partial U^*(x')}{\partial x'_3} \to 0 \text{ at infinity}.
\end{cases} \tag{31}
\]

Since harmonic functions are analytic (Han, 2012), \( U^*(x') \in C^\infty(\mathbb{R}^3) \), and thus \( \frac{\partial U^*(x')}{\partial x'_2} \in C^\infty(\mathbb{R}^3) \) and \( \frac{\partial U^*(x')}{\partial x'_3} \in C^\infty(\mathbb{R}^3) \).

Then, due to the boundary condition in (31) and the analyticity of \( \frac{\partial U^*(x')}{\partial x'_2} \) and \( \frac{\partial U^*(x')}{\partial x'_3} \), \( \frac{\partial U^*(x')}{\partial x'_2} \) and \( \frac{\partial U^*(x')}{\partial x'_3} \) should be bounded in \( \mathbb{R}^3 \). Owing to the Liouville theorem, which stipulates that any harmonic
function in $\mathbb{R}^3$ bounded from above or below is constant (Han, 2012), and the boundary condition, which indicates that $\frac{\partial U^*(x')}{\partial x_2}$ and $\frac{\partial U^*(x')}{\partial x_3}$ will tend to 0 at infinity, we conclude that

$$\frac{\partial U^*(x')}{\partial x_2} \equiv 0, \quad \frac{\partial U^*(x')}{\partial x_3} \equiv 0 \text{ in } \mathbb{R}^3,$$

which implies

$$U^*(x') = \phi(x'_1), \quad (32)$$

where $\phi(x'_1)$ is an unknown function. Further, by substituting (32) into (31), we have

$$\frac{d^2 \phi(x'_1)}{dx_1^2} = 0. \quad (33)$$

Substituting (33) back into (32) exhibits that $U^*(x')$ is a linear scalar function only dependent on $x'_1$. Therefore, $U'(x') = U(x') - U^*(x')$ can be expressed as (30) since the linear scalar function $U^*(x')$ is contained in the expression (30) of $U(x')$, which contradicts the previous assumption that $U'(x')$ cannot be expressed as (30). Thus the solution of (28) must be expressed as (30). The proof is completed.

Then based on Lemma 3.1, substituting (24) into (20) yields

$$\frac{\partial}{\partial x_2} \int_{\Omega} \frac{1}{R_t(x - y)} dy = \tilde{L}_1(x), \quad \frac{\partial}{\partial x_3} \int_{\Omega} \frac{1}{R_t(x - y)} dy = \tilde{L}_2(x), \quad x \in \Omega, \quad (34)$$

where $\tilde{L}_i(x)$ ($i = 1, 2$) denote linear scalar functions of $x$, which yield

$$- \int_{\Omega} \frac{1}{4\pi R_t(x - y)} dy = q(x) + \psi(x_1), \quad x \in \Omega \quad (35)$$

where $q(x)$ denotes a quadratic function of $x$, and $\psi(x_1)$ denotes an unknown function.

Finally, by substituting (27) into (35), we obtain

$$N_{\Omega'} (x') = - \int_{\Omega} \frac{1}{4\pi |x' - y'|} dy' = t \left[ q \left( x'_1, x'_2, \frac{x'_3}{t} \right) + \psi \left( x'_1 \right) \right], \quad x' \in \Omega'. \quad (36)$$

$N_{\Omega'} (x')$ denotes the Newtonian potential induced by the inclusion $\Omega'$ that is transformed from the original inclusion $\Omega$ via (29) with the mass density 1.

As is known, the Newtonian potential $N_{\Omega'} (x')$ induced by $\Omega'$ with the mass density 1, irrespective of its shape, is the solution of the equation

$$\Delta x N_{\Omega'} (x') = \chi_{\Omega'} (x') \text{ in } \mathbb{R}^3 \quad (37)$$

Then there comes a theorem which sets the stage for both the previous proofs (Kang and Milton, 2008; Ammari et al., 2010) concerning the isotropic material and the current proof concerning the cubic material.

**Theorem 3.2** Let $\Omega'$ be a bounded domain with a Lipschitz boundary. The relation

$$\frac{1}{4\pi} \int_{\Omega'} \frac{1}{|z' - y'|} dy' = \text{quadratic}, \quad z' \in \Omega' \quad (38)$$

holds if and only if $\Omega'$ is an ellipsoid (Kang and Milton, 2008).
We note that the left-hand side of (38) is the negative of the Newtonian potential $N_{\Omega'}(z')$ induced by $\Omega'$. The proof of Theorem 3.2 was first obtained by Dive (1931) and Nikliborc (1932) for $C^1$ domains, and then given by Kang and Milton (2008) for Lipschitz domains. It is noted that Liu et al. (2007, 2021) defined the inclusions $\Omega'$ that satisfy (38) as “E-inclusions”. In this sense, single ellipsoidal inclusions are E-inclusions; however, Liu et al. (2007, 2021) proved that for multiple inclusions, there exist non-ellipsoidal E-inclusions, and importantly, they proved that these non-ellipsoidal E-inclusions have the Eshelby uniformity property for the isotropic medium.

Inserting (36) into (37) gives rise to
\[
\frac{d^2}{dx_1'^2} \psi(x_1') = \text{constant},
\]
which indicates that $\psi(x_1')$ can only be a constant, linear or quadratic function of $x_1'$.

Due to Theorem 3.2, the validation of the quadratic form of the right-hand side of (36) within $\Omega'$ leads to the substantiation that $\Omega'$ can only be of ellipsoidal shape. The verification that $\Omega'$ can only be of ellipsoidal shape results in the conclusion that $\Omega$ can only be of ellipsoidal shape, for $\Omega$ is constructed by stretching $\Omega'$ along axis $x_3$ by proportion $\zeta = 1/t$. Therefore, (10) is verified so that the substantiation of Theorem 3.1 is fulfilled for the cubic material.

(2) Transversely isotropic material

For a transversely isotropic material, let a Cartesian coordinate system $x = (x_1, x_2, x_3)$ be set in $\mathbb{R}^3$ with axis $x_3$ normal to the plane of isotropy of the infinite homogeneous transversely isotropic medium and the origin placed within the inclusion $\Omega$. Hence, the five independent elastic parameters of the medium are $C_{11}, C_{12}, C_{13}, C_{33}$ and $C_{44}$. The positive definiteness of the strain energy implies
\[
C_{44} > 0, \quad C_{11} - C_{12} > 0, \quad C_{11} + C_{12} + C_{33} > 0, \quad \text{and} \quad (C_{11} + C_{12})C_{33} > 2C_{13}^2. \tag{39}
\]

In this part, to prove (10) for transversely isotropic materials, we will prove
\[
\exists \bar{\varepsilon}^* \in \{\varepsilon^*\} \quad \text{s.t.} \quad \forall C \in \{C^{\text{trans}}\}, \quad \{F(\varepsilon^*, C)\} = \{E\}, \tag{40}
\]
where $\{C^{\text{trans}}\}$ denotes the set of elastic tensors of transversely isotropic materials.

That (40) is true means that (10) is true, by choosing $\bar{\varepsilon}^*$ that leads to (40) as $\bar{\varepsilon}^{(1)}$, and choosing another arbitrary uniform eigenstrain which is linearly independent of $\bar{\varepsilon}^*$ as $\bar{\varepsilon}^{(2)}$. Therefore, for transversely isotropic materials, Theorem 3.1 can be seen as a corollary of the following theorem embodied by (40):

**Theorem 3.3** Let $\Omega \subset \mathbb{R}^3$ be a one-component connected bounded open domain with a Lipschitz boundary. There exists a uniform eigenstrain $\bar{\varepsilon}^*$, such that $\forall C \in \{C^{\text{trans}}\}$, $u(x)$ in (8) is linear inside $\Omega$ for $(\varepsilon^*, C)$, if and only if $\Omega$ is of ellipsoidal shape.

Now, we turn to prove Theorem 3.3. Firstly, we need to specify the eigenstrain to get the displacement field from (8). We choose a particular kind of uniform eigenstrain $\bar{\varepsilon}^*$ that belongs to the transversely isotropic category, i.e.,
\[
\bar{\varepsilon}^* \in \{\varepsilon^* | \bar{\varepsilon}^* = \bar{\varepsilon}_{11}^* \tilde{\alpha} + \bar{\varepsilon}_{33}^* \tilde{\beta}, \quad \bar{\varepsilon}_{11}^*, \bar{\varepsilon}_{33}^* \in R\},
\]
where the two tensors
\[
\tilde{\alpha} = \bar{I} - \bar{\beta} \quad \text{and} \quad \bar{\beta} = n \otimes n \tag{41}
\]
facilitate description of transverse isotropy (Walpole [1981]), with \( n \) denoting the unit vector along the axis of symmetry of the transverse isotropic material. Such a uniform eigenstrain can be realized by the uniform eigenstress \( \sigma^* \) based on the constitutive relation:

\[
\varepsilon_{11}^* = \varepsilon_{22}^* = \frac{C_{33} \sigma_{11}^* - C_{13} \sigma_{33}^*}{(C_{11} + C_{12}) C_{33} - 2C_{13}^2}, \quad \varepsilon_{33}^* = \frac{(C_{11} + C_{12}) \sigma_{33}^* - 2C_{33} \sigma_{11}^*}{(C_{11} + C_{12}) C_{33} - 2C_{13}^2}, \quad \varepsilon_{ij}^* = 0 \ (i \neq j). \quad (42)
\]

In this proof, we require that \( \sigma_{11}^* \neq 0 \) or \( \sigma_{33}^* \neq 0 \) to ensure that at least one of \( \varepsilon_{11}^* (\varepsilon_{22}^* \right) \) and \( \varepsilon_{33}^* \) is nonzero.

Because the structure of \( L_{mn}(\xi) \) introduced in (9) relies on the elastic parameters, we consider the following two cases separately:

\[
C_{13} + C_{44} = 0 \quad \text{(43a)}
\]

\[
C_{13} + C_{44} \neq 0 \quad \text{(43b)}
\]

For the case (43a), we require \( \sigma_{11}^* \neq 0 \), and then substitution of (42) into (8) yields

\[
\begin{align*}
\psi (x) &= -i \sigma_{11}^* \frac{\xi_1}{(2\pi)^3} \int_{\mathbb{R}^3} \frac{C_{11} (\xi_1^2 + \xi_2^2) + C_{44} \xi_3^2}{C_{11} + C_{12}} \int_{\Omega} e^{-i \xi \cdot (x-y)} dyd\xi, \\
\psi (x) &= -i \sigma_{11}^* \frac{\xi_2}{(2\pi)^3} \int_{\mathbb{R}^3} \frac{C_{11} (\xi_1^2 + \xi_2^2) + C_{44} \xi_3^2}{C_{11} + C_{12}} \int_{\Omega} e^{-i \xi \cdot (x-y)} dyd\xi, \\
\psi (x) &= -i \sigma_{33}^* \frac{\xi_3}{(2\pi)^3} \int_{\mathbb{R}^3} \frac{C_{44} (\xi_1^2 + \xi_2^2) + C_{33} \xi_3^2}{C_{11} + C_{12}} \int_{\Omega} e^{-i \xi \cdot (x-y)} dyd\xi.
\end{align*}
\quad (44)
\]

By assuming that \( \Omega \) possesses the Eshelby uniformity property defined in (3), it can be derived from (44) and (44) to that

\[
\frac{\partial}{\partial x_1} U(x) = L_1(x); \quad \frac{\partial}{\partial x_2} U(x) = L_2(x), \ x \in \Omega
\quad (45)
\]

where \( L_i(x) \ (i = 1, 2) \) still denote linear scalar functions of \( x \); \( U(x) \) has the same form as that in (21); and the boundary conditions concerning \( U(x) \) at infinity has the same structure as those in (23).

Then by following the same procedure from (20) to (29), we can derive from (45) that

\[
N_{\Omega'} (x') = -\int_{\Omega} \frac{1}{4\pi |x' - y|} dy' = t \left[ q \left( x_1', x_2', \frac{x_3'}{t} \right) + \psi \left( \frac{x_3'}{t} \right) \right], \ x' \in \Omega',
\quad (46)
\]

where \( t = \sqrt{\frac{C_{44}}{C_{11}}} \) still holds; \( q \) also represents a quadratic function; \( \psi \) also represents an unknown function; and \( N_{\Omega'} (x') \) represents the Newtonian potential induced by the inclusion \( \Omega' \) that is transformed from the original inclusion \( \Omega \) via (29). Substituting (46) into (37) shows that \( \psi \left( \frac{x_3'}{t} \right) \) can only be a constant, linear or quadratic function of \( x_3' \). Accordingly, we conclude that \( \Omega \) can only be of ellipsoidal shape, which implies (40) and thus the verification of Theorem 3.3 for the case (43a).

For the case (43b), by requiring \( \sigma_{11}^* \neq 0 \) and assuming \( \sigma_{33}^* = \gamma \sigma_{11}^* \), we can get

\[
\begin{align*}
L_{1n}(\xi) \sigma_{n3}^* \varepsilon_{3n}^* &= \frac{1}{\eta(\xi)} \left[ \begin{array}{c}
\xi_1 (\xi_1^2 + \xi_2^2 - \xi_3^2) + C_{11} (\xi_1^2 + \xi_2^2 - \xi_3^2) \\
\xi_2 (\xi_1^2 + \xi_2^2 - \xi_3^2) + C_{11} (\xi_1^2 + \xi_2^2 - \xi_3^2) \\
\xi_3 (\xi_1^2 + \xi_2^2 - \xi_3^2) + C_{11} (\xi_1^2 + \xi_2^2 - \xi_3^2) \end{array} \right],
\end{align*}
\quad (47)
\]
with
\[ \eta(\xi) = C_{11}(\xi_1^2 + \xi_2^2)(C_{44}(\xi_1^2 + \xi_2^2) + C_{33}\xi_3^2) + \xi_1^2(-C_{13}^2(\xi_1^2 + \xi_2^2) - 2C_{13}C_{44}(\xi_1^2 + \xi_2^2) + C_{33}C_{44}\xi_3^2). \]

We note that if
\[ \gamma = \frac{\sigma_{33}^*}{\sigma_{11}^*} = \frac{C_{11}C_{33} - C_{33}C_{44}v^2}{(C_{13} + C_{44})C_{11}}, \] (48)
then substitution of (48) into (47) yields
\[ \begin{bmatrix} L_{1n}(\xi)\bar{\sigma}_{n}\xi \\ L_{2n}(\xi)\bar{\sigma}_{n}\xi \\ L_{3n}(\xi)\bar{\sigma}_{n}\xi \end{bmatrix} = \frac{\bar{\sigma}_{11}}{v^2(C_{13} + C_{44})C_{11}} \begin{bmatrix} \frac{1}{C_{11}}\xi_1 \\ \frac{1}{C_{11}}\xi_2 \\ \frac{1}{v^2(C_{13} + C_{44})C_{11}}(C_{11}^2 - C_{44}^2)\xi_3 \end{bmatrix}, \] (49)
where \( v \) is a constant solved by
\[ C_{33}C_{44}v^4 - (C_{11}C_{33} + C_{44}^2 - (C_{13} + C_{44})^2)v^2 + C_{11}C_{44} = 0. \] (50)

Substitution of (49) back into (8) yields
\[ u_{m}(x) = K_{mn} \frac{\partial U(x)}{\partial x_{l}}, \] (51)
where \( U(x) \) is shown in (21) with \( t \) replaced by \( v \), and \( K \) is a second-order tensor satisfying
\[ K_{11} = K_{22} = \frac{\bar{\sigma}_{11}}{C_{11}}; \quad K_{33} = \frac{(C_{11} - C_{44}v^2)\bar{\sigma}_{11}}{v^2(C_{13} + C_{44})C_{11}}; \quad K_{mn} = 0, \quad \text{for} \ m \neq n. \] (52)

Since \( U(x) \) satisfies the boundary conditions of the same structure as those in (23) along all three directions at infinity, by using the same method as that for addressing Lemma 3.1, \( U(x) \) must be expressed as
\[ U(x) = -\int_{\Omega} \frac{v}{4\pi R_v(x - y)} dy, \] (53)
where \( R_v(x - y) := \sqrt{(x_1 - y_1)^2 + (x_2 - y_2)^2 + v^2(x_3 - y_3)^2} \). Then substituting (53) back into (51) leads to
\[ u(x) = -K \cdot \nabla x \int_{\Omega} \frac{v}{4\pi R_v(x - y)} dy. \] (54)

Since \( \Omega \) is supposed to possess the Eshelby uniformity property defined in (3), then via the transformation in (27) with \( t \) replaced by \( v \), it follows from (54) that
\[ N_{\Omega'}(x') = -\int_{\Omega'} \frac{1}{4\pi |x' - y'|} dy' = \text{quadratic, } x' \in \Omega', \] (55)
with
\[ \Omega' := \left\{ y' \left| \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & \frac{1}{v} \end{pmatrix} \cdot y' \in \Omega \right. \right\}. \] (56)
Comparison of (55) with Theorem 3.2 means that $\Omega'$ can only be of ellipsoidal shape. Based on (56), we conclude that $\Omega$ can only be ellipsoidal; thus (40) is verified so that the substantiation of Theorem 3.3 for the case (43b) is achieved, which together with the proof for the case (43a) constitutes the complete proof of Theorem 3.3 and thus leads to the proof Theorem 3.1 for transversely isotropic materials.

Note that for the case (43b), there is an alternative way to show (54) and thus (55) by using the explicit Green function in the real space, which is derived by Pan and Chou (1976) for a transversely isotropic material and will be given in Appendix A. However, the method in Appendix A is not capable of dealing with a generally anisotropic material whose explicit expression of the Green function is not available, while the above method is applicable to any anisotropic material. In addition, as a comparison, a theorem which is also subjected to stronger constraints than the generalized weak version of the Eshelby conjecture but concerned with the material parameters of the transversely isotropic material is presented and proved in Appendix B to reveal the impact of the material symmetry.

It is worth mentioning that Liu (2008) indicated that through linear transformations of the coordinates and the displacements, the solutions to the Eshelby conjectures for the isotropic elastic tensor can be extended to cases of the elastic tensors that are transformed from the isotropic elastic tensor. Here, we find that the coordinate transformations (27) and the inverse of $K$ satisfying (52) can serve as the linear transformations mentioned by Liu (2008), which can transform the transversely isotropic tensor satisfying the condition (43b) into the special structure given by Liu (2008) (equation (4.2) in Section 4 of Liu (2008)). Thus, in this sense, the method of Liu (2008) can be utilized to prove the generalized weak version of the Eshelby conjecture for transverse isotropy.

(3) Orthotropic material

For an orthotropic material, let the Cartesian coordinate system $x = (x_1, x_2, x_3)$ be set in $\mathbb{R}^3$ with the $x_2$—axis and $x_3$—axis coinciding with the 2-fold axes of rotational symmetry of the infinite homogeneous orthotropic medium. The origin is placed within the inclusion $\Omega$. Given this, the nine independent elastic parameters of the medium are $C_{11}$, $C_{22}$, $C_{33}$, $C_{44}$, $C_{55}$, $C_{66}$, $C_{12}$, $C_{13}$ and $C_{23}$. The positive definiteness of the strain energy requires

$$C_{11}, C_{22}, C_{33}, C_{44}, C_{55}, C_{66} > 0, \quad C_{11}C_{22} > C_{12}^2, \quad C_{11}C_{22}C_{33} + 2C_{12}C_{23}C_{13} > C_{11}C_{23}^2 + C_{22}C_{13}^2 + C_{33}C_{12}^2.$$  \(57\)

We still choose the particular eigenstrains $\bar{\varepsilon}^{(1)}, \bar{\varepsilon}^{(2)}$ introduced in (15), and thus the corresponding eigenstresses $\bar{\sigma}^{(1)}, \bar{\sigma}^{(2)}$ are given as

$$\bar{\sigma}^{(1)} = \bar{\varepsilon}^{(1)} \begin{bmatrix} C_{12} & 0 & 0 \\ 0 & C_{23} & 0 \\ 0 & 0 & C_{33} \end{bmatrix}, \quad \bar{\sigma}^{(2)} = 2\bar{\varepsilon}^{(2)} \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & C_{44} \\ 0 & C_{44} & 0 \end{bmatrix}. \quad (58)$$

Then we consider the stiffness $C$ satisfying the conditions

$$C_{33} \neq C_{44} \neq C_{55}, \quad C_{12} + C_{66} = 0, \quad C_{13} + C_{55} = 0, \quad C_{23} + C_{44} = 0.$$  \(59\)

The inequality in (59) guarantees that such an orthotropic material does not degenerate into a cubic material.
By substituting (59) and the expressions of $\bar{\sigma}^{(1)}$ and $\bar{\sigma}^{(2)}$ defined in (58) into (8), we obtain

$$u_1^{(1)}(x) = -\frac{i}{\Omega} \frac{e^{(1)}}{(2\pi)^3} \int_{\mathbb{R}^3} \frac{C_{13}\xi_1}{C_{11}\xi_1^2 + C_{66}\xi_2^2 + C_{55}\xi_3^2} e^{-i\xi(x-y)} dyd\xi,$$

$$u_2^{(1)}(x) = -\frac{i}{\Omega} \frac{e^{(1)}}{(2\pi)^3} \int_{\mathbb{R}^3} \frac{C_{23}\xi_2}{C_{66}\xi_1^2 + C_{22}\xi_2^2 + C_{44}\xi_3^2} e^{-i\xi(x-y)} dyd\xi,$$

$$u_3^{(1)}(x) = -\frac{i}{\Omega} \frac{e^{(1)}}{(2\pi)^3} \int_{\mathbb{R}^3} \frac{C_{33}\xi_3}{C_{55}\xi_1^2 + C_{44}\xi_2^2 + C_{33}\xi_3^2} e^{-i\xi(x-y)} dyd\xi,$$

and

$$u_1^{(2)}(x) = 0,$$

$$u_2^{(2)}(x) = -\frac{i}{\Omega} \frac{e^{(2)}}{(2\pi)^3} \int_{\mathbb{R}^3} \frac{2C_{44}\xi_2}{C_{66}\xi_1^2 + C_{22}\xi_2^2 + C_{44}\xi_3^2} e^{-i\xi(x-y)} dyd\xi,$$

$$u_3^{(2)}(x) = -\frac{i}{\Omega} \frac{e^{(2)}}{(2\pi)^3} \int_{\mathbb{R}^3} \frac{2C_{44}\xi_2}{C_{55}\xi_1^2 + C_{44}\xi_2^2 + C_{33}\xi_3^2} e^{-i\xi(x-y)} dyd\xi.$$

Likewise, by requiring the linear form of the right-hand side of (60) and (61) with respect to $x$ inside $\Omega$, we note that

$$\frac{\partial}{\partial x_2} V(x) = \mathcal{L}_1(x); \quad \frac{\partial}{\partial x_3} V(x) = \mathcal{L}_2(x), \quad x \in \Omega,$$

where $\mathcal{L}_i(x)$ ($i = 1, 2$) denote linear scalar functions of $x$, and

$$V(x) := \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} \frac{1}{\xi_1^2 + \xi_2^2 + \xi_3^2} e^{-i\xi(x-y)} dyd\xi$$

is the solution to

$$\Delta^s V(x) = \chi_\Omega(x) \text{ on } \mathbb{R}^3,$$

with

$$\Delta^s := \frac{\partial^2}{s_1^2 \partial x_1^2} + \frac{\partial^2}{s_2^2 \partial x_2^2} + \frac{\partial^2}{\partial x_3^2}.$$

Here $s_1 := \sqrt{\frac{C_{33}}{C_{66}}} s_2 := \sqrt{\frac{C_{33}}{C_{44}}}$, and $V(x)$ must satisfy the boundary conditions

$$\frac{\partial}{\partial x_2} V(x) \bigg|_{x \to +\infty} = \left. \frac{C_{33}}{C_{44} e^{(2)}_{23}} u_3^{(2)}(x) \right|_{x \to +\infty}, \quad \frac{\partial}{\partial x_3} V(x) \bigg|_{x \to +\infty} = \left. \frac{1}{e^{(1)}_{33}} u_3^{(1)}(x) \right|_{x \to +\infty}.$$

By using the same method as that for addressing Lemma 3.1, we can prove that the solution of (64) under the condition (65) must be expressed as

$$V(x) = -s_1 s_2 \int_{\Omega} \frac{1}{4\pi R_s(x-y)} dy + \mathcal{L}(x),$$

where $\mathcal{L}(x)$ is the solution to

$$\Delta^s \mathcal{L}(x) = \chi_\Omega(x) \text{ on } \mathbb{R}^3.$$
where \( R_s(x - y) = \sqrt{s_1^2(x_1 - y_1)^2 + s_2^2(x_2 - y_2)^2 + (x_3 - y_3)^2} \), and \( \mathcal{L}(x_1) \) denotes a linear scalar function of \( x_1 \).

Then by substituting (66) into (62), we obtain
\[
\frac{\partial}{\partial x_2} \int_{\Omega} \frac{1}{R_s(x - y)} dy = \mathcal{L}_1(x); \quad \frac{\partial}{\partial x_3} \int_{\Omega} \frac{1}{R_s(x - y)} dy = \mathcal{L}_2(x), \; x \in \Omega
\]
where \( \mathcal{L}_1(x) (i = 1, 2) \) denote linear scalar functions of \( x \), which lead to
\[
-\int_{\Omega} \frac{1}{4\pi R_s(x - y)} dy = q(x) + \psi(x_1), \; x \in \Omega,
\]
where \( q(x) \) also denotes a quadratic function of \( x \), and \( \psi(x_1) \) denotes an unknown function.

By introducing new transformations
\[
x' := \begin{pmatrix} s_1 & 0 & 0 \\ 0 & s_2 & 0 \\ 0 & 0 & 1 \end{pmatrix} \cdot x, \quad y' := \begin{pmatrix} s_1 & 0 & 0 \\ 0 & s_2 & 0 \\ 0 & 0 & 1 \end{pmatrix} \cdot y,
\]
and then substituting (69) into (68), we obtain
\[
N_{\Omega'}(x') = -\int_{\Omega'} \frac{1}{4\pi |x' - y'|} |dy'| = s_1 s_2 \left[ q \left( \frac{x_1'}{s_1}, \frac{x_2'}{s_2}, x_3' \right) + \psi \left( \frac{x_1'}{s_1} \right) \right], \; x' \in \Omega',
\]
with
\[
\Omega' := \left\{ y' \left| \begin{pmatrix} 1/s_1 & 0 & 0 \\ 0 & 1/s_2 & 0 \\ 0 & 0 & 1 \end{pmatrix} \cdot y' \in \Omega \right\}.
\]

\( N_{\Omega'}(x') \) denotes the Newtonian potential induced by the inclusion \( \Omega' \) that is transformed from the original inclusion \( \Omega \) via (71).

Then substitution of (70) into (37) yields the constant, quadratic or linear form of \( \psi \left( \frac{x_1'}{s_1} \right) \), which implies that \( N_{\Omega'}(x') \) in (70) is quadratic within \( \Omega' \). Then, owing to Theorem 3.2, \( \Omega' \) can only be of ellipsoidal shape, and so is \( \Omega \). Thus we have proved (10), which leads to the proof of Theorem 3.1 for orthotropic materials.

(4) Monoclinic material

Under the condition that a monoclinic material possesses one 2-fold axis of rotational symmetry, let the Cartesian coordinate system \( x = (x_1, x_2, x_3) \) be set in \( \mathbb{R}^3 \) with the \( x_3 \)-axis coinciding with the 2-fold axis of rotational symmetry of the infinite homogeneous monoclinic material; the origin is placed within the inclusion \( \Omega \). Then the thirteen independent elastic parameters of the medium are \( C_{11}, C_{22}, C_{33}, C_{44}, C_{55}, C_{66}, C_{12}, C_{13}, C_{23}, C_{16}, C_{26}, C_{36} \) and \( C_{45} \). The positive definiteness of the strain energy requires
\[
\begin{align*}
C_{11} C_{22} C_{33} &> 0, \\
C_{44} C_{55} &> C_{45}^2, \\
C_{11} C_{22} C_{33} + 2 C_{12} C_{23} C_{13} &> C_{11} C_{23}^2 + C_{22} C_{13}^2 + C_{33} C_{12}^2.
\end{align*}
\]
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In this case, we choose \( \bar{\varepsilon}^{(1)} \) and \( \bar{\varepsilon}^{(2)} \) which results in

\[
\bar{\sigma}^{(1)} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & \bar{\sigma}_{33}^{(1)} \end{bmatrix}, \quad \bar{\sigma}^{(2)} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & \bar{\sigma}_{23}^{(2)} \\ 0 & \bar{\sigma}_{23}^{(2)} & 0 \end{bmatrix}.
\] (73)

Then we impose some constraints on \( C \)

\[
C_{16} \neq 0, \quad C_{36} = 0, \quad C_{45} = 0, \quad C_{13} + C_{35} = 0, \quad C_{23} + C_{44} = 0.
\] (74)

The conditions in (74) guarantees that such a monoclinic material will not degenerate into an orthotropic material. By substituting (74) and \( \bar{\sigma}^{(1)} \) and \( \bar{\sigma}^{(2)} \) in (73) into (8), we obtain

\[
u_1^{(1)}(x) = \nu_2^{(1)}(x) = 0, \quad \nu_3^{(1)}(x) = -i\bar{\sigma}_{33}^{(1)} \int_{\Omega} \frac{\xi_3}{C_{55}\xi_1^2 + C_{44}\xi_2^2 + C_{33}\xi_3^2} \int_{\Omega} e^{-i\xi \cdot (x-y)} dy \, d\xi.
\] (75)

and

\[
\nu_1^{(2)}(x) = -i\bar{\sigma}_{23}^{(2)} \int_{\Omega} \frac{\xi_3}{C_{55}\xi_1^2 + C_{44}\xi_2^2 + C_{33}\xi_3^2} \int_{\Omega} e^{-i\xi \cdot (x-y)} dy \, d\xi,
\]

\[
\nu_2^{(2)}(x) = -i\bar{\sigma}_{23}^{(2)} \int_{\Omega} \frac{\xi_2}{C_{55}\xi_1^2 + C_{44}\xi_2^2 + C_{33}\xi_3^2} \int_{\Omega} e^{-i\xi \cdot (x-y)} dy \, d\xi,
\]

\[
\nu_3^{(2)}(x) = -i\bar{\sigma}_{23}^{(2)} \int_{\Omega} \frac{\xi_2}{C_{55}\xi_1^2 + C_{44}\xi_2^2 + C_{33}\xi_3^2} \int_{\Omega} e^{-i\xi \cdot (x-y)} dy \, d\xi,
\] (76)

where

\[
M_1(\xi) := (C_{16}\xi_1^2 + (C_{12} + C_{66}) \xi_1 \xi_2 + C_{26}\xi_2^2) \xi_3,
\]

\[
M_2(\xi) := (C_{11}\xi_1^2 + 2C_{16}\xi_1 \xi_2 + C_{66}\xi_2^2 + C_{35}\xi_3^2) \xi_3,
\]

\[
M_3(\xi) := -(C_{16}\xi_1^2 + (C_{12} + C_{66}) \xi_1 \xi_2 + C_{26}\xi_2^2)^2
\]

\[
+ (C_{66}\xi_2^2 + 2C_{26}\xi_1 \xi_2 + C_{22}\xi_2^2 + C_{44}\xi_3^2) \cdot (C_{11}\xi_1^2 + 2C_{16}\xi_1 \xi_2 + C_{66}\xi_2^2 + C_{55}\xi_3^2).
\]

Then through the same procedure from (60) to (70), it can be derived from (75) and (76) that (70) still holds, whose right-hand side can be proved to be constant, linear or quadratic for \( x' \in \Omega' \) by substituting (70) into (37). Owing to Theorem 3.2, we conclude that \( \Omega' \) can only be of ellipsoidal shape, and thus \( \Omega \) must be ellipsoidal, which leads to the substantiation of (10), and thus the proof of Theorem 3.1 for monoclinic materials.

Up to now, we have proved that in these three-dimensional anisotropic media that possess cubic, transversely isotropic, orthotropic, and monoclinic symmetries, only an ellipsoid can transform all uniform eigenstrains into uniform elastic strains. However, this conclusion does not exclude the possibility that there may exist some non-ellipsoidal inclusions that can transform some uniform eigenstrains (not all uniform eigenstrains) into uniform elastic strains in these anisotropic media; more generally, whether there exist some non-ellipsoidal inclusions that can transform some polynomial eigenstrains (not all polynomial eigenstrains) into polynomial elastic strains of the same degree in these anisotropic media is not known. We shall explore these issues in the next sections.
4 Counter-examples to the generalized strong version of the Eshelby conjecture for quadratic eigenstrains

It is straightforward to derive from (8) that

$$\varepsilon_{ij}(x) = \frac{1}{2} \left( \frac{\partial u_j}{\partial x_i} + \frac{\partial u_i}{\partial x_j} \right) = \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} \frac{1}{2} \left( L_{in}^j \xi_j + L_{jn}^i \xi_i \right) C_{nspq} \varepsilon^*_p(y) \xi_s \int_{\Omega} e^{-i \xi \cdot (x-y)} dy \, d\xi. \quad (77)$$

Note that the Newtonian potential $N_\Omega[\rho]$ induced by $\Omega$ with mass density $\rho$ is the solution to

$$\Delta N_\Omega[\rho] = \chi_\Omega \rho, \quad (78)$$

whose Hessian matrix $H_{ij}(N_\Omega[\rho])$, by the Fourier analysis, can be expressed as

$$H_{ij}(N_\Omega[\rho]) = \frac{\partial^2 N_\Omega[\rho]}{\partial x_i \partial x_j} = \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} \xi_i \xi_j \int_{\Omega} \rho(y) e^{-i \xi \cdot (x-y)} dy \, d\xi. \quad (79)$$

Previously, Liu (2008) pointed out that there is a correlation between $H_{ij}$ in (79) and $\varepsilon_{ij}$ in (77) when $C_{nspq}$ is isotropic, and when $\varepsilon^*_p(y)$, which is appropriately chosen, and $\rho(y)$ are both constant functions of $y$. In this work, we find that there still exists a relationship between $H_{ij}$ in (79) and $\varepsilon_{ij}$ in (77) even when $C_{nspq}$ is anisotropic, and $\varepsilon^*_p(y)$ and $\rho(y)$ are in some particular polynomial forms.

Then we present the following theorem, which provides counter-examples to the generalized strong version of the high-order Eshelby conjecture when the eigenstrains are in quadratic forms in both anisotropic media and the isotropic medium. The cases when the eigenstrains are in polynomial forms of even degrees will be studied in the next section.

**Theorem 4.1** There exists a non-ellipsoidal and one-component connected bounded open domain $\Omega \subset \mathbb{R}^3$ with a Lipschitz boundary that possesses Eshelby’s polynomial conservation property for a combination $(\varepsilon^*, C)$, where $\varepsilon^*$ is a quadratic eigenstrain, and $C$ is the elastic tensor of an isotropic material, or an anisotropic material with one of the cubic, transversely isotropic, orthotropic, and monoclinic symmetries.

### 4.1 Proof of Theorem 4.1

**1. Cubic material**

We consider a quadratic eigenstrain such that the corresponding eigenstress $\sigma^*_j = C_{ijmn} \varepsilon^*_n$ takes the form

$$\sigma^*_j(x) = \rho(x) P_{ij}, \quad (80)$$

where

$$\rho(x) := -\sum_{k=1}^{3} c_k x_k^2, \quad (81)$$

with $c_k$ ($k = 1, 2, 3$) being real constants, and $P_{ij}$ denotes the uniaxial stress state. Here, we just consider the case where

$$P := \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad (82)$$
and the other two cases can be analysed in the same way. Under the condition (17), by substituting (80) along with (81) and (82) into (77), we can obtain

\[ \varepsilon_{11} = 0, \quad \varepsilon_{22} = 0, \quad \varepsilon_{12} = 0, \]

\[ \varepsilon_{13}(x) = -\frac{1}{2} (2\pi)^3 \int_{\Omega} \frac{\xi_1 \xi_3}{C_{11} \xi_1^2 + C_{44} (\xi_1^2 + \xi_3^2)} \int_{\Omega} \rho(y) e^{-i \xi \cdot (x-y)} d\xi d\rho, \]

\[ \varepsilon_{23}(x) = -\frac{1}{2} (2\pi)^3 \int_{\Omega} \frac{\xi_2 \xi_3}{C_{11} \xi_2^2 + C_{44} (\xi_1^2 + \xi_3^2)} \int_{\Omega} \rho(y) e^{-i \xi \cdot (x-y)} d\xi d\rho, \]

\[ \varepsilon_{33}(x) = -\frac{1}{2} (2\pi)^3 \int_{\Omega} \frac{\xi_3^2}{C_{11} \xi_3^2 + C_{44} (\xi_1^2 + \xi_3^2)} \int_{\Omega} \rho(y) e^{-i \xi \cdot (x-y)} d\xi d\rho. \] (83)

By transformations of coordinates

\[ x' := \breve{Q} \cdot x, \quad y' := \breve{Q} \cdot y, \quad \xi' := \breve{Q}^{-1} \cdot \xi \] (84)

with

\[ \breve{Q} := \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & s \end{bmatrix} \] (85)

and then substitution of (84) into (83) with \( s := \sqrt{\frac{C_{44}}{C_{11}}} \), we obtain

\[ \varepsilon_{11} = 0, \quad \varepsilon_{22} = 0, \quad \varepsilon_{12} = 0, \]

\[ \varepsilon_{13}(x') = -\frac{1}{2\sqrt{C_{11} C_{44}}} (2\pi)^3 \int_{\Omega} \frac{\xi_1' \xi_3'}{\xi_1'^2 + \xi_3'^2} \int_{\Omega} \rho(y') e^{-i \xi' \cdot (x'-y')} d\xi' d\rho', \]

\[ \varepsilon_{23}(x') = -\frac{1}{2\sqrt{C_{11} C_{44}}} (2\pi)^3 \int_{\Omega} \frac{\xi_2' \xi_3'}{\xi_2'^2 + \xi_3'^2} \int_{\Omega} \rho(y') e^{-i \xi' \cdot (x'-y')} d\xi' d\rho', \]

\[ \varepsilon_{33}(x') = -\frac{1}{\sqrt{C_{11}}} (2\pi)^3 \int_{\Omega} \frac{\xi_3'^2}{\xi_1'^2 + \xi_2'^2 + \xi_3'^2} \int_{\Omega} \rho(y') e^{-i \xi' \cdot (x'-y')} d\xi' d\rho', \] (86)

with

\[ \Omega' := \{ y' \mid \breve{Q}^{-1} \cdot y' \in \Omega \}. \] (87)

Through comparison of (79) with (86), we see that

\[ \varepsilon_{ij}(x') = \frac{1}{2C_{44}} \left( \breve{Q}_{ij} P_{mj} \frac{\partial^2 N_{ij}[\rho](x')}{\partial x'_m \partial x'_j} + \breve{Q}_{jm} P_{i} \frac{\partial^2 N_{ij}[\rho](x')}{\partial x'_m \partial x'_j} \right), \] (88)

where

\[ N_{ij}[\rho](x') = -\frac{1}{(2\pi)^3} \int_{\R^3} \frac{1}{\xi_1'^2 + \xi_2'^2 + \xi_3'^2} \int_{\Omega} \rho(y') e^{-i \xi' \cdot (x'-y')} d\xi' d\rho' \] (89)

is the Newtonian potential induced by \( \Omega' \) with the mass density \( \rho \).

We note that if we can find a non-ellipsoidal \( \Omega' \) that leads to \( N_{ij}[\rho](x') \) being a quartic polynomial, then due to (88), the strain field \( \varepsilon(x') \) induced by \( \Omega \) will be a quadratic function of \( x' \) and thus \( x \) via the transformation (84). Hence \( \Omega \) must be the non-ellipsoidal inclusion that possesses Eshelby’s polynomial conservation property. To this end, we prove the following lemma.
Lemma 4.1. For \( \rho(x') = -\sum_{k=1}^{3} x_k'^2 \), there exists a non-ellipsoidal and one-component connected bounded open domain \( \Omega' \subset \mathbb{R}^3 \) with a Lipschitz boundary that leads to

\[
N_{\Omega'}[\rho](x') = -\int_{\Omega'} \frac{\rho(y')}{4\pi|x'-y'|} dy' = \varphi(x'), \quad x' \in \Omega',
\]

where

\[
\varphi(x') := C - \frac{1}{12} \left(x_1'^4 + x_2'^4 + x_3'^4 \right)
\]

with \( C \) a positive real constant.

It is straightforward to verify that the right-hand side of (90) satisfies the definition (78) of the Newtonian potential. The proof of Lemma 4.1 via a variational method is given in Appendix C. Then, via substitution of (90) into (88), it is proved that a non-ellipsoidal \( \Omega' \) that yields (90) can lead to the quadratic strain field induced by \( \Omega \). The shape of a counter-example non-ellipsoidal inclusion in this case is shown as \( \Omega^{(1)} \) in Figure D.1 in Appendix D.

We note that based on (88), the quartic form of \( N_{\Omega'}[\rho] \) is not a necessity for the existence of a non-ellipsoidal \( \Omega' \) and thus a non-ellipsoidal \( \Omega \) that leads to quadratic strain fields. For example, we assume that there exists a one-component connected bounded open domain \( \Omega' \) and consider the case where \( N_{\Omega'}[\rho] \) consists of quartic terms and a non-polynomial term as follows:

\[
N_{\Omega'}[\rho](x') = \varphi(x') + \omega(x_1', x_2'), \quad x' \in \Omega'
\]

where

\[
\omega(x_1', x_2') := -\beta \log \left( \frac{(x_1' - 12\sqrt{C})^2 + (x_2' - 12\sqrt{C})^2}{36C} \right)
\]

with \( \beta \) a positive real constant. It is easily seen that \( \Delta_x \omega = 0 \) so that \( \omega \) is harmonic, which guarantees that the right-hand side of (92) satisfies the definition (78) of the Newtonian potential. Then substitution of (92) along with (93) into (88) yields the quadratic strain field. In this case, it is straightforward that \( \Omega' \) cannot be ellipsoidal due to the purely quartic polynomial form of the Newtonian potential induced by ellipsoids. The existence of such a non-ellipsoidal \( \Omega' \) that yields (92) is proved in Appendix E, via the same method as that in the proof of Lemma 4.1. Moreover, the existence of an \( \Omega' \) that yields (92) also inspires us to construct more counter-examples to deal with the high-order Eshelby conjecture for polynomial eigenstrains of any even degree in Section 5.

(2) Transversely isotropic material

For the case (43a), we still choose the eigentress \( \sigma_{ij}^* \) in (80), substitution of which along with (81) and (82) into (77) still generates (83), only with \( C_{11} \) replaced by \( C_{33} \). Then (86) can be derived from (83) via the same transformation as (84) with the magnitude of \( s \) replaced by \( s := \sqrt{\frac{C_{44}}{C_{33}}} \). By comparison of (86) with (79), we can obtain the same results in (88). Therefore, by following the same discussion from (88) to (93), we verify the existence of a non-ellipsoidal inclusion that possesses Eshelby’s polynomial conservation property.

For the case (43b), we specify the particular eigentrain that makes the corresponding eigenstress belong to the transversely isotropic category, i.e.,

\[
\sigma^*(x) \in \{ \sigma^*(x) | \sigma^*(x) = \rho(x)(\sigma_{11}^* \tilde{\alpha} + \sigma_{33}^* \tilde{\beta}), \quad \sigma_{11}^*, \sigma_{33}^* \in \mathbb{R}, \quad x \in \mathbb{R}^3 \}
\]
where $\tilde{\alpha}$ and $\tilde{\beta}$ are defined in (41), and $\rho$ is defined in (81). And we additionally require $\sigma_{33}^{\ast} = \gamma \sigma_{11}^{\ast}$ where $\gamma$ is defined in (48).

By substituting (94) along with (41), (48) and (81) into (77), we can get a concise expression of the strain field, i.e.,

$$\varepsilon(x) = \frac{1}{2} [\nabla \otimes (K^{\ast} \cdot \nabla u^{\ast}) + (K^{\ast} \cdot \nabla u^{\ast}) \otimes \nabla],$$  \hspace{1cm} (95)

with $K^{\ast}$ possessing the same components as those in (52) and

$$u^{\ast}(x) := \frac{1}{(2\pi)^{3}} \int_{\mathbb{R}^{3}} \int \rho(y) e^{-i\xi \cdot (x-y)} dy d\xi$$

where $\nu$ is the root of (50).

Then comparing (95) with (79) yields

$$\varepsilon_{ij}(x') = \frac{1}{2} \left( \tilde{\Omega}_{ip} K_{jl}^{\ast} \tilde{\Omega}_{lm} \frac{\partial^{2} N_{\Omega}[\rho](x')}{\partial x'_{p} \partial x'_{m}} + \tilde{\Omega}_{jl} K_{ip}^{\ast} \tilde{\Omega}_{pq} \frac{\partial^{2} N_{\Omega}[\rho](x')}{\partial x'_{l} \partial x'_{q}} \right).$$  \hspace{1cm} (96)

Via comparison of (96) with Lemma 4.1, we verify the existence of a non-ellipsoidal $\Omega'$ that leads to the quadratic strain field induced by $\Omega$, which proves Theorem 4.1 for transversely isotropic materials.

(3) Orthotropic material

We still consider the eigentress $\sigma_{ij}^{\ast}$ in (80). Under the condition (59), substituting (80) along with (81) and (82) into (77) gives

$$\varepsilon_{11}(x) = 0, \quad \varepsilon_{22}(x) = 0, \quad \varepsilon_{12}(x) = 0,$$

$$\varepsilon_{13}(x) = -\frac{1}{(2\pi)^{3}} \int_{\mathbb{R}^{3}} \int C_{55} \xi_{1} \xi_{3} + C_{44} \xi_{2}^{2} + C_{33} \xi_{3}^{2} \rho(y) e^{-i\xi \cdot (x-y)} dy d\xi,$$

$$\varepsilon_{23}(x) = -\frac{1}{(2\pi)^{3}} \int_{\mathbb{R}^{3}} \int C_{55} \xi_{2} \xi_{3} + C_{44} \xi_{1}^{2} + C_{33} \xi_{3}^{2} \rho(y) e^{-i\xi \cdot (x-y)} dy d\xi,$$

$$\varepsilon_{33}(x) = -\frac{1}{(2\pi)^{3}} \int_{\mathbb{R}^{3}} \int C_{55} \xi_{3}^{2} + C_{44} \xi_{1}^{2} + C_{33} \xi_{2}^{2} \rho(y) e^{-i\xi \cdot (x-y)} dy d\xi.$$  \hspace{1cm} (97)

By transformations of coordinates

$$x'' = \hat{Q} \cdot x, \quad y'' = \hat{Q} \cdot y, \quad \xi'' = \hat{Q}^{-1} \cdot \xi$$  \hspace{1cm} (98)

with

$$\hat{Q} := \begin{bmatrix} s_{1} & 0 & 0 \\ 0 & s_{2} & 0 \\ 0 & 0 & 1 \end{bmatrix}$$  \hspace{1cm} (99)
and then substitution of (99) into (97) with \( s_1 := \sqrt{\frac{C_{33}^1}{C_{35}}}, s_2 := \sqrt{\frac{C_{33}^1}{C_{44}}} \), it follows that

\[
\begin{align*}
\epsilon_{11} &= 0, \quad \epsilon_{22} = 0, \quad \epsilon_{12} = 0, \\
\epsilon_{13}(x'') &= -\frac{1}{2\sqrt{C_{33}C_{35}}}(2\pi)^3 \int_{\Omega''} \frac{\xi_1'' \xi_2'' + \xi_2'' + \xi_3''}{\xi_1''} \int_{\Omega''} \rho(y'') e^{-i\xi''(x''-y'')} dy'' d\xi'', \\
\epsilon_{23}(x'') &= -\frac{1}{2\sqrt{C_{33}C_{44}}}(2\pi)^3 \int_{\Omega''} \frac{\xi_1'' \xi_2'' + \xi_2'' + \xi_3''}{\xi_2''} \int_{\Omega''} \rho(y'') e^{-i\xi''(x''-y'')} dy'' d\xi'', \quad (100) \\
\epsilon_{33}(x'') &= -\frac{1}{C_{33}}(2\pi)^3 \int_{\Omega} \frac{\xi''}{\xi_1''} \int_{\Omega''} \rho(y'') e^{-i\xi''(x''-y'')} dy'' d\xi'',
\end{align*}
\]

with

\[
\Omega'':= \{ y'' \mid \hat{Q}^{-1} \cdot y'' \in \Omega \}. \tag{101}
\]

By comparing (100) with (79), we find

\[
\epsilon_{ij}(x'') = \frac{1}{2C_{33}} \left( \hat{Q}_{il}P_{jm}\hat{Q}_{mk} \frac{\partial^2 N_{\Omega''}[\rho](x'')}{\partial x''_l \partial x''_m} + \hat{Q}_{jm}P_{il}\hat{Q}_{ks} \frac{\partial^2 N_{\Omega''}[\rho](x'')}{\partial x''_m \partial x''_s} \right). \tag{102}
\]

Resorting to Lemma 4.1 there exists a non-ellipsoid \( \Omega'' \) leading to the quadratic polynomial form of the right-hand side of (102), which implies the existence of a non-ellipsoidal \( \Omega \) possessing Eshelby’s polynomial conservation property – \( \Omega \) is constructed by stretching \( \Omega'' \) along the \( x_1'' \)-axis and \( x_2'' \)-axis by proportions \( \frac{1}{s_1} \) and \( \frac{1}{s_2} \), respectively, in terms of (101) and (99).

(4) Monoclinic material

We still consider the eigentress \( \sigma_{ij}^* \) in (80). Under the condition (74), substitution of (80) along with (81) and (82) into (77) still yields (97). Likewise, through the same analysis as before, (102) is derived from (97), comparison of which with Lemma 4.1 implies the existence of a non-ellipsoidal \( \Omega'' \) that leads to the quadratic strain field, and thus the existence of the corresponding non-ellipsoidal \( \Omega \) which is constructed by the inverse transformation of (101).

(5) Isotropic material

For an isotropic material whose elastic tensor takes the form

\[
C_{ijkl} = \lambda \delta_{ij} \delta_{kl} + \mu (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}) \quad (i, j, k, l = 1, 2, 3) \tag{103}
\]

with \( \lambda \) and \( \mu \) being Lamé constants, we take a particular uniform eigenstrain \( \epsilon_{ij}^* = \rho(x) \delta_{ij} \). By substituting \( \epsilon_{ij}^* = \rho(x) \delta_{ij} \) and (103) into (77) and then comparing (77) with (79), we obtain a linear relationship between the Hessian matrix of the Newtonian potential \( N_{\Omega}[\rho](x) \) induced by the domain \( \Omega \) of the inclusion with mass density \( \rho(x) \) and the strain field \( \epsilon_{ij}(x) \) inside, i.e.,

\[
\epsilon_{ij}(x) = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) = \frac{3\lambda + 2\mu}{\lambda + 2\mu} \frac{\partial^2 N_{\Omega}[\rho](x)}{\partial x_i \partial x_j}, \quad x \in \Omega. \tag{104}
\]

Combining (104) with Lemma 4.1 leads to the conclusion that there exists a non-ellipsoidal \( \Omega \) which possesses Eshelby’s polynomial conservation property in the isotropic medium for the quadratic eigenstrain.
5 Counter-examples to the generalized strong version of the high-order Eshelby conjecture for polynomial eigenstrains of even degrees

Here, we will show that the conclusion of Theorem 4.1 can be extended to polynomial eigenstrains of any even degree in the anisotropic media. The particular eigenstress $\sigma^*$, which is assumed to be linear with respect to $\rho(x)$, will be taken as (80). But instead of the quadratic $\rho(x)$ in (81), we now consider a polynomial $\rho(x)$ of even degrees as follows:

$$\rho(x) := -\sum_{i=1}^{3} d_i x_i^i$$

with $d_i (i = 1, 2, 3)$ denoting real constants, and $n \in \{n \mid n = 2k, k \geq 0, k \in \mathbb{Z}\}$, while noting that $n = 2$ have been studied in Section 4.

Then by substituting (80) along with (105) into (77), we can obtain the strain fields $\varepsilon[\rho](x)$

$$\varepsilon_{11} = 0, \quad \varepsilon_{22} = 0, \quad \varepsilon_{12} = 0,$$

$$\varepsilon_{13}(x) \propto -\frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} \frac{\xi_1 \xi_3}{a_1^2 + b_1^2 + c_1^2} \int_{\Omega} \rho(y)e^{-i\xi \cdot (x-y)} dy d\xi,$$

$$\varepsilon_{23}(x) \propto -\frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} \frac{\xi_2 \xi_3}{a_2^2 + b_2^2 + c_2^2} \int_{\Omega} \rho(y)e^{-i\xi \cdot (x-y)} dy d\xi,$$

$$\varepsilon_{33}(x) \propto -\frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} \frac{\xi_3^2}{a_3^2 + b_3^2 + c_3^2} \int_{\Omega} \rho(y)e^{-i\xi \cdot (x-y)} dy d\xi,$$

where $a, b, c$ are three positive real constants related to the elastic constants of the specific anisotropic material as follows:

$$a = b = c_{44}, \quad c = c_{11} \quad \text{for cubic materials};$$
$$a = b = c_{44}, \quad c = c_{33} \quad \text{for transversely isotropic materials};$$
$$a = c_{55}, \quad b = c_{44}, \quad c = c_{33} \quad \text{for orthotropic and monoclinic materials}.$$

If we define new coordinate transformations

$$x' := \bar{Q} \cdot x, \quad y' := \bar{Q} \cdot y, \quad \xi' := \bar{Q}^{-1} \cdot \xi$$

with

$$\bar{Q} := \begin{bmatrix} \sqrt{a} & 0 & 0 \\ 0 & \sqrt{b} & 0 \\ 0 & 0 & 1 \end{bmatrix},$$

then substitution of (108) into (106) leads to

$$\varepsilon_{11} = 0, \quad \varepsilon_{22} = 0, \quad \varepsilon_{12} = 0,$$

$$\varepsilon_{13}(x') \propto -\frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} \frac{\xi'_1 \xi'_3}{a'_1^2 + b'_1^2 + c'_1^2} \int_{\Omega} \rho(y')e^{-i\xi' \cdot (x'-y')} dy' d\xi',$$

$$\varepsilon_{23}(x') \propto -\frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} \frac{\xi'_2 \xi'_3}{a'_2^2 + b'_2^2 + c'_2^2} \int_{\Omega} \rho(y')e^{-i\xi' \cdot (x'-y')} dy' d\xi',$$

$$\varepsilon_{33}(x') \propto -\frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} \frac{\xi'_3^2}{a'_3^2 + b'_3^2 + c'_3^2} \int_{\Omega} \rho(y')e^{-i\xi' \cdot (x'-y')} dy' d\xi',$$
comparison of which with (86) yields
\[
\varepsilon_{ij}[\rho](x') \propto \left( \tilde{Q}_{ii}P_{jm}Q_{mq} \frac{\partial^2 N_{\tilde{\Omega}}[\rho](x')}{\partial x'_i \partial x'_q} + \tilde{Q}_{jm}P_{il} \tilde{Q}_{ls} \frac{\partial^2 N_{\tilde{\Omega}}[\rho](x')}{\partial x'_m \partial x'_s} \right),
\]
where
\[
\tilde{\Omega} := \{ y' \mid \tilde{Q}^{-1} \cdot y' \in \Omega \}. \tag{112}
\]

Specifically, we choose \( \rho(x') = -\sum_{i=1}^{3} x_i^{2n} \), which corresponds to \( \rho(x) = \left[ \left( \frac{x}{\rho} \right)^2 + \left( \frac{y}{\rho} \right)^2 \right] x_2^{2n} + x_3^{2n} \) in (105). Then we assume that there exists a one-component connected bounded open domain \( \tilde{\Omega} \) and consider the case where \( N_{\tilde{\Omega}}[\rho](x') \) consists of polynomial terms and a non-polynomial term as follows:
\[
N_{\tilde{\Omega}}[\rho](x') = -\int_{\tilde{\Omega}} \frac{\rho(y')}{4\pi |x'-y'|} dy' = \phi(x', n) + \omega(x'_1, x'_2), \quad x' \in \tilde{\Omega}, \tag{113}
\]
with \( \phi(x', n) \) denoting a polynomial function of \( x' \) with degree \( n + 2 \) that satisfies \( \Delta \phi(x', n) = \rho(x') \), and \( \omega(x'_1, x'_2) \) denoting a harmonic function that is non-polynomial and Lipschitz continuous, which guarantees that the right-hand side of (113) satisfies the definition (78) of the Newtonian potential. In this case, because of the existence of the non-polynomial term \( \omega \) in (113), the shape of \( \tilde{\Omega} \) cannot be ellipsoidal due to the pure polynomial forms of the Newtonian potential induced by ellipsoids. Then \( \forall n \in \{ n \mid n = 2k, k \geq 0, k \in \mathbb{Z} \} \), by substituting (113) into (111), we can see that the non-ellipsoidal \( \tilde{\Omega} \) that generates (113) will lead to the polynomial strain field of degree \( n \), which verifies Eshelby's polynomial conservation property of \( \Omega \), and thus constitutes count-examples to the generalized strong version of the high-order Eshelby conjecture for polynomial eigenstrains of any even degree.

However, it is left to prove the existence of an \( \tilde{\Omega} \) that yields (113) for any \( n \in \{ n \mid n = 2k, k \geq 0, k \in \mathbb{Z} \} \). To this end, we firstly consider the case when \( n = 0 \). In this case, \( \phi(x', n) \) in (113) becomes a quadratic function, and \( \rho(y') \) becomes a constant, which means that (113) can be expressed as
\[
N_{\tilde{\Omega}}[\rho](x') = -\int_{\tilde{\Omega}} \frac{1}{4\pi |x'-y'|} dy' = q'(x') + \omega'(x'_1, x'_2), \quad x' \in \tilde{\Omega}, \tag{114}
\]
where \( q'(x') \) denotes a quadratic function, and \( \omega'(x'_1, x'_2) \) still denotes a non-polynomial function. Then, in terms of the work of Liu (2008) (Section 3 of the work of Liu (2008)), there exists a non-ellipsoidal \( \tilde{\Omega} \) that makes (114) hold. The non-ellipsoidal inclusion \( \tilde{\Omega} \) that makes (114) hold in the work of Liu (2008) is initially constructed as a counter-example for the isotropic medium. Here we have provided a counter-example to the generalized strong version of the Eshelby conjecture for uniform eigenstrains in the anisotropic media.

With the case \( n = 2 \) has already been proved in Section 4, we turn to prove the case when \( n > 2 \). We take the non-polynomial function \( \omega(x'_1, x'_2) \) in (113) as \( \omega(x'_1, x'_2) \) defined in (E.2), and we take the polynomial function \( \phi(x', n) \) in (113) as
\[
\phi(x') := \tilde{C} - \frac{1}{(n+2)(n+1)} \left( x'_1^{n+2} + x'_2^{n+2} + x'_3^{n+2} \right), \quad x \in \mathbb{R}^3, \tag{115}
\]
where \( \tilde{C} \) is a positive real constant. Then (113) can be expressed as
\[
N_{\tilde{\Omega}}[\rho](x') = -\int_{\tilde{\Omega}} \frac{-(y'_1^{n+2} + y'_2^{n+2} + y'_3^{n+2})}{4\pi |x'-y'|} dy' = \phi(x') + \omega(x'_1, x'_2), \quad x' \in \tilde{\Omega}. \tag{116}
\]
It can be verified that the right-hand side of (116) satisfies the definition (78) of the Newtonian potential by substituting (115) and (E.2) into (116).

Then, our aim is to prove the existence of a non-ellipsoidal \( \tilde{\Omega} \) that makes (116) hold. We introduce

\[
\hat{\phi}^*(x') := \begin{cases} 
\phi(x') + \omega^*(x'_1, x'_2) & x' \in \hat{U}, \\
-\hat{C} + \omega^*(x'_1, x'_2) & x' \in \mathbb{R}^3 \setminus \hat{U}, 
\end{cases}
\]

(117)

where

\[
\hat{U} := \{ x' | x'_1^{n+2} + x'_2^{n+2} + x'_3^{n+2} \leq 2(n+1)(n+2)\hat{C}, \ x' \in \mathbb{R}^3 \}.
\]

(118)

Here \( \hat{U} \) is bounded due to \( \hat{U} \) being contained in another bounded domain \{ \( x' \mid |x'_1| \leq (2(n+1)(n+2)\hat{C})^{\frac{1}{n+2}} \), \( x' \in \mathbb{R}^3 \}. \) Then we will prove \( \hat{\phi}^* \) is an obstacle function that is defined in Appendix C for the proof of Lemma 4.1. According to the definition in Appendix C, an obstacle function needs to satisfy four conditions. We will show that \( \hat{\phi}^* \) in (117) satisfies all of these conditions.

Firstly, since \( \omega^* \in C^0(\mathbb{R}^3) \) due to (E.2), and it can be derived from (117) that

\[
\hat{\phi}^*|_{\partial \hat{U}} = \hat{\phi}^*|_{\partial \hat{U}} = -\hat{C},
\]

we see \( \hat{\phi}^* \in C^0(\mathbb{R}^3) \). Further, substituting (117) into (C.2) yields

\[
||\hat{\phi}^*||_{0,1} \leq \sup_{x' \in \hat{U}} |\phi(x')| + \sup_{x' \in \hat{U}} |\nabla_x \phi(x')| + \sup_{x' \in U^0} |\omega(x'_1, x'_2)| + \sup_{x' \in U^0} |\nabla_x \omega(x'_1, x'_2)|,
\]

(119)

where \( \omega \) is defined in (93), and \( U^0 \subset \mathbb{R}^3 \) is a bounded domain defined in (E.2). \( |\omega(x'_1, x'_2)| \) and \( |\nabla_x \omega(x'_1, x'_2)| \) are bounded in \( U^0 \) owing to (93), and \( |\phi(x')| \) and \( |\nabla_x \phi(x')| \) are bounded in \( \hat{U} \) owing to (115), which means that the norm \( ||\hat{\phi}^*||_{0,1} \) of \( \hat{\phi}^* \) is bounded, and thus \( \hat{\phi}^* \in C^{0,1}(\mathbb{R}^3) \). Therefore, \( \hat{\phi}^* \) satisfies the first condition of an obstacle function.

Secondly, we let \( \hat{r} = (2(n+1)(n+2)\hat{C})^{\frac{1}{n+2}} \). Since (E.2) and (93) imply \( \omega^*(x'_1, x'_2) \leq 0 \) for any \( x' \), then due to (115), we conclude that \( \forall \ |x'| \geq \hat{r}, \hat{\phi}^*(x') = -\hat{C} + \omega^*(x'_1, x'_2) \leq 0 \), which proves that \( \hat{\phi}^* \) satisfies the second condition of an obstacle function.

Thirdly, we take a sphere \( B_{\hat{r}} = \{ x' | |x'| \leq \hat{r}, x' \in \mathbb{R}^3 \} \), and thus \( \hat{U} \subset B_{\hat{r}} \). Then for \( x' \in B_{\hat{r}} \setminus U^* \), with \( U^* \subset B_{\hat{r}_0} \) being defined in Appendix C as the set of the singular points where the norm \( |\nabla_x \otimes \nabla_x \hat{\phi}^*| \) of \( \nabla_x \otimes \nabla_x \hat{\phi}^* \) is unbounded, it can be derived from (117) along with (115) and (E.2) that

\[
|\Delta_x \hat{\phi}^*(x')| = \begin{cases} 
0 & x' \in B_{\hat{r}} \setminus \hat{U}, \\
|x'_1^{n+2} + x'_2^{n+2} + x'_3^{n+2}| & x' \in \mathbb{R} \setminus B_{\hat{r}} \setminus \hat{U},
\end{cases}
\]

which indicates that \( |\Delta_x \hat{\phi}^*(x')| \leq 3(2(n+1)(n+2)\hat{C})^{\frac{1}{n+2}} \) for \( x' \in B_{\hat{r}} \setminus U^* \). Thus we conclude that \( |\Delta_x \hat{\phi}^*(x')| \) is bounded in \( B_{\hat{r}} \setminus U^* \), which proves that \( \hat{\phi}^* \) satisfies the third condition of an obstacle function.

Fourthly, it can be derived from (117) that \( \forall \zeta \in \mathbb{R}^3 \) with \( |\zeta| = 1 \),

\[
\int_{U^0} \frac{\partial^2 \hat{\phi}^*}{\partial \zeta^2} \left( \frac{\hat{C}}{2} |x'|^2 \right) d\zeta' \geq \int_{U^0} \hat{\phi} \left( \hat{C} - \sup_{x' \in \hat{U}} \frac{\partial \hat{\phi}}{\partial \zeta} - \sup_{x' \in \hat{U}} \frac{\partial^2 \hat{\phi}}{\partial \zeta^2} - \sup_{x' \in U^0} \frac{\partial \omega}{\partial \zeta} - \sup_{x' \in U^0} \frac{\partial^2 \omega}{\partial \zeta^2} \right) d\zeta',
\]

(120)
where θ is defined in (C.14) with a compact support $U^θ$, on which $θ ≥ 0$. Then it follows from (120) that $∃C ∈ R$ satisfying

$$\hat{C} ≥ \sup_{x′ ∈ \tilde{Ω}} \frac{\partial \bar{θ}}{\partial \zeta} + \sup_{x′ ∈ \tilde{Ω}} \frac{\partial^2 \bar{θ}}{\partial \zeta^2} + \sup_{x′ ∈ U^θ} \frac{\partial \omega}{\partial \zeta} + \sup_{x′ ∈ U^θ} \frac{\partial^2 \omega}{\partial \zeta^2},$$

such that $∀ζ ∈ R^3$ with $|ζ| = 1$,

$$\int_{U^θ} \frac{\partial^2 \bar{θ}}{\partial \zeta^2} \left( \hat{φ}^* + \frac{1}{2} \hat{C}|x'|^2 \right) d\mathbf{x} ≥ 0,$$

which proves that $\hat{φ}^*$ satisfies the fourth condition of an obstacle function.

Therefore, according to Appendix C, $\hat{φ}^*$ that satisfies all the conditions of an obstacle function will result in the existence of a coincident set $\check{Ω} \subseteq B_1$, where $N_{\check{Ω}}[\rho](x′) = \hat{φ}^*(x′)$ for $x′ ∈ \check{Ω}$. $\hat{φ}^*$ in (117) is a piece-wise function, and thus $\hat{φ}^*$ has two possible expressions, i.e., $-\check{C} + \omega^*(x'_1,x'_2)$ and $\bar{φ}(x′) + \omega^*(x'_1,x'_2)$. However, since the case $N_{\check{Ω}}[\rho](x′) = -\check{C} + \omega^*(x'_1,x'_2)$ for $x′ ∈ \check{Ω}$ contradicts the definition (78) of the Newtonian potential $N_{\check{Ω}}[\rho]$ induced by $\check{Ω}$ with mass density $\rho$, we conclude that $N_{\check{Ω}}[\rho](x′) = \bar{φ}(x′) + \omega^*(x'_1,x'_2)$ for $x′ ∈ \check{Ω}$ and also $\check{Ω} \subseteq \hat{U}$. Furthermore, because $\bar{φ}(x′) + \omega^*(x'_1,x'_2)$ is not the Newtonian potential caused by an ellipsoid, $\check{Ω}$ must be non-ellipsoidal. Hence we have proved the existence of a non-ellipsoidal $\check{Ω}$ that makes (116) hold. The shape of a counter-example non-ellipsoidal inclusion for a quartic eigenstrain is shown as $Ω^{(2)}$ in Figure D.2 in Appendix D.

In retrospect, we see that (113) is actually a sufficient condition for the existence of a non-ellipsoidal $\check{Ω}$ and thus the existence of a corresponding counter-example $\check{Ω}$, which can be simply verified by substitution of (113) into (111). Consequently, by appropriately choosing $\rho(y′), \phi(x′,n)$ and $\bar{φ}(x'_1,x'_2)$ in (113) to make (113) hold for some $\check{Ω}$ with the utilization of the variational method used in the proof of Lemma 4.1, we can construct more counter-example $\check{Ω}$, each of which corresponds to a specific $\check{Ω}$, to the generalized strong version of the high-order Eshelby conjecture for polynomial eigenstrains of any even degree in the anisotropic media.

### 6 Conclusions and discussion

Firstly, we have presented proofs of the generalized weak version of the Eshelby conjecture for an inclusion in three-dimensional anisotropic media that possess cubic, transversely isotropic, orthotropic, and monoclinic symmetries, which means that only the ellipsoidal shape can transform all uniform eigenstrains into uniform elastic strain fields in a solitary inclusion in infinite media possessing these symmetries. Secondly, we prove that in these anisotropic media, there indeed exist non-ellipsoidal inclusions that can transform particular polynomial eigenstrains of even degrees into polynomial elastic strain fields of the same even degrees in them, and also in the isotropic medium, there exist non-ellipsoidal inclusions that can transform particular quadratic eigenstrains into quadratic elastic strain fields in them, which constitutes counter-examples to the generalized strong version of the high-order Eshelby conjecture for polynomial eigenstrain of even degrees in these anisotropic media and also in the isotropic medium (quadratic eigenstrain only). On one hand, the findings in this work reveal that in anisotropic media, a striking rich class of inclusions beyond ellipsoids can exhibit the uniformity between the eigenstrains and the induced elastic strains. On the other hand, the results can be regarded as generalization of Eshelby’s polynomial conservation theorem to non-ellipsoidal inclusions in these anisotropic media which are a much wider regime than the isotropic medium.
Several interesting issues related to the present work may deserve further investigations. First, it is worth noting that for the particular eigenstrains we have studied in this work, an infinite number of non-ellipsoidal inclusions in the anisotropic media have the generalized Eshelby property, that is, they can transform the uniform eigenstains into uniform elastic strains, and transform the polynomial eigenstrains of even degrees into elastic strains of the same degrees. However, whether there are other forms of particular uniform eigenstrains and polynomial eigenstrains that can be transformed into the corresponding uniform elastic strains and polynomial elastic strains by non-ellipsoidal inclusions is not known. Second, exploring the solutions to the generalized Eshelby conjectures through linear transformations of the coordinates and the displacements to transform the anisotropic elastic tensors into the isotropic elastic tensor in the work of Liu (2008) is a very interesting topic (though we have found the corresponding transformations for the transversely isotropic material). Third, in contrast to the generalized strong version, the problem concerning the generalized weak version of the high-order Eshelby conjecture is hard and remains to be solved. Finally, when the eigenstrain is in the expression of the polynomial of odd degrees, the variational method utilized in the proof of Lemma 4.1 for polynomial eigenstrains of even degrees is inapplicable. Thus new approaches need to be devised to deal with this case.
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Appendix

A. An alternative method to prove Theorem 3.3

The explicit Green function for a transversely isotropic material has been derived by Pan and Chou (1976) under the condition (43b). Based on the explicit expression of the Green function, we prove Theorem 3.3 via an alternative method, which not only validates the correctness of the result given in the main text but also helps us prove another theorem in relation to the material parameters of the transversely isotropic material.

We will follow all of the notation in the main text. We consider two cases concerning the possible degeneracy of the elastic parameters of the transversely isotropic material, where $\sqrt{C_{11}C_{33} - C_{13} - 2C_{44}} > 0$ (non-degenerate) and $\sqrt{C_{11}C_{33} - C_{13} - 2C_{44}} = 0$ (degenerate).
(1) Non-degenerate case

The non-degenerate case refers to transverse isotropy that satisfies the following condition:

\[ \sqrt{C_{11}C_{33} - C_{13} - 2C_{44}} > 0. \]  
(A.1)

The Green function in (2) can be expressed as (Withers, 1989)

\[
G_{11}(x) = \sum_{i=1}^{2} 2v_i H_i \left( \frac{x_i^2 R_i^2 - v_i^2 x_i^2 x_3^2}{\rho^4(x) R_i(x)} + \frac{1}{4\pi C_{44}v_3} \frac{x_i^2 R_i^2 - v_i^2 x_i^2 x_3^2}{\rho^4(x) R_i(x)} \right), \\
G_{12}(x) = \sum_{i=1}^{2} 2v_i H_i \left( \frac{x_1 x_2 (\rho^2 + 2v_i^2 x_3^2)}{\rho^4(x) R_i(x)} + \frac{1}{4\pi C_{44}v_3} \frac{x_1 x_2 (\rho^2 + 2v_i^2 x_3^2)}{\rho^4(x) R_i(x)} \right), \\
G_{22}(x) = \sum_{i=1}^{2} 2v_i H_i \left( \frac{x_2^2 R_i^2 - v_i^2 x_2^2 x_3^2}{\rho^4(x) R_i(x)} + \frac{1}{4\pi C_{44}v_3} \frac{x_2^2 R_i^2 - v_i^2 x_2^2 x_3^2}{\rho^4(x) R_i(x)} \right), \\
G_{13}(x) = -\sum_{i=1}^{2} v_i A_i \frac{v_i x_1 x_3}{\rho^2(x) R_i(x)}, \\
G_{23}(x) = -\sum_{i=1}^{2} v_i A_i \frac{v_i x_2 x_3}{\rho^2(x) R_i(x)}, \\
G_{33}(x) = \sum_{i=1}^{2} \frac{v_i^2 k_i A_i}{R_i(x)}, \quad x \neq 0,
\]

where \( \rho(x) = \sqrt{x_1^2 + x_2^2}; \) \( R_i(x) = \sqrt{\rho^2(x) + x_3^2}; \) and \( v_i, k_i, A_i \) and \( H_i (i = 1, 2, 3) \) are all constants determined by the elastic parameters, i.e.,

\[
v_1 = \sqrt{\frac{(C_{11}C_{33} - C_{13})(\sqrt{C_{11}C_{33}} + C_{13} + 2C_{44})}{4C_{33}C_{44}}} + \sqrt{\frac{(C_{11}C_{33} + C_{13})(\sqrt{C_{11}C_{33}} - C_{13} - 2C_{44})}{4C_{33}C_{44}}}, \\
v_2 = \sqrt{\frac{(C_{11}C_{33} - C_{13})(\sqrt{C_{11}C_{33}} + C_{13} + 2C_{44})}{4C_{33}C_{44}}} - \sqrt{\frac{(C_{11}C_{33} + C_{13})(\sqrt{C_{11}C_{33}} - C_{13} - 2C_{44})}{4C_{33}C_{44}}}, \\
v_3 = \sqrt{\frac{C_{11} - C_{12}}{2C_{44}}}, \quad A_i = \frac{-(-1)^{i+1}(C_{13} + C_{44})}{4\pi C_{33}C_{44}(v_2^2 - v_1^2)} v_i, \quad k_i = \frac{C_{11}/v_1^2 - C_{44}}{C_{13} + C_{44}}, \quad H_i = \frac{(-1)^i(C_{44} - 3C_{33}v_i^2)}{8\pi C_{33}C_{44}(v_2^2 - v_1^2)} v_i.
\]

(A.3)

Based on (A.3), it is straightforward to verify that \( v_1 \) and \( v_2 \) are the roots of (50).

By substituting the Green function in (A.2) along with the eigenstrain (42) into (3), we obtain

\[
[u_1(x), u_2(x), u_3(x)]^T \\
= \int_{\Omega} \left( \sum_{i=1}^{2} \frac{2H_i(v_1^2\sigma_{11} - A_i v_1^2 \sigma_{33})(x_1 - y_1)}{R_i^2(x-y)}, \sum_{i=1}^{2} \frac{(2H_i v_1^2 \sigma_{11} - A_i v_1^2 \sigma_{33})(x_2 - y_2)}{R_i^2(x-y)}, -\frac{2}{R_i^2(x-y)} (A_i v_1^2 \sigma_{11} + k_i A_i v_1^2 \sigma_{33})(x_3 - y_3) \right) dy \\
= \int_{\Omega} \left( \frac{2}{R_i^2(x-y)} \frac{v_i(2H_i\sigma_{11} - A_i v_1^2 \sigma_{33})(x_1 - y_1)}{R_i^2(x-y)}, \frac{v_i(2H_i\sigma_{11} - A_i v_1^2 \sigma_{33})(x_2 - y_2)}{R_i^2(x-y)}, \frac{A_i (\sigma_{11} + k_i A_i v_1^2 \sigma_{33})(x_3 - y_3)}{R_i^2(x-y)} \right) dy \\
= -\int_{\Omega} K^i \cdot \nabla_x \frac{1}{R_i(x-y)} dV \gamma = \mathcal{L}^i(x), \quad x \in \Omega,
\]

(A.4)
with $\mathcal{L}(x)$ denoting a linear vector function of $x$ and
\[
K':= \begin{pmatrix} v_1 (2H_i \sigma_{11}^* - A_i v_i \sigma_{33}^*) & 0 & 0 \\
0 & v_i (2H_i \sigma_{11}^* - A_i v_i \sigma_{33}^*) & 0 \\
0 & 0 & -A_i (\sigma_{11}^* + k v_i^2 \sigma_{33}^*) \end{pmatrix}. \tag{A.5}
\]
It follows from (A.4) along with (A.5) that
\[
\frac{\partial}{\partial x_1} \left( \int_{\Omega} \alpha_1 R_1(x-y) dy + \int_{\Omega} \alpha_2 R_2(x-y) dy \right) = \mathcal{L}_1(x),
\]
\[
\frac{\partial}{\partial x_2} \left( \int_{\Omega} \alpha_1 R_1(x-y) dy + \int_{\Omega} \alpha_2 R_2(x-y) dy \right) = \mathcal{L}_2(x), \tag{A.6}
\]
\[
\frac{\partial}{\partial x_3} \left( \int_{\Omega} \alpha'_1 R_1(x-y) dy + \int_{\Omega} \alpha'_2 R_2(x-y) dy \right) = \mathcal{L}_3(x),
\]
with $\alpha_i := K_{11}^i$ and $\alpha'_i := K_{33}^i$ ($i = 1, 2$).

To continue the analysis, we define
\[
\omega_1(x_1, x_2, x_3) := -\int_{\Omega} \frac{1}{4\pi R_1(x-y)} dy, \quad \omega_2(x_1, x_2, x_3) := -\int_{\Omega} \frac{1}{4\pi R_2(x-y)} dy. \tag{A.7}
\]
Then by substituting (A.7) into (A.6), we obtain
\[
-4\pi (\alpha_1 \omega_1(x_1, x_2, x_3) + \alpha_2 \omega_2(x_1, x_2, x_3)) = q_1(x_1, x_2, x_3) + \varphi_1(x_3),
\]
\[
-4\pi (\alpha'_1 \omega_1(x_1, x_2, x_3) + \alpha'_2 \omega_2(x_1, x_2, x_3)) = q_2(x_1, x_2, x_3) + \varphi_2(x_1, x_2). \tag{A.8}
\]
where $\varphi_1(x_3)$ and $\varphi_2(x_1, x_2)$ represent two unknown functions, and $q_1(x_1, x_2, x_3)$ and $q_2(x_1, x_2, x_3)$ represent two quadratic functions which are related to $\mathcal{L}_i(x_1, x_2, x_3)$ through the following conditions:
\[
\frac{\partial}{\partial x_1} q_1(x_1, x_2, x_3) = \mathcal{L}_1(x_1, x_2, x_3),
\]
\[
\frac{\partial}{\partial x_2} q_1(x_1, x_2, x_3) = \mathcal{L}_2(x_1, x_2, x_3), \tag{A.9}
\]
\[
\frac{\partial}{\partial x_3} q_2(x_1, x_2, x_3) = \mathcal{L}_3(x_1, x_2, x_3).
\]
It is always possible to find $\sigma_{11}^*$ and $\sigma_{33}^*$ that give rise to $\alpha_1 \neq 0, \alpha_2 = 0$, that is,
\[
\begin{cases} 
2H_1 v_1 \sigma_{11}^* - A_1 v_1^2 \sigma_{33}^* = \alpha_1 \neq 0, \\
2H_2 v_2 \sigma_{11}^* - A_2 v_2^2 \sigma_{33}^* = \alpha_2 = 0. \tag{A.10}
\end{cases}
\]
The existence of a set of $\sigma_{11}^*$ and $\sigma_{33}^*$ satisfying (A.10) requires
\[
\begin{vmatrix} 2H_1 v_1 & -A_1 v_1^2 \\ 2H_2 v_2 & -A_2 v_2^2 \end{vmatrix} = -\frac{(C_{13} + C_{44})}{16\pi^2 C_3^2 C_{44} (v_2^2 - v_1^2) v_1^2 v_2^2} \neq 0, \tag{A.11}
\]

\[ \text{30} \]
which is satisfied owing to (39), (43b) and (A.3).

Then by substituting (A.10) into (A.8), we obtain
\[ \omega_1(x_1, x_2, x_3) = -\frac{q_1(x_1, x_2, x_3) + \varphi_1(x_3)}{4\pi \alpha_1}. \] (A.12)

In terms of (A.12), by the transformations introduced in (27) with \( t \) replaced by \( v_1 \), the Newtonian potential induced by the inclusion \( \Omega' \) that is transformed from the original inclusion \( \Omega \) via (29) is
\[ N_{\Omega'}(x') = -\int_{\Omega'} \frac{1}{4\pi|x' - y'|} dy' = v_1 \omega_1 \left( x_1', x_2', \frac{x_3'}{v_1} \right) = \frac{v_1 \left[ q_1 \left( \frac{x_1'}{v_1}, \frac{x_2'}{v_1}, \frac{x_3'}{v_1} \right) + \varphi_1 \left( \frac{x_3'}{v_1} \right) \right]}{4\pi \alpha_1}. \] (A.13)

Substituting (A.13) into (37) demonstrates that \( \varphi_1(x_3) \) is a constant, linear or quadratic function; thus the Newtonian potential induced by \( \Omega' \) is quadratic due to (A.13). Based on Theorem 3.2, we claim that \( \Omega' \) can only be of ellipsoidal shape, and so is \( \Omega \) due to (29), which accomplishes the proof of Theorem 3.3 for the non-degenerate transversely isotropic medium.

Moreover, we see that for the case \( \alpha_1 \neq 0, \alpha_2 = 0 \) which results in (A.13),
\[ \alpha_2 = v_2 \left( 2H_2 \bar{\sigma}_{11}^{*} - A_2 v_2 \bar{\sigma}_{33}^{*} \right) = 0 \Rightarrow \bar{\sigma}_{33}^{*} = \frac{2H_2}{A_2 v_2} \bar{\sigma}_{11}^{*}. \] (A.14)

Substitution of (A.3) into (A.14) leads to
\[ \frac{\bar{\sigma}_{33}^{*}}{\bar{\sigma}_{11}^{*}} = \frac{2H_2}{A_2 v_2} = \frac{C_{11} C_{33} - C_{33} C_{44} v_1^2}{(C_{13} + C_{44}) C_{11}}, \] (A.15)
which is consistent with the ratio (43) of \( \bar{\sigma}_{33}^{*} \) to \( \bar{\sigma}_{11}^{*} \) we require in the main text.

Further, substituting (A.15) back into (A.4) leads to
\[ u(x) = -K^1 \cdot \nabla_x \int_{\Omega} \frac{1}{R_1(x - y)} dy, \] (A.16)
where \( K^1 \) is diagonal with
\[ K_{11}^1 = K_{12}^1 = \frac{v_1 \bar{\sigma}_{11}^{*}}{4\pi C_{11}}, \quad K_{33}^1 = \frac{(C_{11} C_{33} - C_{33} C_{44} v_1^2) \bar{\sigma}_{11}^{*}}{C_{33} v_1 (C_{13} + C_{44}) C_{11}}. \] (A.17)

Based on (A.17), it is straightforward to verify that (A.16) is exactly the result we obtain in (54) with \( v \) replaced by \( v_1 \), which validates the correctness of (54) derived by using Fourier forms of the Eshelby formalism in the main text.

By following the same procedure from (A.14) to (A.17), we can also verify that the displacement \( u(x) \) derived under the condition \( \alpha_1 = 0, \alpha_2 \neq 0 \) is the same as that shown in (54).

(2) Degenerate case

The degenerate case refers to transverse isotropy that satisfies the following condition:
\[ \sqrt{C_{11} C_{33}} - C_{13} - 2C_{44} = 0, \] (A.18)
under which (50) will admit a unique solution, and the Green function used for the non-degenerate case becomes invalid, so we must use other explicit expressions of the Green function derived by Ding et al. (2006), i.e.,

\[
G_{11}(x) = \frac{(R_3(x) + v_3|x_3|)R_3(x) - x_2^2}{4\pi C_{44}v_3(R_3(x) + v_3|x_3|)^2R_3(x)} + \frac{1}{8\pi v v_0(x)} \left( \frac{1}{C_{33}v^2} + \frac{\rho^2(x)}{C_{44}(R_0(x) + v|x_3|)^2} \right) + U x_1^2,
\]

\[
G_{12}(x) = \frac{1}{4\pi C_{44}v_3(R_3(x) + v_3|x_3|)^2R_3(x)} + U x_1 x_2,
\]

\[
G_{22}(x) = \frac{(R_3(x) + v_3|x_3|)R_3(x) - x_1^2}{4\pi C_{44}v_3(R_3(x) + v_3|x_3|)^2R_3(x)} + \frac{1}{8\pi v v_0(x)} \left( \frac{1}{C_{33}v^2} + \frac{\rho^2(x)}{C_{44}(R_0(x) + v|x_3|)^2} \right) + U x_2^2,
\]

\[
G_{13}(x) = \frac{(C_{13} + C_{44})x_1x_3}{8\pi C_{33}C_{44}vR_0^3(x)}, \quad G_{23}(x) = \frac{(C_{13} + C_{44})x_2x_3}{8\pi C_{33}C_{44}vR_0^3(x)},
\]

\[
G_{33}(x) = \frac{(v^2C_{33} + C_{44})\rho^2(x) + 2C_{33}\sigma^2x_3^2}{8\pi C_{33}C_{44}vR_0^3(x)}, \quad x \neq 0,
\]

(A.19)

with

\[
v = \sqrt{\frac{(C_{11}C_{33} - C_{13})(C_{11}C_{33} + C_{13} + 2C_{44})}{4C_{33}C_{44}}}, \quad \frac{1}{C_{33}} = \sqrt{\frac{(C_{11} - C_{12})}{2C_{44}}},
\]

\[
R_0(x) = \sqrt{\frac{\rho^2(x) + v^2x_3^2}{8\pi C_{33}v^3R_0^3(x)} + \frac{2v^2x_3^2(R_0(x) + v|x_3|)^2 - \rho^4(x)}{8\pi C_{44}vR_0^3(x)(R_0(x) + v|x_3|)^4}}.
\]

(A.20)

We stress that based on (A.20), it can be verified that \( v \) is the unique root of (50) under the condition (A.18).

By substituting the Green function in (A.19) along with the eigenstrain (42) into (3), we obtain

\[
\begin{bmatrix}
  u_1(x) \\
  u_2(x) \\
  u_3(x)
\end{bmatrix} = -\int_{\Omega} \begin{bmatrix}
  \frac{(C_{33}v^2 + C_{44})\sigma_{11} - (C_{13} + C_{44})\rho^2\sigma_{33}}{8\pi C_{33}C_{44}vR_0^3(x-y)}(x_1-y_1) \\
  \frac{(C_{33}v^2 + C_{44})\sigma_{11} - (C_{13} + C_{44})\rho^2\sigma_{33}}{8\pi C_{33}C_{44}vR_0^3(x-y)}(x_2-y_2) \\
  \frac{(C_{33}v^2 + C_{44})\sigma_{11} - (C_{13} + C_{44})\rho^2\sigma_{33}}{8\pi C_{33}C_{44}vR_0^3(x-y)}(x_3-y_3)
\end{bmatrix} dy
\]

\[
+ \int_{\Omega} \begin{bmatrix}
  \frac{3((C_{33}v^2 - C_{44})\sigma_{11} - (C_{13} + C_{44})\rho^2\sigma_{33})(x_1-y_1)(x_3-y_3)}{8\pi C_{33}C_{44}vR_0^3(x-y)} \\
  \frac{3((C_{33}v^2 - C_{44})\sigma_{11} - (C_{13} + C_{44})\rho^2\sigma_{33})(x_2-y_2)(x_3-y_3)}{8\pi C_{33}C_{44}vR_0^3(x-y)} \\
  \frac{3((C_{33}v^2 - C_{44})\sigma_{11} - (C_{13} + C_{44})\rho^2\sigma_{33})(x_3-y_3)^2}{8\pi C_{33}C_{44}vR_0^3(x-y)}
\end{bmatrix} dy
\]

(A.21)

\[
= K^1 \cdot \nabla_x \int_{\Omega} \frac{1}{R_0(x-y)} dy + K^2 \cdot \nabla_x \int_{\Omega} \frac{(x_3-y_3)^2}{R_0^3(x-y)} dy = \mathcal{L}(x), \quad x \in \Omega,
\]

with \( \mathcal{L}(x) \) denoting a linear vector function of \( x \), and

\[
K^1 := \frac{(C_{33}v^2 + C_{44})\sigma_{11} - (C_{13} + C_{44})\rho^2\sigma_{33}}{8\pi C_{33}C_{44}v^3}.
\]

(A.22)
and
\[
K^2 := -\frac{(C_{33}v^2 - C_{44})\bar{\sigma}_{11}^+ - (C_{13} + C_{44})v^2\bar{\sigma}_{33}^+}{8\pi C_{33}C_{44}v} .
\]

It follows from (A.21) that
\[
\frac{\partial}{\partial x_1} \left( \beta_1 \int_\Omega \frac{1}{R_0(x-y)} dy + \beta_2 \int_\Omega \frac{(x_3-y_3)^2}{R_0^3(x-y)} dy \right) = \mathcal{L}_1(x_1,x_2,x_3),
\]
\[
\frac{\partial}{\partial x_2} \left( \beta_1 \int_\Omega \frac{1}{R_0(x-y)} dy + \beta_2 \int_\Omega \frac{(x_3-y_3)^2}{R_0^3(x-y)} dy \right) = \mathcal{L}_2(x_1,x_2,x_3),
\]
\[
\frac{\partial}{\partial x_3} \left( \beta_1' \int_\Omega \frac{1}{R_0(x-y)} dy + \beta_2' \int_\Omega \frac{(x_3-y_3)^2}{R_0^3(x-y)} dy \right) = \mathcal{L}_3(x_1,x_2,x_3),
\]
with
\[
\beta_1 := \frac{(C_{33}v^2 + C_{44})\bar{\sigma}_{11}^+ - (C_{13} + C_{44})v^2\bar{\sigma}_{33}^+}{8\pi C_{33}C_{44}v^3}, \quad \beta_2 := \frac{(C_{33}v^2 - C_{44})\bar{\sigma}_{11}^+ - (C_{13} + C_{44})v^2\bar{\sigma}_{33}^+}{8\pi C_{33}C_{44}v},
\]
\[
\beta_1' := -\frac{(C_{13} + C_{44})\bar{\sigma}_{11}^+ + (C_{33}v^2 - C_{44})v^2\bar{\sigma}_{33}^+}{8\pi C_{33}C_{44}v^3}, \quad \beta_2' := -\frac{(C_{13} + C_{44})\bar{\sigma}_{11}^+ - (C_{33}v^2 - C_{44})v^2\bar{\sigma}_{33}^+}{8\pi C_{33}C_{44}v}.
\]

Similarly, we define
\[
\omega_0(x_1,x_2,x_3) := -\int_\Omega \frac{1}{4\pi R_0(x-y)} dy, \quad \tilde{\omega}_0(x_1,x_2,x_3) := -\int_\Omega \frac{(x_3-y_3)^2}{4\pi R_0^3(x-y)} dy.
\]

Then by substituting (A.26) into (A.24), we obtain
\[
-4\pi (\beta_1 \omega_0(x_1,x_2,x_3) + \beta_2 \tilde{\omega}_0(x_1,x_2,x_3)) = q_1(x_1,x_2,x_3) + \varphi_1(x_3),
\]
\[
-4\pi (\beta_1' \omega_0(x_1,x_2,x_3) + \beta_2' \tilde{\omega}_0(x_1,x_2,x_3)) = q_2(x_1,x_2,x_3) + \varphi_2(x_1,x_2),
\]
where \(\varphi_1(x_3)\) and \(\varphi_2(x_1,x_2)\) still represent two unknown functions, and \(q_1(x_1,x_2,x_3)\) and \(q_2(x_1,x_2,x_3)\) still represent two quadratic functions restricted by (A.9).

We can always arrive at \(\beta_1 \neq 0, \beta_2 = 0\) by choosing \(\bar{\sigma}_{11}^+\) and \(\bar{\sigma}_{33}^+\), that is,
\[
\left\{ \begin{array}{l}
(C_{33}v^2 + C_{44})\bar{\sigma}_{11}^+ - (C_{13} + C_{44})v^2\bar{\sigma}_{33}^+ = \beta_1 \neq 0, \\
(C_{33}v^2 - C_{44})\bar{\sigma}_{11}^+ - (C_{13} + C_{44})v^2\bar{\sigma}_{33}^+ = \beta_2 = 0.
\end{array} \right.
\]

The existence of the solution to (A.28) requires that
\[
\begin{vmatrix}
(C_{33}v^2 + C_{44}) & -(C_{13} + C_{44})v^2 \\
(C_{33}v^2 - C_{44}) & -(C_{13} + C_{44})v^2
\end{vmatrix} = -2C_{44}(C_{13} + C_{44})v^4 \neq 0,
\]
which is satisfied owing to (39), (43b) and (A.20).
Then, through substitution of (A.28) into (A.27), we obtain
\[
\omega_0(x_1, x_2, x_3) = -\frac{q_1(x_1, x_2, x_3) + \phi_1(x_3)}{4\pi \beta_1}.
\] (A.30)

According to (A.30), by the transformations introduced in (27) with \( t \) replaced by \( v \), the Newtonian potential induced by the inclusion \( \Omega' \) that is transformed from the original inclusion \( \Omega \) by (29) is
\[
N_{\Omega'}(x') = -\frac{1}{4\pi} \int_{\Omega'} \frac{1}{|x' - y'|} dy' = v \omega_0\left(x_1', x_2', \frac{x_3'}{v}\right) = \frac{v}{4\pi \beta_1} \left[q_1\left(x_1', x_2', \frac{x_3'}{v}\right) + \phi_1\left(\frac{x_3'}{v}\right)\right].
\] (A.31)

Likewise, substitution of (A.31) into (37) verifies that \( \phi_1(x_3) \) is a constant, linear or quadratic function, which indicates that the right-hand side of (A.31) is quadratic. Therefore, based on Theorem 3.2, we claim that \( \Omega' \) can only be of ellipsoidal shape, and thus \( \Omega \) must be ellipsoidal due to (29), which fulfills the proof of Theorem 3.3 for the degenerate transversely isotropic medium.

Moreover, we see that for the case \( \beta_1 \neq 0, \beta_2 = 0 \) which results in (A.31),
\[
\beta_2 = -\frac{(C_{33}v^2 - C_{44})\bar{\sigma}'_{11} - (C_{13} + C_{44})v^2 \bar{\sigma}'_{33}}{8\pi C_{33}C_{44}v} = 0 \quad \Rightarrow \quad \frac{\bar{\sigma}'_{33}}{\bar{\sigma}'_{11}} = \frac{(C_{33}v^2 - C_{44})}{(C_{13} + C_{44})v^2},
\] (A.32)

Then substitution of (A.20) into (A.32) generates
\[
\frac{\bar{\sigma}'_{33}}{\bar{\sigma}'_{11}} = \frac{(C_{33}v^2 - C_{44})}{(C_{13} + C_{44})v^2} = \frac{C_{11}C_{33} - C_{33}C_{44}v^2}{(C_{13} + C_{44})C_{11}},
\] (A.33)

which is consistent with the ratio (48) of \( \bar{\sigma}'_{33} \) to \( \bar{\sigma}'_{11} \) we require in the main text.

Further, substituting (A.33) back into (A.21) leads to (A.16) with \( v_1 \) replaced by \( v \), which has been proved to coincide with (54) and thus demonstrates the correctness of (54) derived by using Fourier forms of the Eshelby formalism in the main text.

**B. Another theorem that proves the generalized weak version for the transversely isotropic material based on material symmetry**

The material symmetry brings a new dimension regarding the investigation into the Eshelby conjecture. Here we present another theorem that proves the generalized weak version for the transversely isotropic material, i.e.,

**Theorem B.1** Let \( \Omega \subset \mathbb{R}^3 \) be a one-component connected bounded open domain with a Lipschitz boundary. There exist combinations \((\bar{\varepsilon}^*, C^{(1)})\) and \((\bar{\varepsilon}^*, C^{(2)})\), where \( \bar{\varepsilon}^* \) is a nonzero uniform eigenstrain defined by (42), and \( C^{(1)} \) and \( C^{(2)} \) are two linearly independent elastic tensors with the transversely isotropic symmetry, such that (3) holds for \((\bar{\varepsilon}^*, C^{(1)})\) and \((\bar{\varepsilon}^*, C^{(2)})\) simultaneously, if and only if \( \Omega \) is of ellipsoidal shape.
Theorem [B.1] means

$$\exists \mathbf{\varepsilon}^* \in \{\mathbf{\varepsilon}^*\}, \text{ and } \mathbf{C}^{(1)}, \mathbf{C}^{(2)} \in \{\mathbf{C}^{\text{trans}}\}, \text{ s.t. } \{F(\mathbf{\varepsilon}^*, \mathbf{C}^{(1)})\} \cap \{F(\mathbf{\varepsilon}^*, \mathbf{C}^{(2)})\} = \{E\}, \quad (B.1)$$

It is straightforward to see

$$\cap\{\{F(\mathbf{\varepsilon}^*, \mathbf{C})\}\} \subseteq \{F(\mathbf{\varepsilon}^*, \mathbf{C}^{(1)})\} \cap \{F(\mathbf{\varepsilon}^*, \mathbf{C}^{(2)})\}. \quad (B.2)$$

Substitution of (B.2) into (B.1) yields (13). Then combination of (13) with (12) leads to (6a).

We also consider two cases concerning the possible degeneracy of the elastic parameters of the transversely isotropic material.

(1) **Non-degenerate case**

For the case (A.1), we can start the analysis from (A.8). To prove (B.1), we then choose two different transversely isotropic materials whose elastic tensors are linearly independent by the procedure below.

1. Firstly, we choose material 1 and fix its elastic tensor, so the five independent elastic parameters of material 1 are regarded as constants in the subsequent derivations. In particular, the material parameters $v_1$ and $v_2$ defined in (A.3) are denoted by $v_1^{(1)}, v_2^{(1)}$, with the superscript (1) representing material 1.

2. Secondly, we choose material 2, whose elastic parameters satisfy, with the superscript (2) representing material 2,

$$v_i^{(2)} = v_i^{(1)} \quad (i = 1, 2). \quad (B.3)$$

Likewise, all of the parameters in the sequel will be distinguished by the superscripts (1) and (2) that correspond to material 1 and 2, respectively, except that for brevity, we will re-express $v_1^{(1)}$ and $v_1^{(2)}$ as $v_1$ and re-express $v_2^{(1)}$ and $v_2^{(2)}$ as $v_2$ obeying to (B.3), which means

$$v_1 \equiv v_1^{(1)} = v_1^{(2)}, \quad v_2 \equiv v_2^{(1)} = v_2^{(2)}. \quad (B.4)$$

Under the condition (B.4), we can at most make three of the five independent elastic parameters of material 2 different from those of material 1, which helps us to ensure the linear independence of the elastic tensors of material 1 and material 2.

Then based on (B.4), (A.8), for material 1 and material 2 are

$$-4\pi \left( \alpha_1^{(1)} \omega_1 (x_1, x_2, x_3) + \alpha_2^{(1)} \omega_2 (x_1, x_2, x_3) \right) = q_1^{(1)} (x_1, x_2, x_3) + \phi_1^{(1)} (x_3), \quad (B.5)$$

$$-4\pi \left( \alpha_1^{(2)} \omega_1 (x_1, x_2, x_3) + \alpha_2^{(2)} \omega_2 (x_1, x_2, x_3) \right) = q_1^{(2)} (x_1, x_2, x_3) + \phi_1^{(2)} (x_3),$$

where $\omega_1 (x_1, x_2, x_3)$ and $\omega_2 (x_1, x_2, x_3)$ defined in (A.7) only depend on $\Omega$ now since $v_1$ and $v_2$ are fixed constants here.

It can be derived from (B.5) that

$$\omega_1 (x_1, x_2, x_3) = -\frac{q_3 (x_1, x_2, x_3)}{4\pi \left( \alpha_1^{(1)} \alpha_2^{(2)} - \alpha_2^{(1)} \alpha_1^{(2)} \right)} \phi_3 (x_3), \quad (B.6)$$
where \( q_3 (x_1, x_2, x_3) := \alpha_2^{(2)} q_1^{(1)} (x_1, x_2, x_3) - \alpha_2^{(1)} q_1^{(2)} (x_1, x_2, x_3) \) and \( \varphi_3 (x_3) := \alpha_2^{(2)} \varphi_1^{(1)} (x_3) - \alpha_2^{(1)} \varphi_1^{(2)} (x_3) \). It is noted that the validity of (B.6) requires that \( \alpha_1^{(1)} \alpha_2^{(2)} - \alpha_2^{(1)} \alpha_1^{(2)} \neq 0 \), which will be shown to be satisfied by the selection of material 2.

According to (B.6), by the transformations introduced in (27) with \( t \) replaced by \( v_1 \), the Newtonian potential induced by the inclusion \( \Omega' \) that is transformed from the original inclusion \( \Omega \) by (29) is

\[
N_{\Omega'} (x') = -\frac{1}{4\pi} \int_{\Omega} \frac{1}{|x' - y'|} dV (y') = v_1 \omega_1 \left( x'_1, x'_2, \frac{x'_3}{v_1} \right) = \frac{v_1 \left[ q_3 (x'_1, x'_2, \frac{x'_3}{v_1}) + \varphi_3 (\frac{x'_3}{v_1}) \right]}{4\pi \left( \alpha_1^{(1)} \alpha_2^{(2)} - \alpha_2^{(1)} \alpha_1^{(2)} \right)}.
\]

(B.7)

Then substituting (B.7) into (37) generates the constant, linear or quadratic form of \( \varphi_1 (x_3) \). Similarly, the quadratic form of the Newtonian potential induced by \( \Omega' \) is obtained owing to (B.7). In terms of Theorem 3.2, we draw the conclusion that \( \Omega' \) must be an ellipsoid, and so is \( \Omega \) due to (29), which will prove Theorem B.1 for the non-degenerate transversely isotropic material.

However, it is left to prove that \( \alpha_1^{(1)} \alpha_2^{(2)} - \alpha_2^{(1)} \alpha_1^{(2)} = 0 \) can be realized, that is,

\[
\exists \, \alpha_j^{(i)} = 2H_j^{(i)} v_j^{(i)} \bar{\sigma}_{11} - A_j^{(i)} v_j^{(i)}^2 \bar{\sigma}_{33}, \, \text{s.t.} \, \alpha_1^{(1)} \alpha_2^{(1)} - \alpha_2^{(1)} \alpha_1^{(1)} \neq 0 \, (i, j = 1, 2). \quad (B.8)
\]

The inequality in (B.8) can be reformulated in the expression of the elastic parameters and the eigenstresses

\[
2 \left( C_{33}^{(2)} C_{44}^{(1)} - C_{33}^{(1)} C_{44}^{(2)} \right) \bar{\sigma}_{11}^2 + \left( C_{44}^{(2)} \left( C_{13}^{(1)} + C_{44}^{(1)} \right) - C_{44}^{(1)} \left( C_{13}^{(2)} + C_{44}^{(2)} \right) \right) \bar{\sigma}_{11} \bar{\sigma}_{33} = 0. \quad (B.9)
\]

In terms of (B.4), our goal is to verify that when material 1 is chosen and fixed, we can always choose the elastic parameters of material 2 yielding (B.9).

It can be derived form (B.4) and (A.3) that

\[
\frac{C_{11}^{(2)}}{C_{33}^{(2)}} = v_1 v_2, \quad \frac{C_{11}^{(2)} C_{33}^{(2)} + C_{44}^{(2)}^2 - (C_{13}^{(2)} + C_{44}^{(2)})^2}{C_{33}^{(2)} C_{44}^{(2)}} = v_1^2 + v_2^2. \quad (B.10)
\]

Since \( v_1 \) and \( v_2 \) are fixed constants, \( C_{11}^{(2)} \) and \( C_{13}^{(2)} \) can be determined via (B.10) once \( C_{12}^{(2)}, C_{33}^{(2)} \) and \( C_{44}^{(2)} \) are chosen. Thus we take \( C_{12}^{(2)}, C_{33}^{(2)} \) and \( C_{44}^{(2)} \) as three independent elastic parameters of material 2. Given this, we let \( C_{12}^{(2)} = C_{12}^{(1)} \), which guarantees the linear independence of the elastic tensors of material 1 and material 2, and fix \( C_{12}^{(2)} \) and \( C_{44}^{(2)} \), which means only \( C_{33}^{(2)} \) remains to be chosen.

By substituting (B.10) into (B.9), we obtain

\[
2 \left( C_{33}^{(2)} C_{44}^{(1)} - C_{33}^{(1)} C_{44}^{(2)} \right) \bar{\sigma}_{11}^2 + \left( C_{44}^{(2)} \left( C_{13}^{(1)} + C_{44}^{(1)} \right) - C_{44}^{(1)} \left( C_{13}^{(2)} + C_{44}^{(2)} \right) \right) \bar{\sigma}_{11} \bar{\sigma}_{33} = 0,
\]

which is a nonlinear inequality only with respect to \( C_{33}^{(2)} \), where \( C_{13}^{(1)}, C_{33}^{(1)}, C_{44}^{(1)}, C_{44}^{(2)}, v_1, v_2 \) are all treated as constants.
If we can find some \( C_{33}^{(2)} \) which makes \( (B.11) \) valid, we will complete the proof of \( (B.1) \). If we assume that \( (B.11) \) is invalid for \( C_{33}^{(2)} \), we can get

\[
\forall C_{33}^{(2)} > 0, \quad C_{44}^{(1)} \left( 4\sigma_{11}^2 - v_1^2v_2\sigma_{33}^2 \right) C_{33}^{(2)} - C_{44}^{(1)} \left( 4 \left( C_{44}^{(1)} (C_{13}^{(1)} + C_{44}^{(1)}) \sigma_{33}^* - 2C_{33}^{(1)} C_{44}^{(2)} \sigma_{11}^* \right) \sigma_{11}^* \\
- (v_1^2 + v_2^2) C_{44}^{(1)} C_{44}^{(2)} \sigma_{33}^* C_{33}^{(2)} + \left( C_{44}^{(1)} (C_{13}^{(1)} + C_{44}^{(1)}) \sigma_{33}^* - 2C_{33}^{(1)} C_{44}^{(2)} \sigma_{11}^* \right)^2 \\
- C_{44}^{(1)} C_{44}^{(2)} \sigma_{33}^* C_{33}^{(2)} = 0,
\]

\( (B.12) \)

Note that \( \sigma_{11}^* \) and \( \sigma_{33}^* \) in \( (42) \) are required not to be equal to zero simultaneously. Hence, according to \( (B.4) \) and \( (A.3) \), we can guarantee

\[
C_{44}^{(1)} \left( 4\sigma_{11}^2 - v_1^2v_2\sigma_{33}^2 \right) \neq 0
\]

by the initial selection of material 1. Given \( (B.13) \), the quadratic equation in \( (B.12) \) has a limited number of roots, and it is possible to choose \( C_{33}^{(2)} > 0 \) other than these roots to make the inequality \( (B.11) \) hold.

Thus, the proof of Theorem \( (B.1) \) for the non-degenerate transversely isotropic medium is completed.

(2) Degenerate case

For the case \( (A.18) \), we can start our derivations from \( (A.27) \). Then the steps of the proof are the same as those for the non-degenerate case. We choose material 1 and fix its four independent elastic parameters, and then choose material 2 whose elastic tensor is linearly independent of that of material 1 according to the needs for achieving the proof of \( (B.1) \). To this end, the material parameter \( v \) defined in \( (A.20) \) is denoted by \( v^{(1)} \) and \( v^{(2)} \) for the two materials, respectively, and we let

\[
v^{(1)} = v^{(2)} = v.
\]

\( (B.14) \)

Under the condition \( (B.14) \), we can at most make three of the four independent elastic parameters of material 2 different from those of material 1. Based on \( (B.14) \), we can derive from \( (A.27) \), that

\[
-4\pi\left( \beta_1^{(1)} \omega_0(x_1, x_2, x_3) + \beta_2^{(1)} \bar{\omega}_0(x_1, x_2, x_3) \right) = q_1^{(1)}(x_1, x_2, x_3) + \varphi_1^{(1)}(x_3),
\]

\[
-4\pi\left( \beta_1^{(2)} \omega_0(x_1, x_2, x_3) + \beta_2^{(2)} \bar{\omega}_0(x_1, x_2, x_3) \right) = q_1^{(2)}(x_1, x_2, x_3) + \varphi_1^{(2)}(x_3),
\]

\( (B.15) \)

where \( \omega_0(x_1, x_2, x_3) \) defined in \( (A.26) \) only depends on \( \Omega \) since \( v \) is now a constant that is fixed.

It can be derived from \( (B.15) \) that

\[
\omega_0(x_1, x_2, x_3) = -\frac{q_3(x_1, x_2, x_3) + \varphi_3(x_3)}{4\pi\left( \beta_1^{(1)} \beta_2^{(2)} - \beta_2^{(1)} \beta_1^{(2)} \right)}.
\]

\( (B.16) \)

where \( q_3(x_1, x_2, x_3) := \beta_2^{(2)} q_1^{(1)}(x_1, x_2, x_3) - \beta_2^{(1)} q_1^{(2)}(x_1, x_2, x_3) \) and \( \varphi_3(x_3) = \beta_2^{(2)} \varphi_1^{(1)}(x_3) - \beta_2^{(1)} \varphi_1^{(2)}(x_3) \). Here we also see that \( \beta_1^{(1)} \beta_2^{(2)} - \beta_2^{(1)} \beta_1^{(2)} \) cannot be zero, which will be shown in the sequel.
According to (B.16), by the transformations introduced in (27) with $t$ replaced by $v$, the Newtonian potential induced by the inclusion $\Omega'$ that is transformed from the original inclusion $\Omega$ by (29) is

$$N_{\Omega'}(x') = -\frac{1}{4\pi} \int_{\Omega'} \frac{1}{|x' - y'|} dy' = v\omega_3 \left( x_1', x_2', \frac{x_3'}{v} \right) = \frac{v}{4\pi} \left( \frac{q_3 \left( x_1', x_2', \frac{x_3'}{v} \right)}{\beta_1^{(1)} \beta_2^{(2)} - \beta_2^{(1)} \beta_1^{(2)}} \right).$$  

(B.17)

Similarly, via substitution of (B.17) into (37), we see that $\varphi_3 (x_3)$ is a constant, linear or quadratic function of $x_3$. Given this, comparison of (B.17) with Theorem 3.2 yields that $\Omega'$ can only be of ellipsoidal shape, which means that $\Omega$ can only be of ellipsoidal shape due to (29). Thus the proof of Theorem B.1 is achieved for the degenerate transversely isotropic material.

However, the proof of Theorem B.1 has not been completed yet unless

$$\exists \beta_j^{(i)} = \frac{(C_{44} - (-1)^i C_{33}v^2) v^2 j - 2\sigma_{11}^* + (-1)^i (C_{13} + C_{44}) v^2 / \sigma_{33}^*}{8\pi C_{33} C_{44} v^3},$$  

(B.18)

s.t. $\beta_1^{(1)} \beta_2^{(2)} - \beta_2^{(1)} \beta_1^{(2)} \neq 0$ $(i, j = 1, 2)$.

The inequality in (B.18) can be expressed in the form

$$\left( C_{33}^{(2)} C_{44}^{(1)} - C_{33}^{(1)} C_{44}^{(2)} \right) \sigma_{11}^{* 2} - \left( C_{13}^{(2)} C_{44}^{(1)} - C_{13}^{(1)} C_{44}^{(2)} \right) \sigma_{11}^* \sigma_{33}^* \neq 0,$$  

(B.19)

Based on (B.14), our goal is to verify that when material 1 is chosen and fixed, we can always choose the elastic parameters of material 2 yielding (B.19).

It follows from (B.14) and (A.20) that

$$\frac{C_{11}^{(2)}}{C_{33}^{(2)}} = v^4,$$  

(B.20)

which implies $C_{11}^{(2)}$ can be determined via (B.20) once $C_{33}^{(2)}$ is chosen, since $v$ is a fixed constant.

Thus we take $C_{12}^{(2)}$, $C_{33}^{(2)}$ and $C_{44}^{(2)}$ as three independent elastic parameters of material 2. And we let $\frac{C_{12}^{(2)}}{C_{44}^{(2)}} \neq \frac{C_{12}^{(1)}}{C_{44}^{(1)}}$ to ensure the linear independence of the elastic tensors of material 1 and material 2, and fix $C_{12}^{(2)}$ and $C_{44}^{(2)}$, which signifies that only $C_{33}^{(2)}$ remains to be chosen.

Then substitution of (B.20) and (A.18) into (B.19) yields

$$\left( C_{33}^{(2)} C_{44}^{(1)} - C_{33}^{(1)} C_{44}^{(2)} \right) \sigma_{11}^* - \left( \left( v^2 C_{33}^{(2)} - 2 C_{44}^{(1)} \right) C_{44}^{(1)} - C_{13}^{(1)} C_{44}^{(2)} \right) \sigma_{33}^* \neq 0,$$  

(B.21)

which is a linear inequality only with respect to $C_{33}^{(2)}$, where $C_{13}^{(1)}$, $C_{13}^{(1)}$, $C_{13}^{(2)}$, $C_{44}^{(2)}$, $v$ are all treated as constants.

If we can find some $C_{33}^{(2)}$ which makes (B.21) valid, we will complete the proof of (B.1). If we assume that (B.21) is invalid for $C_{33}^{(2)}$, we can get

$$\forall C_{33}^{(2)} > 0, \quad C_{33}^{(1)} (\sigma_{11}^* - v^2 \sigma_{33}^*) C_{33}^{(2)} - \left( C_{33}^{(2)} C_{44}^{(1)} \sigma_{11} - \left( 2 C_{44}^{(2)} C_{44}^{(1)} + C_{13}^{(1)} C_{44}^{(2)} \right) \sigma_{33}^* \right) = 0.$$  

(B.22)
Note that \( \sigma_{11}^* \) and \( \sigma_{33}^* \) in (42) are required not to be equal to zero simultaneously. Hence, according to (B.14) and (A.20), we can guarantee
\[
C_{44}^{(1)}(\sigma_{11}^* - v^2\sigma_{33}^*) \neq 0, \quad \text{(B.23)}
\]
by the initial selection of material 1. Given (B.23), the linear equation in (B.22) only admits a unique root, and it is possible to choose \( C_{33}^{(2)} > 0 \) other than such root to make the inequality (B.21) hold.

Ultimately, the proofs of Theorem B.1 for the non-degenerate and the degenerate transversely isotropic media are completed.

C. Proof of Lemma 4.1

The proof of Lemma 4.1 is divided into two parts. Firstly, we will verify the existence of an \( \Omega' \) that yields (90). Secondly, we will verify an \( \Omega' \) leading to (90) cannot be ellipsoidal, which is equivalent to proving
\[
\forall E \subset \mathbb{R}^3, \quad N_E[\rho](x') := -\int_E \frac{\rho(y')}{4\pi |x' - y'|} dy' \neq \varphi(x'), \quad x' \in E,
\]
where \( \varphi(x') \) is given in (91) as the expression of the Newtonian potential \( N_{\Omega'}[\rho](x') \) induced by \( \Omega' \) with the mass density \( \rho \).

(1) Part 1: the verification of the existence of an \( \Omega' \) that yields (90)

In this part, searching for \( \Omega' \) that generates (90) is mathematically a free boundary problem when the boundary of \( \Omega' \) is undetermined. To handle the free boundary problem, Friedman (1982) has set up a variational inequality to analyze a series of potential problems. Further, the variational method has been extended by Liu (2008), achieving the construction of non-ellipsoidal extremal structures that possess the Eshelby uniformity property in a medium with a fourth-order isotropic elastic tensor of three elastic constants by solving a particular over-determined problem concerning the Newtonian potential with a constant mass density.

We note that the variational scheme proposed by Liu (2008) can also be applied to proving the existence of non-ellipsoidal inclusions that possess Eshelby’s polynomial conservation property in anisotropic media by solving a corresponding Newtonian potential problem but with a quadratic mass density, as is shown in (90).

First of all, let us recall the variational method utilized by Liu (2008). According to the work of Liu (2008), we know that for an obstacle function \( \varphi \) satisfying:

1. \( \varphi \in C^{0,1}([\mathbb{R}^3]), \) where \( C^{0,1}([\mathbb{R}^3]) \) denotes the set of Lipschitz continuous functions defined on \( \mathbb{R}^3 \) with the norm
\[
||\varphi||_{0,1} = \sup_{x' \in \mathbb{R}^3} |\varphi(x')| + \sup_{x', y' \in \mathbb{R}^3} \frac{|\varphi(x') - \varphi(y')|}{|x' - y'|}; \quad \text{(C.2)}
\]
2. there exists \( r_0 > 0 \), such that \( \forall |x'| \geq r_0, \varphi(x') \leq 0; \)
3. $|\Delta \phi|$ is bounded in $B_{r_0} \setminus U^*$, with $B_{r_0} = \{ x' \, | \, |x'| \leq r_0, x' \in \mathbb{R}^3 \}$ and $U^* \subset B_{r_0}$ the set of the singular points where $|\nabla \otimes \nabla \phi|$, which denotes the norm of the second-order tensor $\nabla \otimes \nabla \phi$, is unbounded, in the sense of distribution;

4. $\exists C^\phi \in \mathbb{R}$, such that $\forall \zeta \in \mathbb{R}^3$ with $|\zeta| = 1$,

$$\int_{U^\phi} \frac{\partial^2 \phi}{\partial \zeta^2} \left( \phi + \frac{1}{2} C^\phi |x'|^2 \right) dx' \geq 0, \quad \text{(C.3)}$$

for any smooth function $\phi \in C_c^\infty (\mathbb{R}^3)$ with a compact support $U^\phi$, where $\frac{\partial}{\partial \zeta}$ denotes the directional derivative,

the variational inequality

$$\Pi(V_\phi) = \inf_{v \in K_\phi} \left\{ \Pi(v) \equiv \int_{\mathbb{R}^3} \frac{1}{2} |\nabla v|^2 \right\}, \quad \text{(C.4)}$$

where $K_\phi = \{ \ v \in W_0^{1,2}(\mathbb{R}^3) : v \geq \phi \}$, admits a unique minimizer $V_\phi \in W_{loc}^{2,\infty}(\mathbb{R}^3) \cap K_\phi$ satisfying

$$\Delta V_\phi \leq 0, \quad V_\phi \geq \phi, \quad (V_\phi - \phi) \Delta V_\phi = 0 \quad \text{in} \quad \mathbb{R}^3,$$

and there exists a coincident set $\Omega' = \{ x' \mid V_\phi(x') = \phi(x'), \ x' \in \mathbb{R}^3 \}$ with $\Omega' \subseteq B_{r_0}$.

In the above expressions, $W_0^{1,2}(\mathbb{R}^3)$ denotes the class of functions in $L^2(\mathbb{R}^3)$ with a zero boundary value, and the first derivatives of the functions in $W_0^{1,2}(\mathbb{R}^3)$ also belong to $L^2(\mathbb{R}^3)$ in the sense of distribution. $W_{loc}^{2,\infty}(\mathbb{R}^3)$ denotes the class of functions in $L^{\infty}(\mathbb{R}^3)$, whose first and second derivatives also belong to $L^{\infty}(\mathbb{R}^3)$ with the norm

$$||V_\phi(x')||_{2,\infty} = \sum_{m \leq 2} \text{ess sup}_{x' \in \mathbb{R}^3} |\partial^m V_\phi(x')| \quad \text{(C.5)}$$

where $m \geq 0; \partial^m V_\phi(x') = \frac{\partial^m V_\phi(x')}{\partial x_1^{k_1} \partial x_2^{k_2} \partial x_3^{k_3}}$ with $k_i \geq 0$, $k_i \in \mathbb{Z}$ $(i = 1, 2, 3)$ and $\sum_{i=1}^{3} k_i = m$ denote weak derivatives; and 'ess sup' denotes the essential supremum. Besides, the subscript 'loc' implies that the norm in (C.5) must be bounded with $\mathbb{R}^3$ replaced by any bounded strictly interior subdomain of it.

Based on the obstacle function $\phi$, the following over-determined problem

$$\begin{cases}
\Delta v_{od} = \chi_{\Omega'} \Delta \phi & \text{in} \quad \mathbb{R}^3 \\
\nabla v_{od} = \nabla \phi & x' \in \Omega' \\
|v_{od}| \leq \frac{\bar{C}}{|x'|} & \text{for} \ x' \geq r_0
\end{cases} \quad \text{(C.6)}$$

admits a solution $v_{od} = V_\phi$. Here $\bar{C}$ is a constant. The details of the above formulation can be found in the work of Liu (2008).

We let $\Gamma(x' - y') := -\frac{1}{4\pi|x' - y'|}$. Then owing to (C.6) and (C.6), for any $v_{od} \in W_{loc}^{2,\infty}(\mathbb{R}^3)$, we can
\[
N_{\Omega} [\Delta \phi] (x') = \int_{\mathbb{R}^3} \chi_{\Omega'} \Delta \phi(y') \Gamma(x' - y') dy' = \int_{\mathbb{R}^3} \Delta' v_{od}(y') \Gamma(x' - y') dy'
\]

\[
= \sum_{i=1}^{3} \int_{\partial B_{\infty}} \frac{\partial v_{od}(y')}{\partial y_i} \Gamma(x' - y') n_i dy' - \sum_{i=1}^{3} \int_{\mathbb{R}^3} \frac{\partial v_{od}(y')}{\partial y_i} \frac{\partial \Gamma(x' - y')}{\partial y_i} dy'
\]

\[
= -\sum_{i=1}^{3} \int_{\partial B_{\infty}} v_{od}(y') \frac{\partial \Gamma(x' - y')}{\partial y_i} n_i dy' + \int_{\mathbb{R}^3} v_{od}(y') \Delta \Gamma(x' - y') dy'
\]

\[
= \int_{\mathbb{R}^3} v_{od}(y') \delta(x' - y') dy' = v_{od}(x'),
\]

where \( B_{\infty} = \lim_{r \to \infty} \{ x' \mid |x'| \leq r, x' \in \mathbb{R}^3 \} \), and \( n = (n_1, n_2, n_3) \) is the unit outward normal to \( \partial B_{\infty} \).

Hence we conclude that any solution \( v_{od} \in W_{2, \infty}^2 (\mathbb{R}^3) \) of \((C.6)\) must be the Newtonian potential induced by \( \Omega' \) with the mass density \( \Delta \phi \).

To continue our analysis, we introduce a particular \( \phi^* \) expressed as

\[
\phi^*(x') := \begin{cases} 
\varphi(x'), & x' \in U \\
-3C, & x' \in \mathbb{R}^3 \setminus U
\end{cases}
\]

(C.8)

with \( U := \{ x' \mid x_1^4 + x_2^4 + x_3^4 \leq 48C, x' \in \mathbb{R}^3 \} \).

We will show that \( \phi^* \) in \((C.8)\) satisfies the four conditions of an obstacle function. Firstly, let \( U' := \{ x' \mid |x_i| \leq (48C)^{\frac{1}{2}} \ (i = 1, 2, 3), x' \in \mathbb{R}^3 \} \). It is seen that \( U' \) is bounded, and \( U \subset U' \); hence \( U \) is a bounded domain with \( \partial U \) defined by the surface \( x_1^4 + x_2^4 + x_3^4 - 48C = 0 \). It can be derived from \((C.8)\) along with \((C.10)\) that

\[
\phi^*|\partial U^- = \phi^*|\partial U^+ = -3C,
\]

where \( \partial U^- \) means the limiting value approached from the interior of \( U \), and \( \partial U^+ \) means the limiting value approached from the exterior of \( U \). Thus \( \phi^* \in C^0(\mathbb{R}^3) \). Further, substituting \((C.8)\) into \((C.2)\) yields

\[
||\phi^*||_{0,1} = \max \left\{ \sup_{x' \in U} |\varphi(x')|, -3C \right\}
\]

\[
+ \max \left\{ \sup_{x', y' \in U} \frac{|\varphi(x') - \varphi(y')|}{|x' - y'|}, \sup_{x' \in U, y' \in \mathbb{R}^3} \frac{|\varphi(x') + 3C|}{|x' - y'|}, 0 \right\}
\]

\[
= \sup_{x' \in U} |\varphi(x')| + \sup_{x' \in U} |\nabla \varphi(x')|.
\]

(C.10)

\(|\varphi(x')|\) and \(|\nabla \varphi(x')|\) are bounded in \( U \) owing to \((C.11)\), which implies that the norm \( ||\phi^*||_{0,1} \) of \( \phi^* \) is bounded, and thus \( \phi^* \in C^{0,1}(\mathbb{R}^3) \). Therefore, \( \phi^* \) satisfies the first condition of an obstacle function.

Secondly, we let \( r_0 := \sqrt[4]{C} \) and \( B_{r_0} := \{ x' \mid |x'| < r_0, x' \in \mathbb{R}^3 \} \). It can be verified that \( B_{r_0} \subset U \), since

\[
\forall x' \in B_{r_0}, \ x_1^4 + x_2^4 + x_3^4 \leq \left( x_1^2 + x_2^2 + x_3^2 \right)^2 < 36C < 48C.
\]

(C.11)

Thus \( \{ x' \mid |x'| \geq r_0, x' \in \mathbb{R}^3 \} = \mathbb{R}^3 \setminus B_{r_0} = (U \setminus B_{r_0}) \cup (\mathbb{R}^3 \setminus U) \). Then since

\[
\phi^*(x') = C - \frac{1}{12} \left( x_1^4 + x_2^4 + x_3^4 \right) \leq C - \frac{1}{36} \left( x_1^2 + x_2^2 + x_3^2 \right)^2 \leq 0, \quad \text{for } x' \in U \setminus B_{r_0},
\]

(C.12)
Based on (C.15), we know that
\[ \exists \] we conclude that \( \forall |x'| \geq r_0, \phi^*(x') \leq 0 \), which proves that \( \phi^* \) satisfies the second condition of an obstacle function.

Thirdly, owing to \( B_{r_0} \subset U \) and (C.8), we see \( \phi^* \in C^\infty(B_{r_0}) \). Hence \( U^* = \emptyset \), where \( U^* \subset B_{r_0} \) is defined as the set of singular points where \( \nabla \otimes \nabla \phi^* \) is unbounded. Thus we conclude that \( |\Delta \phi^*| \) is bounded in \( B_{r_0} \setminus U^* \), which proves that \( \hat{\phi}^* \) satisfies the third condition of an obstacle function.

Fourthly, let \( U^\circ \) denote the compact support of a smooth function \( \bar{\theta} \in C^\infty(\mathbb{R}^3) \), on which \( \bar{\theta} \geq 0 \). By definition, we know that \( \bar{\theta} = 0 \) in \( \mathbb{R}^3 \setminus U^\circ \), and

\[ \forall \ n = i + j + k \text{ with } i, j, k \geq 0, \quad \frac{\partial^n \bar{\theta}}{\partial x_1^{i_1} \partial x_2^{j_2} \partial x_3^{k_3}} \bigg|_{U^\circ} = 0. \]  

(C.14)

Then it can be derived from (C.8) and (C.14) that \( \forall \zeta \in \mathbb{R}^3 \) with \( |\zeta| = 1 \),

\[ \int_{U^\circ} \frac{\partial^2 \bar{\theta}}{\partial \zeta^2} \left( \phi^* + \frac{1}{2} C^\phi |x'|^2 \right) dx' \]

\[ = \int_{U^\circ} \frac{\partial^2 \phi}{\partial \zeta^2} \phi^* dx' + \int_{U^\circ} \frac{1}{2} C^\phi |x'|^2 \frac{\partial^2 \bar{\theta}}{\partial \zeta^2} dx' \]

\[ = \int_{U^\circ \cap \mathbb{R}^3 \setminus U} \frac{\partial \phi}{\partial \zeta} \cdot dS_{U^\circ} + \int_{U^\circ \cap \mathbb{R}^3 \setminus U} \frac{\partial \bar{\theta}}{\partial \zeta} \cdot C^\phi \cdot dS_{U^\circ} \]

\[ - \int_{U^\circ \cap (\mathbb{R}^3 \setminus U)} \frac{\partial \phi}{\partial \zeta} \cdot C^\phi \cdot dS_{U^\circ} \]

\[ = \int_{\partial \bar{\theta} \setminus \partial U} \sup_{x' \in \bar{\theta} \setminus \partial U} \left( \frac{\partial \phi}{\partial \zeta} \right) \left( dS_{U^\circ} - \int_{U^\circ \cap \mathbb{R}^3 \setminus U} \sup_{x' \in \bar{\theta} \setminus \partial U} \left| \frac{\partial \bar{\theta}}{\partial \zeta} \right| dx' \right) \left( \int_{U^\circ} \frac{\partial^2 \bar{\theta}}{\partial \zeta^2} dx' + \int_{U^\circ} \frac{\partial \bar{\theta}}{\partial \zeta} C^\phi dx' \right) \]

\[ \geq \int_{U^\circ} \bar{\theta} \left( C^\phi - \sup_{x' \in U^\circ} \left| \frac{\partial \phi}{\partial \zeta} \right| - \sup_{x' \in U^\circ} \left| \frac{\partial^2 \phi}{\partial \zeta^2} \right| \right) dx'. \]

Based on (C.15), we know that \( \exists \ C \in \mathbb{R} \) satisfying

\[ C^\phi \geq \sup_{x' \in U^\circ} \left| \frac{\partial \phi}{\partial \zeta} \right| + \sup_{x' \in U^\circ} \left| \frac{\partial^2 \phi}{\partial \zeta^2} \right|, \]  

(C.16)

such that \( \forall \zeta \in \mathbb{R}^3 \) with \( |\zeta| = 1 \),

\[ \int \frac{\partial^2 \bar{\theta}}{\partial \zeta^2} \left( \phi^* + \frac{1}{2} C^\phi |x'|^2 \right) dx' \geq \int_{U^\circ} \bar{\theta} \left( C^\phi - \sup_{x' \in U^\circ} \left| \frac{\partial \phi}{\partial \zeta} \right| - \sup_{x' \in U^\circ} \left| \frac{\partial^2 \phi}{\partial \zeta^2} \right| \right) dx' \geq 0, \]  

(C.17)

which proves that \( \phi^* \) satisfies the fourth condition of an obstacle function.
Therefore, for $\phi^*$, the over-determined problem (C.6) with $\phi$ replaced by $\phi^*$ admits a solution $v_{od} = V_{\phi^*} \in W_{\text{loc}}^{2,\infty}(\mathbb{R}^3)$, and there is a coincident set $\Omega' \subseteq B_{r_0} \subset U$, satisfying $V_{\phi^*}(x') = \phi^*(x')$ for $x' \in \Omega'$.

According to (C.7), $V_{\phi^*}(x')$ is actually the Newtonian potential induced by $\Omega'$ with the mass density $\Delta \phi^*$. Since $\Delta \phi^* = \Delta \phi = \rho$, we see that $V_{\phi^*}(x') = N_{\Omega'}[\rho](x') = \phi(x')$ for $x' \in \Omega'$. Therefore, we have substantiated the existence of a domain $\Omega'$ that leads to $N_{\Omega'}[\rho](x') = \phi(x')$ for $x' \in \Omega'$, and thus the proof of the existence of an $\Omega'$ that yields (90) is achieved.

(2) Part 2: the proof of the non-ellipsoidal shape of an $\Omega'$ that leads to (90)

As is mentioned before, the proof of the non-ellipsoidal shape of an $\Omega'$ that leads to (90) can be fulfilled by the substantiation of (C.1). Hence our aim is to prove (C.1) in this part.

Firstly, we know that the Newtonian potential of an ellipsoid should rely on the orientation of the ellipsoid, and it is also dependent on the position, since the mass density is not homogeneous, which varies with the position in the coordinates system $x' = (x_1, x_2, x_3)$. Here we let $z = (z_1, z_2, z_3)$ be the Cartesian coordinate whose origin is at the center of the ellipsoid with its axes being along the axes of the ellipsoid so that the ellipsoid is expressed as $E = \{ z \mid \frac{z_1^2}{a_1^2} + \frac{z_2^2}{a_2^2} + \frac{z_3^2}{a_3^2} \leq 1 \}$, where $a_i > 0 (i = 1, 2, 3)$ denote the semi-axis lengths of the ellipsoid.

By introducing transformations

$$x' = Q \cdot z + d, \quad y' = Q \cdot z' + d,$$

and then substituting (C.18) into (C.1), we obtain the Newtonian potential $N_E[\rho](z)$ induced by $E$ with the mass density $\rho$, which is expressed in the coordinates $z = (z_1, z_2, z_3)$ of the body frame of the ellipsoid, i.e.,

$$N_E[\rho](z) = -\int_{E} \frac{[Q \cdot z' + d]^2}{4\pi|z - z'|}dz' = \int_{E} \frac{|z'|^2 + 2(d \cdot Q) \cdot z' + |d|^2}{4\pi|z - z'|}dz', \quad (C.19)$$

where $Q$ is a second-order orthogonal tensor denoting rotation, and $d \in \mathbb{R}^3$ denotes the translation.

Let $f = 2(d \cdot Q)$. It can be derived from (C.19) that $N_E[\rho](z)$ can be expressed in terms of $f$, $d$ and $a_i$ ($i = 1, 2, 3$) (Mura, 1987), i.e.,

$$N_E[\rho](z) = C_E + A_1z_1 + A_2z_2 + A_3z_3 + B_1z_1^2 + B_2z_2^2 + B_3z_3^2 + H_1z_1^3 + H_2z_2^3 + H_3z_3^3 + H_4z_1z_2^2 + H_5z_1z_3^2 + H_6z_2z_3^2 + H_7z_2z_3^2 + H_8z_3z_1^2 + H_9z_3z_2^2 + J_1z_1^4 + J_2z_2^4 + J_3z_3^4 + J_4z_1^2z_2^2 + J_5z_2^2z_3^2 + J_6z_3^2z_1^2, \quad (C.20)$$
where

\[
C_E := \frac{1}{8} \left( (a_1^2 + a_2^2 + a_3^2)I - (a_1^4 I_1 + a_2^4 I_2 + a_3^4 I_3) \right) + \frac{1}{2} \| \mathbf{d} \|^2 I;
\]

\[
A_1 := \frac{1}{2} a_1^2 I_{1,1}; \quad A_2 = \frac{1}{2} a_2^2 I_{2,2}; \quad A_3 = \frac{1}{2} a_3^2 I_{3,3};
\]

\[
B_1 := \frac{3}{4} I_{11} a_1^4 + \frac{1}{4} I_{12} a_2^4 + \frac{1}{4} I_{13} a_3^4 - \frac{1}{4} (a_1^2 + a_2^2 + a_3^2) I_1 - \frac{1}{2} \| \mathbf{d} \|^2 I;
\]

\[
B_2 := \frac{3}{4} I_{22} a_2^4 + \frac{1}{4} I_{21} a_1^4 + \frac{1}{4} I_{23} a_3^4 - \frac{1}{4} (a_1^2 + a_2^2 + a_3^2) I_2 - \frac{1}{2} \| \mathbf{d} \|^2 I;
\]

\[
B_3 := \frac{3}{4} I_{33} a_3^4 + \frac{1}{4} I_{31} a_1^4 + \frac{1}{4} I_{32} a_2^4 - \frac{1}{4} (a_1^2 + a_2^2 + a_3^2) I_3 - \frac{1}{2} \| \mathbf{d} \|^2 I;
\]

\[
H_1 := -\frac{1}{2} a_1^2 I_{11,11}; \quad H_2 = -\frac{1}{2} a_2^2 I_{22,22}; \quad H_3 = -\frac{1}{2} a_3^2 I_{33,33};
\]

\[
H_4 := -\frac{1}{2} a_1^2 I_{21,21}; \quad H_5 = -\frac{1}{2} a_2^2 I_{31,31}; \quad H_6 = -\frac{1}{2} a_3^2 I_{12,12};
\]

\[
H_7 := -\frac{1}{2} a_1^2 I_{23,23}; \quad H_8 = -\frac{1}{2} a_2^2 I_{33,33}; \quad H_9 = -\frac{1}{2} a_3^2 I_{13,13};
\]

\[
J_1 := \frac{1}{8} I_{11} (a_1^2 + a_2^2 + a_3^2) - \frac{5}{8} I_{111} a_1^4 - \frac{1}{8} a_1^2 I_{112} - \frac{1}{8} a_1^4 I_{113};
\]

\[
J_2 := \frac{1}{8} I_{22} (a_2^2 + a_2^2 + a_3^2) - \frac{5}{8} I_{222} a_2^4 - \frac{1}{8} a_2^4 I_{221} - \frac{1}{8} a_2^2 I_{223};
\]

\[
J_3 := \frac{1}{8} I_{33} (a_3^2 + a_2^2 + a_3^2) - \frac{5}{8} I_{333} a_3^4 - \frac{1}{8} a_3^2 I_{331} - \frac{1}{8} a_3^4 I_{332};
\]

\[
J_4 := \frac{1}{4} (a_2^2 + a_3^2) I_{12} - \frac{3}{4} (a_2^4 I_{121} + a_2^4 I_{122}) - \frac{1}{4} a_3^4 I_{121};
\]

\[
J_5 := \frac{1}{4} (a_3^2 + a_3^2) I_{23} - \frac{3}{4} (a_3^4 I_{232} + a_3^4 I_{233}) - \frac{1}{4} a_3^4 I_{232};
\]

\[
J_6 := \frac{1}{4} (a_1^2 + a_2^2 + a_3^2) I_{31} - \frac{3}{4} (a_3^4 I_{333} + a_3^4 I_{311}) - \frac{1}{4} a_3^4 I_{311};
\]

with

\[
I = \frac{\Pi_3 a_k}{2} \int_0^{+\infty} \frac{ds}{\sqrt{\Pi_3 q=1 (a_q^2 + s)}}; \quad I_i = \frac{\Pi_3 a_k}{2} \int_0^{+\infty} \frac{ds}{(a_i^2 + s)\sqrt{\Pi_3 q=1 (a_q^2 + s)}}; \quad I_{ij} = \frac{\Pi_3 a_k}{2} \int_0^{+\infty} \frac{ds}{(a_i^2 + s)(a_j^2 + s)\sqrt{\Pi_3 q=1 (a_q^2 + s)}}; \quad (C.21)
\]

\[
I_{ij} = \frac{\Pi_3 a_k}{2} \int_0^{+\infty} \frac{ds}{(a_i^2 + s)(a_j^2 + s)(a_n^2 + s)\sqrt{\Pi_3 q=1 (a_q^2 + s)}}; \quad (C.22)
\]

Meanwhile, substituting \((C.18)\) into \((91)\) yields

\[
\varphi(z) = C - \frac{1}{12} (Q_{11} z_1 + Q_{12} z_2 + Q_{13} z_3 + d_1)^4
\]

\[
- \frac{1}{12} (Q_{21} z_1 + Q_{22} z_2 + Q_{23} z_3 + d_2)^4 - \frac{1}{12} (Q_{31} z_1 + Q_{32} z_2 + Q_{33} z_3 + d_3)^4. \quad (C.23)
\]
Then based on (C.20) and (C.23), we are going to prove (C.1), and we will achieve the proof by contradiction. Assume $N_{E}(\rho)(\mathbf{z}) = \varphi(\mathbf{z})$, and hence the right-hand side of (C.23) equals the right-hand side of (C.20). By comparison of the coefficients of $z_{1}^{3}z_{2}, z_{1}z_{2}^{3}, z_{2}z_{3}^{3}, z_{1}z_{3}^{3}, z_{1}z_{3}$ in (C.23) with those in (C.20), we obtain

\[
\begin{align*}
Q_{11}^{3}Q_{12} + Q_{21}^{3}Q_{22} + Q_{31}^{3}Q_{32} &= 0, \\
Q_{11}^{3}Q_{12} + Q_{21}^{3}Q_{22} + Q_{31}^{3}Q_{32} &= 0, \\
Q_{12}^{3}Q_{13} + Q_{22}^{3}Q_{23} + Q_{32}^{3}Q_{33} &= 0, \\
Q_{12}^{3}Q_{13} + Q_{22}^{3}Q_{23} + Q_{32}^{3}Q_{33} &= 0, \\
Q_{13}^{3}Q_{11} + Q_{23}^{3}Q_{21} + Q_{33}^{3}Q_{31} &= 0, \\
Q_{13}^{3}Q_{11} + Q_{23}^{3}Q_{21} + Q_{33}^{3}Q_{31} &= 0.
\end{align*}
\]  \hspace{1cm} (C.24)

In addition, since $Q$ is orthogonal, we see

\[
\begin{align*}
Q_{11}^{3}Q_{12} + Q_{21}^{3}Q_{22} + Q_{31}^{3}Q_{32} &= 0, \\
Q_{12}^{3}Q_{13} + Q_{22}^{3}Q_{23} + Q_{32}^{3}Q_{33} &= 0, \\
Q_{13}^{3}Q_{11} + Q_{23}^{3}Q_{21} + Q_{33}^{3}Q_{31} &= 0, \\
Q_{11}^{3} + Q_{21}^{3} + Q_{31}^{3} &= 1, \\
Q_{12}^{3} + Q_{22}^{3} + Q_{32}^{3} &= 1, \\
Q_{13}^{3} + Q_{23}^{3} + Q_{33}^{3} &= 1.
\end{align*}
\]  \hspace{1cm} (C.25)

By combining (C.24) with (C.25) with (C.25) and (C.25), we obtain

\[
\begin{bmatrix}
Q_{12} & Q_{22} & Q_{32} \\
Q_{13} & Q_{23} & Q_{33} \\
Q_{12}^{3} & Q_{22}^{3} & Q_{32}^{3} \\
Q_{13}^{3} & Q_{23}^{3} & Q_{33}^{3}
\end{bmatrix}
\begin{bmatrix}
Q_{11} \\
Q_{21} \\
Q_{31}
\end{bmatrix}
= 0.  \hspace{1cm} (C.26)
\]

We regard (C.26) as a homogenous linear system of equations with respect to $(Q_{11}, Q_{21}, Q_{31})$, so $(Q_{12}, Q_{22}, Q_{32}), (Q_{13}, Q_{23}, Q_{33}), (Q_{12}^{3}, Q_{22}^{3}, Q_{32}^{3})$ and $(Q_{13}^{3}, Q_{23}^{3}, Q_{33}^{3})$ denote four coefficients for four different linear equations in this system.

If there are more than 2 independent linear equations in (C.26), the solution will be trivial. However, (C.26) only admits non-trivial solutions owing to (C.25). Thus, there are at most two independent equations in the homogenous linear system shown in (C.26). Then, let us choose the first two equations in (C.26) as two independent equations, and the independence between them can be proved by (C.25).

Given this, we have

\[
\begin{align*}
(Q_{12}^{3}, Q_{22}^{3}, Q_{32}^{3}) &= k_{1}(Q_{12}, Q_{22}, Q_{32}) + m_{1}(Q_{13}, Q_{23}, Q_{33}), \\
(Q_{13}^{3}, Q_{23}^{3}, Q_{33}^{3}) &= k_{2}(Q_{13}, Q_{23}, Q_{33}) + m_{2}(Q_{12}, Q_{22}, Q_{32}),
\end{align*}
\]  \hspace{1cm} (C.27)

with $k_{i}, m_{i}$ ($i = 1, 2$) being four real constants.

Then by substituting (C.27) into (C.24), and substituting (C.27) into (C.24), we get

\[
m_{1} = m_{2} = 0.  \hspace{1cm} (C.28)
\]
which means

\[ (Q_{12}^3, Q_{22}^3, Q_{32}^3) = k_1(Q_{12}, Q_{22}, Q_{32}), \quad (Q_{13}^3, Q_{23}^3, Q_{33}^3) = k_2(Q_{13}, Q_{23}, Q_{33}), \]  

(C.29)

with \( k_1, k_2 \neq 0 \) due to (C.25)5,6.

Then we take three cases concerning \((Q_{12}, Q_{22}, Q_{32})\) into consideration.

1. Only one component of \((Q_{12}, Q_{22}, Q_{32})\) is nonzero.

Without loss of generality, we take \(Q_{12} \neq 0\) so that \(Q_{22} = Q_{32} = 0\). Since \(|(Q_{12}, Q_{22}, Q_{32})| = 1\), we have \(Q_{12} = \pm 1\). Given that \((Q_{12}, Q_{22}, Q_{32})\) have been specified, \(Q\) can be determined based on (C.25) and (C.24) once \((Q_{13}, Q_{23}, Q_{33})\) is determined. Then substituting \(Q_{12} = \pm 1\) and \(Q_{22} = Q_{32} = 0\) into (C.25) yields \(Q_{13} = 0\). To further determine \((Q_{13}, Q_{23}, Q_{33})\), we consider three cases concerning \(Q_{23}\) and \(Q_{33}\).

(a) \(Q_{23} = 0, Q_{33} \neq 0\) or \(Q_{33} = 0, Q_{23} \neq 0\).

Without loss of generality, we take \(Q_{23} = 0, Q_{33} \neq 0\). Likewise, \(|(Q_{13}, Q_{23}, Q_{33})| = 1\) so that \(Q_{33} = \pm 1\). Based on (C.25), since \((Q_{12}, Q_{22}, Q_{32}) = (\pm 1, 0, 0)\) and \((Q_{13}, Q_{23}, Q_{33}) = (0, 0, \pm 1)\), we know that \((Q_{11}, Q_{21}, Q_{31}) = (0, \pm 1, 0)\). Thus

\[
Q = \begin{bmatrix}
  0 & \pm 1 & 0 \\
  \pm 1 & 0 & 0 \\
  0 & 0 & \pm 1
\end{bmatrix}.
\]

By following the same procedure, we can construct more \(Q\), that only possesses three \(\pm 1\) components. Such \(Q\) denotes the rotation of the coordinate system \(z = (z_1, z_2, z_3)\) around any basis of it by \(\pm \frac{\pi}{4}\) or symmetric transformations with respect to any plane spanned by two axes of the coordinate system \(z = (z_1, z_2, z_3)\) or the superposition of them. There are 48 \(Q\) in total.

Let \(\varphi^{(4)}(z)\) denote the summation of the forth-degree terms in \(\varphi(z)\). In this case,

\[
\varphi^{(4)}(z) = -\frac{1}{12} (z_1^4 + z_2^4 + z_3^4).
\]

(C.30)

(b) \(Q_{23} \neq 0, Q_{33} \neq 0\).

According to (C.29) and (C.25), we have four cases:

\[ Q_{23} = \pm \sqrt{k_2}, \quad Q_{33} = \pm \sqrt{k_2}, \quad k_2 = \frac{1}{2}. \]

We discuss \(Q_{23} = Q_{33} = \sqrt{\frac{3}{2}}\), and other cases can be discussed in the same way. When \(Q_{23} = Q_{33} = \frac{\sqrt{3}}{2}\), by resorting to (C.25), we gain \((Q_{11}, Q_{21}, Q_{31}) = (0, \frac{\sqrt{3}}{2}, -\frac{\sqrt{3}}{2})\) or \((Q_{11}, Q_{21}, Q_{31}) = (0, -\frac{\sqrt{3}}{2}, \frac{\sqrt{3}}{2});\) we just consider the former case, which results in

\[
Q = \begin{bmatrix}
  0 & \pm 1 & 0 \\
  \pm \sqrt{\frac{3}{2}} & 0 & \frac{\sqrt{3}}{2} \\
  -\frac{\sqrt{3}}{2} & 0 & \sqrt{\frac{3}{2}}
\end{bmatrix}.
\]

(C.31)

Likewise, we could construct more \(Q'_s\) in a similar form, which means the rotations of the coordinate system \(z = (z_1, z_2, z_3)\) around any basis of it by \(\pm \frac{\pi}{4}\) or further superposition of
such rotations on the coordinates transformation represented by \( Q_s \). There are 72 \( Q_s' \) in total. In this case,

\[
\varphi^4(z) = -\frac{1}{12} \left( \frac{1}{2} z_1^4 + \frac{1}{2} z_2^4 + 2 z_3^4 + 3 z_1^2 z_2^2 \right),
\]

or \( \varphi^4(z) = -\frac{1}{12} \left( \frac{1}{2} z_1^4 + \frac{1}{2} z_3^4 + 4 z_2^4 + 3 z_1^2 z_3^2 \right), \) (C.32)

or \( \varphi^4(z) = -\frac{1}{12} \left( \frac{1}{2} z_2^4 + \frac{1}{2} z_3^4 + 5 z_1^2 z_2^2 + 3 z_2^2 z_3^2 \right). \)

2. Two components of \( (Q_{12}, Q_{22}, Q_{32}) \) are nonzero and the other is zero.

Without loss of generality, we take \( Q_{12}, Q_{22} \neq 0 \) so that \( Q_{32} = 0 \). Due to (C.29) and (C.25), we have

\[
Q_{12} = \pm \sqrt{k_1}, \quad Q_{22} = \pm \sqrt{k_1}, \quad k_1 = \frac{1}{2}.
\]

Then we consider two cases concerning \( (Q_{13}, Q_{23}, Q_{33}) \).

(a) At least one component of \( (Q_{13}, Q_{23}, Q_{33}) \) is zero.

This situation is the same as that discussed in (b) of (i), since \( (Q_{13}, Q_{23}, Q_{33}) \), \( (Q_{12}, Q_{22}, Q_{32}) \) and \( (Q_{11}, Q_{21}, Q_{31}) \) are equivalent, which can be replaced by each other. For example, when \( (Q_{12}, Q_{22}, Q_{32}) = (-\frac{\sqrt{2}}{2}, \frac{\sqrt{2}}{2}, 0) \) is fixed, and if there is only one nonzero component in \( (Q_{13}, Q_{23}, Q_{33}) \), we have \( (Q_{13}, Q_{23}, Q_{33}) = (0, 0, \pm 1) \) and \( (Q_{11}, Q_{21}, Q_{31}) = (\frac{\sqrt{2}}{2}, \frac{\sqrt{2}}{2}, 0) \); thus

\[
Q = \begin{bmatrix}
-\frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} & 0 \\
\frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} & 0 \\
0 & 0 & \pm 1
\end{bmatrix}.
\]

If there are two nonzero components in \( (Q_{13}, Q_{23}, Q_{33}) \), we have \( (Q_{13}, Q_{23}, Q_{33}) = (\frac{\sqrt{2}}{2}, \frac{\sqrt{2}}{2}, 0) \) and \( (Q_{11}, Q_{21}, Q_{31}) = (0, 0, \pm 1) \); thus

\[
Q = \begin{bmatrix}
0 & -\frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} \\
\frac{\sqrt{2}}{2} & -\frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} \\
\pm 1 & 0 & 0
\end{bmatrix}.
\]

(b) Three components of \( (Q_{13}, Q_{23}, Q_{33}) \) are all nonzero.

In this case, according to (C.29), we have

\[
Q_{13} = \pm \sqrt{k_2}, \quad Q_{23} = \pm \sqrt{k_2}, \quad Q_{33} = \pm \sqrt{k_2}, \quad k_3 = \frac{1}{3}.
\]

Based on (C.29), (C.25) and the above equation, we fix \( (Q_{13}, Q_{23}, Q_{33}) = (\frac{\sqrt{3}}{3}, -\frac{\sqrt{3}}{3}, \frac{\sqrt{3}}{3}) \) and \( (Q_{12}, Q_{22}, Q_{32}) = (\frac{\sqrt{2}}{2}, \frac{\sqrt{2}}{2}, 0) \). Other situations when the sign of any component of
\((Q_{12}, Q_{22}, Q_{32})\) and \((Q_{13}, Q_{23}, Q_{33})\) changes can be discussed via the same method. Then we can easily calculate
\[
(Q_{11}, Q_{21}, Q_{31}) = \pm (Q_{12}, Q_{22}, Q_{32}) \times (Q_{13}, Q_{23}, Q_{33})
\]
\[
= \pm \left( \frac{\sqrt{6}}{6}, -\frac{\sqrt{6}}{6}, -\frac{\sqrt{6}}{3} \right),
\]
which contradicts (C.24)\(_6\). Hence this case is invalid.

3. Three components of \((Q_{12}, Q_{22}, Q_{32})\) are all nonzero.

In this case, it is obvious that \((Q_{13}, Q_{23}, Q_{33})\) cannot have one nonzero component or three nonzero components due to (C.20). Given this, there must be two nonzero components of \((Q_{13}, Q_{23}, Q_{33})\). However, when \((Q_{13}, Q_{23}, Q_{33})\) has two nonzero components, the situation is the same as that discussed in (b) of (ii), since \((Q_{13}, Q_{23}, Q_{33})\) and \((Q_{12}, Q_{22}, Q_{32})\) can be exchanged, which does not influence the discussion.

Then we draw the conclusion that if there exists an ellipsoid whose Newtonian potential satisfies \(N_E[\rho](z) = \varphi(z)\), then the sum of the forth-degree terms \(\varphi^{(4)}(z)\) in the polynomial \(\varphi(z)\) can only be expressed as either (C.30) or (C.32).

However, according to (C.20), the sum of the forth-degree terms \(\varphi_E^{(4)}(z)\) that results from the Newtonian potential of an ellipsoid must be expressed as
\[
\varphi_E^{(4)}(z) = J_1 z_1^4 + J_2 z_2^4 + J_3 z_3^4 + J_4 z_1^2 z_2^2 + J_5 z_2^2 z_3^2 + J_6 z_3^2 z_1^2,
\]
where \(J_i (i = 1, 2, 3, 4, 5, 6)\) are introduced in (C.21).

Then we are going to prove \(\varphi_E^{(4)}(z) \neq \varphi^{(4)}(z)\), which ultimately implies (C.1).

We will achieve the proof by determining the range of \(J_i (i = 1, 2, 3, 4, 5, 6)\) that relies on the shape of the ellipsoid. It is known from Mura [1987] that there are relationships among \(I_i, I_{ij}, I_{ijk}\) \((i, j, k = 1, 2, 3)\), i.e.,
\[
I_1 + I_2 + I_3 = 1; \quad I_{ij} = \frac{I_j - I_i}{a_i^2 - a_j^2}, \quad \text{for } i \neq j; \quad I_{ii} = \frac{1}{3} \left( \frac{1}{a_i^2} - \sum_{q=1, q \neq i}^3 I_{i q} \right);
\]
\[
I_{ijk} = \frac{I_{jk} - I_{ik}}{a_i^2 - a_j^2}, \quad \text{for } i \neq j \neq k; \quad I_{i jj} = \frac{I_{jj} - I_{ii}}{a_i^2 - a_j^2}, \quad \text{for } i \neq j; \quad I_{iii} = \frac{1}{5} \left( \frac{1}{a_i^4} - \sum_{q=1, q \neq i}^3 I_{i i q} \right),
\]
where the summation convention is not utilized. Then substituting (C.34) and (C.22) into (C.21)
yields

\[
J_1 = -\frac{1}{6} + \frac{1}{24}(4a_1^2 + 3a_2^2)I_{12} + \frac{1}{24}(4a_2^2 + 3a_3^2)I_{13};
\]

\[
J_2 = -\frac{1}{6} + \frac{1}{24}(4a_2^2 + 3a_3^2)I_{21} + \frac{1}{24}(4a_3^2 + 3a_1^2)I_{23};
\]

\[
J_3 = -\frac{1}{6} + \frac{1}{24}(4a_3^2 + 3a_1^2)I_{31} + \frac{1}{24}(4a_1^2 + 3a_2^2)I_{32};
\]

\[
J_4 = \frac{1}{4}(I_1 + I_2) - \frac{3}{4}(a_1^2 + a_2^2)I_{12} + \frac{a_1a_2a_3}{8} \int_0^{+\infty} \frac{s}{(a_1^2 + s)(a_2^2 + s)\sqrt{\Pi_{q=1}^3(a_q^2 + s)}}ds; \quad (C.35)
\]

\[
J_5 = \frac{1}{4}(I_2 + I_3) - \frac{3}{4}(a_2^2 + a_3^2)I_{23} + \frac{a_1a_2a_3}{8} \int_0^{+\infty} \frac{s}{(a_2^2 + s)(a_3^2 + s)\sqrt{\Pi_{q=1}^3(a_q^2 + s)}}ds;
\]

\[
J_6 = \frac{1}{4}(I_3 + I_1) - \frac{3}{4}(a_3^2 + a_1^2)I_{31} + \frac{a_1a_2a_3}{8} \int_0^{+\infty} \frac{s}{(a_3^2 + s)(a_1^2 + s)\sqrt{\Pi_{q=1}^3(a_q^2 + s)}}ds,
\]

which are always valid even when two of \(a_1, a_2, a_3\) are equal. Then we consider three cases concerning the shape of the ellipsoid.

1. When the ellipsoid is spherical.

In this case, \(a_1 = a_2 = a_3\). Then it can be derived from \((C.35)\) that

\[
J_1 = J_2 = J_3 = -\frac{1}{20}, \quad J_4 = J_5 = J_6 = -\frac{1}{10},
\]

substitution of which into \((C.33)\) leads to the explicit expression of the summation of the forth-degree terms \(\phi_{\text{sph}}^{(4)}(z)\) of the Newtonian potential induced by a sphere, i.e.,

\[
\phi_{\text{sph}}^{(4)}(z) = -\frac{1}{20}(z_1^4 + z_2^4 + z_3^4) - \frac{1}{10}(z_1^2z_2^2 + z_2^2z_3^2 + z_3^2z_1^2).
\]  \((C.36)\)

Since \((C.36)\) does not satisfy either \((C.30)\) or \((C.32)\), we conclude that \(\phi_{\text{sph}}^{(4)}(z) \neq \phi^{(4)}(z)\), which implies \(\phi(z)\) cannot be the Newtonian potential induced by a sphere with the mass density \(\rho\).

2. When the ellipsoid is spheroidal.

In this case, without loss of the generality, we take \(a_1 = a_2 = \frac{a_3}{e}\), and \(e > 0\).

(a) Oblate spheroid: \(e < 1\).

When \(e < 1\), it can be derived from \((C.35)\) that

\[
J_1 = J_2 = -\frac{(2e^2 - 23)e^2\sqrt{1 - e^2} + 3e(3 + 4e^2)}{64(1 - e^2)^{\frac{3}{2}}} \arccos e;
\]

\[
J_3 = -\frac{(2 + 19e^2)\sqrt{1 - e^2} + 3e(3 + 4e^2)}{24(1 - e^2)^{\frac{3}{2}}} \arccos e;
\]

\[
J_4 = -\frac{(2e^2 - 23)e^2\sqrt{1 - e^2} + 3e(3 + 4e^2)}{32(1 - e^2)^{\frac{3}{2}}} \arccos e; \quad (C.37)
\]

\[
J_5 = J_6 = -\frac{(2e^4 + 15e^2 + 4)\sqrt{1 - e^2} - 3e(3 + 4e^2)}{8(1 - e^2)^{\frac{3}{2}}} \arccos e,
\]
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where there is

\[ J_1 = J_2 = J_4 = \frac{J_4}{2}. \]  \hspace{1cm} (C.38)

Let \( \varphi_{[\text{obl}]}^{(4)} \) denote the summation of the forth-degree terms of the Newtonian potential induced by an oblate spheroid. If \( \varphi_{[\text{obl}]}^{(4)} \) is expressed as (C.30), comparing (C.30) with (C.33) leads to \( J_1, J_2, J_3 \neq 0 \) and \( J_4 = J_5 = J_6 = 0 \), which contradicts (C.38). Thus, \( \varphi_{[\text{obl}]}^{(4)} \) cannot be expressed as (C.30).

If \( \varphi_{[\text{obl}]}^{(4)} \) is expressed as (C.32) \(_1\), comparing (C.32) \(_1\) with (C.33) leads to \( J_5 = J_6 = 0 \) and \( J_1 = J_2 = \frac{1}{5} J_3 = \frac{1}{5} J_4 \neq 0 \), which also contradicts (C.38). Other situations when \( \varphi_{[\text{obl}]}^{(4)} \) is expressed as (C.32) \(_2\) or (C.32) \(_3\) can be analysed in the same way. Hence \( \varphi_{[\text{obl}]}^{(4)} \) cannot be expressed as (C.32), either.

Through the same method, we can discuss the case when \( a = b = \varepsilon \) and \( b = c = \frac{a}{\varepsilon} \). Therefore, we conclude that \( \varphi_{[\text{obl}]}^{(4)}(z) \neq \varphi^{(4)}(z) \), which implies \( \varphi(z) \) cannot be the Newtonian potential induced by an oblate spheroid with the mass density \( \rho \).

(b) Prolate spheroid: \( e > 1 \).

When \( e > 1 \), it can be derived from (C.35) that

\[
J_1 = J_2 = -\frac{(2e^2 - 23)e^2\sqrt{e^2 - 1} + 3e(3 + 4e^2)\cosh^{-1} e}{64(e^2 - 1)^{5/2}};
\]

\[
J_3 = -\frac{-(2 + 19e^2)\sqrt{e^2 - 1} + 3e(3 + 4e^2)\cosh^{-1} e}{24(e^2 - 1)^{5/2}};
\]

\[
J_4 = -\frac{-(2e^2 - 23)e^2\sqrt{e^2 - 1} + 3e(3 + 4e^2)\cosh^{-1} e}{32(e^2 - 1)^{5/2}};
\]

\[
J_5 = J_6 = -\frac{(2e^4 + 15e^2 + 4)\sqrt{e^2 - 1} - 3e(3 + 4e^2)\cosh^{-1} e}{8(e^2 - 1)^{5/2}},
\]  \hspace{1cm} (C.39)

where there is also a result in (C.38), and the only difference between (C.37) and (C.39) is the replacement of ‘\( \arccos e \)’ with ‘\( \cosh^{-1} e \)’. By a similar analysis to that for the oblate spheroid, we can reach the conclusion that \( \varphi(z) \) cannot be the Newtonian potential induced by a prolate spheroid with the mass density \( \rho \).

3. When the ellipsoid is in a general shape: \( a_1 \neq a_2 \neq a_3 \).

We divide our analysis into two parts:

(a) Firstly, we are going to prove that (C.30) cannot be the summation of the forth-degree terms of the polynomial Newtonian potential \( \varphi_{[\text{gen}]}^{(4)} \) induced by a general ellipsoid with \( a_1 \neq a_2 \neq a_3 \) and the mass density \( \rho \).
When \( a_1 \neq a_2 \neq a_3 \), we can simplify the expression of \( J_i \) \((i=1,2,3,4,5,6)\) in \((C.35)\), i.e.,

\[
J_1 = -\frac{1}{6} + \frac{(I_2 - I_1)(4a_1^2 + 3a_2^2)}{24(a_1^2 - a_2^2)} + \frac{(I_3 - I_1)(4a_1^2 + 3a_3^2)}{24(a_1^2 - a_3^2)};
\]

\[
J_2 = -\frac{1}{6} + \frac{(I_2 - I_1)(4a_2^2 + 3a_1^2)}{24(a_2^2 - a_1^2)} + \frac{(I_3 - I_2)(4a_2^2 + 3a_3^2)}{24(a_2^2 - a_3^2)};
\]

\[
J_3 = -\frac{1}{6} + \frac{(I_3 - I_1)(4a_3^2 + 3a_1^2)}{24(a_3^2 - a_1^2)} + \frac{(I_3 - I_2)(4a_3^2 + 3a_2^2)}{24(a_3^2 - a_2^2)};
\]

\[
J_4 = \frac{(5a_1^2 + 2a_2^2)I_1 - (5a_2^2 + 2a_1^2)I_2}{4(a_1^2 - a_2^2)};
\]

\[
J_5 = \frac{(5a_2^2 + 2a_3^2)I_2 - (5a_3^2 + 2a_2^2)I_3}{4(a_2^2 - a_3^2)};
\]

\[
J_6 = \frac{(5a_3^2 + 2a_1^2)I_3 - (5a_1^2 + 2a_3^2)I_1}{4(a_3^2 - a_1^2)}.
\]

If \( \varphi_{\text{gen}}^{(4)} \) is given as \((C.30)\), comparing \((C.30)\) with \((C.33)\) yields \( J_4 = J_5 = J_6 = 0 \). Then substituting \( J_4 = J_5 = J_6 = 0 \) into \((C.40)\) leads to

\[
\begin{bmatrix}
5a_1^2 + 2a_2^2 & -(5a_2^2 + 2a_1^2) & 0 \\
0 & 5a_1^2 + 2a_3^2 & -(5a_3^2 + 2a_1^2) \\
5a_2^2 + 2a_3^2 & 0 & -(5a_3^2 + 2a_2^2)
\end{bmatrix}
\begin{bmatrix}
I_1 \\
I_2 \\
I_3
\end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}.
\]

\((C.41)\)

Since

\[
\begin{vmatrix}
5a_1^2 + 2a_2^2 & -(5a_2^2 + 2a_1^2) & 0 \\
0 & 5a_1^2 + 2a_3^2 & -(5a_3^2 + 2a_1^2) \\
5a_2^2 + 2a_3^2 & 0 & -(5a_3^2 + 2a_2^2)
\end{vmatrix} = 30(a_1^2 - a_2^2)(a_2^2 - a_3^2)(a_3^2 - a_1^2) \neq 0.
\]

\((C.42)\)

we know that the linear system of equations with respect \((I_1, I_2, I_3)\) in \((C.41)\) only admits a trivial solution. However, according to \((C.22)\), we know that \(I_i > 0\) \((i = 1,2,3)\), which forms a contradiction. Hence we conclude that \( \varphi_{\text{gen}}^{(4)} \) cannot be in the form of \((C.30)\).

(b) Secondly, we are going to prove that \((C.32)\) cannot be the summation of the forth-degree terms of the polynomial Newtonian potential \( \varphi_{\text{gen}}^{(4)} \) induced by a general ellipsoid with \( a_1 \neq a_2 \neq a_3 \) and the mass density \( \rho \).

Based on \((C.32)\), we take \( J_4 = J_5 = 0, J_6 \neq 0 \), and the situations when \( J_4 = J_6 = 0, J_5 \neq 0 \) and \( J_5 = J_6 = 0, J_4 \neq 0 \) can be analysed through the same procedure. When \( J_4 = J_5 = \)
0, \( J_6 \neq 0 \), comparing (C.32) with (C.33) and (C.40) yields
\[
I_1 = \frac{5a_1^2 + 2a_2^2}{5a_2^2 + 2a_3^2} \frac{5a_2^2 + 2a_3^2}{5a_2^2 + 2a_3^2} \frac{5a_3^2 + 2a_1^2}{5a_3^2 + 2a_1^2} I_1; \quad I_2 = \frac{5a_2^2 + 2a_3^2}{5a_2^2 + 2a_3^2} \frac{5a_3^2 + 2a_1^2}{5a_3^2 + 2a_1^2} I_2;
\]
\[
J_1 = -\frac{1}{6} + \frac{2a_1^2(9a_2^2 + 5a_3^2)}{4(5a_1^2 + 2a_2^2)(5a_2^2 + 2a_3^2)} + 3(a_2^4 + 6a_2^2a_2^3) I_3 = -\frac{1}{24} ;
\]
\[
J_2 = -\frac{1}{6} + \frac{2a_2^2(9a_2^2 + 5a_3^2)}{4(5a_1^2 + 2a_2^2)(5a_2^2 + 2a_3^2)} + 3(a_2^4 + 6a_2^2a_2^3) I_3 = -\frac{1}{12} ;
\]
\[
J_3 = -\frac{1}{6} + \frac{2a_3^2(9a_2^2 + 5a_3^2)}{4(5a_1^2 + 2a_2^2)(5a_2^2 + 2a_3^2)} + 3(a_2^4 + 6a_2^2a_2^3) I_3 = -\frac{1}{24} ;
\]
\[
J_4 = J_5 = 0; \quad J_6 = -\frac{15(a_2^2 - a_3^2)(a_2^2 - a_3^2)}{2(5a_2^2 + 2a_3^2)(5a_2^2 + 2a_3^2)} I_3 = -\frac{1}{4} ,
\]
which are valid only when
\[
\frac{2a_1^2(9a_2^2 + 5a_3^2)}{4(5a_1^2 + 2a_2^2)(5a_2^2 + 2a_3^2)} + 3(a_2^4 + 6a_2^2a_2^3) = \frac{15(a_2^2 - a_3^2)(a_2^2 - a_3^2)}{2(5a_2^2 + 2a_3^2)(5a_2^2 + 2a_3^2)} I_3 = \frac{1}{2} ;
\]
\[
\frac{48a_4^4 + 78a_2^2a_2^2 + a_2^2(78a_2^2 + 9a_3^2)}{(5a_1^2 + 2a_2^2)(5a_2^2 + 2a_3^2)} I_3 = 2.
\]
It follows from (C.44) that
\[
2a_1^2(9a_2^2 + 5a_3^2) + 3(a_2^4 + 6a_2^2a_2^3) = 15(a_2^2 - a_3^2)(a_2^2 - a_3^2) \Rightarrow a_2^2(6a_2^2 + a_3^2) + a_1^2(3a_2^2 + 25a_3^2) = 0 .
\]
However, \( a_2^2(6a_2^2 + a_3^2) + a_1^2(3a_2^2 + 25a_3^2) > 0 \), which indicates that (C.45) is impossible. Hence we conclude that \( \phi \) cannot be the Newtonian potential induced by a general ellipsoid with \( a_1 \neq a_2 \neq a_3 \) and the mass density \( \rho \).

In conclusion, by reductio, we have proved that \( \phi \) introduced in (91) is not equal to the Newtonian potential induced by spheres, spheroids, and general ellipsoids with any orientation, any position, and the fixed mass density \( \rho \), which implies the completion of the proof that \( \phi \) cannot be the Newtonian potential induced by any ellipsoidal inclusion which possesses the mass density \( \rho \). Therefore, the proof of (C.1) is completed, and thus an \( \Omega' \) that leads to (90) must be non-ellipsoidal, combining which with the proof of the existence of an \( \Omega' \) that generates (90) in the first part leads to the proof of Lemma 4.1.

D. The shapes of counter-example non-ellipsoidal inclusions

(1) Construction of \( \Omega^{(1)} \)

The counter-example inclusion \( \Omega^{(1)} \) will be constructed by searching for an \( \Omega' \) that generates
\[
N_{\Omega}[\rho](\mathbf{x}) = -\int_{\Omega'} \frac{\rho(\mathbf{y})}{4\pi |\mathbf{x} - \mathbf{y}|} d\mathbf{y} = C - \frac{1}{12} \left( x_1'^4 + x_2'^4 + x_3'^4 \right) , \quad x' \in \Omega', \quad (D.1)
\]
where $C$ is a positive real constant and $\rho(y') = -|y'|^2$, and then transforming $\Omega'$ into $\Omega^{(1)}$ via the transformation

$$
\Omega^{(1)} = \left\{ x' \left| \left( \begin{array}{ccc} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & s \end{array} \right) \cdot x' \in \Omega' \right. \right\}
$$

(D.2)

with $s$ a positive real constant. Substituting (D.1) into (88) results in the quadratic elastic strain $\varepsilon$ induced by $\Omega^{(1)}$ when subjected to the quadratic eigenstress $\sigma^*$ defined by (80) and (81), which verifies $\Omega^{(1)}$ is a counter-example inclusion for a quadratic eigenstrain.

Since $\Omega^{(1)}$ is constructed due to (D.2), we then describe the scheme for the determination of the shape of $\Omega'$. According to Appendix C, we know that (D.1) is the solution of the over-determined problem (C.6) for $x' \in \Omega'$, when the corresponding obstacle function is taken as

$$
\phi(x') = C - \frac{1}{12} \left( x_1'^4 + x_2'^4 + x_3'^4 \right),
$$

(D.3)

which is consistent with the right-hand side of (D.1). Let $V^\phi(x')$ denote the solution of the over-determined problem (C.6) under the condition (D.3). It is known in Appendix C that $V^\phi(x')$ can be directly solved by the variational inequality (C.4). Once $V^\phi(x')$ is obtained, the shape of $\Omega'$ can be constructed by assembling the points where $V^\phi(x') = \phi(x')$, since by definition,

$$
\Omega' = \left\{ x' \mid V^\phi(x') = \phi(x'), \ x' \in \mathbb{R}^3 \right\}.
$$

(D.4)

According to the work of Liu (2008), the variational inequality (C.4) can be discretized into

$$
\min \left\{ \prod(\hat{\psi}) = -\frac{1}{2} \hat{V}^\phi \cdot \hat{K} \cdot \hat{V}^\phi, \ \hat{V}^\phi \geq \hat{\phi} \right\},
$$

(D.5)

where $\hat{V}^\phi$ denotes the vector whose components are the values of $V^\phi$ at the nodal points when using discretization of the finite element method; $\hat{\phi}$ denotes the vector whose components are the values of $\phi$ at the nodal points; and $\hat{K}$ is the stiffness tensor corresponding to the Laplacian equation $\Delta V^\phi = 0$ discretized via the finite element method. Note that (D.5) is a standard quadratic programming problem that can be easily solved.

Therefore, the construction of $\Omega^{(1)}$ is achieved by two steps. Firstly, we let $C = \frac{1}{36}$ in (D.3) and then numerically solve (D.5) to obtain $V^\phi(x')$ and thus the shape of $\Omega'$ via (D.4). Secondly, based on the shape of $\Omega'$, we let $s = 0.5$ in (D.2) and then construct $\Omega^{(1)}$ via (D.2). The shape of $\Omega^{(1)}$ is shown in Figure D.1 below. The notation $\{x,y,z\}$ denoting the axes of the coordinates in the figure corresponds to $\{x_1,x_2,x_3\}$ (or $\{x_1',x_2',x_3'\}$) in the main text. More counter-example inclusions can be constructed by choosing other $C$ and $s$. 
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(a) Nodal points where $|\{\hat{\mathbf{V}}_k\} - \{\hat{\phi}_k\}| \leq 10^{-4}$ with $k$ the sequence of the nodes.

(b) The configuration of $\Omega^{(1)}$ assembled by the nodal points in (a).

(c) The view of $\Omega^{(1)}$ in x-y plane. (d) The view of $\Omega^{(1)}$ in x-z plane. (e) The view of $\Omega^{(1)}$ in y-z plane.

Figure D.1: The counter-example $\Omega^{(1)}$ for a quadratic eigenstrain when $C = \frac{1}{36}$ in (D.3), and $s = 0.5$ in (D.2).

(2) Construction of $\Omega^{(2)}$

The counter-example inclusion $\Omega^{(2)}$ will be constructed by searching for an $\tilde{\Omega}$ that generates

$$N_{\tilde{\Omega}}[\rho](x') = -\int_{\tilde{\Omega}} \frac{\rho(y')}{4\pi|x'-y'|} dy' = \tilde{C} - \frac{1}{30}(x_1'^6 + x_2'^6 + x_3'^6) - \beta \log \frac{(x_1' - 12\sqrt{C})^2 + (x_2' - 12\sqrt{C})^2}{36C}, \ x' \in \tilde{\Omega}. \quad (D.6)$$

where $\beta$, $C$ and $\tilde{C}$ are positive real constants and $\rho(y') = -(y_1'^4 + y_2'^4 + y_3'^4)$, and then transforming $\tilde{\Omega}$ into $\Omega^{(2)}$ via the transformation

$$\Omega^{(2)} = \left\{ x' \left| \begin{array}{ccc} s_1 & 0 & 0 \\ 0 & s_2 & 0 \\ 0 & 0 & 1 \end{array} \right| \cdot x' \in \tilde{\Omega} \right\} \quad (D.7)$$

with $s_1$ and $s_2$ two positive real constants. Here $s_1 = \sqrt{\frac{a}{b}}$ and $s_2 = \sqrt{\frac{b}{c}}$, where $a, b, c$ are defined in (107). Substituting (D.6) into (111) results in the quartic elastic strain induced by $\Omega^{(2)}$ when subjected to the quartic eigenstress $\sigma^*$ defined by (80) and (105), which verifies $\Omega^{(2)}$ is a counter-example inclusion for a quartic eigenstrain.

In this case, we take an obstacle function $\phi(x')$ expressed as

$$\phi(x') = \tilde{C} - \frac{1}{30}(x_1'^6 + x_2'^6 + x_3'^6) - \beta \log \frac{(x_1' - 12\sqrt{C})^2 + (x_2' - 12\sqrt{C})^2}{36C}, \quad (D.8)$$

which is consistent with the right-hand side of (D.6). Then based on (D.8), $\tilde{\Omega}$ can be determined by

$$\tilde{\Omega} = \{ x' \left| V_\phi(x') = \phi(x'), \ x' \in \mathbb{R}^3 \right\} \quad (D.9)$$
once $V_{\phi}(x')$ is numerically solved by (D.5). Further, $\Omega^{(2)}$ is constructed by (D.7).

Specifically, the construction of $\Omega^{(2)}$ is also achieved by two steps. Firstly, we let $C = \hat{C} = \frac{1}{36}$ and $\beta = \frac{1}{600}$ in (D.8) and then numerically solve (D.5) to obtain $V_{\phi}(x')$ and thus the shape of $\tilde{\Omega}$ via (D.9). Secondly, based on the shape of $\tilde{\Omega}$, we let $s_1 = 0.5$ and $s_2 = 1.5$ in (D.7) and then construct $\Omega^{(2)}$ via (D.7). The shape of $\Omega^{(2)}$ is shown in Figure D.2 below. The notation \{x, y, z\} denoting the axes of the coordinates in the figure is corresponding to \{x_1, x_2, x_3\} (or \{x'_1, x'_2, x'_3\}) in the main text. And more counter-example inclusions can be constructed by choosing other $C, \hat{C}, \beta, s_1$ and $s_2$.

Figure D.2: The counter-example $\Omega^{(2)}$ for a quartic eigenstrain when $C = \hat{C} = \frac{1}{36}$ and $\beta = \frac{1}{600}$ in (D.8), and $s_1 = 0.5$ and $s_2 = 1.5$ in (D.7).

**E. The proof of the existence of an $\Omega'$ that yields (92)**

We introduce

$$\phi' := \phi^* + \omega^*, \quad (E.1)$$

where $\phi^*$ is introduced in (C.8), and

$$\omega^*(x'_1, x'_2) := \begin{cases} 
0 & x' \in U^{(1)}, \\
-\beta \log 9 & x' \in U^{(2)}, \\
\omega & x' \in U^{(\omega)},
\end{cases} \quad (E.2)$$

with $\beta$ being a positive real constant, $\omega$ being defined in (93), $U^{(1)} := \{x'| (x'_1 - 12\sqrt{C})^2 + (x'_2 - 12\sqrt{C})^2 \leq 36C, x' \in \mathbb{R}^3\}$, $U^{(2)} := \{x'| (x'_1 - 12\sqrt{C})^2 + (x'_2 - 12\sqrt{C})^2 \geq 324C, x' \in \mathbb{R}^3\}$ and $U^{(\omega)} := \{x'| 324C \geq (x'_1 - 12\sqrt{C})^2 + (x'_2 - 12\sqrt{C})^2 \geq 36C, x' \in \mathbb{R}^3\}$.

Then we will verify that $\phi'$ is an obstacle function defined in Appendix C, by demonstrating that $\phi'$ satisfies all of the four conditions.
Firstly, it has been proved in Appendix C that \( \phi^* \in C^0(\mathbb{R}^3) \). Since \( \omega^* \in C^0(\mathbb{R}^3) \) due to (E.2) and (93), we see \( \phi^* \in C^0(\mathbb{R}^3) \). Further, by substituting (E.1) into (C.2), we obtain

\[
\|\phi'(x')\|_{0,1} \leq \sup_{x' \in U} |\phi(x')| + \sup_{x' \in U} |\nabla x' \phi(x')| + \sup_{x' \in U^0} |\omega(x'_1,x'_2)| + \sup_{x' \in U^0} |\nabla x' \omega(x'_1,x'_2)|,
\]

(E.3)

where \( \phi \) is given in (91), and \( U \) is a bounded domain defined in (C.8). \( |\phi(x')| \) and \( |\nabla x' \phi(x')| \) are bounded in \( U \) owing to (C.8), and \( |\omega(x'_1,x'_2)| \) and \( |\nabla x' \omega(x'_1,x'_2)| \) are bounded in \( U^0 \) owing to (93), which means that the norm \( \|\phi'(x')\|_{0,1} \) of \( \phi' \) is bounded, and thus \( \phi^* \in C^{0,1}(\mathbb{R}^3) \). Hence, \( \phi' \) satisfies the first condition of an obstacle function.

Secondly, we let \( r_0 := 6\sqrt{C} \). It has been proved in Appendix C that \( \forall |x'| \geq r_0, \phi^*(x') \leq 0 \); in addition, (E.2) and (93) imply \( \omega^*(x'_1,x'_2) \leq 0 \) for any \( x' \). We conclude that \( \forall |x'| \geq r_0, \phi'(x') = \phi^*(x') + \omega^*(x'_1,x'_2) \leq 0 \), which proves that \( \phi' \) satisfies the second condition of an obstacle function.

Thirdly, based on (C.8) and (E.2), it can be verified that \( \forall |x'| \geq r_0, \phi'(x') = \phi^*(x') + \omega^*(x'_1,x'_2) \leq 0 \), which proves that \( \phi' \) satisfies the second condition of an obstacle function.

Fourthly, by introducing \( U^0 \) that denotes the compact support of the smooth function \( \psi \), on which \( \psi \geq 0 \), and resorting to (C.17), it can be derived from (E.1) that \( \forall \zeta \in \mathbb{R}^3 \) with \( |\zeta| = 1 \),

\[
\int_{U^0} \frac{\partial^2 \phi}{\partial \zeta^2} \left( \phi' + \frac{1}{2} C \phi' |x'|^2 \right) d\zeta \geq \int_{U^0} \phi' \left( C \phi' - \sup_{x' \in U} \left| \frac{\partial \phi}{\partial \zeta} \right| - \sup_{x' \in U^0} \left| \frac{\partial^2 \phi}{\partial \zeta^2} \right| \right) d\zeta + \int_{U^0} \frac{\partial^2 \psi}{\partial \zeta^2} \omega^* d\zeta,
\]

(E.4)

whose second term satisfies

\[
\int_{U^0} \frac{\partial^2 \psi}{\partial \zeta^2} \omega^* d\zeta = \int_{U^0 \cap U^0} \frac{\partial^2 \psi}{\partial \zeta^2} \omega^* d\zeta + \int_{U^0 \cap U^0} (-\beta \log 9) \frac{\partial^2 \psi}{\partial \zeta^2} d\zeta - \int_{U^0 \cap U^0} \frac{\partial \psi}{\partial \zeta} \frac{\partial \omega}{\partial \zeta} d\zeta + \int_{U^0 \cap U^0} \frac{\partial \psi}{\partial \zeta} \frac{\partial}{\partial \zeta} \left( \beta \log 9 \right) \frac{\partial \omega}{\partial \zeta} \zeta d\zeta
\]

(E.5)

Then substitution of (E.5) back into (E.4) indicates that \( \exists C \phi' \in \mathbb{R} \) satisfying

\[
C \phi' \geq \sup_{x' \in U} \left| \frac{\partial \phi}{\partial \zeta} \right| + \sup_{x' \in U} \left| \frac{\partial^2 \phi}{\partial \zeta^2} \right| + \sup_{x' \in U^0} \left| \frac{\partial \omega}{\partial \zeta} \right| + \sup_{x' \in U^0} \left| \frac{\partial^2 \omega}{\partial \zeta^2} \right|
\]

such that \( \forall \zeta \in \mathbb{R}^3 \) with \( |\zeta| = 1 \),

\[
\int_{U^0 \cap U^0} \frac{\partial^2 \phi}{\partial \zeta^2} \left( \phi' + \frac{1}{2} C \phi' |x'|^2 \right) d\zeta \geq 0,
\]

which proves that \( \phi' \) satisfies the fourth condition of an obstacle function. Therefore, we have shown that \( \phi' \) is an obstacle function for the over-determined problem (C.6), which results in the existence of a coincident set \( \Omega' \subseteq B_{r_0} \), where \( N_{\Omega'}[\rho](x') = \phi'(x') \) for \( x' \in \Omega' \). Further, since \( \Omega' \subseteq B_{r_0} \subseteq (U \cap U^0) \),
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we conclude that $N_{\Omega} [\rho](x') = \varphi(x') + \omega(x'_1, x'_2)$ for $x' \in \Omega'$ due to (E.1). Hence we have proved the existence of an $\bar{\Omega}$ that makes (92) hold.
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