Reciprocal and real space maps for EMCD experiments
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Abstract

Electron magnetic chiral dichroism (EMCD) is an emerging tool for quantitative measurements of magnetic properties using the transmission electron microscope (TEM), with the possibility of nanometer resolution. The geometrical conditions, data treatment and electron gun settings are found to influence the EMCD signal. In this article, particular care is taken to obtain a reliable quantitative measurement of the ratio of orbital to spin magnetic moment using energy filtered diffraction patterns. For this purpose, we describe a method for data treatment, normalization and selection of mirror axis. The experimental results are supported by theoretical simulations based on dynamical diffraction and density functional theory. Special settings of the electron gun, so called telefocus mode, enable a higher intensity of the electron beam, as well as a reduction of the influence from artifacts on the signal. Using these settings, we demonstrate the principle of acquiring real space maps of the EMCD signal. This enables advanced characterization of magnetic materials with superior spatial resolution.
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1. Introduction

The discovery of the electron magnetic chiral dichroism (EMCD) in the electron energy-loss spectra (EELS) [1,2] demonstrated the feasibility of atom specific magnetic measurements with the transmission electron microscope (TEM). EMCD probes the same electronic transitions as
its older x-ray counterpart, x-ray magnetic circular dichroism (XMCD) \[3\] but with a theoretical spatial resolution one or two orders of magnitude better than XMCD. The dependence of the EMCD signal on the specific scattering geometry means that, at best, only qualitative information could be obtained by experiments alone, such as relative changes of local atom specific magnetization \[4\]. The development of a density functional theory (DFT) based simulation software \[5\] and the recent derivations of the sum rule expressions for EMCD \[6, 7\] provide a basis for using the EMCD technique for quantitative measurements. The experimental geometry and crystalline quality of the sample play a crucial role since the sample is used as a beam splitter to obtain the dichroic signal. Therefore, understanding the effect of even small deviations on the signal is essential for the practical use of the EMCD technique.

To obtain a dichroic signal, two angle-resolved electron energy-loss spectra are acquired and subtracted from each other, which is referred to as the EMCD signal. The two scattering angles, described by scattering vectors $k$, are chosen to be symmetric around a mirror axis \[1\]. The sample is often oriented with respect to the incoming electron beam so that mainly two or three spots are visible in the diffraction plane, conventionally named two-beam case (2BC) and three-beam case (3BC) geometries, respectively. Theoretical considerations show that the 3BC is fully symmetric and, according to the sum rules, preferable over the 2BC geometry for quantitative measurements \[8\]. However, very small deviations from the perfect 3BC geometry are found to influence the extracted dichroic signal \[8\].

In our recent publication, Ref. \[9\], we presented quantitative measurement of the orbital to spin magnetic moment ratio for a bcc Fe sample. Energy-resolved reciprocal space maps were acquired in 3BC geometry, where we extracted the ratio of the orbital to spin magnetic moment ($m_L/m_S$) and compared with theoretical calculations. Here we build on the findings in Ref. \[9\] and systematically evaluate the influence of the properties of the sample (Sec. \[2\]), the experimental set-up (Sec. \[3\]), data treatment (Sec. \[4\]) and considerations on the symmetry for the 3BC geometry (Sec. \[6.1\]). We also describe the special setting of the microscope which allow us to acquire real space maps of the EMCD signal (Sec. \[5\]). Sec. \[5\] describes the theoretical approach applied in our \textit{ab initio} simulations of the EMCD effect. Sec. \[6.1\] summarizes our findings, comparing in detail the results from experiment and theory of the reciprocal space maps. We analyze in particular the systematic errors of the observed $m_L/m_S$ ratios caused by deviation from the symmetric geometries, as required by the sum rules. The results of the real
space maps are described in Sec. 6.2 and finally followed by the main conclusions in Sec. 7.

2. Sample preparation

An 25 nm thick bcc Fe (001) layer was grown by UHV magnetron sputtering on a MgO (001) substrate, using a Fe/V superlattice as a buffer layer. After the substrate was outgassed at 780°C in UHV, the temperature was lowered to the deposition temperature of approximately 330°C. The seed layer employed was a two step superlattice (4 x [0.91 nm V / 0.29 nm Fe] followed by 4 x [0.45 nm V + 0.29 nm Fe]). As process gas Ar with a purity of 99.9999% at a pressure of 0.8 Pa was used. Deposition rates for Fe and V were 0.052 nm/s and 0.032 nm/s, respectively. The final Fe layer was protected with a 2 nm thick Al capping layer to prevent oxidation. To study the quality of the grown Fe layer, x-ray diffraction and reflectivity measurements were performed using a Siemens D5000 diffractometer in Bragg-Brentano focusing geometry with Cu Kα radiation (\(\lambda = 0.154 \text{ nm}\)) and a secondary monochromator. Rocking curve measurements on the Fe (002) peak revealed a texture angle, full width at half maximum (FWHM) of \(\sim 0.67°\), reflecting the high quality of the sputtered thin layer. In the thin film community such high quality Fe sample is often referred to as monocrystalline. Though, for the EMCD measurements this texture angle must be taken into account. The difference in electron diffraction of crystalline regions is seen as contrast changes in the Fe layer in Fig. 1, where a bright field TEM image of the sample in cross section is shown.

Conventional sample preparation including dimple grinding and Ar-ion bombardment [10] from the substrate side in a Gatan Precision Ion Polishing System (PIPS) was used (4 kV, 2.5 kV and finally at 1.3 kV) for the preparation of the top view TEM sample used in the EMCD measurements. Propylene glycol (water content < 0.1%) was used during the grinding processes as water based solvents often lead to cracks in MgO substrates (probably because of formation of magnesium hydroxide). The ion milling process was stopped when the size of the hole in the sample was slightly below 5 \(\mu\text{m}\) in diameter. At these conditions, we obtain a region of interest several micrometers wide, where the sample thickness and orientation change little as function of position. A schematic of the sample is shown Fig. 1 together with its total thickness at different positions. A total handling time of about 10 minutes in air was required to transfer the sample from the vacuum chamber of the PIPS into the microscope.
Figure 1: A bright field TEM micrograph of the studied Fe sample shown in cross section. MgO substrate, Fe/V super-lattice (to reduce misfit), the Fe layer studied by EMCD (approximately 25 nm) and Al capping as indicated (epoxy glue from TEM sample preparation at top). To enhance the contrast in the image, a gamma intensity transformation function was used. A schematic picture of the sample in cross section is shown in the bottom part of the figure, indicating its total thickness. The EMCD experiments were here performed on a TEM sample prepared in top view geometry.
3. Choice of microscope settings for signal optimization

The microscope used in this article, and many of today’s modern microscopes, use a Schottky emitter as electron source. These emitters typically show a feature called side-lobe emission that must be considered when measuring the weak signals related to EMCD. Its influence on the EMCD measurements is discussed in this section.

3.1. Removal of side lobes using telefocus mode

The TEM experiments were performed using a FEI Tecnai F-30ST FEG (Schottky emitter) operated at 300 kV, equipped with a post-column spectrometer, Gatan image filter GIF2002. Side-lobe emission occurs when electrons are emitted from not only the tip of the Tungsten filament but also from the relatively large faces of the emitter crystal. The electrons are emitted from the faces with different angles and can therefore also hit other parts of the gun system, for example the extractor anode plate. Thereafter they can be backscattered or cause emission of secondary electrons. These electrons will be focused differently than electrons of the primary beam and result in a non uniform intensity distribution, observable in the diffraction plane. Energy filtered diffraction (EFDIF) patterns without a sample in the electron beam reveals the distribution of the electrons in reciprocal space as function of the energy-loss. The appearance of the pattern will depend on the settings of the electron gun, the shape of the filament and its position inside the microscope column, and also on the energy of the electrons. An EFDIF pattern from the microscope used here is shown in Fig. 2a, acquired at 700 eV energy-loss with a 20 eV wide energy selecting slit and no sample in the path of the electron beam. Typical standard gun lens settings were used, 4500 V extraction voltage and electrostatic gun lens value of 2 which corresponds to 1000 V in gun lens voltage. A non-symmetrical pattern is observed in Fig. 2a, which has an intensity of 40-50% of the transmitted beam intensity in regions where we typically would measure the EMCD signal. This intensity should therefore be considered in EMCD measurements when using Schottky emitters, since it would superimpose onto the magnetic signal, and thereby distorting it. The effect of the side lobes has previously been considered when acquiring diffraction patterns from samples with a very large spacing (such as in biological specimens), resulting in a hampered visibility of the diffraction spots that are close to the transmitted beam. It should be noted that the use of a small selected area diffraction aperture has been found to remove a significant part of the side lobe emission, although not completely. 
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There are two ways of addressing this problem \cite{12}: \textit{i}) one can record reference EFDIF patterns (without sample, such as the one in Fig. 2\textit{a}) with exactly the same energy range as used in the EMCD experiment; the reference patterns are then subtracted from the EMCD data to remove the side-lobe emission. Preferably \textit{ii}) one can operate the microscope in the so-called telefocus mode where the side-lobe emission is strongly reduced. In telefocus mode the gun settings are changed so that both condenser apertures can be used for removing the side lobes. For the Tecnai microscope used here the extraction voltage was increased to 4550 V in combination with setting the electrostatic gun lens to 5 (corresponding to 500 V in gun lens voltage \cite{12}), which changes the position of the first cross over after the gun. At these settings the beam will go through a cross over point which is close to the plane of the first condenser aperture. The side lobes can successfully be removed by inserting a small first condenser aperture, while a small second condenser aperture is used for probe forming. The corresponding reference EFDIF pattern is shown in Fig. 2\textit{b}, revealing the efficient removal of the side lobes. Another consequence of using the telefocus mode is that the intensity of the electron beam is strongly increased, which is useful for the EMCD measurements as it can improve the signal to noise ratio (S/N). Unfortunately, this also makes the alignment procedure more difficult; the intensity of the primary beam can not be changed as normally ‘on the fly’ by changing spot size (strength of first condenser lens), because the gun tilt settings have to be tuned for each spot size. The high intensity of the electron beam makes it impossible to obtain a spectrum (not in EELS or EFDIF mode) of the zero-loss peak unless the sample is used to attenuate the electron beam (too high beam intensity can saturate...
and possibly damage this type of CCD camera). This complicates the alignment procedure of the spectrometer. Here the GIF was aligned when in normal gun operation using its built-in software routine, having an image at the viewing screen and no sample in the path of the beam. Thereafter the gun settings were changed to enter telefocus mode and the automatic GIF alignment was repeated, but now with a thick part of the sample introduced in the path of the beam to reduce the intensity on the CCD camera. Typically during the second iteration of the alignment routine only small changes were applied to the settings and the non-isochromatic surface of the GIF was recorded separately (although still with the sample in the electron beam) to make sure that the alignment procedure was successful. Another side effect of using the telefocus mode is that the energy spread of the primary electrons will be slightly increased due to the Coulomb interaction between the electrons in the beam (Boersch effect). This also causes an increase of the minimum probe size due to the position of the cross-over [12].

3.2. Real space maps of the EMCD signal in telefocus mode

One of the novelties promised by the EMCD technique is to obtain information about the magnetic properties of a sample with excellent spatial resolution. An impressive start for high resolution mapping of the magnetic properties was already obtained by using Scanning TEM (STEM) techniques for EMCD [13]. The electron beam is focused to a nanometer-sized spot and is scanned over the sample; the electrons scattered at high angles are recorded by a dark field detector to form an image, whereas the electrons scattered at low angles can be collected by the GIF to record the EMCD signal. In theory it is therefore possible to create a real space image of the dichroic signal pixel by pixel. In practice, a much longer acquisition time (10-30 seconds) is needed to collect a single EELS spectrum with reasonable S/N ratio, compared to the few milliseconds usually needed for each pixel in a STEM image. This makes it very difficult to obtain real space maps with a scanning technique because of specimen drift. It is however feasible to first acquire a normal STEM image and use it to select where to record two sets of EELS line scans; from those the EMCD signal can be obtained with high spatial resolution. This method has been used for obtaining an EMCD line scan with a spatial resolution of 2 nm [13].

An alternative approach is to use the energy filter with its energy selecting slit to record energy filtered TEM images (EFTEM) from a large part of the sample at once. It has previously been suggested and tested for EMCD but without success [2]; the intensity of the electron beam had been too low even for long acquisition times (several minutes). The variations of the dark count
of the CCD camera were greater than the eventual dichroic signal, so no meaningful data could be obtained. However, real space maps now become possible due to the increased intensity of the telefocus mode, as will be shown in Sec. 6.2.

4. Acquisition conditions and data treatment of reciprocal and real space maps

In this section the experimental set-up and data treatment used for reciprocal and real space maps is described in detail. The same procedure was used in Ref. [9] for analysing reciprocal space maps.

4.1. Reciprocal space maps

The top view sample preparation approach allowed us to choose a region on the sample with appropriate thickness, see Fig. [1]. By collecting an electron energy-loss spectrum where a V signal starts to appear (Fe layer thickness 25 nm), it is possible to experimentally calibrate the total mean free path of the inelastically scattered electrons [14]. The calibration is used to obtain the absolute thickness of the probed area using thickness maps. The sample was analyzed at places where the electrons transit only through the pure Fe layer (with Al-capping), at a thickness of $t_{TEM} = 19 \pm 2$ nm. Images of the illumination spot on the sample were acquired before and after the series to verify that the sample did not drift during acquisition and to determine the size of the illuminated region. A relatively large beam size was chosen (approximately 600 nm), averaging over many slightly misoriented grains. Series of EFDIF patterns were acquired over the Fe L$_{2,3}$ edges from 750 eV to 670 eV using a slit width of 2 eV and a step size of 1 eV. An exposure time of 5 seconds per diffraction pattern (hardware binning of 2) with a 3.0 mm spectrometer entrance aperture was used. A total acquisition time of approximately 20 minutes was required. The sample was tilted approximately 10° from the high symmetry [001] orientation in order to reach the 3BC geometry.

Three-dimensional data sets, so called data cubes [15], are constructed from the acquired EFDIF patterns and represent the fast electron beam intensity as function of energy-loss and scattering vector: $I(k_x, k_y, E)$. The experimental data cubes consist of the $(k_x, k_y)$ diffraction planes stacked according to the energy-loss of the fast electrons, which represents the third dimension. EELS spectra can easily be extracted from a data cube by selecting the same pixel or group of pixels in each EFDIF plane and plotting the beam intensity for those pixels as function of the
energy-loss. The resulting spectrum is analogous to what would have been recorded in spectroscopy mode by placing a properly shaped aperture at that particular scattering vector \((k_x, k_y)\) and using an energy dispersion of 1 eV/channel. The advantage is that the (virtual) aperture size, shape and positions can be optimized \textit{a posteriori}.

To analyze the EMCD signal, the data cube was treated in the following way: a point blemish function removes bright spots arising from spurious radiation; small shifts between the patterns are corrected with sub-pixel precision by cross-correlation \cite{16}; the diffraction patterns are re-binned to 256 x 256 pixels; then, the background under the Fe edge is subtracted by extrapolating from a fit by a power-law model \cite{14} to the intensity in the pre-edge region. The point blemish removal was performed by calculating the mean value and standard deviation of the surroundings of every pixel. If the value of a pixel differed from the mean more than a pre-defined multiple of the standard deviation (typical values were from 50 to 100; decided by inspection of the raw data), the pixel was replaced by the mean value. In normal EFTEM series, cross-correlation is needed to compensate for the sample drift during acquisition. In the case of EFDIF series, sample drift does not cause a drift of the diffraction pattern. However, as the primary electron energy is slowly changed to perform the EFDIF series, the software automatically changes the microscope settings to keep the illumination stable by adjusting to the change in accelerating voltage. Small fluctuation in the beam, lenses or software compensation may lead to a drift of the diffraction pattern. The cross-correlation routine is therefore applied by selecting only the transmitted beam to align all EFDIF patterns (typically shifts of less than three pixels within a cube).

Due to the tilt of the sample from a high symmetry orientation and by uneven scattering from, \textit{e.g.}, the cap layer, the background intensity may vary throughout the \((k_x, k_y)\) plane. It is therefore also important to normalize the data cube post-edge to obtain a correct EMCD signal and consequently a correct \(m_L/m_S\) ratio. Here, the data cube was normalized by extracting three diffraction patterns in the smooth post-edge region. An average normalization image was calculated and thereafter all diffraction patterns in this data cube were divided by it. The spectra in each pixel of the \((k_x, k_y)\) plane were then fitted using the Fe L edge model described in Ref. \cite{17}. To model the \(L_{2,3}\) peaks a sum of Gaussian/ Lorentzian functions, equal for both peaks and with an asymmetry factor \cite{18} was used. For the continuum transition background two arctangent step functions were used, having their respective inflection point at the same position in energy as the \(L_{2,3}\) peak and with an intensity ratio of 1:2 \cite{17}. The steepness of the arctangent function
was assumed to be the same at both edges and treated as a fit parameter. The intensity of the resulting peak fitted curve is therefore given by

\[ I_{fit}(E) = \sum_{2,3} \left[ h_{2,3} A \left( 1 + \frac{E - E_{2,3}}{\beta + \alpha (E - E_{2,3})} \right)^{-1} + h_{2,3} (1 - A) \exp \left\{ - \ln(2) \frac{(E - E_{2,3})}{\beta + \alpha (E - E_{2,3})} \right\} \right] \]

\[ + B_{2,3} \left( \frac{1}{2} + \frac{1}{\pi} \arctan \left( \frac{E - E_{2,3}}{\gamma/2} \right) \right) \]

where \( h_{2,3} \) and \( E_{2,3} \) are the amplitude and position in energy of the \( L_{2,3} \) peaks, respectively.

The Lorentzian-Gaussian mixing ratio \( (A) \), asymmetry \( (\alpha) \) and the width \( (2\beta \) FWHM) are assumed to be the same for the \( L_{2,3} \) peaks. For the background, \( B_{2,3} \) describes its amplitude while \( \gamma \) the steepness of the arctan function. Thus, a total of nine fitting parameters were used here. Since the spectra are fitted independently, each fitting parameter is a function of \((k_x, k_y)\) that can be illustrated by a reciprocal space map.

The experimental dichroic maps are obtained by using the integrated intensity under the fitted \( L_{2,3} \) edges and an appropriate mirror axis. This approach considers the entire signal strength in the \( L_{2,3} \) edges, it removes the arbitrariness of the energy interval selection [7] for separating the \( L_2 \) and \( L_3 \) components and also reduces the influence of peak shifts (due to the non-isochromaticity of the energy filter) on the EMCD signal. The resulting diffraction patterns from the peak fitting of the \( L_{2,3} \) areas were rotated in order to apply a mirror axis for the extraction of the EMCD signal. The angle of rotation was obtained by first adding all diffraction patterns in the cross correlated data cube (typically 80), finding the center of the diffracted spots in this resulting pattern and from there determine the rotation angle. It should be noted that the EMCD signal itself might slightly move the Bragg spots perpendicularly to the systematic row. Our calculations have shown that in this experimental set-up, the positions of the diffracted spots are found to move less than 0.01 \( G_{200} \) for sample thicknesses above 20 nm. Only for specimen thicknesses below 10 nm the spots move at most 0.02 \( G_{200} \), therefore neglected here.

It should be noted that the \( m_L/m_S \) ratio for a sample is a material property, independent of diffraction geometry. Nevertheless, in experimental setups the assumptions of sum rules about symmetrical detector positions [6, 7] are often not exactly fulfilled, either due to inherent asymmetry of 2BC [19] or due to misalignments in orienting the sample to 3BC geometry. Therefore the value of the \( m_L/m_S \) ratio extracted by direct application of the sum rules can deviate from the
value of the material property, and can also vary throughout the diffraction plane. To keep this distinction - material property vs. value obtained by sum rules - in the further text we refer to the latter as apparent $m_L/m_S$ ratio. First principles simulations provide information, how much the apparent $m_L/m_S$ ratio differs from the material property (see Sec. 5.3). By using reciprocal space maps we are able to evaluate how the apparent $m_L/m_S$ ratio varies due to asymmetry and noise with $(k_x, k_y)$. The $m_L/m_S$ ratio can, according to the sum rules [6, 7], be calculated from:

$$\frac{m_L}{m_S} = \frac{2}{3} \left( \frac{\int_{L_3} \Delta I(E) dE + \int_{L_2} \Delta I(E) dE}{\int_{L_3} \Delta I(E) dE - 2 \int_{L_2} \Delta I(E) dE} \right)$$ (2)

where $\Delta I(E)$ is the difference between the EELS-spectra extracted at the two specific detector positions with opposite magnetic contribution as defined by the selected mirror axis. A map of the apparent $m_L/m_S$ ratio is thus obtained by applying Eq. 2 to the peak fitted data cube. The reciprocal space maps allow for optimization of the position, shape and size of the extraction region in reciprocal space for obtaining reliable $m_L/m_S$ ratio values, since every pixel of the map acts as an individual measurement. Therefore, the $S/N$ ratio can be optimized by selecting regions in the apparent $m_L/m_S$ ratio maps where the EMCD signal is found to be strongest. The histogram of these $m_L/m_S$ ratios for a specific size of the window in reciprocal space was fitted using a Gaussian function. The size of the bins used in the histogram was optimized to best reflect the distribution of $m_L/m_S$ data according to Ref. [20]; revealing a typical bin size of approximately 0.1. Although, if the bin size is slightly changed, the resulting $m_L/m_S$ ratio does not show a significant change (less than the given uncertainty $\pm 0.01$). The method of peak fitting the histogram was chosen in order to reduce the influence of outliers and thereby get a more reliable quantification of the maps, compared to, e.g., the mean value. The center of the Gaussian has a fit error of only $\pm 0.001$ in $m_L/m_S$.

It should be noted that this error estimation considers the extraction of values from the obtained $m_L/m_S$ map. However, additional errors are present in the peak fitting process, which is more difficult to assess. More fit parameters do not necessary lead to a more accurate fit, wherfore assumptions and simplifications were applied as described above. When having poor energy resolution (here 1-2 eV) there is a tangible risk of introducing fitting artefacts as a result of too few data points. Particularly, the $m_L/m_S$ ratio appears to be most sensitive to the description of the double-step background. Various types of functions for the continuum transition background are used in XMCD such as arctangent, error function, Voigt or even linear.
The origin of the double step background is however questioned, since it does not show with the same strength in calculations, but it is often described to originate from $2p$ to $4s$ transitions. Thus, currently no model exists, neither for EMCD nor XMCD, to accurately predict it. Further studies are therefore needed in order to understand its influence on both techniques. However, as dichroic measurements rely on the difference between spectra, the influence of the background is therefore reduced.

4.2. Real space maps

As indicated in Sec. 3, the strongly increased intensity of the electron beam in telefocus mode allows for real space maps of the EMCD signal. A region of the sample was oriented in a 3BC geometry, exciting $G = (\pm 200)$ reflections in Fe. To have good control over the orientation of the sample, single EFDIF patterns and dark field (DF) images were acquired both before and after the experiment using a 5 eV slit at 710 eV. A 5.5 mrad (semi-angle) objective aperture was inserted and placed in one of the two Thales circle positions, to obtain a chiral DF illumination [2]. EFTEM images over the Fe $L_{2,3}$ edges were acquired using a slit of 2 eV and step size of 1 eV (hardware binning of 4, 25 s exposure time per image), producing a first data cube consisting of the image plane and the energy-loss of the fast electrons: $I(x, y, E)$. The objective aperture was then shifted to the second Thales circle position to obtain the spectra with opposite magnetic contribution, by acquiring a second data cube of EFTEM images. A total acquisition time of approximately 40 minutes were required per data cube.

The two data cubes were treated in a similar way as for the EFDIF patterns, for details see Sec. 4.1. First a point blemish function was used to remove noisy spots from spurious radiation. The images were cross correlated [16] by selecting a characteristic feature on the sample that was visible throughout both cubes. Since the EMCD signal will be obtained by taking the difference between the two data cubes, any drift between them must also be removed. To do this, all images in each individually cross correlated data cube were added together (typically 80 images each) and the two resulting images were cross correlated; the resulting drift correction was then applied to the data cubes. Then, the pre-edge background was fitted and subtracted under the Fe $L_{2,3}$ edges, followed by normalized in the post-edge region and finally peak fitted in the same way as for the EFDIF patterns. The EMCD signal was as for the reciprocal space data obtained by subtracting the areas of the peak fitted Fe $L_{2,3}$ peaks.
5. Theory and simulations

The dynamical diffraction effects influence the reciprocal space distribution of the magnetic signal in a non-trivial way. Since the S/N ratio in EMCD experiments is generally relatively low, theoretical input about optimizing the experimental geometry is essential. In this section we describe the method of calculations of the reciprocal space maps of the dichroic signal and influence of deviations from symmetrical scattering conditions on the apparent $m_L/m_S$ ratio.

5.1. Propagation of fast electrons through the crystalline sample

The propagation of the incoming fast electrons is solved by dynamical diffraction theory applying the Bloch waves approach. Sample thickness, relative orientation of the incoming beam and detector positions are taken into account. Our simulations also include Debye-Waller factors at room temperature \[21\]. For the solution of the incoming/outgoing beam eigenvalue problems we use a basis consisting of approximately 700 plane wave components. From the obtained sets of Bloch waves, products of Bloch coefficients are calculated and sorted in descending order. Taking the largest product as unit $U_0$, a cut-off parameter $P$ is chosen so that products $P$ times smaller than $U_0$ are neglected \[8\]. In these calculations $P$ was set to $10^{-4}$, which guarantees the accuracy of calculations at the level of about 0.1%.

Dynamical diffraction effects determine the distribution of the dichroic signal throughout the diffraction plane and its thickness dependence. The energy dependence is then determined by the matrix elements of inelastic transitions (described in Sec. 5.2). The strength of the measured dichroic signal depends on all those parameters: sample thickness, composition and orientation as well as the energy of the fast electrons \[8\]. In Fig. 3 the strength of the dichroic signal, extracted in the vicinity of the Thales circle as a function of sample thickness, is shown. Exciting the bcc Fe $G = \pm(200)$ reflections instead of the $G = \pm(110)$ reflections leads to a more uniform dichroic signal (for 300 keV primary beam energy) up to a sample thickness of approximately 30 nm instead of 15 nm, respectively. That was the main motivation for the choice of the (200) systematic row in our experiments.

In order to reproduce the experimental conditions a sample thickness of 19 nm was chosen and to simulate the texture of the sample (the slight misorientations of the crystalline grains), the following procedure was applied (see Fig. 4). Small crystallites denoted L (left), M (middle) and R (right) are slightly misoriented, as shown in left part of Fig. 4. The parallel illumination
then leads to a 3BC for M, but the diffraction conditions for L and R are tilted towards 2BC’s of opposite sense, reflected by the size of the arrow-heads of diffracted beams. The lens in the microscope would focus all these contributions into sharp spots, thereby combining all diffraction patterns of individual crystallites (L/M/R). This situation can be equivalently described by a non-parallel electron beam diffracting on an ideal monocrystal (right side of Fig. 4). To align all crystallites we need to rotate them, but that needs to be done together with rotation of the partial beams illuminating them. Thus the illumination of the monocrystal is not anymore parallel. We calculate individual diffraction patterns for all incoming beam directions and those lead to the same individual diffraction patterns as before. However, they are now shifted with respect to each other - that is, what normally leads to diffraction disks in convergent electron beam diffraction. To complete the analogy of the crystal with texture, we need to eliminate those shifts, i.e., to make diffraction spots from L, M and R grains overlap again.

To summarize, we describe diffraction of a parallel beam on a sample with a texture angle as diffraction of a non-parallel beam (with the same convergence angle) on a monocrystal, together with a shift of the spots to keep a sharp diffraction pattern. Here we average over 48 incoming beam directions evenly distributed within the illumination cone. Finally, theoretical maps were smeared by convolution with a Gaussian with FWHM of 0.2G_{200} (estimated from the width of
the transmitted beam in experiment vs. simulation) in order to take into account e.g. aberrations of the spectrometer and point spread of the CCD camera.

5.2. Description of the inelastic events

To describe the inelastic events, knowledge of the initial and final electronic state of an excited atom embedded in a crystalline environment is necessary. This knowledge is obtained here from density functional theory within the local spin density approximation. Relativistic effects are taken into account within the second variational step method setting the magnetization direction to [016] in order to simulate the $10^\circ$ tilt from the high symmetry orientation. The WIEN2k full-potential linearized augmented plane-waves method for the solution of the Kohn-Sham equations was used [22]. More than 100 basis functions per atom and integration over 40000 $\mathbf{k}$-points in the full Brillouin zone ensure a well converged electronic structure. The experimental lattice constant of bulk bcc Fe, $a = 0.2861$ nm, was adopted. To reduce the computational demands we limited the energy integration range to 1 eV, covering the range where the magnetic signal is found to be strongest. Within this energy range the obtained $m_L/m_S$ ratio equals to 0.045, while the ground state value from DFT calculation is 0.021. Details about the formalism and implementation of both dynamical diffraction theory and inelastic event matrix
elements can be found in Ref. [5].

5.3. The sum rules and evaluation of $m_L/m_S$ ratio

In XMCD the well-known sum rules [23, 24] are used to extract spin and orbital moments from observed spectra. These expressions are fundamental for the quantitative analysis of XMCD measurements. For EMCD the sum rules were derived only recently [6, 7], assuming a set of approximations similar to x-ray absorption sum rules, such as taking into account only dipole transitions. In the case of $L_{2,3}$ edges of Fe the sum rules consider transitions from $2p$ to $3d$ states only. In a manner different from XMCD sum rules, the dipole approximation is replaced by the so-called $\lambda = 1$ approximation, which is more accurate for large momentum transfer vectors. This approximation is based on the Rayleigh expansion of the Coulomb interaction term (rather than Taylor expansion) and $\lambda = 1$ denotes the cut-off of this expansion, see Ref. [5]. In sum rules, radial wave functions of $2p_{1/2}$ and $2p_{3/2}$ core states are assumed to be the same. Comparing full calculations to calculations with equal core radial wave functions shows that the actual difference between these wave functions reduces the simulated $m_L/m_S$ ratio approximately by 0.01. There is a set of other approximations in the sum rules, detailed in Ref. [25]. The effect of a fully relativistic evaluation of inelastic transition matrix elements is expected to be small for Fe. The exchange splitting of core states in the first order leads to only small shifts of $|jj_z\rangle$ core levels and as such it does not influence energy integrated quantities. The energy dependence of final $3d$ states is taken into account in our simulations but it is neglected in the derivation of the sum rules.

The derivation of the EMCD sum rules is based on the assumption that we take a difference of two spectra measured at symmetrical conditions, which lead to the same set of Bloch waves and Bloch coefficients [6]. Under this assumption, the observed spectral differences arise only from the component of the magnetic moment parallel to the beam. As discussed in detail elsewhere [8, 19], if this is not accurately fulfilled (for example, if the compared spectra have slightly different dynamical diffraction conditions), the value obtained by application of the sum rules expression contains a systematic error. The apparent $m_L/m_S$ ratio calculated from experimental spectra may substantially differ from the real one if the acquisition geometry is not perfectly symmetric. The studies mentioned above indicate that the 2BC provides good accuracy when measuring inside or close to the Thales circle. The 3BC provides the advantage of two mirror axes, which can be used to form double-difference maps [9]. This procedure can efficiently
minimize the error due to deviation from exact 3BC orientation.

6. Results and discussion

6.1. Reciprocal space maps

The 2BC and 3BC geometries both enable quantitative analysis in EMCD experiments. As previously mentioned, a perfect 3BC is more advantageous than the 2BC geometry as it allows fully symmetric detector positions, which is required by the sum rules for a quantitative analysis [8]. Having reciprocal space maps of the dichroic signal allows for detailed analyses of data, comparing experiment and theory. In this section the quantitative use of the 3BC geometry is described in detail, using the same data set as in Ref. [9]. Details on the asymmetry of the 2BC geometry can be found in Refs. [8] and [19].

To orient our specimen with a texture angle of $\sim 0.67^\circ$ in a perfect 3BC geometry is obviously not possible. Since this is a typical texture angle of heteroepitaxial high-quality sputtered thin films and super-lattice structures, it is important to understand how the dichroic signal is affected. This is discussed in detail in Ref. [9]. Here we focus on how a small deviation from the perfect 3BC geometry in the experimental set up will affect the selection of mirror axis and consequently the apparent $m_L/m_S$ ratio. Our simulations have shown that deviations from the perfect 3BC geometry strongly influence the measured dichroic signal. A deviation as small as $0.05G_{200}$, which is equivalent to a tilt of the sample of $0.02^\circ$, is sufficient to introduce substantial variations of the apparent $m_L/m_S$ ratio (see Sec. 5.3) throughout the diffraction plane, particularly in the maps with vertical mirror axis. Therefore, the precision and stability of the sample stage in the TEM is also crucial for orienting the specimen.

In the inset of Fig. 5a the experimental diffraction pattern averaged over an energy interval from 695 eV to 740 eV is shown. From the measured experimental intensities of $G$ and $-G$ diffracted spots it can be seen that the Laue circle center has a slight negative $k_x$-value, i.e. the intensity of $-G$ is higher than $G$. Here, the deviation from perfect 3BC geometry is found to be approximately $-0.05G_{200}$. Experimental and calculated maps of the relative dichroic signal (difference divided by its sum) for the $L_{2,3}$ edges are shown in Fig. 5 applying vertical and horizontal mirror axes. The dichroic maps were obtained as described in Sec. 4.1 and 5.

As expected, the distribution of the dichroic signal when using the two different mirror axes shows similar qualitative behavior. Generally, the maps can be split into four quadrants, each
Figure 5: (color online) Reciprocal space maps of the EMCD signal for the Fe $L_{2,3}$ edges with the sample oriented in a 3BC geometry, using a vertical (left column) or horizontal (right column) mirror axis. In a), b) and e), f) experimental maps of relative EMCD signal (difference divided by its sum) at $L_2$, $L_3$ edges are shown. The corresponding simulations are shown in c), d) and g), h) considering the texture angle of the sample and the deviation from perfect 3BC geometry as explained in the text. The black line indicates the applied mirror axis and blue spots the positions of the transmitted and Bragg scattered $G = (200)$ and $-G = (\bar{2}00)$ beams. The insets show the corresponding experimental and simulated diffraction patterns averaged over an energy interval from 695 eV to 740 eV.
with a particular sign of the difference signal. Some differences are visible in the surrounding of the \( \pm \mathbf{G} \) diffraction spots when using a vertical mirror axis, see maps in Fig. 5 to d, where the difference signal does not change sign between \( L_2 \) and \( L_3 \) edges. This feature is visible in both experiment and calculation and it is caused by the asymmetry introduced when having a slightly misoriented 3BC geometry. Because of that reason, the \( m_L/m_S \) ratios extracted at these positions can have a large error. In general, there is a very good correspondence between the theoretical and experimental maps, regarding both position and strength of the maxima and minima of the dichroic signal. In maps with vertical mirror axis the asymmetry is substantial, as is best demonstrated by the simulated maps of the apparent \( m_L/m_S \) ratio, Fig. 6a (note the large range of the scale). Only for a few pixels (grey color) the value of the apparent \( m_L/m_S \) ratio is close to the one obtained directly from DFT calculations. Therefore maps using vertical mirror axis are not suitable for measurements of the \( m_L/m_S \) ratio, unless a highly precise and accurate 3BC orientation (sub-0.01°) is reached.

When the horizontal mirror axis is used, the effect of the misorientation on the dichroic signal is much smaller. Since the higher symmetry of the 3BC geometry is now not used, this case is very similar to the 2BC geometry and it is affected by the same asymmetry problem [19]. Nonetheless, these maps show a much smaller variation of the apparent \( m_L/m_S \) ratio throughout the diffraction plane, see Fig. 6c. The major features in this map are visible at \{110\} positions (Thales circle positions). Since the Ewald sphere for incoming beam is closer to spots with positive \( k_y \) coordinates, the (110) and (\( \bar{1} \)10) spots are excited slightly stronger than their (1\( \bar{1} \)0) and (\( \bar{1} \)\( \bar{1} \)0) counterparts. We note, that here we are working with differences of small numbers. So despite the fact that these excitations are not visible in the diffraction patterns, there are actually slight enhancements of the scattering cross-sections present, and they can become important in difference maps. This effect is well visible in the maps of the apparent \( m_L/m_S \) ratio (Fig. 5c and d) and it is responsible for decreasing the extracted \( m_L/m_S \) ratio in the left half-plane, while increasing it in the right half-plane, respectively (see also Table [1]).

When using the horizontal mirror axis the correct \( m_L/m_S \) ratio can be extracted at detector positions where; i) the EMCD signal is strong and ii) the Ewald sphere of the incoming beam is sufficiently far from excitations outside the systematic row around both “symmetry-related” detector positions. In the 2BC geometry these conditions are best fulfilled inside or close to the Thales circle, optimally avoiding the \{110\} positions [19]. Also the region closest to the
Figure 6: (color online) Calculated (left column) and experimental (right column) reciprocal space maps of the apparent $m_L/m_S$ ratio, using the dichroic maps shown in Fig. 5. The maps are obtained utilizing different mirror axes: a) and b) vertical, c) and d) horizontal and e) and f) double difference (using both). The black lines indicate the mirror axes and blue spots the positions of the transmitted and Bragg scattered $\mathbf{G} = (200)$ and $\mathbf{G} = (\bar{2}00)$ beams. Note the nearly constant value of the apparent $m_L/m_S$ ratio in the double-difference maps in a large portion of the diffraction plane, despite the texture angle of the sample and the deviation from perfect 3BC geometry. Contrary to that, the use of only one vertical or horizontal mirror axis leads to different values throughout reciprocal space. The color bar of panel f) applies also to b) and d). Values outside the color bar are shown as white.
Table 1: Extracted $m_L/m_S$ ratios in the 3BC geometry using different mirror axes. The values were extracted from experimental and calculated apparent $m_L/m_S$ ratio maps, while optimizing the position of the extracted region of $0.5G_{200}$ x $0.5G_{200}$. The error for the experimental values show the standard error from the histogram of the individual $m_L/m_S$ values in the box [9], while for calculated the standard error obtained from mean value is shown.

| Axis     | Exp. $m_L/m_S$ | Calc. $m_L/m_S$ |
|----------|----------------|-----------------|
| Vert.    | $0.22\pm0.01$(Up) | $0.19 \pm 0.21$(Up) |
|          | $0.02\pm0.01$(Dn) | $-0.11 \pm 0.19$(Dn) |
| Horiz.   | $0.10\pm0.01$(L)  | $0.003 \pm 0.04$(L), |
|          | $0.12\pm0.01$(R)  | $0.071 \pm 0.04$(R)  |
| Double   | $0.08\pm0.01$     | $0.036 \pm 0.002$  |

systematic row of reflections and to the vertical line passing through the transmitted beam should be excluded since the EMCD signal is there close to zero.

As we have demonstrated, for a sample that is not oriented in a perfect 3BC geometry the apparent $m_L/m_S$ ratio will vary over the reciprocal plane when using only one (horizontal or vertical) mirror axis. To correct for this we introduced in Ref. [9] the procedure of double difference maps, where the dichroic signal is extracted as a difference with respect to both horizontal and vertical mirror axes applied successively. This operation effectively cancels out the non-magnetic part of the signal (originating from real parts of mixed dynamic form factors), which remains after using a vertical mirror axis in a measurement when the sample deviates from perfect 3BC orientation. It is assumed that the contribution is close to symmetric with respect to the horizontal mirror axis and is therefore canceled out using the subsequent horizontal mirror axis. This assumption is verified both by simulations and experiments, as demonstrated by the weakly varying apparent $m_L/m_S$ ratio extracted from double difference maps, see Fig. 6e and f. Therefore, the double difference allows to extract the $m_L/m_S$ ratio from a larger part of the diffraction plane, compared to single mirror axis approach. The apparent $m_L/m_S$ ratios, extracted using a box of $0.5G_{200}$ x $0.5G_{200}$ as described in Ref. [9], are summarized in Table 1 for the 3BC geometry while using different mirror axes.

6.2. Real space maps

Real space maps of the EMCD signal were obtained from the same Fe sample as used for the reciprocal space maps. The sample was oriented in a 3BC geometry to strongly excite the $G = \pm(200)$ reflections, tilting approximately $20^\circ$ from the [001] zone axis. We do not expect notable differences of the EMCD signal with respect to the $10^\circ$ tilt used for reciprocal space maps. An EFDIF pattern at 710 eV using a 5 eV slit was acquired in order to position the
objective aperture (diameter of approximately $0.8G_{200}$) where we expect a strong EMCD signal, see Fig. 7a. Although the Fe sample is of high crystalline quality it is (as described in Sec. 2) not a perfect single crystal. Even though the angular deviation measured by XRD is found to be small ($\pm 0.3^\circ$), it is sufficient to show up in a DF TEM image as shown in Fig. 7b, here selecting the left Fe $G = (200)$ reflection (Fig. 7a). Only regions with a bright contrast in this DF image will be relevant for extracting an EMCD signal, here extending over several hundred nanometers. The DF image shows regions with increasing thickness (compare with Fig. 1), starting from a hole in the upper right corner, going through the region of interest with only the Fe layer and Al cap. As the thickness is increased a region with also the Fe/V superlattice occur, where after the MgO substrate is included (lower left corner of Fig. 7b).

Two real space data cubes were acquired, one for each of the positions of the objective aperture as indicated in Fig. 7a. Unfortunately, during acquisition the orientation of the sample relative to the beam changed slightly and thereby further reducing the useful region for the EMCD real space maps. This change could be related to buckling of the sample during electron beam illumination. Suitable regions were found by observing all EFTEM images (in this case 160) throughout both cubes and DF images both before and after the EFTEM series. The data cubes were processed, as described in Sec. 4.2, to obtain real space maps of the EMCD signal. These maps are shown for the Fe $L_3$ and $L_2$ edges in Fig. 7c and d, respectively. A region where the sign of the EMCD signal changes when comparing the $L_2$ to the $L_3$ edge is indicated by the arrow, extending as an approximately 100 nm wide region along the vicinity of the Fe/V superlattice. It should be noted that the EMCD signal outside this region does not change sign between the edges, which becomes evident when studying the EFTEM images of the data cubes. The sample is there found to change its orientation, resulting in strong intensity changes and thus preventing EMCD measurements.

Although the maps of the EMCD signal in Fig. 7 are somewhat noisy, they clearly show the possibilities of EFTEM imaging for EMCD. To support the observation, experimental spectra were extracted from the two data cubes at the position of the arrow in Fig. 7c and d. These are shown in Fig. 8 when selecting different number of pixels by a square box, resulting in a spatial resolution of 2 nm, 6 nm, 14 nm, 30 nm and 46 nm (each pixel corresponds to 2 nm). The spectra were extracted from data cubes that were only processed using point blemish removal and cross correlation. After extraction, the spectra were individually pre-edge background subtracted,
Figure 7: (color online) a) Energy filtered diffraction pattern of the Fe sample at 710 eV using a 5 eV slit, in 3BC geometry with $\mathbf{G} = \pm (200)$. The dashed circles indicate the positions of the objective aperture that were used for acquiring the two data cubes. b) Dark field image before the two EFTEM data cubes were acquired, revealing possible regions with correct orientation for the real space maps (bright areas where only Fe). In c) and d) real space maps of the relative EMCD signal (difference divided by its sum) for the $L_3$ and $L_2$ edges are shown, respectively. The arrows indicate the same positions in c) and d), from where spectra were extracted and is shown in Fig.8. The corresponding regions of c) and d) are indicated in b) with a white box.
aligned in energy-loss and normalized at the post edge region. The results are consistent with the EMCD maps of Fig. 7, revealing an EMCD signal with a strength of a few percent at the \( L_{2,3} \) edges. Thus, this experiment clearly shows the feasibility of EMCD real space maps with nanometer resolution.

Calculating the \( m_L/m_S \) ratio is unfortunately not possible with this data set. This could have various sources, such as orientational changes of the sample as discussed above. Other sources of error include the S/N ratio in combination with the poor energy resolution for the peak fitting procedure. It would also be preferable to use four data cubes in order to perform the double difference procedure as described in Sec. 6.1, which was not possible here because of sample instability.

7. Conclusions

In this article we describe a method for obtaining quantitative measurements of the atom-specific \( m_L/m_S \) ratio in the transmission electron microscope using reciprocal space maps. Ex-
periments were performed on a sputtered thin layer of bcc Fe with a small texture angle while deviating from the perfect 3BC geometry, in order to demonstrate the importance of proper mirror axis selection. Even small deviations from a perfect 3BC geometry were found to influence the obtained $m_L/m_S$ ratio when using only horizontal or only vertical mirror axis for extraction of the signal. These deviations can be successfully compensated utilizing both mirror axes, constructing the double difference maps. This is an important step in the development of EMCD for quantitative measurements of technologically interesting samples, such as sputtered thin films and super-lattice structures.

We demonstrate also the importance of removing the so called side-lobe emission, which is observable as a non uniform background in reciprocal space, typically observed for Schottky emitters. It led us to operate the microscope in telefocus mode where, additionally, the intensity of the electron beam is strongly enhanced. The high intensity allowed acquisition of the EMCD signal from EFTEM images, down to the nanometer range. This is therefore an important step forward for the development of the EMCD technique in order to become a quantitative tool for magnetic measurements in the TEM with superior spatial resolution.
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