A Multiscale Flow-Focused Geographically Weighted Regression Modelling Approach and Its Application for Transport Flows on Expressways
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Featured Application: In this paper, the innovative use of a multiscale flow-focused geographically weighted regression (MFGWR) approach to model the spatial interaction of expressway transport flow is critically evaluated. The study demonstrates varied scale effects between push and pull forces and provides datadriven evidence to inform transport planning, infrastructure construction and economic development at a regional level.

Abstract: Scale is a fundamental geographical concept and its role in different geographical contexts has been widely documented. The increasing availability of transport mobility data, in the form of big datasets, enables further incorporation of spatial dependencies and non-stationarity into spatial interaction modeling of transport flows. In this paper, a newly developed multiscale flow-focused geographically weighted regression (MFGWR) approach has been applied, in addition to global and local Moran I indices of flow data, to model multiscale socio-economic determinants of regional transport flows between counties across the Jiangsu Province in China. The results have confirmed the power of local Moran I of flow data for identifying urban agglomerations and the effectiveness of MFGWR in exploring multiscale processes of spatial interactions. A comparison between MFGWR and flow-focused geographically weighted regression (FGWR) showed that the MFGWR approach can better interpret the heterogeneous processes of spatial interaction.
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1. Introduction

Since the end of the 20th century, with the increasing development of globalisation and informatisation, the flow of various elements (people, goods, knowledge, and information) has become more frequent across various scales, and accordingly, regions have become the space of flows [1]. In this context, the concept of space of flows is gradually replacing the space of place [2]. Mobilities have become a hallmark of modern times [3]. The emergence of flow space has had a disruptive impact on space-distance-based and cored geography [4]. Regional spatial morphology is
also being redefined and modified as researchers from multiple disciplines have begun to recognize and analyse spatial structure using the flow rather than central place perspective [5]. As the most important form of spatial interaction to connect and increase communication between different geographical spaces, transport flow undoubtedly has remarkable impacts on economic activity space and is a key factor in the shaping of socio-economic spatial structure [6]. Understanding these impacts has wider significance for interpreting the spatial distribution law of various economic phenomena [7].

With the increasing demand for fast inter-city transport, the infrastructure including expressways, airlines, high-speed railways and ETC (Electronic Toll Collection) systems have become the most important parts of the modern transport system [8]. As such, the transport flows over the network of these infrastructure systems have been widely studied. The regional transport flow on well-networked expressways has contributed remarkably to the socio-economic links between large and medium cities [9], particularly in view of the spatial interactions [10]. Compared with the air and railway networks, the expressway network has its own unique characteristics. Firstly, the flow pattern is much more complex due to high frequency and dynamics, which results in spatial heterogeneity [8]. Secondly, the transport flow on such network is more fragile and vulnerable to many physical and human factors (e.g., weather, accidents and regulations), it can be envisioned that its spatial interaction patterns have strong economic and demographic effects and implications for policy-making [11]. Thirdly, such a pattern with the mixture of long- and short-distance flows across the region indicates varied levels of urban agglomeration [12].

In the field of geographical mobility, there is a long history of deploying a gravity model to analyse the spatial economic interactions between cities and regions by considering a variety of physical, social, economic and even environmental dimensions [13,14]. The traditional methods of calibrating the spatial interaction models are dominated by global regression models (e.g., Ordinary Least Square (OLS), Poisson Regression and negative binomial regression) based on the assumption that the mobility pattern is spatially stationary. However, the socio-economic systems driving the transport flows at a regional scale demonstrate heterogeneous density, intensity and diversity. This has resulted in the development of flow models by considering spatial heterogeneity, which will be calibrated by local regression methods. There is a recent development of such local regression methods in geography in considering spatial non-stationarity, among which geographically weighted regression (GWR) has become one of most popular approaches [15]. The extension of GWR into flow modelling was initiated by the seminal paper of spatially weighted interaction models (SWIM) [16]. This modelling method was upgraded to geographically weighted negative binomial regression (GWNBR) [17]. In parallel, the flowAMOEBA method, based on a multidirectional optimum ecotope-based algorithm, is able to analyse flow patterns through defining a spatial flow neighborhood [18]. However, the classic GWRs, using multiple explanatory variables, assume that all the explanatory variables have a spatially homogeneous process of determining the pattern of a dependent variable, or simply speaking, operate on a single spatial scale. Scale is a fundamental geographic concept, and the role it plays in different geographical contexts and processes has been documented extensively [19,20]. Therefore, a new multiscale geographically weighted regression (MGWR) was proposed and developed in the innovative work [21]. The MGWR method allows for the conditional relationship between response (dependent) variable and the variation of explanatory variables at different spatial scales. That is to say, each variable changes on the surface of the parameter to allow different bandwidths to be represented. Technically, MGWR minimizes overfitting by eliminating the limitations of all relationships varying on the same spatial scale, reducing bias and collinearity in parameter estimation [21–24]. Therefore, when using flow focused GWR (FGWR) to explore multi-scale spatial heterogeneity in flow patterns, MGWR has become the most ideal local model specification [25]. Compared with the classic GWRs, the MGWR parameter estimates are more accurate and more intuitive [21]. Since the MGWR method currently only supports point/polygon data-based modeling, the aim of this paper is to extend MGWR and apply it to the modeling of spatial interaction data.
Methodologically, the specific spatial relationship between flows is measured by flow-oriented spatial weight based on the Euclidean distance between flows as directed lines. The multiscale flow-focused geographically weighted regression model (MFGWR) is an extension of spatial interaction modelling and multi-scale geographically weighted regression (by considering multi-scale effects in the spatial non-stationarity of flows). This paper reports the first empirical study of multi-scale flow modelling applied for regional transport flows across the Jiangsu province in China. The contribution of this innovative method will be critically evaluated as well. This paper is organized as follows. Section 2 describes the study area, data collection and potential determinants of flow variations. Section 3 explains the modelling methods of MFGWR. Section 4 presents the modelling results and interpret the empirical study. The final section draws general conclusions, discusses limitations and makes recommendations for future work.

2. Study Area and Data Sources

2.1. Study Area

Jiangsu Province is located in the Yangtze River Delta and covers an area of 102,600 square kilometres (Figure 1). By the end of 2014, the population was over 76 million. This province is located in the most economically developed region of the country and is the fastest-growing province. Around the Yangtze River, Jiangsu is divided into three major regions, namely the Southern, the Central and the Northern, and the economic development between the north and the south is uncoordinated. Particularly, the Southern part, popularly called SuNan, has become a model of economic growth in China. The density of the expressway network across Jiangsu ranked the first in China in 2015 [26].

![Figure 1. Study area (Jiangsu province) and spatial units of county.](image)

2.2. Data

2.2.1. Data Collection

The data sets for this case study include: OD transport flows between tollgates on the expressway network, toll gate locations and county-level socioeconomic data. There were 334 expressway tollgates throughout the Jiangsu Province. The OD transport flows between all 334 tollgates were processed from the transaction records of each tollgate. Each transaction record contains the vehicle ID and the time the vehicle entered or exited the tollgate. There were only two records per car—one for each entry to the tollgate and one for the exit tollgate. These two records define the individual OD travel of the vehicle. There were 235 million individual OD trips between these tollgates in 2014.

Administrative units in China were mainly composed of provinces, prefectures and counties. The county-level unit was the smallest spatial unit in the national socio-economic census surveys.
In order to model the interdependence between transport and economy on a regional scale, it was necessary to summarize the transport flow at the county level. There were 63 counties in the Jiangsu Province, but this study only included 59 counties. This is because there were no transactions in four counties (Rudong, Funing, Jinhu and Gaochun) in 2014. The total transport volume at the county level during the year was processed into a $59 \times 59$ flow matrix. Relevant socioeconomic statistics were from Jiangsu Statistical Yearbook 2015 [27].

### 2.2.2. Flow Patterns

There were 3481 routes ($= 59 \times 59$) between 59 counties (Figure 2). Statistically, the average transport flow between counties was 67,256.29 and the standard deviation was 424,074.9. A small number of transport flows (less than 100,000) were mainly located in northern Jiangsu, while a large number of transport flows were mainly concentrated in southern Jiangsu, which are mainly from Nanjing, Wuxi and Suzhou to the surrounding areas. Part of the transport connecting Xuzhou, Huai’an and Yancheng regional central cities contains more than 100,000 transport flow data. Among all transport flows, there were 10 traffic routes with more than 3 million flows, accounting for 24.43% of the total transport flows, dominating the expressway network. There were 32 traffic routes between 1 and 3 million, accounting for 21.47%. There were 2214 smaller routes (less than 10,000), accounting for only 2.71% of the total transport flows. The county-level network in southern Jiangsu was mainly composed of a small amount of high-volume, and the distribution of transport flow in the entire study area was obviously unbalanced.

![Figure 2. Volume of transport flows on the expressway network at county level.](image)

### 2.2.3. Explanatory Variables

Economy, population and distance have been proven to be the most important factors in driving geographical mobility (such as migration [28], tourism [29] and commuting [30]). In this study of regional mobility, the total population in the origin county was treated as a pushing force. Also, the GDP was selected as a pulling force in the destination county as a higher GDP generates more economic activity. Distance, in this case, the road network distance, is a spatial barrier for movement. The spatial distributions of GDP at the county level are displayed in Figure 3. The distance between counties was measured using Baidu maps, and its histogram displayed in Figure 3c. Traffic volume data between counties is shown in Table 1.
Ref. [31] proposed an adjusted OD distance algorithm called Flow Dissimilarity (FDS) as follows (Equation (2)), in which the direction of flow is considered:

\[
\text{FDS}(ij)(i'j') = \sqrt{\alpha[(x_i - x_{i'})^2 + (y_i - y_{i'})^2] + \beta[(x_i - x_{j'})^2 + (y_i - y_{j'})^2]}
\]

where \(\text{FDS}(ij)(i'j')\) is the Flow Dissimilarity between the two flows; \(L_{ij}\) and \(L_{i'j'}\) are the flow lengths. FDS is a scalar distance. The coefficients \(\alpha\) and \(\beta\) are used to control the relative importance of the end points of the two OD flows (\(\alpha + \beta = 2, \alpha > 0, \beta > 0, \text{default } \alpha = \beta = 1\)). In the case of transport flows, set \(\alpha = \beta = 1\). Besides the endpoint position and flow length, another spatial element of the flow is its directionality. However, in the case of transport flows, the influence of the direction on the weight is not taken into consideration.

**3. Methodology**

**3.1. Flow Distance**

Due to the complexity of flow data involving both origin and destination sites, flow modelling is needed to accurately measure the distance between OD flows. In contrast to the distance between points or polygons, the Euclidean distance between two flows \(ij\) and \(i'j'\) (Figure 4) is measured as \(d(ij)(i'j')(\text{Equation (1)}))\), in which the direction of flow is considered:

\[
d(ij)(i'j') = \sqrt{(x_i - x_{i'})^2 + (y_i - y_{i'})^2 + (x_j - x_{j'})^2 + (y_j - y_{j'})^2}
\]

where \(L_{ij}\) and \(L_{i'j'}\) are the flow lengths. Using only the location information of the endpoint may sometimes be insufficient because the flow not only represents the interaction or movement between the two locations, but also the distance and direction in which the interaction or movement occurs [31]. Ref. [31] proposed an adjusted OD distance algorithm called Flow Dissimilarity (FDS) as follows (Equation (2)).

**Table 1.** Explanatory variables of spatial interaction modelling.

| Variables       | Description                        |
|-----------------|------------------------------------|
| Dependent variable | Traffic volume \(^1\)                  |
| Explanatory variables | Transport flow between counties |
| Tpop            | Total population in a county         |
| GDP             | GDP in a county                      |
| Distance        | Network distance between the center points of the counties |

\(^1\) The sample consists of 3481 flows between 59 counties in 2014 across the Jiangsu province.

**Figure 3.** Spatial distributions of pushing (Tpop) (a) and pulling force (GDP) (b) and the histogram of distance (c).
Global and local Moran Indices have become popular methods for measuring spatial autocorrelation, which is a form of spatial dependence. In this case study, both indices were employed for two purposes: detecting clustering patterns and defining clusters of flow, and examining the reduction of spatial auto-correlation in the residuals of global and local models of transport flows. The calculation of spatial autocorrelation depends on spatial weights. The distance threshold method is commonly used in the calculation of spatial weights.

Considering the unique spatial dependence of flows, spatial weight is defined by the spatial distance between OD flows [31]. Equation (3) is used to calculate the spatial distance between flows. Adjacent OD flows within a specified critical distance will be given a weight and have a significant impact on the calculation of the target OD flow. Adjacent OD flows that exceed a specified critical distance will be assigned a weight of zero and will not have any effect on the calculation of the target OD flow. The calculation method of the space weight is called the fixed distance band, and its equation is as follows:

$$\omega_{ij} = \begin{cases} \frac{1}{d_{ij}^2}, & \text{if } d_{ij} \leq b \\ 0, & \text{otherwise} \end{cases}$$

where b is the fixed distance band, which should satisfy the requirement of ensuring at least one adjacent flow for each flow, and $d_{ij}$ is the spatial distance between flow i and flow j. The Global Moran Indice is used to detect the pattern of transport flows: random, dispersed or clustered. The Local Moran Indice enables flows to be classified into four categories: HH (high-high), LL (low-low) and LH (low-high) and HL (high-low). HH means high volumes of flows are surrounded by a high volume of flows, and are therefore recognized as a hot cluster. Conversely, LL defines a cold cluster. LH and HL are defined as spatial outliers.

3.3. Multiscale Flow-Focused Geographically Weighted Regression

Spatial interaction modelling has been widely deployed to analyze various geographic mobilities (e.g., commuting, travel and migration). Currently, geographically weighted regression (GWR) [15,32] is the most commonly used model for geographically-weighted regression analysis. In this paper, the MGWGR model was applied to the modelling of transport flow for the first time.

A simplified form of spatial interaction model is represented as follows (Equation (4)).

$$M_{ij} = K \cdot P_i^a \cdot P_j^b / f(d_{ij})$$

where $M_{ij}$ is the interaction intensity between i and j, $P_i$ and $P_j$ represent the push and pull forces at the origin place i and destination place j respectively, $d_{ij}$ denotes the distance between places i and j, and $f(d_{ij})$ is a distance decay function of $d_{ij}$. In practice, $P_i$ and $P_j$ are often replaced by the scale of two places, e.g., population of origin and GDP of destination. Many studies argue that the distance decay function varies with spatial scales [26]. The non-linear functions of quantifying the distance decay effect are dominated by an inverse power function and a negative exponential function. The former is
more suitable for analysing short distance interactions on the urban scale and the latter more suitable for analysing longer distance interactions (such as migration flow) on regional or national scales [33]. For example, at urban scales, this distance decay function \( f(d_{ij}) \) is often expressed as an inverse power function, which is evidently confirmed by ref. [26]. At the regional scale (e.g., province in this study) the function \( f(d_{ij}) \) is better expressed as negative exponential function (e.g., \( e^{-\beta d} \)), where \( \beta \) is the distance friction coefficient. The higher the value of \( \beta \) is, the more sensitive to distance the flow is.

In the case of transport flows at county level across a province, the pushing force at the county of origin is represented by its total population, Tpop, and the pulling force at the destination county by its total GDP, GDP. A negative exponential function is suitable for the distance decay at the regional scale. The expressway network distance used for this case study was calculated using ArcGIS 10.5 Network Analyst.

The global model based on transport flow space interaction data is as follows (Equation (5)).

\[
\ln(M_{ij}) = k + \alpha \ln(T_{\text{pop}}) + \beta \ln(GDP) + \gamma d_{ij} + \epsilon_{ij} \tag{5}
\]

where \( k \) is the estimated intercept, \( \alpha, \beta \) and \( \gamma \) are the parameters to be calibrated, \( \epsilon_{ij} \) is the random error term, Tpop and GDP are explanatory variables where Tpop is the population of the county of origin and GDP is the GDP of the destination county. Other parameters are as described above.

The global models mentioned above take no account of spatial heterogeneity in the spatial interaction modelling. The spatial non-stationarity, a form of heterogeneity, which refers to the varying relationships between dependent and independent variables across the study area, can be explored by the innovative method of geographically weighted regression [15,32]. FGWR allows for spatial changes in parameters, and parameter calibration of the data in the vicinity of the data by “borrowing” nearby data. The FGWR model of spatial interaction data is defined as follows (Equation (6)).

\[
\ln(M_{ij}) = k_{ij} + \alpha_{ij} \ln(T_{\text{pop}}) + \beta_{ij} \ln(GDP) + \gamma_{ij} d_{ij} + \epsilon_{ij} \tag{6}
\]

where \( k_{ij}, \alpha_{ij}, \beta_{ij}, \gamma_{ij} \) are local parameters to be calibrated by GWR using flow-based distance and spatial weight described in Sections 3.1 and 3.2.

Since there is only one bandwidth in FGWR, FGWR limits the local relationships in each model to the same spatial scale and does not take into account the conditional relationships between each independent variable nor does it account for the variation of across different spatial scales. The MGWR method allows conditional relationships between response variables and for predictors to vary across different spatial scales. Contrasting with the global spatial interaction models in Equations (4)–(6), a local model specification of the flow data using MFGWR, which is the application of MGWR into flow data, is defined in Equation (7).

\[
\ln(M_{ij}) = k_{ij(b_0)} + \alpha_{ij(b_1)} \ln(T_{\text{pop}}) + \beta_{ij(b_2)} \ln(GDP) + \gamma_{ij(b_3)} d_{ij} + \epsilon_{ij} \tag{7}
\]

where \( b_1 \) indicates the bandwidth for calibration of the \( l \) th conditional relationship for \( l = \{1, 2, 3, \ldots, n\} \) and \( ij \) represents the location of flow from origin site \( i \) to destination site \( j \). That is to say, there are four explanatory variables (including a constant) in the MFGWR model of transport flow, so each explanatory variable has its own spatial bandwidth in the regression analysis. Each flow has a set of parameters together with other local statistics, such as residuals and \( t \)-statistics.

In the case of MFGWR, its parameters are calibrated as follows (Equation (8));

\[
\hat{\beta}_{ij} = [X^TW_{ij}X]^{-1}X^TW_{ij}y \tag{8}
\]

where \( y \) is a \( n \times 1 \) vector of observations for the dependent variable, \( \hat{\beta}_{ij} \) is an \( m \times 1 \) vector of parameter estimates and \( X \) is an \( n \times m \) matrix of explanatory variables as follows (Equation (9)).
Each row in the hat matrix \( S \) in the Gaussian GWR process is defined as Equation (10).

\[
X_i = [x_{i1} \ldots x_{im}]
\]

\[
r_i = X_i [X^T W_{ij} X]^{-1} X^T W_{ij}
\]

where \( X_i \) is the \( i \)th row of \( X \).

In equation (8), \( W_{ij} \) is an \( n \times n \) diagonal matrix of spatial weight for flow \( [ij] \) (Equation (11)). The spatial weight matrix is a data-borrowing scheme that allows the flow data closer to the flow \( [ij] \) position to have a stronger influence on the local regression.

\[
W_{ij} = \begin{bmatrix}
\omega_{i1} & 0 & \ldots & 0 \\
0 & \omega_{i2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \omega_{in}
\end{bmatrix}
\]

There are two popular methods of calculating spatial weight \( W(d_{ij}) \): fixed bandwidth and adaptive bandwidth. Fixed bandwidth aims to search for an optimal distance, within which all flows of \( ij \) will be calculated using a spatial weight \( \omega_{ij} \) by following a Gaussian function (Equation (12))

\[
\omega_{ij} = \exp \left( -0.5 \left( \frac{d_{ij}}{b} \right)^2 \right)
\]

where \( b \) is the optimal threshold distance, called bandwidth in this case, and \( d_{ij} \) is the distance between flows \( i \) and \( j \).

\[
\omega_{ij} = \begin{cases} 
1 - \left( \frac{d_{ij}}{b_i} \right)^2, & \text{if } d_{ij} < b_i \\
0, & \text{otherwise}
\end{cases}
\]

Adaptive bandwidth aims to search for the optimal number of nearest flows, which are used to determine the distance \( b_i \) for each flow \( i \). It is clear that \( b_i \) is affected by the density of flows near flow \( i \). In this case, its spatial weight is calculated by using a bi-square kernel function (Equation (13)). The process of searching for optimal bandwidth \( b \) or \( b_i \) is conducted by Golden Section until a minimum value of AICc has been reached [15,32].

Since only one bandwidth is required, the bandwidth selection in FGWR is relatively simple. The bandwidth selection in MFGWR is relatively complicated, because each explanatory variable needs an optimal bandwidth, and the relationship between explanatory variables should be considered. The optimal bandwidth is selected in the trial. Covariate-specific optimal bandwidths are estimated by minimizing the corrected AICc, which is defined as follows (Equation (14)),

\[
AICc = 2n \ln \left( \frac{RSS}{n} \right) + n \ln(2\pi) + n \frac{n - \text{tr}(S)}{n - 2 - \text{tr}(S)}
\]

where \( n \) is the number of flows, RSS is the residual sum of squares, and \( \text{tr}(S) \) is the trace of the hat matrix \( S \).
3.4. Calibration of MFGWR

A back-fitting algorithm is commonly used for the calibration of generalized additive models [21,34,35]. MFGWR is defined as follows (Equation (15)),

\[ y = \sum_{j=0}^{m} f_{bwj}(x_j) + \epsilon \]  

(15)

where \( y \) is a column vector of response variables, \( \epsilon \) is a column vector of random error terms, and each of the additional components \( f_{bwj}(x_j) \) are the product of the elemental multiplications of the local parameters \( \beta_j \) and \( x_j \) which is \( j \)th column of \( X \) (Equation (16)).

\[ f_{bwj}(x_j) = \beta_j \otimes x_j = \begin{bmatrix} \beta_{1j}x_{1j} \\ \beta_{2j}x_{2j} \\ \vdots \\ \beta_{nj}x_{nj} \end{bmatrix} \]  

(16)

Initial coefficient estimate \( \beta \) and residual of MFGWR are taken from the calibration of the model by GWR [21]. The definition of the convergence criterion for bandwidth optimization is as follows (Equation (17)).

\[ \text{SOC}_f = \text{SQRT} \left[ \sum_{i=1}^{p} \sum_{j=1}^{n} (f_{\text{new}} - f_{\text{old}})^2 / \sum_{i=1}^{n} \left( \sum_{j=1}^{p} f_{\text{new}}^2 \right)^2 \right] \]  

(17)

The detailed description and implementation of the back-fitting algorithm can be found in [21,25]. Summarizing the above statement, in the case of spatially interactive transport flows, the MFGWR is defined as follows (Equation (18)).

\[ \ln(M_{ij}) = f_{bw0}(\text{intercept}) + f_{bw1}(\ln(T\text{pop}_i)) + f_{bw2}(\ln(GDP_j)) + f_{bw3}(d_{ij}) + \epsilon \]  

(18)

where \( M_{ij} \) is the interaction intensity between \( i \) and \( j \), and \( T\text{pop}_i \), \( GDP_j \) and \( d_{ij} \) are explanatory variables. \( T\text{pop}_i \) and \( GDP_j \) present the push and pull forces at the origin place \( i \) and destination place \( j \) respectively.

3.5. Adjustments to the Critical Value of t Testing

In the FGWR framework, a \( t \)-test can be performed for each parameter at each calibration location. This problem has become more complicated due to the potential dependence on local estimates [23,36]. An effective correction to the significance level \( \alpha \) for the \( t \)-tests has been proposed [37]. The adjusted \( \alpha \) value can be tried multiple times during the hypothesis test, including 90% (\( \alpha = 0.1 \)), 95% (\( \alpha = 0.05 \)) and 99% (\( \alpha = 0.001 \)) confidence. The adjusted value of \( \alpha \) for the local \( t \)-tests is given by:

\[ \alpha = \frac{\xi}{\text{ENP}} \]  

(19)

where \( \xi \) is the desired error rate (i.e., 0.05), \( m \) is the number of parameters and ENP is the effective number of parameters. ENP = trace(S) and S is the hat matrix. If ENP = \( m \) then \( \alpha = \xi \); in all other situations \( \alpha < \xi \).

In the MFGWR framework, each covariate produces an ENP\(_j\) where ENP\(_j\) = trace(R\(_j\)). R\(_j\) is the effective number of parameters for each covariate. Each covariate has its independent critical value \( \alpha_j \) derived from the aforementioned \( t \)-tests.

\[ \alpha_j = \frac{\xi}{\text{ENP}_j} \]  

(20)
If \( ENP_j = 1 \) then \( \alpha_j = \xi ; \) in all other situations, \( \alpha_j < \xi \). This paper provides the first application of both MFGWR and its associated hypothesis testing framework for modeling spatial flows.

4. Results

4.1. Global and Local Moran Indice of Transport Flows

Using the two spatial weights of flows illustrated in Equation (3), the global Moran Indice was applied to measure the spatial autocorrelation in the flow data. For a fixed distance band (Fixed distance band is 1.39285), the global Moran Indice was 0.066, indicating a pattern of clustering, rather than spatial randomness. This pattern results from the complicated interactions between the expressway network system (Figure 2), and economic distributions (Figure 3). In addition, the local Moran Indice was used to detect four clusters—HH, LL, HL and LH. There were 3104 flows in total, which were statistically significant at 5% level. The majority of these significant flows, 2808 flows, were classified into the LL category, meaning the other three categories each contained a smaller number of clusters, as shown in Figure 5.

It is clear to see in Figure 5 that the hot clusters (HH) were located in two areas in the south at different spatial scales: one large scale cluster around Suzhou and one small scale cluster around Nanjing. The most southerly HH cluster, full of inter-city flows, takes advantage of active economic development (high-density urban agglomeration including Suzhou, Wuxi and Changzhou cities) and well-connected road networks [38]. The small-scale cluster around Nanjing was dominated by short-distance flows from Nanjing to surrounding counties but still within the urban region. This cluster indicates the diffusion of urban activities.

4.2. Flow-Focused Spatial Interaction Model

To explain the determinants of transport flows in the Jiangsu Province, OLS regression was used to calibrate the global model, which assumes that the process remains constant throughout the study area. To seek the optimal bandwidth, a golden section search was used to calibrate the FGWR and MFGWR models. In order to compare the parameter estimates between the two models and their statistical significance, it was necessary to visualize the parameters. A \( t \)-testing statistical graph of parameter estimates was plotted for each explanatory variable in MFGWR to investigate the spatial heterogeneity.
4.2.1. OLS

The parameter estimates for the global flow model calibrated by OLS are shown in Table 2. All parameter estimations are statistically significant at 1% as tested by the \( t \)-statistic values.

| Parameter | Estimate Value | Standard Error | \( z \)-Value | \( p \)-Value |
|-----------|----------------|----------------|--------------|--------------|
| \( k \)   | -3.059         | 0.243          | -12.59       | <0.0001      |
| \( \alpha \) | 1.457         | 0.037          | 39.392       | <0.0001      |
| \( \beta \) | 1.068         | 0.026          | 41.59        | <0.0001      |
| \( \gamma \) | -0.009        | 1.725e-4       | -52.169      | <0.0001      |

This model gained an AICc value of 11483.257 and an adjusted pseudo \( R^2 \) of 0.626. The estimated coefficients of Tpop and GDP were 1.457 and 1.068 respectively, indicating that both Tpop and GDP were positive contributors to regional transport flow. The estimated coefficient of distance was -0.009, showing a negative contribution.

4.2.2. FGWR

Considering the varied density of flows across the study area (see Figure 2), an adaptive bandwidth strategy (Equation (13)) was chosen to calibrate each local model. Based on a golden selection process, a bandwidth of 69 (meaning 69 flows were selected as a sample for the local FGWR model of each flow) was searched to achieve the minimum AICc value of 9719.491. The bandwidth 69 out of the total number of flows, which is 3481, indicates a very strong local spatial effect. The adjusted \( R^2 \) was 0.832. Compared with the global model mentioned above, the local model performed better, indicated by the increase in adjusted \( R^2 \) (from 0.626 to 0.832) and decrease in AICc value (from 11,483.257 to 9719.491).

4.2.3. MFGWR

In MFGWR, relatively independent bandwidth optimization is performed for each explanatory variable in the model. The biggest advantage of multi-scale geographic weighting is that the optimal bandwidth for each explanatory variable can be found. Thus, as far as possible, the disadvantages caused by the common bandwidth of all the explanatory variables of the FGWR model are avoided. The bandwidths of the four explanatory variables (intercept, distance, Tpop, and GDP) were 53, 3463, 57, and 47, respectively, as shown in Table 3. One variable (distance) seemed to operate at a global scale with bandwidths implying nearly a thousand nearest neighbours. The bandwidths of intercept, Tpop and GDP were 53, 57 and 47 respectively, which indicates that these three processes vary locally.

| Diagnostic | OLS | FGWR | MFGWR |
|------------|-----|------|-------|
| Bandwidth  | \( \infty \) | 69   | [53,3463,57,47] |
| ENP 3      | 4   | 725.146 | 678.537 |
| \( R^2 \)  | 0.626 | 0.832 | 0.841 |
| AIC        | 11,481.240 | 9336.018 | 9095.615 |
| AICc       | 11,483.257 | 9719.491 | 9425.881 |
| RSS        | 5503.605 | 1962.521 | 1881.271 |

1 Bandwidth refers to the number of neighbors. 2 Bandwidth of MFGWR is the bandwidth of intercept, distance, Tpop and GDP respectively. 3 ENP is the effective number of parameters.

4.3. Comparison between FGWR and MFGWR

As argued before, spatial dependence should be considered in the process of flow modelling. The flow-focused global Moran Indice (shown in Table 4) was used to calculate the spatial autocorrelation...
of (both global and local) model residuals. The fixed distance band for calculating the weight was 1.39285. The global Moran Indice was 0.08505 for OLS, 0.01154 for FGWR, and 0.00596 for MFGWR (Table 4). Compared to OLS, FGWR significantly reduced spatial autocorrelation, while MFGWR outperformed FGWR. This indicates that FGWR is more efficient than OLS in considering spatial dependence, and MFGWR is the most effective of the three.

Table 4. Comparison of global Moran I of residual between OLS, FGWR and MFGWR.

| Model  | Global_Moran_I | z_Norm | p_Norm       |
|--------|----------------|--------|--------------|
| OLS    | 0.08505        | 49.605 | 0.00000e+00  |
| FGWR   | 0.01154        | 6.8723 | 6.31917e-12  |
| MFGWR  | 0.00596        | 3.63033| 2.83059e-04  |

Another strength of MFGWR over FGWR is its suitability for mapping the estimated parameters across the study area [15], which is applicable to flow modelling. MFGWR and FGWR produce a set of parameter estimations and corresponding t-statistics (Table 5). The standard deviation of the parameter estimates for each explanatory variable of MFGWR is smaller than the standard deviation of the FGWR parameter estimates. This indicates that the MFGWR parameter estimates were more clustered. It can also be seen from Table 5 that the range of parameter estimates of MFGWR was smaller and more concentrated than FGWR which indicates that the surface of the FGWR parameter estimation was not smooth enough, whereas the surface of the MFGWR parameter estimation value was more uniform and smooth. Only when the t-statistic value is large enough, the estimated parameter is meaningful and interpretable [39]. At the significance level of 5%, the t-statistic threshold value is 1.96/−1.96, although MFGWR may have a slightly varied (higher) threshold value from the traditional significance test [15]. The histograms of the t-statistic values in response to three explanatory variables (distance, Tpop and GDP) are displayed in Table 5 and Figure 6. It is clear to see a proximate normal distribution for all three for FGWR. However, the t-statistic distribution of the three parameters of MFGWR is obviously not an approximately normal distribution. This is because MFGWR spatially controls the range of influence of each explanatory variable, so the frequency distribution of t-statistics is not an approximately normal distribution. At the 5% level of FGWR, there were a total of 2970 significant parameter estimations of distance, 2416 significant parameter estimations of Tpop and 2995 significant parameter estimations of GDP. At the 5% level of MFGWR, the parameter estimations for all explanatory variables were significant, which means MFGWR is more robust.

Table 5. Comparison of parameter estimations for FGWR and MFGWR.

| Variable | FGWR | MFGWR |
|----------|------|-------|
| intercept| −3.813 | 6.908 |
| distance | −0.010 | 0.097 |
| Tpop     | 1.403 | 0.733 |
| GDP      | 1.208 | 0.699 |
| t_intercept | −1.382 | 3.769 |
| t_distance | −2.978 | 1.815 |
| t_Tpop   | 4.202 | 2.240 |
| t_GDP   | 4.327 | 2.483 |
4.4. Comparison of Critical Values of t Testing

The default method for the t-testing is that the 95% ($\alpha = 0.05$) confidence interval corresponds to a default critical value of 1.96; the 99% ($\alpha = 0.001$) confidence interval corresponds to a default critical value of 2.58. In the case of expressway transport flow, using the adjusted critical value of the t-testing method mentioned above, the 95% confidence interval for FGWR corresponded to an adjusted critical value of 3.641 and the adjusted $\alpha$ value was 0.00028. In MFGWR, the 95% confidence interval corresponded to an adjusted critical value of 3.6234, and the adjusted $\alpha$ value was 0.00029. The 95% confidence interval values for the four covariates in MFGWR corresponded to the following adjusted critical values and adjusted $\alpha$ values respectively; 3.6888 and 0.000229 for intercept, 3.6596 and 0.000256 for Tpop, 3.7367 and 0.000189 for GDP, 1.9606 and 0.05 for Distance (see details in Table 6).
Table 6. Comparison of bandwidth, effective number of parameters, and critical t-values between FGWR and MFGWR.

| Diagnostics | FGWR | MFGWR |
|-------------|------|-------|
| Model Model Intercept Tpop GDP Distance | Model Model Intercept Tpop GDP Distance | Model Model Intercept Tpop GDP Distance |
| Bandwidth  | 69   | -     | 53   | 53   | 57   | 47   | 3463 |
| ENP        | 725.146 | 678.537 | 218.609 | 1.0  | 195.036 | 263.892 |
| Adjusted α | 0.00028 | 0.00029 | 0.000229 | 0.000256 | 0.000189 | 0.05  |
| Critical t (95%) | 3.641 | 3.6234 | 3.6888 | 3.6596 | 3.7367 | 1.9606 |

Obviously, only the critical value of the distance explanatory variable in MFGWR was similar to the default critical value, and the other adjusted critical values were larger than the default critical value.

Table 7 shows the number of significant t-statistics after filtering the t-statistics of FGWR and MFGWR using the default critical value and the adjusted critical value. In FGWR, since the adjusted critical value was larger than the default critical value (3.641 compared with 1.96 at the 95% confidence interval), the number of significant t-statistics after filtering is significantly reduced. In MFGWR, except for the significant number of significant t-statistics for intercept, the number of significant t-statistics of the other three explanatory variables remains unchanged.

Table 7. Number of significant t statistic values filtered by the critical values of FGWR and MFGWR.

| Explanatory Variables | Intercept | Tpop | GDP | Distance |
|-----------------------|-----------|------|-----|----------|
| FGWR                  | Critical t (95%) | 1379 | 2416 | 2995 | 2970 |
|                       | Adjusted Critical t (95%) | 329  | 1208 | 2128 | 2202 |
| MFGWR                 | Critical t (95%) | 3481 | 3481 | 3481 | 3481 |
|                       | Adjusted Critical t (95%) | 3113 | 3481 | 3481 | 3481 |

5. Conclusions and Limitations

5.1. Conclusions and Discussion

By focusing on understanding the patterns and processes of transport flows and their socio-economic determinants, this study has provided empirical evidence of the inter-dependence between transport and economy at the regional scale (the Jiangsu province in China) by deploying an innovative analytical method of multiscale spatial analysis for flows and big data processed from georeferenced transactions at expressway toll-gates.

Methodologically, this paper reports the first empirical study of flow modelling by considering multi scales in spatial dependence and non-stationarity or heterogeneity. Based on the spatial weight of distance-band, the flow-focused global Moran Indice has been successfully used to measure the spatial autocorrelation existing in the flow data, and the results indicate a clustering pattern at the regional scale. The follow-up flow-focused local Moran Indice detected four significant clusters of flow, among which the hot clusters (high volume flows surrounded by high volume flows) help identify two areas with a high concentration of transport flow at different spatial scales. These clusters reveal the impacts of urban and economic agglomerations on regional transport.

The global spatial interaction model calibrated by OLS confirms the positive pushing effect of Tpop in the origin county and the pulling effect of GDP in the destination county. It is clear that such strong spatial interaction is influenced by growing economic development and efficient transport infrastructure in the well-known Yangtze River Delta. The positive spatial autocorrelation in the model residuals (measured by the above-mentioned flow-focused global Moran I of flows) and the two clusters at varied scales (measured by flow focused local Moran I of flows), justify the development and application of the multiscale flow-focused geographically weighted regression approach.
The MFGWR modelling results have many implications. First of all, the spatial autocorrelation in the local modelling residuals was considerably reduced, compared with that from the global model and FGWR mentioned above. This means MFGWR has largely reflected the spatial dependence present in the flow data. Secondly, the statistics of adjusted $R^2$ and $AICc$ have proved that MFGWR outperforms both the global flow model and FGWR in explaining flow patterns. The spatial distributions of parameter estimations from MFGWR reflect the heterogeneous relationships between transport and socioeconomic forces across the study area. Thereby, it is argued that MFGWR has successfully considered spatial heterogeneity. Classically, the local models are run on the same spatial scale, without considering scale effects between pulling and pushing forces or spatial barriers. MFGWR relaxes this assumption by allowing different processes to operate on different spatial scales, meaning that each covariate can be modelled on different spatial scales [21]. In the case of expressway transport flow, the optimal bandwidths for distance, population and GDP were different, especially the bandwidth of distance, which being much larger, was identified as a global variable. The bandwidths between population and GDP were quite similar and smaller than that for distance, indicating a similar local process of spatial influences. Finally, in MFGWR, the critical value of $t$-testing for each covariate can be adjusted, which makes MFGWR more robust.

In summary, this empirical study has confirmed that MFGWR outperforms FGWR, in capturing multi-scale spatial heterogeneity and reducing spatial dependence. Specifically, MFWGR enables the explanation of varied heterogeneity with explanatory variable across the study area.

5.2. Limitations

Based on MGWR, this paper has developed a multiscale flow-focused geographically weighted regression model and used it to analyse transport flow data from the Jiangsu province in eastern China. However, this study also raises new questions for future research. Firstly, the transaction data used in this study have very a high temporal resolution. Temporal heterogeneity [40], together with spatial heterogeneity, are two sides of a coin. Both need to be integrated into an analysis of geographic mobility. The current version of MFGWR lacks the consideration of temporal dimension. A new development of multi-scale geographically and temporally weighted flow modelling will be recommended for future work. Secondly, MFGWR is powerful for mapping parameter estimation but it is hard to visualize and interpret these geographical patterns, particularly when dealing with large-scale flows. It presents a new challenge of how to intelligently represent the flow space. Lastly, the back-fitting algorithm in MFGWR has to perform a large number of iterative operations. Further work is required to improve its operating efficiency. Parallel computing may be an efficient solution.
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