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We discuss the optimal matching solution for both the assignment problem and the matching problem in one dimension for a large class of convex cost functions. We consider the problem in a compact set with the topology both of the interval and of the circumference. Afterwards, we assume the points’ positions to be random variables identically and independently distributed on the considered domain. We analytically obtain the average optimal cost in the asymptotic regime of very large number of points \(N\) and some correlation functions for a power-law type cost function in the form \(c(z) = z^p\), both in the \(p > 1\) case and in the \(p < 0\) case. The scaling of the optimal mean cost with the number of points is \(N^{-\gamma/2}\) for the assignment and \(N^{-p}\) for the matching when \(p > 1\), whereas in both cases it is a constant when \(p < 0\). Finally, our predictions are compared with the results of numerical simulations.

I. INTRODUCTION

After the seminal works of Kirkpatrick et al. [1], Orland [2], and Mézard and Parisi [3], random optimization problems have been successfully studied using statistical physics techniques, such as the replica trick or the cavity method [4, 5]. In a combinatorial optimization problem, we consider a finite set \(\mathcal{M}\) of possible configurations \(\mu\), and we associate a cost \(E(\mu) \in \mathbb{R}\) to each configuration in \(\mathcal{M}\). The goal is to find the optimal configuration \(\mu\) such that \(E(\mu)\) is minimized over \(\mathcal{M}\). In a statistical physics approach, an "inverse temperature" \(\beta\) is introduced, and we can write a partition function

\[
Z(\beta) = \sum_{\mu \in \mathcal{M}} e^{-\beta E(\mu)}, \quad (1)
\]

in such a way that the optimal cost is recovered as

\[
\min_{\mu \in \mathcal{M}} E(\mu) = -\lim_{\beta \to +\infty} \frac{\partial \ln Z(\beta)}{\partial \beta}. \quad (2)
\]

This statistical physics reformulation is particularly powerful when random combinatorial optimization problems are considered. In a random optimization problem, the set \(\mathcal{M}\) depends on some parameters that are supposed to be random. In this case, \(\mathcal{M}\) is therefore an instance of the problem in the space of parameters, and the average properties of the optimal solution are of a certain interest. In particular, denoting by \(\bar{\mu}\) the average over all instances \(\mathcal{M}\),

\[
\min_{\mu \in \mathcal{M}} E(\mu) = -\lim_{\beta \to +\infty} \frac{\partial \ln Z(\beta)}{\partial \beta}. \quad (3)
\]

The average appearing in the previous equation can be tackled using the celebrated replica trick, which allowed the derivation of fundamental results for many relevant random combinatorial optimization problems, like random matching problems [2, 3, 6, 7] or the traveling salesman problem in its random formulation [2, 8].

In this paper, we will study a particular class of random optimization problems, namely random Euclidean matching problems (rEMPs). In the rEMP, a set of \(2N\) random points \(\Xi := \{\{x_i\}_{i=1}^{N}\}\) is given on a certain \(d\)-dimensional Euclidean domain. We associate a weight \(w_{ij}\) to the couple \((x_i, x_j)\), typically in the form \(w_{ij} = c(\|x_i - x_j\|)\) for some given function \(c\). In the following, we will refer to the function \(c\) as the cost function of the problem. We search therefore for the partition \(\mu\) of \(\Xi\) in \(N\) sets of two elements such that

\[
E(\mu) = \sum_{(x_i, x_j) \in \mu} w_{ij}, \quad (4)
\]

is minimized. The object of interest is the optimal cost averaged over the points’ positions,

\[
\min_{\mu} E(\mu) = \min_{\mu} \sum_{(x_i, x_j) \in \mu} w_{ij}. \quad (5)
\]

In a variation of the problem, called random Euclidean assignment problem (rEAP), two sets of \(N\) random points \(\Xi := \{\{x_i\}_{i=1}^{N}\}\) and \(\Upsilon := \{\{y_j\}_{j=1}^{N}\}\) are given, and we associate a weight \(w_{ij}\) to the couple \((x_i, y_j)\), typically in the form \(w_{ij} = c(\|x_i - y_j\|)\). In this case, only points of different sets can be coupled, and we search therefore for a permutation \(\pi \in \mathcal{S}_N\) of \(N\) elements such that

\[
E(\pi) = \sum_{i=1}^{N} w_{\pi(i)} \pi(i) \quad (6)
\]

is minimized. As before, the main object of interest is the average optimal cost,

\[
\min_{\pi \in \mathcal{S}_N} E(\pi) = \min_{\pi \in \mathcal{S}_N} \sum_{i=1}^{N} w_{\pi(i)} \pi(i). \quad (7)
\]
A large physics literature exists about the properties of rEMPs and rEAPs. In their seminal work, Mézard and Parisi [3] proposed a mean-field approximation of both the d-dimensional rEMP and the d-dimensional rEAP, obtaining the solution in the thermodynamical limit [3]. The finite-size corrections to the average optimal cost in the mean-field model have been also evaluated [6, 8]. Using the replica approach, it has been later shown that finite d corrections can be included in the mean-field solution performing a diagrammatic expansion [7, 8], whose resummation is, however, a challenging task. As an alternative to the classical methods, in Ref. [9] a field theoretical approach has been proposed for the study of the so-called quadratic rEAP in any dimension. The new approach was based on the deep connections with optimal transportation theory [10–12], and allowed the authors to give an exact analytical prediction for the average optimal cost for dimension d = 2 and its finite-size corrections for dimension d > 2 [9, 13]. Moreover, the rEAP in one dimension on a compact domain has already been solved in the case of convex and increasing cost function [9, 13–17]. Despite the numerous results on mean-field models, many properties of the corresponding Euclidean models remain to be investigated and, moreover, few exact results are available in finite dimension. The availability of analytical solutions is therefore of great importance to check the validity of the approximate results obtained correcting the mean-field theories, and the assumptions adopted to obtain them.

In the present work, we will restrict ourselves to the rEMP and the rEAP in one dimension, with the purpose of extending the analytical results of some previous investigations. Some results in the case of more general supports, as noncompact supports, and other general properties of the convergence rate can be found in the review of Bobkov and Ledoux [12], in which the problem is treated in the context of optimal transportation theory. Despite their simple formulation, the one-dimensional rEAP and the one-dimensional rEMP have in general a nontrivial analytical treatment and they are related to many different problems in mathematics, physics, and biology. In Refs. [15, 16] it has been shown that the optimal assignment in the case of a strictly increasing cost function can be interpreted as a stochastic process on a compact support, namely the Brownian bridge process, and therefore as a quadratic field theory [9]. On the other hand, if c(z) is concave, it can be easily proved that, independently from the distribution adopted to generate the points, the optimal assignment is always planar [14], in a sense that will be specified below. The relevance of planar matching configurations both in physics and in biology is due to the fact that they appear in the study of the secondary structure of single stranded DNA and RNA chains in solution [18]. These chains tend to fold in a planar configuration, in which complementary nucleotides are matched. The secondary structure of a RNA strand is therefore a problem of optimal matching on the line, with the restriction on the optimal configuration to be planar [19, 20]. The statistical physics of the folding process is not trivial and it has been investigated by many different techniques [21, 22], also in presence of disorder [20, 21, 23, 24]. One-dimensional Euclidean matching problems can be adopted therefore as toy models for different processes, depending on the properties of the cost function c, namely constrained Brownian processes for convex strictly increasing cost function, and folding processes for concave cost function.

The model. Before proceeding further, let us recall some standard definitions of matching theory and rigorously specify our model. Given a generic graph $G = (V, E)$, with $V$ set of vertices and $E \subseteq V \times V$ set of edges, a matching $\mu \subseteq E$ on $G$ is a subset of edges of $G$ such that, given two edges in $\mu$, they do not share a common vertex [25]. A matching $\mu$ is said to be maximal if, for any $e \in E \setminus \mu$, $\mu \cup \{e\}$ is no longer a matching. Denoting by $|\mu|$ the cardinality of $\mu$, we define $\nu(G) := \max_{\mu} |\mu|$ the matching number of $G$, and we say that $\mu$ is maximum if $|\mu| = \nu(G)$. A perfect matching (or 1-factor) is a matching that matches all vertices of the graph. Every perfect matching is also maximum and hence maximal. A perfect matching is a minimum-size edge cover. We will denote by $\mathcal{M}$ the set of perfect matchings.

Let us suppose now that a weight $w_e \geq 0$ is assigned to each edge $e \in E$ of the graph $G$. We can associate to each perfect matching $\mu$ a total cost

$$E(\mu) := \sum_{e \in \mu} w_e,$$

and a mean cost per edge

$$\varepsilon(\mu) := \frac{1}{\nu(G)} \sum_{e \in \mu} w_e.$$

In the (weighted) matching problem we search for the perfect matching $\mu$ such that the total cost in Eq. (8) is minimized, i.e., the optimal matching $\mu^{opt}$ is such that

$$E(\mu^{opt}) = \min_{\mu \in \mathcal{M}} E(\mu).$$

Once the weights are assigned, the problem can be solved using efficient algorithms available in the literature [26, 27]. If the graph $G$ is a bipartite graph, the matching problem is said to be an assignment problem.

In random matching problems, the costs $\{w_e\}_e$ are random quantities. In this case, the properties of the optimal solution are of a certain interest, and in particular the average optimal cost, $E := \min_{\mu \in \mathcal{M}} E(\mu)$, where we have denoted by $\bar{E}$ the average over all possible instances of the costs set. The simplest way to introduce randomness in the problem is to consider the weights $\{w_e\}_e$ independent and identically distributed random variables [3, 28]. In random Euclidean matching problems, the graph $G$ is supposed to be embedded in a d-dimensional Euclidean domain $\Lambda \subseteq \mathbb{R}^d$ through an embedding function $\Phi$, in such a way that each vertex $v \in V$ of the graph is associated to a random Euclidean point $v \mapsto \Phi(v) \in \Lambda$. In this case, the cost $w_e$
of the edge \( e = (u, v) \) is typically a function of the distance of the images of its corresponding endpoints in \( \Lambda \), i.e., \( w_\epsilon = c \| \Phi(u) - \Phi(v) \| \) [7, 29]. Random Euclidean matching problems are usually more difficult to investigate, due to the presence of Euclidean correlations among the weights. The purely random case with independent edge weights plays the role of mean-field approximation of the Euclidean case [7].

In the present paper, we will work on a specific tool in one dimension. We will consider the case in which \( \mathcal{G} = K_{2N} \) complete graph with \( 2N \) vertices for the rEap, and \( \mathcal{G} = K_{N,N} \) complete bipartite graph with two partitions of the same size \( N \) for the rEap. We will assume the points to be independently and uniformly generated both on the compact interval \( \Lambda = [0, 1] \) and on the unit circumference, and we will introduce a general class of cost functions, called here \( \mathcal{C} \)-functions, that determine a specific structure for the optimal matching solution for a given instance in the rEap. More precisely, once the two sets of points are labeled in increasing order according to their position along the line, the optimal assignment can be represented as a periodic label shift. As particular application, we will consider the cost function \( c(z) = z^p \). We will consider the finite size corrections to the average optimal cost for \( p > 1 \) that had not been computed previously and we will also study the case \( p < 1 \), corresponding to a long-range optimal assignment. The results obtained for the rEap will be extended to the rEmp. The cost function \( c(z) = z^p \) is of particular interest because the optimal assignment can be interpreted as a Gaussian stochastic process for \( p > 1 \) and, as we will show, for \( p < 0 \). On the other hand, for \( 0 < p < 1 \) the solution is planar, and therefore the rEap is a model for the folding process mentioned above, the single parameter \( p \) controlling the transition between different behaviors.

The paper is therefore subdivided in such a way to present in Sec. II the case of the rEap and in Sec. III the case of the rEmp. Finally, we will give our conclusions in Sec. IV.

II. THE RANDOM EUCLIDEAN ASSIGNMENT PROBLEM

With reference to the definitions given in the Introduction, in the assignment problem, we assume \( \mathcal{G} = K_{N,N} \), the complete bipartite graph in which \( \mathcal{V} = \mathcal{V}_1 \cup \mathcal{V}_2 \), \( \mathcal{V}_1 \cap \mathcal{V}_2 = \emptyset \), \( \left| \mathcal{V}_1 \right| = \left| \mathcal{V}_2 \right| = N \). In the rEap in one dimension, we consider two sets of points \( \Xi_N := \{ x_i \}_{i=1,\ldots,N} \) and \( \mathcal{Y}_N := \{ y_j \}_{j=1,\ldots,N} \), independently generated with uniform distribution density on \( \Lambda = [0, 1] \); we associate then the points in \( \Xi_N \), respectively, \( \mathcal{Y}_N \), to the vertices in \( \mathcal{V}_1 \), respectively, \( \mathcal{V}_2 \). We will assume that the points are labeled in such a way that

\[
0 \leq x_1 < x_2 < \cdots < x_N \leq 1, \tag{11a}
\]

\[
0 \leq y_1 < y_2 < \cdots < y_N \leq 1. \tag{11b}
\]

A maximum matching \( \mu \subset \mathcal{V}_1 \times \mathcal{V}_2 \) uniquely corresponds to a permutation \( \pi \in \mathcal{S}_N \) of the \( N \) elements \( [N] := \{ 1, \ldots, N \} \), in such a way that, if \( (i, j) \in \mu \), \( j = \pi(i) \). We associate to \( \pi \) a matching cost and a mean cost per edge, respectively, given by

\[
E_N(\pi) := \sum_{i=1}^N w(x_i, y_{\pi(i)}), \quad p < 1, \tag{12a}
\]

\[
\varepsilon_N(\pi) := \frac{1}{N} E_N(\pi). \tag{12b}
\]

In the previous expressions, the cost function \( w(x_i, y_j) \) depends on the points’ positions \( x_i \) and \( y_j \). As anticipated, we will restrict ourselves to cost functions in the form [30]

\[
w(x_i, y_j) := c(|x_i - y_j|), \quad c: \Lambda \rightarrow \mathbb{R}. \tag{13}
\]

We are interested in the asymptotic behavior for \( N \gg 1 \) of the average optimal (mean) cost

\[
\varepsilon_N := \min_{\pi} \varepsilon_N(\pi), \tag{14}
\]

where we have denoted by \( \min \) the average over the points’ positions. We will show that the typical properties of the solution strongly depend on the properties of the cost function \( c(z) \). To study this dependency, we will assume in particular

\[
c(z) := z^p, \quad p \in \mathbb{R}, \quad z \in \Lambda. \tag{15}
\]

As we will show below, the properties of the optimal solution will depend on the chosen value of \( p \).

A. On the structure of optimal matching

We shall here discuss some general features of the optimal solution in a given instance at variance with the cost function.

1. Preliminaries

Let us first introduce some preliminary definitions and results.

Definition II.1. Given a set of \( n \) elements, we say that a permutation \( \pi \in \mathcal{S}_n \) of \( n \) elements belongs to \( \mathcal{C}_n \subseteq \mathcal{S}_n \), if an integer number \( k \) exists such that \( 0 \leq k < n \) and

\[
\pi(i) = i + k \ (\text{mod} \ n), \quad i = 1, \ldots, n. \tag{16}
\]

Observe that, for \( k \neq 0 \), a permutation \( \pi \in \mathcal{C}_n \) is a cyclic permutation having one cycle only. For \( k = 0 \) we have the identity permutation, which has \( n \) cycles. The set \( \mathcal{C}_n \subseteq \mathcal{S}_n \) is an Abelian subgroup corresponding to the cyclic group of the \( n \) proper rotations in the plane which leave a regular polygon with \( n \) vertices invariant. For \( n = 2 \), \( \mathcal{C}_2 = \{ (1)(2), (1, 2) \} = \mathcal{S}_2 \). The group \( \mathcal{C}_3 \) coincides with the alternating group of even permutations \( \mathcal{A}_3 \).
Definition II.2. Given a triple of three integers \((i, j, k) \in [n]^3, [n] := \{1, \ldots, n\}\), we say that the ordered triple of integers \((a, b, c)\) is cyclically co-oriented with it when an even permutation \(\pi \in \mathcal{C}_3\) exists such that \((\pi(a), \pi(b), \pi(c))\) is in the same order of \((i, j, k)\) with respect to the order relation of the integers.

The following Proposition, which appeared in Ref. [15], will be fundamental in the following.

Proposition II.1. A permutation \(\pi \in \mathcal{S}_n\) belongs to \(\mathcal{C}_n\) if, and only if, for any triple \((i, j, k)\), the corresponding triple \((\pi(i), \pi(j), \pi(k))\) is cyclically co-oriented with \((i, j, k)\).

Proof. If \(\pi \in \mathcal{C}_n\) all the triples \((\pi(i), \pi(j), \pi(k))\) are cyclically co-oriented with their image through the permutation \(\pi\). Observe now that if for any couple \((i, j) \in [n]^2\) we have \(\pi(i) - \pi(j) = i - j \mod n\), then \(\pi \in \mathcal{C}_n\). To prove this statement, we proceed by contradiction and we assume that there exists at least a couple \((i, j) \in [n]^2\) such that \(\pi(i) - \pi(j) \neq i - j \mod n\). It follows that the sequences

\[
I = (i, i + 1 \mod n, \ldots, j),
\]

\[
J = (\pi(i), \pi(i) + 1 \mod n, \ldots, \pi(j))
\]

have not the same cardinality, and therefore there must exist a \(k\) such that either \(k \in I\) and \(\pi(k) \notin J\) or \(k \notin I\) and \(\pi(k) \in J\). By consequence, the triples \((i, j, k)\) and \((\pi(i), \pi(j), \pi(k))\) are not cyclically co-oriented, that is in contradiction with the hypothesis and therefore the theorem is proved.

2. C-functions

As anticipated, an assignment between two sets of \(N\) points can be uniquely associated to a permutation of \(N\) elements \(\pi \in \mathcal{S}_N\). We will show below that the optimal permutations belongs to \(\mathcal{C}_N \subseteq \mathcal{S}_N\) if the cost function \(c(z)\) appearing in Eq. (13) satisfies the following property.

Definition II.3. We shall say that a function \(f : [0, 1] \rightarrow \mathbb{R}\) is a \(C\)-function if, given \(0 < z_1 < z_2 < 1\), for any \(\eta \in (0, 1 - z_2), \bar{\eta} \in (z_2, 1)\)

\[
f(z_2) - f(z_1) \leq f(\eta + z_2) - f(\eta + z_1), \quad (18a)
\]

\[
f(z_2) - f(z_1) \leq f(\bar{\eta} - z_2) - f(\bar{\eta} - z_1). \quad (18b)
\]

Eq. (18a) implies that \(\Psi_\eta(z) = f(\eta + z) - f(z)\) is an increasing function in the interval \((0, 1 - \eta)\) for any value of \(\eta \in (0, 1)\). Moreover, if \(f\) is continuous, Eq. (18a) is equivalent to convexity (see Appendix A).

Eq. (18b) implies that the function \(\Phi_\eta(z) := f(\eta - z) - f(z)\) is increasing in the interval \((0, \eta)\) for any value of \(\eta \in (0, 1)\). If \(f\) is differentiable, this fact can be written as

\[
f'(\eta - z) + f'(z) \leq 0, \quad z \in (0, \eta), \quad \eta \in (0, 1), \quad (19a)
\]

which for \(\eta \rightarrow 1\) becomes

\[
f'(1 - z) + f'(z) \leq 0. \quad (19b)
\]

This implies, for example, that the convex function

\[
f_\alpha(x) = (x - \alpha)^2, \quad \alpha \in \mathbb{R}, \quad (20)
\]

is a \(C\)-function on \(\Lambda\) for \(\alpha \geq 1/2\) only.

3. Optimal matching on a segment

Let us now discuss the structure of the optimal assignment on the line. We start with the following Definition to fix our nomenclature.

Definition II.4 (Crossing and planar matching). Let us consider two sets of points \(\Xi_N = \{x_i\}_{i=1,\ldots,N}\) and \(\Upsilon_N = \{y_i\}_{i=1,\ldots,N}\) on the interval \(\Lambda := [0, 1]\) and let us assume that they are labeled in such a way that if \(i < j\) then \(x_i < x_j\) and \(y_i < y_j\). Then a matching between \(\Xi_N\) and \(\Upsilon_N\) is said to be planar, or non-crossing if, given the corresponding permutation \(\pi\) and any two pairs of matched points \((x_i, y_{\pi(i)})\) and \((x_j, y_{\pi(j)})\), \(i < j\), the corresponding intervals are either disjoint, \(x_i < y_{\pi(i)} < x_j < y_{\pi(j)}\), or nested, \(x_i < x_j < y_{\pi(j)} < y_{\pi(i)}\). The matching is otherwise said to be crossing.

From the pictorial point of view, drawing the points on a rightward oriented horizontal line, in a planar matching it is always possible to draw semi-arcs in the upper semiplane joining the couples of matched points which do not intersect, e.g.,

\[\text{Illustration}\]

It is well known that if the cost function \(c\) in Eq. (13) is concave the optimal matching configuration is planar [14, 19, 20].

In the following, we will restrict ourselves to two classes of convex cost functions, namely \(C\)-functions and strictly increasing convex functions. We can start studying in detail the matching problem for \(N = 2\), considering two white points and two black points on the line. We can assume, without loss of generality, that the first point along the line is black. There are therefore \(3\) possible orderings of the points, namely

\[\text{Illustration}\]

\[A, B, C\]
Each configuration allows two possible matchings, namely $\pi(i) = i$ and $\pi(i) = i + 1 \pmod 2$ for $i = 1, 2$. The following Propositions hold.

**Proposition II.2.** Given the assignment problem on the interval $\Lambda$ with $N = 2$, if the cost function $c(z) : \Lambda \rightarrow \mathbb{R}$ appearing in Eq. (13) is a $C$-function, then the optimal matching is the crossing one, whenever a crossing matching is available.

**Proof.** The proof of the Proposition is straightforward. In the $N = 2$ case only two of the three possible configurations allow a crossing solution, namely the configuration $\Lambda$ and the configuration $c$. The configuration $\Lambda$ allows the two possible matchings

\[
\begin{array}{ccc}
  x_1 & x_2 & y_1 & y_2 \\
  \text{A-I} & \text{A-II}
\end{array}
\]

With reference to the picture above,

\[
\begin{align*}
E_1^I &= c(y_1 - x_1) + c(y_2 - x_2), \\
E_1^{II} &= c(y_2 - x_1) + c(y_1 - x_2).
\end{align*}
\]  

(21a)  

(21b)

But, $c$ being a $C$-function,

\[
c(y_1 - x_1) - c(y_1 - x_2) \leq c(y_2 - x_1) - c(y_2 - x_2),
\]

where we have used Eq. (18a) with $\eta = y_2 - y_1$, and therefore we have that $E_1^I \leq E_1^{II}$. Observe that this result for the $\Lambda$ case holds for any continuous convex function $c(z)$ on $\Lambda$. Similarly, the configuration $c$ allows the two possible matchings

\[
\begin{array}{ccc}
  x_1 & y_1 & y_2 & x_2 \\
  \text{C-I} & \text{C-II}
\end{array}
\]

with corresponding costs

\[
\begin{align*}
E_1^C &= c(y_1 - x_1) + c(x_2 - y_2), \\
E_1^{II} &= c(y_2 - x_1) + c(x_2 - y_1).
\end{align*}
\]  

(23a)  

(23b)

Again, $c$ being a $C$-function,

\[
c(y_1 - x_1) - c(y_1 - x_2) \leq c(y_2 - x_1) - c(y_2 - x_2),
\]

where we have used Eq. (18b) with $\eta = y_2 - x_1$, and therefore $E_1^{II} \leq E_1^C$. This completes the proof. \qed

**Proposition II.3 (Convex increasing function).** Given the assignment problem on the interval $\Lambda$, if the cost function $c(z) : \Lambda \rightarrow \mathbb{R}$ appearing in Eq. (13) is a strictly convex increasing function, then the optimal permutation in the $N = 2$ case is the identity permutation $\pi(i) = i$, $i = 1, 2$.

**Proof.** Let us first observe that a strictly increasing function on $\Lambda$ cannot be a $C$-function, due to property in Eq. (19). Moreover, due to the strict convexity hypothesis, $c(0)$ must be finite. We have already proved that, if $c(z)$ is convex, the optimal matching in the configuration $\Lambda$ is the ordered one. If we consider now the configuration $B$, we have to evaluate two possible matchings, namely

\[
\begin{array}{ccc}
  x_1 & y_1 & x_2 & y_2 \\
  \text{B-I} & \text{B-II}
\end{array}
\]

In this case,

\[
\begin{align*}
E_1^B &= c(y_1 - x_1) + c(x_2 - y_2), \\
E_1^{III} &= c(y_2 - x_1) + c(x_2 - y_1).
\end{align*}
\]  

(25a)  

(25b)

By hypothesis, the quantity $c(y_1 - x_1) - c(x_2 - y_1)$ is monotonously increasing respect to the variable $y_1 \in (x_1, x_2)$ and therefore

\[
c(y_1 - x_1) - c(x_2 - y_1) \leq c(x_2 - x_1) - c(0).
\]

(26)

Similarly, convexity implies that $c(y_2 - x_1) - c(y_2 - x_2)$ is increasing in its argument $y_2$ and therefore

\[
c(y_2 - x_1) - c(y_2 - x_2) \geq c(x_2 - x_1) - c(0).
\]

(27)

It follows that

\[
c(y_1 - x_1) - c(x_2 - y_1) \leq c(y_2 - x_1) - c(y_2 - x_2) \Rightarrow E_1^B \leq E_1^{III}. 
\]

(28)

If we finally consider the configuration $c$, we have

\[
E_1^c = c(y_1 - x_1) + c(x_2 - y_2) \leq c(y_2 - x_1) + c(x_2 - y_1) = E_1^{II},
\]

(29)
due to the fact that the cost function $c$ is strictly increasing.

If we consider now the $N = 3$ case, we can derive the following fundamental Lemma.

**Lemma II.4.** Let $c(z) : \Lambda \rightarrow \mathbb{R}$, cost function for the assignment problem on the interval $\Lambda$, be a $C$-function. Then the optimal permutation $\pi$ in the assignment problem for $N = 3$ belongs to the set $C_3$.

**Proof.** For the proof of this Lemma, observe that, by Proposition II.2, for $N = 2$ the crossing matching is the optimal one whenever it is available, i.e., we can obtain the optimal matching maximizing the number of crossings given a certain configuration. In the assignment problem with $N = 3$ "white" points to be matched with $N = 3$ "black" points on the line, there are $\binom{4}{2} = 10$ distinct configurations assuming that the first point is always of a given type, e.g., black. Each configuration allows six possible matching permutations. Let us start with the following three configurations,
All of them can be pictorially represented, in a compact way, on a circumference as

For example, we can represent

In this representation, each matching on a configuration on the line corresponds to a set of three chords joining the points on the circumference, and a crossing in a matching corresponds to an actual crossing between chords. We will use this representation to evaluate all configurations in a compact way. By Proposition II.2, we can order the possible matchings using the fact that, applying a transposition to a given permutation, if a new crossing appears, then the new permutation has a lower cost. Pictorially we can order the six permutations as

where the arrows denote the transition from a given matching to another one with lower cost, as a consequence of a single transposition. In this case the final, and cheapest, matching corresponds to the identity permutation

and

The following six configurations of points

can be treated similarly. In particular, all six configurations can be represented as

We have therefore

This implies that, for each configuration, there are two possible optimal permutations, namely \( \pi(i) = i \) or \( \pi(i) = i + 1 \) (mod 3) for the configurations D, E, F, and \( \pi(i) = i+1 \) (mod 3) or \( \pi(i) = i + 2 \) (mod 3) for the configurations G, H, I.

Finally, let us consider the configuration

In this case we have

There are three possible optimal permutations, namely \( \pi(i) = i \), \( \pi(i) = i + 1 \) (mod 3) and \( \pi(i) = i + 2 \) (mod 3).

Collecting our results, we have that, in the \( N = 3 \) case, the optimal permutation \( \pi \) is such that \( \pi \in C_3 \).

Proposition II.3 allows us to state the following Theorem, that generalizes an analogous one proven by Boniolo et al. [15] in the particular case of the cost function \( c(z) = z^p \) with \( p > 1 \). An equivalent statement for general convex increasing functions can be found, for example, in Ref. [14].

**Theorem II.5 (Optimal matching with convex increasing cost function).** Given the assignment problem on \( \Lambda \), if the cost function \( c(z) : \Lambda \to \mathbb{R} \) appearing in Eq. (13) is a strictly convex increasing function, then the optimal permutation \( \pi \) is the identity permutation.

**Proof.** Let us assume by contradiction that the optimal matching \( \pi \) is not the one corresponding to the identity permutation. Therefore, there exists at least a couple of matched pairs \((i, \pi(i)), (j, \pi(j))\) such that \( i < j \) and \( \pi(i) > \pi(j) \). But, by Proposition II.2, this implies that the cost can be decreased considering instead the matched pairs \((i, \pi(j))\) and \((j, \pi(i))\), hence the absurd and therefore the optimal matching is given by the identity permutation \( \pi(i) = i \) for all values of \( i = 1, \ldots, N \).

If the cost function is a \( C \)-function, the following Theorem holds.
Theorem II.6 (Optimal matching with C-function). Given the assignment problem on the interval \( \Lambda \), if the cost function \( c(z) : \Lambda \to \mathbb{R} \) appearing in Eq. (13) is a C-function, then the optimal permutation \( \pi \) is such that \( \pi \in C_N \).

Proof. Given the optimal permutation \( \pi \), because of Lemma II.4, in every subset of three matched couples they must be co-oriented. Therefore, because of Proposition II.1, \( \pi \in C_N \). \( \square \)

B. Average properties of the optimal solution

In the following, we will apply the previous results to the \( \text{REAP} \) with cost function \( c(z) = z^p \), \( p \in \mathbb{R} \setminus [0, 1] \). We will study the average properties of the optimal solution assuming that the points are uniformly and independently distributed on the unit interval. To stress the dependency on \( p \), we will denote the matching cost and the mean cost per edge corresponding to the permutation \( \pi \in S_N \) by

\[
E_N^p(\pi) := \frac{1}{N} \sum_{i=1}^{N} |x_i - y_{\pi(i)}|^p, \quad (30a)
\]

\[
e_N^p(\pi) := \frac{1}{N} E_N^p(\pi), \quad (30b)
\]

respectively. The average optimal cost will be given by

\[
e_N^p := \min_{\pi \in S_N} e_N^p(\pi). \quad (31)
\]

For this particular case, Theorem II.6 allows us to state the following

Corollary II.7. Given the assignment problem on the interval \( \Lambda \) with cost function \( c(z) = z^p \), denoting by \( \pi \) the optimal permutation, then \( \pi(i) = i \) for \( p > 1 \), and \( \pi \in C_N \) for \( p < 0 \).

Proof. It is enough to observe that, for \( p > 1 \), the function \( c(z) = z^p \) is a strictly increasing convex function, and apply therefore Theorem II.5. On the other hand, for \( p < 0 \), the function \( c(z) \) is a C-function, and we can apply Theorem II.6. \( \square \)

If periodic boundary conditions are assumed (i.e., the problem is considered on the unit circumference), we can derive a similar result. Indeed, the assignment problem with cost function \( c(z) \) on the circumference can be restated as an assignment problem on \( \Lambda \) with a modified cost function taking into account the periodicity. In particular, the assignment problem on the circumference with cost function \( c(z) \) can be thought as an assignment problem on \( \Lambda \) with cost function

\[
\hat{c}(z) = c(z)\theta \left( \frac{1}{2} - z \right) \theta(z) + c(1-z)\theta(1-z)\theta \left( z - \frac{1}{2} \right), \quad (32)
\]

where \( \theta(x) \) is the Heaviside step function. In this case, the following Corollary holds.

Corollary II.8. Let us consider the assignment problem on the circumference with cost function \( c(z) = z^p \). Denoting by \( \pi \) the optimal permutation, then \( \pi \in C_N \) for \( p < 0 \) or \( p > 1 \). In particular, for \( p = 1 \) there exists a cyclic optimal solution.

Proof. As stated above, the assignment problem on the circumference with cost function \( c(z) \) corresponds to the assignment problem on \( \Lambda \) with cost function

\[
\hat{c}(z) = z^p\theta(z) \left( \frac{1}{2} - z \right) + (1-z)^p\theta(1-z)\theta \left( z - \frac{1}{2} \right). \quad (33)
\]

The function above is a C-function for \( p < 0 \). Indeed, it is easily seen that \( \Phi(z) = \hat{c}(\eta + z) - \hat{c}(z) \) is an increasing function on the interval \((0, 1 - \eta)\) for any value of \( \eta \in (0, 1) \), and therefore Eq. (18a) holds. Moreover, the function \( \Phi(z) = \hat{c}(\eta - z) - \hat{c}(z) \) is monotonically increasing on the interval \((0, \eta)\), and therefore Eq. (18b) is satisfied. The proof for the \( p \geq 1 \) case has been given in Ref. [15]. \( \square \)

1. Donsker’s theorem and the Brownian bridge process

In Corollary II.7 and Corollary II.8 we have proved that, for \( p \in \mathbb{R} \setminus [0, 1] \), the optimal permutation has the form \( \pi(i) = i + k \mod N \), for some \( k \in [N] \) depending on the instance of our problem. In the case of open boundary conditions (i.e., of the problem on the interval), the optimal cost can be written as

\[
\min_{\pi \in S_N} e_N^p(\pi) = \min_{k \in [N]} \frac{1}{N} \sum_{i=1}^{N} |x_i - y_{i+k \mod N}|^p, \quad (34)
\]

In particular, for \( p > 1 \), the optimal permutation of the assignment problem on \( \Lambda \) is always \( \pi(i) = i \), independently from both the instance and the specific values of \( p \), and therefore the optimal cost is simply given by

\[
\min_{\pi \in S_N} e_N^p(\pi) = \frac{1}{N} \sum_{i=1}^{N} |x_i - y_i|^p. \quad (35)
\]

These results imply that the optimal solution is related, in the \( N \to \infty \) limit, to a linear combination of two Brownian bridge processes, a fact that follows from Donsker’s theorem [31].

Theorem II.9 (Donsker). For any \( N \in \mathbb{N} \), there exists a probability space \( \Omega_N \) such that we can define on it the random variable \( X_N := (X_i)_i \), \( X_N : \Omega_N \to \Lambda^N \), each component \( X_i \) being a random variable uniformly distributed on the unit interval \( \Lambda \). Moreover, let us consider the corresponding \( N \)th empirical process,

\[
F_N(t, X_N) := \frac{1}{N} \sum_{i=1}^{N} \theta(t - X_i) - t. \quad (36)
\]
Then we can find a sample-continuous Brownian bridge process on \( \Lambda \), defined on the same probability space \( \Omega_N \), \( B_N : \Lambda \times \Omega_N \rightarrow B_N(t; \omega) \), such that, for all \( \epsilon > 0 \),

\[
\lim_{N \to \infty} \Pr \left[ \sup_{t \in [0,1]} \left| \sqrt{N}F_N(t, \mathbf{X}_N(\omega)) - B_N(t; \omega) \right| > \epsilon \right] = 0 .
\]  
(37)

Donsker’s theorem expresses the (weak) convergence of the process \( F_N \) to a Brownian bridge process in the \( N \to \infty \) limit. The convergence rate has been studied by Komlós et al. [32], that proved that

\[
\sup_{0 \leq t \leq 1} \left| \sqrt{N}F_N(t, \mathbf{X}_N(\omega)) - B_N(t; \omega) \right| = O \left( \frac{\ln N}{\sqrt{N}} \right)
\]  
(38)

almost surely [33].

Let \( \Xi_N = \{ x_i \}_i \equiv \mathbf{X}_N(\omega) \) be a realization of \( \mathbf{X}_N \) for a given instance of the problem \( \omega \in \Omega_N \). The empirical process \( F_N \) is given by

\[
F_N(t, \mathbf{X}_N(\omega)) = \frac{1}{N} \sum_{i=1}^{N} \theta(t - x_i) - t
\]  
(39)

Supposing now that the elements of \( \Xi_N \) are labeled in such a way that \( x_i < x_j \Leftrightarrow i < j \), we have

\[
\lim_{t \to x_i} F_N(t, \mathbf{X}_N(\omega)) = \frac{i}{N} - x_i .
\]  
(40)

Given therefore two realizations \( \omega \) and \( \bar{\omega} \), corresponding to \( \Xi_N = \{ x_i \}_i \) and \( \Xi_N = \{ y_i \}_i \equiv \mathbf{X}_N(\bar{\omega}) \) respectively, both generated as above, we can write

\[
y_j - x_i = \frac{j - i}{N} + \lim_{t \to x_i} F_N(t, \mathbf{X}_N(\omega)) - \lim_{t \to y_j} F_N(t, \mathbf{X}_N(\bar{\omega})).
\]  
(41)

Denoting by \( i = Nu + 1/2 \) and \( j = Nv + 1/2 \), \( u, v \in \Lambda \), and observing that, for large \( N \) and \( \epsilon > 0 \),

\[
\Pr \left[ |x_i - u| > \epsilon \right] \approx \exp \left( -\frac{N \epsilon^2}{2u(1-u)} \right)
\]  
(42)

Donsker’s theorem allows us to write

\[
\sqrt{N} (y_{Nu+1/2} - x_{Nu+1/2} + u - v) \xrightarrow{N \to + \infty} B(u; \omega) - B(v; \bar{\omega}),
\]  
(43)

where the limit is intended in probability. This results implies that we can write the arguments of the sums in Eq. (34) and Eq. (35) in terms of Brownian bridge processes in the large \( N \) limit.

2. Open boundary conditions

To be more specific, we start analyzing the reEAP on the interval, assuming a cost function \( c(z) = z^p \) with \( p \in \mathbb{R} \setminus [0,1] \).

\( a. \) The \( p > 1 \) case. Many aspects of the reEAP in one dimension for \( p > 1 \) have been analyzed in Refs. [14–16]. As observed above, the optimal permutation in this case is always the identity one, \( \pi(i) = i \). Denoting by

\[
\phi_i \equiv y_i - x_i ,
\]  
(44)

we can write, for any instance and any value of \( N \),

\[
\min_{\pi \in S_N} \varepsilon^{(p)}(\pi) = \frac{1}{N} \sum_{i=1}^{N} |\phi_i|^p .
\]  
(45)

From Donsker’s theorem, we know that in the \( N \to + \infty \) limit,

\[
\phi(s) := \sqrt{N} \phi_{Nu+1/2} \xrightarrow{N \to + \infty} B(s; \omega) - B(s; \bar{\omega}) ,
\]  
(46)

where we have introduced the new variable \( s \) such that \( i = Ns + 1/2 \). The authors of Refs. [15, 16] used this correspondence between the Brownian bridge process and the optimal solution of the Euclidean assignment problem to derive the expression of the average optimal cost and the correlation function in the \( N \to + \infty \) limit. They obtained

\[
N^p \varepsilon^{(p)}_N = \frac{\Gamma(1 + \frac{p}{2})}{p + 1} + O \left( \frac{1}{N} \right)
\]  
(47)

whereas the correlation function has been studied in Refs. [15]. Here we derive

\[
c_p(r) := \frac{1}{N(r)} \int_{0}^{1} \frac{\varphi(s) \varphi(t) \delta(|s-t| - r)}{N(r)} \, ds \, dt
\]

\[
= \int_{0}^{1} \frac{\varphi(s) \varphi(t) - \varphi(s) \varphi(t)}{N(r)} \delta(|s-t| - r) \, ds \, dt
\]

\[
= \frac{1}{3} (1 - r)^2 , \quad r \in \Lambda ,
\]  
(48)

where

\[
N(r) := \int_{0}^{1} \delta(|s-t| - r) \, ds \, dt = 2(1 - r) .
\]  
(49)

The correlation function has been obtained using the following fundamental property of the Brownian bridge process,

\[
B(s; \omega)B(t; \bar{\omega}) = \min\{s,t\} - st .
\]  
(50)

In the following, we derive the finite size corrections to the asymptotic cost in Eq. (47), through a straightforward computation on the optimal matching solution and following the approach of Boniolo et al. [15]. Let us first observe that the probability of finding \( x_k \) in the interval \( (x,x + dx) \) is

\[
\Pr[x_k \in dx] = B(k; N, x) \frac{k \, dx}{x} , \quad k = 1, \ldots, N ,
\]  
(51)
where we have introduced the binomial distribution
\[ B(k; N, p) := \binom{N}{k} p^k (1 - p)^{N-k}. \] (52)

In Eq. (51) we have used the notation \( x_k \in d x \Leftrightarrow x_k \in (x, x + d x) \). Due to the fact that the random variables \( x_k \) and \( y_k \) are independent, we can write
\[ \Pr[\varphi_k \in d \varphi] = d \varphi \left( \binom{N}{k} \right)^2 k^2 \times \int \delta(\varphi - y + x)(xy)^{k-1} [(1-x)(1-y)]^{N-k} d x d y. \] (53)

Eq. (53) allows in principle the calculation of the average optimal cost for any value \( N \). For example, in the \( p = 2 \) case, we obtain
\[ \min \pi \varepsilon_N^{(2)}(\pi) = \frac{1}{3(1 + N)} = \frac{1}{3N} - \frac{1}{3N^2} + o \left( \frac{1}{N^2} \right). \] (54)

The calculations, however, greatly simplify in the \( N \to +\infty \) limit. Introducing the variable \( \phi(s) := \sqrt{N}\varphi_{N+1/2} \), Eq. (53) can be written, up to higher order terms, as
\[ \Pr[\phi(s) \in d \phi] = \frac{e^{-\phi^2}}{2\sqrt{\pi s(1-s)}} \left\{ 1 + \frac{8s(1-s)}{8Ns^2(1-s)} - \frac{2}{3Ns^2(1-s)^2} \phi^2 + \frac{1 - 5s(1-s)}{32Ns^2(1-s)^2} \phi^4 + O \left( \frac{1}{N} \right) \right\}. \] (55)

see Appendix B. As expected, the leading term is the distribution of a Brownian bridge process on the domain \( \Lambda \) [34]. From Eq. (55) we can easily obtain
\[ N^2 \varepsilon_N^{(p)} = \int_0^1 |\phi(s)|^p d s = \Gamma \left( \frac{1 + p/2}{p+1} \right) \left( 1 - \frac{1}{N} p(p + 2)/8 \right) + o \left( \frac{1}{N} \right). \] (56)

The expression of the leading term in Eq. (56) has been numerically verified, for example, in Refs. [15, 16]. In Fig. 2a we compare the results of our simulations with the theoretical prediction given in Eq. (56).

b. The \( p < 0 \) case. Let us now consider the \( p < 0 \) and let us define
\[ \frac{1}{\sqrt{N}} \phi_{s,t}^{(N)}(s) := yN[s+t (mod \ 1)]_{1/2} - x_{Ns+t/2} - \sigma(s,t), \] (57)
where \( Ns + t/2 = k \in [N] \) and \( Nt \in [N] \) and
\[ \sigma(s,t) := [s + t (mod 1)] - s, \quad s, t \in \Lambda. \] (58)

Corollary II.7 states that, for a given instance of our problem, the optimal solution corresponds to a certain value \( \tau \) such that
\[ \min_{\pi} \varepsilon_N^{(p)}(\pi) = \frac{1}{N} \sum_{k=1}^{N} \left| \sigma \left( \frac{k - 1/2}{N}, t \right) + \frac{1}{\sqrt{N}} \phi_{\pi(t)}^{(N)} \left( \frac{k - 1/2}{N} \right) \right|^p. \] (59)

From Donsker’s theorem, we have
\[ \phi_{t}^{(N)}(s) \to \phi_t(s) := B(s; \omega) - B(s + t (mod 1); \tilde{\omega}), \] (60)
and the optimal cost can be written, in the large \( N \) limit, as
\[ \frac{1}{N} \sum_{k=1}^{N} \left| \sigma \left( \frac{k - 1/2}{N}, t \right) + \frac{1}{\sqrt{N}} \phi_{t}^{(N)} \left( \frac{k - 1/2}{N} \right) \right|^p N \to 1, \] (61)
for some value of \( t \) depending both on \( p \) and on the specific instance of the problem. The value of \( t \) for the optimal solution can be found by minimizing the expression above respect to \( t \). We proceed perturbatively, observing that
\[ \lim_{N \to \infty} \int_0^1 \left| \sigma(s,t) + \frac{\phi_{t}^{(N)}(s)}{\sqrt{N}} \right|^p d s = t^p (1-t) + t(1-t)^p, \] (62)
which is minimized by \( t = 1/2 \). To evaluate the nontrivial finite-size corrections, we assume therefore
\[ t := \frac{1}{2} + \frac{\tau}{\sqrt{N}}, \] (63)
where \( \tau \) depends both on \( p \) and on the instance of the problem. Performing a large \( N \) expansion, the cost can be written as
\[ \int_0^1 \left| \sigma(s,t) + \frac{\phi_{t}^{(N)}(s)}{\sqrt{N}} \right|^p d s = \frac{1}{2^p} + p \int_0^1 \frac{\text{sign} \left( 1/2 - s \right)}{2^{p-1} \sqrt{N}} \phi_{1/2}^{(N)}(s) d s \]
\[ + \frac{p^2 \tau (\tau + \phi_{1/2}^{(1/2)})}{2^{p-2} N} + \frac{p(p-1)}{2^{p-1} N} \int_0^1 (\tau + \phi_{1/2}^{(s)})^2 d s \]
\[ + \tau p \int_0^1 \frac{\text{sign} \left( 1/2 - s \right)}{2^{p-1} N} \phi_{t}^{(N)}(s)_{1/2} d s + o \left( \frac{1}{N} \right). \] (64)
Here and in the following we adopt the convention \( \text{sign}(0) = 1 \). Observe that, due to Eq. (38), we can neglect the corrections to the asymptotic limit given in Eq. (60) in all terms appearing in the expansion above, except in the second one, that must be treated differently when the average will be performed, due to the different scaling of the coefficient. Being \( \phi_t(s) = B(s; \omega') - B(s + t \mod 1; \omega) \), we can formally write the last term \( \partial_t \phi_t(s) = -\partial_t B(s + t \mod 1, \omega) = -\partial_t B(s + t \mod 1, \omega) \) and therefore, after an integration by parts, the expression above becomes

\[
\int_0^1 \left| \sigma(s, t) + \phi_t^{(N)}(s) \right|^p \frac{d s}{\sqrt{N}} = \frac{1}{2p} - \frac{p}{2p - 1} \int_0^1 \left( \tau + \phi_t^{(1/2)}(s) + \phi_t^{(0)}(0) \right) \frac{d s}{\sqrt{N}} + \frac{p}{2p - 1} \int_0^1 \text{sign}(1/2 - s) \frac{d s}{\sqrt{N}} + o \left( \frac{1}{N} \right). \tag{65}
\]

Minimizing respect to \( \tau \), we obtain, up to higher terms,

\[
\tau = -\frac{p - 1}{p - 3} \int_0^1 \frac{\phi_t^{(1/2)}(s)}{\phi_t^{(0)}} \frac{d s}{\sqrt{N}} + \frac{\phi_t^{(1/2)}}{p - 3}. \tag{66}
\]

We have verified our assumption in Eq. (63) and therefore Eq. (66). In particular, Eq. (66) implies \( \tau = 0 \) and [35]

\[
\tau^2 = \frac{p^2 - 5p + 7}{6(p - 3)^2}. \tag{67}
\]

The results of our numerical simulations, given in the inset in Fig. 2b, show a good agreement between the prediction in Eq. (67) and simulations.

To obtain the average optimal cost, we have to substitute Eq. (66) into Eq. (65), and then average over the possible realizations, using the fact that, as consequence of Eq. (50), the following property holds:

\[
\phi_t^{(1/2)}(s) \phi_t^{(1/2)}(t) = \min \{ s, t \} - s t + \min \left( \frac{1}{2} \text{sign}(1/2 - s) + \text{sign}(1/2 - t) \right) - \left( \frac{1}{2} \text{sign}(1/2 - s) + \text{sign}(1/2 - t) \right).
\]

The average of the last term in Eq. (65) requires the evaluation of \( \phi_t^{(N)}(s) \) that must be performed, as anticipated, including the corrections to the limiting Brownian bridge distribution. Introducing for the sake of brevity \( \zeta = s + \sigma(s, 1/2) \), we get

\[
\Pr[\hat{\phi}_{t/2}^{(N)}(s) \in d \phi] = \exp \left( -\frac{\phi^2}{2\pi(1+s)+2\pi(1-t)} \right) d \phi \times \left[ \frac{1 + s - \zeta}{\sqrt{N}} \left( \frac{(s + \zeta - 1)^2}{(1 + s + \zeta - 1)^2} \right) - \frac{1 - (s - \zeta)^2 - 3s(1-s) - 3\zeta(1-\zeta)}{3(s(1-s) + \zeta(1-\zeta))^2} \right] + o \left( \frac{1}{\sqrt{N}} \right), \tag{69}
\]

which provides

\[
\frac{\phi_{t/2}^{(N)}(s)}{\sqrt{N}} = -\frac{\sigma(s, 1/2)}{\sqrt{N}}. \tag{70}
\]

Collecting the results above, we finally obtain

\[
\varepsilon_N^{(p)} = \frac{1}{2p} \left[ 1 + \frac{p(p - 1)}{3N} p(p - 1) - p - 3 \right] + o \left( \frac{1}{N} \right). \tag{71}
\]

We verified the previous formula numerically. The numerical results show a good agreement with the theoretical prediction in Eq. (71), see Fig. 2b.

Given the optimal permutation \( \pi \), such that \( \pi(i) = i + k \mod N \), the correlation function for the matching field

\[
\mu_i = y_{\pi(i)} - x_i \xrightarrow{N \to \infty} \mu(s) = \left\{ \begin{array}{ll}
\frac{1}{2} & \text{if } 0 \leq s < \frac{1}{2}, \\
-\frac{1}{2} & \text{if } \frac{1}{2} < s \leq 1,
\end{array} \right.
\]

is easily calculated as

\[
\hat{c}_p(r) := \frac{1}{N(r)} \int_0^1 \hat{\mu}(s) \mu(t) \delta(|s - t| - r) d s d t = \left\{ \begin{array}{ll}
\frac{3}{4} - \frac{1}{2(1-r)} & \text{if } 0 \leq r < \frac{1}{2}, \\
\frac{1}{4} & \text{if } \frac{1}{2} < r \leq 1.
\end{array} \right. \tag{73}
\]

More interestingly, we introduce the correlation function for the field

\[
\hat{\mu}_i := \sqrt{N} \left[ y_{\pi(i)} - x_i - \frac{\text{sign}(N - k - i)}{2} \right]. \tag{74}
\]

For \( i = Ns + 1/2 \), in the \( N \to \infty \) limit keeping \( s \) fixed, we have

\[
\hat{\mu}_{Ns+1/2} \xrightarrow{N \to \infty} \phi_{t/2}(s) + \tau = \hat{\mu}(s). \tag{75}
\]

For \( 0 \leq r \leq 1 \),

\[
\hat{c}_p(r) := \frac{1}{N(r)} \int_0^1 \hat{\mu}(s) \mu(t) \delta(|s - t| - r) d s d t = \int_0^1 \frac{(\tau + \phi_{t/2}(s)) (\tau + \phi_{t/2}(t))}{N(r)} \delta(|s - t| - r) d s d t
\]

is easily calculated as

\[
\hat{c}_p(r) := \frac{1}{N(r)} \int_0^1 \hat{\mu}(s) \mu(t) \delta(|s - t| - r) d s d t = \int_0^1 \frac{(\tau + \phi_{t/2}(s)) (\tau + \phi_{t/2}(t))}{N(r)} \delta(|s - t| - r) d s d t
\]
the predictions above for one set of points is translated by the assignment problem for \( p \in \mathbb{Z} \). By comparison with Eq. (81) below, it will be clear that \( \hat{\sigma}(s, t) \) coincides with the correlation function for the assignment problem on the interval \( \mathbb{A} \) with \( p < 0 \), as defined in Eq. (73) and Eq. (76), respectively. Observe that a finite-size effect appears for \( r \to 0 \) in the numerical data for \( \hat{c}_p(r) \). In all cases, the theoretical predictions are represented in solid line.

\[
\begin{align*}
\hat{c}_p(r) &= \left\{ \begin{array}{ll}
\frac{p^2 - 6p + 10}{6(p-3)} r - \frac{p(1-r)}{p-3} & \text{if } 0 \leq r \leq \frac{1}{2}, \\
\frac{10p^2 - 30p + 17}{3(p-3)} r - \frac{3p - 5}{3p - 3} r^2 & \text{if } \frac{1}{2} < r \leq 1.
\end{array} \right.
\end{align*}
\] (76)

Observe that

\[
\lim_{p \to -\infty} \hat{c}_p(r) = \frac{1}{6} (1 - r),
\] (77)

that coincides with the correlation function for the assignment problem with \( p = 2 \) on the circumference [9, 16]. This fact is not a coincidence. Indeed, for \( p \to -\infty \), we have that (see below)

\[
\lim_{p \to -\infty} \tau = -\int_0^1 \phi_{1/2}(s) \, ds.
\] (78)

By comparison with Eq. (81) below, it will be clear that \( \hat{\mu}(s) \) for \( p \to -\infty \) coincides with the solution of the assignment problem for \( p = 2 \) on the circumference in which one set of points is translated by \( 1/2 \). In Fig. 1 we compare the predictions above for \( c_p \) and \( \hat{c}_p \) with our numerical results.

3. Periodic boundary conditions

Corollary II.8 states that, in the case of periodic boundary conditions, both for \( p > 1 \) and for \( p < 0 \), the optimal matching can be found searching for the optimal permutation in the set \( \mathcal{C}_N \). The calculation above for the assignment problem on the interval, however, has to be slightly modified, due to the fact that the cost function is replaced by the one in Eq. (32), whereas Eq. (43) still holds. In particular, the average optimal cost has the form given in Eq. (61), with \( \sigma(s, t) \equiv \sigma(t) = t \in [0, 1] \), value of the global shift depending on the specific instance and on the value of \( p \). The optimal cost can be written, in the large \( N \) limit, as

\[
\int_0^1 \left[ t + \frac{\phi_L(s)}{\sqrt{N}} \right]^P \, ds,
\] (79)

for a certain value of \( t \) obtained by minimization.

a. The \( p > 1 \) case. The \( p > 1 \) case has been analyzed in Refs. [9, 15, 16]. In this case at the leading order we obtain \( t = 0 \) and therefore \( t = \Theta(1) \). An explicit expression of \( t \) is known for \( p = 2 \) and \( p \to +\infty \) only. In general, we can assume that \( t = \tau/\sqrt{N} + o(1/\sqrt{N}) \). The value of \( \tau \) is obtained minimizing, in the \( N \to +\infty \) limit, the expression

\[
\int_0^1 \left| \tau + \phi_0(s) \right|^P \, ds.
\] (80)

For \( p = 2 \) we have [15, 16]

\[
\varepsilon_N^{(2)} = \frac{1}{6N} + o \left( \frac{1}{N} \right),
\] (81a)

\[
\tau = -\int_0^1 \phi_0(s) \, ds.
\] (81b)

Unfortunately, no general expression for \( \tau \) is available to our knowledge. Numerical simulations suggests that the average optimal cost scales as

\[
\varepsilon_N^{(p)} = \frac{1}{N^{\frac{p}{2}}} \left[ C_p + \frac{D_p}{N} + o \left( \frac{1}{N} \right) \right].
\] (82)

In Fig. 2c and in Table I we present our numerical results for the average optimal cost and its finite-size corrections for the assignment problem on the circumference in the \( p > 1 \) case. The data have been obtained using Eq. (82) to extrapolate the \( N \to +\infty \) limit for both \( C_p \) and \( D_p \). In Ref. [13] the \( p = 2 \) case was carefully analyzed using a particular scaling ansatz, and the scaling in Eq. (82) was numerically verified. In particular, they obtained \( C_2 = 0.166668(3) \) and \( D_2 = -0.1645(13) \). We refer to Ref. [16] for further discussion on the correlation function on the circumference.

b. The \( p < 0 \) case. For \( p < 0 \) a more detailed computation can be performed. At the leading order, the minimum is obtained for \( t = 1/2 + \Theta(1/\sqrt{N}) \), as in the case of open boundary condition. Under the assumption \( t = 1/2 + \tau/\sqrt{N} \), we obtain

\[
\int_0^1 \left[ \frac{1}{2} - \frac{\tau + \phi_{1/2 + \tau/\sqrt{N}}(s)}{\sqrt{N}} \right]^P \, ds =
\]
(a) Numerical results for the average optimal cost (inset) and its finite-size corrections in the assignment problem with \( p > 1 \) on \( \Lambda \). We fitted the obtained numerical results using the fitting function \( f(N) = \alpha + b/N \) for each value of \( p, \alpha \) and \( b \) being fitting parameters corresponding to the leading cost and to the finite-size corrections, respectively. We present our numerical results and we compare them with our theoretical predictions for the asymptotic behavior given in Eq. (85) (solid lines).

(b) Numerical results for the average optimal cost in the assignment problem on \( \Lambda \) with \( p < 0 \). The theoretical predictions are given in Eq. (71) and they are represented in solid lines. In the upper inset, numerical results for \( \zeta_2 \) for different values of \( p \), obtained using two-parameters fitting function in the form \( f(N) = \alpha + b/N \), \( \alpha \) being the numerical estimation for \( \zeta_2 \). We compare them with the prediction in Eq. (67).

(c) Numerical results for the average optimal cost (inset) and its finite size corrections in the assignment problem with \( p > 1 \) on the circumference. We fitted the numerical results obtained for different values of \( N \) at fixed \( p \) using the fitting function in the form given in Eq. (82). See also Table I.

(d) Numerical results for the average optimal cost and its finite size corrections in the assignment problem with \( p < 0 \) on the circumference. We present our numerical results and we compare them with our theoretical predictions for the asymptotic behavior given in Eq. (85) (solid lines).

Figure 2. Numerical results for the assignment problem. Error bars are typically smaller than the markers in the figures.
In the rEMP in one dimension we associate to the set of $2N$ vertices of the complete graph $\mathcal{K}_{2N}$ a set of $2N$ points $\Xi_N := \{x_i\}_{i=1,\ldots,2N}$ independently and randomly generated on $\Lambda$ with uniform distribution. Again, we will assume that the points are labeled in such a way that $0 \leq x_1 < x_2 < \cdots < x_{2N} \leq 1$. In this case, a matching $\mu$ is any partition of $\Xi_{2N}$ in subsets of two elements only, its cardinality being $N$. We will consider the following matching cost associated to $\mu$,
\[ \varepsilon_N^{(p)}(\mu) := \frac{1}{N} \sum_{(i,j) \in \mu} |x_i - x_j|^p, \quad p \in \mathbb{R}. \]  
As in the assignment problem, we are interested in the average
\[ \varepsilon_N^{(p)} := \min_{\mu} \varepsilon_N^{(p)}(\mu), \]  
and in its asymptotic behavior for $N \to +\infty$.

### A. Open boundary conditions

For $p > 1$, the optimal solution on the interval has a simple structure. In particular, the couple $(x_i, x_j)$, $i < j$, belongs to the optimal matching if, and only if, $i$ is odd and $j = i + 1$. This statement follows directly from the direct inspection of the $N = 2$ case. We have indeed that the generic configuration

\[ \circlearrowleft \text{min cost configuration has always the structure} \circlearrowleft \]

The study of the properties of the optimal matching is reduced therefore to the study of spacings between successive random points on $\Lambda$. The optimal cost for $p > 1$ is therefore given by
\[ \min_{\mu} \varepsilon_N^{(p)}(\mu) = \frac{1}{N} \sum_{i=1}^{2N} \varepsilon_{2i-1}, \quad \varphi_i := x_{i+1} - x_i. \]

Let us first observe that the distribution of the ordered set $x = (x_1, \ldots, x_{2N})$ is given by
\[ \rho_N(x) = (2N)! \prod_{i=0}^{2N} \theta(x_{i+1} - x_i), \quad x_0 \equiv 0, \ x_{2N+1} \equiv 1. \]

It follows that
\[ \rho_N(\varphi_0, \ldots, \varphi_{2N}) = (2N)! \prod_{i=0}^{2N} \theta(\varphi_i) \quad \text{for} \quad \sum_{i=0}^{2N} \varphi_i = 1. \]
In particular, this implies that for the spacing \( \varphi_l \) we have
\[
\theta_N^{(1)}(\varphi_l) = (2N)! \left[ \prod_{k=0}^{2N} \int_0^{+\infty} d\varphi_k \right] \delta \left( \sum_{j=0}^{2N} \varphi_j - 1 \right)
\]
\[
= (2N)! 2^{2N} \lim_{\varepsilon \to 0^+} e^{-(1-\varphi_l)} \int_{-\infty}^{+\infty} e^{-i\lambda(1-\varphi_l)} d\lambda \frac{\Gamma(\frac{2N}{N} \varphi_l)}{\Gamma(\frac{2N}{N} + 1)}
\]
\[
= \begin{cases} 
2N(1 - \varphi_l)^{2N-1} & \text{for } 0 < \varphi_l < 1, \\
0 & \text{otherwise.}
\end{cases} \tag{91}
\]

Observe that the shape of the distribution is not dependent on \( l \). Moreover,
\[
\varepsilon_N^{(p)} \equiv \varphi_l \equiv \frac{\Gamma(2N + 1) \Gamma(1 + p)}{\Gamma(2N + 1 + p)} = \frac{1}{N^p} \frac{\Gamma(p + 1)}{2^p} \left[ 1 - \frac{p(p + 1)}{4N} + o \left( \frac{1}{N} \right) \right]. \tag{92}
\]

The joint density distribution \( \theta^{(2)}(\varphi, \varphi_j) \), \( i \neq j \), can be similarly evaluated. As proven, for example, in Ref. [36], we have that
\[
\theta_N^{(2)}(\varphi_i, \varphi_j) = 2N(2N-1)(1-\varphi_i-\varphi_j)^{2(N-1)} \theta(\varphi_i) \theta(\varphi_j) \theta(1-\varphi_i-\varphi_j), \tag{93}
\]

implying
\[
\varphi_i \varphi_j = \frac{1}{(2N + 1)(2N + 2)}. \tag{94}
\]

Observe once again that no dependence on \( i \) and \( j \) appears on the right hand side of the previous equations. It is clear that in this case \( \varphi_i \sim N^{-1} \). We introduce the rescaled variables \( \phi_i = 2N \varphi_i \), whose asymptotic distribution, for \( 0 \leq \phi_i \leq 2N \), is given by
\[
\theta_N^{(1)}(\phi_i) = e^{-\phi_i} \left[ 1 - \frac{\phi_i(\phi_i - 2)}{4N} + o \left( \frac{1}{N} \right) \right]. \tag{95a}
\]

Similarly, the joint probability distribution for \( \phi_i, \phi_j \geq 0 \), \( 0 \leq \phi_i + \phi_j \leq 2N \), is
\[
\theta_N^{(2)}(\phi_i, \phi_j) = e^{-\phi_i - \phi_j} \left[ 1 - \frac{(\phi_i + \phi_j)^2 - 4(\phi_i + \phi_j) + 2}{4N} + o \left( \frac{1}{N} \right) \right]. \tag{95b}
\]

We can therefore write
\[
\overline{\phi_i} = 1 - \frac{1}{2N} + o \left( \frac{1}{N} \right), \tag{96a}
\]
\[
\phi_i \phi_j = 1 - \frac{3}{2N} + o \left( \frac{1}{N} \right). \tag{96b}
\]

This implies
\[
\lim_{N} \left( \overline{\phi_i} \overline{\phi_j} - \overline{\phi_i} \overline{\phi_j} \right) = 0. \tag{97}
\]

For \( p < 0 \) it is easily seen that, for \( N = 2 \), the optimal solution is always the crossing one, i.e., in the form
\[
\begin{array}{cccc}
\hline
x_1 & x_2 & x_3 & x_4 \\
\hline
\end{array}
\]

This can be proved again by direct inspection, in the spirit of the analysis in Proposition II.2 and observing that a crossing solution is always possible. It follows that the optimal matching on a set of \( 2N \) points on the interval is given by the set of couples \( \{(x_i, x_{i+N})\}_{i=1,\ldots,N} \), such that, in the pictorial representation above, each arc corresponding to a matched couple crosses all the remaining \( N - 1 \) arcs. The optimal cost per edge is
\[
\min_{\mu} \varepsilon_N^{(p)}(\mu) = \frac{1}{N} \sum_{i=1}^{N} (x_{i+N} - x_i)^p. \tag{98}
\]

The analysis proceeds as in the \( p > 1 \) case. To evaluate the average optimal cost, denoting by \( \varphi_l \equiv x_{i+N} - x_i \), we have
\[
\Pr[\varphi_l \in d\varphi] = B(N;2N,\varphi)\theta(\varphi)\theta(1-\varphi) \frac{N d\varphi}{\varphi} \tag{99}
\]

which is the probability that given \( 2N \) points at random \( N \) of them are in an interval of length \( \varphi \). Of course the distribution of \( \varphi_l \) does not depend on \( l \). It follows that, for any real \( \gamma \) such that \( N > -\gamma \),
\[
\varphi_l = \frac{\Gamma(2N + 1) \Gamma(N + \gamma)}{\Gamma(N) \Gamma(2N + \gamma + 1)} = \frac{1}{2^\gamma} + \frac{\gamma - 3}{2^\gamma + 2N} + o \left( \frac{1}{N} \right), \tag{100}
\]

and therefore, for \( p < 0 \) and \( N > -p \),
\[
\varepsilon_N^{(p)} = \frac{\Gamma(2N + 1) \Gamma(N + p)}{\Gamma(N) \Gamma(2N + p + 1)} = \frac{1}{2p} + \frac{p(p - 3)}{2p + 2N} + o \left( \frac{1}{N} \right). \tag{101}
\]

For \( N \gg 1 \) expectation values in the distribution given by Eq. (99) can be evaluated by the saddle-point method. By performing the shift around the saddle point value
\[
\varphi_l = \frac{1}{2} + \frac{1}{2\sqrt{N}} \phi_l, \tag{102}
\]

we recover the distribution for \( \phi_l \) as
\[
\Pr[\phi_l \in d\phi] \simeq \frac{e^{-\phi^2}}{\sqrt{\pi} N} \left[ 1 - \frac{1}{\sqrt{N}} \phi - \frac{4\phi^4}{8N} + o \left( \frac{1}{N} \right) \right] d\phi. \tag{103}
\]

For example, the evaluation of
\[
\bar{\varphi}_l = \frac{1}{2^p} \left(1 + \frac{1}{\sqrt{N}} \varphi_l^0 \right)^p \approx \frac{1}{2^p} \left[ 1 + \gamma \varphi_l^0 + \frac{\gamma - 1}{2N} \varphi_l^0 + o \left( \frac{1}{N} \right) \right]
\]
will provide the result given in Eq. (100), because
\[
\bar{\varphi}_l = - \frac{1}{2\sqrt{N}} + o \left( \frac{1}{N} \right)
\]
(105a)
\[
\bar{\varphi}_l^0 = \frac{1}{2} - \frac{1}{4N} + o \left( \frac{1}{N} \right).
\]
(105b)

For the evaluation of correlations, we have, for \(0 \leq t < k \leq N\),
\[
\Pr[x_t \in d x, x_{t+N} \in d x', x_k \in d y, x_{k+N} \in d y'] =
\]
\[
= d x \, d x' \, d y \, d y' \Gamma(l) \Gamma(k-l) \Gamma(N-l-k) \Gamma(1-y') (y' - x')^{k-l-1}(y' - y)^{N+i-k-1} \times \theta(x) \theta(y-x) \theta(1-y') \theta(1-y').
\]
(106)
We get, therefore,
\[
\bar{\varphi}_l \varphi_k = \frac{N(N+1) - |k-l|}{(2N+2)(2N+1)}
\]
(107)
Eq. (107) suggests the introduction of the variables \(x, y\), such that \(\Lambda x = l\), \(\Lambda y = k\), and with reference to Eq. (102), of the field variable \(\phi(x) := \phi_{Nx}\). We have that in the large \(N\) limit,
\[
\phi(x) \phi(y) - \phi(x) \phi(y) = \frac{1}{2} - \frac{2|y-x|}{2N} + O \left( \frac{1}{N^2} \right).
\]
(108)
In Fig. 3a and Fig. 3b we compare our theoretical results with the output of numerical simulations for the \(p > 1\) and the \(p < 0\) case, respectively.

**B. Periodic boundary condition**

The case of periodic boundary condition for \(p > 1\) can be easily obtained. Observe indeed that, in the case of \(2N = 4\) points on the circumference, given the crossing matching, we can always lower the cost considering one of the noncrossing solutions, i.e.,

where the arrows denote the transition from a given matching to another one with lower cost. Indeed, with reference to the figure above, denoting by \(a, b, c,\) and \(d\) the length of the four arcs with extremes the considered points, let us suppose, without loss of generality, that \(a + b \leq 1/2\) and \(b+c \leq 1/2\). Then, \(a^p + c^p \leq (a+b)^p + (b+c)^p\) for \(p > 1\). Moreover, given the matching

if \(a + b + c \leq 1/2\), then \(a^p + c^p \leq (a + b + c)^p + b^p\), i.e., there are no nested matchings in a half-circumference. Applying these rules iteratively to the case of \(2N\) points on the circumference, we find that, ordering the points according to a reference orientation on the circumference, we have two possible optimal matching configurations, namely, for \(i = 1, \ldots, N\), the \(2i\)-th point is associated either to the \((2i+1)\) (mod \(2N\))-th point, or to the \((2i - 1)\) (mod \(2N\))-th point. Pictorially,

![Diagrams](image)

The distribution of \(2N\) spacings \(\{\varphi_i\}\) generated by \(2N\) random points on the circumference is given by
\[
\theta(\varphi_1, \ldots, \varphi_{2N}) = \Gamma(2N) \delta \left( \sum_{i=1}^{2N} \varphi_i - 1 \right) \prod_{i=1}^{N} \theta(\varphi_i).
\]
(110)
We assume here that we choose one of the points as origin, and an orientation on the circumference, such that the intervals \(\varphi_i\) are labeled accordingly. Let \(p(\Phi_1, \ldots, \Phi_{2N})\) be the probability for the quantities \(\Phi_i := N^p \varphi_i^p\), which can be straightforwardly obtained from Eq. (110). The variables \(\{\Phi_i\}\) have mean
\[
\mu := \Phi_i = N^p \frac{\Gamma(2N) \Gamma(p+1)}{\Gamma(2N+p)}.
\]
(111a)
and variance
\[
(\Phi_i - \mu)^2 =
\]
\[
= N^{2p} \left[ \frac{\Gamma(2N) \Gamma(1+2p)}{\Gamma(2N+2p)} - \frac{\Gamma^2(2N \Gamma^2(1+p))}{\Gamma^2(2N+p)} \right]
\]
\[
= \frac{\Gamma(2p+1) - \Gamma^2(p+1)}{2^{2p}} + o(1) \equiv \sigma^2 + o(1).
\]
(111b)
The variables are, however, not independent, due to the overall constraint \(\sum_i \Phi_i^p = N\). We have that, for \(i \neq j\),
\[
(\Phi_i - \mu)(\Phi_j - \mu) =
\]
\[
= N^{2p} \Gamma^2(1+p) \Gamma(2N) \left[ \frac{1}{\Gamma(2N+2p)} - \frac{\Gamma(2N)}{\Gamma^2(2N+p)} \right]
\]
\[
= \frac{\Gamma(2N) - \Gamma^2(p+1)}{2^{2p+1} N} + o \left( \frac{1}{N} \right) \equiv \frac{\rho}{N} + o \left( \frac{1}{N} \right).
\]
(111c)
The optimal cost in the matching problem on the circumference with \(p > 1\) is given by
\[
\varepsilon(p) = \min \left\{ \frac{1}{N^{1+p}} \sum_{i=1}^{N} \Phi_{2i-1}, \frac{1}{N^{1+p}} \sum_{i=1}^{N} \Phi_{2i} \right\}.
\]
(112)
Using the results given in Appendix C, we have in this case that

\[
(2N)p\varepsilon_N^{(p)} = \Gamma(p+1) + \frac{\Gamma(2p+1) - \Gamma^2(p+1)}{\pi N} + o\left(\frac{1}{\sqrt{N}}\right).
\]

In Fig. 3c we compare our numerical results with the theoretical prediction in Eq. (113).
In the $p < 0$ case, as in the case of open boundary conditions, we have that, given four points on the circumference, the optimal solution is always the crossing one. Let us consider indeed

$$\text{and let us assume, without loss of generality, that } a + b \leq \frac{1}{2} \text{ and } b + c \leq \frac{1}{2}. \text{ We have that } a^p + c^p \geq (a + b)^p + (b + c)^p. \text{ With reference to the figure above, if } d \geq \frac{1}{2}, \text{ then we also have } b^p + (a + b + c)^p > (a + b)^p + (b + c)^p, \text{ where we have used the fact that } f(x, a) = x^p - (x + a)^p \text{ is a decreasing function for } x > 0 \text{ and } a > 0. \text{ If } d = 1 - a - b - c \leq \frac{1}{2}, \text{ then } b \leq d \text{ and therefore we have } b^p + d^p \geq (a + b)^p + (b + c)^p. \text{ This fact implies that the minimum cost matching is obtained coupling the } i\text{th point to the } i + N \pmod{2N} \text{ point on the circumference, where the points are supposed to be ordered according to a reference orientation on the circumference. For example, we will have that}

$$

\text{To find the average optimal cost, observe that, fixing the origin of our reference system in the point } i, \text{ the distance of the point } i + N \pmod{N} \text{ from the } i\text{th point on the circumference is distributed as}

$$

\Pr[\varphi \in d\varphi] = N\theta(\varphi)\theta \left(\frac{1}{2} - \varphi\right) d\varphi \times \left[B(N; 2N, \varphi) + B(N; 2N, 1 - \varphi)\right].

\quad (114)

\text{As in the case of periodic boundary conditions, the previous distribution does not depend on } i. \text{ We obtain, for } N > -p, \text{ the average optimal cost straightforwardly as}

$$

\varepsilon_N^{(p)} = N \left(\begin{array}{c} 2N \\ N \end{array}\right) \beta_{2N} (N + p, N) = \frac{1}{2^p} \left[ 1 - \frac{p}{\sqrt{4\pi N}} + o\left(\frac{1}{N}\right)\right],

\quad (115)

\text{where we have introduced the incomplete Beta function}

$$

\beta_s(a, b) := \int_0^s t^{a-1}(1 - t)^{b-1} dt.

\quad (116)

\text{In Fig. 3d we show that the results of our numerical simulations are in agreement with Eq. (115).}

\textbf{IV. CONCLUSIONS}

\text{In the present paper we discussed the Euclidean matching problem and the Euclidean assignment problem on a set of } 2N \text{ points both on the line and on the circumference.}

\text{We first stated some fundamental properties of the Euclidean assignment problem on the line for a large class of cost functions } c(z), \text{ which we called } C\text{-functions, and for strictly increasing cost functions. We proved that, for these classes of cost functions, the optimal matching } x_i \rightarrow y_{\pi(i)} \text{ between the set of points } 0 \leq x_1 < x_2 < \cdots < x_N \leq 1 \text{ and the set of points } 0 \leq y_1 < y_2 < \cdots < y_N \leq 1 \text{ can be expressed as a permutation in the form } \pi(i) = i + k \pmod{N} \text{ for some } k, \text{ in the case of strictly increasing cost functions the optimal permutation being the identical permutation, } \pi(i) = i. \text{ We considered then the assignment problem both on the line and on the circumference in presence of disorder, assuming the points to be uniformly and randomly generated on the considered domain. We chose the cost function } c(z) = z^p \text{ with } p \in \mathbb{R} \setminus [0, 1], \text{ which is a } C\text{-function for } p < 0 \text{ and a strictly increasing function for } p > 1. \text{ The analytical investigation allowed us to relate the optimal solution, in all the considered cases, to a well-known Gaussian stochastic process, namely the Brownian bridge process, in the } N \rightarrow +\infty \text{ limit. Then, we analytically derived the expression for the average optimal cost and its finite-size corrections for the considered range of values of } p, \text{ and we gave an explicit expression of the correlation functions for the optimal solutions. In particular, we computed}

$$

\varepsilon_N^{(p)} = \left\{ \begin{array}{ll}
\Gamma(1 + p/2) \cdot \left[ 1 - \frac{1}{N} \cdot \frac{p(p + 2)}{8} + o\left(\frac{1}{N}\right)\right] \frac{1}{N^{7/8}} & \text{for } p > 1, \\
\frac{1}{2^p} \left[ 1 + \frac{p(p - 2)}{3} + o\left(\frac{1}{N}\right)\right] & \text{for } p < 0,
\end{array} \right.

\quad (117)

\text{and the equivalent results on the unit circumference,}

$$

\varepsilon_N^{(p)} = \left\{ \begin{array}{ll}
C_p + \frac{p}{N} + o\left(\frac{1}{N}\right) \frac{1}{N^{7/8}} & \text{for } p > 1, \\
\frac{1}{2^p} \left[ 1 - \frac{2p\lambda_1}{\sqrt{8\pi N}} + \frac{2p(p - 1)\lambda_2}{N} + o\left(\frac{1}{N}\right)\right] & \text{for } p < 0,
\end{array} \right.

\quad (118)

\text{where the constants } \lambda_1 \text{ and } \lambda_2 \text{ were defined in Eq. (85b) and Eq. (85c), respectively. Unfortunately, in the } p > 1 \text{ case, only } C_2 \text{ is known analytically.}

\text{We analyzed in a similar way the Euclidean matching problem. In particular, for the average cost on the unit interval we computed the constants appearing in the expansions}

$$

\varepsilon_N^{(p)} = \left\{ \begin{array}{ll}
\frac{\Gamma(p + 1)}{2^p} \left[ 1 + \sqrt{\left(\frac{\Gamma(2p + 1)}{\Gamma(p + 1)}\right)^2 - 1} + o\left(\frac{1}{\sqrt{2^p N}}\right)\right] & \text{for } p > 1, \\
\frac{1}{2^p} \left[ 1 - \frac{p}{\sqrt{4\pi N}} + \frac{p(p - 1)}{2\sqrt{2^p N}} + o\left(\frac{1}{\sqrt{2^p N}}\right)\right] & \text{for } p < 0,
\end{array} \right.

\quad (119)

\text{and those for the problem on the unit circumference, where}

$$

\varepsilon_N^{(p)} = \left\{ \begin{array}{ll}
\frac{\Gamma(p + 1)}{2^p} \left[ 1 + \sqrt{\left(\frac{\Gamma(2p + 1)}{\Gamma(p + 1)}\right)^2 - 1} + o\left(\frac{1}{\sqrt{2^p N}}\right)\right] & \text{for } p > 1, \\
\frac{1}{2^p} \left[ 1 - \frac{p}{\sqrt{4\pi N}} + \frac{p(p - 1)}{2\sqrt{2^p N}} + o\left(\frac{1}{\sqrt{2^p N}}\right)\right] & \text{for } p < 0.
\end{array} \right.

\quad (120)
The first remark is the different leading power of $N$ appearing here, that is $N^{-p}$, at variance with the assignment case where it was $N^{-\nu/2}$. Second, we observe that, both in the case of the assignment problem with $p < 0$ and in the case of the matching problem, the finite-size corrections to the average optimal cost change their scaling properties when open boundary conditions are replaced by periodic boundary conditions, i.e., when we consider the problem on the circumference instead of the interval. In particular, in the case of open boundary conditions the finite-size corrections scale as $O(1/N)$, whereas in the case of periodic boundary conditions, they scale as $O(1/\sqrt{N})$. This fact can be observed both in Fig. 2 and in Fig. 3.
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Appendix A: On the convexity property of $C$-functions

In this appendix, we show that Eq. (18a) is equivalent to convexity if the function $f$ is continuous on the interval $(0, 1)$. Introducing

$$R(z_1, z_2) := \frac{f(z_1) - f(z_2)}{z_1 - z_2}, \quad (A1)$$

Eq. (18a) can be written as

$$R(z_1, z_2) \leq R(z_1 + \eta, z_2 + \eta). \quad (A2)$$

Observe that $R(z_1, z_2)$ is a symmetric function of its arguments, and, moreover, for $n \in \mathbb{N}$, we can write

$$R(z_1, z_2) = \frac{1}{n} \sum_{k=0}^{n-1} R\left(z_1 + k \frac{z_2 - z_1}{n}, z_2 + (k + 1) \frac{z_2 - z_1}{n}\right) \leq R\left(z_1, z_2 + \frac{z_2 - z_1}{n}\right), \quad (A3a)$$

and

$$R(z_1, z_2 + n(z_2 - z_1)) = \frac{1}{n} \sum_{k=0}^{n-1} R\left(z_1 + k(z_2 - z_1), z_2 + (k + 1)(z_2 - z_1)\right) \geq R(z_1, z_2). \quad (A3b)$$

Eqs. (A3) are equivalent to say that the function $R(z_1, z_2)$ is monotonically non decreasing respect to each one of its arguments taking the other one fixed, provided that the ratio of the considered intervals is rational. If the function is continuous, we can extend this property to an arbitrary couple of intervals, and therefore, for $\eta > 0$, we can simply state the stronger chain of inequalities

$$R(z_1, z_2) \leq R(z_1, z_2 + \eta) \leq R(z_1 + \eta, z_2 + \eta). \quad (A4)$$

that is $R$ is monotonically non decreasing respect to each of its arguments taking the other one fixed. This property is equivalent to convexity. Indeed, if we consider $\xi = tx_1 + (1-t)x_2$ with $t \in [0, 1]$ and $x_1 < x_2$,

$$R(\xi, x_1) \leq R(\xi, x_2), \quad (A5a)$$

$$\frac{f(\xi) - f(x_1)}{(1-t)(x_2 - x_1)} \leq \frac{f(x_2) - f(\xi)}{t(x_2 - x_1)}, \quad (A5b)$$

$$f(\xi) \leq t f(x_1) + (1-t)f(x_2). \quad (A5c)$$

Appendix B: Derivation of Eq. (55)

In this appendix we will sketch the derivation of Eq. (55). We have to evaluate

$$\text{Pr}[\varphi_k \in \mathbb{d} \varphi] = d\varphi \frac{N^2}{k^2} \int_0^1 \delta(\varphi - y + x) \times (xy)^{k-1}[1-x](1-y)^{N-k} dxdy \quad (B1)$$

for $N \gg 1$. Let us write now, for $N \gg 1$,

$$k = Ns + \frac{1}{2}, \quad s \in (0, 1). \quad (B2)$$

The integral above can be written as

$$\int_0^1 \frac{\delta(\varphi - y + x)}{\sqrt{xy}(1-x)(1-y)} \times e^{Ns \ln(xy) + N(1-s)\ln(1-x)(1-y)} dx dy \quad (B3)$$

We will evaluate the integral above using the saddle point method. In particular, the saddle point $(x_{sp}, y_{sp})$ is obtained for

$$x_{sp} = y_{sp} = s. \quad (B4)$$

Observe now that, at fixed $s$, for $N \gg 1$,

$$\frac{\Gamma(N+1)}{\Gamma(Ns+1/2)\Gamma(N+1/2-Ns)} = \sqrt{\frac{2\pi}{N}} e^{-Ns \ln s + N(1-s)\ln(1-s)}$$

$$\times \left[1 + \frac{1 + 2s(1-s)}{24Ns(1-s)} + o\left(\frac{1}{N}\right)\right], \quad (B5)$$

where we have used the Stirling expansion for $N \gg 1$

$$N! = \sqrt{2\pi N} \left(\frac{N}{e}\right)^N \left[1 + \frac{1}{12N} + o\left(\frac{1}{N}\right)\right]. \quad (B6)$$

We have, therefore,
\[
\frac{\Gamma^2(N+1)}{\Gamma^2(Ns+1/2)\Gamma^2(N+1/2-Ns)} \int_0^1 \frac{\delta(\varphi - y + x)}{\sqrt{xy(1-x)(1-y)}} e^{Ns\ln(xy)+N(1-s)\ln(1-x)(1-y)}} dx \ dy
\]
\[
= \frac{N}{2\pi} \left[ 1 + \frac{1 + 2s(1-s)}{24Ns(1-s)} + o \left( \frac{1}{N} \right) \right]^2 \int_0^1 \frac{\delta(\varphi - y + x)}{\sqrt{xy(1-x)(1-y)}} \exp \left[ -N \frac{(x-s)^2}{2s} \right. \left. + \frac{N(1-2s)(x-s)^3(y-s)^2}{3s^2(1-s)^2} - N \frac{(x-s)^4(y-s)^2}{4s^3(1-s)^3} + \ldots \right] dx \ dy. \quad (B7)
\]

The previous expression suggests the introduction of the set of variables

\[
\xi \ := \ \sqrt{N}(x-s), \quad \eta \ := \ \sqrt{N}(y-s), \quad (B8a)
\]

in such a way that the integral becomes

\[
\frac{\Gamma^2(N+1)}{\Gamma^2(Ns+1/2)\Gamma^2(N+1/2-Ns)} \int_0^1 \frac{\delta(\varphi - y + x)}{\sqrt{xy(1-x)(1-y)}} e^{Ns\ln(xy)+N(1-s)\ln(1-x)(1-y)}} dx \ dy
\]
\[
= \frac{1}{2\pi s(1-s)} \left[ 1 + \frac{1 + 2s(1-s)}{24Ns(1-s)} + o \left( \frac{1}{N} \right) \right]^2 \int_{-\infty}^{+\infty} \frac{\delta(\varphi - \frac{\xi}{\sqrt{N}} + \frac{\eta}{\sqrt{N}})}{(1 - \frac{s}{\sqrt{N}})(1 - \frac{\xi}{\sqrt{N}})(1 + \frac{\xi}{\sqrt{N}})(1 + \frac{\eta}{\sqrt{N}})} \times \exp \left[ -\frac{\xi^2 + \eta^2}{2s} + \frac{1 - 2s}{3s^2(1-s)^2} \xi^3 + \eta^3 - \frac{1 - 3s(1-s)}{4(1-s)^3} \frac{\xi^4 + \eta^4}{N} + o \left( \frac{1}{N} \right) \right] d\xi \ d\eta. \quad (B9)
\]

Introducing \( \phi = \sqrt{N}\varphi \), the distribution in Eq. (55) is obtained through a series expansion for \( N \gg 1 \) and performing the Gaussian integrals.

**Appendix C: On the minimum of asymptotically uncorrelated exchangeable variables**

Let us consider a vector \( \Phi \) of \( 2N \) continuous variables, \( \Phi = (\Phi_1, \ldots, \Phi_{2N}) \), and let us assume that their joint probability distribution density is given by \( p(\Phi) \). We assume that the \( 2N \) random variables are exchangeable, i.e., such that \( p(\Phi_1, \ldots, \Phi_{2N}) = p(\Phi_{\pi(1)}, \ldots, \Phi_{\pi(2N)}) \) for any permutation \( \pi \in S_{2N} \) \([37]\). In the following, we will denote the expectation respect to the probability density \( p(\Phi) \) by \( E(\bullet) \). Exchangeability implies

\[
\mu \ := \ E(\Phi_1), \quad (C1a)
\]
\[
\sigma^2 \ := \ E \left[ (\Phi_1 - \mu)^2 \right], \quad (C1b)
\]

which we suppose to remain finite for \( N \rightarrow +\infty \). We also make the assumption that the \( 2N \) components of the vector \( \Phi \) are weakly correlated, i.e., the covariance is

\[
\rho \ := \ E \left[ (\Phi_i - \mu)(\Phi_j - \mu) \right], \quad (C1c)
\]

in such a way that it vanishes as \( O(1/N) \) when \( N \rightarrow +\infty \), asymptotically recovering independence. Given a subset \( \{\Phi_{i(1)}\}_{i=1, \ldots, K} \) of \( 1 \leq K \leq 2N \) different components of \( \Phi \), it is easily seen that

\[
0 \leq E \left( \left. \sum_{i=1}^{K} (\Phi_{i(1)} - K\mu)^2 \right\} \right) = K\sigma^2 + K\frac{K-1}{N} \rho. \quad (C2)
\]

For \( K = 2N \), the relation above implies, for \( N \rightarrow +\infty \), \( \sigma^2 + 2\rho > 0 \), whereas from \( K = N \) we obtain \( \sigma^2 + \rho > 0 \) in the same limit. Let us now partition the \( 2N \) components of \( \Phi \) in two subsets with the same cardinality, for example, the entries with even and odd labels, and consider

\[
\epsilon_0 \ := \ \frac{1}{N} \sum_{i=1}^{N} \Phi_{2i-1}, \quad \epsilon_e \ := \ \frac{1}{N} \sum_{i=1}^{N} \Phi_{2i}. \quad (C3)
\]

We want to evaluate the mean value of \( \epsilon \) as: \( \epsilon = \min\{\epsilon_0, \epsilon_e\} \) for \( N \gg 1 \). The joint distribution of \( \epsilon_0 \) and \( \epsilon_e \) is
that the function domain

More interestingly, immediately obtain
tire real line, up to exponentially small corrections, being
the distribution is a product of an even function and an
\( \text{erf}(\cdot) \) with

which gives, in the limits of our approximations,

with \( \text{erf}(x) := \frac{2}{\sqrt{\pi}} \int_{0}^{x} \exp(-z^2) \, dz \). In this form we see that the function \( P(\epsilon) \) depends on \( x = \sqrt{N}(\epsilon - \mu) \) and
the distribution is a product of an even function and an odd function of \( x \). In the spirit of the approximation, the domain \( D \) of \( x \) is substituted, for \( N \gg 1 \), with the entire real line, up to exponentially small corrections, being
the probability distribution concentrated around \( \mu \). We immediately obtain

More interestingly,

\[
\sqrt{N} \int_{-\infty}^{\infty} (\epsilon - \mu) P(\epsilon) \, d\epsilon \sim \\
- \int_{-\infty}^{\infty} x \frac{1}{\sqrt{\sigma^2 + \rho}} \text{erf} \left( \frac{x}{\sqrt{2} \sqrt{(\sigma^2 + 2\rho)/(\sigma^2 + \rho)}} \right) \, dx
\]

which is a bivariate Gaussian distribution function. The distribution \( P(\epsilon) \) of the minimum \( \epsilon := \min\{\epsilon_x, \epsilon_o\} \) is therefore given by

\[
P(\epsilon) = -\frac{\partial}{\partial \epsilon} \int_{-\infty}^{+\infty} \theta(\epsilon_x - \epsilon) \theta(\epsilon_o - \epsilon) P(\epsilon_x, \epsilon_o) \, d\epsilon_x \, d\epsilon_o
\]

\[
= 2 \int_{\epsilon}^{+\infty} P(\epsilon, \epsilon) \, d\epsilon,
\]

\[(C5)\]

\[
P(\epsilon) = \sqrt{\frac{N}{2\pi}} \frac{\epsilon - \mu}{\sqrt{\sigma^2 + \rho}} \left[ 1 - \text{erf} \left( \frac{\sqrt{N}}{2} \frac{(\epsilon - \mu)\sigma}{\sqrt{(\sigma^2 + 2\rho)(\sigma^2 + \rho)}} \right) \right],
\]

\[(C6)\]

a result showing that, up to higher order terms, there is no influence of the weak correlation \( \rho \) on the expectation value of \( \epsilon \). This can be seen in a different way introducing the variables

\[
X_- := \sqrt{N} \epsilon_o - \epsilon, \quad X_+ := \sqrt{N} \epsilon_o + \epsilon - 2\mu
\]

in the distribution \( P(\epsilon_x, \epsilon_o) \), which gives the new distribution

\[
P_X(X_-, X_+) = \frac{\exp \left[ -\frac{2}{2(\sigma^2 + 2\rho)} X_-^2 - \frac{1}{2\sigma^2} X_+^2 \right]}{2\pi \sqrt{\sigma^2(\sigma^2 + 2\rho)}}.
\]

\[(C9)\]

Using the fact that, due to exchangeability, \( P(\epsilon_o, \epsilon_x) = P(\epsilon_x, \epsilon_o) \), we can replace

\[
2(\epsilon_x - \mu) \theta(\epsilon_o - \epsilon) \rightarrow (\epsilon_x - \mu) \theta(\epsilon_o - \epsilon + \epsilon - \epsilon_o) + (\epsilon_o - \mu) \theta(\epsilon_o - \epsilon)
\]

\[
= \epsilon_o - \mu - (\epsilon_o - \epsilon) \theta(\epsilon_o - \epsilon)
\]

\[
\rightarrow \sqrt{2} X_+ - X_- \theta(X_-)
\]

\[(C10)\]

and therefore

\[
\sqrt{N} \int_{-\infty}^{+\infty} (\epsilon - \mu) P(\epsilon) \, d\epsilon =
\]

\[
= 2\sqrt{N} \int_{-\infty}^{+\infty} (\epsilon - \mu) \theta(\epsilon_o - \epsilon) P(\epsilon_x, \epsilon_o) \, d\epsilon_x \, d\epsilon_o
\]

\[
= \sqrt{2} \int_{-\infty}^{+\infty} [X_+ - X_- \theta(X_-)] P_X(X_-, X_+) \, dX_+ \, dX_-
\]

\[
= \frac{1}{\sqrt{\pi} \sigma} \int_{0}^{+\infty} X_- \exp \left[ -\frac{1}{2\sigma^2} X_-^2 \right] \, dX_- = -\frac{\sigma}{\sqrt{\pi}}
\]

\[(C11)\]
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