Efficient identification of node failure and recovery through end to end Probing techniques
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Abstract. Identification of Node failure detection and a localization is a very important challenge in a network community to get a quick recovery and avoid useless traffic in network. But it is very difficult to check the failure nodes or locations because of the large number of Screw ups in dense network. As finding the main source for failure of network is always challenging our proposed work will achieve that, it identifies the node failure by using probing measurement of binary state to end to end paths. Apart from identifying the network failure, it also quantifies the total failure nodes and the ip address or vicinity of failure nodes, Identification of node failure is done by monitoring nodes which are deployed in the network. Our Proposed word is divided majorly in two phases one is identifying the node failures by using Probing Packets and other is finding of the failure and its recovery.
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1. INTRODUCTION

In order to get reliable and effective network performance, the network operators plays an important role. The main aim of network operators is to provide effective monitoring without disturbing any communication or any of the services. There are many factors which affect the performance of network such as loss of packet, delay in end to end delivery of packets, malfunctioning of nodes, nodes not reachable etc. Network monitors must continuously identify these issues. If these problems are identified in time then network administrator can take appropriate action. The admin can identify location of attacker. Admin can route the packets from one route to another where it is in high demand. Can specify alternate route so that the network performance is not degraded due to heavy packet loss. Tracing the location of malicious node is big challenge, there are many solutions proposed by many authors.
There exists uncertainty in failure node detection and localization, there needed a novel technique, to identify both in network and sub-network area. Network properties highly helpful in identifying sub network area failures. To approach this problem, the solution provided are finding under which conditions node failure occurs, finding whether node failure nodes are in a subset of node[6], which is monitored in particular locations. The routing strategy of probe packets plays crucial role in network monitoring, which is unattended in existing systems. End to end path measurement approach can be implemented with routing probe packets satisfies scope of failure node localizing problem.

In the following sections some of the research related to network monitoring are discussed. In section 3, the details on implementation of proposed methodology is discussed. In Section 4, Results and discussed are given. Finally, Section 5, discussed work Conclusion and further enhancements are discussed.

2. RELATED WORK

Network performance plays a crucial role for industries and business, there has been large amount of study in network failure detection. In Literature, many researched has worked on network failures and path measurements. Some them are discussed in detail in this section. Link delivery delays and link failures are discussed in work [7], The author proposed the greedy approximation algorithm. The Work in [8] about the virtual circuit routing for detecting node failure. The Work in [9] is all about the handling of the various resources in network failure conditions.

3. Methodology

![Work Flow Diagram](image)
The Implementation is done by using the below modules

3.1 Construction of Topology
3.2 Deploying Monitors/Non Monitors
3.3 Finding Neighbors
3.4 Probing & Finding Failure Nodes
3.5 Node Recovery

3.1 Construction of Topology

Initially the network topology is constructed in this Phase with all the nodes, links and edges. The network topology can be undirected and can have sub network as well [14].

3.2 Deploying Monitors/Non Monitors

By using the Binary State Process and unique rules for Measurement and Probing techniques Network will be monitored [15].

3.3 Finding Neighbors

The following figure represents the moderately controlled packet probing strategy, which is sent from monitoring node to normal node.

![Figure: 3 Moderate control packet probing](image)

The following figure represents the controlled packet probing strategy[17], which is sent from monitoring node to next monitoring node. The packed named CPP will be broadcast between one monitor and other monitor as shown below.

![Figure: 4 Control packet probing](image)

The following figure represents the uncontrolled packet probing strategy, which has no restriction on sending probe packet, it may take any route[18]. The route includes the all available neighbour nodes, or may be limited nodes based on a random selection done through this probing strategy. The packets names UPP is broadcast through the network.

![Figure: 5 Un-control packet probing](image)
3.4 Probing & Finding Failure Nodes

Here in this Phase by using binary type states and Probing Mechanisms Node failures will be detected and also there is a recovery mechanism to rectify the failure node.

4. Results and Discussion:

The proposed work is carried out in jdk 1.7 with mysql 5.5 as database. We initially created dynamic topology, in which any range of nodes may be deployed. Nodes, linkas and edges are framed.

Nodes which are deployed in the network and its status can be monitored by monitoring nodes and as mentioned in following figure. For naming monitor nodes are named as M1, M2..etc Non-monitor nodes are named as A, B,C,D…etc. The proposed work considered deployed two monitor nodes M1 and M2 in the network topology. The number of normal nodes deployed in the network are four. Placement of monitor influences the performance of path measurements. If the monitoring nodes are available in between the normal nodes, the monitoring nodes can effective monitor the paths established through Moderate controllable probing packets of uncontrolled packet probing strategies. The following figure shows the monitoring of nodes or neighbour along the paths established.

| Node Name | Status |
|-----------|--------|
| A         | Normal |
| B         | Normal |
| M2        | Normal |
| C         | Faulty |
| D         | Normal |

*Figure 6: Node Status Monitoring*

Three types of Probing message are sent on particular button action. The nodes receive the neighbour and paths are arrived dynamically.

Node can be made as faulty node and the generated path will avoid faulty nodes in routing for message delivery[9]. The message is delivered on network without fail. The faulty node can be retrieved or recovered in the network, in such case, it again joins the routing path on message delivery.

In case of route failures, the proposed system identifies the all available route, to re-route the packets, this ensures the data delivery in network without any loss. The following screen shows the available path generated for sending packets from monitor node to non-monitoring Node 'C', the routing path creating, generated all available path, which has an alternate routes of more than 10 route to deliver. This ensures the packet delivery without any loss in network. The routing paths are generated whenever an event of data delivery on the network or probing packet deliver on the network. The routes are generated among monitor to non-monitor, monitor to monitor and monitor to all available nodes depending on the generated events like data or probe.
5. Conclusion:

Our Proposed work has addressed various challenges in terms of network maintenance as it is the major part of networking and also it addressed various issues in terms of network performance through proper monitoring. The main idea of our work is to identify the failure node and its location through various probing strategies of network. We have achieved this by following various strategies like binary problem to identify the failure node and by using some distinct set of guidelines for calculating the paths and for finding and recovering the failure nodes. And our proposed research work experimentally proved the efficiency of node failure detection through probing strategies.

Future Scope

As the present work involved the detection of node failure as binary case only, in future this is can be extended to multiple class detection, along with identifying specific type of node failures.
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