Calculating observables in inhomogeneous cosmologies. Part I: general framework
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Abstract. We lay out a general framework for calculating the variation of a set of cosmological observables, down the past null cone of an arbitrarily placed observer, in a given arbitrary inhomogeneous metric. The observables include redshift, proper motions, area distance and redshift-space density. Of particular interest are observables that are zero in the spherically symmetric case, such as proper motions. The algorithm is based on the null geodesic equation and the geodesic deviation equation, and it is tailored to creating a practical numerical implementation. The algorithm provides a method for tracking which light rays connect moving objects to the observer at successive times. Our algorithm is applied to the particular case of the Szekeres metric. A numerical implementation has been created and some results will be presented in a subsequent paper. Future work will explore the range of possibilities.
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1 Aim and motivation

On the scale of clusters and superclusters, cosmic flows have been the subject of extensive research, usually based on interpreting observations in the light of Newtonian gravitational dynamics, such as the beautiful graphics of Tully et al. [1]. In fact, the ability to measure flows on very large scales may not be far off. Current radio astrometry, by analysing decades of data, is able to detect proper motions of extra-galactic objects and even quasars, of the order of a few micro-arc-seconds per year [2–5]. Interestingly, Krasinski and Bolejko [6] did estimate the rate of “drift across the sky” of sources in inhomogeneous models to be of order $10^{-6}$ arcseconds/year.

To date, cosmic flows have not really been investigated as a feature of inhomogeneous cosmological models. This is due to either the high symmetry of the situations modelled (central observer in a spherically symmetric model) or the complexity of doing the calculation in a non-symmetric model. We here present a general framework for calculating various observables for arbitrarily moving observers and sources in an arbitrary spacetime. These observables include redshift, proper motion ("cosmic flow"), area distance and redshift space density, amongst other possibilities. The approach is designed for efficient numerical implementation, and numerical examples will be presented in a subsequent paper, Paper II [7].
An “inhomogeneous cosmological model” is an exact solution of the Einstein field equations (EFEs) that generically has non-zero density, though regions of vacuum are often possible. To be realistic, the equation of state should be physically acceptable, even if simplified. Any given models can be applied on any scales, since the EFEs have a scale freedom. The study of such models is an important complement to perturbation methods, and Newtonian N-body simulations, since they are fully relativistic and fully non-linear. As measurements become increasingly accurate, the need for exact models will become more apparent. Thus they are very useful regardless of whether there is inhomogeneity on the largest observable scales.

In fact, analyses of observations continue to exhibit “tensions” which hint at anisotropy and even redshift-dependence in the Hubble flow \[2, 8–27\]. Whilst these have yet to be solidly confirmed on the large scale, it is certain that the structures that are known to exist must have some effect on the smaller scale. Similarly the near-alignment of the dipole, quadrupole and octopole moments in the CMB may conceivably be due to the effect of some large scale structure \[28\].

The presence or absence of proper motions on large scales would put constraints on possible models. The development of non-linear models of the observable effects of different structures would assist in interpreting results and calculating constraints. Therefore, it is of considerable interest to investigate how inhomogeneities of different shapes and sizes would affect the perceived Hubble flow and the pattern of peculiar velocities. Perturbation theory is well suited to statistical analysis of fluctuations, whereas the use of exact inhomogeneous models is more appropriate for building specific models and analysing particular observational features. This is a first exploration of the issue.

Our interest here is in determining observations for a given observer in a given spacetime metric. In other words, we seek to use a known inhomogeneous solution of the EFEs to construct a particular model, then see what the observations would be and how they would change. One aim is to develop models which have acceptably small fluctuations at recombination, but which have a measurable flow at later times which may or may not have developed into a strong inhomogeneity, and to check the magnitude of the resultant perturbations of the CMB. Preliminary versions of this work can be found at \[29–33\].

This is in a sense the reverse of the ‘Observational Cosmology’ (OC) approach \[34–45\], and the related ‘Metric of the Cosmos’ approach \[46–53\] or inverse problem \[54–56\]. There one defines coordinates based on the observer’s past null cone (PNC), with incoming light rays labelled by observed sky angles and time, and the idea is to use observations plus the EFEs to specify what our spacetime metric is. However these approaches treat our observations as occurring at a single time relative to cosmic timescales, so that the EFEs are needed to evolve the spacetime to the future and past. If, on the other hand, observations are long enough or accurate enough to detect variation on the large scale, then it is more important that each PNC (originating at successive times on the observer’s worldline) be constructed in a similar way.

Very similar to the OC coordinate system are the “Geodesic Light Cone Coordinates” (GLC) of \[57–60\], developed originally for light cone averaging. These coordinates are based on the past light cones of a given observer, and a timelike geodesic congruence, so that the metric takes a well defined form, and it provides neat expressions for the redshift, luminosity distance, and redshift drift. The GLC have been used for example to obtain an exact Jacobi map for lensing quantities, second order perturbations of the luminosity distance and galaxy number counts, and effects of structure on the Hubble diagram. See the overview and
references in [61]. The GLC and OC approaches differ from the present work in that they assume a form for the spacetime metric, which is not well adapted to known inhomogeneous spacetimes, whereas here we show how to calculate observables for any given metric starting from its natural coordinates.

We have recently learned of overlapping work by Korzynski and Kopinski [62, 63], that also finds equations for observables, using past null geodesics and the geodesic deviation equation, for general sources and observers in general spacetimes. In addition they take the time derivative of the geodesic deviation equation, and derive expressions for time drifts of observables; position, redshift, distances, and lensing quantities. Relations between observables, of a similar character to the Etherington duality relation, are presented. Their work is based on the Sachs formalism, that uses a parallel-propagated frame and the “Jacobi matrix”, making the formal results simpler, but adding to the quantities that need to be calculated. So far, though, it does not have a numerical implementation.

2 Mapping the fluid flow to proper motion measurements on an observer’s sky

Determining the evolution of observations in a general metric is a highly non-trivial matter, primarily because light rays from source to observer at successive times will not cross the same set of intervening spatial points. One can trace a single ray backwards from the observer, and at some point choose the source. But, for light emitted at a later time from that same source, what is the correct direction to follow to arrive back at the observer, given that the spacetime is non-symmetric and dynamic? It is essential to know these light paths in order to calculate the evolution of redshift, diameter or luminosity distance, proper motion, etc. Thus one appears to be saddled with a major numerical exercise. We here propose a method which will give instantaneous rates of change of observations, such as bulk flow patterns, and which will also serve as a guide to numerical light ray tracking methods for determining the longer term evolution of observations.

The past null cone (PNC) is the basis of all astronomical measurements. We consider an observer $O$, with 4-velocity $u^a_\text{O}$ who sets up null cone coordinates $\hat{x}^\alpha = (\tau, \chi, \vartheta, \varphi)$ centred on her own position. We envisage that the spacetime contains inhomogeneities, and that the metric describes these to some level of accuracy. We do not assume that observer and emitter are each comoving with the local mean flow, though that is the simplest option.\(^1\) The set of light rays that arrive at a particular observer $O$ form a 3-parameter congruence of null geodesics with tangent vector $k^a$. The natural way to label these light rays is with $O$’s right ascension and declination, or with galactic latitude and longitude, and the time of observation in $O$’s frame. Anything that $O$ sees in a particular direction will be labelled with the same sky coordinates $(\vartheta, \varphi)$, and the time of observation $\tau$.

In order to map emission events in spacetime to measurements of the angle and time as observed, we need to Lie drag the observer’s $(\tau, \vartheta, \varphi)$ coordinates down the light rays of her past null cone. By this construction, $\tau$, $\vartheta$ and $\varphi$ are constant along each incoming null geodesic. Although it will be convenient to deal with basis vectors below, note that at this

\(^1\) The observer’s motion will never be exactly the same as the cosmological flow. If the metric is a Friedmann-Lemaître-Robertson-Walker (FLRW) approximation, then there are proper motions of $\sim 600$ km/s away from the Hubble flow. If the metric is an exact description down to the level of individual galaxies, say, there would still be the orbit of the sun, the orbit of the earth, and the earth’s rotation to account for. The idea here is to investigate how cosmic flows might be modelled, so we will at present ignore these issues.
point we are primarily mapping scalars \( (\tau, \vartheta, \varphi) \) down the PNCs of observation events, rather than vectors.\(^2\)

The only natural parameter or “distance” down the light ray is redshift, \( z \), as the “true” distance of a source and the time light was emitted are not measurable. However, \( z \) is not guaranteed to be monotonically increasing \(^6\), and more importantly we will need to integrate down these light rays relative to some parameter. For this purpose it makes sense to construct the affine parameter \( \chi \), thus \( k^a = dx^a/d\chi \). To complete the coordinate system, it is sensible to use \( \chi \) and \( k^b \) as the last coordinate and basis vector.

We propagate these coordinates as follows, assuming we have a given metric:

(a) choose a set of reference directions at the observer, and set up time-radial-angular coordinates \( \tilde{\tau}, \tilde{\rho}, \tilde{\vartheta}, \tilde{\varphi} \) in the observer’s vicinity;
(b) solve for the PNC — the paths of the incoming light rays;
(c) Lie drag the observer’s coordinates and basis vectors along the PNC.

We now deal with these in turn. The remainder of section 2 deals with calculations down a single ray. Once that is working correctly, extension to many sky directions and many observation times becomes quite easy. See figure 1 for an illustration.

2.1 Propagating the observer’s coordinates and basis

(a) Observer’s sky coordinates and local basis. For the given metric \( g_{ab} \) and coordinates \( x^a \), we specify the observer’s worldline, \( O \), and at least locally we set up an orthonormal tetrad (ONT) \( \mathbf{e}_a \) with \( \mathbf{e}_0 \) in the direction of the observer’s 4-velocity,

\[
\mathbf{e}_i \big|_O = \left[ \varepsilon_i^a \partial_a \right]_0,
\]

where \( \partial_a \) are the coordinate basis vectors and the components \( \varepsilon_i^a \) define the new basis \( \mathbf{e}_i \). We allow the observer’s worldline to be a general timelike path; the simplest example is for \( O \) to be comoving with the fluid flow (the timelike eigenvector of the matter). Since it is always possible to set up local coordinates such that the Christoffel symbols are zero to 1st order, there will be associated coordinates \( \mathbf{x}^i \) in the neighbourhood of \( O \), and \( \mathbf{x}^0 = \tau \) is the observer’s proper time. Whether or not this is a coordinate basis, we will only need the \( \mathbf{e}_i \) and their first derivatives at \( O \), and we will construct a coordinate basis from them.

Taking the \( \mathbf{e}_1, \mathbf{e}_2 \) and \( \mathbf{e}_3 \) basis vectors to be the directions of \( (\vartheta, \varphi) = (\pi/2, 0), (\vartheta, \varphi) = (\pi/2, \pi/2) \) and \( \vartheta = 0 \), we convert to a spherical basis,\(^3\) with coordinates \( \tilde{x}^i = (\tilde{\tau}, \tilde{\rho}, \tilde{\vartheta}, \tilde{\varphi}) \)

\[
\begin{align*}
\tilde{\mathbf{e}}_\tau &= \mathbf{e}_0 \\
\tilde{\mathbf{e}}_\varrho &= \sin \tilde{\varrho} \cos \tilde{\varphi} \mathbf{e}_1 + \sin \tilde{\varrho} \sin \tilde{\varphi} \mathbf{e}_2 + \cos \tilde{\varrho} \mathbf{e}_3 \\
\tilde{\mathbf{e}}_\vartheta &= \tilde{\rho} \cos \tilde{\varrho} \cos \tilde{\varphi} \mathbf{e}_1 + \tilde{\rho} \cos \tilde{\varrho} \sin \tilde{\varphi} \mathbf{e}_2 - \tilde{\rho} \sin \tilde{\varrho} \mathbf{e}_3 \\
\tilde{\mathbf{e}}_\varphi &= -\tilde{\rho} \sin \tilde{\varrho} \sin \tilde{\varphi} \mathbf{e}_1 + \tilde{\rho} \sin \tilde{\varrho} \cos \tilde{\varphi} \mathbf{e}_2
\end{align*}
\]

where \( \tilde{\rho} \) is a proper radius from \( O \) and \( \tilde{\mathbf{e}}_r \) is a spacelike unit vector pointing outwards from \( O \) and orthogonal to \( \tilde{\mathbf{e}}_\tau, \tilde{\mathbf{e}}_\vartheta, \tilde{\mathbf{e}}_\varphi \). Then we convert to a null radial basis vector by writing

\[
\tilde{\tau} = \tilde{\rho} + \tilde{\tau}, \quad \tilde{\chi} = \tilde{\rho} \quad \leftrightarrow \quad \tilde{\tau} = \tilde{\tau} - \tilde{\chi}, \quad \tilde{\tau} = \tilde{\chi},
\]

\(^2\)Parallel transport is obviously wrong for \( \vartheta \) and \( \varphi \).

\(^3\)This basis is of course degenerate at the observer.
Figure 1. Illustration of the observer’s coordinate basis. The observer’s time, and angle measurements ($\hat{\tau}, \hat{\chi}, \hat{\phi}$) are propagated down the PNC from each observation event, and the affine parameter $\hat{\chi}$ along the light rays is the fourth coordinate. The solid lines are the observer’s and emitter’s worldlines, the light ray from $E$ to $O$, and two nearby light rays. The dashed curve is the section through $O$’s PNC at the time of emission, a locus of constant ($\hat{\tau}, \hat{\chi}$). The observer’s 4-velocity is $u_o$ and the emitter’s 4-velocity is $u_e$. The basis vectors at $E$ are $\hat{e}_\tau$, $\hat{e}_\phi$, $\hat{e}_\varphi$ (not shown), and $k = \hat{e}_\chi$. A similar set of basis vectors is shown just out from the observer’s position at $N$.

obtaining a past null tetrad (PNT) for the observer, associated with coordinates $\hat{x}^i = (\hat{\tau}, \hat{\chi}, \hat{\phi})$

\[
\begin{align*}
\hat{e}_\tau &= \tilde{e}_\tau = e_0 \\
\hat{e}_\chi &= -\hat{e}_\tau + \tilde{e}_\tau = -e_0 + \sin \hat{\vartheta} \cos \hat{\phi} \tilde{e}_1 + \sin \hat{\vartheta} \sin \hat{\phi} \tilde{e}_2 + \cos \hat{\vartheta} \tilde{e}_3 \\
\hat{e}_\phi &= \tilde{e}_\phi = \tilde{\chi} \cos \hat{\vartheta} \cos \phi \tilde{e}_1 + \tilde{\chi} \cos \hat{\vartheta} \sin \phi \tilde{e}_2 - \tilde{\chi} \sin \hat{\vartheta} \tilde{e}_3 \\
\hat{e}_{\varphi} &= \tilde{e}_{\varphi} = -\tilde{\chi} \sin \hat{\vartheta} \sin \phi \tilde{e}_1 + \tilde{\chi} \sin \hat{\vartheta} \cos \phi \tilde{e}_2,
\end{align*}
\]

(2.4)
Table 1. The frames used in constructing the PNT.

| Coord System/Basis | “Coordinates” | Basis | Index Symbols |
|--------------------|---------------|-------|--------------|
| Coordinates of given metric | $x^a$ | $\partial_b$ | $a, b, c, \cdots$ |
| ONT near $O$ | $\overline{x}^i$ | $\overline{e}_j$ | $i, j, k, \cdots$ |
| Observer’s natural coords near $O$ | $\tilde{x}^m = (\tilde{\tau}, \tilde{r}, \tilde{\vartheta}, \tilde{\varphi})$ | $\tilde{e}_n$ | $m, n, o, \cdots$ |
| Observer’s PNC coords and PNT | $\hat{x}^\alpha = (\hat{\tau}, \hat{\chi}, \hat{\vartheta}, \hat{\varphi})$ | $\hat{e}_\beta$ | $\alpha, \beta, \gamma, \cdots$ |

and these are the basis vectors that are to be propagated down the observer’s PNC. Note that $\hat{\tau}$ is a null coordinate — it labels particular past null cones.\footnote{Coordinate $\hat{\tau}$ is the same as $w$ in the GLC approach. This tetrad is different from the “fluid-ray tetrad” of [39], since the latter uses the local fluid 4-velocity.}

For clarity, we summarise our conventions for these frames in Table 1. Note that the ONT “coordinates” $\overline{x}^i$ and the observer’s natural “coordinates” $\tilde{x}^m$ will only exist locally.

(b) Propagating $k^a$. The observer’s PNC is propagated outwards by means of the null geodesic equation

$$\frac{\delta k^a}{\delta \hat{\chi}} = 0$$

or rather

$$\frac{dk^a}{d\hat{\chi}} = - k^b \Gamma^a_{bc}k^c, \quad k^a k_a = 0, \quad \frac{dx^a}{d\hat{\chi}} = k^a$$

which is solved numerically, giving the path of the light ray, the affine parameter $\hat{\chi}$, and the basis vector $k^b = \hat{e}_\chi^b$. Obviously, we need a starting point $[x^a]_o$ and an initial $[k^a]_o$. The latter follows from (2.4) and the choice of ray direction, $(\hat{\vartheta}, \hat{\varphi})$, via

$$[k]_o = \hat{e}_\chi = - \overline{e}_0 + \sin \hat{\vartheta} \cos \hat{\varphi} \overline{e}_1 + \sin \hat{\vartheta} \sin \hat{\varphi} \overline{e}_2 + \cos \hat{\vartheta} \overline{e}_3.$$ \hspace{1cm} (2.7)

This ensures that, in $O$’s orthonormal frame, the initial null vector is $k^a = (-1, 1, 0, 0)$, or in terms of coordinate components,

$$|k^b u_b u^a|_o = 1 = |k^a (\delta^c_a + u^c u_a)|_o \rightarrow (k^b u_b)_o^2 = 1.$$ \hspace{1cm} (2.8)

This can be made more explicit once a metric is chosen — see later in section 3.

(c) Propagating the past null tetrad. Beyond the immediate neighbourhood of $O$, we define the observer’s PNC coordinates and basis by Lie dragging them down the PNC. Thus in principle, the basis could be propagated by,

$$[\hat{e}_\chi, e_\alpha] = \mathcal{L}_k e_\alpha = 0 = k^b \partial_b \hat{e}_\chi^a - \hat{e}_\alpha^b \partial_b k^a$$

\hspace{1cm} (2.9)

$$\rightarrow \frac{d}{d\hat{\chi}} \hat{e}_\chi^a = \hat{e}_\alpha^b \partial_b k^a.$$ \hspace{1cm} (2.10)
However, this requires knowledge of the transverse derivative, \( \partial_b k^a \), which would be an extra numerical calculation. Alternatively, since the \( \hat{e}_\beta^c \) obey (2.9) and \( k^d \) obeys (2.6), the geodesic deviation equation holds,

\[
\frac{\delta^2 \hat{e}_\alpha^a}{\delta \chi^2} = - R^a_{\ bcd} k^b \hat{e}_\alpha^c k^d ,
\]

(2.11)

and so the basis vectors \( \{ \hat{e}_\tau, \hat{e}_\vartheta, \hat{e}_\varphi \} \) are deviation vectors linking nearby light rays. Typically, the Christoffel symbols \( \Gamma^a_{bc} \) and Riemann tensor components \( R^a_{\ bcd} \) are available analytically for a given metric. However, we avoid the transverse derivative in (2.10) at the cost of having to solve a higher order differential equation (DE). Just as (2.6) is preferable to (2.5) numerically, so numerical integration of the components \( \hat{e}_\alpha^a \) along \( k^b \) requires that (2.11) be converted to an equation for \( d^2 \hat{e}_\alpha^c / d\chi^2 \) — see appendix A. Therefore putting \( V^a = k^a \), \( v = \chi \) and \( W^b = \hat{e}_\alpha^b \) into (A.15), the equation to be integrated is\(^5\)

\[
\frac{d^2 \hat{e}_\alpha^a}{d\chi^2} = - k^b \left( 2 \Gamma^a_{\ bcd} \frac{d \hat{e}_\alpha^c}{d\chi} + \hat{e}_\alpha^c k^d \Gamma^a_{\ db,c} \right) .
\]

(2.12)

For this purpose we need initial conditions on \( \hat{e}_\alpha^a \) and \( d\hat{e}_\alpha^a / d\chi \) at \( O \), which we derive in the next section. We establish under what conditions the resulting basis is a coordinate basis in appendix B.

Once the observer’s coordinates have been propagated down the PNC, they provide the transformation between the metric coordinates and the observer’s PNC coordinates,

\[
\hat{e}_\alpha^c = e_c^\alpha = \frac{\partial \hat{x}^\alpha}{\partial x^c} , \quad e^c_\alpha = \hat{e}_\alpha^c = \frac{\partial x^c}{\partial \hat{x}^\alpha} .
\]

(2.13)

We will see below that what we actually need is not just \( \hat{e}_\alpha^a \) but also its inverse \( \hat{e}^\alpha_a \), obtained via

\[
\hat{e}^\alpha_a \hat{e}_\beta^a = \delta^\alpha_\beta \quad \leftrightarrow \quad \hat{e}^\alpha_b \hat{e}_\beta^a = \delta^\alpha_\beta .
\]

(2.14)

One may therefore consider propagating the dual basis vectors instead, and the DE for this is given in (A.26).

In principle we now have 4 numerically distinct methods of propagating the observer’s basis, which should all agree: (i) Lie dragging then inversion, (ii) geodesic deviation then inversion, (iii) inversion then Lie dragging, (iv) inversion then geodesic deviation. The method pursued below and in paper II is (ii).

### 2.2 Initial conditions for the basis propagation

To solve (2.12) requires initial conditions on the observer’s PNC basis and their derivatives, at \( O \), i.e. when \( \chi \to 0 \). For \( e_\tau \), we require that it coincide with \( u_o \) at \( O \).

\[
\lim_{\chi \to 0} e_\tau^c = u_o^c .
\]

(2.15)

---

\(^5\)In Sachs-type approaches, such as [57, 63], the parallel-propagated frame contains the variation of the basis vectors, but must be calculated separately. Here we include all necessary terms in the DE for the propagation of the PNT.
The observer-origin limits of the third and fourth of (2.4) give us

\[ \hat{x}_\theta \big|_{\hat{x} \to 0} = \lim_{\hat{x} \to 0} \left[ \chi \cos \hat{\theta} \cos \hat{\varphi} \bar{e}_1 + \chi \cos \hat{\theta} \sin \hat{\varphi} \bar{e}_2 - \chi \sin \hat{\theta} \bar{e}_3 \right] \]

\[ \hat{x}_\varphi \big|_{\hat{x} = 0} = 0 \]

(2.16)

\[ \hat{x}_\varphi \big|_{\hat{x} \to 0} = \lim_{\hat{x} \to 0} \left[ -\chi \sin \hat{\theta} \sin \hat{\varphi} \bar{e}_1 + \chi \sin \hat{\theta} \cos \hat{\varphi} \bar{e}_2 \right] \]

\[ \hat{x}_\varphi \big|_{\hat{x} = 0} = 0 \]

(2.17)

Next consider the \( k \) vectors at \( O \) and \( O' \) in figure 1. Once \( k \) at \( O \) is chosen, the one at \( O' \) must be in the same direction, as perceived by the observer. Therefore it is constructed by Fermi transport of \( k \) along \( u_0 \)

\[ \delta k^a \bigg|_{\hat{x} = 0} = \left. \left[ u_o^b \nabla_b k^a - k_b a_o^b u_o^a + k_b u_o^b a_o^a \right] \right|_{\hat{x} = 0} = 0 , \]

(2.18)

where the observer’s proper acceleration is

\[ a_o^c = u_o^d \nabla_d a_o^c \left[ \hat{e}_\tau^d \nabla_{\hat{e}_\tau^d} e_o^c \right] \big|_{\hat{x} = 0} . \]

(2.19)

Thus, using (2.15) and (2.10), we find

\[ \hat{e}_\tau^b \partial_b k^a + \hat{e}_\tau^b \Gamma^a_{bc} k^c = k_b a_o^b \hat{e}_\tau^a - k_b \hat{e}_\tau^b a_o^a \]

(2.20)

\[ \rightarrow \left. \frac{d\hat{e}_\tau^a}{d\chi} \right|_{\hat{x} = 0} = \left[ -\hat{e}_\tau^b \Gamma^a_{bc} k^c + k_b a_o^b \hat{e}_\tau^a - k_b \hat{e}_\tau^b a_o^a \right] \big|_{\hat{x} = 0} . \]

(2.21)

If the observer is geodesic, then \( a_o^b = 0 \) and Fermi transport becomes parallel transport. Looking at the second of (2.4), and noting that

\[ \lim_{\hat{x} \to 0} \frac{d\bar{\sigma}_j}{d\hat{\theta}} = 0 = \lim_{\hat{x} \to 0} \frac{d\bar{\sigma}_j}{d\hat{\varphi}} , \]

(2.22)

since the variation happens at one point, we obtain

\[ \left. \frac{d\mathbf{k}}{d\hat{\varphi}} \right|_{\hat{x} \to 0} = \lim_{\hat{x} \to 0} \left[ \cos \hat{\theta} \cos \hat{\varphi} \bar{e}_1 + \cos \hat{\theta} \sin \hat{\varphi} \bar{e}_2 - \sin \hat{\theta} \bar{e}_3 \right] \]

(2.23)

\[ \left. \frac{d\mathbf{k}}{d\hat{\varphi}} \right|_{\hat{x} \to 0} = \lim_{\hat{x} \to 0} \left[ -\sin \hat{\theta} \sin \hat{\varphi} \bar{e}_1 + \sin \hat{\theta} \cos \hat{\varphi} \bar{e}_2 \right] . \]

(2.24)

Again by (2.10) we arrive at

\[ \left. \frac{de_\theta^a}{d\chi} \right|_{\hat{x} \to 0} = \left. \frac{dk^a}{d\hat{\theta}} \right|_{\hat{x} \to 0} = \left[ \cos \hat{\theta} \cos \hat{\varphi} \bar{e}_1^a + \cos \hat{\theta} \sin \hat{\varphi} \bar{e}_2^a - \sin \hat{\theta} \bar{e}_3^a \right] \big|_{\hat{x} = 0} \]

(2.25)

and

\[ \left. \frac{de_\varphi^a}{d\chi} \right|_{\hat{x} \to 0} = \left. \frac{dk^a}{d\hat{\varphi}} \right|_{\hat{x} \to 0} = \left[ -\sin \hat{\theta} \sin \hat{\varphi} \bar{e}_1^a + \sin \hat{\theta} \cos \hat{\varphi} \bar{e}_2^a \right] \big|_{\hat{x} = 0} . \]

(2.26)
Our set of initial conditions are \((2.15), (2.16), (2.17), (2.21), (2.25)\) and \((2.26)\). These will be applied to a specific example metric and PNT below in section 3.

For the inverse basis propagation DEs \((A.26)\), the initial conditions are given by \((2.14)\) at \(\chi \to 0\) and

\[
\frac{d}{d\chi} \hat{e}_\beta^b \bigg|_{\chi \to 0} = \left[ -\hat{e}_\alpha^a \hat{e}_\beta^b \frac{d}{d\chi} \hat{e}_\alpha^a \right]_{\chi \to 0}, \quad \beta = \hat{\tau}, \hat{\vartheta}, \hat{\phi}. \quad (2.27)
\]

### 2.3 Proper motions and redshift

The proper motion of a source, is the rate of change of observed angle with respect to observer time. We write

\[
\frac{d \tilde{x}^m}{d \tilde{\tau}} \bigg|_o = \left[ \frac{\partial \tilde{x}^m}{\partial \tilde{\tau}^\beta} \frac{d \tilde{x}^\beta}{d \tilde{\tau}} \right]_o = \left[ \hat{e}_\alpha^a \frac{d \hat{x}^\beta}{d \tilde{\tau}} \right]_e, \quad (2.28)
\]

where

\[
\left[ \frac{d \hat{x}^\beta}{d \tilde{\tau}} \right]_o = \left[ \frac{\partial \hat{x}^\beta}{\partial \tau_e} \right]_e = \left[ \frac{\partial \hat{x}^\beta}{\partial a} \frac{d x^a}{d \tau_e} \right]_e = \left[ \hat{e}_\beta^a u^a \right]_e \quad (1 + z), \quad (2.29)
\]

where \(\tau_e\) is the source proper time, \(\tilde{\tau}_o\) is the observer’s proper time, and \(\tilde{\tau}\) is its extension down the PNC. Clearly, the basis vectors, once propagated, have to be inverted numerically, using \((2.14)\).

In particular, referring to \((2.4)\), these two equations provide us with the redshift and the components of the proper motion. From \((2.29)\),

\[
1 = \frac{d \tilde{\tau}}{d \tilde{\tau}} \bigg|_o = \left[ \hat{e}_\beta^a u^a \right]_e \quad (1 + z)
\]

\[
\rightarrow \quad 1 + z = \left[ \hat{e}_\beta^a u^a \right]_e, \quad (2.30)
\]

so from \((2.28)\),

\[
\frac{d \hat{\vartheta}}{d \tilde{\tau}} \bigg|_o = \left[ \hat{e}_\beta^a u^a \right]_e \quad (1 + z)
\]

\[
\frac{d \hat{\varphi}}{d \tilde{\tau}} \bigg|_o = \left[ \hat{e}_\beta^a u^a \right]_e \quad (1 + z). \quad (2.31)
\]

Naturally, \(d\tilde{\tau}/d\tilde{\tau}|_o = 0\) by construction.

### 2.4 Objective plane

Given a light ray tangent vector \(k^a\), and a unit vector defining a chosen time direction \(t^c\), then the spatial direction of the light ray, in the spatial frame of \(t^c\) is

\[
v^a = \frac{k^a}{C} + t^a, \quad \text{where} \quad C = k_c t^c, \quad C < 0, \quad (2.33)
\]

since it obeys

\[
v^a v_a = +1, \quad v_b t^b = 0 \quad \text{and hence} \quad v^c k_c = C. \quad (2.34)
\]
Figure 2. Illustration of the projection orthogonal to the ray direction and a preferred time direction. The dashed line represents the image plane with one dimension suppressed.

An illustration of this is shown in figure 2. The tensors
\[
h^a_b = \delta^a_b + t^a t_b, \quad j^b_c = \delta^b_c - v^b v_c
\]  
(2.35)
project orthogonally to \(t^c\) and \(v^d\) respectively, and projecting orthogonally to both gives
\[
h^a_b j^b_c = \delta^a_c - \frac{k^a k_c}{C^2} - \frac{(t^a t_c + k^a t_c)}{C}.
\]  
(2.36)
This defines the emitter’s objective plane, but we must select the most appropriate \(t^a\). Now \(\mathbf{e}_t\) has been propagated by Lie dragging \(u_o\) along \(k\), and so is not necessarily expected to preserve direction in any sense. Nevertheless, \(\mathbf{e}_t\) does represent the separation of two emission events that are perceived by the observer to be from the same direction at subsequent times. From this point of view,
\[
t^b = \left[ \frac{\mathbf{e}_t^b}{\sqrt{-\mathbf{e}_t^c g_{cd} \mathbf{e}_t^d}} \right]_e.
\]  
(2.37)
It might alternatively be suggested that \(t^a\) ought to be the parallel propagation of \(u_o\) along \(k\), viz
\[
k^b \nabla_b t^a = 0, \quad t^c\big|_o = u^c_o,
\]  
(2.38)
though a clear physical argument for this escapes us. However, if we say that the diameter or area distance is the ratio of the physical size of the object when you’re right next to it, over the measured angular size, then we should choose
\[
t^b = u^b_e,
\]  
(2.39)
for an observer comoving with the emitting object. For cosmologists, this last is how it is normally represented, though only its practical application in FLRW or spherically symmetric (i.e. LT) spacetimes has been looked at.
2.5 Basis directions compared with line of sight

In an inhomogeneous model, the propagated angular basis vectors, \( \hat{e}_\beta^a \) and \( \hat{e}_\beta^b \), may not remain perpendicular to the line of sight, and they would develop non-zero values for the dot products

\[
\hat{e}_\beta^a v_a \quad \text{and} \quad \hat{e}_\beta^c t_c, \quad \beta = \hat{\theta}, \hat{\phi},
\]

which have to be compared with their magnitudes,

\[
\sin \psi_\beta = \frac{\hat{e}_\beta^a v_a}{\sqrt{\hat{e}_\beta^b \hat{e}_\beta^b}} \quad \text{and} \quad \sinh \xi_\beta = \frac{\hat{e}_\beta^c t_c}{\sqrt{\hat{e}_\beta^b \hat{e}_\beta^b}}, \quad \beta = \hat{\theta}, \hat{\phi}.
\]

Calculation of these quantities would indicate how much the angular basis vectors had become “disoriented”.

2.6 Area distance

Consider a narrow bundle of incoming light rays emitted by some finite sized object, and subtending observer angles \( d\hat{\theta} \) and \( d\hat{\phi} \). The solid angle of this bundle (at the observer) is

\[
d\Omega_o = \sin \hat{\theta} d\hat{\theta} d\hat{\phi}.
\]

As usual, we assume the width of the bundle is everywhere small compared with the cosmological or curvature scales. Out at the emitter, an affine distance \( \chi_e \) or redshift \( z_e \) away, \( d\hat{\theta} \) maps to a physical displacement vector \( dx^\hat{\theta} = \hat{e}_\hat{\theta} d\hat{\theta} \), and \( d\hat{\phi} \) maps to \( dx^\hat{\phi} = \hat{e}_\hat{\phi} d\hat{\phi} \). These are the relative displacements between the points reached by the rays at \( \chi = \chi_e \). A first estimate of the physical area spanned by these vectors would be obtained via the magnitude of the wedge product \( dx^\hat{\theta} \wedge dx^\hat{\phi} \),

\[
d^2 A = \sqrt{|g_{ab}\hat{e}_\hat{\theta}^a \hat{e}_\hat{\theta}^b (g_{cd}\hat{e}_\hat{\phi}^c \hat{e}_\hat{\phi}^d d\hat{\phi}^2) - (g_{ab}\hat{e}_\hat{\theta}^a \hat{e}_\hat{\phi}^b d\hat{\theta} d\hat{\phi})|^2} .
\]

However, as noted in section 2.5 and illustrated in figure 3, the vectors \( dx^\hat{\theta} \) and \( dx^\hat{\phi} \) do not necessarily lie in the objective 2-space that’s orthogonal to the light rays and the emitter’s motion.

To get the correct area distance, we need the area as projected perpendicular to the line of sight. We could project each of the displacements before taking their wedge product,

\[
D^a = \left[ h^a_{\hat{\theta}, \hat{\phi}} dx^c\right]_e .
\]

However, we rather use the permutation pseudo tensor to find the area enclosed by the ray bundle in the objective 2-space,

\[
dA = \eta_{abcd} t^a v^b (\hat{e}_\hat{\theta}^c \hat{e}_\hat{\phi}^d d\hat{\theta}) (\hat{e}_\hat{\phi}^d d\hat{\phi}) = \sqrt{|g|} \varepsilon_{abcd} t^a \left( \frac{k^b}{C} + t^b \right) \hat{e}_\hat{\theta}^c \hat{e}_\hat{\phi}^d d\hat{\theta} d\hat{\phi}, \quad C = k^c t_c
\]

The area distance is then

\[
d^2 A = \frac{dA}{d\Omega_o} = \frac{\sqrt{|g|}}{C \sin \hat{\theta}} \varepsilon_{abcd} t^a k^b \hat{e}_\hat{\theta}^c \hat{e}_\hat{\phi}^d ,
\]

and \( t^b = u^b_e \) is the preferred choice.
2.7 Number counts

We wish to relate the density of the given spacetime metric to the observed number counts in redshift space. Consider an element of the PNC 3-surfaces of dimensions \( d\hat{\vartheta}, d\hat{\phi}, d\hat{\chi} \), as depicted in figure 4, and suppose that \( N \) sources are observed within that ‘volume’, having average mass \( \mu \). In principle, \( \mu \) could be a function of position and time.

The redshift-space number density, in units of number per unit redshift per unit solid angle, is

\[
\hat{n} = \frac{N}{dz \sin \hat{\vartheta} d\hat{\vartheta} d\hat{\phi}}
\]  

(2.47)

so the mass within the region is

\[
dM = \mu \hat{n} \sin \hat{\vartheta} d\hat{\vartheta} d\hat{\phi} dz .
\]

(2.48)

In this subsection, all quantities are evaluated at the emitter.

The physical 3-volume containing those sources is the projection of this null slice perpendicular to the local emitter 4-velocity \( u^a_\xi \),

\[
d^3V = \left| \epsilon_{abcd} u_a^\vartheta (\hat{\epsilon}_b^\vartheta d\chi) (\hat{\epsilon}_c^\varphi d\hat{\varphi}) (\hat{\epsilon}_d^d d\hat{\phi}) \right| \]

(2.49)

\[
= \left| \sqrt{|g|} \epsilon_{abcd} u_a^\vartheta \delta^b_\vartheta \hat{\epsilon}_c^\varphi \hat{\epsilon}_d^\varphi d\chi d\hat{\vartheta} d\hat{\phi} \right| 
\]

(2.50)

\[
= \frac{dA d\hat{\chi}}{|C|} .
\]

(2.51)

using \( dA \) from (2.45). If the metric density is \( \rho \), then the mass in this volume element is

\[
dM = \rho d^3V .
\]

(2.52)
Figure 4. A set of sources enclosed within a PNC ‘volume’, and the volume’s projection, parallel to the source worldlines, into the local 3-space of the emitters.

By (2.30), the redshift displacement corresponding to \( d\hat{x} \) is

\[
dz = \frac{dz}{d\hat{x}} \, d\hat{x} = \left( u_e^a \frac{d}{d\hat{x}} \hat{\varepsilon}_a + \hat{\varepsilon}_a \frac{d}{d\hat{x}} u_e^a \right) d\hat{x} ,
\]

which for comoving emitters is

\[
dz = u_e^a \left( \frac{d}{d\hat{x}} \hat{\varepsilon}_a \right) d\hat{x} .
\]

For non-comoving emitters, one would need to define their 4-velocity as a vector field, in order to calculate (2.53). Putting these expressions together, we find

\[
dM = \rho \left| \sqrt{|g|} \right| \epsilon_{abcd} u_e^a k^b \hat{\varepsilon}_b \hat{\varepsilon}_c \right| \right| \, d\chi \, d\hat{\theta} \, d\hat{\phi} \\
= \mu \hat{n} \sin \hat{\theta} \, d\hat{\theta} \, d\hat{\phi} \, dz
\]

\[
\hat{n} = \rho \left( \frac{dz}{d\chi} \right) \mu \sin \hat{\theta} \left( \frac{d\chi}{d\hat{x}} \right) .
\]

Eq (2.57) allows numerical computation of the observable number density in redshift space, given the metric quantities and \( \mu \).
3 The Szekeres model

3.1 Basics

We now apply the above general framework to the case of the Szekeres (S) metric \[65, 66\]. This metric is interesting because it is an inhomogeneous dust cosmology with 5 physical arbitrary functions of one variable and no symmetries (Killing vectors). There are two families — Datt-Kantowski-Sachs-like ("\( \beta' = 0 \)") and Lemaître-Tolman-Ellis-like ("\( \beta' \neq 0 \)"), but the former can be written as a regular limit of the latter \[67\]. It comes in 3 varieties: quasi-spherical, quasi-planar, and quasi-hyperboloidal. Loosely speaking, the metric can be described as being composed of a sequence of constant-\( r \) shells (spherical, planar, or right hyperboloidal) that are arranged non-symmetrically relative to each other, and each of which evolves according to its own set of parameters, as determined by the local values of the arbitrary functions. The arbitrary functions \( S(r), P(r) \) and \( Q(r) \) determine how non-symmetric the arrangement of shells is, and the arbitrary functions \( f(r), M(r) \) and \( a(r) \) determine the time evolution of each shell. To be specific, the line element is

\[
\begin{align*}
\text{ds}^2 &= -\text{d}t^2 + \frac{(R' - R' E^2)}{E^2} \, \text{d}r^2 + \frac{R^2}{E^2} \left( \text{d}p^2 + \text{d}q^2 \right). \\
\end{align*}
\]

where \( f = f(r) \) is a curvature-energy function, \( R = R(t, r) \) obeys

\[
\dot{R}^2 = \frac{2M}{R} + f + \frac{\Lambda R^2}{3},
\]

and \( M = M(r) \) is a mass-like function appearing in the "gravitational potential" term of (3.2). For quasi-spherical regions, it is the gravitational mass within the spherical shell of constant \( r \). The integration of (3.2) introduces the bang time function \( a(r) \) which defines the time on each constant \( r \) shell when \( R(a(r), r) = 0 \). The 3 arbitrary functions \( f, M \) and \( a \) and the \( R(t, r) \) that depends on them are mathematically the same as in the Lemaître-Tolman (LT) metric \[68, 69\].

The evolution of \( R \) depends on the value of \( f \), or more correctly, the value of \( f/M^{2/3} \). When \( \Lambda = 0 \) the solutions of (3.2), in terms of a parameter \( \eta \), are

- **Hyperbolic** \((f > 0, 0 < \eta < \infty)\)
  \[
  R = \frac{M}{f} (\cosh \eta - 1),
  \]
  \[
  (\sinh \eta - \eta) = \frac{f^{3/2}(t - a)}{M},
  \]

- **Parabolic** \((f = 0)\)
  \[
  R = \left( \frac{9M(t - a)^2}{2} \right)^{1/3},
  \]

- **Elliptic** \((f < 0, 0 < \eta < 2\pi)\)
  \[
  R = \frac{M}{(-f)} (1 - \cos \eta),
  \]
  \[
  (\eta - \sin \eta) = \frac{(-f)^{3/2}(t - a)}{M},
  \]

and the time-reverse solutions are also possible.
The Schwarzschild metric is obtained when

$$E = \frac{S}{2} \left( \frac{(p - P)^2}{S^2} + \frac{(q - Q)^2}{S^2} + \epsilon \right) \quad (3.8)$$

and $\epsilon$ determines the geometry of the $(p - q)$ 2-surfaces; +1 for spherical, 0 for planar, and −1 for hyperboloidal. In fact a single metric can contain shells of all 3 types. The coordinates $(p, q)$ are related to more usual coordinates on a sphere or hyperboloid, $(\theta, \phi)$, by a Riemann projection, see e.g. [70]. However, in the latter coordinates the metric is not diagonal.\(^6\)

Although the terms “radius” and “radial” properly apply only in spherical symmetry, we will continue to describe $r$ as a “radial” coordinate with all $\epsilon$ values, for lack of better terminology.\(^7\) A key difference though is that quasi-planar and quasi-hyperboloidal models cannot have origins [71].

The matter content is comoving dust, $T^{ab} = \rho U^a U^b$, $U^c = \delta^c_i$, for which the density is

$$\kappa \rho = \frac{2 \left( M' - 3M^E \right) }{R^2 \left( R' - R^E \right) } . \quad (3.9)$$

The comoving requirement breaks down and singularities form, when shells of matter at different $r$ values intersect. Thus, to ensure a regular S model, one needs to check the conditions for no shell crossings [71–73] are satisfied by the chosen arbitrary functions; these are summarised in [70].

The S metric contains the Ellis metrics [74] as a special case, when $S$, $P$ and $Q$ are constant, the LT metric being the $\epsilon = +1$ Ellis metric, and the Ellis metrics contains the dust Friedmann-Lemaître-Robertson-Walker (FLRW) metric as the homogeneous special case. Interestingly, the Szekeres case when $f(r)$, $M(r)$ and $a(r)$ take their FLRW forms,

$$M \propto f^{3/2}, \quad a = 0, \quad (3.10)$$

while $S(r)$, $P(r)$ and $Q(r)$ are free (within the no shell crossing conditions), is also the FLRW metric in non-symmetric coordinates.\(^8\) The Schwarzschild metric is obtained when $M$, $S$, $P$ and $Q$ are constant, though care is needed to get good coordinate coverage [73, 77].

One may think of a Szekeres model as an LT or Ellis model with additional inhomogeneities determined by the dipole functions $S$, $P$ and $Q$. This is because the evolution of $R(t, r)$, upon which the evolution of everything else depends, is completely determined by the three functions $f$, $M$ and $a$. Therefore it is convenient to group the arbitrary functions into the “LT functions” $f$, $M$ and $a$, and the “dipole functions” $S$, $P$ and $Q$.

See [73] and [71] for a discussion of the properties of the S metrics, [78] or [79] for a list of citations, and [70] for a well-illustrated summary. See also [76] for an extensive review of this and other inhomogeneous cosmologies.

---

\(^6\)Note that the observer’s sky angles $\hat{\vartheta}$ and $\hat{\varphi}$ are different from the Szekeres coordinate angles $\theta, \phi$ defined via a Riemann projection, see [70].

\(^7\)There will be no detailed geometric discussion in this paper, within which a distinction would be necessary.

\(^8\)The first statement of this seems to be by Goode and Wainwright in [75], where they remark at eq (2.24) that zero shear, and hence FLRW, is obtained with $\beta_+ = 0 = \beta_-$. In the present notation this is $-\text{sign}(f) \sqrt{|f| / 3(M'/M - 3f'/(2f))} = 0 = |f|^2 a'/6M$, which does imply $M \propto f^{3/2}$ and $a' = 0$. Their notation does not allow $f$ to be zero away from an origin, $M = 0$. See also section 1.3.4 of [76].
3.2 The observer basis DEs

We place the observer at an arbitrary \((t, r, p, q)\) position, and for this implementation we assume both observer and emitter are comoving. At the observer \(O\), an orthonormal basis for \((3.1)\), at a general location, is

\[
\begin{align*}
\bar{e}_0^a &= \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, & \bar{e}_1^a &= \begin{pmatrix} 0 \\ \sqrt{\epsilon + T} (R' - R E' / E) \\ 0 \\ 0 \end{pmatrix}, & \bar{e}_2^a &= \begin{pmatrix} 0 \\ 0 \\ E \cos \chi \\ 0 \end{pmatrix}, & \bar{e}_3^a &= \begin{pmatrix} 0 \\ 0 \\ E \sin \chi \\ 0 \end{pmatrix},
\end{align*}
\]

and the observer’s angles are shown relative to these in figure 5.

For any given initial ray direction, \((\hat{\vartheta}, \hat{\varphi})\), we find the initial PNC basis vectors by inserting \((2.1)\) into \((2.4)\), using \((3.11)\) for the components of \(\bar{e}_i^a\), and taking the \(\hat{\chi} \to 0\) limit. The result agrees with \((2.15)\), \((2.16)\) and \((2.17)\):

\[
\begin{align*}
\hat{e}_r^a &= \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, & \hat{e}_\vartheta^a &= \begin{pmatrix} \sin \vartheta \cos \hat{\varphi} (R' - R E' / E) \\ 0 \\ 0 \\ 0 \end{pmatrix}, & \hat{e}_\varphi^a &= \begin{pmatrix} 0 \\ \sin \vartheta \sin \hat{\varphi} E / R \\ \cos \vartheta \cos \hat{\varphi} E / R \end{pmatrix}, & \hat{e}_\chi^a &= \begin{pmatrix} -1 \\ \sin \vartheta \cos \hat{\varphi} (R' - R E' / E) \\ \sin \vartheta \sin \hat{\varphi} E / R \\ \cos \vartheta \cos \hat{\varphi} E / R \end{pmatrix},
\end{align*}
\]

\[
\begin{align*}
\hat{e}_r^a &\xrightarrow[\hat{\chi} \to 0]{} \hat{e}_r^a |_{\hat{\chi}=0} &= \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}, & \hat{e}_\vartheta^a &\xrightarrow[\hat{\chi} \to 0]{} \hat{e}_\vartheta^a |_{\hat{\chi}=0} &= \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}, & \hat{e}_\varphi^a &\xrightarrow[\hat{\chi} \to 0]{} \hat{e}_\varphi^a |_{\hat{\chi}=0} &= \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}. & \hat{e}_\chi^a &\xrightarrow[\hat{\chi} \to 0]{} \hat{e}_\chi^a |_{\hat{\chi}=0} &= \begin{pmatrix} 0 \\ 0 \end{pmatrix}
\end{align*}
\]

Figure 5. The observer’s ray angles and reference directions defined for the Szekeres metric.
Note that, by (2.7) the initial $k^a$ is the $\hat{e}_x^a$ given in (3.12). Their initial derivatives are found by using (3.11) in (2.21), (2.25) and (2.26),

\[
\frac{d}{d\hat{x}} \hat{e}_x^a \bigg|_{\hat{x}=0} = \begin{pmatrix}
0 \\
\frac{-\sqrt{\epsilon + f} (\dot{R}' - \dot{R} E'/E)}{(R' - RE'/E)^2} \sin \dot{\vartheta} \cos \dot{\varphi} \\
\frac{-\dot{R} E}{R^2} \sin \dot{\vartheta} \sin \dot{\varphi} \\
\frac{-\dot{R} E}{R^2} \cos \dot{\varphi}
\end{pmatrix},
\]

\[
\frac{d}{d\hat{x}} \hat{e}_x^a = \begin{pmatrix}
0 \\
-\sin^2 \vartheta \cos^2 \varphi \left( \frac{(\dot{R}' - \dot{R} E'/E) - \frac{\dot{R}}{R}}{(R' - RE'/E) - \frac{\dot{R}}{R}} - \frac{\dot{R}}{R} \right) \\
\frac{-\sqrt{\epsilon + f}}{(R' - RE'/E)} \\
\frac{\cos \dot{\varphi}}{(R' - RE'/E)}
\end{pmatrix},
\]

\[
\frac{d}{d\hat{x}} \hat{e}_x^a \bigg|_{\hat{x}=0} = \begin{pmatrix}
0 \\
\frac{-\sqrt{\epsilon + f}}{(R' - RE'/E)} \\
\frac{\sin \dot{\varphi}}{(R' - RE'/E)} \\
\frac{0}{(R' - RE'/E)}
\end{pmatrix},
\]

and by using (3.11) in (2.6)

\[
\frac{d}{d\hat{x}} \hat{e}_x^r \bigg|_{\hat{x}=0} = \left[ - \left( \frac{(\dot{R}' - \dot{R} E'/E) - \frac{\dot{R}}{R}}{(R' - RE'/E) - \frac{\dot{R}}{R}} \right) \sin^2 \dot{\vartheta} \cos^2 \dot{\varphi} - \frac{\dot{R}}{R} \right]_{o}
\]

\[
\frac{d}{d\hat{x}} \hat{e}_x^r \bigg|_{\hat{x}=0} = \left[ \frac{\sqrt{\epsilon + f}}{(R' - RE'/E)} \left\{ \frac{2(\dot{R}' - \dot{R} E'/E)}{(R' - RE'/E) - \frac{\dot{R}}{R}} \sin \dot{\vartheta} \cos \dot{\varphi}
\right.
\]

\[
+ \frac{2E}{(R' - RE'/E)} \sin \dot{\vartheta} \cos \dot{\varphi} \left[ \left( \frac{E'}{E} - \frac{E' E_q}{E^2} \right) \sin \dot{\varphi} \right.
\]

\[
+ \left( \frac{E'_q}{E} - \frac{E'_q E_q}{E^2} \right) \cos \dot{\varphi} \right) + \left( \frac{\epsilon + f}{(R' - RE'/E) - \frac{\dot{R}}{R}} \right) \left\{ \frac{1}{R^2} \left( 1 - \sin^2 \dot{\vartheta} \cos^2 \dot{\varphi} \right)
\]

\[
- \frac{(R'' - (R' E' + RE')/E + RE'^2/E^2)}{(R' - RE'/E)^2} \sin^2 \dot{\varphi} \right\}
\]

\[
+ \frac{2f'}{(R' - RE'/E)^2} \sin^2 \dot{\vartheta} \cos^2 \dot{\varphi} \right\}_{o}
\]

\[
- \frac{\epsilon + f}{(R' - RE'/E) - \frac{\dot{R}}{R}} \left\{ \frac{1}{R^2} \left( 1 - \sin^2 \dot{\vartheta} \cos^2 \dot{\varphi} \right)
\]

\[
+ \frac{2f'}{(R' - RE'/E)^2} \sin^2 \dot{\vartheta} \cos^2 \dot{\varphi} \right\}_{o}
\]
\[
\frac{d}{d\chi} \hat{\chi}^p \bigg|_{\hat{\chi}=0} = \left[ -2E\sqrt{\epsilon + \frac{f}{R^2}} \sin^2 \hat{\theta} \cos \hat{\phi} \sin \hat{\phi} + \frac{2\dot{R}E}{R^2} \sin \hat{\theta} \sin \hat{\phi} \\
+ \frac{2E E_q}{R^2} \sin \hat{\theta} \sin \hat{\phi} \cos \hat{\phi} + \frac{E E_p}{R^2} (\sin^2 \hat{\theta} \sin^2 \hat{\phi} - \cos^2 \hat{\theta}) \\
- \frac{E^2}{RB} \left( \frac{E_p'}{E} - \frac{E_q'}{E^2} \right) \sin^2 \hat{\theta} \cos^2 \hat{\phi} \right]_o.
\]

(3.16)

\[
\frac{d}{d\chi} \hat{\chi}^q \bigg|_{\hat{\chi}=0} = \left[ -2E\sqrt{\epsilon + \frac{f}{R^2}} \sin \hat{\theta} \cos \hat{\phi} \cos \hat{\phi} + \frac{2\dot{R}E}{R^2} \cos \hat{\theta} \\
+ \frac{2E E_p}{R^2} \sin \hat{\theta} \sin \hat{\phi} \sin \hat{\phi} - \frac{E E_q}{R^2} (\sin^2 \hat{\theta} \sin^2 \hat{\phi} - \cos^2 \hat{\theta}) \\
- \frac{E^2}{RB} \left( \frac{E_q'}{E} - \frac{E_p'}{E^2} \right) \sin^2 \hat{\theta} \cos^2 \hat{\phi} \right]_o.
\]

(3.17)

The commutation coefficients, the Christoffel symbols and their partial derivatives are calculated using GRTensor [80] and Maple [81]. See appendix B for the commutation coefficients.

### 3.3 Area distance and redshift space number density

When calculating the area elements and area distance of eqs (2.43), (2.45) and (2.46), for the Szekeres model we choose comoving emitters,

\[
\dot{\dot{\chi}} = U^c = \delta^c_i, \quad \sqrt{|g|} = \frac{\left( R' - \frac{R E'}{E^2} \right) R^2}{\sqrt{\epsilon + \frac{f}{E^2}}}, \quad C = k^d \rightarrow \tag{3.18}
\]

\[
d_A^2 = \left| \frac{\sqrt{|g|}}{k^d \sin \hat{\theta}} \varepsilon_{tbd} k^b \dot{e}_d^c \dot{e}_c^d \right| \tag{3.19}
\]

\[
= \left| \frac{\sqrt{|g|}}{k^d \sin \hat{\theta}} \left( k^r \dot{e}_d^p \dot{e}_d^q - k^r \dot{e}_d^q \dot{e}_d^p + k^p \dot{e}_d^q \dot{e}_r^q - k^q \dot{e}_d^r \dot{e}_r^q + k^q \dot{e}_d^r \dot{e}_r^q - k^q \dot{e}_d^r \dot{e}_r^q \right) \right|.
\]

(3.20)

Similarly for the redshift space number density we get

\[
\dot{n} = \frac{2}{\kappa R^2 \left( R' - \frac{R E'}{E^2} \right)} \left| \frac{\sqrt{|g|}}{\mu} \left( \frac{d}{d\chi} \hat{\chi}^\ell \right) \sin \hat{\theta} \right| \tag{3.21}
\]

\[
\times \left( k^r \dot{e}_d^p \dot{e}_d^q - k^r \dot{e}_d^q \dot{e}_d^p + k^p \dot{e}_d^q \dot{e}_r^q - k^q \dot{e}_d^r \dot{e}_r^q + k^q \dot{e}_d^r \dot{e}_r^q - k^q \dot{e}_d^r \dot{e}_r^q \right).
\]

Eqs. (3.20) and (3.21) can be calculated once the PNT $\hat{e}_\beta$ has been propagated.

This section has presented the specialisation of our general framework to the Szekeres inhomogeneous cosmology with comoving emitters and observers. In Paper II, [7], we shall develop the general framework and Szekeres example into a numerical algorithm.

### 4 Conclusions

Cosmological observations are becoming ever more precise, and the interpretation of those observations needs increasingly detailed modelling. Amongst the available tools, only ‘inhomogeneous cosmologies’ are both exact and fully non-linear. Thus understanding the relation between exact inhomogeneities and observations is fast becoming indispensable.
We have set up a clear and simple framework for calculating a set of cosmological observables, for a randomly placed observer, watching arbitrarily moving sources, in a general inhomogeneous spacetime, assuming the metric is given. The framework is based on the null geodesic equation and the geodesic deviation equation. The standard tensor form of these equations, ideal for mathematical manipulation, was recast in terms of total derivatives to make the equations suitable for a numerical treatment. Similarly, the notational simplification obtained by using a parallel-propagated frame, and the associated Jacobi matrix, does not carry over to numerical computation, and was not used here. Our framework consists of setting up a past null tetrad for an observer with arbitrary position and motion, and then Lie dragging the observer’s angle and time coordinates down her past null cone. This results in a numerically calculated coordinate basis, and this basis allows the easy calculation of the redshift and proper motion of any source along the line of sight, as well as the area distance and redshift space number density. Other variables will be considered in future. The discussion in [46] and in [47] regarding source evolution and the use of multicolour observations apply here too.

Our framework is applicable to general observers and emitters in any given spacetime metric, and it combines generality with relative simplicity and numerical efficiency, so it is a valuable tool in its own right. Furthermore, this approach is complementary to the ‘Metric of the Cosmos’ project, that seeks to derive the metric from observations, in that our framework can provide test data.

A problem often encountered in tracing light rays between source and observer in non-symmetric spacetimes is that rays from the same emitter at successive times are emitted in different directions and arrive at the observer from different directions. Our formalism provides a simple solution to this problem, since the instantaneous rate of change of observed angle is obtained directly from the proper motion.

The essential results from this paper, that a numerical realisation will need, are the PNC definition (2.4), the numerical null geodesic equation and initial condition (2.6) and (2.7), the numerical basis propagation (geodesic deviation) equation (2.12)/(A.15) and its alternative for propagating inverse basis (A.26), the initial conditions for basis propagation (2.15), (2.16), (2.17), (2.21), (2.25) and (2.26), the redshift (2.30), the components of proper motion (2.31), (2.32), the area distance (2.45) with (2.43) or (2.45), and the redshift space density (2.57). The basis tilt equations (2.41) could also be useful. In addition, for any given metric, such as the Szekeres example above, one would need a choice of ONT (3.11), and the specific application of the above (3.12)-(3.21).

Paper II will describe the numerical implementation of this framework, and begin the process of exploring observations in a variety of cosmological models of different scales.

A Propagating the observer’s basis using the geodesic deviation equation

A.1 Derivation

The standard geodesic deviation equation uses tensor derivatives, which are ideal for physical understanding and for doing covariant calculations. But to actually integrate vector or tensor components along a path, we need to convert the absolute derivatives into total derivatives, and re-write the equation as an ordinary differential equation.
The geodesic deviation equation is
\[ \frac{\delta^2 W^a}{\delta v^2} = -R^a_{\ bcd} V^b W^c V^d, \quad (A.1) \]
where \( W^a \) is the deviation vector field, \( V^a = dx^a/dv \) is the vector field for a geodesic congruence, and \( v \) is the affine parameter along \( V^a \), while (A.2) applies to a coordinate basis. The requirements for the geodesic deviation construction are that \( V^c \) is geodesic, and it commutes with \( W^d \),
\[ \frac{\delta W^a}{\delta v} = \frac{dW^a}{dv} + V^b \Gamma^a_{\ bc} V^c = 0 = \Gamma^a_{\ bc} \bigg( A.3 \bigg) \]
\[ V^b \nabla_b W^a - W^b \nabla_b V^a = 0 . \quad (A.4) \]
However, in using (A.1) to numerically propagate \( W^c \) along a geodesic congruence, we actually need the variation of the components of \( W^b \), that is \( d^2 W^a/dv^2 \). Thus
\[ \frac{\delta W^a}{\delta v} = V^b \left( \partial_b W^a + \Gamma^a_{\ bc} W^c \right) = \frac{dW^a}{dv} + V^b \Gamma^a_{\ bc} W^c \quad (A.5) \]
\[ \frac{\delta \delta W^a}{\delta v} = V^b \left( \partial_b \left( \frac{dW^a}{dv} + V^d \Gamma^a_{\ dc} W^c \right) + \Gamma^a_{\ bc} \left( \frac{dW^c}{dv} + V^d \Gamma^a_{\ dc} W^e \right) \right) \quad (A.6) \]
\[ = V^b \left( \partial_b \left( \frac{dW^a}{dv} + V^d \Gamma^a_{\ dc} W^c \right) + \Gamma^a_{\ bc} \left( \frac{dW^c}{dv} + V^d \Gamma^a_{\ dc} W^e \right) \right) \quad (A.7) \]
\[ = \frac{d^2 W^a}{dv^2} + \Gamma^a_{\ bc} \left( W^c \frac{dV^b}{dv} + 2V^b \frac{dW^c}{dv} \right) + V^b W^c V^d \left( \Gamma^a_{\ dc,b} + \Gamma^a_{\ bc} \Gamma^e_{\ de} \right) \quad (A.8) \]
\[ \text{(by (A.1))} \]
\[ = -R^a_{\ bcd} V^b W^c V^d \]
\[ = V^b W^c V^d \left( \Gamma^a_{\ cb,d} - \Gamma^a_{\ db,c} + \Gamma^e_{\ cb} \Gamma^a_{\ de} - \Gamma^e_{\ db} \Gamma^a_{\ ce} \right) \quad (A.9) \]
\[ \therefore \frac{d^2 W^a}{dv^2} = -\Gamma^a_{\ bc} \left( W^c \frac{dV^b}{dv} + 2V^b \frac{dW^c}{dv} \right) + V^b W^c V^d \left( \Gamma^a_{\ cb,d} - \Gamma^a_{\ db,c} \right) \]
\[ \quad - \Gamma^a_{\ db,b} + \Gamma^e_{\ cb} \Gamma^a_{\ de} - \Gamma^e_{\ db} \Gamma^a_{\ ce} \quad (A.10) \]
\[ = -\Gamma^a_{\ bc} \left( W^c \frac{dV^b}{dv} + 2V^b \frac{dW^c}{dv} \right) - V^b W^c V^d \left( \Gamma^a_{\ cb,d} + \Gamma^a_{\ db,c} \right) \quad (A.11) \]
\[ = -2\Gamma^a_{\ bc} V^b \frac{dW^c}{dv} - V^b W^c V^d \Gamma^a_{\ cb,d} \quad (A.12) \]
\[ = -2\Gamma^a_{\ bc} V^b \frac{dW^c}{dv} - V^b W^c V^d \Gamma^a_{\ db,c} \quad (A.13) \]
\[ \text{(by (A.3))} \]
\[ \frac{d^2 W^a}{dv^2} = -V^b \left( 2\Gamma^a_{\ bc} \frac{dW^c}{dv} + W^c V^d \Gamma^a_{\ cb,d} \right) . \quad (A.14) \]
For completeness, we repeat the calculation for a covariant $W_b$, since $g_{ab}$ does not commute with $d/dv$:

$$\frac{\delta W_a}{\delta v} = V^b (\partial_b W_a - \Gamma^c_{ba} W_c)$$  \hspace{1cm} (A.16)

$$= \frac{dW_a}{dv} - V^b \Gamma^c_{ba} W_c$$  \hspace{1cm} (A.17)

$$\frac{\partial}{\partial v} \frac{\delta W_a}{\delta v} = V^b \left( \partial_b \frac{dW_a}{dv} - \Gamma^c_{ba} \frac{\delta W_c}{\delta v} \right)$$  \hspace{1cm} (A.18)

$$= V^b \left( \partial_b \left[ \frac{dW_a}{dv} - V^d \Gamma^c_{da} W_c \right] - \Gamma^c_{ba} \left[ \frac{dW_c}{dv} - V^d \Gamma^e_{de} W_e \right] \right)$$  \hspace{1cm} (A.19)

$$= \left\{ \frac{d^2 W_a}{dv^2} - \frac{dV^d}{dv} \Gamma^c_{da} W_c - V^b V^d \Gamma^c_{da,b} W_c - V^d \Gamma^e_{de} \frac{dW_c}{dv} \right\}$$

$$- \left\{ V^b \Gamma^c_{ba} \frac{dW_c}{dv} - V^b \Gamma^c_{ba} \Gamma^e_{de} W_e \right\}$$  \hspace{1cm} (A.20)

$$= \frac{d^2 W_a}{dv^2} - \Gamma^c_{ba} \left( W_c \frac{dV^b}{dv} + 2V^b \frac{dW_c}{dv} \right) - V^b W_c V^d (\Gamma^c_{da,b} - \Gamma^c_{ba} \Gamma^e_{de})$$  \hspace{1cm} (A.21)

$$= -R_{abc,b} V^b W_c V^d = -R^e_{da,b} V^b W_c V^d$$  \hspace{1cm} (A.22)

$$= V^b W_c V^d (\Gamma^c_{ad,b} - \Gamma^c_{bd,a} + \Gamma^e_{ad} \Gamma^c_{be} - \Gamma^e_{bd} \Gamma^c_{ae})$$  \hspace{1cm} (A.23)

$$\frac{d^2 W_a}{dv^2} = V^b \left( 2\Gamma^c_{ba} \frac{dW_c}{dv} + W_c V^d (2\Gamma^c_{ca,b} - \Gamma^c_{bd,a} - 2\Gamma^c_{ea} \Gamma^e_{bd}) \right)$$  \hspace{1cm} (A.26)

**A.2 Consistency of (2.6) and (2.12)**

We here check the basis propagation equation (A.15) with an obvious special case: the propagation of $\hat{e}_x^a = k^a$ should be consistent with the geodesic equation. We differentiate the radial geodesic equation (2.6) to get

$$\frac{dk^a}{d\chi} = -\Gamma^a_{bc} k^b k^c$$  \hspace{1cm} (A.27)

$$\frac{d^2 k^a}{d\chi^2} = -\frac{d}{d\chi} \left( \Gamma^a_{bc} k^b k^c \right) = -k^d \partial_d \left( \Gamma^a_{bc} k^b k^c \right)$$  \hspace{1cm} (A.28)

$$= -k^d \left( \Gamma^a_{bc,d} k^b k^c + 2\Gamma^a_{bc} k^b \partial_d k^c \right)$$  \hspace{1cm} (A.29)

$$= -k^d \Gamma^a_{bc,d} k^b k^c - 2k^d \Gamma^a_{bc} k^b (\nabla_d k^c - \Gamma^e_{dc} k^e)$$  \hspace{1cm} (A.30)

$$= -k^d \Gamma^a_{bc,d} k^b k^c + 2k^d \Gamma^a_{bc} k^b \Gamma^e_{de} k^e$$  \hspace{1cm} (A.31)

$$= -k^d \Gamma^a_{bc,d} k^b k^c + 2k^d \Gamma^a_{bc} k^b \Gamma^e_{de} k^e$$  \hspace{1cm} (A.32)

$$= -k^b k^d k^f \left( \Gamma^a_{bc,d} - 2\Gamma^a_{bc} \Gamma^e_{de} \right)$$  \hspace{1cm} (A.33)
while (A.15), with the substitutions $V^a = k^a = W^a$ and $v = \chi$ — that is (2.12), becomes

\[
\frac{d^2 k^a}{d\chi^2} = -2k^b\Gamma^a_{bc}\frac{dk^c}{d\chi} + k^c k^d \Gamma^a_{db,c}
\] (A.34)

\[
= -2k^b\Gamma^a_{be}\frac{dk^e}{d\chi} - k^b k^c \Gamma^a_{db,c}
\] (A.35)

\[
= -2k^b\Gamma^a_{be}\left(-\Gamma^c_{de,k^d k^e} - k^b k^c \Gamma^a_{db,c}\right)
\] (A.36)

\[
= +2k^b\Gamma^a_{be}\Gamma^e_{de,k^d k^e} - k^b k^c \Gamma^a_{bc,d}
\] (A.37)

\[
= k^b k^c \Gamma^a_{be}\left(2\Gamma^a_{be}\Gamma^e_{de} - \Gamma^a_{bc,d}\right)
\] (A.38)

The agreement of (A.33) and (A.38) supports the validity of (A.15).

\section*{B Commutators}

If the propagated basis $\hat{e}_a$ is to be a coordinate basis, then its commutators must all be zero. By construction, that is by (2.9) and (2.10), we already have all the $[\hat{e}_\chi, \hat{e}_a] = 0$ for $\hat{e}_\chi = k$ and all $\alpha$. By the Jacobi identity, the remaining commutators are preserved by Lie dragging along the PNC — that is, their values on $O$'s worldline are preserved. Near $O$ we find

\[
[\hat{e}_\tau, \hat{e}_\varphi] = \hat{\chi} (\cos \hat{\vartheta} \cos \varphi [\hat{e}_\tau, \hat{e}_1] + \cos \hat{\vartheta} \sin \varphi [\hat{e}_\tau, \hat{e}_2] - \sin \hat{\vartheta} [\hat{e}_\tau, \hat{e}_3])
\] (B.1)

\[
[\hat{e}_\tau, \hat{e}_\chi] = -\hat{\chi} (\sin \hat{\vartheta} \sin \varphi [\hat{e}_\tau, \hat{e}_1] + \sin \hat{\vartheta} \cos \varphi [\hat{e}_\tau, \hat{e}_2])
\] (B.2)

\[
[\hat{e}_\varphi, \hat{e}_\chi] = -\hat{\chi}^2 \sin \hat{\vartheta} (\cos \hat{\vartheta} [\hat{e}_\tau - \hat{e}_1], \hat{e}_2] - \sin \hat{\vartheta} \sin \varphi [\hat{e}_1, \hat{e}_3] + \sin \hat{\vartheta} \cos \varphi [\hat{e}_2, \hat{e}_3])
\] (B.3)

and

\[
[\hat{e}_\tau, \hat{e}_\chi] = \sin \hat{\vartheta} \cos \varphi [\hat{e}_\tau, \hat{e}_1] + \sin \hat{\vartheta} \sin \varphi [\hat{e}_\tau, \hat{e}_2] + \cos \hat{\vartheta} [\hat{e}_\tau, \hat{e}_3]
\] (B.4)

\[
[\hat{e}_\chi, \hat{e}_\varphi] = \hat{\chi} (\cos \hat{\vartheta} [\hat{e}_\tau, \hat{e}_3] - \sin \varphi [\hat{e}_2, \hat{e}_3] - \cos \varphi [\hat{e}_1, \hat{e}_3])
\] (B.5)

\[
[\hat{e}_\chi, \hat{e}_\varphi] = \hat{\chi} \sin \hat{\vartheta} (\cos \hat{\vartheta} [\hat{e}_\tau - \hat{e}_1, \hat{e}_3] - \cos \hat{\vartheta} \sin \varphi [\hat{e}_\tau - \hat{e}_1, \hat{e}_3] - \cos \hat{\vartheta} \cos \varphi [\hat{e}_2, \hat{e}_3])
\] (B.6)

The first list need to be all zero (near $O$), but the second list do not, since they are not preserved by Lie dragging. Note that (B.1)-(B.3) all go to zero on $O$ where $\hat{\chi} = 0$, and (B.3) is second order in $\hat{\chi}$. The zero values of these commutators at $O$ are then preserved by the Lie dragging, so the constructed basis is a coordinate basis. Such a coordinate system can always be set up near a single worldline. Indeed, there should be no problem setting up the orthonormal basis near $O$’s worldline so that all the commutators $[e_a, e_b]$ are locally zero to first order.

For the Szekeres basis (3.11) we find the non-zero commutators are

\[
[\hat{e}_i, \hat{e}_j] = \hat{\gamma}^{k}_{ij} \hat{e}_k
\] (B.7)

\[
\begin{align*}
\hat{\gamma}^0_{02} &= \frac{\hat{R}}{\hat{R}} = \hat{\gamma}^0_{03}, & \hat{\gamma}^1_{01} &= \frac{\hat{R} - \hat{R}e'/\hat{E}}{\hat{R} - \hat{R}e'/\hat{E}} \\
\hat{\gamma}^0_{22} &= \frac{\hat{E}_q}{\hat{R}}, & \hat{\gamma}^1_{21} &= \frac{\hat{E}_p - \hat{E}_p e'/\hat{E}}{\hat{R} - \hat{R}e'/\hat{E}} \\
\hat{\gamma}^3_{24} &= \frac{\hat{E}_p}{\hat{R}}, & \hat{\gamma}^1_{31} &= \frac{\hat{E}_q - \hat{E}_q e'/\hat{E}}{\hat{R} - \hat{R}e'/\hat{E}} \\
\hat{\gamma}^2_{21} &= \frac{\sqrt{\hat{c} + \hat{j}}}{\hat{R}} = \hat{\gamma}^3_{31}
\end{align*}
\] (B.8)
These are all finite at a general point, i.e. for a generic observer. The only divergencies occur at a Szekeres “origin”, $R = 0$. Should the observer pass through $R = 0$, we can take $\hat{\chi} \sim R$ nearby, so the commutators of the observer’s PNC coordinates remain zero.

References

[1] R.B. Tully, H. Courtois, Y. Hoffman and D. Pomarède, The Laniakea supercluster of galaxies, Nature 513 (2014) 7516 arXiv:1409.0880.

[2] O. Titov, Systematic effects in the radio source proper motion, arXiv:0906.4840 [gsSPIRE].

[3] O. Titov, Secular aberration drift and IAU definition of ICRS, Mon. Not. Roy. Astron. Soc. 407 (2010) L46 [arXiv:1009.3698] [gsSPIRE].

[4] O. Titov, S.B. Lambert and A.M. Gontier, VLBI measurement of the secular aberration drift, Astron. Astrophys. 529 (2011) A91 [arXiv:1009.3698] [gsSPIRE].

[5] A. Moor et al., On the connection of the apparent proper motion and the VLBI structure of compact radio sources, Astron. J. 141 (2011) 178 [arXiv:1103.3963] [gsSPIRE].

[6] A. Krasiński and K. Bolejko, Exact inhomogeneous models and the drift of light rays induced by nonsymmetric flow of the cosmic medium, arXiv:1212.4697 [gsSPIRE].

[7] A. Walters and C. Hellaby, Calculating observables in inhomogeneous cosmologies II: flow, area distance and redshift in Szekeres models, to appear.

[8] K. Land and J. Magueijo, The axis of evil, Phys. Rev. Lett. 95 (2005) 071301 [astro-ph/0502237] [gsSPIRE].

[9] K.T. Inoue and J. Silk, Local voids as the origin of large-angle cosmic microwave background anomalies I, Astrophys. J. 648 (2006) 23 [astro-ph/0602478] [gsSPIRE].

[10] R. Watkins, H.A. Feldman and M.J. Hudson, Consistently large cosmic flows on scales of 100 Mpc/h: a challenge for the standard ΛCDM cosmology, Mon. Not. Roy. Astron. Soc. 392 (2009) 743 [arXiv:0809.4041] [gsSPIRE].

[11] F. Sylos Labini, N.L. Vasilyev and Y.V. Baryshev, Large-scale fluctuations in the distribution of galaxies from the two degree field galaxy redshift survey, Astron. Astrophys. 496 (2009) 7 [arXiv:0902.0229] [gsSPIRE].

[12] F. Sylos Labini, N.L. Vasilyev and Y.V. Baryshev, Persistent fluctuations in the distribution of galaxies from the two degree field galaxy redshift survey, EPL 85 (2009) 29002 [arXiv:0812.3260] [gsSPIRE].

[13] R.G. Clowes, L.E. Campusano, M.J. Graham and I.K. Söchting, Two close large quasar groups of size $\sim 350$ Mpc at $z \sim 1.2$, Mon. Not. Roy. Astron. Soc. 419 (2012) 556 [arXiv:1108.6221] [gsSPIRE].

[14] R.G. Clowes et al., A structure in the early universe at $z \sim 1.3$ that exceeds the homogeneity scale of the R-W concordance cosmology, Mon. Not. Roy. Astron. Soc. 429 (2013) 2910 [arXiv:1211.6256] [gsSPIRE].

[15] R.C. Keenan, A.J. Barger and L.L. Cowie, Evidence for a $\sim 300$ Megaparsec scale under-density in the local galaxy distribution, Astrophys. J. 775 (2013) 62 [arXiv:1304.2884] [gsSPIRE].

[16] R.C. Keenan, A.J. Barger and L.L. Cowie, Local large-scale structure and the assumption of homogeneity, IAU Symp. 308 (2014) 295 [arXiv:1409.8458] [gsSPIRE].

[17] V. Marra, L. Amendola, I. Sawicki and W. Valkenburg, Cosmic variance and the measurement of the local Hubble parameter, Phys. Rev. Lett. 110 (2013) 241305 [arXiv:1303.3121] [gsSPIRE].

[18] R.A. Battye, T. Charnock and A. Moss, Tension between the power spectrum of density perturbations measured on large and small scales, Phys. Rev. D 91 (2015) 103508 arXiv:1409.2769] [gsSPIRE].
[19] T. Buchert, A.A. Coley, H. Kleinert, B.F. Roukema and D.L. Wiltshire, Observational challenges for the standard FLRW model, Int. J. Mod. Phys. D 25 (2016) 1630007 [arXiv:1512.03313] [eSPIRE].

[20] J.L. Bernal, L. Verde and A.G. Riess, The trouble with $H_0$, JCAP 10 (2016) 019 [arXiv:1607.05617] [eSPIRE].

[21] J.H. McKay and D.L. Wiltshire, Defining the frame of minimum non-linear Hubble expansion variation, Mon. Not. Roy. Astron. Soc. 457 (2016) 3285 [arXiv:1503.04192] [eSPIRE].

[22] G.E. Marinello et al., Compatibility of the large quasar groups with the concordance cosmological model, Mon. Not. Roy. Astron. Soc. 461 (2016) 2267 [arXiv:1603.03260] [eSPIRE].

[23] C.G. Park, H. Hyun, H. Noh and J.C. Hwang, The cosmological principle is not in the sky, Mon. Not. Roy. Astron. Soc. 469 (2017) 1924 [arXiv:1611.02139] [eSPIRE].

[24] B. Follin and L. Knox, Insensitivity of the distance ladder Hubble constant determination to Cepheid calibration modeling choices, arXiv:1707.01175 [eSPIRE].

[25] S.M. Feeney, D.J. Mortlock and N. Dalmasso, Clarifying the Hubble constant tension with a Bayesian hierarchical model of the local distance ladder, arXiv:1707.00007 [eSPIRE].

[26] H.-Y. Wu and D. Huterer, Sample variance in the local measurements of the Hubble constant, Mon. Not. Roy. Astron. Soc. 471 (2017) 4946 [arXiv:1706.09723] [eSPIRE].

[27] SPT collaboration, K. Aylor et al., A comparison of cosmological parameters determined from CMB temperature power spectra from the South Pole Telescope and the Planck satellite, Astrophys. J. 850 (2017) 101 [arXiv:1706.10286] [eSPIRE].

[28] C. Vale, Local pancake defeats axis of evil, astro-ph/0509039 [eSPIRE].

[29] C. Hellaby and A. Walters, Observations in inhomogeneous models and the Szekeres metric, talk given at the 27th Texas Symposium on Relativistic Astrophysics, December 8–13, Dallas, U.S.A. (2013).

[30] C. Hellaby and A. Walters, Observations in non-symmetric universes, talk given at the George Ellis at 75 Conference, November 24–25, Cape Town, South Africa (2014), also South Africa Gravity Society Meeting (SAGS2014).

[31] C. Hellaby and A. Walters, How inhomogeneities affect observations, talk given at Beyond The Concordance Model II (BCII 2016), November 28–December 2, Cape Town, South Africa (2016).

[32] A. Walters and C. Hellaby, Modelling cosmic flows with inhomogeneous cosmologies, Beyond The Concordance Model II (BCII 2016), November 28–December 2, Cape Town, South Africa (2016).

[33] C. Hellaby and A. Walters, Observable matter flows in szekeres spacetimes, talk given at CosmoTurn 2017, July 2–7, Torun, Poland (2017).

[34] J. Kristian and R.K. Sachs, Observations in cosmology, Astrophys. J. 143 (1966) 379 [eSPIRE].

[35] G.F.R. Ellis et al., Ideal observational cosmology, Phys. Rept. 124 (1985) 315.

[36] W.R. Stoeger, G.F.R. Ellis and S.D. Nel, Observational cosmology: III. exact spherically symmetric dust solutions, Class. Quant. Grav. 9 (1992) 509.

[37] W.R. Stoeger, S.D. Nel and G.F.R. Ellis, Observational cosmology: IV. Perturbed spherically symmetric dust solutions, Class. Quant. Grav. 9 (1992) 1711.

[38] W.R. Stoeger, S.D. Nel and G.F.R. Ellis, Observational cosmology: V. Solutions of the first order general perturbation equations, Class. Quant. Grav. 9 (1992) 1725.

[39] W.R. Stoeger, S.D. Nel, R. Maartens and G.F.R. Ellis, The fluid-ray tetrad formulation of Einstein’s field equations, Class. Quant. Grav. 9 (1992) 493.

[40] M.E. Araujo and W.R. Stoeger, Exact spherically symmetric dust solution of the field equations in observational coordinates with cosmological data functions, Phys. Rev. D 60 (1999) 104020 [Erratum ibid. D 64 (2001) 049002] [eSPIRE].
[41] M.E. Araújo et al., Integrating Einstein field equations in observational coordinates with cosmological data functions: nonflat friedmann-Lemaître-Robertson-Walker cases, *Astrophys. J.* **549** (2001) 716.

[42] M.E. Araújo, S.R.M.M. Roveda and W.R. Stoeger, Perturbed spherically symmetric dust solution of the field equations in observational coordinates with cosmological data functions, *Astrophys. J.* **560** (2001) 7 [gr-qc/0105001] [InSPIRE].

[43] M.B. Ribeiro and W.R. Stoeger, Relativistic cosmology number counts and the luminosity function, *Astrophys. J.* **592** (2003) 1 [astro-ph/0304094] [InSPIRE].

[44] V.V.L. Albani, A.S. Iribarrem, M.B. Ribeiro and W.R. Stoeger, Differential density statistics of galaxy distribution and the luminosity function, *Astrophys. J.* **657** (2007) 760 [astro-ph/0611032] [InSPIRE].

[45] M.E. Araújo, W.R. Stoeger, R.C. Arcuri and M.L. Bedran, Solving Einstein field equations in observational coordinates with cosmological data functions: spherically symmetric universes with cosmological constant, *Phys. Rev. D* **78** (2008) 063513 [arXiv:0807.4193] [InSPIRE].

[46] N. Mustapha, C. Hellaby and G.F.R. Ellis, Large scale inhomogeneity versus source evolution: Can we distinguish them observationally?, *Mon. Not. Roy. Astron. Soc.* **292** (1997) 817 [gr-qc/9808079] [InSPIRE].

[47] C. Hellaby, Multicolor observations, inhomogeneity and evolution, *Astron. Astrophys.* **372** (2001) 357 [astro-ph/0010641] [InSPIRE].

[48] C. Hellaby, Finding the metric of the cosmos, talk given at *Mathematics of Gravitation II (MGII)*, September 1–9, Warsaw, Poland (2003).

[49] C. Hellaby, The mass of the cosmos, *Mon. Not. Roy. Astron. Soc.* **370** (2006) 239 [astro-ph/0603637] [InSPIRE].

[50] T. H.-C. Lu and C. Hellaby, Obtaining the spacetime metric from cosmological observations, *Class. Quant. Grav.* **24** (2007) 4107 [arXiv:0705.1060] [InSPIRE].

[51] M.L. McClure and C. Hellaby, Determining the metric of the cosmos: stability, accuracy, and consistency, *Phys. Rev. D* **78** (2008) 044005 [arXiv:0709.0875] [InSPIRE].

[52] C. Hellaby and A.H.A. Alfedeel, Solving the observer metric, *Phys. Rev. D* **79** (2009) 043501 [arXiv:0811.1676] [InSPIRE].

[53] A.A.H. Alfedeel and C. Hellaby, The Lemaître model and the generalisation of the cosmic mass, *Gen. Rel. Grav.* **42** (2010) 1935 [arXiv:0906.2343] [InSPIRE].

[54] C.-M. Yoo, T. Kai and K.-i. Nakao, Solving inverse problem with inhomogeneous universe, *Prog. Theor. Phys. Phys.* **120** (2008) 937 [arXiv:0807.0932] [InSPIRE].

[55] C.-M. Yoo, A note on the inverse problem with LTB universes, *Prog. Theor. Phys. Phys.* **124** (2010) 645 [arXiv:1010.0530] [InSPIRE].

[56] M. Tokutake and C.-M. Yoo, Inverse construction of the ALTB model from a distance-redshift relation, *JCAP* **10** (2016) 009 [arXiv:1603.07837] [InSPIRE].

[57] M. Gasperini, G. Marozzi, F. Nugier and G. Veneziano, Light-cone averaging in cosmology: Formalism and applications, *JCAP* **07** (2011) 008 [arXiv:1104.1167] [InSPIRE].

[58] G. Fanizza, M. Gasperini, G. Marozzi and G. Veneziano, An exact Jacobi map in the geodesic light-cone gauge, *JCAP* **11** (2013) 019 [arXiv:1308.4935] [InSPIRE].

[59] E. Di Dio, R. Durrer, G. Marozzi and F. Montanari, Galaxy number counts to second order and their bispectrum, *JCAP* **12** (2014) 017 [Erratum ibid. **06** (2015) E01] [arXiv:1407.0376] [InSPIRE].

[60] G. Fanizza, M. Gasperini, G. Marozzi and G. Veneziano, A new approach to the propagation of light-like signals in perturbed cosmological backgrounds, *JCAP* **08** (2015) 020 [arXiv:1506.02003] [InSPIRE].
[61] F. Nugier, *Cosmology with an adapted system of coordinates*, in *Everything about Gravity: Proceedings of the Second LeCosPA International Symposium*, NTU, Taiwan, 14-18 December 2015, P. Chen ed., World Scientific, Singapore, (2017), arXiv:1508.07464.

[62] M. Korzyński, *Drift effects in inhomogeneous cosmology*, *CosmoTurn 2017*, July 2-7, Torun, Poland (2017).

[63] M. Korzyński and J. Kopiński, *Optical drift effects in general relativity*, arXiv:1711.00584.

[64] N. Mustapha, B.A.C.C. Bassett, C. Hellaby and G.F.R. Ellis, *Shrinking 2. The distortion of the area distance redshift relation in inhomogeneous isotropic universes*, *Class. Quant. Grav.* 15 (1998) 2363 [gr-qc/9708043] [inSPIRE].

[65] P. Szekeres, *A class of inhomogeneous cosmological models*, *Commun. Math. Phys.* 41 (1975) 55 [inSPIRE].

[66] P. Szekeres, *Quasispherical gravitational collapse*, *Phys. Rev. D* 12 (1975) 2941 [inSPIRE].

[67] C. Hellaby, *The Null and KS limits of the Szekeres metric*, *Class. Quant. Grav.* 13 (1996) 2537 [inSPIRE].

[68] G. Lemaitre, *L’Univers en Expansion*, *Ann. Soc. Sci. Bruxelles A* 53 (1933) 51 [Gen. Rel. Grav. 29 (1997) 641] [inSPIRE].

[69] R.C. Tolman, *Effect of inhomogeneity on cosmological models*, *Proc. Nat. Acad. Sci.* 20 (1934) 169 [Gen. Rel. Grav. 29 (1997) 935] [inSPIRE].

[70] C. Hellaby, *Modelling inhomogeneity in the Universe*, PoS(ISFTG)005.

[71] C. Hellaby and A. Krasiński, *Physical and geometrical interpretation of the $\epsilon \leq 0$ Szekeres models*, *Phys. Rev. D* 77 (2008) 023529 [arXiv:0710.2171] [inSPIRE].

[72] C. Hellaby and K. Lake, *Shell crossings and the Tolman model*, *Astrophys. J.* 290 (1985) 381 [Erratum ibid. 300 (1985) 461] [inSPIRE].

[73] C. Hellaby and A. Krasiński, *You can’t get through Szekeres wormholes: or, regularity, topology and causality in quasispherical Szekeres models*, *Phys. Rev. D* 66 (2002) 084011 [gr-qc/0206052] [inSPIRE].

[74] G.F.R. Ellis, *Dynamics of pressure free matter in general relativity*, *J. Math. Phys.* 8 (1967) 1171 [inSPIRE].

[75] S.W. Goode and J. Wainwright, *Singularities and evolution of the Szekeres cosmological models*, *Phys. Rev. D* 26 (1982) 3315 [inSPIRE].

[76] A. Krasiński, *Inhomogeneous cosmological models*, Cambridge University Press, Cambridge U.K. (1997).

[77] C. Hellaby, *A Kruskal-like model with finite density*, *Class. Quant. Grav.* 4 (1987) 635.

[78] A. Walters and C. Hellaby, *Constructing realistic Szekeres models from initial and final data*, *JCAP* 12 (2012) 001 [arXiv:1211.2110] [inSPIRE].

[79] C. Hellaby, *Frame rotation in the Szekeres spacetimes*, *Class. Quant. Grav.* 34 (2017) 145006 [arXiv:1706.00622] [inSPIRE].

[80] P. Musgrave, D. Pollney and K. Lake, *GRTensorII 1.79*, http://gretensor.phy.queensu.ca, Physics Department, Queen’s University,Kingston, Ontario, K7L 3N6, Canada.

[81] Waterloo Maple Inc., *Maple 8*, http://www.maplesoft.com, 615 Kumpf Drive, Waterloo, Ontario, N2V 1K8, Canada.