Mechanisms of transcription factor-mediated direct reprogramming of mouse embryonic stem cells to trophoblast stem-like cells
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ABSTRACT

Direct reprogramming can be achieved by forced expression of master transcription factors. Yet how such factors mediate repression of initial cell-type-specific genes while activating target cell-type-specific genes is unclear. Through embryonic stem (ES) to trophoblast stem (TS)-like cell reprogramming by introducing individual TS cell-specific ‘CAG’ factors (Cdx2, Arid3a and Gata3), we interrogate their chromosomal target occupancies, modulation of global transcription and chromatin accessibility at the initial stage of reprogramming. From the studies, we uncover a sequential, two-step mechanism of cellular reprogramming in which repression of pre-existing ES cell-associated gene expression program is followed by activation of TS cell-specific genes by CAG factors. Therefore, we reveal that CAG factors function as both decommission and pioneer factors during ES to TS-like cell fate conversion.

INTRODUCTION

Advances in transcription factor (TF)-mediated direct reprogramming have revealed the plasticity of cell identity and the feasibility of cell fate conversion both in vitro and in vivo (1–4). To successfully convert cell fate, global gene expression programs of the original cells must be altered to a state favorable to a reprogrammed target cell type. However, little is known about the mechanisms of how and to what extent altered expression of TFs modulates changes in global gene expression and cellular characteristics.

Induced pluripotent stem (iPS) cells can be generated from overexpression (OE) of a handful of TFs (e.g. Oct4, Sox2, Klf4 and Myc) in fibroblasts. Reprogramming to iPS cells can be broadly divided into two phases: a long stochastic phase followed by a shorter deterministic phase (5). Recent reports suggested that a gene activation during reprogramming is modulated by which ectopically expressed TFs acting as ‘pioneer’ factors, which initially bind to closed chromatin of genes specific to the target cell type (6). Once bound, pioneer factors interact with various chromatin modifiers to convert closed chromatin in open, thereby activating target cell-specific genes. Oct4, Sox2 and Klf4 are known to function as pioneer factors early in somatic cell reprogramming process (7) as Ascl1, a TF capable of converting fibroblasts to induced neuronal (iN) cells (8). Although activated target cell-specific genes can indirectly affect the suppression of active genes in the initial cells, precise gene repression mechanisms during cellular reprogramming has not been explicitly addressed and it is still ambiguous whether activation and repression of cell type-specific genes occur simultaneously or sequentially.

Several trophoblast-specific TFs, including Arid3a, Cdx2, Gata3, Elf5, Eomes, Id2, Tead4 and Tfap2c, play essential roles in trophectoderm (TE) development or trophoblast stem (TS) cell identity and self-renewal (9–12). It was previously shown that induction of a single TF, such as Tfap2c, Cdx2, Gata3 or Arid3a, (13–16) is sufficient to reprogram embryonic stem (ES) cells to TS-like cells, and the resultant altered morphology, functional properties and global gene expression profiles are highly similar to genuine multipotent TS cells (13–16). In particular, TS-like cells generated by OE of Cdx2 and Arid3a were successfully incorporated into the TE of developing embryos and contributed to placental lineages ex vivo (16,17), revealing the feasibility of generating functional TS-like cells from ES cells. Thus, we reasoned that such an approach would allow us to thoroughly interrogate mechanisms of transcriptional and epigenetic regulation by OE of TFs during cell fate conversion.

Here, we employed an ES to TS-like cell reprogramming system via OE of three key TE/TS cell-specific TFs—Cdx2, Arid3a and Gata3 (herein referred to as CAG factors)—that...
are well-known for being instrumental in trophoblast differentiation and placent al development (13,14,16,17). We investigated the dynamics of CAG factor binding as well as subsequent effects on chromatin accessibility and global gene expression during the early phase of reprogramming. We found that CAG factors orchestrate reprogramming of ES cells to TS-like cells via a two-step mechanism; Repression of ES cell-specific genes through decommissioning of active enhancers in ES cells followed by activation of TS cell-specific genes through the pioneer factor activity.

MATERIALS AND METHODS

Cell culture

Mouse J1 ES cells were cultured in ES+ media, composed of DMEM (Dulbecco’s modified Eagle’s medium) supplemented with 18% fetal bovine serum (FBS), 2mM L-glutamine, 100 μM of non-essential amino acid supplement, nucleoside mix (100× stock, Sigma), 100 μM of β-mercaptoethanol, 1000U/ml of recombinant leukemia inhibitory factor (LIF, Chemicon) and 50U/ml of penicillin/streptomycin. ES cells were plated on 0.1% gelatin coated dishes. Mouse TS cells were maintained in TS+ media, at a ratio of 3:7 of TS medium to mouse embryonic fibroblasts (MEF)-conditioned TS medium, supplemented with 25 ng/ml Fgf4 and 1 μg/ml heparin. TS medium is RPMI 1640 (Roswell Park Memorial Institute medium, Gibco) supplemented with 20% FBS, 100 μM β-mercaptoethanol, 2 mM L-glutamine, 1 mM sodium pyruvate, penicillin (50U/ml) and streptomycin (50 mg/ml). MEF-conditioned medium is TS medium conditioned by MEF. MEF were treated with mitomycin, followed by culturing for 3 days. The medium was collected every 3 days for three times. 293T cells were maintained in DMEM supplemented with 10% FBS, 2 mM L-glutamine and 50U/ml of penicillin/streptomycin. All cells were incubated at 37°C, 5% CO2.

Generation of stable cell lines

Individual CAG genes were cloned into the pEF1α-FLBIO vector and the vector was transfected into ES cells expressing BirA by electroporation as previously described (18). For ~10 days after transfection, cells were selected in ES media supplemented with puromycin (Invitrogen) and genetin (Gibco). After picking single colonies, cells were expanded for additional days to reach proper cell numbers to perform further analyses. In the meantime, positive OE clones were confirmed by reverse transcriptase-quantitative polymerase chain reaction (RT-qPCR) and western blotting. We defined passage 0 as the time point that we confirmed the stable OE of CAG factors by these two techniques. Primer sequences for PCR are listed in Supplementary Table S1.

Generation of inducible cell lines

Coding sequence of Arid3a amplified by PCR using mouse cDNA clone (Origene, MC205205) as a template, and then cloned into the pLVX-TRE3G-ZsGreen1 vector (Clontech, 631361). Clones were sequence-verified prior to use. Lentiviral production and infection were performed as described below. ES cells were plated at ~1×10^6 cells per one well of 6-well plate with virus-containing supernatant (co-infection of pLVX-TRE3G-ZsGreen1 and pLVX-EF1α-Tet3G). The cells were placed under neomycin and genetin selection for 2 days followed by replacement of medium with fresh ES cell medium plus 1 μg/ml doxycycline (dox). ES cell medium containing dox was changed each day for ~6 days. Ectopic expression levels were measured by RT-qPCR. Primer sequences for PCR are listed in Supplementary Table S1.

Lentiviral production and infection

Lentiviral production was performed in 293T cells. 293T cells were plated at ~6 × 10^6 cells per 100 mm dish and incubated overnight. Cells were transfected with 6 μg of pLVX-TRE3G-ZsGreen1 or pLVX-EF1α-Tet3G vectors (for the inducible cell line, Clontech) with 4 μg of pCMV-D8.9 and 2 μg of VSFG helper plasmids using Fugene (Promega), according to the manufacturer’s instructions. After 15 h, 293T medium was replaced with ES medium. The supernatants containing viral particles were harvested after 48 h of transfection, filtered through 0.45 μm pore-size cellulose acetate filters and supplemented with polybrene (Millipore). Infections were performed with cells plated at a density of ~1×10^6 cells for one well of 6-well plate with virus-containing supernatant supplemented with polybrene (Millipore).

Quantitative gene expression analysis

For RT-qPCR, total RNA was isolated using the RNeasy Plus Mini Kit (Qiagen). A total of 500 ng RNA was then used to synthesize cDNA with qScript cDNA supermix (Quanta). RT-qPCRs were performed using Perfecta SYBR Green FastMix (Quanta) with 2 μl of 20× diluted cDNA. Using Primer 3 (19), RT-qPCR primers were designed to amplify an ~100 bp region containing the junction between two exons. For chromatin immunoprecipitation-qPCR (ChIP-qPCR), the primers were designed to amplify ~100 bp regions centered on the putative binding sites. The Ct values obtained from qPCR were normalized against Gapdh for gene expression and against proximal promoter of Gfi1b to determine relative gene expression and ChIP enrichment, respectively. Primer sequences for qPCR are listed in Supplementary Table S1.

Western blotting

Proteins were lysed from cultured cells using RIPA Lysis and Extraction Buffer (G-Biosciences) with protease inhibitor cocktail (Roche), followed by incubation at 100°C for 20 min. Cell lysates were separated by electrophoresis on 4–20% gradient polyacrylamide gels and transferred to PVDF membranes. The blots were blocked with TBS-T (20 mM Tris–HCl, pH 7.6, 136 mM NaCl and 0.1% Tween-20) containing 5% BSA (bovine serum albumin) for 1 h and then incubated with primary antibody solution at 4°C overnight. After washing with TBS-T, the membranes were incubated with HRP-conjugated secondary antibodies for 1 h at room temperature (RT). Then the membrane...
was washed with TBS-T, followed by developing with ECL reagents (GE Healthcare). Antibodies used for western blotting were anti-Cdx2 (1:1000, ab88129, Abcam), anti-Arid3a (1:5000, (20)), anti-Gata3 (1:1000, SC-9009, Santa Cruz), anti-β-actin (1:10000, ab20272, Abcam) and anti-Hdac1 (1:1000, ab7028, Abcam).

Co-immunoprecipitation
One-step affinity purification with streptavidin-agarose beads (Invitrogen) using ∼2 × 10⁷ cells from ES cell lines expressing BirA only or BirA plus biotin-tagged proteins was performed as previously described (21). The final pulled-down proteins were eluted in Laemmli buffer prior to western blotting.

RNA-sequencing analysis
Libraries were prepared with an RNA library preparation kit (E7490, NEB) using 1 μg of RNA obtained by the RNeasy Mini Kit (Qiagen). RNA-seq libraries were sequenced with a 1 × 75-bp strand-specific protocol on a NextSeq 500 (Illumina). Data were analyzed using a high-throughput next-generation sequencing analysis pipeline: FASTQ files were aligned to the mouse genome (mm9, NCBI Build 37) using TopHat2 (22). Gene expression profile for the individual samples was calculated with Cufflinks (23) as RPKM values.

ChIP-sequencing
ChIP assays were performed with ES cell lines expressing BirA only (reference) or both BirA and biotin-tagged proteins (samples) as previously described (24) using streptavidin magnetic particles (Roche). Additional ChIP assays were carried out in ES, OEArid3a ES+, OEArid3a TS+ and TS cells using Arid3a (20), Hdac1 (ab7028, Abcam) and H3K27ac (ab4729–100, Abcam) antibodies. ChIP-seq libraries were generated using ChIP-seq library prep kits (NEB) according to the manufacturer’s instructions. ChIP-seq libraries were sequenced using Illumina NextSeq 500 at the Genomic Sequencing and Analysis Facility (GSAF), The University of Texas at Austin.

ATAC-sequencing
ATAC assays were performed as previously described (25). We used ∼50 000 cells to start the experiment. The cells were incubated with transposition reaction mix for 30 min followed by PCR reaction for 18 cycles. ATAC samples in the ∼250 bp range were isolated using E-gel size select chromatography. ATAC-seq was performed using Illumina NextSeq 500.

Identification of ChIP- and ATAC-sequencing peaks
FASTQ files were aligned to the mouse genome (mm9, NCBI Build 37) using Bowtie 2.2.5. For the identification of peaks, model-based analysis with the ChIP-seq (MACS 2.1.1) peak caller (26) was used with a default setting (macs2 callpeak –t Sample.sam –c Control.sam –f SAM –g mm –n) with keeping five duplicates. The ChIP-seq signals resulting from BirA only expressing ES cells and Mock samples were subtracted to remove background noise for ChIP by incubation with streptavidin magnetic particles and native antibodies, respectively. We readily identified several thousands of significant individual CAG occupied loci upon filtering high-quality peaks based on P-values. Genes occupied by TFs within a 10 Kb window (8 Kb upstream to 2 Kb downstream of transcriptional start site (TSS)) were considered as target genes and used for subsequent analyses. In order to summarize the peak signal enrichment over control experiments, z-score bedGraph files were produced, and following background subtraction, the bedGraph files were constructed using MACS2 version 2.1.1 with ‘bdgcmp –m logLR’ command. Peaks were visualized using the Integrative Genome Viewer from the Broad Institute.

Motif analysis
Both de novo and known motifs in peak regions were identified using Homer (27) with the fragment size for motif finding set as 100 bp.

Gene ontology (GO) analysis
DAVID 6.7 (29) was used for analysis of differentially expressed genes obtained from the expression profile data. TF targets and Genomic Regions Enrichment of Annotation Tool (30) were used for ChIP-seq peak analysis.

Correlation maps
Common binding sites of the indicated TFs were identified by peak calling with an overlap analysis. The significance overlaps of binding sites of two TFs were calculated for with a paired-end Pearson correlation coefficient.

Principle component analysis (PCA)
The R prcomp was used to perform principle component analysis (PCA) using the RNA-seq data (for Figure 1E).

Dendrogram
R hcluster was used to generate dendograms of RNA- and ATAC-seq data.

Public datasets used
Published ChIP-seq datasets obtained from the Gene Expression Omnibus (GEO) database under the accession numbers GSE31039 (H3K27ac, ES cells), GSE42207 (H3K27ac, TS cells) and GSE11724 (Oct4, ES cells) were used for the analysis shown in Figures 3 and 4.
Figure 1. Overexpression of CAG factors in ES cells promotes changes in global gene expression and chromatin landscape toward TS cells. See also Supplementary Figure S1. (A) Schematic diagram of the experimental design employed to generate TS-like cells from ES cells. Constitutive expression was used to produce stable cell lines. At passage 2 (day 4 after the validation of OE clones), ES media was replaced with TS media. Cell morphology of ES and TS cells are shown at the bottom. (B) Western blotting showing protein levels of the CAG factors in ES cells and TS cells at different stages (ES+ and TS+) of the reprogramming upon OE of CAG factors. β-Actin was used as a loading control. (C) Bright field images depicting changes in cell morphologies associated with conversion of ES to TS-like cells at different stages of the reprogramming. (D) A heatmap showing relative gene expression levels of ES- and TS cell-specific genes in CAG OE cells relative to ES cells (Δlog2(RPMK+1)). ES- and TS cell-specific genes are labeled in red and green to the right side of the heatmap, respectively. (E) PCA of time-course RNA-seq data showing gradual transition of the transcriptome from ES toward TS-like cells. (F and G) Dendrograms showing a similarity of expression profile (F) and chromatin landscapes (G) among ES, TS and CAG-mediated reprogrammed cells.
RESULTS

Ectopic expression of individual CAG factors in ES cells promotes changes in global gene expression and chromatin landscape toward TS cells

OE of either of the aforementioned TE/TS cell-specific CAG factors previously was shown to convert mouse ES cells to TS-like cells (13,14,16). To determine how these CAG factors initiate reprogramming, we designed our experimental set-up as shown in Figure 1A. Individual CAG factors were expressed under the control of constitutively active pEF1α promoters. After establishing OE clones, the cells were maintained for 4 days (two passages) in ES cell culture media (ES+) and the media was replaced with media for TS cell culture (TS+) to optimize conditions for reprogramming (detailed procedures in ‘Materials and Methods’ section). During the ES to TS-like cell fate conversion, we monitored changes in cellular morphology, global gene expression, chromatin accessibility and CAG factor occupancy at passage 2 (day 4; ES+) and passage 4 (day 8; TS+).

We first confirmed OE of individual CAG factors in ES cells by western blotting (Figure 1B and C). Consistent with previous reports (13,14,16), OE of CAG factors in ES cells promoted dramatic morphological changes. Cells transitioned from spheroid undifferentiated colony morphology to a flattened, epithelial-like morphology, indicative of an early stage of cellular conversion from ES to TS-like cells; this occurred even before replacing ES+ media with TS+ media (Figure 1C, upper panels). Under TS+ media conditions, cells adopted even more prominent TS-like cell morphology (Figure 1C, lower panels). Parallel to these morphological changes, TE/TS cell-specific marker genes also were upregulated over time (Supplementary Figure S1), indicating that our experimental system was valid for investigating the early stage cell fate conversion of ES to TS-like cells.

To determine to what degree CAG factors affect global gene expression and chromatin configuration during the early stage of reprogramming (ES+ and TS+), we profiled global gene expression by RNA-seq and chromatin accessibility by ATAC-seq. Indeed, even at this early stage of reprogramming, global mRNA expression had begun to transition from an ES cell state to a TS-like cell state. As shown in Figure 1D, we observed reduced levels of key ES cell-specific markers (including Oct4, Sall4, and Stat3) and induced levels of TE/TS cell-specific markers (including Eomes, Krt8, and Tead4) in CAG factor OE cells as compared to untreated ES cells. Principal component analysis (PCA) of expression profiles also showed a significant shift in the global expression patterns of ES cells toward TS cells (Figure 1E). Notably among the CAG factors, Arid3a induced an expression pattern most similar to that of bona fide TS cells (Figure 1F). Consistent with the global gene expression data, OE of individual CAG factors induced alterations in ES cell chromatin accessibility similar to that of TS cells (Figure 1G). Although the degrees of global changes in chromatin accessibility were minor compared to changes in expression levels, still, these changes were associated with crucial markers of successful ES to TS-like cell fate conversion, such as Oct4, Nanog, CdX2, Gcm1, Eomes, Hand1 and Tead4. Collectively, these results indicate that individual expression of CAG factors initiates ES to TS-like cellular conversion by not only modulating global gene expression, but also by reshaping the chromatin landscape.

CAG factors directly regulate both ES and TS cell-specific genes during ES to TS-like cell reprogramming

To examine how OE of CAG factors mediates global transcriptional changes, we determined which classes of genes were directly regulated by CAG factors via ChiP-seq. We found several thousands of statistically significant individual CAG factor binding sites (detailed in ‘Materials and Methods’ section). As previous studies suggesting that cellular identity is largely determined by distal regulatory elements, especially enhancers, that are targets of cell type-specific TFs (31), we found that >60% of CAG target sites are distal regions to their respective TSSs, primarily distributed within intergenic (~40%) and upstream (~20%) regions during the early stage (day 4, passage 2) of reprogramming (Supplementary Figure S2A).

We next performed gene ontology (GO) analysis of the genes associated with the targets of each CAG factor. As shown in Figure 2A, CAG factor targets were largely associated with both ES cell-specific terms (e.g. stem cell maintenance and blastocyst development) and TS cell-specific terms (e.g. embryonic placenta development and trophodermal cell differentiation). The results indicate that, individual CAG factors act as distal enhancer binding proteins and directly regulate both ES and TS cell-specific genes during the early cell fate conversion. Combined analysis of ChiP-seq and RNA-seq data revealed that both activated and repressed genes upon OE of each TE are largely direct targets of each factor (Figure 2B and Supplementary Figure S2B), indicating that each CAG factor displays dual functions during the reprogramming.

To further characterize the relationship between differentially expressed genes upon OE of each factor and its occupancy, we analyzed the ChiP-seq data by applying moving window averages (window size: 250; bin size: 1; Figure 2C and Supplementary Figure S2C). We found that peak intensities, which indicate occupancy strength of the factor to DNA, are generally correlated with greater changes in gene expression (Figure 2C and Supplementary Figure S2C). Then we examined the target occupancy of CAG factors on the genes sorted by their relative expression (TS cells over ES cells) to determine which classes of genes are directly regulated by CAG factors (Figure 2D and Supplementary Figure S2D). The results revealed that the genes highly expressed in ES cells are, in fact, strong direct targets of CAG factors, whereas TS cell-specific TFs are less strongly occupied by the CAG factors (Figure 2D and E; Supplementary Figure S2D). Overall, our analysis revealed significant repression of ES cell-specific genes along with a slight induction of TS cell-specific genes at the early stage of programming, which is mediated by direct binding of CAG factors (Figure 2F and G; Supplementary Figure S2D and E).
Figure 2. CAG factors exert dual functions during reprogramming. See also Supplementary Figure S2. (A) Bar graphs showing enriched GO terms of individual CAG factor targets. ES- and TS cell-specific functions are highlighted in red. (B) Venn diagrams depicting overlaps among genes bound by each CAG factor and genes that are either up- or downregulated in ES cells upon OE of individual CAG factors. P-values were calculated using hypergeometric tests. (C and D) Heatmaps ranking relative gene expression of CAG OE cells relative to ES cells (C) and TS cells relative to ES cells (D). Averaged occupancy scores calculated by moving average (window size, 250; bin size, 1) for individual CAG factors are plotted in black lines. Yellow box indicate 2000 genes from panel B (C) and 150 genes from panel F (D). (E) Signal track images depicting occupancy of each CAG factor at both ES- and TS cell-specific genes upon OE in ES cells. (F) Bar graphs showing average expression levels of the top 150 ES cell-specific genes and the top 150 TS cell-specific genes upon OE of each CAG factor in ES cells. Error bars indicate standard deviation between 150 genes. (G) Boxplots showing the distribution of expression levels of ES- and TS cell-specific genes upon OE of individual CAG factors in ES cells. The red dotted lines indicate median expression of ES- or TS cell-specific genes in ES cells. All data presented in the figure were obtained under ES+ culture condition (4 days under ES+ condition).
Each CAG factor binds both open and closed chromatin during the early stage of reprogramming

Previous studies introduced the ‘pioneer factor’ concept as factors capable of binding directly to heterochromatin to activate silenced target cell-specific genes during reprogramming (7,32). In order to investigate whether CAG factors function as pioneer factors and to what degree CAG factors bind to open and closed chromatin, we examined chromatin openness of individual CAG factor binding sites during the reprogramming process. Interestingly, we found that individual CAG factors prefer to bind open chromatin while they also occupy closed chromatin (Figure 3A–C); i.e. >70% of Cdx2 and Gata3 binding events occurred within open regions (Figure 3A–C) although ∼53% of Arid3a targets are open regions. This suggested that CAG factors have additional functions distinctly from pioneer factors. Unexpectedly, all CAG factors show fewer target peaks at the later stage of reprogramming (TS+) compared to the earlier stage (ES+), indicating that CAG factors might be crucial during the initiation of reprogramming but play a more limited role thereafter or this may due to the more relaxed chromatin structure of ES cells (Figure 3A–C). Regardless of the chromatin status (open versus closed), CAG factors preferentially bind to distal regulatory elements (Supplementary Figure S3A and B).

To further explore this observation, we examined whether CAG factors share common binding sites. Comparison of individual CAG factor binding sites revealed that CAG factors share a significant number of target sites regardless of their chromatin accessibility (Supplementary Figure S3C). CAG common peaks within open chromatin are predominantly located at distal elements as expected (91%). Interestingly, common closed chromatin peaks are exclusively located within distal elements (100%)—a strong indication of pioneer factor-like activity (Supplementary Figure S3D). We further found that common open chromatin loci are associated primarily with ES cell-specific genes, as evidenced by GO term enrichment (e.g. stem cell maintenance and cell fate specification) as well as DNA-binding motifs of ES cell core TFs (Supplementary Figure S3E and F). This suggested that CAG factors promote reprogramming by occupying open regulatory regions of the ES cell-specific genes prior to repressing them. On the other hand, common closed chromatin-associated target genes are involved in regulation of chromosome organization and other chromatin regulatory-related terms (Supplementary Figure S3E). Thus, CAG factors seem to regulate the chromatin landscape by activating genes implicated in chromatin remodeling or modification.

To further address this interpretation, we performed motif analyses of individual CAG binding sites associated with the above observed open and closed chromatin regions. As shown in Supplementary Figure 3D–F, top-ranked motifs associated with open CAG binding sites are ES cell-specific motifs (such as Oct4 and Sox2), whereas closed CAG target sites are enriched in TS cell-specific motifs (including Cdx2, Gata3 and Tead4). Unlike their closed common CAG targets that are mostly enriched with chromosome organization, their unique targets might have high portion of TS cell-specific genes based on their enriched TS cell-specific motifs. These results imply that while CAG factors can bind to close chromatin by recognizing their own motif, they can also occupy open target sites without their own motifs probably via protein–protein interactions.

Arid3a promotes cell fate conversion by repression of ES cell-specific genes followed by activation of TS cell-specific genes

Among the CAG factors, Arid3a OE produced TS-like cells most similar to bona fide TS cells at the transcriptional and epigenetic level compared to OE of Cdx2 or Gata3 (Figure 1). Therefore, we investigated Arid3a OE-mediated reprogramming in greater depth. We performed a de novo motif search for Arid3a binding sites over the course of reprogramming using the HOMER motif search tool (27). Consistent with our previous study (16), the motif constituting the predominant binding sites for Arid3a in ES cells is highly similar to the motif employed by Oct4 (Supplementary Figure S4A) and binding motif preferences of Arid3a gradually changed over time during reprogramming (Supplementary Figure S4A). We also found that the most significant de novo motif of Arid3a identified in TS cells is similar to the previously known motif for Tead family proteins, which are known to be essential for TE specification in vivo. This prompted additional motif search (27) for previously established TFs spanning the binding sites of Arid3a. The analysis revealed that motifs for ES cell-specific pluripotency factors are enriched during the earlier time point of reprogramming (OE-Arid3a_ES+) (Figure 3G). Conversely, TS cell-specific motifs were over-represented at the later reprogramming time point (OE-Arid3a_TS+) (Figure 3G). These data clearly demonstrate that Arid3a dynamically switches its target site specificity during the course of reprogramming, perhaps by switching its protein interaction partners or by recognizing degenerate motifs.

To further investigate this gradual shift in target specificity and to elucidate its effect on associated target gene activity, we assessed Arid3a occupancy over the course of reprogramming with the levels of H3K27ac—a histone mark enriched among active enhancers (33) by clustering analysis. As shown in Figure 3H, we observed seven distinct patterns of Arid3a occupancy during the course of cell fate conversion. Peaks belonging to class I and IV are mainly associated with gene related to stem cell development (Supplementary Figure S4B), and strong Arid3a occupancy signals were predominantly observed in these classes at the early reprogramming time point (ES+). However, at the later time point (TS+), Arid3a occupancy shown in class I gradually disappears as its occupancy shifts to class II and III genes (Supplementary Figure S4A). In contrast to classes I and IV, genes belonging to class II and III are associated with TS cell-specific functions, such as placenta and labyrinthine development (Supplementary Figure S4B) and Arid3a occupancy gradually increases at the later stage. These data reveal dynamic changes in global Arid3a occupancy; i.e. Arid3a initially occupies ES cell-specific genes, presumably to repress them, followed by occupying TS cell-specific genes for their activation.

Since the H3K27ac signature is associated with active enhancers, we inspected its enrichment near Arid3a binding sites with associated chromatin accessibility. We observed...
Figure 3. Enrichment of CAG binding motifs depends on the chromatin landscape. See also Supplementary Figure S3. (A–C) Bar graphs showing the number of Cdx2 (A), Arid3a (B) and Gata3 (C) target genes whose regulatory regions are associated with open or closed chromatin at the different stages of the reprogramming. (D–F) Upon OE of individual CAG factors in ES cells, significantly enriched motifs of Cdx2 (A), Arid3a (B) and Gata3 (C) binding sites that reside within open or closed chromatin are shown. Bar graphs (right panel) provide the percentages of individual CAG binding site with the motifs. (G) Bar graphs of enriched motifs within Arid3a binding sites in ES, TS and two different stages of reprogrammed ES cells. (H and I) Heatmaps showing multiple clustered Arid3a binding sites (H) and H3K27ac signatures (I) that are dynamically changed during the reprogramming. (J) Chromatin landscape changes in concert with changes in Arid3a occupancy plotted as a line graph showing average ATAC-seq peak scores within regions of Arid3a binding site classes shown in (H).
a strong positive correlation between the H3K27ac signature and Arid3a occupancy at each stage of reprogramming (Figure 3H and I). As reprogramming proceeded, the H3K27ac marks gradually disappeared from class I peaks (Figure 3I), suggesting that the initial binding of Arid3a to class I peaks ultimately removes H3K27ac signals to promote the suppression of ES cell-specific genes. Conversely, genes associated in class III gradually gain H3K27ac marks along with Arid3a occupancy during the course of reprogramming, indicating that Arid3a binding positively affects the activation of these TS cell-specific genes (Figure 3I). Taken together, our results indicate that Arid3a first represses ES cell-specific genes by reducing levels of H3K27ac, then it activates TS cell-specific genes by increasing H3K27ac. Since Arid3a itself does not possess acetyltransferase or deacetylase activity, our results imply that Arid3a may recruit proteins with these enzymatic activities. The feasibility of such a mechanism was provided by our demonstration that Arid3a recruits Hdac1 and Hdac2 to catalyze target repression (16).

Consistent with changes in Arid3a occupancy during reprogramming, we found that chromatin accessibility is also altered (Figure 3J and Supplementary Figure S4C). By analyzing ATAC-seq data, we observed the decreased accessibility along with loss of Arid3a occupancy during reprogramming in classes I (ES cell-specific) and IV. Conversely, class III (TS cell-specific) genes gained chromatin accessibility as Arid3a occupancy increased, consistent with classical pioneer factor activity (Supplementary Figure S4C). Thus, during the course of reprogramming, Arid3a switches its distal regulatory targets from ES cell-specific to TS cell-specific genes, resulting in a sequential shift in the transcriptional, epigenetic and chromosomal landscapes from an ES to a more TS-like cell profile.

CAG factors deactivate pre-existing ES cell-specific enhancers

Based on our findings, we reasoned that CAG factors might regulate the activity of ES cell-specific enhancers. To investigate this possibility, we analyzed the overlap of CAG factor targets with ES cell-specific enhancers, as defined by the histone enhancer mark, H3K27ac as well as ES cell-specific ‘super-enhancers’, a cluster of enhancers densely occupied by the ES cell-specific TFs, P300 and Mediator (34). We found that >70% of CAG factor targets overlap with active enhancers defined by H3K27ac in ES cells, and that ∼50% of ES cell-specific super-enhancers are also occupied by CAG factors upon their OE in ES cells (Figure 4A and B). In addition, binding sites for the ES cell-specific TF Oct4 also displayed significant overlap with CAG binding sites (Figure 4C and D).

Based on these observations, we addressed two potential mechanisms of CAG-mediated repression of ES cell-specific genes. First, CAG factors might compete with ES cell-specific TFs, such as Oct4, to bind to ES cell-specific enhancers. To test this, we determined Oct4 occupancy upon OE of CAG factors in ES cells. Indeed, Oct4 occupancy was dramatically decreased, suggesting that there may be some level of binding competition among Oct4 and CAG factors at ES cell-specific enhancers (Figure 4E). However, we previously observed slightly decreased levels of Oct4 expression upon OE of Arid3a in ES cells (16); thus, we cannot rule out the possibility that decreased Oct4 occupancy is a result of reduced levels of Oct4. Alternatively, CAG factors may deactivate ES cell-specific enhancers by modifying histone signatures. To test this, we overexpressed Arid3a in ES cells using a dox—inducible system. Cells were treated with dox for 4 days, followed by dox withdrawal for four additional days and induction of Arid3a was monitored by the expression of Zsgreen1 (Figure 4F). We determined by quantitative PCR whether enhancer-associated H3K27ac signatures are modulated by CAG factors. As shown in Figure 4G, induction of Arid3a significantly increased the levels of H3K27ac at the enhancers of TS cell-specific genes. However, only modest changes in H3K27ac marks within ES cell-specific enhancers were observed. Upon dox removal, the levels of H3K27ac were decreased, indicating Arid3a-dependent regulation of H3K27ac on TS cell-specific genes.

Since Hdacs are responsible for deacetylation of H3K27ac (35), we additionally performed Hdac1 ChIP in these Arid3a inducible cells to monitor the changes in Hdac1 enrichment at the regulatory regions of ES cell-specific and TS cell-specific genes. We observed strong enrichment of Hdac1 at the enhancers of ES cell-specific genes without significant enrichment at the regulatory elements of TS cell-specific genes in early stage of the reprogramming (Figure 4H). Conversely, the shutdown of Arid3a induction by dox withdrawal reduced enrichment of Hdac1 at ES cell-specific enhancers (Figure 4H). Together, our results provide evidence that OE of Arid3a in ES cells initiates ES to TS-like cell reprogramming through changes in histone signatures on the enhancers, and this process is reversible at least at the early stage of reprogramming.

DISCUSSION

Overall, our discoveries led us to a stepwise model (Figure 4I) in which, initially, CAG factors predominantly occupy open chromatin of ES cell-specific genes to deactivate them. Then, they switch their binding site preference onto the regulatory elements of TS cell-specific genes for activation. Both deactivation and activation appear to be associated, if not mediated, by histone modifications, as levels of H3K27ac within enhancers change significantly over the course of reprogramming. This mechanism requires dynamic and sequential occupancy changes within the binding of CAG factors, as they must adjust their target specificity from ES cell-specific to TS cell-specific in a timely, ordered manner. These events, which underlie the reprogramming of ES cells to TS-like cells, uniquely expand the established mechanisms of pioneer factor-mediated transcription. However, it is unclear if this is yet limited to reprogramming from ES cells to TS-like cells. Our stepwise and integrative dissection of the initial steps of reprogramming may help improve both the efficiency and fidelity of the reprogramming process as well as facilitate stem cell therapies in patients whom rely on changing the fate of their own cells for treatment.
Figure 4. CAG factors decommision ES cell-specific enhancers (A–C) Bar graphs depicting overlaps of individual CAG factor binding sites and target hub upon OE of each factor in ES cells with H3K27ac enriched sites (A), super-enhancers (B) and Oct4 binding sites (C) in ES cells. Myc binding sites in ES cells are used as negative control. Asterisks mark significant overlaps (P-value < 0.0001). (D) Average occupancy profiles of each CAG factor centered on Oct4 binding sites in ES cells following OE of CAG factors in ES cells. (E) Oct4 ChIP-qPCR plotted to show relative Oct4 occupancy in the regulatory regions of ES cell-specific genes upon OE of CAG factors. Error bars depict standard deviations of biological triplicates. (F) Cell morphologies of ES cells and Arid3a-inducible ES cells upon either treatment with doxycycline (dox) for 4 days or following withdrawal of dox. (G) ChIP-qPCR showing relative levels of H3K27ac in the regulatory regions of ES cell-specific genes (red) and TS cell-specific genes (green). (H) ChIP-qPCR showing relative levels of Hdac1 occupancy in the regulatory regions of ES cell-specific genes (red) and TS cell-specific genes (green). (I) Two-step mechanism of CAG factor-mediated reprogramming of ES cells to TS-like cells.
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