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Abstract
The global distribution of vegetation is largely determined by climatic conditions and feeds back into the climate system. To predict future vegetation changes in response to climate change, it is crucial to identify and understand key patterns and processes that couple vegetation and climate. Dynamic global vegetation models (DGVMs) have been widely applied to describe the distribution of vegetation types and their future dynamics in response to climate change. As a process-based approach, it partly relies on hard-coded climate thresholds to constrain the distribution of vegetation. What thresholds to implement in DGVMs and how to replace them with more process-based descriptions remain among the major challenges. In this study, we employ machine learning using decision trees to extract large-scale relationships between the global distribution of vegetation and climatic characteristics from remotely sensed vegetation and climate data. We analyse how the dominant vegetation types are linked to climate extremes as compared to seasonally or annually averaged climatic conditions. The results show that climate extremes allow us to describe the distribution and eco-climatological space of the vegetation types more accurately than the averaged climate variables, especially those types which occupy small territories in a relatively homogeneous ecological space. Future predicted vegetation changes using both climate extremes and averaged climate variables are less prominent than that predicted by averaged climate variables and are in better agreement with those of DGVMs, further indicating the importance of climate extremes in determining geographic distributions of different vegetation types. We found that the temperature thresholds for vegetation types (e.g. grass and open shrubland) in cold environments vary with moisture conditions. The coldest daily maximum temperature (extreme cold day) is particularly important for separating many different vegetation types. These findings highlight the need for a more explicit representation of the impacts of climate extremes on vegetation in DGVMs.
1 | INTRODUCTION

Variation in climate is the major factor determining the distribution of vegetation around the world (Adams, 2009). As the world is facing climate change, large-scale future dynamics in vegetation distribution are expected, which in turn may exert strong biophysical and biochemical feedback on the climate (Pearson et al., 2013; Sitch et al., 2008). Predicting future vegetation distribution in response to climate change, however, is particularly challenging, requiring a detailed understanding of how vegetation distribution on a large scale is linked to climate. Historically, von Humboldt and Bonpland (1807) started this process by presenting the first zonal vegetation maps based on climate gradients in the high Andes, but the first quantitative classification of world climate was presented by Wladimir Köppen (Köppen, 1900; Kottek et al., 2006), in which he delineated vegetation zones by mean rainfall and monthly temperature. Other well-known attempts to classify the climatic life zones were made by Whittaker (1962) and Holdridge (1967). While insightful, these schemes did not have sufficient resolution for predicting local vegetation in many parts of the world (Adams, 2009).

In recent decades, efforts to understand and predict large-scale vegetation distributions under different climate conditions (past, present and future) have been made mainly with two bottom-up approaches. One is statistical modelling of the relationship between climate and species distribution or plant functional traits, and usage of the assembly of species or plant functional traits to predict vegetation distribution at the community or biome level (e.g. Conradi et al., 2020; Yang et al., 2019). The other is process-based vegetation modelling of large-scale vegetation distribution, such as dynamic global vegetation models (DGVMs) (e.g. Hickler et al., 2012; Ito et al., 2020; Scheiter et al., 2020; Sitch et al., 2008). DGVMs can be coupled with Earth system models (ESMs) (Fisher & Koven, 2020), thus being essential tools for predicting vegetation distribution changes and feedbacks with the climate system. Various processes have been parameterized in DGVMs to describe the large-scale dynamics of major vegetation types (referred to as plant functional types, PFTs; see Wullschleger et al., 2014), such as photosynthesis, phenology, carbon allocation, recruitment, mortality and fire disturbance (Lasslop et al., 2020). Ideally, the distribution or dominance of different PFTs should emerge from the competitions among PFTs for light, water and nutrients if the above-mentioned processes are adequately described in the model. However, in reality, simple and hard-coded climate thresholds have had to be implemented in DGVMs for various vegetation processes for which detailed descriptions are lacking, such as survival, establishment or mortality, so as to faithfully represent the geographic distribution of different PFTs (see Table 1). These hard-coded climate thresholds are one group of the most uncertain parameters in DGVMs (Forkel et al., 2019; Horvath et al., 2021; Song & Zeng, 2014; Zhu et al., 2018). They may lead to unrealistically strong and fast response of vegetation to climate changes in DGVMs, hampering their application to ESMs for the future projections (Masson-Delmotte et al., 2021).

Several recent studies have started the task of improving these hard-coded thresholds, from different perspectives (e.g. Horvath et al., 2021; Liu et al., 2018a). However, the data sources vary in resolution and quality, and only average climate thresholds are often employed in model test beds. Contemporaneously, it has been reported that climate extremes, that is, which statistically deviate from the average climate records and occurring at daily or submonthly scales, can have large impacts on biome ranges and vegetation dynamics (Julio Camarero et al., 2015; Li et al., 2018b; Shao et al., 2021; Ummenhofer & Meehl, 2017). For instance, drought can cause a decrease in dominant grass species (Li et al., 2018a), since in arid or semi-arid grassland, water is the most limiting resource for plant productivity (Robinson et al., 2013; Yan et al., 2015). Findings of O’sullivan et al. (2017) suggest that during heatwave events combined with drought,
the upper canopy leaf metabolism may be at substantially increased risk. Phoenix and Bjerke (2016) and Trehan et al. (2020) remark that extreme weather events and winter warming can contribute to damage-induced declining vegetation productivity (browning) in the Arctic. Woodward (1990) emphasized that geographical plant distribution is influenced by low temperature extremes, for example, regulating the survival of different functional types of trees globally (Woodward et al., 2004). Plants adapted to tolerating cold in winters rarely thrive or reproduce during dormancy, and its reversal is not triggered by declining temperatures in winter or warming in spring respectively (Harrison et al., 2010). Whereas some tropical plants can be damaged by chilling temperatures (Graham & Patterson, 1982), boreal evergreen needleleaf trees can be damaged and die because of extreme warming spells when the soil is frozen (winter warming and spring drought; Song et al. (2021)) or because of extreme cold winter temperatures even at the trailing edge (Julio Camarero et al., 2015). Dahl (1998) found rough correlations with temperatures of the coldest and warmest months and the distribution of a large number of plant species in northern Europe, and related these to eco-physiological limitations such as frost tolerance and drought stress. According to Zimmermann et al. (2009), the predictive performance of species distribution models increases when mean climatic predictors are complemented by climate extremes. A changing climate influences the duration, frequency, intensity, timing and spatial extent of climate extremes (Seneviratne et al., 2012). For instance, daily temperature and precipitation extremes, in particular, have been observed to increase in frequency and intensity due to global warming (Ummenhofer & Meehl, 2017) with distinct spatial pattern from average climate changes. How climate extremes will affect vegetation distribution in the future remains largely unknown.

Machine learning techniques have become increasingly popular in the biogeosciences (Reichstein et al., 2019). Models built upon observational data offer the potential to combine a higher resolution while keeping investigations at the largest possible scales. Machine learning has been used in a variety of studies: in forest ecology (Liu et al., 2018b), rare species distribution modelling (Mi et al., 2017), calibration of aquatic microfossil proxies (Salonen et al., 2016), mapping fractional cover of an invasive plant species in a dryland ecosystem (Shiferaw et al., 2019), forest type classification (Chatterjee et al., 2016), land cover classification from remote sensing images (Abdi, 2020; Ge et al., 2020; Talukdar et al., 2020) and global mapping of potential natural vegetation (Heng et al., 2018). In this study, we employed a decision tree approach from machine learning (Breiman et al., 1984) to explore available climate and vegetation data, and to systematically re-examine long-lasting and reappearing scientific questions regarding climate–vegetation relations. This approach enabled us to analyse whether any novel climate thresholds affecting the large-scale distribution of vegetation types could be detected, particularly climate extreme thresholds that have been overlooked in previous studies.

Decision tree models are easily interpretable, that is, it is easy to extract decision rules and trace why a certain classification is made. We trained decision tree models with the present-day global climate and vegetation data, and further tested their ability to predict natural dominant vegetation types from climatic variables. Here, the term ‘dominant vegetation type’ refers to a vegetation type which occupies most of the natural space in a given territory. Decision trees can provide boundary conditions for the distribution of each dominant vegetation type. To the best of our knowledge, no attempts have yet been made to use machine learning for understanding threshold conditions that govern and separate dominant vegetation types at a global scale.

We first investigated the added value of including climate extremes in the decision tree induction to demonstrate the importance of climate extremes in shaping the present-day vegetation distribution. We then applied the decision tree models to future climate scenarios and compared the results with those from DGVMs and other approaches to further demonstrate the importance of climate extremes in predicting dominant vegetation changes in the future. These results are expected to inform process-based models, such as DGVMs, to further improve their parameterization of the climate thresholds of different processes for each vegetation type rather than be used as a purely empirical approach.

2 | MATERIALS AND METHODS

2.1 | Data sources and variables

In this study, to illustrate the workflow of the method and analysis (Figure 1), as an instance, we chose MODIS (Friedl & Sulla-Menashe, 2015; Friedl et al., 2010) land cover product (MCD12C1, https://doi.org/10.5067/MODIS/MCD12C1.006), in the year 2001. This product has been produced by the data providers primarily based on supervised learning classifications of MODIS Terra and Aqua reflectance data. One of the main reasons for choosing this product was that climate data were not involved in their classification algorithm, with the exception of land surface data derived from the same satellite product (Friedl et al., 2010). Rather than blending vegetation classes from several sources, we chose a single data product for our main scenario to ensure consistency of treatment. The data product includes three different land cover classification schemes. In this study, the International Geosphere-Biosphere Programme (IGBP) classification scheme was used. The definition of the 17 land cover types in the IGBP scheme can be found in Strahler et al. (1999). The original data set had a resolution of 0.05 × 0.05 degrees. We first regridded it to 10 × 10 min grids and then resampled to 50 × 50 km grids in line with the climatic variables used in the study. MODIS land cover data provided fractions of each land cover type for a given grid cell. We extracted the dominant vegetation type variable by assigning each observation a class label of the vegetation type which had the highest fraction in a given grid cell. Since we aimed to model natural vegetation, the grid cells which had 100% human activity cover (land cover types: urban & built-up, cropland, cropland & natural vegetation mosaic), water or a combination of both were eliminated. The 13 natural
The vegetation types used in this study are listed in Table 2. Trying to keep as many as possible observations in Europe, North America and India, where high proportions of the landscapes are dominated by intensive land use types, we made an assumption that the relative proportion of natural land cover types would remain unchanged despite human activity. For example, if the land cover of a certain area consists of 50% cropland, 30% mixed forest and 20% deciduous broadleaf forest (DBF), we assumed that the natural and dominant vegetation type for that area is mixed forest.

We used two sets of climatic variables: BIOCLIM variables from WorldClim 2 (Fick & Hijmans, 2017 downloaded from https://www.worldclim.org/data/worldclim21.html, last access: 9 September 2021) and climate extreme indices (CEIs) from CLIMDEX (Sillmann et al., 2013a, 2013b downloaded from https://climate-modelling.canada.ca/climatemodell/data/climdex/, last access: 9 September 2021). They are listed in Table 3. BIOCLIM variables were derived from multiyear averaged monthly temperature and rainfall data during 1970–2000 and have been widely used in species distribution modelling as well as other ecological modelling techniques (Galbrun et al., 2018). They represent annual means (e.g. BIO1 and BIO12), seasonality (e.g. BIO4, BIO7 and BIO15) and also limiting environmental factors on a monthly scale (e.g. BIO5, BIO6, BIO13 and BIO14). In this study, we downloaded original BIOCLIM data at a spatial resolution of 10 x 10 min and resampled them into 50 x 50 km grids using nearest neighbour interpolation for decision tree mining. Unlike the BIOCLIM variables, the CEIs better represent extreme conditions on a daily scale (e.g. minimum value of daily maximum temperature (TXn), maximum length of dry spell (CDD, consecutive dry days)). CEI indices were derived from the ERA-Interim reanalysis data set covering the period from 1979 to 2010. They are averaged over the entire 32-year period. Multiyear average of extreme indices is a common practice to show the averaged extreme conditions in the past and future (Seneviratne & Hauser, 2020; Sillmann et al., 2013b). The original resolution of the data set was 1.5 x 1.5 degrees. To match the BIOCLIM variables, CEIs were first interpolated onto 10 x 10 min grids by conservative interpolation and then resampled to 50 x 50 km grids using nearest neighbour interpolation. It has been documented that CEIs derived from ERA-Interim can reliably reproduce observed extremes (Donat et al., 2014).
For future projections with decision trees, BIOCLIM (http://www.worldclim.com/cmip5_10m, last access: 9 September 2021) and climate extreme variables (https://crd-data-donnees-rdc.ec.gc.ca/CCCMA/products/CLIMDEX/CMIP5/, last access: 9 September 2021) (Sillmann et al., 2013a) derived from the future climate projections of the Coupled Model Intercomparison Project Phase 5 (CMIP5) are employed. Three different future scenarios, that is, RCP (Representative Concentration Pathway) 2.6, 4.5 and 8.5, were used (Seneviratne et al., 2012). These are greenhouse gas concentration trajectories projected by the Intergovernmental Panel on Climate Change covering a wide range of possible changes in future anthropogenic greenhouse gas emissions under different socio-economic assumptions. More specifically, RCP2.6 is a low-emission pathway that would keep atmospheric carbon dioxide (CO$_2$) concentration similar to the present day and global temperature rise below 2°C by 2100, while RCP4.5 and RCP8.5 are the intermediate and high emission pathways that will lead to the rise of atmospheric CO$_2$ concentration to about 600 ppm and 1200 ppm by 2100 respectively. All the data are based on the ensemble mean of 11 models participating in CMIP5 and are averaged over two specific time periods, that is, 2041–2060 and 2061–2080.

### 2.2 | Machine learning procedure: Decision tree modelling of current vegetation

To model the complex associations between climate and the global distribution of dominant vegetation types while keeping the model itself transparent and interpretable, we used a decision tree approach (Breiman et al., 1984), also known as classification trees or regression trees (and conceptually unrelated to hierarchical clustering). A tree-structured predictive model allows us to reach reasonably high accuracy and extract the climatic thresholds responsible for the separation of different vegetation types. To achieve state-of-the-art accuracy, one could use tree-based methods such as random forests (Breiman, 2001) or XGBoost (Chen & Guestrin, 2016), which employ ensembles of decision trees. However, as we focused on extraction of the threshold values, we used a single tree model, which is more transparent for interpretation and has a lower risk of overfitting the data.

Similar to standard statistical approaches such as linear regression, building a decision tree model requires matching observations of climatic variables and vegetation types, a so-called training data set. A decision tree model was built iteratively by first splitting the training data set based on the climate variable that is the most informative regarding vegetation classes, then on the next most informative variable and so on until the observations at the end leaf nodes are well classified according to a selected fitness criterion. Each separation (split) into the tree leaves is not necessarily homogeneous and a small share of the observations will inevitably be misclassified.

We used R 4.0.5 suite (R Core Team, 2021), that is, the rpart (v4.1-15; Therneau & Atkinson, 2021) and the caret (v6.0-86; Kuhn et al., 2008) packages, for fitting the decision trees. Within the rpart package, decision trees are built using the classification and regression tree (CART) algorithm (Breiman et al., 1984). As a splitting criterion, we tried out the Gini index (James et al., 2013) and the information criterion (Maindonald & Braun, 2013) but chose to proceed with the Gini index, since it provided an accuracy similar to the information criterion but had lower computational time. In order to keep models simple and easy to interpret as well as prevent potential overfitting, we regulated the complexity parameter (Maindonald & Braun, 2013), which indirectly controls the number of splits by imposing a relative cost for each split. The splitting process stops when the increase in cost of complexity surpasses the reduction in relative prediction error. Based on the visual elbow
| ID   | Description                                                                 | Units   |
|------|-----------------------------------------------------------------------------|---------|
| BIO1 | Annual mean temperature                                                     | °C      |
| BIO2 | Mean diurnal range (mean of monthly (max temp − min temp))                 | °C      |
| BIO3 | Isothermality                                                               | Percent |
| BIO4 | Maximum temperature of the warmest month                                   | °C      |
| BIO5 | Minimum temperature of the coldest month                                   | °C      |
| BIO6 | Mean temperature of the wettest quarter                                    | °C      |
| BIO7 | Mean temperature of the warmest quarter                                    | °C      |
| BIO8 | Mean temperature of the coldest quarter                                    | °C      |
| BIO9 | Mean precipitation of the wettest month                                    | mm      |
| BIO10| Mean precipitation of the driest month                                     | mm      |
| BIO11| Mean precipitation of the warmest quarter                                  | mm      |
| BIO12| Mean precipitation of the coldest quarter                                  | mm      |
| BIO13| Growing season length: annual (1 January to 31 December in the northern     | days    |
|      | hemisphere (NH), 1 July to 30 June in the southern hemisphere (SH)) count  |         |
|      | between first span of at least 6 days with TG (daily mean temperature) > 5°C|         |
|      | and first span after 1st of July (1st of January in SH) of 6 days with TG  |         |
|      | < 5°C                                                                        |         |
| BIO14| TXx Monthly maximum value of daily maximum temperature                      | °C      |
| BIO15| Tenn Monthly minimum value of daily maximum temperature                     | °C      |
| BIO16| Tnx Monthly minimum value of daily minimum temperature                      | °C      |
| BIO17| TNn Monthly minimum value of daily minimum temperature                      | °C      |
| BIO18| Tn10p Cool nights: percentage of days when TN < 10th percentile            | percent |
| BIO19| Tx10p Cool days: percentage of days when TX < 10th percentile              | percent |
| BIO20| Tn90p Warm nights: percentage of days when TN > 90th percentile            | percent |
| BIO21| Tx90p Warm days: percentage of days when TX > 90th percentile              | percent |
| BIO22| WSDI Warm spell duration index: annual count of days with at least six      |         |
|      | consecutive days when TX > 90th percentile                                  |         |
| BIO23| CSDI Cold spell duration index: annual count of days with at least six      |         |
|      | consecutive days when TN < 10th percentile                                   |         |
| BIO24| DTR Diurnal temperature range: monthly mean value of difference between     | °C      |
|      | TX and Tn                                                                   |         |
| BIO25| Rx1day Monthly maximum consecutive 1-day precipitation                      | mm      |
| BIO26| Rx5day Monthly maximum consecutive 5-day precipitation                      | mm      |
| BIO27| SDII Simple precipitation intensity index: annual total precipitation       | mm/day  |
|      | divided by the number of wet days (defined as PRCP ≥ 1.0 mm) in the year    |         |
| BIO28| R10mm Number of heavy precipitation days: annual count of days when PRCP    | days    |
|      | ≥ 10 mm                                                                     |         |
| BIO29| R20mm Number of very heavy precipitation days: annual count of days when    | days    |
|      | PRCP ≥ 20 mm                                                                |         |
| BIO30| R1mm Number of wet days: annual count of days when PRCP ≥ 1 mm              | days    |
| BIO31| CDD Maximum length of dry spell: maximum number of consecutive days with    |         |
|      | RR (daily precipitation amount) < 1 mm                                       |         |
| BIO32| CWD Maximum length of wet spell: maximum number of consecutive days with RR  | days    |
|      | ≥ 1 mm                                                                      |         |
| BIO33| R95p Very wet days precipitation: annual total PRCP when RR > 95th percent  | mm      |
| BIO34| R99p Extremely wet days precipitation: annual total PRCP when RR > 99th     | mm      |
|      | percentile                                                                   |         |
| BIO35| PRCPTOT Annual total precipitation on wet days (RR ≥ 1 mm)                   | mm      |
The primary performance measure for assessing the quality of resulting decision trees was classification accuracy. The classification accuracy is the ratio between correct predictions and the total number of predictions, that is, the fraction of observations correctly classified (Han et al., 2011). In addition, for gaining more insight, we calculated the precision and recall of each vegetation type in a one-versus-all setting. Precision is the ratio between the true positives and the sum of the true positives and false positives, while the recall is the ratio between the true positives and the sum of the true positives and false negatives. Here, true positive means that an observation was assigned the correct class label, true negative means that it was correctly classified as some other class and false positive means that the observation was incorrectly classified. Precision shows what fraction of positive identifications for a class was actually correct and recall shows what fraction of class examples was classified to the right class (Han et al., 2011).

For testing the prediction accuracy of our decision tree models, we used 10-fold cross-validation (Fushiki, 2011). To account for spatial non-independence of observations, we used a spatial variant of cross-validation instead of the regular variant. Spatial cross-validation helps to avoid underestimation of the predictive error due to ignoring the spatial structure of the data. Spatial cross-validation was implemented using distance-based buffers around hold-out points (Le Rest et al., 2014; Roberts et al., 2017). The data set was randomly divided into 10 subsets. Nine subsets were used for training and one subset for testing. We repeated this 10 times, each time using a different subset for model testing. In addition, during each turn, points, which were within 50 km radius around any of the training subset points, were removed from the training data and were not used either for testing or for training.

After selecting the decision tree complexity parameter, which allowed us to achieve the lowest cross-validation error while keeping the model simple, we fitted the final tree models to the whole data set. Models produced during the cross-validation procedure were only used for tuning the parameters and assessing the performance (prediction accuracy) of the models, whereas models fitted on the whole data set were used for further analysis.

In order to evaluate to what extent climate extremes can help to improve the prediction accuracy, two global decision trees were built. One used only BIOCLIM variables to predict current global vegetation distribution, and the other used both BIOCLIM and CEI variables to predict current global vegetation distribution. To further demonstrate the robustness of the decision tree results, several decision trees using different input data, for example, climate and vegetation data at different spatial resolutions were also used. More detailed decision trees for predicting regional vegetation distribution, such as in boreal and Arctic regions, have also been used. They are not very different to the global decision tree results and thus are only shown in the supplementary materials.

2.3 Future vegetation projection with DGVMs

To further explore the importance of incorporating climate extremes in understanding vegetation distribution, the two global decision trees built with current climate and vegetation data were employed to predict vegetation changes in the future (2060–2080) using climate projections for different future scenarios (i.e. RCP2.6, RCP4.5, RCP8.5) from different climate models (see Section 2.1). The results were compared with the vegetation changes predicted by a process-based DGVM under the same future climate forcing. The DGVM results are from the Inter-Sectoral Impact Model Intercomparison Project 2b (ISIMIP2b) (Frieler et al., 2017; Warszawski et al., 2014). Among the DGVMs contributing to ISIMIP2b, only one (the Lund–Potsdam-Jena DGVM with managed Land (LPJmL)) provides changes in the vegetation cover fraction for both RCP2.6 and RCP8.5 (downloaded from: https://esg.pik-potsdam.de/search/isimip/, last access: 2020); therefore, it was used in the following analysis of this study. LPJmL is one of the state-of-the-art DGVMs (Schaphoff et al., 2018) and has been widely used for projecting future vegetation changes. It includes the potential drivers and their interactions for future vegetation changes (e.g. climate, land use and CO₂) (e.g. Boit et al., 2016). But, to be more comparable with the decision tree model (which future projections do not consider the effect of land use and CO₂), the simulations of LPJmL with CO₂ and land use, fixed at year 2005 levels for the RCPs, are used. LPJmL was run at 0.5 × 0.5 degree resolution with a fire module but no nitrogen limitation. It has competitions among PFTs for light and water; thus, the boundaries for the dominance of different PFTs can emerge from these processes. The difference of the future vegetation projections between the decision tree and DGVM approaches can provide useful insights on the uncertainty when we use different methods (pure statistical vs. process-based model) to predict future vegetation changes and the potential issues with using the decision tree approach. For instance, DGVM’s future projections represent transient changes and hence are expected to be much smaller than that from the decision trees which represent equilibrium responses of vegetation to climate.

2.4 Comparison of decision trees built on alternative land cover data products

The thresholds in decision tree rules are optimized to separate the underlying classes. Therefore, they can be different when the model is trained on different land cover schemes, which reflect different perspectives of land cover experts towards vegetation types (Ullerud et al., 2018). The perfect land cover data set does not exist and global maps have inaccuracies as well as varying definitions of vegetation classes (Hua et al., 2018). Often even experts standing on the ground at a place would not agree upon a precise definition of a vegetation type. Blending several schemes to one’s taste carries extra risks. To ensure objectivity of model training, we resorted to working with externally defined schemes, one scheme at a time.
Comparing two decision trees built to classify different targets is a challenging task. Solutions exist in cases when we have additional data coming from the same domain (Perner, 2013). However, in the case of land cover products, the classes are defined in different ways and often are not equivalent.

Nonetheless, we can show that decision tree rules can equivalently describe conceptually similar vegetation classes. For this analysis, we built a decision tree using ESA CCI LC land cover classification scheme (Poulter et al., 2015), which is of the same year as the MODIS data used in this article. We included both BIOCLIM and CEI variables in the modelling. To assure that the results are robust, we integrated analyses from different schemes in the following way: We analysed which predictions were made by the ESA tree model for each leaf of the MODIS decision tree. That is, what vegetation types were predicted by the ESA tree in the locations where the MODIS tree indicated one vegetation type.

3 | RESULTS
3.1 | Decision trees: Extremes versus averages

The decision tree (Figure 2) for classification of all MODIS vegetation types using only climate averages (BIOCLIM variables) as input data produced informative and reasonably accurate results. The cross-validated accuracy of this model was 65%. It significantly exceeded the 15% accuracy of a baseline majority class model in which all observations are predicted to have a presence of the biggest class. In addition, it exceeded a 49% accuracy of a baseline majority class model in which observations of the same latitude were assigned a label of the biggest class in that latitude.

The decision tree using BIOCLIM and CEI variables is illustrated in Figure 3. The accuracy of this tree reached 67%. Both decision trees start the splitting based on the BIO12 variable (i.e. annual precipitation). If this variable is <152 mm in a grid cell, the grid cell is assigned the vegetation type barren. If BIO12 is greater than or equal to 1584 mm in a grid cell, it is assigned the vegetation type evergreen broadleaf forest (EFB).

Prediction maps of the present-day vegetation distribution by both decision trees are provided in Figure 4. We can see that the decision trees divide some of the MODIS classes into several leaves (subclasses) which are clustered in distinct territories.

In both of the decision trees, two of the smallest classes, permanent wetland and closed shrubland, are not separated into leaves and are thus not predicted by the tree. Another smaller class deciduous broadleaf forest (DBF) is separated by both trees into a leaf. However, this leaf only represents DBF in the northern latitudes and not in the tropical climate zones. In the decision tree with only BIOCLIM variables, the evergreen needleleaf forest (ENF) class is not separated into a leaf within the restriction of the complexity.
parameter for the decision tree. When climate extremes are included in the training data set, this type of forest is separated from open shrubland and is thus predicted by the decision tree.

Precision and recall of each class of the two global decision trees are reported in Table 4 and the confusion matrices are provided in the supplementary materials. The most accurately classified types are barren ground, snow and ice as well as EBF. Barren grid cells have a slightly higher recall value in the decision tree with CEI variables compared to that without CEI variables. In the predictions, it is most often confused with open shrubland and grassland. Snow and ice grid cells have a higher recall value in the decision tree with CEI variables but a higher precision value in the tree with only BIOCLIM variables. EBF is classified equally well in both decision trees. EBF is most often confused with woody savanna.

The vegetation type with the least prediction accuracy is ENF. Out of all the grid cells in which ENF is dominant, only 27% were identified as ENF by the extremes decision tree. This class is most often falsely predicted to be mixed forest. DBF has the second lowest recall value. Only 35% of grid cells, where DBF is dominant, are correctly assigned with the DBF class in the tree with both BIOCLIM and CEI variables (36% in the tree with only BIOCLIM). However, the precision values are quite high for this type, meaning that other vegetation types rather than DBF are less often assigned with the DBF label. DBF is most often falsely predicted to be mixed forest or savanna.

Deciduous needleleaf forest (DNF) has a slightly higher recall value in the decision tree with only BIOCLIM variables. However, the precision value for this type is much higher in the decision tree with CEI variables. This means that the extremes tree has more distinctive threshold values for separating DNF, and other classes are less likely to be falsely predicted as DNF. In the decision tree with CEI variables, DNF is mainly confused with mixed forest and open shrubland.

3.2 | Thresholds of dominant vegetation types

The thresholds determining the dominance of each vegetation type in the decision trees are summarized in Tables 5 and 6. From the results, we can see that annual precipitation (BIO12) is essential for the dominance of EBF (≥1584 mm) and barren ground (≤152 mm) in both decision trees. The separation of other types of vegetation requires consideration of both precipitation and temperature thresholds. Vegetation types covering a wide range of climate conditions, such as mixed forest, grassland, open shrubland, woody savanna and savanna, rely on different combinations of temperature and precipitation thresholds to effectively separate them from each other under distinct climate conditions, such as warm dry, warm wet, cold dry and cold wet. The most active temperature-related BIOCLIM variables in the decision tree are BIO11 (mean temperature of coldest quarter), BIO5 (maximum temperature of warmest month), BIO10 (mean temperature of warmest quarter) and BIO3 (isothermality,
Figure 4: Distribution of MODIS vegetation types. (a) Predictions by decision tree with extremes. (b) Predictions by decision tree without extremes. (c) Present-day MODIS vegetation types (after correcting for the land use).

Table 4: Precision and recall of each class in the decision trees.

| MODIS class                      | Recall % (extreme tree) | Recall % (average tree) | Precision % (average tree) | Precision % (average tree) |
|----------------------------------|-------------------------|-------------------------|-----------------------------|-----------------------------|
| Evergreen needleleaf forest      | 27                      | 0                       | 35                          | —                           |
| Evergreen broadleaf forest       | 85                      | 85                      | 72                          | 72                          |
| Deciduous needleleaf forest      | 65                      | 68                      | 82                          | 56                          |
| Deciduous broadleaf forest       | 35                      | 36                      | 65                          | 68                          |
| Mixed forest                     | 68                      | 56                      | 54                          | 54                          |
| Closed shrubland                 | 0                       | 0                       | —                           | —                           |
| Open shrubland                   | 78                      | 79                      | 73                          | 66                          |
| Woody savanna                    | 36                      | 34                      | 52                          | 51                          |
| Savanna                          | 63                      | 67                      | 52                          | 46                          |
| Grassland                        | 62                      | 57                      | 70                          | 68                          |
| Permanent wetland                | 0                       | 0                       | —                           | —                           |
| Permanent snow and ice           | 80                      | 78                      | 85                          | 93                          |
| Barren                           | 89                      | 87                      | 88                          | 88                          |
| Climatic variables → | BIO12 | BIO11 | BIO5 | BIO8 | BIO1 | BIO10 | BIO14 | BIO3 | BIO17 |
|----------------------|-------|-------|------|------|------|-------|-------|------|-------|
| Evergreen broadleaf forest | ≥ 1584 | – | – | – | – | – | – | – | – |
| Evergreen needleleaf forest | – | – | – | – | – | – | – | – | – |
| Deciduous needleleaf forest | ≥ 152 ∧ < 512 | < 1.7 | < 23 | ≥ 13 | < −5.7 | – | – | – | – |
| Deciduous broadleaf forest (temperate) | ≥ 512 ∧ < 1584 | < 4.3 | ≥ 9.5 | – | – | ≥ 19 | ≥ 38 | – | – |
| Mixed forest (wet) | ≥ 512 ∧ < 1584 | < 13 | ≥ 9.5 | – | – | – | ≥ 14 ∧ < 19 | – | – |
| Mixed forest (dry) | ≥ 152 ∧ < 512 | < 1.7 | < 23 | ≥ 13 | > −5.7 | – | – | – | – |
| Grassland (warm, wet) | ≥ 512 ∧ < 1584 | < 4.3 | ≥ 9.5 | – | – | ≥ 19 | < 38 | – | – |
| Grassland (cool, wet) | ≥ 512 ∧ < 1584 | < 13 | ≥ 9.5 | – | – | – | < 14 | – | ≥ 29 |
| Grassland (cool, dry) | ≥ 152 ∧ < 512 | < 1.7 | ≥ 23 | – | – | – | – | – | – |
| Grassland (warm, dry) | ≥ 234 ∧ < 512 | ≥ 1.7 | – | – | – | – | – | – | < 25 |
| Open shrubland (cool, wet) | ≥ 512 ∧ < 1584 | < 13 | ≥ 9.5 | – | – | – | < 14 | – | < 29 |
| Open shrubland (cool, dry) | ≥ 152 ∧ < 512 | < 1.7 | ≥ 7.7 ∧ < 23 | – | < 13 | – | – | < 26 | – |
| Open shrubland (warm, dry) | ≥ 152 ∧ < 512 | ≥ 1.7 | – | – | – | – | – | – | ≥ 25 |
| Woody savanna (temperate) | ≥ 512 ∧ < 1584 | ≥ 4.3 ∧ < 13 | ≥ 9.5 | – | – | ≥ 19 | – | – | – |
| Woody savanna (subtropical) | ≥ 979 ∧ < 1584 | ≥ 13 ∧ < 23 | – | – | – | < 8.5 | – | – | – |
| Savanna (subtropical) | ≥ 512 ∧ < 979 | ≥ 13 | – | – | – | – | – | – | – |
| Savanna (tropical) | ≥ 979 ∧ < 1584 | ≥ 13 | – | – | – | – | ≥ 8.5 | – | – |
| Barren (arid) | < 152 | – | – | – | – | – | – | – | – |
| Barren (semi-arid) | ≥ 152 ∧ < 234 | ≥ 1.7 | – | – | – | – | – | – | < 25 |
| Snow and ice (wet) | ≥ 512 ∧ < 1584 | < 13 | < 9.5 | – | – | – | – | – | – |
| Snow and ice (dry) | ≥ 152 ∧ < 512 | < 1.7 | < 7.7 | < 13 | – | – | – | – | – |
TABLE 6  Thresholds extracted from the decision tree of extremes. Symbol $\land$ indicates a logical conjunction

| Climatic variables → | BIO12 | BIO11 | BIO5 | BIO10 | BIO16 | BIO3 | TXn | ID | SU | R1mm | GSL | CDD | CWD |
|----------------------|-------|-------|------|-------|-------|------|-----|----|----|------|-----|------|-----|
| Evergreen broadleaf forest | ≥ 1584 | –     | –    | –     | –     | –    | –   | –  | –  | –    | –   | –    | –   |
| Evergreen needleleaf forest | ≥ 512 $\land$ < 1584 | < 13   | ≥ 9.5| < 14  | –     | –    | < – 17| < 159| –  | –    | –   | –    | –   |
| Deciduous needleleaf forest | ≥ 152 $\land$ < 512 | < – 27 | –    | –     | –     | –    | < – 27| –   | –  | –    | –   | –    | ≥ 116| –   |
| Deciduous broadleaf forest (temperate) | ≥ 512 $\land$ < 1584 | < 13   | ≥ 9.5| ≥ 14  | –     | < – 4| –   | ≥ 59| ≥ 115| –  | –    | –   | –    | –   |
| Mixed forest (wet) | ≥ 512 $\land$ < 1584 | < 13   | ≥ 9.5| ≥ 14  | –     | –    | < – 17| < 59| –  | –    | –   | –    | –   |
| Mixed forest (dry) | ≥ 152 $\land$ < 512 | > – 27 | –    | –     | –     | –    | < – 27| –   | –  | –    | –   | –    | ≥ 116| –   |
| Grassland (warm, wet) | ≥ 512 $\land$ < 1584 | < 13   | ≥ 9.5| ≥ 14  | –     | –    | –   | ≥ 59| < 115| –  | –    | –   | –    | –   |
| Grassland (cool, wet) | ≥ 512 $\land$ < 1584 | < 13   | ≥ 9.5| < 14  | –     | –    | ≥ – 17| –   | –  | –    | –   | –    | –   | –   |
| Grassland (cool, dry) | ≥ 152 $\land$ < 512 | –     | –    | –     | –     | ≥ – 27 $\land$ < – 3.1 | – | – | – | – | – | – | – |
| Grassland (warm, dry) | ≥ 152 $\land$ < 512 | –     | –    | –     | ≥ 208 | –   | ≥ – 3.1| – | – | – | – | – | ≥ 154| – |
| Open shrubland (cool, wet) | ≥ 512 $\land$ < 1584 | < 13   | ≥ 9.5| < 14  | – | – | < – 17| ≥ 159| – | – | – | – | – | – | – |
| Open shrubland (cool, dry) | ≥ 152 $\land$ < 512 | –     | ≥ 9.8| –     | –     | < – 27| –   | – | – | < 116| – | – | – | – |
| Open shrubland (warm, dry) | ≥ 152 $\land$ < 512 | –     | –    | –     | ≥ 208 | –   | ≥ – 3.1| – | – | – | < 154| – | – | – | – |
| Woody savanna (temperate) | ≥ 512 $\land$ < 1584 | < 13   | ≥ 9.5| ≥ 14  | –     | –    | ≥ – 4| ≥ 59| ≥ 115| – | – | – | – | – |
| Woody savanna (subtropical, wet) | ≥ 979 $\land$ < 1584 | ≥ 13   | –    | –     | –    | –    | –   | – | – | ≥ 52| – | – | – | – |
| Woody savanna (subtropical, dry) | ≥ 979 $\land$ < 1584 | ≥ 13   | –    | –     | –    | –    | < 59| – | – | – | – | – | – | < 52|
| Savanna (subtropical, low precipitation) | ≥ 512 $\land$ < 979 | ≥ 13   | –    | –     | –    | –    | –   | – | – | – | – | – | – | – |
| Savanna (subtropical, high precipitation) | ≥ 979 $\land$ < 1584 | ≥ 13   | –    | –     | –    | ≥ 59| – | – | – | – | – | – | – | < 52|
| Barren (arid) | < 152 | –     | –    | –     | –     | –    | –   | – | – | – | – | – | – | – |
| Barren (semi-arid) | ≥ 152 $\land$ < 512 | –     | –    | –     | ≥ 208 | –   | ≥ – 3.1| – | – | – | – | – | ≥ 154| – |
| Snow and ice (wet) | ≥ 512 $\land$ < 1584 | < 13   | ≥ 9.5| –     | –     | –    | –   | – | – | – | – | – | – | – |
| Snow and ice (dry) | ≥ 152 $\land$ < 512 | –     | < 9.8| –     | –     | < – 27| –   | – | – | < 116| – | – | – | – |
i.e. the ratio of mean diurnal range to temperature annual range in percent). The most often picked precipitation-related BIOCLIM variables other than BIO12 are BIO14 (precipitation of driest month) and BIO17 (precipitation of driest quarter), which are particularly used to separate grassland (drier) from DBF under warm wet conditions, and open shrubland (drier) from grassland under warm dry conditions.

When CEIs are used in the decision tree, the variable most often picked is TXn (minimum value of daily maximum temperature), highlighting the importance of extreme cold conditions in limiting the distribution of different vegetation types. The number of icing days (ID) is also found to be a critical threshold for the dominance of open shrubland (ID ≥ 159 days) and ENF (ID < 159 days) in the boreal region. The maximum duration of a dry spell (CDD) is effective in separating open shrubland (CDD < 154 days) from grassland/barren (CDD ≥ 154 days) under warm and dry conditions.

In the resulting trees, the temperature thresholds for the dominance of a vegetation type in a cold environment vary with the moisture conditions. For instance, the dominance of open shrubland requires BIO3 to be smaller (larger in case of grassland) than 26% in dry climate conditions but 29% in wet climate conditions. Similarly, the dominance of snow and ice requires BIO5 to be <7.2°C in dry climate conditions but 9.5°C in wet climate conditions. This highlights the importance of applying different temperature thresholds (rather than a uniform temperature threshold) according to the living environment of the vegetation type to depict its distribution accurately.

We note that even though the MODIS land cover data set does not distinguish tropical, temperate and boreal biomes, we can separate them with the decision tree. For example, grasslands are separated into several leaves. Looking at the threshold values leading up to these leaves, we can notice that such separation is distinguishing grasslands from tropical, temperate and boreal zones respectively (Tables 5 and 6).

### 3.3 | Projections using decision trees

The total occupied territory of each vegetation type is projected to change in different future scenarios (Figure 5). It is visible that projected changes increase in magnitude from RCP2.6 to RCP8.5. Based on both decision trees, areas dominated by barren ground, snow and ice and mixed forest are predicted to shrink (Figure 5a,b). However, the shrinkage of mixed forest is predicted to be of lower magnitude by the decision tree with CEI variables than by the decision tree without CEI variables. The latter tree predicts a much greater expansion of grassland in all scenarios of the future, while the decision tree with CEI variables suggests a relatively small change in the areas dominated by grassland in RCP8.5 and even a decline in the area dominated by...
grassland in RCP2.6. This is in better agreement with the future projection by the DGVM (including both C3 and C4) (Figure 5c).

Figure 6 illustrates the spatial distribution of the places susceptible to a change in dominant vegetation type in scenario RCP8.5. The changes for RCP2.6 and RCP4.5 are provided in the supplementary materials. Approximately 30% of the grid cells exhibit a change in dominant vegetation type as predicted by both decision trees (Figure 6a,b). The areas susceptible to a shift in dominant vegetation type are largely over the boreal and Arctic regions (Figure 6a,b). There are also some regions, such as the periphery of the tropical rainforest in Africa and South America, the northern India, central and southern China and the coastal area of Australia, that show a change in dominant vegetation type. The spatial pattern is generally consistent with the prediction by the DGVM (Figure 6c) but exhibits a large overestimation for the boreal and Arctic regions compared to the results from the DGVM.

Compared with the decision tree with only BIOCLIM variables, the decision tree with both BIOCLIM and CEI variables predicts less extensive changes in the dominant vegetation type over the boreal and Arctic zone, and therefore agrees more with the DGVM results.

We further analysed how the spatial distribution of each individual vegetation type will change in the future scenarios. As an example, Figure 7 illustrates the predicted RCP8.5 changes to grassland. The results for other vegetation types can be found in the supplementary materials. Figure 7 shows that temperate grassland is predicted to expand greatly to the boreal region by the decision tree with only BIOCLIM variables (Figure 7b), while the expansion of temperate grassland towards the north is very limited in the prediction using the decision tree with CEI variables (Figure 7a). The latter mainly predicts a cover of different forest types in the locations where grassland is projected to expand by the decision tree with only BIOCLIM variables (Figure 7d).

Prediction of the decision tree with CEI variables is in better agreement with the prediction by the DGVM (Figure 7c). We attribute this to a possibly slower change of extreme variables in the future scenario. For example, TXn values are projected to increase in many locations. However, such increase is not yet large enough to reach the threshold value which separates grassland from DNF, mixed forest, ENF and open shrubland.

Both decision trees predict the loss of territories dominated by grassland towards the southern part, which is similar to the DGVM. Since the definition of vegetation types in the DGVM (i.e. PFTs) does not exactly match that used in our decision trees, it is impossible to provide a more detailed and quantitative comparison of the results between the two methods. Nevertheless, it is clearly shown that the decision tree with extremes has a better potential to reproduce the results predicted by the DGVM than the decision tree without extremes.

### 3.4 Comparison of the MODIS and ESA CCI LC decision trees

The decision tree (Figure 8) built using the ESA CCI LC scheme vegetation types reached the same accuracy of 67% as the one of the MODIS decision tree (Figure 3). Even though these two trees look distinct, we can identify several similarities. Both trees make the two first splits on the BIO12 variable with very similar threshold values and distinguish barren ground (bare soil) as well as evergreen broadleaf forest (tree broadleaf evergreen) types first. The BIOS variable is used to separate...
the snow and ice class from other vegetation types. The TXn threshold with the identical value of −17 is used in both trees to separate grassland from evergreen needleleaf forest, while the BIO10 variable separates grassland from deciduous broadleaf forest. The same group of variables, apart from BIO8, is selected as important in both decision trees.

Table 7 represents how the observations in the leaves of the MODIS decision tree are predicted in the decision tree based on ESA CCI data set. For example, in the locations where the MODIS tree predicts the dominant vegetation type to be barren ground or evergreen broadleaf forest, the ESA model also predicts corresponding types, that is, bare soil and broadleaf evergreen tree, accordingly. In those locations where the MODIS tree predicts deciduous needleleaf forest, the ESA tree predicts the corresponding type tree needleleaf deciduous in 83% of observations, tree needleleaf evergreen in 8% of observations and bare soil in 7% of observations. The maps of mismatches are provided in the supplementary materials. Overall, the
TABLE 7 Distribution of the ESA CCI LC decision tree predictions in the leaves of the MODIS tree with climatic extremes. Bold text represents corresponding vegetation types in both classification schemes or conceptually similar classes to the one of the leaves of the MODIS decision tree. Vegetation types which comprise <1% are not listed. A number in the brackets indicates the number of the leaf in the MODIS tree (Figure 3).

| Leaves of MODIS decision tree | Predictions of ESA CCI LC tree |
|-------------------------------|--------------------------------|
| (1) Barren                    | 100% Bare soil                |
| (2) Evergreen broadleaf forest| 100% Tree broadleaf evergreen |
| (3) Snow and ice              | 90% Snow and ice; 5% Bare soil; 4% Grass |
| (4) Savanna                   | 90% Grass; 9% Bare soil       |
| (5) Grassland                 | 54% Grass; 31% Bare soil; 5% Tree needleleaf deciduous; 4% Tree needleleaf evergreen |
| (6) Open shrubland            | 55% Bare soil; 45% Grass       |
| (7) Grassland                 | 64% Grass; 36% Bare soil       |
| (8) Barren                    | 94% Bare soil; 6% Grass        |
| (9) Woody savanna             | 85% Grass; 14% Tree broadleaf evergreen |
| (10) Deciduous needleleaf forest | 83% Tree needleleaf deciduous; 8% Tree needleleaf evergreen; 7% Bare soil |
| (11) Mixed forest             | 55% Tree needleleaf evergreen; 23% Tree broadleaf deciduous; 10% Tree needleleaf deciduous; 7% Grass; 5% Bare soil |
| (12) Open shrubland           | 77% Bare soil; 20% Tree needleleaf deciduous; 3% Tree needleleaf evergreen |
| (13) Snow and ice             | 71% Bare soil; 29% Snow and ice |
| (14) Grassland                | 98% Grass; 2% Tree broadleaf evergreen |
| (15) Woody savanna            | 87% Grass; 10% Tree broadleaf evergreen; 3% Bare soil |
| (16) Savanna                  | 93% Grass; 6% Tree broadleaf evergreen |
| (17) Mixed forest             | 40% Tree broadleaf deciduous; 33% Grass; 23% Tree needleleaf evergreen; 21% Tree needleleaf deciduous |
| (18) Evergreen needleleaf forest | 99% Tree needleleaf evergreen |
| (19) Open shrubland           | 35% Tree needleleaf evergreen; 35% Bare soil; 30% Tree needleleaf deciduous |
| (20) Grassland                | 96% Grass; 4% Tree broadleaf deciduous |
| (21) Deciduous broadleaf forest | 95% Grass; 5% Tree broadleaf deciduous |
| (22) Woody savanna            | 89% Grass; 8% Tree broadleaf evergreen; 3% Tree broadleaf deciduous |

The share of mismatches is relatively small and makes good sense given the large differences in the definitions of the two land cover schemes.

4 | DISCUSSION

4.1 | Climate thresholds in shaping vegetation distributions

The thresholds identified by the decision trees for separating the dominance of different vegetation types are generally consistent with our ecological understanding of the vegetation types. For instance, the dominance of DBF–mixed forest–ENF is primarily separated by temperature thresholds, while the dominance of DBF–grassland–savanna–woody savanna is primarily determined by precipitation thresholds (Figures 1 and 2; Tables 5 and 6). These thresholds also share many similarities with those used in traditional climate/vegetation/biome classifications (Conradi et al., 2020; Holdridge, 1967; Kottek et al., 2006; Whittaker, 1962). For example, in the Köppen classification, temperature in the coldest month (similar to BIO11) is broadly used for the separation of the major climate types (Kottek et al., 2006). Temperature in the warmest month (similar to BIOS) is also used for defining a snow/polar climate. Annual precipitation (BIO12) is also used for separating tropical evergreen forest from barren ground. Such similarities further support the close association of the Köppen classification with biome distribution (Rohli et al., 2015). In the Holdridge life zone, the classification of rainforest is independent of temperature as long as the annual mean precipitation is over 1000 mm. This is in line with our results. In the Whittaker biome classification, the precipitation thresholds for separating tropical forest, savanna and desert/barren are roughly 1500 mm and 500 mm, which is close to what we found in the decision tree (1584 mm and 512 mm) (Figure 3: Tables 5 and 6).

The branches of the later splits of the decision trees extract more specific ecological constraints of different vegetation types under different climate conditions, which can hardly be formalized otherwise. One interesting example of such constraints is how the relative dominance of grassland and open shrubland is determined by temperature in the cold environment. In general, both decision trees (Figures 2 and 3) indicate that open shrubland is more abundant than grassland at a colder temperature (e.g. BIO3 < 29°, TXn < -17°). This is in line with previous studies showing that shrubs have higher cold tolerance than grasses (Venn et al., 2013), although the evolution of cold acclimation within grasses probably came alongside the diversification of this plant group (e.g. Humphreys & Linder, 2013; Schubert et al., 2019; Vidal Jr et al., 2021). In addition, the temperature threshold for the dominance of grassland is lower in a dry climate (BIO3 ≥ 26°, TXn ≥ -27°C) than in a wet climate (BIO3 > 29°, TXn ≥ -17°C), implying a higher (lower) cold tolerance of grass in dry (wet) climate conditions (Table 6). The climatic tolerance of different plants and vegetation types varies globally (e.g. Lancaster & Humphreys, 2020). The dependence of a plant’s cold tolerance on moisture conditions has been found in previous studies.
(e.g. Geange et al., 2021; Sierra-Almeida et al., 2016), and the higher cold tolerance of a plant under drier conditions can be attributed to the presence of less tissue water to freeze, thus reducing the probability of ice nucleation and tissue damage in cold conditions (Sierra-Almeida & Cavieres, 2010).

From our results, the importance of climate extremes rather than average climate in determining the dominance of a vegetation type is highlighted in both decision trees (Figures 2 and 3). In the decision tree with only BIOCLIM variables, the variables depicting long-term monthly/seasonal extremes of temperature and precipitation are mostly selected (e.g. BIO5, BIO11 and BIO14), while in the decision tree with CEI variables included, the variables depicting extremes on a daily scale are widely picked, such as TXn, CDD and ID. Despite the difference in the prediction accuracy of the two decision trees being rather small, our interpretation is that the climate extreme variables (i.e. CEIs) can be particularly useful to more effectively separate vegetation classes (Figure 3). This is in line with the understanding of the bioclimatic control on the ecophysiological traits of different PFTs in previous studies (e.g. Harrison et al., 2010, and references therein). For instance, the decision tree with CEIs separates ENF into a separate leaf, whereas the decision tree with only BIOCLIM variables is not able to separate this type within the same complexity limit. The precision in predicting DNF, woody savanna and open shrubland is also improved when CEIs are included in the decision tree (Table 4), indicating the importance of climate extremes on a daily scale, such as cold, drought and freezing events, in limiting the distribution of these vegetation types. In particular, ENF is found to be more vulnerable to the duration of the daily maximum below 0°C in winter season, that is, icing conditions (ID < 159 days) compared to shrubland. This is probably related to higher thermal demands (i.e. length of season) of larger trees compared to smaller shrubs (Körner, 2012), as well as challenges with frost drought, which is well known from many ENF tree species (Mayr et al., 2006). Frost drought will damage evergreen trees when the ground is frozen due to long periods of icing days, but the ambient temperature is above 0°C during the photoperiod (Huang et al., 2020), so that photosynthesis is activated when water is unavailable. ID may also be related to freeze–thaw cycles (at least in some areas, where winters are characterised by mild subfreezing temperature), and hence, possibly related to frost damage and top breaks. It is noted that the inclusion of more climate extreme characteristics not only improves the accuracy of the decision tree model for depicting present-day vegetation but also produces more reasonable spatial changes for the future that are more in line with DGVMs (Figure 6), further supporting the importance of climate extremes in determining the spatial range of different vegetation types, for example, the role of TXn in expansion of temperate grassland (Figure 7).

4.2 Implication for improving DGVMs and predicting vegetation in the future

DGVMs have been a major modelling tool for describing and understanding large-scale vegetation distribution and its changes. The fidelity of DGVMs, however, suffers from large uncertainties in their parameterization of the vegetation processes, including the climate thresholds for the key processes critical for vegetation distribution, such as establishment, survival and mortality (Fisher et al., 2015; Forkel et al., 2019; Horvath et al., 2021; Masson-Delmotte et al., 2021). There have been various ways to derive the climate thresholds for these processes. They can be derived from the biogeographic limits of certain species or vegetation types retrieved from observation or statistical models (e.g. Horvath et al., 2021). They can also be derived from the ecophysiological climate tolerance of certain species or groups of species (e.g. Geange et al., 2021). Often, the reference sources for the parameters are neither comprehensive, up to date nor necessarily consistent with each other.

We argue that the climate thresholds derived from the decision tree mining of land cover and climate data may provide a valuable source for a more systematic and consistent parameterization of the climate thresholds required by DGVMs. One approach could be to directly apply those thresholds as a priori constraints (climate envelopes) to where they are needed in DGVMs (e.g. mortality). Another approach would be to further explore and improve processes in DGVMs to allow the prediction of biome boundaries directly from plant physiological traits via their competitive interactions, and thus better representation of the threshold response of vegetation to the climate variables, especially the climate extremes as found in our results (e.g. Fisher et al., 2015, 2018).

As shown in Table 1, the climate thresholds employed in DGVMs are mostly monthly mean variables and they are static. Our decision tree results, however, emphasize the importance of using climate extremes, especially extremes on a daily scale, in defining the climate thresholds of different vegetation types. This is in agreement with the recent study by Forkel et al. (2019), which found that the performance of DGVMs can be improved by incorporating CEIs in parameterizing the mortality of different vegetation types. How vegetation responds to cold and drought extremes in DGVMs can, in particular, be essential for depicting the spatial distribution of certain vegetation types and their changes, such as savanna, boreal forest and Arctic tundra. As implied by our decision tree results, the tolerance of vegetation to climate extremes may vary with average climate (e.g. higher tolerance to cold extremes under dry conditions). It is, therefore, critical for the DGVMs to implement varying climate thresholds as a function of mean climate conditions rather than hard-coded static climate thresholds for the whole globe, which is commonly done in the DGVMs. Such improvement in the DGVMs is expected to have a large impact on the future projections of vegetation changes, as (1) including climate extremes offer more refinement than average climate in characterizing changes in future climate, for example, it can well be that an increase in average precipitation could be accompanied by an increase in CDD (Seneviratne & Hauser, 2020), and (2) the ability of vegetation to tolerate climate extremes may change with the average climate in the future, for example, increasing mean temperature can reduce the tolerance of plants to cold extremes (Sierra-Almeida & Cavieres, 2010).
It has been argued that climate extremes may have contributed to the reduced plant growth in the Arctic in the past decades, a phenomenon referred to as Arctic greening (Phoenix & Bjerke, 2016). This contradicts to the effects of the average climate changes, which lead to an overall enhanced growth of plants in the Arctic (referred to as Arctic greening) (Myers-Smith et al., 2020). Our results further support the role of climate extremes in limiting vegetation changes in the boreal region in response to global warming (Figures 5–7). It is thus expected that better description of the vegetation response to climate extremes may help in reducing the sensitivity of Arctic vegetation to global warming in DGVMs, and hence, alleviate the strong positive vegetation–climate feedback found in the ESM coupled with DGVM (Zhang et al., 2018).

### 4.3 Limitations and uncertainties with climatic thresholds from decision tree mining

The reliability of the climatic thresholds derived from the decision tree mining to inform DGVM parameterization is affected by both the accuracy of the decision tree model and the uncertainties of the climate and vegetation data sets used to build the decision tree. The global vegetation cover data set used in this study (i.e. MODIS land cover data set) is one of the most validated and used vegetation products (Friedl et al., 2010; Grekousis et al., 2015), but it has also shown various biases for different land cover types in different regions, in particular in high-latitude regions (Liang et al., 2019). The land cover types used in MODIS can also add another layer of uncertainty as different vegetation classification schemes may have different biases and uncertainties (Grekousis et al., 2015). To further evaluate the influence of the uncertainties in vegetation cover data sets and their classification schemes, we have also employed the ESA CCI LC land cover data set. The results show that although the exact values of the climate thresholds or decision rules for different vegetation types might differ, the climate variables (either BIOCLIM or CEI) selected for separating the same vegetation types are quite similar. Analysing similarities of predictions of the ESA and MODIS trees, we see that predicted vegetation types are mostly conceptually similar in both trees. This means that similarly defined vegetation types can be described by an equivalent set of rules.

To address the uncertainties regarding the resolution of the climate and vegetation data set used for decision tree mining, we have performed decision tree mining at different spatial resolutions from $10 \times 10$ min to $1.5 \times 1.5$ degrees, and the results do not change much, with the exception that the exact threshold values differ slightly (see supplementary materials).

While assigning dominant vegetation type labels according to the land cover data set, we made an assumption that the proportion of natural land cover types would remain unchanged despite human activity. This assumption comes with uncertainty, since humans tend to occupy the most productive land. However, even in heavily human-modified areas, fragments of the original vegetation often survive (Adams, 2009) and form the basis for potential natural vegetation. Our initial exploratory experiments with observations, which have dominant vegetation type with 40% or more occupancy in a grid cell, showed that including observations where assigned dominant vegetation type is unclear does not change the accuracy of the produced models significantly. This means that even if not all grid cells follow our assumption, this should not significantly bias the results.

As to the accuracy of the decision tree mining, some of the vegetation types, such as grassland or woody savanna, can be separated into more than one leaf with reasonable accuracy. This is due to the fact that these types can occur in different climatic zones. DBF, which dominates in both northern latitudes and tropical climate zones, is only separated for the northern latitudes. For this reason, tropical DBF is never predicted with the correct label, and thus, the accuracy of the DBF class is one of the lowest. In addition, many of the DBFs appear in territories highly impacted by humans and the initial label given of DBF dominance can be misleading. Furthermore, DBF can be part of mixed forest and can be already misclassified in the MODIS data set or exist in climatic conditions very similar to some mixed forest. The low accuracy of the decision tree for permanent wetland and closed shrubland is primarily due to their low coverage (dominant in <1% of the grid cells of the MODIS land cover data set). In addition, these types can occur in various climatic zones. Permanent wetland is often more related to topography characteristics than climate (Branton & Robinson, 2020), and currently, its coverage is not accurately estimated (Mahdavi et al., 2018). Therefore, the number of observations in each of the different climatic zones is too small and the observations are not distinct enough from other vegetation types to be separated by the tree.

We note that barren ground and EBF are two of the biggest classes and they can be well distinguished only by a lack or large quantity of precipitation respectively. Therefore, these classes are the first to be separated by the tree on the precipitation amount variable. All observations with a very high precipitation threshold are given the EBF label as this class has the most observations. This leads to very inaccurate predictions for some places (e.g. part of Greenland) in the northern latitudes in the future scenarios which have as high precipitation as EBF (see supplementary materials). One way to avoid such bias would be to engineer an extra binary feature combining both temperature and precipitation (see supplementary materials). This feature could indicate, for instance, whether the climate in a grid cell is very humid and warm or not. However, in this case, we need to manually select the thresholds which indicate high precipitation and warm temperature respectively. Thus, rather than extracting the climatic thresholds from the model, we would be manually encoding them into the decision tree. To achieve higher accuracy of the decision tree mining and the climatic thresholds for a specific vegetation type, a regional decision tree can be applied. We note that applying the decision tree to historical or future scenarios can provide additional validation of the robustness of the climate thresholds derived from the decision tree mining for each vegetation type. According to the results for the future scenarios (Figures 5–7), the climate thresholds derived from the decision tree using both BIOCLIM and
CEI variables seem to be more realistic and reliable for most of the vegetation types, such as grassland and DNF.

5 | CONCLUSIONS

In this study, we employed decision tree induction to explore the global linkage between vegetation and climate. Important climate thresholds for the dominance of different vegetation types have been identified. Among them, the thresholds of climate extremes (e.g. extreme cold or drought) have been found to be essential for the dominance of certain vegetation types such as evergreen needleleaf forest, deciduous needleleaf forest, grassland, open shrubland and savanna in both the present day and the future. Moreover, the climate thresholds for a vegetation type, such as its cold tolerance, may vary with environmental conditions (e.g. moisture). All these aspects of vegetation response to climate have not been fully considered in DGVMs. This highlights the need for further improvements of DGVMs for representing the threshold response of different vegetation types to climate extremes in order to provide a better projection of future vegetation changes for Earth system models.

Decision tree modelling proved to be a powerful tool to separate the land cover types into more detailed subtypes and to generate and update our understanding of the relationship between climate and vegetation distribution from emerging big climate and vegetation data sets in a coherent way. Nonetheless, we do not advise employing the decision trees for vegetation prediction stand alone, but rather coupling them with expert knowledge to critically assess the biological significance and implications of the identified thresholds. To facilitate the use of decision tree mining in exploring potential climate thresholds for the vegetation types in different regions and their application to the parameterization of DGVMs, a reproducible workflow for the decision tree mining using global climate data and remotely sensed land cover data is provided in R. We note that the decision tree built using this workflow can also be applied to quickly generate a reasonable first guess of large-scale vegetation distribution in equilibrium with the climate in past or future periods when DGVM results are not available. However, it has to be applied with caution, as some environmental variables that are critical for vegetation are not considered in the current decision tree model, such as CO₂ concentrations.
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