Abstract—The teacher-free online Knowledge Distillation (KD) aims to train an ensemble of multiple student models collaboratively and distill knowledge from each other. Although existing online KD methods achieve desirable performance, they often focus on class probabilities as the core knowledge type, ignoring the valuable feature representational information. We present a Mutual Contrastive Learning (MCL) framework for online KD. The core idea of MCL is to perform mutual interaction and transfer of contrastive distributions among a cohort of networks in an online manner. Our MCL can aggregate cross-network embedding information and maximize the lower bound to the mutual information between two networks. This enables each network to learn extra contrastive knowledge from others, leading to better feature representations, thus improving the performance of visual recognition tasks. Beyond the final layer, we extend MCL to intermediate layers and perform an adaptive layer-matching mechanism trained by meta-optimization. Experiments on image classification and transfer learning to visual recognition tasks show that layer-wise MCL can lead to consistent performance gains against state-of-the-art online KD approaches. The superiority demonstrates that layer-wise MCL can guide the network to generate better feature representations. Our code is publicly available at https://github.com/winycg/L-MCL.
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I. INTRODUCTION

Deep Convolutional Neural Networks (CNNs) have achieved desirable performance over the past decade across a broad range of computer vision tasks, including image classification [1], [2], [3], object detection [4], [5] and semantic segmentation [6]. The high-performance models often require a large amount of computational and storage resources. The drawback limits these superior models to be deployed over resource-limited edge devices. To overcome the problem, many works aim to construct smaller yet more accurate CNNs. Mainstream model compression solutions are divided into pruning [7], [8], parameter quantization [9] and knowledge distillation [10], [11]. This paper focuses on Knowledge Distillation (KD) to improve network performance.

KD provides an intuitively effective paradigm to improve a small student network by absorbing knowledge from a large teacher network with better performance. Hinton’s KD [10] formulates the class probability distributions from the teacher network as soft labels to supervise the student’s predictions. Based on this idea, some KD methods attempt to guide the student to mimic the teacher’s meaningful knowledge, such as feature maps [12] and refined information [13], [14], [15]. The traditional KD follows a two-stage training pipeline and needs to pre-train a large teacher network. However, we may not have a sizeable pre-trained model readily at hand.

To overcome this issue, online KD [16], [17], [18] is proposed to prompt teacher-free distillation by training two or more student networks simultaneously. The idea of online KD is to take advantage of collaborative learning among multiple student networks. Deep mutual learning (DML) [16] demonstrates that a cohort of models can benefit from mutual learning of class probability distributions, i.e., the final predictions. Each model in such a peer-teaching manner learns better than learning alone in conventional supervised training. Existing online KD works [16], [17], [18], [19], [20], [21] often focus on outcome-driven distillation by minimizing the final predictions among peer networks with various strategies. These methods ignore distilling feature information that is also valuable for online KD.

Unlike the class posterior, feature embeddings contain structured knowledge and are more tractable to capture dependencies among various networks. Although the previous AFD [22] attempts to align intermediate feature maps in an online manner, Zhang et al. [16] points out this would diminish the cohort diversity and harm the ability of mutual learning. To deal with feature embeddings meaningfully, we think a more desirable approach is contrastive learning from the perspective of visual representation learning.

Contrastive learning has been widely demonstrated as an effective framework for learning feature representations [23], [24], especially in recent self-supervised learning [25], [26]. The core idea of contrastive learning is to pull positive pairs together and push negative pairs apart in the feature embedding space.
via a contrastive loss. The success behind contrastive learning is learned good features that are preferable to downstream visual recognition tasks [25], [26], [27]. From the perspective of mutual learning on class probabilities, we hypothesize that it may be desirable to perform Mutual Contrastive Learning (MCL) among a cohort of models. Benefiting from MCL, it makes sense to take advantage of collaborative learning for better visual representation learning of each network, thus improving the recognition performance.

The main core of MCL is to perform mutual interaction and transfer of contrastive distributions among a cohort of models. MCL includes Vanilla Contrastive Learning (VCL) and Interactive Contrastive Learning (ICL). VCL follows the traditional contrastive paradigm that the positive and negative pairs are from the same network. Compared with the conventional VCL, our proposed ICL forms contrastive similarity distributions between diverse embedding spaces derived from two different networks. We demonstrate that the objective of ICL is equivalent to maximizing the lower bound to the mutual information between two peer networks. This can be understood to capture dependencies and enable a network to learn extra contrastive knowledge from another network.

Inspired by the idea of DML [16], we also perform mutual alignment between different softmax-based contrastive distributions from various networks formed by the same data samples. Similar to DML [16], the distributions can be seen as soft labels to supervise others. Such a peer-teaching manner with soft labels takes advantage of representation information embedded in different networks. Over two types of contrastive learning, we can derive soft VCL label and soft ICL label. Although the soft VCL label has been applied in previous KD works [28], [29], its anchor and contrastive embeddings are still formed from the same network, limiting the information interactions. Instead, our proposed soft ICL label aggregates cross-network embeddings to construct contrastive distributions, which is demonstrated to be more informative than the conventional soft VCL label.

To maximize the effectiveness of MCL, we summarize VCL and ICL with mutual mimicry into a unified framework, as illustrated in Fig. 1. MCL helps each model capture extra contrastive knowledge to construct a better representation space. As stated in DML [16], since networks start from different initial conditions, each one can learn knowledge that others have not. MCL can be regarded as a group-wise contrastive loss over the feature level. Therefore, we can readily combine MCL with previous logit-level online KD methods.

Beyond the final layer, we extend MCL to the intermediate layers between two networks, called layer-wise MCL. The intermediate embeddings are refined by several attached feature modules. Moreover, we propose an adaptive layer-matching mechanism learned by meta-optimization, instead of the traditional manual matching. Empirical studies also show the superiority of our proposed layer-wise MCL. Besides, we construct a gated module to generate the weights of logit aggregation using all feature embeddings. The weights assemble logit distributions to a virtual peer teacher that performs online KD with other peers.

We apply layer-wise MCL to image classification on CIFAR-100 [30] and ImageNet [31] across various architectures. MCL can lead to consistent performance gains upon the baseline methods and outperforms other online KD methods. Extensive experiments on transfer learning to object detection and instance segmentation on COCO-2017 [32] show the superiority of layer-wise MCL to learn good features. Note that collaborative learning among a cohort of models is conducted during the training stage. Any network in the cohort can be kept during the inference stage. The kept network does not introduce additional inference costs compared with the original network.

Parts of this paper were published originally in its conference version [33]. This paper extends our earlier work in several valuable aspects:

- We propose layer-wise MCL, an improved version by extending MCL to the intermediate features. We further propose an adaptive layer-matching mechanism learned by meta-optimization for layer-wise MCL.
- We introduce a logit-level online KD method by aggregating intermediate logit distributions using a gated module to construct a strong teacher role. This enables logits distillation from the virtual teacher to other peer networks.
- Beyond the same-style network pairs, we also evaluate layer-wise MCL over different architectures. Moreover, we further conduct transfer learning to downstream image classification, object detection and instance segmentation.
The encouraging results are reported compared with competitive online KD methods, demonstrating that MCL can lead to better feature representations.

- More detailed ablation studies and analyses are conducted to examine each component of layer-wise MCL.

II. RELATED WORK

A. Traditional Offline Knowledge Distillation

KD provides an elegant idea to improve a small student network supervised by a teacher network with better performance. The seminal Hinton’s KD [10] aims to guide the student to mimic the teacher’s soft class predictions under the same data. This method is well-motivated since the student would learn a better predictive distribution. A convolutional neural network often encodes fruitful information beyond the final predictions. In recent years, many insightful approaches have been proposed to mining knowledge from the intermediate layers. Typical knowledge can be feature maps [12], [34] and their extracted information, such as attention maps [13], activation boundaries [35] and structural relations [36], [37], etc.

Apart from knowledge mining, another line aims to reduce the knowledge gap between the teacher and student. For example, some works [38], [39] introduce an assistant to explain the teacher’s knowledge easily understandable to the student. RCO [40] utilizes curriculum learning to supervise the student with those teachers from intermediate training states. However, a common drawback is that the offline KD follows a two-stage training pipeline. It requires us to pre-train a high-capacity teacher network and then perform KD from teacher to student, which is time-consuming.

B. Online Knowledge Distillation

Online KD is designed to enhance the student’s performance without a pre-trained teacher. The idea of online KD is to take advantage of collaborative learning among multiple student networks. DML [16] shows that a group of models can benefit from mutual learning of predictive class probability distributions from each other. CL [18] further extends this idea to a hierarchical architecture with multiple classifier heads. Over logit information, AFD [22] introduces the mutual learning mechanism to feature maps using an adversarial training paradigm. The latest CKD-MKT [41] guides multiple students to learn both individual instances and instance relations from each other through collaborative and self-learning.

In contrast to mutual mimicry, some recent approaches, such as ONE [17], OKDDip [19] and KDCL [20], construct an online teacher via a weighted ensemble logit distribution but differ in various aggregation strategies. ONE [17] utilizes a learnable gate module to output aggregation weights. OKDDip [19] applies a self-attention mechanism to measure the similarities of group networks and improves peers’ diversity to construct a better leader network. The group leader is seen as the teacher role and used to transfer logits knowledge. KDCL [20] formulates aggregation weights as the optimal solution of the generalization error, solved by the Lagrange multiplier. More recently, PCL [21] introduces an extra temporal mean network for each peer as the teacher role. This is because the temporal mean network is generated from averaged model weights, which is more accurate than the current model [42]. FFSD [43] fuses feature maps from auxiliary students to boost the leader student. A more comprehensive survey of online KD approaches can be referred to [44].

We can conclude that previous approaches often perform logit-level distillation among multiple networks and mainly differ in various learning mechanisms. Beyond the logit level, our method takes advantage of collaborative learning from the perspective of representation learning. Moreover, we can readily incorporate MCL with previous logit-based methods together.

C. Contrastive Learning

Contrastive learning has been extensively exploited for both supervised and self-supervised visual representation learning. The main idea of contrastive learning is to push positive pairs close and negative pairs apart by a contrastive loss [45] to obtain a discriminative space. In the supervised scenario, labels often guide the definition of contrastive pairs. A positive pair is formed by two samples from the same class, while two samples from different classes form a negative pair. Contrastive learning is widely used for deep metric learning, such as image classification [24], face recognition [23], person re-identification [46] and image retrieval [47]. Recently, self-supervised contrastive learning can guide networks to learn pre-trained features for downstream visual recognition tasks. In the self-supervised scenario, since we do not have label information, a positive pair is often formed by two views of the same sample, while negative pairs are formed by different samples. Contrastive learning maximizes agreement between differently augmented views of the same data against negative samples to learn invariant representations [25], [26], [27] via a contrastive loss [48]. A more related work is SSKD [49] which connects KD and contrastive learning. It introduces the idea of SimCLR [26] to offline KD that guides the student to mimic a self-supervision pretext task from a teacher. Our focus is to take advantage of contrastive representation learning to improve online KD. MCL designs novel contrastive paradigms for multi-peer interaction, allowing each network to obtain better features from collaborative learning.

D. Embedding-Based Relational Distillation

Compared with the final class posterior, the latent feature embeddings encapsulates more structural information. Some previous KD methods transfer the embedding-based relational graph where each node represents one sample [36], [37]. More recently, MMT [28] employs soft softmax-triplet loss to learn relative similarities from other networks for unsupervised domain adaptation on person Re-ID. To compress networks over self-supervised MoCo [25], SEED [29] transfers soft InfoNCE-based [48] contrastive distributions from a teacher to a student. A common characteristic of previous works is that contrastive distributions are often constructed from the same network, restricting peer information interactions. Instead, we aggregate
cross-network embeddings to model interactive contrastive distributions and maximize the mutual information between two networks.

III. MUTUAL CONTRASTIVE LEARNING

A. Architecture Formulation

**Notation:** A classification network $f(\cdot)$ like ResNet [1] can be divided into a feature extractor $\phi(\cdot)$ and a linear classifier $g(\cdot)$. $f$ maps an input image $x$ to a logit vector $z$, i.e., $z = f(x) = g(\phi(x))$. Moreover, we add an additional projection module $\zeta(\cdot)$ that includes two sequential linear layers with a middle ReLU. $\zeta(\cdot)$ is to transform a feature embedding from the feature extractor $\phi(\cdot)$ into a latent embedding $v \in \mathbb{R}^d$, i.e., $v = \zeta(\phi(x))$, where $d$ is the embedding size. The embedding $v$ is used for contrastive learning.

**Training Graph:** The overall training graph contains $M (M \geq 2)$ classification networks denoted by $\{f_m\}_{m=1}^M$ for collaborative learning. All the same networks in the cohort are initialized with various weights to learn diverse representations. This is a prerequisite for the success of mutual learning. Each $f_m$ in the cohort is equipped with an additional embedding projection module $v_m$. The overall training graph is shown in Fig. 2.

**Inference Graph:** During the test stage, we discard all projection modules $\{v_m\}_{m=1}^M$ and keep one network for inference. We can select one network with the best validation performance in the cohort for final deployment. The architecture of the kept network is identical to the original network. That is to say that we do not introduce extra inference costs.

B. Vanilla Contrastive Learning (VCL)

Contrastive loss aims to push positive pairs close and negative pairs apart in the latent embedding space. Given an input sample $x^a$ as the anchor, we retrieve 1 positive sample $x^1$ and $K(K \geq 1)$ negative samples $\{x^k\}_{k=2}^{K+1}$. For supervised learning, the positive sample is from the same class with the anchor, while negative samples are from different classes. For ease of notation, we denote the anchor embedding as $v^0_m$, the positive embedding as $v^1_m$ and $K$ negative embeddings as $\{v^k_m\}_{k=2}^{K+1}$. $m$ represents that the embedding is generated from $f_m$. Here, feature embeddings are preprocessed by $l_2$-normalization.

We use the dot product to measure similarity distribution between the anchor and contrastive embeddings with softmax normalization. Thus, we can obtain contrastive probability distribution:

$$p_m = \text{softmax}([\langle v^0_m \cdot v^1_m/\tau \rangle, \ldots, \langle v^0_m \cdot v^{K+1}_m/\tau \rangle]),$$

where $\tau$ is a constant temperature. $p_m \in \mathbb{R}^{K+1}$ measures the relative sample-wise similarities with a normalized probability distribution. A large probability represents a high similarity between the anchor and a contrastive embedding. We use cross-entropy loss to force the positive pair close and negative pairs away upon the contrastive distribution $p_m$:

$$L_m^{VCL} = -\log p^1_m = -\log \frac{\exp(\langle v^0_m \cdot v^1_m/\tau \rangle)}{\sum_{k=1}^{K+1} \exp(\langle v^0_m \cdot v^k_m/\tau \rangle)}.$$  

Here, $p^k_m$ is the $k$-th element of $p_m$. This loss is equivalent to a $(K + 1)$-way softmax-based classification loss that forces the network to classify the positive sample correctly, also dubbed as an InfoNCE loss [48]. When applying contrastive learning to a cohort of $M$ networks, the vanilla method is to sum up each contrastive loss:

$$L_{1\sim M}^{VCL} = \sum_{m=1}^M (L_m^{VCL}).$$

C. Interactive Contrastive Learning (ICL)

However, vanilla contrastive learning does not model cross-network relationships for collaborative learning. This is because the contrastive distribution is learned from the network’s own embedding space. To take full advantage of information interaction among various peer networks, we propose a novel *Interactive Contrastive Learning* (ICL) to model cross-network interactions to learn better feature representations. We formulate ICL for the case of two parallel networks $f_a$ and $f_b$, where $a, b \in \{1, 2, \ldots, M\}, a \neq b$, and then further extend ICL to more than two networks among $\{f_m\}_{m=1}^M$.

To conduct ICL, we first fix $f_a$ and enumerate over $f_b$. Given the anchor embedding $v^0_b$ extracted from $f_a$, we enumerate the positive embedding $v^1_b$ and negative embeddings $\{v^k_b\}_{k=2}^{K+1}$ extracted from $f_b$. Here, both $\{v^1_b\}_{k=0}^{K+1}$ and $\{v^k_b\}_{k=0}^{K+1}$ are generated from the same $K + 2$ samples $\{x^k\}_{k=2}^{K+1}$ correspondingly, as illustrated in Fig. 1(a). The contrastive probability distribution from $f_a$ to $f_b$ can be formulated as:

$$q_{a\rightarrow b} = \text{softmax}([\langle v^0_a \cdot v^1_b/\tau \rangle, \langle v^0_a \cdot v^2_b/\tau \rangle, \ldots, \langle v^0_a \cdot v^{K+1}_b/\tau \rangle]),$$

where $q_{a\rightarrow b} \in \mathbb{R}^{K+1}$. Similar to (2), we use cross-entropy loss upon the contrastive distribution $q_{a\rightarrow b}$:

$$L_{a\rightarrow b}^{ICL} = -\log q^1_{a\rightarrow b} = -\log \frac{\exp(\langle v^0_a \cdot v^1_b/\tau \rangle)}{\sum_{k=1}^{K+1} \exp(\langle v^0_a \cdot v^k_b/\tau \rangle)}.$$  

Here, $q^k_{a\rightarrow b}$ is the $k$-th element of $q_{a\rightarrow b}$. We can observe that the main difference between (2) and (5) lies in various types
of embedding space for generating contrastive distributions. Compared with (2), (5) employs contrastive embeddings from another network instead of the network’s own embedding space. It can model explicit corrections or dependencies in various embedding spaces among multiple peer networks, facilitating information communications to learn better feature representations.

Furthermore, compared to (2), we attribute the superiority of minimizing (5) to maximizing the lower bound on the mutual information $I(v_a, v_b)$ between $f_a$ and $f_b$, which is formulated as:

$$I(v_a, v_b) \geq \log(K) - E_{(v_a, v_b)}E^{ICL}_{a \rightarrow b}.$$  (6)

The detailed proof from (5) to derive (6) is provided in Appendix, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TPAMI.2023.3257878. Intuitively, the mutual information $I(v_a, v_b)$ measures the reduction of uncertainty in contrastive feature embeddings from $f_b$ when the anchor embedding from $f_a$ is known. This can be understood that each network could gain extra contrastive knowledge from others benefiting from (5). Thus, it can lead to better representation learning than independent contrastive learning of (2). As $K$ increases, the mutual information $I(v_a, v_b)$ would be higher, indicating that $f_a$ and $f_b$ could learn more common knowledge from each other.

When extending to $\{f_m\}_{m=1}^M$, we perform ICL in every two of $M$ networks to model fully connected dependencies, leading to the overall loss as:

$$L^{ICL}_{1\sim M} = \sum_{1 \leq a < b \leq M} (L^{ICL}_{a \rightarrow b} + L^{ICL}_{b \rightarrow a}).$$  (7)

D. Soft Contrastive Learning With Online Mutual Mimicry

The success of Deep Mutual Learning [16] suggests that each network can generalize better from mutually learning other networks’ soft class probability distributions in an online peer-teaching manner. This is because the output of class posterior from each network can be seen as a natural soft label to supervise others. Based on this idea, it is desirable to derive soft contrastive distributions as soft labels from contrastive learning, for example, $p_m$ from VCL and $q_{a \rightarrow b}$ from ICL. In theory, both $p_m$ and $q_{a \rightarrow b}$ can also be seen as class posteriors. Thus it is reasonable to perform mutual mimicry of these contrastive distributions for better representation learning.

Specifically, we utilize Kullback Leibler (KL)-divergence to force each network’s contrastive distributions to align corresponding soft labels provided from other networks within the cohort. This paper focuses on mutually mimicking two types of contrastive distributions from VCL and ICL:

1) Soft Vanilla Contrastive Learning (Soft VCL): For refining $p_m$ from $f_m$, the pseudo labels are peer contrastive distributions $\{p_i\}_{i=1, i \neq m}^M$ generated from $\{f_i\}_{i=1, i \neq m}^M$, respectively. We use KL divergence to force $p_m$ to align them. For applying soft VCL to the cohort of $\{f_m\}_{m=1}^M$, the overall loss can be formulated as:

$$L^{Soft\_VCL}_{1\sim M} = \sum_{m=1}^M \sum_{i=1, i \neq m}^M KL(p_i \parallel p_m).$$  (8)

Here, $p_i$ is the soft label detached from gradient back-propagation for stability.

2) Soft Interactive Contrastive Learning (Soft ICL): When extending two networks $f_a$ and $f_b$, we can derive interactive contrastive distributions $q_{a \rightarrow b}$ and $q_{b \rightarrow a}$ using ICL. It makes sense to force the consistency between $q_{a \rightarrow b}$ and $q_{b \rightarrow a}$ for mutual calibration by Soft ICL. When extending to $\{f_m\}_{m=1}^M$, we perform Soft ICL in every two of $M$ networks, leading to the overall loss as:

$$L^{Soft\_ICL}_{1\sim M} = \sum_{a=1}^M \sum_{b=1, b \neq a}^M KL(q_{b \rightarrow a} \parallel q_{a \rightarrow b}).$$  (9)

Here, $q_{b \rightarrow a}$ is the soft label detached from gradient back-propagation for stability.

3) Discussion With Soft VCL and Soft ICL: We remark that using a vanilla contrastive distribution $p$ as a soft label has been explored by some previous works [28, 29]. These works often construct contrastive relationships using embeddings from the same network, as illustrated in (2). In contrast, we propose an interactive contrastive distribution $q$ to perform Soft ICL. Intuitively, $q$ aggregates cross-network embeddings to model the soft label, which is more informative than $p$ constructed from a single embedding space. Moreover, refining a better $q$ may decrease $L^{ICL}_{a \rightarrow b}$, further maximizing the lower bound on the mutual information $I(v_a, v_b)$ between $f_a$ and $f_b$. Compared with soft VCL, soft ICL can facilitate more adequate interactions among multiple networks. Empirically, we found that ICL excavates better performance gains by taking full advantage of collaborative contrastive learning, as verified in Section V-E.

E. Overall Loss of MCL

To take full advantage of collaborative learning, we summarize all contrastive loss terms as the overall loss for MCL among a cohort of $M$ networks:

$$L^{MCL}_{1\sim M}(\{v_m\}_{m=1}^M) = \alpha(L^{VCL}_{1\sim M} + L^{ICL}_{1\sim M})$$
$$+ \beta(L^{Soft\_VCL}_{1\sim M} + L^{Soft\_ICL}_{1\sim M}),$$  (10)

where $\alpha$ and $\beta$ are weight coefficients. We set $\alpha = 0.1$ for hard cross-entropy losses and $\beta = 1$ for soft KL-divergence losses, as suggested by our empirical study in Section V-E.

IV. LAYER-WISE MUTUAL CONTRASTIVE LEARNING

The original MCL applies contrastive learning to those feature embeddings from the final layer. This ignores the intermediate features that represent the abstraction process of the input image. To further improve representation learning, we propose Layer-wise Mutual Contrastive Learning (L-MCL). It further excavates MCL by allowing the representation learning from the intermediate layers.
often use vanilla one-to-one matching between the same-staged intermediate feature layers. However, the intermediate layers of peer networks may have distinct semantic levels [39], especially on different network architectures. A more reasonable practice is to perform adaptive layer association for intermediate feature matching using a weighted mechanism. Therefore, a feature layer could select which feature layers from another network are more useful for its own contrastive learning. The detailed formulation of layer-wise MCL are shown as follows.

Given the cohort \( \{ f_m \}_m=1^M \) with \( L \) stages in each network, the original MCL deals with the final feature embeddings of \( \{ v_m^{[L]} \}_m=1^M \). Layer-wise MCL further extends mutual contrastive learning to intermediate and final embeddings \( \{ \{ v_m^{[l]} \}_m=1^M \}_l=1^L \) in a cross-layer manner:

\[
L_{1\sim M}^{L,MCL}(\theta | x, y, \pi) = \sum_{a=1}^M \sum_{b=1}^M \sum_{l=1}^L \sum_{a \neq b} \lambda_{a,b} L_{MCL}^{a,b}(v_a^{[l]}, v_b^{[l]}),
\]

where \( L_{MCL}^{a,b}(v_a^{[l]}, v_b^{[l]}) \) is the original MCL loss between the \( f_a \) and \( f_b \) networks with regard to the feature embeddings of \( v_a^{[l]} \) and \( v_b^{[l]} \). \( v_a^{[l]} \) is the \( l \)-th layer’s embedding from the network \( f_a \), and \( v_b^{[l]} \) is the \( l \)-th layer’s embedding from the network \( f_b \). \( \lambda_{a,b} \in (0, 1) \) is the learnable matching weight parameter between the \( l \)-th layer of network \( f_a \) and the \( l \)-th layer of network \( f_b \). Here, for ease notation, we denote the parameters of \( \{ f_m \}_m=1^M \) as \( \theta \), the input sample as \( x \) with the label \( y \). In the next section, we show how to optimize \( \lambda \) using meta-networks parameterized by \( \pi \).

C. Training Meta-Networks

Basic Cross-Entropy Task Loss. For the supervised image classification, we train \( M \) networks \( \{ f_m \}_m=1^M \) with auxiliary components via the conventional cross-entropy loss \( L_{ce} \) with the ground-truth label \( y \) as the basic task loss:

\[
L_{1\sim M}^{task}(\theta | x, y) = \sum_{m=1}^M \sum_{l=1}^L L_{ce}(\sigma(v_m^{[l]}), y)
\]

(14)

Here, \( \sigma \) denotes the softmax function. The task loss, a prerequisite of mutual learning, guides the networks to learn task-aware information. We summarize the basic task loss and layer-wise MCL loss as the total loss for feature-level online KD:

\[
L_{1\sim M}^{total}(\theta | x, y, \pi) = L_{1\sim M}^{task}(\theta | x, y) + L_{1\sim M}^{L,MCL}(\theta | x, y, \pi).
\]

Meta-Optimization: Our final objective is to achieve excellent classification performance using the training loss \( L_{1\sim M}^{total}(\theta | x, y, \pi) \). To realize this goal, the core layer-wise MCL loss of \( L_{1\sim M}^{L,MCL}(\theta | x, y, \pi) \) should let networks learn good feature representations, benefitting the classification. To measure and improve the feature matching capabilities guided by the meta-network \( \pi \), a desirable method is to train it with a bilevel scheme [50]:

1) Update \( \theta \) to minimize \( L_{1\sim M}^{total}(\theta | x, y, \pi) \) for \( K \) times.
2) Measure \( L_{1\sim M}^{task}(\theta | x, y) \) and update \( \pi \) to minimize it.
First, we optimize $\theta$ by minimizing the total loss given the meta-network $\pi$. Then the basic task loss $L_{1-M}^t(\theta|x,y)$ is regarded as a meta-objective to measure the effectiveness of the meta-network $\pi$ for weighted layer association. However, we find that the meta-network $\pi$ impacts the training procedure through $L_{1-M}^{task}$ slower than the original task loss $L_{task}^t$. It may result in insufficient optimization of $\pi$ using the gradient $\nabla_x L_{1-M}$. To address this problem, we conduct an alternative scheme:

1. Update $\theta$ to minimize $L_{1-M}^{MCL}(\theta|x,y,\pi)$ for $K$ times.
2. Update $\theta$ to minimize $L_{1-M}^{task}(\theta|x,y,\pi)$ once.
3. Measure $L_{1-M}^{task}(\theta|x,y)$ and update $\pi$ to minimize it.

At the first stage, we optimize the initial parameter $\theta_0$ for $K$ times by minimizing $L_{1-M}^{MCL}$. The obtained $\theta_K$ is learned only from the feature-based layer-wise MCL. It emphasizes the impact of weighted layer-matching along the training procedure of the networks. Here, we find $K=2$ is good enough. The second stage is a one-step adaptation from $\theta_K$ to $\theta_{K+1}$ by minimizing the basic task loss. At the third stage, the task-oriented loss $L_{task}(\theta_{K+1})$ evaluates how quickly the networks have adapted to the task via one step from $\theta_K$ to $\theta_{K+1}$ through data samples utilized in the first and second stages. Finally, the meta-network $\pi$ is optimized by minimizing $L_{task}(\theta_{K+1})$. This three-stage mechanism allows more direct and faster optimization of meta-network $\pi$ from $L_{1-M}^{MCL}$ solely than the standard two-stage procedure. In summary, the optimization objective of the meta-network $\pi$ is formulated as:

$$
\min_{\pi} L_{1-M}^{task}(\theta_{K+1}|x,y),
$$
subject to $\theta_{K+1} = \theta_K - \eta \nabla_{\theta_{K+1}} L_{1-M}^{task}(\theta_{K}|x,y)$,

$$
\theta_{K+1} = \theta_{K} - \eta \nabla_{\theta} L_{1-M}^{MCL}(\theta_{K}|x,y,\pi),
$$
for $k = 0, 1, \ldots, K-1$,  

where $\eta$ denotes the learning rate. We further adopt Reverse-HG [51] to solve the above optimization. It utilizes Hessian-vector products to calculate $\nabla_x L_{1-M}^{task} \theta(\theta_K|x,y)$ effectively.

To learn weighted layer-matching via meta-optimization, we alternatively update the peer networks’ parameters $\theta$ and the meta-network’s parameters $\pi$. For the training scheme, it first updates $\theta$ by minimizing $L_{1-M}^{total}(\theta|x,y,\pi)$, then updates $\pi$ through the three-stage bilevel optimization of Equ.(16). We summarize the training procedure of meta-optimization in Algorithm 1. To save training costs in practice, we perform meta-optimization every several mini-batch iterations.

**Algorithm 1:** Meta Optimization of Parameters $\theta$ and $\pi$.

**while** $\theta$ and $\pi$ have not converged **do**

Sample a mini-batch $\{x^{(i)}, y^{(i)}\}_{i=1}^B$, $B$ is batch size, $x^{(i)}$ is the $i$-th sample and $y^{(i)}$ is the ground-truth label.

Update $\theta$ by minimizing $\frac{1}{B} \sum_{i=1}^B L_{1-M}^{total}(\theta|x^{(i)}, y^{(i)})$.

**Initialize** $\theta_0 \leftarrow \theta$.

**for** $k = 0 \rightarrow K - 1$ **do**

$\theta_{k+1} \leftarrow \theta_k - \eta \nabla_{\theta_{k+1}} \frac{1}{B} \sum_{i=1}^B L_{1-M}^{MCL}(\theta_{k}|x^{(i)}, y^{(i)})$

**end for**

$\theta_{K+1} \leftarrow \theta_K - \eta \nabla_{\theta_{K+1}} \frac{1}{B} \sum_{i=1}^B L_{1-M}^{task}(\theta_{K+1}|x^{(i)}, y^{(i)})$

**end while**

as:

$$
\lambda_{a,b}^{l,a,b} = \delta(\text{Norm}(\mathbf{e}_{a}^{l}(\mathbf{u}^{[l]}_{a})), \text{Norm}(\mathbf{e}_{b}^{l}(\mathbf{v}^{[l]}_{b})))^T
$$

**D. Logit-Level Online Knowledge Distillation**

Beyond the feature level, previous online KD methods often conduct logit-level collaborative learning among a group of networks. The class probability distribution has been widely demonstrated as an informative form of mutual learning. We further propose a simple yet effective ensemble distillation over the training architecture of layer-wise MCL. For each network $f_m$, we aggregate multi-branch logits $\{z_{m}^{[l]}\}_{l=1}^{L}$ via fused weights of $\{w_{m}^{[l]}\}_{l=1}^{L}$ to build a virtual teacher role denoted as $z_{m}^{ens}$:

$$
z_{m}^{ens} = \sum_{l=1}^{L} w_{m}^{[l]} \cdot z_{m}^{[l]},
$$

where $w_{m}^{[l]}$ is the importance weight of the $l$-th layer’s logits $z_{m}^{[l]}$. We create a learnable gate module $G_m$ to produce the aggregation weights of $w_m$ according to the channel concatenation of input feature embeddings $\{F_{m}^{[l]}\}_{l=1}^{L}$ as the input clues:

$$
w_{m} = G_m(\text{concat}(\{F_{m}^{[l]}\}_{l=1}^{L})),
$$

where $w_m = [w_{m}^{[1]}, w_{m}^{[2]}, \ldots, w_{m}^{[L]}]$. The gate module $G_m$ comprises two linear layers with a middle ReLU activation and terminated by softmax, where the last layer with $L$ neurons is to output weight values. $z_{m}^{ens}$ is also supervised by the label $y$ via cross-entropy loss $L_{ce}$ to make $G_m$ learnable:

$$
L_{1-M}^{task,G} = \sum_{m=1}^{M} L_{ce}(\sigma(z_{m}^{ens}), y)
$$

Given the cohort $\{f_m\}_{m=1}^{M}$, we can obtain the corresponding $M$ ensemble logits $\{z_{m}^{ens}\}_{m=1}^{M}$. Then we perform mutual learning among $M$ networks in a traditional peer-teaching manner via KL-divergence. Given the $a$-th network’s final logit $z_{a}^{[L]}$, the other $M-1$ networks’ ensemble logits $\{z_{b}^{ens}\}_{b=1, b \neq a}^{M}$ are regarded as teachers to supervise $f_a$:

$$
L_{1-M}^{ens} = T^2 \sum_{a=1}^{M} \sum_{b=1, b \neq a}^{M} \text{KL}(\sigma(z_{a}^{ens} / T) \| \sigma(z_{b}^{[L]} / T)),
$$

(21)
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where $T$ is a temperature constant and we set $T = 3$ following [17]. As suggested by [53], the gradient is not propagated through the teacher distribution $p_b^{ens}$ to avoid the model collapse problem.

We summarize the gate module task loss $L_{1-M}^{task,G}$ and ensemble-based distillation loss $L_{ens}^{M}$ for joint optimization, leading to the logit-based distillation loss as:

$$L_{logit}^{1-M} = L_{1-M}^{task,G} + L_{1-M}^{ens}. \quad (22)$$

**E. Training and Optimization**

1) **Overall Loss:** We summarize the task loss $L_{1-M}^{task} ((14))$, logit-based distillation loss $L_{logit}^{M} ((22))$ and embedding-based layer-wise MCL loss $L_{L-MCL}^{1-M} ((13))$ for collaborative learning:

$$L = L_{1-M}^{task} + L_{logit}^{1-M} + L_{L-MCL}^{1-M}. \quad (23)$$

We do not introduce weights for probability-based cross-entropy and KL-divergence losses since these entropy-based losses often have the same magnitude. We illustrate the overview of the training framework in Appendix Fig. 1, available in the online supplemental material.

2) **Contrastive Sample Mining:** One critical problem in contrastive learning is contrastive sample mining. We consider two implementations as follows:

1) **Batch-based mining.** We create a class-aware sampler to construct mini-batches. The mini-batch with a batch size of $B$ consists of $B/2$ classes. Each class has two samples, and others from different classes are negative samples. We regard each sample as an anchor instance and others as contrastive instances within the current mini-batch.

2) **Memory-based mining.** The batch size limits the number of available contrastive samples. Wang et al. [54] show that feature embeddings drift slowly throughout the training process. We create an online memory bank [55] during the training to store massive embeddings from past iterations. This allows us to retrieve sufficient contrastive samples from the memory bank for each training step.

According to our empirical study in Section V-E, we utilize batch-based mining for the small-scale dataset like CIFAR-100 [30] and memory-based mining for the large-scale dataset like ImageNet [31]. The pseudo-code of the implementation details of MCL on CIFAR-100 and ImageNet with various mining approaches is shown in Appendix, available in the online supplemental material.

3) **Training Complexity:** We examine the training complexity of layer-wise MCL. Consistent with the above, we denote the embedding dimension as $d$ and the number of negative samples as $K$. The first step is to compute contrastive distributions of $\{p_{a-b}\}_{a=1, b=1}^M$ among the $M$ networks, whose computational complexity is $O(M^2 K d)$. Cross-entropy-based VCL and ICL minimize negative log-likelihood, whose complexity is negligible given the contrastive distribution. The second step is to perform mutual mimicry among $\{p_{a-b}\}_{a=1, b=1}^M$ via soft VL, whose computational complexity is $O(M^2 K)$. Since we conduct layer-to-layer MCL among networks, the total computational complexity is $L^2 (O(M^2 K d) + O(M^2 K)) = \mathcal{O}(M^2 L^2 K d)$, where $L$ is the number of network layers. When $L = 1$, the complexity changes to $\mathcal{O}(M^2 K d)$, corresponding to the original MCL. For logit-level online KD, the class probability distribution of each network is guided to learn from other $M - 1$ networks, leading to the computational complexity of $\mathcal{O}(M^2 C)$, where $C$ is the number of classes. As a result, the overall computational complexity of our proposed approach is $\mathcal{O}(M^2 (L^2 K d + C))$. Compared with other online KD methods over the logit level, our approach mainly takes extra computational costs for feature-level contrastive learning.

Empirically, we take two ResNet-50 networks trained for ImageNet classification as an example. L-MCL takes extra 16 MFLOPs for layer-to-layer mutual contrastive learning, around 0.2% of the original 8 GFLOPs for baseline training. MCL needs extra 1MFLOPs for contrastive learning. In practice, the actual training time is measured on 8 NVIDIA Tesla A100 GPUs. For independently training two baseline networks, the time is about 14 min/epoch and the per GPU memory is about 12 GB. We also evaluate the training costs of the original MCL and SOTA CKD-MKT. The former takes 16 min/epoch and 13.7 GB/GPU, and the latter takes 17 min/epoch and 12.5 GB/GPU. In contrast, our L-MCL consumes 20 min/epoch and 15.8 GB/GPU. Overall, L-MCL does not introduce much training cost but achieves significant performance improvements.

V. EXPERIMENTS

In this section, we evaluate the proposed layer-wise MCL (called L-MCL for simplicity) on CIFAR-100 [30] and ImageNet [31] classification tasks compared with state-of-the-art online KD methods across various network pairs. Extensive transfer experiments to image classification, detection and segmentation are conducted to examine the effectiveness of learned feature representations. Finally, we show detailed ablation studies and parameter analyses to investigate each component.

A. Results on CIFAR-100 Classification

**CIFAR-100 Dataset.** CIFAR-100 [30] is a classification dataset composed of natural images. It includes 50 K training images and 10 K test images drawn from 100 classes. As the common protocol, we follow the standard data augmentation and preprocessing pipeline [2], i.e., random cropping and flipping. The input size of each image is $32 \times 32$.

**Implementation Details.** All networks are trained by SGD with a momentum of 0.9, a batch size of 128 and a weight decay of $5 \times 10^{-4}$. We use a cosine learning rate that starts from 0.1 and gradually decreases to 0 throughout the 300 epochs. As suggested by Chen et al. [26], we use $\tau = 0.1$ for similarity calibration and $d = 128$ as the contrastive embedding size. We adopt mini-batch-based contrastive sample mining and set $K = 126$ (i.e., batch size $=2$) as the number of negative samples. We report the average result with the standard deviation (average±std) over three runs for a fair comparison. More analyses about hyper-parameter strategies are shown in Section V-E.

**Comparison With SOTA Online KD Methods Under Two Peer Networks With the Same Architecture.** As shown in Table I, we first investigate the effectiveness of L-MCL, an improved
method of our previous proposed MCL [33]. Some popular backbone networks for image classification, such as ResNets [1], WRNs [56], HCGNets [3] and ShuffleNetV2 [57], are utilized to evaluate the performance. Moreover, many representative online KD methods are compared, such as DML [16], ONE [17], AFD [22], KDCL [20] and PCL [21], to verify the superiority of our L-MCL. All shown results in Table I are achieved from jointly training two networks with the same architecture. As expected, all online KD methods improve the classification performance consistently across various network architectures compared to the independent training method. The results indicate that a network can benefit from peer-teaching with another network.

Our proposed L-MCL outperforms the previous SOTA PCL with average accuracy gains of 1.28% and 1.31% and 1.77% and 0.86% on ResNets, WRN, ShuffleNetV2 and HCGNets, respectively. The results suggest that L-MCL can help each network in the cohort learn better representations, conducive to classification performance.

Comparison With SOTA Online KD Methods Under Two Networks With Different Architectures. As shown in Table II, we further conduct experiments on two different network architectures for online KD methods, where 'Net2' represents a higher-capacity network than 'Net1'. We observe some similar conclusions on performance improvements compared with the scenario of the same network pair. All online KD methods generally improve the performance across various combinations of network pairs. The results reveal that existing online KD methods often do not rely on architecture-specific cues. Our L-MCL achieves the best accuracy gains against other approaches. It also surpasses the best competitor PCL over eight network pairs with average accuracy improvements of 0.92% and 0.89% on Net1 and Net2, respectively. The results verify the scalability of our L-MCL to work well on the different-architecture setup.

Besides, we also find other observations about L-MCL to deal with two different networks. A higher-capacity network (Net2) can still obtain a significant performance improvement even combined with a lower network (Net1) as the partner. For example, ResNet-110 gets a 4.42% gain when combined with a ResNet-32. Notice that the baseline performance gap between ResNet-32 (70.91%) and ResNet-110 (75.29%) is quite large. A similar observation also occurs in the WRN family. WRN-40-2 obtains a 3.35% improvement when a WRN-16-2 network is selected as the partner.

### Table I

| Network   | DML [16] | ONE [17] | AFD [22] | KDCL [20] | PCL [21] | CKD-MKT [41] | L-MCL (Ours) |
|-----------|----------|----------|----------|-----------|----------|--------------|--------------|
| ResNet-32 | 70.93±0.14 | 72.14±0.35 | 73.47±0.35 | 72.13±0.19 | 73.45±0.27 | 75.24±0.43 | 75.84±0.73 | 75.84±0.73 | 75.82±0.74 |
| ResNet-56 | 76.29±0.23 | 76.50±0.32 | 76.56±0.27 | 76.77±0.13 | 76.71±0.07 | 78.57±0.24 | 78.23±0.14 | 78.70±0.20 | 79.51±0.28 |
| ResNet-110 | 76.29±0.23 | 77.53±0.42 | 78.57±0.25 | 77.59±0.46 | 77.58±0.14 | 77.69±0.07 | 77.36±0.21 | 77.81±0.20 | 80.96±0.34 |
| WRN-6-3 [56] | 76.89±0.22 | 76.68±0.32 | 77.93±0.18 | 78.29±0.26 | 78.52±0.18 | 79.51±0.02 | 78.14±0.15 | 79.71±0.25 | 80.96±0.34 |
| WRN-4-2 [56] | 76.89±0.22 | 76.68±0.32 | 77.93±0.18 | 78.29±0.26 | 78.52±0.18 | 79.51±0.02 | 78.14±0.15 | 79.71±0.25 | 80.96±0.34 |
| ShuffleNetV2 | 76.89±0.22 | 76.68±0.32 | 77.93±0.18 | 78.29±0.26 | 78.52±0.18 | 79.51±0.02 | 78.14±0.15 | 79.71±0.25 | 80.96±0.34 |
| ShuffleNetV2 1x [57] | 76.89±0.22 | 76.68±0.32 | 77.93±0.18 | 78.29±0.26 | 78.52±0.18 | 79.51±0.02 | 78.14±0.15 | 79.71±0.25 | 80.96±0.34 |
| * ResNet-110 [57] | 76.89±0.22 | 76.68±0.32 | 77.93±0.18 | 78.29±0.26 | 78.52±0.18 | 79.51±0.02 | 78.14±0.15 | 79.71±0.25 | 80.96±0.34 |

### Table II

| Network   | Net1   | Net2   | Net1   | Net2   | Net1   | Net2   | Net1   | Net2   | Net1   | Net2   |
|-----------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| #params   | 0.47M  | 0.50M  | 0.48M  | 0.50M  | 0.48M  | 0.50M  | 0.48M  | 0.50M  | 0.48M  | 0.50M  |
| Baseline  | 0.73±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 |
| DML       | 0.73±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 |
| AFD       | 0.73±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 |
| KDCL      | 0.73±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 |
| PCL       | 0.73±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 |
| CKD-MKT   | 0.73±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 |
| L-MCL (Ours) | 0.73±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 | 0.74±0.03 | 0.73±0.03 |
comparison of WRN-16-2 v.s WRN-40-2 is 72.55% v.s 76.89%. Moreover, we observe that the performance improvement of a given network may be approximate by partnering with various networks of different capacities. For example, ResNet-110 shows 4.42%, 4.27%, 4.73% and 3.88% accuracy gains when combined with ResNet-32, ResNet-56, WRN-28-4 and ShuffleNetV2 respectively. Analogously, WRN-40-2 achieves 3.35%, 3.53%, 3.83% and 3.40% accuracy improvements when WRN-16-2, WRN-28-4, ResNet-56 and ShuffleNetV2 are used as partners, respectively. This superiority allows us to apply L-MCL for resource-constrained scenarios to enhance the target network by selecting a lightweight network as the partner.

Extend Online KD Methods to Three Networks. As shown in Table III, we experiment with online KD methods on three networks. As the number of networks in the cohort increases, most approaches generally lead to better accuracy gains than the scenario of two networks. This is because more networks may capture richer knowledge for collaborative learning. Our L-MCL consistently achieves the best performance and outperforms the previous SOTA PCL with 1.36%, 1.52% and 1.34% average gains on ResNet, WRN and ShuffleNet families, respectively. The results further verify our claim that performing contrastive representation learning is an effective way for online KD. It seems that the performance gains of online KD methods may saturate at three networks.

Comparison Under Few-Shot Scenario. In practice, available training samples may be scarce. As shown in Fig. 4, we conduct experiments on various online KD methods under few-shot scenario with different percentages of training data. The performance is evaluated on the WRN-40-2 backbone. We retain 25%, 50%, 75% and 100% samples of the training set, respectively. We maintain the original test set unchanged.

B. Results of Transfer Learning to Image Classification on STL-10 and TinyImageNet

STL-10 and TinyImageNet Dataset. STL-10 [58] contains 5K labeled training images and 8 K test images in 10 classes. TinyImageNet\(^1\) includes 100 K training images and 10 k test images in 200 classes. Each input image is downsampled to 32×32 to match the size of CIFAR-100 under the transfer learning setup. And we follow the data augmentation and preprocessing pipeline as same as CIFAR-100.

Implementation Details. We freeze the feature extractor pre-trained on CIFAR-100 and train a linear classifier over the transferred dataset. We utilize a SGD optimizer with a momentum of 0.9, a batch size of 64 and a weight decay of 0. The initial learning rate starts at 0.1 and is decayed by 10 at the 30-th, 60-th and 90-th epochs within the total 100 epochs.

Comparison of Transfer Learning to STL-10 and TinyImageNet. A desirable property of online KD methods is to guide

---

1\(^{http://tiny-imagenet.herokuapp.com/} \)
the network to acquire general feature representations that can well transfer to other unseen semantic recognition tasks. We follow the linear classification protocol [25] to quantify the transferability of features. A network is pre-trained by CIFAR-100 and served as a frozen feature extractor. We train a supervised linear classifier (a fully-connected layer followed by softmax) to perform 10-way (for STL-10) or 200-way (for TinyImageNet) classification.

As shown in Table IV, we observe that the current online KD methods cannot improve the downstream classification performance effectively compared to the baseline. We conjecture that logit-based distillation might make the network biased towards the original task. In contrast, our MCL or L-MCL can significantly enhance the downstream classification. L-MCL achieves the best results and outperforms the baseline with average margins of 4.86% and 4.89% on STL-10 and TinyImageNet, respectively. The results reveal that our L-MCL can lead the network to learn well-generalized feature representations.

C. Results on ImageNet Classification

ImageNet. ImageNet [31] is a large-scale image classification dataset that contains 1.2 million training images and 50 K validation images in 1000 classes. As the common protocol, we follow the standard data augmentation and preprocessing pipeline [2]. The input size of each image is 224 × 224.

Implementation Details. All CNN networks are trained by SGD with a momentum of 0.9, a batch size of 256 and a weight decay of 1 × 10⁻⁴. The initial learning rate starts at 0.1 and is decayed by 10 at 30 and 60 epochs within the total 90 epochs. As suggested by Wu et al. [55], we use τ = 0.07 on ImageNet for similarity calibration and d = 128 as the contrastive embedding size. We adopt memory-based contrastive sample mining, retrieving one positive and K = 8192 negative embeddings from the online memory bank. The training setup of Swin Transformer are followed by the original paper [59]. More analyses about hyper-parameter strategies are shown in Section V-E.

Comparison With SOTA Online KD Methods Under Two Peer Networks With the Same Architecture. As shown in Table VIII, we further conduct experiments on the more challenging ImageNet to compare various online KD approaches applied to several networks, including ResNet family [1] and light-weight ShuffleNetV2 [57]. Our L-MCL shows the best classification performance on ImageNet among OKD methods. Compared with the baseline, L-MCL achieves 1.43%, 1.44%, 2.07% and 1.66% accuracy gains on ResNet-18, ResNet-34, ResNet-50 and ShuffleV2, respectively. It also beats the SOTA CKD-MKT [41] with an average improvement of 0.78%. The result demonstrates the scalability of mutual contrastive learning for KD on the large-scale dataset. L-MCL outperforms the previous MCL with an average gain of 0.80%, demonstrating the superiority of layer association for MCL.

Comparison With SOTA Online KD Methods Under Two Networks With Different Architectures. As shown in Table VI, we further conduct experiments on two different network architectures for online KD methods, where 'Net2' represents a higher-capacity network than 'Net1'. Our L-MCL achieves the best classification performance among online KD methods and results in consistent gains over baselines across different network pairs. When trained by L-MCL combined with ResNet-50, ShuffleNetV2 and ResNet-18 achieve the best 66.44% and 71.69% accuracy performance, outperforming baseline with an average improvement of 0.78%. The result demonstrates the scalability of mutual contrastive learning for KD on the large-scale dataset. L-MCL outperforms the previous MCL with an average gain of 0.80%, demonstrating the superiority of layer association for MCL.
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baseline with 0.08%~1.21% points when combined with the small ShuffleNetV2 trained by previous online KD approaches. In contrast, our L-MCL robustly boosts network pairs for joint training. The results verify the scalability of our L-MCL to work well on the different-architecture setup for the large-scale ImageNet.

**Apply L-MCL to Vision Transformer.** Beyond CNN, we also extend L-MCL to Swin Transformer [59], a representative powerful vision transformer architecture. We also compare logit-level DML [16] method. Notice that other online KD methods are designed for CNN and cannot be extended to vision transformer. As shown in Table VII, L-MCL can achieve 0.86% and 0.54% improvements on Swin-Tiny and Swin-Small, even if the baseline performance is already high. In contrast, the logit-level DML only leads to marginal gains around 0.1%~0.2% points. The results reveal that mutual contrastive learning is also critical for vision-transformer-based online KD.

| Network #Params | Swin-Tiny | Swin-Small |
|-----------------|-----------|------------|
| Baseline        | 11.59M    | 21.80M     |
| DML [16]        | 81.28     | 82.94      |
| MCL [33]        | 81.74     | 83.26      |
| L-MCL (Ours)    | 82.14     | 83.48      |

**E. Ablation Study and Parameter Analysis**

**Ablation Study of Loss Terms in L-MCL.** As shown in Table IX, we observe that each loss term about contrastive learning is conducive to the performance gain. Compared to the baseline, ICL achieves 3.05% and 2.40% accuracy improvements on ResNet-110 and WRN-40-2, while the conventional VCL obtains 2.06% and 0.77%. This is because ICL is more informative than VCL by aggregating cross-network embeddings and aims to maximize the mutual information among networks. We further compare VCL and ICL coupled with their derived soft labels. The loss combination of $\mathcal{L}^{ICL}_{w} + \mathcal{L}^{Soft}_{ICL}$ outperforms the counterpart of $\mathcal{L}^{VCL} + \mathcal{L}^{Soft}_{VCL}$ with 1.20% and 1.21% accuracy margins on ResNet-110 and WRN-40-2, respectively. The results verify our claim that ICL and its soft labels are more crucial than the conventional VCL and its soft labels. Finally, summarizing VCL and ICL into a unified framework can maximize the performance gain for collaborative representation learning.
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Ablation Study of Various Layer-Matching Mechanisms. A crucial distinction of L-MCL over the previous MCL is various feature embeddings from different stages are used for contrastive learning. Feature embeddings generated from different convolutional stages often encode various patterns of representational information [14]. This motivates us to perform layer-wise MCL of intermediate features beyond the final embeddings. We investigate three manners of layer-matching between two networks $f_a$ and $f_b$:

1) one-to-one: MCL between the same-staged intermediate layers, i.e.,

$$\lambda_{a,b}^{l_a,l_b} = \begin{cases} 1, & l_a = l_b \\ 0, & l_a \neq l_b \end{cases}$$  (24)

2) all-to-all: MCL among all layer pairs, i.e., $\lambda_{a,b}^{l_a,l_b} = 1$.
3) weighted-all-to-all: MCL among all layer pairs with the weight $\lambda_{a,b}^{l_a,l_b}$ learned by meta-optimization.

Notice that $\lambda_{a,b}^{l_a,l_b}$ is the layer-matching weight defined in (13). As shown in Table XI, weighted-all-to-all achieves the best performance among three layer-matching mechanisms, and outperforms others with significant margins. Theoretically, the mechanisms of (1) one-to-one and (2) all-to-all are specific cases of weighted-all-to-all from the perspective of $\lambda$ optimization. From the view of feature abstraction, matched layers between two different networks may have semantic gaps for mutual contrastive learning. Therefore, performing the weighted-all-to-all mechanism to finish adaptive layer association is more reasonable.

Analysis of Learned Layer-Matching weights. To further prove the effectiveness of the proposed layer-matching mechanism, we show the statistics of matching weights $\lambda$ on the same (ResNet32-ResNet110) or different (ResNet110-ShuffleNetV2) architecture pairs in Fig. 5. We find that the mechanism tends to match the same-level layers with large weights while also assigning moderate weights to other layers. This reveals that our weighted mechanism with meta-optimization adaptively captures the semantic relations between paired feature layers in a data-driven way, compared to the manual layer-matching. This advantage allows our method readily to extend to any network pair without consideration of architectural differences.

Impact of Different Sample Mining Methods and the Number of Negative Samples. As shown in Fig. 6, we investigate two different methods of contrastive sample mining (referred to Section IV-E) with various numbers of negatives jointly. We conduct experiments on CIFAR-100 and ImageNet, representing the small- and large-scale datasets, respectively. First, both the two contrastive sample mining methods benefit from a larger $K$. And $K$ would saturate at a certain capacity for the memory bank. This observation is similar to some previous self-supervised works [25], [55] under the memory bank mechanism. It also suggests that more negative samples can guide the network to learn better feature representations. This is possibly because the increased mutual information encourages more knowledge transfer among networks, as claimed in (6).

Generally, the mini-batch-based method outperforms the memory-bank-based counterpart under the same $K$ because those contrastive feature embeddings within the same mini-batch are consistent [25]. However, the batch size limits available negative samples in the mini-batch. As shown in Fig. 6(a), the performance upper-bound of the memory bank underperforms...
Fig. 6. Comparison of two different methods of contrastive sample mining under various numbers of negative samples. The number of negatives is $K - 2$ in the mini-batch-based mining (offset by two since the positive pair is retrieved from the same batch) and $K$ in the memory-bank-based mining.

Impact of Contrastive Embedding Dimension. We examine the impact of embedding dimension $d$ to compute contrastive distributions for L-MCL on CIFAR-100 and ImageNet. We start from $d = 32$ to $d = 256$ and find accuracy performance steadily increases from 32, reaches plateaus at 128, and saturates at 256.

Impact of Loss Coefficients $\alpha$ and $\beta$. As shown in Fig. 7, we investigate the impact of weight coefficients $\alpha$ and $\beta$, where $\alpha \in (0, 1]$ and $\beta \in (0, 1]$. We find that $\alpha \in [0.05, 0.4]$ works well for InfoNCE-based contrastive learning over supervised learning, but the performance decreases as $\alpha$ is greater than 0.4. We speculate that the larger percentage of contrastive learning may affect the original supervised task loss. Moreover, we also observe that KL-divergence-based $\beta$ works well towards a weight of 1.0. This paper chooses $\alpha = 0.1$ and $\beta = 1.0$ as the best choices.

Does MCL Make Networks More Similar? With the mutual mimicry by MCL, one may ask whether output embeddings of different networks in the cohort would get more similar. To answer this question, we visualize the learned embedding spaces of two ResNet-32 with independent training and MCL, as shown in Fig. 8. We observe that two networks trained with MCL indeed show more similar feature distributions compared with the independent training baseline. However, the network trained by MCL achieves better accuracy performance than the baseline. This observation reveals that various networks using MCL can learn more common knowledge from others. Moreover, compared with the independent training, MCL can enable each network to learn a more discriminative embedding space, benefiting the downstream classification performance.

VI. CONCLUSION

We propose Mutual Contrastive Learning, a method for online KD that trains a cohort of models from the perspective of contrastive representation learning. Layer-wise MCL is performed...
over the intermediate and final feature layers to facilitate sufficient
knowledge interaction and maximize the mutual information
between two networks. Experimental results across a broad
range of visual recognition tasks, including image classification
and object detection, demonstrate the superiority of layer-wise
MCL to learn better features. This further leads to better perfor-
mane than other popular logit-level online KD approaches. We
hope our work can foster future research to take advantage of
representation learning to improve online KD rather than only
focusing on logit-level knowledge.

ACKNOWLEDGMENTS

The authors would like to thank anonymous reviewers for
their valuable comments.

REFERENCES

[1] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image
recognition,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2016,
pp. 770–778.
[2] G. Huang, Z. Liu, L. Van Der Maaten, and K. Q. Weinberger, “Densely
connected convolutional networks,” in Proc. IEEE Conf. Comput. Vis.
Pattern Recognit., 2017, pp. 4700–4708.
[3] C. Yang et al., “Gated convolutional networks with hybrid connectiv-
ity for image classification,” in Proc. AAAI Conf. Artif. Intell., 2020,
pp. 12 581–12 588.
[4] S. Ren, K. He, R. Girshick, and J. Sun, “Faster R-CNN: Towards real-time
object detection with region proposal networks,” IEEE Trans. Pattern Anal.
Mach. Intell., vol. 39, no. 6, pp. 1137–1149, Jun. 2017.
[5] K. He, G. Gkioxari, P. Dollár, and R. Girshick, “Mask R-CNN,” in Proc.
IEEE Int. Conf. Comput. Vis., 2017, pp. 2961–2969.
[6] C. Yang, H. Zhou, Z. An, X. Jiang, Y. Xu, and Q. Zhang, “Cross-
image relational knowledge distillation for semantic segmentation,” in
Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2022,
pp. 12 319–12 328.
[7] C. Yang, Z. An, C. Li, B. Diao, and Y. Xu, “Multi-objective pruning for
CNNs using genetic algorithm,” in Proc. Int. Conf. Artif. Neural Netw.,
Springer, 2019, pp. 290–305.
[8] L. Cai, Z. An, C. Yang, Y. Yan, and Y. Xu, “Prior gradient mask guided
pruning-aware fine-tuning,” in Proc. AAAI Conf. Artif. Intell., 2022,
pp. 140–148.
[9] A. Gholami, S. Kim, Z. Dong, Z. Yao, M. W. Mahoney, and K. Keutzer,
“A survey of quantization methods for efficient neural network inference.”
arXiv:2103.13630, 2021.
[10] H.inton, O. Vinyals, and J. Dean, “Distilling the knowledge in a neural
network,” 2015, arXiv:1503.02531.
[11] C. Yang et al., “MixSKD: Self-knowledge distillation from mixup for
image recognition,” in Proc. 17th Eur. Conf. Comput. Vis., Tel Aviv, Israel,
Springer, Oct. 23–27, 2022, pp. 534–551.
[12] A. Romero, N. Ballas, S. E. Kahou, A. Chassang, C. Gatta, and Y. Bengio,
“FitNets: Hints for thin deep nets,” Springer, Oct. 23–27, 2022, pp. 534–551.
[13] M. Balasubramanian, Y. Zhang, H. Qin, T. M. Hospedales, and H. Lu,
“Deep mutual learning,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern
Recognit., 2020, pp. 11 020–11 029.
[14] G. Lu, S. Yu, Y. Xie, and R. Xiong, “Hierarchical self-supervised
knowledge distillation,” in Proc. Int. Conf. Mach. Learn., PMLR, 2020,
pp. 2060–2069.
[15] S. Li et al., “Distilling a powerful student model via online knowledge
distillation,” in Proc. Int. Conf. Mach. Learn., PMLR, 2019, pp. 1217–1223.
[16] A. Gholami, S. Kim, Z. Dong, Z. Yao, M. W. Mahoney, and K. Keutzer,
“Relational knowledge distillation,” in Proc. Int. Conf. Mach. Learn.,
Springer, 2020, pp. 18661–18673.
[17] C. Yang, Z. An, L. Cai, and Y. Xu, “Hierarchical mutual learning via
multiknowledge transfer,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern
Recognit., 2020, pp. 9729–9738.
[18] Y. Ge, D. Chen, and H. Li, “Mutual mean-teaching: Pseudo label refine-
ment for unsupervised domain adaptation on person re-identification,” in
Proc. Int. Conf. Learn. Representations, 2020, pp. 1–15.
[19] S. Li et al., “Self-supervised distillation for visual representation learning,”
in Proc. Int. Conf. Learn. Representations, 2021, pp. 1–21.
[20] A. Krizhevsky et al., “Learning multiple layers of features from tiny im-
ages,” Masters thesis, Dept. Comput. Sci., Univ. Toronto, 2009, pp. 1–58.
[21] J. Deng, W. Dong, R. Socher, L.-J. Li, L. Li, and L. Fei-Fei, “ImageNet:
A large-scale hierarchical image database,” in Proc. IEEE Conf. Comput.
Vis. Pattern Recognit., 2009, pp. 248–255.
[22] T.-Y. Lin et al., “Microsoft COCO: Common objects in context,” in
Proc. Eur. Conf. Comput. Vis., Springer, 2014, pp. 740–755.
[23] C. Yang, Z. An, L. Cai, and Y. Xu, “Mutual contrastive learning for visual
representation learning,” in Proc. AAAI Conf. Artif. Intell., 2022, pp. 3045–
3054.
[24] S. Li et al., “Cross-layer distillation with semantic calibration,” in
Proc. AAAI Conf. Artif. Intell., 2021, pp. 7028–7036.
[25] B. Heo, M. Lee, S. Yun, and J. Y. Choi, “Knowledge transfer via distillation
of activation boundaries formed by hidden neurons,” in Proc. AAAI Conf.
Artif. Intell., 2019, pp. 3779–3787.
[26] W. Park, D. Kim, Y. Lu, and M. Cho, “Relational knowledge distillation,” in
Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2019, pp. 3967–3976.
[27] B. Peng et al., “Correlation congruence for knowledge distillation,” in
Proc. IEEE Int. Conf. Comput. Vis., 2019, pp. 5007–5016.
[28] S. I. Mirzadeh, M. Farajtabar, A. Li, N. Levine, A. Matsukawa, and H.
Ghasemzadeh, “Improved knowledge distillation via teacher assistant,” in
Proc. AAAI Conf. Artif. Intell., 2020, pp. 5191–5198.
[29] N. Passalis, M. Tzelepi, and A. Tefas, “Heterogeneous knowledge distilla-
tion using information flow modeling,” in Proc. IEEE/CVF Conf. Comput.
Vis. Pattern Recognit., 2020, pp. 2339–2348.
[30] X. Jin et al., “Knowledge distillation via route constrained optimization,” in
Proc. IEEE/CVF Int. Conf. Comput. Vis., 2019, pp. 1345–1354.
[31] J. Gou, L. Sun, B. Yu, L. Du, K. Ramamohanarao, and D. Tao,
“Collaborative knowledge distillation via maknowledge transfer,” IEEE
Trans. Neural Netw. Learn. Syst., early access, Oct. 20, 2022, doi:
10.1109/TNNLS.2022.3212733.
[32] A. Tarvainen and H. Valpola, “Mean teachers are better role models:
Weight-averaged consistency targets improve semi-supervised deep learn-
ing results,” in Proc. Adv. Neural Inf. Process. Syst., 2017, pp. 1195–1204.
[33] S. Li et al., “Distilling a powerful student model via online knowledge
distillation,” IEEE Trans. Neural Netw. Learn. Syst., early access, Mar. 07,
2022, doi: 10.1109/TNNLS.2022.3152732.
[34] J. He, B. Wu, S. J. Maybank, and D. Tao, “Knowledge distillation: A
survey,” Int. J. Comput. Vis., vol. 129, no. 6, pp. 1789–1819, 2021.
[35] R. Hadsell, S. Chopra, and Y. LeCun, “Dimensionality reduction by
learning an invariant mapping,” in Proc. IEEE Conf. Comput. Vis. Pattern
Recognit., 2006, pp. 1278–1285.
[36] A. Hermans, L. Beyer, and B. Leibe, “In defense of the triplet loss for
person re-identification,” 2017, arXiv:1703.07377.
[47] H. Oh Song, Y. Xiang, S. Jegelka, and S. Savarese, “Deep metric learning via lifted structured feature embedding,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2016, pp. 4004–4012.

[48] A. V. D. Oord, Y. Li, and O. Vinyals, “Representation learning with contrastive predictive coding.” 2018, arXiv:1807.03748.

[49] G. Xu, Z. Liu, X. Li, and C. C. Loy, “Knowledge distillation meets self-supervision,” in Proc. 16th Eur. Conf. Comput. Vis., Glasgow, Springer, UK, Aug. 23–28, 2020, pp. 588–604.

[50] B. Colson, P. Marcotte, and G. Savard, “An overview of bilevel optimization,” Ann. Operations Res., vol. 153, no. 1, pp. 235–256, 2007.

[51] L. Franceschi, M. Donini, P. Frasconi, and M. Pontil, “Forward and reverse gradient-based hyperparameter optimization,” in Proc. Int. Conf. Mach. Learn., PMLR, 2017, pp. 1165–1173.

[52] R. Zhang, P. Isola, and A. A. Efros, “Colorful image colorization,” in Proc. Eur Conf. Comput. Vis., Springer, 2016, pp. 649–666.

[53] T. Miyato, S.-I. Maeda, M. Koyama, and S. Ishii, “Virtual adversarial training: A regularization method for supervised and semi-supervised learning,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 41, no. 8, pp. 1979–1993, Aug. 2019.

[54] X. Wang, H. Zhang, W. Huang, and M. R. Scott, “Cross-batch memory for embedding learning,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2020, pp. 6388–6397.

[55] Z. Wu, Y. Xiong, S. X. Yu, and D. Lin, “Unsupervised feature learning via non-parametric instance discrimination,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2018, pp. 3733–3742.

[56] K. N. Zagoruyko S, “Wide residual networks,” in Proc. Int. Conf. Artif. Intell. Statist., 2016, pp. 1–15.

[57] N. Ma, X. Zhang, H.-T. Zheng, and J. Sun, “ShuffleNet V2: Practical guidelines for efficient CNN architecture design,” in Proc. Eur. Conf. Comput. Vis., 2018, pp. 116–131.

[58] A. Coates, A. Y. Ng, and H. Lee, “An analysis of single-layer networks in unsupervised feature learning,” in Proc. Int. Conf. Artif. Intell. Statist., 2011, pp. 215–223.

[59] Z. Liu et al., “Swin transformer: Hierarchical vision transformer using shifted windows,” in Proc. IEEE/CVF Int. Conf. Comput. Vis., 2021, pp. 10 012–10 022.

[60] K. Chen et al., “MMDetection: Open MMLab detection toolbox and benchmark,” 2019, arXiv:1906.07155.

Chuanguang Yang received the BE degree from Shandong Normal University, Jinan, China, in 2018. He is currently working toward the PhD degree with the Institute of Computing Technology, Chinese Academy of Sciences, China. He has published papers on some prestigious refereed conferences such as CVPR, ICCV, ECCV, AAAI and IJCAI etc. His research interests include knowledge distillation, visual representation learning and image classification.

Zhulin An received the BEng and MEng degrees in computer science from the Hefei University of Technology, Hefei, China, in 2003 and 2006, respectively and the PhD degree from the Chinese Academy of Sciences, Beijing, China, in 2010. He is currently with the Institute of Computing Technology, Chinese Academy of Sciences, where he became a senior engineer in 2014. His current research interests include optimization of deep neural network and lifelong learning.

Helong Zhou received the BE degree from Wuhan University and the MS degree from the National Taiwan University of Science and Technology. He is now a tech lead of Horizon Robotics in Beijing. His work focuses specifically on trajectory prediction, knowledge distillation, self-supervised learning and GAN.

FuZhen Zhuang (Member, IEEE) received the PhD degree in computer science from the Institute of Computing Technology, Chinese Academy of Sciences, Beijing, China, in 2011. He is currently a professor with the Institute of Artificial Intelligence, Beihang University, Beijing, China. His research interests include machine learning, data mining, transfer learning, multi-task learning, recommendation systems and knowledge graph. He has published more than 150 papers in the prestigious refereed journals and conference proceedings, such as Nature Communications, IEEE Transactions on Knowledge and Data Engineering, Proceedings of IEEE, IEEE Transactions on Neural Networks and Learning Systems, ACM Transactions on Intelligent Systems and Technology, KDD, WWW, SIGIR, NeurIPS, IJCAI, AAAI, and ICDE.

Yongjun Xu received the BE in computer communication from the Xi’an Institute of Posts & Telecoms (China) in 2001 and the PhD in computer communication from the Institute of Computing Technology, Chinese Academy of Sciences, Beijing, China in 2006. He is a professor with the Institute of Computing Technology, Chinese Academy of Sciences (ICT-CAS) in Beijing. His current research interests include artificial intelligence systems, and Big Data processing.

Qian Zhang received the BE and MS degrees from Central South University, Changsha, China, in 2008 and 2011, respectively, and the PhD degree in pattern recognition and intelligent systems from the Institute of Automation, Chinese Academy of Sciences, Beijing, China, in 2014. His current research interests include computer vision and machine learning.