PERFUSION IMAGING IN DEEP PROSTATE CANCER DETECTION FROM MP-MRI: CAN WE TAKE ADVANTAGE OF IT?
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ABSTRACT

To our knowledge, all deep computer-aided detection and diagnosis (CAD) systems for prostate cancer (PCa) detection consider bi-parametric magnetic resonance imaging (bp-MRI) only, including T2w and ADC sequences while excluding the 4D perfusion sequence, which is however part of standard clinical protocols for this diagnostic task. In this paper, we question strategies to integrate information from perfusion imaging in deep neural architectures. To do so, we evaluate several ways to encode the perfusion information in a U-Net like architecture, also considering early versus mid fusion strategies. We compare performance of multiparametric MRI (mp-MRI) models with the baseline bp-MRI model based on a private dataset of 219 mp-MRI exams. Perfusion maps derived from dynamic contrast enhanced MR exams are shown to positively impact segmentation and grading performance of PCa lesions, especially the 3D MR volume corresponding to the maximum slope of the wash-in curve as well as Tmax perfusion maps. The latter mp-MRI models indeed outperform the bp-MRI one whatever the fusion strategy, with Cohen’s kappa score of $0.318 \pm 0.019$ for the bp-MRI model and $0.378 \pm 0.033$ for the model including the maximum slope with a mid fusion strategy, also achieving competitive Cohen’s kappa score compared to state of the art.

Index Terms— prostate cancer, mp-MRI, dynamic MRI, segmentation, CNN.

1. INTRODUCTION

Deep learning has become the state-of-the-art approach for the processing and analysis of many medical imaging problems, including detection and segmentation tasks. Many CAD systems for prostate cancer (PCa) detection and segmentation from MRI are based on convolutional neural networks (CNN) [1]. However, deep models render difficult the inclusion of high dimensional input data, such as 4-dimensional (4D) perfusion MR. In addition, the impact of this MR dynamic contrast enhanced (DCE) modality in PCa detection is controversial [2, 3, 4, 5]. As a consequence, as far as we know, all deep PCa segmentation models using original MR images as input (thus excluding the radiomics-based approaches) only include T2 weighted (T2w) and diffusion weighted imaging (DWI) sequences, leading to bi-parametric (bp) models. In this paper, we question the contribution of the dynamic sequence in the context of the challenging task of segmentation and grading of PCa in mp-MRI, addressed in few studies [6, 7, 8, 9]. We evaluate several ways to encode the perfusion information in 3D and compare performance of mp-MRI models with the baseline bp-MRI model.

2. MATERIALS AND METHODS

2.1. Perfusion maps
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Fig. 1: Example perfusion maps considered in this study. Higher values of the parametric maps ((b) to (e)) are shown in red while lower values are in blue. This example shows a GS 3+4 lesion drawn on the T2w sequence. GT: ground truth.

Several types of perfusion maps were derived from the time series of 3D dynamic contrast enhanced (DCE) image stacks acquired for each patient after the bolus injection of gadolinium contrast agent. These maps consist either in specific 3D MR volumes extracted at specific time points from the time series or from semi-quantitative parametric maps extracted from the processing of kinetic curves at voxel level, as illustrated in Figure 1.
$T_{\text{max}}$ maps are parametric maps, where each voxel value corresponds to the time where the maximum value of the time intensity curve was observed. The unit is arbitrary since dynamic MR shows variable temporal resolution.

**Wash-in** The wash-in period corresponds to the period of the time intensity curve ranging from the onset to the time of peak intensity, where the onset is defined as the time corresponding to the maximum acceleration on the time-intensity curve. The wash-in maps are derived by computing the slope observed in the time-intensity curve during the wash-in period at voxel level. The higher the wash-in slope, the faster the wash-in speed, that is a suspicious sign of cancer tissue.

**Wash-out** Similarly to the wash-in map, the wash-out map contains the voxel-based slope values observed in the time-intensity curve during the wash-out time period ranging from $T_{\text{max}}$ until the end of the acquisition.

**Maximum slope time volume** This 3D map is the 3D MR volume of the DCE times series corresponding to the volume where the maximum slope (or signal enhancement) was observed in the signal intensity curve.

**Maximum percentage of enhancement maps** This 3D map reflects the percentage enhancement from the signal intensity changes between the first image and the images obtained during the wash-in period, regardless of the time when the maximal enhancement appears. Those maps were described in [10].

Quantitative pharmacokinetic maps derived from compartmental modeling such as $K_{\text{trans}}$, $K_{\text{ep}}$, $V_c$ and $V_e$ were not considered because of their high dependence to the arterial input function and variability depending on the MR scanner acquisition parameters [11].

### 2.2. Data description

The private dataset used in this study consists of a series of axial T2w, apparent diffusion coefficient (ADC) and DCE MR images from 219 patients, acquired in clinical practice at our partner clinical center. Imaging was performed on three different scanners from different constructors and magnetic field strengths: 67 exams on a 1.5T Symphony scanner (Siemens Medical Systems), 126 on a 3T scanner Discovery scanner (General Electric) and 26 on a 3T Ingenia scanner (Philips Healthcare). For DCE imaging, an intravenous injection of 0.2ml/kg of gadoterate meglumine was performed at 3 ml/s. Temporal resolution was adapted to the field strength and depends on the scanner. All patients underwent a radical prostatectomy. After correlation with the whole-mount specimens, the uroradiologists outlined reported 338 prostate lesions as well as all prostate contours. Their distribution according to the Gleason score (GS) group is detailed in Table 1, where GS 3+3 and GS $\geq 8$ represent the less and most aggressive cancers, respectively. The detailed protocol and acquisition parameters can be found in [12].

### 2.3. Multiclass deep segmentation of PCa

The model used in this work is based on a standard four blocks U-Net [13], with batch normalization layers to reduce over-fitting and leaky ReLu activations. It produces a 6-channels segmentation maps, corresponding to 6 class labels for the background, the overall prostate area, GS 6, GS 3+4, GS 4+3 and GS $\geq 8$ lesions. This standard U-Net architecture was shown efficient for the detection and grading of PCa with bp-MRI [7, 9].

Two different fusion strategies of the different modalities were considered in this work as depicted on Figure 2:

- **Early fusion**, where all considered modalities are stacked in a multichannel input;
- **Mid fusion**, where each modality is encoded independently into distinct convolutional branches of the U-Net, sharing the same decoding branch. Feature maps from each encoding branch are concatenated in the latent space after the encoders (after the 10th convolutional layer).

For each fusion strategy, we considered one baseline biparametric model including T2w and ADC maps as well as different multiparametric models accounting for one of the perfusion maps listed above in addition to the T2w and ADC maps.

### 2.4. Experiments

Each model was trained and validated using a 5-fold cross-validation, with 4 replicates for each cross-validation experiment for more representative results. Multichannel input MR images were resampled to a $1 \times 1 \times 3$ mm$^3$ voxel size and automatically cropped to a $96 \times 96$ pixels region on the image’s center. Intensity was linearly normalized into [0, 1] by volume. Data augmentation was applied during the training phase to reduce overfitting and batch size was set to 32. All models were trained using a combination of the dice loss and cross entropy, with Adam optimizer and a L2 weight regularization with $\gamma = 10^{-4}$. The initial learning rate was set to $10^{-3}$ with a 0.5 decay after 25 epochs without validation loss improvement. The pipeline was implemented with the Keras-Tensorflow 2.4 library.

| GS 3+3 | GS 3+4 | GS 4+3 | GS $\geq 8$ | Total |
|--------|--------|--------|-------------|-------|
| 104    | 126    | 56     | 52          | 338   |
Lesion detection performance was evaluated through free-response receiver operating characteristics (FROC) analysis, first considering the performance of each model to discriminate clinically significant (CS) lesions (GS > 6), then its ability to discriminate lesions of each GS group. Cohen's quadratic weighted kappa coefficient was also computed at the lesion level as described in [9].

3. RESULTS

Table 2 shows detection and segmentation performance of CS (GS > 6) lesions for each perfusion map and each fusion strategy in comparison with the baseline bp-MRI model. Considering the early fusion strategy, the addition of the max slope volume, Tmax or wash-out map to the T2 and ADC maps is shown to boost the model performance compared to the baseline. For the max slope and the Tmax maps, we observe a sensitivity gain of 5.4% and 4.1% respectively at 1 false positive (FP), 2.6% and 3.3% at 2FP and the maximum sensitivity increased by 5.8% and 5.9%. For those 2 models, the maximal number of FP is also reduced by 0.152 for the max slope and 0.172 for the Tmax. % enhancement and wash-in maps are not shown to bring discriminant information for this task. Considering the Cohen's kappa coefficient, the best value of 0.343 ± 0.050 is obtained with the wash-out model, that outperforms the baseline (0.318 ± 0.019).

Performance achieved with the two best performing parametric maps (Tmax and max slope volume) of the early fusion scenario were compared to that achieved with the same perfusion maps in the mid-fusion strategy. This approach does not show a clear impact: at 1FP, sensitivities of these 3 models (second part of Table 2) are lower than with the early fusion strategy, but at 2FP, the max slope and Tmax sensitivities are higher than with the early fusion strategy.

Table 3 allows a finer analysis of the sensitivity for each Gleason Score (GS) group. It reflects the model ability to both localize lesions and assign their correct GS. Regarding the early fusion strategy, here again, models trained with Tmax perfusion map or max slope volume outperform the baseline, except for the GS 3+4 (class with the highest number of lesions in the dataset, see Table 1) where sensitivities of all models are very close and for the GS 3+3 for Tmax. The wash-out is also shown to perform well and outperform the baseline for each GS but the GS 3+4 at 1.5FP. The mid fusion strategy seems to outperform the early fusion, in particular when accounting for Tmax perfusion map.

4. CONCLUSIONS

This study demonstrates that perfusion maps derived from DCE MR exams positively impact the performance of deep multiclass segmentation models of PCa. Reported performance are in par with the state of the art and outperform the reported kappa of 0.172 ± 0.169 [8] with a bp-MRI ordinal regression model on the ProstateX-2 challenge dataset. Performance gain was shown to depend on the considered perfusion maps and fusion strategy. Although no strict guidelines could be driven from this study, we showed that, globally, the Tmax, and max slope volume improved detection sensitivity of CS and GS PCa lesions. This is concordant with other studies where the Tmax was found to have a significant impact on the detection of PCa lesions [14]. The mid fusion strategy seems to be beneficial both in terms of detection sensitivity and prostate segmentation. The concatenation of each sequence data at a higher representation level is likely to allow extracting more discriminant features from each MR sequence. This fusion strategy might also be less sensitive to small misalignment between sequences.

Our study does not demonstrate the positive impact of wash-in maps unlike some other standard radiomic studies [15, 16]. This might be explained by the way we extracted wash-in maps: the end of the wash-in period was indeed defined at the time where the brightest intensity was observed in the voxel, that might be reached at the end of the acquisition. In addition, the intensity normalisation was performed after the volume slices were cropped to a 96 × 96 size, so it doesn’t consider the external iliac vein and artery, where a high signal is observed at the arrival time. This might induce high inter-variability of the wash-in maps impairing the impact of this perfusion map.

Perspectives would be to further evaluate the impact of the perfusion map normalisation as well as include together the three perfusion maps (Tmax, max slope, wash-out) in addition to the T2w and ADC maps in the U-Net based PCa segmentation model, in a early or mid fusion strategy.
| Model                      | Kappa     | Sensi at 1 FP | Sensi at 2 FP | Sensi max | Max FP     | Dice prostate |
|----------------------------|-----------|--------------|--------------|-----------|------------|--------------|
| **Early fusion**           |           |              |              |           |            |              |
| baseline : bp-MRI          | 0.318 ± 0.019 | 0.544 ± 0.029 | 0.660 ± 0.030 | 0.674 ± 0.031 | 2.134 ± 0.139 | 0.789 ± 0.002 |
| bp-MRI + max slope         | 0.303 ± 0.054 | **0.598 ± 0.026** | 0.686 ± 0.036 | 0.705 ± 0.039 | 1.982 ± 0.304 | 0.769 ± 0.007 |
| bp-MRI + % enhancement     | 0.312 ± 0.035 | 0.525 ± 0.019 | 0.649 ± 0.025 | 0.693 ± 0.030 | 2.525 ± 0.185 | 0.771 ± 0.002 |
| bp-MRI + Tmax              | 0.328 ± 0.026 | 0.585 ± 0.020 | **0.693 ± 0.024** | 0.706 ± 0.019 | **1.962 ± 0.165** | 0.770 ± 0.008 |
| bp-MRI + wash-in           | 0.281 ± 0.020 | 0.541 ± 0.041 | 0.659 ± 0.030 | 0.687 ± 0.024 | 2.308 ± 0.388 | 0.784 ± 0.013 |
| bp-MRI + wash-out          | **0.343 ± 0.050** | 0.553 ± 0.021 | 0.665 ± 0.015 | 0.680 ± 0.015 | 2.302 ± 0.104 | 0.778 ± 0.003 |
| **Mid fusion**             |           |              |              |           |            |              |
| baseline : bp-MRI          | 0.333 ± 0.060 | 0.529 ± 0.017 | 0.656 ± 0.010 | 0.687 ± 0.010 | 2.440 ± 0.341 | 0.792 ± 0.004 |
| bp-MRI + max slope         | **0.378 ± 0.033** | 0.569 ± 0.029 | 0.693 ± 0.022 | 0.708 ± 0.017 | **1.929 ± 0.111** | **0.798 ± 0.004** |
| bp-MRI + Tmax              | 0.315 ± 0.064 | **0.582 ± 0.041** | **0.712 ± 0.009** | **0.732 ± 0.007** | 2.331 ± 0.399 | 0.778 ± 0.008 |

Table 2: Segmentation performance. Results correspond to the average metrics obtained on 4 replicates of 5-fold cross-validation. The best results for each metric and fusion strategy are in bold.

| Model                      | GS ≥ 8 | GS 4+3 | GS 3+4 | GS 3+3 |
|----------------------------|--------|--------|--------|--------|
|                            | 1.5 FP | 1 FP   | 1.5 FP | 1 FP   | 1.5 FP | 1 FP   |
| **Early fusion**           |        |        |        |        |
| baseline : bp-MRI          | 0.57 ± 0.06 | 0.56 ± 0.05 | 0.42 ± 0.07 | 0.41 ± 0.06 | **0.45 ± 0.02** | **0.37 ± 0.01** | 0.14 ± 0.05 | 0.12 ± 0.04 |
| bp-MRI + max slope         | **0.64 ± 0.03** | **0.62 ± 0.02** | 0.46 ± 0.03 | 0.45 ± 0.04 | 0.43 ± 0.05 | 0.37 ± 0.02 | **0.17 ± 0.04** | **0.15 ± 0.03** |
| bp-MRI + % enhan.          | 0.62 ± 0.03 | 0.61 ± 0.02 | 0.42 ± 0.08 | 0.40 ± 0.06 | 0.43 ± 0.02 | 0.36 ± 0.04 | 0.06 ± 0.04 | 0.06 ± 0.03 |
| bp-MRI + Tmax              | 0.61 ± 0.03 | 0.61 ± 0.03 | **0.47 ± 0.02** | **0.46 ± 0.01** | 0.44 ± 0.03 | 0.36 ± 0.01 | 0.09 ± 0.03 | 0.08 ± 0.03 |
| bp-MRI + wash-in           | 0.54 ± 0.09 | 0.52 ± 0.05 | 0.45 ± 0.02 | 0.45 ± 0.02 | 0.44 ± 0.05 | 0.37 ± 0.05 | 0.10 ± 0.02 | 0.09 ± 0.02 |
| bp-MRI + wash-out          | 0.60 ± 0.04 | 0.59 ± 0.05 | 0.46 ± 0.02 | 0.45 ± 0.03 | 0.44 ± 0.02 | 0.37 ± 0.03 | 0.16 ± 0.02 | 0.14 ± 0.02 |
| **Mid fusion**             |        |        |        |        |
| baseline : bp-MRI          | 0.56 ± 0.04 | 0.55 ± 0.03 | 0.45 ± 0.10 | 0.44 ± 0.09 | 0.46 ± 0.02 | 0.38 ± 0.04 | **0.20 ± 0.02** | **0.17 ± 0.02** |
| bp-MRI + max slope         | **0.58 ± 0.05** | **0.56 ± 0.03** | 0.37 ± 0.03 | 0.37 ± 0.03 | 0.47 ± 0.02 | 0.39 ± 0.02 | 0.17 ± 0.03 | 0.16 ± 0.04 |
| bp-MRI + Tmax              | **0.58 ± 0.05** | **0.54 ± 0.03** | **0.51 ± 0.03** | **0.49 ± 0.04** | **0.50 ± 0.03** | **0.43 ± 0.06** | 0.11 ± 0.02 | 0.10 ± 0.02 |

Table 3: Mean detection sensitivity for each GS group. Results correspond to the average metrics obtained on 4 replicates of 5-fold cross-validation. The best results for each metric and fusion strategy are in bold.

(a) ground truth  (b) baseline : bp-MRI  (c) bp-MRI + max slope  (d) bp-MRI + Tmax  (e) bp-MRI + wash-out

Fig. 3: Example predictions for the same slice for several models. The two outlined regions in the ground truth image correspond to GS 3+4 (green) and GS 4+3 (blue) PCa lesions, respectively.
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