Volume fluctuation and multiplicity correlation on higher-order cumulants
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Initial volume fluctuation (VF) arising from the participant fluctuation would be the background which should be subtracted experimentally from the measured higher-order cumulants. We study the validity of the Volume Fluctuation Correction (VFC) on higher-order net-proton cumulants by using simple toy model and UrQMD model in Au+Au collisions at √sNN = 200 GeV for various centrality definitions. The results are compared to the conventional data driven method called Centrality Bin Width Correction (CBWC). We find VFC works well in toy model assuming independent particle production (IPP), but does not seem to work well in UrQMD model. It is also found that cumulants are strongly affected by the multiplicity correlation effect as well as the centrality resolution effect.

I. INTRODUCTION

In heavy-ion collision experiments, the study of event-by-event fluctuation is a powerful tool to characterize the thermodynamic properties of the hot and dense QCD matter. According to the Lattice QCD calculations, an analytic crossover exists at µB ≈ 0. However, the detailed structure of the QCD phase diagram at larger µB resolution including the location of the critical point [1–3], which is the end point of the first-order phase transition boundary, is not known well. According to the theoretical predictions, higher-order fluctuations of conserved quantities, such as net-baryon, net-charge and net-strangeness, diverge near the critical point. Experimentally, net-proton and net-kaon are measured as a proxy for the net-baryon and net-strangeness. In order to study the detailed structure of the QCD phase diagram, Beam Energy Scan I (BES-I) program was carried out from 2010 to 2014 at BES-I, Beam Energy Scan II (BES-II) program has been carried out from 2010 to 2014 at √sNN = 7.7, 11.5, 14.5, 19.6, 27, 39, 62.4 and 200 GeV at RHIC. The STAR experiment published up to the fourth-order fluctuations of net-proton, net-charge and net-kaon distributions [4,6], and recently up to the sixth-order fluctuations of net-proton and net-charge distributions are measured [7]. At fourth-order fluctuation of net-proton with transverse momentum 0.4 < pT < 2 GeV/c, non-monotonic behaviour has been observed in 0-5% centrality at low energy regions with large uncertainties [8]. In order to shrink the errors observed in BES-I, Beam Energy Scan II (BES-II) program has been conducted to investigate lower energy regions with high statistics from 2019.

Initial volume fluctuation (VF) is the event-by-event fluctuation of number of participant nucleons (Np) in heavy-ion collision experiment. On higher-order event-by-event fluctuation analysis, the VF is one of the experimental backgrounds which should be taken into account. Specifically, it is well known that experimentally measured cumulants of net-particles are artificially enhanced due to the VF [9]. One possible way to suppress the VF is applying Centrality Bin Width Correction (CBWC) [10] which is a conventional data driven method, and the STAR experiment has been using this method. However, there might be some residual fractions of VF backgrounds even with CBWC. Recently, a new correction method called Volume Fluctuation Correction (VFC) [10] is proposed under the assumption of the independent particle production (IPP) model. The HADES experiment applied VFC to the experimental data [11], and the validity of the VFC has already been studied by using simple toy model [10]. However, it is not obvious that VFC works well when we apply VFC to the experimental data because IPP model is expected to be broken in the real experiment. Thus, it is important to study the validity of the VFC in more realistic situations without IPP assumption.

More importantly, it is expected that the value of cumulants strongly depends on the centrality definitions, which are often determined by experimentally measured charged particle multiplicities. It is known that there are two effects called centrality resolution effect and auto-correlation effect [9]. The centrality resolution effect depends on multiplicity scale, and related to the VF. On the other hand, it is expected that auto-correlation can be removed by using different kinematic window between centrality definitions and cumulant measurements. However, even though we remove auto-correlation, multiplicity correlation between centrality and the measured cumulant may still exist, which will also affect the measured cumulants. We call this effect multiplicity correlation effect. The auto-correlation and the centrality resolution effects were studied for some cases [9,12], but it is still not clear how cumulants are affected by the multiplicity correlation. At STAR experiment, centralities are defined using charged particle multiplicities in mid-rapidity regions by the Time Projection Chamber (TPC) in BES-I. From BES-II, the Event Plane Detector (EPD), whose acceptance is 2.1 < |η| < 5.1, has been used for the centrality determination [13], but it is unknown that how cumulants are affected when we use EPD instead of TPC. In order to answer this question, detailed studies about both VF and multiplicity correlation effect are needed.

This paper is organized as follows. In Sec. II, we introduce observables in event-by-event fluctuation analysis. In Sec. III A and III B we explain the volume fluctuation and two correction methods called CBWC and VFC. The centrality resolution effect is also explained with CBWC. Then, in Sec. III C multiplicity correlation is discussed as well as auto-correlation. In Sec. IV we perform VFC and CBWC by using two models, toy model and UrQMD model. Finally, in Sec. V and in Sec. VI we discuss the
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results and summarize this paper.

II. OBSERVABLES

The moment and cumulant generating function, which are represented by \( M(\theta) \) and \( K(\theta) \), respectively, are defined as:

\[
\begin{align*}
K(\theta) &= \ln(M(\theta)), \\
M(\theta) &= \langle e^{\theta X} \rangle,
\end{align*}
\]

where \( N \) is the net-proton number and \( \langle X \rangle \) represents the event-average of \( X \). The \( n^{th} \)-order cumulants are defined by

\[
C_n = \frac{d^n}{d\theta^n} K(\theta)|_{\theta=0}.
\]

Up to the fourth-order cumulants can be written as:

\[
\begin{align*}
C_1 &= \langle N \rangle, \\
C_2 &= \langle (\delta N)^2 \rangle, \\
C_3 &= \langle (\delta N)^3 \rangle, \\
C_4 &= \langle (\delta N)^4 \rangle - 3\langle (\delta N)^2 \rangle^2,
\end{align*}
\]

where \( \delta N = N - \langle N \rangle \).

In addition, \( M \) (mean), \( \sigma^2 \) (variance), \( S \) (skewness) and \( \kappa \) (kurtosis) can be expressed by cumulants as:

\[
\begin{align*}
M &= C_1, \\
\sigma^2 &= C_2 - C_1^2, \\
S &= \frac{C_3}{(C_2)^{3/2}}, \\
\kappa &= \frac{C_4}{(C_2)^2}.
\end{align*}
\]

By taking of different order of cumulants, the effect of the volume can be canceled out, which are expressed by moment products as:

\[
S\sigma = \frac{C_3}{C_2}, \quad \kappa\sigma^2 = \frac{C_4}{C_2}.
\]

III. VOLUME FLUCTUATION AND MULTIPLICITY CORRELATION

A. Centrality Bin Width Correction (CBWC)

Centralities are defined by the impact parameter \( b \) or number of participants \( N_W \), but these values cannot be measured directly in the real experiment. Experimentally, centralities are determined using charged particle multiplicities. For example, when we define 10% centrality divisions, 0-10% centrality corresponds to the largest 10% multiplicity events. However, even if we measure cumulants for each centrality bin, \( N_W \) fluctuates event-by-event, which leads to the artificial enhancement of cumulants. CBWC was proposed in order to suppress this VF. Cumulants for each centrality bin are calculated by taking weighted average for each multiplicity bin as follows:

\[
C_n = \sum_r w_r C_{(n,r)}, \quad w_r = \frac{N_r}{\sum_r N_r},
\]

where \( N_r \) and \( C_{(n,r)} \) are number of events and \( n^{th} \)-order cumulants in \( r^{th} \) multiplicity bins, respectively. From Eq. (10), one may find that the result of CBWC directly depends on the centrality resolution. Since we cannot measure all produced particles due to the limited experimental acceptance and detector efficiency, we cannot eliminate VF completely even if cumulants are measured for each multiplicity bin \[10\]. We call this effect centrality resolution effect.

B. Volume Fluctuation Correction (VFC)

The VFC is derived from IPP \[10\], where measured net-particle was expressed by the sum of the net-particles from each source. If we suppose \( N_W \) is the number of sources, the moment generating function can be written as

\[
M_{\Delta N}(\theta) = (M_{\Delta N}(\theta))^N_W,
\]

where \( M_{\Delta N}(\theta) \) and \( M_{\Delta n}(\theta) \) represent the moment generating function of measured net-particles and net-particles from each source, respectively. Cumulants are given by the derivatives of the cumulant generating function \( K_{\Delta N}(\theta) = \ln(M_{\Delta N}(\theta)) \). Cumulants up to the fourth-order are given by \[10\]:

\[
\begin{align*}
C_1(\Delta N) &= \langle N_W \rangle C_1(\Delta n), \\
C_2(\Delta N) &= \langle N_W \rangle C_2(\Delta n) + \langle (\Delta n)^2 \rangle C_2(N_W), \\
C_3(\Delta N) &= \langle N_W \rangle C_3(\Delta n) + 3\langle (\Delta n)^3 \rangle C_2(\Delta n) C_2(N_W) + \langle (\Delta n)^4 \rangle C_2(N_W), \\
C_4(\Delta N) &= \langle N_W \rangle C_4(\Delta n) + 4\langle (\Delta n)^3 \rangle C_2(\Delta n) C_2(N_W) + 3\langle (\Delta n)^2 \rangle C_2(\Delta n) C_3(N_W) + (\Delta n)^4 C_4(N_W),
\end{align*}
\]

where \( C_n(\Delta N) \) and \( C_n(\Delta n) \) are the cumulants of \( \Delta N \) and \( \Delta n \) distributions, respectively. From Eq. (13)-(15), we find that \( C_n(\Delta N) \) is not only written by the sum of the \( C_n(\Delta n) \) but also \( N_W \) cumulant \( (C_n(\Delta W)) \) terms. Those \( C_n(N_W) \) terms represent the VF background under the IPP assumption, which should be subtracted from measured cumulants.

C. Multiplicity Correlation Effect

Measured cumulants are strongly affected not only by the centrality resolution effect which has already mentioned in Sec. [III A] but also by the auto-correlation effect. When we use the same particles for both cumulant measurements and the centrality determinations, cumulants are artificially suppressed due to the auto-correlation effect \[9\]. Experimentally, centralities are often determined in different kinematic window from cumulant measurements in order to avoid the auto-correlation. In the case of net-proton analysis at the STAR experiment, centrality is determined in \(|y| < 1\), and net-proton is measured in \(|y| < 0.5\) \[4\]. Therefore, if we use all charged particle multiplicities for centrality definitions, the same particles are used for both centrality definitions and cumulant measurements in \(|y| < 1\) and \(|y| < 0.5\), which leads to the auto-correlation. In order to avoid the auto-correlation,
centralities are determined by charged particle multiplicities excluding protons and anti-protons. However, even though we use the different kinematic window or different particles, the positive multiplicity correlation between measured cumulants and the centrality may still exist. This multiplicity correlation could also affect the measured cumulants. We call this effect multiplicity correlation.

In order to estimate the correction terms in the Eq. (13)-(15), we need to determine the cumulants of $N_W$ for each centrality. For the description of multiplicity dependent efficiency of the detector, another parameter $\epsilon$ has been also introduced to the net-proton analysis from STAR in Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV [4], which are shown in the top right in Fig. 1. Another parameter $\epsilon$ has been also introduced to describe multiplicity dependent efficiency of the detector. Figure 1 (a) shows the correlation between multiplicity and $N_W$ by Glauber simulation and two component model. (b) $N_W$ distributions for each centrality. (c)(d)(e) Second to the fourth-order $N_W$ cumulants as a function of $\langle N_W \rangle$. Number of events are 100 Million.

IV. NUMERICAL ANALYSIS

In this section, we perform a similar numerical analysis as in Ref. [10] in order to clarify the assumptions in VFC. In Sec. IV B UrQMD model is analyzed, which are compared to Sec. IV A to point out the issue of VFC. The importance of the multiplicity correlation will be also discussed.

A. Toy Model

In order to estimate the correction terms in the Eq. (13)-(15), we need to determine the cumulants of $N_W$ distribution. We use the Glauber model to define the centrality. The final state multiplicity for centrality determination is produced from each source defined by two-component model,

$$N_{\text{source}} = (1 - x) \frac{N_W}{2} + x N_{\text{coll}},$$

where $N_{\text{source}}$ and $N_{\text{coll}}$ represent the number of source and number of collisions, respectively. The Negative Binomial Distribution (NBD) is employed to implement the source-by-source multiplicity fluctuations. The probability function of NBD is expressed by

$$P_{k,n_{pp}}(n) = \frac{\Gamma(n+k)}{\Gamma(n+1)\Gamma(k)} \left( \frac{n_{pp}}{k} \right)^n \left( \frac{n_{pp}}{k} + 1 \right)^{-(n+k)},$$

where $n_{pp}$ represents the averaged number of produced particles from each source, and the $k$ controls the width of the NBD. The parameters of Glauber simulation (Nucleon radius, differential cross section, etc.), the parameters of NBD $(n_{pp}, k)$ and $x$ have been taken from the net-proton analysis from STAR in Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV [4], which are shown in the top right in Fig. 1. Another parameter $\epsilon$ has been also introduced to describe multiplicity dependent efficiency of the detector. Figure 1 (a) shows the correlation between multiplicity and $N_W$, where the centralities are defined by dividing the multiplicities into 10 classes, which are shown in red lines. Figure 1 (b),(c),(d) and (e) show the $N_W$ distributions and the second to the fourth-order cumulants for each centrality.

Next, particles of interest, whose event-by-event distributions are analyzed, are generated from each participant nucleons independently (IPP) based on two Poisson distributions. The parameters of the Poisson distributions ($\lambda_p$ and $\lambda_B$) are defined as:

$$\lambda_p N_W = N_p,$$
\[ \lambda p N_W = N_p, \]  

where we require that the efficiency corrected value of \( C_1 \) of protons (\( N_p \)) and anti-protons (\( N_{\bar{p}} \)) can be reproduced \[4\], and \( N_W \) is given by the Glauber model event-by-event. We can also use the fixed \( N_W \) (averaged at each centrality) in order to see the pure cumulants without VF.

B. UrQMD Model

The Ultra relativistic Quantum Molecular Dynamics (UrQMD) \[14, 15\] is the microscopic transport model. This model is based on hadron-hadron scattering, and can describe the excitation and decay of hadronic resonances and strings. In this paper, the data of UrQMD model in Au+Au collisions at \( \sqrt{s_{NN}} = 200 \text{ GeV} \) is used. The number of events are 45 Million. Net-proton cumulants are measured in \( |y| < 0.5 \), with the transverse momentum range \( 0.4 < p_T < 2.0 \text{ GeV}/c \). The centrality is determined in \( |y| < 1 \) excluding proton and anti-proton, which is the same as current net-proton cumulant analysis at the STAR experiment \[4\].

We also define various centralities by using different kinematic window, \( 1 < |y| < 2, 2 < |y| < 3, 3 < |y| < 4 \) and \( 4 < |y| < 5 \) excluding protons and anti-protons. Figure 2 shows the \( \eta \) distribution of charged multiplicity in UrQMD model, and each dotted line shows the boundary of the various centralities. We can see two peaks structures around \( |y| = 7-8 \), which correspond to the spectators. In addition, we define centrality in \( 2 < |y| < 5 \) by counting \( \pi^{\pm}, K^{\pm} \) multiplicities or \( \pi^{\pm}, K^{\pm} \) and \( \rho(p) \) multiplicities, which are close to the EPD acceptance (\( 2.1 < |y| < 5.1 \)). In the toy model in Sec. IV A true cumulants, which does not include VF, can be defined by using fixed \( \langle N_W \rangle \) instead of \( N_W \). Since this method is not available in UrQMD, we introduce CBWC for each \( N_W \) which we call "CBWC-N". In UrQMD simulations, \( N_W \) can be obtained directly. Cumulants are calculated for each \( N_W \) bin like a standard CBWC method shown in Eq. (10). In other words, bin-by-bin cumulants are measured in \( N_W \) dimension in CBWC-N whereas cumulants are measured in multiplicity dimension in standard CBWC. Since in VFC we define that the VF is arising from \( N_W \) fluctuation, we can compute the pure cumulants using CBWC-N method. We define two types of CBWC-N method. The first definition, which we call "definition1", centralities are determined by charged particle multiplicities, and then cumulants are calculated for each \( N_W \) bin. The second definition, which we call "definition2", centralities are determined by dividing \( N_W \) distribution, and then cumulants are calculated for each \( N_W \) bin. The CBWC-N of the first definition depends on how to determine centralities, such as \( \eta \) region and centrality resolution, while the second definition is only determined by \( N_W \) distribution itself. Cumulants are measured for each method and centrality definition, and compared to the results of toy model. Regarding the VFC, there are two ways to calculate \( N_W \) cumulants to get correction terms in Eq. (13)-(15). One way is to perform Glauber fitting to the charged multiplicity distributions, divide it into centralities and extract \( N_W \). The other way is to calculate \( N_W \) cumulants by \( N_W \) distribution given by UrQMD model. In order to apply VFC in more realistic situation, Glauber fitting is applied in this paper. Centralities are also determined by the Glauber fitting to the multiplicity distributions.

FIG. 2. \( \eta \) distribution of charged particles at \( \sqrt{s_{NN}} = 200 \text{ GeV} \) in UrQMD model. Dotted lines show \( |y| = 1, 2, 3, 4, 5 \), respectively.

V. RESULTS

A. Toy Model Results

Figure 3 shows the second to the fourth-order cumulants of net-proton distributions as a function of \( \langle N_W \rangle \) with 10% centrality step. For black squares, \( N_W \) is fixed at the value of the averaged number of participant nucleons \( \langle (N_W) \rangle \) in each centrality bin, they thus do not include VF. Green round symbols show the raw results without any corrections, which include the fluctuation of the \( N_W \) in each centrality. \( C_1 \) is not shown because \( C_1 \) is not affected by VF. The red dotted lines and the green solid lines show the Poisson baselines and the expected values including \( N_W \) fluctuation estimated from Eq. (12)-(15), respectively. The \( N_W \) fixed results are consistent with the Poisson baselines, and the raw results are also consistent with the expected baselines in all cases. It is found that \( C_2 \) is unchanged for all cases. This is because \( \Delta n \) is small enough at \( \sqrt{s_{NN}} = 200 \text{ GeV} \) in Eq. (13). For \( C_3 \) and \( C_4 \), the raw results are larger than the \( N_W \) fixed results, which indicates that the raw results are enhanced by VF.

Now let us compare the results of CBWC and VFC to see which method works better. The VFC results (red cross) are consistent with the \( N_W \) fixed results which indicates that VFC works well in this model. As mentioned in Sec. IV B VFC relies on IPP assumption, and IPP is assumed in the toy model. Therefore, it is natural that VFC works well in toy model by definition. On the other hand, the CBWC results are smaller than the raw results but larger than the \( N_W \) fixed results. This indicates that CBWC can reduce VF but cannot completely eliminate the VF. Therefore, CBWC is not enough in toy model case. Figure 4 shows the \( C_4/C_2 \) \( (= \kappa^2) \) of net-proton distributions as a function of \( \langle N_W \rangle \) for 10%, 5% and 2.5% centrality divisions. In 10% centrality step, the raw results contain larger VF compared to the results with 5%
and 2.5% step centralities, but the raw results are larger than VFC and the $N_W$ fixed results due to the residual VF in any cases. On the other hand, the VFC results are consistent with the $N_W$ fixed results in any cases and do not depend on centrality bin width by definition.

B. UrQMD Results

Figure 3 shows the second to the fourth-order cumulants of net-proton distributions as a function of $\langle N_W \rangle$ in UrQMD model for 10% centrality step. Centralities are determined by counting $\pi^{\pm}$ and $K^{\pm}$ with the pseudorapidity range $|\eta| < 1$. The black squares are CBWC-N results, and the standard CBWC results are shown as the blue open stars. Green round and red cross symbols represent the raw and VFC results, respectively. $C_3$ is not affected by VF due to the small value of $\Delta n$, which is the same as Fig. 3 but it can be found that results of $C_3$ and $C_4$ seem qualitatively different from Fig. 3.

In Fig. 4, the results of $N_W$ fixed, which correspond to CBWC-N in Fig. 3 are smaller than the CBWC results, and the VFC results are consistent with the $N_W$ fixed results. However, In Fig. 5 it is found that the results of CBWC-N are larger than standard CBWC results, and the VFC results are smaller than both of them except for the most central collisions, which cannot be explained by VF. One of the reason is that IPP would be broken in UrQMD model. As was explained in Sec. III B, VFC formulas rely on the IPP assumption. So once it is broken, VFC loses its validity, which could be one of the reasons why VFC does not seem to work well in UrQMD model.

However, it is still not clear why the CBWC results are larger than the CBWC-N results at $C_3$ and $C_4$ in all centralities, because the CBWC results including residual VF should be larger than the CBWC-N results which do not include VF. In order to study these behaviour, we measure net-proton for various centrality definitions.

Figure 4 shows $C_4/C_2$ as a function of $\langle N_W \rangle$ by using toy model for 10% (left), 5% (middle) and 2.5% (right) centrality step. The color and marker differences are the same as Fig. 3.
FIG. 5. From the second to the fourth-order net-proton cumulants as a function of $\langle N_W \rangle$ by using UrQMD model for 10% centrality step.

FIG. 6. $C_3/C_2$ and $C_4/C_2$ of net-proton distributions as a function of $\langle N_W \rangle$ by using UrQMD model simulation for 10% centrality divisions for different centrality definitions drawn in different markers. Centralities are determined in $|\eta| < 1$, $1 < |\eta| < 2$, $2 < |\eta| < 3$, $3 < |\eta| < 4$ and $4 < |\eta| < 5$ excluding proton (anti-proton) drawn in different colors. Raw, CBWC and VFC results are shown from left to right. CBWC-N results by definition 2 and definition 1 are shown in black solid lines and colored dotted lines, respectively.

FIG. 7. (a)(b) Correlations between multiplicities used for the centrality definitions and the number of protons and anti-protons in $|\eta| < 0.5$ in UrQMD model. $N_W$ is fixed to 200, and centralities are defined within $|\eta| < 1$ in (a) and $4 < |\eta| < 5$ in (b) excluding protons and anti-protons. (c) Correlation coefficient as a function of pseudo-rapidity regions used for the centrality definitions.
bles resemble a multiplicity correlation. Figure 7(a) and (b) show the correlation between \(N_p + N_\bar{p}\) measured in \(|\eta| < 0.5\) and the multiplicities used for the centrality determinations, where \(N_p\) and \(N_\bar{p}\) represent the number of protons and anti-protons, respectively, and \(N_W\) is fixed to 200. Centralities are determined within \(|\eta| < 1\) in Fig. 7(a) and \(4 < |\eta| < 5\) in Fig. 7(b), and the correlation in Fig. 7(a) seems stronger than Fig. 7(b). In order to discuss these multiplicity correlations more quantitatively, the correlation coefficient is introduced by,

\[
Cor = \frac{\sigma_{XY}}{\sigma_X \sigma_Y},
\]

(20)

where \(\sigma^2_X\) and \(\sigma_{XY}\) denote the variance of \(X\) and the covariance of \(X\) and \(Y\), respectively. The values of \(0 < Cor < 1\) indicate the positive correlations, and \(-1 < Cor < 0\) indicate the negative correlations. If there is no correlation between \(X\) and \(Y\), \(Cor\) takes 0. Figure 4(c) shows the correlation coefficient as a function of pseudo-rapidity window used for the centrality definitions. From Fig. 4 the correlation becomes weaker when we define the centralities in forward pseudo-rapidity regions. Therefore, cumulants become smaller in stronger multiplicity correlations, which can be deduced by comparing Fig. 6 and Fig. 7. Thus, as well as bad centrality resolution [9], less multiplicity correlation may enhance the cumulants in forward rapidity regions. However, it is not clear which is the dominant reason of the enhancements in forward rapidity regions, bad centrality resolutions or less multiplicity correlations. In order to answer this question, we define centralities with good resolution in forward rapidity regions. Figure 5 is almost the same as Fig. 6, but only centrality definitions are different. Color differences represent the different centrality definitions, the pseudo-rapidity range with \(|\eta| < 1\) and \(2 < |\eta| < 5\). Centralities are determined by \(\pi^\pm\) and \(K^\pm\). For \(2 < |\eta| < 5\), we also try including protons and anti-protons, which assumes EPD in the STAR experiment. The difference between with and without proton (anti-proton) for centrality definition is small. Furthermore, these systematic differences for various centrality definitions of VFC are larger than CBWC, and the differences between VFC and CBWC-N are larger than CBWC and CBWC-N. These results imply CBWC might be better than VFC in UrQMD model, while VFC was the best method in the toy model by definition. If we apply VFC to the experimental data, we have to note that IPP is expected to be broken in the real experiment.

![Figure 8](image)

**FIG. 8.** \(C_2/C_2\) and \(C_4/C_2\) of net-proton distributions as a function of \(\langle N_W \rangle\) by using UrQMD model simulation for 10% centrality divisions for different centrality definitions drawn in different markers. Centralities are determined in \(|\eta| < 1\), \(2 < |\eta| < 5\) excluding proton (anti-proton) and \(2 < |\eta| < 5\) including proton (anti-proton) drawn in different colors. Raw, CBWC and VFC results are shown from left to right. CBWC-N results by definition2 and definition1 are shown in black solid lines and colored dotted lines, respectively.
VI. CONCLUSIONS

Validity of the volume fluctuation correction and importance of the multiplicity correlation on higher cumulants are discussed by using toy model assuming IPP and UrQMD simulation. In toy model, even if CBWC has been applied or using 2.5% centrality division, effect from VF can not be removed completely while VFC works well in all cases by definition. In UrQMD, however, VFC does not seem to work well, which would be because IPP model is broken. In addition, we found that cumulants depend on how to determine centralities because of centrality resolution and multiplicity correlation effect. The multiplicity correlation seems enhance the measured cumulants, which might indicate that cumulants measured by EPD centrality definitions may be larger than that in mid-rapidity. We have to consider these effects for future higher-order cumulants analysis. In addition, these systematic differences for various centrality definitions of VFC are larger than CBWC, and the CBWC results are closer to the CBWC-N results than VFC. Therefore, we have to consider these effects if VFC is applied to experimental data.
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