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Abstract. Model-free knockoffs is a recently proposed technique for identifying covariates that is likely to have an effect on a response variable. The method is an efficient method to control the false discovery rate in hypothesis tests for separate covariates. This paper presents a generalization of the technique using multiple sets of model-free knockoffs. This is formulated as an open question in Candes et al. [4]. With multiple knockoffs, we are able to reduce the randomness in the knockoffs, making the result stronger. Since we use the same structure for generating all the knockoffs, the computational resources is far smaller than proportional with the number of knockoffs.

1. Introduction

Many applications have a large number of potential covariates that may influence the response variable of interest. The standard method to reduce the number of covariates, is to perform hypothesis tests for each of the covariates in order to identify a small number of covariates where we can reject the hypothesis that the covariate have no influence on the response variable. The challenge is to control the false discovery rate, FDR, in these hypothesis tests. In a series of recent papers [1], [4], [2] and [3] a new method denoted model-free knockoffs is presented. This approach assumes that we known the joint distribution of the covariates, but makes no assumptions on the relationship between the covariates and the response function. Further, we assume that the observations of the response are independent and identically distributed.

We develop this new approach further by applying several sets of independent and identically distributed sets of knockoffs. This was proposed as an open question in Candes et al. [4]. This approach increases the power of the method by reducing the randomness in the simulated knockoffs. We introduce a new assumption and based on this assumption, we prove stronger bounds for FDR when the number of sets of knockoffs increases. Except for proposing several sets of knockoffs, we follow the approach in Candes et al. [4] closely.

We assume a typical linear regression model

\[ y = X\beta + \varepsilon \]

where \( y \in R^n \) is a vector of response, \( X \in R^{n \times p} \) is a known design matrix, \( \beta \in R^p \) is an unknown vector of coefficients and \( \varepsilon \sim N(0, \sigma^2 I) \) is Gaussian noise. Both \( n \) and \( p \) may be large and there is limited data, i.e. we don’t expect \( n \gg p \). We may have \( n < p \).

It is natural as a hypothesis, to assume that each covariate does not influence the response variable. Based on data, we will reject this hypothesis for some of the covariates. More formally, we define the set \( S \) of covariates where \( j \notin S \) if the response \( Y \) is independent of \( X_j \) conditionally on all the other variables \( X_{-j} \). \( S \) is denoted the Markov blanket of \( Y \), see [4]. Our hypothesis is that \( j \in H_0 = \Omega \setminus S \) where \( \Omega \) is the set of all covariates. Our estimate \( \hat{S} \) of \( S \) consists of the covariates
where we reject the hypothesis that \( j \in H_0 \). We want to control the FDR by \( E \#(j : j \in (\hat{S} \setminus \hat{S}))/\#(j : j \in \hat{S}) \leq q \) for a given constant \( q < 1 \).

2. Model

We follow the approach of Barber and Candes [1] and Candes et al. [4] but instead of making one set of knockoffs, we will generate \( k \) sets of independent knockoffs. Each set of knockoffs has the same property as in Candes et al. [4]. In [4] it is assumed a perfect knowledge of the distribution of \( X \). This is generalized to an approximate knowledge of \( X \) in [3]. We follow the approach in [4] but our approach works equally well for the assumptions in [3].

Under a Gaussian assumption the sets of knockoffs may be performed as follows:

Assume that the original covariates have the form \( X \sim N(0, \Sigma) \) after a normalization. The covariates for each set of knockoff \( \tilde{X}_i \) for \( i = 1, 2, \ldots, k \) must satisfy

\[
(X, \tilde{X}_i) \sim N(0, G)
\]

where

\[
G = \begin{bmatrix}
\Sigma & \Sigma - \text{diag}\{s\} \\
\Sigma - \text{diag}\{s\} & \Sigma
\end{bmatrix}.
\]

The knockoffs may be simulated from the distribution

(1) \( \tilde{X}_i \mid X \sim N(\mu, V) \)

where \( \mu \) and \( V \) satisfy the standard regression formulas:

\[
\mu = X - X\Sigma^{-1}\text{diag}\{s\}
\]

\[
V = 2\text{diag}\{s\}X - \text{diag}\{s\}\Sigma^{-1}\text{diag}\{s\}.
\]

Here \( \text{diag}\{s\} \) is any diagonal matrix such that \( V \) is positive definite. However, we know that the strength of our prediction increases when the elements in \( \text{diag}\{s\} \) increase since this reduces the dependence between \( X_j \) and \( \tilde{X}_{j,i} \) for each component \( j \).

Based on the covariates \( (X, \tilde{X}_i) \), we may generate the variables \( Z_i = (Z_{1,i}, \ldots, Z_{p,i}) \) and the knockoff variables \( \tilde{Z}_i = (\tilde{Z}_{1,i}, \ldots, \tilde{Z}_{p,i}) \). These are typically generated from t-statistics as

\[
T_i = (Z_{1,i}, \ldots, Z_{p,i}, \tilde{Z}_{1,i}, \ldots, \tilde{Z}_{p,i}) = t((X, \tilde{X}_i), y)
\]

where \( y \) is the response variable in the data and \( i = 1, \ldots, k \).

The t-statistics is typically the absolute value of the estimated Lasso coefficient of the component. Then a large absolute value of \( Z_{j,i} \) indicates that component \( j \) is significant while we know that the value of \( \tilde{Z}_{j,i} \) is independent of whether there is signal in component \( j \). Compared to the notation in Candes et al. [4] \( Z_{j,i} \) corresponds to \( Z_j \) and \( \tilde{Z}_{j,i} \) correspond to \( \tilde{Z}_j \) for \( i = 1, \ldots, 2k - 1 \). All the knockoff variables \( \tilde{Z}_{j,i} \) may be generated with the same \( s \) in Candes et al. making the computational resources necessary for generating the knockoffs far smaller than proportional with the number of knockoffs.

Define the sets of knockoffs \( \tilde{Z}_{j,i} \) for \( i = 1, 2, \ldots, 2k - 1 \) and the statistics

(2) \( W_{j,1} = Z_{j,1} - \frac{1}{k-1} \sum_{u=k+1}^{2k-1} \tilde{Z}_{j,u} \)

and

(3) \( W_{j,i} = \tilde{Z}_{j,i} - \frac{1}{k-1} \sum_{u=k+1}^{2k-1} \tilde{Z}_{j,u} \)
for \( i = 2, \ldots, k \). All these statistics have the same distribution under \( H_0 \). For \( k = 2 \) this formula gives the expressions \( W_{j,1} = Z_{j,1} - \bar{Z}_{j,3} \) and \( W_{j,2} = Z_{j,2} - \bar{Z}_{j,3} \) which is slightly different than in [4]. Here, we have chosen \( k - 1 \) elements in the sums (2) and (3). We could have chosen any other integer number. For \( k > 2 \), \( W_{j,i} \) is not symmetric in contrast to Candes et al. [4]. A large value of \( W_{j,1} \) indicates that the variable \( j \) is significant, i.e. \( \beta_j \neq 0 \) while a large value of \( W_{j,i} \) for \( i > 1 \) is only due to randomness. We consider \( W_{j,1} > T \) for a threshold \( T > 0 \) as an indication that component \( j \) is significant. Hence, we must count the number of \( W_{j,i} > t > 0 \) for different thresholds \( t \) for \( i = 1 \) and \( i > 1 \) respectively. In order to control the false discovery rate, FDR, it is essential that \( W_{j,1} \) and \( W_{j,1} \) have the same density for \( i = 2, 3, \ldots, k \) for each \( j = 1, 2, \ldots, p \) when \( j \in H_0 \). Inspired by Barber and Candes [1] and Candes et al. [4] we define the threshold

\[
T = \min\{t > 0 : \frac{\#\{j, i > 1 : W_{j,i} \geq t\}}{\#\{j : W_{j,i} \geq t\}(k - 1)} \leq q\}
\]

We define \( T = \infty \) if the set described above are empty. We reject that \( j \in H_0 \) if \( W_{j,1} \geq T \).

Define \( I(W_{j,i} \geq T) = 1 \) if \( W_{j,i} \geq T \) and 0 otherwise. Then we may formulate the following Theorem bounding the false discovery rate FDR.

**Theorem 2.1.** Assume

\[
E \frac{I(W_{u,1} \geq T)}{(\sum_{j=1}^{p} I(W_{j,1} \geq T)) \lor 1} \leq E \frac{I(W_{u,i} \geq T)}{(\sum_{j=1}^{p} I(W_{j,1} \geq T)) \lor 1}
\]

for \( i = 2, 3, \ldots, k \) and \( u = 1, 2, \ldots, p \) assuming \( u \in H_0 \). Then

\[
FDR = E \frac{\sum_{j=1}^{p} \sum_{j=1}^{p} I(W_{j,1} \geq T)}{(\sum_{j=1}^{p} I(W_{j,1} \geq T)) \lor 1} \leq q
\]

for all integers \( k > 1 \). The expectation is taken over the noise in the response \( \varepsilon \) and the knockoffs \( \tilde{X} \) while keeping the covariates \( X \) fixed.

It is necessary to verify the assumption (6). If \( W_{j,i} \) have the same properties for all values of \( j \) and \( i \), the assumption is satisfied. This follows from the following calculation. We may assume \( \sum_{j=1}^{p} I(W_{j,1} \geq t) \geq 1 \). If this is not the case, the left hand side is vanishing and the assumption is satisfied trivially. When we take the sum over all possible left hand sides of inequality (6), we get:

\[
\sum_{v=2}^{k} \sum_{s=2}^{k} \sum_{u=1}^{p} I(W_{u,1} \geq t) \sum_{j=1}^{p} I(W_{j,1} \geq t) = (k - 1)^2 \sum_{u=1}^{p} I(W_{u,1} \geq t) = (k - 1)^2.
\]

When we take the sum over all possible right hand sides, we get:

\[
\sum_{v=2}^{k} \sum_{s=2}^{k} \sum_{u=1}^{p} \sum_{j=1}^{p} I(W_{u,s} \geq t) I(W_{j,v} \geq t) \geq \sum_{v=2}^{k} \sum_{s=2}^{k} \sum_{u=1}^{p} \sum_{j=1}^{p} I(W_{u,s} \geq t) I(W_{j,v} \geq t) = (k - 1)^2.
\]

When we set \( a_v = \sum_{u=1}^{p} I(W_{u,v} \geq t) \), the inequality follows from

\[
\sum_{v=2}^{k} \frac{a_{p(v)}}{a_v} \geq \sum_{v=2}^{k} \frac{a_v}{a_v} = k - 1
\]

for any set of \( a_v > 0 \) for \( v = 2, 3 \ldots, k \) and any permutation vector \( p(v) \).
If $W_{j,i}$ do not have the same properties for all values of $j$ and $i$, assumption (6) depends on how the test statistics $Z_{j,i}$ are defined. The variables $W_{j,i}$ have the same distribution for $i = 1, 2, \cdots, k$ under $H_0$ and hence, the left and right hand side of (6) are quite similar. All the test statistics $W_{j,i}$ are correlated. It is easy to estimate the assumption numerically by calculating

$$\frac{I(W_{u,s} \geq t)}{\left(\sum_{j=1}^{p} I(W_{j,v} \geq t)\right) \lor 1}$$

for different values of $t > 0$ where $s = 2, 3, \cdots, k$ and $v = 2, 3, \cdots, k$ and test out whether $s = v$ on average gives smaller values than for $s \neq v$. When we have $s > 1$ and $v > 1$, it is easy to estimate the inequality under the $H_0$ assumption.

Another argument for the assumption (6) is that $I(W_{j,1} \geq T)$ is part of the denominator and implying that when the nominator is positive, the denominator has at least one positive term increasing the expected value of the denominator making the fraction smaller. For many test statistics $Z_{j,i}$, it is more likely with a positive correlation between $I(W_{j,1} \geq T)$ for $j = 1, 2, \cdots, p$ also making the assumption (6) more likely.

**Proof**

We may write the definition of $T$ as

$$T = \min\{t > 0 : \frac{K_t}{D_t} \leq q\}$$

where $K_t = (\sum_{j=1, i=2}^{p,k} I(W_{j,i} \geq T))/(k - 1)$ and $D_t = \sum_{j=1}^{p} I(W_{j,1} \geq T)$. Note that $T$ is defined as a function based on the variables $W_{j,i}$, which again depend on the noise in the response $\xi$, the knockoffs $\tilde{X}$ and the covariates $X$. If the inequality $\frac{K_t}{D_t} \leq q$ is not satisfied for any value of $t > 0$, then $T = \infty$ implying that the Theorem is satisfied trivially.

Define $R_t = \sum_{j=1, i=H_0}^{p} I(W_{j,1} \geq t)$. Then we have

$$FDR = E\frac{R_T}{D_T \lor 1} = E\sum_{j=1, i=H_0}^{p} \frac{I(W_{j,i} \geq T)}{D_T \lor 1} \leq E\sum_{i=2, j=1, i=H_0}^{k,p} \frac{I(W_{j,i} \geq T)}{(D_T \lor 1)(k - 1)} \leq$$

$$E\sum_{i=2, j=1}^{k,p} \frac{I(W_{j,i} \geq T)}{(D_T \lor 1)(k - 1)} = E\frac{K_T}{D_T \lor 1} \leq E\frac{qD_T}{D_T \lor 1} \leq q.$$

We first split $R_T$ in the separate terms and use assumption (6). Later we utilize that the definition of $T$ implies that $K_T \leq qD_T$. This proves the Theorem.

3. Test 1

The following example illustrates the effect of multiple knockoffs. Let $Z_{j,1} = X_j \sim N(\mu_j, 1)$ for $j = 1, \cdots, p$ be the data where $\mu_j = a > 0$ for $j \notin H_0$ and otherwise $\mu_j = 0$. The other $Z_{j,i} = X_j \sim N(0, 1)$ are noise for $i = 2, 3, \cdots, 2k - 1$. The problem is to identify the components $j$ with $\mu_j = a > 0$. In the simulation we let $p = 5000$, $a = 2$, $p/10$ components in $H_0$. We also let the false discovery rate be $10\%$. Simulation shows that FDR is slightly below $10\%$ as is should. Figure shows the number of true positive. Notice that it increases significantly from $k = 2$. We also verify assumption (6) numerically in this example. The right hand side is slightly larger than the left hand side.
Figure 1. Test 1: Number of true positive as a function of number of test statistics $k$.
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