Stability of exact solutions of the nonlinear Schrödinger equation in an external potential having supersymmetry and parity-time symmetry
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Abstract
We discuss the stability properties of the solutions of the general nonlinear Schrödinger equation (NLSE) in 1+1 dimensions in an external potential derivable from a parity-time ($\mathcal{P}\mathcal{T}$) symmetric superpotential $W(x)$ that we considered earlier, Kevrekidis et al (2015 Phys. Rev. E 92 042901). In particular we consider the nonlinear partial differential equation

$$\left[ i \partial_t + \partial_x^2 - V(x) + |\psi(x, t)|^{2\kappa} \right] \psi(x, t) = 0,$$

for arbitrary nonlinearity parameter $\kappa$. We study the bound state solutions when $V(x) = (1/4 - b^2) \text{sech}^2(x)$, which can be derived from two different superpotentials $W(x)$, one of which is complex and $\mathcal{P}\mathcal{T}$ symmetric. Using Derrick’s theorem, as well as a time dependent variational approximation, we derive exact analytic results for the domain of stability of the trapped solution as a function of the depth $b^2$ of the external potential. We compare the regime of stability found from these analytic approaches with a numerical linear stability analysis.
using a variant of the Vakhitov–Kolokolov (V–K) stability criterion. The numerical results of applying the V–K condition give the same answer for the domain of stability as the analytic result obtained from applying Derrick’s theorem. Our main result is that for \( \kappa > 2 \) a new regime of stability for the exact solutions appears as long as \( b > b_{\text{crit}} \), where \( b_{\text{crit}} \) is a function of the nonlinearity parameter \( \kappa \). In the absence of the potential the related solitary wave solutions of the NLSE are unstable for \( \kappa > 2 \).
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1. Introduction

The topic of parity-time (\( \mathcal{PT} \)) symmetry and its relevance for physical applications on the one hand, as well as its mathematical structure on the other, have drawn considerable attention from both the physics and the mathematics community. Originally the proposal of Bender and his collaborators [1, 2] towards the study of such systems was made as an alternative to the postulate of Hermiticity in quantum mechanics. In view of the formal similarity of the Schrödinger equation with Maxwell’s equations in the paraxial approximation, it was realized that such \( \mathcal{PT} \) invariant systems can in fact be experimentally realized in optics [3–6]. Subsequently, these efforts motivated experiments in several other areas including \( \mathcal{PT} \) invariant electronic circuits [7, 8], mechanical circuits [9], and whispering-gallery microcavities [10].

Concurrently, the notion of supersymmetry (SUSY) originally espoused in high-energy physics has also been realized in optics [11]. The key idea is that from a given potential one can obtain a SUSY partner potential with both potentials possessing the same spectrum (with exception of possibly one eigenvalue) [12, 13]. An interplay of SUSY with \( \mathcal{PT} \) symmetry is expected to be quite rich and is indeed useful in achieving transparent as well as one-way reflectionless complex optical potentials [14–16].

In a previous paper [17] we explored the interplay between \( \mathcal{PT} \) symmetry, SUSY and nonlinearity. In [17] we derived the exact solutions of the general nonlinear Schrödinger equation (NLSE) with arbitrary nonlinearity in 1+1 dimensions when in an external potential given by a shape invariant [12, 18] supersymmetric and \( \mathcal{PT} \) symmetric complex potential. In particular, we considered the nonlinear partial differential equation

\[
\{ i \partial_t + \partial^2_x - V^\pm(x) + |\psi(x, t)|^{2\kappa} \} \psi(x, t) = 0, \tag{1.1}
\]

for arbitrary nonlinearity parameter \( \kappa \), with

\[
V^\pm(x) = W_i^\pm(x), \tag{1.2}
\]

and the partner potentials arise from the superpotential

\[
W_i(x) = (m - 1/2) \tanh x - ib \text{sech} x, \tag{1.3}
\]

giving rise to

\[
V^+(x) = (-b^2 - m^2 + 1/4) \text{sech}^2(x) - 2i mb \text{sech}(x) \tanh(x), \tag{1.4a}
\]

\[
V^-(x) = (-b^2 - (m - 1)^2 + 1/4) \text{sech}^2(x) - 2i (m - 1) b \text{sech}(x) \tanh(x). \tag{1.4b}
\]
For $m = 1$, the complex potential $V^+(x)$ has the same spectrum, apart from the ground state, as the real potential $V^-(x)$ and we used this fact in our numerical study of the stability of the bound state solutions of the NLSE in the presence of $V^+(x)$ (see [17]). To complete our study of this system of NLSEs in $\mathcal{PT}$ symmetric SUSY external potentials, we will study the stability properties of the bound state solutions of NLSE in the presence of the external real SUSY partner potential $V^-(x)$, and compare the stability regime of these solutions, which depends on the parameters $(b, \kappa)$, to the stability regime of the related solitary wave solutions to the NLSE in the absence of the external potential, which depend only on the parameter $\kappa$. Because the NLSE in the presence of $V^-(x)$ is a Hamiltonian dynamical system, we can use variational methods to study the stability of the solutions when they undergo certain small deformations. We will compare the results of this type of analysis with a linear stability analysis based on the Vakhitov–Kolokolov (V–K) stability criterion [19, 20].

In our previous paper [17] we determined the exact solutions of the equation for $m = 1$ and for $V^+(x)$, which was complex. We studied numerically the stability properties of these solutions using linear stability analysis. We found some unusual results for the stability which depended on the value of $b$. In that paper, because of the complexity of the potential, the energy was not conserved and a Hamiltonian formulation of the problem was not possible. However for the partner potential $V^-(x)$, when $m = 1$, the potential is real. We note that $V^-(x)$ has the symmetry $b \leftrightarrow m - 1$, so that we can obtain $V^-(x)$ from two different superpotentials $W_1(x)$ and $W_2(x)$ that have the $\mathcal{PT}$ symmetric forms at arbitrary $m$:

$$W_1(x) = (m - 1/2) \tanh(x) - ib \text{sech}(x),$$  \hspace{1cm} (1.5a)

$$W_2(x) = (b + 1/2) \tanh(x) - i(m - 1) \text{sech}(x).$$  \hspace{1cm} (1.5b)

In particular, when $m = 1$ we can determine the spectrum of bound states of the linear Schrödinger equation with potential $V^-(x)$ using the real superpotential $W_2(x) = (b + 1/2) \tanh x$ and the real shape invariant sequence of partner potentials. When $m = 1$ the first superpotential $W_1(x)$ has the complex partner potential $V^+(x)$ which we studied in [17], whereas $W_2(x)$ is the usual real shape invariant SUSY potential. Both superpotentials yield the same real potential $V^-(x) = -(b^2 - 1/4) \text{sech}^2(x)$. Because this potential is real, one can use variational methods to study the stability of the exact solutions to the NLSE in the potential $V^-(x)$. We will consider both Derrick’s theorem [21] as well as a time dependent variational approximation [22, 23] to study the stability of the exact solutions. Because of the similarity of the solutions to those of the NLSE equation, we are able to use a variant of the V–K stability criterion to study spectral stability of the solutions. The results of the V–K analysis agree with the new regime of stability found from Derrick’s theorem and the time dependent variational approach. The latter approach allows us to obtain the frequency of small oscillations of the perturbed solutions. We are able to obtain exact analytic results because we can formulate the problem in terms of Hamilton’s action principle. The Euler–Lagrange equations lead to the dynamical equations which have a conserved Hamiltonian. This is in sharp contrast with the stability analysis for the solutions in the presence of $V^+(x)$ which had to be done numerically. The latter system is dissipative in nature.

We remark that while it is true that here we are discussing the question of the stability of NLSE in a real potential, and hence PT-symmetry is irrelevant in a way, we believe that it is of interest to compare the stability of NLSE in the two PT-symmetric partner potentials. In addition, it is worth noting that as long as the nonlinear term is absent, one has two PT-invariant SUSY partner potentials. However, as soon as the nonlinear term is introduced, they are no longer SUSY partner potentials and thus there is no reason to expect that their stability properties would be similar.
This paper is structured as follows. In section 2 we review the non-hermitian SUSY model that we studied in [17]. In section 3 we consider Hamilton’s principle for the NLSE in the real external potential $V(x)$. Section 4 describes the application of Derrick’s theorem for determining the domain of stability of the solutions. Here we determine analytically a new domain of stability for the solutions, when compared to the solutions in the absence of an external potential. We find that for $b > b_{\text{crit}}$ a new domain of stability exists. Section 5 contains a collective coordinate approach which allows one to study dynamically the blowup or collapse of the solution as well as small oscillations around the exact solution when slightly perturbed. By setting the frequency to zero we obtain analytically a domain of stability that agrees with the result of Derrick’s theorem. In section 6 we provide the details of a linear stability analysis based on the V–K stability criterion, which leads to identical conclusions as Derrick’s theorem. Section 7 contains a summary of our main results.

2. A linear non-Hermitian supersymmetric model

We are motivated by the $\mathcal{PT}$ symmetric SUSY superpotential

$$W_{\text{I}}(x) = (m - 1/2) \tanh x - ib \sech x,$$

(2.1)

which gives rise to the supersymmetric partner potentials given by equation (1.4). In what follows we will specialize to the case $m = 1$. In that case, $V^-(x)$ is the well known Pöschl–Teller potential [24, 25]. The relevant bound state eigenvalues assume an extremely simple form as

$$E_{n}^{(-)} = -\frac{1}{4} \left[ 2b - 2n - 1 \right]^2.$$

(2.2)

Such bound state eigenvalues only exist when $n < b - 1/2$. We notice that for the ground state ($n = 0$) to exist requires $b > 1/2$. The existence of a first excited state ($n = 1$) requires $b > 3/2$. We will find that the stability of the NLSE solutions in this external potential will depend on the depth of the well, which will lead to a critical value of $b = b_{\text{crit}}$, above which the solutions are stable.

In what follows we will be concerned with the properties of the NLSE in the presence of the external potential centered at $x = 0$,

$$V^-(x) = -(b^2 - 1/4) \sech^2(x), \quad b > 1/2.$$

(2.3)

In particular we are interested in the bound state solutions of

$$\{ i \partial_t + \partial_x^2 - V^-(x) + |\psi(x, t)|^2 \} \psi(x, t) = 0.$$

(2.4)

If we assume a solution of the form

$$\psi(x, t) = A \sech^{\nu}(x) e^{-i\omega t},$$

(2.5)

it is easy to show that an exact solution is given by:

$$\psi(x, t) = A(b, \kappa) \sech^{1/\kappa}(x) e^{-i\omega t},$$

(2.6)

where $\omega = -1/\kappa^2$ and

$$A^2(b, \kappa) = (1/\kappa + 1/2)^2 - b^2.$$

(2.7)
For the complex potential $V(x)$, the amplitude of the solution is given by [17]

$$A^{2\kappa}(b, \kappa) = \frac{((1/\kappa + 1/2)^2 - m^2)((1/\kappa + 1/2)^2 - b^2)}{(1/\kappa + 1/2)^2},$$

so that there are two separate regimes where $A$ is real. In contrast, for $V^-(x)$ there is only one regime for an attractive $V^-(x)$ where $A$ is real, namely

$$b_{\text{min}} = 1/2 \leq b \leq b_{\text{max}} = (1/\kappa + 1/2). \quad (2.8)$$

The analysis of the stability of the solutions for $V^+(x)$ in [17] showed a very complicated pattern. Even for $\kappa = 1$ there is a regime of instability as a function of $b$ for the nodeless solution. For $\kappa = 3$ all solutions in that case found analytically and numerically were unstable. Only for $\kappa < 2/3$ were the solutions stable. In contrast to that analysis where each value of $\kappa$ had to be investigated separately, in the case of the real potential $V^-(x)$, we are able to address the stability question for all $\kappa$ using Derrick’s theorem as well as the V–K stability criterion.

The mass $M$ of the bound state for the case $V^-(x)$ is given by

$$M = \int |\psi(x, t)|^2 \, dx = \frac{\sqrt{\pi} \, [(1/2 + 1/\kappa)^2 - b^{2 + 1/\kappa} \, \Gamma[1/\kappa]]}{\Gamma[1/2 + 1/\kappa]} \cdot (2.9)$$

If we turn off the external potential by setting $b \to 1/2$, $A^\ast [1/2, \kappa] \to (1/\kappa + 1/2)$ and the mass $M$ of the bound state goes to the mass of the solitary wave solutions,

$$M \to \frac{\sqrt{\pi} \, [(\kappa + 1)/\kappa]^{2 + 1/\kappa} \, \Gamma[1/\kappa]}{\Gamma[1/2 + 1/\kappa]} \cdot (2.10)$$

3. Hamilton’s principle of least action for the NLSE in an external potential

Let us first discuss Hamilton’s principle of least action for the usual NLSE without a confining potential. The NLSE with arbitrary nonlinearity in 1+1 dimensions is given by

$$i \partial_t + \partial_x^2 + g \, |\psi(x, t)|^{2\kappa} \, \psi(x, t) = 0. \quad (3.1)$$

The second term causes diffusion and the third term attraction and the competition allows for solitary wave blowup which depends on $\kappa$. Here $g$ can be scaled out of the equation by letting

$$\psi(x, t) \mapsto g^{-1/2\kappa} \psi(x, t), \quad (3.2)$$

so that the linear equation for the rescaled equation is obtained in the limit $\psi(x, t) \to 0$. While the solitary waves are stable for $\kappa < 2$, for $\kappa = 2$ there is a critical mass $M$ necessary for blowup to occur, where the width of solitary wave goes to zero. For $\kappa > 2$, blowup occurs in a finite amount of time. The classical action for the NLSE is $\Gamma[\psi, \psi^*] = \int L[\psi, \psi^*] \, dt$, where the Lagrangian $L[\psi, \psi^*]$ is given by

$$L[\psi, \psi^*] = \int dx \, [i \, \{\partial_t \psi^* \, \partial_t \psi - \partial_x \psi^* \, \partial_x \psi\}/2 + \partial_x \psi^* \, \partial_x \psi - |\psi|^{2(\kappa + 1)/(\kappa + 1)}]. \quad (3.3)$$

The NLSE follows from the Hamilton’s principle of least action, $\delta \Gamma/\delta \psi = 0$ and $\delta \Gamma/\delta \psi^* = 0$, which leads to equation (3.1) with $g \to 1$. Multiplying this equation by $\psi^*(x, t)$ and subtracting its complex conjugate, it is easy to prove that the mass $M$, defined by
\( M = \int |\psi(x, t)|^2 \, dx \), is conserved. We now want to add a real SUSY potential to the NLSE. We will consider the addition of \( V^-(x) \) given in equation (2.3) so that the equation of motion is now given by
\[
\{ i \partial_t + \partial_x^2 - V^-(x) + |\psi(x, t)|^{2\kappa} \} \psi(x, t) = 0.
\tag{3.4}
\]
The action which leads to equation (3.4) is given by \( \Gamma[\psi, \psi^\dagger] = \int L[\psi, \psi^\dagger] \, dt \) where
\[
L[\psi, \psi^\dagger] = \int dx \left[ \psi^\dagger (\partial_t \psi) - \frac{1}{2} (\partial_x \psi^\dagger \psi) \right] - H[\psi, \psi^\dagger],
\]
\[
H[\psi, \psi^\dagger] = \int dx \left\{ (\partial_x \psi^\dagger) (\partial_x \psi) - |\psi|^{2(k+1)} / (k+1) + \psi^\dagger V^-(x) \psi \right\}.
\tag{3.5}
\]

\section{4. Derrick’s theorem}

Derrick’s theorem \cite{Derrick} states that for a Hamiltonian dynamical system, for a solitary wave solution to be stable it must be stable to changes in scale transformation \( x \rightarrow \beta x \) when we keep the mass of the solitary wave fixed. That is the Hamiltonian needs to be a minimum in \( \beta \) space. First let us look at the case of the NLSE without an external potential: Derrick’s method is based on whether a scale transformation which keeps the mass \( M \) invariant, raises or lowers the energy of a solitary wave. For the NLSE with Hamiltonian
\[
H = \int \, dx \left[ (\partial_x \psi^\dagger) (\partial_x \psi) - |\psi|^{2(k+1)} / (k+1) \right]
\equiv H_1 - H_2,
\tag{4.1}
\]
where both \( H_1 \) and \( H_2 \) are positive definite. A static solitary wave solution can be written as
\[
\psi(x, t) = r(x) \, e^{-i\omega t}.
\tag{4.2}
\]
The exact solution has the property that it minimizes the Hamiltonian subject to the constraint of fixed mass as a function of a stretching factor \( \beta \). This can be seen by studying a variational approach as done in \cite{Parker}, or by directly studying the effect of a scale transformation that respects conservation of mass. In the latter approach, which generalizes the method used by Derrick \cite{Derrick}, we let \( x \rightarrow \beta x \), and consider the stretched wave function,
\[
\psi_\beta(x, t) = \beta^{1/2} r(\beta x) \, e^{-i\omega t},
\tag{4.3}
\]
so that
\[
M = \int dx \, |\psi_\beta(x, t)|^2 = \int dx \, |\psi(x, t)|^2
\]
is preserved by the transformation. Defining \( H_\beta \) as the value of \( H \) for the stretched solution \( \psi_\beta(x, t) \), one finds that \( \partial H_\beta / \partial \beta |_{\beta=1} = 0 \) is consistent with the equations of motion. The stable solutions must then also satisfy:
\[
\frac{\partial^2 H_\beta}{\partial \beta^2} \geq 0.
\tag{4.4}
\]
If we write \( H \) in terms of the two positive definite pieces \( H_1, H_2 \), then
\[
H_\beta = \beta^2 H_1 - \beta^k H_2,
\tag{4.5}
\]
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we find
\[
\frac{\partial H_b}{\partial \beta} \bigg|_{\beta=1} = 2 H_1 - \kappa H_2 = 0, \tag{4.6}
\]
so that \( H_1 = (\kappa/2) H_2 \). This result is consistent with the equations of motion. In fact for the NLSE the exact solution has \( r(x) = A \text{sech}^{1/\kappa}(x) \) where \( A^2 = (\kappa + 1)/\kappa^2 \). One finds then using
\[
\int_{-\infty}^{\infty} dx \, \text{sech}'(x) = \frac{\sqrt{\pi} \, \Gamma[r/2]}{\Gamma[1/2 + r/2]},
\]
that
\[
H_1 = \frac{\sqrt{\pi} \,(\kappa + 1)/\kappa^3 \, \Gamma[1/\kappa]}{2 \kappa^2 \Gamma[3/2 + 1/\kappa]}, \tag{4.7a}
\]
\[
H_2 = \frac{\sqrt{\pi} \,(\kappa + 1)/\kappa^3 \, \Gamma[1/\kappa]}{\kappa^3 \Gamma[3/2 + 1/\kappa]}, \tag{4.7b}
\]
so that the exact solution is indeed a minimum of the Hamiltonian with respect to scale transformations, with \( H_1 = (\kappa/2) H_2 \).

The second derivative is given by
\[
\frac{\partial^2 H_b}{\partial \beta^2} = 2 H_1 - \kappa (\kappa - 1) \beta^{\kappa - 2} H_2, \tag{4.8}
\]
which when evaluated at the stationary point yields
\[
\frac{\partial^2 H_b}{\partial \beta^2} = 2 (2 - \kappa) H_1 \geq 0, \tag{4.9}
\]
for stability. This result indicates that solutions are unstable to changes in the width, compatible with the conserved mass, when \( \kappa > 2 \). The case \( \kappa = 2 \) is a marginal case where it is known that blowup occurs at a critical mass (see for example [23]). The result found above for the NLSE has also been found by various other methods such as linear stability analysis and using strict inequalities. Numerical simulations (see [27]) have been done for the critical case \( \kappa = 2 \) showing that blowup (self-focusing) occurs when the mass \( M > 2.72 \). For \( \kappa > 2 \) a variety of analytic and numerical methods have been used to study the nature of the blowup at finite time [28].

4.1. Linear stability and the V–K criterion

In the case of the NLSE, one can perform a linear stability analysis of the exact solutions. Namely one lets
\[
\psi(x, t) = [\psi(x) + r(x, t)] e^{-i\omega t}, \tag{4.10}
\]
and linearizes the NLSE to find an equation for \( r(x, t) \) to first order
\[
\partial_t r(x, t) = A_{\infty} r(x, t), \tag{4.11}
\]
and studies the eigenvalues of the differential operator \( A_{\infty} \). If the spectrum of \( A_{\infty} \) is imaginary, then the solutions are spectrally stable. V–K showed [19] that when the spectrum is purely imaginary, \( dM(\omega)/d\omega < 0 \). Also they showed that when \( dM(\omega)/d\omega > 0 \), there is a real positive eigenvalue so that there is a linear instability. For the NLSE, there is a class of solutions with arbitrary nonlinearity parameter \( \kappa \). Namely
$\psi_{(x, t)} = A(\kappa, \beta) \sech^{1/\kappa}(\beta x) e^{-i\omega t}$, \hspace{1cm} (4.12a)

$A^{2\kappa}(\kappa, \beta) = \beta^2 (\kappa + 1)/\kappa^2$, \hspace{0.5cm} $\omega = -\beta^2/\kappa^2$. \hspace{1cm} (4.12b)

When we do not have an external potential, we know explicitly how the mass changes when we change $\omega$ at fixed $\kappa$. That is

$$M(\omega) = \int_{-\infty}^{+\infty} dx \left| \psi_{(x, t)} \right|^2 = A^2 (\beta, \kappa) C_1(\kappa)/\beta$$

$$= \frac{\sqrt{\pi} [-\omega/(\kappa + 1)]^{1/\kappa} \Gamma[1/\kappa]}{\kappa \sqrt{-\omega} \Gamma[1/2 + 1/\kappa]},$$ \hspace{1cm} (4.13)

where

$$C_1(\kappa) = \int_{-\infty}^{+\infty} dx \sech^{2/\kappa}(x).$$ \hspace{1cm} (4.14)

We find

$$\frac{dM}{d\omega} = a_1 (\kappa - 2), \hspace{0.5cm} a_1 > 0.$$ \hspace{1cm} (4.15)

Thus for $\kappa > 2$ the solitary waves are unstable. This agrees with the result of Derrick’s theorem. When we have an external potential, we will need to determine the solutions numerically as we change $\omega$. This will be accomplished in section 6.

### 4.2. Adding an external potential

So now let us look at our situation when we have in addition the real external potential:

$$V(x) = -(b^2 - 1/4) \sech^2(x).$$ \hspace{1cm} (4.16)

The exact solution to the NLSE in the presence of $V(x)$ is given by equation (2.6). This solution is similar in form to the usual solution to the NLSE except this nodeless solution is pinned to the potential so that there is no translational invariance. When $b = 1/2$ this solution goes over to a particular solution of the NLSE with width parameter $\beta = 1$. Under the scale transformation $x \rightarrow \beta x$, the stretched solution which preserves the mass $M$ is given by:

$$\psi_\beta(x, t) = A(b, \kappa) \beta^{1/2} \sech^{1/\kappa}(\beta x) e^{-i\omega t},$$ \hspace{1cm} (4.17a)

$$A^{2\kappa}(b, \kappa) = (1/2 + 1/\kappa)^2 - b^2,$$ \hspace{0.5cm} $\omega = -1/\kappa^2$. \hspace{1cm} (4.17b)

The stretched wave function $\psi_\beta(x, t)$ is no longer an exact solution. The stretched Hamiltonian for the external potential case is now given by

$$H_\beta = \beta^2 H_1(b, \kappa) - \beta^6 H_2(b, \kappa) + H_3(b, \kappa, \beta),$$ \hspace{1cm} (4.18)

where

$$H_1(b, \kappa) = \frac{\sqrt{\pi} \Gamma[1/\kappa]}{2\kappa^2 \Gamma[3/2 + 1/\kappa]},$$

$$f_1(\kappa) = \frac{2\kappa^2 \Gamma[3/2 + 1/\kappa]}{\Gamma[1/\kappa]}.$$
with $A(b, \kappa)$ now given by (4.17b), and
\[
H_3(b, \kappa, \beta) = \int_{-\infty}^{+\infty} \psi^b_\beta(x, t) V^-(x) \psi_\beta(x, t)\,dx \\
= (1/4 - b^2) A^2(b, \kappa) \int_{-\infty}^{+\infty} \beta \sech^{2/\kappa}(\beta x) \sech^2(x)\,dx.
\]
Thus, we find
\[
\frac{\partial^2 H_3}{\partial \beta^2} \bigg|_{\beta=1} = (1/4 - b^2) A^2(b, \kappa) \\
\times \int_{-\infty}^{+\infty} [\sech^{2/\kappa+2}(x) - 2x \sech(x) \sech^{2/\kappa+3}(x/\kappa)]\,dx.
\]
Using the identity
\[
\frac{\partial^2 \sech^{2+2/\kappa}(\lambda x)}{\partial \lambda^2} = - (2/\kappa + 2) x \sinh(\lambda x) \sech^{2/\kappa+3}(\lambda x), \tag{4.19}
\]
we obtain
\[
\frac{\partial^2 H_3}{\partial \beta^2} \bigg|_{\beta=1} = -A^2(b, \kappa) \frac{\sqrt{\pi} (1/4 - b^2) \Gamma[1/\kappa]}{(\kappa + 1) \Gamma[3/2 + 1/\kappa]]. \tag{4.20}
\]
As in the case when $V^-(x) = 0$, we again find
\[
\frac{\partial^2 H_3}{\partial \beta^2} \bigg|_{\beta=1} = 0 \tag{4.21}
\]
for our exact solution. So the stretched solution is again an extremum of $H_\beta$ with $M$ kept fixed.

For the second derivative we have
\[
\frac{\partial^2 H_3}{\partial \beta^2} \bigg|_{\beta=1} = 2 H_1 - \kappa(\kappa - 1) H_2 + \frac{\partial^2 H_3}{\partial \beta^2} \bigg|_{\beta=1}, \tag{4.22}
\]
where
\[
\frac{\partial^2 H_3}{\partial \beta^2} \bigg|_{\beta=1} = (1/4 - b^2) A^2(b, \kappa) \frac{I_1 + I_2 + I_3}{\kappa}, \tag{4.23}
\]
with
\[
I_1 = -\int dx 2x^2 \sech^{2/\kappa+2}(x), \\
I_2 = \int dx 2(2/\kappa + 1) x^2 \sinh(x) \sech^{2/\kappa+4}(x), \\
I_3 = -\int dx 4x \sinh(x) \sech^{2/\kappa+3}(x).
\]
We can again evaluate these integrals using the first identity equation (4.19) and the identity:
\[
\frac{\partial^2 \text{sech}^2 (\lambda x)}{\partial x^2} = \frac{2}{\kappa} \left( \frac{2}{\kappa} + 2 \right) x^2 \sinh^2 (\lambda x) \text{sech}^{2/\kappa} (\lambda x) - (2/\kappa + 2) x^2 \text{sech}^{2/\kappa + 2} (\lambda x).
\] (4.24)

We will also need the following hypergeometric function:
\[
u g(x) = \int \text{d}x \text{sech}^{2/\kappa} (\lambda x) = \frac{2^{(\kappa + 2)/\kappa} \kappa}{(\kappa + 1)^3} \times \text{F}_2 \left( 1 + 1/\kappa, 1 + 1/\kappa, 1 + 1/\kappa, 2 + 2/\kappa; 2 + 2/\kappa, 2 + 1/\kappa, 2 + 1/\kappa; -1 \right).
\] (4.25)

Using these results, equation (4.23) gives
\[
\frac{\partial^2 H_3}{\partial \beta^2} \bigg|_{\beta = 1} = \left( 1/4 - b^2 \right) A^2 (b, \kappa) f_3 (\kappa),
\]
\[
f_3 (\kappa) = - \left[ \frac{4 \nu g (\kappa)}{2 + 3 \kappa} + \frac{4 \sqrt{\pi} \kappa \Gamma [1 + 1/\kappa]}{(\kappa + 1)(3 \kappa + 2) \Gamma [3/2 + 1/\kappa]} \right].
\] (4.26)

The critical value is determined from:
\[
\frac{\partial^2 H_3}{\partial \beta^2} \bigg|_{\beta = 1} = A^2 (b, \kappa) \left[ 2 f_1 (\kappa) - \kappa (\kappa - 1) A^2 (b, \kappa) f_2 (\kappa) + (1/4 - b^2) f_3 (\kappa) \right].
\] (4.27)

Solving for the critical value of \( b^2 \), we find
\[
b_{\text{crit}}^2 = \frac{(\kappa^3 + 3 \kappa^2 - 4 \kappa - 8) f_2 (\kappa) - \kappa f_3 (\kappa)}{4 \kappa^2 (\kappa - 1) f_2 (\kappa) - 4 \kappa f_3 (\kappa)}.
\] (4.28)

The result of calculating the second derivative at \( \beta = 1 \) and setting it equal to zero is that the domain of stability is now as follows: for \( \kappa < 2 \) and all \( b \) in the range \( 1/2 < b < b_{\text{max}} = 1/\kappa + 1/2 \), the solution is stable, as it was the solitary wave solutions of the NLSE. Here \( b = 1/2 \) corresponds to no external potential. When \( \kappa > 2 \) the solitary wave solutions of the NLSE were unstable. Instead, in the presence of the confining potential, a new domain of stability occurs when \( \kappa > 2 \) as long as \( b_{\text{crit}} < b < b_{\text{max}} \), where \( b_{\text{crit}} \) is given by equation (4.28). We see this in the result for \( \kappa = 2.1 \) shown in figure 1(a). In figure 1(b), we show both \( b_{\text{crit}} (\kappa) \) and \( b_{\text{max}} (\kappa) \) as a function of \( \kappa \). The region between \( b = 1/2 \) and \( b_{\text{crit}} (\kappa) \) is unstable. As we will show in section 6, this analytic result for \( b_{\text{crit}} \) given by equation (4.28) is confirmed by our linear stability analysis.

Just as there is a critical mass for instability in the NLSE at \( \kappa = 2 \), for \( \kappa > 2 \) we can interpret the critical value of \( b \) in terms of a critical mass which depends on \( \kappa \) above which the solution is unstable. Since from equation (2.9), we have
\[
M = \frac{\sqrt{\pi} \Gamma [1/2 + 1/\kappa]^2 - b^2 \Gamma [1/\kappa]}{\Gamma [1/2 + 1/\kappa]},
\] (4.29)
we see that the mass \( M \) decreases as we increase \( b \) at fixed \( \kappa \). So as we go from the unstable case \( b = 1/2 \) (no potential) and increase \( b \) we decrease the mass until we reach an \( M_{\text{crit}} \) below which the solution is stable. Finally we reach the curve \( M = 0 \) which corresponds to \( b = b_{\text{max}} (\kappa) = 1/2 + 1/\kappa \). The different regimes are shown in figure 1(c). In the lightly shaded regime the solutions are unstable. The maximum value of the mass is given by the case \( b = 1/2 \), when there is no longer a stabilizing potential. The interval \( b_{\text{crit}} < b < b_{\text{max}} \)
Figure 1. (a) $d^2H/d\beta^2$ versus $b$ for $\kappa = 2.1$. (b) Here we plot $b_{\text{crit}}$ and $b_{\text{max}}$ versus $\kappa$. The darker shaded area is the predicted region of stability for $\kappa > 2$ and the lighter shaded region is unstable. (c) Here we plot $M$ versus $\kappa$. The lightly shaded area is unstable, and the darker region is stable.
corresponds to the regime $0 < M < M_{\text{crit}}$. This is the stable regime denoted by the darker shaded area in figure 1(c).

5. Collective coordinate approach for studying perturbations to the exact solution

In order to follow the time evolution of a slightly perturbed solitary wave or bound solution to a Hamiltonian dynamical system, without solving numerically the time dependent partial differential equations for $\psi(x, t)$, one can introduce time-dependent collective coordinates assuming that the general shape of the original solution is maintained apart from the height, width, and position, etc. This will allow us to see whether these parameters just oscillate around the original values or whether the parameters grow or decrease in time. When instabilities are seen in the variational results, it suggests that the exact solutions are also unstable. Unlike Derrick’s theorem when applied to the NLSE, the collective coordinate method can be applied to the special case $\kappa = 2$. It also gives an approximate description of wave function blow-up or collapse in the unstable regime, and oscillation of the perturbed solution in the stable regime. In the next section, we first apply this approach when there is no external potential.

5.1. Self-similar analysis of blowup and critical mass for the NLSE

Let us remind ourselves of the collective coordinate variational approach to blow-up for the NLSE [22, 23] with no external potential. Using this method, we found previously that when $\kappa = 2$, there is a critical value of the mass required before blowup could take place. Derrick’s theorem has nothing to say about the stability of the solitary wave solution for this case. To make the collective coordinate approach concrete, we assume self-similar solutions of the form:

$$y_{bw}(x,t) = L - Vt \exp \left[ i \left( \frac{v}{2} t - \frac{1}{2} \beta t^2 (t) \right) \right].$$

Here $L(t)$, $A(t)$, and $\beta(t)$ are arbitrary real functions of time alone, and $y(t) = x - q(t)$. For no external potential translation invariance gives $q(t) = v_0 t$. In particular at $t = 0$ and $v_0 = 0$, we will start with the exact solution of the form $\psi(x, 0) = A \sech^{1/\kappa}(\beta x)$ and assume that this solution just changes during the time evolution in amplitude and width. With this assumption one can derive the dynamical equations for $A(t)$ and $\beta(t)$ from Hamilton’s principle of least action with the Lagrangian given in equation (3.3). Noether’s theorem yields three conservation laws: conservation of probability, conservation of momentum, and conservation of energy. Conservation of probability gives 'mass' conservation:

$$M = \int_{-\infty}^{\infty} dx |\psi(x, t)|^2 = \frac{A^2(t)}{\beta(t)} \int_{-\infty}^{\infty} df^2(z),$$

and allows one to rewrite $A(t)$ in terms of the conserved mass $M$, the width parameter $\beta(t)$, and a constant $C_1$ whose value depends on $f(z)$. Thus

$$A^2(t) = \frac{M \beta(t)}{C_1}, \quad C_1 = \int_{-\infty}^{\infty} df^2(z).$$

We will therefore keep $M$ in our definition of $A(t)$ since it will be a relevant parameter when $\kappa = 2$. For $f(z) = \sech^{1/\kappa}(z)$, one obtains
\begin{align}
C_1 & = \frac{\sqrt{\pi} \Gamma[1/\kappa]}{\Gamma[1/2 + 1/\kappa]} .
\end{align}

Setting \( \beta(t) = 1/G(t) \), in terms of the new collective coordinates \([G, \Lambda] \), the Lagrangian (3.3) is given by

\begin{align}
L[G, \Lambda] & = K[G, \Lambda] - H[G, \Lambda],
\end{align}

where

\begin{align}
\frac{K[G, \Lambda]}{M} & = \frac{i}{2M} \int dx [\psi^* (\partial_i \psi) - (\partial_i \psi^*) \psi] \\
& = \frac{1}{2} \psi^2 + \omega - \Lambda G^2 \frac{C_2}{C_1}, \\
\frac{H[G, \Lambda]}{M} & = - \frac{1}{M} \int dx [(\partial_i \psi^*) (\partial_i \psi) + |\psi|^{2(\kappa+1)}/(\kappa + 1)] \\
& = \frac{\psi^2}{4} + \frac{C_3}{C_1} \frac{1}{G^2} + 4\lambda^2 \frac{C_2}{C_1} G^2 - \frac{1}{(\kappa + 1)} \frac{C_4}{C_1} \left( \frac{M}{C_1 G} \right)^\kappa,
\end{align}

where

\begin{align}
C_2 & = \int_{-\infty}^{\infty} dz z^2 f^2(z) \\
& = 2^{2/(\kappa-1)} \kappa^3 4F_2 (1/\kappa, 1/\kappa, 1/\kappa, 2/\kappa; 1 + 1/\kappa, 1 + 1/\kappa, 1 + 1/\kappa; -1), \\
C_3 & = \int_{-\infty}^{\infty} dz (f'(z))^2 = \frac{\sqrt{\pi} \Gamma[1 + 1/\kappa]}{2\kappa \Gamma[3/2 + 1/\kappa]}, \\
C_4 & = \int_{-\infty}^{\infty} dz f'^2(z) = \frac{\sqrt{\pi} \Gamma[1 + 1/\kappa]}{2\kappa \Gamma[3/2 + 1/\kappa]} = 2\kappa C_3.
\end{align}

Collecting terms from (5.5) and (5.6), the Lagrangian is given by

\begin{align}
\frac{L[G, \Lambda]}{M} & = \frac{1}{4} \psi^2 + \omega - \Lambda G^2 \frac{C_2}{C_1} - \frac{C_3}{G^2} \\
& - 4\lambda^2 \frac{C_2}{C_1} G^2 + \frac{1}{(\kappa + 1)} \frac{C_4}{C_1} \left( \frac{M}{C_1 G} \right)^\kappa.
\end{align}

From the Euler–Lagrange equations we obtain the second order differential equation for \( G \),

\begin{align}
\ddot{G} + 4 \frac{C_3}{C_2} G^3 - 4 \frac{\kappa^2}{(\kappa + 1)} \frac{C_3}{C_2 G} \left( \frac{M}{C_1 G} \right)^\kappa,
\end{align}

and the relation \( \Lambda = \dot{G}/(2G) \). In solving these equations, we will use for the mass \( M \), when we are not at the critical value \( \kappa = 2 \), the expression for the mass for the solitary wave solution given by equation (2.10). If we do this, we can rewrite equation (5.9) as

\begin{align}
\ddot{G} + 4 \frac{C_3}{C_2 G^3} - \frac{C_3}{C_2 G^{\kappa+1}}.
\end{align}

One notices that for \( G[0] = 1, \dot{G} = 0 \), as it must for an exact solution. We see that to get \( G \to 0 \) when \( \kappa = 2 \) we need to have \( M > M^* \) where \( M^* \) is the value of the mass for the exact solution. So initial conditions with a mass greater than this are necessary to see blow up at \( \kappa = 2 \).
By multiplying both sides of (5.9) by $\dot{G}$ and integrating with respect to time we obtain a first integral of the second order differential equation, which up to a multiplicative factor is the same as setting the conserved Hamiltonian divided by the mass $M$ to a constant $E$. This gives

$$E = \frac{C_2 G^2}{4C_1} + \frac{C_3}{C_1 G^2} - \frac{1}{(\kappa + 1)} \frac{2\kappa C_3}{C_1} \left( \frac{M}{C_1 G} \right)^\kappa,$$  \hspace{1cm} (5.11)

We notice that at the critical value of $\kappa = 2$, the last two terms both go like $1/G^2$. Self-focusing occurs when the width can go to zero. Since $\dot{G}^2$ needs to be positive, this means that at $\kappa = 2$, the mass has to be greater than $M^*$ for $G$ to be able to go to zero. We find [29]

$$M^* = \sqrt{\frac{3C_2^2}{4}} = \frac{\pi}{2\sqrt{3}} = 2.7207 \cdots,$$  \hspace{1cm} (5.12)

provided we use the exact solution (which is a zero-energy solution) for $\kappa = 2$, namely $f = \text{sech}^{1/2}(z)$. This agrees well with numerical estimates of the critical mass [27] and is slightly lower than the variational estimate obtained earlier by Cooper et al [26] using a post-Gaussian trial wave functions instead of a trial wave function based on the exact solution. For $\kappa = 2$, if we use the mass of the exact solitary wave solution, the energy conservation equation (5.11) simplifies to

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure2}
\caption{$G(t)$ from equation (5.9) for (a) $\kappa = 3/2$ and (b) $\kappa = 5/2$. The latter case corresponds to ‘blowup’.}
\end{figure}
In the supercritical case when \( G \to 0 \), we have
\[
\frac{C_2}{C_1} \frac{\dot{G}^2}{4} = \frac{1}{\kappa + 1} \frac{2\kappa C_3}{C_1} \left( \frac{M}{C_1 \dot{G}} \right)^\kappa.
\] (5.14)

This ‘mean-field’ result was obtained earlier in [23, 26]. To show the difference between the stability at \( \kappa = 3/2 \) and \( \kappa = 5/2 \), we have solved equation (5.9) for the initial conditions \( G(0) = 0.001, \hat{G}(0) = 0 \), with the results shown in figure 2.

For small oscillations we can assume
\[
G(t) = 1 + \varepsilon \, g(t),
\] (5.15)
from which we obtain the equation
\[
\ddot{g} + \omega^2 \, g = 0,
\]
\[
\omega^2 = (C_3/C_2) \left[ 12 - 4\kappa^2(M/C_1)^\kappa \right].
\] (5.16)

Setting \( \omega = 0 \) in equation (5.16), leads to the same criterion for the critical mass when \( \kappa = 2 \). The same equation gives the frequency of small oscillations when \( \kappa < 2 \). For \( \kappa = 3/2 \), the predicted period of oscillation is \( T = 2\pi/\omega = 12.5998 \) in good agreement with figure 2(a).

### 5.2. Adding an external potential

Now we would like to see how this argument is modified when we add the external potential \( V^-(x) \). In this case the exact solution is ‘pinned’ to the origin. The Lagrangian is again given by equation (5.5) with the addition of the potential term:
\[
H'[G]/M = \int_{-\infty}^{+\infty} dx \psi_\kappa^+(x, t) V^-(x) \psi_\kappa(x, t)/M
\]
\[
= - \left( b^2 - 1/4 \right) \mathcal{V}[G, \kappa]/C_1,
\] (5.17)

where
\[
\mathcal{V}[G, \kappa] = \int_{-\infty}^{+\infty} dy \tanh^{2\kappa}(y) \tanh^{2}(Gy),
\]
\[
G \to 1 + \sqrt{\pi} \frac{\Gamma[1 + 1/\kappa]}{\Gamma[3/2 + 1/\kappa]}.
\] (5.18)

The Lagrangian now becomes:
\[
\frac{L[G, \Lambda]}{M} = \frac{1}{4} \dot{\psi}^2 + \omega \Lambda \dot{G}^2 \frac{C_2}{C_1} - \frac{C_3}{C_1} \frac{1}{G^2} - 4\Lambda^2 \frac{C_2}{C_1} G^2
\]
\[
+ \frac{1}{\kappa + 1} \frac{C_4}{C_1} \left( \frac{M}{C_1 \dot{G}} \right)^\kappa + \frac{\left( b^2 - 1/4 \right)}{C_1} \mathcal{V}[G, \kappa].
\] (5.19)

The Euler–Lagrange equations now give
\[
\ddot{G} = 4 \frac{C_3}{C_2} \frac{1}{G^3} - 4 \frac{\kappa^2}{\kappa + 1} \frac{C_3}{C_2} \left( \frac{M}{C_1 \dot{G}} \right)^\kappa
\]
\[
+ \frac{2 \left( b^2 - 1/4 \right)}{C_2} \frac{\partial \mathcal{V}[G, \kappa]}{\partial G},
\] (5.20)
To solve this equation numerically we fit the numerical values of the integral in (5.21) by a function of the form:

\[ F(a, b, c, d) = a e^{-dG} \text{sech}^2(G) \tanh(cG). \]  

Using Mathematica, one obtains an extremely accurate 4-parameter fit. For example, the result of this fit for \( \kappa = 3/2 \) is shown in figure 3 for \( a = 4.290 \), \( b = -1.528 \), \( c = -2.214 \), and \( d = 2.222 \). Different fit parameters are used for each value of \( \kappa \). Plots of the solutions \( G(t) \) of equation (5.20) for different values of \( b \) and for \( \kappa = 3/2, 2, 2.1, \) and \( 5/2 \) are shown in figure 4.

We can study analytically the stability of the solutions in this variational approximation by linearizing equation (5.20) around the exact solution \( G = 1 \),\[ G(t) = 1 + \epsilon \ g(t). \]  

To evaluate the effect of the external potential on the small oscillation equation we just need to know that:

\[ y \sinh(Gy) \text{sech}^3(Gy) = y \sinh(y) \text{sech}^3(y) \]
\[ - \epsilon \ g(t) y^2 [2 \text{sech}^2(y) - 3 \text{sech}^4(y)] + \mathcal{O}\epsilon^2. \]  

Substitution of this expansion into (5.20) gives

\[ \ddot{g} + \omega^2 g = 0, \]
\[ \omega^2 (\kappa, b) = \left( C_1/C_2 \right) \left[ 12 - 4\kappa^2 (b_{\max}^2(\kappa) - b^2) \right] - 4 (b^2 - 1/4) [2 u_k(\kappa) - 3 u_k^2(\kappa)]/C_2. \]  

Figure 3. Potential fit for \( \kappa = 3/2 \). The solid line (blue online) is the exact derivative of the potential from equation (5.21), the dashed line (red online) is the fitted function \( F(a, b, c, d) \) of equation (5.22).
Figure 4. The solid (blue online), dotted (green online), and dashed (red online) lines are the solutions $G(t)$ of equation (5.9) for $\kappa = 3/2$, 2, 2.1, and 5/2, and (a) $b^2 = 0.25, 0.75, 1.361$, for $\kappa = 3/2$, (b) $b^2 = 0.25, 0.5, 1$, for $\kappa = 2$, (c) $b^2 = 0.25, 0.5, 0.95$, for $\kappa = 2.1$, and (d) $b^2 = 0.25, 0.5, 0.81$, for $\kappa = 5/2$. 
with \( b_{\text{max}}(\kappa) = 1/2 + 1/\kappa \), where \( u_g(\kappa) \) is given by equation (4.25) and where

\[
\bar{u}_g(\kappa) = \int_{-\infty}^{+\infty} dy \, y^2 \, \text{sech}^{2/\kappa+4}(y).
\]  

(5.26)

The collective coordinate method allows one to approximately calculate the small oscillation frequency as well as the time evolution of the system using equation (5.20). In figure 4 we assumed \( \epsilon = 0.01, g(0) = -1, \dot{g} = 0 \). The relevant values of \( b_{\text{crit}} \) are 1/2, 0.525, 0.5785 for \( \kappa = 2, 2.1, 2.5 \). For \( \kappa = 3/2 \) we get oscillation for the entire range from \( b = 1/2 \) to \( b = b_{\text{max}} \) as seen in figure 4(a). As predicted, for \( \kappa = 2 \), once we get above \( b^2 = 1/4 \), which is the case with no potential, then the solution is stable as seen in figure 4(b). For \( \kappa = 2.1 \), once we get above \( b = b_{\text{crit}} \), then the solution is stable as seen in figure 4(c). For \( \kappa = 5/2 \) we get similar results to \( \kappa = 2.1 \), as seen in figure 4(d). In the stable regime, the oscillation periods are accurately predicted by equation (5.25).

Setting \( \omega^2(\kappa, b) = 0 \), determines the critical value of \( b \) at a given \( \kappa \) below which the solutions are unstable for \( \kappa > 2 \). The expression for \( b_{\text{crit}} \) obtained this way is identical to the expression for \( b_{\text{crit}} \) obtained from Derrick’s theorem in equation (4.28) and shown in figure 1(b).

In the domain of instability one finds that if we look at initial conditions where \( G(0) = 1 \), \( g(0) = 0 \) and \( \epsilon = 0.01, g = \pm 1 \), then for the minus sign one gets blowup \( (G \to 0) \), and for the plus sign we get collapse of the solution \( (G \to \infty) \). In figure 5, we give an example of collapse when \( \kappa = 3 \) and we are in the unstable regime.

A first integral of the second order differential equation resulting from the Lagrange’s equation for \( G \) can be obtained by setting the conserved Hamiltonian to a constant \( E \). One then has

\[
E = \frac{C_3}{C_1} \frac{G^2}{G^2} + 4A^2 \frac{C_2}{C_1} G^2 - \frac{2\kappa}{(\kappa + 1)} \frac{C_3}{C_1} \left( \frac{M}{C_1 G} \right)^{\kappa} - \frac{(b^2 - 1/4)}{C_1} \mathcal{V}[G, \kappa].
\]  

(5.27)

![Figure 5](image-url)
From the energy conservation equation we can see immediately that at $\kappa = 2$ the exact solution we found does not blow up. This is for two reasons: first, when the width parameter $G \to 0$, then $\mathcal{V}[G, \kappa]$ becomes a constant independent of $G$ and therefore the potential does not affect the small $G$ behavior of the differential equation; secondly the mass of the exact solution depends now on $b$ and $\kappa$ and it is lower than the critical mass needed for blowup. That is, the mass of the bound solution is given by:

$$M = A(\kappa, b) C_1[\kappa] = \frac{\sqrt{\pi \left( b_{\text{max}}^2(\kappa) - b^2 \right)^{1/\kappa}} \Gamma[1/\kappa]}{\Gamma[1/2 + 1/\kappa]}$$

The maximum value of this occurs when the external potential goes to zero at $b = 1/2$. When $b > 1/2$, the mass of the exact solution is always less than $M^*$, so that these solutions are always stable when $\kappa = 2$. For the NLSE with no external potential, when the stability depends on the mass of the initial wave function at $\kappa = 2$, the critical value is that of the exact solitary wave solution. See also figure 1(c) and the discussion thereof.

**6. Linear stability**

Let us perform the linear stability analysis of the solitary wave solutions $\phi_\omega(x) e^{-i\omega t}$ to the NLSE in the external potential. We take a perturbed solitary wave solution in the form $\psi(x, t) = \left[ \phi_\omega(x) + r(x, t) \right] e^{-i\omega t}$ and consider the linearized equation on $R(x, t) = \left[ \text{Re} r(x, t), \text{Im} r(x, t) \right]$.

$$\frac{\partial}{\partial t} R(x, t) = A(\omega) R(x, t).$$

(6.1)

If the spectrum of $A(\omega)$ has eigenvalues with positive real part, then the corresponding solitary wave is called linearly unstable; otherwise, it is called spectrally stable.

In general, the spectral stability does not imply nonlinear stability, but for the nodeless solutions to the NLSE one can use the Lyapunov-type approach to prove the orbital stability; see e.g. [30].

The equation we are solving is

$$\{ i \partial_t + \partial_x^2 - V(x) + |\psi(x, t)|^{2\kappa} \} \psi(x, t) = 0,$$

(6.2)

with

$$V(x) = -(b^2 - 1/4) \text{sech}^2 x.$$ 

(6.3)

We are interested in the stability of the solitary wave solution $\psi_{\omega,b}(x, t) = \phi_{\omega,b}(x) e^{-i\omega t}$ to (6.2), with the amplitude $\phi_{\omega,b}(x)$ satisfying

$$\omega \phi_{\omega,b}(x) = \left[ -\partial_x^2 + V(x) - |\phi_{\omega,b}(x)|^{2\kappa} \right] \phi_{\omega,b}(x).$$

(6.4)

For $\omega = \omega_c = -1/\kappa^2$, one has the explicit expression

$$\phi_{\omega,b}(x) = \left[ b_{\text{max}}^{2}(\kappa) - b^2 \right]^{1/2\kappa} \text{sech}^{1/\kappa} x,$$

(6.5)

with $b_{\text{max}}(\kappa) = 1/2 + 1/\kappa$. We will perform the spectral analysis of the linearization operator following the V–K approach [19]. We consider the perturbation of the solitary wave, $\psi(x, t) = \left[ \phi_{\omega,b}(x) + r(x, t) \right] e^{-i\omega t}$, with $r(x, t) = u(x, t) + iv(x, t)$, and with $u(x, t)$ and $v(x, t)$ real. The linearized equation on $u(x, t)$ and $v(x, t)$ is given by
\[
\partial_t \begin{pmatrix} u \\ v \end{pmatrix} = A(\omega, b) \begin{pmatrix} u \\ v \end{pmatrix},
\]
where the self-adjoint operators \( L_{\pm}(\omega, b) \) are given by
\[
L_{\pm}(\omega, b) = -\partial_x^2 + V'(x) - \omega - |\phi(\omega, b)|^{2\kappa},
\]
and \( \phi(\omega, b) \) is the profile of a solitary wave for the case \( V(x) = 0 \) (when \( b = 1/2 \)). By the V–K theory, the linearization at \( \phi_0 \) is such that
\[
L_{\pm}(\omega) \phi_{\omega,b} = 0,
\]
where \( \phi_{\omega,b} \) is the eigenfunction corresponding to the eigenvalue \( \lambda = 0 \). From this, one can see that one could have \( \lambda > 0 \) if the right-hand side of (6.10) becomes positive for some \( \psi \) orthogonal to the kernel of \( L_-(\omega) \); in other words, if the minimization problem
\[
\mu = \inf_{\langle \psi, \varphi_0 \rangle = 0, \langle \psi, \psi \rangle = 1} \langle \psi, L_+(\omega) \psi \rangle
\]
gives a negative value of \( \mu \). By [19], finding the minimum of (6.11) under constraints \( \langle \psi, \psi \rangle = 1 \) and \( \langle \psi, \varphi_0 \rangle = 0 \) leads to the relation
\[
L_+(\omega) \psi = \mu \psi + \nu \varphi_0,
\]
with \( \mu, \nu \) Lagrange multipliers; pairing the above with \( \psi \) shows that \( \mu \) in (6.11) and (6.12) is the same. Writing \( \psi = (L_-(\omega) - \mu)^{-1} \nu \varphi_0 \) and taking into account that \( \langle \psi, \varphi_0 \rangle = 0 \), we see that we need to analyze the location of the first root of the V–K function.
\[ f(z) = \langle \phi_\omega, (L_+(\omega) - z)^{-1} \phi_\omega \rangle, \quad (6.13) \]

which is defined for \( z \) in the resolvent set of the operator \( L_+ (\omega) \) restricted onto the subspace of even functions. This domain includes the interval \((\zeta_0, \zeta_2)\), where \( \zeta_0 < 0 \) is the smallest negative eigenvalue of \( L_+ \) and \( \zeta_2 > 0 \) is the next eigenvalue of \( L_+ \), on the subspace of even functions. Since clearly \( f'(z) > 0 \) for \( z \in (\zeta_0, \zeta_2) \), one has \( f(\mu) = 0 \) at some \( \mu \in (\zeta_0, \zeta_2) \), \( \mu > 0 \) (hence stability) if and only if \( f(0) < 0 \), which leads to \( \langle \phi_\omega, L_+(\omega)^{-1} \phi_\omega \rangle < 0 \), and, using \( (6.8) \), we arrive at the V–K stability condition

\[ \frac{d}{d\omega} \langle \phi_\omega, \phi_\omega \rangle < 0. \quad (6.14) \]

An elementary computation based on \( (6.9) \) shows that \( (6.14) \) is satisfied (for all \( \omega < 0 \)) if and only if \( \kappa \in (0, 2) \). The left-hand side of \( (6.14) \) becomes identically zero for \( \kappa = 2 \) and becomes positive for \( \kappa > 2 \) (again, for all \( \omega < 0 \)).

Now let us consider \( L_+(\omega, b) \) with \( b > 1/2 \) and \( \omega = \omega_c = -1/\kappa^2 \). As in the case of no potential, one has \( L_-(\omega, b) \geq 0 \), with \( \lambda = 0 \) a simple eigenvalue corresponding to the eigenfunction \( \phi_{\omega_c, b} \). At \( \omega = \omega_c \), one has

\[ |\phi_{\omega_c, b}(x)|^2 - V(x) = |\varphi_\omega(x)|^2 \]

and

\[ L_-(\omega, b) = -\partial_x^2 - \omega - |\varphi_\omega(x)|^2 = L_-(\omega, 1/2). \]

We note that

\[ L_+(\omega, b) = L_-(\omega, b) + 2\kappa |\phi_{\omega_c, b}(x)|^2 < L_-(\omega, b), \]

hence the smallest eigenvalue \( \zeta_0 (\omega, b) \) of \( L_+(\omega, b) \) (assumed on the subspace of even functions) is negative. At \( \omega = \omega_c = -1/\kappa^2 \), one has

\[ L_+(\omega_c, b) = L_+(\omega_c, 1/2) + 2\kappa (b^2 - 1/4) \text{sech}^2 x, \quad (6.15) \]

hence for \( b > b' \) and \( b, b' \in (1/2, b_{\text{max}}(\kappa)) \),

\[ L_+(\omega_c, b) > L_+(\omega_c, b'). \quad (6.16) \]

Just as in the case \( b = 1/2 \) which we considered above, the linear instability takes place when the minimization problem

\[ \mu = \inf_{\langle \psi, \psi \rangle = 0, \langle \psi, \phi_\omega \rangle = 1} \langle \psi, L_+(\omega, b) \psi \rangle \quad (6.17) \]

gives a negative value of \( \mu \). As we already pointed out in the case \( b = 1/2 \), one has \( \mu > 0 \) for \( \kappa \in (0, 2) \) (equivalently, \( \varphi_\omega \) are linearly stable), and \( \mu = 0 \) for \( \kappa = 2 \). Due to \( (6.16) \), one then also has \( \mu > 0 \) for \( \kappa \in (0, 2), \omega = -1/\kappa^2, b \in [1/2, b_{\text{max}}(\kappa)] \) and for \( \kappa = 2, \omega = -1/\kappa^2, b \in (1/2, b_{\text{max}}(\kappa)) \). Thus, for these values of \( \kappa \) and \( b \), the solitary waves \( \phi_{\omega_c, b} e^{-\omega t} \) are spectrally stable.

For \( \kappa > 2 \), the story is different: while \( \mu \) in \( (6.17) \) is negative for \( b = 1/2 \) corresponding to the linear instability of \( \varphi_\omega(x)e^{-\omega t} \), \( \mu \) could become positive if \( b \) exceeds some critical value \( b_{\text{crit}}(\kappa) \):

\[ \partial_b \langle \phi_{\omega_c, b}, \phi_{\omega_c, b} \rangle < 0, \quad b \in (b_{\text{crit}}(\kappa), b_{\text{max}}(\kappa)), \quad \omega = -1/\kappa^2. \]
Numerically, we proceed as follows. We pick $k > 2$ and use the shooting method to construct a solitary wave $\phi_{w,b}$ and find the critical value $b_{\text{crit}} > 1/2$ above which $\partial_\omega (\phi_{w,b}, \phi_{w,b})_{F_{w,b}}$ becomes negative (that is, when $b = b_{\text{crit}}(\kappa)$, a positive eigenvalue from the spectrum of $A(\omega, b)$ collides with a negative eigenvalue, and they produce a pair of purely imaginary eigenvalues; for $b \in (b_{\text{crit}}(\kappa), b_{\text{max}}(\kappa))$, spectral stability takes place). This gives us the critical values $b_{\text{crit}}$ versus $\kappa$ in agreement with figure 1(b).

We find remarkably that Derrick’s theorem and the V–K spectral analysis of stability give identical results. The same result for the stability regime was also obtained by setting the oscillation frequency for small oscillations around the exact solution to zero using the time dependent variational method. In distinction with the case without a potential, in the presence of the external potential $V^-(x)$ the results of the stability analysis are much more interesting because of the additional $b$ dependence of the exact solution. For $\kappa > 2$ it is possible to interpret the results of V–K and Derrick’s theorem in terms of a critical mass $M_{\text{crit}}$ below which the solution is stable, or equally in terms of a critical depth $b$ for the confining potential above which the solution is stable.

7. Conclusions

In this paper we studied the stability of the exact solution of the NLSE in a real Pöschl–Teller potential which is the SUSY partner of a complex PT symmetric potential studied previously [17]. Unlike the previous problem which required detailed numerical analysis for every value of the nonlinearity parameter $\kappa$, the real external potential problem here results in a Hamiltonian dynamical system amenable to several variational approaches to the stability problem, such as Derrick’s theorem [21], V–K theory [19], and a time dependent variational approach. Using these methods we were able to show that for $\kappa > 2$ the pinned solution has a region of stability that was not available to the solitary wave solution of the NLSE without an external potential. The latter solutions are known to blow up in a finite time interval when perturbed appropriately. The analytic result for the re-entry regime of stability found using Derrick’s theorem was corroborated by a numerical study of spectral stability based on the V–K theory. This result is different from the result found numerically for the stability of the solution for the complex SUSY partner external potential $V^+(x)$. The analysis of the stability of the solutions for $V^+(x)$ in [17] showed a very complicated pattern. Even for $\kappa = 1$ there is a regime of instability as a function of $b$ for the nodeless solution. At $\kappa = 3$ all the solutions found for $V^+(x)$, were unstable due to oscillatory instabilities. Only for $\kappa < 2/3$ were the solutions stable. In contrast, for the $V^-(x)$ potential we are able to address the stability question for all $\kappa$ analytically and show that the effect of the external potential is to introduce a new domain of stability for all $\kappa > 2$, when compared to the stability of the related solitary wave solutions in the absence of an external potential. The stability properties of the solutions of the NLSE in the presence of the partner potentials $V^\pm(x)$ are quite different from one another due to the dissipative versus conservative nature of these potentials.
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