ON THE POSITIVITY OF INFINITE PRODUCTS CONNECTED TO PARTITIONS WITH EVEN PARTS BELOW ODD PARTS AND COPARTITIONS
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Abstract. In this paper, we give a combinatorial proof of a positivity result of Chern related to Andrews’s $EO^*$-type partitions. This combinatorial proof comes after reframing Chern’s result in terms of copartitions. Using this new perspective, we also reprove an overpartition result of Chern by showing that it comes essentially “for free” from our combinatorial proof and some basic properties of copartitions. Finally, the application of copartitions leads us to more general positivity conjectures for families of both infinite and finite products, with a proof in one special case.

1. Introduction

In [2], the authors introduce copartitions. Copartitions reframe and generalize Andrews’s $EO^*$-type partitions, which arose in a study of the combinatorics of the mock theta function $\nu(q)$ [1]. Each $(a, b, m)$-copartition is comprised of three partitions:

- a partition into parts $\equiv a \pmod{m}$, which we call the ground;
- a partition into parts $\equiv b \pmod{m}$, which we call the sky; and
- a rectangular partition that unites them.

We denote the number of $(a, b, m)$-copartitions as $c_{p_{a,b,m}}(n)$. Andrews’s $EO^*(n)$ counts the number of partitions of $n$ with all even parts smaller than all odd parts and only the largest even part appearing an odd number of times. We call the set of partitions counted by $EO^*$ “$EO^*$-type partitions.” A straightforward bijection reveals that $c_{p_{1,1,2}}(n) = EO^*(2n)$, and so we may recast any $EO^*$-type partition result in terms of copartitions.
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This paper is motivated by a study into a weighted version of the \( \mathcal{EO}^* \) function completed by Chern in [3]. In Chern’s study, he assigned a weight of \(-1\) to the partition \( \lambda \) if the largest even part of \( \lambda \) is \( 2 \) (mod 4) and 1 otherwise. We restate Chern’s result in the language of copartitions.

Let \( cp^{o}_{a,b,m}(n) \) (resp. \( cp^{e}_{a,b,m}(n) \)) be the number of \((a,b,m)\)-copartitions of \( n \) with an odd (resp. even) number of ground parts.

**Theorem 1.1** (Chern). For all \( n \geq 0 \),

\[
cp^{o}_{1,1,2}(n) \leq cp^{e}_{1,1,2}(n) \quad \text{ if } n \text{ is even} \\
= cp^{e}_{1,1,2}(n) \quad \text{ if } n \text{ is odd}.
\]

Chern called for a direct combinatorial proof of Theorem 1.1, and we achieve this in Section 3.

Chern also studied the overpartition analogue of Andrews’s set of partitions and proved an overpartition analogue of Theorem 1.1. In Section 4, we show that Chern’s overpartition analogue follows “for free” from basic properties of overpartitions and our combinatorial proof of Theorem 1.1.

Both Andrews’s \( \mathcal{EO}^* \)-type partitions and \((a,b,m)\)-copartitions have generating functions that enjoy nice infinite product forms. Thus, Chern’s Theorem 1.1 is equivalent to the non-negativity of the coefficients of

\[
\frac{(-q^2; q^2)_\infty}{(-q q^2)_\infty (q q^2)_\infty}.
\]

Similarly, considering a weighted version of the generating function for \((a,b,m)\)-copartitions leads naturally to a question about the more general \( q \)-products

\[
\frac{(-q^{a+b}; q^m)_\infty}{(-q^a; q^m)_\infty (q^b; q^m)_\infty}.
\]

Many researchers are interested in the positivity of families \( q \)-products (see [6]), and in Section 5, we consider this product and offer a conjecture.

2. Background on Copartitions

In this section, we recall the definition of an \((a,b,m)\)-copartition and give some relevant background. By a partition of \( n \), we mean a non-increasing finite sequence of positive integers \( \lambda = (\lambda_1, \lambda_2, \lambda_3, \ldots, \lambda_r) \) such that \( \lambda_1 + \lambda_2 + \ldots + \lambda_r = n \). We use \( \nu(\lambda) = r \) to denote the number of parts of the partition \( \lambda \).

An \((a,b,m)\)-copartition is a triple of partitions \((\gamma, \rho, \sigma)\) such that all parts in \( \gamma \) are congruent to \( a \) (mod \( m \)), all parts in \( \sigma \) are congruent to \( b \) (mod \( m \)), and \( \rho \) consists of exactly \( \nu(\sigma) \) parts of size \( m \cdot \nu(\gamma) \). To handle the cases where \( a \) or \( b \) is larger than \( m \), we add the condition that the parts in \( \gamma \) must have size at least \( a \) and the parts in \( \sigma \) must have size at least \( b \). We call \( \gamma \) the ground of the copartition and \( \sigma \) the sky. Note that one can represent an \((a,b,m)\)-copartition graphically by appending the \( m \)-modular diagram for \( \sigma \) to the right of the \( m \)-modular diagram for \( \rho \) and then appending the conjugate of the \( m \)-modular diagram for \( \gamma \) below \( \rho \).

The graphical representation allows for a straightforward conjugation map on copartitions by reflecting the diagram about the line \( y = -x \). Equivalently, one can define the conjugate of the \((a,b,m)\)-copartition \((\gamma, \rho, \sigma)\) as the \((b,a,m)\)-copartition \((\sigma, \rho', \gamma)\), where \( \rho' \) is the conjugate of the \( m \)-modular diagram for \( \rho \).
Example 2.1. The following diagram represents the \((a, b, m)\)-copartition \(((4m + a, 3m + a, a, a), (4m + 4m), (3m + b, 3m + b))\) and its conjugate \(((3m + b, 3m + b), (2m, 2m, 2m), (4m + a, 3m + a, a))\).

We also define the \textit{enlarged sky} of a copartition, written as \(\rho|\sigma\), by adding the \(i\)th part of \(\sigma\) to the \(i\)th part of \(\rho\) for each \(i\). For example, in the \((3, 1, 4)\)-copartition \(((11, 11, 7), (12, 12, 12), (13, 9, 9, 1))\), the enlarged sky is the partition \((25, 21, 21, 13)\). Note that, because of the required dimensions of \(\rho\), the smallest part of \(\rho|\sigma\) must be of size at least \(m\) times \(\nu(\gamma)\).

The \(E\mathcal{O}'\)-type partition corresponding to the \((1, 1, 2)\)-copartition \((\gamma, \rho, \sigma)\) is obtained by creating two copies of each part of \(\rho|\sigma\) and doubling each part of \(\gamma\). For example, \(((7, 7, 3), (6, 6), (5, 1))\) corresponds to \((11, 11, 7, 7, 6, 6, 6, 4, 4, 4, 4)\).

In \cite{2}, the authors define \(\text{cp}_{a,b,m}(w, s, n)\) to be the number of \((a, b, m)\)-copartitions of size \(n\) that have \(w\) ground parts and \(s\) sky parts and prove the following infinite product form of the generating function for \(\text{cp}_{a,b,m}(w, s, n)\).

**Theorem 2.2** (Burson–Eichhorn\cite{2}). We have

\[
\text{cp}_{a,b,m}(x, y, q) := \sum_{n=0}^{\infty} \sum_{w=0}^{\infty} \sum_{s=0}^{\infty} \text{cp}_{a,b,m}(w, s, n) x^w y^s q^n = \frac{(xyq^{a+b}; q^m)_\infty}{(xq^b; q^m)_\infty (yq^a; q^m)_\infty}.
\]

By setting \(x = 1\) and \(y = -1\) in Theorem \ref{thm:2.2}, we immediately get the following corollary, which interprets \ref{thm:1.1} as a difference of copartition functions.

**Corollary 2.3.** For \(a, b, m \in \mathbb{N}\) and \(n \in \mathbb{N}_0\),

\[
(2) \quad \sum_{n=0}^{\infty} (\text{cp}_{a,b,m}^*(n) - \text{cp}_{a,b,m}^{a}(n))q^n = \frac{(-q^{a+b}; q^m)_\infty}{(-q^a; q^m)_\infty (q^b; q^m)_\infty}.
\]

3. **Combinatorial proof of Theorem \ref{thm:1.1}**

In this section, we give a combinatorial proof of Theorem \ref{thm:1.1} by describing an injection \(\phi : C\mathcal{P}_{1,1,2}(n) \to C\mathcal{P}_{1,1,2}(n)\), where \(C\mathcal{P}_{1,1,2}(n)\) (resp. \(C\mathcal{P}_{1,1,2}^*(n)\)) is the set of copartitions counted by the function \(\text{cp}_{1,1,2}^*(n)\) (resp. \(\text{cp}_{1,1,2}^*(n)\)). We will also show that, when \(n\) is even, this injection is a bijection.

We begin with a general outline of the injection. For \((\gamma, \rho, \sigma) \in C\mathcal{P}_{1,1,2}(n)\), we define the map \(\phi : C\mathcal{P}_{1,1,2}^*(n) \to C\mathcal{P}_{1,1,2}(n)\) by iterating the process of removing the largest part and largest even
part of $γ'$ (the conjugate partition of $γ$), and adding the sum of the removed parts to $ρ|σ$ as a new part. Note that the map is well defined when the largest part of $γ'$ is odd. However, while iterating this process, we may obtain objects that are no longer $(1, 1, 2)$-copartitions. Thus, to show the details, we begin by defining a set of pairs of partitions that slightly generalize copartitions.

Let $CP'(n)$ denote the set of pairs of partitions $(\tilde{γ}, \tilde{σ})$ with total size $n$ such that all parts of $\tilde{σ}$ are odd, the smallest part of $σ$ is greater than the sum of the largest part of $γ'$ and the largest even part of $\tilde{γ}$, and the only part in $γ'$ appearing an odd number of times is either the largest part or the largest even part. Note that, if $(γ, ρ, σ) ∈ CP_{1, 1, 2}(n)$, then $(γ', ρσ) ∈ CP'(n)$.

Furthermore, we can write $CP'(n) = CP'_o(n) \cup CP'_e(n)$, where $CP'_o(n)$ consists of all pairs in which the largest part of $γ'$ is odd and appears an odd number of times and $CP'_e(n)$ consists of all pairs in which the largest even part of $γ'$ (which may or may not also be the largest part of $γ'$) is the only part of $γ'$ appearing an odd number of times.

For $(\tilde{γ}, \tilde{σ}) ∈ CP'(n)$, we define $f((\tilde{γ}, \tilde{σ})) = (\tilde{γ}_f, \tilde{σ}_f)$ to be the pair obtained by removing the largest part and the largest even part of $γ'$, which we call $ℓ(γ')$ and $ℓ_e(γ)$, respectively, and adding a part of size $ℓ(γ') + ℓ_e(γ)$ to $σ$. If $γ'$ has no even parts, we define $ℓ_e(γ') = 0$. Note that, when $ℓ(γ') ≠ ℓ_e(γ')$, $f$ is size-preserving. Additionally, we define $g(γ', σ) = (γ'_g, σ_g)$ to be the pair obtained by removing the smallest part from $σ$, which we denote as $s(σ)$, and adding two new parts to $γ'$: one equal to the unique part of $γ'$ appearing an odd number of times, which we denote as $o(γ')$, and one part equal to the difference between the size of the smallest part of $σ$ and $o(γ')$.

**Example 3.1.** Consider $(\tilde{γ}, \tilde{σ}) = (\{7, 6, 6, 3, 2, 2, 2, 2\}, \{15, 15, 13\}) ∈ CP'_o(76) ⊂ CP'(76)$. Note that $o(γ') = 7$, $ℓ_e(γ') = 6$, and $s(σ) = 13$. Then, $f(γ', σ) = (\{6, 3, 3, 2, 2, 2\}, \{15, 15, 13, 13\}) ∈ CP'_e(76)$ and $g(γ', σ) = (\{7, 6, 6, 6, 3, 3, 2, 2, 2\}, \{15, 15\}) ∈ CP'_o(76)$.

We now give three lemmas which may appear to be quite technical, but they simply clarify the domain and range of $f$ and $g$ and demonstrate that $g$ is the inverse of $f$. Note that $f$ is well-defined when $ℓ(γ') ≠ ℓ_e(γ')$ and $g$ is well-defined for all $(γ', σ) ∈ CP'(n)$ with non-empty $σ$. Furthermore, where they are well-defined, $f$ and $g$ both change the number of appearances of $ℓ(γ')$ and $ℓ_e(γ')$ by exactly one, so that $o(γ')$ and $o(γ'_f)$ have opposite parity. (Note that the previous statement holds even if the number of appearances of a part changes from zero to one or from one to zero). Thus, we obtain the following lemma.

**Lemma 3.2.**

1. If $(\tilde{γ}, \tilde{σ}) ∈ CP'_o(n)$, then $f((\tilde{γ}, \tilde{σ})) ∈ CP'_e(n)$.
2. If $(\tilde{γ}, \tilde{σ}) ∈ CP'_o(n)$ with $s(σ) < 2ℓ(γ')$, then $g((\tilde{γ}, \tilde{σ})) ∈ CP'_e(n)$ and $ℓ(γ') > ℓ(γ'_g)$.
3. If $(\tilde{γ}, \tilde{σ}) ∈ CP'_e(n)$ and $\tilde{σ} ≠ \{\}$, then $g((\tilde{γ}, \tilde{σ})) ∈ CP'_o(n)$.
4. If $(\tilde{γ}, \tilde{σ}) ∈ CP'_e(n)$ with $ℓ(γ') > ℓ_e(γ')$, then $f((\tilde{γ}, \tilde{σ})) ∈ CP'_o(n)$.

**Lemma 3.3.** For $(\tilde{γ}, \tilde{σ}) ∈ CP'(n)$ with $ℓ(γ') > ℓ_e(γ')$, $g ∘ f((\tilde{γ}, \tilde{σ})) = (\tilde{γ}, \tilde{σ})$.

**Proof.** Let $(\tilde{γ}, \tilde{σ}) ∈ CP'(n)$ such that $ℓ(γ') > ℓ_e(γ')$. We can decompose $γ'$ as $\{ℓ(γ'), ℓ_e(γ')\} ∪ \tilde{γ}'$. Then, we get that $f((\tilde{γ}, \tilde{σ})) = (\tilde{γ}, \tilde{σ} ∪ \{ℓ(γ') + ℓ_e(γ')\})$. Now, we consider two cases as follows:

Case 1: $(\tilde{γ}, \tilde{σ}) ∈ CP'_o(n)$. In this case, we note that $o(γ') = o(\tilde{γ}) = ℓ_e(\tilde{γ}) = ℓ_e(γ')$. Thus, $g ∘ f((\tilde{γ}, \tilde{σ})) = (\{ℓ(\tilde{γ}), ℓ_e(\tilde{γ})\} ∪ \tilde{γ}, \tilde{σ}) = (\tilde{γ}, \tilde{σ})$.

Case 2: $(\tilde{γ}, \tilde{σ}) ∈ CP'_e(n)$. In this case, we note that $o(γ') = o(\tilde{γ}) = ℓ(\tilde{γ}) = ℓ(γ')$. Furthermore, $s(σ) - o(γ') = ℓ(γ') + ℓ_e(γ') - ℓ(γ') = ℓ_e(γ')$. Therefore, $g ∘ f((\tilde{γ}, \tilde{σ})) = (\{ℓ(\tilde{γ}), ℓ_e(\tilde{γ})\} ∪ \tilde{γ}, σ) = (\tilde{γ}, \tilde{σ})$.

**Lemma 3.4.** For $(\tilde{γ}, \tilde{σ}) ∈ CP'_o(n)$ or $(\tilde{γ}, \tilde{σ}) ∈ CP'_e(n)$ with $s(σ) < 2ℓ(γ')$, $f ∘ g((\tilde{γ}, \tilde{σ})) = (\tilde{γ}, \tilde{σ})$. 

\[\]
Proof. Let \((\hat{\gamma}, \hat{\sigma}) \in \mathcal{CP}_a(n)\) or \((\hat{\gamma}, \hat{\sigma}) \in \mathcal{CP}_a'(n)\) with \(s(\hat{\sigma}) < 2\ell(\hat{\gamma})\). We can decompose \(\hat{\sigma}\) as \(\{s(\hat{\sigma})\} \cup \hat{\sigma}\).

Then, \(g((\hat{\gamma}, \hat{\sigma})) = \{(s(\hat{\sigma}) - o(\hat{\gamma}), o(\hat{\gamma})\} \cup \hat{\sigma}\). We consider two cases as follows:

**Case 1:** \((\hat{\gamma}, \hat{\sigma}) \in \mathcal{CP}_a(n)\) with \(s(\hat{\sigma}) < 2\ell(\hat{\gamma})\). Thus, \(o(\hat{\gamma}) = \ell(\hat{\gamma}) > \ell_e(\hat{\gamma})\). Note that, because \(s(\hat{\sigma}) < 2\ell(\hat{\gamma})\) and \(o(\hat{\gamma}) = \ell(\hat{\gamma})\), \(s(\hat{\sigma}) - o(\hat{\gamma}) = s(\hat{\sigma}) - \ell(\hat{\gamma}) < \ell(\hat{\gamma})\). Moreover, because \(s(\hat{\sigma}) \geq \ell(\hat{\gamma}) + \ell_e(\hat{\gamma})\), \(s(\hat{\sigma}) - o(\hat{\gamma}) \geq \ell_e(\hat{\gamma})\). Thus, since \(\ell(\hat{\gamma})\) is odd, \(\ell_e(\hat{\gamma}_a) = s(\hat{\sigma}) - o(\hat{\gamma}) = s(\hat{\sigma}) - \ell(\hat{\gamma})\).

Therefore, \(f \circ g((\hat{\gamma}, \hat{\sigma})) = (\hat{\gamma}, \hat{\sigma} \cup \{s(\hat{\sigma}) - \ell(\hat{\gamma}) + \ell(\hat{\gamma})\}) = (\hat{\gamma}, \hat{\sigma})\).

**Case 2:** \((\hat{\gamma}, \hat{\sigma}) \in \mathcal{CP}_a'(n)\). Thus, \(o(\hat{\gamma}) = \ell_e(\hat{\gamma})\). Then, \(\ell_e(\hat{\gamma}_a) = \ell_e(\hat{\gamma}) = o(\hat{\gamma})\) and \(\ell(\hat{\gamma}_a) = s(\hat{\sigma}) - \ell_e(\hat{\gamma})\).

Therefore, \(f \circ g((\hat{\gamma}, \hat{\sigma})) = (\hat{\gamma}, \hat{\sigma} \cup \{s(\hat{\sigma}) - \ell_e(\hat{\gamma}) + \ell_e(\hat{\gamma})\}) = (\hat{\gamma}, \hat{\sigma})\).

We are now ready to prove Theorem 1.1.

**Proof.** Let \(n \in \mathbb{N}\). Note that we can recast any \((\gamma, \rho, \sigma) \in \mathcal{CP}_a^1(n)\) as \((\gamma', \rho, \sigma) \in \mathcal{CP}_a^1(n)\) where \(s(\rho) > 2\ell(\gamma')\), and we can recast any \((\tilde{\gamma}, \tilde{\rho}, \tilde{\sigma}) \in \mathcal{CP}_a^1(n)\) as \((\tilde{\gamma}', \tilde{\rho}, \tilde{\sigma}) \in \mathcal{CP}_a^1(n)\) where \(\ell(\tilde{\gamma}') = \ell_e(\tilde{\gamma}')\). We now explicitly give an injection \(\phi : \{(\hat{\gamma}, \hat{\sigma}) \in \mathcal{CP}_a^1(n) : s(\hat{\sigma}) > 2\ell(\hat{\gamma})\} \rightarrow \{(\hat{\gamma}, \hat{\sigma}) \in \mathcal{CP}_a^1(n) : \ell(\hat{\gamma}) = \ell_e(\hat{\gamma})\}\), which equivalently gives an injection \(\phi : \mathcal{CP}_a^1(n) \rightarrow \mathcal{CP}_a^1(n)\) in the natural way.

By Lemmas 3.2 and 3.3 we have that \(f \) and \(g \) are inverse functions that are well-defined on most pairs in \(\mathcal{CP}(n)\). Note that each application of \(f \) reduces the number of parts of \(\hat{\gamma} \) by either 1 or 2. Thus, for each \((\hat{\gamma}, \hat{\sigma}) \in \mathcal{CP}_a^1(n)\) with \(s(\hat{\sigma}) > 2\ell(\hat{\gamma})\), letting \(\hat{\gamma}_{j, k} = f^k(\hat{\gamma}, \hat{\sigma})\), there must be some minimum positive integer \(k \) such that either the largest part remaining in \(\hat{\gamma}_{j, k}\) is even or \(\hat{\gamma}_{j, k}\) is empty. In other words, \(f^k((\hat{\gamma}, \hat{\sigma})) \in \mathcal{CP}_a^1(n)\) with \(\ell(\hat{\gamma}_{j, k}) = \ell_e(\hat{\gamma}_{j, k})\). For each \((\hat{\gamma}, \hat{\sigma}) \in \mathcal{CP}_a^1(n)\) with \(s(\hat{\sigma}) > 2\ell(\hat{\gamma})\), define \(f^k((\hat{\gamma}, \hat{\sigma})) = f^k((\hat{\gamma}, \hat{\sigma})) \in \mathcal{CP}_a(n)\).

By Lemmas 3.3 and 3.4 we know that \(f : \{(\hat{\gamma}, \hat{\sigma}) \in \mathcal{CP}(n) : \ell(\hat{\gamma}) > \ell(\hat{\sigma})\} \rightarrow \{(\hat{\delta}, \hat{\tau}) \in \mathcal{CP}(n) : \hat{\tau} \neq \emptyset\}\) is bijective. Therefore, \(\phi\) is an injection.

Now we show that when our copartition has odd size, \(\phi\) is a bijection. It suffices to show that for any \((\hat{\gamma}, \hat{\sigma}) \in \mathcal{CP}_a^1(n)\) with \(|\hat{\gamma}| + |\hat{\sigma}|\) odd and \(\ell(\hat{\gamma}) = \ell_e(\hat{\gamma})\), there is a positive integer \(k \) such that \(g^k((\hat{\gamma}, \hat{\sigma})) \in \mathcal{CP}_a^1(n)\) with \(s(\hat{\sigma}) > 2\ell(\hat{\gamma})\). Let \((\hat{\gamma}, \hat{\sigma}) \in \mathcal{CP}_a^1(n)\). Thus, \(|\hat{\gamma}|\) must be even. Then, because \(|\hat{\gamma}| + |\hat{\sigma}|\) is odd and \(\hat{\sigma}\) has odd parts, \(\nu(\hat{\sigma})\) must be odd. Thus, either \(g^\nu(\hat{\sigma})(\hat{\gamma}, \hat{\sigma}) \in \mathcal{CP}_a^1(n)\) or there is some minimum integer \(j < \nu(\hat{\sigma})\) such that \(g^j(\hat{\gamma}, \hat{\sigma})\) is not well-defined. In the first case, our proof is complete, so we assume we are in the second case. By Lemma 3.2 parts 2 and 3 the first case where \(g^j(\hat{\gamma}, \hat{\sigma})\) is not well-defined is when \(g^{j-1}(\hat{\gamma}, \hat{\sigma}) \in \mathcal{CP}_a^1(n)\) and \(s(\hat{\sigma}_{j-1}) \geq 2\ell(\gamma_{j-1})\). Since \(s(\hat{\sigma}_{j-1})\) is always odd and \(2\ell(\gamma_{j-1})\) is always even, we must have \(s(\hat{\sigma}_{j-1}) > 2\ell(\gamma_{j-1})\), as desired.

Since \(\phi\) is an injection, and when our copartition has odd size, \(\phi\) is a bijection, Theorem 1.1 follows.

Now, we illustrate the above proof with some examples.

**Example 3.5.** Consider the copartition

\[(\gamma, \rho, \sigma) = \{(9, 9, 9, 5, 5, 3), \{14, 14, 14\}, \{5, 5, 3\}\} \in \mathcal{CP}_a^1(n)\]

Then \(\gamma' = \{7, 7, 6, 6, 4, 4, 4\}\) and \(\rho|\sigma = \{19, 19, 17\}\), so we work with

\[\{(7, 7, 6, 6, 4, 4, 4), \{19, 19, 17\}\} \in \mathcal{CP}_a(n)\]

By iteratively applying \(f\), we obtain the following sequence:

\[
\begin{align*}
\{(7, 7, 6, 6, 4, 4, 4), \{19, 19, 17\}\} & \xrightarrow{f} \{(7, 7, 6, 4, 4, 4), \{19, 19, 17, 13\}\} \\
\{(7, 7, 6, 4, 4, 4), \{19, 19, 17, 13\}\} & \xrightarrow{f} \{(7, 4, 4, 4), \{19, 19, 17, 13\}\}
\end{align*}
\]
Therefore, beginning from a pair in $\sigma$ iteratively apply the map

$$f \circ \{(7, 7, 7, 6, 6, 4, 4, 4, 4), \{19, 19, 17\}\} \in CP_\infty'(104).$$

Thus, $f^3\{(7, 7, 7, 6, 6, 4, 4, 4, 4), \{19, 19, 17\}\} = \{(4, 4, 4), \{19, 19, 17, 13, 11\}\}$. Furthermore, we can conjugate the first partition and separate the second partition to get

$$\tilde{\phi}(\{(9, 9, 9, 9, 5, 5, 3), \{14, 14, 14\}, \{5, 5, 3\}\})$$

$$= \{(3, 3, 3, 3), \{8, 8, 8, 8, 8\}, \{11, 11, 9, 5, 5, 3\}\}.$$

Note that $\{(3, 3, 3, 3), \{8, 8, 8, 8, 8\}, \{11, 11, 9, 5, 5, 3\}\} \in CP_{1,1,2}'(104)$.

**Example 3.6.** Here, we show an example of a copartition in $CP_{1,1,2}'(48)$ that is not in the range of this map. Consider $\{(\emptyset, \emptyset), \{13, 13, 9, 7, 3, 3\}\} \in CP_{1,1,2}'(48)$, which corresponds to $\tilde{\gamma}, \tilde{\sigma} = (\emptyset, \emptyset), \{13, 13, 9, 7, 3, 3\} \in CP'_\sigma(n)$. We iteratively apply $g$ without obtaining an element $\{(\tilde{\gamma}, \tilde{\sigma}) \in CP'_\sigma(48)$$ with $2\ell(\tilde{\sigma}) < s(\tilde{\sigma})$ as follows.

$$(\emptyset, \emptyset), \{13, 13, 9, 7, 3, 3\}) \xrightarrow{g} ((3), \{13, 13, 9, 7\})$$

$$(3), \{13, 13, 9\}) \xrightarrow{g} ((7, 3, 3), \{13, 13\})$$

$$(7, 3, 3, 2), \{13\}) \xrightarrow{g} ((11, 7, 3, 3, 2, 2), \{13\})$$

$$(11, 7, 7, 3, 3, 2, 2), \{13\}) \xrightarrow{g} ((11, 11, 7, 7, 3, 3, 2, 2, \{13\}).$$

We can no longer apply $g$ and we never obtained a pair where the smallest part of the second partition is at least twice the size of the largest part of the first partition. Thus, we could not construct an element of $CP_{1,1,2}'(48)$ at any point in our process, so $\{(\emptyset, \emptyset), \{13, 13, 9, 7, 3, 3\}\} \notin \tilde{\phi}(CP_{1,1,2}'(48))$.

**Remark.** We can characterize the set $CP_{1,1,2}'(n) \setminus \tilde{\phi}(CP_{1,1,2}'(n))$ by considering the pairs of partitions that result from iteratively applying $g$ to the pair in $CP'_\sigma(n)$ corresponding to any partition in $CP_{1,1,2}'(n)$. Note that, by Lemma 3.2, parts $[2]$ and $[3]$ for any $\{(\tilde{\gamma}, \tilde{\sigma}) \in CP'(n), \text{ either}

(1) $\{(\tilde{\gamma}, \tilde{\sigma}) \in CP'_\sigma(n)$ with $\tilde{\sigma} = \emptyset$;

(2) $\{(\tilde{\gamma}, \tilde{\sigma}) \in CP'_\sigma(n)$ and $g((\tilde{\gamma}, \tilde{\sigma})) \in CP'_\sigma(n)$;

(3) $\{(\tilde{\gamma}, \tilde{\sigma}) \in CP'_\sigma(n)$ and can be recast as a copartition in $CP_{1,1,2}'(n)$; or

(4) $\{(\tilde{\gamma}, \tilde{\sigma}) \in CP'_\sigma(n)$ and $g((\tilde{\gamma}, \tilde{\sigma})) \in CP_{1,1,2}'(n)$.

Therefore, beginning from a pair in $CP'_\sigma(n)$ corresponding to a copartition in $CP_{1,1,2}'(n)$, we can iteratively apply the map $g$ until we reach a pair $\{(\tilde{\gamma}, \tilde{\sigma}) \in CP_{1,1,2}'(n)$ or $\{(\tilde{\gamma}, \tilde{\sigma}) \in CP_{1,1,2}'(n)$ such that either $\{(\tilde{\gamma}, \tilde{\sigma}) \in CP_{1,1,2}'(n)$ or $\{(\tilde{\gamma}, \tilde{\sigma}) \in CP_{1,1,2}'(n)$ and $\tilde{\sigma} = \emptyset$ eventually results in a pair that corresponds to a copartition in $CP_{1,1,2}'(n)$. Thus, $CP_{1,1,2}'(n) \setminus \tilde{\phi}(CP_{1,1,2}'(n))$ is equinumerous with the set of partitions $\pi$ such that $\ell(\pi)$ is the only part size appearing an odd number of times.

We now obtain the generating function for such partitions by generating the even parts and the odd parts separately. The generating function for partitions into odd parts with each part size appearing an even number of times is $1/(q^3; q^3)_\infty$. By conjugation, we see that the number of partitions of $n$ into even parts with only the largest part appearing an odd number of times is also equal to the number of partitions of $n$ into odd parts with each part size appearing an even number.
of times. Thus the set of partitions \( \pi \) such that \( \ell_e(\pi) \) is the only part size appearing an odd number of times has the generating function

\[
\frac{1}{(q^2;q^4)_\infty^2} = \frac{(-q^2;q^2)_\infty}{(q^2;q^4)_\infty}. 
\]

Thus, beyond proving Theorem 1.1, we have obtained a fully combinatorial proof that

\[
\sum_{n=0}^{\infty} (cp_{1,1,2}^e(n) - cp_{1,1,2}^o(n))q^n = \frac{(-q^2;q^2)_\infty}{(q^2;q^4)_\infty}. 
\]

4. Overpartition Analogues

In [3], Chern also treated an overpartition analogue of Andrews’s \( \mathcal{EO}' \)-type partitions. In particular, using \( q \)-series techniques, he showed that his equivalent form of Theorem 1.1 holds for overpartitions.

**Theorem 4.1** (Chern). Let \( \mathcal{EO}'_0(n) \) (resp. \( \mathcal{EO}'_2(n) \)) be the number of overpartitions of \( n \) such that all even parts are smaller than all odd parts and that the largest even part is congruent to 0 (resp. 2) modulo 4 and is the only part appearing an odd number of times. Then,

\[
\mathcal{EO}'_0(n) = \mathcal{EO}'_2(n) \quad \text{if } n \text{ is not divisible by 4} \\
\geq \mathcal{EO}'_2(n) \quad \text{if } n \text{ is divisible by 4}. 
\]

Chern also called for a direct combinatorial proof of Theorem 1.1. By rewriting this identity in the language of \((1,1,2)\)-copartitions, we now show that a combinatorial proof follows directly from basic properties of overpartitions along with the combinatorics of copartitions established in the previous sections.

Recall that for any set of partitions \( \mathcal{P} \), the associated set of overpartitions \( \mathcal{P}' \) is the set of all partitions from \( \mathcal{P} \) where first occurrence (equivalently, the final occurrence) of a part may be overlined [4]. Overpartitions may also be counted as a sum over the original set of partitions.

**Proposition 4.2** (Corteel-Lovejoy). Let \( \mathcal{P} \) be a set of partitions and let \( \mathcal{P}' \) be the associated set of overpartitions. Then

\[
|\mathcal{P}'| = \sum_{\lambda \in \mathcal{P}} 2^{dv(\lambda)}, 
\]

where \( dv(\lambda) \) denotes the *diversity*, or number of different part sizes, of the partition \( \lambda \).

This proposition holds because for each distinct part size, there are two options; either the first appearance of that part size is overlined or it is not. One implication of this proposition is that an overpartition identity follows directly from an underlying ordinary partition identity if the underlying identity can be refined to hold for partitions with a fixed diversity.

Since copartitions are not a set of ordinary partitions, we define the overpartition analogue of copartitions in the following way.

**Definition.** An \((a,b,m)\)-overcopartition is a triple \((\tilde{\gamma}, \rho, \tilde{\sigma})\), where \( \tilde{\gamma} \) is an overpartition with each of its parts at least \( a \) and congruent to \( a \mod m \), \( \tilde{\sigma} \) is an overpartition with each of its parts at least \( b \) and congruent to \( b \mod m \), and \( \rho \) is an ordinary partition with the same number of parts as \( \tilde{\sigma} \), each of which have size equal to \( m \) times the number of parts of \( \tilde{\gamma} \).

When \( a, b, m \geq 1 \), we let \( \overline{cp}_{a,b,m}(n) \) denote the number of \((a,b,m)\)-overcopartitions of size \( n \), and
we let $\mathcal{OP}_{a,b,m}(n)$ denote the set of $(a, b, m)$-overcopartitions of size $n$.

Also, we define the diversity of a copartition to be the sum of the diversities of the ground and
the sky. That is, $dv((\gamma, \rho, \sigma)) = dv(\gamma) + dv(\sigma)$. Note that this diversity is equal to
the number of different row sizes in the graphical representation of the copartition $(\gamma, \rho, \sigma)$.

Note that the map $\phi$ in the proof of Theorem 1.1 preserves diversity. To see this, notice that
in creating all of the new parts of $\tilde{\sigma}$ of some fixed size $x$, we must exhaust all of the parts of some
fixed size in $\tilde{\gamma}$. Thus for each new part size created by $\phi$ in $\tilde{\sigma}$, exactly one part size in $\tilde{\gamma}$ vanishes.

Since $\phi$ preserves diversity, \(4\) implies that

$$
\mathcal{OP}_{a,b,m}(n) \begin{cases} 
\leq \mathcal{OP}_{1,1,2}(n) & \text{if } n \text{ is even} \\
= \mathcal{OP}_{1,1,2}(n) & \text{if } n \text{ is odd}.
\end{cases}
$$

Next, note that the diversity of a $(1, 1, 2)$-copartition aligns with the diversity of its corresponding
$\mathcal{EO}_*$-type partition. To see this, rewrite $dv((\gamma, \rho, \sigma))$ as $dv(\gamma') + dv(\sigma)$, and notice that the diversity of
the $\mathcal{EO}_*$-type partition corresponding to $(\gamma, \rho, \sigma)$ is the same quantity. Thus, \(4\) implies Theorem 1.1.

Although we do not treat more general overcopartition functions here, we can write down the
general overcopartition generating function.

**Theorem 4.3.** Let $\mathcal{OP}_{a,b,m}(r, n)$ denote the number of $(a, b, m)$-overcopartitions of size $n$ with $r$
overlined parts. Then,

$$
\sum_{n=0}^{\infty} \sum_{r=0}^{\infty} \mathcal{OP}_{a,b,m}(r, n)z^r q^n = \sum_{n=0}^{\infty} \sum_{s=0}^{\infty} \mathcal{OP}_{a,b,m}(r, n)z^r q^n = \sum_{n=0}^{\infty} \sum_{s=0}^{\infty} q^{m+aw} (-zq^{m}; q^m)_w (-zq^{m}; q^m)_s.
$$

Readers familiar with the notations of basic hypergeometric series will notice that the sum on the
right side of \(5\) is just

$$
2\phi_1 \left( \frac{-zq^m q^b}{-zq^{b+m} q^m} ; q^m, q^b \right).
$$

**Proof.** We begin by noting that we may represent an overlined part in $\tilde{\gamma}$ or $\tilde{\sigma}$ by shading in the last
cell of that part in their $m$-modular diagram. Furthermore, $\mathcal{OP}(w)(c(q^m, q^m)_w)$ is the generating function
for an overpartition into exactly $w$ parts of size $a \pmod{m}$ and $\mathcal{OP}(s)(c(q^m, q^m)_s)$ is the generating function
for an overpartition into exactly $s$ parts of size $b \pmod{m}$, where, in both products, $z$
keeps track of the number of overlined parts. Thus, by summing over all possible dimensions of $\rho$,
we can see that

$$
\sum_{n=0}^{\infty} \sum_{r=0}^{\infty} \mathcal{OP}_{a,b,m}(r, n)z^r q^n = \sum_{n=0}^{\infty} \sum_{s=0}^{\infty} q^{m+aw} (-zq^{m}; q^m)_w (-zq^{m}; q^m)_s.
$$

Using the $q$-binomial theorem, we obtain

$$
\sum_{w=0}^{\infty} \sum_{s=0}^{\infty} q^{m+aw} (-zq^{m}; q^m)_w (-zq^{m}; q^m)_s = \sum_{w=0}^{\infty} q^{aw} (-zq^{m}; q^m)_w (-zq^{m}; q^m)_s (q^m q^m)_w (q^m q^m)_s
$$

To complete the proof, we note that

$$
\sum_{w=0}^{\infty} \frac{q^{aw} (-zq^{m}; q^m)_w (q^b q^m)_w (1 + zq^b)}{(q^m q^m)_w (-zq^{b+m} q^m)_w (1 + zq^b)} = \left( \frac{1}{1 + zq^b} \right) \sum_{w=0}^{\infty} \frac{(-zq^{m}; q^m)_w (q^b q^m)_w q^{aw}}{(q^m q^m)_w (-zq^{b+m} q^m)_w (1 + zq^b)}.
$$
Remark. Note that, in the special case where \( a = b \) and \( m = 2a \), we can, following the work of Chern \[3\], define \( cp_{a,a,2a}(r,n) \) (resp. \( cp_{a,a,2a}(r,n) \)) to be the number of \((a,a,2a)\)-overcopartitions with an even (resp. odd) number of ground parts and then further simplify a weighted version of (5) as follows

\[
\sum_{n=0}^{\infty} \sum_{r=0}^{\infty} (cp_{a,a,2a}(r,n) - cp_{a,a,2a}(r,n)) z^r q^n = \frac{(-q^{2a}; q^{2a})_{\infty} (-zq^{2a}; q^{4a})_{\infty}}{(q^{2a}; q^{4a})_{\infty}}.
\]

Since, the map \( \phi \) in the proof of Theorem 1.1 preserves diversity, it makes sense that, when extended to overpartitions, the overpartitions in \( \mathcal{C}P_{1,1,2}(n) \setminus \phi(\mathcal{C}P_{1,1,2}(n)) \) are in bijective correspondence with overpartitions of size \( n \) where all parts except the largest even part appear an even number of times. By the argument given at the end of Section 3, this latter set is a combinatorial interpretation of the coefficients of the right-hand side of (6).

5. A MORE GENERAL CONJECTURE

Note that our combinatorial proof of Theorem 1.1 in Section 3 relies heavily on specific properties of \((1,1,2)\)-copartitions. However, computational data suggests that Theorem 1.1 is a special case of a broader conjecture, which we state below.

Conjecture 5.1. For \( a, b, m \in \mathbb{N} \) and \( n \in \mathbb{N}_0 \), if \( b|a \), then

\[ cp_{a,b,m}(n) \leq cp_{a,a,m}(n). \]

Equivalently, the \( q \)-series

\[ \frac{(-q^{a+b}; q^{m})_{\infty}}{(-q^a; q^{m})_{\infty}(q^b; q^{m})_{\infty}} \]

has non-negative coefficients when \( b|a \).

Note that, in \[5\], motivated by the connection to a type of Lie algebra called a seaweed algebra, Craig proved that the \( q \)-series

\[ \frac{1}{(-q^3; q^4)_{\infty}(q; q^4)_{\infty}} \]

has non-negative coefficients. Since \((-q^4; q^4)_{\infty}\) has obviously non-negative coefficients, Craig’s result implies the special case of Conjecture 5.1 when \( a = 3 \), \( b = 1 \), and \( m = 4 \).

Additionally, we now observe that Conjecture 5.1 holds when \( a = b \).

Theorem 5.2. For \( a, m \in \mathbb{N} \) and \( n \in \mathbb{N}_0 \),

\[ cp_{a,a,m}(n) \leq cp_{a,a,m}(n). \]

Equivalently, the \( q \)-series

\[ \frac{(-q^{2a}; q^{m})_{\infty}}{(-q^a; q^{m})_{\infty}(q^a; q^{m})_{\infty}} \]

has non-negative coefficients.
Proof. In the special case where \( a = b \), we can simplify the right side of (2) as follows:

\[
\sum_{n=0}^{\infty} (c_{p_{a,a,m}}^e(n) - c_{p_{a,a,m}}^o(n))q^n = \frac{(-q^{2a}; q^m)^\infty}{(-q^a; q^m)^\infty(q^a; q^m)^\infty}
\]

(7)

Note that, because the coefficients of (7) are all non-negative, we know that \( c_{p_{a,a,m}}^e(n) \geq c_{p_{a,a,m}}^o(n) \) for all \( n \geq 0 \) and all \( a, m \geq 1 \).

It is still an open problem to find a combinatorial proof of (7). We note that our proof from Section 3 does not easily extend beyond the case \( m = 2a \).

It is natural to ask if finite versions of (1) might also have non-negative coefficients. Among many possible finite versions, we find that the following one seems to be well-poised and appears to have non-negative coefficients.

**Conjecture 5.3.** For \( a, b, m, N, M \in \mathbb{N} \), if \( b \mid a \) and \( a + b = m \), then the \( q \)-series

\[
\frac{(-q^m; q^m)_{N+M-1}}{(-q^a; q^m)_N(q^b; q^m)_M}
\]

has non-negative coefficients when \( N \leq M \).

When we say that this version is well-poised, we mean that it satisfies a nice recursion, much like the Gaussian binomial coefficients do. If we define

\[
g_{a,b,m}(N, M; q) = g(N, M) = \frac{(-q^m; q^m)_{N+M-1}}{(-q^a; q^m)_N(q^b; q^m)_M},
\]

then

\[
g(N, M) = g(N, M - 1) + q^{mM-a}g(N-1, M).
\]

Note that Conjecture 5.3 would imply Conjecture 5.1.
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