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Chapter 1
Introduction

Abstract This chapter reviews the concept of a Markov chain for random variables and then introduces a generalization to quantum mechanical systems. We discuss the subtle differences between classical and quantum Markov chains and point out difficulties that show up in the quantum case. Unlike the classical case that has been analyzed and understood well in the past, certain aspects of quantum Markov chains remained mysterious. Only very recently, it has been recognized how an entropic characterization of states that approximately satisfy the Markov condition looks like. This insight justifies the definition of approximate quantum Markov chains which this book is about.

Markov chains are named after the Russian mathematician Andrei Markov (1856-1922), who introduced them in 1907. Suppose we have a sequence of random variables \((X_n)_{n \geq 1}\). The simplest model is the case where the random variables are assumed to be pairwise independent. For this scenario many nice results, such as the law of large number or the central limit theorem, are known. At the same time the pairwise independence assumption makes the model rather restrictive.

Markov’s idea was to consider a more general dependence structure that however is still simple enough that it can be analyzed rigorously. Informally, his idea was to assume that the random variables \((X_n)_{n \geq 1}\) are ordered in a very specific way. This ordering implies that all the information that the random variables \((X_1, \ldots, X_{k-1})\) could have about \(X_k\) for any \(k > 1\) is contained in \(X_{k-1}\). More precisely, we require that the collective entire past \((X_1, \ldots, X_{k-2})\) is independent of the collective entire future \((X_k, \ldots)\) conditioned on the present \(X_{k-1}\). This model has the advantage that in order to describe \(X_k\) we only need to remember \(X_{k-1}\) and can forget about the past \((X_1, \ldots, X_{k-2})\). This makes the model simple enough that we can prove precise properties and describe its behavior for large values of \(n\). At the same time, the model is considerably more general than the pairwise independence assumption which makes it suitable for many situations (see, e.g., [4, 97, 108, 113]).

Markov chains are intensively studied and have been generalized to the quantum mechanical setup [1] where random variables are replaced by density operators on a Hilbert space. Natural questions that arise are:

1 We then say \((X_n)_{n \geq 1}\) forms a Markov chain in order \(X_1 \leftrightarrow X_2 \leftrightarrow X_3 \leftrightarrow \ldots\).

2 In Section 1.2 and in particular in Section 5.1 we introduce the concept of a quantum Markov chain.
2 Introduction

What are the main differences between classical and quantum Markov chains? What do we know about sequences of random variables that approximately form a Markov chain? Do they approximately behave as (exact) Markov chains?

This book will answer these questions. We will first introduce the reader to quantum Markov chains and explain how to define a robust version of this concept that will be called *approximate quantum Markov chains*.

In the literature there exists the term "short Markov chains" which should distinguish the Markov chain between three random variables from infinite chains. Since we only consider Markov chains defined for three random variables in this book we drop the term "short".

1.1 Classical Markov chains

Three random variables $X,Y,Z$ with joint distribution $P_{XYZ}$ form a *Markov chain* in order $X \leftrightarrow Y \leftrightarrow Z$ if $X$ and $Z$ are independent conditioned on $Y$. In mathematical terms this can be expressed as

$$P_{XYZ} \text{ is a Markov chain} \iff P_{XZ|Y} = P_{X|Y}P_{Z|Y}, \quad (1.1)$$

where $P_{X|Y}$ denotes the probability distribution of $X$ conditioned on $Y$. Bayes’ theorem directly implies that the right-hand side of (1.1) can be rewritten as $P_{XYZ} = P_{XY}P_{Z|Y}$. Operationally, the Markov chain condition tells us that all the information the pair $(X,Y)$ has about $Z$ is contained in $Y$. In other words, there is no need to remember $X$ in order to determine $Z$ if we already know $Y$. Suppose we loose the random variable $Z$. The Markov chain condition ensures that it is possible to reconstruct $Z$ by only acting on $Y$ with a stochastic map. More precisely,

$$P_{XYZ} \text{ is a Markov chain} \iff \exists \text{ stochastic matrix } W_{Z|Y} \text{ such that } P_{XYZ} = P_{XY}W_{Z|Y}. \quad (1.2)$$

Bayes’ theorem directly implies that $W_{Z|Y}$ can be always chosen as $W_{Z|Y} = P_{Z|Y}$. A third characterization of $P_{XYZ}$ being a Markov chain is that the conditional mutual information vanishes, i.e.,

$$P_{XYZ} \text{ is a Markov chain} \iff I(X:Z|Y)_P = 0, \quad (1.3)$$

where

$$I(X:Z|Y)_P := H(X|Y)_P + H(Y|Z)_P - H(XYZ)_P - H(Y)_P$$

(1.4)

denotes the *conditional mutual information* and $H(X)_P := -\sum_{x \in X} P_X(x) \log P_X(x)$ is the *Shannon entropy*.

**Exercise 1.1.** Verify the three characterizations (1.1), (1.2), and (1.3) for a tripartite distribution $P_{XYZ}$ being a Markov chain.

---

3 The reconstruction refers to a stochastically indistinguishable copy which means that if we denote the reconstructed random variable by $Z'$ we require that the probability law of $(X,Y,Z')$ is the same as $(X,Y,Z)$.
1.1 Classical Markov chains

We saw above that (1.1), (1.2), and (1.3) are equivalent characterizations for a tripartite distribution to be a Markov chain. The conditional mutual information can be written in terms of a relative entropy, i.e.,

\[ I(X : Z | Y)_P = D(P_{XYZ} \| P_{XY}P_{Z|Y}) , \quad (1.5) \]

where

\[ D(Q \| R) := \begin{cases} \sum_{x \in \mathcal{X}} Q(x) \log \frac{Q(x)}{R(x)} & \text{if } Q \ll R \\ +\infty & \text{otherwise} \end{cases} , \quad (1.6) \]

denotes the relative entropy (also known as Kullback-Leibler divergence) between two arbitrary probability distributions \( Q \) and \( R \) on a discrete set \( \mathcal{X} \) and \( Q \ll R \) means that \( Q \) is absolutely continuous with respect to \( R \). Interestingly, there is an exact correspondence between the conditional mutual information and the relative entropy distance to the set of Markov chains, also known as a variational formula for the conditional mutual information of the form

\[ I(X : Z | Y)_P = \min_Q \{ D(P_{XYZ} \| Q_{XYZ}) : Q_{XYZ} \text{ is a Markov chain} \} . \quad (1.7) \]

A simple calculation reveals that \( Q_{XYZ} = P_{XY}P_{Z|Y} \) is the optimizer to (1.7).

**Exercise 1.2.** Prove (1.7) and show that the optimizer is always given by \( Q_{XYZ} = P_{XY}P_{Z|Y} \).

### 1.1.1 Robustness of classical Markov chains

Above we have seen three equivalent characterizations (1.1), (1.2), and (1.3) for a tripartite distribution \( P_{XYZ} \) being a Markov chain. An interesting question is whether these characterizations remain equivalent if they are satisfied approximately. This is indeed the case. To see this, let us recall the variational formula for the mutual information (1.7) which implies that for any distribution \( P_{XYZ} \)

\[ I(X : Z | Y)_P = \epsilon \iff D(P_{XYZ} \| P_{XY}P_{Z|Y}) = \epsilon . \quad (1.8) \]

This shows that every distribution \( P_{XYZ} \) such that the conditional mutual information is small (but not necessarily vanishing), i.e., \( I(X : Z | Y)_P = \epsilon \), where \( \epsilon > 0 \) is small also approximately satisfies (1.1) and (1.2) and vice versa, since by Pinsker’s inequality\(^4\) we have

\[ \| P_{XYZ} - P_{XY}P_{Z|Y} \|_1 = \| P_{XYZ} - P_{XY}P_{Z|Y} \|_1 \leq \sqrt{2D(P_{XYZ} \| P_{XY}P_{Z|Y})} . \quad (1.9) \]

Combining (1.7) with (1.8) gives

\[ I(X : Z | Y)_P = D(P_{XYZ} \| P_{XY}P_{Z|Y}) = \min_Q \{ D(P_{XYZ} \| Q_{XYZ}) : Q_{XYZ} \text{ is a Markov chain} \} , \quad (1.10) \]

which shows that distributions with a small conditional mutual information are always close (in terms of the relative entropy distance) to Markov chains and vice versa. As a result, we may define

---

\(^4\) Pinsker’s inequality states that \( \| P - Q \|_1 \leq \sqrt{2D(P \| Q)} \) where \( \| \cdot \|_1 \) denotes the total variation norm [42].
a (classical) approximate Markov chain as a tripartite distribution $P_{XYZ}$ such that the conditional mutual information $I(X : Z | Y)_{P}$ is small.

1.2 Quantum Markov chains

So far we considered Markov chains for classical systems that are modeled by random variables. To describe the more general quantum mechanical setup the random variables are replaced by density operators on a Hilbert space.

A tripartite state $\rho_{ABC}$ on $A \otimes B \otimes C$, where $A$, $B$, and $C$ denote Hilbert spaces, forms a quantum Markov chain if the $A$ and $C$ part can be viewed independent conditioned on the $B$ part — for a meaningful notion of conditioning. Generalizing the classical definition of a Markov chain to the quantum mechanical setup turns out to be delicate since conditioning on a quantum system is delicate. Out of the three equivalent characterizations (1.1), (1.2), and (1.3) for classical Markov chains we have seen above, it turns out that (1.2) serves best for the definition of a quantum Markov chain.

A tripartite state $\rho_{ABC}$ is called a (quantum) Markov chain in order $A \leftrightarrow B \leftrightarrow C$ if there exists a recovery map $\mathcal{R}_{B \rightarrow BC}$ from $B$ to $B \otimes C$ such that

$$\rho_{ABC} = (\mathcal{I}_A \otimes \mathcal{R}_{B \rightarrow BC})(\rho_{AB}),$$

where $\mathcal{I}_A(\cdot)$ denotes the identity map on $A$. A recovery map is an arbitrary trace-preserving completely positive map. The condition (1.11) says that the $C$ part can be reconstructed by only acting on the $B$ part.

Petz proved an entropic characterization for the set of quantum Markov chains $[117,119]$ by showing that

$$\rho_{ABC} \text{ is a quantum Markov chain } \iff I(A : C|B)_{\rho} = 0,$$

where

$$I(A : C|B)_{\rho} := H(AB)_{\rho} + H(BC)_{\rho} - H(ABC)_{\rho} - H(B)_{\rho}$$

(1.13)

denotes the quantum conditional mutual information and $H(A)_\rho := -\text{tr} \rho_A \log \rho_A$ is the von Neumann entropy. Furthermore, Petz showed that in case $I(A : C|B)_{\rho} = 0$ the recovery map $\mathcal{R}_{B \rightarrow BC}$ is called Petz recovery map or transpose map. It is trace-preserving and completely positive (see Remark 5.3).

The result (1.12) gives an entropic characterization for the set of quantum Markov chains. Furthermore, (1.12) displays a criterion to verify easily if a certain tripartite state is a quantum Markov chain, as evaluating the conditional mutual information is simple. We further note that the algebraic structure of quantum Markov states has been studied extensively $[65]$ (see Theorem 5.4 for a precise statement). Quantum Markov chains and their properties are discussed in more detail in Section 5.1.
1.3 Outline

1.2.1 Robustness of quantum Markov chains

A natural question that is relevant for applications is whether the above statements are robust. Specifically, one would like to have a characterization for the set of tripartite states that have a small (but not necessarily vanishing) conditional mutual information, i.e., $I(A : C | B)_\rho \leq \varepsilon$ for $\varepsilon > 0$. First results revealed that such states can have a large trace distance to Markov chains that is independent of $\varepsilon$ [38, 78] (see Proposition 5.9 for a precise statement), which has been taken as an indication that their characterization may be difficult. This is discussed in more detail in Section 5.2.1.

As discussed above, states $\rho_{ABC}$ such that $I(A : C | B)_\rho$ is small are not necessarily close to any Markov chain, however such states approximately satisfy (1.11). More precisely, it was shown [28, 53, 84, 136, 138, 140, 156] that for any state $\rho_{ABC}$ there exists a recovery map $\mathcal{A}_{B \rightarrow BC}$ such that

$$I(A : C | B)_\rho \geq D_M(\rho_{ABC} || (\mathcal{A}_A \otimes \mathcal{A}_{B \rightarrow BC})(\rho_{AB})),$$

where $D_M$ denotes the measured relative entropy (see Definition 2.33). The measured relative entropy $D_M(\omega || \tau)$ is a quantity that determines how close $\omega$ and $\tau$ are. It is nonnegative and vanishes if and only if $\omega = \tau$. The measured relative entropy and its properties are discussed in Section 2.5.3. We refer to Theorem 5.5 for a more precise statement. Inequality (1.15) justifies the definition of approximate quantum Markov chains as states that have a small conditional mutual information, since according to (1.15) these states approximately satisfy (1.11). In Section 5.2 we discuss in detail the properties of approximate quantum Markov chains.

Unlike in the classical case where the robustness of Markov chains directly follows from (1.7) which is simple to prove (see Exercise 1.2), Inequality (1.15) far from trivial. A large part of this book (mainly Chapters 3 and 4) are dedicated to the task of developing mathematical techniques that can be applied afterwards in Chapter 5 to prove (1.15).

1.3 Outline

The aim of this book is to introduce its readers to the concept of approximate quantum Markov chains, i.e., a robust version of Markov chains for quantum mechanical systems. Our exposition does not assume any prior knowledge about Markov chains nor quantum mechanics. We derive all relevant technical statements from the very beginning such that the reader only needs to be familiar with basic linear algebra, analysis, and probability theory. We believe that the mathematical techniques described in the book, with an emphasis on their applications to understand the behavior of approximate Markov chains, are of independent interest beyond the scope of this book.

The following is a brief summary of the main results obtained in each chapter:

- Chapter 2 introduces the mathematical preliminaries that are necessary to follow the book. The advanced reader may easily skip this chapter. We first explain the notation that is sum-

---

5 As explained in Section 1.1.1 above, classical tripartite distributions with a small conditional mutual information are always close to classical Markov chains.
Chapter 3 presents two different mathematical techniques that can be used to overcome difficulties arising from the noncommutative nature of linear operators. Suppose we are given two operators. Is it possible to modify one of the two operators such that it commutes with the other one without changing it by too much?

In Section 3.1 we present a first answer to the above question by introducing the spectral pinching method. For any Hermitian operator $H$ with spectral decomposition $H = \sum \lambda \Pi_\lambda$ we can define the pinching map with respect to $H$ as

$$\mathcal{P}_H : X \mapsto \sum_\lambda \Pi_\lambda X \Pi_\lambda .$$

The pinching map satisfies various nice properties that are summarized in Lemma 3.5. For example, $\mathcal{P}_H(X)$ always commutes with $H$ for any nonnegative operator $X$. Furthermore, there is an operator inequality that relates $\mathcal{P}_H(X)$ with $X$. We demonstrate how to use the spectral pinching method in practice by presenting an intuitive proof for the Golden-Thompson inequality that is only based on properties of pinching maps.

Section 3.2 discusses complex interpolation theory which oftentimes can be used as an alternative to the pinching technique. The basic idea is the following: consider an operator-valued holomorphic function defined on the strip $S := \{ z \in \mathbb{C} : 0 \leq \text{Re} z \leq 1 \}$. Complex interpolation theory allows us to control the behavior of the norm of the function at $(0,1)$ by its norm on the boundary, i.e., at $\text{Re} z = 0$ and $\text{Re} z = 1$. This is made precise in Theorem 3.11, which is the main result of this section. Interpolation theory is less intuitive than pinching, however can lead to stronger results as we will demonstrate in Chapter 4.

Chapter 4 shows how to employ the techniques presented in Chapter 3 to prove novel real-valued inequalities involving several linear operators — so-called trace inequalities. Trace inequalities are a powerful tool that oftentimes helps us to understand the behavior of functions of operators.

Arguably one of the most famous trace inequalities is the Golden-Thompson inequality stating that for any Hermitian operators $H_1$ and $H_2$ we have

$$\text{tr} e^{H_1 + H_2} \leq \text{tr} e^{H_1} e^{H_2} .$$

The main result of this chapter is an extension of (1.17) to arbitrarily many matrices (see Theorem 4.10). As we will show, the intuition for this extension can be seen from the pinching method whereas the precise result is proven using interpolation theory, i.e., with the help of Theorem 3.11.

Besides the Golden-Thompson inequality there exists a variety of other interesting trace inequalities. For example the Araki-Lieb-Thirring inequality states that for any nonnegative operators $B_1, B_2$, and any $q > 0$ we have

$$\text{tr} \left( B_1^q B_2^r B_1^{-r} \right)^q \leq \text{tr} \left( B_1^q B_2 B_1^{-q} \right)^r \quad \text{if} \quad r \in (0,1] .$$

In Section 4.2 we prove an extension of (1.18) to arbitrarily many matrices (see Theorem 4.7).
Finally, we consider a logarithmic trace inequality stating that for any nonnegative operators $B_1, B_2$, and any $p > 0$ we have

$$\frac{1}{p} \text{tr} B_1 \log B_2^{\frac{p}{2}} B_1^\frac{p}{2} \leq \text{tr} B_1 (\log B_1 + \log B_2) \leq \frac{1}{p} \text{tr} B_1 \log B_1^{\frac{p}{2}} B_2^\frac{p}{2}.$$  \hspace{1cm} (1.19)

In Section 4.4 we prove an extension of the first inequality of (1.19) to arbitrarily many matrices (see Theorem 4.15).

Chapter 5 properly defines the concept of a quantum Markov chain (see Section 5.1) as tripartite states $\rho_{ABC}$ such that there exists a recovery map $\mathcal{R}_{B \rightarrow BC}$ from $B$ to $B \otimes C$ that satisfies

$$\rho_{ABC} = (\mathcal{I}_A \otimes \mathcal{R}_{B \rightarrow BC})(\rho_{AB}),$$ \hspace{1cm} (1.20)

where $\mathcal{I}_A$ denotes the identity map on $A$. Alternatively, quantum Markov chains are characterized as states $\rho_{ABC}$ such that the conditional mutual information vanishes, i.e., $I(A : C | B)_\rho = 0$ (see Theorem 5.2).

With the help of the extension of the Golden-Thompson inequality to four matrices (derived in Chapter 4) we show that for any density operator $\rho_{ABC}$ there exists an explicit recovery map $\mathcal{R}_{B \rightarrow BC}$ that only depends on $\rho_{BC}$ such that

$$I(A : C | B)_\rho \geq D_{BC}(\rho_{ABC} \mid (\mathcal{I}_A \otimes \mathcal{R}_{B \rightarrow BC})(\rho_{AB})) \geq 0.$$ \hspace{1cm} (1.21)

We refer to Theorem 5.5 for a more precise statement. Inequality (1.21) shows that states with a small conditional mutual information approximately satisfy the Markov condition (1.20). This therefore justifies the definition of approximate quantum Markov chains as states that have a small conditional mutual information. Proposition 5.9 shows that approximate quantum Markov chains, however, can be far from any Markov chain (with respect to the trace distance).

Inequality (1.21) shows that states $\rho_{ABC}$ with a small conditional mutual information can be approximately recovered from $\rho_{AB}$ by only acting on the $B$-system, i.e., a small conditional mutual information is a sufficient condition that a state reconstruction in the sense of (1.20) is approximately possible. Theorem 5.11 proves an entropic necessary condition involving the conditional mutual information that such an approximate state reconstruction is possible. In particular, we will see that there exist states with a large conditional mutual information such that (1.20) still approximately holds.

Another reason why (1.21) is interesting is that it strengthens the celebrated strong subadditivity of quantum entropy which ensures that $I(A : C | B)_\rho := H(AB)_\rho + H(BC)_\rho - H(ABC)_\rho - H(B)_\rho \geq 0$. This entropy inequality is well-studied and known to be equivalent to various other famous entropy inequalities such as the data processing inequality, concavity of the conditional entropy and joint convexity of the relative entropy. In Section 5.4 we show how (1.21) can be used to prove strengthenings of the other entropy inequalities.

Appendix A presents an example showing that there exist states $\rho_{ABC}$ with an arbitrarily large quantum conditional mutual information (i.e., $I(A : C | B)_\rho$ is large) that, however, can be reconstructed well in the sense that there exits a recovery map $\mathcal{R}_{B \rightarrow BC}$ such that $\rho_{ABC}$ is close to $(\mathcal{I}_A \otimes \mathcal{R}_{B \rightarrow BC})(\rho_{AB})$.

Appendix B discusses examples showing that Theorem 5.11 is essentially tight and therefore cannot be further improved.
Appendix C provides solutions to the exercises stated throughout the book. The exercises are chosen such that they can be solved rather straightforwardly. The main purpose of the exercises is to give the reader a possibility to check if she has understood the presented subject.
Abstract  The formalism of quantum mechanics distinguishes itself from classical physics by being more general. Its main characters are linear operators on a Hilbert space. To understand these objects, this chapter introduces the basic concepts and notation that will be used throughout the book. We further introduce various entropic quantities that are used to describe the behavior of quantum mechanical systems.

Our notation is summarized in Table 2.1. The expert reader may directly proceed to Chapter 3. In this book we restrict ourselves to finite-dimensional Hilbert spaces, even though most of the results covered remain valid for separable Hilbert spaces. As a result, linear operators on these Hilbert spaces can be viewed as matrices. We decided to still call them operators, i.e., for example a positive semidefinite matrix will be called a nonnegative operator on a (finite-dimensional) Hilbert space.

2.1 Notation

The notational conventions used in this book are summarized in Table 2.1. To simplify notation we try to avoid brackets whenever possible. For example, tr$A^\rho$ has to be read as tr$(A^\rho)$. We will usually drop identity operators from the notation when they are clear from the context. We would thus write for example $\rho_B^A B \rho_B^B$ instead of $(\text{id}_A \otimes \rho_B) \rho_B^A (\text{id}_A \otimes \rho_B)$.

A Hermitian operator $H$ is called nonnegative (denoted by $H \geq 0$) if all its eigenvalues are nonnegative. It is called strictly positive (denoted by $H > 0$) if all its eigenvalues are strictly positive. We partially order the set of Hermitian operators (Löwner ordering) by defining $H_1 \geq H_2$ to mean $H_1 - H_2 \geq 0$ for two Hermitian operators $H_1$ and $H_2$.

For $f : \mathbb{R} \to \mathbb{C}$ we denote its Fourier transform by

$$\hat{f}(\omega) := \int_{-\infty}^{\infty} dt f(t)e^{-i\omega t}. \quad (2.1)$$

We use $1\{\text{statement}\}$ to denote the indicator of the statement, i.e.,
\[ 1 \{ \text{statement} \} = \begin{cases} 1 & \text{if statement is true} \\ 0 & \text{if statement is false} \end{cases}. \] (2.2)

**Table 2.1:** Overview of notational conventions

| General          |                      |
|------------------|----------------------|
| \( \mathbb{C} \), \( \mathbb{R} \), \( \mathbb{R}_+ \), \( \mathbb{N} \) | complex, real, nonnegative real, and natural numbers |
| \([n]\)          | the set \( \{1,2,\ldots,n\} \) for \( n \in \mathbb{N} \) |
| \( \log \)       | natural logarithm    |
| \( \langle \cdot | \cdot \rangle \) | bra and ket          |
| \( A, B, C, \ldots \) | Hilbert spaces are denoted by capital letters |
| \( \dim(A) \)    | dimension of the Hilbert space \( A \) |
| \( \mathcal{A}, \mathcal{B}, \mathcal{C}, \ldots \) | mappings are denoted by calligraphic capital letters |
| \( \text{id}_A, \mathcal{I}_A \) | identity operator and identity map on \( A \) |
| \( \text{tr}, \text{tr}_A \) | trace and partial trace |
| \( \text{poly}(n) \) | arbitrary polynomial in \( n \) |
| \( \text{conv}(X) \) | convex hull of the set \( X \) |
| \( \text{int}(X) \) | interior of the set \( X \) |
| \( \partial X \)   | boundary of the set \( X \) |
| \( \hat{f} \)     | Fourier transform of \( f \) |
| \( f \ast g \)    | convolution of \( f \) and \( g \) |
| \( \text{tr}_\kappa \) | triangular function of width \( \kappa \) |
| \( |X| \)          | cardinality of the set \( X \) |
| \( 1 \)           | indicator function   |

| Operators        |                      |
|------------------|----------------------|
| \( \mathcal{L}(A) \), \( \mathcal{L}(A,B) \) | set of bounded linear operators on \( A \) and from \( A \) to \( B \) |
| \( \mathcal{H}(A) \) | set of Hermitian operators on \( A \) |
| \( \mathcal{P}(A), \mathcal{P}_+(A) \) | set of nonnegative and strictly positive operators on \( A \) |
| \( \mathcal{S}(A) \) | set of density operators on \( A \) |
| \( \mathcal{U}(A) \) | set of unitaries on \( A \) |
| \( \mathcal{V}(A,B) \) | set of isometries from \( A \) to \( B \) |
| \( \mathcal{TPCP}(A,B) \) | set of trace-preserving completely positive maps from \( A \) to \( B \) |
| \( \mathcal{MC}(A \otimes B \otimes C) \) | set of (quantum) Markov chains on \( A \otimes B \otimes C \) |
| \( \text{spec}(A) \) | set of distinct singular values of the operator \( A \) |
| \( \text{supp}(A) \) | support of the operator \( A \) |
| \( \text{rank}(A) \) | rank of the operator \( A \) |
| \( A \ll B \) | support of \( A \) is contained in the support of \( B \) |
| \( [A, B] \)     | commutator between \( A \) and \( B \), i.e., \( [A, B] := AB - BA \) |
| \( \Delta_H \) | spectral gap of the Hermitian operator \( H \) |
| \( |A| \)          | modulus of the operator \( A \) |
| \( A^\dagger \)   | conjugate transpose of the operator \( A \) |
| \( \bar{A} \)     | conjugate of the operator \( A \) |
| \( A^T \)         | transpose of the operator \( A \) |
| \( A \otimes B \) | tensor product between operator \( A \) and \( B \) |
| \( A \oplus B \) | direct sum between operator \( A \) and \( B \) |
2.2 Schatten norms

To deal with linear operators on a Hilbert space, the concept of a norm is useful.

**Definition 2.1.** A norm of a linear operator \( L \in L(A) \) is a map \( \| \cdot \| : L(A) \to [0, \infty) \) that satisfies:

1. Nonnegativity: \( \| L \| \geq 0 \) for all \( L \in L(A) \) and \( \| L \| = 0 \) if and only if \( L = 0 \).
2. Absolute homogeneity: \( \| \alpha L \| = |\alpha| \| L \| \) for all \( \alpha \in \mathbb{C}, L \in L(A) \).
3. Triangle inequality: \( \| L_1 + L_2 \| \leq \| L_1 \| + \| L_2 \| \) for all \( L_1, L_2 \in L(A) \).

A norm \( \| \cdot \| \) is called unitarily invariant if \( \| U L V^\dagger \| = \| L \| \) for any isometries \( U, V \in V(A, B) \).

In the following we will consider a particular family of unitarily invariant norms the so-called Schatten \( p \)-norms. The modulus of a linear operator \( L \in L(A) \) is the positive semi-definite operator \( |L| \) := \( \sqrt{L^* L} \).

**Definition 2.2.** For any \( L \in L(A) \) and \( p \geq 1 \), the Schatten \( p \)-norm is defined as

\[
\| L \|_p := (\text{tr} |L|^p)^{\frac{1}{p}}.
\]
We extend this definition to all $p > 0$, but note that $\|L\|_p$ is not a norm for $p \in (0, 1)$ since it does not satisfy the triangle inequality. In the limit $p \to \infty$ we recover the operator norm or spectral norm, for $p = 1$ we obtain the trace norm, and for $p = 2$ the Frobenius or Hilbert-Schmidt norm. Schatten norms are functions of the singular values and thus unitarily invariant. Furthermore, by definition we have

$$\|L\|_p = \|L^\dagger\|_p \quad \text{and} \quad \|L\|_2 = \|LL^\dagger\|_p = \|L^\dagger L\|_p. \quad (2.4)$$

Schatten norms are ordered in the sense that

$$\|L\|_p \leq \|L\|_q \quad \text{for} \quad 1 \leq q \leq p. \quad (2.5)$$

Schatten norms are multiplicative under tensor products, i.e.,

$$\|L_1 \otimes L_2 \otimes \cdots \otimes L_n\|_p = \prod_{k=1}^n \|L_k\|_p. \quad (2.6)$$

Interestingly, among all possible norms only the Schatten $p$-norms with $p \geq 1$ are unitarily invariant and at the same time multiplicative under tensor products [13, Theorem 4.2].

**Exercise 2.3.** Show that the Schatten $p$-norm defined in (2.3) is a norm for $p \geq 1$ and verify that it satisfies the properties mentioned above.

Schatten norms can be expressed in terms of a variational formula, i.e., we can write it as the following optimization problem [23, Section IV.2].

**Lemma 2.4 (Variational formula Schatten norm).** Let $L \in \mathcal{L}(A)$ and $p \geq 1$. Then

$$\|L\|_p = \sup_{K \in \mathcal{L}(A)} \{|\mathrm{tr} L^\dagger K| : \|K\|_q = 1\} \quad \text{for} \quad \frac{1}{p} + \frac{1}{q} = 1. \quad (2.7)$$

Schatten norms are submultiplicative, i.e., for $L_1, L_2 \in \mathcal{L}(A)$ we have

$$\|L_1 L_2\|_p \leq \|L_1\|_p \|L_2\|_p \quad \text{for all} \quad p \geq 1. \quad (2.8)$$

A stronger result is obtained by the generalized Hölder inequality for Schatten (quasi) norms [23, Exercise IV.2.7] (see [79, Section 3.3] for a precise proof).

**Proposition 2.5 (Hölder’s inequality).** Let $n \in \mathbb{N}$, $p, p_1, \ldots, p_n \in \mathbb{R}_+$ and a finite sequence $(L_k)_{k=1}^n$ of linear operators. Then

$$\left\| \prod_{k=1}^n L_k \right\|_p \leq \prod_{k=1}^n \|L_k\|_{p_k} \quad \text{for} \quad \sum_{k=1}^n \frac{1}{p_k} = \frac{1}{p}. \quad (2.9)$$

The function $L \mapsto \|L\|_p$ for $p \geq 1$ is convex as the Schatten $p$-norm satisfies the triangle inequality. This means that for any probability measure $\mu$ on a measurable space $(X, \Sigma)$ and a

---

1 For $p \in (0, 1)$ the Schatten $p$-norm is thus only a quasi-norm.

2 These two properties are crucial for the pinching method discussed in Section 3.1.
sequence \((L_x)_{x \in X}\) of linear operators, we have

\[
\left\| \int_X \mu(dx) L_x \right\|_p \leq \int_X \mu(dx) \left\| L_x \right\|_p \quad \text{for} \quad p \geq 1.
\] (2.10)

Quasi-norms with \(p \in (0, 1)\) are no longer convex. However, we show that these quasi-norms still satisfy an asymptotic convexity property for tensor products of operators in the following sense [136].

**Lemma 2.6.** Let \(p \in (0, 1)\), \(\mu\) be a probability measure on \((X, \Sigma)\) and consider a sequence \((B_x)_{x \in X}\) of nonnegative operators. Then

\[
\frac{1}{m} \log \left\| \int_X \mu(dx) B_x^{\otimes m} \right\|_p \leq \frac{1}{m} \log \left\| \int_X \mu(dx) \| B_x^{\otimes m} \|_p + \frac{\log \text{poly}(m)}{m} \right. \right. .
\] (2.11)

**Proof.** Let \(A\) denote the Hilbert space of dimension \(d\) where the nonnegative operators \(B_x\) act on. For any \(x \in X\), consider the spectral decomposition \(B_x = \sum_k \lambda_k |k\rangle \langle k|\). Let \(|v_x\rangle = \sum_k \sqrt{\lambda_k} |k\rangle \otimes |k\rangle \in A \otimes A'\) be a purification of \(B_x\), i.e., \(\text{tr}_X \langle v_x | v_x \rangle B_x = B_x\). Now note that the projectors \(|v_x\rangle \langle v_x| \otimes m\) lie in the symmetric subspace of \((A \otimes A')^{\otimes m}\) whose dimension grows as \(\text{poly}(m)\).\(^3\) Moreover, we have

\[
\int_X \mu(dx) B_x^{\otimes m} = \int_X \mu(dx) \text{tr}_{A' \otimes m} (|v_x\rangle \langle v_x|) \otimes m\). \quad (2.12)
\]

Carathéodory’s theorem (see, e.g., [50, Theorem 18]) ensures the existence of a discrete probability measure \(P\) on \(I \subset X\) with \(|I| = \text{poly}(m)\) such that

\[
\int_X \mu(dx) B_x^{\otimes m} = \sum_{x \in I} P(x) B_x^{\otimes m} \quad \text{and} \quad \int_X \mu(dx) \| B_x^{\otimes m} \|_p = \sum_{x \in I} P(x) \| B_x^{\otimes m} \|_p .
\] (2.13)

We thus have

\[
\frac{1}{m} \log \left\| \int_X \mu(dx) B_x^{\otimes m} \right\|_p = \frac{1}{m} \log \left\| \sum_{x \in I} P(x) B_x^{\otimes m} \right\|_p .
\] (2.14)

For \(p \in (0, 1)\) the Schatten \(p\)-norms only satisfy a weakened version of the triangle inequality (see, e.g., [89, Equation 20]) of the form

\[
\left\| \sum_{x=1}^n B_x \right\|_p \leq \sum_{x=1}^n \| B_x \|_p^p .
\] (2.15)

Combining this with (2.14) gives

\[
\frac{1}{m} \log \left\| \int_X \mu(dx) B_x^{\otimes m} \right\|_p \leq \frac{1}{m} \log \left( \sum_{x \in I} \| P(x) B_x^{\otimes m} \|_p \right) \] ^{1/p} .
\] (2.16)

\(^3\) This follows from the fact that the dimension of the symmetric subspace of \(A^{\otimes m}\) is equal to the number of types of sequences of \(d\) symbols of length \(m\), which is polynomial in \(m\) (as shown in (3.39)).
\begin{align}
= \frac{1}{m} \log \left( |I|^{\frac{1}{p}} \left( \frac{1}{|I|} \sum_{x \in I} \|P(x)B_x^{\otimes m}\|_p \right)^{\frac{1}{p}} \right) .
\end{align}

(2.17)

As the map $t \mapsto t^{\frac{1}{p}}$ is convex for $p \in (0, 1)$ (see Table 2.2) we obtain

\begin{align}
\frac{1}{m} \log \left\| \int_X \mu(dx)B_x^{\otimes m} \right\|_p &\leq \frac{1}{m} \log \left( |I|^{\frac{1}{p}-1} \sum_{x \in I} \|P(x)B_x^{\otimes m}\|_p \right) \\
&= \frac{1}{m} \log \left( \sum_{x \in I} P(x) \|B_x^{\otimes m}\|_p \right) + \frac{1}{m} \frac{1-p}{p} \log |I| \\
&= \frac{1}{m} \log \left( \int_X \mu(dx) \|B_x^{\otimes m}\|_p \right) + \frac{\log \text{poly}(m)}{m},
\end{align}

(2.18)

(2.19)

(2.20)

where the final step uses that $|I| = \text{poly}(m)$.

Combining Lemma 2.6 with (2.10) shows that for all $p > 0$ we have the following quasiconvexity property

\begin{align}
\frac{1}{m} \log \left\| \int_X \mu(dx)B_x^{\otimes m} \right\|_p &\leq \log \sup_{x \in X} \|B_x\|_p \mp \frac{\log \text{poly}(m)}{m} .
\end{align}

(2.21)

Lemma 2.6 will be particularly useful in combination with the pinching technique presented in Section 3.1.

### 2.3 Functions on Hermitian operators

The set of Hermitian operators is equipped with a natural partial order, i.e., a consistent way of saying that one operator is larger than another one or that two operators are actually incomparable. For $H_1, H_2 \in \mathcal{H}(A)$ we say $H_1$ is larger than $H_2$, denoted by $H_1 \geq H_2$ if and only if $H_1 - H_2$ is nonnegative, i.e., $H_1 - H_2 \geq 0$, or equivalently $H_1 - H_2 \in \mathcal{P}(A)$. This defines a partial order (called Löwners partial order) in the sense that two Hermitian operators may be incomparable.

For every Hermitian operator $H \in \mathcal{H}(A)$ we can write down its spectral decomposition, i.e.,

\begin{align}
H = \sum_{\lambda \in \text{spec}(H)} \lambda \Pi_{\lambda},
\end{align}

(2.22)

where $\Pi_{\lambda}$ denotes the projector onto the eigenspace of $\lambda$. For any continuous function $f : \mathbb{R} \to \mathbb{R}$ we define the operator $f(H) \in \mathcal{H}(A)$ as

\begin{align}
f(H) := \sum_{\lambda \in \text{spec}(H)} f(\lambda) \Pi_{\lambda}.
\end{align}

(2.23)

By definition we thus have $f(UHU^\dagger) = UF(H)U^\dagger$ for any unitary $U \in \mathcal{U}(A)$. If we consider a function $f : \mathbb{R}^+ \to \mathbb{R}$, its operator-valued version maps nonnegative operators to Hermitian operators.
2.3 Functions on Hermitian operators

Definition 2.7. Let $I \subseteq \mathbb{R}$. A function $f : I \to \mathbb{R}$ is called operator monotone if
\[ H_1 \leq H_2 \implies f(H_1) \leq f(H_2), \] (2.24)
for all $H_1, H_2 \in \mathcal{H}(A)$ with $\text{spec}(H_1), \text{spec}(H_2) \in \mathbb{I}^{(|\text{spec}(H_k)|)}$. The function $f$ is operator anti-monotone if $-f$ is operator monotone.

Definition 2.8. Let $I \subseteq \mathbb{R}$. A function $f : I \to \mathbb{R}$ is called operator convex if
\[ f(tH_1 + (1-t)H_2) \leq tf(H_1) + (1-t)f(H_2), \] (2.25)
for all $t \in [0, 1]$ and for all $H_1, H_2 \in \mathcal{H}(A)$ with $\text{spec}(H_1), \text{spec}(H_2) \in \mathbb{I}^{(|\text{spec}(H_k)|)}$. The function $f$ is operator concave if $-f$ is operator convex.

A two-parameter function is called jointly convex (jointly concave) if it is convex (concave) when taking convex combinations of the input tuples. For many functions it has been determined if they are operator convex or operator monotone. Table 2.2 summarizes a few prominent examples.

| Function | Domain | Op. monotone | Op. anti-monotone | Op. convex | Op. concave |
|----------|--------|--------------|-------------------|------------|-------------|
| $t \mapsto t^\alpha$ | $(0, \infty)$ | $\alpha \in [0, 1]$ | $\alpha \in [-1, 0]$ | $\alpha \in [-1, 0] \cup [1, \infty)$ | $\alpha \in (0, 1]$ |
| $t \mapsto \log t$ | $(0, \infty)$ | $\mathbb{X}$ | $\mathbb{X}$ | $\mathbb{X}$ | $\mathbb{X}$ |
| $t \mapsto t \log t$ | $[0, \infty)$ | $\mathbb{X}$ | $\mathbb{X}$ | $\mathbb{X}$ | $\mathbb{X}$ |
| $t \mapsto e^t$ | $I \subseteq \mathbb{R}$ | $\mathbb{X}$ | $\mathbb{X}$ | $\mathbb{X}$ | $\mathbb{X}$ |

Note that $t \mapsto t^\alpha$ is neither operator monotone, convex, nor concave for $\alpha < -1$ and $\alpha > 2$.

The following two propositions which can be found in [23, Theorem V.2.5] and [35, Theorem 2.10] summarize some generic facts about the convexity and monotonicity of certain functions on Hermitian operators.

Proposition 2.9. Let $f : \mathbb{R}_+ \to \mathbb{R}_+$ be continuous. Then, $f$ is operator monotone if and only if it is operator concave.

Proposition 2.10 (Convexity and monotonicity of trace functions). Let $f : \mathbb{R} \to \mathbb{R}$ be continuous. If $t \mapsto f(t)$ is monotone, so is $\mathcal{H}(A) \ni H \mapsto \text{tr} f(H)$. Likewise, if $t \mapsto f(t)$ is (strictly) convex, so is $\mathcal{H}(A) \ni H \mapsto \text{tr} f(H)$.

To show that a certain function is operator convex can be difficult and sometimes leads to deep and powerful results. We next discuss two such statements.

Theorem 2.11 (Peierls-Bogoliubov). The map
\[ \mathcal{H}(A) \ni H \mapsto \log \text{tr} e^H \] (2.26)
is convex.
Proof. The variational formula for the relative entropy (see (2.76)) shows that for \( t \in [0,1] \) and \( H_1, H_2 \in \mathcal{H}(A) \) we have

\[
\log \text{tr} e^{tH_1 + (1-t)H_2} = \max_{\rho \in \mathcal{S}(A)} \{ \text{tr} (tH_1 + (1-t)H_2) \rho - D(\rho \| \text{id}_A) \} \tag{2.27}
\]

\[
\leq t \max_{\rho \in \mathcal{S}(A)} \{ \text{tr} H_1 \rho - D(\rho \| \text{id}_A) \} + (1-t) \max_{\rho \in \mathcal{S}(A)} \{ \text{tr} H_2 \rho - D(\rho \| \text{id}_A) \} \tag{2.28}
\]

\[
= t \log \text{tr} e^{H_1} + (1-t) \log \text{tr} e^{H_2}, \tag{2.29}
\]

where the final step uses (2.76).

For \( H_1, H_2 \in \mathcal{H}(A) \) Theorem 2.11 implies that the function

\[
(0,1] \ni t \mapsto f(t) = \log \text{tr} e^{tH_1 + tH_2} \tag{2.30}
\]

is convex and hence

\[
f(1) - f(0) \geq \frac{f(t) - f(0)}{t}. \tag{2.31}
\]

Taking the limit \( t \to 0 \) gives the following result which is called Peierls-Bogoliubov inequality in the literature.

**Corollary 2.12.** Let \( H_1, H_2 \in \mathcal{H}(A) \). Then

\[
\log \frac{\text{tr} e^{H_1 + H_2}}{\text{tr} e^{H_1}} \geq \frac{\text{tr} H_2 e^{H_1}}{\text{tr} e^{H_1}}. \tag{2.32}
\]

The next result is a concavity theorem [101]. As we will see later this result is deeply connected with Lieb’s triple operator inequality that is discussed in Theorem 4.9 in Chapter 4.

**Theorem 2.13 (Lieb’s concavity theorem).** Let \( H \in \mathcal{H}(A) \). The map

\[
P_+(A) \ni B \mapsto \text{tr} e^{H + \log B} \tag{2.33}
\]

is concave.

Proof. The variational formula for the relative entropy (see (2.89)) shows that for \( t \in [0,1] \) and \( B_1, B_2 \in P_+(A) \) we have

\[
\text{tr} e^{H + \log(tB_1 + (1-t)B_2)} = \max_{\omega \in P_+(A)} \{ \text{tr} \omega H - D(\omega \| tB_1 + (1-t)B_2) + \text{tr} \omega \} \tag{2.34}
\]

\[
\geq t \max_{\omega \in P_+(A)} \{ \text{tr} \omega H - D(\omega \| |B_1) + \text{tr} \omega \} + (1-t) \max_{\omega \in P_+(A)} \{ \text{tr} \omega H - D(\omega \| |B_2) + \text{tr} \omega \} \tag{2.35}
\]

\[
= t \text{tr} e^{H + \log B_1} + (1-t)\text{tr} e^{H + \log B_2}, \tag{2.36}
\]

where penultimate step uses the joint convexity property of the relative entropy (see Proposition 2.28). The final step follows from (2.89). \( \square \)
Another celebrated inequality for differentiable functions on nonnegative operators is due to Klein.

**Theorem 2.14 (Klein’s inequality).** Let $B_1, B_2 \in \mathcal{P}(A)$ and $f : (0, \infty) \to \mathbb{R}$ be differentiable and convex. Then

$$\text{tr} f(B_1) - \text{tr} f(B_2) \geq \text{tr} (B_1 - B_2) f'(B_2). \quad (2.37)$$

If $f$ is strictly convex, there is equality if and only if $B_1 = B_2$.

**Proof.** Define the function $(0, 1] \ni t \mapsto g(t) = \text{tr} f(t A_1 + (1-t) A_2)$ which according to Proposition 2.10 is convex. This implies that

$$g(1) - g(0) \geq \frac{g(t) - g(0)}{t}. \quad (2.38)$$

Taking the limit $t \to 0$ shows that

$$\text{tr} f(A_1) - \text{tr} f(A_2) \geq \lim_{t \to 0} \frac{g(t) - g(0)}{t} = \left. \frac{d}{dt} g(t) \right|_{t=0} = \text{tr} (A_1 - A_2) f'(A_2). \quad (2.39)$$

$\square$

We close the discussion about functions on Hermitian operators by discussing an operator version of Jensen’s inequality [60].

**Theorem 2.15 (Jensen’s operator inequality).** Let $I \subseteq \mathbb{R}$ and $f : I \to \mathbb{R}$ be continuous. Then, the following are equivalent

1. $f$ is operator convex.
2. For every $n \in \mathbb{N}$ we have

$$f \left( \sum_{k=1}^{n} L_k H_k L_k^\dagger \right) \leq \sum_{k=1}^{n} L_k f(H_k) L_k^\dagger, \quad (2.40)$$

for all $H_k \in \mathcal{H}(A)$ with $\text{spec}(H_k) \in I$ and all $L_k \in \mathcal{L}(A, B)$ such that $\sum_{k=1}^{n} L_k L_k^\dagger = I_A$.
3. $f(V H V^\dagger) \leq V f(H) V^\dagger$ for all $V \in \mathcal{V}(A, B)$, $H \in \mathcal{H}(A)$ such that $\text{spec}(H) \in I$.
4. $\Pi f((\Pi H \Pi + t(1 - \Pi)) \Pi) \leq \Pi f(H) \Pi$ for all projectors $\Pi$ onto $A$, $t \in I$, $H \in \mathcal{H}(A)$ such that $\text{spec}(H) \in I$.

### 2.4 Quantum channels

In this section we discuss how to model time evolutions of quantum mechanical systems. One postulate of quantum mechanics\textsuperscript{4} states that any isolated evolution of a subsystem of a composite

\textsuperscript{4} The interested reader can find more information about these postulates in [112, Section 2]
system over a fixed time interval \([t_0, t_1]\) corresponds to a unitary operator on the state space of the subsystem. For a composite system with state space \(A \otimes B\) and isolated evolutions on both subsystems described by \(U_A \in \text{U}(A)\) and \(U_B \in \text{U}(B)\), respectively, any state \(\rho_{AB} \in \mathcal{S}(A \otimes B)\) at time \(t_0\) is transformed into the state

\[
\rho'_{AB} = (U_A \otimes U_B)\rho_{AB}(U_A^\dagger \otimes U_B^\dagger)
\]

at time \(t_1\). Since unitaries are reversible we see that isolated evolutions are reversible, too.

It is helpful to describe the behavior of subsystems in the general case where there is interaction between \(A\) and \(B\). Such evolutions are no longer isolated and are irreversible. We note that it is always possible to embed the irreversible evolution into a larger system such that it becomes reversible. For the moment we will, however, not follow this viewpoint and rather discuss the mathematical framework to describe general physical evolutions. There are two equivalent ways to describe the evolution of a quantum mechanical system, called Schrödinger and Heisenberg picture. We will mainly work in the Schrödinger picture, the interested reader may consider [159] for more information about the Heisenberg picture.

A map \(\mathcal{E}: \mathcal{L}(A) \rightarrow \mathcal{L}(B)\) describes a physical evolution in a meaningful way if it is linear, trace-preserving, and completely positive. Such maps are called quantum channels and describe in a most general way a physical evolution. The set of quantum channels from \(A\) to \(B\), i.e., trace-preserving completely positive maps from \(A\) to \(B\), is denoted by \(\text{TPCP}(A, B)\).

**Definition 2.16.** A linear map \(\mathcal{E}: \mathcal{L}(A) \rightarrow \mathcal{L}(B)\) is called trace-preserving if \(\text{tr}\mathcal{E}(\omega) = \text{tr}\omega\) for all \(\omega \in \mathcal{L}(A)\).

**Definition 2.17.** A linear map \(\mathcal{E}: \mathcal{L}(A) \rightarrow \mathcal{L}(B)\) is called positive if \(\mathcal{E}(\omega) \in \mathcal{P}(B)\) for all \(\omega \in \mathcal{P}(A)\). The map \(\mathcal{E}\) is called completely positive if for any Hilbert space \(R\) the map \(\mathcal{E} \otimes \mathcal{I}_R\) is positive.

**Exercise 2.18.** Construct a linear map \(\mathcal{E}: \mathcal{L}(A) \rightarrow \mathcal{L}(B)\) that is positive but not completely positive.

There exist different representations of trace-preserving completely positive maps. We briefly discuss the three most common ones: the Choi-Jamiołkowski representation [36, 81], the Stinespring dilation [135], and the operator-sum representation (also known as Kraus representation) [93].

For any linear map \(\mathcal{E}: \mathcal{L}(A) \rightarrow \mathcal{L}(B)\) the corresponding Jamiołkowski state is defined by

\[
\tau_\mathcal{E} := (\mathcal{E} \otimes \mathcal{I}_{A'})(|\Omega\rangle\langle\Omega|_{AA'})
\]

where

\[
|\Omega\rangle_{AA'} := \frac{1}{\sqrt{\dim(A)}} \sum_{k=1}^{\dim(A)} |kk\rangle_{AA'}
\]

denotes a maximally entangled state. The Jamiołkowski state fully characterizes the map \(\mathcal{E}\).
### Proposition 2.19 (Choi-Jamiolkowski representation).

The following provides a one-to-one correspondence between linear maps $\mathcal{E} : \mathcal{L}(A) \to \mathcal{L}(B)$ and operators $\tau \in \mathcal{L}(B \otimes A)$

$$\tau_{\mathcal{E}} = (\mathcal{E} \otimes \mathcal{I}_A)(|\Omega\rangle\langle\Omega|_{AA'}), \quad \text{tr} \mathcal{E}(\sigma) = \dim(A) \text{tr} \tau_{\mathcal{E}} \omega \otimes \sigma^T, \quad (2.44)$$

for all $\omega \in \mathcal{L}(B)$, $\sigma \in \mathcal{L}(A)$ and where the transpose is taken with regards to the Schmidt basis of $\Omega$. The mappings $\mathcal{E} \mapsto \tau_{\mathcal{E}}$ and $\tau_{\mathcal{E}} \mapsto \mathcal{E}$ defined by (2.44) are mutual inverses.

The Jamiolkowski state has a few nice properties. For example it allows us to easily verify if a linear map is trace-preserving and completely positive, since

$$\mathcal{E} \text{ is trace-preserving} \iff \text{tr}_B \tau_{\mathcal{E}} = \frac{\text{id}_A}{\dim(A)}, \quad (2.45)$$

and

$$\mathcal{E} \text{ is completely positive} \iff \tau_{\mathcal{E}} \in \mathcal{P}(B \otimes A). \quad (2.46)$$

We can express the map $\mathcal{E}$ in terms of its Jamiolkowski state as

$$\mathcal{E} : X \mapsto \dim(A) \text{tr}_A(\text{id}_B \otimes X^T). \quad (2.47)$$

Another representation of quantum channels shows that they can be viewed as unitary evolutions by enlarging our space.

### Proposition 2.20 (Stinespring dilation).

Let $\mathcal{E} : \mathcal{L}(A) \to \mathcal{L}(B)$ be linear and completely positive. Then there exists an isometry $V \in \mathcal{V}(A, B \otimes R)$ such that

$$\mathcal{E} : X \mapsto \text{tr}_R V XV^\dagger. \quad (2.48)$$

This shows that any possible quantum channel corresponds to a unitary evolution of a larger system.

We finally discuss another representation that shows that a channel can be characterized by a sequence of operators.

### Proposition 2.21 (Operator-sum representation).

Let $\mathcal{E} : \mathcal{L}(A) \to \mathcal{L}(B)$ be linear and completely positive. Then, there exists $r \leq \dim(A) \dim(B)$ and a finite sequence $(E_k)_{k \in [r]}$ of operators $E_k \in \mathcal{L}(A, B)$ such that

$$\mathcal{E} : X \mapsto \sum_{k=1}^r E_k X E_k^\dagger. \quad (2.49)$$

The mapping $\mathcal{E}$ is trace-preserving if and only if $\sum_{k=1}^r E_k^\dagger E_k = \text{id}_A$.

We note that $r = \text{rank}(\tau_{\mathcal{E}})$, where $\tau_{\mathcal{E}}$ is the Jamiolkowski state of $\mathcal{E}$, is the Kraus rank. The operators $E_k$ are sometimes called Kraus operators.
Exercise 2.22. Is the finite sequence $(E_k)_{k \in [r]}$ of Kraus operators uniquely determined by $\mathcal{D}$?

2.5 Entropy measures

Entropy measures are indispensable tools in classical and quantum information theory. They characterize ultimate limits of various operational tasks such as data compression or channel coding [129, 131]. In this book, we mainly use entropy measures as mathematical objects whose properties are well studied [40, 114, 146]. We will not discuss the operational relevance of these measures. The interested reader may consider [76, 146, 155] for more information.

We next define the entropic quantities that are relevant for this book. For a density operator $\rho_A \in \mathcal{S}(A) = \{X \in \mathcal{P}(A) : \text{tr}X = 1\}$ the von Neumann entropy is defined as

$$H(A)_{\rho} = H(\rho_A) := -\text{tr} \rho_A \log \rho_A .$$

(2.50)

For a bipartite density operator $\rho_{AB} \in \mathcal{S}(A \otimes B)$ the conditional entropy of $A$ given $B$ is

$$H(A|B)_{\rho} := H(AB)_{\rho} - H(B)_{\rho} .$$

(2.51)

Finally, for a tripartite density operator $\rho_{ABC} \in \mathcal{S}(A \otimes B \otimes C)$ we define the conditional mutual information between $A$ and $C$ given $B$ as

$$I(A : C|B)_{\rho} := H(AB)_{\rho} + H(BC)_{\rho} - H(ABC)_{\rho} - H(B)_{\rho} .$$

(2.52)

All these entropy measures can be expressed in terms of the relative entropy. Before defining the relative entropy we discuss another measure called fidelity that can be used to determine how close two nonnegative operators are.

2.5.1 Fidelity

The fidelity is measure of distance between two nonnegative operators that is ubiquitous in quantum information theory. Oftentimes it is defined for density operators only, however here we define it for general nonnegative operators and discuss certain properties.

Definition 2.23. For $\rho, \sigma \in \mathcal{P}(A)$ the fidelity between $\rho$ and $\sigma$ is defined by

$$F(\rho, \sigma) := \|\sqrt{\rho} \sqrt{\sigma}\|_1^2 .$$

(2.53)

The fidelity has various different characterizations.\(^5\) One that is particularly useful is due to Uhlmann and relates the fidelity to the notion of purifications [150].

---

\(^5\) We would like to draw the readers attention to the fact that in certain textbooks the fidelity is defined without the square.
The fidelity defined in that it has nice properties. In the following we list some of them.

Theorem 2.25 (Alberti). Let \( \rho_{AR} = |\psi\rangle\langle\psi|_{AR} \) and \( \sigma_{AR} = |\phi\rangle\langle\phi|_{AR} \) be purifications of \( \rho_A \in P(A) \) and \( \sigma_A \in P(A) \), respectively. Then

\[
F(\rho_A, \sigma_A) = \sup_{U_R \in U(R)} \left| \langle \psi | (\text{id}_A \otimes U_R) | \phi \rangle \right|^2.
\] (2.54)

Another characterization of the fidelity is due to Alberti [3].

Theorem 2.25 (Alberti). Let \( \rho, \sigma \in P(A) \). Then

\[
F(\rho, \sigma) = \inf_{\omega \in P(A)} (\text{tr} \rho \omega)(\text{tr} \sigma \omega^{-1}).
\] (2.55)

One reason the fidelity plays an important role in quantum information theory is due to the fact that it has nice properties. In the following we list some of them.

Proposition 2.26. The fidelity defined in (2.53) satisfies:

1. Multiplicativity \[ F(\rho \otimes \rho_2, \sigma_1 \otimes \sigma_2) = F(\rho_1, \sigma_1)F(\rho_2, \sigma_2) \] for all \( \rho_1, \rho_2, \sigma_1, \sigma_2 \in P(A) \).
2. Nonnegativity \[ F(\rho, \sigma) \in [0,1] \] for all \( \rho, \sigma \in S(A) \). Moreover \( F(\rho, \sigma) = 1 \) if and only if \( \rho = \sigma \), and \( F(\rho, \sigma) = 0 \) if and only if \( \rho \sigma = 0 \).
3. Isometric invariance \[ F(V \rho V^\dagger, V \sigma V^\dagger) = F(\rho, \sigma) \] for all \( V \in V(A,B) \), \( \rho, \sigma \in P(A) \).
4. DPI \[ F(\rho, \sigma) \leq F(\delta(\rho), \delta(\sigma)) \] for all \( \rho, \sigma \in P(A) \) and all \( \delta \in \text{TPCP}(A,B) \).
5. Joint concavity \( (\rho, \sigma) \mapsto F(\rho, \sigma) \) is jointly concave on \( P(A) \times P(A) \).
6. Orthogonal states: \[ F(t \rho_1 + (1-t) \rho_2, t \sigma_1 + (1-t) \sigma_2) = t F(\rho_1, \sigma_1) + (1-t) F(\rho_2, \sigma_2) \] for \( t \in [0,1] \), \( \rho_1 \in S(A), \rho_2 \in S(B), \sigma_1 \in P(A), \sigma_2 \in P(B) \) such that both \( \rho_1 \) and \( \sigma_1 \) are orthogonal to both \( \rho_2 \) and \( \sigma_2 \).

Proof. The multiplicativity property follows from the fact that Schatten norms are multiplicative under the tensor product

\[
F(\rho_1 \otimes \rho_2, \sigma_1 \otimes \sigma_2) = \left\| \sqrt{\rho_1} \otimes \sqrt{\rho_2} \right\| \left\| \sqrt{\sigma_1} \otimes \sqrt{\sigma_2} \right\| = \left\| \sqrt{\rho_1} \sqrt{\sigma_1} \otimes \sqrt{\rho_2} \sqrt{\sigma_2} \right\| = F(\rho_1, \sigma_1)F(\rho_2, \sigma_2).
\] (2.56)

The nonnegativity follows directly from Uhlmann’s theorem. By definition we see that \( F(\rho, \sigma) = 0 \) if and only if \( \sqrt{\rho} \sqrt{\sigma} = 0 \) which is equivalent to \( \rho \sigma = 0 \). Since Schatten norms are unitarily invariant we find

\[
F(V \rho V^\dagger, V \sigma V^\dagger) = \left\| \sqrt{V \rho V^\dagger} \sqrt{V \sigma V^\dagger} \right\|_1^2 = \left\| \sqrt{V \rho V^\dagger} \sqrt{V \sigma V^\dagger} \right\|_1^2 = F(\rho, \sigma),
\] (2.58)

which proves that the fidelity is isometric invariant.

We first show that data-processing inequality for the partial trace, i.e., we show that

\[
F(\rho_{AB}, \sigma_{AB}) \leq F(\rho_A, \sigma_A) \quad \text{for all} \quad \rho_{AB}, \sigma_{AB} \in P(A \otimes B).
\] (2.59)
Let $|\psi\rangle_{AB}$ and $|\phi\rangle_{AB}$ be purifications of $\rho_{AB}$ and $\sigma_{AB}$, respectively. Uhlmann’s theorem shows that

$$F(\rho_{AB}, \sigma_{AB}) = \sup_{U_R \in U(R)} |\langle \psi | id_{AB} \otimes U_R | \phi \rangle|^2$$

and

$$F(\rho_A, \sigma_A) = \sup_{U_{BR} \in U(B \otimes R)} |\langle \psi | id_A \otimes U_{BR} | \phi \rangle|^2.$$  \tag{2.60}

This proves (2.59). By the Stinespring dilation (see Proposition 2.20) there exists an isometry $V \in V(A, B \otimes R)$ such that

$$F(\mathcal{E}(\rho), \mathcal{E}(\sigma)) = F(tr_R V \rho V^\dagger, tr_R V \rho V^\dagger) \geq F(V \rho V^\dagger, V \rho V^\dagger) = F(\rho, \sigma),$$

where the inequality step uses the DPI for the partial trace (as shown in (2.59)). The final step follows from the isometric invariance of the fidelity.

The joint concavity property of the fidelity follows from Alberti’s theorem. For $t \in [0, 1]$ and $\rho_1, \rho_2, \sigma_1, \sigma_2 \in \mathcal{P}(A)$ we have

$$F(t \rho_1 + (1-t) \rho_2, t \sigma_1 + (1-t) \sigma_2) = \inf_{\omega \in P_+(A)} \{t(tr_1 \omega)(tr_1 \omega^{-1}) + (1-t)(tr_2 \omega)(tr_2 \omega^{-1})\}$$

$$\geq t \inf_{\omega \in P_+(A)} \{tr_1 \omega(\sigma_1 \omega^{-1})\} + (1-t) \inf_{\omega \in P_+(A)} \{tr_2 \omega(\sigma_2 \omega^{-1})\}$$

$$= tF(\rho_1, \sigma_1) + (1-t)F(\rho_2, \sigma_2).$$ \tag{2.63}

It thus remains to prove the final statement of the proposition. The joint concavity of the fidelity implies that

$$F(t \rho_1 + (1-t) \rho_2, t \sigma_1 + (1-t) \sigma_2) \geq tF(\rho_1, \sigma_1) + (1-t)F(\rho_2, \sigma_2).$$ \tag{2.64}

For the other direction, let $\Pi_1$ and $\Pi_2$ denote the projectors onto the joint support of $\rho_1, \sigma_1$ and $\rho_2, \sigma_2$, respectively. Furthermore, let $\tilde{\rho} = t \rho_1 + (1-t) \rho_2$ and $\tilde{\sigma} = t \sigma_1 + (1-t) \sigma_2$. The orthogonality assumption implies that $\Pi_1$ and $\Pi_2$ are orthogonal and

$$t \rho_1 = \Pi_1 \tilde{\rho} \Pi_1 \quad \text{and} \quad (1-t) \rho_2 = \Pi_2 \tilde{\rho} \Pi_2.$$ \tag{2.65}

Let $|\tilde{\psi}\rangle$ and $|\tilde{\phi}\rangle$ be purifications of $\tilde{\rho}$ and $\tilde{\sigma}$, respectively, such that $F(\tilde{\rho}, \tilde{\sigma}) = |\langle \tilde{\psi} | \tilde{\phi} \rangle|^2$. Equation (2.65) thus implies that $\Pi_1 |\tilde{\psi}\rangle$ and $\Pi_2 |\tilde{\phi}\rangle$ are purifications of $t \sigma_1$ and $(1-t) \sigma_2$. By Uhlmann’s theorem (see Theorem 2.24) we thus have

$$F(\tilde{\rho}, \tilde{\sigma}) = |\langle \tilde{\psi} | \tilde{\phi} \rangle|^2 \leq tF(\rho_1, \sigma_1) + (1-t)F(\rho_2, \sigma_2).$$ \tag{2.66}

Combining this with (2.66) proves the assertion. \qed
2.5.2 Relative entropy

Many entropy measures can be expressed in terms of the relative entropy.

**Definition 2.27.** For $\rho \in S(A)$ and $\sigma \in P(A)$ the relative entropy between $\rho$ and $\sigma$ is defined as

$$D(\rho \| \sigma) := \begin{cases} \text{tr}\rho(\log \rho - \log \sigma) & \text{if } \rho \ll \sigma \\ +\infty & \text{otherwise} \end{cases}$$ \hspace{1cm} (2.69)

It is immediate to verify that $H(A)_{\rho} = -D(\rho_{A} \| \text{id}_{A})$, $H(A|B)_{\rho} = -D(\rho_{AB} \| \text{id}_{A} \otimes \rho_{B})$ and

$$I(A : C|B) = D(\rho_{ABC} \| \exp(\log \rho_{AB} + \log \rho_{BC} - \log \rho_{B})) .$$ \hspace{1cm} (2.70)

As a result, in order to understand the mathematical properties of these several different entropy measures it suffices to analyze the relative entropy.

**Proposition 2.28 (Properties of relative entropy).** The relative entropy defined in (2.69) satisfies

1. **Additivity:** \( D(\rho_{1} \otimes \rho_{2} \| \sigma_{1} \otimes \sigma_{2}) = D(\rho_{1} \| \sigma_{1}) + D(\rho_{2} \| \sigma_{2}) \) for all $\rho_{1} \in S(A)$, $\sigma_{1} \in P(A)$, $\rho_{2} \in S(B)$, $\sigma_{2} \in P(B)$.

2. **Nonnegativity:** \( D(\rho \| \sigma) \geq 0 \) for all $\rho, \sigma \in S(A)$ with equality if and only if $\rho = \sigma$.

3. **Isometric invariance:** \( D(V \rho V^\dagger \| V \sigma V^\dagger) = D(\rho \| \sigma) \) for all $V \in V(A,B)$, $\rho \in S(A)$, $\sigma \in P(A)$.

4. **DPI:** \( D(\rho \| \sigma) \geq D(\phi(\rho) \| \phi(\sigma)) \) for all $\rho \in S(A)$, $\sigma \in P(A)$, $\phi \in \text{TPCP}(A,B)$.

5. **Joint convexity:** \( (\rho, \sigma) \mapsto D(\rho \| \sigma) \) is jointly convex on $P(A) \times P(A)$.

6. **Orthogonal states:** \( D(t \rho_{1} + (1-t) \rho_{2} \| t \sigma_{1} + (1-t) \sigma_{2}) = tD(\rho_{1} \| \sigma_{1}) + (1-t) D(\rho_{2} \| \sigma_{2}) \) for $t \in [0,1]$, $\rho_{1} \in S(A)$, $\rho_{2} \in S(B)$, $\sigma_{1} \in P(A)$, $\sigma_{2} \in P(B)$ such that both $\rho_{1}$ and $\sigma_{1}$ are orthogonal to both $\rho_{2}$ and $\sigma_{2}$.

**Proof.** The properties of the tensor product explained in Exercise 3.10 show that

$$D(\rho_{1} \otimes \rho_{2} \| \sigma_{1} \otimes \sigma_{2}) = \text{tr}\rho_{1} \log \rho_{1} + \text{tr}\rho_{2} \log \rho_{2} - \text{tr}\rho_{1} \log \sigma_{1} - \text{tr}\rho_{2} \log \sigma_{2}$$ \hspace{1cm} (2.71)

$$= D(\rho_{1} \| \sigma_{1}) + D(\rho_{2} \| \sigma_{2}) .$$ \hspace{1cm} (2.72)

which proves the first property. The positive definiteness property of the relative entropy follows directly from Klein’s inequality (see Theorem 2.14 with $f(t) = t \log t$ which is strictly convex for $t \in (0, \infty)$). The relative entropy is invariant under isometries since $\log V \rho V^\dagger = V(\log \rho)V^\dagger$ for every isometry $V$ and since the trace is cyclic.

The proofs of the data processing inequality and the joint convexity of the relative entropy require more effort. We postpone the proof of these two properties to Section 5.4. There we prove strengthened versions of the DPI (see Theorem 5.18) and the joint convexity property (see Corollary 5.24) that immediately imply the two statements of the Lemma.

It thus remains to prove the last assertion of the proposition. By the orthogonality assumption we have
\[
\log (t \rho_1 + (1-t) \rho_2) = \log t \rho_1 + \log(1-t) \rho_2 = \log t + \log(1-t) + \log \rho_1 + \log \rho_2, \quad (2.73)
\]

which thus implies the desired statement. \(\square\)

The relative entropy features a variational formula, i.e., it can be expressed as the following convex optimization problem [19, 118], which will be important in Chapter 5.

**Lemma 2.29 (Variational formula for relative entropy).** Let \(\rho \in S(A)\) and \(\sigma \in P(A)\). Then

\[
D(\rho \| \sigma) = \sup_{\omega \in P_+(A)} \left\{ \text{tr} \rho \log \omega - \log \text{tr} e^{\log \sigma + \log \omega} \right\} \quad (2.74)
\]

\[
= \sup_{\omega \in P_+(A)} \left\{ \text{tr} \rho \log \omega + 1 - \text{tr} e^{\log \sigma + \log \omega} \right\}. \quad (2.75)
\]

**Proof.** We first show that for \(H \in H(A)\) and \(\sigma \in P_+(A)\) we have

\[
\log \text{tr} e^{H + \log \sigma} = \max_{\rho \in S(A)} \left\{ \text{tr} \rho H - D(\rho \| \sigma) \right\}. \quad (2.76)
\]

To see this define

\[
f(\rho) = \text{tr} \rho H - D(\rho \| \sigma). \quad (2.77)
\]

Let \(\rho = \sum_{\lambda \in \text{spec}(\rho)} \lambda \Pi_\lambda\) denote the spectral decomposition of \(\rho\). Since \(\rho \in S(A)\) we have \(\sum_{\lambda \in \text{spec}(\rho)} \lambda \leq 1\) and \(\lambda \geq 0\). We therefore can write

\[
f \left( \sum_{\lambda \in \text{spec}(\rho)} \lambda \Pi_\lambda \right) = \sum_{\lambda \in \text{spec}(\rho)} \left( \lambda \text{tr} \Pi_\lambda H + \lambda \text{tr} \Pi_\lambda \log \sigma - \lambda \log \lambda \right). \quad (2.78)
\]

Since

\[
\frac{\partial}{\partial \lambda} f \bigg|_{\lambda=0} = +\infty, \quad (2.79)
\]

we can conclude that the minimizer of (2.76) is a strictly positive operator \(\hat{\rho}\) with \(\text{tr} \hat{\rho} = 1\). For any \(K \in H(A)\) with \(\text{tr} K = 0\) we have

\[
0 = \frac{d}{dt} f(\hat{\rho} + tK) |_{t=0} = \text{tr} K (H + \log \sigma - \log \hat{\rho}). \quad (2.80)
\]

This shows that \(H + \log \sigma - \log \hat{\rho}\) is proportional to the identity operator and hence

\[
\hat{\rho} = \frac{e^{H + \log \sigma}}{\text{tr} e^{H + \log \sigma}} \quad \text{and} \quad f(\hat{\rho}) = \log \text{tr} e^{H + \log \sigma}, \quad (2.81)
\]

which proves (2.76).

We are now ready to prove (2.74). Equation (2.76) implies that for \(\omega \in P_+(A)\) the functional
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\[ H(A) \ni H \mapsto \log \text{tr} e^{H + \log \omega} \]  

(2.82)

is convex.\(^6\) Let \( \tilde{H} = \log \rho - \log \sigma \) and consider the function

\[ H(A) \ni H \mapsto g(H) := \text{tr} \rho H - \log \text{tr} e^{H + \log \sigma}, \]  

(2.83)

which is concave as explained before. For any \( K \in H(A) \) we have

\[ \frac{d}{dt} g(\tilde{H} + tK) \big|_{t=0} = 0, \]  

(2.84)

since \( \text{tr} \rho = 1 \) and \( \frac{d}{dt} \text{tr} e^{\log \rho - tK} \big|_{t=0} = \text{tr} \rho K \). As a result, \( \tilde{H} \) is the maximizer of \( g \) and

\[ g(\tilde{H}) = \text{tr} \rho (\log \rho - \log \sigma) = D(\rho \| \sigma). \]  

(2.85)

Recalling that every \( H \in H(A) \) can be written as \( H = \log \omega \) for some \( \omega \in P_+(A) \) then proves (2.74).

It thus remains to show (2.75). Note that \( \log \max x \leq x - 1 \) for \( x \in \mathbb{R}_+ \) and hence \( \log \text{tr} e^{\log \sigma + \log \omega} \leq \text{tr} e^{\log \sigma + \log \omega} - 1 \). Consequently, we have

\[ \sup_{\omega \in P_+(A)} \left\{ \text{tr} \rho \log \omega - \log \text{tr} e^{\log \sigma + \log \omega} \right\} \geq \sup_{\omega \in P_+(A)} \left\{ \text{tr} \rho \log \omega + 1 - \text{tr} e^{\log \sigma + \log \omega} \right\}. \]  

(2.86)

Since \( \text{tr} \rho \log \omega - \log \text{tr} e^{\log \sigma + \log \omega} \) is invariant under the substitution \( \omega \rightarrow \alpha \omega \) for \( \alpha \in \mathbb{R}_+ \) we can assume without loss of generality that \( \omega \) is such that \( \text{tr} e^{\log \sigma + \log \omega} = 1 \). That is, we have

\[ \sup_{\omega \in P_+(A)} \left\{ \text{tr} \rho \log \omega - \log \text{tr} e^{\log \sigma + \log \omega} \right\} = \sup_{\omega \in P_+(A)} \left\{ \text{tr} \rho \log \omega - \log \text{tr} e^{\log \sigma + \log \omega} : \text{tr} e^{\log \sigma + \log \omega} = 1 \right\}. \]  

(2.87)

\[ \leq \sup_{\omega \in P_+(A)} \left\{ \text{tr} \rho \log \omega - 1 + \text{tr} e^{\log \sigma + \log \omega} \right\}. \]  

(2.88)

Combining this with (2.86) proves (2.75).

\[ \square \]

**Exercise 2.30.** Verify that the optimization problem in Lemma 2.29 is convex optimization problem (i.e., maximizing a concave function over a convex set \([25]\)).

**Remark 2.31.** Another variational formula for the relative entropy that is similar to (2.76) has been derived in [148]. It states that for any \( H \in H(A) \) and \( \sigma \in P_+(A) \) we have

\[ \text{tr} e^{H + \log \sigma} = \max_{\omega \in P_+(A)} \{ \text{tr} \omega H - D(\omega \| \sigma) + \text{tr} \omega \}. \]  

(2.89)

**Exercise 2.32.** For any \( B \in P_+(A) \) the trace features the following variational formula [148]

\[ \text{tr} B = \max_{X \in P_+(A)} \{ \text{tr} X - D(X \| B) \}. \]  

(2.90)

\(^6\) This can be seen as follows. Let \( \mathcal{X} \ni x \mapsto f(x, y) \) be an affine function. Then, \( g(x) = \max_{y \in \mathcal{Y}} f(x, y) \) is convex since for \( t \in [0, 1] \) we have \( g(tx_1 + (1 - t)x_2) \leq \max_{y \in \mathcal{Y}} \{ f(tx_1 + (1 - t)x_2, y) \} = \max_{y \in \mathcal{Y}} \{ tf(x_1, y) + (1 - t)f(x_2, y) \} \leq tg(x_1) + (1 - t)g(x_2) \).
Use Klein’s inequality (see Theorem 2.14) to prove (2.90) and show how (2.90) can be used to verify (2.89).

### 2.5.3 Measured relative entropy

Another quantity that will be important in this book is the measured relative entropy which is defined as a maximization of the classical relative entropy over all measurement statistics that are attainable from two quantum states.

**Definition 2.33.** For \( \rho \in S(A) \) and \( \sigma \in P(A) \) the measured relative entropy between \( \rho \) and \( \sigma \) is defined as

\[
D_M(\rho \parallel \sigma) := \sup_{(X, M)} D\left(P_{\rho, M} \parallel P_{\sigma, M}\right),
\]

with POVMs \( M \) on the power-set of a finite set \( X \), and \( P_{\rho, M}(x) := \text{tr} \rho M(x) \).

At first sight this definition seems cumbersome because we cannot restrict the size of \( X \) that we optimize over. Alternatively, the measured relative entropy can be expressed as the supremum of the relative entropy with measured inputs over all POVMs, i.e.,

\[
D_M(\rho \parallel \sigma) = \sup_{M \in \mathcal{M}} D(M(\rho) \parallel M(\sigma)),
\]

where \( \mathcal{M} \) is the set of all classical-quantum channels \( M(\omega) = \sum (\text{tr} M_x \omega) |x\rangle \langle x| \) with \( (M_x) \) a POVM and \( (|x\rangle) \) an orthonormal basis.

As we will see, the measured relative entropy has interesting properties. Furthermore it has a variational characterization, i.e., it can be expressed as the following convex optimization problem [19, 120].

**Lemma 2.34 (Variational formula for measured relative entropy).** Let \( \rho \in S(A) \) and \( \sigma \in P(A) \). Then

\[
D_M(\rho \parallel \sigma) = \sup_{\omega \in P_+(A)} \{ \text{tr} \rho \log \omega - \log \text{tr} \sigma \omega \} = \sup_{\omega \in P_+(A)} \{ \text{tr} \rho \log \omega + 1 - \text{tr} \sigma \omega \}. \quad (2.93)
\]

**Proof.** We start by defining the projective measured relative entropy, where the measurements are assumed to be projective, i.e.,

\[
D_P(\rho \parallel \sigma) := \sup_{\{\Pi_k\}_{k=1}^{\text{dim}(A)}} \left\{ \sum_{k=1}^{\text{dim}(A)} \text{tr} \Pi_k \rho \log \frac{\text{tr} \Pi_k \rho}{\text{tr} \Pi_k \sigma} \right\}, \quad (2.94)
\]

where \( \{\Pi_k\}_{k=1}^{\text{dim}(A)} \) is a set of mutually orthogonal projectors. Without loss of generality it can be assumed that these projectors are rank-one as any course graining of the measurement outcomes
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can only reduce the relative entropy due to its data-processing inequality (see Proposition 2.28). We now first show that

\[ D_p(\rho \| \sigma) = \sup_{\omega \in P_1(A)} \{ \text{tr} \rho \log \omega - \log \text{tr} \sigma \omega \} = \sup_{\omega \in P_1(A)} \{ \text{tr} \rho \log \omega + 1 - \text{tr} \sigma \omega \}. \]  

(2.95)

If \( \rho \ll \sigma \), all expressions in (2.95) are unbounded. We therefore assume that \( \rho \ll \sigma \). We can write

\[ \sup_{\omega \in P_1(A)} \{ \text{tr} \rho \log \omega + 1 - \text{tr} \sigma \omega \} \]

\[ = \sup_{\omega \in P_1(A)} \sup_{\{P_k\}_{k \in [\dim(A)]} \{\lambda_k\}_{k \in [\dim(A)]}} \left\{ \sum_{k=1}^{\dim(A)} (\text{tr} P_k \rho) (\log \lambda_k + 1) - \lambda_k \text{tr} P_k \sigma \right\}, \]  

(2.96)

where \( \lambda_k > 0 \) are the eigenvalues of \( \omega \) corresponding to the eigenvectors given by the rank-one projectors \( P_k \) and we used that \( \text{tr} \rho = 1 \). Since \( \rho \ll \sigma \), for all \( k \in [\dim(A)] \) such that \( \text{tr} P_k \sigma = 0 \) we also have \( \text{tr} P_k \rho = 0 \). If \( \text{tr} P_k \sigma > 0 \) and \( \text{tr} P_k \rho = 0 \), then the supremum of the \( k \)-th term is \( \sup_{\lambda_k > 0} - \lambda_k \text{tr} P_k \omega = 0 \) which is achieved for \( \lambda_k \to 0 \). As a result, the only relevant case is \( \text{tr} P_k \sigma > 0 \) and \( \text{tr} P_k \rho > 0 \). Since, \( \lambda_k \to (\text{tr} P_k \rho) (\log \lambda_k + 1) - \lambda_k \text{tr} P_k \sigma \) is concave with maximizer \( \lambda_k^* = \frac{\text{tr} P_k \rho}{\text{tr} P_k \sigma} \). Combining this with (2.96) shows that

\[ \sup_{\omega \in P_1(A)} \{ \text{tr} \rho \log \omega + 1 - \text{tr} \sigma \omega \} \]

\[ = \sup_{\{P_k\}_{k \in [\dim(A)]} \{\lambda_k\}_{k \in [\dim(A)]}} \left\{ \sum_{k=1}^{\dim(A)} \frac{\text{tr} P_k \rho}{\text{tr} P_k \sigma} \right\} = D_p(\rho \| \sigma). \]  

(2.97)

We note that \( \log x \leq x - 1 \) for \( x \in \mathbb{R}_+ \) and hence \( -\log \text{tr} \sigma \omega \geq 1 - \text{tr} \sigma \omega \). This shows that

\[ \sup_{\omega \in P_1(A)} \{ \text{tr} \rho \log \omega - \log \text{tr} \sigma \omega \} \geq \sup_{\omega \in P_1(A)} \{ \text{tr} \rho \log \omega + 1 - \text{tr} \sigma \omega \}. \]  

(2.98)

Since \( \text{tr} \rho \log \omega - \log \text{tr} \sigma \omega \) is invariant under the substitution \( \omega \to \alpha \omega \) for \( \alpha \in \mathbb{R}_+ \), we can assume without loss of generality that \( \omega \) is such that \( \text{tr} \sigma \omega = 1 \). That is, we have

\[ \sup_{\omega \in P_1(A)} \{ \text{tr} \rho \log \omega - \log \text{tr} \sigma \omega \} = \sup_{\omega \in P_1(A)} \{ \text{tr} \rho \log \omega - \log \text{tr} \sigma \omega : \text{tr} \sigma \omega = 1 \} \]

\[ \leq \sup_{\omega \in P_1(A)} \{ \text{tr} \rho \log \omega + 1 - \text{tr} \sigma \omega \}. \]  

(2.100)

Combining (2.97), (2.98), and (2.100) proves (2.95).

It thus remains to show that \( D_p(\rho \| \sigma) = D_M(\rho \| \sigma) \). We note that \( D_p(\rho \| \sigma) \leq D_M(\rho \| \sigma) \) holds by definition and if \( \rho \ll \sigma \) we have \( D_p(\rho \| \sigma) = D_M(\rho \| \sigma) = +\infty \). It thus suffices to prove \( D_p(\rho \| \sigma) \geq D_M(\rho \| \sigma) \) for \( \rho \ll \sigma \). Let \( (\mathcal{X}, M) \) be a POVM that achieves the measured relative entropy and recall that \( P_{\rho, M}(x) := M(x) \rho \). For \( \mathcal{X}^* := \{ x \in \mathcal{X} : P_{\rho, M}(x) P_{\sigma, M}(x) > 0 \} \) we find

\[ D_M(\rho \| \sigma) = D(P_{\rho, M} \| P_{\sigma, M}) \]

\[ = \sum_{x \in \mathcal{X}^*} P_{\rho, M}(x) \log \frac{P_{\rho, M}(x)}{P_{\sigma, M}(x)} \]  

(2.101)

(2.102)
The final step in (2.15) then shows that

\[ D_{\mathfrak{M}}(\rho \parallel \sigma) \leq \text{tr} \rho \log \left( \sum_{x \in \mathcal{X}} M(x) \frac{P_{\rho, M}(x)}{P_{\sigma, M}(x)} \right) = \text{tr} \rho \log \omega + 1 - \text{tr} \sigma \omega \leq D_{\mathfrak{P}}(\rho \parallel \sigma), \tag{2.105} \]

for \( \omega = \sum_{x \in \mathcal{X}} M(x) \frac{P_{\rho, M}(x)}{P_{\sigma, M}(x)} \), since

\[ \text{tr} \sigma \omega = \sum_{x \in \mathcal{X}} P_{\sigma, M}(x) \frac{P_{\rho, M}(x)}{P_{\sigma, M}(x)} = \sum_{x \in \mathcal{X}} P_{\rho, M}(x) = 1. \tag{2.106} \]

The final step in (2.105) follows from (2.95). This proves the assertion. \( \square \)

The measured relative entropy has remarkable properties. Several of them are directly inherited from the relative entropy.

**Proposition 2.35 (Properties of measured relative entropy).** The measured relative entropy defined in (2.91) satisfies

1. **Submultiplicativity:** \( D_{\mathfrak{M}}(\rho_1 \otimes \rho_2 \parallel \sigma_1 \otimes \sigma_2) \geq D_{\mathfrak{M}}(\rho_1 \parallel \sigma_1) + D_{\mathfrak{M}}(\rho_2 \parallel \sigma_2) \) for all \( \rho_1 \in S(A), \sigma_1 \in P(A), \rho_2 \in S(B), \sigma_2 \in P(B) \).
2. **Nonnegativity:** \( D_{\mathfrak{M}}(\rho \parallel \sigma) \geq 0 \) for all \( \rho, \sigma \in S(A) \) with equality if and only if \( \rho = \sigma \).
3. **Isometric invariance:** \( D_{\mathfrak{M}}(V \rho V^\dagger \parallel V \sigma V^\dagger) = D_{\mathfrak{M}}(\rho \parallel \sigma) \) for all \( V \in \mathcal{V}(A, B), \rho \in S(A), \sigma \in P(A) \).
4. **DPI:** \( D_{\mathfrak{M}}(\rho \parallel \sigma) \geq D_{\mathfrak{M}}(\mathcal{E}(\rho) \parallel \mathcal{E}(\sigma)) \) for all \( \rho \in S(A), \sigma \in P(A), \mathcal{E} \in \text{TPCP}(A, B) \).
5. **Joint convexity:** \( (\rho, \sigma) \mapsto D_{\mathfrak{M}}(\rho \parallel \sigma) \) is jointly convex on \( P(A) \times P(A) \).
6. **Orthogonal states:** \( D_{\mathfrak{M}}(t \rho_1 + (1-t) \rho_2 \parallel t \sigma_1 + (1-t) \sigma_2) = D_{\mathfrak{M}}(\rho_1 \parallel \sigma_1) + (1-t)D_{\mathfrak{M}}(\rho_2 \parallel \sigma_2) \) for \( t \in [0,1], \rho_1 \in S(A), \rho_2 \in S(B), \sigma_1 \in P(A), \sigma_2 \in P(B) \) such that both \( \rho_1 \) and \( \sigma_1 \) are orthogonal to both \( \rho_2 \) and \( \sigma_2 \).

**Proof.** The submultiplicativity follows by definition of the measured relative entropy. The nonnegativity property is directly inherited from the classical relative entropy. The isometric invariance can be easily derived from the variational formula (2.93). Let \( \omega \in P(B) \) be the optimizer for \( D_{\mathfrak{M}}(V \rho V^\dagger \parallel V \sigma V^\dagger) \). Then,

\[ D_{\mathfrak{M}}(V \rho V^\dagger \parallel V \sigma V^\dagger) = \text{tr} V \rho V^\dagger \log \omega - \log \text{tr} V \sigma V^\dagger \omega \tag{2.107} \]
\[ = \text{tr} \rho \log (V^\dagger \omega V) - \log \text{tr} \sigma V^\dagger \omega V \tag{2.108} \]
\[ \leq D_{\mathfrak{M}}(\rho \parallel \sigma), \tag{2.109} \]

where the final inequality step uses that \( V^\dagger \omega V \in P(A) \). Conversely, for \( \omega \in P(A) \) being the optimizer for \( D_{\mathfrak{M}}(\rho \parallel \sigma) \) we find
2.5 Entropy measures

\[ D_{\text{bl}}(V\rho V^\dagger\|\mathbf{V}\sigma\mathbf{V}^\dagger) \geq \text{tr}V\rho V^\dagger \log V\omega V^\dagger - \log \text{tr}V\sigma V^\dagger V\omega^\dagger \]
\[
= \text{tr}\rho \log \omega - \log \text{tr}\sigma \omega \quad (2.110)
\]
\[
= D(\rho\|\sigma) . \quad (2.112)
\]

The joint convexity follows from the joint convexity of the relative entropy. For \( t \in [0,1], \rho_1, \rho_2 \in S(A), \sigma_1, \sigma_2 \in P(A) \) we have

\[ D_{\text{bl}}(t\rho_1 + (1-t)\rho_2\|t\sigma_1 + (1-t)\sigma_2) = D\left(tP_{\rho_1,M} + (1-t)P_{\rho_2,M}\|tP_{\sigma_1,M} + (1-t)P_{\sigma_2,M}\right) \]
\[
\leq tD(P_{\rho_1,M}\|P_{\sigma_1,M}) + (1-t)D(P_{\rho_2,M}\|P_{\sigma_2,M}) \quad (2.113)
\]
\[
\leq tD_M(\rho_1\|\sigma_1) + (1-t)D_M(\rho_2\|\sigma_2). \quad (2.115)
\]

It is well-known (see, e.g. [146, Proposition 4.2]) that the joint convexity property (together with the unitary invariance and the submultiplicativity property) implies the data-processing inequality. It thus remains to verify the final statement of the proposition. Recall that the measured relative entropy can be expressed as (2.92). Let \((M_\alpha)\) and \((M'_\beta)\) be POVMs such that

\[ M(t\rho_1 + (1-t)\rho_2) = t \sum_x \text{tr}M_\alpha\rho_1|x\rangle\langle x| + (1-t) \sum_y \text{tr}M'_\beta\rho_2|y\rangle\langle y|. \quad (2.116) \]

We thus find

\[ D_M(t\rho_1 + (1-t)\rho_2\|t\sigma_1 + (1-t)\sigma_2) \geq tD(M(t\rho_1 + (1-t)\rho_2)\|M(t\sigma_1 + (1-t)\sigma_2)) \]
\[
= tD \left( \sum_x \text{tr}M_\alpha\rho_1|x\rangle\langle x| \right) \left\| \sum_x \text{tr}M_\alpha\sigma_1|x\rangle\langle x| \right) + (1-t)D \left( \sum_y \text{tr}M'_\beta\rho_2|y\rangle\langle y| \right) \left\| \sum_y \text{tr}M'_\beta\sigma_2|y\rangle\langle y| \right) \quad (2.117)
\]

where final penultimate step uses Proposition 2.28. As this is valid for all POVMs \((M_\alpha)\) and \((M'_\beta)\), we can take the supremum over those and thus obtain

\[ D_{\text{bl}}(t\rho_1 + (1-t)\rho_2\|t\sigma_1 + (1-t)\sigma_2) \geq tD_{\text{bl}}(\rho_1\|\sigma_1) + (1-t)D_M(\rho_2\|\sigma_2). \quad (2.118) \]

The other direction follows by the joint convexity of the relative entropy (see Proposition 2.28). By (2.92) there exists a POVM \((\tilde{M}_\alpha)\) such that

\[ D_M(t\rho_1 + (1-t)\rho_2\|t\sigma_1 + (1-t)\sigma_2) \]
\[
= D \left( \sum_x \text{tr}\tilde{M}_\alpha\rho_1 + (1-t)\text{tr}\tilde{M}_\alpha\rho_2|x\rangle\langle x| \right) \left\| \sum_x \text{tr}\tilde{M}_\alpha\sigma_1 + (1-t)\text{tr}\tilde{M}_\alpha\sigma_2|x\rangle\langle x| \right) \quad (2.119)
\]
\[
\leq tD \left( \sum_x \text{tr}\tilde{M}_\alpha\rho_1|x\rangle\langle x| \right) \left\| \sum_x \text{tr}\tilde{M}_\alpha\sigma_1|x\rangle\langle x| \right) + (1-t)D \left( \sum_x \text{tr}\tilde{M}_\alpha\rho_2|x\rangle\langle x| \right) \left\| \sum_x \text{tr}\tilde{M}_\alpha\sigma_2|x\rangle\langle x| \right) \]
\[
\leq tD_{\text{bl}}(\rho_1\|\sigma_1) + (1-t)D_{\text{bl}}(\rho_2\|\sigma_2). \quad (2.120)
\]

Combining this with (2.118) proves the assertion.  

Unlike the relative entropy, the measured relative entropy is not additive under tensor products. The following proposition states how the measured relative entropy is related to the relative entropy and the fidelity.
Proposition 2.36. Let \( \rho \in S(A) \) and \( \sigma \in P(A) \). The measured relative entropy defined in (2.91) satisfies

1. \( D_M (\rho \| \sigma) \leq D(\rho \| \sigma) \) with equality if and only if \( [\rho, \sigma] = 0 \).
2. \( D_M (\rho \| \sigma) \geq - \log F(\rho, \sigma) \).
3. \( \lim_{n \to \infty} \frac{1}{n} D_M (\rho^\otimes n \| \sigma^\otimes n) = D(\rho \| \sigma) \).

Proof. The first property of the proposition follows directly from the Golden-Thompson inequality (see Theorem 4.1) together with the variational formulas for the relative and measured relative entropy (see Lemma 2.29 and Lemma 2.34, respectively). To prove the second property, we recall that by Alberti’s theorem (see Theorem 2.25) there exists \( \omega \in P_x(A) \) such that

\[
- \log F(\rho, \sigma) = - \log \text{tr} \rho \omega - \log \text{tr} \sigma \omega^{-1} 
\]

(2.121)

\[
\leq - \log \text{tr} \log \rho + \log \omega - \log \text{tr} \sigma \omega^{-1}
\]

(2.122)

\[
\leq \text{tr} \rho \log \omega^{-1} - \log \text{tr} \sigma \omega^{-1}
\]

(2.123)

\[
\leq D_M (\rho \| \sigma) ,
\]

(2.124)

where the first inequality follows from the Golden-Thompson inequality. The second inequality uses the Peierls-Bogoliubov inequality (see Corollary 2.12 applied for \( H_1 = \log \rho \) and \( H_2 = \log \omega \)). The final step uses the variational formula for the measured relative entropy (see Lemma 2.34). The third statement of the proposition is proven in [146, Section 4.3.3]. \( \Box \)

We have seen in Proposition 2.35 that the measured relative entropy is jointly convex in its arguments. The following lemma shows that the measured relative entropy also satisfies a weak form of a concavity property in its second argument

Lemma 2.37. Let \( X \) be a compact space. For any probability measure \( \mu \) on \( X \), any sequence \( (\sigma_x)_{x \in X} \) such that \( \sigma_x \in P(A) \) for all \( x \in X \), any \( \rho \in S(A) \) and any \( n \in \mathbb{N} \), we have

\[
\frac{1}{n} D_M (\rho^\otimes n \| \int_X \mu(dx) \sigma_x^\otimes n) \geq \min_{\sigma \in \text{conv} \{\sigma_x : x \in X\}} D_M (\rho \| \sigma) .
\]

(2.125)

Proof. The variational characterization for the measured relative entropy given by Lemma 2.34 implies

\[
D_M (\rho^\otimes n \| \int_X \mu(dx) \sigma_x^\otimes n) \geq \sup_{\omega \in P_x(A)} \left\{ \text{tr} (\rho^\otimes n \log \omega^\otimes n) - \text{log tr} \left( \int_X \mu(dx) \sigma_x^\otimes n \omega^\otimes n \right) \right\}
\]

(2.126)

\[
\geq \sup_{\omega \in P_x(A)} \text{min}_{x \in X} \left\{ \text{tr}(\rho \log \omega) - n \text{log tr}(\sigma \omega) \right\} .
\]

(2.127)

For \( x \in \mathbb{R}_+ \), clearly \( \log x \leq x - 1 \) and thus \( - \log \text{tr}(\sigma \omega) \geq 1 - \text{tr}(\sigma \omega) \) for all \( \omega \in P_x(A) \). This implies that

\[
D_M (\rho^\otimes n \| \int_X \mu(dx) \sigma_x^\otimes n) \geq n \sup_{\sigma \in \text{conv} \{\sigma_x : x \in X\}} \text{min}_{x \in X} \left\{ \text{tr}(\rho \log \omega) + 1 - \text{tr}(\sigma \omega) \right\}
\]

(2.128)

\[
\geq n \sup_{\sigma \in \text{conv} \{\sigma_x : x \in X\}} \text{min}_{x \in X} \left\{ \text{tr}(\rho \log \omega) + 1 - \text{tr}(\sigma \omega) \right\}.
\]

(2.129)
The function $\omega \mapsto \text{tr}(\rho \log \omega) + 1 - \text{tr}(\sigma \omega)$ is concave and the function $\sigma \mapsto \text{tr}(\rho \log \omega) + 1 - \text{tr}(\sigma \omega)$ is linear. The set $\text{conv}\{\sigma_x : x \in X\}$ is compact and convex and the set of strictly positive operators is convex. As a result we can apply Sion’s minimax theorem [133] which gives

$$1/n \cdot D_M\left(\rho \otimes n\left\| \int_X \mu(dx)\sigma_x \otimes n \right\| \right) \geq \min_{\sigma \in \text{conv}\{\sigma_x : x \in X\}} \sup_{\omega \in \mathcal{P}(A)} \{\text{tr}(\rho \log \omega) + 1 - \text{tr}(\sigma \omega)\}$$

(2.130)

$$= \min_{\sigma \in \text{conv}\{\sigma_x : x \in X\}} D_M(\rho \| \sigma),$$

(2.131)

where the final step follows by the variational characterization of the measured relative entropy given in Lemma 2.34.

Remark 2.38. We note that Lemma 2.37 is no longer valid if the measured relative entropy terms in (2.125) are replaced with relative entropy terms. This can be seen by contradiction. Suppose (2.125) is valid for relative entropies. Theorem 12 from [18] implies that for any $\rho_{ABC} \in \mathcal{S}(A \otimes B \otimes C)$ we have

$$I(A : C|B)_\rho \geq \lim_{n \to \infty} \frac{1}{n} D\left(\rho_{ABC} \| \int_{-\infty}^{\infty} dt \beta_0(t) \mathcal{G}_{B \to BC}(\rho_{AB}) \otimes n \right)$$

(2.132)

$$\geq D(\rho_{ABC} \| \mathcal{G}_{B \to BC}(\rho_{AB}))$$

(2.133)

where $\beta_0$ is a probability density defined in (3.47), $\mathcal{G}_{B \to BC}$ is a recovery map defined in (5.2) for all $t \in \mathbb{R}$, and a recovery map $\mathcal{G}_{B \to BC} \in \text{TPCP}(B, B \otimes C)$. Inequality (2.133) however is in contradiction with [52, Section 5] (see Remark 5.7 for further details) which shows that (2.125) is not valid for relative entropies.

### 2.5.4 Rényi relative entropy

There exist different families of relative entropies that are useful in quantum information theory. Among the most prominent examples are the so-called Rényi relative entropies that are carefully discussed in several textbooks such as, e.g., [146]. In this section, we review a specific member of this family called the minimal Rényi relative entropy that has been introduced in [110, 157].

**Definition 2.39.** For $\alpha \in (0, 1) \cup (1, \infty)$, $\rho \in \mathcal{S}(A)$ and $\sigma \in \mathcal{P}(A)$ the minimal Rényi relative entropy between $\rho$ and $\sigma$ is defined as

$$D_\alpha(\rho \| \sigma) := \begin{cases} \frac{\alpha}{\alpha - 1} \log \left\| \frac{\sigma^{1/\alpha}}{\rho^{1/\alpha}} \frac{1 - \alpha}{\alpha} \right\|_\alpha & \text{if } \rho \ll \sigma \text{ or } \alpha < 1 \\ +\infty & \text{otherwise} \end{cases}$$

(2.134)

The minimal Rényi relative entropy is also known as sandwiched Rényi relative entropy. It satisfies many desirable properties. We will only discuss those that are relevant for this book. The interested reader can find a more detailed treatment about this entropy measure in [146].

---

7 This is explained in more detail in Remark 5.8.
The family of minimal Rényi relative entropies comprises three particularly well-known one-shot relative entropies, i.e., the min-relative entropy [122]

\[
D_{\min}(\rho\|\sigma) := -\log \|\sqrt{\rho}\sqrt{\sigma}\|_1^2 = -\log F(\rho, \sigma) = D_{\frac{1}{2}}(\rho\|\sigma),
\]

the relative entropy

\[
D(\rho\|\sigma) = \lim_{\alpha \to 1} D_\alpha(\rho\|\sigma),
\]

and the max-relative entropy [44, 122]

\[
D_{\max}(\rho\|\sigma) := \inf\{\lambda \in \mathbb{R} : \rho \leq 2^\lambda \sigma\} = \log \|\sigma^{-\frac{1}{\lambda}} \rho \sigma^{-\frac{1}{\lambda}}\|_\infty = \lim_{\alpha \to \infty} D_\alpha(\rho\|\sigma).
\]

As the names suggest, the min-relative entropy cannot be larger than the max-relative entropy, or more precisely we have

\[
D_{\min}(\rho\|\sigma) \leq D(\rho\|\sigma) \leq D_{\max}(\rho\|\sigma),
\]

with strict inequalities in the generic case. The max-relative entropy turns out to be the largest relative entropy measure that satisfies the data-processing inequality and is additive under tensor products [146, Section 4.2.4]. It is known that the minimal \(\alpha\)-Rényi relative entropy is monotonically increasing in \(\alpha\) [110].

**Lemma 2.40.** Let \(\rho \in S(A), \sigma \in P(A), \alpha, \alpha' \in (0, \infty)\) such that \(\alpha \leq \alpha'\). Then

\[
D_\alpha(\rho\|\sigma) \leq D_{\alpha'}(\rho\|\sigma).
\]

The minimal Rényi divergence vanishes if and only if its two arguments coincide, i.e.,

\[
D_\alpha(\rho\|\sigma) = 0 \quad \text{for} \quad \alpha \in (\frac{1}{2}, 1) \cup (1, \infty) \quad \iff \quad \rho = \sigma.
\]

To see this we note that Lemma 2.40 guarantees that \(D_\alpha(\rho\|\sigma) = 0\) implies \(D_{\frac{1}{2}}(\rho\|\sigma) = 0\) and hence by Proposition 2.26 we have \(\rho = \sigma\). The other direction follows by definition of the minimal Rényi divergence.

It is well-known that the relative entropy does not satisfy the triangle inequality. For the three (classical) qubit states \(\rho = \frac{1}{2}|0\rangle\langle 0| + \frac{1}{2}\text{id}_2\), \(\sigma = \frac{1}{2}|1\rangle\langle 1| + \frac{1}{2}\text{id}_2\), and \(\omega = \frac{1}{2}\text{id}_2\) we have \(D(\rho\|\sigma) > D(\rho\|\omega) + D(\omega\|\sigma)\). The following lemma proves a triangle-like inequality for the minimal quantum Rényi relative entropy [37, 139].

**Lemma 2.41.** Let \(\rho \in S(A), \sigma, \omega \in P(A)\) and let \(\alpha \in [\frac{1}{2}, \infty)\). Then

\[
D_\alpha(\rho\|\sigma) \leq D_\alpha(\rho\|\omega) + D_{\max}(\omega\|\sigma).
\]

**Proof.** For \(\alpha \in [\frac{1}{2}, 1)\), the function \(t \mapsto t^{\frac{\alpha}{1-\alpha}}\) is operator monotone on \([0, \infty)\) (see Table 2.2). Furthermore, according to Proposition 2.10, the function \(P(A) \ni X \mapsto \text{tr}X^\alpha\) is monotone. By definition of the max-relative entropy we find

\[
D_\alpha(\rho\|\sigma) = \frac{1}{\alpha-1} \log \text{tr}\left(\rho^{\frac{\alpha}{2}} \sigma^{\frac{1-\alpha}{2}} \rho^{\frac{\alpha}{2}}\sigma^{\frac{1-\alpha}{2}}\right)^\alpha \leq D_\alpha(\rho\|\omega) + D_{\max}(\omega\|\sigma).
\]
For $\alpha \in (1, \infty)$ the argument is exactly the same, where we note that $t \mapsto t^{\frac{1-\alpha}{\alpha}}$ is operator anti-monotone (see Table 2.2). The case $\alpha = 1$ then follows by continuity. \hfill \Box

### 2.6 Background and further reading

We refer to Bhatia’s book [23, Chapter IV] for a comprehensive introduction to matrix norms. Functions on Hermitian operators are carefully treated in Carlen’s book [35], Bhatia’s book about matrix analysis [23] (see also [24] for an emphasis on positive definite operators), Hiai and Petz’ book [74], Simon’s book [132], Ohya and Petz’ book [114], and Zhang’s book [161]. An important result for operator monotone and operator convex function is the Löwner-Heinz theorem [106] (see also [47] for a more general version) which is summarized in Table 2.2. An alternative proof for the Peierls-Bogoliubov theorem can be found in [35, Theorem 2.12]. Lieb’s theorem was proven in the remarkable paper [101]. Tropp showed how Lieb’s theorem can be derived from the joint convexity of the relative entropy [148].

Entropy measures are carefully discussed in various books, such as the one by Ohya and Petz [114], Nielsen and Chuang [112], Wilde [155], Hayashi [63, 64], Tomamichel [146], and Holevo [76]. The fidelity was introduced by Uhlmann [150] and later popularized in quantum information theory by Josza [83]. The fidelity features another characterization that is not discussed here. It can be expressed as a semidefinite program [154]. Appendix B of [53] discussed further interesting properties of the fidelity. The relative entropy was introduced by Umegaki [152] and then used in mathematical physics by Lindblad [105]. Recently it was shown [109] that the DPI for the relative entropy is valid even for trace-preserving positive maps. The measured relative entropy was first studied by Donald [46] as well as Hiai and Petz [71]. More information about quantum channels can be found in Wolf’s lecture notes [159] and Holevo’s book [76].
Chapter 3
Tools for non-commuting operators

Abstract Complementarity is one of the central mysteries of quantum mechanics. In the mathematical formalism this is represented by the fact that different operators do not necessarily commute. In this chapter we discuss two different mathematical tools to deal with non-commuting operators.

One eminent difference between classical physics and quantum mechanics is the principle of complementarity. This phenomenon arises from the fact that quantum mechanical operators (unlike classical ones) do not commute in general. Complementarity summarizes different purely quantum mechanical features such as uncertainty relations \([39, 67]\) or the wave-particle duality \([54]\).

On a more technical level, the complementarity aspect of quantum mechanics displays a major hurdle in the rigorous understanding of the behavior of quantum mechanical systems. To name one example, consider the conditional mutual information. Let \(P_{XYZ}\) denote a classical tripartite distribution. It is straightforward to verify that the conditional mutual information defined in \((1.4)\) is nonnegative, i.e., \(I(X : Z|Y)_P \geq 0\).\(^1\) For quantum mechanical systems this gets more complicated. The celebrated strong subadditivity of quantum entropy (SSA) \([102, 103]\) ensures that for any tripartite density operator \(\rho_{ABC}\) we have

\[
I(A : C|B)_\rho := H(AB)_\rho + H(BC)_\rho - H(ABC)_\rho - H(B)_\rho \geq 0.
\]

Unlike the classical case, this result is far from being trivial which is mainly due to the fact that density operators and their marginals do not commute. We will discuss the proof of SSA in Section 5.2.

To understand the properties of quantum mechanical systems, we need tools to deal with non-commuting operators. In this chapter, we will discuss two techniques that can be useful for this purpose — the method of pinching and complex interpolation theory. Another tool that is helpful are trace inequalities which are discussed in Chapter 4.

---

\(^1\) This follows for example immediately from the variational formula for the (classical) conditional mutual information given in \((1.7)\).
3.1 Pinching

Any Hermitian operator $H \in \mathcal{H}(A)$ has a spectral decomposition, i.e., it can be written as

$$H = \sum_{\lambda \in \text{spec}(H)} \lambda \Pi_{\lambda},$$

(3.2)

where $\lambda \in \text{spec}(H) \subseteq \mathbb{R}$ are unique eigenvalues and $\Pi_{\lambda}$ are mutually orthogonal projectors. For $\kappa > 0$, let us define the following family of probability densities on $\mathbb{R}$

$$\mu_{\kappa}(t) = \frac{12}{\pi \kappa^3 t^3} \left( 3 + \cos(\kappa t) - 4 \cos \left( \frac{\kappa t}{2} \right) \right).$$

(3.3)

Its Fourier transform $\hat{\mu}_{\kappa}$ turns out to be a convolution of two centered triangular functions of width $\kappa$, i.e.,

$$\hat{\mu}_{\kappa}(\omega) = \frac{3}{\kappa} (\text{tri}_{\kappa} \ast \text{tri}_{\kappa})(\omega),$$

(3.4)

where

$$\text{tri}_{\kappa}(x) := \begin{cases} 1 - \frac{2|x|}{\kappa} & |x| \leq \kappa \\ 0 & \text{otherwise} \end{cases}.$$ 

(3.5)

We immediately see that $\hat{\mu}_{\kappa}$ satisfies the following properties:

1. $\hat{\mu}_{\kappa}(0) = 1$.
2. $\hat{\mu}_{\kappa}(\omega) = 0$ if and only if $|\omega| \geq \kappa$.
3. $\omega \mapsto \hat{\mu}_{\kappa}(\omega)$ is a real valued even function.
4. $\omega \mapsto \hat{\mu}_{\kappa}(\omega)$ is monotonically decreasing for $\omega \in \mathbb{R}_+$.
5. $\hat{\mu}_{\kappa}(\omega) \in [0,1]$.

**Exercise 3.1.** Verify that $\mu_{\kappa}$ is a probability distribution on $\mathbb{R}$ for all $\kappa > 0$ and its Fourier transform $\hat{\mu}_{\kappa}$ satisfies the properties given above.

3.1.1 Spectral pinching

The motivation for studying the spectral pinching method arises from the following (vague) question: Given two Hermitian operators $H_1$ and $H_2$ that do not commute. Does there exist a method to modify one of the two operators such that they commute without completely destroying the structure of the original operator? The spectral pinching method achieves this task. Before explaining this method in detail we have to introduce the pinching map.

**Definition 3.2.** Let $H \in \mathcal{H}(A)$ with a spectral decomposition given in (3.2). The *pinching map* with respect to $H$ is defined as
Pinching maps have several nice properties. They are trace-preserving, completely positive, unital, self-adjoint, and can be viewed as dephasing operations that remove off-diagonal blocks of an operator.\(^2\) As a result, if we pinch a Hermitian operator \(H_1\) with respect to another Hermitian operator \(H_2\), the resulting operator \(\mathcal{P}_{H_2}(H_1)\) commutes with \(H_2\). This will be explained more carefully in Lemma 3.5.

**Exercise 3.3.** Verify that the pinching map is trace-preserving, completely positive and unital.

The pinching map features an alternative representation. It can be written as an average over commuting unitaries. The spectral gap of a Hermitian operator \(H\) with eigenvalues \((\lambda_k)_k\) is defined as the smallest distance of two distinct eigenvalues, i.e., \(\Delta_H := \min\{|\lambda_k - \lambda_j| : \lambda_k \neq \lambda_j\}\).

**Lemma 3.4 (Integral representation of pinching map).** Let \(H \in H(A)\) and \(\mu_\kappa\) as defined in (3.3). Then

\[
\mathcal{P}_H(X) = \int_{-\infty}^{\infty} dt \mu_\Delta_H(t) e^{itH} X e^{-itH} \quad \text{for all } X \in H(A).
\]  

**Proof.** We start by recalling the spectral decomposition of \(H\), i.e.,

\[
H = \sum_{\lambda \in \text{spec}(H)} \lambda \Pi_\lambda,
\]

and the fact that eigenvectors corresponding to distinct eigenvalues of Hermitian operators are orthogonal. We thus have for any \(t \in \mathbb{R}\)

\[
e^{itH} = \sum_{\lambda \in \text{spec}(H)} e^{it\lambda} \Pi_\lambda
\]

and

\[
e^{itH} X e^{-itH} = \sum_{\lambda, \lambda' \in \text{spec}(H)} e^{-it(\lambda' - \lambda)} \Pi_\lambda X \Pi_{\lambda'}.
\]  

With this we obtain

\[
\int_{-\infty}^{\infty} dt \mu_\Delta_H(t) e^{itH} X e^{-itH} = \int_{-\infty}^{\infty} dt \mu_\Delta_H(t) \sum_{\lambda, \lambda' \in \text{spec}(H)} e^{-it(\lambda' - \lambda)} \Pi_\lambda X \Pi_{\lambda'}
\]

\[
= \sum_{\lambda, \lambda' \in \text{spec}(H)} \Pi_\lambda X \Pi_{\lambda'} \hat{\mu}_\Delta_H(\lambda' - \lambda),
\]

where in the final step we used the linearity of the integral to interchange the integral and the summation. Employing Property 1 and Property 2 of \(\hat{\mu}_\Delta_H\) and the definition of the spectral gap \(\Delta_H\) we obtain

\(^2\) Hence the name pinching map, as it pinches the off-diagonal blocks.
\[
\int_{-\infty}^{\infty} \, dr \mu_{\Delta t}(r) \, e^{irH} X e^{-irH} = \sum_{\lambda \in \text{spec}(H)} \Pi_{\lambda} X \Pi_{\lambda} = \mathcal{P}_H(X),
\] (3.13)

which proves the assertion.\(^3\)

As mentioned at the beginning of this chapter, the pinching map can be used to modify one Hermitian operator such that it commutes with another Hermitian operator. Pinching maps are user-friendly since they fulfill several nice properties. The following lemma summarizes the most important ones. In Section 3.1.3.1, we demonstrate how pinching maps can be used to prove the Golden-Thompson inequality (see Theorem 4.1) in an intuitive and transparent way.

Lemma 3.5 (Properties of pinching map). Let \(H \in \mathcal{H}(A)\). Then

1. \([\mathcal{P}_H(X), H] = 0\) for all \(X \in \mathcal{H}(A)\).
2. \(\mathcal{P}_H(X) \geq \frac{1}{|\text{spec}(H)|} X\) for all \(X \in \mathcal{P}(A)\). (Pinching inequality)
3. \(\text{tr} \mathcal{P}_H(X) H = \text{tr} X H\) for all \(X \in \mathcal{H}(A)\).
4. \(f(\mathcal{P}_H(X)) \leq \mathcal{P}_H(f(X))\) for all \(X \in \mathcal{H}(A)\) and \(f(\cdot)\) operator convex.
5. \(\|\mathcal{P}_H(X)\| \leq \|X\|\) for all \(X \in \mathcal{H}(A)\) and any unitarily invariant norm \(\|\cdot\|\).

Proof. Since eigenvectors corresponding to distinct eigenvalues of Hermitian operators are orthogonal we find

\[
\mathcal{P}_H(X) H = \sum_{\lambda, \lambda' \in \text{spec}(H)} \Pi_{\lambda} X \Pi_{\lambda} \lambda' \Pi_{\lambda'} = \sum_{\lambda \in \text{spec}(H)} \lambda \Pi_{\lambda} X \Pi_{\lambda} \quad \text{(3.14)}
\]

\[
= \sum_{\lambda, \lambda' \in \text{spec}(H)} \lambda' \Pi_{\lambda'} \Pi_{\lambda} X \Pi_{\lambda} = H \mathcal{P}_H(X), \quad \text{(3.15)}
\]

which proves the first statement of the lemma.

The pinching inequality follows since

\[
\mathcal{P}_H(X) = \sum_{\lambda \in \text{spec}(H)} \Pi_{\lambda} X \Pi_{\lambda} = \frac{1}{|\text{spec}(H)|} \sum_{y=1}^{|\text{spec}(H)|} U_y X U_y^\dagger \geq \frac{1}{|\text{spec}(H)|} X, \quad \text{(3.16)}
\]

for all \(X \in \mathcal{P}(A)\), where \(\text{spec}(H) := \{\lambda_1, \ldots, \lambda_{|\text{spec}(H)|}\}\) and

\[
U_y := \sum_{z=1}^{|\text{spec}(H)|} \exp\left(\frac{i2\pi y z}{|\text{spec}(H)|}\right) \Pi_{\lambda_z} \quad \text{(3.17)}
\]

are unitaries and we used the fact that

\[
\sum_{y=1}^{|\text{spec}(H)|} \exp\left(\frac{i2\pi y (z - z')}{|\text{spec}(H)|}\right) = |\text{spec}(H)| \mathbb{1} \{z = z'\}. \quad \text{(3.18)}
\]

\(^3\) We note that every probability measure whose Fourier transform satisfies Property 1 and Property 2 would work for Lemma 3.4.
The inequality step in (3.16) follows form the facts that $U_{r}XU_{r}^{\dagger} \geq 0$ and $U_{\{\text{spec}(H)\}} = \text{id}_{A}$.

The third property of the lemma follows from the cyclic property of the trace and the fact that $e^{uH}$ commutes with $H$ for all $t \in \mathbb{R}$. Lemma 3.4 shows that
\[
\text{tr} \mathcal{P}_{H}(X)H = \int_{-\infty}^{\infty} \text{d}t \mu_{\Delta_{H}}(t) \text{tr} e^{uH}Xe^{-uH}H = \int_{-\infty}^{\infty} \text{d}t \mu_{\Delta_{H}}(t) \text{tr} XH = \text{tr} XH.
\] (3.19)

The fourth property of the lemma follows form Jensen’s operator inequality (see Theorem 2.15) which shows that in case $f$ is operator convex we have
\[
f(\mathcal{P}_{H}(X)) = f\left(\sum_{\lambda \in \text{spec}(H)} \Pi_{H}X\Pi_{H}\right) \leq \sum_{\lambda \in \text{spec}(H)} \Pi_{H}f(X)\Pi_{H} = \mathcal{P}_{H}(f(X)).
\] (3.20)

Finally it remains to prove the fifth property of the lemma. Lemma 3.4 shows that
\[
\left\| \int_{-\infty}^{\infty} \text{d}t \mu_{\Delta_{H}}(t)e^{uH}Xe^{-uH} \right\| \leq \int_{-\infty}^{\infty} \text{d}t \mu_{\Delta_{H}}(t) \left\| e^{uH}Xe^{-uH} \right\| \leq \int_{-\infty}^{\infty} \text{d}t \mu_{\Delta_{H}}(t) \left\| X \right\| = \left\| X \right\|,
\] (3.21)

where the penultimate step uses that $e^{uH}$ is unitary for all $t \in \mathbb{R}$. \hfill \Box

3.1.2 Smooth spectral pinching

The pinching map can change an operator considerably. More precisely, there exist Hermitian operators $H_{1}, H_{2} \in \mathcal{H}(A)$ such that $\mathcal{P}_{H_{1}}(H_{1})$ is far from $H_{1}$. To see this let $\delta \in (0,1)$ and consider the following two-dimensional operators $H_{1} = |0\rangle\langle 0|$ and $H_{2} = (1 - \delta)\frac{|0\rangle\langle 0| + |+\rangle\langle +|}{\sqrt{2}} + \delta|+\rangle\langle +|$, where $|+\rangle := \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)$. A simple calculation reveals that $\mathcal{P}_{H_{2}}(H_{1}) = \frac{\text{id}_{2}}{2}$ and hence $\|H_{1} - \mathcal{P}_{H_{2}}(H_{1})\|_{\infty} = \frac{1}{2}$ for any $\delta \in (0,1)$.

We next discuss a smooth version of the pinching method which guarantees that the pinching does not change the operator too much at the cost that Property 1 of Lemma 3.5 no longer holds.

**Definition 3.6.** Let $H \in \mathcal{H}(A)$ with a spectral decomposition given in (3.2) and $\kappa > 0$. The $\kappa$-smooth pinching map with respect to $H$ is defined as
\[
\mathcal{P}_{H}^{\kappa} : \mathcal{H}(A) \ni X \mapsto \int_{-\infty}^{\infty} \text{d}t \mu_{\kappa}(t)e^{uH}Xe^{-uH},
\] (3.24)

with probability density $\mu_{\kappa}$ defined in (3.2).

For any $\kappa \leq \Delta_{H}$ the $\kappa$-smooth pinching map coincides with the regular pinching map given in Definition 3.2. This can be easily seen from the proof of Lemma 3.4. As a result, whenever $\kappa \leq \Delta_{H}$, we write $\mathcal{P}_{H}$ instead of $\mathcal{P}_{H}^{\kappa}$. The $\kappa$-smooth pinching map fulfills several nice properties that are summarized in the following lemma.
Lemma 3.7 (Properties of smooth pinching map). Let $\kappa > 0$, $H, X \in H(A)$, and $\|\cdot\|$ a unitarily invariant norm. Then

1. $\|[H, \mathcal{P}_H^K(X)]\| \leq \|[H, X]\|$.
2. $\|[H, \mathcal{P}_H^K(X)]\| \leq \kappa \|X\| I \{\kappa > \Delta_H\}$.
3. Let $|h\rangle, |h'\rangle$ be eigenvectors of $H$ with corresponding eigenvalues $h, h'$ such that $|h-h'| \geq \kappa$. Then, $\langle h| \mathcal{P}_H^K(X)|h'\rangle = 0$.
4. $\|X - \mathcal{P}_H^K(X)\|_\infty \leq \|[H, X]\|_\infty \frac{12\log 2}{\kappa \kappa}$.
5. $\|\mathcal{P}_H^K(X)\| \leq \|X\|$.

Properties 2 and 4 suggest that there is a tradeoff between reducing the commutator to zero (by choosing $\kappa \leq \Delta_H$) and increasing the distance between $X$ and $\mathcal{P}_H^K(X)$. Before proving the lemma we state a technical result that is used in the proof, and which shows that the complex matrix exponential is operator Lipschitz continuous.

**Lemma 3.8.** Let $L \in L(A)$, $H \in H(A)$ and $t \in \mathbb{R}$. Then

$$\left\|\left[L, e^{\mu H}\right]\right\|_\infty \leq |t| \left\|\left[L, H\right]\right\|_\infty. \quad (3.25)$$

**Proof.** Since $H$ is Hermitian it can be decomposed into $H = U \Lambda U^\dagger$, where $\Lambda$ is a diagonal matrices containing the eigenvalues of $H$ and $U$ is a unitary matrix whose rows consist of the eigenvectors of $H$. Since the operator norm is unitarily invariant we obtain

$$\left\|\left[L, e^{\mu H}\right]\right\|_\infty = \left\|\left[U^\dagger L U, e^{\mu \Lambda}\right]\right\|_\infty \leq |t| \left\|\left[U^\dagger L U, \Lambda\right]\right\|_\infty = |t| \left\|\left[L, U \Lambda U^\dagger\right]\right\|_\infty = |t| \left\|\left[L, H\right]\right\|_\infty, \quad (3.26)$$

where the inequality step uses the fact that the function $f : x \mapsto e^{xt}$ is Lipschitz continuous with constant $|t|$ and the fact that $\Lambda$ is diagonal. As a result $\Lambda \mapsto e^{t\Lambda}$ is operator Lipschitz continuous on the set of diagonal matrices with constant $|t|$. Theorem 3.1 in [5] then implies the assertion.

**Proof (Lemma 3.7).** Since $H$ and $X$ are Hermitian and $\mu_\kappa$ is an even function it follows that $\mathcal{P}_H^K(X)$ is Hermitian. By using the triangle inequality and the fact that $e^{\mu H}$ commutes with $H$, we find

$$\left\|[H, \mathcal{P}_H^K(X)]\right\| = \left\|[H, \int_{-\infty}^{\infty} dt \mu_\kappa(t)e^{\mu H}Xe^{-\mu H}]\right\| \quad (3.27)$$

$$\leq \int_{-\infty}^{\infty} dt \mu_\kappa(t) \left\|[H, e^{\mu H}Xe^{-\mu H}]\right\| \quad (3.28)$$

$$= \int_{-\infty}^{\infty} dt \mu_\kappa(t) \left\|[H, X]\right\| \quad (3.29)$$

$$= \left\|[H, X]\right\|, \quad (3.30)$$

which proves Property 1 of the lemma.

We next prove Property 2 of the lemma. Note that in case $\kappa \leq \Delta_H$ we have a perfect pinching and hence $[H, \mathcal{P}_H^K(X)] = 0$. For $\kappa > \Delta_H$ we find
3.1 Pinching

\[ \| [H, \mathcal{P}_H^\kappa(X)] \| = \| [H, \int_{-\infty}^{\infty} dt \mu_\kappa(t) e^{itH}Xe^{-itH}] \| \]  
\[ = \left\| \sum_{\ell,n} |\ell\rangle \langle n| (\lambda_\ell - \lambda_n) \langle \ell|X|n\rangle \hat{\mu}_\kappa(\lambda_\ell - \lambda_n) \right\| \]  
(3.32)

where we expressed the term inside the norm in the eigenbasis of \( H \). Properties 2 and 5 of \( \hat{\mu}_\kappa \) now imply that

\[ \| [H, \mathcal{P}_H^\kappa(X)] \| \leq \kappa \left\| \sum_{\ell,n} |\ell\rangle \langle n| \right\| \left\| \langle \ell|X|n\rangle \right\| = \kappa \| X \|. \]  
(3.33)

We next prove Property 3 of the lemma. Let \( |h\rangle \) and \( |h'\rangle \) be two eigenvectors of \( H \) such that the corresponding eigenvalues \( h \) and \( h' \) satisfy \( |h - h'| \geq \kappa \). By definition of the Fourier transform together with Property 2 of \( \hat{\mu}_\kappa \), mentioned at the beginning of this chapter, we find

\[ 0 = \hat{\mu}_\kappa(h' - h) = \int_{-\infty}^{\infty} dt \mu_\kappa(t)e^{it(h-h')} \]  
(3.34)

This can be used to show that Property 3 of the lemma indeed holds. By definition of the \( \kappa \)-smooth pinching map, we have

\[ \langle h|\mathcal{P}_H^\kappa(X)|h'\rangle = \int_{-\infty}^{\infty} dt \mu_\kappa(t)\langle h|e^{itH}Xe^{-itH}|h'\rangle = \langle h|h'\rangle \int_{-\infty}^{\infty} dt \mu_\kappa(t)e^{it(h-h')} = 0, \]  
(3.35)

where the final step follows from (3.34).

We next prove Property 4 of the lemma. The triangle inequality together with the fact that the operator norm is unitarily invariant give

\[ \| X - \mathcal{P}_H^\kappa(X) \|_\infty \leq \int_{-\infty}^{\infty} dt \mu_\kappa(t) \| X - e^{itH}Xe^{-itH} \|_\infty = \int_{-\infty}^{\infty} dt \mu_\kappa(t) \| [X, e^{itH}] \|_\infty \]  
(3.36)

Lemma 3.8 then implies that

\[ \int_{-\infty}^{\infty} dt \mu_\kappa(t) \| [X, e^{itH}] \|_\infty \leq \int_{-\infty}^{\infty} dt \mu_\kappa(t) \| [X, H] \|_\infty = \| [X, H] \|_\infty \frac{12\log 2}{\pi \kappa}. \]  
(3.37)

It thus remains to prove Property 5 of the lemma. By the triangle inequality we have

\[ \| \mathcal{P}_H^\kappa(X) \| \leq \int_{-\infty}^{\infty} dt \mu_\kappa(t) \| e^{itH}Xe^{-itH} \| = \| X \| , \]  
(3.38)

which thus completes the proof. \( \square \)
3.1.3 Asymptotic spectral pinching

The spectral pinching method explained in Section 3.1.1 is particularly powerful if we apply it in an asymptotic setting. To understand what we mean by that let us first recall two basic statements (given by Remark 3.9 and Exercise 3.10).

Remark 3.9. Let $B \in \mathcal{P}(A)$. The number of distinct eigenvalues of $B^\otimes m$, i.e., $|\text{spec}(B^\otimes m)|$ grows polynomially in $m$. This is due to the fact that the number of distinct eigenvalues of $B^\otimes m$ is bounded by the number of different types of sequences of dim($A$) symbols of length $m$, a concept widely used in information theory \[40\]. More precisely \[41, Lemma II.1\] gives

$$|\text{spec}(B^\otimes m)| \leq \frac{(m + \dim(A) - 1)^{\dim(A) - 1}}{(\dim(A) - 1)!} \leq (m + 1)^{\dim(A) - 1} \quad (3.39)$$

$$= O(\text{poly}(m)), \quad (3.40)$$

where poly($m$) denotes a polynomial in $m$.

Exercise 3.10. Let $L_1 \in \mathcal{L}(A)$, $L_2 \in \mathcal{L}(B)$ and $C_1 \in \mathcal{P}(A), C_2 \in \mathcal{P}(B)$. Verify the following identities for the tensor product:

1. $\text{tr} L_1 \otimes L_2 = (\text{tr} L_1)(\text{tr} L_2)$.
2. $\log C_1 \otimes C_2 = (\log C_1) \otimes \text{id}_B + \text{id}_A \otimes (\log C_2)$.
3. $\exp(L_1) \otimes \exp(L_2) = \exp(L_1 \otimes \text{id}_B + \text{id}_A \otimes L_2)$.

With this preliminary knowledge in mind let us explain what we mean by the asymptotic spectral pinching method. We apply this technique to prove a famous trace inequality — the so-called Golden-Thompson (GT) inequality which states that any two Hermitian operators $H_1, H_2 \in \mathcal{H}(A)$ satisfy

$$\text{tr} e^{H_1 + H_2} \leq \text{tr} e^{H_1} e^{H_2}. \quad (3.41)$$

We refer to Theorem 4.1 and the subsequent paragraph for more details about this inequality. We next present a proof of the GT inequality based on the asymptotic spectral pinching method.

3.1.3.1 An intuitive proof of the Golden-Thompson inequality

Let $B_1, B_2 \in \mathcal{P}(A)$ be such that $B_1 = \exp(H_1)$ and $B_2 = \exp(H_2)$. The identities for the tensor product of the exponential, logarithm and trace function given in Exercise 3.10 show that

$$\log \text{tr} \exp(\log B_1 + \log B_2) = \frac{1}{m} \log \text{tr} \exp(\log B_1^\otimes m + \log B_2^\otimes m) \quad (3.42)$$

$$\leq \frac{1}{m} \log \text{tr} \exp \left( \log \mathcal{P}_{B_2^\otimes m}(B_1^\otimes m) + \log B_2^\otimes m \right) + \frac{\log \text{poly}(m)}{m} \quad (3.43)$$

$$= \frac{1}{m} \log \text{tr} \mathcal{P}_{B_2^\otimes m}(B_1^\otimes m)B_2^\otimes m + \frac{\log \text{poly}(m)}{m} \quad (3.44)$$

$$= \log \text{tr} B_1 B_2 + \frac{\log \text{poly}(m)}{m}, \quad (3.45)$$
where (3.43) follows by the pinching inequality (see Lemma 3.5), together with the fact that the logarithm is operator monotone (see Table 2.2) and $H \mapsto \text{tr} \exp H$ is monotone (see Proposition 2.10). Furthermore we use the observation presented in Remark 3.9, i.e., that the number of distinct eigenvalues of $B_2^{\otimes m}$ grows polynomially in $m$. Equality (3.44) uses Lemma 3.5 which ensures that $P_{B_2^{\otimes m}}(B_1^{\otimes m})$ commutes with $B_2^{\otimes m}$ and hence $\log P_{B_2^{\otimes m}}(B_1^{\otimes m}) + \log B_2^{\otimes m} = \log P_{B_2^{\otimes m}}(B_1^{\otimes m})B_2^{\otimes m}$. Equality (3.45) uses again Lemma 3.5 and the properties of the exponential, logarithm and trace function under the tensor product given by Exercise 3.10. Considering the limit $m \to \infty$ finally implies the GT inequality (3.41). We believe that the proof of the GT inequality presented above is intuitive and transparent. The high-level intuition may be summarized as follows: We know that the GT inequality is trivial if the operators commute. The spectral pinching method forces our operators to commute. At the same time the pinching should hopefully not destroy the operator which it acts on too much. This is indeed the case (guaranteed by the pinching inequality) if we lift our problem to high dimensions, i.e., if we consider an $m$-fold tensor product of our operators and the limit $m \to \infty$.  

3.2 Complex interpolation theory

Consider a sufficiently well-behaved holomorphic function defined on the strip $S := \{ z \in \mathbb{C} : 0 \leq \text{Re} z \leq 1 \}$. Complex interpolation theory allows us to control the behavior of the function at $(0, 1)$ by its value on the boundary, i.e., at $\text{Re} z = 0$ and $\text{Re} z = 1$. Complex interpolation theory is an established technique that is vast and extensive. In this section we review a specific interpolation theorem for Schatten norms, commonly attributed to Stein [134], and based on Hirschman’s improvement of the Hadamard three-lines theorem [75]. In Chapter 4 we will use this interpolation result to prove multivariate extensions of known trace inequalities.

Before stating the main result let us define a family of probability densities on $\mathbb{R}$

$$
\beta_\theta(t) := \frac{\sin(\pi \theta)}{2\pi(\cosh(\pi t) + \cos(\pi \theta))} \quad \text{for} \quad \theta \in (0, 1).
$$

(3.46)

These densities are depicted in Figure 3.1. Furthermore, the following limits hold:

$$
\beta_0(t) := \lim_{\theta \searrow 0} \beta_\theta(dt) = \frac{\pi}{2} \left( \cosh(\pi t) + 1 \right)^{-1}
$$

(3.47)

and

$$
\beta_1(t) := \lim_{\theta \nearrow 1} \beta_\theta(t) = \delta(t).
$$

(3.48)

Here $\beta_0$ is another probability density on $\mathbb{R}$ and $\delta$ denotes the Dirac $\delta$-distribution.

**Theorem 3.11 (Stein-Hirschman).** Let $p_0, p_1 \in [1, \infty]$, $\theta \in (0, 1)$, $\beta_\theta$ given in (3.46), define $p_\theta$ by

$$
\frac{1}{p_\theta} = \frac{1-\theta}{p_0} + \frac{\theta}{p_1},
$$

and $S := \{ z \in \mathbb{C} : 0 \leq \text{Re} z \leq 1 \}$. For any function $F : S \to \text{L}(A)$ that

---

\(^4\) This phenomenon is known as the tensor power trick and is described, e.g., in [142].
is holomorphic in \(\text{int}(S)\), continuous on \(\partial S\), and \(z \mapsto \|F(z)\|_{\text{Prel}}\) is uniformly bounded on \(S\) we have

\[
\log \|F(\theta)\|_{p_0} \leq \int_{-\infty}^{\infty} dt \left( \beta_{1-\theta}(t) \log \|F(it)\|^{1-\theta}_{p_0} + \beta_{\theta}(t) \log \|F(1+it)\|^\theta_{p_1} \right). \tag{3.49}
\]

We note that the assumption that \(z \mapsto \|F(z)\|_{\text{Prel}}\) is uniformly bounded on \(S\) can be relaxed to

\[
\sup_{z \in S} \exp(-\alpha \Im z) \log \|F(z)\|_{\text{Prel}} \leq \gamma \text{ for some constants } \alpha < \pi \text{ and } \gamma < \infty. \tag{3.50}
\]

In order to prove Theorem 3.11 we first recall Hirschman’s strengthening [75] (see also [58, Lemma 1.3.8]) of Hadamard’s three line theorem.

**Lemma 3.12 (Hirschman).** Let \(S := \{z \in \mathbb{C} : 0 \leq \Re z \leq 1\}\) and let \(f(z)\) be holomorphic on \(\text{int}(S)\), continuous on \(\partial S\) and uniformly bounded on \(S\). Then for \(\theta \in (0, 1)\) and \(\beta_\theta\) given in (3.46), we have

\[
\log |f(\theta)| \leq \int_{-\infty}^{\infty} dt \left( \beta_{1-\theta}(t) \log |f(it)|^{1-\theta} + \beta_{\theta}(t) \log |f(1+it)|^{\theta} \right). \tag{3.51}
\]

We note that the assumption that the function is uniformly bounded in the lemma just above can be relaxed to

\[
\sup_{z \in S} \left(-\alpha |\Im z|\right) \log |f(z)| \leq \gamma \text{ for some constants } \alpha < \pi \text{ and } \gamma < \infty. \tag{3.52}
\]

**Proof.** We start by recalling Poisson’s integral formula [125, p. 258] which ensures that any harmonic function\(^5\) \(u\) defined on the unit disk \(D = \{z \in \mathbb{C} : |z| < 1\}\) can written as

\[
u(z) = \frac{1}{2\pi} \int_{-\pi}^{\pi} d\varphi u(qe^{i\varphi}) \frac{q^2 - r^2}{|qe^{i\varphi} - re^{i\varphi}|^2} \text{ where } z = re^{i\varphi}, r < q < 1. \tag{3.53}
\]

\(^5\) A function \(f : X \to \mathbb{R}\) where \(X\) is an open subset of \(\mathbb{R}^n\) is called harmonic if it is twice continuously differentiable and satisfies the Laplace equation everywhere on \(X\), i.e., \(\Delta f = 0\).
Consider a subharmonic function\(^6\) \(v\) on \(D\) that is continuous on the circle \(|\xi| = q < 1\) and coincides with \(u\) on the circle. In case \(u = v\) on the circle \(|\xi|\), the right-hand side of (3.53) defines a harmonic function on \(\{z \in \mathbb{C} : |z| < q\}\) that coincides with \(v\) on the circle \(|\xi| = q\). Since subharmonic functions obey the maximum principle [125, p. 362] we find for \(|z| < q < 1\)

\[
v(z) \leq \frac{1}{2\pi} \int_{-\pi}^{\pi} d\phi u(qe^{i\phi}) \frac{q^2 - r^2}{|qe^{i\phi} - re^{i\phi}|} \quad \text{where} \quad z = re^{i\phi}.
\]

(3.54)

This is valid for all subharmonic functions on \(D\) that are continuous on the circle \(|\xi| = q\) for \(r < q < 1\).

We note that

\[
D \ni \xi \mapsto g(\xi) := \frac{1}{\pi i} \log \left( \frac{1 + \xi}{1 - \xi} \right) \in (0, 1) \times i\mathbb{R}
\]

(3.55)

is a conformal map. Since \(f \circ g\) is a holomorphic function on \(D\) we know that \(\log |f \circ g|\) is a subharmonic function on \(D\). Applying the maximum principle (see (3.54)) yields for \(|z| = r < q\)

\[
\log |(f \circ g)(z)| \leq \frac{1}{2\pi} \int_{-\pi}^{\pi} d\phi \log |(f \circ g)(qe^{i\phi})| \frac{q^2 - r^2}{q^2 - 2rq \cos(\phi - \varphi) + r^2}.
\]

(3.56)

where \(z = re^{i\phi}\). In case \(|\xi| = 1\) and \(\xi \neq \pm 1\) we have \(\mathbb{R}g(\xi) \in \{0, 1\}\). By assumption of the lemma (see (3.52)) we have

\[
\log |(f \circ g)(\xi)| \leq \gamma e^{\alpha \left| \text{Im}(\xi) \right|} = \gamma e^{\frac{\alpha}{\pi} \log \left( \frac{1 + \xi}{1 - \xi} \right)} \leq \gamma e^{\frac{\alpha}{2\pi} \left| \log \left( \frac{1 + \xi}{1 - \xi} \right) \right|}.
\]

(3.57)

This shows that \(\log |(f \circ g)(\xi)|\) is bounded by a multiple of \(|1 + \xi| - \frac{\pi}{\alpha} + |1 - \xi| - \frac{\pi}{\alpha}\) which is integrable of the set \(|\xi| = 1\) as \(\alpha < \pi\). Let \(z = re^{i\phi}\) with \(r < q\) and consider \(q \to 1\) in (3.56). By the dominated convergence theorem we find

\[
\log |(f \circ g)(re^{i\phi})| \leq \frac{1}{2\pi} \int_{-\pi}^{\pi} d\phi \log |(f \circ g)(e^{i\phi})| \frac{1 - r^2}{1 - 2r \cos(\phi - \varphi) + r^2}.
\]

(3.58)

For \(x := g(re^{i\phi})\) we obtain

\[
re^{i\phi} = g^{-1}(x) = \frac{e^{ix} - i}{e^{ix} + i} = -i \frac{\cos(\pi x)}{1 + \sin(\pi x)} = \left( \frac{\cos(\pi x)}{1 + \sin(\pi x)} \right) e^{i\pi x},
\]

(3.59)

from which we see that in case \(x \in (0, \frac{1}{2})\) we have \(r = \frac{\cos(\pi x)}{1 + \sin(\pi x)}\) and \(\theta = -\frac{\pi}{2}\) and in case \(x \in (\frac{1}{2}, 1)\) we have \(r = -\frac{\cos(\pi x)}{1 + \sin(\pi x)}\) and \(\theta = \frac{\pi}{2}\). In both cases we find

\[
\frac{1 - r^2}{1 - 2r \cos(\phi - \varphi) + r^2} = \frac{\sin(\pi x)}{1 + \cos(\pi x) \sin(\varphi)}.
\]

(3.60)

Plugging this into (3.58) shows that

\[\text{A function } f : X \to \mathbb{R} \text{ where } X \text{ is an open subset of } \mathbb{R}^n \text{ is called subharmonic if it is twice continuously differentiable and satisfies } \Delta f \geq 0.\]
log |f(x)| ≤ \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{\sin(\pi x)}{1 + \cos(\pi x) \sin(\varphi)} \log |(f \circ g)(e^{i\varphi})| \, d\varphi. \quad \text{(3.61)}

To conclude we change variables. In case \varphi \in [-\pi, 0] we introduce y such that iy = h(e^{i\varphi}) or equivalently \exp y = -\tan(\pi y) - \frac{i}{\cosh(\pi y)}. Since \varphi \in [-\pi, 0] we obtain y \in (-\infty, \infty) and d\varphi = \frac{\pi}{\cosh(\pi y)} \, dy. As a result we find

\frac{1}{2\pi} \int_{-\pi}^{0} \frac{\sin(\pi x)}{1 + \cos(\pi x) \sin(\varphi)} \log |(f \circ g)(e^{i\varphi})| = \frac{1}{2} \int_{-\infty}^{\infty} \frac{\sin(\pi x)}{\cosh(\pi y) - \cos(\pi x)} \log |f(iy)| \, dy. \quad \text{(3.62)}

In case \varphi \in [0, \pi] we define y such that 1 + iy = h(e^{i\varphi}) or equivalently \exp y = -\tan(\pi y) + \frac{i}{\cosh(\pi y)}. Since \varphi \in [0, \pi] we obtain y \in (-\infty, \infty) and d\varphi = \frac{\pi}{\cosh(\pi y)} \, dy. As a result we find

\frac{1}{2\pi} \int_{0}^{\pi} \frac{\sin(\pi x)}{1 + \cos(\pi x) \sin(\varphi)} \log |(f \circ g)(e^{i\varphi})| = \frac{1}{2} \int_{-\infty}^{\infty} \frac{\sin(\pi x)}{\cosh(\pi y) - \cos(\pi x)} \log |f(1 + iy)| \, dy. \quad \text{(3.63)}

Combining (3.61), (3.62) and (3.63) proves the assertion.

Proof (Theorem 3.11). By assumption, the operator \mathcal{F}(\theta) is bounded for any fixed \theta \in (0, 1). Consequently, \mathcal{F}(\theta) has a polar decomposition \[121, \text{Theorem VI.10}], i.e., \mathcal{F}(\theta) = \mathcal{V} B, where B is positive semi-definite and \mathcal{V} is a partial isometry satisfying \mathcal{V}^\dagger \mathcal{V} = \mathcal{V}^\dagger \mathcal{V} B = B. Let x \in [0, 1] and define \mathcal{q}_x as the Hölder conjugate of \mathcal{p}_x such that \mathcal{p}_x^{-1} + \mathcal{q}_x^{-1} = 1. By definition of \mathcal{p}_x (see Theorem 3.11), we have

\frac{1}{\mathcal{q}_x} = \frac{1 - x}{\mathcal{q}_0} + \frac{x}{\mathcal{q}_1}. \quad \text{(3.64)}

We next define \mathcal{X}(z) by

\mathcal{X}(z)^\dagger = \kappa^{-\mathcal{p}_0} \left( \frac{1 - z}{\mathcal{q}_0} + \frac{z}{\mathcal{q}_1} \right) \mathcal{B} \mathcal{V}^\dagger \left( \frac{1 - z}{\mathcal{q}_0} + \frac{z}{\mathcal{q}_1} \right) \mathcal{V} \quad \text{with} \quad \kappa := \|\mathcal{B}\|_{\mathcal{p}_0} = \|\mathcal{F}(\theta)\|_{\mathcal{p}_0} < \infty. \quad \text{(3.65)}

It is easy to see that \mathcal{z} \mapsto \mathcal{X}(\mathcal{z}) is anti-holomorphic on \mathcal{S} and

\|\mathcal{X}(x + iy)\|_{\mathcal{q}_x} = \text{tr} \left( \kappa^{-1} \mathcal{B}^{\mathcal{p}_0} \left( \frac{1 - x}{\mathcal{q}_0} + \frac{x}{\mathcal{q}_1} \right) \mathcal{V} \right) \quad \text{and} \quad \text{tr} \left( \kappa^{-1} \mathcal{B}^{\mathcal{p}_0} \right) = 1. \quad \text{(3.66)}

As a result \mathcal{f}(\mathcal{z}) := \text{tr} \mathcal{X}(\mathcal{z})^\dagger \mathcal{F}(\mathcal{z}) is holomorphic and bounded on \mathcal{S} since by Hölder’s inequality (see, e.g., [82, Theorem 7.8]) we have

\|\mathcal{f}(x + iy)\|_{\mathcal{q}_x} \leq \|\mathcal{X}(x + iy)\|_{\mathcal{q}_x} \|\mathcal{F}(x + iy)\|_{\mathcal{p}_x} \leq \|\mathcal{F}(x + iy)\|_{\mathcal{p}_x}. \quad \text{(3.67)}

Consequently, our assumptions on \mathcal{F}(\mathcal{z}) imply that \mathcal{f}(\mathcal{z}) satisfies the assumptions of Lemma 3.12. By definition of \mathcal{X}(\mathcal{z}) we find

\mathcal{f}(\theta) = \text{tr} \mathcal{X}(\theta)^\dagger \mathcal{F}(\theta) = \kappa^{-\mathcal{p}_0} \text{tr} \mathcal{B}^{\mathcal{p}_0} \mathcal{V}^\dagger \mathcal{B}^{\mathcal{p}_0} \mathcal{V} B = \kappa^{1 - \mathcal{p}_0} \text{tr} \mathcal{B}^{\mathcal{p}_0} = \|\mathcal{F}(\theta)\|_{\mathcal{p}_0}. \quad \text{(3.68)}

Furthermore, according to (3.67) we have
\[ |f(ir)| \leq \|F(ir)\|_{p_0} \quad \text{and} \quad |f(1+ir)| \leq \|F(1+ir)\|_{p_1}. \quad (3.69) \]

Plugging this into Lemma 3.12 yields the desired result. \( \square \)

### 3.3 Background and further reading

A question that is related to the topics discussed in this chapter is whether Hermitian operators that almost commute are close to Hermitian operators that commute (with respect to the operator norm). This question has a long history that dates back to the 1950s or earlier (see, e.g., [59, 123]). It has been finally solved in [104] (see also [55] for a simplified proof). Recent progress has been obtained in [61, 85], where [61] uses the concept of smooth pinching. Lemma 3.7 is similar to Lemma 1 in [61]. The pinching inequality (given in Lemma 3.5) was proven in [62]. More information about the spectral pinching method can be found in [35, 146].

Complex interpolation theory is an established technique that is frequently used by mathematical physicists. Epstein [51] showed how interpolation theory can be utilized in matrix analysis. Recently, the technique attracted attention in quantum information theory for proving entropy inequalities. Beigi [16] and Dupuis [48] used variations of the Riesz-Thorin theorem based on Hadamard’s three line theorem to show properties of the minimal Rényi relative entropy and conditional Rényi entropy, respectively. Wilde [156] first used complex interpolation theory to prove remainder terms for the monotonicity of quantum relative entropy. Extensions and further applications of this approach are discussed by Dupuis and Wilde [49]. Hirschmann’s refinement was first studied in this context by Junge \textit{et al.} [84].
Chapter 4
Multivariate trace inequalities

Abstract In this chapter we discuss real valued inequalities of functionals of operators. We show how the techniques of pinching and complex interpolation theory discussed in the preceding chapter can be applied to prove such inequalities. These inequalities will be applied in the next chapter to understand the behavior of approximate quantum Markov chains.

Trace inequalities are mathematical relations between different multivariate trace functionals. Oftentimes these relations are straightforward equalities if the involved matrices commute — and can be difficult to prove for the non-commuting case.

4.1 Motivation

Arguably one of the most powerful trace inequalities is the celebrated Golden-Thompson (GT) inequality [57, 144]. It relates the trace of the exponential of a sum of two matrices with the trace of the product of the individual exponentials.

Theorem 4.1 (Golden-Thompson). Let $H_1, H_2 \in \mathcal{H}(A)$. Then

$$\text{tr} e^{H_1 + H_2} \leq \text{tr} e^{H_1} e^{H_2},$$

(4.1)

with equality if and only if $[H_1, H_2] = 0$.

We note that the GT inequality is relating two nonnegative real numbers. To see this, we note that the right-hand side can be rearranged as $\text{tr} \exp(H_2/2) \exp(H_1) \exp(H_2/2)$, using the cyclic property of trace, which is always nonnegative since $\exp(H_2/2) \exp(H_1) \exp(H_2/2) \in \mathcal{P}(A)$.

The GT inequality has found applications ranging from statistical physics [144], random matrix theory [2, 143, 147], and linear system theory [17] to quantum information theory [102, 103].

There exists a variety of different proofs for the GT inequality. In Section 3.1.3.1 we presented an intuitive proof that is based on the spectral pinching method discussed in Section 3.1. The motivation for the use of the pinching technique comes from the fact that (4.1) is trivial if $H_1$ and $H_2$ commute.
Proof (Theorem 4.1). Inequality (4.1) has been proven in Section 3.1.3.1 based on the asymptotic spectral pinching method. It is immediate to see that (4.1) holds with equality in case \([H_1, H_2] = 0\). The converse statement is proven in [68, Theorem 2.1]. \(\Box\)

As we will see later, the proof presented in Section 3.1.3.1 already suggests an extension of the GT inequality to \(n\) matrices by iterative pinching.

**Exercise 4.2.** Apply the asymptotic spectral pinching method (as shown in the proof given in Section 3.1.3.1) to prove the following extension of the GT inequality to three matrices

\[
\text{tr} e^{H_1 + H_2 + H_3} \leq \sup_{t \in \mathbb{R}} \text{tr} e^{H_1} e^{\frac{1+i}{2} H_2} e^{\frac{1-i}{2} H_3}
\]

and compare it to (4.28) that we will prove later. [Hint: use the integral representation of the pinching map given by Lemma 3.4]

The GT inequality can be derived from the more general *Araki-Lieb-Thirring (ALT) inequality* \([11, 100]\), which relates the trace of a product of two positive operators with a global and a local power.

**Theorem 4.3 (Araki-Lieb-Thirring).** Let \(B_1, B_2 \in \mathcal{P}(A)\) and \(q > 0\). Then

\[
\text{tr} \left( B_1^r B_2^r B_1^r \right)^\frac{q}{r} \leq \text{tr} \left( B_1^\frac{1}{r} B_2^\frac{1}{r} B_1^\frac{1}{r} \right)^q \text{ if } r \in (0, 1], \tag{4.3}
\]

with equality if and only if \([B_1, B_2] = 0\). The inequality holds in the opposite direction for \(r \geq 1\).

**Proof.** We present a proof based on the asymptotic spectral pinching method that is similar as the proof for the GT inequality explained in Section 3.1.3.1. Using basic properties of the tensor product that are stated in Exercise 3.10 we find for \(r \in (0, 1]\) and \(m \in \mathbb{N}\)

\[
\log \text{tr} \left( B_1^r B_2^r B_1^r \right)^\frac{q}{r} = \frac{1}{m} \log \text{tr} \left( (B_1^r)^\otimes m (B_2^r)^\otimes m (B_1^r)^\otimes m \right)^\frac{q}{r} \leq \frac{1}{m} \log \text{tr} \left( (B_1^r)^\otimes m \otimes_{B_1^\otimes m} (B_2^r)^\otimes m \right)^\frac{q}{r} + \frac{\log \text{poly}(m)}{m},
\]

where the final step uses the pinching inequality (see Lemma 3.5), the monotonicity of the function \(X \mapsto \text{tr} X^\alpha\) for \(\alpha \geq 0\) (see Proposition 2.10) and the fact that the number of distinct eigenvalues of \(B_1^\otimes m\) grows polynomially on \(m\) (see Remark 3.9). Since \(t \mapsto t^\alpha\) for \(\alpha \in (0, 1]\) is operator concave Lemma 3.5 shows that

\[
\log \text{tr} \left( B_1^r B_2^r B_1^r \right)^\frac{q}{r} \leq \frac{1}{m} \log \text{tr} \left( (B_1^r)^\otimes m \otimes_{B_1^\otimes m} (B_2^r)^\otimes m \right)^\frac{q}{r} + \frac{\log \text{poly}(m)}{m} \tag{4.6}
\]

\[
= \frac{1}{m} \log \text{tr} \left( \otimes_{B_1^\otimes m} \left( (B_1^\frac{1}{r})^\otimes m (B_2^\frac{1}{r})^\otimes m \right)^q \right) + \frac{\log \text{poly}(m)}{m} \tag{4.7}
\]

\[
\leq \frac{1}{m} \log \text{tr} \left( (B_1^\frac{1}{r})^\otimes m (B_2^\frac{1}{r})^\otimes m \right)^q + \frac{\log \text{poly}(m)}{m} \tag{4.8}
\]

\[
= \log \text{tr} \left( B_1^\frac{1}{r} B_2^\frac{1}{r} B_1^\frac{1}{r} \right)^q + \frac{\log \text{poly}(m)}{m}, \tag{4.9}
\]
where (4.7) uses that $\mathcal{P}_{B_1}(B_2)$ commutes with $B_1$. The penultimate step uses Lemma 2.6 (see also (2.21)) together with the integral representation of the pinching map (Lemma 3.4) and the fact that $p$-norms are unitarily invariant for all $p \geq 0$. The final step uses basic properties of the tensor product described in Exercise 3.10. Considering the limit $m \to \infty$ then proves (4.3). The fact that (4.3) holds in the opposite direction in case $r \geq 1$ follows from the substitution $B^k \leftarrow B_k$ for $k \in \{1, 2\}$, $q \leftarrow q$, and $\frac{1}{r} \leftarrow r$. That (4.3) is an equality if and only if the two matrices commute is proven in [68, Theorem 2.1].

The GT inequality is implied by the ALT inequality. To see this we recall the Lie product formula (see, e.g., [23, Problem IX.8.5]).

**Lemma 4.4 (Lie product formula).** Let $n \in \mathbb{N}$ and $(L_k)_{k=1}^n$ be a finite sequence of linear operators on $A$. Then

$$\lim_{m \to \infty} \left( \prod_{k=1}^n e^{\frac{L_k}{m}} \right)^m = \exp \left( \sum_{k=1}^n L_k \right). \tag{4.10}$$

We note that for $r \to 0$ the Lie product formula shows that the ALT inequality (4.3) simplifies to

$$\text{tr} \left( e^{\log B_1 + \log B_2} \right)^q \leq \text{tr} \left( B_1^\frac{1}{r} B_2 B_1^\frac{1}{r} \right)^q, \tag{4.11}$$

which for $q = 1$ gives the GT inequality (4.1).

The straightforward logarithmic analog of the GT inequality is a relation between tr $\log B_1$ for $B_1, B_2 \in \mathcal{P}(A)$. As the determinant is multiplicative and since tr $\log B_1 = \log \det B_1$ we find that

$$\text{tr} \log B_1 + \text{tr} \log B_2 = \text{tr} \log B_2^\frac{1}{r} B_1 B_2^\frac{1}{r}. \tag{4.12}$$

This trivially extends to $n$ matrices.

**Exercise 4.5.** Show that tr $\log B = \log \det B$ for all $B \in \mathcal{P}(A)$.

The following theorem states a more interesting logarithmic trace inequality [9, 72]. In particular it provides an upper and lower bound for the relative entropy defined in Definition 2.27.

**Theorem 4.6 (Logarithmic trace inequality).** Let $B_1, B_2 \in \mathcal{P}(A)$ and $p > 0$. Then

$$\frac{1}{p} \text{tr} B_1 \log B_2^\frac{p}{n} B_1^p B_2^\frac{n}{p} \leq \text{tr} B_1 (\log B_1 + \log B_2) \leq \frac{1}{p} \text{tr} B_1 \log B_1^\frac{p}{n} B_2^p B_1^\frac{n}{p}, \tag{4.13}$$

with equalities in the limit $p \to 0$.

**Proof.** First, note that both inequalities are invariant under multiplication of the operators $B_1, B_2$ with positive scalars $b_1, b_2 > 0$ and hence additional constraints on the norms of the matrices can be introduced without loss of generality. We thus assume without loss of generality that $\text{tr} B_1 = 1$.

We start by proving the first inequality. Using the variational formula for the relative entropy given by Lemma 2.29 we find for any $p > 0$

$$\text{tr} B_1 (\log B_1 + \log B_2) = D(B_1 \| B_2^{-1}) \tag{4.14}$$
\[
\sup_{\omega > 0} \left\{ \text{tr} B_1 \log \omega + 1 - \text{tr} e^{\log \omega - \log B_2} \right\} \quad (4.15)
\]

\[
\geq \sup_{\omega > 0} \left\{ \text{tr} B_1 \log \omega + 1 - \text{tr} \left( \frac{\omega}{B_2} B_2 \right)^p \right\} \quad (4.16)
\]

\[
\geq \frac{1}{p} \text{tr} B_1 \log B_2^p B_1^p B_2^p, \quad (4.17)
\]

where the first inequality follows form the GT inequality given in (4.11). The final step uses that \( \omega = \left( \frac{B_2^p B_1^p B_2^p}{B_2^p} \right)^{\frac{1}{p}} > 0. \)

The second inequality is proven in [72]. A simplified argument for the case \( p = 1 \) can be found in [79, Section 3.5.1]. \( \square \)

All the trace inequalities presented in this section involve two operators. It is a natural question if they feature extensions to arbitrarily many operators — so-called multivariate trace inequalities. The remaining part of this chapter deals with this question.

### 4.2 Multivariate Araki-Lieb-Thirring inequality

The ALT inequality presented in Theorem 4.3 has been extended in various directions (see, e.g., [9, 14, 92, 153]). Recently, an extension of the ALT inequality to arbitrarily many operators has been proven [136] which was further generalized in [69].

**Theorem 4.7 (\( n \)-matrix extension of ALT).** Let \( p > 0, r \in (0, 1], \beta_r \) as defined in (3.46), \( n \in \mathbb{N} \), and consider a finite sequence \( (B_k)^n_{k=1} \) of nonnegative operators. Then

\[
\log \left\| \prod_{k=1}^n B_k^\frac{1}{p} \right\|_{p}^{\theta} \leq \int_{-\infty}^{\infty} dt \beta_r(t) \log \left\| \prod_{k=1}^n B_k^{1-i\theta} \right\|_{p}. \quad (4.18)
\]

**Proof.** The case \( r = 1 \) holds trivially with equality, so suppose \( r \in (0, 1) \). We prove the result for strictly positive operators and note that the generalization to nonnegative operators follows by continuity. Furthermore, we assume in a first step that \( p \geq 1 \). The idea is to prove the assertion by using complex interpolation theory. To do so, we define the function

\[
F(z) := \prod_{k=1}^n B_k^z = \prod_{k=1}^n \exp(z \log B_k), \quad (4.19)
\]

which satisfies the regularity assumptions of the Stein-Hirschman theorem (see Theorem 3.11). Furthermore we pick \( \theta = r, p_0 = \infty \) and \( p_1 = p \) such that \( p_\theta = \frac{p}{r} \). A simple calculation reveals that

\[
\log \|F(1+it)^{\theta}\|_{p_1} = \frac{r}{p} \log \left\| \prod_{k=1}^n B_k^{1+i\frac{t}{r}} \right\|_{p}. \quad (4.20)
\]
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and

$$\log \|F(\nu)\|_{p_0}^{1-\theta} = (1-r) \log \left\| \prod_{k=1}^{n} B_k^p \right\| = 0 ,$$  \hspace{1cm} (4.21)

since the operators $B_k^p$ are unitary. Moreover, we have

$$\log \|F(\theta)\|_{p_0} = \log \left\| \prod_{k=1}^{n} B_k^p \right\| = r \log \left\| \prod_{k=1}^{n} B_k^p \right\| .$$  \hspace{1cm} (4.22)

Substituting this into Theorem 3.11 yields the desired inequality for $p \geq 1$. The case $0 < p \leq 1$ follows from a standard technique called antisymmetric tensor power calculus. This is explained in detail in [69]. \hfill \Box

Remark 4.8. Using antisymmetric tensor power calculus it can be shown that (4.18) is true for any unitarily invariant norm (see [69] for more information).

Let us now comment on various aspects of (4.18). For $q \in \mathbb{R}^+$, $r \in (0,1]$, and the substitution $p \leftarrow 2q$ and $B_k \leftarrow \sqrt{\beta_k}$ we can rewrite (4.18) as

$$\log \text{tr} \left( B_1^r B_2^r \cdots B_n^r B_1^{-r} B_2^{-r} \cdots B_n^{-r} B_1^r \right)^q \hspace{1cm} \leq \int_{-\infty}^{\infty} dt \beta_r(t) \log \text{tr} \left( B_1^r B_2^r \cdots B_n^r B_1^{-r} B_2^{-r} \cdots B_n^{-r} B_1^r \right)^q .$$  \hspace{1cm} (4.23)

For $n = 2$ this simplifies to the original ALT inequality given by Theorem 4.3. By Jensen’s inequality we can remove the logarithm in (4.18). Furthermore, for $q \in [0,1]$ we may shift the integral inside the quasi-norm using the fact that $X \mapsto \log \|X\|_p$ is concave for $p \in [0,1]^1$, which yields

$$\left\| \left( B_1^r B_2^r \cdots B_n^r B_1^{-r} B_2^{-r} \cdots B_n^{-r} B_1^r \right)^{1/2} \right\| \hspace{1cm} \leq \int_{-\infty}^{\infty} dt \beta_r(t) \left\| B_1^r B_2^r \cdots B_n^r B_1^{-r} B_2^{-r} \cdots B_n^{-r} B_1^r \right\|_q .$$  \hspace{1cm} (4.24)

4.3 Multivariate Golden-Thompson inequality

Given the usefulness of the GT inequality presented in Theorem 4.1, it is natural to ask if the GT inequality can be extended to more than two operators. In 1973, Lieb proved a three operator extension of the GT inequality [101] that attracted a lot of interest and raised the question if the GT inequality can be extended to more than three matrices. This has been an open question until recently (see Theorem 4.10).

1 This follows from Proposition 2.10.
Theorem 4.9 (Lieb’s triple operator inequality). Let \( H_1, H_2, H_3 \in \mathcal{H}(A) \). Then
\[
\text{tr} e^{H_1 + H_2 + H_3} \leq \int_0^\infty \text{d}s \text{tr} e^{H_1} (e^{-H_2} + s\text{id}_A)^{-1} e^{H_1} (e^{-H_2} + s\text{id}_A)^{-1}.
\] (4.25)

Lieb’s triple operator inequality has been shown to be equivalent to many other interesting statements such as Lieb’s concavity theorem (see Theorem 2.13) or strong subadditivity of quantum entropy [102, 103] (see (5.29)).² We postpone the proof of Theorem 4.9 to the end of this section. It can be verified easily that in case \( H_2 = 0 \) (4.25) simplifies to the original GT inequality (4.1).

The \( n \)-operator extension of the ALT inequality presented in Theorem 4.7 implies (via the Lie product formula given by Lemma 4.4) an extension of the GT inequality to arbitrarily many operators.

Theorem 4.10 (\( n \)-matrix extension of GT). Let \( p > 0 \), \( \beta_0 \) as defined in (3.47), \( n \in \mathbb{N} \) and consider a finite sequence \((H_k)_{k=1}^n\) of Hermitian operators. Then
\[
\log \left\| \exp \left( \sum_{k=1}^n H_k \right) \right\|_p \leq \int_{-\infty}^{\infty} \text{d}t \beta_0(t) \log \left\| \prod_{k=1}^n \exp ((1 + it)H_k) \right\|_p.
\] (4.26)

Proof. Follows from Theorem 4.7 together with the Lie product formula (see Lemma 4.4) when considering the limit \( r \to 0 \). \( \Box \)

Remark 4.11. Using antisymmetric tensor power calculus it can be shown that (4.26) is true for any unitarily invariant norm (see [69] for more details).

If we evaluate (4.26) for \( n = 3 \) and \( p = 2 \) using the substitution \( H_k \leftarrow \frac{1}{2}H_k \) we obtain
\[
\log \text{tr} e^{H_1 + H_2 + H_3} \leq \int_{-\infty}^{\infty} \text{d}t \beta_0(t) \log \text{tr} e^{H_1} e^{\frac{1+it}{2}H_2} e^{\frac{1-it}{2}H_2}.
\] (4.27)

By the concavity of the logarithm we can further simplify this inequality to
\[
\text{tr} e^{H_1 + H_2 + H_3} \leq \int_{-\infty}^{\infty} \text{d}t \beta_0(t) \text{tr} e^{H_1} e^{\frac{1+it}{2}H_2} e^{\frac{1-it}{2}H_2}.
\] (4.28)

As it happens this inequality coincides with Lieb’s triple operator inequality (4.25). To see this we consider the following lemma.

Lemma 4.12. Let \( B \in \mathcal{P}(A) \) and \( H \in \mathcal{H}(A) \). Then, the following two expressions for the Fréchet derivative of the logarithm are equivalent:
\[
\frac{d}{dr} \bigg|_{r=0} \log (B + rH) = \int_0^\infty \text{d}s (B + s\text{id}_A)^{-1} H (B + s\text{id}_A)^{-1} \quad (4.29)
\]
\[
= \int_{-\infty}^{\infty} \text{d}t \beta_0(t) B^{-\frac{1+it}{2}} H B^{-\frac{1-it}{2}}.
\] (4.30)

² The reason why all these statements are equivalent is explained in [101] (see also [128]).
4.3 Multivariate Golden-Thompson inequality

**Proof.** The first equality in the lemma is well-known and can be derived using integral representations of the operator logarithm (see, e.g., [35]). To see why the second equality step is true we expand both terms in the eigenbasis of $B$. More precisely, for $B = \sum_k \lambda_k |k\rangle\langle k|$ we find

$$
\int_0^\infty ds \,(B + s\, \text{id}_A)^{-1}H(B + s\, \text{id}_A)^{-1} = \sum_{k,\ell} (|k\rangle\langle \ell|) \int_0^\infty ds (\lambda_k + s)^{-1} (\lambda_\ell + s)^{-1}.
$$

(4.31)

A simple calculation shows that

$$
\int_0^\infty ds (\lambda_k + s)^{-1} (\lambda_\ell + s)^{-1} = \frac{1}{\lambda_\ell - \lambda_k} \log \frac{\lambda_\ell}{\lambda_k} = \frac{1}{\sqrt{\lambda_\ell \lambda_k}} \int_{-\infty}^\infty d\theta (\theta) \left( \frac{\lambda_\ell}{\lambda_k} \right)^{\theta^2}.
$$

(4.32)

As a result we have

$$
\int_0^\infty ds (B + s\, \text{id}_A)^{-1}H(B + s\, \text{id}_A)^{-1} = \int_{-\infty}^\infty d\theta (\theta) \sum_k \lambda_k^{\theta^2} \lambda_\ell^{\theta^2} \langle k|H|\ell\rangle \langle \ell| k\rangle
$$

(4.33)

$$
= \int_{-\infty}^\infty d\theta (\theta) B^{\frac{\theta^2}{2}} H B^{\frac{\theta^2}{2}},
$$

(4.34)

which proves the second equality of the lemma. □

Lemma 4.12 presents two alternative expressions for the Fréchet derivative of the operator logarithm, one in terms of resolvents and the other one in terms of an average over unitaries. The lemma also provides further insight in the probability density $\beta_0$ which we obtain from Hirschman's interpolation theorem. Lieb’s triple operator inequality (see Theorem 4.9) thus follows directly by combining (4.28) with Lemma 4.12.

**Remark 4.13.** Recently it was shown that the right-hand side of (4.26) features an alternative representation without any unitaries, however in terms of resolvents [94] as in Theorem 4.9 for the special case of three matrices.

The multivariate GT inequality presented by Theorem 4.10 is valid for Hermitian operators. The following theorem proves an $n$-operator extension of the GT inequality for general linear operators.

**Theorem 4.14.** Let $p > 0$, $\beta_0$ as defined in (3.47), $n \in \mathbb{N}$ and consider a finite sequence $(L_k)_{k=1}^n$ of linear operators. Define the real part of $L_k$ by $\Re(L_k) := \frac{1}{2}(L_k + L_k^\dagger)$. Then

$$
\log \left\| \exp \left( \sum_{k=1}^n L_k \right) \right\|_p \leq \int_{-\infty}^\infty d\theta (\theta) \log \left\| \prod_{k=1}^n \exp(1 + i\theta \Re(L_k)) \right\|_p.
$$

(4.35)

**Proof.** We define the imaginary part of $L_k$ by $\Im(L_k) := \frac{1}{2}(L_k - L_k^\dagger)$. Note that $L_k = \Re(L_k) + i\Im(L_k)$ and that both $\Re(L_k)$ and $\Im(L_k)$ are Hermitian. The idea is to prove the assertion of the Theorem via complex interpolation theory. Therefore we consider the function

$$
F(z) := \prod_{k=1}^n \exp (z \Re(L_k) + i\theta \Im(L_k)),
$$

(4.36)

which satisfies the regularity assumption of Theorem 3.11. We first suppose that $p \geq 1$ and pick $\theta = r \in (0, 1)$, $p_0 = \infty$ and $p_1 = p$ such that $p_{\theta} = \frac{p_0 + p_1}{2}$. Theorem 3.11 thus gives
\[ r \log \left\| \exp \left( r \sum_{k=1}^{n} L_k \right) \right\|_p = \log \| F(\theta) \|_{p_0} \quad (4.37) \]
\[ \leq \int_{-\infty}^{\infty} dt \beta_r(t) \log \| F(1 + it) \|_p \quad (4.38) \]
\[ = r \int_{-\infty}^{\infty} dt \beta_r(t) \log \left\| \prod_{k=1}^{n} \exp \left( (1 + it) \text{Re}(L_k) + r \text{Im}(L_k) \right) \right\|_p, \quad (4.39) \]

where in the inequality step we used that \( \log \| F(it) \|_\infty = 0 \) as \( F(it) \) is unitary. Dividing by \( r \) and taking the limit \( r \to 0 \) then yields the desired result via the Lie product formula (see Lemma 4.4). \( \square \)

We note that (4.39) can be viewed as an ALT inequality for linear operators. For \( n = 1 \) and \( p = 2 \), Theorem 4.14 simplifies to
\[ \text{tr} e^{L_1 L_1^\dagger} \leq \text{tr} e^{L_1^\dagger L_1}, \quad (4.40) \]
which was derived in [17]. We further note that for the case of normal operators \( N \), the matrices \( \text{Re}(N) \) and \( \text{Im}(N) \) commute, which allows us to slightly simplify the above formula by employing the fact that \( \exp(\text{Re}(N)) = \left| \exp(N) \right| \). For two normal operators the result then reads
\[ \| \exp(N_1 + N_2) \|_p \leq \left\| \left| \exp(N_1) \right| \right\| \| \exp(N_2) \|_p, \quad (4.41) \]
generalizing an inequality derived in [98].

### 4.4 Multivariate logarithmic trace inequality

The extension of the GT inequality presented in Theorem 4.10 can be used to derive an extension of the logarithmic trace inequality given in Theorem 4.6 to arbitrarily many operators [137].

**Theorem 4.15.** Let \( q > 0 \), \( \beta_0 \) as defined in (3.47), \( n \in \mathbb{N} \), and consider a finite sequence \( (B_k)_{k=1}^{n} \) of nonnegative operators. Then, we have
\[ \sum_{k=1}^{n} \text{tr} B_k \log B_k \geq \int_{-\infty}^{\infty} dt \beta_0(t) \frac{1}{q} \text{tr} B_1 \log B_1 \frac{g(1+iq)}{2} \cdots B_3 \frac{g(1+iq)}{2} B_2 \frac{g(1+iq)}{2} \cdots B_n \frac{g(1+iq)}{2}, \quad (4.42) \]
with equality in the limit \( q \to 0 \).

For two matrices (i.e., \( n = 2 \)) (4.42) simplifies to the first inequality of (4.13).

**Proof.** First, note that the statement that we aim to show is invariant under multiplication of the operators \( B_1, B_2, \ldots, B_n \) with positive scalars \( b_1, b_2, \ldots, b_n > 0 \), and hence additional constraints on the norms of the matrices can be introduced without loss of generality.
Let us first show the inequality for \( q > 0 \), where we suppose that \( \text{tr} B_1 = 1 \). By definition of the relative entropy we have
\[
\sum_{k=1}^{n} \text{tr} B_1 \log B_k = \text{D} \left( B_1 \parallel \exp \left( \sum_{k=2}^{n} \log B_k^{-1} \right) \right) = \sup_{\omega > 0} \left\{ \text{tr} B_1 \log \omega + 1 - \text{tr} \exp \left( \log \omega - \sum_{k=2}^{n} \log B_k \right) \right\},
\]
(4.43)
where we used the variational formula for the relative entropy given in Lemma 2.29. Now note that the \( n \)-operator extension of the GT inequality (Theorem 4.10) can for \( pH_k = \log B_k \) and \( p = \frac{1}{q} \) be relaxed to
\[
\text{tr} \exp \left( \sum_{k=1}^{n} \log B_k \right) \leq \int_{-\infty}^{\infty} \text{d}\beta_0(t) \text{tr} \left( B_1^q \cdot B_3^q \cdot B_2^q \cdot B_1^q B_2^q B_2^q B_3^q \cdots B_n^q B_2^q \right)^{\frac{1}{q}}
\]
using the concavity of the logarithm and Jensen’s inequality. Applying this to (4.44) we find
\[
\sum_{k=1}^{n} \text{tr} B_1 \log B_k \geq \sup_{\omega > 0} \left\{ \int_{-\infty}^{\infty} \text{d}\beta_0(t) \text{tr} B_1 \log \omega + 1 - \text{tr} \left( B_2^q B_3^q \cdots B_n^q \omega^q B_n^q \cdots B_2^q B_2^q \right)^{\frac{1}{q}} \right\}.
\]
(4.45)
Now since
\[
\omega := \left( B_n^q \cdot B_3^q \cdot B_2^q B_1^q \cdots B_n^q B_2^q \right)^{\frac{1}{q}}
\]
(4.46)
is a nonnegative operator we can insert this into (4.45), which then proves the assertion for \( q > 0 \).

Next, we show that in the limit \( q \to 0 \) the inequality in Theorem 4.15 also holds in the opposite direction. For the following we suppose that \( A_k \geq 1 \) for all \( k \in \{1, 2, \ldots, n\} \). We use that \( \log X \geq 1 - X^{-1} \) for \( X > 0 \) and hence
\[
\text{tr} B_1 \log B_n^q \cdots B_2^q B_1^q B_2^q \cdots B_n^q \geq \text{tr} B_1 \left( 1 - B_n^{q(1+q)} \cdots B_2^{q(1+q)} B_1^{q(1+q)} \cdots B_n^{q(1+q)} \right)
\]
(4.47)
\[
= Z_q(t).
\]
(4.48)
By assumption on our operators we have that \( B_i^{-1} \leq 1 \) for all \( i \in \{1, 2, \ldots, n\} \) and thus \( Z_q(t) \geq 0 \) for all \( t \in \mathbb{R} \). By Fatou’s lemma (see, e.g., [125]), we further find
\[
\lim_{q \to 0} \int_{-\infty}^{\infty} \beta_0(t) \frac{Z_q(t)}{q} \geq \int_{-\infty}^{\infty} \beta_0(t) \frac{Z_0(t)}{q} \lim_{q \to 0} \frac{Z_q(t)}{q}.
\]
Moreover, since \( Z_0(t) = 0 \) and
\[
\frac{d}{dq} Z_q(t) \bigg|_{q=0} = \sum_{k=1}^{n} \text{tr} B_1 \log B_k \quad \text{for all} \quad t \in \mathbb{R},
\]

an application of l’Hopital’s rule yields

\[
\lim_{q \to 0} \inf Z_q(t) = \sum_{k=1}^{n} \operatorname{tr} B_k \log B_k.
\]

Since \( \beta_0 \) is normalized this proves the assertion. \( \square \)

4.5 Background and further reading

The GT inequality was proven independently by Golden [57] and Thompson [144] for an application in statistical physics. It has been generalized in various directions (see, e.g., [10, 32, 72, 90, 92, 98, 126, 132]). For example, it has been shown that it remains valid by replacing the trace with any unitarily invariant norm [96, 130, 145] and an extension to three non-commuting matrices was suggested in [101]. An interesting topic that is not covered here is the question for reverse GT inequalities [70, 72, 73] in terms of matrix means [24].

The ALT inequality was first proven by Lieb and Thirring [100] and then generalized by Araki [11]. It has also been extended in various directions (see, e.g., [9, 14, 92, 153]). Similarly as with the GT inequality it is interesting to study reverse ALT inequalities [8, 80].

Lieb’s triple operator inequality (Theorem 4.9) is important as it can be used to prove many interesting statements such as strong subadditivity of quantum entropy, the monotonicity of the relative entropy, the joint convexity of the relative entropy, or Lieb’s concavity theorem [101] (see also [127, 148]). Lieb’s concavity theorem is particularly useful to derive tail bounds for sums of independent random matrices [147, 149] that can be better than if you derive them via the original GT inequality, as done in [2]. The multivariate GT inequality (Theorem 4.10) has been used to derive concentration bounds for expander walks [56]. Recently, Lemma 4.12 was a key ingredient to prove remainder terms for the superadditivity of the relative entropy [34].
Chapter 5
Approximate quantum Markov chains

Abstract  In this chapter we discuss the concept of quantum Markov chains with a particular
focus on the robustness of their properties. This results in a new class of states called approximate
quantum Markov chains. To understand the properties of these states the mathematical tools in-
troduced in the preceding chapters will be helpful. As it happens, the key result that justifies the
definition of approximate quantum Markov chains (see Theorem 5.5) is closely related to various
celebrated entropy inequalities. We explain this connection and show how the new insights about
approximate quantum Markov chains can be used to prove strengthened versions of different
famous entropy inequalities.

In Chapter 1 we informally discussed the concept of a Markov chain and the differences between
the classical and quantum case. Here we formally introduce quantum Markov chains and discuss
their properties before explaining which properties remain valid in the approximate case.

5.1 Quantum Markov chains

We start with the formal definition of a quantum Markov chain.

Definition 5.1. A tripartite state $\rho_{ABC} \in S(A \otimes B \otimes C)$ is called a quantum Markov chain in
order $A \leftrightarrow B \leftrightarrow C$ if there exists a recovery map $\mathcal{R}_{B \rightarrow BC} \in \text{TPCP}(B, B \otimes C)$ such that

$$\rho_{ABC} = \mathcal{R}_{B \rightarrow BC}(\rho_{AB}).$$

(5.1)

Informally the definition above states that the $C$-part can be reconstructed by only acting on
the $B$-part. It is interesting to further study the structure of Markov chains — in particular, if there
exists an entropic and an algebraic characterization. The following theorem presents an entropic
characterization of quantum Markov chains [117, 119].
Theorem 5.2. A tripartite state $\rho_{ABC} \in \mathcal{S}(A \otimes B \otimes C)$ is a quantum Markov chain in order $A \leftrightarrow B \leftrightarrow C$ if and only if $I(A : C|B)_{\rho} = 0$. Furthermore, in case $I(A : C|B)_{\rho} = 0$ the rotated Petz recovery map

$$\mathcal{F}^{[t]}_{B \to BC}: X_B \mapsto \rho_{BC} \left( \rho_B \frac{1}{1-t} X_B \rho_B - \frac{1}{1-t} \otimes \text{id}_C \right) \rho_{BC}^{-1} \quad \text{for } t \in \mathbb{R} \quad (5.2)$$

satisfies (5.1), i.e., $\mathcal{F}^{[t]}_{B \to BC}(\rho_{AB}) = \rho_{ABC}$ for all $t \in \mathbb{R}$.

Proof. One direction of the theorem is almost trivial. Suppose $\rho_{ABC}$ is a Markov chain. The data-processing inequality then shows that

$$I(A : C|B)_{\rho} = H(A|B)_{\rho} - H(A|BC)_{\rho} \leq H(A|BC)_{\mathcal{F}^{[t]}_{B \to BC}(\rho_{AB})} - H(A|BC)_{\rho} = 0. \quad (5.3)$$

The inequality step is justified by

$$-H(A|BC)_{\rho} = D(\rho_{ABC} || \text{id}_A \otimes \rho_{BC}) \quad (5.4)$$

$$\geq D(\rho_{AB} || \text{id}_A \otimes \rho_B) \quad (5.5)$$

$$\geq D(\mathcal{F}^{[t]}_{B \to BC}(\rho_{AB}) || \text{id}_A \otimes \mathcal{F}^{[t]}_{B \to BC}(\rho_B)) \quad (5.6)$$

$$= -H(A|BC)_{\mathcal{F}^{[t]}_{B \to BC}(\rho_{AB})}, \quad (5.7)$$

where we used that $\text{tr}_A \mathcal{F}^{[t]}_{B \to BC}(\rho_{AB}) = \mathcal{F}^{[t]}_{B \to BC}(\rho_B)$. The final step in (5.3) uses that $\rho_{ABC}$ is a Markov chain and hence $\rho_{ABC} = \mathcal{F}^{[t]}_{B \to BC}(\rho_B)$. Together with the strong subadditivity of quantum entropy (see (3.1)) this implies that $I(A : C|B)_{\rho} = 0$.

The other direction, i.e., that $I(A : C|B)_{\rho} = 0$ implies that $\rho_{ABC}$ is a Markov chain and that in such a case every rotated Petz recovery maps satisfies (5.1) is more complicated to show. We postpone this proof to Section 5.4.1 (see Remark 5.22).

Remark 5.3. The rotated Petz recovery map $\mathcal{F}^{[t]}_{B \to BC}$ defined in (5.2) is trace-preserving and completely positive for all $t \in \mathbb{R}$. That the map is completely positive is immediate. It is also trace preserving as

$$\text{tr} \mathcal{F}^{[t]}_{B \to BC}(X_B) = \text{tr} \rho_{BC} \left( \rho_B \frac{1}{1-t} X_B \rho_B - \frac{1}{1-t} \otimes \text{id}_C \right) = \text{tr} X_B, \quad (5.8)$$

where the first step uses the cyclic invariance of the trace and the final step uses two basic properties of the partial trace, i.e., for $X_{AB} \in \mathbb{L}(A \otimes B)$ and $Y_A \in \mathbb{L}(A)$ we have $\text{tr} X_{AB} = \text{tr}_A \text{tr}_B X_{AB}$ and $\text{tr}_B X_{AB}(Y_A \otimes \text{id}_B) = \text{tr}_B(X_{AB})Y_A$.

Theorem 5.2 is interesting as it links quantum Markov chains that are defined in an operational way (i.e., that parts of a composite system can be recovered by only acting on other parts) with an entropic quantity, the conditional mutual information. Entropy measures are well studied and obey many nice properties (as discussed in Section 2.5). More concretely, Theorem 5.2 can be helpful in practice: Suppose you are given a tripartite state $\rho_{ABC}$ and want to determine if it is a quantum Markov chain or not. Theorem 5.2 tells us that all we need to do is to calculate the conditional mutual information $I(A : C|B)_{\rho}$. 
Theorem 5.2 links Markov chains and the conditional mutual information. The following result further deepens our understanding of Markov chains. It presents an algebraic characterization of quantum Markov chains [65].

**Theorem 5.4.** A state \( \rho_{ABC} \in S(A \otimes B \otimes C) \) is a Markov chain in order \( A \leftrightarrow B \leftrightarrow C \) if and only if there exists a decomposition of the B system as

\[
B = \bigoplus_j b_j^L \otimes b_j^R
\]  

(5.9)

such that

\[
\rho_{ABC} = \bigoplus_j P(j) \rho_{Ab} \otimes \rho_{bC},
\]  

(5.10)

with \( \rho_{Ab} \in S(A \otimes b_j^L) \), \( \rho_{bC} \in S(b_j^R \otimes C) \) and a probability distribution \( P \).

**Proof.** One direction is trivial. If \( \rho_{ABC} \) has the form (5.10) we have \( I(A : C | B)_\rho = 0 \). Theorem 5.2 then shows that \( \rho_{ABC} \) is a Markov chain. It thus remains to show that any Markov chain can be written as (5.10). For the channel \( R_{B \rightarrow B} = \text{tr}_C \circ R_{B \rightarrow BC} \) the Markov condition (5.1) implies

\[
R_{B \rightarrow B}(\rho_{AB}) = \rho_{AB}.
\]  

(5.11)

Let \( M_A \in P(A) \) such that \( M_A \leq \text{id}_A \) and define a state \( \sigma_B \in S(B) \) by

\[
\rho \sigma_B = \text{tr}_A \rho_{AB}(M_A \otimes \text{id}_B) \quad \text{with} \quad \rho = \text{tr}_B \rho_{AB}(M_A \otimes \text{id}_B).
\]  

(5.12)

In case \( \rho \neq 0 \), (5.11) implies that \( R_{B \rightarrow B}(\sigma_B) = \sigma_B \). Varying \( M_A \) gives a family \( \mathcal{M}(B) \) of states on \( B \) that are invariant under \( R_{B \rightarrow B} \).

Apply Theorem 9 from [65] (see also [91]) gives a decomposition

\[
B = \bigoplus_j b_j^L \otimes b_j^R,
\]  

(5.13)

such that every \( \sigma_B \in \mathcal{M}(B) \) can be written

\[
\sigma_B = \bigoplus_j P(j, \sigma) \rho_j(\sigma) \otimes \omega_j,
\]  

(5.14)

with \( \rho_j(\sigma) \in S(b_j^L) \), \( \omega_j \in S(b_j^R) \) and a probability distribution \( P \). By definition of \( \sigma_B \) this now implies

\[
\rho_{AB} = \bigoplus_j P(j) \rho_{Ab} \otimes \omega_{b}. 
\]  

(5.15)

To see this, we define the map

\[
\mathcal{F}_{B \rightarrow B} : X_B \mapsto \bigoplus_j \text{tr}_{b_j^R}(\Pi_j X_B \Pi_j) \otimes \omega_j,
\]  

(5.16)
where $\Pi_j$ is the orthogonal projector onto the subspace $b^L_j \otimes b^R_j$. We then find for $M_A \in P(A)$ such that $M_A \leq \text{id}_A$ and $N_B \in P(B)$ such that $N_B \leq \text{id}_B$

$$\text{tr} \rho_{AB}(M_A \otimes N_B) = p \text{tr} \sigma_B N_B = p \text{tr} \mathcal{F}_{B \rightarrow B}(\sigma_B) N_B = p \text{tr} \mathcal{F}_{B \rightarrow B}^\dagger(N_B)$$

$$= \text{tr} \rho_{AB}(M_A \otimes \mathcal{F}_{B \rightarrow B}^\dagger(N_B)) = \text{tr} \mathcal{F}_{B \rightarrow B}(\rho_{AB})(M_A \otimes N_B).$$

(5.17)

By linearity this is valid for all operators $M_A \otimes N_B$ such that we obtain

$$\rho_{AB} = \mathcal{F}_{B \rightarrow B}(\rho_{AB}).$$

(5.19)

This now implies (5.15) since

$$\mathcal{F}_{B \rightarrow B}(X_B) = \bigoplus_j \text{tr}_{b^L_j} \left( \Pi_j X_B \Pi_j \right) \otimes \omega_j.$$  

(5.20)

Let $E$ be a environment such that by the Stinespring dilation (see Proposition 2.20) we can express the recovery map $\mathcal{R}_{B \rightarrow BC}$ as

$$\mathcal{R}_{B \rightarrow BC} : X_B \mapsto \text{tr}_E U_{BCE} (X_B \otimes |0\rangle \langle 0|_C \otimes \tau_E) U_{BCE}^\dagger,$$

(5.21)

for $U_{BCE} \in U(B \otimes C \otimes E)$ and $\tau_E \in S(E)$. Since $\mathcal{R}_{B \rightarrow BC}(\rho_{AB}) = \rho_{ABC}$ and (5.11) we see that the unitary $U_{BCE}$ must be of the form

$$U_{BCE} = \bigoplus_j \text{id}_{b^L_j} \otimes U_j,$$

(5.22)

for $U_j \in U(b^R_j \otimes C \otimes E)$. Combining (5.15), (5.21), and (5.22) shows that

$$\rho_{ABC} = \mathcal{R}_{B \rightarrow BC}(\rho_{AB})$$

$$= \text{tr}_E U_{BCE} (\rho_{AB} \otimes |0\rangle \langle 0|_C \otimes \tau_E) U_{BCE}^\dagger$$

$$= \bigoplus_j P(j) \rho_{AB}^{b^L_j} \otimes \text{tr}_E U_j (\omega_{b^R_j} \otimes |0\rangle \langle 0|_C \otimes \tau_E) U_j^\dagger$$

$$= \bigoplus_j P(j) \rho_{AB}^{b^L_j} \otimes \rho_{b^R_j^C},$$

(5.23)

(5.24)

(5.25)

(5.26)

which proves the assertion. $\square$

### 5.2 Sufficient criterion for approximate recoverability

This section deals with the question whether the properties of quantum Markov chains discussed in the previous section are robust. In particular we are interested in the question if the entropic characterization of Markov chains given by Theorem 5.2 is robust. That is, we would like to understand the entropic structure of tripartite density operators that have a small conditional mutual information. In particular, if it is possible to relate the conditional mutual information with a measure of how well the $C$-system can be recovered by only acting on the $B$-system with a recovery map.
The following theorem [28, 53, 84, 136, 138, 140, 156] shows that whenever the conditional mutual information \( I(A : C|B)_{\rho} \) of a quantum state \( \rho_{ABC} \) is small, then the Markov condition (5.1) approximately holds, i.e., there exists a recovery map from \( B \) to \( B \otimes C \) that approximately reconstructs \( \rho_{ABC} \) from \( \rho_{AB} \). This therefore justifies the definition of approximate quantum Markov chains as tripartite states \( \rho_{ABC} \) such that the conditional mutual information \( I(A : C|B)_{\rho} \) is small.

**Theorem 5.5.** Let \( \rho_{ABC} \in S(A \otimes B \otimes C) \). Then

\[
I(A : C|B)_{\rho} \geq D_{\text{MS}}(\rho_{ABC} \| \mathcal{T}_{B \rightarrow BC}^{\delta}(\rho_{AB})),
\]

(5.27)

with the rotated Petz recovery map

\[
\mathcal{T}_{B \rightarrow BC} = \int_{-\infty}^{\infty} dt \beta_0(t) \mathcal{T}_{B \rightarrow BC}^{\delta},
\]

(5.28)

where \( \beta_0 \) and \( \mathcal{T}_{B \rightarrow BC}^{\delta} \) are defined in (3.47) and (5.2), respectively.

**Proof.** This theorem follows from Theorem 5.18 by choosing \( \rho = \rho_{ABC}, \sigma = \text{id}_A \otimes \rho_{BC} \), and \( \delta = \text{tr}_C \). \( \square \)

The recovery map \( \mathcal{T}_{B \rightarrow BC} \) defined in (5.28) that satisfies (5.27) fulfills several nice properties:

1. It is trace-preserving and completely positive (see Remark 5.3).
2. It is explicit.
3. It is universal, i.e., it depends on \( \rho_{BC} \) only.
4. It satisfies \( \mathcal{T}_{B \rightarrow BC}(\rho_B) = \rho_{BC} \).

Theorem 5.5 is of interest for various reasons. First and foremost, it shows that all tripartite density operators \( \rho_{ABC} \) with a small conditional mutual information \( I(A : C|B)_{\rho} \) are approximately recoverable in the sense that \( \mathcal{T}_{B \rightarrow BC}(\rho_{ABC}) \approx \rho_{ABC} \) for the recovery map \( \mathcal{T}_{B \rightarrow BC} \) defined in (5.28). This justifies the definition of approximate quantum Markov chains as states that have a small conditional mutual information. In Section 5.2.1 we will see that approximate Markov chains can be far from any Markov chain, with respect to the trace distance.

Second, Theorem 5.5 immediately implies the celebrated strong subadditivity of quantum entropy [102, 103], i.e.

\[
I(A : C|B)_{\rho} \geq 0,
\]

(5.29)

by recalling the nonnegativity of the measured relative entropy (see Proposition 2.35). Theorem 5.5 thus is a strengthening of SSA.

**Remark 5.6.** Inequality (5.27) is tight in the classical case. To see this, we recall that according to (1.7)

\[
\rho_{ABC} \text{ is classical} \quad \Longrightarrow \quad I(A : C|B)_{\rho} = D(\rho_{ABC} \| \mathcal{T}_{B \rightarrow BC}(\rho_{AB})).
\]

(5.30)

We recall that the state \( \rho_{ABC} \) is classical if it can be written as

\[
\rho_{ABC} = \sum_{a,b,c} P_{ABC}(a,b,c) |a\rangle |a\rangle |b\rangle |b\rangle |c\rangle |c\rangle,
\]

(5.31)
for some probability distribution $P_{ABC}$. Since for classical states the measured relative entropy coincides with the relative entropy and since the rotated Petz recovery map $\mathcal{T}_{B \rightarrow BC}$ defined in (5.28) simplifies to the Petz recovery map $\mathcal{T}_{B \rightarrow BC}$ defined in (1.14), we see that (5.27) holds with equality if $\rho_{ABC}$ is a classical state.

**Remark 5.7.** Theorem 5.5 is essentially optimal. It has been shown [52, Section 5] that there exist tripartite density operators $\rho_{ABC} \in S(A \otimes B \otimes C)$ such that

$$I(A : C | B)_{\rho} < \min_{\mathcal{R}_{B \rightarrow BC}} \{ D(\rho_{ABC} \| \mathcal{R}_{B \rightarrow BC}(\rho_{AB})) : \mathcal{R}_{B \rightarrow BC} \in \text{TPCP}(B, B \otimes C) \}.$$  

(5.32)

This shows that Theorem 5.5 is no longer valid when replacing the measured relative entropy in (5.27) with a relative entropy — even if we optimize over all possible recovery maps.

**Remark 5.8.** Remark 5.7 just above shows that it is not possible to bound the conditional mutual information of a tripartite state $\rho_{ABC}$ from below by the relative entropy between a recovered state $\mathcal{R}_{B \rightarrow BC}(\rho_{AB})$. This, however, becomes possible if we consider a multi-letter formula. More precisely, it was shown [18, Theorem 12] (see also [28, Theorem 1] and [140, Proposition 3.1]) that

$$I(A : C | B)_{\rho} \geq \limsup_{n \rightarrow \infty} \frac{1}{n} D(\rho_{ABC} \| \int_{-\infty}^{\infty} dt' \mathcal{T}_{B \rightarrow BC}^{[t]}(\rho_{AB}) \otimes^n),$$

(5.33)

where $\mathcal{T}_{B \rightarrow BC}^{[t]}$ are defined in (3.47) and (5.2), respectively.

### 5.2.1 Approximate Markov chains are not necessarily close to Markov chains

Approximate Markov chains are tripartite states $\rho_{ABC}$ with a small conditional mutual information. Theorem 5.5 shows that such states are approximately recoverable in the sense that there exists a recovery map $\mathcal{R}_{B \rightarrow BC}$ such that (5.1) approximately holds. Surprisingly, approximate quantum Markov chains are, however, not necessarily close in trace distance to any Markov chain [38, 78]. To see this, let

$$\Delta(\rho, \sigma) := \frac{1}{2} \| \rho - \sigma \|_1$$

(5.34)

denote the trace distance between $\rho$ and $\sigma$.

**Proposition 5.9.** For any $d > 1$, there exist states $\rho_{ABC} \in S(A \otimes B \otimes C)$ with $\dim(A) = \dim(C) = d$ such that

$$I(A : C | B)_{\rho} \leq \frac{2}{d - 1} \log d \quad \text{and} \quad \min_{\mu \in \text{MC}} \Delta(\rho_{ABC}, \mu_{ABC}) \geq \frac{1}{2}.$$  

(5.35)

Proposition 5.9 shows that there exist tripartite density operators with an arbitrarily small conditional mutual information, whose distance to any Markov chain, however, is large. This shows that approximate quantum Markov chains are not close to Markov chains.
5.3 Necessary criterion for approximate recoverability

Proof. Let \( \rho_{S_1 \ldots S_d} = |\psi \rangle \langle \psi |_{S_1 \otimes \cdots \otimes S_d} \) on \( S_1 \otimes \cdots \otimes S_d \) with \( \dim S_k = d > 1 \) for all \( k = 1, \ldots, d \), where

\[
|\psi \rangle_{S_1 \ldots S_d} := \sqrt{\frac{1}{d!}} \sum_{\pi \in \mathcal{S}_d} \text{sign} (\pi) |\pi(1) \rangle \otimes \cdots \otimes |\pi(d) \rangle \tag{5.36}
\]

is the Slater determinant, \( \mathcal{S}_d \) denotes the group of permutations of \( d \) objects, and \( \text{sign} (\pi) := (-1)^L \), where \( L \) is the number of transpositions in a decomposition of the permutation \( \pi \). The chain rule for the mutual information shows that

\[
I(S_1 : S_2 \ldots S_d) = \sum_{k=2}^{d} I(S_1 : S_k | S_2 \ldots S_{k-1}) \rho \leq 2 \log d, \tag{5.37}
\]

where the final step follows by the trivial upper bound for the conditional mutual information. By the nonnegativity of the mutual information, there exists \( k \in \{2, \ldots, d\} \) such that

\[
I(S_1 : S_k | S_2 \ldots S_{k-1}) \rho \leq \frac{2}{d-1} \log d, \tag{5.38}
\]

which can be arbitrarily small as \( d \) gets large. The density operator \( \rho_{S_1 \ldots S_k} \) is chosen such that the reduced state \( \rho_{S_1 S_k} \) is the antisymmetric state on \( S_1 \otimes S_k \) that is far from separable [26, p. 53]. More precisely, for any separable state \( \sigma_{S_1 S_k} \) on \( S_1 \otimes S_k \) we have \( \Delta (\rho_{S_1 S_k}, \sigma_{S_1 S_k}) \geq \frac{1}{2} \).

Theorem 5.4 ensures that for any state \( \mu_{S_1 \ldots S_k} \) on \( S_1 \otimes \cdots \otimes S_k \) that forms a Markov chain in order \( S_1 \leftrightarrow S_2 \otimes \cdots \otimes S_{k-1} \leftrightarrow S_k \), it follows that its reduced state \( \mu_{S_1 S_k} \) on \( S_1 \otimes S_k \) is separable. The monotonicity of the trace distance under trace-preserving completely positive maps [112]. Theorem 9.2] then implies

\[
\Delta (\rho_{S_1 \ldots S_k}, \mu_{S_1 \ldots S_k}) \geq \Delta (\rho_{S_1 S_k}, \mu_{S_1 S_k}) \geq \frac{1}{2} \tag{5.39}
\]

This shows that the state \( \rho_{S_1 \ldots S_k} \), despite having a conditional mutual information that is arbitrarily small (see (5.38)), is far from any Markov chain. Relabeling \( A = S_1, C = S_k \), and \( B = S_2 \otimes \ldots \otimes S_{k-1} \) finally completes the proof. \( \square \)

5.3 Necessary criterion for approximate recoverability

Theorem 5.5 shows that a small conditional mutual information is a sufficient condition for a state to be approximately recoverable. In other words, (5.27) gives an entropic characterization for the set of tripartite states that can be approximately recovered. In this section, we are interested in an opposite statement. This corresponds to an inequality that bounds the distance between \( \rho_{ABC} \) and any reconstructed state \( \hat{\rho}_{B \rightarrow BC} (\rho_{AB}) \) from below with an entropic functional of \( \rho_{ABC} \) and the recovery map \( \hat{L}_{B \rightarrow BC} \) that involves the conditional mutual information. Such an inequality is the converse to (5.27), and gives a necessary condition for approximate recoverability. Furthermore it gives an entropic characterization for the set of tripartite states that cannot be approximately recovered [139].

For any \( \mathcal{E} \in \mathcal{T} \mathcal{P} \mathcal{C} \mathcal{P} (A,A) \) we denote by \( \text{Inv} (\mathcal{E}) \) the set of density operators \( \tau \in \mathcal{S}(A) \) which are left invariant under the action of \( \mathcal{E} \), i.e.,
\[ \text{Inv}(\mathcal{E}) := \{ \tau \in \mathcal{S}(A) : \mathcal{E}(\tau) = \tau \} . \] (5.40)

We may now quantify the deviation of any state \( \rho \in \mathcal{S}(A) \) from the set \( \text{Inv}(\mathcal{E}) \) by new entropic quantity.

**Definition 5.10.** For \( \alpha \in (\frac{1}{2}, 1) \cup (1, \infty) \), \( \rho \in \mathcal{S}(A) \), \( \mathcal{E} \in \text{TPCP}(A, A) \) and \( \text{Inv}(\mathcal{E}) \) given by (5.40), we define

\[ \Lambda_{\alpha}(\rho \parallel \mathcal{E}) := \inf_{\tau \in \text{Inv}(\mathcal{E})} D_{\alpha}(\rho \parallel \tau) . \] (5.41)

We further denote the limit cases

\[ \Lambda_{\alpha}^{\text{max}}(\rho \parallel \mathcal{E}) := \lim_{\alpha \to \infty} \inf_{\tau \in \text{Inv}(\mathcal{E})} D_{\alpha}(\rho \parallel \tau) = \inf_{\tau \in \text{Inv}(\mathcal{E})} D_{\text{max}}(\rho \parallel \tau) , \] (5.42)

where in the final step we are allowed to interchange the infimum and the limit as the sequence \( \{ D_{\alpha}(\rho \parallel \tau) \} \) is monotonically increasing (due to Proposition 2.40) and hence by Dini’s theorem \([124]\) it converges uniformly in \( \tau \). By the same arguments we also see that

\[ \Lambda(\rho \parallel \mathcal{E}) := \lim_{\alpha \to 1} \inf_{\tau \in \text{Inv}(\mathcal{E})} D_{\alpha}(\rho \parallel \tau) = \inf_{\tau \in \text{Inv}(\mathcal{E})} D(\rho \parallel \tau) . \] (5.43)

The \( \Lambda_{\alpha} \)-quantity has the property that it is zero if and only if \( \mathcal{E} \) leaves \( \rho \) invariant (see (2.140)), i.e.,

\[ \Lambda_{\alpha}(\rho \parallel \mathcal{E}) = 0 \iff \mathcal{E}(\rho) = \rho . \] (5.44)

We can now state the main result of this section which gives a necessary criterion for approximate recoverability \([139]\).

**Theorem 5.11.** Let \( \rho_{ABC} \in \mathcal{S}(A \otimes B \otimes C) \) and \( \mathcal{R}_{B \rightarrow BC} \in \text{TPCP}(B, B \otimes C) \). Then

\[ D(\rho_{ABC} \parallel \mathcal{R}_{B \rightarrow BC}(\rho_{AB})) \geq I(A : C|B)_{\rho} - \Lambda_{\alpha}(\rho_{AB} \parallel \mathcal{R}_{B \rightarrow B}) , \] (5.45)

where \( \mathcal{R}_{B \rightarrow BC} := \text{tr}_C \circ \mathcal{R}_{B \rightarrow BC} \) is the reduction of \( \mathcal{R}_{B \rightarrow BC} \) to the output space \( B \).

Before commenting on this result let us prove it. To do so we recall that the conditional mutual information of a tripartite density operator is bounded from above by the smallest relative entropy distance to Markov chains. More precisely, we have the following upper bound for the conditional mutual information \([78, \text{Theorem } 4]\).

**Lemma 5.12.** Let \( \rho_{ABC} \in \mathcal{S}(A \otimes B \otimes C) \). Then

\[ I(A : C|B)_{\rho} \leq \min_{\mu \in \mathcal{MC}} D(\rho_{ABC} \parallel \mu_{ABC}) . \] (5.46)

**Proof (Lemma 5.12).** By definition of the relative entropy and the conditional mutual information we find for all \( \rho_{ABC} \in \mathcal{S}(A \otimes B \otimes C) \) and all \( \mu_{ABC} \in \mathcal{MC}(A \otimes B \otimes C) \)
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\[ D(\rho_{ABC} \| \mu_{ABC}) + D(\rho_B \| \mu_B) - D(\rho_{AB} \| \mu_{AB}) - D(\rho_{BC} \| \mu_{BC}) = I(A : C|B)_\rho + \nu, \]

(5.47)

where

\[ \nu := \text{tr} \rho_{ABC} \log \mu_{ABC} + \text{tr} \rho_B \log \mu_B - \text{tr} \rho_{AB} \log \mu_{AB} - \text{tr} \rho_{BC} \log \mu_{BC}. \]

(5.48)

The algebraic structure of Markov chains predicted by Theorem 5.4 shows that

\[ \mu_{ABC} = \bigoplus_j P(j) \mu_{AB}^j \otimes \mu_{BC}^j \quad \text{for} \quad B = \bigoplus_j b_j^I \otimes b_j^R, \]

(5.49)

with \( \mu_{AB}^j \in S(A \otimes b_j^I) \) and \( \mu_{BC}^j \in S(b_j^R \otimes C) \). A simple calculation then shows that \( \nu = 0 \) and thus

\[ I(A : C|B)_\rho = D(\rho_{ABC} \| \mu_{ABC}) + D(\rho_B \| \mu_B) - D(\rho_{AB} \| \mu_{AB}) - D(\rho_{BC} \| \mu_{BC}). \]

(5.50)

The nonnegativity of the relative entropy (see Proposition 2.28) guarantees that \( D(\rho_{BC} \| \mu_{BC}) \geq 0 \) and by the DPI (see Proposition 2.28) we have \( D(\rho_B \| \mu_B) \leq D(\rho_{AB} \| \mu_{AB}) \). This then proves the assertion.

For the proof of Theorem 5.11 we require one more lemma that relates the distance to Markov chains with the \( \Lambda_{\text{max}} \)-quantity defined in (5.41).

**Lemma 5.13.** Let \( \rho_{AB} \in S(A \otimes B) \) and \( \mathcal{R}_{B \rightarrow BC} \in \text{TPCP}(B,B \otimes C) \). Then

\[ \inf_{\mu \in \text{MC}} D_{\max} \left( \mathcal{R}_{B \rightarrow BC}(\rho_{AB}) \| \mu_{ABC} \right) \leq \Lambda_{\text{max}}(\rho_{AB} \| \mathcal{R}_{B \rightarrow B}), \]

(5.51)

where \( \mathcal{R}_{B \rightarrow B} := \text{tr}_C \circ \mathcal{R}_{B \rightarrow BC} \) is the reduction of \( \mathcal{R}_{B \rightarrow BC} \) to the output space \( B \).

**Proof (Proof of Lemma 5.13).** The DPI for the max-relative entropy [44,146] implies that

\[ \inf_{\mu \in \text{MC}} \left\{ D_{\max} \left( \mathcal{R}_{B \rightarrow BC}(\rho_{AB}) \| \mu_{ABC} \right) : \mu_{ABC} \in \text{MC} \right\} \leq \inf_{\tau_{AB}} \left\{ D_{\max} \left( \mathcal{R}_{B \rightarrow BC}(\rho_{AB}) \| \mathcal{R}_{B \rightarrow BC}(\tau_{AB}) \right) : \mathcal{R}_{B \rightarrow BC}(\tau_{AB}) \in \text{MC}, \tau_{AB} \in S(A \otimes B) \right\} \]

(5.52)

\[ \leq \inf_{\tau_{AB}} \left\{ D_{\max}(\rho_{AB} \| \tau_{AB}) : \mathcal{R}_{B \rightarrow BC}(\tau_{AB}) \in \text{MC}, \tau_{AB} \in S(A \otimes B) \right\}. \]

(5.53)

The strong subadditivity of quantum entropy (see (5.29)) implies that \( H(A|BC)_{\mathcal{R}_{B \rightarrow BC}(\tau_{AB})} \geq H(A|B)_{\tau_{AB}} \) for any \( \tau_{AB} \in S(A \otimes B) \) and hence

\[ \tau_{AB} \in \text{Inv}(\mathcal{R}_{B \rightarrow B}) \implies H(A|BC)_\mu \geq H(A|B)_\mu \quad \text{for} \quad \mu_{ABC} = \mathcal{R}_{B \rightarrow BC}(\tau_{AB}). \]

(5.54)

The strong subadditivity of quantum entropy together with the inequality on the right-hand side of (5.54) implies that \( I(A : C|B)_\mu = 0 \) which means that \( \mu \in \text{MC} \) and hence

\[ \tau_{AB} \in \text{Inv}(\mathcal{R}_{B \rightarrow B}) \implies \mathcal{R}_{B \rightarrow BC}(\tau_{AB}) \in \text{MC}. \]

(5.55)

This implication now shows that

\[ \Lambda_{\text{max}}(\rho_{AB} \| \mathcal{R}_{B \rightarrow B}) = \inf_{\tau_{AB}} \left\{ D_{\max}(\rho_{AB} \| \tau_{AB}) : \tau_{AB} \in \text{Inv}(\mathcal{R}_{B \rightarrow B}) \right\}. \]

(5.56)
\[ \geq \inf_{\tau_{AB}} \{ D_{\max}(\rho_{AB}||\tau_{AB}) : \mathcal{R}_{B \rightarrow BC}(\tau_{AB}) \in \text{MC}, \tau_{AB} \in S(A \otimes B) \} . \]

Combining this with (5.53) completes the proof. \[ \square \]

**Proof (Theorem 5.11).** Let \( \mu_{ABC} \in \text{MC}(A \otimes B \otimes C) \). Combining Lemma 5.12 with Lemma 2.41 applied for \( \alpha = 1, \rho = \rho_{ABC}, \sigma = \mu_{ABC} \) and \( \omega = \mathcal{R}_{B \rightarrow BC}(\rho_{AB}) \) gives

\[ D(\rho_{ABC}||\mathcal{R}_{B \rightarrow BC}(\rho_{AB})) \geq I(A : C|B)_{\rho} - \inf_{\mu \in \text{MC}} D_{\max}(\mathcal{R}_{B \rightarrow BC}(\rho_{AB})||\mu_{ABC}) . \] (5.58)

Lemma 5.13 then proves the assertion of Theorem 5.11. We note that (5.58) is stronger than (5.45) and therefore may be of independent interest. \[ \square \]

The remaining part of this section is dedicated to comments on Theorem 5.11. In particular we will discuss the tightness of (5.45) and the role of the \( \Lambda_{\max} \)-term.

**Remark 5.14.** In this remark we discuss cases where the \( \Lambda_{\max} \)-term vanishes. A recovery map \( \mathcal{R}_{B \rightarrow BC} \) generally not only reads the content of system \( B \) in order to generate \( C \), but also disturbs it. \( \Lambda_{\max} \) quantifies the amount of this disturbance of \( B \), taking system \( A \) as a reference. This is the operational significance of the \( \Lambda_{\max} \)-quantity. In particular, (5.44) directly implies that \( \Lambda_{\max}(\rho_{AB}||\mathcal{R}_{B \rightarrow BC}) = 0 \) if \( \mathcal{R}_{B \rightarrow BC} \) is “read only” on \( B \), i.e., if \( \rho_{AB} = \mathcal{R}_{B \rightarrow B}(\rho_{AB}) \). Inequality (5.45) then simplifies to

\[ D(\rho_{ABC}||\mathcal{R}_{B \rightarrow BC}(\rho_{AB})) \geq I(A : C|B)_{\rho} . \] (5.59)

We further note that in case \( \mathcal{R}_{B \rightarrow BC} \) is a recovery map that is “read only” on \( B \) its output state \( \sigma_{ABC} := \mathcal{R}_{B \rightarrow BC}(\rho_{AB}) \) is a Markov chain since

\[ H(A|B)_{\rho} \leq H(A|BC)_{\sigma} \leq H(A|B)_{\sigma} = H(A|B)_{\rho} , \] (5.60)

where the two inequality steps follow from the DPI applied for \( \mathcal{R}_{B \rightarrow BC} \) and \( \text{tr}_C \), respectively and hence \( I(A : C|B)_{\sigma} = H(A|B)_{\sigma} - H(A|BC)_{\sigma} = 0 \).

### 5.3.1 Tightness of the necessary criterion

It is legitimate to ask if Theorem 5.11 is tight. To answer this question we need to have a better understanding about the \( \Lambda_{\max} \)-term. Combining (5.27) with (5.45) gives

\[ D_{\text{bc}}(\rho_{ABC}||\mathcal{R}_{B \rightarrow BC}(\rho_{AB})) \leq I(A : C|B)_{\rho} \]
\[ \leq \min_{\mathcal{R}_{B \rightarrow BC}} \left\{ D(\rho_{ABC}||\mathcal{R}_{B \rightarrow BC}(\rho_{AB})) + \Lambda_{\max}(\rho_{AB}||\mathcal{R}_{B \rightarrow B}) \right\} . \] (5.62)

where the recovery map \( \mathcal{R}_{B \rightarrow BC} \) on the left-hand side is given by (5.28) and the minimum is over all recovery maps \( \mathcal{R}_{B \rightarrow BC} \in \text{TPCP}(B, B \otimes C) \). The main difference between the lower and upper bound for the conditional mutual information given by (5.61) and (5.62), respectively, is the \( \Lambda_{\max} \)-term. In the following we will show that this term is necessary (i.e., we cannot drop it) as well as optimal (i.e., we cannot replace it by a similar term that is strictly smaller).
5.3 Necessary criterion for approximate recoverability

5.3.1.1 Classical case

Inequalities (5.61) and (5.62) hold with equality in case $\rho_{ABC}$ is a classical state, i.e., it can be written as in (5.31). To see this, we first note that if $\rho_{ABC}$ is classical (in which case $\rho_{ABC}$ and all its marginals commute pairwise) a simple calculation (see (5.30)) gives

$$I(A:C|B)_{\rho} = D(\rho_{ABC} \parallel \mathcal{T}_{B\rightarrow BC}(\rho_{AB})),$$

(5.63)

for the Petz recovery map $\mathcal{T}_{B\rightarrow BC}$ defined in (1.14). Furthermore, if $\rho_{ABC}$ is classical $\mathcal{T}_{B\rightarrow BC}(\rho_{AB}) = \rho_{BC}\rho_{B}^{-1}\rho_{AB}$. We further see that $\text{tr}_C\mathcal{T}_{B\rightarrow BC}(\rho_{AB}) = \mathcal{T}_{B\rightarrow B}(\rho_{AB}) = \rho_{AB}$ and hence

$$\Lambda_{\text{max}}(\rho_{AB} \parallel \mathcal{T}_{B\rightarrow B}) = 0.$$

(5.64)

This shows that in the classical case (5.62) is an equality and that the Petz recovery map $\mathcal{T}_{B\rightarrow BC}$ minimizes the right-hand side of (5.62). Remark 5.6 explains why (5.61) holds with equality in the classical case.

5.3.1.2 Necessity of the $\Lambda_{\text{max}}$-term

It is natural to ask if tripartite states with a large conditional mutual information cannot be recovered approximately. Alternatively this can be phrases as the question if Theorem 5.11 remains valid when removing the $\Lambda_{\text{max}}$-term. Just above we saw that this is the case for classical states. We next show, however, that the $\Lambda_{\text{max}}$-quantity is necessary in general, i.e., (5.45) is false when dropping the $\Lambda_{\text{max}}$-term.

More precisely, in Appendix A we construct a generic example showing that for any constant $\kappa < \infty$ there exists a classical state $\rho_{ABC}$ (i.e., a state of the form (5.31)) such that

$$\kappa D_{\text{max}}(\rho_{ABC} \parallel \mathcal{R}_{B\rightarrow BC}(\rho_{AB})) < I(A:C|B)_{\rho},$$

(5.65)

for some recovery map $\mathcal{R}_{B\rightarrow BC} \in \text{TPCP}(B, B \otimes C)$ that satisfies $\mathcal{R}_{B\rightarrow BC}(\rho_{B}) = \rho_{BC}$. A similar construction (also given in Appendix A) shows that there exists another classical state $\rho_{ABC}$ such that

$$\kappa D_{\text{max}}(\mathcal{R}_{B\rightarrow BC}(\rho_{AB}) \parallel \rho_{ABC}) < I(A:C|B)_{\rho},$$

(5.66)

for some recovery map $\mathcal{R}_{B\rightarrow BC} \in \text{TPCP}(B, B \otimes C)$ that satisfies $\mathcal{R}_{B\rightarrow BC}(\rho_{B}) = \rho_{BC}$.

These constructions (which are explained in detail in Appendix A) reveal the following interesting observations:

1. The term $\Lambda_{\text{max}}(\rho_{AB} \parallel \mathcal{R}_{B\rightarrow B})$, which measures the deviation from a “read only” map on $B$, is necessary to obtain a lower bound on the relative entropy between a state and its reconstruction version. The example has an even stronger implication. It shows that the $\Lambda_{\text{max}}$-term is necessary even if one tries to bound the max-relative entropy between a state and its reconstruction version, i.e., $D_{\text{max}}(\rho_{ABC} \parallel \mathcal{R}_{B\rightarrow BC}(\rho_{AB}))$ from below.\(^1\) The two strict inequalities (5.65) and (5.66) show that the $\Lambda_{\text{max}}$-term is also necessary if one would allow for swapping the

---

\(^1\) The max-relative entropy and its properties are discussed in more detail in Section 2.5.4. It is the largest sensible relative entropy measure.
two arguments of the relative (or even max-relative) entropy. Furthermore, restricting the set of recovery maps such that they satisfy $\mathcal{R}_{B \rightarrow BC}(\rho_B) = \rho_{BC}$ still requires the $\Lambda_{\text{max}}$-term.

2. The Petz recovery map can be far from being optimal — even in the classical case. To see this we recall that for classical states (5.63) holds. Inequality (5.65) shows that there exists a recovery map that recovers $\rho_{ABC}$ much better from $\rho_{AB}$ than the Petz recovery map.

3. Considering recovery maps that leave the $B$ system invariant (i.e., they only “read” the $B$-part) is a considerable restriction. We refer to Appendix A for more information about these examples.

5.3.1.3 Optimality of the $\Lambda_{\text{max}}$-term

In the previous section we saw that the $\Lambda_{\text{max}}$-term in (5.45) cannot be dropped. This raises the question if it is possible to replace this term by a strictly smaller term that has similar properties. The purpose of this section is to present two arguments why this is not the case. As a result, (5.45) is close to optimal.

First, we show that the $\Lambda_{\text{max}}$-term cannot be replaced by a $\Lambda_\alpha$-term for any $\alpha < \infty$. More precisely, for any $\alpha < \infty$, we construct a tripartite density operator $\rho_{ABC} \in S(A \otimes B \otimes C)$ and a recovery map $\mathcal{R}_{B \rightarrow BC} \in \text{TPCP}(B, B \otimes C)$ such that

$$D(\rho_{ABC} \parallel \mathcal{R}_{B \rightarrow BC}(\rho_{AB})) < I(A : C \mid B)_{\rho} - \Lambda_\alpha(\rho_{AB} \parallel \mathcal{R}_{B \rightarrow B}(\rho_{AB})).$$

(5.67)

The construction is explained in Appendix B.

Second, we show that the $\Lambda_{\text{max}}$-term in (5.45) cannot be defined as a distance between $\rho_{AB}$ and $\mathcal{R}_{B \rightarrow B}(\rho_{AB})$. Recall that $\Lambda_{\text{max}}(\rho_{AB} \mid \mathcal{R}_{B \rightarrow B})$ quantifies the (max-relative entropy) distance between $\rho_{AB}$ and its closest state that is invariant under $\mathcal{R}_{B \rightarrow B}$. A natural question is if (5.45) remains valid if the $\Lambda_{\text{max}}$-term is replaced by the (max-relative entropy) distance between $\rho_{AB}$ and $\mathcal{R}_{B \rightarrow B}(\rho_{AB})$, i.e., $D_{\text{max}}(\rho_{AB} \parallel \mathcal{R}_{B \rightarrow B}(\rho_{AB}))$. This however is ruled out. To see this we recall that by the example presented above in (5.65) there exists a tripartite state $\rho_{ABC} \in S(A \otimes B \otimes C)$ and a recovery map $\mathcal{R}_{B \rightarrow BC} \in \text{TPCP}(B, B \otimes C)$ such that

$$2D_{\text{max}}(\rho_{ABC} \parallel \mathcal{R}_{B \rightarrow BC}(\rho_{AB})) < I(A : C \mid B)_{\rho}.$$

(5.68)

The data-processing inequality for the max-relative entropy [44, 146] and the fact that the max-relative entropy cannot be smaller than the relative entropy (see (2.138)) then imply

$$D(\rho_{ABC} \parallel \mathcal{R}_{B \rightarrow BC}(\rho_{AB})) < I(A : C \mid B)_{\rho} - D_{\text{max}}(\rho_{AB} \parallel \mathcal{R}_{B \rightarrow B}(\rho_{AB})),$$

(5.69)

which shows that (5.45) is no longer valid for the modified $\Lambda_{\text{max}}$-term described above.

5.4 Strengthened entropy inequalities

It is well-known that several fundamental entropy inequalities useful in quantum information theory are intrinsically related. For example, it was shown that the following statements

\footnote{Recall that for recovery maps that leave the $B$ system invariant the $\Lambda_{\text{max}}$-term vanishes as explained above.}
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1. strong subadditivity of quantum entropy (see (5.29))
2. data processing inequality (see Proposition 2.28)
3. concavity of conditional entropy (i.e., $\rho_{AB} \mapsto H(A|B)_{\rho}$ is concave)
4. joint convexity of relative entropy (i.e., $(\rho, \sigma) \mapsto D(\rho \| \sigma)$ is convex)
5. Lieb’s triple operator inequality (see Theorem 4.9)
6. Lieb’s concavity theorem (see Theorem 2.13)

are all equivalent [101, 127, 148].

The main result of this section, i.e., Theorem 5.5, presents a strengthening of SSA in terms of recovery maps. It is therefore natural to ask if the other equivalent statements listed above can also be improved. This is the purpose of this section.

5.4.1 Data processing inequality

The data processing inequality (DPI), also known as monotonicity of the relative entropy, is one of the very fundamental entropy inequalities. It states that the relative entropy between two density operators cannot increase by applying a quantum channel to both operators [105, 151]. More precisely, for any $\rho \in S(A)$, $\sigma \in P(A)$, and $E \in \text{TPCP}(A, B)$ we have

$$D(\rho \| \sigma) \geq D(E(\rho) \| E(\sigma)) \,. \tag{5.70}$$

Remark 5.15. For $\rho = \rho_{ABC}$, $\sigma = \text{id}_A \otimes \rho_{BC}$ and $E = \text{tr}_C$, (5.70) simplifies to

$$I(A : C|B)_\rho \geq 0 \,, \tag{5.71}$$

which is the celebrated SSA, presented in Section 5.1. This substitution provides a useful link between Section 5.1 and this section.

With this in mind the careful reader will notice that some inequalities discussed next are generalized versions of inequalities from Section 5.1.

The DPI is well studied. The following proposition gives necessary and sufficient conditions under which (5.70) holds with equality.

Proposition 5.16. Let $\rho \in S(A)$, $\sigma \in P(A)$ and $E \in \text{TPCP}(A, B)$. Then the following are equivalent

1. $D(\rho \| \sigma) = D(E(\rho) \| E(\sigma))$
2. $\exists R_{\sigma, E} \in \text{TPCP}(B, A)$ such that $(R_{\sigma, E} \circ E)(\rho) = \rho$ and $(R_{\sigma, E} \circ E)(\sigma) = \sigma$.

In particular, $R_{\sigma, E}$ can always be chosen to be the rotated Petz recovery map, i.e.,

$$R_{\sigma, E}^{[t]} : X_B \mapsto \sigma_{\frac{\sigma}{1-t}} E^\dagger \left( E(\sigma)^{-\frac{1}{1-t}} X_B E(\sigma)^{-\frac{1}{1-t}} \right) \sigma_{\frac{\sigma}{1-t}} \,. \tag{5.72}$$

---

3 Equivalent means that every statement can be derived from every other one by simple manipulations only.
Proof. To see that $2 \implies 1$ is simple. The DPI shows that $D(\rho||\sigma) \geq D(\mathcal{E}(\rho)||\mathcal{E}(\sigma))$. The other direction also follows from the DPI since

$$D(\mathcal{E}(\rho)||\mathcal{E}(\sigma)) \geq D((\mathcal{A}_{\mathcal{E}} \circ \mathcal{E})(\rho)||(\mathcal{A}_{\mathcal{E}} \circ \mathcal{E})(\sigma)) = D(\rho||\sigma),$$

where the final step uses 2.

It thus remains to show that $1 \implies 2$. This is more complicated. Note that it is immediate to verify that $(\mathcal{F}_{\sigma,\mathcal{E}}^l \circ \mathcal{E})(\sigma) = \sigma$ hence the nontrivial part is to show that $(\mathcal{F}_{\sigma,\mathcal{E}}^l \circ \mathcal{E})(\rho) = \rho$ which is done in Remark 5.22.

\[ \square \]

**Exercise 5.17.** Convince yourself that Proposition 5.16 implies Theorem 5.2.

The following theorem is the main result of this chapter. It is a strengthening of the data processing inequality and a robust version of Proposition 5.16.

**Theorem 5.18.** Let $\rho \in S(A)$, $\sigma \in P(A)$ such that $\rho \ll \sigma$, and $\mathcal{E} \in \text{TPCP}(A,B)$. Then

$$D(\rho||\sigma) - D(\mathcal{E}(\rho)||\mathcal{E}(\sigma)) \geq D_M(\rho||\mathcal{F}_{\sigma,\mathcal{E}}^l \circ \mathcal{E}(\rho)),\quad (5.74)$$

with the rotated Petz recovery map

$$\mathcal{F}_{\sigma,\mathcal{E}}^l := \int_{-\infty}^{\infty} dt \bar{\beta}_0(t) \mathcal{F}_{\sigma,\mathcal{E}}^l(t),\quad (5.75)$$

where $\bar{\beta}_0$ and $\mathcal{F}_{\sigma,\mathcal{E}}^l$ are defined in (3.47) and (5.72), respectively.

**Proof.** We first prove a slightly restricted version of Theorem 5.18 where we suppose that $\mathcal{E}$ is a partial trace. In a second step we then show how this statement can be generalized (using the Stinespring dilation) to an arbitrary channel $\mathcal{E}$.

Let $\rho_{AB} \in S(A \otimes B)$ and $\sigma_{AB} \in P(A \otimes B)$ be such that $\rho_{AB} \ll \sigma_{AB}$. Let us recall the multivariate GT inequality (see Theorem 4.10) applied for $n = 4$ and $p = 2$. Using the concavity of the logarithm and Jensen’s inequality, it yields

$$\text{tr} e^{H_1 + H_2 + H_3 + H_4} \leq \int_{-\infty}^{\infty} dt \bar{\beta}_0(t) \text{tr} e^{H_{1} e^{\frac{1}{2} \mu H_2} e^{\frac{1}{2} \mu H_3} e^{H_4} e^{\frac{1}{2} \mu H_3} e^{\frac{1}{2} \mu H_2} e^{H_1}},\quad (5.76)$$

for $H_k \in H(A \otimes B)$ and $k \in [4]$. Moreover, by definition of the relative entropy for positive definite operators $\rho_{AB}$ and $\sigma_{AB}$, we have

$$D(\rho_{AB}||\sigma_{AB}) - D(\rho_A||\sigma_A) = D(\rho_{AB}||\exp(\log \sigma_{AB} + \log \rho_A \otimes \text{id}_B - \log \sigma_A \otimes \text{id}_B)).\quad (5.77)$$

For positive semi-definite operators $\rho_{AB}$ and $\sigma_{AB}$, the Hermitian operators $\log \sigma_{AB}$, $\log \rho_A$ and $\log \sigma_A$ are well-defined under the convention $\log 0 = 0$. Under this convention, the above equality (5.77) also holds for positive semi-definite operators as long as $\rho_{AB} \ll \sigma_{AB}$, which is required by the theorem. By the variational formula for the relative entropy (see Lemma 2.29) we thus find

$$D(\rho_{AB}||\sigma_{AB}) - D(\rho_A||\sigma_A) = \sup_{\omega_{AB} \in P_t(A \otimes B)} \{ \text{tr} \rho_{AB} \log \omega_{AB} + 1 - \text{tr} \exp(\log \sigma_{AB} + \log \rho_A \otimes \text{id}_B - \log \sigma_A \otimes \text{id}_B + \log \omega_{AB}) \}\quad (5.78)$$
follows immediately from Theorem 5.18 by choosing $\rho_{AB} = V\rho V^\dagger$, $\sigma_{AB} = V\sigma V^\dagger$ such that $\mathcal{E}(\rho) = \rho_{A}$ and $\mathcal{E}(\sigma) = \sigma_{A}$. Then, using the fact that the relative entropy is invariant under isometries (see Proposition 2.28), we have

$$D(\rho\|\sigma) - D(\mathcal{E}(\rho)\|\mathcal{E}(\sigma)) = D(\rho_{AB}\|\sigma_{AB}) - D(\rho_{A}\|\sigma_{A}) \geq D_{M}(\rho_{AB}\|\mathcal{F}_{\sigma,\mathcal{E}}(\rho_{A})), \tag{5.83}$$

where the inequality is due to (5.81) and the last equality uses again invariance under isometries and the fact that for all $t \in \mathbb{R}$ and $X_{A} \in \mathcal{P}(A)$

$$V^{\dagger}\mathcal{F}_{\sigma,\mathcal{E}}(X_{A})V = V^{\dagger}V\frac{1+iu}{2}\left(\mathcal{E}(\sigma) - \frac{1-iu}{2}X_{A}\mathcal{E}(\sigma) - \frac{1+iu}{2}\right) V\frac{1-iu}{2}V^{\dagger} \tag{5.85}$$

This therefore completes the proof. \(\square\)

**Exercise 5.19.** Convince yourself that Theorem 5.5 follows immediately from Theorem 5.18 by choosing $\rho = \rho_{ABC}$, $\sigma = \text{id}_{A} \otimes \rho_{BC}$, and $\mathcal{E} = \text{tr}_{C}$.

The recovery map $\mathcal{F}_{\sigma,\mathcal{E}}$ from Theorem 5.18 satisfies many desirable properties [84, 114, 156]:

1. It is trace-non-increasing and completely positive.\(^4\)
2. It is explicit.
3. It is universal, i.e., it depends on $\sigma$ and $\mathcal{E}$ only. (It is independent of $\rho$.)
4. It satisfies $(\mathcal{F}_{\sigma,\mathcal{E}} \circ \mathcal{E})(\sigma) = \sigma$, i.e., it perfectly recovers $\sigma$ from $\mathcal{E}(\sigma)$.
5. It features a normalization property. For $\mathcal{E} = \mathcal{I}$ we have $\mathcal{F}_{\sigma,\mathcal{I}}(\cdot) = \Pi_{\sigma}(\cdot)\Pi_{\sigma}$, where $\Pi_{\sigma}$ denotes the projector onto the support of $\sigma$. Thus, in case $\sigma$ has full support $\mathcal{F}_{\sigma,\mathcal{I}}$ is the identity map.
6. It has a stabilization property. For any $\omega \in \mathcal{P}_{+}(R)$, where $R$ denotes a reference system we have $\mathcal{F}_{\sigma \otimes \omega,\mathcal{E} \otimes \mathcal{I}_{R}} = \mathcal{F}_{\sigma,\mathcal{E}} \otimes \mathcal{I}_{R}$.

**Exercise 5.20.** Verify the six properties stated above.

\(^4\) In case $\mathcal{E}(\sigma) \in \mathcal{P}_{+}(B)$ the recovery map $\mathcal{F}_{\sigma,\mathcal{E}}$ is trace-preserving.
Using similar techniques as in the proof of Theorem 5.18, we can derive another strengthening of the data processing inequality [84].

**Proposition 5.21.** Let \( \rho, \sigma \in \mathcal{P}(A) \) such that \( \rho \ll \sigma, \tr \rho = 1, \mathcal{E} \in \text{TPCP}(A,B) \), and \( \beta_0 \) defined in (3.47). Then

\[
D(\rho || \sigma) - D(\mathcal{E}(\rho) || \mathcal{E}(\sigma)) \geq - \int_{-\infty}^{\infty} dt \beta_0(t) \log F(\rho, (\mathcal{T}_{\sigma,\mathcal{E}}^t)(\rho)),
\]

with the rotated Petz recovery map \( \mathcal{T}_{\sigma,\mathcal{E}}^t \) given by (5.72).

We note that the main difference between this proposition and Theorem 5.18 is that in (5.88) the integral is at the very outside, however we have a log-fidelity measure whereas in (5.74) we have a measured relative entropy with the integral inside (see Proposition 2.36 for the relation between these two quantities).

**Proof.** We first show the assertion of the proposition for the case where \( \mathcal{E} \) is a partial trace and then explain how this result can be lifted to arbitrary quantum channels using the Stinespring dilation (see Proposition 2.20).

Let \( \rho_{AB}, \sigma_{AB} \in \mathcal{P}(A \otimes B) \) such that \( \rho_{AB} \ll \sigma_{AB} \) and \( \tr \rho_{AB} = 1 \). Let us recall the multivariate GT inequality given in Theorem 4.10 for \( n = 4 \) and \( p = 1 \). By Jensen’s inequality this reads as

\[
\tr e^{H_1 + H_2 + H_3 + H_4} \leq \int_{-\infty}^{\infty} dt \beta_0(t) \left\| e^{H_1 e^{(1+i)t} H_2 e^{(1+i)t} H_3 e^{(1+i)t}} \right\|_1.
\]

Furthermore the Peierls-Bogoliubov inequality (see Theorem 2.11) ensures that

\[
\log \frac{\tr e^{H_3 + H_4}}{\tr e^{H_5}} \geq \tr H_0 e^{H_5}.
\]

For \( H_5 = \log \rho_{AB} \) and \( H_6 = \frac{1}{2}(-\log \rho_{AB} + \log \sigma_{AB} - \log \sigma_A \otimes \id_B + \log \rho_A \otimes \id_B) \) this simplifies to

\[
2 \log \tr e^{(\log \rho_{AB} + \log \sigma_{AB} - \log \sigma_A \otimes \id_B + \log \rho_A \otimes \id_B)} \geq \tr \rho_{AB} (-\log \rho_{AB} + \log \sigma_{AB} - \log \sigma_A \otimes \id_B + \log \rho_A \otimes \id_B).
\]

We thus find

\[
D(\rho_{AB} || \sigma_{AB}) - D(\rho_A || \sigma_A) = \tr \rho_{AB} (-\log \rho_{AB} + \log \sigma_{AB} - \log \sigma_A \otimes \id_B - \log \rho_A \otimes \id_B)
\]

\[
\geq -2 \log \tr e^{(\log \rho_{AB} + \log \sigma_{AB} - \log \sigma_A \otimes \id_B + \log \rho_A \otimes \id_B)}.
\]

Applying the four operator extension of the GT inequality given in (5.89) then gives

\[
D(\rho_{AB} || \sigma_{AB}) - D(\rho_A || \sigma_A)
\]

\[
\geq - \int_{-\infty}^{\infty} dt \beta_0(t) \left\| \rho_{AB}^{1/2} \left( \sigma_A^{1/2} \otimes \rho_A^{1/2} \right) \sigma_{AB}^{1/2} \right\|_1^2
\]

\[
= - \int_{-\infty}^{\infty} dt \beta_0(t) \log F(\rho_{AB}, \sigma_{AB}^{1/2} \left( \sigma_A^{1/2} \rho_A^{1/2} \sigma_A^{1/2} \otimes \id_B \right) \sigma_{AB}^{1/2})
\]

\[
= - \int_{-\infty}^{\infty} dt \beta_0(t) log F(\rho_{AB}, \mathcal{T}_{\sigma_{AB},\beta_0}(\rho_A)),
\]
where the penultimate step follows by definition of the fidelity.

Let \( V \) be the Stinespring dilation of \( \mathcal{E} \) and let \( \rho_{AB} = V \rho V^\dagger \), \( \sigma_{AB} = V \sigma V^\dagger \) such that \( \mathcal{E}(\rho) = \rho_A \) and \( \mathcal{E}(\sigma) = \sigma_A \). Then, using the fact that the relative entropy is invariant under isometries (see Proposition 2.28), we have

\[
D(\rho||\sigma) - D(\mathcal{E}(\rho)||\mathcal{E}(\sigma)) = D(\rho_{AB}||\sigma_{AB}) - D(\rho_A||\sigma_A) \quad (5.97)
\]

\[
\geq -\int_{-\infty}^{\infty} \mathrm{d}t \beta_0(t) \log F(\rho_{AB}, \mathcal{F}^{[\theta]}(\rho_A)) \quad (5.98)
\]

\[
= -\int_{-\infty}^{\infty} \mathrm{d}t \beta_0(t) \log F(\rho, (\mathcal{F}^{[\theta]} \circ \mathcal{E})(\rho)), \quad (5.99)
\]

where the penultimate step uses (5.96) and the final step uses that the fidelity is invariant under isometries (see Proposition 2.26) together with (5.87). This then completes the proof. \( \square \)

**Remark 5.22.** Since the mapping \( \mathbb{R} \ni t \mapsto \mathcal{F}^{[\theta]}_{\rho_A, \mathcal{E}} \) is continuous, Proposition 5.21 shows that \( D(\rho||\sigma) = D(\mathcal{E}(\rho)||\mathcal{E}(\sigma)) \) implies that \( (\mathcal{F}^{[\theta]} \circ \mathcal{E})(\rho) = \rho \) for all \( t \in \mathbb{R} \), where we used the nonnegativity property of the fidelity discussed in Proposition 2.26.\(^5\)

### 5.4.2 Concavity of conditional entropy

It is well-known that the conditional entropy is concave, i.e., the function \( \mathbb{S}(A \otimes B) \ni \rho \mapsto H(A|B)_\rho \) is concave. In the following we show that Theorem 5.5 implies a stronger version of this concavity result.

**Corollary 5.23.** Let \( \mu \) be a probability measure on a measurable space \((X, \Sigma)\) and \( (\rho_{AB,x})_{x \in X} \) be a sequence of density operators on \( A \otimes B \). Then

\[
H(A|B)_\rho - \int_X \mu(dx)H(A|B)_{\rho} \geq \int_X \mu(dx)D_M(\rho_{AB,x}||\mathcal{F}_{B \to AB}(\rho_{B,x})) \geq 0, \quad (5.100)
\]

where \( \rho_{AB} := \int_X \mu(dx)\rho_{AB,x} \) and \( \mathcal{F}_{B \to AB}(\cdot) := \mathcal{F}_{\rho_{AB},\mathcal{M}}(\cdot) \) defined in (5.75).

**Proof.** Consider the classical-quantum state

\[
\omega_{XAB} := \int_X \mu(dx)|x\rangle\langle x| \otimes \rho_{AB,x}. \quad (5.101)
\]

Theorem 5.5 implies that

\[
H(A|B)_{\omega} - \int_X \mu(dx)H(A|B)_{\omega} = H(A|B)_\omega - H(A|BX)_\omega \quad (5.102)
\]

\[
= I(X : A|B)_\omega \quad (5.103)
\]

\[
\geq D_M(\omega_{XAB}||\mathcal{F}_{B \to AB}(\omega_{XB})) \quad (5.104)
\]

\[
= \int_X \mu(dx)D_M(\rho_{AB,x}||\mathcal{F}_{B \to AB}(\rho_{B,x})), \quad (5.105)
\]

\(^5\) Choosing \( \rho = \rho_{ABC} \), \( \sigma = \text{id}_A \otimes \rho_{BC} \), and \( \mathcal{E} = \text{tr}_C \) we obtain that \( I(A:C|B)_\rho = 0 \) implies \( \mathcal{F}_{B \to BC}^{[\theta]}(\rho_{AB}) = \rho_{ABC} \) for \( \mathcal{F}_{B \to BC}^{[\theta]} \) defined in (5.2).
where the final step uses Proposition 2.35.

Since $\mathcal{T}_{B \rightarrow AB}$ is trace-preserving and completely positive (as discussed in Section 5.4.1), Proposition 2.35 implies $D_M(\rho_{AB,x}, \mathcal{T}_{B \rightarrow AB}(\rho_B,x)) \geq 0$ for all $x \in X$ which completes the proof.

Results that strengthen the concavity of a function can be extremely useful. For example in optimization theory the concept of a strict or even strongly concave function turns out to be important and powerful [25, 111]. For this reason we believe that Corollary 5.23 may be of interest.

5.4.3 Joint convexity of relative entropy

As discussed in Proposition 2.28, the relative entropy is jointly convex in its two arguments. As we show next, Theorem 5.18 implies a strengthened version of this convexity property.

**Corollary 5.24.** Let $\mu$ be a probability measure on a measurable space $(X, \Sigma)$, $(\rho_{A,x})_{x \in X}$ be a sequence of density operators on $A$ with $\rho_A = \int_X \mu(dx) \rho_{A,x}$ and $(\sigma_{A,x})_{x \in X}$ be a sequence of non-negative operators on $A$ with $\sigma_A = \int_X \mu(dx) \sigma_{A,x}$. Then

$$\int_X \mu(dx) D(\rho_{A,x} || \sigma_{A,x}) - D(\rho_A || \sigma_A) \geq D_M(\rho_{XA}, \mathcal{T}_{A\rightarrow XA}(\rho_A)) \geq 0,$$

(5.106)

where $\rho_{XA} := \int_X \mu(dx) |x\rangle\langle x| \otimes \rho_{A,x}$, $\sigma_{XA} := \int_X \mu(dx) |x\rangle\langle x| \otimes \sigma_{A,x}$, and $\mathcal{T}_{A\rightarrow XA}(\cdot) := \mathcal{T}_{\sigma_{A,x}, \mu_x}(\cdot)$ defined in (5.75).

**Proof.** Proposition 2.35 shows that

$$\int_X \mu(dx) D(\rho_{A,x} || \sigma_{A,x}) - D(\rho_A || \sigma_A) = D(\rho_{XA} || \sigma_{XA}) - D(\rho_A || \sigma_A) \geq D_M(\rho_{XA}, \mathcal{T}_{A\rightarrow XA}(\rho_A)) \geq 0,$$

(5.107)

(5.108)

(5.109)

where the penultimate step uses Theorem 5.18. The final step follows from Proposition 2.35 together with the fact that the recovery map $\mathcal{T}_{A\rightarrow XA}$ is trace-preserving and completely positive.

\square

5.5 Background and further reading

Quantum Markov chains were introduced in [1] and their properties were studied carefully [65, 117, 119]. This raised the question how to characterize states with a small conditional mutual information. In [78] (see [38] for a simplified argument), it was realized that such states are not necessarily close to any Markov chain. This fact has been taken as an indication that the characterization of states with a small conditional mutual information may be difficult. Subsequently, it has been realized that a more appropriate measure instead of the distance to a Markov chain is to consider how well (5.1) is satisfied [20, 87, 158, 162]. This was made precise by the breakthrough result of Fawzi and Renner [53]. This result generated a sequence of
papers [21, 28, 84, 136, 138, 140, 156] which finally led to Theorems 5.5 and 5.18 which were conjectured in [158].

A lower bound that is different to Theorem 5.5 has been obtained by [27, 30], where it was shown that

\[
I(A : C|B)_\rho \geq \frac{1}{8 \ln 2} \max_{\sigma_{AC} \text{ separable}} \|\rho_{AC} - \sigma_{AC}\|_{\text{LOCC}}^2 \geq \frac{1}{8 \sqrt{153} \ln 2} \max_{\sigma_{AC} \text{ separable}} \|\rho_{AC} - \sigma_{AC}\|_2^2 ,
\]

where \(\|\cdot\|_{\text{LOCC}}\) is the so-called LOCC norm.

Theorem 5.5 already found various applications that we do not discuss in the book. To name a few, it has been used to solve problems in thermodynamics [6, 86] where for example it was shown that approximate quantum Markov chains are approximately thermal [86]. This means that for any \(\rho_{ABC}\) such that \(I(A : C|B)_\rho \leq \varepsilon\) there exists a local Hamiltonian \(H = h_{AB} + h_{BC}\), where \(h_{AB}\) and \(h_{BC}\) only act on \(A \otimes B\) and \(B \otimes C\), respectively, such that

\[
D \left( \rho_{ABC} \left\| \frac{e^{-H}}{tr e^{-H}} \right\|_1 \right) \leq 3 \varepsilon.
\]

Theorem 5.5 is also potentially useful in computational physics as it implies that systems satisfying a certain locality assumption can be represented efficiently. More precisely, consider a one-dimensional system consisting of \(n\) subsystems \(S_1, \ldots, S_n\) that feature a certain locality assumption in the sense that for all \(k \in [n]\) we have

\[
I(S_1, \ldots, S_{k-2} : S_k | S_{k-1})_\rho \leq \varepsilon.
\]

Theorem 5.5 implies that the state \(\rho_{S_1 \ldots S_n}\) describing such a system can be represented efficiently as we can sequentially build it up. To see this let us start with the marginal \(\rho_{S_1 S_2}\). Theorem 5.5 implies that there exists a recovery map \(\mathcal{F}_{S_2 \rightarrow S_1 S_3}\) such that

\[
\rho_{S_1 S_2 S_3} \approx \mathcal{F}_{S_2 \rightarrow S_1 S_3}(\rho_{S_1 S_2}).
\]

By Theorem 5.5 there exists a recovery map \(\mathcal{F}_{S_3 \rightarrow S_2 S_4}\) such that

\[
\rho_{S_1 S_2 S_3 S_4} \approx \mathcal{F}_{S_3 \rightarrow S_2 S_4}(\rho_{S_1 S_2 S_3}).
\]

By continuing like this we can reconstruct the full state \(\rho_{S_1 \ldots S_n}\). All we need to store in order to represent \(\rho_{S_1 \ldots S_n}\) is a sequence of recovery maps that only takes linear space. To summarize, one-dimensional systems that satisfy the locality assumption (5.113) can be efficiently represented by a finite sequence of recovery maps given by Theorem 5.5.

Theorem 5.5 has been successfully applied in other areas such as high energy physics [43, 45, 115], solid state physics [29, 141, 160], quantum error correction [66, 116], quantum information theory [7, 22, 33, 88, 95, 99], and foundations of quantum mechanics [107].

We note that Theorem 5.5 has been extended to separable Hilbert spaces [84] (with the caveat that the measured relative entropy is replaced with min-relative entropy). It is an open question if Theorem 5.5 or Theorem 5.18 remain valid in the more general algebraic setting. For this purpose the interested reader may have a look at Araki’s Gibbs conditions [12] (see also [15]) and the Tomita-Takesaki theory [31].
Appendix A

A large conditional mutual information does not imply bad recovery

Abstract In this appendix we construct a state \( \rho_{ABC} \) that has a large conditional mutual information \( I(A : C | B)_\rho \), however there exists a recovery map \( \mathcal{R}_{B \rightarrow BC} \) that approximately reconstructs \( \rho_{ABC} \) from \( \rho_{AB} \). More precisely, this example justifies (5.65) and (5.66).

Since the example is purely classical we also use classical notation (i.e., we will speak for example about a distribution instead of a density operator). Let \( \mathcal{X} = \{1, 2, \ldots, 2^n\} \) for \( n \in \mathbb{N} \), \( p, q \in [0, 1] \) such that \( p + q \leq 1 \), and consider two independent random variables \( E_Z \) and \( E_Y \) on \{0, 1\} and \{0, 1, 2\}, respectively, such that
\[
\mathbb{P}(E_Z = 0) = p + q, \quad \mathbb{P}(E_Y = 0) = p, \quad \text{and} \quad \mathbb{P}(E_Y = 1) = q. \quad (A.1)
\]
Let \( X \sim \mathcal{U}(\mathcal{X}) \), where \( \mathcal{U}(\mathcal{X}) \) denotes the uniform distribution on \( \mathcal{X} \) and define two random variables by
\[
Z := \begin{cases} \ X & \text{if } E_Z = 0 \\ U_Z & \text{otherwise} \end{cases} \quad \text{and} \quad Y := \begin{cases} \ X & \text{if } E_Y = 0 \\ Z & \text{if } E_Y = 1 \\ U_Y & \text{otherwise} \end{cases} \quad (A.2)
\]
where \( U_Y \sim \mathcal{U}(\mathcal{X}) \) and \( U_Z \sim \mathcal{U}(\mathcal{X}) \) are independent. This defines a tripartite distribution \( P_{XYZ} \). A simple calculation reveals that
\[
H(X | Y E_Y E_Z) = p H(X | X E_Z) + q H(X | Z E_Z) + (1 - p - q) H(X | U_Y E_Z) \quad (A.3)
= q (p + q) H(X | X) + (1 - p - q) H(X | U_Z) + (1 - p - q) H(X) \quad (A.4)
= n (1 - p - q) (1 + q). \quad (A.5)
\]
Similarly we find
\[
H(X | Y Z E_Y E_Z) = q (1 - p - q) H(X | U_Z) + (1 - p - q) (1 - p - q) H(X | U_Y) \quad (A.6)
= n (1 - p - q) (1 - p). \quad (A.7)
\]
We thus obtain
\[
I(X : Z | Y)_p = H(X | Y) - H(X | Y Z) \quad (A.8)
\]
\[\begin{align*}
&\geq H(X|YE_YE_Z) - H(X|YE_YE_Z) - I(X:E_Y E_Z|Y) \\
&\geq n(1-p-q)(p+q) - \log 6. \tag{A.10}
\end{align*}\]

We next define a recovery map \(\mathcal{R}_{Y \rightarrow Y'}\) that creates a tuple of random variables \((Y', Z')\) out of \(Y\) such that

\[\langle Y', Z' \rangle := (p^2 + q + pq)(Y, Y) + \frac{1}{2}(1-p^2 - q - pq)(Y, U) + \frac{1}{2}(1-p^2 - q - pq)(U', Y),\]

where \(U, U'\) are independent uniformly distributed on \(\mathcal{X}\). Let

\[Q_{XY'Z'} := \mathcal{R}_{Y \rightarrow Y'}(P_{XY}) \tag{A.11}\]

denote the distribution that is generated when applying the recovery map (described above) to \(P_{XY}\). In the following we will assume that \(n\) is sufficiently large. It can be verified easily that \(Q_{Y'Z'} = P_{YZ}\). Since \(P_{XYZ}\) and \(Q_{XY'Z'}\) are classical distributions we have \(D_{\max}(P_{XYZ}\|Q_{XY'Z'}) = \max_{x,y,z} \log \frac{P_{xyz}(x,y,z)}{Q_{xyz}(x,y,z)}\). We note that \(P(X = Y) = p + pq + q^2\) according to the distribution \(P_{XY}\) and hence

\[
D_{\max}(P_{XYZ}\|Q_{XY'Z'}) = \max \left\{ \begin{array}{c}
\log \frac{(p + q)^2}{P(X = Y)(p^2 + q + pq)} - \log \frac{(1-p-q)q}{P(X \neq Y)(p^2 + q + pq)}, \\
\log \frac{P(X = Y)\frac{1}{2}(1-p^2 - q - pq)}{P(X \neq Y)(1-p^2 - q - pq)}, \end{array} \right. \tag{A.12}
\]

and

\[
D_{\max}(Q_{XY'Z'}\|P_{XYZ}) = \max \left\{ \begin{array}{c}
\log \frac{P(X = Y)(p^2 + q + pq)}{(p + q)^2} - \log \frac{(1-p-q)q}{P(X \neq Y)(p^2 + q + pq)}, \\
\log \frac{P(X = Y)\frac{1}{2}(1-p^2 - q - pq)}{(p + q)(1-p - q)} - \log \frac{P(X \neq Y)\frac{1}{2}(1-p^2 - q - pq)}{(1-p-q)} \end{array} \right. . \tag{A.13}
\]

For \(\kappa < \infty, p = \frac{1}{2}, q = 0\), and \(n\) sufficiently large we find by combining (A.10) with (A.12)

\[\kappa D_{\max}(P_{XYZ}\|\mathcal{R}_{Y \rightarrow Y}(P_{XY})) = \kappa \frac{\log \frac{15}{8} < \frac{n}{4} - \log 6 \leq I(X:Z|Y)_P, \tag{A.14}\]

which justifies (5.65). For \(\kappa < \infty, p = q = \frac{1}{4}\), and \(n\) sufficiently large (A.10) and (A.13) imply

\[\kappa D_{\max}(\mathcal{R}_{Y \rightarrow Y'}(P_{XY})\|P_{XYZ}) = \kappa \log \frac{15}{8} < \frac{n}{4} - \log 6 \leq I(X:Z|Y)_P, \tag{A.15}\]

justifying (5.66).

These examples show that there exist classical tripartite distributions \(P_{XYZ}\) with a large conditional mutual information \(I(X : Y|Z)_P\) and a recovery map \(\mathcal{R}_{Y \rightarrow Y'}\) such that \(\mathcal{R}_{Y \rightarrow Y'}(P_{XY})\) is
A large conditional mutual information does not imply bad recovery close to $P_{XYZ}$ and $\mathcal{R}_{Y \rightarrow YZ}(P_Y) = P_{YZ}$. The closeness is measured with respect to the max-relative entropy.
Appendix B
Example showing the optimality of the $\Lambda_{\text{max}}$-term

Abstract In this appendix, we construct a classical example showing that (5.45) is essentially tight in the sense that it is no longer valid if the max-relative entropy in the definition of $\Lambda_{\text{max}}(\rho_{AB\|R_{\mathcal{B}}}B)$ is replaced with $\Lambda_{\alpha}(\rho_{AB\|R_{\mathcal{B}}}B)$ for any $\alpha < \infty$. In other words, for any $\alpha < \infty$ we construct a density operator $\rho_{ABC} \in \mathcal{S}(A \otimes B \otimes C)$ and a recovery map $R_{B\rightarrow BC} \in \text{TPCP}(B,B \otimes C)$ that satisfy (5.67).

Our construction is purely classical which is the reason that we switch to the classical notation. Let $\mathcal{S} = \{0, \ldots, 2^n - 1\}$ and consider a tripartite distribution $Q_{XYZ}$ defined via the random variables $X \sim \mathcal{U}(\mathcal{S})$ and $X = Y = Z$. Let $Q'_{XYZ}$ be the distribution defined via the random variables $X \sim \mathcal{U}(\mathcal{S})$, $Y \sim \mathcal{U}(\mathcal{S})$ where $X$ and $Y$ are independent, $\mathcal{U}(\mathcal{S})$ denotes the uniform distribution on $\mathcal{S}$ and $Z = (X + Y) \mod 2^n$. For $p \in [0,1]$ we define a binary random variable $E$ such that $P(E = 0) = p$. Consider the distribution

$$P_{XYZ} = \begin{cases} Q_{XYZ} & \text{if } E = 0 \\ Q'_{XYZ} & \text{if } E = 1. \end{cases} \quad \text{(B.1)}$$

We next define two recovery maps $\mathcal{R}_{Y\rightarrow Y'Z'}$ and $\mathcal{R}_{Y\rightarrow Y'Z'}$ that create the tuples $(Y',Z')$ out of $Y$ such that

$$(Y',Z') = (Y,Y) \quad \text{and} \quad (Y',Z') = (U,(Y-U) \mod 2^n), \quad \text{(B.2)}$$

where $U \sim \mathcal{U}(\mathcal{S})$, respectively. We then define another recovery map as

$$\mathcal{R}_{Y\rightarrow Y'Z'} := p\mathcal{R}_{Y\rightarrow Y'Z'} + (1-p)\mathcal{R}_{Y\rightarrow Y'Z'}. \quad \text{(B.3)}$$

We note that the recovery map satisfies $\mathcal{R}_{Y\rightarrow Y'Z'}(P_Y) = P_{YZ}$. A simple calculation shows that

$$H(X|YE)_P = pH(X|Y)_Q + (1-p)H(X|Y)_Q' = (1-p)n \quad \text{(B.4)}$$

and

$$H(X|YZE)_P = pH(X|YZ)_Q + (1-p)H(X|YZ)_Q' = 0. \quad \text{(B.5)}$$

We thus find
\[ I(X : Z|Y)_P = H(X|Y) - H(X|YZ) \]  
(B.6) 
\[ \geq H(X|YE) - H(X|YZE) - I(X : E|YZ) \]  
(B.7) 
\[ \geq (1 - p)n - h(p). \]  
(B.8)

The distribution \( \mathcal{R}_{Y \rightarrow Y' Z}(P_{XY}) \) generated by applying the recovery map to \( P_{XY} \) can be decomposed as

\[ \mathcal{R}_{Y \rightarrow Y' Z}(P_{XY}) = p\left(pS_{XYZ} + (1 - p)\tilde{S}_{XYZ}\right) + (1 - p)\left(p\tilde{S}'_{XYZ} + (1 - p)\tilde{S}'_{XYZ}\right), \]  
(B.9)

where \( \tilde{S}_{XYZ} = \mathcal{R}_{Y \rightarrow Y' Z}(Q_{XY}), \) \( \tilde{S}'_{XYZ} = \mathcal{R}_{Y \rightarrow Y' Z}(Q'_{XY}), \) and \( \tilde{S}'_{XYZ} = \mathcal{R}_{Y \rightarrow Y' Z}(Q'_{XY}) \). The joint convexity of the relative entropy [40, Theorem 2.7.2] then implies

\[ D(P_{XYZ}||\mathcal{R}_{Y \rightarrow Y' Z}(P_{XY})) \leq pD(Q_{XYZ}||p\tilde{S}_{XYZ} + (1 - p)\tilde{S}_{XYZ}) + (1 - p)D(Q'_{XYZ}||p\tilde{S}'_{XYZ} + (1 - p)\tilde{S}'_{XYZ}) \]  
(B.10)

A simple calculation shows that

\[ D(Q_{XYZ}||p\tilde{S}_{XYZ} + (1 - p)\tilde{S}_{XYZ}) = \sum_{x,y,z} Q_{XYZ}(x,y,z) \log \frac{Q_{XYZ}(x,y,z)}{p\tilde{S}_{XYZ}(x,y,z) + (1 - p)\tilde{S}_{XYZ}(x,y,z)} \leq \frac{2^{-n}}{p2^{2n}} = \log \frac{1}{p} \]  
(B.11)

and

\[ D(Q'_{XYZ}||p\tilde{S}'_{XYZ} + (1 - p)\tilde{S}'_{XYZ}) = \sum_{x,y,z:x+y \mod 2^n} Q'_{XYZ}(x,y,z) \log \frac{Q'_{XYZ}(x,y,z)}{p\tilde{S}'_{XYZ}(x,y,z) + (1 - p)\tilde{S}'_{XYZ}(x,y,z)} \leq \frac{2^{-n}}{p2^{-2n}} = \log \frac{1}{p}. \]  
(B.12)

We thus have

\[ D(P_{XYZ}||\mathcal{R}_{Y \rightarrow Y' Z}(P_{XY})) \leq \log \frac{1}{p}. \]  
(B.14)

We note that the recovery map \( \mathcal{R}_{Y \rightarrow Y'} = \text{tr}_{Z'} \circ \mathcal{R}_{Y \rightarrow Y' Z} \) leaves the uniform distribution \( Q'_{XY} \) invariant, i.e., \( \mathcal{R}_{Y \rightarrow Y'}(Q'_{XY}) = Q'_{XY} \). As a result we find

\[ \Lambda_\alpha(P_{XY}||\mathcal{R}_{Y \rightarrow Y'}) \leq D_\alpha(P_{XY}||Q'_{XY}) \]  
(B.15)  
\[ = \frac{1}{\alpha - 1} \log \left( 2^{-n}(1 - p)^\alpha(2^n - 1) + 2^{-n}(1 - p + 2^n)^\alpha \right), \]  
(B.16)

where the final step follows by definition of the \( \alpha \)-Rényi relative entropy and a straightforward calculation.

Recall that we need to prove (5.67), which in the classical notation reads as

\[ D(P_{XYZ}||\mathcal{R}_{Y \rightarrow Y' Z}(P_{XY})) + \Lambda_\alpha(P_{XY}||\mathcal{R}_{Y \rightarrow Y'}) < I(X : Z|Y)_P, \]  
(B.17)
for all $\alpha < \infty$. As mentioned in (2.139), the $\alpha$-Rényi relative entropy is monotone in $\alpha$ which shows that it suffices to prove (B.17) for all $\alpha \in (\alpha_0, \infty)$, where $\alpha_0 \geq 0$ can be arbitrarily large.

Combining (B.14) and (B.15) shows that for any $\alpha \in (\alpha_0, \infty)$ where $\alpha_0$ is sufficiently large, $p = \alpha^{-2}$, and $n = \alpha$ 

$$D(P_{XYZ} \parallel R_{Y \rightarrow Y'}(P_{XY})) + \Lambda_{\alpha}(P_{XY} \parallel R_{Y \rightarrow Y'}) \leq 2 \log \alpha + \frac{1}{\alpha - 1} \log \left(1 + 2^{-\alpha}(1 + \alpha^{-2}2^\alpha)^\alpha\right),$$

where we used that $(1 - \alpha^{-2})^\alpha(2^\alpha - 1) \leq 2^\alpha$ for $\alpha \geq 1$. Using the simple inequality $\log(1 + x) \leq \log x + \frac{2}{x}$ for $x \geq 1$ gives

$$D(P_{XYZ} \parallel R_{Y \rightarrow Y'}(P_{XY})) + \Lambda_{\alpha}(P_{XY} \parallel R_{Y \rightarrow Y'})$$

$$\leq 2 \log \alpha - \frac{\alpha}{\alpha - 1} + \frac{\alpha}{\alpha - 1} \log \left(1 + \frac{2^\alpha}{\alpha^2}\right) + \frac{2}{\alpha - 1} 2^\alpha \left(1 + \frac{2^\alpha}{\alpha^2}\right)^{-\alpha}$$

$$\leq 2 \log \alpha - \frac{\alpha}{\alpha - 1} + \frac{\alpha}{\alpha - 1} \log \left(1 + \frac{2^\alpha}{\alpha^2}\right) + 2^{-\alpha},$$

where the final step is valid since $\alpha$ is assumed to be sufficiently large. Using once more $\log(1 + x) \leq \log x + \frac{2}{x}$ for $x \geq 1$ gives

$$D(P_{XYZ} \parallel R_{Y \rightarrow Y'}(P_{XY})) + \Lambda_{\alpha}(P_{XY} \parallel R_{Y \rightarrow Y'})$$

$$\leq 2 \log \alpha + \frac{\alpha}{\alpha - 1} \left(\alpha - 2 \log \alpha - 1 + \frac{2\alpha^2}{2^\alpha}\right) + 2^{-\alpha}$$

$$= \alpha - \frac{2}{\alpha - 1} \log \alpha + 2^{-\alpha} \text{poly}(\alpha),$$

where $\text{poly}(\alpha)$ denotes an arbitrary polynomial in $\alpha$. As a result, we obtain for a sufficiently large $\alpha$

$$D(P_{XYZ} \parallel R_{Y \rightarrow Y'}(P_{XY})) + \Lambda_{\alpha}(P_{XY} \parallel R_{Y \rightarrow Y'}) < \alpha - \frac{2}{\alpha}$$

$$\leq \alpha - \alpha^{-1} - h(\alpha^{-2})$$

$$\leq I(X:Z|Y)_p,$$

The two steps (B.22) and (B.23) are both valid because $\alpha$ is sufficiently large. The final step uses (B.8).
Appendix C
Solutions to exercises

Abstract In this appendix we give solutions to the exercises stated throughout the book. The exercises are chosen such that they can be solved without major difficulties. They serve the purpose of a verification possibility for the reader to check if she has understood the presented subject.

Solution to Exercise 1.1

We view statement (1.1) as the definition of a (classical) Markov chain. It thus remains to show that (1.2) and (1.3) are both equivalent to (1.1). Bayes’ theorem ensures that $P_{XYZ} = P_{X|Y} P_Y$ and $P_{XY} = P_{X|Y} P_Y$. As a result we find that

$$P_{X|Z|Y} = P_{X|Y} P_{Z|Y} \iff P_{XYZ} = P_{X|Y} P_{Z|Y},$$

(C.1)

which shows that (1.1) is equivalent to (1.2). By definition of the relative entropy and the conditional mutual information we have

$$I(X : Z|Y)_P = D(P_{X,Z|Y} \parallel P_{X|Y} P_{Z|Y}).$$

(C.2)

Recalling that $D(P\|Q) = 0$ if and only if $P = Q$ shows that (1.1) is equivalent to (1.3).

Solution to Exercise 1.2

This solution follows the arguments presented in [77, 78]. A simple calculation shows that

$$I(X : Z|Y)_P = \sum_{x,y,z} P_{XYZ}(x,y,z) \log \frac{P_{Z|XY}(z|xy)}{P_{Z|Y}(z|y)}.$$  

(C.3)

The distribution $P_{XYZ}$ can be decomposed as $P_{XYZ} = P_Y P_{Z|Y} P_{X|YZ}$ and any Markov chain $Q_{XYZ}$ can be written as $Q_{XYZ} = Q_Y Q_{Z|Y} Q_{X|Y}$. We thus find
where the final step uses (C.3). Since the relative entropy is nonnegative and zero if and only if the two arguments coincide this proves the assertion.

Solution to Exercise 2.3

That the Schatten $p$-norm satisfies the nonnegativity and absolute homogeneity property is obvious from its definition. It thus remains to prove the triangle inequality. The Schatten $p$-norm can be written as the $\ell_p$-norm of the singular values, i.e., for $L \in L(A)$ we have

$$
\|L\|_p = \left( \sum_{k=1}^{\dim(L)} \sigma_k(L)^p \right)^{\frac{1}{p}},
$$

(C.7)

where $(\sigma_k(L))_{k=1}^{\dim(L)}$ denote the singular values of $L$. The Minkowski inequality (see, e.g., [121, Theorem III.1]) then implies the triangle inequality for Schatten norms.

The identity (C.7) shows that $\|L\|_p = \|L^\dagger\|_p$ as singular values are invariant under conjugate transposition. The singular value decomposition ensures that there exist unitaries $U, V \in U(A)$ such that $L = U\Lambda V^\dagger$, where $\Lambda$ is a diagonal matrix containing the singular values of $L$. Using the fact that Schatten norms are unitarily invariant gives

$$
\|LL^\dagger\|_p = \|L^\dagger L\|_p = \|\Lambda\Lambda\|_p = \left( \sum_{k=1}^{\dim(L)} \sigma_k(L)^{2p} \right)^{\frac{1}{2p}} = \|L\|^2_{2p}. 
$$

(C.8)

The fact that Schatten $p$-norms are monotone in $p$ follows directly from the monotonicity of $\ell_p$-norms via (C.7). To see this let $0 \neq x \in \mathbb{C}^d$ and $1 \leq p \leq q$ and define $y := \frac{x}{\|x\|_p}$. Since $|y_k| \leq 1$ and $\|y\|_p = 1$ we find

$$
\|y\|_q = \left( \sum_{k=1}^d |y_k|^q \right)^{\frac{1}{q}} \leq \left( \sum_{k=1}^d |y_k|^p \right)^{\frac{1}{q}} = \|y\|_p^q = 1. 
$$

(C.9)

As a result we have

$$
\|x\|_q = \left( \|x\|_{p, q} \right)_q = \|x\|_p \|y\|_q \leq \|x\|_p. 
$$

(C.10)

If $(\sigma_k(L_1))_{k=1}^{\dim(L_1)}$ and $(\sigma_k(L_2))_{k=1}^{\dim(L_2)}$ denote the singular values of $L_1$ and $L_2$, respectively, then the $\dim(L_1)\dim(L_2)$ singular values of $L_1 \otimes L_2$ are given by all possible multiplications of a
singular values of $L_1$ with a singular values of $L_2$. This directly implies that Schatten norms are multiplicative under tensor products.

Solution to Exercise 2.18

Consider the transpose map $\mathcal{T} : \mathcal{L}(A) \to \mathcal{L}(A)$ that is given by $\mathcal{T} : X \mapsto X^T$, where $X^T$ denotes the transpose of $X$ with respect to some fixed basis. The transpose map is clearly positive, since for any state $|\psi\rangle$ we have

$$\langle \psi | X^T | \psi \rangle = \langle \psi | X^\dagger | \psi \rangle = \langle \psi | X | \psi \rangle \geq 0. \quad \text{(C.11)}$$

The transpose map is however not completely positive. To see this it suffices to consider a two-dimensional system, i.e., $\dim(A) = 2$. For the computational basis $\{|0\rangle, |1\rangle\}$ and the maximally entangled state

$$|\phi\rangle_{AB} = \frac{1}{\sqrt{2}} (|00\rangle_{AB} + |11\rangle_{AB}) \quad \text{(C.12)}$$

we find that

$$\left(\mathcal{T}_A \otimes \mathcal{T}_B\right)(|\phi\rangle_{AB}) = \frac{1}{2} \left(|00\rangle_{AB} + |10\rangle_{AB} + |01\rangle_{AB} + |11\rangle_{AB}\right), \quad \text{(C.13)}$$

which is not a positive operator as it has eigenvalues $\pm \frac{1}{2}$.

Solution to Exercise 2.22

The finite sequence $(E_k)_{k \in [r]}$ of Kraus operators is not uniquely determined by $\mathcal{E}$. It can be shown [159, Theorem 2.1] that two sets of Kraus operators $(E_k)$ and $(E'_k)$ represent the same map $\mathcal{E}$ if and only if there is a unitary $U$ such that $E_k = \sum_j U_{kj} E'_j$ (where the smaller set is padded with zeros). A proof of this statement can be found in [159, Theorem 2.1].

Solution to Exercise 2.30

Since the two optimization problems in Lemma 2.29 are equivalent it suffices to show that one of them is a convex optimization problem. We do so for the first optimization problem. Since every Hermitian operator can be written as the logarithm of a nonnegative operator we can rewrite (2.74) as

$$D(\rho \| \sigma) = \sup_{H \in \mathcal{H}(A)} \left\{ \text{tr} \rho H - \log \text{tr} e^{\log \sigma + H} \right\}. \quad \text{(C.14)}$$

The set of Hermitian operators is clearly convex. Furthermore, the function $H \mapsto \log \text{tr} e^{\log \sigma + H}$ is convex on the set of Hermitian operators. To see this, we recall the variational formula given in (2.76) which shows that for any $t \in [0, 1]$ and $H_1, H_2 \in \mathcal{H}(A)$ we have
\[ t \log \text{tr} e^{\log \sigma + H_1} + (1 - t) \log \text{tr} e^{\log \sigma + H_2} \geq \max_{\rho \in \mathcal{S}(A)} \left\{ \text{tr} \left( tH_1 + (1 - t)H_2 \right) \rho - D(\rho \| \sigma) \right\} \quad (C.15) \]

\[ = \log \text{tr} e^{\log \sigma + (tH_1 + (1 - t)H_2)} . \quad (C.16) \]

This shows that \( H \mapsto \log \text{tr} e^{\log \sigma + H} \) is a convex function and hence (C.14) is a convex optimization problem.

**Solution to Exercise 2.32**

We first prove (2.90). Klein’s inequality for \( f(t) = t \log t \) (which is strictly convex for \( t > 0 \)) implies that

\[ \text{tr} B \geq \text{tr} X - \text{tr} X \log X + \text{tr} X \log B , \quad (C.17) \]

where equality holds if and only if \( X = B \). This already proves (2.90). Applying (2.90) for \( B = e^{H + \log \sigma} \) gives (2.89).

**Solution to Exercise 3.1**

A simple calculation shows that for any \( \kappa > 0 \), \( \mu_\kappa \) is a probability distribution on \( \mathbb{R} \), i.e., \( \mu_\kappa(t) \geq 0 \) for all \( t \in \mathbb{R} \) and \( \int_{-\infty}^{\infty} \mu_\kappa(\cdot) \, d\omega = 1 \). Furthermore

\[ \hat{\mu}_\kappa(\omega) := \int_{-\infty}^{\infty} \mu_\kappa(\cdot) e^{-i\omega \cdot \cdot } = \frac{3}{\kappa} (\text{tr} \kappa \ast \text{tr} \kappa)(\omega) . \quad (C.18) \]

This then straightforwardly implies the five properties mentioned in Section 3.1.

**Solution to Exercise 3.3**

By the operator-sum representation of quantum channels (see Proposition 2.21) the pinching map defined by (3.6) is trace-preserving and completely positive since

\[ \sum_{\lambda \in \text{spec}(H)} \Pi_\lambda \Pi_\lambda = \sum_{\lambda \in \text{spec}(H)} \Pi_\lambda = \text{id}_A . \quad (C.19) \]

This also shows that the pinching maps is unital, i.e., \( \mathcal{P}_H(\text{id}_A) = \text{id}_A \).

**Solution to Exercise 3.10**

Let \( (\ell_{kk}) \) denote the entries of the operator \( L_1 \) (if we view it as a matrix). By definition of the tensor product we find

\[ \text{tr} L_1 \otimes L_2 = \sum_k \text{tr} \ell_{kk} L_2 = \sum_k \ell_{kk} \text{tr} L_2 = (\text{tr} L_1)(\text{tr} L_2) , \quad (C.20) \]
which proves the first identity.

Every nonnegative operator can be diagonalized, i.e., there exist unitaries \( U_1 \in U(A) \) and \( U_2 \in U(B) \) such that \( C_1 = U_1 A_1 U_1^\dagger \) and \( C_2 = U_2 A_2 U_2^\dagger \) for diagonal matrices \( A_1 \) and \( A_2 \) with nonnegative entries. We then find

\[
\log C_1 \otimes C_2 = \log (U_1 \otimes U_2)(A_1 \otimes A_2)(U_1^\dagger \otimes U_2^\dagger)
\]

\[
= (U_1 \otimes U_2)(\log A_1 \otimes \log A_2)(U_1^\dagger \otimes U_2^\dagger)
\]

\[
= (U_1 \otimes U_2)((\log A_1) \otimes \text{id}_B + \text{id}_A \otimes (\log A_2))(U_1^\dagger \otimes U_2^\dagger)
\]

\[
= (\log C_1) \otimes \text{id}_B + \text{id}_A \otimes (\log C_2),
\]

which proves the second identity.

The third identity follows from a known relation between the tensor product and the direct sum, i.e.,

\[
\exp(L_1) \otimes \exp(L_2) = \exp(L_1 \oplus L_2) = \exp(L_1 \otimes \text{id}_B + \text{id}_A \otimes L_2).
\]

### Solution to Exercise 4.2

Let \( B_1, B_2, B_3 \in \mathcal{P}(A) \) be such that \( B_k := \log H_k \) for \( k \in \{1, 2, 3\} \). Essentially the same steps as in the proof presented in Section 3.1.3.1 show that

\[
\log \text{tr} \exp(\log B_1 + \log B_2 + \log B_3)
\]

\[
= \frac{1}{m} \log \text{tr} \exp(\log B_1 \oplus m + \log B_2 \oplus m + \log B_3 \oplus m)
\]

\[
\leq \frac{1}{m} \log \text{tr} \exp (\log B_1 \oplus m + \log B_2 \oplus m + \log \mathcal{P}_{B_2 \oplus m}(B_3 \oplus m)) + \frac{\log \text{poly}(m)}{m}
\]

\[
= \frac{1}{m} \log \text{tr} \exp (\log B_1 \oplus m + \log B_2 \oplus m \mathcal{P}_{B_2 \oplus m}(B_3 \oplus m) B_2 \oplus m) + \frac{\log \text{poly}(m)}{m},
\]

where the first step uses Exercise 3.10. The inequality step follows from the pinching inequality (see Lemma 3.5), together with the fact that the logarithm is operator monotone (see Table 2.2) and \( H \mapsto \text{tr} e^H \) is monotone (see Proposition 2.10). Furthermore we use the observation presented in Remark 3.9, i.e., that the number of distinct eigenvalues of \( B_2 \oplus m \) grows polynomially in \( m \). The final step uses that \( \mathcal{P}_C(B) \) always commutes with \( C \) (see Lemma 3.5).

Repeating the same arguments gives

\[
\log \text{tr} \exp(\log B_1 + \log B_2 + \log B_3)
\]

\[
\leq \frac{1}{m} \log \text{tr} \exp (\log B_1 \oplus m + \log \mathcal{P}_{B_1 \oplus m}(B_2 \oplus m \mathcal{P}_{B_2 \oplus m}(B_3 \oplus m) B_2 \oplus m)) + \frac{\log \text{poly}(m)}{m}
\]

\[
= \frac{1}{m} \log \text{tr} \exp (\log B_1 \oplus m B_2 \oplus m \mathcal{P}_{B_2 \oplus m}(B_3 \oplus m) B_2 \oplus m) + \frac{\log \text{poly}(m)}{m},
\]
where the final step uses Lemma 3.5. The integral representation for pinching maps given by Lemma 3.4 shows that

$$\log \text{tr} \exp(\log B_1 + \log B_2 + \log B_3) = \frac{1}{m} \log \int_{-\infty}^{\infty} \mu_{\Delta B_2}^{\otimes m}(dt) \text{tr} B_1^{\otimes m} B_2^{\frac{1}{2}} \otimes m e^{it B_2^{\otimes m}} e^{-it B_2^{\otimes m}} B_2^{\frac{1}{2}} \otimes m + \frac{\log \text{poly}(m)}{m} \quad (C.32)$$

$$\leq \log \sup_{t \in \mathbb{R}} \text{tr} B_1 B_2^{-\frac{1}{2}} B_3 B_2^{-\frac{1}{2}} + \log \frac{\text{poly}(m)}{m}, \quad (C.33)$$

where the final step uses Exercise 3.10 and that for any $B \in \mathcal{P}(A)$ and any $t \in \mathbb{R}$ there exists a $s \in \mathbb{R}$ such that $e^{it \log B} = e^{isB}$. Considering the limit $m \to \infty$ finally gives

$$\text{tr} \exp(\log B_1 + \log B_2 + \log B_3) \leq \sup_{t \in \mathbb{R}} \text{tr} B_1 B_2^{-\frac{1}{2}} B_3 B_2^{-\frac{1}{2}}, \quad (C.34)$$

which proves the desired inequality.

**Solution to Exercise 4.5**

Every positive definite matrix can be diagonalized, i.e., there exists a unitary $U \in \mathbb{U}(A)$ such that $B = U \Lambda U^\dagger$ where $\Lambda$ is a diagonal matrix containing the eigenvalues $(\lambda_k)_k$ of $B$. We thus have

$$\text{tr} \log B = \text{tr} U (\log \Lambda) U^\dagger = \text{tr} \log \Lambda = \sum_k \log \lambda_k = \log \prod_k \lambda_k = \log \text{det} B. \quad (C.35)$$

**Solution to Exercise 5.17**

If we choose $\rho = \rho_{ABC}$, $\sigma = \text{id}_A \otimes \rho_{BC}$ and $\mathcal{E}(\cdot) = \text{tr}_C(\cdot)$, Proposition 5.16 simplifies to the statement that the following are equivalent

1. $I(A : C|B)_{\rho} = 0$
2. $\exists \mathcal{R}_{B \to BC}$ such that $\mathcal{R}_{B \to BC}(\rho_{AB}) = \rho_{ABC}$ and $\mathcal{R}_{B \to BC}(\rho_B) = \rho_{BC}$

In particular the recovery map can be chosen to be the rotated Petz recovery map given in (5.2). This is exactly the statement of Theorem 5.2.

**Solution to Exercise 5.19**

This exercise is so simple that it does not require a solution. If we evaluate Theorem 5.18 for $\rho = \rho_{ABC}$, $\sigma = \text{id}_A \otimes \rho_{BC}$, and $\mathcal{E} = \text{tr}_C$ we immediately obtain Theorem 5.5.

**Solution to Exercise 5.20**

The recovery map $\mathcal{R}_{\sigma,\mathcal{E}}$ is clearly completely positive. It is also trace-non-increasing as for any $t \in \mathbb{R}$
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\[ \text{tr} \mathcal{S}_{\sigma, \varepsilon}(X) = \text{tr} \sigma \varepsilon^\dagger \left( \varepsilon(\sigma)^{-\frac{1}{2}} X \varepsilon(\sigma)^{-\frac{1}{2}} \right) \]  
\[ = \text{tr} \varepsilon(\sigma) \varepsilon(\sigma)^{-\frac{1}{2}} X \varepsilon(\sigma)^{-\frac{1}{2}} \]  
\[ = \text{tr} \Pi \varepsilon(\sigma) X \]  
\[ \leq \text{tr} X , \]

(C.36) (C.37) (C.38) (C.39)

where the final inequality step is an identity in case \( \varepsilon(\sigma) \) has full support. The recovery map \( \tilde{T}_{\sigma, \varepsilon} \) clearly is explicit, universal and perfectly recovers \( \sigma \) from \( \varepsilon(\sigma) \).

For \( \varepsilon = \mathcal{I} \) we find

\[ \mathcal{S}_{\sigma, \mathcal{I}}(\cdot) = \int_{-\infty}^{\infty} dt \beta_0(t) \Pi \sigma(\cdot) \Pi = \Pi \sigma(\cdot) \Pi , \]

(C.40)

which proves the normalization property.

Finally for \( \omega \in P_+(\mathbb{R}) \) we have

\[ \mathcal{S}_{\sigma, \varepsilon} \otimes \omega \otimes \mathcal{I}\mathcal{R}(\cdot) \]
\[ = \int_{-\infty}^{\infty} dt \beta_0(t) \sigma^{-\frac{1}{2}} \otimes \omega^{-\frac{1}{2}} \left( \varepsilon(\sigma)^{-\frac{1}{2}} \otimes \omega^{-\frac{1}{2}} \right) \left( \varepsilon(\sigma)^{-\frac{1}{2}} \otimes \omega^{-\frac{1}{2}} \right) \left( \varepsilon(\sigma)^{-\frac{1}{2}} \otimes \omega^{-\frac{1}{2}} \right) \sigma^{-\frac{1}{2}} \otimes \omega^{-\frac{1}{2}} \]
\[ = \left( \mathcal{S}_{\sigma, \varepsilon} \otimes \mathcal{I}\mathcal{R} \right)(\cdot) , \]

(C.41)

which proves the last property and thus completes the exercise.
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