All light has structure, but only recently it has become possible to construct highly controllable and precise potentials so that most laboratories can harness light for their specific applications. In this chapter, we review the emerging techniques for high-resolution and configurable optical trapping of ultracold atoms. We focus on optical deflectors and spatial light modulators in the Fourier and direct imaging configurations. These optical techniques have enabled significant progress in studies of superfluid dynamics, single-atom trapping, and underlie the emerging field of atomtronics. The chapter is intended as a complete guide to the experimentalist for understanding, selecting, and implementing the most appropriate optical trapping technology for a given application. After introducing the basic theory of optical trapping and image formation, we describe each of the above technologies in detail, providing a guide to the fundamental operation of optical deflectors, digital micromirror devices, and liquid crystal spatial light modulators. We also describe the capabilities of these technologies for manipulation of trapped ultracold atoms, where the potential is dynamically modified to enable experiments, and where time-averaged potentials can realise more complex traps. The key considerations when implementing time-averaged traps are described.
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spatial light modulators (SLMs). We describe several and practical techniques for beam deflection devices anding on to detailed descriptions of the operational theory optical dipole trapping and imaging theory, before mov-

progress achieved thus far. The first section summarizes these devices, along with an overview of the experimental with a clear resource in understanding and implementing ter is to highlight the development of these techniques tion of trapped ultracold atoms. The aim of this Chap-

Among experimental techniques, trapping and ma-
nipulation of ultracold atoms through far-detuned light fields is a mainstay technique of increasing prominence due to the refinement of spatial-light modulator technol-

A. Introduction

Ultracold dilute gases of atoms and Bose-Einstein con-
densates (BECs) provide nearly ideal experimental sys-
tems for a wide variety of condensed matter physics stud-
ies (Chien et al., 2015; Cooper et al., 2019; Stamper-Kurn and Ueda, 2013), while also providing a useful medium for developing precision quantum sensors (Amico et al., 2017; Degen et al., 2017; Seaman et al., 2007). Much of the utility of ultracold atoms is provided through their isolation from the external environment, leading to long coherence times, enhanced by the dilute nature of the sys-
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I. General Considerations

A. Introduction

Ultracold dilute gases of atoms and Bose-Einstein con-
densates (BECs) provide nearly ideal experimental sys-
tems for a wide variety of condensed matter physics stud-
ies (Chien et al., 2015; Cooper et al., 2019; Stamper-Kurn and Ueda, 2013), while also providing a useful medium for developing precision quantum sensors (Amico et al., 2017; Degen et al., 2017; Seaman et al., 2007). Much of the utility of ultracold atoms is provided through their isolation from the external environment, leading to long coherence times, enhanced by the dilute nature of the sys-

Among experimental techniques, trapping and ma-
nipulation of ultracold atoms through far-detuned light fields is a mainstay technique of increasing prominence due to the refinement of spatial-light modulator technol-

While dipole traps formed using single optical beams commonly use the transverse electromagnetic TEM$_{00}$ Gaussian spatial mode, realizing an approximately har-
monic trapping potential, higher order modes can be cre-
ated using static phase masks. Standard optical lenses may resize the resulting fields to form more complex poten-
tials. Further flexibility is achieved using beam de-

B. Overview of Optical Trapping

There are primarily two ways in which light can inter-
act with atoms. The first is through the radiative force resulting from the scattering of photons by the atoms through absorption and re-emission, forming the basis for laser cooling and absorption imaging of the atoms. The second is through the dipole force which complements the radiative force, arising from the interaction between an induced dipole in the electric field and the gradient of the light field. While the dipole force is relatively weak close to resonance, at large detunings of the optical field the dipole force is the dominant component of the light-atom interaction. This dipole force enables most optical trapping in cold atoms with temperatures below the mK range (Grimm et al., 2000).

The optical dipole force is directly proportional to the intensity gradient of the projected light pattern. This can provide a high level of control, and there are multiple methods that can be used to shape the intensity gradients of light fields for application in optical dipole trapping of atoms. The most common is the use of simple Hermite-Gaussian or Laguerre-Gaussian beams to create different trapping geometries (Carrat et al., 2014; Gaunt et al., 2013; Meyrath et al., 2005b; Tempone-Wiltshire et al., 2017).

While dipole traps formed using single optical beams commonly use the transverse electromagnetic TEM$_{00}$ Gaussian spatial mode, realizing an approximately harmonic trapping potential, higher order modes can be created using static phase masks. Standard optical lenses may resize the resulting fields to form more complex potentials. Further flexibility is achieved using beam de-
flection devices, which may control the trapping beam center about a transverse plane. This technique realizes dynamical potentials with complex spatial structure, effec-
tively through the combination of multiple Gaussian beams, either in a static or time-averaged implementa-
tion (Bell et al., 2016; Henderson et al., 2009; Schnelle et al., 2008).

More recently, dynamically reconfigurable devices have supplemented these techniques as their technical state of the art improves. We include here devices that oper-
ate in both the Fourier and image planes of the optical system, and modulate either the phase or amplitude of the light field, or both. With this control, complex
optical potentials can be formed at the focus of a final projection lens or optical system. These devices are usually flat plane devices with small control elements, known as pixels, which can be programmed electronically to discretely control the phase or the amplitude of the light within the region of space. The modified wavefront is then projected onto another plane to provide a light intensity gradient to interact with the atoms. Generally, the axial confinement along the projection direction is provided by an independent beam, resulting in a 2D trapping geometry. Structured trapping beams have also been created using diffractive optical elements, often termed "holograms" (Bakr et al., 2009; Boiron et al., 1998; Newell et al., 2003; Tempone-Wiltshire et al., 2017), and static masks that can be directly imaged onto the atom plane (Eckel et al., 2016; Scherer et al., 2007).

We now provide a brief outline of the Chapter. Section I provides a general overview of optical potentials for trapping neutral atoms (Sec. I.C), and then describes the imaging equations used to determine the results of placing an SLM in either the Fourier or direct image planes (Sec. I.D, I.E). The techniques and considerations for producing time-averaged optical potentials are discussed in Sec. I.F. The introductory section of the Chapter concludes with a listing of key experimental requirements and considerations (Sec. I.G).

Subsequent sections of the Chapter focus on describing the specific technologies of interest: Sec. II describes the theory of beam deflection devices and their experimental implementations and Sec. III introduces the theory of DMD-SLMs and their implementation in the direct-imaging and Fourier planes of an optical system. Section IV describes the operation and implementation of LCD-SLMs in detail, focusing on the operation the commonly-used nematic-type. Section V provides summary remarks and future directions, and includes Table I comparing the devices, providing further guidance to the experimenter in choosing the appropriate technology for their application of interest.

C. Optical Dipole Trapping

We begin by reviewing the atom-light interactions leading to the optical dipole trapping potential. More extensive reviews of the theory of optical dipole traps for trapping neutral atoms can be found elsewhere (Grimm et al., 2000). Here we highlight the key parameters by employing the semiclassical treatment using atomic polarizabilities (Grimm et al., 2000). Other approaches include the optical Bloch approach (Cook, 1979), dressed states (Dalibard and Cohen-Tannoudji, 1985) and Stark energy shifts (Bonch-Bruevich and Khodover, 1968).

1. Atomic Polarizability

The interactions between the optical trapping fields and the confined atoms are mediated by the bound electron states. These states have total magnetic moments formed via coupling between the electron spin \(S\), orbital \(L\) and total nuclear angular momenta \(I\). The electron spin and orbital angular momenta couple most strongly to form the fine-structure states associated with the total electron moments \(J = S + L\). Hyperfine-structure states result from the weaker magnetic interactions between the electron and nucleus, and are associated with compound atomic moments \(F = J + I\). For atom trapping applications, the energy differences between adjacent hyperfine states are proportionately small when compared with the typically far-detuned trapping fields, as required for low scattering rates. The theory of optical dipole traps can thus be developed using the fine-structure (Grimm et al., 2000).

Our treatment commences by considering a generalized atomic energy level structure that features degenerate ground states. The relevant energy level structures for specific atomic species need not incorporate all these features as the ensemble might be polarized in the presence of a magnetic field. The optical trapping field couples the degenerate ground states to the excited states. The composite interaction between the trapping field and atoms is modeled by calculating the total polarizability \(\alpha\), using the ground to excited state transition polarizabilities \(\alpha_{ge}\) and strengths \(k_{ge}\). The ground states are assumed to have equal occupations (Degenhardt et al., 2004; Grimm et al., 2000).

The generalized two-level transition frequency is denoted by \(\omega_{ge}\). The optical field with angular frequency \(\omega\) is detuned by \(\Delta_{ge} = \omega - \omega_{ge}\). Atoms in excited states can also undergo spontaneous decay with rate \(\Gamma_{ge}\). This spontaneous decay rate satisfies the condition \(\Gamma_{ge} \ll |\Delta_{ge}| \ll \omega_{ge}\). In this case, the semi-classical atomic polarizability is given by

\[
\alpha = \left\langle \sum_{c} k_{ge} \alpha_{ge} \right\rangle_g, \tag{1}
\]

\[
\alpha_{ge} = \frac{6\pi\epsilon_0 c^3 \Gamma_{ge}}{\omega_{ge}^2 \left(\omega_{ge}^2 - \omega^2\right)} \left(1 + \frac{i\omega^3 \Gamma_{ge}}{\omega_{ge}^2 \left(\omega_{ge}^2 - \omega^2\right)}\right), \tag{2}
\]

where \(\epsilon_0\) is the permeability of free space, and \(c\) the speed of light.

2. Transition Strengths

Transition strengths \(k_{ge}\) are calculated using Clebsch-Gordan coefficients, which represent the overlap between basis representations. In order to calculate optical transition strength between the ground \(|J_g, m_g\rangle\) and excited \(|J_e, m_e\rangle\) states, we consider the overlap \(|J_g, m_g\rangle_e, m_e\rangle\), where \(m_a\) represents the projection quantum number for angular momentum state \(J_a\). The Clebsch-Gordan coefficients can be calculated in a number of ways, including tables and recursive functions (Sakurai and Napolitano, 2011). Using the Wigner 3-j representation (Edmunds,
vent, termed the D1 and D2 lines. The optical potential transitions which contribute to the optical dipole confine.

For the alkali atoms, there are two strong electric dipole transitions which contribute to the optical dipole confinement, termed the D1 and D2 lines. The optical potential $V(r)$ and dissipative scattering rate $S(r)$ associated with these atomic transitions and the optical intensity profile $I(r)$ are given by

$$V(r) = \frac{-\Re(\alpha)}{2\kappa} I(r)$$
$$S(r) = \frac{+\Im(\alpha)}{\kappa} I(r)$$

where $\Gamma_D$ are the excited state spontaneous decay rates, and $\omega_D$, the angular frequencies of the D-lines.

Attractive or repulsive optical potentials are formed by large negative or positive optical detunings $\Delta_D$, respectively. This is understood by considering the denominators in the equations (4-5), which approximately satisfy $\omega^2 - \omega_D^2 = (\omega + \Delta_D)(\omega - \Delta_D) \approx 2\omega\Delta_D$. Since the scattering rate reduces as $\Delta_D^2$, while the potential strength decreases as $\Delta_D^{-1}$, far detuned optical fields can be used to create trapping potentials with long trap lifetimes. Typical detunings range on the order of hundreds of THz, and watt-level powers can achieve mK trap depths for focused beams. These trap depths are sufficient to confine both ultracold atoms and BECs.

4. Gaussian Beam Traps

From Eq. (4), one can create an optical trap by engineering the intensity distribution $I(r)$ of far-detuned light. Given the single spatial mode output of lasers and optical fibers, a single lens can be used to bring the light to a focus and achieve sufficient trapping potential depth. Repulsive potentials can be achieved for $\Delta_g < 0$ while attractive potentials result for $\Delta_g > 0$.

For a TEM$_{00}$ Gaussian beam, the trapping potential corresponds to the spatial intensity distribution

$$I(x,y,z) = \left( \frac{2P}{\pi w_x w_y} \right) \exp \left( -\frac{2x^2}{w_x^2} - \frac{2y^2}{w_y^2} \right),$$
$$w_{x,y}(z) = \sigma_{x,y} \sqrt{1 + \left( \frac{z}{\pi \sigma_{x,y}^2} \right)^2},$$

where $\sigma$ represents the minimum focused waist along the transverse axes, $P$ the optical power and $\lambda$ the optical wavelength. The potential is then given by Eq. (4). Expanding the Gaussian potential to 2nd order about its center describes a harmonic potential form which simplifies several theoretical considerations. The trap frequencies can be found through a Taylor expansion about the potential minimum, defining $\omega_j = [\sigma_j^2 / \lambda m]^{1/2}$, where $m$ is the mass of the trapped atom. For the Gaussian potential of Eq. (6), the effective transverse trap frequencies are $\omega_{x,y} = [4V_0/m \sigma_{x,y}^2]^{1/2}$, where $V_0 = V(0,0)$ is the trap depth.

Common optical dipole traps (ODTs) use single or crossed Gaussian beams, where $\Delta_g < 0$, forming an attractive trap for the atoms. When trapping using a single dipole beam with $\sigma_x = \sigma_y = \sigma$, the confinement along the propagation direction of the beam is determined by the Rayleigh length $z_R = \pi \sigma^2 / \lambda$ (Grimm et al., 2000), and the trapping frequency can be determined through a Taylor expansion as above. With the exception of high-numerical aperture projection objectives, often located inside the vacuum system (Barredo et al., 2018; Bergamini et al., 2004), limited optical access to the atoms mean that $z_R$ is much larger than $\sigma$ and thus trapping along the propagation direction is weak. SLM and deflector-based traps thus do not usually achieve sufficient trapping along their projection direction. For this reason, confining potentials are usually formed by adding a ‘light sheet’ dipole trap (Davidson et al., 1995) that has weak trapping in the plane of the SLM projection, but has a tight waist and trapping perpendicular to the projection plane, confining the atoms at the focus of the SLM pattern [c.f. Fig. 5(a)]. The tight confinement of the light sheet is typically oriented with gravity.

TEM$_{00}$ Gaussian beams form the basis of configurable deflector controlled optical potentials. Deflector devices may displace the trapping center (Bell et al., 2016; Henderson et al., 2009; Nogrette et al., 2014; Schnelle et al., 2008; Yavuz et al., 2006), or simultaneously form multiple trapping sites (Boyer et al., 2006; Meyrath et al., 2005a; Shin et al., 2004). The flexibility of these methods depends on the spatial resolution of the optical projection system, and temporal resolution of the deflector, as discussed in detail in Sec. II.

5. Higher Order Gaussian Traps

While the majority of trapping uses TEM$_{00}$ Gaussian modes, higher order Hermite Gaussian and Laguerre-
Gaussian modes offer more control over the spatial configuration of the trapped atoms. Innovative optical traps have been created from these beams, for example, homogeneous BECs have been created from the combination of repulsive $[\Delta_{ge} > 0]$ TEM$_{01}$ and LG$_{01}$ modes (Gaunt et al., 2013). Laguerre-Gaussian modes can be also used to transfer orbital angular momentum to trapped BECs through Raman transitions utilizing multiple electronic states of the atoms (Beattie et al., 2013; Moulder et al., 2012; Ryu et al., 2007).

The interference between two Gaussian beams, creating an optical lattice, has also been extensively used for trapping cold atoms; such approaches are beyond the scope of the current discussion and we refer the reader to the existing reviews of these techniques (Bloch, 2005; Morsch and Oberthaler, 2006; Windpassinger and Sengstock, 2013). One-dimensional optical lattices have been used to confine BECs into planes to be compatible with SLM-based optical trapping along the orthogonal direction to the lattice (Ville et al., 2017), similar to the trap achieved with a TEM$_{01}$ mode (Meyrath et al., 2005b; Plisson et al., 2011). This technique has the notable advantage of permitting the waist of the atom trap to be precisely and dynamically controlled – closely matching the depth of focus of projection optics, and furthermore permitting the achievement of effective 2D dynamics (Ville et al., 2017, 2018).

**D. Imaging Equations**

The Fourier-transforming property of a lens is of key importance to image formation and optical trapping when using SLMs to shape the optical dipole field. In the next three sections, we describe the general theory and two devices for image formation, where we use direct imaging or Fourier plane imaging. We begin with a brief review of the theory of image formation from a Fourier optics perspective (Goodman, 2005).

1. **Diffraction Integrals**

Although more exact approaches to solving the scalar diffraction from an aperture can be used (Goodman, 2005), we first describe the Fresnel diffraction approximation as it can be applied when the distance from the aperture $z \gg \lambda$. This is almost always the case, as the wavelength of light used for optical trapping is extremely small in comparison to propagation distances through optical systems. Let $U(\xi, \eta, z = 0)$ define a scalar field at the input aperture of the optical imaging system. For distances $z \gg \lambda$ from the aperture, scalar fields may be approximated by the Fresnel diffraction integral to describe the optical field $U(x, y, z)$,

$$U(x, y, z) = e^{i k z} \frac{1 + \left(\frac{x^2 + y^2}{2 z^2}\right)}{i \lambda z} \times \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} U(\xi, \eta, 0) e^{i \frac{2\pi}{\lambda z} (\xi^2 + \eta^2)} e^{-i \frac{\pi}{\lambda z} (\xi x + \eta y)} d\xi d\eta,$$

where $k = 2\pi/\lambda$. Provided the secondary plane is far from the aperture such that $z \gg k(\xi^2 + \eta^2)/2$, the Fresnel integral may be approximated by the Fraunhofer diffraction integral,

$$U(x, y, z) = e^{i k z} \frac{1 + \left(\frac{x^2 + y^2}{2 z^2}\right)}{i \lambda z} \times \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} U(\xi, \eta, 0) e^{-i \frac{\pi}{\lambda z} (\xi x + \eta y)} d\xi d\eta.$$

This equation, with the exception of the leading term, can be recognized as the Fourier transform of the field at the aperture: $U(x, y, z) \propto \mathcal{F}\{U(\xi, \eta, z = 0)\}$, where the spatial frequencies are given by $x/\lambda z, y/\lambda z$.

While the Fraunhofer approximation holds sufficiently far from the aperture, placing a thin lens just after the aperture, and setting the observation plane to $z = f$, the focal length of the lens, applies a phase factor of $e^{-i \pi \xi^2/\lambda^2}$, exactly canceling the phase term within the Fresnel diffraction integral Eq. (8). The resulting field then has exactly the same form as Eq. (9), where the propagation distance is $z = f$.

2. **Direct Imaging**

The diffraction integral approach introduced in Sec. I.D.1 can be applied to the generalized optical system that is shown in Fig. 1(a). The optical system can consist of any number of optical elements, but can be considered in terms of its entrance and exit pupils, these are found by imaging the system’s aperture to the object and image planes. The transmittance of the pupil is defined by the following function:

$$P(u, v) = \begin{cases} 1 & \text{inside the pupil aperture} \\ 0 & \text{otherwise}. \end{cases}$$

Assuming an ideal plane-wave input, the resulting amplitude at the image plane is defined through

$$h(x, y; \xi, \eta) = \frac{A}{\lambda z_i} \int_{-\infty}^{\infty} P(u, v) e^{-i \pi \xi u + i \eta v} \cdot (x - M \xi + v - M \eta) u \, du \, dv$$

where $A$ is the input amplitude, $z_i$ defines the distance from the exit pupil to the image plane, and $M$ defines the magnification that is obtained from a geometrical optics treatment of the image formation of the system. By introducing the reduced coordinates, $\xi = M \xi$ and $\eta = M \eta$,
magnification (high minification) factors are desired to be relevant to trapping cold atoms with SLMs, large de-

magnitude is given by the ratio of the focal lengths of the objectives, \( M = f_2 / f_1 \). A typical application would utilize an infinity-corrected microscope objective to realize the high minification factor.

For binary devices such as DMD-SLMs, the smooth-

ness of the projected pattern depends on the number of mirrors contained within each resolution element of the image. This can be controlled through careful selection of the magnification relative to the resolution, given the size of the individual elements of the SLM device and the desired resolution at the image plane of the optical system. A complete description of these techniques is found in Sec. III.

3. SLM in the Fourier Plane

We now consider the SLM and first lens in Fig. 1(b), where the SLM is placed \( f_1 \) away from the lens. In this case, one considers the entrance pupil in Fig. 1(a), and propagates the field from the SLM to the entrance pupil in Fig. 1(a) which acts as a low-pass filter to the input field from the SLM. Moving to the focal point of the lens, the Fraunhofer approximation shown in Eq. (9) is valid, realizing the Fourier transform of the SLM-defined input field. In typical implementations, this intermediate image is often then reimaged on the trapping plane, as shown in Fig. 2(c).

As described in Sections III, IV, configurable optical patterns can be realized by implementing a phase or amplitude modulation of the input field with the SLM that is the Fourier transform of the desired pattern. This method has the advantage of directly modulating a complex optical field, rather than just its amplitude as described above for direct imaging.

The general complex modulation property can be understood with the example of a binary amplitude forked diffraction grating, pictured in Fig. 3(a). Between the plane of the grating and some far-field collection plane [see Fig. 1(a)] we have

\[
U_i(x, y) = \int_{-\infty}^{\infty} K(x, y; \xi, \eta) H(\xi, \eta) U(\xi, \eta) d\xi d\eta, \tag{14}
\]

where \( H(\xi, \eta) = \frac{1}{2} - \frac{1}{2} \text{sgn} [\sin (k_0 \xi + k_0 \eta + \arctan \eta/\xi)] \) is the transmission function of the forked diffraction grating, \( K(x, y; \xi, \eta) \) is the integrating kernel [e.g. Fraunhofer, Eq. (9)], \( U(\xi, \eta) \) is the incident complex field amplitudes, e.g. a Gaussian smaller than the pattern, propagating normal to the surface and \( U_i(x, y) \) is the complex field amplitudes after a long distance of diffraction. Light scattered off a forked pattern splits diffraction into multiple orders placed at \( x = 0, \pm (2n-1) k_0 \), from the example. Each of the diffracted orders have well normalized linear momentum shifts, \( \pm (2n-1) \), and orbital angular momentum, \( \pm (2n-1)h \) per photon, with an associated

\[
U_g(\xi, \eta) = \frac{1}{|M|} U \left( \frac{\xi}{M}, \frac{\eta}{M} \right). \tag{12}
\]

The function \( h(x, y; \xi, \eta) \), obtained through the Fourier transform of the pupil function, is also known as the point spread function (PSF) of the optical system and describes the spatial frequencies transmitted by an ideal, aberration free system. The resulting image is then a convolution of the ideal geometrical image with the PSF,

\[
U_i(x, y) = \int_{-\infty}^{\infty} h(x, y; \xi, \eta) U_g(\xi, \eta) d\xi d\eta. \tag{13}
\]
complex field structure, seen in Fig. 3(b)–(c). The result is a spectrum of light of different linear and angular momenta that can be used to manipulate matter. Instead of a long translation distance, a lens at one focal length from the diffraction grating will translate the spectrum of momentum produced into a real spatial coordinate at the focus.

With the simple example of the binary diffraction grating in mind, we now consider the example a nematic liquid crystal SLM, which can change the phase of a field with near zero losses. Many other SLM approaches that modify an input field are described in later sections. In each case, an output field can be ‘sculpted’ out of the incident light by changing the field such that it is no-longer an eigenstate of the Fourier transform operator. This becomes clearer if we consider the difference between the solid and dashed paths in Fig. 1(b). Each point or small pixel on the SLM can be represented with the solid line path and uniform illumination on the dashed line path. The solid line path has a delocalized effect on the Fourier plane and the dashed line path a localized one. Local approximations of any field satisfying the optical transfer properties of the optical system are possible by controlling each element of the SLM at the expense of generating other non-zero amplitude components in the Fourier plane.

Imaging in the Fourier plane is also known as Fourier holography (Wyrowski, 1990) in which the a Fourier transform relationship exists between the shaped wavefront and the diffraction pattern,

\[ \mathcal{F}_{f_X} \{ g(x) \} = G(f_X) , \]  

(15)

where \( \mathcal{F}_{f_X} \) is the Fourier transform from coordinates \( x \) to coordinates \( f_X \), \( g(x) \) is the wavefront, and \( G(f_X) \) is the diffraction pattern.

Both LCD-SLMs and DMD-SLMs can be used to spatially modulate the wavefront in the Fourier plane. DMD-SLMs are limited to binary modulation of the incident wavefront, LCD-SLMs are more varied with several amplitude and/or phase-level modulations possible. DMD-SLMs come with the advantage of being able to display truly static images.

The biggest advantage of using the Fourier imaging over direct imaging is the inverse scaling of the features when performing beam shaping:

\[ \mathcal{F}_{f_X} \{ g(ax) \} = \frac{1}{|a|} G \left( \frac{f_X}{a} \right) , \]  

(16)

shows that large features in the beam shaping plane contribute to small features in the projected plane and vice versa. This is in contrast to direct imaging, Eq. (13), where length scales map linearly between the beam shaping and projection plane. This means that using Fourier plane imaging improves the power efficiency of the system in the creation of small features, and allows for the contribution of many degrees of freedom to the final shape of these small features. These aspects are ideal for applications where the goal is to create one or multiple small traps, such as creating a single lattice site or addressing trapping sites in an atomic lattice.

Performing imaging in the Fourier plane with a finite-size device suffers from all of the problems familiar from fast Fourier transforms performed with a finite length vector. Large features or small features distributed over a large spatial region require high frequency resolution; on the other hand, sharp features require access to high frequency components.

An SLM can be scaled up in size, but unless the device gained more elements there is an inverse relationship between the two requirements, whereby increasing the frequency resolution decreases the highest frequency accessible and vice versa. Another drawback is that for large sharp features most of the high frequency components tend to be zero, which means that the Fourier approach will be inefficient. A better approach in that case is the direct imaging approach.
The goal of all holography techniques is to shape a field, \( U(\xi, \eta) \), at a given location in the system such that when propagated through the optical system it gives the target image plane field \( U_i(x, y) \). In the case of cold atoms trapping, the intensity distribution of the optical field is the parameter of interest \( |U_i(x, y)|^2 \) which means we are free to choose the phase of the electrical field. There are two main challenges to this problem (Goodman, 2005), the first being the computational problem which calculates the required optical field and the second is the physical device limitation problem which will limit the ways in which the complex-valued field can be implemented. Sec. III.B.4 discusses the specific challenge associated with Fourier plane holography using binary DMD-SLM devices and their associated optimization algorithms, while Sec. IV.A focuses on phase based SLMs such as LCD-SLMs.

E. Additional Imaging and Illumination Considerations

1. Wavefront Aberrations

The above description assumes ideal, aberration-free imaging. In practice, this is not the case, even for the best-designed optical systems. However, the typical approach has been to design the optical system to minimize aberrations, and this has led to nearly-diffraction limited optical trapping/imaging (Gauthier et al., 2016; Sherson et al., 2010).

For SLMs in the Fourier plane, controlling the complex optical field can also compensate for subsequent aberrations of the optical system, provided the trapping potential can be probed with high accuracy. This has been accomplished through either examining the atom density (Bell et al., 2016; Tajik et al., 2019; Zupancic et al., 2016), or by measuring the wavefront of the trapping light, typically after the optical system (Bruce et al., 2015; Nogrette et al., 2014; Zupancic et al., 2016). A full treatment of optical aberrations is beyond the scope of this review, and the reader is referred to relevant texts (Boreman, 2001; Goodman, 2005; Sasian, 2013).

2. Imaging With Spatially Coherent Light

The imaging equations discussed above explicitly assume monochromatic illumination, but not illumination that is spatially coherent. In practice, monochromatic illumination is typically achieved for optical trapping through laser illumination of the SLM or deflection device, which is typically nearly monochromatic and also consists of a single spatial mode, usually TEM\(_{00}\). More recently, diffractive optical elements and wavefront shaping have provided avenues for enhancing the uniformity of the illumination for SLMs beyond TEM\(_{00}\) optical beams (Turunen et al., 1988). While high spatial coherence of the laser is advantageous for achieving high intensity illumination of the SLM, and the corresponding optical trapping plane, additional care must be taken in considering the laser beam propagation through the imaging system in addition to the SLM imaging path. For example, Fig. 1(b) shows the propagation of both the SLM image and the collimated illuminating laser through the optical system. Similarly, consideration of the beam propagation through the system requires careful thought in the design of the optical system to ensure high optical throughput to the image plane, which can be accomplished through the ABCD matrix equations or equivalent methods.

Coherent illumination also leads to speckle and the effects of edge diffraction in the images. In subsequent sections, we describe how SLMs in both the Fourier plane and in a direct imaging configuration can be used to mitigate these deleterious effects through feed-forward approaches.

3. High numerical aperture optics

Under focusing with high-NA optics, the paraxial approximation no longer applies and thus the map between the image plane and elsewhere in the optical system cannot be accurately performed using paraxial Fourier transforms. A simple example of the difference is that Gaussian light profiles (TEM) focus to symmetric Gaussian spots under small angle diffraction, but not for large angle diffraction. When the angle of convergence is no longer small the difference between the TE and TM modes becomes apparent. Different interference effects and mode shapes are observed (Richards and Wolf, 1959). When modeling projected light under tight fo-
cusing the diffraction integrals/transforms must thus be modified to account for the actual angular spectrum from the optics and the vector nature of light by calculating the appropriate angle weighted transforms for each field component.

**F. Time-Averaging**

The underlying principle of time-averaged trapping is straightforward – by modulating the potential sufficiently rapidly atoms are effectively confined in a pseudo-static potential equivalent to the instantaneous potential time-averaged over the modulation period. A familiar example of time-averaged potentials applied to cold atom systems is the time-orbiting potential (TOP), which enabled some of the first experimental demonstrations of Bose-Einstein condensation (Anderson et al., 1995). This technique was developed to counter the atom loss through non-adiabatic spin-flips in the vicinity of the magnetic field zero present in a linear magnetic quadrupole trap (Petrich et al., 1995). The addition of a rapidly rotating magnetic bias field and quadrupole field transformed the potential from linear to harmonic, with a non-zero constant magnetic bias.

More recently, the principles of time-averaging have been applied to optical dipole traps. By rapidly modulating the position and intensity of the optical beam, a wide variety of time-averaged trapping geometries have been demonstrated, including line traps, connected reservoirs, lattices, and ring traps (Bell et al., 2016; Henderson et al., 2009; Schnelle et al., 2008).

Time-averaged optical traps have been derived from the fast beam deflection of acousto-optical devices, but as described below, these time-average techniques can be extended to more complex optical potentials derived from spatial light modulators.

**1. Equations of Motion**

Similar to the magnetic case described above, in the context of optical traps, time-averaging requires that the modulation of the beam be sufficiently rapid such that the resulting trap is pseudo-static with respect to relevant time scales for the trapped atoms. Since the creation of a time-averaged optical potential often involves rapid spatial scanning of a beam, as is the case for deflector based approaches, rather than simply modulating an optical intensity in time, the resulting modulation has both a spatial and temporal nature.

The pseudo-static requirement can be rephrased as requiring that no net kinetic energy is added over the course of the cyclic modulation of the potential. For cold atoms with µK or less temperatures, the velocities can be as low as a few mm/s, which sets the minimum modulation rate for containment, as the scanned beam must ‘paint’ the overall potential before the atoms can drift outside the range of the beam. The center of mass of the atoms will then follow the average potential.

For simplicity, we will confine our treatment of time-averaged potentials to the confinement of Bose-condensed gases, described by a well defined wave function. In the mean-field approximation, the condensate wave function \( \Psi(\mathbf{r}, t) \) obeys the Gross-Pitaevski Equation (GPE) (Dalfovo et al., 1999),

\[
\frac{i\hbar}{\partial t} \Psi(\mathbf{r}, t) = \left[ -\frac{\hbar^2}{2m} \nabla^2 + V(\mathbf{r}, t) + g|\Psi(\mathbf{r}, t)|^2 \right] \Psi(\mathbf{r}, t). \tag{17}
\]

The Laplacian term describes the kinetic energy, \( V(\mathbf{r}, t) \) the time-varying potential, and the two-body interaction energy is governed by the constant \( g = 4\pi\hbar^2a/m \), with \( a \) the s-wave scattering length, \( m \) the atomic mass and \( \hbar \) Planck’s constant. \( \Psi(\mathbf{r}) \) obeys the normalization condition \( \int \Psi(\mathbf{r})^2 d\mathbf{r} = N \), where \( n(\mathbf{r}) \) and \( N \) are the density and total atom number respectively.

In equilibrium, condensates with chemical potential \( \mu \), held in a physically time-independent potential \( V(\mathbf{r}) \), are described by the wave-function \( \Psi(\mathbf{r}, t) = \Psi(\mathbf{r})e^{-\mu t/\hbar} \) and the stationary states \( \Psi(\mathbf{r}) \) are solutions of the time-independent GPE,

\[
\mu \Psi(\mathbf{r}) = \left[ -\frac{\hbar^2}{2m} \nabla^2 + V(\mathbf{r}) + g|\Psi(\mathbf{r})|^2 \right] \Psi(\mathbf{r}). \tag{18}
\]

Time-averaged potentials conceptually aim to form an effectively time-independent potential using a rapidly modulated time-dependent potential. Consider the case where the modulation frequency is sufficient that the \( V(\mathbf{r}, t) \) evolves faster than the kinetic and interaction terms in Eq. (17). Time-averaged trapping requires that appreciable energy cannot be continuously added to the system. Thus, during the cyclic modulation of the potential, the kinetic and interaction terms in the GPE are approximately constant, and can therefore be neglected. Condensates in time-averaged traps then approximately obey \( i\hbar \partial\Psi(\mathbf{r}, t)/\partial t = V(\mathbf{r}, t)\Psi(\mathbf{r}, t) \).

The condensate wave function can also be written in an intuitive form through the Madelung representation, \( \Psi(\mathbf{r}, t) = \sqrt{n(\mathbf{r}, t)} e^{i\phi(\mathbf{r}, t)} \), where \( n(\mathbf{r}, t) \) is the condensate density that may vary spatially and with time, and \( \phi(\mathbf{r}, t) \) the corresponding spatial and time-dependent phase. This representation must preserves the normalization condition \( \int d\mathbf{r} |\Psi(\mathbf{r}, t)|^2 = N \), at each time \( t \). Combining the Madelung representation and time-averaged trapping equation of motion, and then collecting real and imaginary components, leads to the phase and density equations of motion,

\[
\hbar \partial \phi(\mathbf{r}, t) / \partial t = -\nabla \left( V(\mathbf{r}, t) \right), \quad \partial n(\mathbf{r}, t) / \partial t = 0. \tag{19}
\]

**2. Scanning Frequency Requirements**

In the approximation described by Eq. (19), the density of the condensate is constant, and effectively confined using the instantaneous potential time-averaged over one
complete scanning cycle,
\[ V(r) = \frac{1}{T} \int_0^T V(r, t) \, dt . \] (20)

However, the time evolution of the potential results in an imprint of the condensate phase. This effect has been utilized to imprint excitations into a condensate such as solitons (Aycock et al., 2017; Burger et al., 1999; Denschlag et al., 2000) and persistent currents (Bell, 2020; Gauthier, 2019; Kumar et al., 2018; Zheng and Javanainen, 2003).

For a time-averaged trap, the resulting continuous phase imprint can be determined by specifying the time dependent potential \( V(r, t) \) and then solving Eq. (19) for the phase \( \phi(r, t) \). It should be noted that, although the magnitude of the phase imprint is reduced through more rapid modulation of the potential, it remains a non-vanishing contribution to the local phase of the condensate. The additional phase evolution of the condensate imposed by the time-averaged trap may be an important consideration for particular applications that are phase-sensitive, such as interferometry.

As the modulation frequency of the trap is decreased, the kinetic and interaction terms in the GPE become non-negligible and the condition of constant density no longer holds. As a result, the density begins to respond to the instantaneous modulated potential. This excitation of the condensate can lead to atom loss as the kinetic energy per particle,
\[ T(r, t) = \left( -\frac{\hbar^2}{2m} \right) \frac{\nabla^2 \Psi}{\Psi^* \Psi} , \] (21)

exceeds the time-averaged trap depth \( V(\infty) \).

While Eq. (21) holds generally, this formalism derives the well known ‘parametric heating’ limit \( f_m > 2f_1 \) for harmonic potentials. Here \( f_m \) represents the modulation frequency and \( f_1 \) the time-averaged trapping frequencies along the modulated confinement directions, where it is assumed that trapping along the axial direction is provided by the light sheet described above (Bell, 2020; Bell et al., 2018). Close to the boundary between trapped and untrapped conditions, parametric heating of the condensate periodically ejects atoms from the potential (Bell et al., 2018).

3. Phase Imprinted Micromotion

While the average position of the BEC is constant in a rapidly varying potential, instantaneous forces result in micromotion within the condensate. These effects were first encountered for neutral atoms trapped in TOP (Petrich et al., 1995). While for many applications the time-independent zeroth-order approximation adequately describes the TOP, more exact treatments reveal the atoms undergo micromotion. Micromotion has been observed using time-of-flight center-of-mass measurements (Müller et al., 2000). The phase imprinting resulting from the time-varying optical field, introduced in the previous section, similarly results in a continuously evolving velocity field through
\[ v(r, t) = \frac{\hbar}{m} \nabla \phi(r, t) . \] (22)

While closed trajectories must be formed by the velocity field for the atoms to remain trapped, the displacement trajectories need not be closed over the time-averaging cycle. This allows the atoms to migrate around the trap, for example through azimuthal precession around a ring geometry (Bell, 2020; Bell et al., 2018).

G. Consideration of Experimental Requirements

The several technologies introduced above provide for a variety of approaches for production of configurable optical potentials for trapping cold atoms. The typical experimental implementations of AODs, SLMs in the Fourier plane, and SLMs in the direct imaging configuration are shown in Fig. 2. Depending on the particular application of interest, various factors may determine which approach is best suited. Here, we outline the key technical considerations and how those are addressed by each of the different technologies. This section aims to guide the reader in making a preliminary assessment as to which of the available technologies most likely satisfies their specific experimental requirements.

1. Condensate density in optical potentials

We consider here the distribution of ultra-cold trapped atoms, such as a BEC, trapped within an arbitrary optical trapping potential \( V(r) \). For sufficiently high atom number, the interaction energy between atoms is much larger than the kinetic energy term in Eq. (17). Under these conditions, known as the Thomas-Fermi approximation, the kinetic term is set to zero, resulting in the following time-independent form of the equation:
\[ \left[ V(r) + g|\Psi(r)|^2 \right] \Psi(r) = \mu \Psi(r) . \] (23)

This leads to a simple form for the condensate density:
\[ n(r) = |\Psi(r)|^2 = \frac{\mu - V(r)}{g} . \] 

The density thus simply follows the spatial profile of the trapping potential, up to the boundary at \( V(r) = \mu \) since \( n(r) \geq 0 \).

Here we assume the dipole trapping light is red-detuned (attractive), with a fixed light sheet confining atoms in the vertical direction with trap frequency \( \omega_z \), and transverse harmonic trapping with trap frequency \( \omega_r \), provided by the projected light pattern. Modeling the local trap as a waveguide, a condensate in the three-dimensional regime will have a chemical potential scaling as \( \mu \propto \omega_z \omega_r \). Thus, within the relevant energy scale, the chemical potential \( \mu \) follows the local average optical intensity as \( \mu \propto I_0^{1/4} \). For a typical condensate, the chemical potential is on the order of tens of nK, whereas the optical potential is typically much larger. Since the
density of the condensate closely follows the optical potential, small perturbations in the optical field can result in significant density fluctuations across the condensate. These aspects highlight that the precision of the optical projection is a key consideration when implementing configurable optical potentials. This requirement is met with various trade-offs and advantages for the different technologies, which are described in subsequent sections.

2. Spatial and Temporal Trapping Resolution

The spatial resolution of the projection system can be determined through the scalar diffraction treatment in Sec. I.D.1, this calculation, along with the effective aperture of the system, determined by the input optical beam, determines the minimum feature size, or resolution element, of the projected potential. For beam deflectors, this will typically be the focused spot size achieved by sending the deflected beam through the final focusing optical element. For projection of an SLM, the achieved resolution element is typically determined by the effective numerical aperture of the overall optical system, determined relative to the exit pupil (see Fig. 1).

The size of the resolution element is an important consideration in the design of a configurable trapping system. First, it clearly determines the minimum feature size that can be achieved with the system. Secondly, for techniques that result in the generation of discrete beam locations, such as rapid scanning of a beam deflector through a sequence of points, the size of the resolution element determines the separation between two projected points that still results in a smooth potential. This spacing can be conservatively estimated through the Sparrow criterion (D. Dekker and Van den Bos, 1997; Sparrow, 1916; Trypogeorgos et al., 2013), which minimizes the second derivative of the intensity variation between two adjacent resolution elements, resulting in an overall smooth potential.

When scanning a deflector controlled optical beam, or using pulse-width modulation of a DMD-SLM to produce time-averaged potentials, temporal resolution is likewise a key design parameter. As discussed in the previous section, temporal modulation must be fast, on the scale of trap frequencies, and must not lead to kinetic energies sufficient to escape the trap. Since the devices have a fixed bandwidth, resulting in a limited temporal discretization of a given trapping sequence, a balance between the spatial and temporal resolution must be found depending on the requirements of the desired potential. High-resolution time-averaged patterns require a small imaging system PSF, leading to a larger number of points needed to paint a potential in the deflector case, or a larger number of dithered DMD-SLM patterns to achieve the same smoothness in the potential (see Sec. III for further details). For a given optical intensity control, greater spatial resolution is thus possible at the expense of temporal resolution, and vice-a-versa.

When implementing phase-modulating SLMs in the Fourier plane, the smoothness of the trapping potential can be effected through the production of speckle and optical vortices, resulting in 100% local intensity modulation of the optical potential, that can be the result of iterative Fourier transform algorithms (ITFAs) that are often used to calculate phase-based holograms (Aagedal et al., 1996; Senthilkumaran et al., 2005). Improvements to these algorithms for application to cold atoms that mitigate these effects have been developed (Gaunt and Hadzibabic, 2012; P. and D., 2008), and are discussed in further detail in Sec. IV.

3. Optical Trapping Depth

Typical optical trapping configurations using the three technologies of AODs, direct-imaged SLMs, and SLMs in the Fourier plane are shown in Fig. 2. These configurations differ widely in their light efficiency, which, along with the detuning $\Delta_g$ of the laser from the resonant transition and the numerical aperture of the optical system determine the achievable trap depth.

Beam deflection devices such as AODs or EODs provide the highest optical trap depths, as the crystalline materials exhibit high transmission ratios and very high optical damage thresholds, and are thus suitable for trapping thermal atoms prior to evaporation to BEC (Barrett et al., 2001; Roy et al., 2016). However, for very high power applications, the TeO$_2$ material commonly used to manufacture AODs can exhibit thermal lensing (Bendow and Gianino, 1973; Sparks, 1971). This leads to a power-dependent shift of the focal position of the optical trap (Hansen et al., 2013), although the effects may be mitigated through careful optical design (Simonelli et al., 2019), or choice of modulator materials with lower index of refraction dependence on temperature, such as quartz or flint glass.

The diffraction efficiency of an AOD at its center frequency, and exactly meeting the Bragg condition can surpass 95%. However, these conditions will not be satisfied simultaneously for all the deflection angles, and so overall efficiency will be slightly reduced. Phase array oscillator designs, which modify the angle of the acoustic wave as a function of drive frequency can provide a more uniform diffraction response across the tuning range. However, as the number of points making up the time-averaged pattern increases, the available trapping power will be divided across the number of points. For time-averaged trapping of BECs, power limits of AODs have not typically been a significant limiting factor. Instead, time-averaged traps are limited by the bandwidth of the scanned AOD, reducing the number of possible points that can be defined while still maintaining a time-averaged trap.

The optical trapping depth achievable with SLMs similarly depends on the numerical aperture of the system, but will also be limited by the damage threshold of the
devices, which is much lower than beam deflection devices. DMD-SLMs have a typical damage threshold of 25 W/cm² (Texas Instruments, 2012), but care must be taken for thermal management of the device so that one only illuminates the reflective mirrors of the DMD-SLM, and thermal contact is made to the back of the DMD-SLM device. Furthermore, the fill factor of the DMD-SLM device (typically > 90%) and transmission losses, result in a reflectance from the device of ~ 80%. However, as described in detail in Sec. III, the mirror array realizes a two-dimensional diffraction grating, which results in a wavelength dependent efficiency, which along with variance in the mirror angle results in a maximum efficiency of ~ 30% - 55% in the primary diffraction order. In both the direct and Fourier plane implementations, the overall light throughput is reduced as the ‘off’ mirrors dump the illuminating light. This results in reduced optical power available for trapping, given by the ratio of ‘on’ mirrors to ‘off’ mirrors, so the overall efficiency of a DMD-SLM in the direct imaging mode will be ≤ 55%.

With a DMD-SLM in the Fourier plane generating holograms based on linear diffraction grating efficiencies of 1% – 2% have been reported (Zupancic et al., 2016). For direct imaging, a further reduction in trapping intensity may result from overfilling the SLM aperture, as shown in Fig. 2(b), to achieve more uniform illumination from the input Gaussian beam.

Transmission and reflection LCD-SLMs can demonstrate much more promising performance, accommodating large illumination intensities > 400 W/cm², and realizing first-order diffraction efficiencies exceeding 90% (Meadowlark Optics, 2020).

4. Modulator Bandwidth

Optical deflectors such as AODs and EODs are the largest bandwidth devices, with center frequencies typically in the hundreds of MHz to GHz range, and modulation bandwidths of tens to hundreds of MHz [n.b. that EODs can either be resonant or broadband; for a broadband EOD there is no well-defined center frequency]. For AODs, the limitation of these devices is determined by the acoustic mode’s propagation across the input beam diameter, and the number of points building up the scanning pattern. Typical scan frequencies, for patterns consisting of ~ 25 points, are on the order of 10 kHz - 50 kHz, depending on the particular material and sound mode used in the device. For further details see Sec. II.

For DMD-SLMS mirror switching speeds are on the order of 20 µs, but may be controller limited; full frame refresh rates can thus vary between 9 - 50 kHz. These rapid switching rates enable time-averaging in these devices. Furthermore, the DMD-SLMS can realize quasi-static patterns, although flicker noise is present as the mirrors are periodically cycled to avoid permanent locking of the mirrors in the on/off position. This flicker occurs at the refresh rate, and results in a mirror settling period of 20 µs (Hueck et al., 2017). This flicker of the image can lead to undue heating of the cold atoms, the effect that is more pronounced in lighter atoms. This flicker can be mitigated by modulating the refresh clock to prevent unwanted refresh (Hueck et al., 2017), although care must be taken to avoid permanent latching of the mirrors if too much time passes between refreshes. For further details see Sec. III.

Liquid crystal based SLMs also suffer from flicker, where the modulation of the light varies in time due to the change in orientation of the crystals under the influence of the time-varying applied field. A number of types of liquid crystal will thus slowly drift in their local orientation due to relaxation in an applied field. To maintain a consistent average orientation the applied field is dithered resulting in phase flicker, typically on the order of 120 Hz (Lizana et al., 2008). The engineered refresh in the applied field will occur at about twice the frame rate due to criteria imposed by Nyquist sampling. However, this is not always going to be the case as some manufacturers try to correct for this phenomenon. Furthermore the flicker effects can be minimized through techniques such as reducing the temperature of the SLM (García-Marquez et al., 2012). Further details are discussed in Sec. IV.

5. Computational Complexity

Computational complexity is very low when SLMs are used in imaging mode and when frequency sweeping AODs. When used in a Fourier imaging mode, SLMs can require significant computation to generate the desired field in the image plane, particularly if an iterative algorithm is used to calculate the required hologram (Gaunt and Hadzibabic, 2012; P. and D., 2008; Zupancic et al., 2016). However, devices in the Fourier plane come with the advantage that the phase of the field may also be controlled. This property arises because the optical transfer function transforms the field of complex numbers just like the Fourier transform does, and can be harnessed to correct for wavefront aberrations, for example.

6. Hardware Selection

Among the various technologies, the optimal choice of a spatial light modulator will be specific to the particular application. Some of the primary considerations when implementing a device, with regards to the above more detailed discussion, are summarized in the following paragraphs. Additional information is included in Sec. V, where a general guide to device selection is provided.

**Desired geometry** – A variety of geometries are required for different applications. Simple single Gaussian traps, and 1D and 2D arrays of such Gaussian traps, are suited to multifrequency-driven AODs or EODs, with or without time-averaging. Fourier plane SLMs are also suitable for producing arrays of Gaussian traps (Nogrette et al.,
More complex potentials are achieved with SLMs, either in the Fourier plane or direct imaging. Direct imaging is most suitable for producing hard-walled trapping potentials, such as uniform discs (Gauthier et al., 2016; Ville et al., 2017) or boxes (Kwon et al., 2020; Luick et al., 2020; Ville et al., 2018), as in the absence of halftoning methods (c.f Sec. III), the binary nature of the potential is directly transferred to the resulting potential.

**Trap depth** – The required trap depth is application dependent, and varies with the trapping wavelength and device efficiency. While AODs, EODs, and LCD-SLMs have efficiencies exceeding 90%, and direct imaged DMD-SLMs have efficiencies of \( \sim 55\% \), DMD-SLMs in the Fourier plane typically will have efficiencies on the order of 4\%. This inefficiency can be offset through the use of more closely detuned light.

**Time-averaged vs. static trapping** – Time averaging requires sufficiently fast modulation of the trapping potential. This is achievable with AODs, EODs, and DMD-SLMs, and will also depend on the mass of the trapped particles (Hueck et al., 2017).

**Trapping wavelength** – While EODs and AODs can operate with a broad range of optical wavelengths, depending on device design and optical coatings, SLMs may be more wavelength specific. In particular, the diffraction efficiency of DMD-SLMs depends on the selected wavelength, for a given mirror pitch, see Sec. III.A.

**Aberration correction** – Correction of wavefront aberrations requires an SLM in the Fourier plane of the optical system, in the absence of static beam correction methods or other adaptive optics schemes.

**Temporal and spatial resolution** – Spatial resolution can be estimated by the Gaussian optics analysis of the optical system that focuses the light on the atoms. This can be determined by the condition of the diffraction limit for a plane wave of a specific wavelength input to the optical system, but care must be taken to consider optical aberrations since these will reduce the resolution. In terms of producing highly complex optical patterns, directly imaged SLMs are typically superior to other techniques. Temporal resolution is determined by the access time of the device, and modulation frequencies can range from \( \sim 1 \) kHz for LCD-SLMs, to \( \sim 20 \) kHz for DMD-SLMs, to \( \sim 10 \) kHz to \( \sim 10 \) GHz for AODs and EODs, respectively. For time averaged traps using AODs and EODs, where a beam is rapidly scanned, the requirement of maintaining the time-averaged conditions means that the access time is divided by the number of points in the painted pattern (Bell et al., 2018, 2016).

### II. Beam Deflection Devices

Interactions between photons and phonons in optically transparent dielectric materials facilitate the control of an optical trapping beam’s power, frequency, location and polarization. Acousto-optic modulators (AOMs) and acousto-optic deflectors (AODs) describe physically analogous devices which leverage these interactions, and are named according to their intended applications. Modulators primarily control the optical intensity and frequency (Chang et al., 2008; Donley et al., 2005; Schwenger and Higbie, 2012), while deflectors emphasize the deflection angle for optical beam steering and trapping applications, as shown in Fig. 2(a).

AODs induce Bragg diffraction to effectively deflect an incident optical beam. Using an acoustic traveling-wave, the input beam, typically a Gaussian TEM\(_{00}\), is diffracted; the acoustic frequency determines the beam deflection angle and resulting trapping location after transmission through a focusing lens. Optical traps have been formed by driving the AODs with multiple frequencies simultaneously, and using rapid frequency modulation to form time-averaged optical fields (Bell et al., 2016; Henderson et al., 2009; Schnelle et al., 2008).

Electro-optical deflectors (EODs) are an alternative to AODs that use electro-optic materials and electric fields to directly steer an optical beam. The applied field perturbs the crystalline structure, resulting in a change to the refractive index (Valentine et al., 2008).

Optical deflectors typically modulate the beam along one direction. Optical traps extending across the two-dimensional plane at the lens focus can be realized with two deflection elements in close sequential series, permitting deflection of the incident beam along two orthogonal directions. Commercial bi-directional scanners normally co-house these deflectors within one device. Some modes of operation additionally enable bi-directional steering using a single integrated acousto-optic or electro-optic cell; examples include the longitudinal mode AODs and index gradient EODs discussed in later sections.

#### A. Deflection Theory

Acousto-optic interactions are just one example of the photo-elastic effect, which changes the optical properties of a material in response to mechanical strain. Acoustic running waves within a transparent material may thereby induce a refractive index grating from which the incident optical trapping beam will diffract. AODs are constructed to precisely control this diffraction grating by sandwiching the optical material between one or more piezoelectrical transducers and an acoustic damping block; these three components are collectively called a Bragg cell.

Electro-optic interactions may additionally change the optical properties of a material using an applied electric field. The Pockel and Kerr effects constitute the first lin-
ear and second quadratic orders of the multi-pole expansion for electric field vector $E$, respectively (Römer and Bechtold, 2014). While most materials exhibit a weak Kerr effect, the Pockel effect only occurs in materials which lack inversion symmetry. Simple EODs use these interactions to homogeneously modulate the refractive index of materials held between high voltage plates. The applied voltage determines the optical angle of refraction through planar interfaces.

Gradient index EODs, constructed using Potassium Tantalate Niobate, produce larger deflection angles with smaller applied voltages, compared to surface refraction based devices (Naganuma et al., 2009). These devices exploit the Kerr and space-charge effects; the latter effect creates a spatially varying charge distribution by injecting electrons through the cathode (Nakamura et al., 2008, 2006). The resulting electric field gradient forms a spatial refractive index gradient which acts to continuously deflect the beam.

1. Anisotropic Dielectric Media

The starting point for understanding the interactions between light and acousto-optic or electro-optic materials is classical electromagnetism. Optical beams are treated using their principal electric $E(r, t)$ and magnetic $H(r, t)$ vector field components; these physically mediate the forces between charged objects. The supplementary electric $D(r, t)$ and magnetic $B(r, t)$ vector flux densities additionally quantify how the primary fields evolve through electric charge and current free spatial regions. Two constitutive relations between the electric $E \leftrightarrow D$ and magnetic $H \leftrightarrow B$ fields, and Maxwell’s equations, govern the interactions between the optical trapping fields and the materials used to engineer beam deflectors (Saleh and Teich, 1991). The relevant Maxwell’s equations are

\[
\nabla \times H = \frac{\partial D}{\partial t}, \quad \nabla \cdot D = 0, \quad -\nabla \times E = \frac{\partial B}{\partial t}, \quad \nabla \cdot B = 0.
\]

Optical beam deflectors are commonly manufactured using linear anisotropic dielectric materials. Interactions between the trapping beam and these materials are governed by the dielectric constitutive relationship between $E \leftrightarrow D$. This relationship may in general be described using the impermeability tensor $\zeta$ and scalar vacuum permittivity $\epsilon_0$, using

\[
\zeta_D = \epsilon_0 E.
\]

Common dielectric materials which are non-magnetic and are not optically activated are generally described using symmetric second order impermeability tensors, where $\zeta_{ij} = \zeta_{ji}$. The principal coordinates $x_i$ and the associated elements $\zeta_i = \zeta_{ii}$ are found using diagonalisation, and the refractive indices $n_i = \sqrt{1/\zeta_i}$ satisfy,

\[
\sum_{ij} \zeta_{ij} x_i x_j = \sum_i \frac{x_i^2}{n_i^2} = 1.
\]  

2. Impermeability Modulation

AODs induce strain waves within suitable crystalline materials, from which the incident optical trapping beam is diffracted into one or more spatial orders. Piezoelectric transducers convert electrical modulations into molecular displacements $u$, which then define the strain tensor $S$. The relationship between the mechanical strain and the modulated optical properties of a specific material are characterized using the strain-optic tensor $p$, and

\[
\zeta_{ij}(S) = \zeta_{ij} + \sum_{kl} p_{ijkl} S_{kl},
\]

\[
S_{kl} = \frac{1}{2} \left( \frac{\partial u_k}{\partial x_l} + \frac{\partial u_l}{\partial x_k} \right).
\]

EODs instead modulate the optical properties of suitable materials using an applied electric field $E$. Those materials without and with inversion symmetry generally exhibit the Pockel and Kerr effects most strongly, respectively. The electric field and optical qualities of a specific material are related using the linear $q$ and quadratic $r$ electro-optic tensors, and

\[
\zeta_{ij}(E) = \zeta_{ij} + \sum_k q_{ijk} E_k + \sum_{kl} r_{ijkl} E_k E_l,
\]

\[
q_{ijk} = \frac{\partial \zeta_{ij}}{\partial E_k}, \quad r_{ijkl} = \frac{1}{2} \frac{\partial^2 \zeta_{ij}}{\partial E_k \partial E_l}.
\]

3. Acousto-Optic Deflection

The operation of AODs can be better understood if we neglect the crystal anisotropy, polarisation effects and assume that the photoelastic interaction region is sufficiently narrow that diffraction occurs from a stationary grating (Saleh and Teich, 1991). With these assumptions, the acoustic wave fronts effectively constitute reflectors with length $L$, as shown in Fig. 4(a). Let $\{\lambda_1, \theta_1, k_1\}$ represent the incident optical wavelength, angle and wave-vector and $\{\lambda_s, I_s, k_s\}$ the acoustic wavelength, intensity and wave-vector; $\mathcal{M}$ the crystal photoelastic parameter; and $n$ the bulk refractive index. The first-order diffrac-
with a fixed acoustic grating angle $\theta$ optical beam are mechanically fixed, standard AODs controlled using Niobate (KTN) crystal, which induces an electric field gradient potential $V$ homogeneously modulate the bulk refractive index of a transparent material between two capacitor plates using electrical strain waves respectively; these differently affect the optical polarization of the diffracted beam. (c) Interface refraction EODs below saturation range $\theta$ array devices steer acoustic wave angle absorption material. These elements generate traveling acoustic waves from which the incident optical beam diffracts. Phased optically transparent dielectric crystalline medium sandwiched between one or more piezoelectric oscillators and an acoustic technologies, and which are suitable for developing scanning beam based atom trapping applications. (a) AODs consist an FIG. 4 Schematic representation for refractive index modulation schemes which enable several commercially available deflector technologies, and which are suitable for developing scanning beam based atom trapping applications. (a) AODs consist an optically transparent dielectric crystalline medium sandwiched between one or more piezoelectric oscillators and an acoustic absorption material. These elements generate traveling acoustic waves from which the incident optical beam diffracts. Phased array devices steer acoustic wave angle $\theta$, using multiple oscillators to preserve the Bragg condition across a broader deflection range $\theta_2$. (b) Commercial AODs commonly induce transverse or longitudinal mode oscillations associated with shear and tensile strain waves respectively; these differently affect the optical polarization of the diffracted beam. (c) Interface refraction EODs homogeneously modulate the bulk refractive index of a transparent material between two capacitor plates using electrical potential $V$. (d) Gradient refraction EODs induce an inhomogeneous charge distribution within the Potassium Tantalate Niobate (KTN) crystal, which induces an electric field gradient $\partial E/\partial y$ and corresponding refractive index gradient (Römer and Bechtold, 2014).

The maximum optical diffraction efficiency occurs for $2k_1\sin \theta_1 = k_s$. Consistent with three wave-mixing, this condition conceptually simplifies the operation of AODs. The diffracted optical frequency $\omega_2$ and the deflection angle $\theta_2$ result from energy and momentum conservation. The diffracted power $P_2$, can be controlled, up to the input power $P_1$, by modulating the acoustic power $P_s$, below saturation $P_0$. Given sound velocity $\nu_s$, AODs are controlled using

$$P_2 \approx P_1 \sin^2 \left( \frac{\pi}{2} \sqrt{\frac{F_s}{F_0}} \right),$$

$$\theta_2 = \arcsin \left( \frac{\lambda_1 \omega_s}{4 \pi \nu_s} \right),$$

$$\omega_2 = \omega_1 \pm \omega_s. \tag{30}$$

Since the relative alignment of the AOD and incident optical beam are mechanically fixed, standard AODs with a fixed acoustic grating angle $\theta_s$ ensure that $\theta_1 \neq \theta_2$ for deflection angles about some center. The diffraction efficiency and deflected optical power then appreciably vary across broader scanning patterns, modulating the depth of planar optical potentials. Smoother potentials are achieved using phased array piezoelectric oscillators, shown in Fig. 4(a) (Pieper and Korpel, 1983; Wang et al., 2017). Phased array AODs control the relative phases between the adjacent oscillators to tune $\theta_s$, and maintain the nearer to optimal Bragg condition $\theta_1 \approx \theta_2$ across a broader bandwidth $\omega_s$.

Beyond the scalar grating model, the anisotropy of the modulation crystal and the strain wave polarization may additionally affect the trapping beam polarization. While optical potentials formed using far-detuned fields are commonly unaffected by the trapping beam polarization, the experimental integration of several optical fields often requires a specific polarization; combining trapping and imaging light using a polarizing beam cube is one example. The longitudinal and transverse sound modes, associated with the tensile and shear oscillations, respectively, are illustrated in Fig. 4(b). While longitudinal mode AODs may preserve the optical polarization of the diffracted beam, transverse mode AODs behave like half-wave plates (Alippi, 1973).

4. Electro-Optic Deflection

EODs deflect an incident optical trapping beam using refraction, rather than diffraction (Römer and Bechtold, 2014). Refraction either occurs along the planar interfaces between two materials with different bulk refractive indices, or continuously through materials within which a spatially varying refractive index has been established.

Interface refraction based EODs are manufactured by sandwiching an electro-optic material between high-voltage capacitive plates; shown in Fig. 4(c). Modulating the electrical potential $V$ creates the spatially homogeneous electric field $E$, which alters the bulk refractive index $n(E)$. The beam deflection angle $\theta_2$ is then simply governed by Snell’s law and the precise geometry of the crystal or crystals manufactured.

Gradient refraction based EODs similarly consist an electro-optic material between high voltage capacitive plates. However, the selection of specific materials which...
additionally exhibit the space-charge effect continuously deflects the incident optical beam through the crystal; see Fig. 4(d). Using Potassium Tantalate Niobate, charge injected via the cathode creates a spatially varying electric field which, combined with the Kerr effect, creates an approximately linear refractive index gradient. Provided the necessary stringent temperature requirements have been satisfied, the beam deflection angle is

\[ \theta_2 = -\frac{\alpha n^2 \varepsilon_0^2 V^2 L}{d^3}, \]

where \( n = 2.2 \) and \( \varepsilon_r = 3 \times 10^4 \) are the refractive index and relative permittivity at \( V = 0 \), respectively; \( L \) is the crystal length; \( d \) the crystal thickness; \( \varepsilon_0 \) the free-space permittivity; and the constant \( \alpha = 0.153 \text{ rad} \cdot \text{m}^4/\text{C}^2 \).

EODs offer many advantages over AODs. Near unity deflection efficiencies are achievable, limited by reflection and absorption losses. The deflection angle does not depend on the wavelength of the optical beam as the index dispersion is relatively constant, unlike AODs. EODs also overcome the aberrations associated with acoustic non-linearity (Woody et al., 2018). The EOD random access response is limited by the capacitive response time of the electro-switching circuit, rather than the AODs speed of sound. However, the deflection angles normally achieved using EODs are smaller.

Despite these advantages, EOD’s have had much more limited usage than AODs in cold atom trapping. For commercial optical systems, they have been used for precision beam steering, and laser data storage and recording, with improved stability and frequency response over mirror beam steering. For scientific applications, their primary use has been steerable optical tweezers in biological systems (Curtis et al., 2002; Padgett and Di Leonardo, 2011; Sheetsz, 1998).

B. Multiple Beam Optical Traps

Optical potentials that extend across larger areas or include regions of smoothly varying depth require multiple overlapping beams. In practice, aligning and combining large numbers of independent trapping beams is increasingly difficult. Beam deflectors can simplify the creation and alignment of several adjacent optical beams. Rectangular arrays of optical beams can be generated using a multiplexed driving scheme, which drives the deflector at multiple frequencies simultaneously. Time-averaged scanning methods are used to enable the formation of more flexible trapping geometries.

Time-averaged AOD optical potentials have demonstrated the formation of planar matterwave circuits and waveguides (Bell et al., 2016; Henderson et al., 2009; Ryu et al., 2013; Ryu and Boshier, 2015) for studies involving persistent currents and phase slips (Wright et al., 2013). AODs have facilitated the assembly of defect free atomic arrays (Barredo et al., 2016; Ohl de Mello et al., 2019; Schymik et al., 2020). AOD controlled optical tweezers with two (Deb et al., 2014; Roberts et al., 2014) and three (Barredo et al., 2018; Chisholm, 2018) spatial dimensions have also enabled the formation of neutral atom based quantum logic gates (Levine et al., 2019) and vortex generation (Jackson et al., 1998; Madison et al., 2000; Simson et al., 2016).

Here we outline some of the additional considerations relevant when forming complex optical potentials using beam deflectors. In most cases, we wish to create uniform depth optical potentials across an extended area.

1. Density Based Feedforward

Optical potentials using steered beams generated from an acousto-optical deflector, either in multiplexed or time-averaged operation, generally require some level of beam intensity correction, particularly when a uniform smooth potential is desired. This is due to a number of factors. Firstly, the efficiency of the device is not constant with driving frequency, resulting in a variable beam intensity for different points across the deflection range. Secondly, due to the comparatively weak confinement along the propagation axis, additional trapping fields are used to provide confinement in that axis, and trap atoms within the steered beam’s focus. Typically this would be through the use of a cylindrically focused optical sheet potential, which has a broad transverse Gaussian waist oriented perpendicular to the scanned potential and provides planar confinement against gravity (Davidson et al., 1995; Henderson et al., 2009; Schnelle et al., 2008); see Fig. 5(a).

The resulting trapping potential reflects both the beam intensity variation with deflected angle, as well as the residual curvature of the Gaussian sheet, defined by the transverse waist and Rayleigh length. As noted above in Sec. I.G.1, for condensates in the Thomas-Fermi regime, the atom density closely follows the resulting trapping potential. Thus, the atom distribution itself is a sensitive probe of local optical potential, and can be observed through imaging the resultant cold atom cloud. Through iterative feedforward correction of the optical potential, and repeated observation of the atom density, the trap can be corrected until the desired density distribution is achieved (Bell et al., 2016).

The effectiveness of density based feedback using AODs has been ultimately limited by the measurement resolution of the imaging system, rather than the control resolution of the trapping system (Bell, 2020). The discrete pixel depth of the camera used for absorption imaging constrained the experiments measurement sensitivity to changes in atomic density. By comparison, the optical intensity control was limited by the amplitude resolution of the function generator. While the smallest incremental changes in the optical intensity could be measured using optical means, the resulting changes in the trapping potential were not detectable using the atoms. Other imaging techniques are therefore likely to be important...
FIG. 5 Optical potentials created using an acousto-optic deflector. Summary visual reference which illustrates the experimental technique and signatures characteristic of the predominate issues affecting the implementation of beam deflector based optical potentials. (a) Schematic representation of the typical optical trapping beam configuration, here realizing a ring shaped (toroidal) geometry. Approximately planar confinement against gravity is provided by the elliptically focused Gaussian sheet beam, shown in orange. The orthogonal scanning beam, shown in red, provides transverse confinement. (b) Absorption images showing signatures characteristic of an insufficient number of discrete scanning points around the ring’s circumference. While the trapped density distribution captured following 1 ms time-of-flight (TOF) shows no observable signatures of azimuthal nonuniformity, residual corrugations appear as regular density fringes following 20 ms TOF; the beam waist $\sigma = 26.5 \mu m$ and spacing $s = 0.8 \sigma$. (c) The condensate density distributions observed for feedforward corrected ring potentials with spacing $s = 0.6 \sigma$. (d) Despite achieving uniform density, the scanning beam introduces phase variation revealed as a density signature using a technique known as rotationally accumulated mean-density images (RAMDI) (Bell et al., 2018). The two frames correspond to RAMDI TOF images of the condensate shown in panel (c) for two scanning frequencies: $f_s = 0.5 \text{kHz}$ (top) and 6.25 kHz (bottom). (e) Care must be taken to avoid unwanted excitations if the trap is dynamically evolved – here uneven loading of the condensate into the ring trap results in quantized vortices being excited. The ring potential radii $R \approx 80 \mu m$ and the scale bars have 50 $\mu m$ length. Images were captured using 1 ms TOF (top) and 20 ms TOF (bottom) in frames (b-c,e). Both images in frame (d) were captured using 20 ms TOF.

Considerations in the development of future systems. In particular, non-destructive imaging methods foreseeably enable the real-time optimization of dynamical processes (Szigeti et al., 2009, 2010; Wigley et al., 2016).

2. Spatial Resolution Criteria

Optical potentials with smooth spatial variation may be formed using the combination of suitably overlapping Gaussian beam components (Trypogeorgos et al., 2013). Since additional beams add experimental complexity, the least number of beams necessary to achieve the intended spatial control, which corresponds to the greatest beam spacing, is preferred.

To evaluate the minimum optical beam spacing needed to form homogeneous optical potentials, we consider the energy scales within a simple trapping geometry which involves two adjacent beams. Disconnected potentials are formed when the constituent beam centers are separated by several beam waists. Decreasing the separation between the trapping beams reduces the amplitude of the potential barrier between the centers. Connected potentials are formed once the barrier potential is comparable to the interaction energy of the trapped ensemble, the chemical potential. Aggregate traps formed using the larger beam numbers require still smaller beam spacing to form potentials which negligibly corrugate the atomic density distribution.

Releasing the trapped atoms and destructively imaging the density distribution following free-expansion often provides greater insight regarding the trapped state (Castin and Dum, 1996; Kagan et al., 1996). The 20 ms time-of-flight (TOF) image in Fig. 5(b) shows regular azimuthal density corrugations associated with potential corrugations around the time-averaged ring; these density signatures were obscured following 1 ms TOF. Here the scanning points were discretely spaced by $s = 0.8 \sigma$, where $\sigma$ represents the $1/e^2$ Gaussian beam waist. Spacing of order $s \approx 0.6 \sigma$ avoid these density signatures by suitably smoothing the potential, while minimizing the number of points (Bell, 2020); see Fig. 5(c).

Discrete AOD scan patterns are experimentally formed using frequency shift keying (FSK) function generators. Simple scanning patterns such as rings or lines are similarly achieved using continuously frequency chirped signals. Continuous scanning approaches circumvent the issues associated with selecting point spacing $s$. However, parameterizing the signals necessary to continuously scan more complex multidimensional patterns is prohibitively difficult in general. FSK function generators therefore provide greater experimental flexibility when developing
AOD systems. These arguments are largely irrelevant for EOD systems, since the signal amplitude controls the beam deflection angle, rather than its frequency.

3. Multiplexed Operation of AODs

Driving an AOD using a single continuous frequency experimentally controls the deflection angle and power of an incident optical trapping beam. This can be extended to multiplexed signals which include several frequencies, generating multiple beams from one incident beam input. Provided the waveform generator enables the individual control over the component wave amplitudes and frequencies, then the trapping beam positions and powers are individually controllable. Linear potentials, 1D trap arrays and runaway optical evaporation have been demonstrated using multiplexed driving schemes (Deb et al., 2014).

In 2D, there are additional challenges which preclude the complete and arbitrary control over the potential landscape. For one, using a dual axis AOD deflector, the geometry is limited to a rectangular array of trapping beams. Additionally, since the input beam is sequentially diffracted along orthogonal directions, the amplitude of any frequency component within the waveform controlling one diffraction axis affects the intensity of an entire line of diffraction orders oriented along the orthogonal direction. This inherent property of dual axis deflectors prevents the individual control of the beam intensities necessary to correct spatially asymmetric trap nonuniformities using density based feedforward.

4. Time-Averaged Operation of AODs

Time-averaged, or painted optical potentials, offer a greater degree of freedom in the geometries that can be configured, with modulation of the driving frequencies providing individually addressable control over amplitude and beam position.

Time-averaged traps are formed when the scanning frequency exceeds the rate required by the trapped atoms; these requirements are described in Sec. I.F. Modulating the beam power and position together enables local control of the time-averaged optical trap. These capabilities enable adjustments of the potential based on observations of the atomic density, and the preparation of nearly arbitrary density distributions using density based feedforward.

The minimum scanning frequency required for effective time-averaging is equally determined by the response of the trapped atoms and the intended application. While unperturbed density distributions are readily achieved using modest scanning frequencies, substantially greater frequencies are required for phase sensitive applications; further details are provided in Sec. I.F.3. These considerations have been explored using AOD time-averaged ring potentials, which revealed the existence of uneven imprinted phase distributions (Bell et al., 2018). Upon release, these non-uniform phase distributions were seen as the density signatures shown in Fig. 5(d). These results motivate the development of more rapidly scanning EOD based time-averaged optical potentials.

The dynamical density and phase distributions of condensates trapped within time-averaged optical rings are very similar to those within stirred ring potentials (Syafwan et al., 2016). Provided another toroidal trap confines the atoms, repulsive barriers, analogous to the trapping beam used to form attractive time-averaged potentials, may be used to stir the trapped atoms and form persistent currents (Muñoz Mateo et al., 2015; Piazza et al., 2009, 2013; Wright et al., 2013, Yakimenko et al., 2015). Within these systems, metastable quantum phase transitions between circulation states are mediated by incompressible excitations (Kanamoto et al., 2009), motivating studies into the relationship between the current and phase distributions (Eckel et al., 2014; Mathew et al., 2015; Piazza et al., 2010; Snizhko et al., 2016; Syafwan et al., 2016).

5. Dynamical Trapping Sequences

The final comment here relates to the minimization of unwanted excitations, such as vortices, sound, and breathing modes, in preparing trapped condensates in configurable optical potentials. This is particularly relevant during evaporative cooling, where, for instance the dipole sheet trap depth as well as the trap depth of the configurable optical potential (from e.g. AOD, DMD-SLM) are simultaneously lowered, resulting in complex dynamics in the potential minima. Possible consequences of a non-ideal evaporation ramp in a time-averaged ring trap are shown in Fig. 5(e), where unwanted vortices were generated, and observed in the condensate following TOF absorption imaging (Dalfvo and Modugno, 2000). Particular care should be exercised to dynamically correct for the total potential during evaporation or any dynamical change to the optical potential, and this may be achieved by observing the atomic density at multiple intervals throughout the sequence.

C. Technical Considerations

Several additional considerations are important when evaluating which commercial deflector would optimally satisfy the requirement of the intended application. These include the homogeneity of the diffraction efficacy across broader deflection regions, suitable methods for correcting the residual corrugations detected across the optical potentials formed, and the physical characteristics which constrain the ultimate spatial and temporal trapping resolutions.

1. Deflection Efficiency

Deflection angle dependent transmissivity introduces optical intensity and trapping depth variations across the optical potential. Since the incident optical trapping beam is mechanically fixed relative an AOD, the maximal
diffraction efficiency is achieved for some central deflec-
tion angle where \( \theta_1 = \theta_2 \). Scanning the deflection angle to form optical traps changes the diffraction condition and increases the proportion of optical power diffracted into other unused orders. EODs use refraction to redirect a single output beam and are therefore immune to these intensity modulations.

One method for overcoming these changes involves the steering of the acoustic diffraction grating angle as the acoustic wave frequency changes. Directional control over the acoustic traveling wave angle through the AOD is achieved using phase array piezoelectrical oscillators. These devices incorporate several adjacent mechanical oscillators which are driven with an equal frequency but variable relative phases. The relative phases between these oscillators control the acoustic wave propagation angle, preserving \( \theta_1 \approx \theta_2 \).

Several other considerations affect the useful optical intensity diffracted into the optimally aligned order and available for trapping atoms. The most important of these considerations involves the selection of a device which suits the optical wavelength intended for trapping atoms. For any AOD, the maximal diffraction efficiency is achieved using the manufacturer defined central optical wavelength and acoustic driving frequency. How the diffraction efficiency responds to changing the grating frequency depends on the optical wavelength. AODs which incorporate phased array transducers are therefore only able to preserve the optimal grating angle and diffraction efficiency for the central wavelength.

While the phased array acoustic wave steering may improve the Bragg condition, for example, optimizing the +1 diffraction order, this must narrow the useful effective bandwidth of the opposite -1 order. Operators would be required to adopt the +1 diffraction order in this example and accept the corresponding \( \omega_2 = \omega_1 + \omega_s \) detuning. The frequency of other trapping beams around the system, or alternatively the input frequency \( \omega_1 \) may need to be adjusted to avoid spatial interference with other trapping beams.

2. Hardware Selection

The required spatial and temporal trapping resolutions are important considerations when comparing commercial beam deflectors. One advantage of multiplexed AOD systems is the spatial and temporal resolutions are largely separable. The spatial resolution is determined by the focused spot size. Greater spatial resolution is achieved by increasing the beam waist prior to being focused; see Eq. (7).

Magnifying the beam waist after the deflector inversely scales the deflection angle and proportionately reduces the trapping area. Alternatively, a deflector with a larger active aperture accepts an incident beam with a larger initial waist which increases the spatial resolution without reducing the trapping area.

Improving the optical trapping spatial resolution using large active area AODs to enlarge the trapping area cannot be done without compromise. Increasing the active area increases the time required for the running acoustic wave to traverse the optical beam diameter within the crystal. The access-time required for acoustic wave changes to propagate across the optical beam and change the diffraction conditions determines the temporal resolution of the trapping regime. The spatial resolution using any specific AOD cannot be improved without sacrificing either the trapping area or temporal resolution.

This inherent compromise between the temporal and spatial resolutions is important when engineering AOD controlled time-averaged optical potentials with large trapping areas. The larger the trapping area the larger the number of scanning points required to generate optical potentials with the same spatial resolution. Given the scanning point time is limited by the AOD access-time, it is useful to develop practical metrics for comparing the relative merits of commercial devices.

Since the temporal resolution of trapping points are independent of the number of points when a multiplexed AOD driving scheme is adopted, for these applications greater emphasis should be placed on increasing the spatial resolution by maximizing the unit-less deflection range parameter \( \alpha_x \). Alternately, when developing time-averaged trapping applications, greater emphasis should be given to maximizing the temporal resolution, by maximizing the scanning frequency parameter \( \alpha_t \). Given the device specific active radius \( R_s \), sound velocity \( \nu_s \) and deflector bandwidth \( \Delta s \), these comparative metrics are

\[
\alpha_x = \frac{\Delta s R_s}{\nu_s}, \quad \alpha_t = \frac{\nu_s}{R_s}. \tag{32}
\]

III. Digital Micromirror Devices

Digital micromirror devices (DMD-SLMs) are micro-
electro-opto-mechanical systems (MEMS) which are typi-
cally used to spatially modulate light beams using tiny electromechanical mirrors (Dudley et al., 2003). The device is trademarked by Texas Instrument and was first created by their Fellow Emeritus Dr. Larry Hornbeck in 1987. DMD-SLMs are most commonly used in projectors where they modulate the spatial light field to project different images onto a screen. A DMD-SLM typically consists of a two-dimensional rectangular array composed of hundreds of thousands to millions of mechanical mirrors, arranged in a grid pattern where the mirrors can be individually addressed and rotated electronically, see Fig. 6.

Mechanically, each individual mirror is mounted on a yoke which is suspended by torsion hinges connected to posts joined to the substrate. The torsion hinges allow for the rotation of the yoke, which in turn rotates the mirror about the torsion axis. The maximum rotation of the mirror is mechanically fixed by landing tips on the yoke which make contact with the landing site on the
FIG. 6 Representation of the physical implementation of the individual mirrors making up the two-dimensional DMD-SLM array (a) Layer view of DMD-SLM pixel. (b) Two DMD-SLM pixels in oppositely tilted states with underlying CMOS circuit in opposite logic states represented. Courtesy of Texas Instruments.

metal substrate layer at certain angles limiting the rotation of the micromirrors to ±12°-17°, often referred to as the on/off state of the mirror. Landing tips and sites are designed so as to limit the surface area contact of the on/off state to prevent Van der Waals forces from permanently latching the mirror in a particular state. The hinges can be oriented such that the mirror rotation axis is about the diagonal (orthogonal) which are referred to as the diamond (square) hinge operation mode. The mirror array is typically behind an anti-reflection coated optical window with >96% double pass transmission efficiency. This window prevents dust from damaging the mirror surfaces.

Electrodes are connected onto both sides of the rotation axis of the mirror. They hold diametrical potentials to create a field that attracts the mirror/yoke assembly on one side and repel it on the other. These off-center forces provide the torque needed to rotate the mirror into the desired state. The polarity of the bias is stored in a complementary metal oxide semiconductor (CMOS) static random access memory (SRAM) fabricated on the underlying wafer and connected to the biasing electrodes. These registers can be programmed and accessed individually by the DMD-SLM controller board. Once the mirror has landed it must be released before it can be switched to a new state. This allows for the pre-loading of the next image pattern into the CMOS memory, enabling near instantaneous switching of the DMD-SLM mirror array state once the next image has been pre-loaded, taking 0.5 μs to 5 μs depending on the device.

Optically, each of the mirror elements are highly reflective with a typical reflectivity of ~89% over the visible region (Texas Instruments, 2019). A simple picture of the operation of the DMD can be considered by examining a beam of light that travels perpendicular to the hinge rotation axis, with twice the mirror tilt angle from the DMD-SLM array normal. Given that the DMD mirrors are tilted towards the incident light, the light beam will simply be reflected along normal direction to the DMD plane (the ‘on’ position). If the mirror is instead tilted away from the incident light (the ‘off’ position), it is reflected at four times the mirror tilt angle from the plane normal. By setting up the imaging system to only image the light which gets reflected normal to the DMD-SLM, the amplitude of the projected light field can be spatially tailored. The mirror on state fill factor is ~92% which represents the ratio of the array area which the tilted mirrors cover.

However, this simple picture neglects the diffractive nature of the DMD-SLM mirror array. The array of mirrors act as a blazed diffraction grating, which will limit the reflection efficiency depending on the diffraction efficiency at the desired reflection angle. DMD-SLM diffraction theory will be explored in depth in the next section.

For a more complete introduction to the basics of DMD-SLMs and their operation see (Hornbeck, 1995, 1996; Lee, 2013), for more in-depth information about the exact nature of the electrostatic rotation of the mirror see (Hornbeck, 1990), for comparison of DMD-SLM performance against other popular projection technology see (Hornbeck, 2001), for an explanation overview of the packaging and testing of the devices see (Mignardi et al., 2000) and for an overview of emerging and current applications of DMD-SLM technology see (Bansal and Saggau, 2013; Dudley et al., 2003; Sampsell, 1994).

A. DMD-SLM diffraction theory

DMD-SLMs act as a two dimensional classic optical diffraction grating when all of the mirrors are in their ‘on’ state. Every single micromirror acts as a diffraction slit which creates a diffraction envelop of light, and the multiple light patterns interact resulting in an interference pattern. To understand diffraction from a DMD-SLM surface, one must first understand the diffraction from a single slit, the diffraction from multiple slits, the diffraction from a blazed optical grating, and generalize the concept to two-dimensions. A quick overview of these concepts will be given in the context of diffraction from a DMD-SLM.

Each of the mirrors on the DMD-SLM acts as a diffraction slit. The diffraction from a single slit in the Fraunhofer limit for light under normal incidence is depicted in Fig. 7(a), and is given by

\[ I = I_0 \sin^2(\phi_x), \quad \phi_x = \frac{k w_x}{2} \sin \theta_x, \]

where \( k \) is the spatial angular frequency (wavenumber) of the wave (\( k = 2\pi/\lambda \)), \( I_0 \) is the incident wave intensity, \( w_x \) is the slit width, and \( \theta_x \) is the measurement angle relative to the slit normal.
FIG. 7 Fundamentals of DMD-SLM diffraction grating from single slit to 2D blazed diffraction grating. (a) The diffracted light intensity from a single slit aperture with diffraction angle ($\theta_x$). The red lines represent the incident wavefronts, with the black arrow representing the directionality of the incident wavevector. The red lines on the intensity plots represent the actual intensity pattern and the green lines represent the single slit diffraction envelop. The dashed gray line is the diffraction grating normal. The single slit diffraction intensity pattern is given by Eq. (33). (b) Diffraction from multiple slits ($N_x = 5$) with slit width ($w_x$) and slit pitch ($p_x$). Each slit produces a diffraction pattern with a slightly offset peak. The interference of these patterns forms the red line interference pattern with the constructive interference order points labeled. The multiple slit diffraction intensity pattern is given by Eq. (34). (c) Tilted incident wavefront with incident angle ($\alpha_x$) leads to shifted interference order and diffraction peak. The diffraction intensity pattern is given by Eqs. (34) & (37). (d) Reflective diffraction grating which is shown to be equivalent to a transmission diffraction grating of same slit pitch and width. The brown dashed line represents the normal of the reflective elements. (e) Diffraction pattern for the case of tilted reflective elements ($\beta_x$). The red arrow represents the position of the 0th constructive interference order which is located at $\theta_x = \alpha_x$ and the green arrow the position of the diffraction envelop peak which is located at $\theta_x = \alpha_x - 2\beta_x$. Tilting the reflective elements decouples the constructive interference points from the diffraction peak. The diffraction intensity pattern for tilted mirrors is given by Eqs. (34) & (38). (f) Most Texas Instruments DMD-SLMs use a square lattice of square mirrors with diagonal representing the tilting axis (black dashed line). Assuming the diffraction grating normal is taken to be the z axis and the square lattice vectors form our \{x,y\}-Cartesian basis. The mirror tilt angle ($\beta$) can be decomposed into a \{x,y\} tilt component with $\beta_x = \beta_y$. And each axis diffraction pattern is independent and can individually be understood from (a) - (e) and their combined diffraction intensity pattern is given by Eqs. (34) & (39).

As mentioned earlier, DMD-SLMs are made up of multiple mirrors which each act as diffraction slits and which leads to a typical multi-slit interference pattern shown in Fig. 7(b). The green dashed line represents the intensity envelop due to single slit diffraction, Eq. (33), and the red solid line depicts the interference intensity pattern given by

$$I = I_0 \sin^2(\phi_x) \left( \frac{\sin(N_x \gamma_x)}{\sin(\gamma_x)} \right)^2,$$

where

$$\gamma_x = \frac{k p_x}{2} \sin \theta_x,$$  

with $p_x$ the mirror grating pitch, $N_x$ the number of slits contributing to the interference pattern, $\gamma_x$ parameterizing the interference pattern, and $\phi_x$ is defined in Eq. (33). The location of the maxima of the interference pattern
are labeled $n$ and their location is given by

$$\theta_n^{\text{max}} = \arcsin \left( \frac{2n\pi}{kp_x} \right) \quad \forall \{ n \in \mathbb{Z} \ & |n\lambda| \leq p_x \}. \quad (36)$$

One degree of control when diffracting light from the DMD-SLM is the incident angle of the light relative to the normal ($\alpha_x$). Shifting $\alpha_x$ shifts the position of the diffraction intensity peak and the $0$th order interference peak geometrically as illustrated in Fig. 7(c). The intensity pattern is then given by Eq. (34), but with the replacements

$$\gamma_x = \frac{k p_x}{2} (\sin \theta_x - \sin \alpha_x),$$

$$\phi_x = \frac{k w_x}{2} (\sin \theta_x - \sin \alpha_x). \quad (37)$$

The normal mode of operation for a DMD-SLM is for the mirrors to be tilted by a manufacturer tilt angle relative to the DMD-SLM surface. The tilting of the reflection surface affects the position of the maximum of the diffraction envelop, green arrow in Fig. 7(e), which obeys the reflection law with respect to the reflection mirror surface normal, shown with a brown dashed line in the figure. The position of the $0$th order interference peak (red arrow) is given by reflection of the incident beam with respect to the diffraction grating normal (gray dashed line), and is therefore independent of the reflection surface tilt. The diffraction envelop intensity maximum is thus no longer tied to the location of the $0$th order interference peak.

Figure Fig. 7(e) accounts for the tilting of the reflective elements, as is the case for DMDs. The intensity pattern is again described by Eq. (34), but with the replacement

$$\phi_x = \frac{k w_x}{2} \left[ \sin (\theta_x + \beta_x) - \sin (\alpha_x - \beta_x) \right]; \quad (38)$$

$\beta_x$ describes the mirror tilt angle. The interference pattern, dictated by $\gamma$, is unaffected by the mirror tilt. However, the position of the intensity envelop changes and is described through the modification to $\phi_x$.

The full DMD-SLM consists of a 2D square array of mirrors which rotate about their diagonals as shown in Fig. 7(f). The diffraction from this array can be thought of as being made up of a blazed diffraction grating along both axes. The resulting intensity pattern is thus the product of two one dimensional intensity patterns, Eq. (34), with $\phi_x$ defined by Eq. (38), giving the overall DMD-SLM diffraction intensity of

$$I = I_0 \text{sinc}^2(\phi_x) \text{sinc}^2(\phi_y) \left[ \frac{\sin(N_x \gamma_x)}{\sin(\gamma_x)} \right] \left[ \frac{\sin(N_y \gamma_y)}{\sin(\gamma_y)} \right]^2 \quad (39)$$

where

$$\gamma_i = \frac{k p_i}{2} \left| \sin \theta_i - \sin \alpha_i \right|,$$

$$\phi_i = \frac{k w_i}{2} \left[ \sin (\theta_i + \beta_i) - \sin (\alpha_i - \beta_i) \right]. \quad (40)$$

The index $i \in \{x, y\}$ indicates the two orthogonal axes of the DMD-SLM surface.

The DMD-SLM diffraction efficiency for a plane wave can be calculated from Eq. (39). In the limit that the number of diffracting elements in the grating becomes large $\lim_{N_i \to \infty} \sin(N_i \gamma_i)/\sin(\gamma_i) = \delta[\mod(\gamma_i, \pi)]$. For most DMD-SLMs, $N_x$ and $N_y$ are relatively large which means that the diffraction efficiency of each of the constructive interference peaks can be calculated using

$$\eta_{\text{DMD}}(n_x, n_y, \alpha_x, \alpha_y, \beta) = A \text{sinc}^2(\phi_x) \text{sinc}^2(\phi_y),$$

$$\phi_i = \frac{k w_i}{2} \left[ \sin \left( \frac{\phi_i^{\text{max}} + \beta_i}{2} \right) - \sin \left( \alpha_i - \beta_i \right) \right] \quad (41)$$

where $A$ is the normalization factor, calculated below in Eq. (47), and $\phi_i^{\text{max}}$ is the location of the constructive interference peak given by

$$\phi_i^{\text{max}} = \arcsin \left[ \frac{2n_i \pi}{kp_i} + \sin \alpha_i \right] \quad (42) \quad \forall \left\{ n_i \in \mathbb{Z} \ & \left| \frac{n_i \lambda}{p_i} + \sin \alpha_i \right| \leq 1 \ & i \in \{x, y\} \right\}.$$

When using the DMD-SLM in the Fourier plane, one wants to maximize the light intensity which is directed to the optical system when trying to achieve a diffraction limited imaging system.

In the case of direct imaging, an image of the DMD-SLM needs to be projected onto a plane with normal given by the projection objective optical axis, for this to be the case the DMD-SLM normal also needs to be parallel to the optical axis. Adding the requirement that the aberrations be minimized adds the constraint that the DMD-SLM should be centered on the optical axis. This leads to an optimal measurement angle of $\theta_i = 0^\circ$. If the DMD-SLM normal is not parallel to the projection optical axis the final projection objective will also need to be tilted relative to the atom plane, greatly complicating the optical system when trying to achieve a diffraction limited imaging system.

The requirement that $\theta_i = 0^\circ$ leads to $\alpha_i = -\arcsin (n_i \lambda / p_i)$. The blazed angle is approximately given by $\alpha_i \approx 2\beta_i$ which can be used to find the diffraction order which maximizes the diffraction efficiency for a given wavelength and mirror tilt angle:

$$n_i^{\text{max}} = -\left[ \frac{p_i}{\lambda} \sin 2\beta_i + \frac{1}{2} \right], \quad (43)$$

and plotted in Fig. 8(a) for two common DMD-SLM devices. Once $n_i^{\text{max}}$ is determined, the incident angle which maximizes the diffraction is given by

$$\alpha_i^{\text{max}} = -\arcsin \left( \frac{\lambda}{p_i n_i^{\text{max}}} \right). \quad (44)$$
FIG. 8 Diffraction parameters when direct imaging a Texas Instruments DLP9500 (\(p = 10.8 \, \mu m\)) and DLP9000 (\(p = 7.56 \, \mu m\)) chip using single order. Both chips have a micrometer tilt angle of \(\beta = \pm 12^\circ\) and an array fill factor of 92%. (a) Diffraction efficiency given by Eq. (49) assuming no micromirror grating tilt uncertainty (\(\sigma_\beta = 0^\circ\)) are shown using dashed line and using manual specified micromirror tilt uncertainty (\(\sigma_\beta = 1^\circ\)) are shown using solid lines. The wavelengths at which the diffraction gratings are blazed which can be calculated using Eq. (45) are shown using solid points. (b) The output angle about the micromirror tilt diagonal \(\theta\) at which the interference order for our projection optics (dashed line) and the peak of the diffraction envelop (solid line) are located. The interference peak is always aligned at \(\theta = 0^\circ\) by design since that is where the diffraction limit of the imaging system will be optimized. (c) The angle of the incident beam required to align the closest diffraction order with the diffraction grating normal calculated using Eq. (44). (d) The corresponding interference orders which line up with the grating axis can be calculated using Eq. (43).

and is plotted in Fig. 8(b) as function of the DMD-SLM mirror tilt angle.

One may now ask which wavelengths maximize the direct imaging optical power of a given DMD-SLM. This is done by solving for wavelengths which satisfy the blazing condition, as well as the desired \(\theta_i = 0^\circ\), giving

\[
\lambda_i = -\frac{\sin (2\beta_i)p_i}{n_i},
\]

where \(\beta_i\) is the tilt angle of the micromirror along the coordinate \(i\). Since DMD-SLM mirrors typically rotate about their diagonal, as depicted in Fig. 7(f), \(\beta_x = \beta_y = \arctan [\tan \beta/\sqrt{2}]\), where \(\beta\) being the tilt angle of the micromirrors about the diagonal. For square pixels, where \(p_x = p_y\), this leads to \(\lambda_x = \lambda_y\), meaning the blazed wavelengths along both diffraction axis are the same. Figure 8(c) shows the output angle along the diagonal \(\theta\) of the interference order, which maximizes the power in the direct imaging order (aligned to \(\theta = 0^\circ\) by design) and the envelop output angle that is depicted in Fig. 7(e). As can be seen in Fig. 8(d), only at the wavelengths satisfying the blazed condition do both the envelop maximum and interference order overlap. This leads to a local maximum in the direct imaging diffraction efficiency for these wavelengths.

The diffraction efficiency for a given \(\lambda, \beta\) and diffraction order \((n_x, n_y)\) in the direct imaging case is therefore given by

\[
\eta_{DMD}(n_x, n_y, \lambda, \alpha, \beta) = \sum_{n'_x} \sum_{n'_y} \eta_{DMD}(n'_x, n'_y, \alpha_{x}^{\text{max}}, \alpha_{y}^{\text{max}}, \beta),
\]

where \(n'_x(y)\) range over every possible interference order that fulfill the conditions \(|\theta_i| \leq \pi/2\) and \(|\alpha_i| \leq \pi/2\), with \(n_i^{\text{max}}\) given by Eq. (43), \(\alpha_i^{\text{max}}\) given by Eq. (44), and \(\eta_{DMD}(n_x, n_y, \alpha_x, \alpha_y, \beta)\) is given by Eq. (41). For small tilt angles \(\beta\)

\[
\sum_{n_x} \sum_{n_y} \eta_{DMD}(n_x, n_y, \alpha_x^{\text{max}}, \alpha_y^{\text{max}}, \beta) = A \left(\frac{p_i}{w_i}\right)^2,
\]

which means the diffraction efficiency of the modes along
the diagonal $n_x = n_y = n$ is given by

$$\eta_{\text{DMD}}(n, \beta, \lambda) = \left(\frac{w}{\rho}\right)^2 \text{sinc}^4 \left(\pi w \left[\frac{n}{q} + \frac{\sqrt{2} \beta}{\lambda}\right]\right). \quad (48)$$

where the small angle approximation was used extensively to simplify the equation, $w$ is the micromirror square width, and $\beta$ is defined in Fig. 7(f). This equation gives the diffraction efficiency for the diagonal order $n$ when it is aligned to $\theta = 0$ for direct imaging.

Micromirror deflection angle uncertainties ($\sigma_\beta$) associated with the manufacturing tolerances may furthermore appreciably modify the experimental DMD-SLM diffraction efficiency at a given wavelength. This can be accounted for using

$$\eta'_{\text{DMD}}(\beta, \lambda, \sigma_\beta) = \int_{-\infty}^{\infty} d\kappa \ g(\kappa, \beta, \sigma_\beta) \eta(\kappa, \lambda), \quad (49)$$

where $\eta'_{\text{DMD}}$ is the optical efficiency of the maximum order accounting for the tilt uncertainty of the micromirror and can be evaluated using Eq. (46), or using equations (48) combined with (43). The micromirror tilt probability distribution $g$ is given by

$$g(\kappa, \beta, \sigma_\beta) = \frac{1}{\sigma_\beta \sqrt{2\pi}} \exp \left(-\frac{1}{2} \frac{(\kappa - \beta)^2}{\sigma_\beta^2}\right). \quad (50)$$

The optimal diffraction order, incident angles and diffraction efficiency of the DLP9500 and DLP9000 are plotted as a function of wavelengths in Fig. 8.

Equation (49) only approximates the diffraction efficiency of the DMD-SLM, $\eta_{\text{DIFF}}$, but the efficiency is further reduced by the single-pass window transmission efficiency, $\eta_{\text{SPWT}}$, the efficiency of the array due to non unitary fill factor, $\eta_{\text{FF}}$, and the mirror reflectively efficiency, $\eta_{\text{MR}}$. This all combines to give a DMD-SLM efficiency of

$$\eta_{\text{DMD}} = \eta_{\text{SPWT}} \times \eta_{\text{FF}} \times \eta_{\text{DIFF}} \times \eta_{\text{MR}} \times \eta_{\text{SPWT}}.$$

B. DMD-SLM imaging implementations

Direct imaging of DMD-SLMs has been used to perform a variety of experiments in cold atoms. Described below are the main ways in which DMD-SLMs are used experimentally along with cold atoms experiments which used these techniques.

1. Direct Imaging

Direct imaging is the projection of the spatially modulated light pattern produced by the DMD-SLM onto the atomic plane where it is used to shape the potential experienced by the atoms, in the case where phase modulation is not required (Gauthier et al., 2016; Ville et al., 2017).

It is a straightforward technique which requires little computational power. The propagation of light from individual pixels can be calculated separately leading to an illumination profile and the atomic potential proportional to the uploaded pattern, convoluted with the point-spread function of the imaging system Eq. (13).

The drawback of the direct imaging method is that aberrations in the optical path experienced by the illumination from the different pixels leads to phase shifts which will affect the performance of the imaging system with no possibility of being compensated for using the SLM. This means that in the case of direct imaging particular care needs to be taken in the design of the imaging system to achieve the required resolution level.

Assuming that the desired resolution has been achieved using a high-performance imaging system, then direct imaging is perfectly suited for the creation of large, and complex structures atomic trapping potentials. The limitations of direct imaging become apparent when trying to create small features such as beams to individual address lattice sites in cold atom microscope. For small features on the order of the PSF of the optical system, few mirrors contribute to the feature which limits the control over the shape and amplitude of the addressing feature. Second, since only a small portion of the mirrors are ‘on’, the ratio of the diffracted light decreases drastically, resulting in a low power efficiency. The creation of small spatially distributed features is usually better served by using the DMD-SLM in the Fourier plane where the inverse scaling of the Fourier transform can be taken advantage of.

However, direct imaging is a powerful technique and allows for the creation of near arbitrary 2D trapping potentials. Some examples are shown in Fig. 9, including a dumbbell trap consisting of two reservoirs connected by a channel with tunable reservoir size, channel length/width which can be used for studies of superfluid transport [Fig. 9(a)]; a square lattice with 10 µm period for which the period can be dynamically changed, formed using halftoning [Fig. 9(b)]; a ring-shaped BEC of diameter 110 µm with 10 µm radial width, where the diameter and width are easily tunable [Fig. 9(c)].
imaging, combined with the dynamic capabilities of the device has allowed for simulating the expansion of the universe (Eckel et al., 2018), generating various energy scale turbulent states (Gauthier et al., 2019a; Johnstone et al., 2019; Stockdale et al., 2020), creating tunable velocity solitons (Fritsch et al., 2020), studying superfluid transport through a mesoscopic channel (Gauthier et al., 2019b), creating dense slabs of cold atoms (Corman et al., 2017), studying the relaxation dynamics of the recombination of multiple condensates after independent evolution (Aidelsburger et al., 2017), generating sound and studying its propagation (Ville et al., 2018), and providing radial confinement for the first realization of a two-dimensional homogeneous Fermi gas (Hueck et al., 2018). Two DMD-SLMs have been used together for shaping the potential for the realization of an ideal Josephson junction in an ultracold two-dimensional homogeneous Fermi gas (Luick et al., 2020), for the generation of sound using phase imprinting to study of the propagation and quantum limited damping of sound in a two-dimensional homogeneous Fermi gas (Bohlen et al., 2020), to shape the potential during the observation of superfluidity in a strongly correlated two-dimensional homogeneous Fermi gas (Söbirey et al., 2020), and to flatten and shape a Gaussian trapping potential for realizing a Fermi–Hubbard antiferromagnet with long-range order in 2D optical lattice experiment (Mazurenko et al., 2017).

2. Halftoning

Halftoning is a technique that was used to produce gray-scale images for newsprint and relies on the imaging system not being able to resolve the individual binary elements that create the image (in the case of a newspaper the observer’s eye). For newsprint, either black ink spots are deposited at a given location, or the white background is left alone. To create regions that appear gray to the eye, the density of these spots are either increased or decreased to create regions of which appear darker or lighter. This can be done by either increasing the size of the ink dots or by increasing the number of said points in a given region. This technique easily maps to DMD-SLMs since they are similarly binary by nature. Here the imaging system is the projection system, and depending on the magnification and resolution of the direct imaging system, the micromirror size in the image plane can be modified such that multiple mirrors contribute the illumination at a spatial location through their point-spread function. This results in a situation similar to the newspaper where multiple modulation element contribute to the illumination of a given spatial location which allows for the control of the light amplitude by changing the ratio of on/off elements around a given spatial location (Liang et al., 2009).

Usually for most imaging systems, the magnification of the system is fixed and changing it requires changing lenses in the projection system. On the other hand, a simple filter iris in the Fourier plane of the projection system allows for control of the limiting aperture of the system, by limiting the solid angles which can travel through the system (Liang et al., 2009). The spatial resolution’s upper limit will be given by the non iris-limited imaging system, but reducing the spatial resolution will broaden the spatial contribution of each micromirror, allowing finer control over the light amplitude. However, this comes at the cost of the inability to create sharp features.

Given a grayscale image, there are multiple possible methods which can be used to convert the image into a binary halftone image. The simplest method is to normalize the image by the highest intensity point and spatially assign mirrors states using the normalized image as a probability map. This method creates sub-optimal patterns since the states of two adjacent mirrors where the light level should be halved are uncorrelated. These half intensity regions should optimally form a periodic checkerboard pattern which are highly correlated to increase the halftone fidelity with the original grayscale image. Another method is to use an error diffusion where the state of already assigned neighbor mirrors is taken into account when assigning the state of the next mirror (Dorrer and Zuegel, 2007); these methods are sometimes alternatively called dithering (Hocevar and Niger, 2008) or halftoning (Kimoto, 2013). Generally, these algorithms start in one corner of the image, where the state which minimizes the local error is assigned. The residual local error is propagated to the adjacent mirrors and the process is repeated over the full array. This redistribution of the local error to adjacent sites leads to a correlation between sites, leading to a reduction of the global error. Modest improvements to trap shaping (Gauthier et al., 2016) and uniformity when creating linear density gradients (Gauthier, 2019) where observed in BECs when utilizing error diffusion methods, as opposed to probability distribution methods.

An example halftone lattice is depicted in Fig. 9(b). The technique has been used to create a wide range of atomic potentials, to perform Bragg spectroscopy in a shaken optical lattice (Ha et al., 2015), imprint phonon modes on persistent current states and detect the current through Doppler shift measurements (Kumar et al., 2016), and in 1D systems to create arbitrary potentials (Tajik et al., 2019), with the help of error correction algorithms which are discussed below in Sec. III.B.5.

3. Time-averaging

As discussed in Secs. I and II, time-averaged potentials can be achieved for atomic dipole potentials through rapid modulation of the optical field (Bell et al., 2016; Henderson et al., 2009; Schnelle et al., 2008). Using a DMD-SLM, the potential experienced by the atoms can be changed faster than the rate at which the atoms can react. They then experience an effective time-averaged
FIG. 10 (a) Grayscale blue-detuned time-averaged pattern applied to the atoms, averaged over 10 sequential images. Each of the numbered patterns correspond to the fractional duty cycle of 2.75 kHz time-averaging frequency $f_T$, with 6 being the maximum, corresponding to a repulsive potential barrier of 1.2 $\mu$. The scale bar represents 50 $\mu$m. (b) Images used for analysis of the gray levels. The grayscale image was subtracted from the average atomic background with no barriers present. The mean density and standard deviation were calculated over the indicated circles. (c) Gray levels achieved through this process. A best fit least squares regression line (LSRL) is indicated. As the optical potential of point 6 exceeds the condensate chemical potential it was excluded from the fit. Image background and untrapped atoms result in an apparent maximum density suppression of 96%. Inset shows example pulse width modulations, corresponding to patterns 1, the minimum pulse, and 3, a 50% duty cycle. The time-averaging frequency $f_T = 2.75$ kHz and DMD-SLM frame refresh frequency $f_r = 16.5$ kHz divisions are indicated. (d) Turning on and off barrier 3 only, with varying frequency, for a total modulation time of 500 cycles provides an estimate of the heating rate from mirror switching. Rates above $\sim 3$ kHz appear to have a negligible heating effect over this modulation period. Adapted with permission from (Gauthier et al., 2016) © The Optical Society.

Potential described by Eq. (20).

Time-averaging can also be used for the creation of grayscale potentials with the DMD-SLM. This is done by controlling the fraction of the cycle each micromirror spends in the ‘on’ state, see Fig. 10. Assuming a device with a refresh rate of $f_r$ and $N$ images being time-averaged together, the time-average frequency becomes $f_T = f_r/N$. The mirror can be on from 0 up to $N$ frames which allows for time-averaged grayscale potential with $N$ levels. The maximum number of frames will depend on the level of heating of the atoms that is acceptable for a given application, which is also highly dependent on the mass of the atomic species for which the time-averaged trap is being created. This method is fully compatible with the halftoning method previously discussed, meaning that $M$ tones of halftoning combined with $N$ time-averaged images leads to $N \times M$ tones for the time-averaged grayscale potential.

As was discussed previously in Sec. I.F.2, kinetic energy can be gained by the atoms due to non-uniform phase imprinting, which induces micromotion. The steady-state phase evolution of the groundstate wavefunction conforms to the time-averaged potential. Non-uniform perturbations of the phase distribution away from the steady state solution are given by Eq. (19) while looking solely at the perturbations relative to the time-average potential $V(r, t) \rightarrow V(r, t) - \nabla V(r, t)$. In essence, this treats the error in the individual frames relative to the time-averaged potential as a perturbation that evolves the phase relative to its steady state value.

Any non-uniformity in the difference will lead to a phase gradient and micromotion of the atoms given by Eq. (22). The higher the instantaneous velocity, the weaker the assumption of the kinetic energy term in the GPE being irrelevant leading to energy transfer and eventually heating.

There are a few strategies which can be employed to minimize energy transfer during time-averaging. The most obvious is to increase the frequency at which the frames are time-averaged, as this will reduce the maximum relative phase gradient imprinted. The second temporal method is to put frames with opposite gradient errors next to each other in the time-averaged sequence of frames. This will reduce the maximum velocity achieved by the atoms thereby reducing micromotion and heating.

An additional method is to pick the spatial distribution of the on and off mirrors in such a way so that it minimizes the RMS gradient between the time-averaged potential and the potential created by the individual frames. This ensures that a minimal amount of anomalous phase is imprinted during each frame. There are two main approaches to accomplish this. The first is a judicious placement of the mirrors in the ‘on’ and ‘off’ state so as to minimize the difference between the time-averaged potential and the instantaneous potential (Gauthier, 2019). The second method is to minimize the maximum possible gradient in the created potentials by reducing the spatial resolution of the system, which leads to decreased phase gradient imprinting by sacrificing the possibility for sharp features. This is useful for target time-averaged poten-
tials which are smoothly varying (Bell, 2020), but the optimal point-spread function trade-off between sharp features and low heating rate needs to be determined on a case by case basis. Combinations of each of the above methods can be used in conjunction to minimize heating and micromotion. One parameter can be used to reduce the requirements on another, for example, the smaller the instantaneous erroneous phase gradient imprinted, the lower the time-averaging frequency requirement will be. In the limit that each of the frames is equal to the time-averaged potential the time-averaging frequency will tend towards zero.

Figure 11 shows numerical GPE modeling of the density and phase distributions, and the kinetic energy probability distribution, of a 50% half toned potential for different time-averaging frequencies. The halftoning pattern is uniformly random, meaning the probability of any mirror being on is 0.5. Three different time-averaging frequencies are considered, 0.514 kHz, 2.222 kHz, and 1.068 kHz. The lower time-averaging frequency of 0.514 kHz generates too much micro motion to trap the atoms. As for 2.222 kHz and 1.068 kHz, the expected decrease in the kinetic energy spectrum mean energy is observed as the time-averaging frequency increases, due to suppression of the anomalous phase imprint. Atoms which have a kinetic energy above the trapping depth will tend to be lost from the trap resulting in heating-induced losses.

Due to the imprinted phase, Eq. (19), being independent of atomic mass, but the velocity field being inversely proportional to the mass, Eq. (22), the transferred kinetic energy due to phase imprinting has an inverse dependence on mass. This means that the time-averaging frequency needed to prevent heating will be dependent on the atomic species mass. Insignificant heating was found when time-averaging above 3 kHz for trapping of $^{87}$Rb (Gauthier et al., 2016); on the other hand, when tapping atoms with $^6$Li technical noise at $f = 9.5$ kHz caused by DMD-SLM mirror refreshing reduced the lifetime of the atoms by more than a factor of $\sim 80$ (Hueck et al., 2017). Complex time-averaged optical traps have been demonstrated using DMD-SLMs by Gauthier et al. (2016).

4. Binary Fourier plane holograms with DMD-SLMs

The general aspects of Fourier imaging are presented in Sec. I.D.3. Here we describe the specific considerations that come from using a binary amplitude mask device, a DMD-SLM, to encode the calculated complex-valued optical field onto an incident wave front to obtain the desired trap.

In a direct approach there are two main ways to represent a complex-value field on the DMD-SLM. The first is by redefining the zero such that it represents a 50% DMD-SLM light level (Lerner et al., 2012); this way the real value of the complex field lies in $[0, 1]$ range. This mapping is then combined with halftone techniques such as the Floyd-Steinberg error diffusion algorithm to create a grayscale map of the hologram (Holland et al., 2018). The drawbacks of this technique are the reduction in the amplitude range control by a factor of two and inclusion of a background signal due to the offset. Another approach to this problem is to use phase control, where negative values represent a $\pi$ phase shift (Goorden et al., 2014; Zupanic, 2013).

One might assume that using a binary amplitude control device precludes fine phase control for the correction of errors in the incident light field and in the transmission system. In actuality, fine control can be realized through holography, which takes advantage of destructively interfering holographic diffraction orders. Holographic diffraction orders are those formed by conceptually combining micromirrors into larger superpixels made up of $H \times H$ micromirrors, artificially increasing the spacing of the diffraction grating, see Fig. 12(a). The holographic orders will be located at angles

$$\theta_{n,h}^{\max} = \arcsin \left[ \frac{2(n + h/H)\pi}{kp} + \sin \alpha \right], \quad (51)$$

where all the parameters are identical to Eq. (42), with the exception of the holographic order $h \in [\lceil -H/2 \rceil, \lfloor H/2 \rfloor]$, and superpixel length/width $H$.

The holographic orders are suppressed by destructive interference between the diffraction orders associated with opposing pixels within the $H \times H$ groupings. For these holographic orders, spatial locations of the micromirrors are associated with different path lengths and therefore electric field phases, which permits phase control. Imaging the first holographic diagonal order at $\theta_x = \theta_y = \theta_{n,h}^{\max}$, shown in Fig. 12(d), associates each pixel in the holographic superpixel with the electric field phase depicted in Fig. 12(b). These give four possible electric fields in the imaginary plane, Fig. 12(f). Binary combinations of holographic pixels can form 81 unique electric fields for the holographic superpixel, depicted in Fig. 12(h), provided the individual DMD micromirrors cannot be resolved.

To create a more diverse electric field using the same number of pixels, the light from the off diagonal diffraction order located at $\theta_x = \theta_y = H = \theta_{n,h}^{\max} / H$, as proposed by Goorden et al. (2014) and shown in Fig. 12(e), can be imaged instead. This different sampling angle leads to a uniformly increasing electrical field phase without phase wrapping over the holographic superpixel, Fig. 12(e), and in the imaginary plane, see Fig. 12(g). This leads to a drastic increase in the possible electric field phasors that can be generated by the same holographic superpixel, depicted in Fig. 12(i), changing from 81 to 6561 for the example case of $H = 4$ shown. This method is equivalent to creating a $H_x^2 = H_y^2 = H^2$ holographic pixel and sampling both in the first order $h_x = h_y = 1$, but treating them as $H$ separate holographic superpixels along
the x-direction, since each superpixel has the complete [0, 2\pi] phase mapping. A subtlety worth noting is that the location of the zero global phase shifts with period H from holographic superpixel to holographic superpixel when traveling along the finer phase sampling direction.

Irrespective of the mapping method, holographic superpixels ultimately sacrifice spatial resolution to obtain phase and half-toned amplitude control from a binary amplitude array. The larger the holographic superpixels are, the finer the phase and amplitude control becomes at the cost of a lower spatial resolution of the overall reconstructed light field, which means that local phase error will no longer be correctable due to the integration of the phase error over the holographic superpixel. The trade-offs between finer local phase correction and better phase control for a DMD-SLM have been investigated in (Zupancic, 2013), but will ultimately depend on the imaging system being built.

To obtain the maximum theoretical power that can be attained in an holographic diffraction order, all of the constructively interfering pixels in that order must be turned on, so that 0 \leq \text{Arg}(E) < \pi, and all the other pixels are turned off. The maximum theoretical diffraction efficiency for a given holographic order h is \( \eta_H = \text{sinc}^2 \left( \frac{h\pi}{2} \right) / 4 \). Phase holography cannot be performed in the 0th order since all light diffracted from the grating interferes constructively in this order. The best order which allows for amplitude holography and maximizes the diffraction efficiency is the ±1st order, which both have maximum diffraction efficiencies of 1/\pi^2 \approx 10\%, irrespective of the holographic superpixel size.

Due to imperfections in the manufacturing of the DMD-SLM, the micromirror plane tends to be distorted which means that phase error in the holographic field ensues. For Fourier plane holography, it is important to characterize these distortions and correct for them (Zupancic, 2013). A local phase correction is added to the final value of the complex valued calculated light field to correct for the induced aberrations. It can also correct for overall aberrations of the optical system.

Algorithms exist that will take advantage of the freedom of the electric field phase at the atom plane, due to the intensity being the important metric for trapping. These degrees of freedom allow for the optimization of the output intensity profile through iterative means, achieving the desired intensity profile with smooth features and a high diffraction efficiency. The smoothness is important due to small-scale imperfections leading to phase defects detrimental to atomic interferometry (Estève et al., 2004; Fortágh et al., 2002; Leanhardt et al., 2002, 2003). These imperfections can also adversely affect the study of quantum many-body physics through Anderson localization (Danski et al., 2003). For binary representations of a hologram, a direct binary search is one method which can be used to optimize the hologram representation on the DMD-SLM (Legeard et al., 1997; Seidowitz et al., 1987). Due to its high-computational cost, direct search algorithms have fallen out of fashion and instead iterative Fourier transform algorithms (ITFA) are usually used. ITFA consist of projecting a guess modulated field through the system using fast Fourier transforms and then modifying the guess through successive iterations, based on the error between the target and calculated fields. The commonly used variants of this algorithm are the Gerchburg-Saxton (GS) and Adaptive-Additive

FIG. 11 Numerical determination of the requirements for time-averaged confinement using scanned planar reservoir potentials. The repulsive DMD-SLM potential has an R = 45 \mu m radius, 100 nK depth and the simulated optical system has a 0.65 \mu m FWHM spatial resolution. Time-averaged potentials of 50 nK (50 \%) depth are created which are made up of 10 random half-tone DMD-SLM patterns. (a) Condensate density (top) and phase (bottom) distribution for frequencies \( f_T = 2.222 \text{ kHz} \) (circle), 1.068 kHz (square) and 0.514 kHz (diamond). The scale bar has 20 \mu m length. (b) The instantaneous kinetic energy spatial distribution \( T(r,t) \) given by Eq. (21). (c) The corresponding kinetic energy probability distributions, with energies exceeding the time-averaged potential depth shaded. Reproduced with permission from (Bell, 2020).
FIG. 12 DMD holographic superpixels decomposition (Goorden et al., 2014). (a) DMD micromirror array with effective holographic superpixels depicted inside black edged boxes for $H = 4$. (b,c) Relative electric field phases for each individual micromirror making up the holographic superpixel. The pixel phase mapping in (b,c) depends on their sampling angle which are depicted in (d,e) for the two respective cases. (d,e) Imagined diffraction order angle (large red dots), relative to DMD diffraction order (small center red dot) for (b,c), respectively. The angle is given by $\theta = \theta_{\max}^{\text{ref}} - \theta_{\max}^{\text{ref}} \approx \lambda/H_p$, with $\theta_{\max}$ given by Eq. (51). To obtain the staggered phasor of (c) the sampling must be done off-diagonal at $\theta_{x}=\theta/H_{y}=\theta_{x}/H_{y}$ (f,g) Imaginary plane projections of the electric field resulting from individual pixels depicted in (b,c), respectively, with the large orange dots corresponding to the shaded pixels. (h,i) All possible 81, 6561 unique holographic electric fields resulting from binary combinations of pixels from (b,c) respectively, with large orange dots representing the field resulting from the sum of the shaded pixels in (b,c).
which the projected shaped light pattern can be feedback. In the indirect method, the atomic density distribution is imaged from which the underlying potential can be approximated.

The direct method requires either the implementation of an independent imaging camera which is used exclusively to image the light intensity pattern or control of the atomic imaging path to be able to focus both, the atoms resonant light and the trapping far-detuned light, on the same camera. This method is quick since it does not rely on the duty cycle of the experiment for feedback which is usually the limiting factor for the speed of the feedback in the indirect method. A drawback of the direct method is correcting for imperfections in the projected potential. Any imperfections due to the vertical/radial mapping will need to be accounted for independently.

The indirect method is usually done using the atomic imaging system. Once the atomic distribution is imaged a mapping is required to extract the underlying potential from the measured atomic density, this is usually done using Thomas-Fermi approximation (Gauthier, 2019; Tajik et al., 2019), but more involved methods such as GPE ground state finding with numerical optimization can be used. The main drawback of this method is that the rate at which feedback can be performed is limited by the experimental sequence.

Common to both indirect and direct feedback methods is that aberrations in the re-imaging system appear as features that need to be corrected, but will instead degrade the potential in the atom plane if accounted for.

Combining both methods is possible such that the majority of the correction of well known aberrations and target potential are done using direct method and fine tuning is performed using an indirect method.

Once the actual potential is measured using indirect or direct methods, a mapping is needed to map the spatial position between the measurement and DMD-SLM mirrors. This can be done using a fixed linear mapping (Tajik et al., 2019), by estimating the geometric transformation that best aligns measured potential and the expected potential (Gauthier, 2019). The advantage of geometric transformation estimation is that it will make the feedback relatively insensitive to spatial drift between the imaging system and projection system. A down side is the extra computational time required and the added noise that comes from a transformation that varies from shot to shot which might slow down the convergence rate.

With mapping and measurement, the error of the potential relative to the target potential can be calculated. Taking advantage of halftoning and possibly time-averaging, one can lower or increase the local potential where needed. Many different approaches can be taken to choose which mirrors to flip. They usually fall under two broad classes, probabilistic (Gauthier, 2019) or deterministic (Tajik et al., 2019) approaches.

Feedback using DMD-SLMs has been done in one-dimensional system which allows for the sacrifice of spatial resolution along the direction perpendicular to the trap direction to increase the number of halftone gray-levels available. This is due to multiple mirrors along the low resolution axis contributing to the light amplitude at the atom location. This method has been achieved using a combination of magnetic micro-traps generated using atom chips and direct imaged DMD-SLM to create and correct imperfections in a range of one-dimensional trapping potentials (Tajik et al., 2019). Feedback has also been achieved in 2D system using halftoning and time-averaging to create a variety of trapping potentials (Gauthier, 2019).

C. Technical Considerations

The factors to consider when choosing a DMD-SLM are the number of mirrors in the array, the switching frequency, and the diffraction efficiency of the array for the wavelength used for projection.

The larger the feature size one is trying to achieve, the more important the diffraction efficiency and the damage threshold, typically 25 W/cm² (Texas Instruments, 2012), since more power is required to achieve similar potential depths in larger patterns. The same is true of the detuning, the farther the detuning, the more power is needed to maintain the same potential depth. Although most of the projection efficiency comes from the DMD-SLM such as the diffraction efficiency, mirror reflectivity, window transmissivity and mirror array fill-factor, one should also consider the transmission efficiency of the projection system itself which comprises of multiple lenses/mirrors and transmission through the vacuum glass. As with every application, it is good practice to include a safety factor of ~ 2, since it is easier to turn down the laser power than to increase it. It is worth noting that the stated diffraction efficiency in DMD-SLM manual is usually for broadband visible lasers with a lens collecting light from multiple diffraction orders. For most cold atoms applications one is interested in narrow band single order diffraction efficiency which can be approximated using Eq. (49) for direct imaging and is shown for DLP9500 & DLP9000 in Fig. 8.

The number of micromirrors the DMD-SLM has is important, in the Fourier plane it will determine the frequency resolution and range which can be used to create the image. For a low number of mirrors the user will need to decide between large spatial extent or sharp features. But with more mirrors it is possible to obtain both large spatial extent with sharp features, or the extra resolution can be leveraged to create sharper features. For direct imaging, the higher the number of mirrors the more gray levels will be available when performing halftoning, leading to more precise sculpting of the potential without the need to sacrifice the sharpness of the projected features.
If insufficient number of mirrors reside within a resolution element of the imaging system (PSF), then trade-offs between the number of halftone levels and the sharpness of the features through the PSF will ensue; determining the best compromise will be application dependent.

The importance of the switching rate will be application dependent. For cases where time-averaging is considered, a higher rate will lead to the possibility of more time averaged frames, or to the same number of averaged frames but displayed at a higher frequency leading to a lower heating rate. In the case where phase imprinting is the goal, being able to imprint on a time scale that is short compared to the response of the atoms is going to be important, so the smaller the atomic mass of the trapped species the faster the switching rate requirement will be to meet this criterion. For applications where switching will be used to generate dynamics in the system, a safe margin is for the switching rate to be an order of magnitude faster than the frequency along which the dynamics is being generated (see Sec. I.F.2). If all other requirements are met, faster switching rates are nonetheless preferable. For applications where the atomic mass is small, the ability to produce truly static potentials which do not heat up the cloud is paramount, and a procedure which bypasses the DMD-SLM clock, latching the mirrors and preventing kHz switching noise, is described in (Hueck et al., 2017).

Some less critical considerations are the number of frames the controller can upload, since it is not possible for computers to upload faster than the rate at which they can be displayed. This means the frames to be displayed must be uploaded to the controller before the sequence of images is displayed. The larger the number of frames, the longer the sequence of unique images which can be displayed by the DMD-SLM. Controllers usually come with a sequencer which allows the user to define how the images stored in the controller memory will be displayed. This enables the programming of triggers, loops, and waits which allows the same image to be displayed at multiple different times during a sequence, for external control of the image display sequence, and for control of image display duration.

One of the factors to consider in terms of thermal power management is the thermal load placed on the DMD-SLM by the light, as some will be absorbed due to the array fill factor, the partial reflectively of the mirrors and the overfilling of the array to flatten the illumination. To prevent over-heating of the device, even when operating below the damage threshold, care must be taken to actively cool the DMD-SLM array through the thermal back plate.

IV. Liquid Crystal Devices

The use of liquid crystal SLMs for beam shaping and control has been driven in part by significant advances in technical capability and price reductions from the development of consumer display technology (Barnes et al., 1989), e.g. digital clocks and television. Here we give a general introduction to the use of liquid crystal SLMs for light shaping, and a brief review of key literature discussing their applications. To explain the detailed operation of a liquid crystal spatial light modulator, we must discuss the function of liquid crystals and more specifically their ordering. Liquid crystals are room temperature liquids consisting of anisotropic molecules with the ability to form crystal-like structure due to the complex interplay between electromagnetic and hydrodynamic forces (Stephen and Straley, 1974). There are several distinct crystal-like alignments or phases that arise from the free energy of each liquid. The local measure of the orientation of the long axis of a liquid crystal is called the director. Several varieties of liquid crystals can be categorized by their resting structures, including: nematic (thread-like), smectic (layered), and cholesteric (chiral, twisted). Several of the configurations for nematic liquid crystal SLMs are determined by their interaction with substrates which fundamentally affects their usability and method of operation (Khoo and Wu, 1993; de Bougrenet de la Tocnaye and Dupont, 1997). There are three commonly considered cases (Khoo and Wu, 1993; Stephen and Straley, 1974):

1. perpendicular—where the crystal orients its long axis away from both surfaces,

2. parallel—where the crystal orients its long axis with the surfaces [Fig. 14(a)],

3. twisted—where in addition to the parallel case the crystal rotates from one parallel orientation to another [Fig. 14(b)].

The ambient condition equilibrium alignment of a liquid crystal determines the effect that external electromagnetic forces have on the director. The result of modulating an electric and magnetic field is that for particular angles of incidence the overall birefringence of the liquid crystal can be modified.

Most LCD-SLMs act as controllable polarization switches. Fig. 13 shows several types of liquid crystal displays that have been used. The variables in the figure are: the liquid crystal rise time \( \tau_{\text{rise}} \), fall time \( \tau_{\text{decay}} \), voltage \( V \), irradiance \( I \), polarizer state \( P \), analyzer state \( A \), thickness \( d \). A polarizer/analyzer optical system can be used to modulate radiant power between the polarization states even with a nematic liquid crystal device, Fig. 13(b). A twisted nematic device on the other hand will have correlated changes in phase and amplitude, Fig. 13(c). Fig. 14 shows two potential configurations of liquid crystal used in a SLM: (a) A parallel aligned nematic liquid crystal with the electrodes in the ‘on’ state, and (b) a twisted nematic liquid crystal in a relaxed, ‘off’,
FIG. 13 The properties of liquid crystals in devices discussed in this review acting under voltage bias. (a) Nematic liquid crystal devices are typically operated using a single polarization state of light. (b) With incident light with polarization at $\pi/4$ to the long axis nematic liquid crystal modulate the light level when coupled with an orthogonally oriented analyzer. (c) Twisted nematic liquid crystals act more like variable waveplates with the polarization and phase being coupled together. (d) In reflection, twisted nematic liquid crystals get one complete twist instead of one half in transmission. They are thicker and are capable of accessing more states of polarisation and phase. (e) Chiral smectic C liquid crystals have two stable orientations and respond quickly between the two states under bias. Adapted with permission from (de Bougrenet de la Tocnaye and Dupont, 1997) © The Optical Society.

A majority of the devices discussed in this section are controlled using direct electrode bias of the liquid crystal. We would like to point out use of a device occupying the transition between optically and electrically addressed modulators. An electrically addressable projector illuminating a photoconductive layer to bias a parallel aligned liquid crystal device was used to demonstrate precise positioning of single trapped atoms (Bergamini et al., 2004). Ferroelectric Liquid crystals move easily and are thus very sensitive to changes in the driving field. The frequency range and strength of the field effect the intensity stability and both are highly device dependent. More recent experiments with nematic type liquid crystals do not have significant intensity changes (Haase et al., 2017). Indeed, the LCD-SLM used there was very similar to that used in (García-Márquez et al., 2012) which noted small intensity fluctuations, but the systems used different back plane drivers. In either case, cooling the liquid crystal will increase the effective mass and thus increase the time for the liquid crystal to respond to an applied field. Decay time to the resting state is also increased and that may be undesirable for some dynamic applications. As we will show throughout these sections, these limitations are technical concerns and do not seem to limit the successful use and numerous applications of liquid crystal devices to cold and single atomic systems.

We outlined an example of complex modulation of light using the Fourier transform in Sec. I.D.3. An AOD performs dynamical control of atoms and the generation of complex optical potential landscapes using a high-speed time scan. By contrast, a SLM can create these kinds of optical potentials after transformation through diffraction. It is thus a spatial counterpart to the temporal multiplexing from AODs. We will also show how liquid crystal SLMs may be used in imaging applications.

A. Beam shaping with liquid crystal SLMs

We will briefly discuss the usage of a SLM to shape the phase, amplitude and polarization of the beam of light.
The complex amplitude of a polarized paraxial beam of light at some fixed plane $(u, v)$, traveling in the $w$-direction, can be represented with a function:

$$\vec{U}(u,v) = A_u(u,v)e^{i\Phi_u(u,v)}\hat{u} + A_v(u,v)e^{i\Phi_v(u,v)}\hat{v}$$ (52)

where $\vec{U}$ is the complex time-harmonic electric field, $A$ are amplitudes, and $\Phi$ is the phase with subscripts in either vector component. This expression represents a fundamental laser mode when the complete wavefunction is an eigenfunction of the Fourier transform operator. SLMs change the momentum of the wavefunction by modulating the amplitude, phase or polarization over its surface. The design of a device will usually mean that the path length differences produced by the liquid crystals can be represented as a linear operator or transfer function (de Bougrenet de la Tocnaye and Dupont, 1997) acting on a particular subspace of an optical field.

1. Fundamental principles of Fourier mode of operation

There are many examples in the literature of modulating a light field in order to project light to an image plane (near-field) from its Fourier conjugate (far-field). For a discrete element liquid crystal SLM capable of phase-only modulation, using one polarization component, the following discrete approximation to Eq. (52) is assumed:

$$U_{ij} = A_{ij}e^{i\Phi_{ij}},$$ (53)

where $i, j$ are the element index on the SLM, and $A_{ij}$ is complex mode amplitude of light striking the SLM, and $\Phi_{ij}$ is the phase shift caused by the SLM. Assuming that $A_{ij}$ is a real valued Gaussian mode profile then the result is that the discrete Fourier transform will have a point field with a Gaussian PSF. Some trivial examples of this mode of operation arise from considering the Fourier shift when $\Phi_{ij} = k_{ij} \cdot \mathbf{r}$, where $k_{ij}$ is a linear function of element position. In cylindrical coordinates, a shift along the beam propagation direction is, $k_z = k \cdot \hat{z} = k \left[1 - (k_{ij}/k)^2\right]^{1/2}$, and thus achieve focusing/defocusing and in effect gain the ability to move the focal spot along the direction of beam propagation in addition to the transverse directions (2D discrete shift pictured in Fig. 15).

The same principle applies for other types of modulation. Take, for example, the following potential alternatives shown in Fig. 16; the panels respectively represent control over the unity magnitude complex ($-\pi < \arg e^{i\Phi_{ij}} < \pi$), reals ($-1 < \text{Re} e^{i\Phi_{ij}} < 1$), binary phase ($[0, \pi]$), and binary amplitude ($[0, 1]$). All produce at least the desired spot, but at the expense of the addition of high order harmonic distortions. Spatial filtering in the optical system is required to remove the harmonics to allow only the target mode to traverse the optical system with a corresponding reduction in diffraction efficiency. It is important to keep in mind that, even if a device has the ability to modulate a full wavelength shift (or more), these devices are typically operated using digital control electronics and thus the finite number of levels must be considered for an accurate mapping between any simulations, iterative optimizations, and the reality of a physical device projecting light. We discuss this further in the technical considerations of this section.

2. Amplitude efficiency

There are several kinds of related diffraction efficiencies to consider for light shaping with a SLM. The first arises due to the physical constraint associated with diffraction when projecting light between two planes with a thin pixelated device such as a SLM, which is essentially a variation of Eq. (33). The second is caused by the changes to
the light field that the pixels of the device are capable of making, for example, the maximum phase shift produced by the device, absorption, reflection, duty cycle or phase stroke. We will introduce this in a device/engineering independent manner here, before we describe other effects such as fringing in technical considerations, Sec. IV.B.3.

How much light can be diverted into particular modes? A Fourier transform of a non-eigenfunction will result in a new function with a distribution of power in the Fourier plane that is different at the device. This means that patterns may be mixed into the pattern displayed on the SLM to precisely control amplitude and phase at the expense of loss to the surrounding environment. The maximum amplitude that can be diverted to a particular maximum, half of the light will simply be reflected. As a device doing nothing simply reflects or transmits the light impinging on it, one can determine how changes to the phase stroke for a particular displayed pattern alters the efficiency. One of the simplest of these would be the shifting function introduced earlier, on the examples shown in Fig. 16. We can find the diffraction efficiencies as a function of a parameter, \( a \), scaling the stroke ranges in amplitude and phase, shown in Fig. 17. The curves in Fig. 17 in the limit of a continuous function are

\[
\sqrt{\eta_{\text{SLM}}(a, l)} = \sin c \pi (a - l), \quad \text{(Fig. 17(a))}
\]

\[
\sqrt{\eta_{\text{SLM}}(a, l)} = (2/\pi)^l \cos^2 \pi (a - l)/2, \quad \text{(Fig. 17(b,c))}
\]

\[
\sqrt{\eta_{\text{SLM}}(a, l)} = \begin{cases} 
  a, & l = 0 \\
  (1/\pi) \sin \pi a, & l = 1.
\end{cases} \quad \text{(Fig. 17(d))}
\]

where \( l = 0 \) for the reflection and transmission channel and \( l = 1 \) for the target mode. The last case, when all mirrors are on, no target light is produced, subject to the diffraction efficiency that was previously derived. At maximum, half of the light will simply be reflected. As a general rule, the more conditions that are needed to be met in the Fourier plane, the less light can be diverted into those target modes. Rigorously, a diffraction integral will need to be solved for every pattern generated by the device; the data shown in Fig. 17 is nonetheless a good rule of thumb estimate. The total diffraction will be a product of the first kind of diffraction previously discussed and that described in this section.

3. Reshaping light fields

One of the classic examples of beam shaping is the production of patterns of isolated spots that can be dynamically re-arranged to move particles in optical tweezers. The ideal function for \( N \)-uniquely placed spots is

\[ T_{ij} = A_{ij} \sum_{n=1}^{N} e^{i \Phi(n)} \tag{54} \]

where \( T \) is the ideal field at the device. The problem is that the beam shaping device will not typically be able to produce this as it is the result of multi-beam interference. There are a few ways to proceed for a full phase only SLM, equation (54) can be approximated as

\[ A_{ij} \exp(i \arg \sum_{n}^{N} e^{i \Phi(n)}) \]

as is often done with holographic optical tweezers (Grier, 2003; Reicherter et al, 1999). The consequence of this approach is the harmonic distortion such as the faint ‘phantom’ spots displayed in Fig. 16 are produced. Let us label this harmonic distortion in the projection plane as \( D \). Occasionally one of the diffraction orders will be a harmonic of another and the interference from the harmonic distortion will change the intensity at that spot. To avoid this outcome a harmonic distortion or dither can be engineered into the field to expose the target modes, \( \tilde{T} \), either approximately using an analytical approach (Davis et al., 1999; Goorden et al., 2014; Kirk and Jones, 1971; Lenton et al., 2020; Liang et al., 2010; van Putten et al., 2008; Stilgoe et al., 2016), or with an iterative process (Bowman et al., 2017;}

\[
\begin{align*}
\text{FIG. 17 Fraction of incident field amplitude in either the reflection/transmission (blue) or targeted diffracted mode (red) with stroke for higher resolution versions of functions corresponding to those in Fig. 16.}
\end{align*}
\]
where $T^{-1}_{ij}$ is the propagator onto the $ij$-th element of the device. Ideally, the magnitude of the inner product of field moduli $|\hat{T}|$, $|\hat{D}|$ is near or at zero which demonstrates minimized harmonic distortion. This will typically be the case, but some of the methods discussed use the appropriate phase shift of distortion at the spot location to increase intensity.

4. Analytical approximations to beam shaping

The price paid from trying to reproduce a facsimile of a target wavefunction or beam shaping, $T$, with a device not capable of the exact transformation needed is loss, $\hat{D}$. The general expression to produce a particular transformed scalar potential is:

$$U_{ij} = A_{ij} H_{ij},$$

where $H_{ij}$ is the transfer or modulation function of the beam shaping device.

There are several approximate techniques by which the transfer function can be modified to project $T$ (Davis et al., 1999; Goorden et al., 2014; Kirk and Jones, 1971; Liang et al., 2010; van Putten et al., 2008; Stilgoe et al., 2016). Considerations of these types of functions will amount to the amplitude diffraction efficiencies shown in the equations of Fig. 17(a) – Fig. 17(d). An SLM with the freedom of choosing a particular phase will have amplitude diffraction efficiency equal to the equation shown in Fig. 17(a). We thus must apply the inverse of these functions to appropriately tune the harmonic distortion. The scheme used in Davis et al. (1999) is appropriate for nematic liquid crystal devices (phase-only) accounting for the mode structure of the incident light and aberration. This effectively amounts to applying the following phase:

$$\phi_{ij} = (1 - c_{ij}) \arg T_{ij} - \arg A_{ij} - \arg X_{ij},$$

where $c_{ij} = \text{sinc}^{-1}(\pi N |T_{ij}|/|A_{ij}|)$, $N$ normalizes the maximum of the argument to $\pi$, and $X_{ij}$ is the aberration. Usefully, the term $(1 - c_{ij}) \arg T_{ij}$ in general is:

$$\arg T_{ij} - c_{ij} \arg M_{ij}$$

where $M_{ij}$ is any phase pattern distinct from $T_{ij}$, e.g. a position shift, etc.

The work of van Putten et al. (2008) (and older work on superpixels by, e.g., Birch et al. (2000)) was more general, splitting up a twisted nematic liquid crystal device into sets of pixels capable of independent addressing of amplitude and phase by finding points where the complex modulation that results from twisted nematics cancels the real or imaginary part of the phasor. This concept was later applied to DMD-SLMs (Goorden et al., 2014), and equivalently in Stilgoe et al. (2016; Zupancic (2013); Zupancic et al. (2016) by changing the relative position of fringe patterns. Provided a good refresh rate, these device patterns can be dynamically altered; we will discuss this further in the technical considerations section.

A smooth Laguerre-Gauss-type ring potential with angular momentum was imprinted on a $^{87}$Rb BEC in the near-infrared to create blue and far-infrared light using four-wave mixing, demonstrating trans-spectral orbital angular momentum transfer (Walker et al., 2012). To get an efficient output, the appropriate phase matching needed to be attained between the different wavelengths of light. They used a SLM to shape the two pump beams to better match the Gouy phase shift between the two near-infrared beams, enhancing the probability of the two photon excitation of the BEC into the four state superposition.

Gaussian beams focus to a single bright spot. On the other hand, a bottle beam or dark spot beam is created by engineering destructive interference at the focus to trap neutral atoms with repulsive light (Chaloupka et al., 1997; Ozeri et al., 1999). This scheme can be implemented with a SLM (Arlt and Padgett, 2000; Xu et al., 2010) and used for trapping of single atoms (Xu et al., 2010). More recently, bottle beams have been used to create 3D optical trapping potentials for confining Rydberg atoms (Barredo et al., 2020). In this work, $^{87}$Rb atoms were trapped with $1/e$ lifetimes of 222 µs in the $84S_{1/2}$ state without cooling. In the same work they subsequently demonstrated coherent state transport between two trapped Rydberg atoms by driving Rabi oscillations (using the dipole blockade mechanism (Lukin et al., 2001)). This kind of scheme can be used for the purposes of preparing and simulating the interactions of two qubit states, and potentially greater numbers of entangled states in the future.

5. Iterative solutions to beam shaping

As mentioned earlier, spatial multiplexing can achieve smooth and flat optical potentials for trapping cold atoms. A naïve implementation of an iterative Fourier transform algorithm, IFTA, on a Gaussian laser beam will result in the production of phase singularities. Phase singularities can be introduced into light with an SLM with as little as three plane wave components (O’Holleran et al., 2006). The production of a large field of phase singularities in the target plane can be considered equivalent to modulating the initial laser light with a diffruser (Brüner et al., 1991). Instead, one would prefer to shape the initial Gaussian laser mode as if it were being transmitted with the smallest possible aberration or through an effective gradient index lens (Han et al., 1983; Rhodes and Shealy, 1980; Wang and Shealy, 1993). The removal of the singularities that particular filters can introduce is widely researched due to their importance.

Boyer et al., 2004; Di Leonardo et al., 2007; Dufresne et al., 2001; Gaunt and Hadzibabic, 2012; Lenton et al., 2020; Nozette et al., 2014; P. and D., 2008; Yang et al., 1994), which may be more effective for complex patterns. Conceptually, this can be written for the device as:

$$U_{ij} = T^{-1}_{ij} \left( \hat{T} + \hat{D} \right),$$

where $T^{-1}_{ij}$ is the propagator onto the $ij$-th element of the device. Ideally, the magnitude of the inner product of field moduli $|\hat{T}|$, $|\hat{D}|$ is near or at zero which demonstrates minimized harmonic distortion. This will typically be the case, but some of the methods discussed use the appropriate phase shift of distortion at the spot location to increase intensity.
A more meaningful investigation of optimization reveals that the quality of the solution is sensitive to the class of problem. A traditional IFTA (such as Gerschberg-Saxton or Yang-Gu algorithms), assumes that the problem being solved is convex, that is, has a simple minimum (Gill et al., 1981). When the problem being solved is an array of resolvable spots it is highly likely that a minimum can be found. In general this is not the case. The algorithm is 'greedy', it will dump as much light as possible into the target points. Convergence of this method can thus be poor for particular shapes and curves. This is the likely outcome for continuous line or ring patterns. The symmetry of the space is too high and many nearly degenerate local minimums can be found. Other schemes such as those in Bowman et al. (2017); Gaunt and Hadzibabic (2012); P. and D. (2008) are more lossy with regard to the light deflected to the target modes, but enable the production of smoother potentials as judged by their performance metrics. These schemes can create very uniform and reproducible illumination but at the cost of unavoidable dither noise ($\tilde{D}$). Bowman et al. (2017) is based on conjugate-gradient minimization of a ‘cost’ function that has good convergence properties that does not seem to have a strong dependence on the initial state.

The weighted Gerschberg-Saxton method in Di Leonardo et al. (2007) is straight forward to implement because it operates by updating the phase associated with the target modes (truncated Fourier series) only. There is an inherent cost to this as there are only a small number of degrees of freedom to modulate and so many ideal projection states may not be accessible to the algorithm so care should be taken when using it. It has the implicit advantage over a FFT method as spots can be generated at non-integer frequencies, which using a FFT would require an over sampling of points. The interesting feature of this kind of beam shaping is that the harmonic distortion amplifies the target modes. This conserves energy because the filtered signal must have a lower radiant flux than the input. Fig. 19(c) utilizes a modification to the weight function to also account for the amplitude in addition to having the points so close together their phases match up. It is important to choose a good starting configuration as it will enhance the chances that the algorithm converges to a more ideal result. The star pattern example has good convergence because it has low symmetry compared to a line or ring and light energy can be distributed away from the target pattern.

One of the clearest benefits of dynamical control of optical potentials is to transport BECs. For an SLM the concept is straightforward—create a dynamically addressable spot pattern to move, split or combine BECs. There are technical considerations to prevent unnecessary atom loss. There are a number of equivalent phase patterns that produce the same intensity spots at the same position with varying phases. Liquid crystals also

---

**FIG. 18** An IFTA takes a guess of state, $U_k$, performs the transform to the projection plane, checks convergence to the ideal output state, if the convergence criterion is met the current device state is collected, otherwise the output constraint, $E_k$, is applied followed by the inverse transform and re-application of the device constraint (including finite phase/amplitude levels) for the next iteration. Alternate approaches based on minimization/maximization of cost functions may circumvent the bottom line of the figure and directly act on device elements.

for controlled beam shaping (Aagedal et al., 1996; Bowman et al., 2017; Gaunt and Hadzibabic, 2012; Senthilkumar et al., 2005) and in particular to confine BEC in uniform potentials (Gaunt et al., 2013; Navon et al., 2016). Fig. 18 shows a schematic representation of a typical IFTA. It is necessary, though tautological to note that IFTAs or any other algorithm we discuss will only converge with particular device constraints, including the digitization of phase or amplitude shift levels, if the product of the incident beam mode and device modulation is capable of projecting the desired target pattern.

Convergence greatly differs with the circumstances of the device and optical system and thus care needs to be taken in designing the control loop. The classical Gerschberg-Saxton or Yang-Gu algorithms are suitable for phase retrieval (Yang et al., 1994), which can approximate the phase pattern needed to optimize projected intensity (Di Leonardo et al., 2007; Dufresne et al., 2001), but not the generation of amplitude and phase. This and similar phase optimization techniques have been used to trap single atoms in 2D and 3D structures (Barredo et al., 2018; Bergamini et al., 2004; Nogrette et al., 2014).
FIG. 19 Using a modification of the algorithm presented in Di Leonardo et al. (2007) the phase pattern (b) is computed assuming an amplitude (a) to produce intensity and phases (c) and (d) in the plane of projection. The curve in the top right of (c) represents the shape and target intensity used in the algorithm. Good agreement between the shape and intensity can be observed.

require a finite time to move. The result is that light is scattered into the target state with time varying amplitude. In Boyer et al. (2004) an algorithm to reduce the number of pixels changes when a ferroelectric Liquid crystal (chiral smectic C type) SLM was used to dynamically change multiple beam spots. The algorithm reduces this by finding patterns with minimal phase difference when transitioning between patterns. This process comes at the cost of also changing the phase of each spot. The subsequent experiment demonstrated transport of two and three well potentials containing Bose-Einstein condensates (Boyer et al., 2006).

To address intensity flicker that can sometimes occur when dynamic changes to the SLM are made when trapping single atoms, a feedback scheme (Kim et al., 2016), and IFTA have been developed (Kim et al., 2019). Using these techniques high loading rates of 87Rb atoms and dynamical re-arrangement was demonstrated. Negligible atom loss was observed for 200 nm displacements. They also demonstrated movements of atoms over a 20 μm range. The ability to dynamically move traps with a LCD-SLM without high chance of loss is equally effective when compared to the creation of a large number of time-shared traps using feedback controlled AODs.

The correct model of the optical system is important because it directly impacts diffraction and hence distribution of speckle in the light field. A FFT without the use of an accurate point spread function results in a pure angular spectrum that will not accurately emulate the targeted output. The appropriate lens, transfer and point spread functions need to be included to minimize noise as these physical properties change the structure of speckle. These considerations are particularly important in an iterative approach when the projected light is a fine featured potential (Gaunt and Hadzibabic, 2012; Gaunt et al., 2013). Using shaped repulsive light, cylindrical ‘boxes’ containing near uniform density BEC have been created (Gaunt et al., 2013). This trapping configuration has been used to induce large length-scale excitation with a time varying magnetic field gradient and study the resulting turbulent cascade (Navon et al., 2016).

So far shaping has been discussed in this section with regard to beam shaping at a single plane. This highly constrains the degrees of freedom that may be modified and consequently lowers projection efficiency. Beam shaping in multiple planes is more flexible, but requires more optical elements in the beam path due to the extra operations. However, the results can be impressive with near perfect construction of beam modes using two-passes of an LCD-SLM utilizing an iterative algorithm on the first pass to change the amplitude profile and in a different plane correct the divergence and shape the phase (Jesacher et al., 2008). Multiple passes over successive beam shaping planes can effectively act as a volume hologram to sort beam modes (Fontaine et al., 2019). A consequence of this process is that beams with different output profiles are produced and can conceivably be used for any number of experiments including those on cold atoms.

6. Direct imaging

In a similar vein to the section on DMD-SLMs we will also highlight several uses of liquid crystal SLMs for imaging purposes. As twisted nematic liquid crystal SLMs rotate the polarization with the phase shift, a polarizing beam splitter can be used to split phase shifted light from the original beam. This enables direct imaging of a pattern of light similar to that achieved with DMD-SLMs. This particular technique was used to create and couple a source of cold atoms to a drain through a controllable disordered channel. This dumbbell trapping potential allowed for the measurement of Anderson localization in a two-dimensional system (White et al., 2020).

If we consider Fig. 13(b) we see that even a phase only liquid crystal modulator can be used to change the amplitude of light when the ‘twist’ of a twisted nematic crystal is emulated with the appropriate polarizer/analyzer combination.

Generalized phase contrast is a natural fit as a method for shaping light diffracted off a nematic liquid crystal device in the imaging mode as it can be used to project light into a wide variety of shapes (Glückstad and Pal-
products which use high-voltage back planes which force liquid crystal motion is frustrated by neighbors. There are relaxation times may be much longer because nematic liquid crystals were chiral smectic C and only needed in a large displacement. The device used here had fast movement of the harmonic potentials. Atom losses of less than 2% were demonstrated if the gas could expand into the double or triple potential slowly by reducing the distance of travel of the potentials, effectively reducing the size of momentum kicks imparted to the gas and reducing the number of atoms lost over the edge of the potential in a large displacement. The device used here had fast update rates up to about 1 kHz which was achievable as the liquid crystals were chiral smectic C and only needed to rotate between easily accessible bi-stable orientations. Many of the available nematic type devices have liquid crystal rise times on the order of 20–25 ms though relaxation times may be much longer because nematic liquid crystal motion is frustrated by neighbors. There are products which use high-voltage back planes which force the liquid crystal to move faster, down to about ~3 ms for several operating wavelengths. Given a large potential phase stroke and dynamic range over the back plane and fast GPU computation it may be possible to modify the behavior of some LCD-SLMs to attain millisecond phase level transition times for dynamic light projection (Thalhammer et al., 2013).

2. Calibration

Optimal light projection efficiency with a phase plate of any sort relies on knowing the exact phase shift the plate induces. Liquid crystals cells exhibit non-linear response to bias, therefore each device needs to be calibrated. Furthermore, the optical path length difference will change with lab conditions such as temperature (as with most materials) and with different levels of illumination. Water cooling to stabilize response is an option available for a number of different models and makes of LCD-SLMs. Some devices are shipped with calibrations pre-loaded into the driving hardware and are convenient for general use. Alternatively, there are a large number of calibration techniques that can be found in the literature. We only pick a few (based only on being a classical technique) as so many other alternatives exist, and indeed, calibrations are fairly straightforward to develop given some knowledge of optics in the era of cheap and readily available components and computation. Classic methods include: Mach-Zehnder Interferometry (Konforti et al., 1988), dual pinhole interference (Bergeron et al., 1995), parametric fitting of a device model (Marquez et al., 2001), and modulation of the stroke in using diffraction of binary-phase level (Ronchi) gratings (Zhang, 1994). Manufacturers will also typically have recommended calibration methods for their devices.

3. Fringing (cross-talk), and flicker

Liquid crystals can be modeled as continuous fluid acting under the influence of external fields. The forces acting on liquid crystal from the external field, in turn change the electric potential throughout the liquid crystal. Coupled with the fact that the field should leak between adjacent electrodes, this means that the phase difference created by the system consisting of signal electrode and liquid crystal is non-uniformly smoothed (Apter et al., 2004; Bouvier, 2000) and this effect is magnified in thicker liquid crystal cells (Linnenberger et al., 2006). There is no guarantee that any part of the LC display reaches the actual set level. The practical outcome is that the diffraction efficiency can change even with a uniform phase-shift across the device, let alone for particular fine structural details of a pattern. Diffraction efficiency will change with a moved spot or pattern, even between two similar patterns. The accuracy can be somewhat improved by re-biasing the field between the adjacent elements over the discontinuity produced by taking the argument (Linnenberger et al., 2006; Thalhammer et al., 2013). Another way this problem can be avoided is by compensating with a computational model to predict the phase retardation and light scattering on a per pixel level. Altogether this is a computationally intensive process. Progress optimizing light scattering using this model approach has been made (Moser et al., 2019).

Some of the earlier work on LCD-SLMs may give some impression that temporal flicker is a serious problem with using these devices for experiments with BECs. At that time, ca. 2000, this may have been a significant concern as the technology was still very much linked to the consumer display market where high frequency flicker or amplitude/phase coupling had no meaningful impact on the quality of the product. This is generally not the case.
with many of the LCD-SLMs available today. Many are designed for lab applications where scientists are concerned about the consistency of states output by the devices. There is no doubt that any light projection device requiring element state refresh cannot do so without changing the momentum and amount of light produced. To all practical extent these effects will be on the order of 1% (Haase et al., 2017). We performed a measurement of intensity of the light diffracted from a customized HSP512L-785-1064 (Meadowlark Optics) and P1920-600-1300 (Meadowlark Optics) spatial light modulators. The normalized intensities sampled at 10kHz over 0.04 s are shown in Fig. 20. Both SLMs display slightly more than 1% noise in the diffracted signal as expected. HSP512L has a ∼2×2 cm area with a measured ∼211 Hz back-plane control signal (16-bit 10V output DVI-D controller). P1920 has a ∼2×1 cm area with a measured ∼127 Hz back-plane control signal (standard HDMI 8-bit controller). Ultimately, the flicker in LCD-SLMs are the product of the spatial and temporal fluctuations that arise due to the mismatch between the continuous fields driving a device with finite-, discrete-elements, and digital addressing. This means that they are not ideal for every situation, but as can be seen in this review they have successfully been applied to trap, interact, and dynamically manipulate cold and ultracold atomic systems and are worth considering.

4. Hardware Selection

The popularity of the device means that a wide variety of products are available. Nematic devices are one of the most common due to their flexibility and potentially high diffraction efficiency. Twisted nematic and ferroelectric devices are less common, but they offer different capabilities. Twisted nematics modulate both phase and amplitude and can be tuned to prioritize one over the other. Ferroelectric devices are faster, having comparatively small switching times, but are limited to two well defined phase states. Typically these liquid crystal cells will, either as a product or with add-ons, have controllers that will connect to graphics ports on standard computers. The speed at which signals can be changed is dictated by the video adapter used, HDMI for example will not exceed 120 Hz refresh rate. To circumvent this, some products have options to be controlled with custom adapters up to 2 kHz. LCD-SLMs designed for scientific use are usually monochrome and thus some manufacturers will have options for either higher bit-depth or increase the rate at which signals can be sent over a video adapter by using all of the color channels, e.g. 3 × 8-bit levels, or 3 × 60 fps.

V. Concluding Remarks

In this review we have described the suite of technologies available to the experimenter for creating configurable optical potentials for ultracold atoms, primarily discussing AOD and EOD optical deflectors, and SLMs including DMD-SLMs and LCD-SLMs. These techniques have established new paradigms for the control and manipulation of ultracold neutral atoms.

A. Device Comparisons

The devices described in this Review present the experimenter with a variety of approaches to achieving the desired geometry for a particular application. Some of the key comparative attributes, desirable for configurable trapping applications, are listed in Table I. In this comparison, we refer to high-grade research devices. Device capabilities may vary significantly within the device families on the basis of the device cost, or the technology options within a single family, i.e. the several different technologies for LCD-SLMs. Table I can nonetheless be used as a general guide for selecting a device based on the features desired for a particular application. Details for each of the device features listed in Table I are now summarized.

I. High Temporal Bandwidth – Having a high temporal bandwidth is useful when evolving a potential in time for study of time dynamics of the atomic system, or for phase imprinting; for a given phase gradient the phase imprinting time must be much smaller than the response time of the atom’s center of mass. A high temporal bandwidth is also desirable for time-averaging, which allows for an increase in the spatial bandwidth of a given device at the expense of temporal bandwidth. This can only be achieved if the temporal bandwidth of the device is again much higher than the response of the atomic system. Temporal resolution is determined by the access time of the device, and modulation frequencies can range from ∼1 kHz for LCD-SLMs, to ∼20 kHz for DMD-SLMs, to ∼10 kHz to ∼10 GHz for AODs and EODs, respectively.

II. High Spatial Bandwidth – The higher the spatial bandwidth of a device the more control over the light levels and light distribution it will have in the direct imaging plane, and the more efficient it will be at accessing different modes in the Fourier plane. Spatial
bandwidth is the product of the number of spatial resolution elements and level control for each of these elements. Although DMD-SLMs and LCD-SLMs come in similar sizes in terms of number of diffraction elements, LCD-SLMs will have phase resolution > 8 bits, versus a single bit ‘on’/’off’ for DMD-SLMs, which will increase efficiency of the produced modes in the Fourier space and light intensity control for direct imaging.

**III. Optical Phase Control** – LCD-SLMs typically operate by spatially controlling the phase of a single polarization of the light. DMD-SLMs can also be used to modulate the light phase at the cost of spatial bandwidth using amplitude holography as described in Sec. III.B.4.

**IV. High Output Light Power** – The higher the light output power is for a given optical system, the easier it will be to create deep trapping potentials. The output light power depends on three factors, the device damage threshold, its usable area that can be illuminated, and its efficiency. EODs have the highest damage threshold of the devices considered. AODs have smaller damage threshold than EODs. LCD-SLMs have similar damage threshold to DMD-SLMs, but their diffraction efficiency tends to be higher since the light is directed into the produced mode, while DMD-SLMs will diffract light into many unwanted orders (see Sec. III).

**V. Flickering Considerations** – Flickering will decrease the lifetime of the trapped atoms by transferring energy to the system through cyclical modulation of the output power. Flickering is not present in AODs and EODs. DMD-SLMs mirrors are usually unlatched and re-latched to prevent the mirrors from bonding to the substrate, resulting in a pulses at the refresh rate where the mirrors switch and resettle over ~ 5 µs (Hueck et al., 2017). Electrolytic degeneration and current leakage can occur in LCD-SLMs exposed to strong DC fields. An AC field is applied to prevent this at the cost of a phase fluctuation and a change in output intensity at that frequency. If this control signal is fast compared to the atomic response rate then no appreciable atom loss occurs. Flicker may be mitigated in DMD-SLMs by bypassing the mirror refresh clock (Hueck et al., 2017). Some types of smectic liquid crystal have two equilibrium states for particular substrates and can be switched in a similar manner to a DMD-SLM.

**VI. Direct Imaging** – Direct imaging is usually easier using DMD-SLMs which have lower computational complexity and better contrast ratio in comparison with LCD-SLMs, which can only achieve high contrast ratios in direct imaging with additional steps, such as an intermediate phase-contrast (Mogensen and Glückstad, 2000).

**VII. Fourier Plane Implementation** – AODs and EODs are inherently Fourier plane devices, where the deflection of the beam maps to different positions in the Fourier space. As mentioned in criteria II. above, LCD-SLMs have a higher spatial bandwidth which makes them better suited for mode manipulation in the Fourier plane than DMD-SLMs.

**VIII. Cost** – For comparable research-grade high-end devices AOMs will be the cheapest followed by EODs. DMD-SLMs with their controllers have a comparable price to LCD-SLMs with their controllers.

New classes of experiments have been enabled by these techniques, and although the trade-offs in attributes may not select an overall winning technology. In certain applications one may be more suitable than the other. Recent results in the literature suggest a preference for particular approaches. Direct imaging of DMD-SLMs has received significant recent interest, and has provided new avenues for cold atom experiments, producing box traps (Aidelsburger et al., 2017; Eckel et al., 2018; Gauthier et al., 2016, 2019a; Johnstone et al., 2019; Ville et al., 2017). DMDs have also enabled high-resolution dynamic control, thanks to large on-board memories and relatively high temporal bandwidth, and have facilitated new studies of two dimensional quantum turbulence (Gauthier et al., 2019a; Johnstone et al., 2019; Stockdale et al., 

---

**TABLE I** Relative comparative guide to high-end research-grade technologies for creating configurable planar optical traps for atoms, indicating preferred devices for each of the categories. See text for details regarding each category.

| Device features                  | AOD | EOD | DMD-SLM | LCD-SLM |
|----------------------------------|-----|-----|---------|---------|
| I. High Temporal Bandwidth       | ✓   | ✓✓  | ✓       | ×       |
| II. High Spatial Bandwidth       | ×   | ×   | ✓       | ✓✓      |
| III. Optical Phase Control       | ×   | ×   | ✓       | ✓✓      |
| IV. High Output Light Power      | ✓   | ✓✓  | ×       | ✓       |
| V. Flicker Considerations        | ✓   | ✓   | ✓       | ×       |
| VI. Direct imaging               | ×   | ×   | ✓✓      | ✓✓      |
| VII. Fourier plane implementation| ✓✓  | ✓✓  | ×       | ×       |
| VIII. Cost                       | ✓✓  | ✓   | ×       | ×       |
and condensate evolution in response to rapidly quenched trapping potentials (Aidelsburger et al., 2017; Eckel et al., 2018). Furthermore, the ease with which the DMD-SLM trap can be configured has enabled groundbreaking studies in the emerging field of atomtronics, taking advantage of the straightforward tuning of the system parameters (Fritsch et al., 2020; Gauthier et al., 2019b; Häusler et al., 2017; Kwon et al., 2020; Luick et al., 2020).

LCD-SLMs in the Fourier plane (or, to a more limited degree, DMD-SLMs in the Fourier plane) are generally better suited than direct imaging of DMD-SLMs for the implementation of three dimensional trapping, as the resulting potential can confine along the beam propagation without the addition of the confining sheet as described in Sec. I.C.4. LCD-SLMS are thus the technology of choice for arbitrary arrays of steerable atom traps, demonstrating deep and configurable trapping (Barredo et al., 2016; Bergamini et al., 2004; Labuhn et al., 2016; Nogrette et al., 2014; Schymik et al., 2020). Box traps have also been produced as a combination of TEM and LG modes created with an LCD-SLM, resulting in a uniform three dimensional BEC (Gaunt et al., 2013).

AODs have enabled steerable arrays of atom traps, and are better suited for dynamically rearranging trapped atoms than LCD-SLMS (Chisholm et al., 2018; Endres et al., 2016; Kaufman et al., 2014), facilitating quantum simulation experiments. Time-averaging, enabled by the high temporal bandwidth of AOD traps, enables the production of large and smooth trapping potentials (Bell, 2020; Bell et al., 2016; Ryu and Boshier, 2015). While EODs have not yet been extensively used in atom trapping, their superior optical power handling (see Table I) may be attractive to future applications requiring deep optical traps, and their very large temporal bandwidth will improve time-averaging performance.

It is worth emphasizing these configurable technologies are not the only approaches to realizing boutique optical traps – several static methods have been implemented with great success (Baik et al., 2009; Boiron et al., 1998; Eckel et al., 2016; Newell et al., 2003; Scherer et al., 2007; Tempone-Wiltshire et al., 2017). In particular, static holograms can provide substantial advantages for the generation of Laguerre-Gaussian and higher order Hermite Gaussian modes (Campbell et al., 2012; Meyrath et al., 2005b; Tempone-Wiltshire et al., 2017). However, it is in the dynamic manipulation of ultracold atom systems that these programmable technologies have enabled new classes of experiments to be performed.

B. Future Directions

As trapping technologies continue to advance, future experiments may take advantage of better optical properties, such as higher efficiency coatings, larger pixel array SLMs and faster optical deflectors, permitting larger time-averaged optical patterns with finer details. The update rates of SLMs are in particular a limiting factor for some implementations such as time-averaging (Bell, 2020; Gauthier, 2019; Gauthier et al., 2016), which is particularly challenging for lightweight atoms such as $^6$Li (Hueck et al., 2017). Future experiments may more substantially develop three-dimensional configurable traps using the technologies, as have been demonstrated for arrays of single atom traps created with an LCD-SLM (Barredo et al., 2018). Substantial progress has been made in other applications using DMD-SLMs to rapidly create three-dimensional patterns, leading to applications such as rapid 3D printing of nanostructures (Gauvin et al., 2012). Similarly, combinations of multiple technologies such as AODs coupled with SLMs, also realizing three-dimensional trapping, have been demonstrating in optical tweezers applications (Akselrod et al., 2006; Tanaka, 2013). These approaches can combine the best properties of the various devices, such as using the fast deflection properties of AODs with the phase control of LCD-SLMS, or the rapid optical switching properties of DMD-SLMs. However, these approaches have yet to be extensively implemented in cold atoms trapping, with only a few initial demonstrations, see for example (Fatemi et al., 2007).
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