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Abstract

We show new upper and lower bounds for the effective differential Nullstellensatz for differential fields of characteristic zero with several commuting derivations. Seidenberg was the first to address this problem in 1956, without giving a complete solution. The first explicit bounds appeared in 2009 in a paper by Golubitsky, Kondratieva, Szanto, and Ovchinnikov, with the upper bound expressed in terms of the Ackermann function. D’Alfonso, Jeronimo, and Solernó, using novel ideas, obtained in 2014 a new bound if restricted to the case of one derivation and constant coefficients. To obtain the bound in the present paper without this restriction, we extend this approach and use the new methods of Freitag and León Sánchez and of Pierce from 2014, which represent a model-theoretic approach to differential algebraic geometry.

1 Introduction

It is a fundamental problem to determine whether a system $F = 0$, $F = f_1, \ldots, f_r$, of polynomial PDEs with coefficients in a differential field $K$ is consistent, that is, it has a solution in a differential field containing $K$. Differential elimination [1, 10] is an effective method that can answer this question, and its implementations (including MAPLE packages) can handle examples of moderate size if a sufficiently powerful computer is used. The differential Nullstellensatz states that the above consistency is equivalent to showing that the equation $1 = 0$ is not a differential-algebraic consequence of the system $F = 0$. Algebraically, the latter says that 1 does not belong to the differential ideal generated by $F$ in the ring of differential polynomials.

The complexity of the effective differential Nullstellensatz is not just a central problem in the algebraic theory of partial differential equations but is also a key to understanding the complexity of differential elimination. It is often the case that this leads to substantial improvements in algorithms. Let $F = 0$ be a system of polynomial PDEs in $n$ differential indeterminates (dependent variables) and $m$ derivation operators $\partial_1, \ldots, \partial_m$ (that is, with $m$ independent variables), of total order $h$ and degree $d$. For every non-negative integer $b$, let $F^{(b)} = 0$ be the set of differential equations obtained from the system $F = 0$ by differentiating each equation in it $b$ times with respect to any combination of $\partial_1, \ldots, \partial_m$. An upper bound for the effective differential Nullstellensatz is a numerical function $b(m, n, h, d)$ such that, for all such $F$, the system $F = 0$ is
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inconsistent if and only if the system of polynomial equations in \( F^{(b(m,n,h,d))} \) is inconsistent. By the usual Hilbert’s Nullstellensatz, the latter is equivalent to

\[ 1 \in \left( F^{(b(m,n,h,d))} \right). \]

For example, in the system of polynomial PDEs

\[
\begin{aligned}
& u_x + v_y = 0 \\
& u_y - u_x = 0 \\
& (u_{xx} + u_{yy})^2 + (v_{xx} + v_{yy})^2 = 1
\end{aligned}
\] (1.1)

\( \partial_1 = \partial / \partial x, \partial_2 = \partial / \partial y, \) and so \( m = 2, \) the differential indeterminates are \( u \) and \( v, \) and so \( n = 2, \) the maximal total order of derivatives is \( h = 2, \) and the maximal total degree is \( d = 2. \) The corresponding system of polynomial equations is

\[
\begin{aligned}
& z_1 + z_2 = 0 \\
& z_3 - z_4 = 0 \\
& (z_5 + z_6)^2 + (z_7 + z_8)^2 = 1
\end{aligned}
\]

which is consistent (e.g., take \( z_1 = \ldots = z_7 = 0 \) and \( z_8 = 1 \)). On the other hand, system (1.1) is inconsistent. Indeed, applying \( \partial_1 \) and \( \partial_2 \) to the first and second equations in (1.1), consider the extended system

\[
\begin{aligned}
& u_x + v_y = 0 \\
& u_y - u_x = 0 \\
& u_{xx} + v_{xx} = 0 \\
& u_{yy} - v_{yy} = 0 \\
& u_{xy} + v_{xy} = 0 \\
& u_{xy} - v_{xy} = 0 \\
& (u_{xx} + u_{yy})^2 + (v_{xx} + v_{yy})^2 = 1
\end{aligned}
\] (1.2)

It now remains to substitute the sum of the third and fourth equations and the difference of the fifth and sixth equations into the last equation to obtain \( 0 = 1. \) The equivalent polynomial system is

\[
\begin{aligned}
& z_1 + z_2 = 0 \\
& z_3 - z_4 = 0 \\
& z_5 + z_6 = 0 \\
& z_6 - z_9 = 0 \\
& z_{10} + z_8 = 0 \\
& z_{10} - v_7 = 0 \\
& (z_5 + z_6)^2 + (z_7 + z_8)^2 = 1
\end{aligned}
\]

which is inconsistent by the above reasoning. In this particular example, it is enough to differentiate the first two equations of (1.1) only once to discover that the corresponding polynomial system is inconsistent.

Our main result, Theorem 3.4, provides a uniform upper bound on the number of differentiations needed for all systems of polynomial PDEs with the number of derivations, indeterminates, total order, and total degree bounded by \( m, n, h, \) and \( d, \) respectively. This bound substantially outperforms the previously known general upper bound [8]. Our result reduces the problem to the polynomial effective Nullstellensatz, which has been very well studied, with many sharp results available (see, for example, [3, 6, 11, 14, 15] and the references given there). On the other hand, note that our problem is substantially more difficult that this problem, because the polynomial effective Nullstellensatz corresponds (see Theorem 4.3) to the effective differential Nullstellensatz restricted to systems of linear \((d = 1)\) PDEs in one indeterminate \((n = 1)\) with constant coefficients, and we do not make these restrictions.
The effective differential Nullstellensatz was first addressed in [19], without providing a complete solution. In the ordinary case \((m = 1)\), the first bound, which was triple-exponential in \(n\) and polynomial in \(d\) appeared in [9]. The first general formula for the upper bound and first series of examples for the lower bound in the case of \(m\) derivations appeared in [8]. That formula is expressed in terms of the Ackermann function and is primitive recursive but not elementary recursive in \(n, h, d\) for each fixed \(m\) and is not primitive recursive in \(m\). In the case of constant coefficients and \(m = 1\), an important breakthrough was made in [5], where a double-exponential bound in \(n\) was given.

In the present paper, we go much beyond the final result of [5] and use the new methods discovered by logicians for fields with several commuting derivations [7, 18] to obtain a new upper bound for the most general case: the coefficients do not have to be constant and we allow any number \(m\). For any \(m\), our bound is polynomial in \(d\). For \(m = 1, 2\), a more concrete analysis of the bound is given in Section 3.3, which shows that our bound is elementary recursive in these cases. In particular, for \(m = 1\), it is double-exponential in \(n\) and \(h\) and is polynomial in \(d\), as in [5], but does not require constant coefficients. For \(m = 2\), it is iterated exponential in \(h\) of length \(n + 2\). Our Examples 4.2 and 4.6 show lower bounds that are polynomial in \(h\) and \(d\) and exponential in \(mn\).

The paper is organized as follows. We begin in Section 2 with introducing the concepts and notation that we further use in the paper. Section 3 contains the main result of the paper, Theorem 3.4, as well as a discussion of the bound for small numbers of derivations in Section 3.3. The lower bound is given in Section 4.

2 Basic definitions

A detailed introduction to the subject can be found in [4, 12, 13, 16]. We will introduce only what is used in the paper. A differential ring \((K, \Delta)\) is a commutative ring \(K\) with a finite set \(\Delta = \{\partial_1, \ldots, \partial_m\}\) of pairwise commuting derivations on \(K\). We let

\[ \Theta = \{\partial_1^{i_1} \cdots \partial_m^{i_m} \mid i_j \geq 0, 1 \leq j \leq m\}. \]

For \(\theta = \partial_1^{i_1} \cdots \partial_m^{i_m}\), we let

\[ \text{ord}\theta = i_1 + \cdots + i_m. \]

Let also

\[ R = K[y_1 \mid 1 \leq i \leq n] := K[\theta y_i \mid \theta \in \Theta, 1 \leq i \leq n] \text{ and } R_h = K[\theta y_i \mid 1 \leq i \leq n, \text{ord}\theta < h], \quad h \geq 0. \]

The ring \(R\) defined above is called the ring of differential polynomials in differential indeterminates \(y_1, \ldots, y_n\) and with coefficients in \(K\). The ring \(R\) is naturally a differential ring. We will use, what we will call, an orderly ranking \(>\) on \(\Theta\). This is a total order on \(\Theta\) such that, for all \(\theta_1, \theta_2 \in \Theta\), if \(\text{ord}\theta_1 > \text{ord}\theta_2\), then \(\theta_1 > \theta_2\). An example of such a ranking is given by ordering the \(n\)-tuples of exponents in \(\Theta\) degree-lexicographically.

For a subset \(F\) of a ring \(R\), \([F]\) denotes the ideal generated by \(F\) and \(\sqrt{[F]}\) denotes the radical ideal generated by \(F\). For a subset \(F\) of a differential ring \(R\), \([F]\) denotes the differential ideal generated by \(F\) in \(R\) and \([F]\) denotes the radical differential ideal generated by \(F\) in \(R\). Note that, if \(Q \subset R\), then \([F] = \sqrt{[F]}\).

A field \(L\) is called differentially closed if, for every \(F \subset L[y_1, \ldots, y_n]\), the existence of a differential field \(M \supset L\) and \((a_1, \ldots, a_n) \in M^n\) such that, for all \(f \in F\), \(f(a_1, \ldots, a_n) = 0\) implies the existence of \((b_1, \ldots, b_n) \in L^n\) with, for all \(f \in F\), \(f(b_1, \ldots, b_n) = 0\). In other words, \(L\) is differentially closed if and only if the inconsistency of a system of polynomial differential equations with coefficients in \(L\) is preserved under differential field extensions of \(L\).

Let \(K\) be a differential field of characteristic zero. The weak form of the differential Nullstellensatz states that, for all \(F \subset K[y_1, \ldots, y_n]\), \(1 \notin [F]\) if and only if, for all differentially closed fields \(L \supset K\), there exists \((a_1, \ldots, a_n) \in L^n\) such that, for all \(f \in F\), \(f(a_1, \ldots, a_n) = 0\). The strong form of the differential Nullstel- lensatz states that for all \(F \subset K[y_1, \ldots, y_n]\) and \(g \in K[y_1, \ldots, y_n]\), \(g \in \sqrt{[F]}\) if and only if, for all differentially closed fields \(L \supset K\) and all \((a_1, \ldots, a_n) \in L^n\) such that, for all \(f \in F\), \(f(a_1, \ldots, a_n) = 0\), we have \(g(a_1, \ldots, a_n) = 0\).
3 Main result

We will start by showing several auxiliary results in Section 3.1. The main result, Theorem 3.4, is contained in Section 3.2. This is continued with an analysis of our estimate for particular numbers of derivations in Section 3.3.

3.1 Preparation

Let $l \geq 0$ and $J \subset R_l$ be an ideal. For each $k \in \mathbb{N}$, let $f^{(k)}$ be the ideal of the ring $R_{l+k}$ generated by the derivatives of the elements of $J$ up to order $k$ (cf. [17]), that is,

$$f^{(k)} = \{\theta g | g \in I, \text{ord} \theta \leq k\}.$$

For $D \in \Theta$, let $f^{(D)}$ be the ideal of $R_{l+\text{ord}D}$ generated by the derivatives of the elements of $J$ not exceeding $D$ in an orderly ranking, that is,

$$f^{(D)} = \{\theta g | g \in I, \theta \leq D\}.$$

For every ideal $J$ of the ring $R_l$, we let

$$J' = \sqrt{\theta J \cap R_l}.$$

We also let

$$\alpha_l = \begin{pmatrix} l + m \\ m \end{pmatrix}.$$

Note that

$$\dim_K R_l = n \alpha_l.$$

Lemma 3.1. Let $J \subset R_l$ be an ideal, $p > 0$, and $(f')^p \subseteq f^{(1)}$. Then, for all $k \geq 0$,

$$\sqrt{f^{(k)}} \subseteq \sqrt{f^{(kp+1)}}.$$

Proof. Fix an orderly ranking on the ring of $\Delta$-polynomials $K[y]$. Let $D \in \Theta$, $p \in \mathbb{N}$. Then there exist $\beta_D \in K[y]$ such that

$$D^p (y^p) = (D(y))^p + \sum_{\theta(l) \cdot y < Dy} \beta_D(l)y. \tag{3.1}$$

Indeed, let $D = \partial_1^{l_1} \cdots \partial_m^{l_m} \in \Theta(r)$. By the Leibniz rule, for every weight- and degree-homogeneous differential polynomial $z$, the differential polynomial $\partial z$ is homogeneous of degree equal to $\text{deg} z$ and of weight with respect to $\partial$ equal to that of $z$ plus one. Hence,

$$D^p (y^p) = \sum_{\sum_{k=1}^p l_k = p \cdot l_1, \ldots, \sum_{k=1}^p \ell_k = p \cdot m} c_{\ell_1, \ldots, \ell_m} \partial_1^{l_1} \cdots \partial_m^{l_m} y \cdots \partial_1^{l_p} \cdots \partial_m^{l_p} y, \tag{3.2}$$

where $c_{\ell}$ are some elements of $K$. Consider a monomial in the right-hand side of (3.2). Suppose that it is of order greater than $r$ in every differential indeterminate that appears in it. Then, for each $k, 1 \leq k \leq p$, we have

$$l_1 + \cdots + l_m > r.$$

Adding $p$ inequalities, we obtain

$$pr = p(i_1 + \cdots + i_m) = \sum_{k=1}^p \sum_{l=1}^m l_k > pr,$$
which is a contradiction. Therefore, for each monomial in the right-hand side of (3.2), one of the factors has order \( \leq r \), and we have:

\[
D^p(y^p) = \sum_{\Sigma_k=1}^{p} c_i \partial_1^{l_1} \ldots \partial_m^{l_m} y \ldots \partial_1^{l_1} \ldots \partial_m^{l_m} y + \sum_{l<r} \beta_1 \theta(l)y,
\]

(3.3)

If, in a monomial from the first sum in (3.3), at least one of the factors had order greater than \( r \), then, as in the above, by adding \( p \) inequalities, we would arrive at a contradiction. Thus, we obtain:

\[
D^p(y^p) = \sum_{\Sigma_k=1}^{p} c_i \partial_1^{l_1} \ldots \partial_m^{l_m} y \ldots \partial_1^{l_1} \ldots \partial_m^{l_m} y + \sum_{l<r} \beta_1 \theta(l)y,
\]

(3.4)

Let the ranking be such that \( \partial_1 > \ldots > \partial_m \) and, in the first sum in (3.4), for one of the factors, we have \( l_1^k > i_1 \) for all \( k, 1 \leq k \leq p \). Adding these \( p \) inequalities, we obtain

\[
pi_1 = \sum_{k=1}^{p} l_1^k > pi_1,
\]

which gives a contradiction. Thus,

\[
D^p(y^p) = \sum_{\Sigma_k=1}^{p} c_i \partial_1^{l_1} \ldots \partial_m^{l_m} y \ldots \partial_1^{l_1} \ldots \partial_m^{l_m} y + \sum_{\theta(l)y \leq D y} \beta_1 \theta(l)y,
\]

As before, note that, for each monomial from the first sum, one cannot have \( l_2^k > i_2 \) for all \( k, 1 \leq k \leq p \). Therefore, in this sum, we are left with just the monomials of order \( \leq r \) of the form

\[
\partial_1^{i_1} \partial_2^{i_2} \ldots \partial_m^{l_m} y \cdot \partial_1^{l_2} \partial_2^{i_2} \partial_3^{l_3} \ldots \partial_m^{l_m} y,
\]

moving the rest of the monomials to the other sum. We now see that, distributing all monomials between these two sums accordingly, we obtain that the first sum contains only one summand and, therefore, obtain (3.1).

We will prove the statement of the lemma now. By induction on \( k \), we will show that, for all \( D \in \Theta \) of order \( k \),

\[
\sqrt{p(D)} \leq \sqrt{f(kp+1)}.
\]

For every \( j' \in J' \), by the definition of \( J' \), there exists \( p \geq 1 \) such that

\[
j'^p = \theta j_0, \quad j_0 \in J, \quad \text{ord} \theta \leq 1.
\]

(3.5)

Let \( k = 0, D \in \Theta(0) \). By the definition of \( J' \),

\[
\sqrt{f'} = J' \leq \sqrt{f(1)}
\]

and the statement holds. Consider an orderly ranking \( < \) on the set of differential polynomials in one differential indeterminate and let, for all \( D' < D \), ord \( D = k \),

\[
\sqrt{f(D')} \leq \sqrt{f(kp+1)}.
\]
By (3.1) for \( y = j' \), (3.5) implies
\[
(D(j'))^p + \sum_{D' < D} \beta_D D' j' = D^p(\theta(1)j_0). \tag{3.6}
\]

Since
\[
D^p(\theta(1)j_0) \in f^{(kp+1)}
\]
and, by the inductive hypothesis, a zero of \( f^{(kp+1)} \) vanishes \( D' j' \) in (3.6), we have
\[
\sqrt{j(D)} \subseteq \sqrt{j^{(kp+1)}}. \tag*{\Box}
\]

**Lemma 3.2.** Let \( s \geq 0 \),
\[
I_0 = (F_0) \subseteq I_1 = (F_1) \subseteq \ldots \subseteq I_s = (F_s) \subseteq R_1
\]
be ideals of \( R_1 \), \( p_j \geq 0 \), \( 0 \leq j \leq s \), and, for all \( i, 1 \leq i \leq s \),
\[
I_i = (I_{i-1})' \quad \text{and} \quad I_i^{p_i} \subseteq I_i^{(1)}.
\]

Then, for all \( q \in \mathbb{N} \), there exists \( k \) such that
\[
I_s^{(q)} \subseteq \sqrt{(F_0)^{(k)}} \quad \text{and} \quad k \leq 1 + p_1 + p_1 \cdot p_2 + \ldots + q \cdot p_1 \cdot \ldots \cdot p_s.
\]

**Proof.** Let \( g \in I_s^{(q)} \). Then \( g \in I_s^{(q)} \). Set \( J = I_s-1 \). Then
\[
f^{(1)} = (F_{s-1}, \partial F_{s-1} | \partial \in \Delta) \quad \text{and} \quad J' = \sqrt{f^{(1)}} \cap R_1.
\]
Applying Lemma 3.1 with \( k = q \), we obtain
\[
g \in I_s^{(q+1)}.
\]
Again, by Lemma 3.1 with \( k = qp_s + 1 \) and \( J = I_s-1 \), we have
\[
g \in I_s^{(qp_s+1)}.
\]
Arguing similarly, we obtain
\[
g \in I_s^{(1+\ldots+(1+qp_s)p_{s-1})\ldots p_1} \subseteq \sqrt{(F_0)^{(1+\ldots+(1+qp_s)p_{s-1})\ldots p_1)}. \tag*{\Box}
\]

For all \( F \subset R_i \), we let (see [7, pages 15-16] for the recursive definition of \( T_h^{m,n} \), which we do not give here, because it is lengthy)
\[
I = \sqrt{(F)}, \quad T = T_h^{m,n}, \quad I_0 = \sqrt{I(T)} \cap R_{T-1} \tag{3.7}
\]
and
\[
I_k = \sqrt{(g, \partial g | g \in I_{k-1}, \partial \in \Delta) \cap R_{T-1} = \sqrt{I_{k-1}^{(1)}} \cap R_{T-1}.} \tag{3.8}
\]

**Lemma 3.3** (cf. [7, Proposition 4.1]). If \( 1 \in [F] \), then, for all \( k \geq 1 \) such that \( I_k \neq R_{T-1} \),
\[
\dim I_{k-1} > \dim I_k.
\]
Proof. Suppose that

$$\dim I_k = \dim I_{k-1}$$ \tag{3.9}$$

for some $k \geq 1$. Fix such $k$. Since $I_{k-1} \subseteq I_k$, by (3.9), there exists a minimal prime component of $I_k$ that is a minimal prime component of $I_{k-1}$. Pick such a component and denote it by $Q$. Let $P$ be a prime component of $\sqrt{I_{k-1}^{(1)}} \subseteq R_T$ such that

$$Q = P \cap R_{T-1},$$ \tag{3.10}$$

which exists by [2, Proposition 16, Section 2, Chapter II]. Let

$$R_T / P = K \left[ a_i^{\theta} \middle| 1 \leq i \leq n, \text{ord} \theta \leq T \right].$$

Then, by (3.10),

$$R_{T-1} / Q = K[b], \quad b := \left( a_i^{\theta} \middle| 1 \leq i \leq n, \text{ord} \theta < T \right).$$

We will show that the field

$$L = K \left( a_i^{\theta} \middle| 1 \leq i \leq n, \text{ord} \theta \leq T \right)$$

satisfies the differential condition [18, page 10]. Indeed, it is sufficient to show that, for all $k, 1 \leq k \leq m$, there exists a derivation $D_k : L' \rightarrow L$, where $L' = K(b)$, extending $\partial_k$ so that

$$D_k a_i^{\theta} = a_i^{\partial_k \theta}$$

for all $a_i^{\theta} \in L'$. For this, it is sufficient to show that, if

$$f \in K \left[ x_i^{\theta} \middle| 1 \leq i \leq n, \text{ord} \theta \leq T - 1 \right] \quad \text{and} \quad f(b) = 0,$$

then

$$\sum_{\substack{1 \leq i \leq n \\text{ord} \theta \leq T - 1}} \frac{\partial f}{\partial x_i^{\theta}} (b) a_i^{\partial_k \theta} + f^{\partial_k} (b) = 0$$ \tag{3.11}$$

(here $f^{\partial_k}$ is the polynomial obtained from $f$ by applying $\partial_k$ to its coefficients.) Note that $Q^{(1)} \subset P$. Indeed, let $J$ be the intersection of all minimal prime components of $I_{k-1}$ not equal to $Q$, $h \in Q$, $\partial \in \Delta$, and $g \in J \setminus Q$ be such that $hg \in I_{k-1}$. By [12, Lemma 1.3, Chapter I],

$$g \cdot h \in \sqrt{I_{k-1}^{(1)}} \subset P.$$ 

Since $g \notin Q$ and $g \in R_{T-1}$, $g \notin P$. Hence, $\partial h \in P$.

Finally, since $f(b) = 0$, $f \in Q$. Hence, $\partial f \in Q^{(1)} \subset P$, which implies (3.11). By the choice of $T$ and [18, Theorem 4.10], if $L$ satisfies the differential condition, Quot($R/(Q)$) is a non-trivial extension of the differential field $(K, \Delta)$, which contradicts $1 \in [F] \subset [I_k]$. \qed

3.2 Main result

Theorem 3.4. Let $h, D \geq 0$, $F \subset R_h$, $\deg F \leq D$. Then $1 \in [F]$ if and only if there exists $k \geq 0$ such that

$$k \leq (n \alpha_{T-1} D)^{2 \alpha(n^3 a_T^3)}$$

and $1 \in (F)\langle k \rangle$,

where $\alpha_T = \binom{T+m}{m}$ and $T = T_h^{m,n}$ is recursively defined in [7, pages 15-16].
Proof. If \(1 \in (F)^{(k)}\), then \(1 \in [F]\) by definition. We will now show the reverse implication. Let \(s = \dim Z(F)\) and also
\[
a := na_{T-1}, \quad b := na_T, \quad c := O \left( n^2 a_{T-1}^2 \right).
\]
Then
\[
\deg Z(F) = \deg Z(I) \leq D^s \leq D^{na_h}.
\]
Hence, by [5, Proposition 4], the ideal \(I\) (as well as the ideal \(I^{(T)}\)) can be generated by polynomials of degree at most
\[
(na_h D^s)^{2O \left( n a_h^2 \right)} \leq (na_h D)^{2O \left( n a_h^2 \right)} = (na_h D)^{2O \left( n a_h^2 \right)} =: d_F.
\]
Then
\[
\deg Z(I_0) \leq d_F^{na_T} = (na_h D)^{b_2O \left( n a_h^2 \right)} =: D_0
\]
and the ideal \(I_0\) can be generated by polynomials of degrees at most
\[
(aD_0)^{2c} = (a)^{2c} \left( na_h D \right)^{b_2O \left( n a_h^2 \right)} =: d_0.
\]
Moreover, by [11, Theorem 1.3],
\[
\sqrt{I^{(T)}}^{p_0} \subseteq I^{(T)}, \quad p_0 := d_F^b.
\]
Hence,
\[
I_0^{p_0} \subseteq I^{(T)} \cap R_{T-1}.
\]
Continuing this way, we obtain that
\[
\deg Z(I_{i+1}) \leq d_I^{na_T} =: D_{i+1}
\]
and the ideal \(I_{i+1}\) can be generated by polynomials of degrees at most
\[
d_{i+1} = a^{2c} \left( d_i \right)^{b_2c} = a^{2c} \left( \left( a^{2c} d_i \right)^{b_2c} \right)^{b_2c} = a^{2c} + b_2^{2c} \left( a^{2c} d_i \right)^{b_2c} = a^{2c} + b_2^{2c} \left( a^{2c} d_i \right)^{b_2c} = a^{2c} + b_2^{2c} + b_2^{2c} d_i^{b_2c}.
\]
Therefore,
\[
d_{i+1} = a^{2c} \sum_{j=0}^{q} \left( b_2c \right)^j d_i^{(b_2c)^{q+1}} = a^{2c} \sum_{j=0}^{i} \left( b_2c \right)^j d_0^{(b_2c)^{i+1}} \leq a^{2c} d_0^{(b_2c)^{i+1}}
\]
and
\[
D_{i+1} \leq \left( a^{2c} d_0 \right)^{b(b_2c)^i}.
\]
Again, by [11, Theorem 1.3],
\[
\sqrt{I_i^{(1)}}^{p_{i+1}} \subseteq I_i^{(1)}, \quad p_{i+1} := \left( a^{2c} d_0 \right)^{b(b_2c)^i} \leq d_i^b, \quad i \geq 0.
\]
Hence,
\[
I_i^{p_{i+1}} \subseteq I_i^{(1)} \cap R_{T-1}.
\]
By Lemma 3.3, \(1 \in I_a\). By Lemma 3.2 applied to (3.8),
\[
1 \in I_0^{(1+p_1+p_1^p_2+\ldots+p_1^p \ldots p_a)}.
\]
Again by Lemma 3.2, for all \(q \geq 0\),
\[
I_0^{(q)} \subseteq \sqrt{I_{(T+1+q)p_0}}.
\]
Hence,
\[
1 \in I_0^{(T+1+p_1+p_1^p_2+\ldots+p_1^p \ldots p_a)}.
\]
By Lemma 3.1 again, we obtain
\[ 1 \in (F)(p_0(T+1+p_0(1+p_1+1+p_2+\ldots+p_1 \cdots p_0)))) = (F)(p_0(T+1+1+(1+p_0)p_{a-1})\ldots p_0)) = (F)(p_0(T+p_0\ldots p_0)), \] (3.13)
with the latter equality following from the definition of c via the O-symbol. Note that
\[ p_0^2p_1\ldots p_a = d_F^2(2^c d_0)^b \sum_{j=0}^{a-1} (2^c)^j = d_F^2(2^c d_0)^b \left( \frac{(2^c)^{a-1}}{2^c} \right) \]
\[ \leq d_F^2(2^c d_0)^b(2^c)^a = d_F^2(2^a d_F)^a(2^c)^a+1 \]
\[ \leq (ad_F)^b((2^c)^a+2) = (ad_F)^{2^{cb}} = a^{2^{cb}}(na\text{ }D)^{2\alpha(a^2h)^{2^{cb}}} \]
again, the equalities hold because of the O-definition of c and also because \( a_T \geq 1 \) if \( h \geq 1 \) and \( k = a = 0 \) if \( h = 0 \) and the result now follows by substituting (3.12) in the above and using (3.13).

**Corollary 3.5.** (cf. [5, Corollary 21]) Let \( h, D \geq 0, F \subset R_h, f \in R_h, \) and \( \max \{\deg f, \deg F\} \leq D. \) Then \( f \in \sqrt{\text{rad}(F(k))} \) if and only if there exists \( k \geq 0 \) such that
\[ k \leq (na\text{ }T_{h-1}D)^{2\alpha(a^3h)^{2^{cb}}} \quad \text{and} \quad f \in \sqrt{\text{rad}(F(k))}, \]
where \( T' := T^{m+1,n+1} \).

**Proof.** If \( f \in \sqrt{\text{rad}(F(k))} \), then \( f \in \sqrt{\text{rad}(F)} \) by definition. Let \( f \in \sqrt{\text{rad}(F)} \). Then \( 1 \in [1-tf, F] \subset K[y_1 \ldots , y_n, t] \). By Theorem 3.4,
\[ 1 \in \left( (1-tf)^{F(k)} \right). \]
for which we used the properties of \( O \) to go down from \( D+1 \) (which appears because \( \deg tf = \deg f + 1 \)) to \( D \) and from \( n+1 \) to \( n \) outside of \( T' \). As usual, by substituting \( 1/f \) into \( t \) and clearing out the denominators, we obtain the result.

**Remark 3.6.** Note that, for \( m \geq 2, T \neq O(T') \) (see Section 3.3), and so we do not replace \( T' \) by \( T \) in the corollary. However, for \( m = 1 \), we simply have \( T = T' = T_h \).

### 3.3 Concrete values of the number of derivations

According to [7, page 16], if \( m = 1 \), then \( T = h \). Then the bound from Theorem 3.4 is
\[ (nhD)^{2\alpha(a^3h)^{2^{cb}}} \]
and is better than the bound from [5, Corollary 19]. Indeed, our result holds for non-constant coefficients and also, if \( h = 0 \), then our bound naturally gives 0, but the bound from [5, Corollary 19] gives \( (nhD)^{2\alpha(a^3h)^{2^{cb}}} \). Of course, one can just prove directly that, if \( h = 0 \), then \( k = 0 \). If \( m = 2 \), by [7, Lemma 3.8],
\[ T = T(n, h) = 2^{b_0+h+1} h, \quad b_0, h = 0, \quad b_{i+1} = 2^{b_i+1} h + b_i + 1. \]
Therefore, in this case, the bound from Theorem 3.4 is polynomial in \( D \) (as it is for arbitrary \( m, n, \) and \( h \)) and is iterated-exponential in \( h \), with the length of the tower being equal to \( n+2 \).

For comparison, note that the bound from [8, Theorem 1], \( A(m+8, \max(n, h, d)) \), has a substantially higher growth rate, as, for example, \( A(3, x) \) is exponential in \( x \) and \( A(4, x) \) is a tower of exponentials of length \( x+3 \), and the minimal possible value here, \( A(9,1) \), is out of reach for any existing computer even to output.
4 Lower bound

The examples in [8] show that the lower bound for the effective differential Nullstellensatz is exponential in the number of variables and the number of derivations and polynomial in the degree of the system. We expand on these results, first by observing how the order of the system affects the lower bound.

Example 4.1. Consider the system $F = \left\{ y_1^d, y_1 - y_2^d, \ldots, y_{n-1}^d, 1 - y_n^{(h)} \right\} \subset K[y_1, \ldots, y_n] =: R$ with one derivation. A particular and essential case of this, $h = 1$, was considered in an unpublished manuscript by York Kitajima, and the argument in the present example is based on Kitajima’s argument and extends it, with extra subtleties. Recall that for $s \geq 2$ and $m, m_1, \ldots, m_s \in \mathbb{N}$ with $m_1 + \ldots + m_s = m$, the multinomial coefficient is

$$\binom{m}{m_1, \ldots, m_s} = \frac{m!}{m_1! \cdot \ldots \cdot m_s!}.$$  

For $l \geq 1$, denote by $M_l$ the multinomial coefficient

$$M_l = \binom{d^l h}{d^l - 1 h, \ldots, d^l h},$$

where this multinomial coefficient contains $d$ terms. We claim that $(F)^{(j)} \subset I_j$ where

- $I_0 = \left\{ y_1, y_2, \ldots, y_{n-1}, y_n, 1 - y_n^{(h)} \right\}$
- $I_j = \left\{ I_{j-1}, y_1^{(j)}, y_2^{(j)}, \ldots, y_{n-1}^{(j)}, y_n^{(j)} y_n^{(h+j)} \right\}$ for $1 \leq j \leq h - 1$
- $I_j = \left\{ I_{j-1}, y_1^{(j)}, \ldots, y_{n-i}^{(j)}, - \prod_{l=1}^{i} M_l^{1-i}, y_{n-i+1}^{(j)}, \ldots, y_{n-1}^{(j)}, y_n^{(j)} y_n^{(h+j)} \right\}$ for $j = d^l h, 1 \leq i \leq n - 1$
- $I_j = \left\{ I_{j-1}, y_1^{(j)}, \ldots, y_{n-1}^{(j)}, y_n^{(h+j)} \right\}$ otherwise, $j \leq d^n h - 1$.

Indeed, we can show this by induction on $j$. The base case $j = 0$ is clear. Now assume $(F)^{(k)} \subset I_k$ for all $k < j$. By induction, we only need to show the inclusion of unmixed monomials, i.e. powers of a single derivative of a $y_i$. The generalized Leibniz rule says that for all $s \geq 1$, $m \geq 0$, and $f_1, \ldots, f_s \in R$,

$$\left( \prod_{r=1}^{s} f_r \right)^{(m)} = \sum_{m_1 + \ldots + m_s = m} \binom{m}{m_1, \ldots, m_s} \prod_{r=1}^{s} f_r^{(m_r)}$$

In our system $F$, we have $s = d$. Unmixed monomials thus occur when $m_1 = \ldots = m_d = m/d$. When $j \neq d^l h$, $y_i^{(j/d)} \in I_j$ for all $i$, $1 \leq i \leq n$, so there is nothing to prove. The case we must consider is when $j = d^l h$, in which case each $m_a$ in the multinomial coefficient is $d^{l-1} h$ and $y_n^{(d^l h)} \notin I_{d^l h}$.

The only differential polynomial in $(F)^{(d^l h)}$ for which it remains to show that it is in $I_{d^l h}$ is

$$\left( y_{n-i} - y_{n-i+1}^{d^l h} \right)^{(d^l h)}$$

since $y_{n-i+1}^{(d^l - 1) h} \notin I_{d^l h}$ by construction. Observe that

$$\left( y_{n-i} - y_{n-i+1}^{d^l h} \right)^{(d^l h)} = y_{n-i}^{(d^l h)} - M_i \left( y_{n-i+1}^{(d^l h)} \right)^d + g,$$

where $g \in K[y]$ contains no unmixed monomials, and so is in $I_{d^l h}$. Thus, it suffices to show that

$$y_{n-i}^{(d^l h)} - M_i \left( y_{n-i+1}^{(d^l - 1) h} \right)^d \in I_{d^l h}.$$
By construction,

\[ y^{(d^i h)}_{n-i} - M_i \left( y^{(d^{i-1} h)}_{n-i+1} \right)^d = \left( y^{(d^i h)}_{n-i} - \prod_{l=1}^{i} M_l^{d^{i-l}} \right) - M_i \sum_{\alpha=0}^{d-1} \left( \prod_{l=1}^{i-1} M_l^{d^{i-l}} \right)^\alpha \left( y^{(d^{i-1} h)}_{n-i+1} - \prod_{l=1}^{i-1} M_l^{d^{i-l-1}} \right) \]

We can thus write

\[ y^{(d^i h)}_{n-i} - M_i \left( y^{(d^{i-1} h)}_{n-i+1} \right)^d = \left( y^{(d^i h)}_{n-i} - \prod_{l=1}^{i} M_l^{d^{i-l}} \right) - M_i \sum_{\alpha=0}^{d-1} \left( \prod_{l=1}^{i-1} M_l^{d^{i-l}} \right)^\alpha \left( y^{(d^{i-1} h)}_{n-i+1} - \prod_{l=1}^{i-1} M_l^{d^{i-l-1}} \right) \]

in terms of elements of \( I_{d^i h} \), completing the induction step and proving that \( F^{(j)} \subset I_j \) for all \( j, 1 \leq j \leq d^n h - 1 \).

Since \( 1 \notin I_j \) for all \( j, 0 \leq j \leq d^n h - 1 \), then \( 1 \notin (F^{(d^n h-1)}). \) Observe that

\[ \left( y^{(d^h)}_n \right)^{(d^n h)} = \left( \left( y^{(d^h)}_n \right)^{(d^n h-1)} \right)^{(d^n h)} = \sum_{n_1,1+\ldots+n_1,d^n=h} \left( \prod_{i=1}^{d^n} y^{(n_{1,i})}_n \right) \left( (d^h)^{(d^n-2)}n \right) \]

\[ = \sum_{n_1,1+\ldots+n_1,d^n=h} \sum_{n_2,1+\ldots+n_2,d^n=h} \left( \prod_{i=1}^{d^n} y^{(n_{1,i}+n_{2,i})}_n \right) \left( (d^h)^{(d^n-3)}n \right) \]

\[ = \ldots \sum_{n_1,1+\ldots+n_1,d^n=h} \prod_{j=1}^{d^n} \left( y^{(n_{j,1},\ldots,n_{j,d^n})}_n \right) \left( (d^h)^{(d^n)}n \right) \]

Since \( y^{(h)}_n \equiv 1 \) modulo the system \( F \), then \( y^{(l)}_n \equiv 0 \) for all \( l > h \), so the only non-zero terms in this sum will be powers of \( y^{(h)}_n \). We thus have that, modulo \( F \), \( \left( y^{(d^n h)}_n \right)^{(d^n h)} \equiv 1 \), so \( 1 \in (F^{(d^n h)}) \) and \( 1 \notin (F^{(d^n h-1)}) \).

**Example 4.2.** Consider the following collections of differential polynomials in \( K\{y_1,\ldots,y_n\} \) with derivatives \( \Delta = \{\partial_1,\ldots,\partial_m\} \), with \( d, h \geq 1 \):

\[ G_1 = \{ \partial_1 y_1^d, \partial_1 y_1 - (\partial_2 y_1)^d, \ldots, \partial_{m-1} y_1 - (\partial_m y_1)^d \} \]

\[ G_i = \{ \partial_1 y_i^d, \partial_1 y_i - (\partial_2 y_i)^d, \ldots, \partial_{m-1} y_i - (\partial_m y_i)^d \} \]

\[ 1 \leq i \leq n-1 \]

\[ G_n = \{ \partial_1 y_{n-1}^d, \partial_1 y_{n-1} - (\partial_2 y_{n-1})^d, \ldots, \partial_{m-1} y_{n-1} - (\partial_m y_{n-1})^d, 1 - \partial_{m+1}^d y_n \} \]

Similar to what is done in [8], if we replace \( F \) in the previous example by \( G = \bigcup_{i=1}^{n} G_i \), then the elements of \( G \) will need to be differentiated a minimum of \( d^{mn} h \) times in order to reduce the system to 1, so \( 1 \in (G^{(d^{mn} h)}) \) and \( 1 \notin (G^{(d^{mn} h-1)}) \).

In these examples, we see that the lower bound for having \( f \in (G^{(k)}) \) is exponential in the number of derivations and number of variables and linear in the order of the system. However, these known examples are non-linear. We will use the lower bound on the effective polynomial Nullstellensatz to construct an example of a linear system \( G \subset K\{y_1,\ldots,y_n\} \) with \( f \in (G^{(k)}) \) but \( f \notin (G^{(k-1)}) \), where \( k \) is exponential in the number of derivations and the number of variables and polynomial in the order of the system.

We use a system of polynomials to construct a system of differential polynomials. We begin with polynomials in \( K\{X_1,\ldots,X_m\} \) and construct differential polynomials in \( K\{y\} \) with derivations \( \Delta = \{\partial_1,\ldots,\partial_m\} \), where \( K \) is constant with respect to each \( \partial_i \). Given \( \alpha = (a_1,\ldots,a_m) \in \mathbb{N}^m \), denote \( X^\alpha = X_1^{a_1} \cdots X_m^{a_m} \) and \( \partial^\alpha = \partial_1^{a_1} \cdots \partial_m^{a_m} \).
Suppose we have $f_1, \ldots, f_r \in k[X_1, \ldots, X_m]$. For each $i$, $1 \leq i \leq r$, there exist $\alpha_{i,1}, \ldots, \alpha_{i,N_i} \in \mathbb{N}^m$ and $c_{i,1}, \ldots, c_{i,N_i} \in K$ such that

$$f_i = \sum_{j=1}^{N_i} c_{i,j} X^{\alpha_{i,j}}.$$  

We then define $\tilde{f}_i \in K[y]$ to be

$$\tilde{f}_i = \sum_{j=1}^{N_i} c_{i,j} \partial^{\alpha_{i,j}} y.$$  

Similarly, given $f = \sum_{j=1}^{N} s_j X^j \in K[X_1, \ldots, X_m]$, we can define $\tilde{f} = \sum_{j=1}^{N} s_j \partial^j y \in K[y]$. Consider the system $G = \{\tilde{f}_1, \ldots, \tilde{f}_r\}$.

**Theorem 4.3.** Let $f, f_1, \ldots, f_r \in K[X_1, \ldots, X_m]$, $\tilde{f}, \tilde{f}_1, \ldots, \tilde{f}_r \in K[y]$, and $G \subseteq K[y]$ be defined as above. Suppose $f \in (f_1, \ldots, f_r)$ and let $k$ be the lower bound for the degree of the coefficients of the $f_i$ in any possible representation of $f$. Then $f \in (G)^{(k)}$ if and only if $f \notin (G)^{(k-1)}$.

**Proof.** Suppose $f \in (f_1, \ldots, f_r)$, so there exist $g_1, \ldots, g_r \in K[X_1, \ldots, X_m]$ such that $f = g_1 f_1 + \ldots + g_r f_r$. As with the $f_i$s, there exist $\beta_{i,j} \in \mathbb{N}^m$ and $d_{i,j} \in K$, $j = 1, \ldots, M_i$, such that we can write each $g_i$ as

$$g_i = \sum_{j=1}^{M_i} d_{i,j} X^{\beta_{i,j}}.$$  

It is then easy to see that

$$\sum_{j=1}^{M_1} d_{1,j} \partial^{\beta_{1,j}} (\tilde{f}_1) + \ldots + \sum_{j=1}^{M_r} d_{r,j} \partial^{\beta_{r,j}} (\tilde{f}_r) = \sum_{j=1}^{N} s_j \partial^j y = \tilde{f}.$$  

Since $G = \{\tilde{f}_1, \ldots, \tilde{f}_r\}$, we thus have that $\tilde{f} \in [G]$, and since the maximum degree of the $g_i$s is $k$, the maximum order of the $\partial^{\beta_{i,j}}$s is also $k$, so $\tilde{f} \in (G)^{(k)}$.

It remains to show that $\tilde{f} \in (G)^{(k-1)}$. Suppose for a contradiction we have $\tilde{f} \in (G)^{(l)}$ for some $l < k$, so we can write

$$\tilde{f} = \sum_{j=1}^{K_1} \alpha_{1,j} (y) \partial^{\sigma_{1,j}} (\tilde{f}_1) + \ldots + \sum_{j=1}^{K_r} \alpha_{r,j} (y) \partial^{\sigma_{r,j}} (\tilde{f}_r)$$  

(4.1)

where the $\alpha_{i,j} \in K[y]$ and $\text{ord} \partial^{\sigma_{i,j}} \leq l < k$.

To complete the proof, we need the following fact about systems of homogeneous degree 1 polynomials. Suppose $p, p_1, \ldots, p_s \in K[X_1, \ldots, X_n]$ are homogeneous degree 1 polynomials. If there exist $q_1, \ldots, q_s \in K[X_1, \ldots, X_n]$ such that $p = q_1 p_1 + \ldots + q_s p_s$, then we can in fact assume that all of the $q_i$ are constant. Indeed, write $p = a_1 X_1 + \ldots + a_n X_n$. Assume without loss of generality that $a_n \neq 0$. Since $p = q_1 p_1 + \ldots + q_s p_s$, then

$$X_n = q_0 + \frac{a_1}{a_n} p_1 + \ldots + \frac{a_s}{a_n} p_s, \quad q_0 := -\frac{a_1}{a_n} X_1 - \ldots - \frac{a_{n-1}}{a_n} X_{n-1}.$$  

Thus, it suffices to prove the result when $p = X_n$.

For this, we order the variables so that $X_1 > \ldots > X_n$. Applying the Gauss-Jordan elimination to the system $\{p_i = 0\}$, we obtain a new system $\{p'_i = 0\}$ that is in reduced row echelon form. Moreover, every $p'_i$ is a linear combination of $p_1, \ldots, p_r$ (with coefficients in $K$) and vice versa. There are two cases to consider. If $X_n$ is a leading variable in $\{p'_i = 0\}$, then because of the ordering on the $X_i$, we must have in fact that $X_n$ is one of the $p'_i$, and so the proof is complete.

Therefore, suppose $X_n$ is not a leading variable of $\{p'_i = 0\}$. By assumption, $X_n \in (p_1, \ldots, p_s) = (p'_1, \ldots, p'_s)$. This implies that for every solution $(\alpha_1, \ldots, \alpha_n)$ of the system $\{p_i = 0\}$ (or equivalently $\{p'_i = 0\}$), $\alpha_n = 0$. Thus,
$X_n$ cannot be a free variable of $\{p'_i = 0\}$, since there is a solution of the system $\{p'_i = 0\}$ for every possible value of any free variable (provided that a solution exists, which in this case is true, given by $\{0, \ldots, 0\}$).

Now, since the $\partial^y f$ and $\partial^\alpha_{i,j} (f_j)$ in (4.2) are all homogeneous of degree 1, by the above discussion, we can assume that the $\alpha_{i,j}$ are all constants $b_{i,j} \in K$, so we obtain

$$\tilde{f} = \sum_{j=1}^{K_i} b_{1,j} \partial^\alpha_{1,j} (f_1) + \ldots + \sum_{j=1}^{K_r} b_{r,j} \partial^\alpha_{r,j} (f_r). \quad (4.3)$$

Let

$$h_i = \sum_{j=1}^{K_i} b_{i,j} X^\alpha_{i,j}.$$ 

Based on our construction of (4.1) we can go backwards and deduce, using (4.3), that $f = h_1 f_1 + \ldots + h_r f_r$. Since we know that $\text{ord} \partial^\alpha_{i,j} \leq l$, this means that $\text{deg} h_i \leq l, 1 \leq i \leq r$, contradicting the fact that the maximum degree must be at least $k > l$.

**Remark 4.4.** If $f = 1$ in Theorem 4.3, then $\tilde{f} = y$. Thus, by considering the system $G_1 = \{G, 1 - ty \} \subset K\{t, y\}$, we have $1 \in (G_1)^{(k)}$ and $1 \notin (G_1)^{(k-1)}$.

**Example 4.5.** For $m \geq 2$, consider the following system of polynomial equations in $K\{X_1, \ldots, X_m\}$; cf. [3, page 578]:

$$f_1 = X_1^h, f_2 = X_1 - X_2^h, \ldots, f_{m-1} = X_{m-2} - X_{m-1}^h, f_m = 1 - X_{m-1} X_m^{-1}. \quad (4.4)$$

It is shown that $1 \in (f_1, \ldots, f_m)$ and if $1 = g_1 f_1 + \ldots + g_m f_m$, then

$$\text{deg}(g_1) \geq h^m - h^{m-1} = h^{m-1}(h-1).$$

Thus, if $k$ is the maximum degree of the $g_i$ (that is smallest possible over the collection of all $g_i$ so that $1 = \sum g_i f_i$), we must have that $k \geq h^{m-1}(h-1)$.

Let us use this polynomial system to create a system of differential polynomial in $K\{y\}$ with derivations $\Delta = \{\partial_1, \ldots, \partial_m\}$. Let $G$ be the system in $K\{y\}$ given by

$$\tilde{f}_1 = \partial^h y, \tilde{f}_2 = \partial_1 y - \partial^h y, \ldots, \tilde{f}_{m-1} = \partial_m y - \partial^h {m-1} y, \tilde{f}_m = y - \partial_m \partial^h y. \quad (4.4)$$

By the above discussion, we have $y \in (G)^{(k)}$ where $k \geq h^{m-1}(h-1)$ and $y \notin (G)^{(h^{m-1}(h-1)-1)}$. We have thus constructed a linear system $G$ in which the number of derivations of the elements of $G$ needed is exponential in the number of derivatives and polynomial in the order of the system.

We can construct an explicit linear combination of the $\tilde{f}_i$'s and their derivatives equaling $y$ that requires exactly $h^{m-1}(h-1)$ derivations of $\tilde{f}_1$. Explicit $g_i$'s are constructed in [3] such that $1 = g_1 f_1 + \ldots + g_m f_m$ and $\text{deg}(g_1) = h^{m-1}(h-1)$ by observing that, setting $D = h^{m-1}(h-1)$,

$$X_m^D \left( X_1^h \right) - \sum_{i=2}^{m-1} X_m^D \left( X_{i-1}^{h_{i-1}} - \left( X_i^h \right)^{h_{i-1}} \right) + \left( \sum_{j=0}^{h_{i-1} - 1} X_{m-1}^{h_{i-1} - j} \left( X_m^h \right)^j \right) = h^m - h^{m-1} = h^{m-1}(h-1). \quad (4.5)$$

Thus, if we set

$$g_1 = X_m^D$$

$$g_i = X_m^D \left( \sum_{j=0}^{h_{i-1} - 1} X_{i-1}^{h_{i-1} - j} \left( X_m^h \right)^j \right) \quad 2 \leq i \leq m - 1$$

$$g_n = \sum_{j=0}^{m-1} \left( X_{m-1} X_m^{h-1} \right)^j,$$
then using (4.5), we have $1 = g_1 f_1 + \ldots + g_m f_m$.

We can use these $g_i$s to find the desired linear combination of the $\tilde{f}_i$s and their derivatives. Using the corresponding identities in $K[X_1, \ldots, X_m]$, we obtain that

$$\frac{\partial^{h_i} y}{\partial t} = \sum_{j=0}^{h_i-1} \frac{\partial^{h_i-j} y}{\partial t} \frac{\partial^j (f_i)}{\partial t} \quad 2 \leq i \leq m - 1$$

$$y - \frac{\partial^{h_n} y}{\partial t} = \sum_{j=0}^{h_{n-1} - 1} \frac{\partial^{j} y}{\partial t} \frac{\partial^j (f_m)}{\partial t}.$$ 

Thus, setting $D = h^{n-1}(h-1)$, we can directly adapt (4.5) to see that

$$\frac{\partial^{D} y}{\partial t} - \sum_{i=2}^{m-1} \frac{\partial^{D} y}{\partial t} \frac{\partial^{h_i} y}{\partial t} + \left( y - \frac{\partial^{h_n} y}{\partial t} \frac{h^{n-1}(h-1) y}{\partial t} \right) = y.$$ (4.6)

This gives us a linear combination of the $\tilde{f}_i$s and their derivatives that requires exactly $h^{n-1}(h-1)$ derivations of $\tilde{f}_1$, which we know is minimal by the polynomial case.

**Example 4.6.** We can use (4.6) to generalize this result to the case of multiple variables. We will define a system in $K[y_1, \ldots, y_n]$ with derivatives $\Delta = \{\partial_1, \ldots, \partial_m\}$. Let $m \geq 2$. For $n = 1$, we have (4.4). For $n > 2$, consider the collection of differential polynomials:

$$G_1 = \{\partial_1 y_1, \partial_1 y_1 - \partial_2 y_1, \partial_2 y_1 - \partial_3 y_1, \ldots, \partial_{m-2} y_1 - \partial_{m-1} y_1\}$$

$$G_i = \{\partial_{m-1} y_i, \partial_{m-1} y_i - \partial_i y_i, \partial_i y_i - \partial_{i+1} y_i, \ldots, \partial_{m-1} y_i - \partial_{m-2} y_i\} \quad 2 \leq i \leq n - 1$$

$$G_n = \{\partial_{m-1} y_n, \partial_{m-1} y_n - y_n, \partial_1 y_n, \ldots, \partial_{m-1} y_n - \partial_{m-1} y_n\}.$$ 

Then let $G = \bigcup_{i=1}^{n} G_i$. We claim that $y_n \in (G)^{(k)}$ where $k \geq h^{n(m-1)}(h-1)$ and

$$y_n \notin (G)^{h^{n(m-1)}(h-1)}.$$ (4.7)

We can write a system similar to the one in (4.6) to produce $y_n$ in terms of the elements of $G$ and their derivatives needing exactly $h^{n(m-1)}(h-1)$ derivations of $\partial_1 y_1$. Let $E = h^{n(m-1)}(h-1)$. Then we have

$$\frac{\partial^{E} y}{\partial t} - \sum_{j=1}^{n} \frac{\partial^{E} y}{\partial t} \frac{\partial^{h_i} y}{\partial t} + \left( y_n - \frac{\partial^{h_n} y}{\partial t} \frac{h^{n(m-1)}(h-1) y_n}{\partial t} \right) = y_n.$$ 

By the same argument that shows the minimality of $h^{n-1}(h-1)$ in Example 4.5, we know that we must differentiate $\partial_1 y_1$ at least $E$ times. This shows (4.7) and there is a $k \geq E$ with $y_n \in (G)^{(k)}$.
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