Mechanical equipment fault detection applying data mining technology
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Abstract—Mechanical equipment fault detection in manufacturing enterprises has always been an important link in the manufacturing process. Along with the computer technology, artificial intelligence technology and various sensors are widely used in manufacturing industry, the amount of data produced by manufacturing machinery and equipment at all stages of the production process is also increasing rapidly. It is particularly important to analyze the data generated by these devices for fault detection and even prediction, Data mining technology provides advanced analysis methods for this purpose. This paper first introduces the basic concepts of Data Mining, Data Mining process and the key technology of Data Mining, and then focuses on the application of Data Mining in machinery fault detection, finally through the analysis of Data Mining in the field of top class meeting KDD2019, explored the could be applied to machinery fault detection of new technology, forecast the Data Mining technology in the fault detection of possible development trend.

1. INTRODUCTION
With the introduction of intelligent manufacturing, "Industry 4.0", "Made in China 2025" and other concepts, the manufacturing industry in all countries in the world develops rapidly [1], and a large number of intelligent, automatic, networked and digital new manufacturing equipment is used, and massive data information is accumulated [2]. There are a lot of valuable potential information in these continuously generated and accumulated massive data. How to quickly obtain effective data from massive data and provide support for equipment fault detection has become an urgent matter of the moment, while the traditional method of manually processing data is obviously unable to meet the needs. Data mining technology analyzes the data generated by manufacturing equipment, excavates the laws contained therein [3], and analyzes the operation state and operation law of manufacturing equipment based on these laws, so as to achieve the purpose of saving cost, improving efficiency and reducing energy consumption, and gradually make the manufacturing industry intelligent [4].

2. DATA MINING AND ITS MAIN ALGORITHMS
Data mining is simply mining or extracting useful knowledge from a large number of data. On the definition of the concept of data mining has many versions, in general, data mining is the data from a large database to extract implicit, previously unknown, valid, novel and potential application of the knowledge and information, the extracted knowledge representation for the Concepts, Rules,
Regularities, such as form, this definition to define the object of data mining for the database or data warehouse. In addition, some literatures call Data mining as Knowledge Discovery, Knowledge Extraction, Data Archaeology, Data Dredging, Intelligent Data Analysis, and so on [5].

The object of data mining is a very broad, mainly oriented relational database, data warehouse, text (text unstructured or semi-structured data), multimedia data (including images, audio, video, data), Web data and complex type of data (mainly includes spatial database and time sequence database), etc.

The task of data mining is to find patterns from data sets. According to the functional patterns, it is mainly divided into descriptive mining and predictive mining. The emphasis of descriptive mining is to find interesting patterns to describe data and describe general characteristics of data. Predictive mining is predictive inference based on current and historical data, focusing on the behavior of predictive models. At present, the main tasks of data mining are usually divided into data description, model evaluation, prediction, classification, cluster analysis and correlation analysis according to the practical application of the pattern. Data description is an Exploratory Data Analysis (EDA) that enrichs existing Data to give a conceptual description. A high-quality description can usually be implemented in Exploratory Data Analysis, a graphical approach that Exploratory Data can be used to search for patterns and trends [6]. Model evaluation is to establish a model and evaluate the difference between the target variable and the prediction variable through the approximate value of the regular prediction variable of the data set. Simple linear regression or correlation and multiple regression are generally used, and neural network can also be used for model evaluation [7-9]. Classification is similar to model evaluation, except that the target variable of classification is category instead of number. The main methods include KNN, decision tree, neural network, logistic regression, Bayesian network, etc. [10-13]. Prediction is similar to classification and model evaluation, but prediction is mainly aimed at the future situation. General classification and model prediction methods are applicable to prediction analysis. Clustering and classification, clustering, no target variable database objects in the cluster is divided into multiple classes, objects of the same class similarity as large as possible, not the same kind of objects as small as possible, the similarity of more common method used to measure object similarity distance, density and so on, generally use the clustering method with KNN, BIRCH [14], etc. Association analysis is to discover the correlation between data and discover which attributes exist at the same time. Data association is a kind of important discoverable knowledge existing in the database. Generally, support degree and credibility are used to measure the correlation of association rules, and common association algorithms are Apriori algorithm and generalized rule inductive algorithm [15-16].

3. KEY TECHNOLOGY OF DATA MINING

Data mining consists of three stages: data preprocessing, data mining and evaluation and presentation of mining results. Figure 1 shows the entire process of data mining.

3.1. Data preprocessing

Data preprocessing is a very important part in the whole process of data mining. When we integrate the data from various data sources, the data is often incomplete and there are many noises and redundancy. The quality of the data directly affects the reliability of the mining model and the correctness of the decision. For the accuracy of data mining results, data needs to be preprocessed, which mainly includes three forms of data cleaning, data transformation and data dimension reduction.

3.1.1. Data cleaning: The content of data cleaning mainly includes processing missing data, identifying misclassification and identifying outliers. For a data set containing a large amount of data, information loss is very common. Although data with missing information can be processed faster by simply omitting or discarding data, it is likely to result in deviation and data waste. Therefore, some specified constants or estimates based on other features are usually used instead. Finding and correcting misclassification can also improve the accuracy of the results. Outliers are extreme values deviating from other value trends. Some data mining methods will be greatly affected by outliers, which may lead to result errors. Therefore, it is very important to identify outliers.
3.1.2. **Data transformation:** The range of different variables is often very different. For some data mining algorithms, such range difference will lead to the variable with large range will have a bad influence on the result. Therefore, it is necessary to normalize the data in the process of data mining, such as normalizing the data, so as to standardize the impact of each variable on the results.

3.1.3. **Data dimension reduction:** Data sets used in data mining may contain millions of pieces of data and thousands of variables, not all of which are independent and unrelated to each other. In the process of data mining, it is necessary to prevent the correlation between predictive variables from causing instability of the results. Principal component analysis (PCA) [17] is a statistical analysis method that selects a small set of important variables to describe the relevant structure through linear combination of multiple variables. Principal component analysis is used only for predictive variables and not for target variables.

3.2. **Data mining**

Data mining is the most critical link in the whole data mining process, which usually includes four aspects: 1. Selecting and applying appropriate data mining technology; 2. Calibrating model Settings to optimize results; 3. Applying various technologies; 4. In this stage, the algorithm is selected according to the target of data mining, and the corresponding pattern model is mined by analyzing the data.

3.3. **Evaluation and presentation of results**

Model evaluation requires a comprehensive review of the data mining process to determine whether important factors or tasks have been neglected for some reasons. Model representation is visualization, which enables the model to be presented in a friendly manner now available to users. Because the pattern model mined in the second phase is not necessarily meaningful or desirable to the target user. Therefore, the data should be interpreted and evaluated.

This stage is also important to present the target user with the desired, easy-to-understand, visual pattern model.

![Data mining flowchart](image)

Figure 1. Data mining flowchart
4. APPLICATION OF DATA MINING IN FAULT DETECTION OF MECHANICAL EQUIPMENT

Fault detection of mechanical equipment can monitor, diagnose and predict the status and faults of continuously running mechanical equipment, and ensure the safe operation of mechanical equipment, which is of great significance to ensure the safe operation of equipment.

Machine as a dedicated to tunnel large machines, bad work environment, prone to failure, and the hydraulic system is one of the main parts of machine failure, and boring machine hydraulic system components, complex circuit, and sealing, lead to the failure mechanism, influential factors and forms are diverse, the operator is difficult to accurately find out the cause of the problem of fault handling correctly. Because of the complexity of the hydraulic system of road header, the traditional manual diagnostic method is difficult to meet the diagnostic requirements, so the data mining method must be adopted. Literature [18] proposes a fault diagnosis method combining fuzzy theory with BP neural network for the hydraulic system fault of road header, and VC ++ and Matlab are applied to realize the fault diagnosis software. The experiment shows that the system has good effect. Literature [29] describes the state information of the motor equipment by recording 6 attribute data, and extracts its fault diagnosis rules based on rough set idea, so that the system can monitor its production state in real time through the running state of the equipment, detect equipment faults in time, and ensure the normal operation of the production system. Literature [20] for different fault factors have different effect in the process of fault diagnosis, this paper proposes a matrix of weighted association rules algorithm, using fault factors weights to improve the accuracy in fault diagnosis, through the improvement of shear connection reduces the scale of candidate item sets generation, thus improve the efficiency of fault diagnosis. Literature [21] proposed FDC (Fault Detection and Classification) method. First, principal component analysis was used to sort out training data and establish a modular neural network for Fault identification. D-s theory is used for fault classification in the case of uncertainty (such as multiple fault generation or fault transmission). The FDC method based on modular neural network and D-S theory has the ability to quickly identify the abnormal and locate the root component of the abnormal when it occurs, so that relevant personnel can quickly locate the fault component and take corresponding measures to solve it. Literature [22] proposed an improved algorithm of decision tree structure based on variable precision rough set on the basis of the existing decision tree method, which improved the classification accuracy and noise data suppression ability, and applied it to the machinery and equipment of coal plant, and obtained a good effect. In reference [23], a state monitoring system for vibration fault diagnosis of rotating equipment is developed based on the data of large rotating equipment, combined with Apriori algorithm and using B/S structure, which has achieved good results in practical production and application. Literature [24] proposed the visualization of Riemann prevalence and covariance matrix distribution for detection of mechanical equipment anomalies, and applied it to the fault detection of wind turbine gear box, and obtained good results. Literature [25] proposed a black hole particle swarm optimization (BPS-SA) algorithm according to the least square support vector machine and combined with the simulated annealing algorithm, which was greatly improved in the classification speed, accuracy and extreme value problems, and was applied to the fault diagnosis of fan gear box, and obtained good results.

Table 1 shows the application of some data mining techniques in fault detection of mechanical equipment. It can be seen from the table that at present, data mining technology has been applied in many aspects of mechanical equipment fault detection. At the same time, in practical application, a combination of various data mining technologies is generally needed to achieve the expected effect, and targeted improvements should be made to the original data mining technology.

**TABLE I. APPLICATION OF DATA MINING TECHNOLOGY IN FAULT DETECTION OF MECHANICAL EQUIPMENT.**

| Type of mechanical equipment                  | Data Mining technology                      |
|-----------------------------------------------|---------------------------------------------|
| Hydraulic system of road header [18]         | Fuzzy Set and BP Neural Network              |
| Motor equipment [19]                         | Rough set                                   |
| Hydraulic equipment for steel mill [20]      | Matrix weighted association rules            |
5. TRENDS AND CHALLENGES
At the 2019 KDD conference, Shen [26] et al. from Tsinghua University proposed a mobile event prediction framework that integrates spatiotemporal data. This framework has good generalization ability and can be easily transplanted to other fields. In mechanical fault detection, if the fault can be predicted in advance, it will greatly reduce the loss of enterprises.

Google [27] aggregates the features of historical examples to make parking predictions, making full use of various data, the combination of different users and different seasons makes the parking forecast on the Google map more effective. In the future, it may be more effective to detect and predict mechanical equipment faults by combining the personal information of equipment users and other climatic and weather factors.

However, the application of data mining technology in mechanical equipment fault detection still faces many challenges. In terms of technology, the research results involved in this paper are mostly in the experimental stage, and the experimental data are mostly high-quality data screened and reviewed manually. However, many data quality problems are faced in the actual production environment. In addition, a large number of studies are carried out based on offline historical data. The analysis of offline historical data can obtain the operation rules of the equipment, but the data volume must be accumulated to a certain extent, and it is also a difficult problem to use the real-time online data to reflect the latest changing state and situation of the equipment. At the same time, many factors such as the generality, flexibility and robustness of the model and the actual performance of the algorithm need to be considered when the above model and algorithm are deployed in the actual scene.

6. CONCLUSION
This paper gives a comprehensive overview of the relevant technologies and theories in the process of data mining, expounds the application of data mining in the fault detection of mechanical equipment, and points out its shortcomings and development trends. In short, with the advent of the information age, all walks of life have developed rapidly, and data mining has naturally become a powerful application tool and an important auxiliary tool for decision support. Manufacturing industry should keep pace with The Times so that data mining can play a real role in the manufacturing industry.
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