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ABSTRACT

Synthetic Aperture Sonar (SAS) surveys produce imagery with large regions of transition between seabed types. Due to these regions, it is difficult to label and segment the imagery and, furthermore, challenging to score the image segmentations appropriately. While there are many approaches to quantify performance in standard crisp segmentation schemes, drawing hard boundaries in remote sensing imagery where gradients and regions of uncertainty exist is inappropriate. These cases warrant weak labels and an associated appropriate scoring approach. In this paper, a labeling approach and associated modified version of the Rand index for weakly-labeled data is introduced to address these issues. Results are evaluated with the new index and compared to traditional segmentation evaluation methods. Experimental results on a SAS data set containing must-link and cannot-link labels show that our Weakly-Labeled Rand index scores segmentations appropriately in reference to qualitative performance and is more suitable than traditional quantitative metrics for scoring weakly-labeled data.
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1. INTRODUCTION

In the past two decades Synthetic Aperture Sonar (SAS) systems have evolved to produce high resolution imagery of the seafloor. Descriptions of the seafloor are critical for many applications, especially mine countermeasures where awareness of environmental changes improves mine detection [1]. Many scene understanding methods for SAS have been developed which rely upon superpixel segmentations [2, 3]. While metrics have been implemented to score superpixel oversegmentations in reference to crisp ground truth [4], we develop a labeling scheme and scoring metric designed for imagery with soft boundaries and complex transitions between textures and compare our approach to traditional crisp methods. An example of this complex imagery is shown in Figure 1a where there are no clear boundaries between the rocky portion in the top left, flat in the middle, and portion of sand-ripple in the bottom right.

There are numerous metrics that compare crisp segmentations [5, 6, 7, 8]. Jaccard [5] proposed a simple intersection over union (IoU). Rand [6] proposed the Rand index (RI) as a method to compare multiple partitionings of a data set. The RI for a pair of partitionings is shown in Equation 1:

\[
\text{Rand} = \frac{a + b}{a + b + c + d},
\]

where \(a\) counts the pairs of points in two partitions that are in the same segment in each partition, \(b\) counts the pairs that are in different segments in both partitions, and \(c\) and \(d\) count the pairs of points that are in the same segment in one partition but not in the other for each ordering.

2. WL-RAND

In this section, we propose a weakly labeled Rand (WL-Rand). The WL-Rand redefines the \(a, b, c\) and \(d\) terms in Equation 1 to be appropriate for imagery with smooth transition regions between segments of interest. Consider an image partitioning, \(S = \Pi_{k=1}^K \cup S_k\), where \(S_k\) is the set of location indices of the \(k\)th segment with \(n_k\) pixels. We propose, for images with smooth transition regions, that one label pure regions as must-link segments. Pairs of pixels that satisfy these must-link segments in a candidate partition correspond to term \(a\) in Equation 1. The must-link segments, \(M = \Pi_{l=1}^L \cup M_l\), are sets of pixels that must be grouped together in a given partition of the image. The correct must-link pairs for a partitioning are:

\[
a = \sum_{k=1}^K \sum_{l=1}^L \left( \frac{|S_k \cap M_l|}{2} \right),
\]

This term is largest when must-link segments are represented by few segments and smallest when the image is oversegmented.

The cannot-link segments, \(C = \Pi_{u=1}^U \cup C_u\), are sets of pixels that should be in distinct segments. Pairs of pixels
that satisfy these cannot-link segments in a candidate partition correspond to term b in Equation[1]. It is unnecessary for pixels in a cannot-link segment to exist in the same must-link segment; however, any pair of pixels from disjoint cannot-link segments must not be in the same segment. The correct cannot-link pairs are shown in Equation[3]

\[ b = \sum_{k=1}^{K} \sum_{u=1}^{U} \sum_{u' \neq u} |C_{u'}| \cdot |S_k \cap C_u|. \]  

Equation (3)

The correct cannot-link pairs for a partitioning are computed by summing all the correct pairs from each segment. For a single segment, the correct cannot-link pairs are the number of pairs of the kth segment that are within a single cannot-link segment. The number of correctly preserved pairs is assessed by taking the product of the size of each other cannot-link segment with the number of pixels within the particular cannot-link segment. This term is large when all segments adhere to strict boundaries and is small when segments cross margins.

Incorrect must-link pairs for a segment are computed by counting the pairs of pixels within a segment that are not contained in the same must-link segment as adjacent pixels with the same partition label. The number of incorrect must-link pairs, which is parallel to term c in Equation[4] are:

\[ c = \sum_{k=1}^{K} \sum_{l=1}^{L} |\mathcal{M}_l \setminus (S_k \cap \mathcal{M}_l)| \cdot |S_k \cap \mathcal{M}_l|. \]  

Equation (4)

In the first term of Equation[4] the number of missing links are measured by the set difference between a must-link segment and pixels within a segment that intersect the must-link segment. The pairs that disagree with the labeling are computed by multiplying the number of missing links by the size of the pixels that are in the must-link segment.

This incorrect term is large if there are multiple segments that contain parts of a must-link segment because every pair of pixels in a segment that intersects a must-link segment should be linked together within the same must-link segment. This term is small for a given segmentation if each must-link segment is encompassed by a single segment.

Lastly, pairs that are incorrect with reference to the cannot-link segments are pairs of pixels which are found in the same segment but are intended to be in disjoint cannot-link segments. The number of incorrect cannot-link pairs, like term d in Equation[5] are represented by Equation[5]

\[ d = \sum_{k=1}^{K} \sum_{u=1}^{U} \sum_{u' \neq u} |S_k \cap C_u| \cdot |S_k \cap C_{u'}|. \]  

Equation (5)

This term is large when there are segments which cross boundaries and small otherwise. We combine these four terms to make WL-Rand = (a + b)/(a + b + c + d). The index scores a segmentation in range of [0, 1], where 0 would contain the worst and 1 is the optimum in reference to a desired weakly-labeled partitioning. We experiment with WL-Rand and compare to traditional crisp methods of scoring segmentation.

3. EXPERIMENTS

We compare WL-Rand with traditional quantitative indices to score segmentations produced by hierarchical superpixel merging. Initial superpixels are fixed and an iterative merging scheme produces candidate partitionings. An adjacency matrix is computed to indicate neighboring segments. A comparison function is applied between pairs of neighboring segments where entries indicate the similarity or dissimilarity score for each segment pair. Each comparison function is applied between high-dimensional exemplars of pairs of neighboring superpixels. The most similar pair of segments are merged and the adjacency matrix, and similarity or dissimilarity matrix are updated respectively. This process continues until one distinct segment remains. Candidate partitions are produced by merging the most similar pair of superpixels and the comparison measures are updated for the neighborhood surrounding the merged pair. Each candidate partition
is compared to the desired labels at each iteration and evaluated using the quantitative metrics. The desired labels for each image are either must-link and cannot-link labels or one of the two sets of crisp labels that were produced for the data set. We compare our labeling and scoring approach with traditional crisp labels and metrics and show qualitative results from this experiment.

Before computing the initial segments, images are down-sampled to reduce dimensionality. Normalized Cuts is used to generate the initial segment segmentation, with 30 segments, as described in [9]. Two feature sets are computed: multi-scale Lacunarity [10] combined with Sobel [11] and pre-trained convolutional filter responses [12].

Consider $X = \{X^1, X^2, ..., X^S\}$ the set of all $S$ segments encompassing $N$ pixels. Each segment $X^s \in \mathbb{R}^{D \times n_x}$, contains $n_x$ exemplars of $D$-dimensional features. The sparse adjacency matrix, $A \in \mathbb{R}^{S \times S}$, indicates at each entry, $a_{ij}$, if the $i$th and $j$th segments are neighbors. Consider a comparison function, $\psi$, applied to neighboring segments:

$$\Psi_{ij} = \begin{cases} \psi(S_i, S_j) & \text{if } a_{ij} \\ \beta & \text{elsewhere}, \end{cases}$$  \hspace{1cm} (6)

When using a similarity metric, $\Psi \in \mathbb{R}^{S \times S}$ contains similarity scores of neighbors with a lower bound of $\beta$. Analogously, for distance metrics, each entry is a distance measure and $\beta$ becomes an upper limit. We use similarity measures with lower bounds for comparisons of mutual information measures and dissimilarity measures with upper bounds for comparisons of distances.

The initial superpixel segmentation is fixed and evaluation scores are computed for each candidate segmentation at every iteration of hierarchical merging. To compare our approach to the state-of-the-art, we provide an example of the best scoring candidate selected by each quantitative evaluation metric for the three sets of labels shown in Figure 2. The data was labeled with two sets of crisp labels in the first two rows and one set of weak-labels in the third row. For each experiment, all quantitative metrics except the WL-Rand use the labels in Figure 2b as crisp labels, while the WL-Rand use the labels in Figure 2b and Figure 2c. The amount of labeled pixels is reduced from the first row with most of the image labeled to the last row with less than half of the pixels labeled. The IoU, GCE, RI, AR, and HI each change the selected partition when the amount and orientation of the crisp labels are slightly changed in each experiment. Meanwhile, regardless of slight changes to the labels, the best WL-Rand score chooses a consistent candidate. This demonstrates the importance of the cannot-link labels and the penalty within the WL-Rand for crossing labeled boundaries. In the presence of few labels, as shown in the bottom row, the IoU, GCE, RI, AR, and HI each select a candidate partition that mixes the rocky and sand-ripple textures. However, the selected partition from the WL-Rand separates the sand-ripple in the top right of the image from the rocky portion of the image while the other remaining superpixels contain pure textures. This demonstrates the ability of our scheme to pick a good output for a further scene understanding algorithm. We also use WL-Rand to differentiate the comparison measures in the hierarchical merging algorithm.

The goal of merging superpixels is to have the fewest superpixels that represent pure texture regions. In practice, the number of desired superpixels apriori to hierarchical merging is unknown; therefore, we rely on the average of WL-Rand scores for every merge given a comparison function over a set of 37 textured SAS images as shown in Table 1. Overall, using Earth Movers Distance [13] with CNN features performs the best. Comparison functions that utilize hand-crafted and CNN features performed better than those relying on simple feature representations [9][10]. While using Euclidean distance between convolutional feature vectors performs well (Euc), using the size of the superpixels in correspondence with representative features (EMD) provides a significant boost.

| Method     | WL-Rand     | Method     | WL-Rand     |
|------------|-------------|------------|-------------|
| JS-Div [9] | 0.68 ± 0.16 | EMD-CNN    | 0.77 ± 0.10 |
| Lac [10]   | 0.69 ± 0.17 | Euc-CNN    | 0.70 ± 0.14 |
| Mean-HC    | 0.57 ± 0.09 | Mean-CNN   | 0.54 ± 0.10 |
| Edist-HC [14] | 0.73 ± 0.17 | Edist-CNN  | 0.68 ± 0.14 |
| MI-HC [13] | 0.57 ± 0.10 | MI-CNN     | 0.68 ± 0.13 |

4. SUMMARY

This paper introduces the Weakly-Labeled Rand index, a novel adaptation of the Rand index for weakly-labeled data. The developed WL-Rand metric aims to score a segmentation in relation to a weakly-labeled desired partition. The RI has terms that are analogous to the correct and incorrect must-link and cannot-link groups. If the must-link and cannot-link groups are interchangeable and the importance of few segments is equally as important as adhering to strict boundaries, then the WL-Rand and Rand are equivalent. The main advantage of using the WL-Rand is that in many remote sensing frameworks the desired partitioning is not crisp and we may only have knowledge of few weak labels.

We compare to state-of-the-art segmentation indices and display superior qualitative performance. Stability of the WL-Rand approach with regards to small changes in the desired labels is supported from the qualitative and quantitative comparisons to the traditional measures. We also use our WL-Rand index to compare several high-dimensional distance metrics for region merging. Out of all comparison functions, the EMD measure with pre-trained convolutional features performs the best in comparing neighboring segments.
Fig. 2: The best candidate selected by each quantitative metric for a given set of labels. Columns 1-3 of each row are the image, must-link or crisp labels, and cannot-link labels. Each row represents a single experiment comparing candidate segmentations with a unique set of labels. The columns right of the labels are the best result from segmentation indices followed by our approach. Our method uses the must-link labels of column two and cannot-link labels of column three. Every other quantitative metric relies on the crisp desired labels that are shown in column two. As the labels are reduced and changed down each row, selected candidates for each quantitative metric change except those selected by the WL-Rand. Slight changes in the labels modifies the performance of all indices except the WL-Rand. Additionally, when there is a significantly reduced amount of desired labels, as shown in the third row compared to the top row, all quantitative metrics select a candidate that mixes the rocky and sand-ripple texture except the WL-Rand.
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