Title:

Motion Planning for Connected Automated Vehicles at Occluded Intersections With Infrastructure Sensors

Authors:

Johannes Müller, Jan Strohbeck, Martin Herrmann, and Michael Buchholz

This article has been accepted for publication in IEEE Transactions on Intelligent Transportation Systems. This is the author's version which has not been fully edited and content may change prior final publication.

Citation information: DOI 10.1109/TITS.2022.3152628

Copyright © 2022 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future media, including reprinting/republishing this material for advertising or promotional purposes, creating new collective works, for resale or redistribution to servers or lists, or reuse of any copyrighted component of this work in other works.
Motion Planning for Connected Automated Vehicles at Occluded Intersections With Infrastructure Sensors

Johannes Müller, Member, IEEE, Jan Strohbeck, Student Member, IEEE, Martin Herrmann, Student Member, IEEE, and Michael Buchholz

Abstract—Motion planning at urban intersections that accounts for the situation context, handles occlusions, and deals with measurement and prediction uncertainty is a major challenge on the way to urban automated driving. In this work, we address this challenge with a sampling-based optimization approach. For this, we formulate an optimal control problem that optimizes for low risk and high passenger comfort. The risk is calculated on the basis of the perception information and the respective uncertainty using a risk model. The model combines set-based methods and probabilistic approaches. Thus, the approach provides safety guarantees in a probabilistic sense, while for a vanishing risk, the formal safety guarantees of the set-based methods are inherited. By exploring all available behavior options, our approach solves decision making and longitudinal trajectory planning in one step. The available behavior options are provided by a formal representation of the situation context, which is also used to reduce calculation efforts. Occlusions are resolved using the external perception of infrastructure-mounted sensors. Yet, instead of merging external and ego perception with track-to-track fusion, the information is used in parallel. The motion planning scheme is validated through real-world experiments.

Index Terms—Motion planning, connected automated driving, intersection scenario

I. INTRODUCTION

Urban automated driving has been a field of intense study for the last decades, yet robust automated driving in urban areas has not been achieved so far [1]. Intersections are a particular challenge. Accident statistics [2] suggest that even among human drivers, safely navigating through junctions is challenging: other road users need to be perceived, tracked and predicted over long time horizons, which inherently comes with high uncertainties. Under these uncertainties, possible maneuver options have to be explored and the most suitable option has to be decided for, which includes an appropriate timing. The decisions of the human driver depend strongly on the situation context. For a technical system, all this has to be carried out in real time with the utmost robustness and reliability, which is still an unsolved challenge [1], [3], [4]. In addition, many junctions are heavily occluded, which poses an additional open issue for motion planning [4].

In this work, we address these challenges with a new motion planning framework with the architecture shown in Figure 1. The core of this framework is a combined behavior and longitudinal trajectory planning, which is based on our previous work [5]. The combined planning is formulated as an Optimal Control Problem (OCP) over the longitudinal states position $s$, velocity $v$, and acceleration $a$, optimizing for risk and passenger comfort. To solve the OCP, first, a formal representation of the situation context is computed, which comprises the set of active constraints $S_C$, a set of regularizing assumptions $S_{RA}$ (e.g., the rational driver assumption), and a list of available behavior options $L_B$. The behavior options serve as templates from which trajectory candidates $T$ are generated using an analytical partial solution of the OCP. Hence, our approach can roughly be categorized as being sample-based. Since calculating the analytical solution is very fast, the planning scheme can explore several hundred behavior options across different behavior types in real time. The trajectory candidates are checked to comply with the constraints $S_C$, their residual risk $p_{\text{risk}}(T)$ is calculated using our risk model, their overall costs are determined, and the overall optimal and feasible trajectory $T^*$ is chosen, where the existence of a feasible $T^*$ is guaranteed by a fail-safe strategy. $T^*$ then is stabilized along the selected reference path by the lateral

Fig. 1. Architecture overview on the proposed planning approach.
trajectory tracking. The advantage of the proposed architecture compared to classical ones [6] can be illustrated at merging into a junction. A classical behavior layer would have to specify the traffic gap into which the automated vehicle should merge. This can be the first or any later gap. Thus, it would need, e.g., a state in a state machine for each decision. In contrast, our approach would consider all available gaps in parallel choosing the trajectory with the globally optimal cost.

To the best of our knowledge, we are the first to propose a risk model that combines set-based and probabilistic methods. Based on the perception reliability $p_{\text{rel}}$ calculated by our method from [7] and the environment model with uncertainties, the risk model computes the probability $p_{\text{risk}}(T_i)$ that the candidate trajectory leaves its invariably safe set (ISS) as defined in [8]. The ISS comprises states, which for all times $t$ up to the prediction horizon $T_{\text{pred}}$ are the starting point of at least one feasible trajectory that again ends in an ISS. From this concept, we inherit formal safety guarantees for the special case of a vanishing residual risk, while these guarantees are otherwise softened to guarantees in a probabilistic sense.

In contrast to most partially observable Markov decision processes (POMDPs) based methods (e.g. [9]), we consider the interaction between other road users and the ego vehicle as a constraint and minimize the risk of violating this constraint. Thus, we argue that for our problem formulation, the prediction of other road users is only loosely coupled with the motion planning. As a result, we expect only an insignificant reduction in performance when solving the planning and prediction problem independently. Occlusions are resolved using an external environment model. For a connected automated vehicle (CAV) with vehicle-to-anything (V2X) communication capabilities, such a model can be received from different sources, e.g., from a road-side unit or a multi-access edge computing (MEC) server. Furthermore, they can be computed from multiple sources, e.g., from shared information of connected road users or from infrastructure sensors. For the evaluation in this work, we use an external environment model that is provided via a low-latency mobile network by a MEC server based on infrastructure sensors [10]. In the vehicle, instead of classical T2T fusion with the internal environment model, we propose to use the external environment model in parallel. Thus, self-fulfilling prophecies can be avoided that might occur if the CAV’s environment model is passed back to the environment model service.

The proposed framework extends our previous work [5] in several ways. First, context awareness is added to generalize the approach to a broad variety of situations, accounting for additional constraints. Particularly, the lateral dynamics are considered. Second, the risk model is formalized and generalized so that it is possible to use external information, which might not be fully reliable. Furthermore, the generalized risk model allows to consider more than two relevant road users. Thus, it describes many situations more accurately. Third, the new planning scheme is extended to use target sequences instead of target states. Thus, it is possible to drive more complex motion patterns and, thus, fulfill more complex motion tasks. For example, driving through narrow curves requires a step-like velocity profile, which is hardly achievable with a single target state. Fourth, a lateral trajectory tracking is added, which stabilizes the CAV and, thus, significantly reduces the requirements to the subsidiary control of the CAV.

A. Related Work

In classical approaches, e.g. [11]–[13], motion planning is divided into decision making and trajectory planning, and the two subproblems are solved individually [6]. Yet, this comes with the drawback that the trajectory planning might not be able to safely execute the commands of the decision layer.

More recent approaches based on POMDPs use reinforcement learning [14], [15] or related methods [9] for decision making (e.g. [15]), or to solve the motion planning problem holistically. However, solving POMDPs is PSPACE-complete in general [16]. Hence, these approaches usually suffer from high computational burden.

With the rise of deep learning, end-to-end (E2E) learning approaches, e.g., [17], got into focus of current research and already show promising results. However, following the arguments of [1], modular systems are favorable over E2E approaches, as they feature better interpretability. Moreover, safety measures are harder to apply to E2E systems [1], lots of training data is needed for informed decision making [4], and bad generalization was reported for E2E systems [1].

Set-based methods, e.g. [8], [18], [19], focus on the safety aspect of automated driving and come with the appealing benefit that they feature formal safety guarantees. Formal safety guarantees are a key goal and still a major challenge on the way to automated driving [16]. In fact, our proposed risk model builds upon the set-based methods and thus achieves the same formal guarantees if the residual risk vanishes. However, the set-based methods are not easy to handle, as they usually require a large set of situation-dependent rules and regularizing assumptions [18]. Particularly, most sensors and perception modules are modeled and characterized probabilistically. Therefore, Ge et al. [19] themselves admitted that further research towards a probabilistic extension of the set-based methods, as the one we propose in this work, is necessary. Other works, like [20], [21], have also addressed risk minimized planning, but none of them includes real-world experiments nor features formal guarantees as far-reaching as those of the set-based methods.

Communication-based approaches, in turn, show very promising results, in particular, as other road users’ intents and future trajectories do not need to be inferred, but are communicated. However, these approaches assume all vehicles to be interconnected, which is not the case for current mixed traffic. We refer to the surveys [22] and [23] for details.

Other approaches, e.g. [24], [25], as in this work, use collective perception, e.g., to resolve occlusions. To be scalable with respect to the data load on the network, these approaches share preprocessed object lists rather than raw data. These object lists then are merged using a track-to-track (T2T) approach [26]. However, T2T fusion suffers from the problem that the incoming data has already been filtered and is therefore no longer statistically independent, as most Bayesian approaches require. Hence, optimal T2T fusion requires effortful correction mechanisms [26]. In contrast, typically used sub-optimal
B. Contributions

The contribution of this work can be summarized as follows:

- Our planning framework optimizes for minimum risk (safety) and minimum time-weighted jerk (comfort) over all available behavior options across behavior types. Thus, uncertainties are accounted for and the architecture allows to solve longitudinal planning and decision making in one step, which is a structural benefit.
- Our risk model combines set-based and probabilistic approaches. Thus, it can account for the reliability of the external information and, moreover, provides safety guarantees in a probabilistic sense. In case of a vanishing risk, the formal safety guarantees from [8] are inherited.
- The approach is validated in the challenging real-world experiment of merging into an occluded yield junction with external perception.

C. Structure of this Work

The rest of the paper is structured as follows: Section II presents the application scenario used for experimental validation, which also serves to illustrate the motion planning scheme. Our concept of context awareness is presented in Section III, and the motion planning scheme is discussed in Section IV. Finally, the proposed approach is validated through real world experiments in Section V, and the article closes with some conclusions and an outlook on future work in Section VI.

II. APPLICATION SCENARIO AND EXPERIMENTAL SETUP

The motion planning scheme presented in this work generalizes to many situations, yet needs to be parametrized accordingly. To bridge the gap between the general but abstract motion planning scheme and its concise application, a challenging traffic situation is presented as an exemplary application scenario. In this scenario, the CAV uses external information from infrastructure-based sensors to dynamically merge into an occluded yield junction, see Figure 2. For evaluation, we developed an overall system architecture, which was implemented at a pilot junction in Ulm-Lehr [28].

At this junction, the CAV approaches a suburban yield junction occluded by a house close to the road, trying to dynamically merge into the junction. To do so, the CAV requires external information to resolve the occlusions. This information is provided by infrastructure-mounted sensors that detect oncoming traffic at the junction and send these detections to a MEC server via a mobile network. On the MEC server, the detections of multiple sensors are merged and tracked to build an environment model of the junction [10]. Additionally, to compensate for latency and to support predictive planning, a prediction of the environment model is performed on the MEC server. In the simplest case, rough predictions can be obtained using a Kalman filter. Such simple predictions are used in this work to show robustness of the planning scheme. However, more recent prediction approaches, e.g. [29], can be used to get predictions with higher accuracy and thus allow for even higher motion performance. Finally, the environment model, represented by a list of tracked and predicted objects \( \mathcal{L}_{\text{ext}} \), is sent to the CAV via the mobile network. Based on the list of external objects \( \mathcal{L}_{\text{ext}} \) and the list of objects \( \mathcal{L}_{\text{ego}} \) that the CAV perceives with its ego perception, the CAV plans its motion such that it can dynamically merge into a traffic gap at the junction.

The CAV used for experimental validation is the automated vehicle described in [28]. It is equipped with a multi-sensor setup consisting of camera, lidar, and radar sensors. From the sensors’ information, detection lists are generated that are then used to track the objects in the scene. Furthermore, the CAV localizes itself with a high-precision RTK system, from which the ego state estimation is derived. For experimental validation, the CAV is operated around the pilot junction in Ulm-Lehr [28], which is equipped with camera and lidar infrastructure sensors. These external sensors cover a field of view (FOV) of about 85 m from the junction, which corresponds to a maximum prediction horizon of \( T_{\text{pred}} = 10 \) s at the speed limit of \( v_{\text{sd}} = 30 \) km/h \( \approx 8.33 \frac{m}{s} \). For communication, the pilot junction is covered by a mobile network that is optimized to transmit the environment model with low latency of about 10 – 20 ms [28]. For safety considerations, the lateral acceleration is constrained conservatively to a maximum lateral acceleration of \( a_{\text{L,max}} = 1.45 \frac{m}{s^2} \). The pilot junction contains a challenging narrow S curve shape when driving from west to east. It shows a minimum curve radius of \( R \approx 12.5 \) m. The longitudinal acceleration of the CAV is limited to \( a_x \in [-4 \frac{m}{s^2}, 2 \frac{m}{s^2}] \).

III. CONTEXT AWARENESS

In this section, the concept of context awareness is presented first in general and then illustrated for our exemplary application scenario. The key motivation for context awareness is to explicitly use situation context to first parametrize the motion

---

fusion methods overestimate the covariance of the states of the objects.

According to [4], context-aware motion planning schemes promise great potential for key challenges like coping with unpredictable environments, but have not yet received enough attention in research. In [27], static situation context was used to predict the intention of other road users, while in [15], static context was additionally used for decision making. However, none of these works used static and dynamic situation context for the complete motion planning task, as proposed in this paper.
planning problem to the current situation and then to simplify it as much as possible. Thus, the CAV can adapt its behavior to different traffic scenarios and, for most situations, the computational load can be reduced. Moreover, with the situation context, situation specific fail-safe strategies can be determined and the CAV’s behavior can be tailored such that safety can be formally guaranteed for many situations. Situation context, on the one hand, is based on static information like the traffic rules that can be pre-computed from the map. On the other hand, the situation context is updated online through perception information. For example, if another road user is detected ahead of the CAV, the static speed limit \( v_{\text{max}}(s_i) \) is overwritten by a dynamic speed limit profile \( v_{\text{max}}(s_i, t) \), where \( t \) denotes the time and \( s_i \) the 1D position. This prevents the CAV from colliding with that road user.

### A. General Concept

For this work, situation context is represented as

\[
C(s_j, s_{j+1}) = (S_C, S_{RA}, L_B),
\]

with the following four basic parts: an interval \([s_j, s_{j+1})\) stating for which part of the route the respective context is valid, a set of constraints \( S_C \) that apply to the CAV as well as to other road users, a set of regularization assumptions \( S_{RA} \) used to parametrize the risk model as well as the planning, and a list of behavior options \( L_B \). Intuitively, within one situation, the constraints and regularization assumptions stay the same. However, \( S_C \) and \( S_{RA} \) are constant only on segments of the route and generally depend on \( s_i \). Hence, to make \( S_C \) and \( S_{RA} \) invariant to \( s_i \), the route is split into segments \([s_j, s_{j+1})\), on which the situation context is defined.

The set of constraints \( S_C \) comprises mathematical statements requiring a variable to be included in or excluded from a specific set. Such set can be described, e.g., by a function, which results in equality constraints, or by upper and lower bounds, which yields inequality constraints, or by a polygon. For example, \( S_C \) contains the traffic rules, i.e., the legal speed limit \( v_{\text{max}}(s_i) \), mandatory stops, yield lines, the safety distances \( s^{-}(t), s^{+}(t) \) to other road users behind and in front of the CAV, etc. Furthermore, priority lanes are defined by polygons. The CAV has to give way to road users on such priority lanes and thus has to include the corresponding objects in \( L_{\text{ref}} \). Moreover, \( S_C \) contains the acceleration bounds \( a_{\text{min}}, a_{\text{max}} \), and the speed limit profile

\[
v_{\text{max}}(s_i) = \min \left\{ v_{\text{id}}(s_i), \sqrt{\frac{||\dot{a}_{\text{1,max}}}||}{\kappa_{\text{ref}}(s_i)} \right\},
\]

where \( \kappa_{\text{ref}}(s_i) \) is the curvature of the road, which can be calculated, e.g., with the method from [30].

The set of regularization assumptions \( S_{RA} \) is of the same form as \( S_C \). However, they describe assumptions, which ensure the planning problem is well-posed and furthermore help our algorithm to find good solutions quickly. For example, \( S_{RA} \) includes the rational driver assumption, which requires the other road users to follow the traffic rules. Hence, road users having to give way to the CAV can be excluded from \( L_{\text{ref}} \). As a further example, \( S_{RA} \) includes the assumption on the perception, which is specified in terms of polygons describing the FOVs and the estimated perception reliability \( p_{\text{ref}} \). Finally, \( S_{RA} \) contains some heuristics to reduce the calculation efforts of the planning. For example, it is assumed that the passengers want to drive through curves with constant velocity. This allows to approximate \( v_{\text{max}}(s_i) \) by a segment-wise constant function, where \( v_{\text{max}}(s_i) \) is either \( v_{\text{id}}(s_i) \), or the velocity at the minimum curve radius. Moreover, heuristics allow to prioritize the available behavior options. This allows the algorithm to return prematurely, if a favored solution is found.

Finally, the list of behavior options \( L_B \) defines the sampling space of the longitudinal planner, where each behavior option \( B \) can be used to generate a trajectory candidate \( T_i \). A behavior option can be formalized as

\[
B : (P, \{(x_{f,i}, t_f)\}_{i=1}^{N_t}, I),
\]

where \( P \) refers to the path the CAV is intended to follow, \( \{(x_{f,i}, t_f)\}_{i=1}^{N_t} \) is a target sequence of \( N_t \) target states \( x_{f,i} = [s_i, f_i, v_i, a_i, t_i, \kappa_{\text{max}}(i)] \) and respective final times \( t_f,i \). As opposed to using a single target state \( x_f(t_f) \) at the final time \( t_f \), the additional targets \( (x_{f,i}, t_f) \) add further degrees of freedom to the planning. Hence, more complex motion patterns are possible. However, the additional degrees of freedom also increase the computational cost. Therefore, \( N_t \) is kept short, where we use \( N_t \leq 3 \) in practice. To ensure consistency between the situation contexts, each behavior option is required to have a target state at the boundary between the contexts, which fulfills the constraints of the updated current context and its pre-computed successor.

Finally, for known situations, the heuristics in \( S_{RA} \) are used to assign an importance weight \( I \) to the behavior options. Thus, the planning algorithm can explore the available behavior options in the order of their importance \( I \) and return prematurely, if the remaining behavior options are less favored. Note that the importance weighting is different from predefined behavior in conjunction with finite state machines as used in classical approaches [6]. For unknown situations, in our approach, all behavior options would be weighted equally due to the lack of an adequate classification rule, i.e., heuristics. Conversely, the lack of an adequate classification rule would cause a finite state machine to end up in an undefined state. Thus, undefined behavior would result in those approaches.

### B. Processing of the Situation Context

The processing of the situation context comprises two stages: the pre-computing and the online selection and up-
date of the currently active situation context. During pre-
computation, the road geometry along the route and the traffic
rules are extracted from the map \( M \). From this, \( S_C \) and \( S_{RA} \)
derive, both in dependence of the position \( s_i \). Then, the
route is split into segments \([s_j, s_{j+1}]\) to which the same \( S_C \)
and \( S_{RA} \) apply. Next, a list of behavior options \( \mathcal{L}_B \) is pre-
computed. This includes the behavior options of the fail-safe
strategy. In urban areas, this usually is braking to standstill
with \( a_{min} \). Further behavior options are sampled using the
heuristics of \( S_{RA} \). For that, the CAV is assumed to start at
\( s_i(0) = s_j \) and drives to the end of the situation context.
Finally, the consecutive situation contexts are stacked into the
list of situation contexts \( \mathcal{L}_{C} \).

During online selection and update, first, the currently active
situation context is selected. For that, the current ego state is
projected to the road, which yields \( s_i(0) \). Then, the context
is chosen, for which \( s_j \leq s_i(0) < s_{j+1} \) holds. Next, the
respective context is updated. First, current measurements are
used to update \( S_C \) and \( S_{RA} \). For example, if a vehicle is
detected ahead of the CAV’s lane, the static speed limit profile
\( v_{\text{max}}(s_i) \) is restricted to the dynamic speed limit profile
\( v_{\text{max}}(s_i, t) = \begin{cases} v_{\text{max}}(t), & s_i < s_{\text{pred}}(t) - s^+(t), \\ v_{\text{pred}}(t), & \text{otherwise}, \end{cases} \quad (4) \)
where \( s_{\text{pred}}, v_{\text{pred}} \) are the vehicle’s predicted position and
velocity, respectively. Thus, no valid trajectory candidate enters
the reachable set [8] of the vehicle ahead. This way, it is
ensured that the CAV does not collide with this vehicle. As a
further example, the rational driver assumption is dropped for
road users in clear violation of the traffic rules.

Second, the pre-computed behavior options are checked
to comply with the updated \( S_C, S_{RA} \) and invalid behavior
options are dropped. Furthermore, additional behavior options
are generated. For example, behavior options with varying
reference paths \( P \) are generated for obstacle avoidance or
overtaking, if an object ahead of the CAV occurs. Moreover,
the behavior options are updated to the current situation. For
this, targets \((x_f, t_f)\) that the CAV has already passed are
dropped and the final times of the target sequences are adjusted
such that \( s_i(0) \) is on the corresponding trajectory.

At this stage, the set-based methods [8], [18], [19] are
employed to obtain safety guarantees. First, the reachable
set of all perceived objects is calculated. From this, the sets
\( \hat{S}_{\text{ISS}} \), which are known to be subsets of the CAV’s ISS, are
calculated as described in [8], using the pre-computed fail-
safe strategy, \( S_C, S_{RA} \). These subsets \( \hat{S}_{\text{ISS}} \) are used as an
approximation to the CAV’s ISS, since determining the ISS
exactly is computationally demanding. For safety reasons, all
valid behavior options are required to end in a set \( \hat{S}_{\text{ISS}} \).
The state at which a trajectory enters this \( \hat{S}_{\text{ISS}} \) is termed point of
guaranteed arrival (PGA) [8]. If a behavior option is fully
included within a set \( \hat{S}_{\text{ISS}} \), safety is formally guaranteed [8],
and \( p_{\text{risk}} = 0 \). Otherwise, its target sequence is modified
such that the final target state \( x_{f,i} \) becomes the PGA of
the behavior option. If a behavior option connects two sets
\( \hat{S}_{\text{ISS}} \), the state on the corresponding trajectory at which the
CAV leaves the first \( \hat{S}_{\text{ISS}} \) is termed point of no return (PNR)[8]. Behavior options which contain a PNR are modified such
that one of the target states becomes the PNR. The PNRs and
PGAs are required by the risk model to compute the residual
risk (see Section IV-B).

C. Situation Context for the Application Scenario

The general situation context concept is now applied to the
application scenario. First, the path \( P \) is determined from \( M \).
Then, the acceleration bounds are loaded and the speed limit
profile \( v_{\text{max}}(s_i) \) is computed with (2). The speed limit before
and after the junction is \( v_{\text{max}}(s_i) \approx 8.33 \frac{m}{s} \), while due to (2),
the CAV has to slow down to about \( 4 \frac{m}{s} \) for the narrow S-
shaped curve. The traffic rules obtained from \( M \) require the
CAV to yield at \( s_{\text{stop}} \) and to give way to vehicles approaching
from left. The fail-safe strategy for the application scenario is
braking with \( a_{min} \). Accordingly, the PNRs are the states from
which stopping at \( s_{\text{stop}} \) is ultimately possible.

Due to the rational driver assumption, the road users ap-
proaching the junction from the right are not permitted to
drive on the same lane as the CAV and thus are ignored.
Furthermore, the position \( s_{PGA} \) is extracted from \( M \), at which
the CAV has successfully merged and thus does not have to
give way any longer. For the application scenario, all PGAs
share this position \( s_{PGA} \), since the changed traffic rules in this
point mark an \( \hat{S}_{\text{ISS}} \) start at this position. Furthermore, the rule
change marks the end \( \pi \) of the respective situation context.
In turn, the beginning \( s \) of the situation context is determined
as the first position from which \( \pi \) can be reached within \( T_{pred} \).

For the merging scenario, we use the following heuristic
to determine the behavior options and assign an importance
to them. The highest priority \( I = 2 \) is assigned to behavior
options that correspond to dynamically merging into the
junction. This is indicated by \( s_{f,i,N_i} = s_{PGA} \), i.e., the trajectory
ends in \( s_{PGA} \). Dynamically merging consists of sequences of
\( N_i = 3 \) target states \( x_{f,i} \): the first one is a PNR, the
second one is the curve exit point after turning, from which
the CAV can accelerate again, and the last one is a PGA.
Behavior options in which the CAV gently stops at \( s_{\text{stop}} \), i.e.
with \( a_{r,\max}(t_{f,N_i}) = 0 \ m s^{-2} \), are given the second priority
\( I = 1 \), and behavior options corresponding to the fail-safe
strategy (harshly braking) are given the lowest priority \( I = 0 \).
Gently stopping and the fail-safe strategy only consist of
one target state \( x_{f,i} = [s_{yield}, 0, 0] \). For all \( I \in \{1, 2, 3\} \),
multiple behavior options \( B_k \) are sampled to generate \( \mathcal{L}_B \).
First, the PNRs and PGAs are sampled over velocity, where
the positions of the PNRs are a function of velocity, while
the positions of the PGAs are fixed to \( s_{PGA} \). Moreover, the
final times \( t_{f,i} \) are sampled dynamically according to the other
relevant road users.

If there is another road user ahead, the behavior options
are dynamically changed. In this case, the behavior options
consist of either following the vehicle ahead and stopping at
the yield line, or following the vehicle ahead to the PGA, both
with \( N = 2 \). In each of these cases, \( v_{\text{max}}(s_i) \) is modified to
\( v_{\text{max}}(s_i) \) using (4). Furthermore, the target sequence
\( ([s_{\text{yield}}, v_{\text{pred}}(t_{f,1}), 0], t_{f,1}) \) (6)
of each behavior option $B_k$ results from sampling over $t_{f,1}$ and $t_{f,2}$.

In summary, $[s_j, s_{j+1})$ is determined from the PGA position and the first position from which it can be reached. The set of constraints $S_C$ contains $T_{\text{pred}}$, the dynamic constraints $a_{\text{min}}$ and $a_{\text{max}}$, and the speed limit profile $v_{\text{max}}(s, t)$ for the CAV. The set of regularizing assumptions $S_{\text{RA}}$ contains the lanes (extracted from $M$) to look for relevant road users, the maximum speed $v_{\text{sl}}$ for the other vehicles, the parameters of the risk model, the PNRs and PGAs, and the probability of reliable perception $p_{\text{rel}}$ determined online by the reliability estimation. Finally, the list of behavior options $L_B$ contains different variations of the behavior types of either dynamically merging into the junction, gently stopping, or fail-safe stopping as described above, all with the same $P$, and is the input for the sampling scheme of the motion planning.

IV. MOTION PLANNING

The motion planning scheme has three main goals while moving the CAV from its current state $x_0$ to its final state: safety, robustness, and passenger comfort. These goals are combined within a performance function using weighting parameters for the mathematical formulations of each goal. This performance function is then optimized with respect to several constraints to yield the optimal motion decision including the corresponding trajectory. Besides these optimization goals, the motion planning should account for several behavior options, provide adequate timing to chosen behavior, and involve the situation context in its decision making.

To address robustness, the longitudinal and lateral planning of the trajectory are decoupled through path-velocity decomposition, which is a common strategy [9]. Thus, the motion planning only needs to plan longitudinally, for which a simple linear motion model is sufficient, while the lateral trajectory tracking takes care of keeping the vehicle on the road. Consequently, the motion planning gets more robust, as disturbances only influence the linear model, while the nonlinearities are taken care off by the subsidiary control, i.e., the lateral trajectory tracking.

Since the longitudinal planning accounts for the constraints of the overall planning problem, the trajectory resulting from the lateral trajectory tracking is always feasible. Particularly, the road geometry, traffic rules, obstacles ahead, and the physical limits are considered in the longitudinal planning.

To increase the robustness against perception errors, the objects are projected to the lane and treated in 1D assuming that the road users follow their lane. By treating interactions with other road users as constraints, prediction and planning are almost completely decoupled. Thus, the influence of possible distortions is limited and robustness is increased. Furthermore, the decoupling allows for keeping prediction and planning in separate modules, which is particularly important if the prediction is made externally on a MEC server, like in our case.

A. Integration of an External Environment Model

Occlusions are a frequent issue in urban areas, even among human drivers. Due to reduced sight, road users have to slow down and have a careful look into the occluded areas before they can proceed. Apart from low traffic efficiency, this poses high demands on the sensor setup and thus raises cost for automated vehicles. In contrast, with external information communicated to the CAV via V2X communication, such occlusions can be resolved even before the vehicle arrives at the critical point.

In classical approaches, T2T fusion is used to combine the external and the ego environment model, as it shows benefits in mutually observed areas. If an object in the mutual FOV is included in both environment models, its precision is increased by the fusion. In contrast, for objects from the non-overlapping FOV, T2T essentially yields the concatenation of the ego and the external object list $L_{\text{ego}}$ and $L_{\text{ext}}$, respectively. To underline this, Figure 3 shows an example from our application scenario. As can be seen, there is only a limited mutual FOV which is well covered by the ego perception with sufficient accuracy. Hence, the gain in precision for objects in this mutual FOV will hardly improve the motion planning and, thus, from an application perspective, T2T fusion is not worth the effort in this situation.

Therefore, we propose to use the external and the ego environment model in parallel instead of merging them with T2T fusion. First, $L_{\text{ego}}$ and $L_{\text{ext}}$ are checked for consistency by the reliability estimation from [7]. If significant discrepancies occur, this indicates a malfunction of the perception and thus makes the CAV resort to relying on the more trusted $L_{\text{ego}}$. Otherwise, with a simple nearest neighbor association, clearly redundant objects are identified and only the more trusted one is added to the list of relevant objects $L_{\text{rel}}$. Furthermore, the situation context is used to decide which objects are relevant to the planning and thus are included in $L_{\text{rel}}$, and which objects can be ignored, e.g., distant pedestrians on a sidewalk. Based on the list of relevant objects, the motion planning then decides on a specific behavior option and the corresponding timing.

B. Risk Model

We propose a risk model that combines the set-based methods with a probabilistic approach. The key idea is to determine the ISS using the set-based methods and then using
a probabilistic risk model to determine the probability \( p_{\text{risk}} \) that the trajectory candidate is not fully contained in the ISS. This means that we extend these set-based concepts by a probabilistic risk model. With that, we obtain far-reaching safety guarantees, where we are still able to interface with probabilistic perception modules. Furthermore, we obtain an extended solution set, since our requirements are less strict than those of the set-based methods. As discussed in Section III, the safety of a trajectory is formally guaranteed if it is fully contained within the ISS. Note, however, that even if a \( T_i \) is not fully included in the ISS, it does not mean that \( T_i \) causes a collision. It rather tells that safety is not guaranteed. This can occur for two reasons: first, a regularizing assumption may not hold, or second, the candidate \( T_i \) is not entirely included in the ISS, i.e., there is a risk that it is not included in the ISS either. Hence, for \( p_{\text{risk}} \neq 0 \), the safety guarantee is reduced to a guarantee in the probabilistic sense with the residual risk limited to an arbitrary maximum accepted residual risk \( p_{\text{risk, max}} \).

If the planned trajectory is not entirely included within the current safe set of the CAV, the concept of PNR and PGA from [8] is adopted to determine the residual risk \( p_{\text{risk}} \). The residual risk is calculated as the probability that the states in the ISS. Mathematically, this is expressed as

\[
p_{\text{risk}}(T_i) = (1 - p_{\text{rel}}) + p_{\text{rel}} \int_{t_{\text{PNR}}}^{t_{\text{PGA}}} \int_{s_i(t) - s_i(t)}^{s_i(t) + s_i(t)} f_{\text{rel}}(s, t) ds dt.
\]

(6)

If the perception module is not reliable, the regularizing assumptions of reliable perception breaks down and renders the calculated ISS invalid. Thus, \((1 - p_{\text{rel}}) \) directly adds to \( p_{\text{risk}} \). To estimate \( p_{\text{rel}} \), in our previous work [7], a reliability estimation scheme was proposed that tests the incoming data for plausibility and consistency. Thus, the CAV is able to online estimate the reliability of the external information source while approaching the junction. The reliability estimation yields a \( \beta \)-distribution over the probability that the information source actually is correct. Hence, the integral from a given confidence level \( \alpha \) up to 100% yields

\[
p_{\text{rel}} = \int_0^1 \beta(x) dx.
\]

(7)

In (6), \( f_{\text{rel}}(s, t) \) represents the joint distribution of the relevant objects and their predictions in the environment model \( L_{\text{rel}} \) and the virtual objects in \( O_{\text{virt}} \). Virtual objects \( o_j \in O_{\text{virt}} \) are used to model epistemic uncertainty, e.g., due to remaining occlusions or the end of sight (EOS). For the application scenario, at the EOS, a virtual vehicle approaching the junction with the velocity of the speed limit \( v = v_{\text{sl}} \) can be added in the absence of other road users to make the CAV prefer merging early, where it is certain that no other road user interferes.

The general formula (6) can be approximated for many practical cases, like our exemplary application scenario. In that, the relevant road users are the ones on the ego lane and, while the CAV passes the yield line and merges onto its target lane (i.e., \( t_{\text{yield}} \in [t_{\text{PNR}}, t_{\text{PGA}}] \)), the road users on that lane. As the occlusions on the junction are resolved by the external information, a single virtual object at EOS is added. All relevant road users and the CAV are projected to the target lane and the other road users’ states are modeled as Gaussian distributions. Hence, the space integral in (6) can be expressed in terms of the probabilities of each object \( o_i \in L_{\text{rel}} \cup O_{\text{virt}} \)

\[
\tilde{p}_{\text{risk}}(T_i) = \text{erf} \left( \frac{s_i(t) - s_i(t) + \mu_o(t)}{\sigma_o(t)} \right) - \text{erf} \left( \frac{s_i(t) + s_i(t) - \mu_o(t)}{\sigma_o(t)} \right)
\]

(8)

that it violates the safety distances at time \( t \), where \( \text{erf}(\cdot) \) is the error function of the standard normal distribution and \( \mu_o \) and \( \sigma_o \) describe the mean and standard deviation of the object’s predicted position at time \( t \). Accumulating the \( \tilde{p}_{\text{risk}}(T_i) \) for all objects \( i = 1, \ldots, N_o \) and all instances of time \( t \in [t_{\text{PNR}}, t_{\text{PGA}}] \) then yields the integral term of (6). However, simple addition of all \( \tilde{p}_{\text{risk}}(T) \) does not yield correct results, because modeling the other road users as independent Gaussian distributions neither reflects their interdependence, nor does it account for the temporal correlation of their states. To account for these dependencies, we model (6) through the iteration

\[
\tilde{p}_{\text{risk},i}(T_i) = \max_{t \in [t_{\text{PNR}}, t_{\text{PGA}}]} \tilde{p}_{\text{risk},i}(T_i),
\]

(9a)

\[
\tilde{p}_{\text{risk},0}(T_i) = \tilde{p}_{\text{risk},0}(T_i),
\]

(9b)

\[
\tilde{p}_{\text{risk},i+1}(T_i) = \tilde{p}_{\text{risk},i}(T_i) + (1 - \tilde{p}_{\text{risk},i}(T_i)) \tilde{p}_{\text{risk},i+1}(T_i),
\]

(9c)

\[
\tilde{p}_{\text{risk}}(T_i) = (1 - p_{\text{rel}}) + p_{\text{rel}} \cdot \tilde{p}_{\text{risk},N_o}(T_i).
\]

(9d)

The iteration yields the probability that either one of the objects at its closest approaching violates the safety distances or, due to unreliable perception, the safety critical passageway is not included in a safe set.

C. Joint Planning of Behavior and Longitudinal Trajectory

Our sampling-based approach uses an analytical solution for a simplified OCP to generate candidate longitudinal trajectories \( T_i \) from samples \( B_k \) of the sampling space \( L_B \). To obtain the trajectory candidates, the current longitudinal ego state \( x_{0,0} \) is used as the initial state. Then, the longitudinal trajectory candidate \( T_i \) is planned segment-wise along the target sequence \( \langle (x_f, t_f) \rangle \) of the respective behavior option \( B_k \). Concatenating the segments yields \( T_i \). These segments then are checked to see if they satisfy the full set of constraints \( S_C \). The constraints can either be expressed through \( a_{\text{min}}, a_{\text{max}} \), and a velocity profile \( v_{\text{max}}(s, t) \), or are reflected in the risk model, i.e., in \( p_{\text{risk}}(T_i) \). Finally, the overall cost of the candidates are calculated and the \( T_i \) with lowest cost that fulfills all constraints is selected as the optimal trajectory \( T^*_i \).

The \( T_i \) are generated from \( B_k \) using the simplified OCP

\[
u^*(t) = \arg \min_{u(t)} \left\{ \int_0^{\Delta t_{f,i}} \frac{w_{u(t)} + u(t)^2}{2} dt \right\} \text{ subject to } (10a)
\]

\[
\dot{x}_i(t) = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} x_i(t) + \begin{bmatrix} 0 \\ 1 \end{bmatrix} u(t),
\]

(10b)

\[
\dot{x}_i(0) = x_{0,0}, \quad x_i(\Delta t_{f,i}) = x_{0,f_i}
\]

(10c)

where \( \Delta t_{f,i} = t_{f,i} - t_{f,i-1}, t_{f,0} = 0 \) is the time difference between the current and the previous target state. The Lagrangian term of the cost function is a function of the time
weight \( w_t \) and the longitudinal jerk \( u(t) \), since, as discussed in our previous work [5], jerk is a common criterion for passenger comfort and time-weighting the jerk can mitigate jerky behavior due to replanning. In [5], we have also derived the analytic solution to (10) and evaluated the effect of \( u_t \). Thus, in this work, for simplicity, we choose \( w_t = 1 \).

With the risk model, \( p_{\text{risk}}(T) \) is determined and \( T \) is checked to fulfill the set of constraints \( S_C \). Furthermore, the overall cost of the candidate trajectory

\[
J_c(T) = \sum_{i=1}^{N_t} \int_0^{\Delta t_f,i} \frac{w_{t,i} + w_{t,i}^2}{2} u^2(t) dt + w_{t,i} \Delta t_{f,i} \tag{11}
\]

is calculated and the overall cheapest candidate is selected. In sum, the combined behavior and longitudinal trajectory planning solves the OCP

\[
u^*(t) = \arg \min_{u(t)} \{ J_c(T) \} \quad \text{subject to}
\]

\[
\dot{x}_n(t) = \begin{bmatrix} 0 & 1 \end{bmatrix} x_n(t) + \begin{bmatrix} 0 \\ 1 \end{bmatrix} u(t),
\]

\[
a_{\min} \leq a_n(t) \leq a_{\max},
\]

\[
0 \leq v_n(t) \leq v_{\max}(s_n, t),
\]

\[
0 \leq p_{\text{risk}}(T) \leq p_{\text{risk},\max},
\]

\[
x_n(0) = x_{n,0}, \quad T_n(t_{f,i}) = x_{f,i}, \quad i = 1, \ldots, N_t,
\]

where the constraints are reflected in terms of the velocity profile \( v_{\max}(s, t) \) and the acceleration limits \( a_{\min} \) and \( a_{\max} \) from \( S_C \). However, other constraints could also be accounted for.

### D. Planning Algorithm

The motion planning scheme, Algorithm 1, takes the local map \( M \), the current ego state \( x_0 \) (as defined in [30]), the route \( R \), the ego object list \( L_{ego} \) from the CAV’s environment model, the external object list \( L_{ext} \), and the list of pre-computed situation contexts \( \mathcal{L}_C \) as inputs. The object lists already contain the predictions of the respective objects for the next \( T_{\text{pred}} \) seconds. For initialization (see Algorithm 1 lines 1-3), the minimal trajectory cost \( c_{\min} \) is set to infinity and the optimal longitudinal trajectory \( T_n^* \) is initialized with an empty set. Furthermore, the current situation context \( C \) is updated as described in Section III. With \( C \), the relevant objects for planning are selected from \( L_{ego} \) and \( L_{ext} \). Particularly, as compared to \( L_{ego} \cup L_{ext} \), duplicates and objects on lanes unrelated to the intended motion of the CAV are not included in \( L_{rel} \). Furthermore, the risk model is parametrized according to \( C \).

Next, the algorithm explores the behavior options \( B_k \) available in \( \mathcal{L}_B \) and determines the optimal longitudinal trajectory \( T_n^* \) as described in Section IV-C. This is reflected in Algorithm 1 lines 4-19. If one priority class is completely explored and a valid solution is found, i.e. \( I_{k+1} < I_k \) and \( T_n^* \neq \emptyset \), the search is terminated in advance. Otherwise, the search goes on until finally one of the fail-safe options is chosen, which is always contained in \( \mathcal{L}_B \).

Lastly, the optimal longitudinal trajectory \( T_n^* \) is fed into the lateral trajectory tracking to calculate the full, drivable trajectory \( T^* \). The trajectory is optimized numerically using the optimization tool GRAMPC [32] and a non-linear bicycle model [30]. To do so, we follow the non-linear model predictive control (N-MPC) approach proposed by Gritschneider et al. [30]. Yet, in contrast to [30], in this work, the longitudinal reference trajectory and, thus, the timing of the planned maneuver, is much more important and more specific. Therefore, while Gritschneider et al. focus on optimizing lateral quantities like the lateral velocity \( v_{\perp} \), the lateral acceleration \( a_{\perp} \), or the trajectory’s curvature \( \kappa_{u} \), in this work, the lateral quantities are mostly treated as constraints, optimizing only for the most relevant lateral quantities, i.e., the lateral distance from the reference \( d_{\perp} \), the vehicle’s orientation \( \phi \), and the change rate \( \delta \) of the steering wheel angle \( \delta \), where the latter is the lateral control input of the system dynamics. Thus, the optimality criterion for the lateral trajectory tracking is altered to

\[
J_{\text{lat}} = \int_0^{t_{f,\perp}} \left( w_{v_{\perp}} (v_{\perp} - v_{\perp})^2 + w_a (a - a_{\perp})^2 + w_{d_{\perp}} (d_{\perp} - d_{\text{ref}})^2 + w_{\phi} (\phi - \phi_{\text{ref}})^2 \right) dt,
\]

where \( w_{v_{\perp}}, w_a, w_{d_{\perp}}, \) and \( w_{\phi} \) are the weights balancing the respective optimization goals and \( t_{f,\perp} \) is the optimization horizon for the lateral trajectory tracking. A further difference in our work is that inequality constraints are treated explicitly through the augmented Lagrangian version of GRAMPC, while Gritschneider et al. had to use a penalty function, as the augmented Lagrangian version of GRAMPC was not yet released back then. Hence, since both, the longitudinal planning and the lateral trajectory tracking explicitly consider the constraints and, furthermore, since the situation context always contains a pre-computed fail-safe option, the algorithm returns a suitable trajectory in any case. Furthermore, the solution is at least close to optimal, because (10) is solved.

**Algorithm 1** Motion Planning Scheme

**Input:** Local map \( M \), current ego state \( x_0 \), route \( R \), ego and external object list with prediction \( L_{ego}, L_{ext} \), list of pre-computed situation contexts \( \mathcal{L}_C \).

**Output:** Optimal Trajectory \( T^* \)

1: \( c_{\min} \leftarrow \infty; \quad T_n^* \leftarrow \emptyset; \quad B^* \leftarrow \emptyset \)
2: \( C, x_{n,0} \leftarrow \text{SelectAndUpdateContext}(L_{ego}, L_{ext}, x_0, \mathcal{L}_C) \)
3: \( L_{rel} \leftarrow \text{ExtractObjectsForRiskModel}(C, L_{ego}, L_{ext}) \)
4: for all \( B_k \in \mathcal{L}_B \) do
5: \( \dot{J}_c(T_n) \leftarrow \text{GetTargetSubsequence}((x_{f,i}, t_{f,i}), x_{n,0}) \)
6: \( T_n \leftarrow \text{AppendTrajectorySegment}(\emptyset, x_{n,0}, x_{f,i+1}, t_{f,i+1}) \)
7: for \( i = j + 1 \) to \( N_t \) do
8: \( T_n \leftarrow \text{AppendTrajectorySegment}(\bar{T}_n, x_{f,i}, x_{f,i+1}, t_{f,i+1}) \)
9: end for
10: \( p_{\text{risk}} \leftarrow \text{EvaluateRisk}(T_n, p_{\text{rel}}, C) \)
11: if \( \text{constraintCheck}(T_n) \) and \( J_c(T_n) < c_{\min} \) then
12: \( c_{\min} \leftarrow J_c(T_n); \quad T_n^* \leftarrow T_n; \quad B^* \leftarrow B_k \)
13: else
14: \( \text{continue with next behavior option } B_{k+1} \)
15: end if
16: if \( T_n^* \neq \emptyset \) and \( I_{k+1} < I_k \) then
17: break for loop
18: end if
19: end for
20: \( T^* \leftarrow \text{LateralTrajectoryTracking}(T_n^*, P_{\text{B^*}}, x_0) \)
21: return \( T^* \)
analytically, the available behavior options are explored, and the overall trajectory is optimized numerically. For our practical application onboard an automated vehicle, it is sufficient to find good solutions fast, which our method is capable of.

E. Implementation Details

The number of behavior options in $B_k \in L_B$ strongly varies depending on the respective situation. In trivial situations, such as lane keeping at constant velocity, there is just one prioritized behavior option, which is feasible and optimal for the respective situation. Due to our heuristics in $\delta_{RA}$, slightly more complex situations, such as driving through curves, require few (about 10) behavior options. Such heuristics are, e.g., to search the optimal solution in the vicinity of a pre-computed guess. This reduces the sampling efforts significantly. For highly complex traffic situations, such as dynamically merging into a yield junction, we observe about 100 behavior options in practice. This value depends on the applied heuristics and comes as a trade-off between solution quality and computation efforts. To make the observed number plausible, consider that 80 behavior options allow for a time window of 1 s assuming an average of four variations per overall final time and a discretization of 50 ms. Gently stopping and the fail-safe option combined require another 20 options. In a scenario with low traffic density, the search space can be narrowed down due to regularizing assumptions. Conversely, in high traffic density situations, larger search spaces have to be considered, but many solutions can be ruled out a priori, considering the safety distances to other road users. For each behavior option, the corresponding trajectory is computed by sequentially solving the OCP (10). However, due to our analytic solution (see Section IV-C), the trajectories corresponding to the behavior options can be calculated very quickly ($\ll 1$ ms). Calculating the overall optimal trajectory in complex situations requires up to 16 ms, from which the lateral trajectory tracking consumes about 1 ms. The calculations are carried out on a Intel i7-6850K processor. For the longitudinal planning, time horizons up to 10 s and more are still unproblematic and the trajectory is given in its analytic form, so the discretization has little impact to the computational burden and almost any discretization is possible. In practice, we choose the discretization to be equal to that of the lateral trajectory tracking. For the MPC-based lateral trajectory tracking, both, time horizon and discretization have a relevant impact on the computation time. Hence, the optimization horizon of the lateral trajectory tracking is restricted to 3 s at a discretization of 50 ms, i.e., 60 sample points along the trajectory, which is the lookahead distance of the subsidiary control.

V. EXPERIMENTAL VALIDATION

This section presents results of the experimental validation of the proposed motion planning scheme for the application scenario and the setup described in Section II. The motion planning scheme is validated with respect to lane keeping and maneuver timing. Furthermore, the effects of the risk model are studied experimentally. We refer to our previous work [5] for a simulation-based evaluation of decision making as well as for a simulation of trajectory generation. A video summarizing the experiments can be found at [33]. It shows the CAV driving with methods from this paper in real-world traffic on public roads.

A. Lane Keeping Properties of the Motion Planning Scheme

In the first step, we validate that the CAV adequately extracts the situation context for the junction so that the proposed lateral trajectory tracking is capable to robustly keep the CAV on the lane. To do so, the following metric is proposed: the CAV is approximated as a bounding box with the corner points $p_{FL}, p_{FR}, p_{RR}, p_{RL}$ for front left, front right, rear right, and rear left, respectively. These points are transformed to the Frenet frame with respect to the left and right boundary line $B_l, B_r$ of the lane

$$\begin{align*}
(p_{FL}, p_{FR}, p_{RR}, p_{RL}) & \xrightarrow{\text{Frenet}(B_l, B_r)} \\
([s, d_{FL}]^T, [s, d_{FR}]^T, [s, d_{RR}]^T, [s, d_{RL}]^T).
\end{align*}
$$

Then, the metric $d_{Lane}$ is calculated as

$$d_{Lane} = \min \left\{ -d_{FL}, d_{FR}, d_{RR}, -d_{RL} \right\}. \quad (15)$$

In (15), the signs are chosen such that $d_{Lane}$ is positive whenever the CAV is on the lane. Hence, a positive $d_{Lane}$ measures the minimum distance of the CAV to the lane boundary, whereas the CAV has left the lane for a negative $d_{Lane}$.

Figure 4 shows the evaluation of $d_{Lane}$ over 15 automated merging maneuvers performed at the test junction. As can be seen, the metric is always positive. Hence, it can be concluded that the lateral trajectory tracking is able to robustly keep the CAV on track and that the situation context is adequately extracted from the map, as the vehicle arrives at the curvy junction with a velocity that the lateral trajectory tracking can handle. The metric grows for $s \in [1220, 1240]$, because the lane width increases within the junction and the planning tries to keep the vehicle in the middle of the lane. For all trajectories except one, the minimum value of $d_{Lane}$ is between 20 cm and 40 cm, which are typical values even for driving at straight roads. One of the outlier trajectories comes as close as 10 cm to the lane boundary. Such outliers may result from various reasons, e.g. timing issues between the end of calculation and the actuators applying the trajectory, an error in the ego state estimation, or some distorting force. Such distortion might occur due to the automatic transmission of the CAV using the clutch. In this particular case, the evaluation of the log files indicates a drop in the accuracy of the ego state estimation. But even then, the distance is still positive and the lane is kept. So, in sum, Fig. 4 shows that the CAV robustly keeps the lane.

B. Timing Behavior

In the next step, we validate that the motion planning scheme reacts to oncoming traffic with reasonable behavior and that it plans appropriate longitudinal trajectories. To do so, several highly automated test drives were conducted
in real traffic, from which we report the position-over-time trajectories $s_i(t)$. Within these trajectories, we expect five basic merging categories: without another road user, in front of another road user, into the gap between two road users, behind another road user, and merging after stopping at the yield line. Apart from some disturbances, which the motion controller must correct, merging without other road users is deterministic. Hence, we expect the respective trajectories to differ only insignificantly. Furthermore, since staying in the intersection area increases the maneuver risk, merging before another road user should typically result in trajectories very similar to those of merging without other road users.

In contrast, merging behind another road user requires the CAV to synchronize its motion to the respective road user. Thus, the trajectories are expected to vary significantly in shape and in the arrival time at the PGA $t_f$. Moreover, $t_f$ is expected to be higher as compared to merging without another road user. If merging is not directly possible, the CAV stops at the yield line before merging. Thus, the corresponding trajectories must show a horizontal segment at the yield line. Figure 5 includes three trajectories for each of the categories except merging into a gap. It shows that all trajectories for merging without other road users are practically identical. The same holds for merging before another road user. The minimum and the maximum arrival time $t_f$ of all these trajectories differ only by about 100 ms. In contrast, the trajectories of merging behind significantly vary in shape and arrival time. Here, $t_f$ varies by about 1.65 s. Furthermore, the trajectories of merging after stopping significantly differ in shape and arrival time. Here, $t_f$ differs by about 1.15 s. Trajectories of both classes show a flatter shape because the CAV slows down early, if it has to synchronize to other vehicles. In the case that the CAV has to stop at the yield line, the trajectories even show a horizontal segment in the diagram at the position of the yield line. This confirms the expectation and shows that the motion planning reasonably reacts to the oncoming traffic.

For merging into a traffic gap, we expect two classes of trajectories: maneuvers, for which the CAV behaves similar to merging before another road user (class 1), and maneuvers, for which the CAV behaves like merging behind another road user (class 2). The latter occurs if the CAV needs to synchronize its motion to road user in front of the gap, while the first class results if the CAV arrives later at the yield line and mainly reacts to the road user at the end of the gap. Figure 6 shows nine trajectories of the CAV automatically merging into a traffic gap between two oncoming road users. The trajectories are plotted in red for class 1 (four trajectories) and in green for class 2 (five trajectories). Furthermore, a trajectory for merging before another road user is plotted in dotted blue for comparison. As can be seen, the trajectories plotted in red strongly resemble the dotted blue one, but vary a little bit more (about 0.5 s). This can be explained by some residual effect of the road user ahead. The green trajectories vary more and are alike those of merging behind (see Fig. 5). Thus, these results comply with the expectations as well.

Finally, the ability of the motion planning scheme to react to a changing environment is evaluated. For that, we selected scenarios where oncoming road users on the main road turn right instead of continuing on the lane to which the CAV intends to merge. Thus, a traffic gap opens up, in which the CAV can merge. For these scenarios, we expect strongly varying trajectories depending on when the CAV alters its maneuver decision due to the changed environment. Particularly for tight maneuver decisions, an update in the external environment model and the corresponding uncertainties might significantly shift the risk estimation according to the risk model and induce the motion planning to switch between different maneuver options. Thus, the CAV might keep its velocity at some replanning cycles while it might opt to gently break in others. Figure 7 presents 6 trajectories showing how the CAV handles these situations. As expected, the trajectories differ strongly in shape and arrival time $t_f$ (by about 2.75 s). Overall, the evaluation showed that the motion planning works reliable in all different situations of the merging scenario and yields reasonable trajectories.

C. Examples for Full Trajectories

To give an impression how the actually driven trajectories look like, three representative examples are plotted in Fig. 8: one stopping trajectory (purple), one trajectory in which the
VI. CONCLUSIONS AND FUTURE WORK

In this work, a motion planning scheme for urban merging scenarios was proposed that optimizes for safety and passenger comfort over multiple behavior options. Thus, high-level decision making and low-level trajectory planning are solved holistically in one OCP, guaranteeing the feasibility of the resulting trajectory with respect to the vehicle dynamics. The parametrization of the OCP according to the dynamic situation features context awareness of our approach. The scheme is based on a parallel usage of the on-board and possibly an external environment model to resolve occlusions, where uncertainties are governed by a risk model. This risk model preserves the safety guarantees of the original set-based approach in a probabilistic sense for complex scenarios. The proposed merging planning scheme was validated experimentally on public roads with a prototype CAV, confirming that the proposed merging planning scheme works very well.

In future work, we want to evaluate the proposed merging planning scheme for further scenarios such as signalized intersections, left-turning, roundabouts, or overtaking maneuvers. Additionally, cooperative approaches will be investigated.
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CAV merges into a gap (red), and one trajectory, where the CAV merges fluently behind another road user (green). Trajectories of merging before another road user and maneuvers without other road users are most similar to the merging trajectory. The smoothness of the planned trajectories as well as the effects of re-planning have been studied in [5] for similar shaped trajectories from a less sophisticated predecessor of the planner. Thus this is omitted here. During the experiments, the longitudinal states \( x_q \), have been recorded, while the longitudinal jerk had to be recovered from numerical differentiation. To avoid noise amplification, the noisy acceleration measurements have been smoothed using a moving average filter. The noisy original measurements have been plotted in gray, while the smoothed data are depicted in their respective color. Except for some peaks due to uncompensated non-linearities in the actuation, the absolute longitudinal jerk always remains below 0.1 m s\(^{-3}\). Nonetheless, even at the peaks, the jerk does not exceed 0.25 m s\(^{-3}\) and is considered comfortable by passengers of automated vehicles.

Fig. 7. Trajectories corresponding to merging maneuvers with changing environment model.

Fig. 8. Example trajectories from the experiments. The states \( s_q, v_q, a_q \) are recorded with the RTK system of the CAV. Since the measured \( a_q \) is noisy (gray), it is filtered with a moving average filter and the results are depicted in the respective colors. The jerk \( u \) is determined from the filtered \( a_q \) through numeric differentiation. The peaks in the jerk occur due to non-compensated non-linearities in the actuation.
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