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Abstract: Driven transport of dilute polymer solutions through porous media has been simulated using a recently proposed novel dissipative particle dynamics method satisfying the no-penetration and no-slip boundary conditions. The porous media is an array of overlapping spherical cavities arranged in a simple cubic lattice. Simulations were performed for linear, ring, and star polymers with 12 arms for two cases with the external force acting on (I) both polymer and solvent beads to model a pressure-driven flow; (II) polymer beads only, similar to electrophoresis. When the external force is in the direction of a principal axis, the extent of change in the polymers’ conformation and their alignment with the driving force is more significant for case I. These effects are most pronounced for linear chains, followed by rings and stars at the same molecular weight. Moreover, the polymer mean velocity is affected by its molecular weight and architecture as well as the direction and strength of the imposed force.
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1. Introduction

Driven transport of polymers in confined geometries by means of an imposed flow or electric field is encountered in numerous applications including enhanced oil recovery [1], DNA electrophoresis in gels [2] and micro-fabricated devices [3,4], micro-fluidic flows [5] and chromatography [6]. Consequently, there has been a long-standing interest in understanding the effects of the magnitude of the driving force and polymer-wall hydrodynamic interactions (HI) upon the size, conformation, rate of transport and spatial distribution of confined macromolecules. Coarse-grained computer simulation techniques such as Langevin dynamics (LD), Brownian dynamics (BD), Dissipative Particle Dynamics (DPD), Stochastic Rotation Dynamics (SRD) and Lattice Boltzmann method (LB) are particularly suitable for such investigations as the characteristic length and time scales associated with the dynamics of the solvent and polymer chains differ by several orders of magnitude [7]. In addition to facilitating the interpretation of experimental results, such models are also capable of predicting novel phenomena that can be subsequently verified experimentally [8–10].

Most previous studies have focused on the transport of linear, flexible polymers in simple geometries such as slits or tubes. For example, Fan et al. [11] used DPD simulations to show that the velocity profile of a dilute polymer solution flowing through a channel can be fitted to a power law curve. Subsequently, they performed DPD simulations of a the flow of a dilute DNA solution though flat and periodic contraction and diffusion channels [12]. The molecular conformation was found to depend upon the channel geometry as well as its instantaneous position relative to the walls. Millan et al. [13] studied pressure-driven flow of dilute polymer solutions in nanoscale slit pores using DPD. The extent
of deviation of the velocity profile from parabolic was found to increase with chain length and concentration. The chains were observed to migrate towards or away from the walls depending upon their length. The DPD model used in that study was later extended by Millan and Laradji [14] to study the effect of Schmidt number (Sc) upon cross-stream migration of polymers undergoing pressure-driven flow in nanoscale slits. They observed a migration away from the walls with increasing Sc. A similar observation was reported for DPD simulations of polymer solutions undergoing shear flow in a slit [15].

The effects of polymer architecture and complex wall geometry upon the spatial distribution and transport rate of confined polymer chains have been explored in a few recent studies using DPD simulations. Li et al. [16] simulated pressure-driven flow of star polymers in a cylindrical pipe. They found that star polymers of larger functionality exhibited a greater tendency to migrate towards the centerline, resulting in a larger velocity. Posel et al. [17] investigated the flow and aggregation of rod-like proteins in slit and cylindrical pores coated with polymer brushes. In the stretched state, the polymer brushes inhibited proteins' flow and facilitated aggregation whereas the opposite was observed for the collapsed state. Flows of polymer solutions through grooved [18] and contraction-expansion [19] channels have also been studied using BD and SRD.

All the above studies were concerned with modelling driven polymer transport in relatively simple, well-characterized geometries. Therefore, driven polymer transport through more complex geometries such as those found in porous media is still not well understood. Polymer diffusion in porous media in the absence of external forces has been previously studied, most notably in the Monte Carlo simulations of Muthukumar and Baumgartner [20,21] and the experiments of Nykypanchuk et al. [22–24]. Studies examining driven transport of polymers in 3D porous media are far fewer. One such study was undertaken by Zeng and Harrison [25], who investigated the mobility of DNA driven through an ordered array of spherical cavities by an electric field. They performed experiments with DNA of two different lengths and observed non-monotonic dependence of mobility on field strength. In a weak field, the mobility was smaller for the longer chains, whereas the opposite trend was observed in a sufficiently strong field.

As the above works, and most of the existing literature, were restricted to linear polymers, the effect of polymer architecture upon the transport rate remains to be clarified. Moreover, the rate of polymer transport also depends upon the nature of the driving force. As previous studies have focused exclusively upon either electric field or flow-driven transport, a systematic comparison of the transport rate in the presence of different types of driving forces is currently lacking.

The present study aims to address these gaps in the literature by applying DPD simulations to investigate the driven transport of dilute polymer solutions in 3D porous media, which consists of interconnected spherical cavities constructed through assembly of colloidal particles [6,22,25]. The geometry is more complex than those investigated in most previous studies and will be described in detail in the next section. Two scenarios are considered for the external force. In the first case, it is imposed upon both polymer and solvent beads to model a pressure-driven flow. In the second, it acts upon polymer beads only, similar to electrophoresis. Hereafter, they will be referred to as the ‘flow’ and ‘field’ cases. Three polymer architectures are considered: linear, ring, and star polymers with 12 arms. The objectives of this study include: (1) study the effect of the external force magnitude upon the polymer size by evaluating the components of the gyration tensor, (2) examine the polymer orientation by evaluating the angle between the eigenvector corresponding to the largest eigenvalue of this tensor and the direction of the external force, (3) evaluate the rate of polymer transport by comparing the velocity of the center of mass (COM) for different polymer types. The spatial distribution of macromolecules as well as their mean residence and transition times are also studied. The results are useful for design and optimization of sieving media to separate polymers of different sizes and architectures [25].

The organization of this paper is as follows. The details of the simulation methodology are described in Section 2. The effects of the nature and magnitude of the driving force upon
the properties of linear polymer are examined in Sections 3.1. The effect of polymer architecture is discussed in Section 3.2, and the effect of chain length and external force magnitude upon the velocity is examined in Section 3.3. A conclusion is provided in Section 4.

2. Methods

The ordered porous media consists of an array of overlapping spherical cavities arranged in a simple cubic (SC) lattice as illustrated in Figure 1. The cavity radius is designated as $R_c$, while the radius of the apertures connecting neighboring cavities is $R_a$. The medium porosity, $\beta$ is given by

$$\beta = \pi \left( \frac{3}{4} h - \frac{1}{4} - \frac{1}{3} h^2 \right),$$

(1)

where $h = 1/(1 - (R_a/R_c)^3)$ [26]. In this study, the values of $h$ and $\beta$ are 1.04 and 0.56, respectively. As shown in Figure 1, the cavity array contains cylindrical channels of radius $R_c$ connecting apertures, which are oriented parallel to the $x$, $y$, and $z$ axes. In the absence of Brownian motion, the chains can be driven along such a channel without encountering the solid mass [26]. The effect of external force magnitude upon the localization of the polymers within these channels will be discussed in the next section.

![Figure 1](image)

**Figure 1.** Two-dimensional representation of ordered porous media comprising interconnected spherical cavities. An example of a cylindrical channel through which a polymer can be driven without encountering the walls is shown in dashed lines in the bottom half of the figure.

We conduct coarse-grained simulations via DPD. Since the pairwise DPD forces satisfy Newton’s Third Law, HI are rigorously accounted for without making any pre-averaging approximation [27]. Although the Schmidt number (Sc) in a conventional DPD simulation is of O(1), which is three orders of magnitude smaller than that of a typical fluid such as water, the diffusivities and relaxation times calculated from DPD simulations of dilute polymer solutions agree with the Zimm model for both linear [28] and star polymers [16,29]. Due to its ability to accurately predict the static and dynamic properties of polymers in dilute solution, DPD is the choice of method for this study.

In the DPD method, each bead represents a cluster of atoms or molecules [30]. Each polymer molecule is modelled as a group of $N$ beads connected by springs. The solvent and solid mass are also represented using beads. The mass of each bead and the cutoff length for the pairwise DPD forces are denoted as $m$ and $r_c$, respectively. As per the convention for DPD simulations, the units of mass, length, and time are chosen as $m$, $r_c$ and $\sqrt{m r_c^2}/(k_B T)$, respectively, where $k_B$ is the Boltzmann constant and $T$ is the absolute temperature. Hereafter, all physical quantities have been normalized accordingly.

The force on a particular particle $i$ is denoted as $\mathbf{F}_i$ and is given by

$$\mathbf{F}_i = \mathbf{F}_i^{\text{spring}} + \sum_{j \neq i} \mathbf{F}^c_{ij} + \mathbf{F}^D_{ij} + \mathbf{F}^B_{ij}. \quad (2)$$
The force acting on each particle includes spring forces and inter-particle DPD forces that are pairwise additive and act along the line of centers of the particles. The inter-particle forces act between any two particles present in the simulation, while the spring force only acts upon the polymer beads. The finitely extendible nonlinear elastic (FENE) potential is used to describe bonded interactions:

\[
U_{\text{FENE}} = \begin{cases} 
\frac{1}{2} k R_0^2 \ln \left( 1 - \frac{r_{ij}^2}{R_0^2} \right), & r_{ij} < R_0, \\
\infty, & r_{ij} \geq R_0 
\end{cases}
\]

where \( k \) is the force constant, \( r_{ij} \) is the distance between two beads \( i \) and \( j \) that are bonded to each other and \( R_0 \) is the maximum allowed bond length.

The inter-particle pairwise forces are known as the conservative, dissipative and random forces denoted by \( F^C_{ij}, F^D_{ij} \) and \( F^R_{ij} \) respectively. The subscripts ‘ij’ indicate that the magnitude and direction of these forces are specific to a pair of particles. For interactions not involving wall beads, these forces were calculated using the standard expressions given by Groot and Warren [27]. The detailed forms of these expressions are given in Equations (S1)–(S4) of the Supplementary Information (SI).

For complicated geometries, methods are available to prevent mobile beads from penetrating the wall and to enforce no-slip boundary conditions at all solid-fluid interfaces [31,32]. We employed the method developed by Li et al. [33], which involves evaluating the boundary volume fraction, \( \phi_i \), for each polymer and solvent bead at each time-step of the simulation. The value of \( \phi_i \) is constrained between 0 and 1 and increases as the number of wall beads located within a spherical region of radius \( r_i \) centered at particle \( i \) increases. In the simulation, a predictor-corrector algorithm [33] is employed which involves performing an imaginary update of each solvent and polymer particle’s position according to \( \mathbf{r}_i(t + \Delta t) = \mathbf{r}_i(t) + \mathbf{v}_i(t) \Delta t \) and evaluating the value of \( \phi(t + \Delta t) \). If \( \phi(t + \Delta t) \) < 0.5, the bead is outside the wall domain. If \( \phi(t + \Delta t) \) > 0.5, the particle has penetrated the wall. In this case, its original velocity is corrected according to \( \mathbf{v}_i^\text{new}(t) = -\mathbf{v}_i + 2.0 \max(0, \mathbf{v}_i(t), \mathbf{e}_n) \mathbf{e}_n \), where \( \mathbf{e}_n \) denotes the local unit normal vector of the wall boundary. Its position is then re-updated according to \( \mathbf{r}_i(t + \Delta t) = \mathbf{r}_i(t) + \mathbf{v}_i^\text{new}(t) \Delta t \) to avoid such penetration. In so doing, the geometry of the solid boundaries near each polymer and solvent bead is computed on-the-fly and the need to describe the shape of the solid boundaries mathematically is eliminated [33]. The no-slip boundary conditions are implemented by replacing the coefficients \( \gamma_i \) and \( \sigma_i \) in Equation (S2) with the effective coefficients \( \gamma_i^\text{eff} \) and \( \sigma_i^\text{eff} \), whose values depend upon \( \phi_i \) and are calculated according to Equations (6) and (12) of Li et al.’s paper [33].

Simulations without HI were also performed to understand the effect of such interactions upon the polymer properties. In these cases, the DPD dissipative and random forces, which behave jointly as a thermostat and conserve momentum due to their pairwise nature, were replaced with a Langevin thermostat, for which the dissipative and random forces act separately upon individual beads. In this case, the expressions for these forces are given as

\[
\mathbf{F}_i^D = -\gamma_i \mathbf{v}_i, \quad \mathbf{F}_i^R = \frac{\delta y_i k_b T}{\Delta t} \mathbf{s},
\]

where \( \mathbf{s} \) is a vector with each component being a random number drawn from a uniform distribution between −1 and 1 [26]. The value of \( \gamma_i \) was set as 2 to ensure strong enough coupling to the heat bath such that \( k_b T \) fluctuates about unity. For computational convenience, the values of \( \phi_i \) were not calculated for these simulations and the standard velocity Verlet algorithm was used for time integration. Apart from these changes, the simulation protocol was identical to that employed for cases with HI.
A cubic simulation box of side length \( L = 20 \) was used with periodic boundary conditions implemented along the \( x, y, \) and \( z \) directions. It contains a single cavity whose geometric center coincides with the origin of the coordinate system. To check for finite size effects, additional simulations were performed using a larger box of side length 40 containing 8 cavities. As discussed in Section 2 of the SI, the results of these simulations are nearly identical to those obtained using a box of side length 20. Therefore, none of the results presented in the next section are expected to be affected by finite size effects.

The spring force parameters \( R_0 \) and \( k \) were set to 1.50 and 30 to prevent unphysical bond crossings [34,35]. The equations of motion were integrated using the standard velocity Verlet algorithm with a time-step \( \Delta t = 0.01 \). The values of \( \alpha_i \) and \( \gamma \) were set as 18.75 and 4.5 respectively for all pairwise interactions other than those involving solid beads. The values of \( \alpha_i \) for polymer-wall and solvent-wall interactions were chosen as 150 and 120, respectively. The number of beads per chain, \( N_i \), was set as 25, 37, 49, 61, or 73. For star polymers, the number of arms, \( f_i \), was set to 12. In all cases, the number of polymer molecules was adjusted such that the number ratio of polymer beads to all mobile beads is as close to 0.025 as possible. As this is well below the overlap concentration, all the simulations are in the dilute regime. The value of \( R_c \) was set to 2.04 with \( R_c \) chosen as 10.21. The choice of parameter settings results in the chain conformation being similar to that in free solvent in the absence of the external force. The bead number density was selected to be 4.0 \( \text{m}^{-3} \) to enable accurate evaluation of \( \phi_c \). Accordingly, the solid mass was constructed by placing 32,000 DPD particles in the simulation box, allowing them to equilibrate by means of a short DPD simulation of 2000 time steps with \( \Delta t = 0.04 \) and freezing the beads in the wall domain.

In all cases, the simulation began with equilibration for 500 time steps in the absence of the external force. Subsequently, an external force of magnitude \( F_e \) was imposed upon either polymer beads only or both polymer and solvent beads. In most cases, this force was directed along the positive \( x \)-direction. The value of \( F_e \) ranges between 0 and 0.14. As shown in Figure S1 of the SI, the flow within the cavity is in the laminar regime for the largest value of \( F_e \) tested. The value of Reynolds number for \( F_e = 0.14 \) is estimated to be 15.5 [12]. As most experimental investigations of flow of polymer solutions through porous media have been performed under non-inertial conditions for which \( Re \ll 1 \) [36], the range of external force magnitude employed in our simulations is in the experimentally relevant regime.

This simulation was first run for 40,000 time steps to enable the system to reach steady state followed by a production run for up to \( 8 \times 10^5 \) time steps. The results presented for all quantities in the next section represent the average of 3 independent simulations and the error bars represent one standard deviation. The results for each simulation were obtained by averaging over 800 configurations. All simulations were performed using the Large Atomic Molecular Massively Parallel Simulator (LAMMPS) [37,38].

3. Results and Discussion
3.1. Linear Polymers

This section is concerned with the driven transport of linear polymers in cavities. The results for the flow and field cases are compared. All results presented are for \( N = 73 \).

In the presence of the external force, the chains are distorted from their equilibrium conformation. The extent of this distortion is quantified by the ratios \( R_f \) and \( R_p \), which are defined as \( R_f = \frac{G_{xx}}{\text{Tr}(G_{\varepsilon \varepsilon})/3} \) and \( R_p = \left( \frac{G_{xx} + G_{yy}}{2\text{Tr}(G_{\varepsilon \varepsilon})/3} \right) \) respectively. Here, \( G_{\alpha \beta} \) denotes the \( \alpha \beta \) components of the gyration tensor averaged over all chains and the simulation time. The subscript \( e \) denotes a property value at equilibrium (\( F_e = 0 \)). The results for \( R_f \) and \( R_p \) in the flow and field cases are compared in Figure 2, where polymer molecules in one cavity are distinguished from those occupying two cavities. The value of \( \sqrt{(\text{Tr}(G_{\varepsilon \varepsilon})/3)} \) is 3.08 ± 0.01. Since this is significantly smaller than the cavity radius, \( R_c = 10.21 \), the monomers of
any polymer can be distributed over a maximum of two cavities at equilibrium. As $F_e$ increases, the polymers’ span along the external force direction increases while that perpendicular to the external force direction decreases relative to the equilibrium value. The polymers’ average dimension along the external force direction is quantified by the value of $G_{xx}$. The maximum value of $G_{xx}$, which arises for polymers occupying two cavities in the flow case with $F_e = 0.14$, is $4.16 \pm 0.07$. As this is still significantly smaller than $R_e$, the polymers never occupy more than two cavities for any of the simulations performed in this study.

At equilibrium, $G_{xx}^G = G_{yy}^G = G_{zz}^G$, i.e., $R_f = R_g = 1$. With the external force imposed, $R_f$ increases, while $R_g$ decreases. This behavior is attributed to chain stretching, orientation change, or both. Chain stretching, which is reflected by $R_g > R_{g, eq}$, i.e., $(R_f + 2R_p) > 3$, occurs in all cases except for chains occupying one cavity in the field case with $F_e = 0.02$ and 0.06, where the corresponding values of $(R_f + 2R_p)$ are $2.89 \pm 0.08$ and $2.98 \pm 0.08$. For given $F_e, R_f$ is greater for the flow as compared to the field case, while $R_g$ generally shows an opposite behavior. Hence, chains are distorted from their equilibrium configuration to a greater extent for the flow case. As shown in Figure S2 of the SI, the extent of this distortion is smaller in the absence of HI, indicating that such distortion is at least partly due to gradients in the solvent velocity field. For chains occupying two cavities, $R_e$ is significantly larger for the flow case. This could be because of the shear force experienced by the chains as a result of solvent flow through the apertures.

![Figure 2: Values of (a) $R_f$ and (b) $R_g$ for flow and field driven transport. Chains occupying 1 and 2 cavities are treated separately. The percentage of chains occupying two cavities ranges from 15.6 to 36.8% and 17.9 to 39.4% for the flow and field cases, respectively.](image)

The external force not only changes the average value of $R_e$ but also its distribution as illustrated in Figure 3 for the flow case. As $F_e$ increases from 0 to 0.14, the mean and standard deviation of $R_e$ increase from 2.56 to 3.36, and 0.48 to 1.16, respectively. At equilibrium, the distribution is roughly symmetric about the mean value and can be reasonably fitted to a normal distribution with a mean of 2.56 and a standard deviation of 0.48. In the case $F_e = 0.14$, the distribution becomes noticeably skewed. The shape of the histogram in (b) is similar to that obtained experimentally by DeLong and Hoagland [6] for a packed bed of spherical particles.
In addition to translational and stretching motion, the chains may also rotate towards the direction of the external force to reduce the hydrodynamic resistance to their movement. The degree of alignment is quantified by computing the average angle between the direction of $F_e$ and the eigenvector corresponding to the largest eigenvalue of the gyration tensor, denoted as $\langle \theta \rangle$. If $F_e = 0.0$, all orientations of the eigenvector are equally probable. Since $\theta$ is constrained to lie between 0 and $\pi/2$ radian, $\langle \theta \rangle$ is 1 radian, or $57.3^\circ$, as shown in Figure 4a. As $F_e$ increases, $\langle \theta \rangle$ decreases, indicative of alignment to some extent. The chain alignment is stronger for the flow as compared to the field case. In the former case, gradients in the solvent velocity field can assist the chain to rotate and align with the external force, resulting in a smaller value of $\langle \theta \rangle$. This is further verified by the flow simulations without HI, for which no significant chain alignment along the flow direction is observed (see Figure S3 of the SI). The orientation of the chains along the external force direction also increases the extent of orientational order in the system. The extent of this increase for the field and flow cases is quantified using the Saupe order tensor [39] and the results are shown in Figure S4 of the SI.

The external force alters the spatial distribution of chains within the cavity. The probability of a chain’s center of mass being located within a channel in the $x$-direction, $P_c$, is affected by the relative importance of convective to diffusive motion, which varies with $F_e$. Upon exiting via an aperture, a chain stays in the channel for some time before diffusing away. The effect of varying $F_e$ upon $P_c$ is illustrated in Figure 4b. Without an external
force, the chain distribution should be uniform throughout the available space within a cavity. For a point particle, \( P_r \) is equal to the volume ratio, \( V_r \), of the cylindrical channel to the entire cavity. This ratio is evaluated as

\[
V_r = \frac{\pi R_c^2 L}{\beta L^3} = 0.06, \tag{5}
\]

where the cavity volume is given by \( \beta L^3 \). For finite-sized chains, the volume of space accessible to the center of mass is smaller than the cavity volume due to the depletion effect from the cavity wall. Hence, \( P_r \) is expected to be larger than 0.06, as observed in Figure 4b (\( P_r = 0.09 \)). For nonzero \( F_r \), \( P_r \) is significantly larger for the field as compared to the flow case.

The probability density distribution of the location of the polymers’ center of mass (COM) in the \( x\)-\( y \) plane (\( z = 0 \)) is plotted in Figure 5. Figure 5a shows that the COM is evenly distributed about the center of the cavity in the absence of the external force. In its presence, the polymer is largely confined within the cylindrical region indicated in Figure 1 as illustrated in Figure 5b,c for the flow and field cases, respectively. The main difference between the flow and field cases is that chains may escape from a cavity in a direction perpendicular to the external force for the former but not the latter. As shown in the velocity profile in Figure S1, some of the velocity vectors near the cavity aperture at \( x = -10 \) point away from the centerline of the cavity which is defined by \( y = z = 0 \). This gives rise to a local diverging flow that may result in the COM moving away from the centerline. Interestingly, the COM is observed to move back-and-forth between neighboring cavities along the force direction only for the field case. As such, the chain spends more time in the channels for the field as compared to the flow case, resulting in larger \( P_r \) for this case.

![Figure 5](image)

**Figure 5.** Probability density distribution of location of polymers’ center of mass (COM) in \( x\)-\( y \) plane. The plots are for the cases (a) \( F_r = 0.0 \), (b) flow case with \( F_r = 0.14 \) and (c) field case with \( F_r = 0.14 \).

The mean values of residence time of a chain in a cavity and transition time between cavities, denoted as \( t_r \) and \( t \) respectively, are shown in Figure 6. The residence time is determined by identifying all time intervals of the simulation during which all monomers of a polymer are confined within a single cavity without entering neighboring cavities. The lengths of these intervals are then averaged for all polymers in the simulation. Similarly, all periods during the simulation in which the polymer continuously occupies 2 cavities are identified. The transition time is obtained by averaging the lengths of these intervals for all polymers in the simulation. For the investigated range of \( F_r \), \( t \) is always smaller than \( t_r \) for the flow case, while the opposite is observed for the field case except for \( F_r = 0.14 \) where the two times become almost equal. For \( F_r \leq 0.06 \), \( t \) is greater for the flow case while the opposite is observed for \( F_r \geq 0.10 \). However, \( t \) is always greater for the field case, indicating that chain passage through an aperture is easier in the flow case. As discussed earlier, the flow can stretch and align the chains around an aperture more effectively, thereby facilitating chain escape from a cavity.
The value of $b$ can be used to obtain a rough estimate of the maximum distance over which a chain may diffuse perpendicular to the direction of the imposed force. For example, the value of $b$ for the flow case is $192.2 \pm 17.7$ for $F_s = 0.02$. The diffusivity at equilibrium, $D_s$, is $(2.21 \times 10^{-3}) \pm (1.20 \times 10^{-4})$. The maximum distance through which the COM of such a chain can diffuse is approximately $\sqrt{4D_s t_r} = 1.3$, which is smaller than the aperture radius $R_a$. Please note that $F_s = 0.02$ represents the smallest value of external force magnitude tested. For larger $F_s$, the distance over which the chains diffuse will be smaller since $b$ decreases as $F_s$ increases. This analysis is consistent with the observation that $P_c$ increases as $F_s$ increases.

### 3.2. Effect of Polymer Architecture

In this section, results are presented and compared for linear, ring, and star polymers with 12 arms. Although only the flow case is illustrated, the conclusions are also applicable to the field case unless stated otherwise. We set $N$ to be 25, 37, and 73 for linear, ring, and star polymers, respectively, because they have similar $R_{ss}$, ranging between 1.33 and 1.39. Representative simulation snapshots of linear, ring, and star polymers in each state are shown in Figures S5–S7 of the SI. Videos illustrating the motion of each type of polymer through the cavity array in the presence of a pressure-driven flow are also available.

The results of $R_s$ and $R_f$ for different polymer types are shown in Figure 7. Their dependences on $F_s$ are strongest for linear chains, followed by rings and then stars. For rings, the constraint of structural closure prevents them from being distorted to the same extent as linear chains. The weaker distortion experienced by stars as compared to linear polymers is primarily due to the characteristic relaxation time of the former type of polymer being significantly smaller as compared to the latter [40]. The ratio of the relaxation times of linear and star polymers can be estimated as $\tau_{r,\text{linear}} / \tau_{r,\text{star}} = N^3 f (2-3v)/2$, where $f$ denotes the number of arms of the star polymer. This ratio is approximately 10 for the values of $N$ and $f$ investigated in this section. In addition, the compact structure of the star polymer hinders extension along the flow direction as it would result in overlap of arms [40].

---

**Figure 6.** Values of (a) residence and (b) transit times for field and flow cases.
Figure 7. Effect of varying $F_e$ upon (a) $R_f$ and (b) $R_p$. In the legend, $l$, $r$, and $s$ denote linear, ring, and star polymers, respectively; 1 and 2 denote the number of cavities occupied by the polymer.

Figure 8 plots $P_c$ and $\langle \theta \rangle$ for different polymer types. As shown in panel (a), the values of $P_c$ for the different polymer types are nearly equal at $F_e = 0$. Since the comparison is carried out for similar $R_{eq}$, the volume of space accessible to the COM of polymer of each type should be similar, accounting for the above observation. As $F_e$ is increased, $P_c$ increases rapidly for stars but only slightly for the other two polymer types. This finding can be understood based on the fact that the strength of convection relative to diffusion is greatest for stars since they have more beads and experience the largest total external force at given $F_e$. This behavior shows an interesting similarity to that observed for a Poiseuille flow between parallel plates from a computational study [40], where the comparison was made for linear chains and stars with similar $R_{eq}$. As shown in Figure 8b, the alignment with the external force is strongest for linear chains and weakest for stars. As they are nearly spherical, stars do not have a preferred orientation even at relatively large $F_e$. Hence, they have a larger value of $\langle \theta \rangle$. For the values of $N$ in Figure 8, $\langle \theta \rangle$ hardly varies with $F_e$ for the field case due to the absence of spatial velocity gradients, as shown in Figure S8 of the SI.

Figure 8. Effect of varying $F_e$ upon (a) $P_c$ and (b) $\langle \theta \rangle$ for different polymer types. In the legend, $l$, $r$, and $s$ denote linear, ring, and star polymers, respectively.

3.3. Velocity of COM

We now examine the effect of $N$ and polymer type upon the average velocity of the polymer COM, denoted as $v$. As the results for the flow and field cases are qualitatively similar, only the results for the latter are shown.
Figure 9 plots the variations of $v$ with $F_e$ and $N$. As shown in panel (a), $v$ increases almost linearly with $F_e$. The mobility, which can be calculated from the slope of each curve divided by the corresponding $N$, is found to be 0.033, 0.026, 0.017 for linear, ring, and star polymers, respectively. Since they have similar $R_{ge}$ but different architectures and molecular weights, this finding indicates that driven transport in porous media is a potential method for their characterization and separation. For polymers with the same $N$, as seen from Figure 9b, stars still have a larger velocity than the other two types for $F_e = 0.14$. At equal $N$, $R_{g}$ is smallest for stars and largest for linear polymers. There is hardly any entropic barrier effect for stars to pass through an aperture even at the largest $N (=73)$ because $R_{g}$ is smaller than $R_e$. However, this is not the case for linear and ring polymers when $N$ is large enough. As shown in Figures 2 and 4, linear polymers are stretched and aligned to pass through an aperture. Moreover, one can see from Figure 9b that $v$ generally increases with $N$. A similar trend has been previously observed in experiments [41] and DPD simulations [42] involving electric field driven transport of DNA through a micro-channel with alternating wide and narrow regions. In such cases, it has been found that longer chains have a greater probability to escape per unit time as they have more monomers near the boundaries of the entropic traps [43,44].

![Figure 9](image_url)

**Figure 9.** Variation in velocity of polymer COM with (a) $F_e$ and (b) $N$. In (a), $R_{ge}$ is similar for the different polymer types, while $F_e = 0.14$ in (b). In the legend, $l$, $r$, and $s$ denote linear, ring, and star polymers, respectively.

In the experiments of Zeng and Harrison [25], the electric field was applied at an angle to the principal axes along which the channels are oriented. In this case, apart from the weak entropic barrier effect, the electric field could drive some polymer segments towards the cavity wall, leading to local temporary confinement, from which they may escape via Brownian motion. To investigate these effects, simulations were performed with the external force applied at $45^\circ$ from the principal axes in the $x$-$y$ plane for the field case. The results are presented in Figure 10. Additional simulation results for the cases in which the external field is imposed at angles of $15^\circ$ and $30^\circ$ with respect to the $x$-axis are presented in Figure S9 of the SI. In comparison with Figure 9, $v$ is obviously much smaller, indicative of hindrance to movement arising from the local confinement effect. It is also found that $v$ is greatest for linear chains and smallest for stars. This behavior is opposite to the trend observed for $F_e$ in the $x$-direction. As seen in Figure 10a where the polymers have similar $R_{ge}$ and experience entropic barriers of similar height, the difference in $v$ between different polymer types is relatively small for $F_e \leq 0.06$ but becomes significantly greater for larger $F_e$. As $F_e$ increases, the confining effect of the external field becomes stronger. At given $F_e$, the convective effect is comparatively stronger for stars as they have the largest $N$ and hence experience the strongest external force among the three polymer types. The increased difficulty in overcoming the local confinement can even result in $v$ decreasing with $F_e$, if the latter is sufficiently large. At $F_e = 0.14$, as shown in Figure 10b, $v$
decreases with \( N \) for stars but increases for the other two types. The observed behavior could be attributed to the conformation difference. The instantaneous conformation of a linear chain is a loose ellipsoidal coil, whose main dimension is larger than that of a sphere-like compact star. Because of the anisotropy, a linear polymer can change orientation due to Brownian rotation as well as interactions with the cavity wall, leading to a higher probability of accessing a nearby aperture for escape. This mechanism applies to rings but to a lesser extent. On the contrary, a spherical star is primarily driven towards the wall, as reported previously for point particles [16]. As \( N \) increases, the relative importance of convective to diffusive effect increases, leading to longer temporary entrapment of stars before escape.

**Figure 10.** Variation of \( v \) with (a) \( F_r \) and (b) \( N \). The external force acts at 45° angle from the \( x \)-axis in the \( x-y \) plane upon polymer beads only. In (a), \( R_p \) is similar for different polymer types, while \( F_r = 0.14 \) in (b). In the legend, \( l, r, \) and \( s \) denote linear, ring, and star polymers, respectively.

4. Conclusions

The driven transport of dilute solutions of linear, ring, and star polymers with 12 arms through an array of cavities has been investigated. The distortion of the polymer conformation from the equilibrium state is greater when the external force acts upon polymer and solvent beads as compared to when it acts upon the polymer only. Also, it is strongest for linear chains, followed by rings and stars. Similarly, the extent of molecular alignment with the external force is more pronounced when this force acts upon all mobile beads, due to polymer rotation induced by gradients in the solvent velocity field. When the convection gets stronger, polymers are increasingly located in cylindrical regions that lie parallel to the direction of the external force to reduce the possibility of encountering the solid mass. The polymer average velocity increases with its molecular weight and field strength when the external force is parallel to a principal axis. For star polymers with large arm numbers, the opposite trend may be observed when the imposed field is turned away from this direction. These findings imply that driven transport through cavities is a promising method for efficient size fractionation of macromolecules. Potential avenues for future work include studying the effect of polymer rigidity, concentration, and solvent quality upon the transport rate in porous media.

**Supplementary Materials:** The following are available online at www.mdpi.com/2504-5377/5/2/22/s1, Figure S1: Velocity profile for pressure-driven flow of pure solvent through the cavity array shown in Figure 1 of the main text. The value of \( F_r \) is 0.14, Figure S2: Effect of varying \( F_r \) upon (a) \( R_p \) with HI, (b) \( R_o \) without HI, (c) \( R_p \) with HI and (d) \( R_o \) without HI. The abbreviations, \( l, r, \) and \( s \) denote linear, ring, and star polymers with 12 arms respectively, Figure S3: Angle between eigenvector corresponding to largest eigenvalue of gyration tensor and the flow direction (a) with HI and (b) without HI, Figure S4: Variation of principal order parameter, \( \lambda_{max} \) with external force magnitude, \( F_r \) for field, and flow cases. The results are for a linear polymer with \( N = 73 \), Figure S5:
Simulation snapshots of a linear polymer occupying (a) one and (b) two cavities, Figure S6: Simulation snapshots of a ring polymer occupying (a) one and (b) two cavities, Figure S7: Simulation snapshots of a 12 arm star polymer occupying (a) one and (b) two cavities, Figure S8: Variation of $\phi$ with $F_r$ for different polymer types. The labels $l$, $r$, and $s$ denote linear ring and star polymers with 12 arms, respectively. The corresponding values of $N$ are 25, 37, and 73, Figure S9: Effect of $\phi$ upon velocity of polymers’ center of mass velocity along external field direction for the field case with $F_r = 0.14$. The labels $l$, $r$, and $s$ denote linear, ring, and star polymers, respectively. The corresponding values of $N$ are 25, 37, and 73.
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