ω-Symplectic algebra and Hamiltonian vector fields

Patrícia H. Baptistelli, Maria Elenice R. Hernandes
Departamento de Matemática, Universidade de Maringá
Av. Colombo, 5790, 87020-900, Maringá - PR, Brazil *

Eralcilene Moreira Terezio
Instituto Latino-Americano de Ciências da Vida e da Natureza
Universidade Federal da Integração Latino-Americana
Av. Tancredo Neves, 6731, 85867-900, Foz do Iguaçu - PR, Brazil †

Abstract

The purpose of this paper is presenting an algebraic theoretical basis for the study of ω-Hamiltonian vector fields. We introduce the concepts of ω-symplectic group and ω-semisymplectic group, and describe some of their properties. We show that the Lie algebra of such groups is a useful tool in the recognition and construction of ω-Hamiltonian vector fields defined on a symplectic vector space \((V, ω)\) with respect to coordinates that are not necessarily symplectic.
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1 Introduction

An important tool in the study of symplectic vector spaces is the well-known symplectic group \(Sp(n; \mathbb{R})\), that is, the set of all matrices \(B \in M_{2n}(\mathbb{R})\) such that \(B^TJB = J\), where

\[
J = \begin{bmatrix} 0 & I_n \\ -I_n & 0 \end{bmatrix},
\]

with \(I_n\) the identity matrix of order \(n\). The group \(Sp(n; \mathbb{R})\) has been studied by many authors and several of its properties can be found in [7, 18]. A symplectic vector space is a pair \((V, ω)\), where \(V\) is a finite-dimensional real vector space and \(ω : V \times V \to \mathbb{R}\) is an alternating and non-degenerate bilinear form. In this case, the dimension of \(V\) is even and the matrix \([ω]\) of \(ω\) relative to a basis of \(V\) is a skew-symmetric matrix satisfying \(\det[ω] \neq 0\). Any symplectic vector space \((V, ω)\) admits a basis \(C\), called symplectic basis, such that \([ω]_C = J\). If \((V_1, ω_1)\) and \((V_2, ω_2)\) are symplectic vector spaces, then the set of linear maps \(ξ : V_1 \to V_2\) preserving the bilinear forms, that is,

\[
ω_2(ξ(u), ξ(v)) = ω_1(u, v)
\]

for all \(u, v \in V_1\), is an interesting class of maps, called symplectic maps. When \(ξ\) is an isomorphism, we say that \(ξ\) is a symplectomorphism. A classical result in this context is that any symplectic vector
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space \( (V, \omega) \) of dimension \( 2n \) is symplectomorphic to \( (\mathbb{R}^{2n}, \omega_0) \), where

\[
\omega_0(u, v) = \sum_{i=1}^{n} (x_i y_{n+i} - x_{n+i} y_i),
\]

with \( u = (x_1, \ldots, x_{2n}) \) and \( v = (y_1, \ldots, y_{2n}) \) in \( \mathbb{R}^{2n} \) (see [11, 16, 18]). In this case, the elements of the symplectic group \( Sp(n; \mathbb{R}) \) are matrices of symplectic operators in \( (\mathbb{R}^{2n}, \omega_0) \) and vice versa.

This paper deals with the study of the symplectic algebra as a support to obtain results related to Hamiltonian vector fields defined on an arbitrary symplectic vector space \( (V, \omega) \). An \( \omega \)-Hamiltonian vector field is a map \( X_H : V \to V \) given by

\[
X_H(x) = ([\omega]^{-1})^T \nabla H(x),
\]

for all \( x \in V \), where \( H : V \to \mathbb{R} \) is a smooth function. Our main motivation is the reference [2] in which we present normal forms for \( \omega \)-Hamiltonian vector fields on \( (V, \omega) \) under the action of a group of symmetries and reversing symmetries. In this context, it was interesting to consider the matrix \([\omega]\) with respect to a not necessarily symplectic basis, since the symmetries and reversing symmetries of vector fields may not be preserved by symplectomorphisms. In [4, 9, 10, 14, 15] the authors also study Hamiltonian vector fields for other classes of matrices different than \( J \).

In this work we consider an arbitrary symplectic vector space \( (V, \omega) \). We show that if \([\omega]^2 = -I_{2n}\), then \( (V, \omega) \) reflects similar properties to those of the classic symplectic space \( (\mathbb{R}^{2n}, \omega_0) \), but not in general. We introduce the concepts of \( \omega \)-symplectic group and \( \omega \)-semisymplectic group by describing their Lie algebra and some of their properties. The \( \omega \)-symplectic group \( Sp_\omega(n; \mathbb{R}) \) generalizes the group \( Sp(n; \mathbb{R}) \) and its matrices are in correspondence with linear symplectic maps. Similarly, we can consider a local diffeomorphism that reverses the symplectic form of the vector space, called antisymplectic map. We define the \( \omega \)-semisymplectic group \( \Omega_n = Sp_\omega(n; \mathbb{R}) \cup Sp_\omega^{-1}(n; \mathbb{R}) \), where \( Sp_\omega^{-1}(n; \mathbb{R}) \) is the set of antisymplectic matrices, which provides all algebraic information necessary for the study of symplectic and antisymplectic linear operators. These maps arise naturally in physical systems and are closely related to semisymplectic actions, which appear in several studies involving symmetric Hamiltonian systems, as for instance in [1, 2, 3, 4, 12, 13, 17].

We prove that the elements of the Lie algebra \( \mathfrak{sp}_\omega(n; \mathbb{R}) \) of the \( \omega \)-semisymplectic group are related to \( \omega \)-Hamiltonian vector fields. In particular, Proposition 3.3 states that if \( X \) is an \( \omega \)-Hamiltonian vector field then its linearization \( dX_0 \) belongs to \( \mathfrak{sp}_\omega(n; \mathbb{R}) \). Moreover, we characterize \( X \) in terms of this Lie algebra when \( X \) is linear and polynomial (Proposition 4.6 and Theorem 4.11 respectively). The construction done in Proposition 4.6 is used in Corollary 4.7 to obtain families of nonlinear \( \omega \)-Hamiltonian vector fields whose linear part belongs to \( \mathfrak{sp}_\omega(n; \mathbb{R}) \).

This paper is organized as follows: in Section 2, we present a brief study of the \( \lambda \)-symplectic maps. In Subsection 3.1 we present the \( \omega \)-symplectic group \( Sp_\omega(n; \mathbb{R}) \), its Lie algebra \( \mathfrak{sp}_\omega(n; \mathbb{R}) \) and properties of the elements of both sets. In Subsection 3.2 we introduce the \( \omega \)-semisymplectic group \( \Omega_n \) and describe some of its algebraic and topological properties. In Section 4 we relate \( \omega \)-Hamiltonian vector fields to elements of \( \mathfrak{sp}_\omega(n; \mathbb{R}) \).

## 2 \( \lambda \)-Symplectic maps

Let \( (V, \omega) \) be a symplectic real vector space of dimension \( 2n \). In this section, we define \( \lambda \)-symplectic maps on \( (V, \omega) \) and present some of their properties. The most interesting cases in the study of Hamiltonian vector fields are \( \lambda = 1 \) (symplectic maps) and \( \lambda = -1 \) (antisymplectic maps). The results of this section can naturally be extended to a symplectic manifold.

In what follows, \( GL(2n) \) denotes the group of invertible matrices of order \( 2n \).
Definition 2.1 Given a skew-symmetric matrix $A \in GL(2n)$ and $\lambda \in \mathbb{R}^*$, we define the set

$$SP^\lambda_A(n; \mathbb{R}) = \{ B \in \mathbb{M}_{2n}(\mathbb{R}) : B^T AB = \lambda A \}.$$ 

It is possible to prove that $SP^\lambda_A(1; \mathbb{R})$ is the set of $2 \times 2$ matrices with determinant equal to $\lambda$. In particular, $SP^1_A(1; \mathbb{R}) = SL(2; \mathbb{R})$, where $SL(2n; \mathbb{R})$ is the well-known set of matrices of order $2n$ with determinant equal to 1. However, in general, $SP^A_1(n; \mathbb{R})$ does not coincide with the set $SL(2n; \mathbb{R})$. Indeed, the matrix

$$B = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & -2 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \end{bmatrix}$$

belongs to $SL(4, \mathbb{R})$, but $B \notin SP^1_A(2; \mathbb{R})$, for any skew-symmetric and invertible matrix $A$.

Linear operators on $\mathbb{R}^{2n}$ which preserve $\omega_0$ are in correspondence with elements of the symplectic group. A natural question that arises is: under what conditions does the matrix of a linear operator belong to $SP^\lambda_A(n; \mathbb{R})$? In order to answer this question, we present the following definition:

Definition 2.2 Let $(V, \omega)$ be a symplectic vector space. Given $\lambda \in \mathbb{R}^*$, a differentiable map $\xi : V \to V$ is called $\lambda$-symplectic if

$$\xi^* \omega = \lambda \omega,$$

where $\xi^* \omega$ is the pullback of $\omega$ by $\xi$. The map $\xi$ is called symplectic if $\lambda = 1$ and antisymplectic if $\lambda = -1$.

Note that any $\lambda$-symplectic linear operator is invertible. Consequently, a $\lambda$-symplectic map is an immersion and, therefore, its local inverse exists.

Proposition 2.3 Let $C$ be a basis of $(V, \omega)$. If $\xi : V \to V$ is a $\lambda$-symplectic linear operator, then $[\xi]_C \in SP^\lambda_{[\omega]_C} (n; \mathbb{R})$, where $[\xi]_C$ and $[\omega]_C$ denote the matrices of $\xi$ and of $\omega$ relative to the basis $C$, respectively. Conversely, if $B \in SP^\lambda_{[\omega]_C} (n; \mathbb{R})$, then the linear operator $\xi : V \to V$ such that $[\xi]_C = B$ is $\lambda$-symplectic.

Proof. If $\xi$ is a $\lambda$-symplectic linear operator, then for all $u, v \in V$ we have $\omega(\xi(u), \xi(v)) = \lambda \omega(u, v)$. In matrix terms,

$$u^T [\xi]_C^T [\omega]_C [\xi]_C v = ([\xi]_C u)^T [\omega]_C [\xi]_C v = \omega(\xi(u), \xi(v)) = \lambda \omega(u, v) = u^T \lambda [\omega]_C v.$$ 

Hence $[\xi]_C^T [\omega]_C [\xi]_C = \lambda [\omega]_C$. On the other hand, given $B \in \mathbb{M}_{2n}(\mathbb{R})$ such that $B^T [\omega]_C B = \lambda [\omega]_C$, by considering the linear operator $\xi : V \to V$ such that $[\xi]_C = B$, we have

$$\omega(\xi(u), \xi(v)) = (Bu)^T [\omega]_C Bv = u^T B^T [\omega]_C Bv = u^T \lambda [\omega]_C v = \lambda \omega(u, v).$$

Thus, $\xi$ is $\lambda$-symplectic. 

If $[\omega]$ denotes the matrix of $\omega$ relative to a basis $B$, in order to simplify the notation we denote the set $SP^\lambda_{[\omega]}(n; \mathbb{R})$ simply by

$$SP^\lambda_{\omega}(n; \mathbb{R}) = \{ B \in \mathbb{M}_{2n}(\mathbb{R}) : B^T [\omega] B = \lambda [\omega] \}. \quad (2)$$

The matrices in $SP^\lambda_{\omega}^{-1}(n; \mathbb{R})$ are called $\omega$-antisymplectic. In addition, we denote $SP^1_{\omega}(n; \mathbb{R})$ by $Sp_{\omega}(n; \mathbb{R})$ and their matrices are called $\omega$-symplectic.

One property of the matrices in $SP^\lambda_{\omega}(n; \mathbb{R})$ is the following:
Let $(V, \omega)$ be a symplectic vector space. If $B \in \text{Sp}_\lambda^\omega(n; \mathbb{R})$, then $\det B = \lambda^n$.

Proof. By Proposition 2.4 if $B \in \text{Sp}_\lambda^\omega(n; \mathbb{R})$, then there exists a $\lambda$-symplectic linear operator $\xi : V \to V$ such that $[\xi]_B = B$. Consider the constant $2n$-form $\varphi = \omega^n$ defined as the exterior product of $n$ factors of $\omega$. We obtain

$$\xi^* \varphi = \xi^* \omega \wedge \ldots \wedge \xi^* \omega = \lambda \omega \wedge \ldots \wedge \lambda \omega = \lambda^n \varphi.$$\[\text{Since } \xi^* \varphi = (\det B) \varphi \text{ (see [8], Proposition 14.20]}, \text{ we have } \det B = \lambda^n.\]

In particular, given an $\omega$-antisymplectic matrix $B \in \mathbb{M}_{2n}(\mathbb{R})$, then $\det B = 1$ if $n$ is even and $\det B = -1$ if $n$ is odd. In addition, given an $\omega$-symplectic matrix $B \in \mathbb{M}_{2n}(\mathbb{R})$, $\det B = 1$ for all $n$. In this sense, the Proposition 2.4 is a generalization of the known Liouville’s theorem.

In the next results we explore some properties of $\lambda$-symplectic maps.

Let $\delta : V \to V$ be a $\lambda_1$-symplectic map. A map $\xi : V \to V$ is $\lambda_2$-symplectic if and only if $\delta \circ \xi$ is $\lambda_1 \lambda_2$-symplectic.

Proof. By hypothesis $\delta^* \omega = \lambda_1 \omega$. If $\xi$ is a $\lambda_2$-symplectic map, that is, $\xi^* \omega = \lambda_2 \omega$, then

$$(\delta \circ \xi)^* \omega = \xi^* (\delta^* \omega) = \xi^* (\lambda_1 \omega) = \lambda_1 (\xi^* \omega) = \lambda_1 (\lambda_2 \omega) = \lambda_1 \lambda_2 \omega.$$\[\text{Conversely, if } \delta \circ \xi \text{ is a } \lambda_1 \lambda_2 \text{-symplectic map, we have}\]

$$\lambda_1 \lambda_2 \omega = (\delta \circ \xi)^* \omega = \xi^* (\delta^* \omega) = \xi^* (\lambda_1 \omega) = \lambda_1 (\xi^* \omega),$$\[\text{that is, } \xi^* \omega = \lambda_2 \omega.\]

Corollary 2.6 \quad (i) A map $\delta : V \to V$ is antisymplectic if and only if $\delta \circ \xi$ is antisymplectic for any symplectic map $\xi : V \to V$.

(ii) A map $\delta : V \to V$ is $\lambda$-symplectic if and only if its (local) inverse $\delta^{-1}$ is a $\lambda^{-1}$-symplectic map.

(iii) Given an antisymplectic map $\delta : V \to V$, then $\delta^k$ is symplectic if $k$ is even and antisymplectic if $k$ is odd.

3 \quad $\omega$-Symplectic algebra

In this section, we present a generalization of the symplectic group and some of its algebraic properties. For references of these results on $(\mathbb{R}^{2n}, \omega_0)$ see for instance [6, 11, 14, 18]. We also define the $\omega$-semisymplectic group and determine its Lie algebra, which is an interesting tool in the study of $\omega$-Hamiltonian vector fields (see Section 1).

3.1 \quad $\omega$-Symplectic group and its Lie algebra

We start showing that the set $S_{p_\omega}(n; \mathbb{R})$ defined in [2] for $\lambda = 1$ is a linear Lie group, that is, a closed subgroup of $GL(2n)$. Note that $S_{p_\omega}(n; \mathbb{R})$ is a subgroup of $GL(2n)$ whose identity element is $I_{2n}$. Moreover $S_{p_\omega}(n; \mathbb{R})$ is closed, since $S_{p_\omega}(n; \mathbb{R}) = f^{-1}(\{[\omega]\})$ where $f : GL(2n) \to GL(2n)$ is the continuous map given by $f(A) = AT[\omega]A$. The Lie group

$$S_{p_\omega}(n; \mathbb{R}) = \{ B \in GL(2n) : B[\omega]B = [\omega] \}$$
is called $\omega$-symplectic group.

**Example 3.1** Let $(\mathbb{R}^2, \omega)$ be an arbitrary symplectic vector space. We consider the special orthogonal group $SO(2)$ generated by the rotation matrices

$$R_\theta = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix}.$$  

Since $\det R_\theta = 1$ for all $\theta \in [0, 2\pi)$, it follows that $SO(2)$ is a subgroup of $Sp_{\omega}(1, \mathbb{R})$.

Note that if we choose a symplectic basis of $V$, then $B \in Sp_{\omega}(n; \mathbb{R})$ if and only if $B^T \in Sp_{\omega}(n; \mathbb{R})$. More generally, we have:

**Proposition 3.2** Let $(V, \omega)$ be a symplectic vector space. If $[\omega]^2 = -I_{2n}$, then

$$Sp_{\omega}(n; \mathbb{R}) = \{ B \in GL(2n) : B[\omega]B^T = B^T[\omega]B = [\omega] \}.$$  

**Proof.** If $[\omega]^2 = -I_{2n}$, then $[\omega]^{-1} = -[\omega]$. We will show that if $B \in Sp_{\omega}(n; \mathbb{R})$, then $B^T \in Sp_{\omega}(n; \mathbb{R})$. Indeed, if $B \in Sp_{\omega}(n; \mathbb{R})$, then $B^{-1} \in Sp_{\omega}(n; \mathbb{R})$. Hence

$$-[\omega] = [\omega]^{-1} = ((B^{-1})^T[\omega]B^{-1})^{-1} = B(-[\omega])(B^{-1})^{-1} = -B[\omega]B^T,$$

that is, $[\omega] = B[\omega]B^T$, for all $B \in Sp_{\omega}(n; \mathbb{R})$. \hfill $\blacksquare$

Since the symplectic group $Sp(n; \mathbb{R})$ is the $\omega$-symplectic group in a symplectic basis of $(V, \omega)$, by Proposition 3.2 we have

$$Sp(n; \mathbb{R}) = \{ B \in GL(2n) : BJB^T = B^TJB = J \},$$

where $J$ is given in (1). The Lie groups $Sp_{\omega}(n; \mathbb{R})$ and $Sp(n; \mathbb{R})$ are isomorphic, since the map $f : Sp_{\omega}(n; \mathbb{R}) \to Sp(n; \mathbb{R})$ given by $f(B) = P^{-1}BP$ is an isomorphism of Lie groups, where $P$ is the change of basis matrix.

**Remark 3.3** For $\lambda \in \mathbb{R}^*$ fixed, the bijective map $f : Sp_{\omega}^\lambda(n; \mathbb{R}) \to Sp_{\omega}^\lambda(n; \mathbb{R})$ given by $f(B) = P^{-1}BP$ as above guarantees that $Sp_{\omega}^{-1}(n; \mathbb{R})$ is a non-empty set since, for instance, the matrix

$$\begin{bmatrix} 0 & I_n \\ I_n & 0 \end{bmatrix}$$

belongs to $Sp_1^{-1}(n; \mathbb{R})$.

**Proposition 3.4** The Lie algebra $sp_{\omega}(n; \mathbb{R})$ of the $\omega$-symplectic group satisfies

$$sp_{\omega}(n; \mathbb{R}) = \{ L \in M_{2n}(\mathbb{R}) : L^T[\omega] + [\omega]L = 0 \}$$

$$= \{ L \in M_{2n}(\mathbb{R}) : ([\omega]^{-1})^T L^T[\omega] = L \}.  \hspace{1cm} (4)$$

**Proof.** The second equality in (4) follows from the property that $[\omega]$ is a skew-symmetric matrix. By definition of Lie algebra we have that

$$sp_{\omega}(n; \mathbb{R}) = \{ L \in M_{2n}(\mathbb{R}) : \exp(tL) \in Sp_{\omega}(n; \mathbb{R}), \forall t \in \mathbb{R} \}.$$
Hence, if $L \in \mathfrak{sp}_\omega(n; \mathbb{R})$, then $(\exp(tL))^T[\omega] \exp(tL) = [\omega]$ for all $t \in \mathbb{R}$, that is, $[\omega] = \exp(tL^T)[\omega] \exp(tL)$. Thus

$$0 = \lim_{t \to 0} \frac{d}{dt} \left( \exp(tL^T)[\omega] \exp(tL) \right) = L^T[\omega] + [\omega]L.$$

Conversely, if $L \in \mathbb{M}_{2n}(\mathbb{R})$ satisfies $([\omega]^{-1})^T L^T[\omega] = L$, then $([\omega]^{-1})^T(tL^T)[\omega] = tL$ for each $t \in \mathbb{R}$. In this way,

$$\exp(tL^T)[\omega] \exp(tL) = \exp(tL^T)[\omega] \exp(( [\omega]^{-1})^T (tL^T)[\omega]) = \exp(tL^T)[\omega] \exp([\omega]^{-1}(-tL)^T[\omega]) = \exp(tL^T)[\omega][\omega]^{-1} \exp((-tL)^T)[\omega] = [\omega],$$

that is, $L \in \mathfrak{sp}_\omega(n; \mathbb{R})$.

In this work, $\mathfrak{sp}_\omega(n; \mathbb{R})$ is called $\omega$-symplectic algebra and its elements are called $\omega$-Hamiltonian matrices. In the particular case in which $[\omega] = J$, we assume the classical notation $\mathfrak{sp}(n; \mathbb{R})$ for this Lie algebra.

**Remark 3.5** Note that if $[\omega]^2 = -I_{2n}$, then

$$\mathfrak{sp}_\omega(n; \mathbb{R}) = \{ L \in \mathbb{M}_{2n}(\mathbb{R}) : [\omega]L^T[\omega] = L \}.$$

In this case, if $L \in \mathfrak{sp}_\omega(n; \mathbb{R})$, then $L^T \in \mathfrak{sp}_\omega(n; \mathbb{R})$. This property is not true in general. Indeed, given the matrices

$$L = \begin{bmatrix} -1 & 1 & -1 & 2 \\ 3 & 0 & 4 & 1 \\ -1 & 2 & 0 & 2 \\ 3 & 1 & 1 & 1 \end{bmatrix} \quad \text{and} \quad [\omega] = \begin{bmatrix} 0 & 1 & 0 & 2 \\ -1 & 0 & -1 & 0 \\ 0 & 1 & 0 & 1 \\ -2 & 0 & -1 & 0 \end{bmatrix},$$

it is easy to verify that $L \in \mathfrak{sp}_\omega(2, \mathbb{R})$, but $L^T \notin \mathfrak{sp}_\omega(2, \mathbb{R})$.

By a similar argument as we used for symplectic groups, we can prove that the Lie algebras $\mathfrak{sp}_\omega(n; \mathbb{R})$ and $\mathfrak{sp}(n; \mathbb{R})$ are isomorphic. It follows from this proof that $\omega$-Hamiltonian matrices and $\omega_0$-Hamiltonian matrices are conjugated. Moreover, the trace of an $\omega_0$-Hamiltonian matrix is zero (see [14], Proposition 1.6). Since the trace of a matrix is invariant by conjugation, we conclude the following:

**Proposition 3.6** The trace of any $\omega$-Hamiltonian matrix is zero.

### 3.2 $\omega$-Semisymplectic group and its Lie algebra

In this subsection, we introduce the $\omega$-semisymplectic group and characterize its Lie algebra. Firstly, we observe that the set $S\mathfrak{p}_\omega^\lambda(n; \mathbb{R})$ does not have a group structure for all $\lambda \neq 1$. However, Proposition 2.5 and Corollary 2.6 (ii) ensure that

$$\Lambda = \bigcup_{\lambda \in \mathbb{R}^*} S\mathfrak{p}_\omega^\lambda(n; \mathbb{R})$$

is a subgroup of $\text{GL}(2n)$ and therefore its closure is a linear Lie group.

By Remark 3.3, the set of $\omega$-antisymplectic matrices is non-empty, so we consider $\delta \in S\mathfrak{p}_\omega^{-1}(n; \mathbb{R})$ arbitrary and $\delta \mathfrak{sp}_\omega(n; \mathbb{R}) = \{ \delta B : B \in \mathfrak{sp}_\omega(n; \mathbb{R}) \}$. It follows from Proposition 2.5 and Corollary 2.6 that

$$\delta \mathfrak{sp}_\omega(n; \mathbb{R}) = S\mathfrak{p}_\omega^{-1}(n; \mathbb{R}) = \{ B \in \mathbb{M}_{2n}(\mathbb{R}) : B^T[\omega]B = -[\omega] \}.$$
Since \([\omega] \neq 0\), we define the subset of \(\Lambda\) given by the disjoint union

\[
\Omega_n = Sp_\omega(n; \mathbb{R}) \cup Sp_\omega^{-1}(n; \mathbb{R}).
\]  

(6)

As \(Sp_\omega(n; \mathbb{R})\) is a group, from Corollary 2.6 we have that \(\Omega_n\) is also a group. Moreover \(\Omega_n = f^{-1}(\{[\omega], -[\omega]\})\), where \(f : GL(2n) \to GL(2n)\) is the continuous map given by \(f(B) = B^T[\omega]B\). Thus \(\Omega_n\) is a linear Lie group, called \(\omega\)-semisymplectic group.

We can also see that \(Sp_\omega(n; \mathbb{R})\) is a Lie subgroup of \(\Omega_n\) of index 2, because \(Sp_\omega^{-1}(n; \mathbb{R}) = \delta Sp_\omega(n; \mathbb{R})\). Then there exists a group epimorphism \(\sigma : \Omega_n \to \mathbb{Z}_2\) defined by

\[
\sigma(B) = \begin{cases} 1, & \text{if } B \in Sp_\omega(n; \mathbb{R}) \\ -1, & \text{if } B \in Sp_\omega^{-1}(n; \mathbb{R}) \end{cases}.
\]

According to Proposition 2.4 if \(B \in Sp_\omega(n; \mathbb{R})\), then \(det B = 1\) and if \(B \in Sp_\omega^{-1}(n; \mathbb{R})\), then \(det B = (-1)^n\). Thus if \(n\) is odd, then \(\sigma = det\).

**Example 3.7** Consider the symplectic vector space \((\mathbb{R}^{2n}, \omega)\) and suppose that \(B\) and \([\omega]\) are block matrices in \(M_{2n}(\mathbb{R})\) given by

\[
B = \begin{bmatrix} B_1 & B_2 & \cdots & B_n \end{bmatrix} \quad \text{and} \quad [\omega] = \begin{bmatrix} A_1 & \cdots & A_2 & \cdots & A_n \end{bmatrix},
\]

with \(A_j, B_j \in M_2(\mathbb{R})\), where

\[
A_j = \begin{bmatrix} 0 & a_j \\ -a_j & 0 \end{bmatrix},
\]

for all \(j = 1, \ldots, n\). We have that \(B \in \Omega_n\) if and only if \(B_j \in \Omega_1\), for all \(j = 1, \ldots, n\). More specifically, \(B \in Sp_\omega(n; \mathbb{R})\) if and only if \(B_j \in Sp_{A_j}(1; \mathbb{R})\) and \(B \in Sp_\omega^{-1}(n; \mathbb{R})\) if and only if \(B_j \in Sp_{A_j}^{-1}(1; \mathbb{R})\), for all \(j = 1, \ldots, n\). In this case, \(B \in Sp_\omega(n; \mathbb{R})\) if and only if \(det B_j = 1\), for all \(j = 1, \ldots, n\), and \(B \in Sp_\omega^{-1}(n; \mathbb{R})\) if and only if \(det B_j = -1\), for all \(j = 1, \ldots, n\).

**Example 3.8** Let \((\mathbb{R}^4, \omega)\) be a symplectic vector space, where the matrix of \(\omega\) is given as in Example 3.7 for \(n = 2\). Consider the matrices

\[
\kappa = \begin{bmatrix} -1 & 0 \\ 0 & 1 \end{bmatrix}, \quad \tau = \begin{bmatrix} \kappa & 0 \\ 0 & \kappa \end{bmatrix} \quad \text{and} \quad \rho_\theta = \begin{bmatrix} R_\theta & 0 \\ 0 & R_\theta \end{bmatrix},
\]

with \(R_\theta\) given in (3). Consider also the semidirect product \(SO(2) \rtimes \mathbb{Z}_2\), where \(\mathbb{Z}_2\) is the group generated by \(\tau\) and \(SO(2)\) is the subgroup of \(SO(4)\) generated by matrices \(\rho_\theta\). Since \(R_\theta \in Sp_{A_j}(1; \mathbb{R})\) and \(\kappa \in Sp_{\kappa}^{-1}(1; \mathbb{R})\), for \(A_j\) as in (7) and \(j = 1, 2\), then \(\rho_\theta \in Sp_\omega(2; \mathbb{R})\) and \(\tau \in Sp_\omega^{-1}(2; \mathbb{R})\). Therefore, \(SO(2) \rtimes \mathbb{Z}_2\) is a subgroup of \(\Omega_2\).

**Lemma 3.9** The group \(Sp_\omega(n; \mathbb{R})\) and the set \(Sp_\omega^{-1}(n; \mathbb{R})\) are open and closed in \(\Omega_n\).

**Proof.** Consider the continuous map \(f : GL(2n) \to GL(2n)\) given by \(f(B) = B^T[\omega]B\). Note that \(Sp_\omega^{-1}(n; \mathbb{R}) = f^{-1}(\{-[\omega]\})\) and, therefore, \(Sp_\omega^{-1}(n; \mathbb{R})\) is closed in \(GL(2n)\). Thus, \(GL(2n) - Sp_\omega^{-1}(n; \mathbb{R})\) is open in \(GL(2n)\). Since \(Sp_\omega(n; \mathbb{R}) = \Omega_n \cap (GL(2n) - Sp_\omega^{-1}(n; \mathbb{R}))\), we have that \(Sp_\omega(n; \mathbb{R})\) is open in \(\Omega_n\). Then \(Sp_\omega^{-1}(n; \mathbb{R})\) is closed in \(\Omega_n\). Similarly, we can conclude that \(Sp_\omega^{-1}(n; \mathbb{R})\) is open in \(\Omega_n\), which implies that the group \(Sp_\omega(n; \mathbb{R})\) is also closed in \(\Omega_n\). 

\[\square\]
An immediate consequence from Lemma 3.9 is that $\Omega_n$ is not connected. Moreover, $Sp_\omega(n; \mathbb{R})$ is the connected component of the identity of $\Omega_n$. This allows us to describe the Lie algebra of $\Omega_n$, since the connected component of the identity of a Lie group $G$ have the same Lie algebra of $G$.

**Proposition 3.10** The Lie algebra of $\Omega_n$ is the set $sp_\omega(n; \mathbb{R})$ of the $\omega$-Hamiltonian matrices.

4 Relation between $\omega$-Hamiltonian vector fields and $sp_\omega(n; \mathbb{R})$

In this section, we relate $\omega$-Hamiltonian vector fields to elements of the Lie algebra $sp_\omega(n; \mathbb{R})$. Particularly, we show that $sp_\omega(n; \mathbb{R})$ simplifies the recognition of linear and polynomial $\omega$-Hamiltonian vector fields and it is a tool for the construction of nonlinear $\omega$-Hamiltonian vector fields. Some of the results presented here are generalizations of [18, Section 2.7], where the authors assume $[\omega] = J$ as in (1).

**Definition 4.1** The $\omega$-Hamiltonian vector field associated with a smooth function $H : V \to \mathbb{R}$ is the unique vector field $X_H : V \to V$ such that $\omega(X_H(x), \cdot) = dH_x$, for all $x \in V$. In this case, $X_H$ can be written as

$$X_H(x) = ([\omega]^{-1})^T \nabla H(x)$$

for all $x \in V$. The function $H$ is called a Hamiltonian function.

We note that the uniqueness of $X_H$ is characterized by the non-degeneracy of $\omega$. It is possible to prove that the flows of a Hamiltonian vector field preserve the symplectic form (see [18, Proposition V.24]). In addition, according to [18, Proposition V.26], if $\xi : V \to V$ is a symplectic map and $X_H$ is a Hamiltonian vector field, then the pushforward of $X_H$ by $\xi$ is also a Hamiltonian vector field. Now we present a natural generalization of this result.

**Theorem 4.2** Let $(V, \omega)$ be a symplectic vector space and $X_H : V \to V$ an $\omega$-Hamiltonian vector field associated with $H : V \to \mathbb{R}$. If $\xi : V \to V$ is a $\lambda$-symplectic map, then the induced vector field $\xi_*X_H$ of $X_H$ by $\xi$ satisfies

$$\xi_*X_H = \lambda X_{H \circ \xi^{-1}},$$

where $\xi^{-1}$ denotes the local inverse of $\xi$.

**Proof.** By Proposition V.11 and Proposition V.25 of [18] it follows, respectively, that $d(\xi^*\omega) = \xi^*(d\omega)$ and $\xi^*(\omega(X_H(x), \cdot)) = (\xi^*\omega)((\xi^{-1})_*X_H(x), \cdot)$ for all $x \in V$. By Definition 2.11 we obtain

$$\omega(X_{H \circ \xi^{-1}}(x), \cdot) = d(H \circ \xi^{-1})_x = ((\xi^{-1})^*(dH_x)$$

$$= ((\xi^{-1})^*(\omega(X_H(x), \cdot))$$

$$= (\xi_*X_H(x), \cdot).$$

By Corollary 2.6 (ii), $\xi^{-1}$ is a $\lambda$-symplectic map. So

$$0 = \omega(X_{H \circ \xi^{-1}}(x), \cdot) - (\lambda^{-1}\omega)(\xi_*X_H(x), \cdot) = \omega(X_{H \circ \xi^{-1}}(x) - \lambda^{-1}\xi_*X_H(x), \cdot)$$

for all $x \in V$. Since $\omega$ is non-degenerate, we conclude the result. 

For what follows, we denote by $dX_x$ both the linear operator and its matrix relative to a basis of $(V, \omega)$.
**Proposition 4.3** Let $X : V \to V$ be an $\omega$-Hamiltonian vector field. Then there exists a symmetric matrix $B$ satisfying $dX_0 = ([\omega]^{-1})^T B$. Conversely, given a symmetric matrix $B$, there exists an $\omega$-Hamiltonian linear vector field $X : V \to V$ such that $dX_0 = ([\omega]^{-1})^T B$.

**Proof.** Since $X$ is an $\omega$-Hamiltonian vector field, by [5] there exists a function $H : V \to \mathbb{R}$ such that $X(x) = ([\omega]^{-1})^T \nabla H(x)$. Now, it is enough to consider $B = d^2 H_0$, where $d^2 H_0$ denotes the Hessian matrix of $H$ in $x = 0$.

Reciprocally, given $B = [b_{ij}] \in \mathbb{M}_{2n}(\mathbb{R})$ a symmetric matrix, we define the quadratic form $H : V \to \mathbb{R}$ as

$$H(x) = \frac{1}{2} x^T B x = \frac{1}{2} \sum_{i,j=1}^{2n} x_i b_{ij} x_j,$$

where $x^T = [x_1 \ldots x_{2n}]$. The $\omega$-Hamiltonian vector field $X$ associated with $H$ satisfies

$$X(x) = ([\omega]^{-1})^T \nabla H(x) = ([\omega]^{-1})^T B x$$

and therefore $dX_0 = ([\omega]^{-1})^T B$.

As a direct consequence of the next result, it is possible to recognize if a vector field is not $\omega$-Hamiltonian only by analyzing the trace of its linearization.

**Proposition 4.4** If $X$ is an $\omega$-Hamiltonian vector field, then $dX_x \in \mathfrak{sp}_{\omega}(n; \mathbb{R})$, for all $x \in V$.

**Proof.** If $X$ is an $\omega$-Hamiltonian vector field, then there exists a function $H : V \to \mathbb{R}$ such that $X(x) = ([\omega]^{-1})^T \nabla H(x)$, whence $dX_x = ([\omega]^{-1})^T d^2 H_x$. Thus,

$$(dX_x)^T [\omega] + [\omega] dX_x = ([\omega]^{-1})^T d^2 H_x [\omega] + [\omega] ([\omega]^{-1})^T d^2 H_x$$

$$= d^2 H_x [\omega]^{-1} [\omega] + [\omega] (-[\omega])^{-1} d^2 H_x = 0.$$

Hence, $dX_x \in \mathfrak{sp}_{\omega}(n; \mathbb{R})$ for all $x \in V$.

**Example 4.5** By Propositions [5,6] and [4,4] the vector field $X : \mathbb{R}^6 \to \mathbb{R}^6$ given by

$$X(x) = (x_1 + x_3 + x_5 + x_1^2, x_2 + x_4 + x_6 + x_2 x_4 x_6, -x_3 + x_5 + x_3 x_5, 3 x_4, -3 x_5 + x_6 - x_3^3, 2 x_6),$$

for all $x = (x_1, \ldots, x_6) \in \mathbb{R}^6$, is not an $\omega$-Hamiltonian vector field whatever the symplectic structure $\omega$ on $\mathbb{R}^6$, since the trace of the linearization $L = dX_0$ of $X$ is non-zero.

In [5, Chapter 2, Lemma 6.2], the authors show that a linear vector field $X(x) = L x$ on $(\mathbb{R}^{2n}, \omega_0)$ is Hamiltonian if and only if $L \in \mathfrak{sp}(n; \mathbb{R})$. The next result extends this equivalence for linear vector fields on an arbitrary symplectic vector space $(V, \omega)$.

**Proposition 4.6** A matrix $L$ belongs to $\mathfrak{sp}_{\omega}(n; \mathbb{R})$ if and only if the linear vector field $X(x) = L x$ is $\omega$-Hamiltonian.

**Proof.** Given $L \in \mathfrak{sp}_{\omega}(n; \mathbb{R})$, we define the symmetric matrix $B := [\omega]^T L$ and the function $H(x) = \frac{1}{2} x^T B x$. We have that the $\omega$-Hamiltonian vector field associated with $H$ satisfies

$$X(x) = ([\omega]^{-1})^T B x = ([\omega]^{-1})^T [\omega]^T L x = L x.$$
The sufficient condition is immediate from Proposition 4.4.

It is easy to see that if $B \in \mathbb{M}_{2n}(\mathbb{R})$ is a symmetric matrix, then $(\omega^{-1})^T B \in \mathfrak{sp}_\omega(n; \mathbb{R})$. By proof of the previous proposition we obtain another characterization for the Lie algebra $\mathfrak{sp}_\omega(n; \mathbb{R})$, namely

$$\mathfrak{sp}_\omega(n; \mathbb{R}) = \{ (\omega^{-1})^T B : B \in \mathbb{M}_{2n}(\mathbb{R}) \text{ is symmetric} \}.$$

We show in the next result that the construction done in Proposition 4.6 can be used to obtain families of nonlinear $\omega$-Hamiltonian vector fields. For this, we introduce the following definition.

Given a function $F : \mathbb{R}^m \to \mathbb{R}$ of class $C^\infty$ and $a \in \mathbb{R}^m$, we denote by $j^k F(a)$ the Taylor polynomial of $F(x + a) - F(a)$ at $0$ of order $k$, called $k$-jet of $F$ at $a$.

**Corollary 4.7** If $L \in \mathfrak{sp}_\omega(n; \mathbb{R})$, then there exists a family of $\omega$-Hamiltonian vector fields $X : V \to V$ satisfying $dX_0 = L$.

**Proof.** Based on the proof of Proposition 4.6 we define the symmetric matrix $B := [\omega]^T L$ and $H(x) = \frac{1}{2} x^T B x + F(x)$, for any function $F : V \to \mathbb{R}$ such that $j^2 F(0) = 0$. Thus, the $\omega$-Hamiltonian vector field $X$ associated with $H$ satisfies

$$X(x) = ([\omega]^{-1})^T \nabla H(x) = ([\omega]^{-1})^T B x + ([\omega]^{-1})^T \nabla F(x) = L x + G(x),$$

where $G(x) = ([\omega]^{-1})^T \nabla F(x)$ is an $\omega$-Hamiltonian vector field such that $j^1 G(0) = 0$. Hence, we have $dX_0 = L$.

**Example 4.8** In order to illustrate the previous corollary, we consider the matrices

$$L = \begin{bmatrix}
0 & 1 & 0 & \lambda_1 \\
0 & 0 & -\lambda_1 & 0 \\
& & \ddots & \ddots \\
& & & 0 & \lambda_n \\
& & & -\lambda_{n-1} & 0
\end{bmatrix}$$

and $[\omega] \in \mathbb{M}_{2n}(\mathbb{R})$ as in Example 3.7. Note that $L \in \mathfrak{sp}_\omega(n; \mathbb{R})$. Let

$$B = [\omega]^T L = \begin{bmatrix}
0 & a_1 & a_2 \lambda_1 & a_2 \lambda_1 & \ldots & a_n \lambda_{n-1} \\
a_1 & 0 & a_2 \lambda_1 & a_2 \lambda_1 & \ldots & a_n \lambda_{n-1} \\
& a_1 & 0 & a_2 \lambda_1 & \ldots & a_n \lambda_{n-1} \\
& & a_1 & 0 & \ldots & a_n \lambda_{n-1} \\
& & & a_1 & \ldots & a_n \lambda_{n-1} \\
& & & & a_1 & \ldots
\end{bmatrix}$$

and define $H : \mathbb{R}^{2n} \to \mathbb{R}$ by $H(x) = \frac{1}{2} x^T B x + F(x)$, where $F(x_1, \ldots, x_{2n}) = x_1^2 \sin x_1$. By the proof of Corollary 4.7 we have that

$$X(x) = L x + (\omega^{-1})^T \nabla F(x)$$

$$= L x + (0, -\frac{1}{a_1} (2x_1 \sin x_1 + x_1^2 \cos x_1), 0, \ldots, 0)$$

$$= (x_2, -\frac{1}{a_1} (2x_1 \sin x_1 + x_1^2 \cos x_1), \lambda_1 x_4, -\lambda_1 x_3, \ldots, \lambda_{n-1} x_{2n-1}, -\lambda_{n-1} x_{2n-1})$$

is an $\omega$-Hamiltonian vector field associated with $H$, with $dX_0 = L$. 
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We prove now that to construct an \( \omega \)-Hamiltonian vector field \( X \) satisfying the conditions of Corollary 4.7, it is enough to consider a skew-symmetric matrix \( L \in GL(2n) \). In another direction, a natural question that arises is: given an arbitrary vector field \( X : V \to V \), is there a symplectic structure \( \omega \) such that \( X \) is \( \omega \)-Hamiltonian? The next corollary and Proposition 4.6 provide us a partial answer to this question in the linear context.

**Corollary 4.9** Let \( L \in GL(2n) \) be a skew-symmetric matrix. Then \( L \in \mathfrak{sp}_0(n; \mathbb{R}) \), for the bilinear form \( \omega \) such that \( | \omega | = -L^{-1} \).

**Proof.** Consider the symplectic vector space \( (V, \omega) \) where \( |\omega| = -L^{-1} \) and the symmetric matrix \( B = I_{2n} \). Proposition 4.3 states that there exists an \( \omega \)-Hamiltonian vector field \( X \) such that
\[
 dX_0 = ([\omega]^{-1})^T I_{2n} = -L^T = L.
\]
Thus, \( L \in \mathfrak{sp}_0(n; \mathbb{R}) \), by Proposition 4.3.

We finish this section with some results relative to polynomial Hamiltonian vector fields. We denote by \( \mathcal{P}^k \) the vector space of all homogeneous polynomial functions \( V \to \mathbb{R} \) of degree \( k \) and by \( \mathcal{P}^k \) the vector space of all homogeneous polynomial maps \( V \to V \) of degree \( k \). A monomial in \( \mathcal{P}^k \) is an expression of the form \( x^a \psi_j \), where \( \psi_j \) is the \( j \)-th element of a basis of \( V \). If \( \mathcal{P} \) denotes the vector space of all polynomial maps \( V \to V \), then
\[
 \mathcal{P} = \bigoplus_{k=0}^{\infty} \mathcal{P}^k.
\]

**Lemma 4.10** ([2, Chapter 2, Lemma 7.5]) For each \( k \geq 2 \), given \( f \in \mathcal{P}^k \) such that \( df_x \) is a symmetric matrix for all \( x \in V \), there exists a unique function \( H^{k+1} \in \mathcal{P}^{k+1} \) satisfying
\[
 \nabla H^{k+1}(x) = f(x).
\]

The next theorem establishes a relation between polynomial \( \omega \)-Hamiltonian vector fields \( X \) and matrices \( dX_x \). However, it is important to note that the necessary condition for \( X : V \to V \) to be an \( \omega \)-Hamiltonian vector field is true even if \( X \) is not polynomial (see Proposition 4.4).

**Theorem 4.11** Let \( X \in \mathcal{P} \) such that \( X(0) = 0 \). Then \( X \) is an \( \omega \)-Hamiltonian vector field if and only if \( dX_x \in \mathfrak{sp}_0(n; \mathbb{R}) \) for all \( x \in V \).

**Proof.** The necessary condition follows by Proposition 4.4. Conversely, suppose that \( dX_x \in \mathfrak{sp}_0(n; \mathbb{R}) \) for all \( x \in V \). Since \( X(0) = 0 \), we write \( X = X^1 + X^2 + \cdots + X^k \), where \( X^j \in \mathcal{P}^j \), \( j = 1, \ldots, k \). Thus \( dX_x = dX^1_x + dX^2_x + \cdots + dX^k_x \), whence
\[
 0 = (dX^1_x)^T [\omega] + [\omega] dX_x = (dX^1_x + dX^2_x + \cdots + dX^k_x)^T [\omega] + [\omega] (dX^1_x + dX^2_x + \cdots + dX^k_x) = [(dX^1_x)^T [\omega] + [\omega] dX^1_x] + \cdots + [(dX^k_x)^T [\omega] + [\omega] dX^k_x].
\]

Each sum in square brackets is a matrix, where each entry is zero or a homogeneous polynomial of degree \( j - 1 \), \( j = 1, \ldots, k \). So
\[
 (dX^j_x)^T [\omega] + [\omega] dX^j_x = 0, \tag{9}
\]
for each \( j = 1, \ldots, k \). Thus \( dX^j_x \in \mathfrak{sp}_\omega(n; \mathbb{R}) \). In particular, \( X^1 = dX^1_0 \in \mathfrak{sp}_\omega(n; \mathbb{R}) \). According to Proposition 4.6 \( X^1 \) is an \( \omega \)-Hamiltonian vector field, that is, there exists \( H^2 \in \mathcal{P}^2 \) such that

\[
X^1(x) = X_{H^2}(x) = (\omega^{-1})^T \nabla H^2(x).
\]

For each \( j \geq 2 \), it follows from (9) that the matrix \( \omega^T dX^j_x \) is symmetric. By Lemma 4.10 there exists \( H^{j+1} \in \mathcal{P}^{j+1} \) such that \( \nabla H^{j+1}(x) = \omega^T X^j(x) \). If \( H(x) = \sum_{j=1}^k H^{j+1}(x) \), then \( X(x) = (\omega^{-1})^T \nabla H(x) \) for all \( x \in V \). Hence, \( X \) is an \( \omega \)-Hamiltonian vector field.

**Example 4.12** Consider the polynomial vector field

\[
X(x_1, x_2, x_3, x_4) = (x_1^2 x_3 + x_1 x_2 x_4, x_1 x_2 x_3 + x_2^2 x_4, x_1 x_3^2 + x_2 x_3 x_4, x_1 x_3 x_4 + x_2 x_4^2).
\]

We have that \( X \) is not \( \omega \)-Hamiltonian, although its linearization \( dX_0 \) is an \( \omega \)-Hamiltonian matrix, for any symplectic structure \( \omega \) on \( \mathbb{R}^4 \). Indeed, note that

\[
dX_x = \begin{bmatrix}
2x_1 x_3 + x_2 x_4 & x_1 x_4 & x_1^2 & x_1 x_2 \\
x_2 x_3 & 2x_2 x_4 + x_1 x_3 & x_1 x_2 & x_2^2 \\
x_3^2 & x_3 x_4 & 2x_1 x_3 + x_2 x_4 & x_2 x_3 \\
x_3 x_4 & x_4^2 & x_1 x_4 & 2x_2 x_4 + x_1 x_3
\end{bmatrix}.
\]

Since \( dX_0 \) is the null matrix, then \( dX_0 \in \mathfrak{sp}_\omega(n; \mathbb{R}) \) for all \( \omega \). However, for \( x = (1, -1, 1, 2) \) the matrix

\[
dX_x = \begin{bmatrix}
0 & 2 & 1 & -1 \\
-1 & -3 & -1 & 1 \\
1 & 2 & 0 & -1 \\
2 & 4 & 2 & -3
\end{bmatrix}
\]

is not \( \omega \)-Hamiltonian, because its trace is non-zero. By Theorem 4.11 \( X \) is not an \( \omega \)-Hamiltonian vector field for any \( \omega \).
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