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ABSTRACT. In the present paper, we study properties of the second Dirichlet eigenvalue of the fractional Laplacian of annuli-like domains and the corresponding eigenfunctions. In the first part, we consider an annulus with inner radius $R$ and outer radius $R + 1$. We show that for $R$ sufficiently large any corresponding second eigenfunction of this annulus is nonradial. In the second part, we investigate the second eigenvalue in domains of the form $B_1(0) \setminus B_2(a)$, where $a$ is in the unitary ball and $0 < r < 1 - |a|$. We show that this value is maximized for $a = 0$, if the set $B_1(0) \setminus B_2(0)$ has no radial second eigenfunction. We emphasize that the first part of our paper implies that this assumption is indeed nonempty.

1. INTRODUCTION

Let $\Omega$ be a radial open bounded subset of $\mathbb{R}^N$, $N \geq 2$. In the first part of this note, we are interested in symmetry properties of weak solutions to the eigenvalue problem

$$(-\Delta)^s \phi = \mu \phi \quad \text{in} \quad \Omega \quad \text{and} \quad \phi = 0 \quad \text{in} \quad \mathbb{R}^N \setminus \Omega,$$

where $(-\Delta)^s$ is the fractional Laplace operator, which is defined, for $\phi \in C^\infty_c(\mathbb{R}^N)$ by

$$(-\Delta)^s \phi(x) = \frac{b_{N,s}}{\pi^{\frac{N}{2}} \Gamma(1-s)} \int_{\mathbb{R}^N} \frac{2\phi(x) - \phi(x+y) - \phi(x-y)}{|y|^{N+2s}} dy, \quad x \in \mathbb{R}^N$$

with $b_{N,s} = \frac{\pi \Gamma(\frac{N}{2} + s)}{\Gamma(1-s)}$. Here, a function $\phi$ is called a weak solution of (1.1), if $\phi \in \mathcal{H}_0^s(\Omega)$ and for all $\psi \in \mathcal{H}_0^s(\Omega)$ it holds that

$$\mathcal{E}_s(\phi, \psi) := \frac{b_{N,s}}{2} \int_{\mathbb{R}^{2N}} \frac{(\phi(x) - \phi(y))(\psi(x) - \psi(y))}{|x-y|^{N+2s}} dxdy = \mu \int_{\Omega} \phi(x)\psi(x)dx.$$

As usual, $\mathcal{H}_0^s(\Omega)$ is defined as the completion of $C^\infty_c(\Omega)$ with respect to the norm $||\psi||_{H^s(\mathbb{R}^N)}^2 := \mathcal{E}_s(\psi, \psi)$. Recall here, that since $\Omega$ is bounded, it follows that $\mathcal{E}_s$ is a scalar product on $\mathcal{H}_0^s(\Omega)$. Recall moreover that if $\Omega$ has a continuous boundary, then the space $\mathcal{H}_0^s(\Omega)$ coincides also with the space $\{v \in L^2_{\text{loc}}(\mathbb{R}^N) : \mathcal{E}_s(v, v) < \infty \text{ and } v = 0 \text{ in } \mathbb{R}^N \setminus \Omega\}$. We refer to [19, 20] for more details and for more information about fractional Sobolev spaces. By standard theory it follows that there is an increasing sequence of real numbers $0 < \lambda_{1,s}(\Omega) < \lambda_{2,s}(\Omega) \leq \cdots \leq \lambda_{j,s}(\Omega) \leq \cdots \to +\infty$ such that for each $\lambda_{j,s}(\Omega)$ the equation (1.1) has a nontrivial solution $\phi_j$ and that the first eigenvalue $\lambda_{1,s}(\Omega)$ is simple, i.e., the corresponding solution $\phi_1$ is unique up to a multiplicative constant and, moreover, can be chosen to be positive. As a consequence of the latter, it is known that $\phi_1$ always inherits the symmetry properties of the underlying domain $\Omega$. In particular when $\Omega$ is radial, one obtains that $\phi_1$ has to be radial. However for $j \geq 2$, since simplicity fails in general, it is a nontrivial task to decide whether the corresponding solutions would inherit symmetry properties of the domain $\Omega$ or not.

A conjecture by Bañuelos and Kulczycki (see [9]) states that when $\Omega$ is a ball and $j = 2$, then a solution corresponding to (1.1) with $\mu = \lambda_{2,s}(\Omega)$ cannot be radial. Several partial answers were obtained in [2, 3, 9, 17, 18] and it is only recently that the conjecture is fully solved in [15] by estimating the Morse index of
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a radial eigenfunction (see also [3], with a different approach to prove this conjecture). The study of the Morse index of radial functions was in particular studied in [11] for the Laplacian, that is the case $s = 1$, in balls and annuli. In [15] this approach has been extended to the nonlocal framework in balls. Our first result concerns the extension of the Bañuelos-Kulczycki conjecture to annuli and is in the spirit of [1, 15] in annuli. We show the following for $A_R := \{ x \in \mathbb{R}^N : R < |x| < R + 1 \} \cap \{|x| > r\}$ with $R > 0$.

**Theorem 1.1.** There is $R_0 > 0$ such that for any $R \geq R_0$ any second eigenfunction corresponding to $\lambda_{2,s}(A_R)$ is nonradial.

Note that due to the scaling properties of the fractional Laplacian we immediately deduce the following corollary to this result.

**Corollary 1.2.** There is $\tau_0 \in (0, 1)$ such that for any $\tau \in [\tau_0, 1)$ any second eigenfunction corresponding to $\lambda_{2,s}(B_1(0) \setminus B_\tau(0))$ is nonradial.

To prove Theorem 1.1, the main point is to establish that any second radial eigenfunction $u_R$ of $A_R$ satisfies $\frac{\partial u_R}{\partial r}(R)\frac{\partial u_R}{\partial r}(R + 1) < 0$ for $R$ sufficiently large. Here, $d$ denotes the distance function to the boundary of $A_R$. Once we have this, one can argue exactly as in [15] to conclude the proof of the Theorem. As already mentioned in [15], such property cannot be proved by using the classical Hopf lemma since $u_R$ is sign changing; and it also does not follow from the fractional Pohozaev identity (see e.g [22]) either. To obtain the latter, we use a compactness argument to show that, along some subsequence, $\psi_R := \frac{R^{N-1}}{d^s} u_R(\cdot + R) \to \phi_2$ in $C^0([0, 1])$ where $\phi_2$ is a second eigenfunction of the unit interval $(0, 1)$. From there we deduce the claim since the limiting problem has already the desired property by the result of [15].

We note that indeed we expect the conclusion of Corollary 1.2 to hold for any $\tau \in (0, 1)$, and thus we only give here a partial answer. Moreover, though Theorem 1.1 and Corollary 1.2 are stated for $N \geq 2$, the same can be shown for $N = 1$ with a similar but simpler proof to the one we present here.

Our next result concerns the maximization of $\lambda_{2,s}$ of certain shifted annuli. To be precise, given $\tau \in (0, 1)$ we aim at finding

$$\sup_{a \in B_{1-\tau}(0)} \lambda_{2,s}(B_1(0) \setminus B_\tau(a)).$$

For the classical case of the Laplacian the corresponding problem was studied in [11], where it was proven that concentric spheres maximize the second eigenvalue, i.e. $\sup_{a \in B_{1-\tau}(0)} \lambda_{2,1}(B_1(0) \setminus B_\tau(a)) = \lambda_{2,1}(B_1(0) \setminus B_\tau(0))$. We show the following.

**Theorem 1.3.** Let $\tau \in (0, 1)$ and assume any second eigenfunction of the annulus $B_1(0) \setminus \overline{B_\tau(0)}$ cannot be radial. Then

$$\lambda_{2,s}(B_1(0) \setminus \overline{B_\tau(a)}) \leq \lambda_{2,s}(B_1(0) \setminus \overline{B_\tau(0)}) \text{ for all } a \in B_{1-\tau}(0) \quad (1.2)$$

and equality holds in $(1.2)$ if and only if $a = 0$.

Note that by Corollary 1.2, the assumption of Theorem 1.3 is satisfied when $\tau$ is sufficiently close to 1. To prove Theorem 1.3, a key observation is that the second eigenvalue of an eccentric annulus is always controlled by its first antisymmetric eigenvalue and that for an annulus the two numbers coincide. These two properties allow to reduce the proof of $(1.2)$ into proving that the first antisymmetric eigenvalue of an eccentric annulus decreases when the obstacle (the inner ball) moves from the center to the boundary of the unitary ball. To get the latter, we use a shape derivative argument combined with the maximum principle for doubly antisymmetric functions that we established in [8]. We refer to Section 6 for more details.

This paper is organized as follows: Section 2 and 3 contain preliminary results that will be used later in Section 4 to obtain uniform Hölder estimates of the fractional normal derivative. Section 5 is devoted to the
proof Theorem 1.1 and in the last section we prove Theorem 1.3.
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2. Preliminary results

Let \( \Gamma(z) = \int_0^\infty t^{-1} e^{-t} dt \), \( z > 0 \) be the Gamma-function. In the following, we use strongly the identity

\[
\int_0^\infty \frac{h^{a-1}}{(1+h)^{a+b}} dh = \frac{\Gamma(a)\Gamma(b)}{\Gamma(a+b)} \quad \text{for } a, b > 0.
\]

Lemma 2.1. Let \( N \in \mathbb{N}, N \geq 2, s \in (0, 1) \), and consider the function

\[\psi : [0, 1] \rightarrow \mathbb{R}, \quad \psi(t) = \begin{cases} t^{1+2s} \int_0^1 \frac{(h(1-h))^{N-1}}{(t^2+h)^{N+2s}} dh, & t > 0; \\ \frac{\Gamma(\frac{1}{2}+s)\Gamma(\frac{N-1}{2})}{\Gamma(\frac{N+2s}{2})}, & t = 0. \end{cases}\]

Then the following holds.

(i) If \( s > \frac{1}{2} \), then \( \psi \in C^{0,1}([0, 1]) \).

(ii) If \( s \in (0, \frac{1}{2}) \), then \( \psi \in C^{0,2s}([0, 1]) \).

(iii) If \( s = \frac{1}{2} \), then \( \psi \in C^{0,\sigma}([0, 1]) \) for all \( \sigma \in (0, 1) \).

In particular, \( \psi \in C^{s+\delta}([0, 1]) \) for some \( \delta = \delta(s) > 0 \).

Proof. First note that if \( N = 3 \), then it directly follows that \( \psi(0) = \frac{\Gamma(\frac{1}{2}+s)}{\Gamma(\frac{1}{2})} = \frac{\Gamma(\frac{1}{2}+s)}{\Gamma(\frac{3}{2})} = \frac{2}{1+2s} \) and for \( t > 0 \) we have

\[
\psi(t) = t^{1+2s} \int_0^1 \frac{1}{(t^2+h)^{\frac{N+2s}{2}}} dh = \frac{2t^{1+2s}}{1+2s} \left( \frac{1}{(1+t^2)^{\frac{N+2s}{2}}} - \frac{1}{t^{1+2s}} \right) = \frac{2}{1+2s} \left( 1 - \left( \frac{1}{1+t^2} \right)^{\frac{N+2s}{2}} \right),
\]

so that it follows easily that \( \psi \in C^{0,1}([0, 1]) \).

In the following let \( N \neq 3 \). We begin by transforming the integral slightly. Note that for \( t > 0 \) and with the
Thus, by dominated convergence and the above, we find

\[
\psi(t) = t^{1+2s} \int_0^1 \frac{(h(1-h))^{1+s}}{(t^2+h)^{1+s}} \, dh = t^{1+2s} \int_0^\infty \frac{f'(\tau)(f(\tau)(1-f(\tau)))^{1+s}}{(t^2+f(\tau))^{1+s}} \, d\tau
\]

\[
= t^{1+2s} \int_0^\infty \frac{\tau^{N-3}}{(1+\tau)^{N-1}(t^2+h)^{1+s}} \, d\tau
\]

\[
= t^{1+2s} \int_0^\infty \frac{\tau^{N-3}}{(1+\tau)^{N-1}((t^2+1+\tau)^{1+s})} \, d\tau
\]

\[
= \left(\frac{f(t^2)}{1-f(t^2)}\right)^{1+s} \int_0^\infty \frac{\tau^{N-3}}{(1+\tau)^{N-1}(f(t^2)+\tau)^{1+s}} \, d\tau
\]

\[
= (1-T)^{N-1} t^{1+2s} \int_0^\infty \frac{\tau^{N-3}}{(1+\tau)^{N-1}(T+\tau)^{1+s}} \, d\tau,
\]

where we put \(T = f(t^2)\) and used that \(f^{-1}(a) = \frac{a}{1-a}\) for \(a \in [0,1)\). Hence

\[
\psi(t) = (1-T)^{N-1} t^{1+2s} \int_0^\infty \frac{\tau^{N-3}}{(1+\tau)^{N-1}(T+\tau)^{N+2}} \, d\tau
\]

\[
= (1-T)^{N-1} t^{1+2s} \int_0^{(1+T)h^{N-2}} \frac{h^{N-3}}{(1+\tau)^{N-1}(1+h)^{N+2}} \, dh
\]

\[
= (1-T)^{N-1} \int_0^{\infty} \frac{h^{N-3}}{(1+\tau)^{N-1}(1+h)^{N+2}} \, dh =: \Psi(T),
\]

that is, \(\Psi(T) = \psi(\sqrt{f^{-1}(T)})\) for \(T \in (0,\frac{1}{2}]\). Moreover, note that

\[
(1-T)^{N-1} \int_0^{\infty} \frac{h^{N-3}}{(1+T)^{N-1}(1+h)^{N+2}} \, dh \leq \int_0^{\infty} \frac{h^{N-3}}{(1+T)^{N-1}(1+h)^{N+2}} \left( \frac{1+T}{1+h} \right)^s \, dh
\]

\[
\leq \int_0^{\infty} \frac{h^{N-3}}{(1+h)^{s}} \, dh = \frac{\sqrt{\pi} \Gamma(N+1)}{\Gamma(N+2)} =: C_1
\]

(2.1)

Thus, by dominated convergence and the above, we find

\[
\Psi(0) := \lim_{T \to 0} \Psi(T) = \int_0^{\infty} \frac{h^{N-3}}{(1+h)^{N+2}} \, dh = \frac{\Gamma(\frac{1}{2}+s)\Gamma(N+1)}{\Gamma(N+2)} = \psi(0).
\]

Hence, \(\Psi : [0,\frac{1}{2}] \to \mathbb{R}\) is continuous and thus it follows that also \(\psi\) is continuous. To show the H"older continuity of \(\psi\), we use the representation via \(\Psi\) and consider different cases.
The case $s > \frac{1}{2}$: Let $0 \leq A < B \leq \frac{1}{2}$. Then

\[
|\Psi(B) - \Psi(A)| \leq (1 - B)^{\frac{N}{2} - s} \int_0^\infty \frac{h^{\frac{N}{2} - s}}{(1 + Bh)^{\frac{N}{2} - s}} \left[ \frac{1}{(1 + Ah)^{\frac{N}{2} - s}} - \frac{1}{(1 + Bh)^{\frac{N}{2} - s}} \right] dh
\]

\[
+ \int_0^\infty \frac{h^{\frac{N}{2} - s}}{(1 + ah)^{\frac{N}{2} - s}(1 + h)^{\frac{N}{2} - s}} dh \left[ (1 - B)^{\frac{N}{2} - s} - (1 - A)^{\frac{N}{2} - s} \right]
\]

\[
\leq \frac{N}{2} - 1 - s \int_0^\infty \frac{h^{\frac{N}{2} - s}}{(1 + Ah)^{\frac{N}{2} - s}(1 + h)^{\frac{N}{2} - s}} dh \sup_{x \in [A, B]} \frac{1}{(1 + xh)^{\frac{N}{2} - s}} dh |A - B|
\]

\[
+ \frac{N - 1}{2} \int_0^\infty \frac{h^{\frac{N}{2} - s}}{(1 + ah)^{\frac{N}{2} - s}(1 + h)^{\frac{N}{2} - s}} dh \sup_{x \in [A, B]} (1 - x)^{\frac{N}{2} - s} |A - B|.
\]

Clearly, using (2.1),

\[
\frac{N - 1}{2} \int_0^\infty \frac{h^{\frac{N}{2} - s}}{(1 + Ah)^{\frac{N}{2} - s}(1 + h)^{\frac{N}{2} - s}} dh \sup_{x \in [A, B]} \frac{1}{(1 + xh)^{\frac{N}{2} - s}} = C_1.
\]

Moreover, if $\frac{N}{2} \geq s$ we have $\sup_{x \in [A, B]} \frac{1}{(1 + xh)^{\frac{N}{2} - s}} = 1$ and thus also

\[
\frac{N}{2} - 1 - s \int_0^\infty \frac{h^{\frac{N}{2} - s}}{(1 + h)^{\frac{N}{2} - s}} dh \sup_{x \in [A, B]} \frac{1}{(1 + xh)^{\frac{N}{2} - s}} dh = \frac{N}{2} - 1 - s \frac{\Gamma(s - \frac{1}{2}) \Gamma\left(\frac{N+1}{2}\right)}{\Gamma\left(\frac{N+2}{2}\right)} =: C_2.
\]

Hence, $\Psi$ is Lipschitz continuous. Thus, for $0 \leq a < b \leq 1$ we find with $C_3 = \max\{C_1, C_2\}$

\[
|\psi(a) - \psi(b)| = \left| \Psi\left(\frac{a^2}{1 + a^2}\right) - \Psi\left(\frac{b^2}{1 + b^2}\right) \right| \leq C_3 \left| \frac{a^2}{1 + a^2} - \frac{b^2}{1 + b^2} \right|
\]

\[
\leq C_3 \sup_{x \in [a^2, b^2]} \frac{2x}{(1 + x^2)^2} |a^2 - b^2| \leq C_3 |a - b|,
\]

using that $a, b \leq 1$. Hence, $\psi$ is Lipschitz continuous in this case.

The case $s < \frac{1}{2}$: We use the inequality

\[
|x^{2s-N} - y^{2s-N}| \leq c |x - y|^2 \left( x^{-2-N} + y^{-2-N} \right) \quad \text{for} \ x, y > 0
\]
for a constant $c = c_{s,N} > 0$. Let $0 \leq A < B \leq \frac{1}{2}$. Proceeding as in the previous case, we find with the above inequality

$$
\left| |\Psi(B) - \Psi(A)| \right| \leq \int_0^\infty \frac{h^{\frac{N+1}{2}}}{(1 + h)^{\frac{N+1}{2}}} \left| (1 + Bh)^{\frac{1}{2} - \frac{N}{2}} - (1 + Ah)^{\frac{1}{2} - \frac{N}{2}} \right| dh + C_1 |A - B|
$$

$$
\leq C_1 |A - B| + c|A - B|^2 \int_0^\infty \frac{h^{\frac{N+3}{2} + 2s}}{(1 + h)^{\frac{N+3}{2}}} \max\{(1 + Ah)^{\frac{1}{2} - \frac{N}{2}}, (1 + Bh)^{\frac{1}{2} - \frac{N}{2}}\} dh
$$

$$
\leq C_1 |A - B| + c|A - B|^2 \int_0^\infty \frac{h^{\frac{N+3}{2} + 2s}}{(1 + h)^{\frac{N+3}{2}}} dh
$$

$$
= \left( C_1 + c \frac{\Gamma(\frac{1}{2} - s)\Gamma(\frac{N+1}{2} - 2s)}{(\Gamma(\frac{N+2s}{2})^2)} \right) |A - B|^{2s}.
$$

Similarly as in the previous case we find

$$
|\psi(a) - \psi(b)| = \left| \Psi\left( \frac{a^2}{1 + a^\sigma} \right) - \Psi\left( \frac{b^2}{1 + b^\sigma} \right) \right| \leq C_4 |a^2 - b^2|^{2s} \leq C_4 |a - b|^{2s}.
$$

This shows the case for $s < \frac{1}{2}$.

**The case $s = \frac{1}{2}$**: Let $\sigma \in (0, 1)$. Then we have for $0 < x < y$ by Hölder’s inequality with $\frac{1}{p} = \sigma$, $\frac{1}{q} = 1 - \sigma$

$$
\left| \frac{x^{\frac{N}{2}}}{x^{\frac{N}{2}}} - \frac{y^{\frac{N}{2}}}{y^{\frac{N}{2}}} \right| = \left| \frac{3 - N}{2} \int_x^y t^{\frac{1}{2} - \frac{N}{2}} dt \right| \leq \frac{3 - N}{2} ||x - y||^\sigma \left( \int_x^y |t^{\frac{1}{2} - \frac{N}{2}}| dt \right)^{1 - \sigma}
$$

$$
\leq \frac{|N - 3|}{2(q(N - 1) + 1)1 - \sigma} ||x - y||^\sigma \max\left\{ x^{\frac{1}{2} - \frac{N}{2}} - \sigma, y^{\frac{1}{2} - \frac{N}{2}} - \sigma \right\}
$$

$$
= \frac{|N - 3|}{2(N^{\frac{1}{2} - \sigma} - 1)1 - \sigma} ||x - y||^\sigma \max\left\{ x^{\frac{1}{2} - \frac{N}{2}} - \sigma, y^{\frac{1}{2} - \frac{N}{2}} - \sigma \right\}.
$$

Then we find similar to the previous case for $0 \leq A < B \leq \frac{1}{2}$

$$
\left| \Psi(B) - \Psi(A) \right| \leq \int_0^\infty \frac{h^{\frac{N+1}{2} + \sigma}}{(1 + h)^{\frac{N+1}{2}}} \left| (1 + Bh)^{\frac{1}{2} - \frac{N}{2}} - (1 + Ah)^{\frac{1}{2} - \frac{N}{2}} \right| dh + C_1 |A - B|
$$

$$
\leq C_1 |A - B| + C_3 |A - B|^\sigma \int_0^\infty \frac{h^{\frac{N+3}{2} + \sigma}}{(1 + h)^{\frac{N+3}{2}}} \max\{(1 + Ah)^{\frac{1}{2} - \frac{N}{2} - \sigma}, (1 + Bh)^{\frac{1}{2} - \frac{N}{2} - \sigma}\} dh
$$

$$
\leq C_1 |A - B| + C_3 |A - B|^\sigma \int_0^\infty \frac{h^{\frac{N+3}{2} + \sigma}}{(1 + h)^{\frac{N+3}{2}}} dh
$$

$$
= \left( C_1 + C_3 \frac{\Gamma(1 - \sigma)\Gamma(\frac{N+1}{2} + \sigma)}{(\Gamma(\frac{N+2}{2})^2)} \right) |A - B|^\sigma.
$$

As before we conclude that $\psi \in C^{0,\sigma}([0,1])$. This finishes the proof. □

As a corollary we have the following
Corollary 2.2. Let $N \geq 2$ and $R > 1$. Define
\[
F^\pm_R : [-2, 2] \times [0, 2] \to \mathbb{R}_+, \quad (t, r) \mapsto F^\pm_R(t, r) = \begin{cases} 
\int_{\Gamma(\mathbb{S}^{N-1} - e_t)} \frac{d\theta}{(1 + |\theta|^2)^{N/2}}, & \forall r \neq 0; \\
\pi^{N-2} \Gamma(\frac{1 + 2S}{2}) \Gamma(\frac{N + 2S}{2}), & \text{for } r = 0.
\end{cases}
\]
Then, we have
\[
F^\pm_R(t, r) = \frac{\pi^{\frac{N-1}{2}}}{\Gamma(\frac{N + 2S}{2})} \psi \left( \frac{r}{2 \sqrt{(t + R)(t \pm r + R)}} \right) \quad \forall t \in [-2, 2], \forall r \in [0, 2], \tag{2.2}
\]
where $\psi$ is defined as in Lemma 2.1 above. Consequently, there exists $C, \delta > 0$ (independent of $R$) so that
\[
|F^\pm_R(t, r) - F^\pm_R(t', r')| \leq C(|r - r'|^{1+\delta} + |t - t'|^{1+\delta}), \quad \forall r, r' \in [0, 2] \quad \text{and} \quad \forall t, t' \in [-2, +2]. \tag{2.3}
\]
Proof. First, note that the estimate (2.3) is a simple consequence of the identity (2.2) and Lemma 2.1 above. Therefore, the proof of the Corollary reduces to the proof of the identity (2.2). By definition of $\psi$, we immediately check (2.2) for $r = 0$. For $r \neq 0$, we let
\[
\tau_R(t, r) := \sqrt{(t + R)(t \pm r + R)}.
\]
Since the integrand is invariant under rotation, by changing variables $\psi = y + \tau_R(t, r)e_N$ we get
\[
F^\pm_R(t, r) = \int_{\tau_R(t, r)(\mathbb{S}^{N-1} - e_N)} \frac{dy}{(1 + |y|^2)^{N/2}} = \int_{\tau_R(t, r)(\mathbb{S}^{N-1})} \frac{dy}{(1 + |y - \tau_R(t, r)e_N|^2)^{N/2}}
\]
\[
= \int_{\tau_R(t, r)(\mathbb{S}^{N-1})} \frac{dy}{(1 + |y|^2 - 2\tau_R(t, r)y \cdot e_N + \tau_R^2(t, r))^\frac{N}{2}}
\]
\[
= \int_{\tau_R(t, r)(\mathbb{S}^{N-1})} \frac{dy}{(1 + 2\tau_R^2(t, r) - 2\tau_R(t, r)y \cdot e_N)^\frac{N}{2}}.
\]
We first start with the case $N \geq 3$. Passing into spherical coordinates we get
\[
F^\pm_R(t, r) = \int_{(0, \pi)^{N-2}} d\theta_1 \cdots d\theta_{N-2} \tau_R^{N-1}(t, r) \sin^{N-2}(\theta_1) \sin^{N-3}(\theta_2) \cdots \sin(\theta_{N-2})
\]
\[
\times \int_0^{2\pi} \frac{d\phi}{(1 + 2\tau_R^2(t, r) - 2\tau_R(t, r)\cos \theta_1)^\frac{N}{2}}
\]
\[
= 2\pi e_N \int_0^{\pi} \tau_R^{N-1}(t, r) \sin^{N-2}(\theta_1) \frac{d\theta_1}{(1 + 2\tau_R^2(t, r) - 2\tau_R(t, r)\cos \theta_1)^\frac{N}{2}}.
\]
Lemma 3.1. Second fractional eigenvalue of $A$
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\begin{align*}
F^\pm_R(t, r) &= 2\pi c_N \int_{-1}^{+1} \frac{\tau^{N-1}_R(t, r) (1 - h^2)^{\frac{N-3}{2}}}{(1 + 2 \tau^2_R(t, r) - 2 \tau^2_R(t, r) h)^{\frac{N-3}{2}}} dh \\
&= 2\pi c_N \tau^{N-1}_R(t, r) \int_{-1}^{+1} \frac{(1 - h^2)^{\frac{N-3}{2}}}{(1 + 2 \tau^2_R(t, r) - 2 \tau^2_R(t, r) h)^{\frac{N-3}{2}}} dh \\
&= 2\pi c_N \tau^{N-1}_R(t, r) \int_{0}^{2} \frac{h^{\frac{N-3}{2}} (2 - h)^{\frac{N-3}{2}}}{(1 + 2 \tau^2_R(t, r) h)^{\frac{N-3}{2}}} dh \\
&= 2\pi c_N \tau^{N-1}_R(t, r) \int_{0}^{2} \frac{h^{\frac{N-3}{2}} (2 - h)^{\frac{N-3}{2}}}{(\tau^2_R(t, r) + 2 h)^{\frac{N-3}{2}}} dh \\
&= \frac{\pi^{\frac{N-1}{2}}}{\Gamma\left(\frac{N-1}{2}\right)} \left(\frac{1}{2 \tau_R(t, r)}\right)^{1+2s} \int_{0}^{1} \frac{h^{\frac{N-3}{2}} (1 - h)^{\frac{N-3}{2}}}{\left(\left(\frac{1}{2 \tau_R(t, r)}\right)^2 + h\right)^{\frac{N-3}{2}}} dh \\
&= \frac{\pi^{\frac{N-1}{2}}}{\Gamma\left(\frac{N-1}{2}\right)} \psi\left(\frac{1}{2 \tau_R(t, r)}\right) \quad \forall t \in [-2, +2], \forall r \in (0, 2].
\end{align*}

The case $N = 2$ is treated similarly. \hfill \square

3. Uniform Estimates of the First and Second Eigenvalues of the Annulus $A_R$.

The aim of this section is to obtain a uniform control of the second fractional eigenvalue of the annulus $A_R = \{ x \in \mathbb{R}^N : R < |x| < R + 1 \}$. For that, we let $\lambda_{1,s}(A_R)$ and $\lambda_{2,s}(A_R)$ be respectively the first and the second fractional eigenvalue of $A_R$. We start with the following

Lemma 3.1. There exists a positive constant $C(N, s) > 0$ so that

$$\lambda_{1,s}(A_R) \leq C(N, s) \quad \text{for all } R \geq 1.$$  \hfill (3.1)

Proof. Let $\lambda_{1,s}(0, 1)$ be the first eigenvalue of the interval $(0, 1)$ and $\phi_1$ be the corresponding (normalized) eigenfunction. Consider $\Phi_R : x \mapsto \phi_1(|x| - R)$. It is clear that $\Phi_R = 0$ in $\mathbb{R}^N \setminus A_R$. Moreover

\begin{align*}
R^{-(N-1)} &\int_{\mathbb{R}^N \setminus A_R} \frac{(\Phi_R(x) - \Phi_R(y))^2}{|x - y|^{N+2s}} dxdy \\
&= \int_{0}^{\infty} \int_{S^{N-1} \times S^{N-1}} \frac{r^{N-1} \bar{r}^{N-1}}{|r \theta - \bar{r} \bar{\theta}|^{N+2s}} \left(\phi_1(r - R) - \phi_1(\bar{r} - R)\right)^2 \theta d\theta d\bar{\theta} d\bar{r} \\
&= \omega_N \int_{-R}^{R} \int_{-R}^{R} \frac{[r + R](\bar{r} + R)]^{N-1}}{R^{N-1}} \left(\phi_1(r) - \phi_1(\bar{r})\right)^2 \bar{r} d\bar{r} d\bar{\theta} - \frac{d\bar{\theta}}{|(r + R)\theta - (\bar{r} + R)\bar{\theta}|^{N+2s}} d\bar{r} \\
&= \omega_N \int_{-R}^{R} \int_{-R}^{R} \frac{[r + R](\bar{r} + R)]^{N-1}}{R^{N-1}} \left(\phi_1(r) - \phi_1(\bar{r})\right)^2 \bar{r} d\bar{r} d\bar{\theta} - \frac{d\bar{\theta}}{|(r + R)e_1 - (\bar{r} + R)\bar{\theta}|^{N+2s}} d\bar{r} \bar{\theta}. \quad (3.2)
\end{align*}
Here, \( \omega_N \) denotes the volume of the \((N - 1)\)-dimensional unit sphere \( S^{N-1} \). On the other hand, we have

\[
\int_{S^{N-1}} \frac{d\theta}{|\vec{r} + R e_1 - (\vec{r} + R)\theta|^{N + 2\alpha}} = \int_{S^{N-1}} \frac{d\theta}{\left( (\vec{r} + R)^2 + (\vec{r} + R)(1 - e_1 \cdot \theta) \right)^{(N + 2\alpha)/2}}
\]

\[
= \int_{S^{N-1}} \frac{d\theta}{\left( (\vec{r} - \vec{r})^2 + (\vec{r} + R)(\vec{r} + R)|e_1 - \theta|^2 \right)^{(N + 2\alpha)/2}}
\]

\[
= \frac{1}{|r - \vec{r}|^{N + 2\alpha}} \int_{S^{N-1} - e_1} \left( 1 + \frac{(r + R)(|r + R|)}{|r - \vec{r}|} |\theta|^2 \right)^{(N + 2\alpha)/2} d\theta
\]

\[
= \frac{|r - \vec{r}|^{-1 - 2\alpha}}{(r + R)^{N + 2\alpha}/2} (\vec{r} + R) \frac{N - 1}{2} \int_{S^{N-1} - e_1} \left( (r + R)^{N + 2\alpha}/2 \right)^{(N + 2\alpha)/2} d\theta.
\]

In the following define

\[
K_R(r, \vec{r}) := \frac{(r + R)^{N - 1}/2}{R^{N - 1}} \int_{S^{N-1} - e_1} \left( 1 + |\theta|^2 \right)^{(N + 2\alpha)/2} d\theta.
\]

Plugging (3.3) into (3.2) gives

\[
R^{-(N-1)} \int_{\mathbb{R}^{2N}} \frac{(\Phi_R(x) - \Phi_R(y))^2}{|x - y|^{N + 2\alpha}} dxdy
\]

\[
= \omega_N \int_{-R}^{R} \int_{-R}^{R} \left( \Phi_1(r) - \Phi_1(\vec{r}) \right)^2 \frac{(r + R)^{N - 1}/2}{R^{N - 1}} \int_{S^{N-1} - e_1} \left( (r + R)^{N + 2\alpha}/2 \right)^{(N + 2\alpha)/2} d\theta
\]

\[
= \omega_N \int_{-2}^{2} \int_{-2}^{2} \frac{(\phi_1(r) - \phi_1(\vec{r}))^2}{|r - \vec{r}|^{1 + 2\alpha}} K_R(r, \vec{r}) drd\vec{r} + 2\omega_N \int_{0}^{1} \phi_1^2(r) \int_{(0,\infty) \backslash (-2,2)} K_R(r, \vec{r}) drd\vec{r}.
\]

By identity (2.2), we have

\[
K_R(r, \vec{r}) = \frac{(r + R)^{N - 1}/2}{R^{N - 1}} \frac{(\vec{r} + R)^{N - 1}/2}{\Gamma(N - 1/2)} \psi \left( \frac{|r - \vec{r}|}{2 \sqrt{(r + R)(\vec{r} + R)}} \right) \frac{\Gamma(1 + 2\alpha)}{\Gamma(N + 2\alpha)} \rightarrow 1 \text{ as } R \rightarrow \infty
\]

for all \( r, \vec{r} \in (-a, a) \), for any fixed \( a > 0 \), where \( \psi \) is defined as in Lemma 2.1 (see also [5, Lemma 5.1] for a different proof). Hence, the first integral in (3.5) is comparable to \( \int_{-2}^{2} \int_{-2}^{2} \frac{(\phi_1(r) - \phi_1(\vec{r}))^2}{|r - \vec{r}|^{1 + 2\alpha}} drd\vec{r} \) for \( R \) sufficiently large. In other words,

\[
C_1(N, s) |\phi_1|^2_{H^s(-2,2)} \leq \int_{-2}^{2} \int_{-2}^{2} \frac{(\phi_1(r) - \phi_1(\vec{r}))^2}{|r - \vec{r}|^{1 + 2\alpha}} K_R(r, \vec{r}) drd\vec{r} \leq C_2(N, s) |\phi_1|^2_{H^s(-2,2)}
\]

for \( R \) sufficiently large.
To estimate the second integral in (3.5), we write
\[
\int_{(-R,\infty) \setminus (-2,2)} \frac{K_R(r,\tilde{r})}{|r-\tilde{r}|^{1+2s}} d\tilde{r} = \int_{-R}^{-2} \cdots d\tilde{r} + \int_{2}^{\infty} \cdots d\tilde{r}
\]
Using the new variable \( \tau = \frac{(r+R)(R-\tilde{r})}{(r+\tilde{r})} \), we may write
\[
\int_{\sqrt{(r+R)(R-\tilde{r})}/(r+\tilde{r})}^{\infty} (\sqrt{r+R})(\sqrt{R-\tilde{r}})^{(N-1)} \frac{d\theta}{(1+|\theta|^2)^{\frac{N-2s}{2}}} = \left( r + R \right)^{-\frac{N-1}{2}} \int_{\sqrt{(r+R)(R-\tilde{r})}/(r+\tilde{r})}^{\infty} (1+|\theta|^2)^{-\frac{N-2s}{2}} d\tilde{r} = f\left( \frac{\tau}{r+R} \right),
\]
where we set
\[
f(\rho) = \int_{\sqrt{\rho(\rho+1)(N-1-e)} - 1}^{\infty} \frac{d\theta}{(1+|\theta|^2)^{\frac{N-2s}{2}}}.
\]
We also have
\[
\int_{-R}^{-2} \cdots d\tilde{r} = \frac{(r+R)^{\frac{N-1}{2}}}{R^{N-1}} \int_{-R}^{-2} \frac{1}{(r+\tilde{r})^{1+2s}} \int_{\sqrt{(r+R)(R-\tilde{r})}/(r+\tilde{r})}^{\infty} (1+|\theta|^2)^{-\frac{N-2s}{2}} d\tilde{r} = \frac{(r+R)^{\frac{N-1}{2}}}{R^{N-1}} \int_{0}^{R+r} (r+r)^{-2s} \left( 1 + \frac{\tau}{r+R} \right) f\left( \frac{\tau}{r+R} \right) d\tau
\]
\[
\leq \frac{(r+R)^{\frac{N-1}{2}}}{R^{N-1}} \int_{0}^{r+R} (1+\rho)^{-2s} \left( \frac{\rho}{1+\rho} \right)^{\frac{N-1}{2}} f(\rho) d\rho
\]
Now since
\[
f(\rho) = \int_{\sqrt{\rho(\rho+1)(N-1-e)} - 1}^{\infty} \frac{d\theta}{(1+|\theta|^2)^{\frac{N-2s}{2}}} = \frac{\pi \frac{N-1}{2}}{\Gamma\left( \frac{N+1}{2} \right)} \Psi\left( \frac{1}{2\sqrt{\rho(\rho+1)}} \right) \rightarrow \frac{\pi \frac{N-1}{2}}{\Gamma\left( \frac{N+1}{2} \right)} \frac{1}{\Gamma\left( \frac{N+2s}{2} \right)} \text{ as } \rho \to \infty,
\]
there exists \( m > 0 \) large enough so that \( f(\rho) \leq C(N,s,m) \) for \( \rho \geq m \). From this, the continuity of \( \rho \mapsto f(\rho) \), and the estimate above we get
\[
\int_{-R}^{-2} \cdots d\tilde{r} \leq \frac{(r+R)^{\frac{N-1}{2}}}{R^{N-1}} (r+r)^{-2s} \int_{0}^{m} (1+\rho)^{-2s} \left( \frac{\rho}{1+\rho} \right)^{\frac{N-1}{2}} \frac{d\rho}{\sqrt{\rho(\rho+1)(N-1-e)}} \leq C(N,s,m) R^{-2s} \int_{0}^{m} (1+\rho)^{-2s+1} d\rho + C(N,s,m) R^{-2s} \int_{m}^{\infty} (1+\rho)^{-2s+1} d\rho
\]
\[
\leq C(N,s,m) R^{-2s} (1+R^{2s}) \leq C(N,s).
\]
Similarly, by the change of variable \( T = \frac{(r+R)(\hat{r}+R)}{\hat{r}-r} \) we get
\[
\int_2^\infty \cdots d\hat{r} = \int_2^\infty \frac{K_R(r, \hat{r})}{(\hat{r}-r)^{1+2s}}d\hat{r}
= \frac{(r+R)^{\frac{N-1}{2}}}{R^{N-1}} \int_2^\infty \frac{1}{(\hat{r}-r)^{1+2s}} \int_2^{(r+R)(\hat{r}+R)} (\frac{\hat{r}}{r})^{\frac{N-1}{2}} \frac{d\theta}{(1+|\theta|^2)^{\frac{N-2}{2}}}
\leq \frac{(r+R)^{N-1}}{R^{N-1}} \int_2^\infty \frac{1}{(\hat{r}-r)^{1+2s}} \int_2^{(r+R)(\hat{r}+R)} (\frac{\hat{r}}{r})^{\frac{N-1}{2}} \frac{d\theta}{(1+|\theta|^2)^{\frac{N-2}{2}}}
\leq 2^{N-1} \int_2^{(r+R)(\hat{r}+R)} (\frac{\hat{r}}{r})^{\frac{N-1}{2}} g(\hat{r})d\hat{r}
\leq 2^{N-1} \int_2^{(r+R)(\hat{r}+R)} (\frac{\hat{r}}{r})^{\frac{N-1}{2}} g(\hat{r})d\hat{r},
\]
with
\[
g(\hat{r}) = \int \frac{d\theta}{\sqrt{\hat{r}(\hat{r}-1)(\frac{\hat{r}}{r})^{\frac{N-1}{2}}} (1+|\theta|^2)^{\frac{N-2}{2}}} \text{ for all } \hat{r} > 1.
\]
Since
\[
g(R\hat{r}+1) = \int \frac{d\theta}{\sqrt{\hat{r}(\hat{r}-1)(\frac{\hat{r}}{r})^{\frac{N-1}{2}}} (1+|\theta|^2)^{\frac{N-2}{2}}} \rightarrow \frac{\pi^{\frac{N-1}{2}} \Gamma(\frac{1+2s}{2})}{\Gamma(\frac{N+2s}{2})} \text{ uniformly in } \hat{r},
\]
and that \( \frac{\hat{r}+1/r}{r} \) remain bounded for \( R \) large enough, we deduce from above that
\[
\int_2^\infty \frac{K_R(r, \hat{r})}{(\hat{r}-r)^{1+2s}}d\hat{r} \leq C(N, s) \int_0^2 \rho^{2s-1}d\rho \leq C(N, s) \text{ as } R \rightarrow \infty.
\]
Estimates (3.9) and (3.11) yield
\[
\int_{(-R, \infty) \backslash (-2, 2)} \frac{K_R(r, \hat{r})}{|r-\hat{r}|^{1+2s}}d\hat{r} \leq C(N, s), \text{ for } R \text{ sufficiently large.}
\]
Hence,
\[
\int_0^1 \phi_1^2(r) \int_{(-R, \infty) \backslash (-2, 2)} \frac{K_R(r, \hat{r})}{|r-\hat{r}|^{1+2s}}d\hat{r} \leq C(N, s) \int_0^1 \phi_1^2(r)dr.
\]
Putting together (3.5), (3.7), and (3.13) we obtain that
\[
R^{-(N-1)} \int_{\mathbb{R}^2N} \frac{(\Phi_R(x)-\Phi_R(y))^2}{|x-y|^{N+2s}}dxdy \leq C(N, s) \text{ as } R \rightarrow \infty.
\]
Next, since
\[
R^{-(N-1)} \int_{A_R} \Phi_R^2(x)dx = \omega_N \int_0^1 (1 + r/R)^{N-1} \phi_1^2(r)dr = \omega_N \int_0^1 \phi_1^2dr = \omega_N
\]
as \( R \rightarrow \infty \), it follows that
\[
\lambda_{1,s}(A_R) = \inf_{u \in \mathcal{M}_0^s(\mathbb{R}^n)} \left\{ \frac{b_N}{2} \int_{\mathbb{R}^2N} (u(x)-\Phi_R(x))^2dxdy \right\} \int_{A_R} u^2(x)dx
\leq \frac{b_N}{2} \int_{\mathbb{R}^2N} (\Phi_R(x)-\Phi_R(y))^2dxdy \int_{A_R} \Phi_R^2(x)dx \leq C(N, s)
\]
as $R \to \infty$ by (3.14) and (3.15). This shows the claim holds for $R \geq R_0$ for some fixed $R_0 \geq 1$. The assertion of the Lemma then easily follows.

Next, we prove

**Lemma 3.2.** Let $\phi_2$ be a second fractional eigenfunction of the interval $(0,1)$ and define

$$\alpha_R = \int_{A_R} \phi_{1,A_R}(x) \phi_2(|x| - R) \, dx,$$

where $\phi_{1,A_R}$ is the first normalized eigenfunction of $A_R$. Then, we have

$$R^{-\frac{N}{2}} \alpha_R \to 0 \quad \text{as} \quad R \to \infty.$$  \hspace{1cm} (3.17)

**Proof.** Let $\phi_{1,A_R}$ be the first normalized eigenfunction so that

$$1 = \int_{A_R} \phi_{1,A_R}^2(x) \, dx = \omega_N \int_{0}^{1} (1 + \frac{r}{R})^{N-1} \phi_{1,A_R}^2(r+R) \, dr \geq \omega_N \int_{0}^{1} \left[ R^{\frac{N-1}{N}} \phi_{1,A_R}(\cdot + R) \right]^2 \, dr.$$  \hspace{1cm} (3.18)

Taking into account Lemma 3.1 and passing into polar coordinates in the identity

$$\frac{2}{b_{N,s}} \lambda_{1,s}(A_R) \int_{A_R} \phi_{1,A_R}^2(x) \, dx = \int_{\mathbb{R}^{2s}} \frac{(\phi_{1,A_R}(x) - \phi_{1,A_R}(y))^2}{|x-y|^{N+2s}} \, dx \, dy,$$

we obtain for $R$ sufficiently large

$$\bar{C}(N,s) \geq \frac{2}{b_{N,s}} \lambda_{1,s}(A_R) \int_{0}^{1} (1 + r/R)^{N-1} \left[ R^{\frac{N-1}{N}} \phi_{1,A_R}(\cdot + R) \right]^2 \, dr$$

$$= \int_{-R}^{0} \int_{-R}^{0} \frac{R^{\frac{N-1}{N}} \phi_{1,A_R}(r+R) - R^{\frac{N-1}{N}} \phi_{1,A_R}(\tilde{r} + R)}{|r-\tilde{r}|^{1+2s}} \, K_R(r,\tilde{r}) \, d\tilde{r} \, dr$$

$$= \int_{-a}^{a} \int_{-a}^{a} \frac{R^{\frac{N-1}{N}} \phi_{1,A_R}(r+R) - R^{\frac{N-1}{N}} \phi_{1,A_R}(\tilde{r} + R)}{|r-\tilde{r}|^{1+2s}} \, K_R(r,\tilde{r}) \, d\tilde{r} \, dr$$

$$+ 2 \int_{0}^{1} \left[ R^{\frac{N-1}{N}} \phi_{1,A_R}(r) \right]^2 \int_{(-R,\infty) \setminus (-a,a)} \frac{K_R(r,\tilde{r})}{|r-\tilde{r}|^{1+2s}} \, d\tilde{r}$$

$$\geq \int_{-a}^{a} \int_{-a}^{a} \frac{R^{\frac{N-1}{N}} \phi_{1,A_R}(r+R) - R^{\frac{N-1}{N}} \phi_{1,A_R}(\tilde{r} + R)}{|r-\tilde{r}|^{1+2s}} \, K_R(r,\tilde{r}) \, d\tilde{r} \, dr$$

$$\geq C(N,s) \left[ R^{\frac{N-1}{N}} \phi_{1,A_R}(\cdot + R) \right]^2_{H^{1,s}(\mathbb{R})}$$

for all $a \in (1,\infty)$, where $K_R(\cdot,\cdot)$ is given by (3.4). In the last line we used that for $R$ sufficiently large we have

$$c(N,s) \geq K_R(r,\tilde{r}) \geq C(N,s) \quad \forall r,\tilde{r} \in [-a,a], \text{ for any } a > 0.$$  \hspace{1cm} (3.19)

Hence, we may assume, up to passing to a subsequence still denoted by $R$, that:

$$R^{\frac{N-1}{N}} \phi_{1,A_R}(\cdot + R) \to u_\infty \quad \text{weakly in } H^{1,s}_0(\mathbb{R}), \quad R^{\frac{N-1}{N}} \phi_{1,A_R}(\cdot + R) \to u_\infty \quad \text{in } L^2(0,1)$$  \hspace{1cm} (3.21)

and

$$R^{\frac{N-1}{N}} \phi_{1,A_R}(\cdot + R) \to u_\infty \quad \text{pointwisely in } (0,1).$$  \hspace{1cm} (3.22)
Note that the limiting function $u_\infty$ is nontrivial. Indeed, we have

$$\int_0^1 u_\infty^2(r) \, dr = \lim_{R \to \infty}\int_0^1 \left[R^{\frac{N}{2}-1}\phi_{1,A_R}(r+R)\right]^2 \, dr = \lim_{R \to \infty}\int_0^1 (1 + \frac{r}{R})^{N-1} R^{N-1} \phi_{1,A_R}^2(r+R) \, dr = \frac{1}{\omega_N}$$

To see the equation that $u_\infty$ solves, we let $\psi \in C_c^\infty(0,1)$ and define $\psi_R(x) = R^{-\frac{N}{2}} \psi(|x| - R)$ so that $\psi_R \in C_c^\infty(A_R)$. Then, we get as above

$$\frac{2}{b_{N,s}} \lambda_1,s(A_R) \int_0^1 (1 + \frac{r}{R})^{N-1} R^{\frac{N}{2}-1} \phi_{1,A_R}(r+R) \psi(r) \, dr = \lambda_1,s(A_R) \frac{1}{\omega_N} \int_{A_R} \phi_{1,A_R}(x) \psi_R(x) \, dx$$

$$= \int^{-2}_2 \int_{-2}^2 \frac{(R^{\frac{N}{2}} \phi_{1,A_R}(r+r) - R^{\frac{N}{2}} \phi_{1,A_R}(\tilde{r}+R))}{|r-\tilde{r}|^{1+2s}} \mathcal{K}_R(r,\tilde{r}) \, drd\tilde{r}$$

$$+ 2 \int_0^1 R^{\frac{N}{2}-1} \phi_{1,A_R}(r+R) \psi(r) \int_{(-R,\infty) \setminus (-2,2)} \frac{\mathcal{K}_R(r,\tilde{r})}{|r-\tilde{r}|^{1+2s}} \, d\tilde{r}dr. \tag{3.23}$$

By the strong convergence there exists a subsequence, still denoted by $R$, so that

$$|R^{\frac{N}{2}} \phi_{1,A_R}(\cdot + R)| \leq h \quad \text{with} \quad h \in L^2(0,1). \tag{3.24}$$

Moreover, for any $r \in (0,1)$, we know from above that

$$\int_{(-R,\infty) \setminus (-2,2)} \frac{\mathcal{K}_R(r,\tilde{r})}{|r-\tilde{r}|^{1+2s}} \, d\tilde{r} = \int_{-R}^{-2} \frac{\mathcal{K}_R(r,\tilde{r})}{|r-\tilde{r}|^{1+2s}} \, d\tilde{r} + \int_2^\infty \frac{\mathcal{K}_R(r,\tilde{r})}{|r-\tilde{r}|^{1+2s}} \, d\tilde{r}$$

$$= \frac{(R+r)^{N-1}}{R^{N-1}} (R+r)^{-2s} \int_0^{\frac{R+r}{2s}} (1 + \rho)^{2s-1} \left(\frac{\rho}{1+\rho}\right)^{\frac{N}{2}} f(\rho) \, d\rho$$

$$+ \frac{(R+r)^{N-1}}{R^{N-1}} (R+r)^{-2s} \int_1^{\frac{R+r}{2s}} (\rho-1)^{2s-1} \rho^{\frac{N}{2}} (\rho-1)^{-\frac{N}{2}} g(\rho) \, d\rho$$

$$\leq C(N,s), \tag{3.25}$$

where $f$ and $g$ are defined in (3.8) and (3.10) respectively. Putting together (3.24) and (3.25) gives

$$\left|R^{\frac{N}{2}} \phi_{1,A_R}(r+R) \psi(r) \int_{\mathbb{R} \setminus (0,1)} \frac{\mathcal{K}_R(r,\tilde{r})}{|r-\tilde{r}|^{1+2s}} \, d\tilde{r}\right| \leq C(N,s)h(r) \psi(r). \tag{3.26}$$

Moreover,

$$\int_0^1 h(r) \psi(r) \, dr < \infty. \tag{3.27}$$
Consequently, the dominated convergence theorem yields

\[
\lim_{R \to \infty} \int_0^1 R^{\frac{N-1}{2}} \phi_{1, A_R}(r + R) \psi(r) \int_{\mathbb{R} \setminus (-2, 2)} \frac{K_R(r, \bar{r})}{|r - \bar{r}|^{1+2s}} d\bar{r} dr \\
= \int_0^1 u_\infty(r) \psi(r) \lim_{R \to \infty} \int_{\mathbb{R} \setminus (0,1)} \frac{K_R(r, \bar{r})}{|r - \bar{r}|^{1+2s}} d\bar{r} dr \\
= \int_0^1 u_\infty(r) \psi(r) \left[ \lim_{R \to \infty} \int_{\mathbb{R} \setminus (-2, 2)} \frac{1}{R} \left( \frac{2}{r + 2s} \right) \left( \frac{1}{r - 2} \right) \left( \frac{1}{(R - 2)^{1+2s}} \right) \left( \frac{(R + 2) \rho}{(R + 2)^{1+2s}} \right) d\rho \right] dr \\
+ \int_0^1 u_\infty(r) \psi(r) \left[ \lim_{R \to \infty} \int_{\mathbb{R} \setminus (-2, 2)} \frac{1}{R} \left( \frac{2}{r + 2s} \right) \left( \frac{1}{r - 2} \right) \left( \frac{1}{(R - 2)^{1+2s}} \right) \left( \frac{(R + 2) \rho}{(R + 2)^{1+2s}} \right) d\rho \right] dr \\
= \kappa_{N,s} \int_0^1 u_\infty(r) \psi(r) \left( \int_0^{\frac{1}{2s}} \rho^{2s-1} d\rho + \int_0^{\frac{1}{2s}} \rho^{2s-1} d\rho \right) dr \\
= \kappa_{N,s} \int_0^1 u_\infty(r) \psi(r) \frac{1}{2s} \left[ (r + 2)^{2s-1} + (r - 2)^{2s-1} \right] dr \\
= \kappa_{N,s} \int_0^1 u_\infty(r) \psi(r) \left( \int_{-\infty}^{-2} \frac{d\bar{r}}{|r - \bar{r}|^{1+2s}} + \int_2^{\infty} \frac{d\bar{r}}{|r - \bar{r}|^{1+2s}} \right) \\
= \kappa_{N,s} \int_0^1 u_\infty(r) \psi(r) \int_{\mathbb{R} \setminus (-2, 2)} \frac{d\bar{r}}{|r - \bar{r}|^{1+2s}} \tag{3.28}
\]

with

\[
\kappa(N,s) = \lim_{R \to \infty} f((R - 2)\rho) = \lim_{R \to \infty} g((R + 2)\rho) = \frac{\pi^{\frac{N-1}{2}}}{\Gamma\left(\frac{N + 2s}{2}\right)}.
\]

As for the first integral in (3.23), we write

\[
\int_{-2}^{2} \int_{-2}^{2} \frac{R^{\frac{N-1}{2}} \phi_{1, A_R}(r + R) - R^{\frac{N-1}{2}} \phi_{1, A_R}(\bar{r} + R)}{|r - \bar{r}|^{1+2s}} (\psi(r) - \psi(\bar{r})) K_R(r, \bar{r}) drd\bar{r} \\
= \kappa(N,s) \int_{-2}^{2} \int_{-2}^{2} \frac{R^{\frac{N-1}{2}} \phi_{1, A_R}(r + R) - R^{\frac{N-1}{2}} \phi_{1, A_R}(\bar{r} + R)}{|r - \bar{r}|^{1+2s}} (\psi(r) - \psi(\bar{r})) drd\bar{r} \\
\quad + \int_{-2}^{2} \int_{-2}^{2} \frac{R^{\frac{N-1}{2}} \phi_{1, A_R}(r + R) - R^{\frac{N-1}{2}} \phi_{1, A_R}(\bar{r} + R)}{|r - \bar{r}|^{1+2s}} (\psi(r) - \psi(\bar{r})) (K_R(r, \bar{r}) - \kappa(N,s)) drd\bar{r} \\
=: \mathcal{E}_{(-2,2)}(R^{\frac{N-1}{2}} \phi_{1, A_R}(\cdot + R)) + \mathcal{E}_{(-2,2),R}(R^{\frac{N-1}{2}} \phi_{1, A_R}(\cdot + R), \psi). \tag{3.29}
\]

On one hand, by the weak convergence (3.21) we have

\[
\lim_{R \to \infty} \mathcal{E}_{(-2,2)}(R^{\frac{N-1}{2}} \phi_{1, A_R}(\cdot + R), \psi) = \kappa(N,s) \int_{-2}^{2} \int_{-2}^{2} \frac{u_\infty(r) - u_\infty(\bar{r})}{|r - \bar{r}|^{1+2s}} (\psi(r) - \psi(\bar{r})) drd\bar{r}. \tag{3.30}
\]
On the other hand,

\[
\left| \varepsilon_{(-2,2),R}(R^{\frac{N-1}{2}}\phi_{1,A_R}(\cdot + R), \psi) \right| \\
\leq \sup_{r,\tilde{r} \in (-2,2)} \left| K_R(\cdot, \cdot) - \kappa(N,s) \right| \int_{-2}^{2} \int_{-2}^{2} \frac{\left| (R^{\frac{N-1}{2}}\phi_{1,A_R}(r + R) - R^{\frac{N-1}{2}}\phi_{1,A_R}(\tilde{r} + R)) (\psi(r) - \psi(\tilde{r})) \right|}{|r - \tilde{r}|^{1+2s}} \, dr \, d\tilde{r}
\]

\[
\leq \sup_{r,\tilde{r} \in (-2,2)} \left| K_R(\cdot, \cdot) - \kappa(N,s) \right| \left| [R^{\frac{N-1}{2}}\phi_{1,A_R}(\cdot + R)]_{H^s(-2,2)} [\psi]_{H^s(-2,2)} \right|
\]

\[
\leq C(N,s,\psi) \sup_{r,\tilde{r} \in (-2,2)} \left| K_R(\cdot, \cdot) - \kappa(N,s) \right| \to 0 \quad \text{as} \quad R \to \infty, \tag{3.31}
\]

where we used (3.6) and (3.19). Plugging (3.30) and (3.31) into (3.29) yields

\[
\int_{-2}^{2} \int_{-2}^{2} \frac{\left( R^{\frac{N-1}{2}}\phi_{1,A_R}(r + R) - R^{\frac{N-1}{2}}\phi_{1,A_R}(\tilde{r} + R) \right) (\psi(r) - \psi(\tilde{r}))}{|r - \tilde{r}|^{1+2s}} K_R(r,\tilde{r}) \, dr \, d\tilde{r}
\]

\[
= \kappa(N,s) \int_{-2}^{2} \int_{-2}^{2} \frac{(u_\infty(r) - u_\infty(\tilde{r})) (\psi(r) - \psi(\tilde{r}))}{|r - \tilde{r}|^{1+2s}} \, dr \, d\tilde{r}. \tag{3.32}
\]

Now with (3.28) and (3.32) we can pass to a limit in (3.23) to obtain (along a subsequence)

\[
\lambda_\infty \int_{0}^{1} u_\infty(r) \psi(r) \, dr = \kappa(N,s) \int_{\mathbb{R}^2} \frac{(u_\infty(r) - u_\infty(\tilde{r})) (\psi(r) - \psi(\tilde{r}))}{|r - \tilde{r}|^{1+2s}} \, dr \, d\tilde{r}
\]

\[
= \frac{b_{1,s}}{2} \int_{\mathbb{R}^2} \frac{(u_\infty(r) - u_\infty(\tilde{r})) (\psi(r) - \psi(\tilde{r}))}{|r - \tilde{r}|^{1+2s}} \, dr \, d\tilde{r} \quad \text{for all} \quad \psi \in C^\infty_0(0,1),
\]

where we used that \( b_{N,s} \kappa(N,s) = \frac{\omega^s(\frac{N}{2} + s)}{\pi^2 \Gamma(1-s)} \Gamma(\frac{N}{2} + s) \Gamma(\frac{1}{2} + s) = \frac{\omega^s(\frac{N}{2} + s)}{\sqrt{\pi} \Gamma(1-s)} = b_{1,s}. \) Since \( u_\infty \geq 0 \) in \((0,1)\) by the pointwise convergence (3.22), it follows that \( \lambda_\infty = \lambda_{1,s}(0,1) \) and \( u_\infty = \phi_1 > 0 \) by the normalization condition. Since \( \lambda_{1,s}(0,1) \) is simple, we deduce that the whole sequence \( (R^{\frac{N-1}{2}}\phi_{1,A_R}(\cdot + R))_R \) converges to \( \phi_1 \) in \( L^2((0,1)) \). In conclusion, we have for \( R \to \infty \)

\[
\frac{\alpha_R}{R^{\frac{N-1}{2}} \phi_{0_N}} = \int_{0}^{1} (1 + \frac{r}{R})^{N-1} R^{\frac{N-1}{2}} \phi_{1,A_R}(r + R) \phi_2(r) \, dr \to \int_{0}^{1} u_\infty(r) \phi_2(r) \, dr = \int_{0}^{1} \phi_1(r) \phi_2(r) \, dr = 0.
\]

Hence, (3.17) holds. \( \square \)

From Lemma 3.1, and Lemma 3.2 we deduce

**Lemma 3.3.** There exists \( C(N,s) > 0 \) such that

\[
\lambda_{2,s}(A_R) \leq C(N,s) \quad \text{for all} \quad R \geq 1. \tag{3.33}
\]

**Proof.** As in the proof of Lemma 3.1 it is enough to show that the claim holds for \( R \geq R_0 \) for some \( R_0 \geq 1. \)

Let \( \phi_2 \) be a (normalized) second eigenfunction of the interval \((0,1)\). We define

\[
\Psi_R(x) = \phi_2(|x| - R) \quad \text{for all} \quad x \in \mathbb{R}^N.
\]

Next, we let \( \Upsilon_R \) be the projection of \( \Psi_R \) into the subspace \( \mathbb{R} \phi_{1,A_R} \), where \( \phi_{1,A_R} \) is the first eigenfunction of \( A_R. \) That is,

\[
\Upsilon_R := \Psi_R - \int_{A_R} \phi_{1,A_R}(x) \Psi_R(x) \, dx \phi_{1,A_R} = \Psi_R - \alpha_R \phi_{1,A_R},
\]
where $\alpha_R$ is defined as in Lemma 3.2. It is clear that $\Upsilon_R = 0$ in $\mathbb{R}^N \setminus A_R$ and that $\int_{A_R} \Upsilon_R(x) \phi_{A_R}(x) d x = 0$. Moreover, $\Upsilon_R \in H^1(\mathbb{R}^N)$ by construction. By the variational characterization of $\lambda_{2,s}(A_R)$, we get

$$
\frac{2}{b_{N,s}} \lambda_{2,s}(A_R) \leq \int_{\mathbb{R}^{2N}} \frac{\left( \Upsilon_R(x) - \Upsilon_R(y) \right)^2}{|x-y|^{N+2s}} d x d y
$$

$$
= \int_{\mathbb{R}^{2N}} \frac{\left( \Upsilon_R(x) - \Upsilon_R(y) \right)^2}{|x-y|^{N+2s}} d x d y - 2 \alpha_R^2 \lambda_{1,s}(A_R) - \alpha_R^2 \lambda_{1,s}(A_R)
$$

$$
= \int_{A_R} \Upsilon_R^2(x) d x - \alpha_R^2 \lambda_{1,s}(A_R).
$$

(3.34)

First, we note that the estimate (3.14) does not use the fact that $\phi_1$ is a first eigenfunction. It only uses that $\phi_1 \in \mathcal{H}_0^2((0,1))$. In particular, we also have

$$
R^{-(N-1)} \int_{\mathbb{R}^{2N}} \frac{\left( \Upsilon_R(x) - \Upsilon_R(y) \right)^2}{|x-y|^{N+2s}} d x d y \leq C(N,s) \quad \text{as} \ R \to \infty.
$$

(3.35)

Moreover, since $\lambda_{1,2}(A_R)$ is uniformly bounded, we have, using Lemma 3.3 that

$$
\lim_{R \to \infty} R^{-(N-1)} \alpha_R^2 \lambda_{1,s}(A_R) = 0 = \lim_{R \to \infty} R^{-(N-1)} \alpha_R^2.
$$

(3.36)

It is also clear that

$$
R^{-(N-1)} \int_{A_R} \Upsilon_R^2(x) d x = \omega_N \int_0^1 \phi_2^2(r) (1 + r/R)^{N-1} d r \to 1 \quad \text{as} \ R \to \infty.
$$

(3.37)

We deduce from (3.35), (3.36), and (3.37) that the RHS of (3.34) is uniformly bounded for $R$ sufficiently large. \[\square\]

4. Uniform estimate of fractional normal derivative of second radial eigenfunctions of $A_R$

For simplicity we denote by $u_R$ a fixed normalized radial eigenfunction (if any) corresponding to $\lambda_{2,s}(A_R)$ and define $w_R : \mathbb{R} \to \mathbb{R}$ by $w_R(r) := R^{\frac{N-1}{2}} u_R(r + R)$ for $r > 0$, where $u_R(x) = \overline{u_R}(|x|)$, and $w_R(r) = 0$ for $r \leq 0$. Consider the functions $\overline{K}_R$ and $V_R$ defined respectively by

$$
\overline{K}_R(r, \tilde{r}) = \frac{1}{|r - \tilde{r}|^{1+2s}} \frac{r^{\frac{N-1}{2}}(r + R)^{\frac{N-1}{2}}}{R^{N-1}} \int_{\mathcal{S}^{N-1}_1} \frac{d \theta}{(1 + |\theta|^2)^{\frac{N+2s}{2}}}
$$

for all $r \neq \tilde{r}$, and

$$
V_R(r) = \frac{2}{\mathcal{S}^{N-1}_1} \int_{\mathcal{S}^{N-1}_1} \overline{K}_R(r, \tilde{r}) d \tilde{r}.
$$

Note that from (3.12) and (3.20) we have, for $R$ sufficiently large

$$
\overline{C}(N,s)|r - \tilde{r}|^{-1-2s} \leq \overline{K}_R(r, \tilde{r}) \leq C(N,s)|r - \tilde{r}|^{-1-2s} \quad \text{for all} \ r, \tilde{r} \in [-a, a], \ a > 0 \quad \text{and}
$$

$$
0 < V_R(r) \leq C(N,s).
$$

(4.1)

(4.2)

We need the following in the proof of Proposition 4.5 below.
Lemma 4.1. Let $w_R$ be defined as above. Then, $w_R \in H^s(\mathbb{R})$ with $\frac{1}{\theta_0} (\frac{R}{1+R})^{N-1} \leq \|w_R\|_{L^2(\mathbb{R})} \leq \frac{1}{\theta_0}$. Moreover, it solves weakly the equation
\[
\mathcal{L}_{K_R} w_R + w_R V_R = \lambda_{2,s}(A_R) (1 + r/R)^{N-1} w_R \quad \text{in} \quad (0,1),
\]
where
\[
\langle \mathcal{L}_{K_R} u, w \rangle := \frac{b_{N,s}}{2} \int_{\mathbb{R}^2} (u(r) - u(\bar{r})) (w(r) - w(\bar{r})) K_R(r,\bar{r}) drd\bar{r}
\]
with
\[
K_R(r,\bar{r}) = 1_{(-2,2)}(r) 1_{(-2,2)}(\bar{r}) \overline{K}(r,\bar{r}).
\]

Proof. First note that we have
\[
\|w_R\|_{L^2(\mathbb{R})}^2 = \int_0^1 (R^{N-1} u_0^2(r+R) dr = \int_R^{R+1} R^{N-1} u^2(r) dr = \int_{\mathbb{R}} \frac{R^{N-1}}{|x|^N} u_R^2(x) dx.
\]
This shows the first claim by the $L^2$-normalization of $u_R$. The fact that $w_R \in H^s_{loc}(\mathbb{R})$ follows as in the proof of Lemma 3.2. Indeed, similarly to the calculation in equation (3.19) we have the estimate
\[
\frac{2}{b_{N,s}} \lambda_{2,s}(A_R) = \int_{\mathbb{R}^2} \frac{(u_R(x) - u_R(y))^2}{|x-y|^{N+2s}} dxdy
\]
\[
\geq \int_{-a}^{a} \int_{-a}^{a} (R^{N+1} K_R(r), - K_{R}(r)) |w_R(r) drd\bar{r}
\]
\[
\geq C(N,s) \left( R^{N+1} |w_R|^2 \right)_{H^s([-a,a])} \quad \text{for all } a > 0.
\]
In particular, $[w_R]_{H^s([-2,2])}$ is bounded independently of $R$ by Lemma 3.3. Now, by definition, $w_R = 0$ in $\mathbb{R} \setminus (0,1)$ and thus the quantity
\[
\int_{\mathbb{R}^2} \frac{(w_R(r) - w_R(\bar{r}))^2}{|r-\bar{r}|^{N+2s}} drd\bar{r} = \int_{(-2,2)^2} \frac{(w_R(r) - w_R(\bar{r}))^2}{|r-\bar{r}|^{N+2s}} drd\bar{r} + 2 \int_{\mathbb{R}} \frac{w_R(r)}{|r-\bar{r}|^{N+2s}} |r-R|^{-1-2s} drd\bar{r}
\]
is also bounded independently of $R$. Before showing the boundedness, we show next equation (4.4). Indeed, this follows from the identity
\[
\frac{2}{b_{N,s}} \lambda_{2,s}(A_R) \int_0^1 (1 + R)^{N-1} R^{N+1} K_{R}(r) X(r) dr = \lambda_{2,s}(A_R) \frac{1}{\theta_0} \int_{\mathbb{R}} X(r) \psi_R(r) dr
\]
\[
= \int_{-a}^{a} \int_{-a}^{a} (R^{N+1} K_R(r), - K_{R}(r)) \left( \psi(r) - \psi(\bar{r}) \right) K_{R}(r,\bar{r}) drd\bar{r}
\]
\[
+ 2 \int_{\mathbb{R}} \frac{R^{N+1} K_{R}(r) X(r)}{|r-\bar{r}|^{N+2s}} |r-R|^{-1-2s} drd\bar{r}
\]
for $\psi \in C^\infty_c(0,1)$ and with $\psi_R(r) = R^{N+1} \psi(|x-R|)$. To see now the boundedness, let $\tilde{K}_{R}(r,\bar{r}) = K_{R}(r,\bar{r})$ if $r, \bar{r} \in (-2,2)$ and $\tilde{K}_{R}(r,\bar{r}) = |r-\bar{r}|^{-1-2s}$ otherwise. Then
\[
\min \left( C(N,s), 1 \right) |r-\bar{r}|^{-1-2s} \leq \tilde{K}_{R}(r,\bar{r}) \leq \max \left( C(N,s), 1 \right) |r-\bar{r}|^{-1-2s} \quad \text{for all } r, \bar{r} \in \mathbb{R}
\]
and $|w_R|$ satisfies weakly
\[
\mathcal{L}_{K_R} |w_R| \leq \left( \lambda_{2,s}(A_R) (1 + r/R)^{N-1} V_R + \int_{\mathbb{R} \setminus (-2,2)} |r-\bar{r}|^{-1-2s} drd\bar{r} \right) |w_R| \leq C(N,s) |w_R| \quad \text{in} \quad (0,1),
\]
where
\[
\langle \mathcal{L}_{K_R} u, w \rangle := \frac{b_{N,s}}{2} \int_{\mathbb{R}^2} (u(r) - u(\bar{r})) (w(r) - w(\bar{r})) \tilde{K}_{R}(r,\bar{r}) drd\bar{r}.
\]
By [16, Theorem 4.1], it follows that \(|w_R| \in L^\infty(\mathbb{R})\) with a bound independent of \(R\) (since the kernel \(\tilde{K}_R\) has bounds independent of \(R\)). Thus (4.3) holds. □

Let \(w_R \in H^s(\mathbb{R})\) be as above and \(d(\cdot) = \min(\cdot, 1 - \cdot)\) be the distance function to the boundary of \((0, 1)\). Then we have

**Proposition 4.2.** There exists a constant \(C(N, s) > 0\) so that for all \(\beta \in (0, s)\) we have

\[
\| \frac{w_R}{|d|^\beta} \|_{C^{-\beta}([0,1])} \leq C(N, s) \quad \text{for all } R \geq 2,
\]

where \(d\) is given as above.

**Proof.** Let \(R \geq 2\),

\[
\tau_R(t, r) := \frac{\sqrt{(t + R)(t + r + R)}}{r},
\]

and consider the function \(\overline{K}_{Kr} : \mathbb{R} \times [0, \infty) \times \{\pm 1\} \to \mathbb{R}\) defined by

\[
\overline{K}_{Kr}(t, r, \pm 1) = (t + R)^{\frac{\beta}{2} + 1} (t + r + R)^{\frac{\beta}{2} + 1} R^{N-1} \int_{\theta(t, r)(\mathbb{S}^{N-1})} \frac{d\theta}{(1 + |\theta|^2)^{\frac{N+2s}{2}}},
\]

for all \(r \neq 0\) and

\[
\overline{K}_{Kr}(t, 0, \pm 1) := \lim_{r \to 0^+} \overline{K}_{Kr}(t, r, \pm 1) = (1 + t/R)^{N-1} \frac{\pi^{\frac{N}{2} + 1} \Gamma\left(1 + \frac{2s}{2}\right)}{\Gamma\left(N + \frac{2s}{2}\right)}.
\]

By Corollary 2.2 we have

\[
\|\overline{K}_{Kr}\|_{C^0([0,1])} \leq C_0 \quad \text{for all } R \geq 2.
\]

Quoting [14, Theorem 1.8 and Remark 2.1] and since \(w_R\) solves (4.4), we get

\[
\| \frac{w_R}{|d|}\|_{C^{-\beta}([0,1])} \leq C\left(\|w_R\|_{L^2([0,1])} + \|w_R\|_{\mathcal{H}_t^s} + \|\lambda_{2,s}(A_R)(1 + r/R)^{N-1} w_R\|_{L^2([0,1])}\right),
\]

for all \(\beta \in (0, s)\) with \(C > 0\) independent of \(R\) by (4.6). Here, \(\|w_R\|_{\mathcal{H}_t^s} := \int_{\mathbb{R}} \frac{|w_R(x)|}{1 + |x|^1}\, dx\) and we have used (4.1), (4.2), and (4.6). Combining this with Lemma 4.1, we see that the RHS of (4.7) is bounded independently of \(R\), as claimed. □

**Corollary 4.3.** There exists \(\phi_2 \in \mathcal{H}_0^s((0,1))\) solving

\[
(-\Delta)^{s} \phi_2 = \lambda_{2,s}(0,1) \phi_2 \quad \text{in } (0,1)
\]

so that, along some subsequence still denoted by \(R\), it holds

\[
\frac{w_R}{|d|} \xrightarrow{\text{d}} \phi_2 \quad \text{in } C^0([0,1]).
\]

**Proof.** By Proposition 4.2 and the Arzela-Ascoli theorem, there exists \(q_\infty \in C^{s-\beta}([0,1])\) with

\[
\frac{w_R}{|d|} \xrightarrow{\text{d}} q_\infty \quad \text{for } R \to \infty \text{ uniformly in } [0,1].
\]

It remains to show that \(q_\infty = \phi_2\) for some \(\phi\) solving (4.8). By a similar argument as for the case of the first eigenvalue, one obtains by Lemma 4.1 (along some subsequence):

\[
w_R \to w_\infty \quad \text{weakly in } H^s(\mathbb{R}) \quad \text{and} \quad w_R \to w_\infty \quad \text{in } L^2((0,1))
\]

and

\[
w_R \to w_\infty \quad \text{pointwisely in } (0,1).
\]
Note that \( w_\infty \) is nontrivial by the \( L^2 \)-bounds in Lemma 4.1. Passing to a limit in (4.4) as we did in the proof of Lemma 3.2, we get
\[
\lambda_\infty \int_0^1 \psi(r) w_\infty(r) dr = \frac{\kappa(N,s)b_{N,s}}{2} \int_{\mathbb{R}^2} \frac{(w_\infty(r) - w_\infty(\bar{r})) (\psi(r) - \psi(\bar{r}))}{|r - \bar{r}|^{1+2s}} d\bar{r}
= \frac{b_{1,s}}{2} \int_{\mathbb{R}^2} \frac{(w_\infty(r) - w_\infty(\bar{r})) (\psi(r) - \psi(\bar{r}))}{|r - \bar{r}|^{1+2s}} d\bar{r},
\]
for all \( \psi \in C_c^\infty(0,1) \), where \( \lambda_\infty \) is the limit of \( \lambda_{2,s}(A_R) \) along certain subsequence (see Lemma 3.3). Next, we claim that \( \lambda_\infty \leq \lambda_{2,s}(0,1) \). Indeed, since \( R^{-(N-1)} A_R \to 0 \) as \( R \to \infty \) by Lemma 3.2 and \( \lambda_{1,s}(A_R) \) is uniformly bounded, we find similarly as (3.34) in the proof of Lemma 3.3 with the same notation
\[
\frac{2}{b_{N,s}} \lambda_{2,s}(A_R) \leq \frac{\int_{\mathbb{R}^{2N}} \frac{(|\psi_R(x) - \psi_R(y)|)^2}{|x-y|^{N+2s}} dxdy - \alpha_R^2 \lambda_{1,s}(A_R)}{\int_{A_R} \psi_R^2(x) dx - \alpha_R^2}.
\]
Passing in this inequality to the limit (along a subsequence that we still denote by \( R \)), we get
\[
\lambda_\infty = \lim_{R \to \infty} \lambda_{2,s}(A_R) \leq \frac{b_{N,s}}{2} \lim_{R \to \infty} \frac{R^{-(N-1)} \int_{\mathbb{R}^{2N}} \frac{(|\psi_R(x) - \psi_R(y)|)^2}{|x-y|^{N+2s}} dxdy - R^{-(N-1)} \alpha_R^2 \lambda_{1,s}(A_R)}{\int_{A_R} \psi_R^2(x) dx - \alpha_R^2} = \frac{b_{N,s}}{2} \lim_{R \to \infty} \frac{\int_{\mathbb{R}^{2N}} \frac{(|\psi_R(x) - \psi_R(y)|)^2}{|x-y|^{N+2s}} dxdy}{\int_{\mathbb{R}^{2N}} \psi_R^2(x) dx}
= \frac{\kappa(N,s)b_{N,s}}{2} \lambda_{2,s}(0,1),
\]
with \( \kappa(N,s) = \frac{(N-1)}{2} \Gamma \left( \frac{1+2s}{1+2s} \right) \), so that \( \kappa(N,s)b_{N,s} = b_{1,s} \). Here we used (3.6) and
\[
\lim_{R \to \infty} \int_0^1 \phi_2(r) \int_{(-R,+\infty) \setminus (-2,2)} \frac{K_R(r,\bar{r})}{|r-\bar{r}|^{1+2s}} d\bar{r} dr = \kappa(N,s) \int_0^1 \phi_2(r) \int_{\mathbb{R}^N \setminus (-2,2)} \frac{d\bar{r}}{|r-\bar{r}|^{1+2s}}
\]
by the dominated convergence theorem (see e.g. (3.28)). This shows \( \lambda_\infty \leq \lambda_{2,s}(0,1) \). From here, it follows that \( w_\infty \) is an eigenfunction in \((0,1)\) with corresponding eigenvalue \( \lambda_\infty \in \{ \lambda_{1,s}(0,1), \lambda_{2,s}(0,1) \} \). Following the proof of Lemma 3.2, let \( \phi_1 \) denote the first eigenfunction in \((0,1)\) and then it holds \( R^{-2s} \phi_1_{A_R}(\cdot + R) \to \phi_1 \) in \( L^2((0,1)) \). Then we have
\[
\int_0^1 \phi_1(r) w_\infty(r) dr = \lim_{R \to \infty} \int_0^1 (1 + r/R)^{N-1} w_\infty(r) R^{N-1} \phi_1_{A_R}(r + R) dr = \lim_{R \to \infty} \int_R^{r+R} \frac{R^{N-1} w_\infty(r) \phi_1_{A_R}(r) dr}{R^{N-1} \phi_1_{A_R}(r) dr}
= \frac{1}{\omega_N} \lim_{R \to \infty} \int_{A_R} u_R(x) \phi_1_{A_R}(x) dx = 0,
\]
since \( u_R \) is an eigenfunction but not the first and thus orthogonal to \( \phi_1 \). It follows that \( w_\infty \) is an eigenfunction orthogonal to \( \phi_1 \). Consequently, \( \lambda_\infty = \lambda_n(0,1) \) and \( w_\infty \in \mathcal{H}_0^s((0,1)) \) solves (4.8). By the pointwise convergence (4.11) and the regularity we see that \( \frac{\partial \phi}{\partial r} \to \frac{\partial \phi}{\partial r} \) in \( C_{0\text{loc}}(0,1) \) and by uniqueness of the limit we deduce that \( q_\infty = \frac{\partial \phi}{\partial r} \).

**Remark 4.4.** Following the proofs of Section 3 and Section 4, along a similar strategy, one can show that if \( u_R \) is any normalized radial eigenfunction with profile \( \overline{u}_R \) and corresponding eigenvalue \( \lambda_R \), then \( \lambda_R \) is
uniformly bounded in $R$ and after passing to a subsequence, $u_\infty := \lim_{R \to \infty} R^{\frac{N}{2}} u_R(\cdot + R)$ is an eigenfunction in $(0, 1)$ with corresponding eigenvalue $\lambda_\infty$. Here, the convergence is as for $(w_R)_R$ in the above proof. We conjecture, that if $u_R$ is the $n$-th radial eigenfunction, then $u_\infty$ will be an $n$-th eigenfunction in $(0, 1)$. In order to show this, the Lemmas 3.2 and 3.3 need to be adjusted suitably in the following direction: One of the main steps is to show that the $n$-th eigenfunction in $(0, 1)$ translated to $A_R$ as in the proof of Lemma 3.3 is orthogonal in the limit to all the eigenfunctions in $A_R$ belonging to eigenvalues below the $n$-th radial eigenvalue. However, this step is not clear, since we do not have any information on which eigenvalue in $A_R$ actually has a radial eigenfunction.

5. Proof of the Nonradiality of Second Eigenfunctions

Proof of Theorem 1.1. Assume there is a second radial eigenfunction $u_R$ corresponding to $\lambda_{2,1}(A_R)$. To reach a contradiction, we prove that such $u_R$ must have Morse index greater than or equal to $N + 1$ and this would contradict the fact that $u_R$ is a second eigenfunction. Let $w_R := R^{\frac{N}{2}} \pi_R(\cdot + R)$, we know by Corollary 4.3 that there exists some subsequence still denoted by $R$ along which we have $\frac{w_R}{R} \to \phi_0$ in $C^0([0, 1])$ where $d(r) = \min(r, 1 - r)$ and $\phi_0$ is a second eigenfunction. We also know that $\phi_0$ is antisymmetric and it vanishes only at $r = 1/2$ see e.g [15, Theorem 5.2]. Moreover, $\frac{\phi_0}{d}(1)\frac{\phi_0}{d_1}(0) < 0$ (the latter can be seen, for instance, by applying the Hopf lemma for entire antisymmetric supersolutions in [12, Proposition 3.3]). Consequently, we have

$$\left(\frac{u_R}{d^s}\right)_{\partial_{in}A_R} \cdot \left(\frac{u_R}{d^s}\right)_{\partial_{out}A_R} < 0 \quad \text{for} \quad R > 0 \quad \text{sufficiently large.}$$

Here, $d(x) = \min(|x| - R, R + 1 - |x|)$ and $\partial_{in}A_R, \partial_{out}A_R$ denote respectively the inner and the outer boundary of the annulus $A_R$, i.e. $\partial_{in}A_R = \partial B_R(0)$ and $\partial_{out}A_R = \partial B_{R+1}(0)$.

Without loss of generality we may assume

$$\frac{u_R}{d^s} \big|_{\partial_{in}A_R} > 0 \quad \text{and} \quad \frac{u_R}{d^s} \big|_{\partial_{out}A_R} < 0. \tag{5.1}$$

For simplicity we let $\overline{w}_R := \overline{\pi_R(\cdot + R)}_{\min(0, 1)} : [0, 1] \to \mathbb{R}$ so that $\overline{w}_R(1) > 0$ and $\overline{w}_R(0) < 0$. In the spirit of [15], for any fix direction $j \in \{1, \ldots, N\}$, we define

$$d_j^R = (v_R^j)^+ H_j^+ - (v_R^j)^- H_j^-,$$

where

$$v_R^j : \mathbb{R}^N \to \mathbb{R}^N, \quad x \mapsto v_R^j(x) = \begin{cases} \frac{\partial u_R}{\partial x_j}(x), & \text{if} \quad x \in A_R; \\ 0, & \text{if} \quad x \in \mathbb{R}^N \setminus A_R. \end{cases}$$

Now the point is because of (5.1) we find that $d_j^R \in \mathcal{H}_0^s(A_R)$. Indeed, By [13] we know that

$$d_j^{1-s}(x) \nabla u_R \cdot v(x) = -s \psi_R(x) \quad \forall \ x \in \partial A_R, \quad \text{with} \quad \psi_R(x) := \lim_{y \to x} \frac{u_R(y)}{d^s(y)}. \tag{5.3}$$

Applying this to the inner and outer boundary of $A_R$ gives respectively

$$s \overline{w}_R(0) = \lim_{t \to 0^+} t^{-1-s} \partial_t \overline{w}_R(t) \quad \text{and} \quad -s \overline{w}_R(1) = \lim_{t \to 1^+} (1 - t)^{1-s} \partial_t \overline{w}_R(t), \tag{5.4}$$

from which we deduce that $v_R^j(x) = \partial_\nu \overline{w}_R(|x|) \frac{x_j}{|x|} < 0$ near $\partial_{out}A_R$ whenever $x_j > 0$ since $\overline{w}_R(1) > 0$ by (5.1), that is, $(v_R^j)^+ H_j^+ = 0$ near $\partial_{out}A_R$. Hence, $d_j^R = 0$ near $\partial_{out}A_R \cap H_j^+$. By the same reasoning we show that $d_j^R = 0$ near $\partial_{out}A_R \cap H_j^-$. Consequently $d_j^R = 0$ near $\partial_{out}A_R$. Similarly, since $\overline{w}_R(0) < 0$ by (5.1), using the first identity in (5.4) we show that $d_j^R = 0$ near $\partial_{in}A_R$. In conclusion we have supp($d_j^R$) $\subset \subset A_R$. 


By [15, Lemma 2.2], to conclude that \( d_R^j \in \mathcal{H}_0^{s,p}(A_R) \), one simply needs to check that \( d_R^j \in \mathcal{H}_0^{s,p}(A_R) \). For this we argue as in [15, Lemma 3.5]. In fact, since for all \( \Omega' \subset \subset A_R \), we have that \( \Omega' \cup \sigma_j(\Omega') \subset \subset A_R \) and 
\[
\left((\gamma_R^j)^{1}H^s_0(\Omega')\right)^2 \leq \left((\gamma_R^j)^{1}H^s_0(\Omega \cup \sigma(\Omega'))\right),
\]
we may assume without loss that \( \Omega' \) is symmetric with respect to the reflection \( \sigma_j \) across the hyperplane \( \partial H_+^N \) and then argue as in [15, Lemma 3.5]. Having \( d_R^j \in \mathcal{H}_0^{s,p}(A_R) \) for all \( j \in \{1, \cdots, N\} \), we can argue as in [15] to show that \( u_R \) has Morse index greater than or equal \( N+1 \) and this contradicts the fact that \( u_R \) is a second eigenfunction.

\[\square\]

6. Maximization of the Second Eigenvalue

We first start with some preliminaries. In the following, let \( \tau \in (0,1) \) be fixed. For simplicity, we let \( \Omega_\tau := B_1(0) \setminus B_\tau(\frac{1}{3}b) \) for all \( a \in (-1+\tau, 1-\tau) \) and define

\[
\lambda_{1,s}(a) := \lambda_{1,s}(\Omega_\tau) = \inf \left\{ \frac{\mu_{N,s}}{2} \int_{\mathbb{R}^{2N}} \frac{(u(x)-u(y))^2}{|x-y|^{N+2s}}\,dx\,dy \mid u \in \mathcal{H}_0^{s,p}(\Omega_\tau), u \circ \sigma_N = -u \right\},
\]

where \( \sigma_N \) is the reflection with respect to the hyperplane \( \partial H_+^N := \{x \in \mathbb{R}^N : x_N = 0\} \). It is a standard fact that the infimum in (6.1) is achieved by some \( u \) which solves the equation \((-\Delta)^s u = \lambda_{1,s}(a) u \) in \( \Omega_\tau \) in the weak sense. We recall the following properties of minimizers of (6.1).

**Lemma 6.1** (Theorem 1.2, [8]). The function \( u \) achieving the infimum in (6.1) is unique (up to a multiplicative constant) and it is of one sign in \( \Omega_\tau^+ := \Omega_\tau \cap \{x \in \mathbb{R}^N : x_N > 0\} \). Without loss we may assume \( u > 0 \) in \( \Omega_\tau^+ \).

Using the variational characterization

\[
\lambda_{2,s}(a) := \lambda_{2,s}(\Omega_\tau) = \inf \left\{ \frac{\mu_{N,s}}{2} \int_{\mathbb{R}^{2N}} \frac{(u(x)-u(y))^2}{|x-y|^{N+2s}}\,dx\,dy \mid u \in \mathcal{H}_0^{s,p}(\Omega_\tau), \int_{\Omega_\tau} u(x) \phi_1(x)\,dx = 0 \right\},
\]

and recalling that the first eigenfunction \( \phi_1 \) of \( \Omega_\tau \) is symmetric with respect to \( \sigma_N \), one easily checks that

\[
\lambda_{2,s}(a) \leq \lambda_{1,s}(a) \quad \forall a \in (-1+\tau, 1-\tau)
\]

(6.2)
The following observation is of key importance for the proof of Theorem 1.3.

**Lemma 6.2.** Assume a second eigenfunction of the annulus \( \Omega_0 := B_1(0) \setminus \overline{B_2(0)} \) cannot be radial. Then we have

\[
\lambda_{2,s}(0) = \lambda_{1,s}(0).
\]

*Proof.* By (6.2), it remains to prove \( \lambda_{2,s}(0) \geq \lambda_{1,s}(0) \). For this, we let \( \lambda_{j}^{N+2l} \), \( l \geq 0 \) and \( j \geq 1 \) be the set of radial eigenvalues of the problem \((-\Delta)^s u = \lambda u \) in \( \Omega_0 \subset \mathbb{R}^{N+2l} \) and \( u = 0 \) in \( \mathbb{R}^{N+2l} \setminus \Omega_0 \). By [10, Proposition 3(ii)], we know that the first eigenfunction \( \phi_1^{(N+2)}(\cdot) \) gives rise to \( N \)-linearly independent eigenfunctions \( x_1 \phi_1^{(N+2)}(|x|), \cdots, x_N \phi_1^{(N+2)}(|x|) \) to the problem \((-\Delta)^s u = \lambda u \) in \( \Omega_0 \subset \mathbb{R}^N \) and \( u = 0 \) in \( \mathbb{R}^N \setminus \Omega_0 \) with the same eigenvalue \( \lambda_1^{(N+2)} \). Consequently, the second eigenvalue \( \lambda_{2,s}(0) \) of \( \Omega_0 \) is given by

\[
\lambda_{2,s}(0) = \min(\lambda_{1}^{(N+2)}, \lambda_{2}^{(N)}).
\]

To see the latter equality note that on the one hand we clearly have \( \lambda_{2,s}(0) \leq \min(\lambda_{1}^{(N+2)}, \lambda_{2}^{(N)}) \). But on the other hand, the set \( \{\lambda_{j}^{(N+2p)}\}_{j \in \mathbb{N}, p \in \mathbb{N}_0} \) contains all the eigenvalues in \( \Omega_0 \subset \mathbb{R}^N \) by [9, Proposition 1] in combination with [10, Proposition 3]. Since moreover \( \lambda_{j}^{(N+2p)} \) is nondecreasing in \( p \) and \( j \), it follows that \( \lambda_{2,s}(0) \geq \min(\lambda_{1}^{(N+2)}, \lambda_{2}^{(N)}) \) and thus equality must hold. Now, since by assumption a second eigenfunction cannot be radial, we deduce that \( \lambda_{2,s}(0) = \lambda_{1}^{(N+2)} \). Therefore
the eigenspace corresponding to \( \lambda_{2,s}(0) \) is spanned by the functions \( x \mapsto x_j \varphi_1^{(N+2)}(|x|) \) with \( j = 1, \cdots ,N \). Using \( x_N \varphi_1^{(N+2)}(|\cdot|) \) as a test function in (6.1) we get \( \lambda_{2,s}(0) \geq \lambda_{1,s}^-(0) \) as wanted. \( \square \)

**Proposition 6.3.** The mapping \((-1 + \tau, 1 - \tau) \rightarrow \mathbb{R}_+ , a \mapsto \lambda_{1,s}^+(a) \) is differentiable. Moreover, \( (\lambda_{1,s}^-)'(0) = 0 \) and \( (\lambda_{1,s}^-)'(a) < 0 \) for all \( a \in (-1, 1 - \tau) \).

**Proof.** Fix \( a \in (-1 + \tau, 1 - \tau) \) and let \( \rho \in C^\infty_c(B_1) \) so that \( \rho \equiv 1 \) near \( B_\varepsilon(ae_1) \) and \( \rho \circ \sigma_N = \rho \). For any \( \varepsilon \in (-\varepsilon_0, \varepsilon_0) \), we consider the map \( \Phi_{\varepsilon} : \mathbb{R}^N \rightarrow \mathbb{R}^N, x \mapsto \Phi_{\varepsilon}(x) = x + \varepsilon \rho(x)e_1 \). By making \( \varepsilon_0 \) sufficiently small if necessary, one may assume that \( \Phi_{\varepsilon} : \mathbb{R}^N \rightarrow \mathbb{R}^N \) is a global diffeomorphism for all \( \varepsilon \in (-\varepsilon_0, \varepsilon_0) \). Moreover, it is easily verifiable that \( \Phi_{\varepsilon}(\Omega_0) = \Omega_{a+\varepsilon} \) and hence \( \lambda_{1,s}^-(a + \varepsilon) = \lambda_{1,s}^-(\Phi_{\varepsilon}(\Omega_0)) \). Now it suffices to prove that the function \( \varepsilon \mapsto \lambda_{1,s}^-(\Phi_{\varepsilon}(\Omega_0)) \) is differentiable at 0 and this is a consequence of the simplicity of \( \lambda_{1,s}^-(a) \) stated in Lemma 6.1. Indeed, let \( \nu \) be the unique normalized minimizer corresponding to \( \lambda_{1,s}^-(a) \), then the function

\[
w_{\varepsilon} := \frac{u \circ \Phi_{\varepsilon}^{-1} - [u \circ \Phi_{\varepsilon}^{-1}] \circ \sigma_N}{\varepsilon}
\]

is admissible in the variational characterization of \( \lambda_{1,s}^-(a + \varepsilon) \) and therefore

\[
\lambda_{1,s}^-(a + \varepsilon) \leq \frac{\varepsilon^2}{2} \int_{\mathbb{R}^{2N}} \frac{(w_{\varepsilon}(x) - w_{\varepsilon}(y))^2}{|x-y|^{N+2}} dxdy = \frac{m(\varepsilon)}{\varepsilon}.
\]

Since \( m(0) = \lambda_{1,s}^-(a) \), we deduce that

\[
\limsup_{\varepsilon \rightarrow 0^+} \frac{\lambda_{1,s}^-(a + \varepsilon) - \lambda_{1,s}^-(a)}{\varepsilon} \leq \frac{d}{d\varepsilon} \bigg|_{\varepsilon = 0} m(\varepsilon) \qquad (6.4)
\]

By a simple change of variables and using that \( \Phi_{\varepsilon} \circ \sigma_N = \sigma_N \circ \Phi_{\varepsilon} \), one obtains

\[
\frac{d}{d\varepsilon} \bigg|_{\varepsilon = 0} m(\varepsilon) = \int_{\mathbb{R}^{2N}} (u(x) - u(y))^2 K_{\varepsilon}(x,y) dxdy + \lambda_{1,s}^-(a) \int_{\Omega_0} u^2(x) \text{div} X(x) dx, \qquad (6.5)
\]

where

\[
K_{\varepsilon}(x,y) = \frac{b_{N,s}}{2} \left\{ \left( \text{div} X(x) + \text{div} X(y) \right) - (N + 2s) \frac{(X(x) - X(y)) \cdot (x - y)}{|x-y|^{N+2}} \right\} = \frac{1}{|x-y|^{N+2}} \qquad (6.6)
\]

and \( X = \rho e_1 \in C^\infty_c(B_1, \mathbb{R}^N) \). Since \( u \) solves weakly the equation

\[
\begin{cases}
(-\Delta)^s u = \lambda_{1,s}^-(a) u & \text{in } \Omega_a; \\
u \in H_{loc}^{\infty}(\Omega_a),
\end{cases}
\]

the standard regularity theory see e.g. [21] gives \( u \in L^\infty(\Omega_a) \cap C^1_{loc}(\Omega_a) \) and therefore \( u \) satisfies the assumptions of [7, Theorem 1.2]. Consequently

\[
\begin{align*}
\int_{\mathbb{R}^{2N}} (u(x) - u(y))^2 K_{\varepsilon}(x,y) dxdy &= \Gamma^2(1+s) \int_{\partial \Omega_a} (u/d^s)^2 X \cdot v dx + 2 \int_{\Omega_a} \nabla u \cdot X(-\Delta)^s u dx \\
&= \Gamma^2(1+s) \int_{\partial \Omega_a} (u/d^s)^2 X \cdot v dx + 2 \lambda_{1,s}^- \int_{\Omega_a} u \nabla u \cdot X dx \\
&= \Gamma^2(1+s) \int_{\partial \Omega_a} (u/d^s)^2 v dx - \lambda_{1,s}^-(a) \int_{\Omega_a} u^2(x) \text{div} X(x) dx
\end{align*}
\]
Here, \( v \) is the outer unit normal to the boundary. Plugging this into (6.5) and recalling (6.4), we conclude that
\[
\limsup_{\epsilon \to 0^+} \frac{\lambda_{1,s}^-(a + \epsilon) - \lambda_{1,s}^-(a)}{\epsilon} \leq \Gamma^2 (1 + s) \int_{\partial \Omega_a} (u/d^s)^2 X \cdot v \, dx
\]
\[
= \Gamma^2 (1 + s) \int_{\partial B_{(ae_1)}} (u/d^s)^2 e_1 \cdot v \, dx
\]
(6.7)
Next, let \( \epsilon_n \) be a subsequence such that
\[
\liminf_{\epsilon \to 0^+} \frac{\lambda_{1,s}^-(a + \epsilon) - \lambda_{1,s}^-(a)}{\epsilon} = \lim_{n \to \infty} \frac{\lambda_{1,s}^-(a + \epsilon_n) - \lambda_{1,s}^-(a)}{\epsilon_n}
\]
Let \( u_{\epsilon_n} \) be the (normalized) minimizer of \( \lambda_{1,s}^-(a + \epsilon_n) \), then \( v_n := u_{\epsilon_n} \circ \Phi_{\epsilon_n} \in \mathcal{H}_0^s(\Omega_a) \) satisfies \( v_n \circ \sigma_N = -v_n \). Moreover, we have for \( n \) sufficiently large
\[
C(N,s) \geq \liminf_{\epsilon \to 0^+} \frac{\lambda_{1,s}^-(a + \epsilon) - \lambda_{1,s}^-(a)}{\epsilon} \geq \frac{\lambda_{1,s}^-(a + \epsilon_n) - \lambda_{1,s}^-(a)}{\epsilon_n}
\]
where in the last estimate we have used \([6, \text{ estimate (3.6)}]\). Hence, we may assume after passing to a subsequence still denoted by \( n \), that
\[
v_n \to v_0 \quad \text{weakly in } \mathcal{H}_0^s(\Omega_a), \quad v_n \to v_0 \quad \text{in } L^2(\Omega_a), \quad \text{and } v_n \to v_0 \quad \text{a.e in } \Omega_a
\]
By the pointwise converge, we check that \( v_0 \circ \sigma_N = -v_0 \). Using \( v_0 \) as a test function in the variational characterization of \( \bar{\lambda}_{1,s}(a) \) and arguing as in \([6, \text{ Lemma 4.5}]\), we obtain
\[
\liminf_{\epsilon \to 0^+} \frac{\lambda_{1,s}^-(a + \epsilon) - \lambda_{1,s}^-(a)}{\epsilon} = \lim_{n \to \infty} \frac{\lambda_{1,s}^-(a + \epsilon_n) - \lambda_{1,s}^-(a)}{\epsilon_n} \geq \Gamma^2 (1 + s) \int_{\partial B_{(ae_1)}} (u/d^s)^2 e_1 \cdot v \, dx
\]
(6.8)
Combining (6.7) and (6.8) yields
\[
\partial_\epsilon^+ \lambda_{1,s}^-(a + \epsilon) := \lim_{\epsilon \to 0^+} \frac{\lambda_{1,s}^-(a + \epsilon) - \lambda_{1,s}^-(a)}{\epsilon} = \Gamma^2 (1 + s) \int_{\partial B_{(ae_1)}} (u/d^s)^2 e_1 \cdot v \, dx.
\]
(6.9)
Applying (6.9) to \( \epsilon \mapsto \lambda_{1,s}^-(a - \epsilon) \) gives
\[
\lim_{\epsilon \to 0^-} \frac{\lambda_{1,s}^-(a + \epsilon) - \lambda_{1,s}^-(a)}{\epsilon} = -\partial_\epsilon^+ \lambda_{1,s}^-(a - \epsilon) = \Gamma^2 (1 + s) \int_{\partial B_{(ae_1)}} (u/d^s)^2 e_1 \cdot v \, dx.
\]
(6.10)
Consequently
\[
(\lambda_{1,s}^-)'(a) = \lim_{\epsilon \to 0^-} \frac{\lambda_{1,s}^-(a + \epsilon) - \lambda_{1,s}^-(a)}{\epsilon} = \Gamma^2 (1 + s) \int_{\partial B_{(ae_1)}} (u/d^s)^2 e_1 \cdot v \, dx,
\]
(6.11)
for all \( a \in (-1 + \tau, 1 - \tau) \). Since \( \lambda_{1,s}^-(a) = \lambda_{1,s}^-(-a) \), we have \( (\lambda_{1,s}^-)'(0) = 0 \). Next, fix \( a \in (0, 1 - \tau) \) and let \( H_a := \{ x \in \mathbb{R}^N : x_1 > a \} \). Moreover, let us denote by \( \sigma_a \) the reflection with respect to the hyperplane \( \partial H_a \).
For simplicity, we let \( \overline{\pi} := u \circ \sigma_a, w := \overline{\pi} - u \) and \( B^+ := B_{\tau}(ae_1) \). It is not difficult to check that \( w \) solves
\[
(-\Delta)^s w = \lambda_{1,s}^-(a) w \quad \text{in } \quad \Theta := H_a \cap \Omega_a^+.
\]
(6.12)
Moreover, by Lemma 6.1 we have
\[
w \geq 0 \quad \text{in } \quad H_a \cap H^N_+ \setminus \Theta,
\]
(6.13)
Consequently, we get
\[
0 < \frac{w}{d^s} = \frac{\pi}{d^s} - \frac{u}{d^s} \quad \text{on} \quad \partial B^a \cap H^N_+ \cap H_a = \partial B^a \cap H_a \cap \Omega^+_a. \tag{6.14}
\]
It is also clear that
\[
\frac{u}{d^s} \geq 0 \quad \text{on} \quad \partial B^a \cap H_a \cap \Omega^+_a. \tag{6.15}
\]
Now using the fact that \(\sigma_N \left( \partial B^a \cap H_a \cap \Omega^+_a \right) = \partial B^a \cap H_a \cap \Omega^+_a \), \(\sigma_N (v \cdot e_1) = v \cdot e_1\) and \(\sigma_N \circ \sigma_a = \sigma_a \circ \sigma_N\), we get
\[
\int_{\partial B^a} \left( \frac{u}{d^s} \right)^2 v \cdot e_1 \, dx = \int_{\partial B^a \cap H_a \cap \Omega^+_a} \left( \frac{u}{d^s} \right)^2 \left( - \frac{\pi}{d^s} \right)^2 + \left( \frac{u \circ \sigma_a}{d^s} \right)^2 \right) v \cdot e_1 \, dx \tag{6.16}
\]
Combining (6.11), (6.14), (6.15), and (6.16) we conclude that
\[
(\lambda_1^{-}(a))'(a) = \Gamma^2 (1 + s) \int_{\partial B^a} (u/d^s)^2 v \cdot e_1 \, dx < 0 \quad \forall a \in (0, 1 - \tau),
\]
as wanted. \(\Box\)

We are now ready to complete the proof of Theorem 1.3.

Proof of Theorem 1.3. Since the problem is rotational and translation invariant, we may consider without loss of generality domains of the form
\[
\Omega_a := B_1 \setminus B_{\tau}(ae_1), \quad \text{for} \quad a \in [0, 1 - \tau).
\]
By (6.2), Lemma 6.2, and Proposition 6.3, it immediately follows that
\[
\lambda_2, a(\cdot) \leq \lambda_1, a(\cdot) < \lambda_1^-(0) = \lambda_2, a(0) \tag{6.17}
\]
for all \(a \in (0, 1 - \tau)\). The proof is finished. \(\Box\)
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