Abstract—In this paper, the general radar measurement problems of determining range, Doppler frequency and scattering properties parameters are investigated from the viewpoint of Shannon’s information theory. We adopt the mutual information to evaluate the accuracy of the classification and estimation. The range-Doppler information is examined under the condition that the target is of radial velocity. Its asymptotic upper bound and the corresponding entropy error (EE) are further formulated theoretically. Additionally, the Doppler scattering information induced by target’s random motion characteristics is discussed. From the derivation, it is concluded that the Doppler scattering information depends on the eigenvalues of the target scattering correlation matrix. Especially in the case where the pulse interval is larger than target’s coherence time, we can find that the resulting formula of the Doppler scattering information is similar to Shannon’s channel capacity equation, indicating the inherent consistency between the communication theory and radar field. Numerical simulations of these information contents are presented to confirm our theoretical observations. The relationship between the information content and signal-to-noise ratio (SNR) reflects the changes in information acquisition efficiency of a radar system, providing guidance for system designers.

I. INTRODUCTION

Doppler radar has been widely used for moving-object detection and target classification. Several kinds of radar systems like moving target indication (MTI) radar, moving target detector (MTD) radar, pulsed Doppler (PD) radar are designed to detect and identify the moving target as well as estimate its relative velocity [1]–[4]. [5] introduced the micro-Doppler phenomenon in radar. A model of Doppler modulations was developed and the formulas of micro-Doppler induced by targets with micro-motion dynamics were derived therein. Micro-Doppler characteristics were exploited to distinguish among humans, animals, and vehicles in [6]–[10]. In synthetic aperture radar (SAR) imaging field, Doppler information is used to obtain the cross-range resolution. At the radar receiver, we can observe the difference in Doppler frequency shift of target’s adjacent scatters, and thus the distribution of the target’s reflectivity can be specified through the Doppler spectrum. The investigations on the range-Doppler imaging algorithm for moving objects can be found in [11]–[13].

Due to the widespread use of the Doppler effect, the estimation of the Doppler frequency is quite significant and a considerable literature exists on this subject [14]–[16]. However, there are few works on investigating the fundamental links between the derivation of Doppler information content and the estimation process. From the information theory point of view, we can use mutual information to represent the decrease in the a priori uncertainty of the object. Since radar is regarded as an information acquisition system, it is natural and reasonable to apply the mutual information to the radar field for evaluating its estimation performance.

However, to the best of our knowledge, there are few researches focus on the derivation of the information content for the unknown parameters and adopt it to address the performance analysis of estimation process. For the purpose of introducing this significant feature, we apply the framework of spatial information to multipulse radar. On the one hand, we are concerned about the situation that the target is of radial velocity. In this case, the range-Doppler information can be obtained and then utilized to derive EE, providing guidance to radar system designers from the information theory point of view. Additionally, through the quantity of the information, we are capable of observing the interactions between range and Doppler frequency during the measurement process. Especially when the observation interval is limited and SNR is sufficiently high, we can further conclude that the range information is independent of Doppler information. It is shown that the Doppler scattering information depends on the eigenvalues of the target scattering correlation matrix. In the case where the pulse interval is much larger than target’s coherence time, we can find that the resulting formulation of the Doppler scattering information is consistent with Shannon’s channel capacity equation. This result is quite profound since it demonstrates the fundamental links between the communication theory and radar field.

This paper is organized as follows. Section 2 provides the theoretical derivation of range-Doppler Information. Its asymptotic upper bound and the corresponding EE are further formulated. In Section 3 the Doppler scattering information is studied and some special cases are discussed. Section 4 presents the numerical results and, finally, in Section 5, the main results of this paper are discussed and concluded.
II. RANGE-DOPPLER INFORMATION

A. System Model

Given \( \psi(t) \) denotes the baseband signal of limited bandwidth \( B/2 \), the complex envelope of the received signal, scattered by the single moving target, is modelled as

\[
z(t) = \alpha e^{j\varphi} \sum_{m=0}^{M-1} \psi(t - mT_R - \tau) \exp(j2\pi F_D t) + w(t) \tag{1}
\]

where

\[
\alpha : \text{scattering coefficient of the target;}
\]

\[
\varphi : \text{initial phase;}
\]

\[
M : \text{total number of the transmitted radar pulses;}
\]

\[
T_R : \text{pulse repetition interval (PRI);}
\]

\[
F_D : \text{Doppler frequency shift;}
\]

\[
\tau : \text{time delay of the round trip between the transmitter and the target.}
\]

In addition, we designate \( w(t) \) as the additive noise, which is modelled as a complex Gaussian zero-mean white random process.

The sampling sequence can be written as

\[
z(n) = \alpha e^{j\varphi} \sum_{m=0}^{M-1} \psi(n - mT_R B - x) \exp(j2\pi f_d n) + w(n) . \tag{2}
\]

According to the definition of the root mean square bandwidth, we can obtain another expression for the signal bandwidth

\[
\beta_z^2 = \frac{\left(2\pi\right)^2 \int_{-\frac{B}{2}}^{\frac{B}{2}} |f| \Psi(f)^2 df - \left(2\pi \int_{-\frac{B}{2}}^{\frac{B}{2}} f |\Psi(f)|^2 df \right)^2}{\int_{-\frac{B}{2}}^{\frac{B}{2}} |\Psi(f)|^2 df} = \frac{\pi^2}{3} B^2 . \tag{3}
\]

Since the vector representation is particularly convenient to deal with the noise characteristics, it is favourable for us to introduce here the vector formulation of the received signal. Assume that the number of sampling points is \( N \). This leads to the following observation vector

\[
Z = \alpha e^{j\varphi} U(x, f_d) + W \tag{4}
\]

where

\[
Z = \left[ z \left(-\frac{N}{2}\right), ..., z \left(\frac{N}{2} - 1\right) \right]^T ,
\]

and

\[
W = \left[ w \left(-\frac{N}{2}\right), ..., w \left(\frac{N}{2} - 1\right) \right]^T .
\]

\((\cdot)^T\) is the transpose operation. \( U(x, f_d) \), a continuous vector function of \( x, f_d \), denotes the delayed samples of the signal given by (5).

Through the observation of the received signal, we are capable of acquiring the desired values of the parameters that characterise the object. According to information theory, the information content is equivalent to the difference of the entropies of the a priori and a posteriori probability distribution, given by

\[
I(Z; X, F_d) = h(X, F_d) - h(X, F_d|Z) \tag{6}
\]

where

\[
h(X, F_d) = -E_Z \left[ \int_{|F_d|} \int_{|X|} p(x, f_d) \log_2 p(x, f_d) dx df \right] \tag{7}
\]

and

\[
h(X, F_d|Z) = -E_Z \left[ \int_{|F_d|} \int_{|X|} p(x, f_d|Z) \log_2 p(x, f_d|Z) dx df \right] . \tag{8}
\]

\(p(x, f_d)\) and \(p(x, f_d|Z)\) are the a priori and a posterior probability density function, respectively and \(E[\cdot]\) denotes the expectation of the random variable.

The a priori distribution of \( \alpha \) is formulated by

\[
p(\alpha) = \delta(\alpha - \alpha_0) . \tag{9}
\]

In the case when frequency is extremely high, a small change of the time delay will result in a huge change of the phase. Therefore we consider \( \Phi \) as a variable uniformly distributed in the interval \([0, 2\pi]\), that is

\[
p(\varphi) = \frac{1}{2\pi} . \tag{10}
\]

Since the uniform distribution represents a state of the least priori knowledge, it is one of the most general assumptions to make for describing the random properties of the unknown parameters. For this reason, we assume that the a priori distributions of \( X \) and \( F_D \) are uniform on the fixed interval \([x_0 - D/2, x_0 + D/2]\) and \([f_{d_0} - \Lambda/2, f_{d_0} + \Lambda/2]\) respectively near the true value \( x_0 \) and \( f_{d_0} \), namely

\[
p(x) = \frac{1}{D} \tag{11}
\]

and

\[
p(f_d) = \frac{1}{\Lambda} \tag{12}
\]

Note that the values of both \( D \) and \( \Lambda \) are normalised by \( \Delta t = 1/B \) in the sampled signal domain.

B. General Expression

It is shown from (6), (7) and (8) that, in order to derive the general expression of the information content, the main focus is the formulation of the probability distribution. Since \( W \), as considered previously, is viewed as the complex Gaussian noise samples whose elements are independent identically distributed (i.i.d.) complex Gaussian variables with zero mean and \( N_0 \) variance, we can write its probability density function as

\[
p(w) = \frac{1}{(\pi N_0)^{NM}} \exp \left(-\frac{1}{N_0} |w|^2 \right) . \tag{13}
\]
\[ U(x, f_d) = \begin{pmatrix}
  \sum_{m=0}^{M-1} \sin c \left( -\frac{N}{2} - mTRB - x \right) \exp (-jNf_d) \\
  \vdots \\
  \sum_{m=0}^{M-1} \sin c \left( -\frac{N}{2} - mTRB - x \right) \exp (-j(N-2)f_d)
\end{pmatrix} \]  

(5)

Applying the form of the received signal as in [14], we can obtain the probability density function of \( Z \) conditioned on \( X, F_d, \Phi \) and constant \( \alpha_0 \)

\[ p(z|x, f_d, \varphi) = \frac{1}{(\pi N_0)^{N/2}} \exp \left( -\frac{1}{N_0} |z - \alpha_0 e^{j\varphi} U(x, f_d)|^2 \right). \]  

(14)

We can derive the a posteriori probability density function as in (15).

Designating the uncorrelated denominator as a constant coefficient \( \mu \) yield

\[ p(x, f_d|z) = \mu I_0 \left( \frac{2\alpha_0}{N_0} |z^H U(x, f_d)| \right). \]  

(16)

Thus we have the general expression of range-Doppler information

\[ I(Z; X, F_d) = h(X, F_d) - h(X, F_d|Z) = \log_2 D + \log_2 \Lambda \]

\[ + E_Z \left[ \int_{|F_d|} \int_{|X|} p(x, f_d|Z) \log_2 p(x, f_d|Z) \, dx \, df_d \right]. \]  

(17)

This information content can be calculated as long as the a posteriori probability density in (16) is obtained. Furthermore, we can figure out its closed asymptotic expression under the specific condition of high SNR, discussed in the following section.

C. Asymptotic Upper Bound

Substituting the received signal as in [14] with the actual values of \( x_0 \) and \( f_{d0} \) into (16), we can obtain the a posteriori probability density function conditioned on noise

\[ p(x, f_d|w) = \mu I_0 \left( 2\rho^2 \left| U^H (x_0, f_{d0}) U(x, f_d) + \frac{1}{\alpha_0} F_w \right| \right) \]  

where \( \rho^2 = \frac{\alpha_0^2}{N_0} \) denotes the SNR and the noise term \( F_w \) is defined as

\[ F_w = e^{-j\varphi_0} W^H U(x, f_d). \]  

(19)

Then we obtain

\[ p(x, f_d|w) = \mu I_0 \left( 2\rho^2 \left| U^H (x_0, f_{d0}) U(x, f_d) \right| \right) \]

\[ = \mu I_0 \left( 2\rho^2 \sin c (x - x_0) \frac{\sin (\pi MT_RB (f_d - f_{d0}))}{\sin (\pi T_RB (f_d - f_{d0}))} \right). \]  

(20)

The a posteriori probability density function simplifies to

\[ p(x, f_d|w) = \mu \exp \left( -\rho^2 M \left( \beta_x^2 (x - x_0)^2 + \beta_d^2 (f_d - f_{d0})^2 \right) \right) \]  

(21)

where some higher order terms about \( r - r_0 \) and \( f_d - f_{d0} \) are neglected since the estimates are considered to locate in the vicinity of true values \( x_0 \) and \( f_{d0} \) when SNR is high. [21] demonstrates the fact that the a posteriori distribution of \( X \) and \( F_d \) is approximately Gaussian near \( x_0 \) and \( f_{d0} \). Its covariance matrix can be formulated as

\[ C_{X,F_d} = \begin{bmatrix} \frac{1}{2\rho^2 \beta_x^2 M} & 0 \\ 0 & \frac{1}{2\rho^2 \beta_d^2 M} \end{bmatrix} \]  

(22)

Utilizing the derivation of the Gaussian differential entropy, we can obtain the asymptotic upper bound of the range-Doppler information

\[ I(Z; X, F_d) = \log_2 \left( \frac{D\beta_x \beta_d M \rho^2}{\pi e} \right). \]  

(23)

It follows from (23) that the range-Doppler information is determined by the observation interval, root mean square bandwidth, total number of the transmitted radar pulses and SNR. It tells us how these parameters affect the obtainable amount of the information in the measurement process. Furthermore according to (21) and (22), it can be observed that the random variables \( X \) and \( F_d \) are independent of each other and thus we can rewrite the range-Doppler information as

\[ I(Z; X, F_d) = I(Z; X|F_d) + I(Z; F_d) \]

(24)

where

\[ I(Z; X) = \log_2 \left( \frac{D\beta_x \sqrt{M} \rho}{\sqrt{\pi e}} \right) \]  

(25)

denotes the range information and

\[ I(Z; F_d) = \log_2 \left( \frac{\Lambda \beta_d \sqrt{M} \rho}{\sqrt{\pi e}} \right) \]  

(26)

denotes the Doppler information.

D. Entropy Error

According to the definition of EE in [17], we know that the conditional entropy implies the uncertainty of the parameters and can be regarded as a performance metric for the estimation. We formulate EE of range and Doppler frequency as

\[ \sigma_{EE}^2 = \frac{2k(X,F_d|Z)}{(2\pi e)^2}. \]  

(27)
Through [17], we can further derive its relationship with range-Doppler information

$$\sigma_{EE}^2 = \frac{D^2 \Lambda^2}{(2\pi)^2 A^2(z|x,F_d)}.$$  \hfill (28)

Based on the dependence between range and Doppler information as in [24], EE can be split into two parts

$$\sigma_{EE}^2 = \frac{D^2}{(2\pi)^2 A^2(z|x,F_d)} \cdot \frac{\Lambda^2}{(2\pi)^2 A^2(z|F_d)}.$$  \hfill (29)

where $\sigma_{EE}^2$ and $\sigma_{1,EE}^2$ denote the one-dimensional EE for range and Doppler frequency, respectively.

III. DOPPLER SCATTERING INFORMATION

Considering the angle between the velocity vector and the radar line of sight is $\theta$, the Doppler frequency shift can be expressed as

$$F_D = \frac{2v \cos \theta}{\lambda}.$$  \hfill (30)

Sometimes in practical, the magnitude and the direction of target’s velocity is random, inducing the random change of the scattering phase in received signal. We propose one symbol $s(t) = \alpha e^{j\varphi} \exp(j2\pi F_D t)$ to represent the scattering properties of the target, which is regarded as a stationary random process with respect to time $t$. Designating its autocorrelation function as $R_c(\tau_c)$ and the coherence time as $T_c$, we have $R_c(\tau_c) = 0$ when $\tau_c > T_c$. The Doppler bandwidth $B_d$ is further given by

$$B_d = \frac{1}{T_c}.$$  \hfill (31)

Assume that the PRI is large enough so that the sampling points of the pulse waveform has no effect on each other. We sample the received signal $z(t)$ in (1) on time $t = mT_R + n/B$ and the resulting sequence of the m-th radar pulse simplifies to

$$Z_m = U(x)s_m + W.$$  \hfill (32)

Furthermore we can obtain the $MN \times 1$ observation vector of M radar pulses

$$Z = \begin{bmatrix} s_1 U(x) & \cdots & s_M U(x) \end{bmatrix}^T + W.$$  \hfill (33)

Through the definition of mutual information, the Doppler scattering information for given range $X = x$ is derived as

$$I(Z, S | X = x) = h(Z | X = x) - h(Z | X = x, S)$$  \hfill (34)

Assuming the scattering properties of the target follow the complex Gaussian distribution, its covariance matrix is given by

$$R_z = \mathbb{E}[ZZ^H] = \mathbb{E}\left[ (S \otimes U(x) + W) (S \otimes U(x) + W)^H \right] = R_S \otimes U(x) U^H(x) + N_0 I_{MN}$$  \hfill (35)

where $R_S$ is defined as the covariance matrix of scattering sequence $S$ presented by (36). Thus the conditional entropy of $Z$ is formulated as

$$h(Z | X = x) = \log_2 |R_z| + MN \log_2 (2\pi e).$$  \hfill (36)

The determinant of $R_z$ can be derived as

$$|R_z| = \sum_{R_S} \sum_{U(x)} + N_0 I_{MN}$$

$$= \left( 1 + \frac{\lambda_1 U^H(x) U(x)}{N_0} \right) \cdots \left( 1 + \frac{\lambda_M U^H(x) U(x)}{N_0} \right) N_0^{MN}$$

$$= \left( 1 + \frac{\lambda_1}{N_0} \right) \cdots \left( 1 + \frac{\lambda_M}{N_0} \right) N_0^{MN}$$  \hfill (37)

where $\lambda_1, \lambda_2, \cdots, \lambda_M$ are M eigenvalues of $R_S$. The Doppler information is given by

$$I(Z, S | X = x) = h(Z | X = x) - h(Z | X = x, S)$$

$$= \log_2 \left[ \left( \frac{\lambda_1}{N_0} + 1 \right) \cdots \left( \frac{\lambda_M}{N_0} + 1 \right) \right]$$  \hfill (38)

$$= \sum_{i=1}^{M} \log_2 \left( 1 + \frac{\lambda_i}{N_0} \right).$$

It is shown from [39] that, the Doppler scattering information depends on the eigenvalues of the target scattering correlation matrix. Especially in the case where the pulse interval is larger than target’s coherence time, namely $T_R > T_c$, the scattering
\[
R_S = E[SS^H] = \begin{bmatrix}
R_c(0) & R_c(T_R) & \cdots & R_c((M-1)T_R) \\
R_c(T_R) & R_c(0) & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots \\
R_c((M-1)T_R) & \cdots & R_c(T_R) & R_c(0)
\end{bmatrix}.
\] 

(36)

properties sampled in the slow time are uncorrelated. Then we have
\[
R_S = R_c(0) I_M = E_s I_M.
\] 

(40)

In this case, the eigenvalues \(\lambda_1 = \cdots = \lambda_M = E_s\) equal to the average energy of the scattered signal and the Doppler scattering information of M snapshots can be expressed as
\[
I(Z|X=x) = M \log_2 \left( 1 + \frac{E_s}{N_0} \right). 
\] 

(41)

When we adopt the coherence time as PRI, that is
\[
T_R = \frac{1}{B_d},
\] 

(42)

the Doppler scattering information obtained per unit time is given by
\[
I_s = B_d \log_2 \left( 1 + \frac{E_s}{N_0} \right),
\] 

(43)

which is proportional to the Doppler spectrum bandwidth and the logarithm of the SNR. It is worth noting that the equation \((43)\) resembles the formula of Shannon’s channel capacity.

In terms of communication theory, we can regard the radar targets as communication sources and Doppler spectrum as the channel bandwidth. This result is quite profound since it demonstrates the fundamental links between the communication theory and radar field.

IV. NUMERICAL RESULTS

In this section, we are going to provide some numerical results to illustrate our theoretical observations of this paper. We consider the number of the sampling points \(N\) is 256 and the value of the constant amplitude \(\alpha_0=1.\) Fig[1] depicts the joint probability density distribution of range and Doppler frequency at high SNR. It can be seen from this figure that the joint probability density follows two-dimensional Gaussian distribution in the vicinity of the actual values \(x_0 = 0\) and \(f_{d0} = 0.\)

Fig[2] presents the range-Doppler information versus SNR in the case of different numbers of radar pulses \(M.\) Each curve is computed through 100 simulation runs. We can observe that larger \(M\) brings greater information content. This is a reasonable phenomenon since when the number of radar pulses increases, we can obtain better Doppler frequency resolution and higher SNR gain form the coherent process, helping us to acquire more information about the unknown parameters. It also shows that the curve of the information content can be divided into three parts. Firstly we can see that the information content is approximately zero in the case of low SNR. Since the power of Gaussian noise is larger than that of the useful signal, it is difficult to locate the target from the noise. In other words, little information can be obtained in this part. Secondly, the information content grows rapidly with the increase of SNR. We can roughly determine target’s characteristics and the signal energy is being utilized with the maximum efficiency in this part of the SNR region. Finally when SNR is sufficiently high, the amount of the information continues to increase but at a lower speed than before. This phenomenon can be interpreted by the fact that once the approximate characteristics of the target is known without ambiguity, further incoming energy is continually contributing the information which is already partly known. The curves indicates the information acquisition capability of the radar system and thus can provide some guidance for the designers. The derived upper bound of range-Doppler information is also plotted in this figure, verifying the effectiveness of our theoretical analysis in this study.

Fig[3] depicts EE and its lower bound versus SNR. From (27), EE can be calculated so long as the conditional entropy is given. It is illustrated from the figure that EE decreases as SNR increases and finally coincides with the lower bound at high SNR.

Fig[4] shows the Doppler scattering information versus SNR in the case of different PRI. In this simulation, a typical Doppler power spectrum in mobile wireless channel, namely
Fig. 2: Range-Doppler information and the asymptotic upper bound versus different number of radar pulses.

Fig. 3: EE and the lower bound versus SNR.

Fig. 4: Doppler scattering information versus SNR in the case of different PRI.

Jackes mode, is used. The autocorrelation function of scattering properties is given by

$$R_c(\tau_c) = E_s J_0(2\pi f_m \tau_c).$$ (44)

where the only nonzero eigenvalue is $ME_s$. Substituting it into (39), we have

$$I(Z, S|X = x) = \log \left(1 + M\rho^2\right).$$ (46)

It demonstrates the fact that the multiple observation for the stationary target can bring us the accumulation of power. Furthermore, as the PRI continues to increase, the target’s scattering properties of different pulses finally become uncorrelated, and the Doppler scattering information is given by (41).

This formula represents the accumulation of the information content. Undoubtedly speaking, such way of accumulation can allow us to learn about the target more efficiently.

V. Conclusion

In this paper, the general radar measurement problems of determining range, Doppler frequency and scattering properties parameters are investigated from the viewpoint of Shannon’s information theory. We apply the framework of spatial information to multipulse radar. The range-Doppler information is derived and its upper bound is formulated theoretically. It is concluded that the range information is independent of Doppler information when the observation interval is limited and SNR is sufficiently high. Furthermore, based on the conditional entropy, EE is derived and utilized to provide guidance for radar system designers from the information theory point of view. Doppler scattering information induced by target’s random motion characteristics is discussed. It is proved that this information content depends on the eigenvalues of the target scattering correlation matrix. Especially in the case where the pulse interval is larger than target’s coherence time, we can find that the formula of the Doppler scattering information is similar to Shannon’s channel capacity equation, indicating the fundamental links between the communication theory and radar field. Numerical simulations are presented to confirm our theoretical observations.
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