Combining Matrix Design for 2D DoA Estimation with Compressive Antenna Arrays using Stochastic Gradient Descent
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Abstract—Recently, compressive antenna arrays have been considered for direction of arrival (DoA) estimation with reduced hardware complexity. By utilizing compressive sensing, such arrays employ a linear combining network to combine signals from a larger set of antenna elements in the analog RF domain. In this paper, we develop a design approach based on the minimization of error between spatial correlation function (SCF) of the compressive and the uncompressed array resulting in the estimation performance of the two arrays to be as close as possible. The proposed design is based on grid-free stochastic gradient descent (SGD) optimization. In addition to a low computational cost for the proposed method, we show numerically that the resulting combining matrices perform better than the ones generated by a previous approach and combining matrices generated from a Gaussian ensemble.

I. INTRODUCTION

Determination of the direction of impinging waves using an antenna array is formulated as the DoA estimation problem [1], [2]. It is well established that a comparatively large number of elements in the receiving array is required to achieve high DoA estimation accuracy [2]. Implementation of antenna arrays for DoA estimation usually requires a radio frequency (RF) chain to process each antenna output. Such a RF chain could include components such as a low-noise amplifier (LNA), filters, down-converter, and analog-to-digital (ADC) converter. Thus, realisation of a relatively large array brings along increased hardware costs. In recent years, major focus of research has been dedicated to develop techniques that provide desirable DoA estimation performance while enabling reduction in hardware complexity. Ideas from the compressed sensing (CS) domain have been considered to reduce the complexity of hardware implementation while maintaining DoA estimation accuracy [3]–[6].

One such approach involves the application of CS paradigm in the spatial domain by employing an analog combining network to linearly combine N antenna outputs to a smaller number of M < N channels [7]–[9]. Using such a CS-based combining network, only M channels need to be processed through their respective RF chains. The hardware complexity of the compressive array formed by the output channels of the combining network is lower compared to its uncompressed counterpart without such a network. Besides, the compressive array provides a better estimation performance owing to its larger aperture in comparison to an equivalent uncompressed array of size M.

In [10], a low-complexity design approach based on the spatial correlation function (SCF) for 1D DoA estimation is proposed while its extension for 2D DoA estimation is investigated in [11]. In [11], instead of taking the complete 4D-SCF to define the cost function for optimization, only 2D subsets are used. A method to choose these 2D subsets, and an evaluation of the DoA performance while achieving considerable reduction in computational requirements compared to a direct extension of the approach in [10] is described in [11].

Despite the effectiveness of the approach in [11] its computational requirements increase substantially with increasing size of the antenna array. In this contribution, we propose a Stochastic Gradient Descent (SGD) based approach with momentum [12] for obtaining the kernels of the combining matrix. The cost function is defined as the average difference between the compressed and the uncompressed SCF evaluated at 

$$\mathbb{E} \left[ \sum_{s=1}^{S} \mathbb{E} \left[ \mathbb{E} \left[ \sum_{i=1}^{M} a_i(\theta_s, \vartheta_s) x_i(t) + v(t) \right] - \mathbb{E} \left[ \sum_{i=1}^{M} a_i(\theta_s, \vartheta_s) x_i(t) \right] \right] \right]$$

with the array receiving S far-field narrowband plane waves impinging from DoAs described by azimuth (θ) and elevation (φ) pair (θ_s, φ_s). The array steering vector is $a(\theta_s, \vartheta_s) = [a_1(\theta_s, \vartheta_s), \ldots, a_N(\theta_s, \vartheta_s)]^T \in \mathbb{C}^N$ for $s = 1, \ldots, S$, $x_s(t)$ is the complex transmitted signal, while $v(t) \in \mathbb{C}^N$ is the additive noise. Determination of angles pairs (θ_s, φ_s) from $y(t)$ is the goal of DoA estimation.

II. SYSTEM MODEL

A. Input Signal

For an N-element antenna array, the complex baseband signal received by it is given by $y(t) \in \mathbb{C}^N$ such that,

$$y(t) = \sum_{s=1}^{S} a(\theta_s, \vartheta_s) x_s(t) + v(t),$$

(1)
B. Compressive Arrays

A dedicated RF receiver chain is required for each antenna output of the array to comply with the model in (1). Hardware implementation of such an array is prohibitive with considerations of complexity, cost, and power consumption. Reduction in the number of RF channels without the compromising DoA estimation performance can be achieved by applying the compressive approach. A compressive array is obtained by utilizing an analog combining network to linearly combine the outputs of an array to a lower number of channels [10]. The combining network is described by the matrix $\Phi \in \mathbb{C}^{M \times N}$, such that in baseband, $[\Phi]_{m,n} = \alpha_{m,n} \delta_{m,p_{m,n}}$ are the complex weights that are applied to the antenna outputs, with $m = 1, \ldots, M$, $n = 1, \ldots, N$ and $M < N$. Thus, the array output of the compressive array is given by

$$\hat{y}(t) = \Phi y(t) = \sum_{s=1}^{S} \hat{a}(\theta_s, \vartheta_s) x_s(t) + w(t),$$

where $\hat{a}(\theta, \vartheta) = \Phi a(\theta, \vartheta) \in \mathbb{C}^{M \times 1}$ represents the effective (compressed) array steering vector after the combining, and $w(t) \in \mathbb{C}^{M \times 1}$ is the noise vector representing additive noise sources of the system [10]. Now, the goal is to design $\Phi$ in order to allow accurate estimation of $(\theta_s, \vartheta_s)$ from the above compressive measurement $\hat{y}(t)$.

III. Combining Matrix Design based on the Spatial Correlation Function

For an array with a manifold $a(\theta, \vartheta)$ the spatial correlation function (SCF) $\rho : \mathbb{R}^2 \rightarrow \mathbb{C}$ is given by

$$\rho(\theta_1, \vartheta_1, \theta_2, \vartheta_2) = \hat{a}^H(\theta_1, \vartheta_1) a(\theta_2, \vartheta_2).$$

Inserting $\hat{a}(\theta, \vartheta)$ into (3), we obtain the effective SCF of the compressive array as

$$\hat{\rho}(\theta_1, \vartheta_1, \theta_2, \vartheta_2) = \hat{a}^H(\theta_1, \vartheta_1) \hat{a}(\theta_2, \vartheta_2) = a^H(\theta_1, \vartheta_1) \Phi^H \Phi a(\theta_2, \vartheta_2) = a^H(\theta_1, \vartheta_1) G_{\Phi} a(\theta_2, \vartheta_2),$$

where for any arbitrary matrix $B$ we denote by $G_B = B^H B$ its Gramian.

Depending on the application, one might have different requirements to the effective SCF $\hat{\rho}(\theta_1, \vartheta_1, \theta_2, \vartheta_2)$, such that it ensures uniform sensitivity and/or good cross-correlation properties for instance. Our particular design goal in this work is to reduce the number of receiver channels $M$ while not compromising the DoA estimation performance compared to the original array without the combining. To evaluate the performance of a given $\Phi$, we define $\delta : \mathbb{C}^{M \times N} \rightarrow \mathbb{R}$ as

$$\delta(\Phi) = \int \int \int \int |e(\Phi, \theta_1, \vartheta_1, \theta_2, \vartheta_2)|^2 d\theta_1 d\vartheta_1 d\theta_2 d\vartheta_2,$$

where $e : \mathbb{C}^{M \times N} \times \mathbb{R}^4$ is defined as

$$e(\Phi, \theta_1, \vartheta_1, \theta_2, \vartheta_2) = \hat{\rho}(\theta_1, \vartheta_1, \theta_2, \vartheta_2) - \rho(\theta_1, \vartheta_1, \theta_2, \vartheta_2) = a^H(\theta_1, \vartheta_1) G_{\Phi} a(\theta_2, \vartheta_2) - \hat{a}^H(\theta_1, \vartheta_1) \hat{a}(\theta_2, \vartheta_2).$$

Note that a small value of $\delta(\Phi)$ implies that we can expect a DoA estimation performance close to that of the original array before the combining, as discussed in [10] for the case of 1D DoA estimation. So to this end $\delta$ serves as a suitable proxy to estimate the performance of a given $\Phi$.

Consequently, in order to find a good combining matrix $\Phi$ one has to minimize $\delta(\Phi)$. This however implies solving an optimization problem, where the evaluation of the objective function itself is very time consuming since it has to be approximated with some numerical integration scheme. To circumvent this problem, consider an i.i.d. sequence of random vectors $(\Theta^k)_{k \in \mathbb{N}} \subset ([0, 2\pi) \times (0, \pi))^K$ over some appropriate probability measure space $(\Omega, \mathcal{A}, \mathbb{P})$ and $L \in \mathbb{N}$, which represent $L$ points on the unit sphere, where the first component is the angle in azimuth and the second elevation. Further, let us define

$$D(\Phi, \Theta) = \frac{1}{KL^2} \sum_{k=1}^K \sum_{l_1}^L \sum_{l_2}^L |e(\Phi, \Theta_{l_1,1}, \Theta_{l_2,1}, \Theta_{l_1,2}, \Theta_{l_2,2})|^2.$$

For the following, we set

$$A_k = [a(\Theta_{1,1}^k, \Theta_{1,2}^k), \ldots, a(\Theta_{L,1}^k, \Theta_{L,2}^k)] \in \mathbb{C}^{M \times L}$$

and

$$E_k(\Phi) = A_k^H G_{\Phi} A_k - A_k^H A_k \in \mathbb{C}^{L \times L},$$

which allows us to write

$$D(\Phi, \Theta) = \frac{1}{K} \sum_{k=1}^K \|E_k(\Phi)\|^2_F,$$

and

$$\nabla_{\Phi} D(\Phi, \Theta) = \frac{1}{K} \sum_{k=1}^K \nabla_{\Phi} \|E_k(\Phi)\|^2_F.$$

The key idea now is to minimize $\delta(\Phi)$ by minimizing $D(\Phi, \Theta(\omega))$ for some fixed realization $\omega \in \Omega$. In other words we carry out the minimization of $D(\Phi, \Theta)$ for a specific realization of $\Theta(\omega)$, which is a suitable approach, if we choose $K$ large enough and the distributions of the $\Theta^k$s such that this random process explores the angular domain well enough. This stochastic approach is outlined in the following section.

IV. Stochastic Gradient Descent-based Design

Gradient Descent with momentum [13] is a popular and simple first order technique to find local minima of smooth functions. In its most simple form it minimizes a smooth function $f : \mathbb{C}^n \rightarrow \mathbb{C}$ by iterating

$$v_{i+1} = \eta v_i - \alpha \nabla_{x} f(x_i),$$

$$x_{i+1} = x_i - v_i$$

for initial velocity and state variables $v_0, x_0 \in \mathbb{C}^n$, a drag parameter $\eta \in (0, 1)$ and a step size $\alpha > 0$. Now, if $f$ is of the form $f = (1/K) \sum_k g_k$ for smooth functions $g_k : \mathbb{C}^n \rightarrow \mathbb{C}$ above velocity can be rewritten as

$$v_{i+1} = \eta v_i - \alpha \frac{1}{K} \sum_{k} \nabla x g_k(x_i).$$

Now, suppose $K$ is prohibitively large such that the evaluation of $f$ and its gradient becomes computationally intractable. Then a well known approach that has recently gained a lot of traction because of its use in the machine learning community [13] is stochastic gradient descent [12], which exploits the fact that

$$\mathbb{E} \frac{1}{K} \sum_{k \in K} \nabla x g_k(x_i) = \frac{1}{K} \sum_{k} \nabla x g_k(x_i).$$
for $K$ selected uniformly at random from the set of all subsets of $\{1, \ldots, K\}$ with cardinality $\kappa$. This makes the above random sum depending on the random $K$ a good approximation of $\nabla_x f$ due to the weak law of large numbers, which states that with high probability above partial sum is close to its expectation for a single realization $K(\omega)$. Then the velocity update reads as

$$v_{t+1} = \eta v_t - \alpha \sum_{k \in K} \nabla_x g_k(x_t),$$

(9)

while the state variable update stays the same as in (8). So the proposed stochastic gradient descent consists of iteratively carrying out (9) and (8). Now, we outline how to apply the iterative approach explained above to the problem at hand.

A. SGD for Combining Matrix Design

For the specific problem of designing a suitable combining matrix $\Phi$ we apply a slight modification of (9) by reformulating it as an online minimization of $D(\Phi, \Theta)$ via

$$v_{t+1} = \eta v_t - \alpha \nabla \Phi E_i(\Phi)^2 T,$$

(10)

which allows to generate $\Theta^t$ and thus $E_i(\Phi)$ during the iteration without the need to store or precompute them during or before the execution. This means instead of randomly subselection points from a prespecified set on the sphere, we keep drawing a new set of points on the fly in each iteration step. Clearly, we are still in need of an analytical expression of the gradient of $\|E_i(\Phi)\|^2 T$, which is provided in the following result.

**Lemma 1.** For given $\Theta^k$ and $\Phi \in \mathbb{C}^{M \times N}$ it holds that

$$\nabla \Phi \|E_i(\Phi)\|^2 T = 4 \Phi A_i A_i^H G_i A_i A_i^H - 4 \Phi A_i A_i^H A_i A_i^H.$$

**Proof.** First, we use the facts $\|M\|^2 T = \text{tr}(MM^H)$ and $\text{tr}(AB) = \text{tr}(BA)$ to get

$$\|E_i(\Phi)\|^2 T = \text{tr}(M^H M)$$

and

$$\|E_i(\Phi)\|^2 T = \text{tr}(M^H M).$$

Now with two well known results from matrix calculus

$$\nabla_X \text{tr}(M^H X X^H M^H X^H M) = 4XMM^H X^H M^H$$

and

$$\nabla_X \text{tr}(XMX^H) = 2XM,$$

we conclude the statement.

Now we have all ingredients at hand to implement the proposed method with an analytically derived gradient calculation. The following section evaluates the performance of this approach.

V. Numerical Evaluation

In this section, we assess the performance of the compressive array designed using our proposed SGD-based approach in comparison with that of the uncompressed array, the compressive array obtained using the 2D SCF-based approach from [11] and the compressive array derived from a randomly drawn combining matrix.

In any case, we let SGD run for $K = 5000$ steps, with $L = 250$ angles per step, step size $\alpha = 10^{-2}$ and drag parameter $\eta = 0.1$, where the distribution of the $\Theta^k$ is the uniform distribution on $(0, 2\pi] \times [\pi/4, 3\pi/4]$. Moreover we always use normalized sensing matrices, which means that the columns of any $\Phi$ considered are normalized to unit length. As an antenna we consider a SUCA of $(\Sigma \times N_S)$ isotropic elements, so it has $\Sigma = 3$ stacks of $N_S = 11$ elements each with the total number of elements denoted by $N = \Sigma \times N_S$. The array response of the SUCA is given by $a_{SUCA}(\theta, \vartheta)$. We choose $d = 0.5\lambda$ as the distance between two consecutive stacks, $R = 0.68\lambda$ as the radius of the stacks, where $\lambda = c/f$ is the wave-length at frequency $f$ with $c = 3 \cdot 10^8$ m/sec. For the SCF-based approach from [11], the number of grid points in azimuth and elevation used for calculation of SCF is $N_\vartheta = 121$ and $N_\vartheta = 61$, respectively over $\theta \in [-\pi, \pi]$ and $\vartheta \in [-\pi/2, \pi/2]$. Also, the number of reference points in elevation considered for optimization using this approach is $\lvert N \rvert = 3$.

In Figure 1 we evaluate how the different approaches perform in terms of the overall SCF-error. To approximate the quantity in (5) we evaluate (6) on a regular 2D grid in azimuth and elevation and then sum the squared absolute values of these samples. This is done for different levels of compression rate $\rho$. Clearly, the proposed SGD-based method is capable of approximating the original antenna response more closely than the previous approach and the conventional combining matrices resulting from a zero-mean Gaussian ensemble.

To quantify the performance of the proposed design approach for the case of 2D DoA estimation, we also evaluate the deterministic CRLB in Figure 2 since it serves as a proxy to assess the possible performance of any unbiased estimator. For instance, the maximum likelihood estimator always reaches this lower bound asymptotically in the effective SNR, so one can expect that any well designed estimation procedure behaves similarly in the asymptotic regime. With spatial compression, the deterministic CRLB for the 2-dimensional case with $S$ sources and 1 snapshot can be computed via [14]

$$C(\Theta) = \frac{\sigma^2}{2} \text{tr} \left( \left[ R(D^H \Pi_G \tilde{D} \otimes (1_{2 \times 2} \otimes \tilde{R})^T) \right]^{-1} \right),$$

(11)

with $\Pi_G = I - G(G^H G)^{-1} G^H$, $\otimes$ denoting the Kronecker product, $R$ the real part of a complex number and $\tilde{R} = x : x^H$.
Fig. 2: Magnitude of the deterministic CRLB on a logarithmic scale for fixed noise level $\sigma^2 = 1$ dependent on azimuth and elevation. 

Top: single source, Middle: two sources separated in azimuth by $2\pi/10$, Bottom: two sources separated in elevation by $2\pi/10$. Notice the differing color bars for top, middle and bottom.

being the sample covariance and we have set 

$$G = \Phi[a_{SUCA}(\theta_1, \vartheta_1), \ldots, a_{SUCA}(\theta_S, \vartheta_S)],$$

$$D_i = \frac{\partial}{\partial \theta_i} G, \quad D = [D_1, \ldots, D_d].$$

The results in Figure 2 show for a fixed noise level $\sigma^2 = 1$ how the CRLB changes for the four different sensing matrix designs depending on the position of a single source (top), two sources separated in azimuth (middle) and elevation (bottom). In the two sources case, the first source is located at the position denoted in the plot and the second with angular distance $2\pi/10$ in azimuth or elevation. As one can see the random combining matrix and the previous approach introduce a highly varying sensitivity of the CRLB with respect to azimuth and elevation, rendering the resulting combining matrices hard to apply for DoA estimation because of this non-uniformity in the angular domain. The SGD-based approach results in a significantly smoother behavior of the CRLB with a uniform increase across the whole azimuth and elevation region. Thus, the compressed array resulting from SGD mimics the behavior of the uncompressed array more closely in terms of the CRLB, which ultimately was the goal of the proposed design process.

VI. CONCLUSION AND OUTLOOK

We have presented a flexible and computationally efficient scheme to optimize combining matrices for 2D DoA with compressive antenna arrays. First, it is not bound to a discrete dictionary for the angles, since they are selected during the gradient descent and do not have to reside on any grid. Second, it is possible to extend the model and the optimization to incorporate polarization or bistatic TX-RX setups with applications in channel sounding. Moreover, since the method is not bound to special antenna geometries, it can even cope with measured antenna patterns. Additionally, one has some level of control over the compressed array’s behavior by choosing a suitable distribution for $\Theta$. The low complexity also allows to use the proposed method as an online optimization during the measurement process itself by adaptively focusing on certain regions of the parameter space by again selecting the distribution of $\Theta$. Ultimately, one could change the objective function in each gradient step to be something even more suitable for parameter estimation, like the deterministic CRLB.
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