EXACT DIMENSION OF FURSTENBERG MEASURES
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Abstract. For a probability measure \( \mu \) on \( SL_d(\mathbb{R}) \), we consider the Furstenberg stationary measure \( \nu \) on the space of flags. Under general non-degeneracy conditions, if \( \mu \) is discrete and if \( \sum_g \log \|g\| \mu(g) < +\infty \), then the measure \( \nu \) is exact-dimensional.

1 Introduction

1.1 Main results. Let \( \mu \) be a probability measure on the group \( SL_d(\mathbb{R}) \) of \( d \times d \) real matrices with determinant 1. Let \( \mathcal{F} \) be the space of complete flags in \( \mathbb{R}^d \),

\[
    f \in \mathcal{F} \iff f = U_0 \subset U_1 \subset \cdots \subset U_{d-1} \subset U_d,
\]

where \( U_i \) is a vector space of dimension \( i \) in \( \mathbb{R}^d \), \( U_0 = \{0\}, U_d = \mathbb{R}^d \). \( SL_d(\mathbb{R}) \) acts naturally on \( \mathcal{F} \). A probability measure \( \nu \) on \( \mathcal{F} \) is called stationary if it satisfies

\[
    \int g_* \nu \, d\mu(g) = \nu.
\]

By compactness, there always exist stationary measures. Understanding stationary measures is central to many studies of linear groups and applications (see [BQ16] for a recent survey).

Let \( G \) be a group, \( \mu \) a probability on \( G \), \( X \) a compact \( G \)-space and \( \nu \) a stationary probability measure. We define the Furstenberg entropy as the nonnegative number \( h(X, \mu, \nu) \) given by

\[
    h(X, \mu, \nu) := \int_G \int_X \log \frac{dg_* \nu}{d\nu}(x) \frac{dg_* \nu}{d\nu}(x) \, d\nu(x) \, d\mu(g),
\]

with the convention that \( 0 \log 0 = 0 \) and that the entropy is \( +\infty \) if the measure \( g_* \nu \) is not absolutely continuous with respect to the measure \( \nu \) for a set of positive \( \mu \)-measure of elements \( g \in G \).
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Let \( G_0 \) be the subgroup of \( SL_d(\mathbb{R}) \) generated by the support of \( \mu \). Assume that 
\[
\int_{G_0} \log \|g\| \, d\mu(g) < +\infty
\]
and \( \nu \) is extremal among stationary measures. Then, there are \( d \) Lyapunov exponents
\[
\chi_1 \geq \chi_2 \geq \cdots \geq \chi_d, \text{ with } \chi_1 + \cdots + \chi_d = 0,
\]
such that for \( \nu \)-a.e. \( f \in \mathcal{F}, f = \{0\} \subset U_1(f) \subset \cdots \subset U_{d-1}(f) \subset \mathbb{R}^d \), any \( j, j = 1, \ldots, d-1 \), and \( \mu^{\otimes \mathbb{N}} \)-almost every sequence \( g_0, g_1, \ldots \),
\[
\sum_{i \leq j} \chi_i = \lim_{n \to \infty} \frac{1}{n} \log |\det_{U_j(f)}(g_{n-1} \cdots g_1 g_0)|,
\]
where, for any subspace \( U \) in \( \mathbb{R}^d \), \( |\det(U(g))| \) is the Jacobian of the linear mapping from \( U \) to \( gU \), both endowed with the Euclidean metric.

The following inequality is very general (and essentially due to Furstenberg [Fur63])

**Theorem 1.1.** Let \( \mu \) be a probability on \( SL_d(\mathbb{R}) \) such that 
\[
\int_{SL_d(\mathbb{R})} \log \|g\| \, d\mu(g) < +\infty.
\]
Then there exists a stationary measure \( \nu \) on \( \mathcal{F} \) such that
\[
h(\mathcal{F}, \mu, \nu) \leq \sum_{i,j: i < j} \chi_i - \chi_j.
\]

If there is equality in (2), then the measure \( \nu \) is exact-dimensional with dimension \( d(d-1)/2 \).

The inequality (2) is proven in Section 5. See the discussion after Theorem 1.6 for the equality case.

**Remark 1.2.** It follows from Theorem 1.1 and its proof, that if \( \int_{SL_d(\mathbb{R})} \log \|g\| \, d\mu(g) < +\infty \), then there exists a stationary measure \( \nu \) with finite entropy. In particular, for \( \mu \)-a.e. \( g \in G_0 \), the measure \( g_* \nu \) is absolutely continuous with respect to the measure \( \nu \) (see Corollary 5.9).

Let \( \mathcal{M}(d) \) be the set of probability measures on \( SL_d(\mathbb{R}) \) with \( \int \log \|g\| \, d\mu(g) < +\infty \) such that the stationary measure on \( \mathcal{F} \) is unique and the Lyapunov exponents are pairwise distinct. For example, if the group \( G_0 \) is Zariski dense in \( SL(d, \mathbb{R}) \) and \( \int \log \|g\| \, d\mu(g) < +\infty \), then \( \mu \in \mathcal{M}(d) \) (see [GR89, GM89]).

Let \( (X, \rho) \) be a metric space, \( \nu \) a measure on \( X \). The **lower dimension** \( \underline{\delta} \) and the **upper dimension** \( \overline{\delta} \) of \( (X, \rho, \nu) \) are defined by
\[
\underline{\delta} = \text{ess. inf}_{\nu} \lim_{r \to 0} \inf \frac{\log \nu(B(x, r))}{\log r}, \quad \overline{\delta} = \text{ess. sup}_{\nu} \lim_{r \to 0} \sup \frac{\log \nu(B(x, r))}{\log r}.
\]
A measure \( \nu \) on \( X \) is called **exact-dimensional with dimension** \( \delta \) if \( \underline{\delta} = \overline{\delta} = \delta \).

If the space \( (X, \rho) \) is bilipschitz equivalent to an Euclidean \( \mathbb{R}^n, n \geq 1 \), and \( \nu \) is exact-dimensional of dimension \( \delta \), then \( \delta \) is the smallest Hausdorff dimension of sets of positive \( \nu \)-measure (see e.g. [You82], Prop 2.1). Our main result is
Theorem 1.3. Let $\mu \in \mathcal{M}(d)$ be a discrete probability measure. Endow the space $\mathcal{F}$ of flags with the natural Riemannian distance invariant under the action of $SO(d)$. Then the unique stationary probability measure $\nu$ on the space $\mathcal{F}$ is exact-dimensional.

The dimension in Theorem 1.3 is given by a formula involving exponents and some partial entropies (see (8)). This implies an a priori bound on the dimension that we describe now. Denote $\{0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_{d(d-1)/2}\}$ the differences of exponents $\chi_i - \chi_j$ for all $(i, j), i < j$. Assume $\mu$ is discrete and belongs to $\mathcal{M}(d)$. Let $\nu$ be the unique stationary measure. We define the continuous, piecewise affine function $D_\mu$ on the interval $[0, d(d-1)/2]$ as:

$$D_\mu(0) := h(\mathcal{F}, \mu, \nu) \quad \text{and} \quad D_\mu'(s) = -\lambda_k \quad \text{for} \quad s \in (k-1, k), \quad k = 1, \ldots, d(d-1)/2.$$

Observe that by Theorem 1.1, $D_\mu(d(d-1)/2) \leq 0$. Following Kaplan–Yorke [KY79] and Douady–Oesterlé [DO80], the Lyapunov dimension $\text{dim}_{LY}(\mathcal{F}, \mu)$ is the number such that $D_\mu(\text{dim}_{LY}(\mathcal{F}, \mu)) = 0$.

Theorem 1.4. Let $\mu \in \mathcal{M}(d)$ be discrete. Then, the exact dimension $\delta$ of $\nu$ satisfies

$$\delta \leq \text{dim}_{LY}(\mathcal{F}, \mu).$$

We discuss the proof of Theorem 1.4 in Section 2.3.

We can prove equality in relation (3) in some examples: in dimension 2, for $\mu \in \mathcal{M}(2)$, we always have $\delta(\nu) = h(\mathcal{F}, \mu, \nu)/\chi_1 - \chi_2 = \text{dim}_{LY}(\mathcal{F}, \mu)$ ([Led84], where the formula is proven with a less precise notion of dimension); in Section 9, we discuss the terms and the proof of the following

Theorem 1.5. Let $\Gamma$ be a cocompact group of isometries of $\mathbb{H}^2$, $\rho$ a Hitchin representation of $\Gamma$ in $\text{PSL}_d(\mathbb{R})$ and $\mu$ an adapted probability measure on $\Gamma$ such that $\sum_g |g| \mu(g) < +\infty$, where $|\cdot|$ is some word metric on $\Gamma$. Consider the random walk on $\text{PSL}_d(\mathbb{R})$ directed by the probability $\rho_*(\mu)$ and $\nu$ the stationary measure on the space $\mathcal{F}$ of flags. Then, $\nu$ is exact-dimensional and $\delta(\nu) = \text{dim}_{LY}(\mathcal{F}, \mu)$.

If $\mu \in \mathcal{M}(d)$, we can also consider a partition $Q = \{0 < q_1 < \cdots < q_{\ell-1} < q_{\ell} = d\}$ of $\{0, 1, \ldots, d\}$ into intervals, the group $\text{SL}_d(\mathbb{R})$ acts naturally on the space $\mathcal{F}_Q$ of increasing sequences of vector subspaces of $\mathbb{R}^d$,

$$\{0\} = U_0 \subset U_1 \subset \cdots \subset U_{\ell-1} \subset U_\ell = \mathbb{R}^d,$$

with $\dim U_i = q_i$ for $i = 1, \ldots, \ell$. The group $G_0$ acts naturally on $\mathcal{F}_Q$ and there is a unique stationary probability measure $\nu_Q$ for this action. Theorems 1.1, 1.3 and 1.4 will be the particular case ($Q = Q_1 := \{0 < 1 < 2 < \cdots < d\}$) of the corresponding results stated and proven for the action of $\mathcal{F}_Q$, for any partition $Q$ (see respectively Theorem 5.1, Corollary 2.5 and Proposition 2.9).
1.2 Related results. There are many results (and still open questions) related to the regularity of the Furstenberg measure in dimension 2: the space $\mathcal{F}$ is the space of lines in $\mathbb{R}^2$ and Theorem 1.3 holds for a general measure $\mu \in \mathcal{M}$ (Hochman and Solomyak [HS17]). Theorem 1.4 follows with equality in the formula (3). The main result of [HS17] is stronger: it concerns a formula analogous to (3) but with a larger definition of the Lyapunov dimension and is related to the well-known problem of finding conditions under which the Furstenberg measure is absolutely continuous. For any lattice $\Gamma \in SL_2(\mathbb{R})$, by discretizing the Brownian motion on the symmetric space, Furstenberg [Fur71] constructed a probability measure on $\Gamma$ which belongs to $\mathcal{M}(2)$ and such that the stationary measure is Lebesgue. On the contrary, the stationary $\nu$ is singular if $\mu$ has finite support on $SL_2(\mathbb{Z})$ (Guivarc’h–Le Jan [GL93]). It is not known whether the same is true for measures with finite support on uniform lattices. There are examples of measures with finite support and an absolutely continuous stationary measure (Bárany–Pollicott–Simon [BPS12] and Bourgain [B12]), but the group generated by the support is dense.

In all dimensions, under exponential moment and proximality conditions, Guivarc’h [G90] showed that the unique stationary measure $\nu$ has uniformly positive dimension: there is $C, \delta > 0$ such that for all $f \in \mathcal{F}$, all $\varepsilon > 0$, $\nu(B(f, \varepsilon)) \leq C\varepsilon^\delta$.

The stationary measure might be absolutely continuous: Furstenberg’s discretization works in all dimensions and Benoist–Quint [BQ18] found finitely supported measures with absolutely continuous stationary measures. In the other direction, there exist measures supported on a discrete Zariski dense subgroup $\Gamma$ with arbitrarily small $\dim_{LY}$ (Kaimanovich–Le Prince [KLP11]).

Theorem 1.3 has been recently proven by Rapaport [Rap21] for the stationary measure on the space $\mathcal{F}_{0<1<d} = \mathbb{R}^{d-1}$ of directions in $\mathbb{R}^d$ and on the space $\mathcal{F}_{0<d-1<d} = \mathcal{G}_{d-1}$ of $(d-1)$-dimensional hyperplanes in the case when the measure $\mu$ is finitely supported. Theorem 1.4 follows with a notion of $\dim_{LY}$ adapted to the projective space (see Corollary 1.7 in [Rap21]). We explain in Section 6.2 how to recover [Rap21] from our results when both apply. D. Feng proved a similar result for affine IFSs ([Fen19], see also [BK17]). All these papers (and this one) can be seen as higher dimension extensions of [FH09]. For the flag space (and for the projective space as well), the extension of the equality $\delta(\nu) = \dim_{LY}(\mathcal{F}, \mu)$ to $\mu$ discrete in $\mathcal{M}(d), d > 2$ seems to be delicate. The proof of Theorem 1.3 may suggest a strategy. This is in accord with the results of [BHR19, HR19].

1.3 Strategy in dimension 3. The main new feature of our paper is already present for finitely supported measures in the case $d = 3$. The space $\mathcal{F}_{0<1<3}$ is the space $\mathcal{L}$ of lines in $\mathbb{R}^3$, the space $\mathcal{F}_{0<2<3}$ is the space $\mathcal{P}$ of planes in $\mathbb{R}^3$. The stationary measure $\nu$ on $\mathcal{F}$ projects on the stationary measures $\nu_\mathcal{L}$ and $\nu_\mathcal{P}$ and the fibers of the projections are one-dimensional. We know by [Rap21] that $\nu_\mathcal{L}$ and $\nu_\mathcal{P}$ are exact-dimensional. Moreover, we know by [Les21] that the conditional measures on the fibers are exact-dimensional and [Les21] has formulae for the almost everywhere constant dimensions. This is not enough information to be able to conclude that the
measure \( \nu \) is exact-dimensional and to compute its dimension. Indeed, in the setting of Theorem 1.5 in dimension 3, as soon as the Hitchin representation is not Fuchsian, there exists a probability measure \( \mu_0 \) whose support generates \( \Gamma \) for which the dimensions do not add up for the projection from \((\mathcal{F}, \nu_0)\) to \(\mathcal{P} \) (see Proposition 9.1 and Theorem 9.2).

We next recall this phenomenon of dimension conservation and explain what is the third codimension one projection of \( \mathcal{F} \) that we consider and for which we will prove dimension conservation. In the following subsection, we introduce the corresponding formalism in higher dimensions.

Let \((X, \nu), (X', \nu')\) be standard probability spaces, \( \pi : (X, \nu) \to (X', \nu') \) a measure preserving mapping. Recall that a disintegration of the measure \( \nu \) with respect to \( \pi \) is an a.e. defined measurable family of probability measures \( \nu_{x'} \) (or \( x' \mapsto \nu_{x'}^x \)) of probability measures on \( X \) such that

\[
\nu_{x'} = \int_{X'} \nu_{x'}^x \, d\nu'(x').
\]

Two families of disintegrations of the measure \( \nu \) with respect to \( \pi \) coincide \( \nu' \text{-a.e.} \).

Assume now that \((X, d), (X', d')\) are separable metric spaces and that \( \pi : (X, d) \to (X', d') \) is a Lipschitz mapping. Let \( \nu \) be a probability measure on \( X \). We say that the projection \( \pi \) is dimension conserving for \( \nu \) if

1. the measure \( \nu \) is exact-dimensional with dimension \( \delta \),
2. the measure \( \pi_* \nu \) is exact-dimensional with dimension \( \delta' \),
3. for \( \pi_* \nu \text{-a.e.} \, x' \in X' \), the disintegration \( \nu_{x'}^x \) is exact-dimensional on \( \pi^{-1}(x') \) with dimension \( \delta - \delta' \).

The definition is adapted from Furstenberg [Fur70, Fur08]. Dimension conservation occurs often in the presence of iterations or randomness. Classical examples are the results à la Marstrand and Mattila for projections of measures along almost every direction in \( \mathbb{R}^d \) [JM98], see [JL04] and the more recent [FFJ15, Shm15] for surveys. On the other hand, it is easy to construct examples (for instance the graphs of the Brownian trajectories or the graph of the Weierstraß function (see [She18]) where 1 and 2 hold, but the conditional measures are Dirac measures with dimension 0 whereas \( \delta > \delta' \). See also [Rap17] for an example in a context close to ours.

We will now describe, in dimension 3, a third projection defined on \( \mathcal{F} \) with one-dimensional fibers for which we will be able to prove dimension conservation (see Corollary 2.3).

We say that two flags \( f = \{0\} \subset U_1 \subset U_2 \subset \mathbb{R}^3 \) and \( f' = \{0\} \subset U_1' \subset U_2' \subset \mathbb{R}^3 \) are in general position if \( U_1 \oplus U_2' = U_2 \oplus U_1' = \mathbb{R}^3 \). Set \( \mathcal{F}^{(2)} \) for the set of pairs of flags in general position. The mapping \( F : \mathcal{F}^{(2)} \to \mathcal{P} \times \mathcal{L} \times \mathcal{F} \) defined by

\[
F(f, f') := (U_1 \oplus U_1', U_2 \cap U_2', f')
\]

has one-dimensional fibers. Indeed, fixing \( U_1 \) in \( U_1 \oplus U_1' \) determines \( U_2 = U_1 \oplus (U_2 \cap U_2') \); alternatively, choosing \( U_2 \supset U_2 \cap U_2' \) determines \( U_1 = (U_1 \oplus U_1') \cap U_2 \).
Let $\mu'$ be the image of $\mu$ under the mapping $g \mapsto g^{-1}$ and let $\nu'$ be the $\mu'$-stationary probability measure for the action of $G$ on $\mathcal{F}$ associated by Remark 4.3. From our results will follow that, for $\nu'$-a.e. $f'$, all projections in the following sequence are dimension conserving for $\nu \times \delta_{f'}$
\[(f, f') \mapsto (U_1 \oplus U'_1, U_2 \cap U'_2, f') \mapsto f' \text{ if } \chi_2 \geq 0,\]
\[(f, f') \mapsto (U_1 \oplus U'_1, U_2 \cap U'_2, f') \mapsto (U_2 \cap U'_2, f') \mapsto f' \text{ if } \chi_2 \leq 0.\]
In order to prove Theorem 1.3 on $\mathcal{F}$ when $d = 3$, we are reduced to three projections with one dimensional fibers, for which we want to prove exact dimensionality of the conditional measures on the fibers and dimension conservation. Moreover, we have arranged so that the exponents of the dynamics on the fibers are nondecreasing:
\[
\chi_3 - \chi_1 < \chi_3 - \chi_2 \leq \chi_2 - \chi_1 < 0 \text{ if } \chi_2 \geq 0,
\]
\[
\chi_3 - \chi_1 < \chi_2 - \chi_1 \leq \chi_3 - \chi_2 < 0 \text{ if } \chi_2 \leq 0.
\]
Therefore, we can apply the strategy of [Fen19, Rap21] (following [LY85, FH09, BK17]), and work one exponent at a time. We first generalize the above picture to higher dimensions.

1.4 Topologies, configuration spaces and entropy. A topology $T$ on the set \{1, \ldots, d\} will be called admissible if \{i, i+1, \ldots, d\} $\in T$ for all $i$. Given an admissible topology $T$ we denote by $T(i)$ the atom of $i$ i.e. the smallest set in $T$ containing $i$. Notice that any topology $T$ is determined by listing its atoms $T(1), T(2), \ldots, T(d)$. And $T$ is admissible if, and only if, $T(i) \subset \{i, i+1, \ldots, d\}$ for all $i$.

Recall that a topology $T$ is finer than another $T'$ (equivalently, $T'$ is coarser than $T$), denoted $T \prec T'$, if $T \supset T'$. The coarsest admissible topology $T_0$ is (defined by the list of atoms)
\[
\{1, \ldots, d\}, \{2, \ldots, d\}, \ldots, \{d\},
\]
the finest admissible topology $T_1$ is $\{1\}, \ldots, \{d\}$.

We say an admissible topology $T$ is one step finer than an admissible topology $T'$ (equivalently $T'$ is one step coarser than $T$), denoted $T \prec_1 T'$, if there exists a unique
Figure 2: Admissible topologies for $d = 4$, an arrow indicates a topology one step coarser than another, filtered topologies are indicated in gray.

$i \in \{1, \ldots, d\}$ such that $T(i) \neq T'(i)$ and furthermore $T'(i) \backslash T(i)$ is a singleton. Let $j$ be so that $\{j\} = T'(i) \backslash T(i)$. Then, $j > i$ and $T(i) \backslash \{i\} \subset T(i) \subset T(i) \cup \{j\} = T'(i)$.

We associate to a pair $T \prec T'$ its exponent $\chi_{T,T'}$

\[ \chi_{T,T'} = \chi_i - \chi_j. \]  

An admissible topology is called filtered if it is generated by the coarsest admissible topology and some subset of $\{\{1\}, \{1,2\}, \ldots, \{1,2,\ldots,d\}\}$. Let $Q$ be a partition of $\{0,1,\ldots,d\}$ into intervals, $Q = \{q_0 = 0 < q_1 < \ldots < q_k = d\}$. We associate to it the filtered topology $T_Q$ generated by $T_0$ and the sets $\{1,2,\ldots,q_j\}, j = 1,\ldots,k$. There are exactly $2^{d-1}$ filtered topologies and they are all obtained that way. The topologies $T_1$ and $T_0$ are filtered and correspond to respectively the space of complete flags and the one-point flag space of the trivial partition $Q_0 = \{q_0 = 0 < d = q_1\}$.

Figures 1 and 2 represent the graphs of the one-step relations between admissible topologies in dimensions 3 and 4 respectively. In dimension 3, the new fibration correspond to the nonfiltered topology that is one-step finer than $T_1$. One sees the two ways of further descending on the graph according to the sign of $\chi_2$. For a general $d$, admissible topologies are in one-to-one correspondence with partial orders on $\{1,\ldots,d\}$ that are suborders of the natural order. Their number as a function of $d$ is the list A006455 of the Online Encyclopedia of Integer Sequences. In dimension 4, there are indeed 40 admissible topologies and 92 one-step arrows. The non-trivial filtered topologies correspond to the spaces of partial flags with only one level missing or to the Grassmannians of lines, planes or three-dimensional spaces. This correspondence is extended to all admissible topologies by constructing the configuration spaces as follows.

\[ \chi_{T,T'} = \chi_i - \chi_j. \]  

1 We thank Yves Coudène for this observation.
Given an admissible topology \( T \) we define the configuration space \( \mathcal{X}_T \) to be the space of sequences \( x = (x_I)_{I \in T} \) indexed on \( T \) where

1. \( x_I \) is an \( |I| \)-dimensional subspace of \( \mathbb{R}^d \) for each \( I \in T \),
2. \( x_{I \cup J} = x_I + x_J \) for all \( I, J \in T \), and
3. \( x_{I \cap J} = x_I \cap x_J \) for all \( I, J \in T \).

The configuration space \( \mathcal{X}_T \) is identified with the space of \( d \) independent lines in \( \mathbb{R}^d \); \( \mathcal{X}_{T_0} \) is the space \( \mathcal{F} \) of complete flags. If \( T \) is finer than \( T' \) there is a natural projection mapping \( \pi_{T,T'} : \mathcal{X}_T \to \mathcal{X}_{T'} \). In particular, all configuration spaces project onto \( \mathcal{X}_{T_0} \).

We say that two flags \( f = \{0\} \subset U_1 \subset \cdots \subset \mathbb{R}^d \) and \( f' = \{0\} \subset U'_1 \subset \cdots \subset \mathbb{R}^d \) are in general position if for all \( j, 0 < j < d, U_j \oplus U'_{d-j} = \mathbb{R}^d \). Set \( \mathcal{F}^{(2)} \) for the set of pairs of flags in general position. Given an admissible topology \( T \), we associate to \( (f, f') \in \mathcal{F}^{(2)} \) the configuration \( F_T(f, f') \in \mathcal{X}_T \) given, for \( I \in T \), by

\[
[F_T(f, f')]_I = \oplus_{i \in I} (U_i \cap U'_{d-i+1}) \,.
\]

Observe that if \( T \) is finer than \( T' \), then \( F_{T'} = \pi_{T,T'} \circ F_T \). Set, for an admissible topology \( T \) and a fixed \( f' \in \mathcal{F} \), \( \mathcal{X}^{f'}_T \) for the set of \( F_T(f, f') \) for all \( f \) such that \( (f, f') \in \mathcal{F}^{(2)} \). In particular, we identify \( \mathcal{X}^{f'}_{T_0} \) with \( \{f'\} \), \( \mathcal{X}^{f'}_{T} \) with the set of flags in general position with respect to \( \{f'\} \).

Similarly, let \( f \) be a partial flag and denote by \( U_i \) its \( i \)-dimensional subspaces if it exits. We say \( f \) is in general position with respect to a full flag \( f' \) (where we maintain the notation \( U'_i \) as above) if \( U_i \oplus U'_{d-i} = \mathbb{R}^d \) for all \( i \) such that \( U_i \) is defined. If \( Q \) is a partition of \( \{0, 1, \ldots, d\} \) into intervals, the configuration space \( \mathcal{X}^{f'}_{T_0} \) is identified with the set of partial flags \( \mathcal{F}_Q \) in general position with respect to \( f' \). This is achieved by identifying \( f \) with \( x \in \mathcal{X}^{f'}_{T_0} \) such that \( x_{\{i, i+1, \ldots, d\}} = U_j \cap U'_{d-i+1} \).

In the particular case where \( f \) is the trivial flag the configuration \( x \) is defined only on sets of the form \( \{i, i+1, \ldots, d\} \) and coincides with \( U'_{d-i+1} \). Hence we may identify \( \mathcal{X}^{f'}_{T_0} \) with the single point \( \{f'\} \).

Let \( \mu' \) be the image of \( \mu \) under the mapping \( g \mapsto g^{-1} \) and let \( \nu' \) be the \( \mu' \)-stationary probability measure for the action of \( G \) on \( \mathcal{F} \) associated by Remark 4.3.

Endow \( \mathcal{F}^{(2)} \) with the measure \( \nu \otimes \nu' \) and \( \mathcal{X}_T \) with the measure \( (F_T)_*(\nu \otimes \nu') \). Write \( f' \mapsto \nu'_{f'} \) for the \( \nu' \)-a.e. defined family of disintegrations of \( (F_T)_*(\nu \otimes \nu') \) with respect to the projection on the second coordinate in \( \mathcal{F}^{(2)} \). By definition, for \( \nu' \)-a.e. \( f' \), \( \nu'_{f'} \) is a probability measure supported by \( \mathcal{X}^{f'}_T \) and so that \( (F_T)_*(\nu \otimes \nu') = \int_{\mathcal{F}} \nu'_{f'} \, d\nu'(f') \).

We define the entropy \( \kappa_T \) by

\[
\kappa_T := \int \log \frac{dg_*\nu^{g-1}_{f'}(y) \, dg_*\nu^{g-1}_{f'}(y) \, d\nu'(f')} {dg_*\nu^{g-1}_{f'}(y) \, d\nu'(f')} \, d\mu(g).
\]

We will see in Section 6 that this integral makes sense and can be seen as a conditional mutual entropy \( H(gF_T, F_T | f') \). In particular, \( \kappa_{T_0} = 0 \). If \( T \) is filtered and associated
to the partition $Q$, then the mapping of $\mathcal{X}_{T_0}$ onto $\mathcal{F}_Q$ is a bilipschitz homeomorphism when restricted to each fiber $\mathcal{X}_{T_0}'$, and identifies $\nu_{T_0}'$ with $\nu_Q$. Therefore,

$$\kappa_{T_0} = \int_{G \times \mathcal{F}_Q} \log \frac{dg \ast \nu_Q}{d
u_Q}(x) \frac{dg \ast \nu_Q(x)d\mu(g)}{d\nu_Q} = h(\mathcal{F}_Q, \mu, \nu_Q).$$

Assume that the admissible topology $T$ is finer than the admissible topology $T'$. Then, clearly, for $\nu'$-a.e. $f' \in \mathcal{F}$,

$$(\pi_{T,T'}) \ast \nu_T' = \nu_{T'},$$

and we set $(\nu_{T',x'}, x' \in \mathcal{X}_{T'}')$ for a family of disintegrations of the measure $\nu_T'$ with respect to $\pi_{T,T'}$. The entropy difference

$$\kappa_{T,T'} := \kappa_T - \kappa_{T'},$$

(6)

can be seen as a conditional mutual entropy $H(gF_T, F_T|F_{T'}, f')$ and can be expressed in terms of the measures $\nu_{T',x'}$ (see below Section 6).

A key step in our proof is

**Theorem 1.6.** Fix $\mu \in \mathcal{M}(d)$. Assume $T$ and $T'$ are admissible topologies, with $T$ one step finer than $T'$. With the above notations, for $\nu'$-a.e. $f'$, for $\nu_{T'}'$-a.e. $x' \in \mathcal{X}_{T'}'$, the measure $\nu_{T,T'}$ is exact-dimensional with dimension $\gamma_{T,T'}$ given by

$$\gamma_{T,T'} = \frac{\kappa_{T,T'}}{\chi_{T,T'}}.$$

The proof of Theorem 1.6 is given in Section 7. In dimension $d = 2$, there is only one pair $T_1, T_0$, the measure $\nu_{T_1,T_0}$ is the constant measure $\nu$ and Theorem 1.6 comes from [HS17]. In higher dimensions, if $T = T_1$ and $T'$ has one atom of the form $\{i, i+1\}$, then Theorem 1.6 is Theorem 2 from [Les21]. The general scheme of the proof is the same: we find a one-dimensional parameterization of the support of the measure $\nu_{T,T'}$ that is adapted to the $G$-action, and then use a telescoping argument and the Maker ergodic theorem. It follows from the one-dimensional parameterization that if $T \prec T'$, then $\gamma_{T,T'} \leq 1$ (see Lemma 3.4 below) and this leads to a general estimate of $\kappa_{T,T'}$ in terms of the differences of exponents associated to $\pi_{T,T'}$ (see Proposition 2.1.2 below). Inequality (2) in Theorem 1.1 corresponds to the particular case of $\kappa_{T_1,T_0}$. We provide a direct proof of (2) first, since we use it to ensure that the entropy $\kappa_T$ defined by Equation (5) is finite. Since for all $T \prec T'$, $\gamma_{T,T'} \leq 1$, if we have equality in (2), all corresponding $\gamma_{T,T'}$ are 1 and the equality case in Theorem 1.1 follows from Theorem 2.2.1.

In the next section, we reduce the proofs of our results to entropy/dimension statements related to the fine structure of the configuration spaces. A more detailed organization of the remaining proofs is given at the end of the next section.
2 Proofs

2.1 Proof of Theorem 1.3. Observe that for $T$ and $T'$ admissible topologies, $T \prec T'$ if, and only if, for all $i = 1, \ldots, d - 1, T(i) \subset T'(i)$, where $T(i)$ is the atom of $T$ containing $\{i\}$. We denote $D_{T,T'}$ the set of pairs $(i,j)$ such that $j \in T'(i) \setminus T(i)$. The numbers $\chi_i - \chi_j, (i,j) \in D_{T,T'}$ are called the exponents of the pair $T \prec T'$.

Observe that $\{i\} \subset T(i), T'(i) \subset \{i, i + 1, \ldots d\}$. Therefore, for $(i,j) \in D_{T,T'}, i < j$ and the exponents $\chi_i - \chi_j, (i,j) \in D_{T,T'}$ are positive. Set $N_{T,T'} := \#D_{T,T'} = \sum_{i=1}^{d} \#(T'(i) \setminus T(i))$.

**Proposition 2.1.** Let $T \prec T'$ be a pair of admissible topologies, $N := N_{T,T'}$.

1. Then, there exists a sequence $T^0 = T', T^1, \ldots, T^N = T$ such that $T^t$ is one step finer than $T^{t-1}$ for $t = 1, \ldots, N$, and

$$
\chi_{T^1,T^0} \leq \chi_{T^2,T^1} \leq \cdots \leq \chi_{T^N,T^{N-1}}.
$$

2. Moreover, if $\mu \in \mathcal{M}(d)$, $\delta_{T,T'} \leq N_{T,T'}$ and $\kappa_{T,T'} \leq \sum_{(i,j) \in D_{T,T'}} (\chi_i - \chi_j)$, where $\delta_{T,T'}$ is the essentially constant (in $x'$) value of the upper dimension of the measure $\nu_{T,T'}^{x'}$.

Proposition 2.1.1 is proven in Section 3.1. Proposition 2.1.2 is proven at the end of Section 3.2 after a more precise description of the metric spaces $(\pi_{T,T'})^{-1}(x')$ for $x' \in \mathcal{X}_{T'}$. For any pair $T \prec T'$ of admissible topologies, we henceforth choose and fix a sequence given by Proposition 2.1.1. The entropy $\kappa_{T,T'}$ is the sum of the entropy differences $\kappa_{T^t,T^{t-1}}$.

Theorem 1.6 yields a Ledrappier-Young formula for the entropy $\kappa_{T,T'}$

$$
\kappa_{T,T'} = \sum_{t=1}^{N_{T,T'}} \kappa_{T^t,T^{t-1}} = \sum_{t=1}^{N_{T,T'}} \chi_{T^t,T^{t-1}} \gamma_{T^t,T^{t-1}}.
$$

(7)

The precise form of our main result is the dimension counterpart of (7):

**Theorem 2.2.** Let $\mu \in \mathcal{M}(d)$ and $T \prec T'$ be a pair of admissible topologies. With the previous notations, for $\nu'$-a.e. $f' \in \mathcal{F}$, $\nu_T^{f',\mu}$-a.e $x' \in \mathcal{X}_{T'}^{f'}$,

1. the lower dimension $\delta_{T,T'}$ of the measure $\nu_{T,T'}^{f',\mu}$ is at least $\sum_{t=1}^{N_{T,T'}} \gamma_{T^t,T^{t-1}}$;

2. moreover, in the case when $\mu$ is discrete, the measure $\nu_{T,T'}^{x',\mu}$ is exact-dimensional, with dimension $\delta_{T,T'}$ given by

$$
\delta_{T,T'} = \sum_{t=1}^{N_{T,T'}} \gamma_{T^t,T^{t-1}}.
$$

Theorem 2.2.2 gives a condition for dimension conservation:
Corollary 2.3. Assume \( \mu \) is a discrete measure in \( \mathcal{M}(d) \) and let \( T \prec T' \prec T'' \) be admissible topologies. Assume that
\[
\min_{(i,j) \in D_{T,T'}} \chi_i - \chi_j \geq \max_{(i,j) \in D_{T',T''}} \chi_i - \chi_j.
\]

Then, there is dimension conservation for the projections \( \pi_{T',T''} = \pi_{T',T''} \circ \pi_{T,T'} \) of the measure \( \nu_T' \):
\[
\delta_{T,T''} = \delta_{T',T''} + \delta_{T,T'}.
\]

Proof. Since differences \( \chi_i - \chi_j, (i,j) \in D_{T,T'} \) are at least as large as the differences \( \chi_i - \chi_j, (i,j) \in D_{T',T''} \), it is possible to find the sequence associated to \( T \prec T'' \) by Proposition 2.1.1 in such a way that \( T^{N_{T',T''}} = T' \). The corollary follows. \( \square \)

Observe that there are examples of \( T \prec T' \prec T'' \) where dimension conservation does not hold (see e.g. Proposition 9.1 and Theorem 9.2).

In the case when \( T' = T_0 \), we can identify the measures \( \nu_T' \) and \( \nu_{T',T_0} \) on \( \mathcal{X}_{T'} \) and we obtain, setting \( D_T := D_{T,T_0} = \{(i,j), i < j, j \notin T(i)\}, N_T := \#D_T \) and, for \( (i,j) \in D_T, \gamma_{i,j}^T \) for \( \gamma_{T',T''} \) associated by Proposition 2.1.1 to \( (i,j) \).

Corollary 2.4. Assume \( \mu \) is a discrete measure in \( \mathcal{M}(d) \) and let \( T \) be an admissible topology. With the previous notations, we have \( \kappa_T = \sum_{(i,j) \in D_T} \gamma_{i,j}^T (\chi_i - \chi_j) \) and, for \( \nu' \)-a.e. \( f' \in \mathcal{F} \), the measure \( \nu_T' \) is exact-dimensional, with dimension \( \delta_T \) given by
\[
\delta_T = \delta_{T,T_0} = \sum_{(i,j) \in D_T} \gamma_{i,j}^T.
\]

In particular, if \( T \) is a filtered admissible topology associated to a partition \( Q \), then \( \mathcal{X}_T \) is identified with \( \mathcal{F}_Q \), the measure \( \nu_T' \) is then identified with the measure \( \nu_Q \) for almost every \( f' \).

Corollary 2.5. Let \( \mu \in \mathcal{M}(d) \) be a discrete probability measure on \( SL_d(\mathbb{R}) \). Let \( Q \) be a partition of \( \{0,1,\ldots,d\} \) into intervals. Then the unique stationary probability measure \( \nu_Q \) on the space \( \mathcal{F}_Q \) of partial flags is exact-dimensional. There are numbers \( \gamma_{i,j}^Q := \gamma_{i,j}^T \) such that\(^2\)
\[
\delta_Q = \sum_{i,j: \ell_Q(i) < \ell_Q(j)} \gamma_{i,j}^Q, \quad h(\mathcal{F}_Q, \mu, \nu_Q) = \sum_{i,j: \ell_Q(i) < \ell_Q(j)} \gamma_{i,j}^Q (\chi_i - \chi_j),
\]
where \( \ell_Q(k) \) denotes the index such that \( q_{\ell_Q(k)-1} < k \leq q_{\ell_Q(k)} \).

Theorem 1.3 is the particular case of Corollary 2.5 when \( Q = Q_1 \).

\(^2\) Comparing with Theorem 1.1, the content of (8) for \( Q_1 \) is that the numbers \( \gamma_{i,j}^Q \) are the dimensions of certain conditional measures on specific 1-dimensional leaves in \( \mathcal{F} \).
Proof of Theorem 2.2. We endow \( \mathcal{X}^f_T \) with a smooth Riemannian metric which is invariant under the action of orthogonal transformations. The following limits are constants for \( \nu' \)-a.e. \( f' \in \mathcal{F}, \nu_{T,T'}^{f'} \)-a.e. \( x' \in \mathcal{X}^f_T, \nu_{T,T'}^{f'} \)-a.e. \( y' \in \mathcal{X}^f_T \):

\[
\delta^t := \lim_{r \to 0} \frac{\log \nu_{T,T'}^{f'}(B(y',r))}{\log r}, \quad \delta^t := \limsup_{r \to 0} \frac{\log \nu_{T,T'}^{f'}(B(y',r))}{\log r}.
\]

With this notation, lower and upper dimensions of the measure \( \nu_{T,T'}^{f'} \) are respectively \( \delta^0 \) and \( \delta^0 \).

For the first part of Theorem 2.2, we have that for almost every \((f', x', y')\), the following relation (9) holds for all \( t = N_{T,T'}, N_{T,T'} - 1, \ldots, 1 \)

\[
\delta^{t-1} \geq \delta^t + \gamma_{T,T'}^{t-1}.
\]

Indeed, since \( T^t \prec N_{T,T'} \), (9) holds for \( t = N_{T,T'} \) (with \( \delta^{N_{T,T'}} = 0 \)) by Theorem 1.6. By [LY85], Lemma 11.3.1, (9) for \( t < N_{T,T'} \) follows from Theorem 1.6 as well. Theorem 2.2.1 follows by summing the relations (9) for \( t = N_{T,T'}, N_{T,T'} - 1, \ldots, 1 \).

For the second part of Theorem 2.2, it remains to prove

**Theorem 2.6.** Assume that the measure \( \mu \in \mathcal{M}(d) \) is discrete. With the above notations, for almost every \((f', x', y')\), for all \( t = N_{T,T'}, N_{T,T'} - 1, \ldots, 1 \),

\[
\overline{\delta}^{t-1} \leq \delta^t + \gamma_{T',T''}^{t-1}.
\]

Summing the relations (10) for \( t = N_{T,T'}, N_{T,T'} - 1, \ldots, 1 \) (with \( \overline{\delta}^{N_{T,T'}} = 0 \)) gives \( \overline{\delta}_{T',T''} = \delta^0 \leq \sum_{t=1}^{N_{T,T'}} \gamma_{T',T''}^{t-1} \). Comparing with Theorem 2.2.1 gives the result. \( \square \)

We prove Theorem 2.6 in Section 8. The analog of Theorem 2.6 in [LY85] is a counting argument (see Section (10.2)) that uses partitions with finite entropy in the underlying space. This is not possible here. By working on the trajectory space of the underlying process, [Fen19, Rap21] perform this counting procedure in the case when the measure \( \mu \) has finite support. We follow the same scheme under the hypothesis that \( \mu \) is discrete.

### 2.2 Properties of the partial dimensions.

The spaces \((\pi_{T_i,T_{i-1}})^{-1}(x)\) and the measures \( \nu_{T_i,T_{i-1}}^{f_i} \) for a.e. \( x \) depend only on the arrow \( T^t \prec T^{t-1} \) and not on its environment \( T \prec T' \) such that \( T \prec T^t \prec T^{t-1} \prec T' \). Indeed, the dimension \( \gamma_{T',T''}^{t-1} \) in formula (7) does not depend on the environment \( T \prec T' \). But still, there might be several arrows corresponding to the same pair \((i, j)\), \(0 < i < j \leq d\). We can write

\[
T \rightarrow S
\]

**Lemma 2.7.** Assume the diagram of projections \( \|1 \|1 \) commutes and \( i, j \) are such that \( T(i) = T'(i) \setminus \{j\} \) and \( S(i) = S'(i) \setminus \{j\} \). Then, \( \gamma_{T,T'} \leq \gamma_{S,S'} \).
Lemma 2.7 is proven in Section 7. The example in Section 9 shows that, in general, \( \gamma_{T,T'} < \gamma_{S,S'} \).

Let \( i,j \) satisfy \( 0 < i < j \leq d \) and let \( T_{i,j} \) be the topology defined by
\[
T_{i,j}(k) = \{ k \} \text{ if } k \neq i, \quad T_{i,j}(i) = \{ i,j \}.
\]
The topology \( T_{i,j} \) is admissible and one step coarser than \( T_1 \).

**Corollary 2.8.** Let \( T \prec T'' \) be admissible topologies. For \( T^t \overset{1}{\prec} T^{t+1} \) in the decomposition of \( T \prec T'' \) and \( (i,j) \) such that \( T^{t-1}(i) = T^t(i) \cup \{ j \} \), we have \( \gamma_{T,T_{i,j}} \leq \gamma_{T,T_{i,j}^{-1}} \).

**Proof.** Apply Lemma 2.7 to the commutative part of the diagram
\[
\begin{array}{ccc}
T & \Downarrow & T^t \\
\downarrow 1 & & \downarrow 1 \\
T_{i,j} & \longrightarrow T^{t-1} & \longrightarrow T''.
\end{array}
\]

□

In the case when there are several pairs \( \{(i_1,j_1), \ldots, (i_k,j_k)\} \) with the same difference \( \chi_i - \chi_j \), there are different decompositions given by Proposition 2.1.1. If the measure \( \mu \) is discrete, we can apply Theorem 2.2.2 to each decomposition and get a common formula by grouping together the terms corresponding to the same difference \( \chi_i - \chi_j \). Namely, set \( \delta_{T^{t+k},T^t} := \sum_{i=1}^{k} \gamma_{T^{t+i},T^{t+i-1}} \). By Theorem 2.2.2 applied to \( T^{t+k} \prec T^t \), this number \( \delta_{T^{t+k},T^t} \) is the exact dimension of the measures \( \nu_{T^{t+k},T^t} \) and thus is independent of the order of the decomposition. We also obtain that
\[
\kappa_{T^{t+k},T^t} = (\chi_i - \chi_j) \delta_{T^{t+k},T^t}.
\]

**2.3 Lyapunov dimension.** Theorem 1.4 follows from the previous results. We state and prove the corresponding result for a general partition \( Q \) of \( \{0,1,\ldots,d\} \) into intervals. Assume \( \mu \in \mathcal{M}(d) \) is discrete.

Let \( \chi_1 > \cdots > \chi_d \) be the Lyapunov exponents of \( (G, \mu) \) and for \( i = 1, \ldots, d \), recall that \( \ell_Q(i) \) is the index such that \( q_{\ell_Q(i)-1} < i \leq q_{\ell_Q(i)} \). Denote \( \{0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_N\} \) the differences of exponents \( \chi_i - \chi_j \) for all \( (i,j) \) such that \( \ell_Q(i) < \ell_Q(j) \). Define the continuous, piecewise affine function \( D_{\mathcal{F}_Q,\mu} \) on the interval \( [0, N = \dim \mathcal{F}_Q] \) as:
\[
D_{\mathcal{F}_Q,\mu}(0) := h(\mathcal{F}_Q,\mu,\nu_Q) \quad \text{and} \quad D'_{\mathcal{F}_Q,\mu}(s) = -\lambda_k \text{ for } s \in (k-1,k), \quad k = 1, \ldots, N.
\]
As before, the Lyapunov dimension \( \dim_{LY}(\mathcal{F}_Q,\mu) \) is such that \( D_{\mathcal{F}_Q,\mu}(\dim_{LY}(\mathcal{F}_Q,\mu)) = 0 \). Observe that by Theorem 5.1, \( \dim_{LY}(\mathcal{F}_Q,\mu) \leq \dim \mathcal{F}_Q \).

**Proposition 2.9.** Let \( \mu \in \mathcal{M}(d) \) be discrete, \( Q \) a partition of \( \{0,1,\ldots,d\} \) into intervals. Then, the exact dimension \( \delta_Q \) of \( \nu_Q \) satisfies
\[
\delta_Q \leq \dim_{LY}(\mathcal{F}_Q,\mu).
\]
Proof. The measure \( \nu_Q \) is exact-dimensional with dimension \( \delta_Q \). By Equation (8), there are numbers \( \gamma_{i,j}^Q \) such that \( \delta_Q = \sum_{i,j: \ell_Q(i) < \ell_Q(j)} \gamma_{i,j}^Q \). Moreover, \( h(\mathcal{F}_Q, \mu, \nu_Q) = \sum_{i,j: \ell_Q(i) < \ell_Q(j)} \gamma_{i,j}^Q (\chi_i - \chi_j) \). We ordered \( \{0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_N \} \) the \( \lambda_k := \chi_{i_k} - \chi_{j_k} \) for all \( (i_k, j_k) \) such that \( \ell_Q(i_k) < \ell_Q(j_k) \). We can define another continuous, piecewise affine Lyapunov function \( D_{\mathcal{F}_Q, \mu, \nu_Q} \) on the interval \([0, \delta_Q]\) such that \( D_{\mathcal{F}_Q, \mu, \nu_Q}(0) = h(\mathcal{F}_Q, \mu, \nu_Q) \) and the slope of \( D_{\mathcal{F}_Q, \mu, \nu_Q}(s) \) on the successive intervals of length \( \gamma_{i,k,j,k}^Q \) is \(-\lambda_k\). By (8), \( D_{\mathcal{F}_Q, \mu, \nu_Q}(\delta_Q) = 0 \). On the other hand, since for all \( (i, j) \), \( \gamma_{i,j}^Q \leq 1 \) (Proposition 2.1.2), for all \( s \in [0, \delta_Q] \),

\[
D_{\mathcal{F}_Q, \mu, \nu_Q}(s) \leq D_{\mathcal{F}_Q, \mu}(s).
\]

In particular, \( D_{\mathcal{F}_Q, \mu}(\delta_Q) \geq D_{\mathcal{F}_Q, \mu, \nu_Q}(\delta_Q) = 0 \). This shows Proposition (2.9). \( \square \)

2.4 Content of the paper. Given the previous discussion, we still have to prove Theorems 1.1, 1.5, 1.6, 2.6 and 9.2, Proposition 2.1 and Lemma 2.7. In Section 3, we show Proposition 2.1 and discuss the geometry of the spaces \( \mathcal{X}_T^f \). In particular, Lemma 3.4 describes the one-dimensional structure of \( \pi_T^{-1}(x') \) for \( x' \in \mathcal{X}_T^f \), and \( T^1 > T' \). We also discuss the multidimensional structure of the configuration spaces (Proposition 3.2). We recall in Section 4 the underlying trajectory space of the associated random walk, and the applications of Oseledets theorem to random walks of matrices. In Section 5, we prove Theorem 5.1, the generalisation of Theorem 1.1. In Section 6, we recall the notion of mutual information of random variables and its properties. We prove Theorem 1.6, Lemma 2.7 in Section 7 and Theorem 2.6 in Section 8. The central arguments in Sections 5, 7 and 8 have a long history in ergodic theory. A short comment about background heads each of the corresponding sections. In Section 9, we discuss the case of Hitchin representations of cocompact surface groups, exhibit examples of non-conservation of dimension and prove Theorems 1.5 and 9.2.

3 Preliminaries

3.1 Topologies and exponents.

Proof of Proposition 2.1.1. Let us order the indices in \( D_{T,T'} \) in such a way that

\[
\chi_{i_1} - \chi_{j_1} \leq \chi_{i_2} - \chi_{j_2} \leq \cdots \leq \chi_{i_N,T,T'} - \chi_{j_N,T,T'}.
\]

Beginning with \( T^0 = T' \) define the sequence inductively so that for each \( t = 1, 2, \ldots, N_{T,T'} \) the topology \( T^t \) is generated by \( T^{t-1} \) together with the set \( T^{t-1}(i_t) \setminus \{j_t\} \). Since \( T^t > T^{t-1} \), it follows by induction that \( T^t \) is admissible.

We have that \( T^t > T^{t-1} \); we claim that \( T^t \) is one step finer than \( T^{t-1} \). Indeed, if this is not the case, then there exists \( j \in T^{t-1}(i_t) \) such that \( i_t < j < j_t \) and \( T^{t-1}(j) \setminus T^t(j) = \{j_t\} \). Since \( \chi_j - \chi_{j_t} < \chi_{i_t} - \chi_{j_t} \) it must be the case that \( j_t \in T(j) \),
otherwise \( j_t \) would have been removed from \( T^{t-1}(j) \) at some previous step. Similarly, since \( \chi_i - \chi_j < \chi_i - \chi_j \), we obtain that \( j \in T(i) \). However, these two facts imply that \( j_t \in T(i_t) \) which is a contradiction. It follows that \( T^t \) is one step finer than \( T^{t-1} \) as claimed.

We finally claim that \( T \prec T^t \). To see this, observe that \( T^t \) is generated by \( \{A(i)\} \), for \( i = 1, \ldots, d \), where \( A(i) = T^{t-1}(i) \) if \( i \neq i_t \) and \( A(i_t) = T^{t-1}(i_t) \setminus \{j_t\} \). Inductively, if \( i \neq i_t \), one has \( A(i) = T^{t-1}(i) \supset T(i) \). By construction \( j_t \notin T(i_t) \) and therefore \( A(i_t) \supset T(i_t) \) as well. Hence, \( T \prec T^t \) as claimed. \( \square \)

We also record here the following fact about admissible topologies which will be used several times.

**Proposition 3.1.** Let \( T \prec T' \) be admissible topologies and \( i, j \) be such that \( T(i) = T'(i) \setminus \{j\} \). Then both \( T'(i) \setminus \{i\} \) and \( T'(i) \setminus \{i, j\} \) are in \( T' \).

**Proof.** Since \( T' \) is admissible we have \( T'(i) \subset \{i, i+1, \ldots, d\} \), and \( \{i+1, i+2, \ldots, d\} \subset T' \). Therefore, \( T'(i) \setminus \{i\} = T'(i) \cap \{i+1, \ldots, d\} \) is in \( T' \) as claimed.

Repeating the argument for \( T \) we obtain that \( T'(i) \setminus \{i, j\} = T(i) \setminus \{i\} \) is in \( T \).

Combining this with the fact that \( T \prec T' \) we obtain

\[
T'(i) \setminus \{i, j\} = \bigcup_{k \in T'(i) \setminus \{i, j\}} T(k) = \bigcup_{k \in T'(i) \setminus \{i\}} T'(k),
\]

so that \( T'(i) \setminus \{i, j\} \) is in \( T' \) as claimed. \( \square \)

### 3.2 Distances on configuration spaces.

Let \( G_i \) be the Grassmannian manifold of \( i \)-dimensional subspaces of \( \mathbb{R}^d \).

We fix on each \( G_i \) a Riemannian metric which is invariant under the action of orthogonal transformations with the additional property that if \( S, S' \in G_i \) are such that \( S + S' \) has dimension \( i + 1 \), then the Riemannian distance satisfies

\[
\text{dist}(S, S') = \angle(\pi(S), \pi(S')),
\]

where \( \pi : S + S' \to (S + S')/(S \cap S') \) is the projection onto the quotient space \((S + S')/(S \cap S')\), which is endowed with the inner product inherited from \( \mathbb{R}^d \).

From the definition it follows that when \( \dim(S + S') = i + 1 \) one has

\[
\text{dist}(S + W, S' + W) \leq \text{dist}(S, S'),
\]

for all subspaces \( W \) such that \( \dim(S + W) = \dim(S' + W) \).

Given an admissible topology \( T \) we define the distance on the configuration space \( \mathcal{X}_T \) so that

\[
\text{dist}((x_I)_{I \in T}, (x'_I)_{I \in T}) = \sum_{I \in T} \text{dist}(x_I, x'_I).
\]
Proposition 3.2. Let \( T \prec T' \) be admissible topologies and \( x' \in \mathcal{X}_{T'} \). Then, \((\pi_{T,T'})^{-1}(x')\), endowed with the metric dist, is locally bilipschitz homeomorphic to the Euclidean space \( \mathbb{R}^{N_{T,T'}} \).

Proof. By Proposition 2.1.1, we take a sequence \( T^0 = T', T^1, \ldots, T^N = T \) such that, \( T^t \) is one step finer than \( T^{t-1} \) for \( t = 1, \ldots, N \). We prove by increasing induction on \( t \) that \((\pi_{T^t,T'})^{-1}(x')\), endowed with the metric dist, is locally bilipschitz homeomorphic to the Euclidean space \( \mathbb{R}^t \). This is trivially true for \( t = 0 \). So, we assume for \( t > 0 \), that for any \( y' \in (\pi_{T^{t-1},T'})^{-1}(x') \), there is a neighborhood of \( y' \) in \((\pi_{T^{t-1},T'})^{-1}(x')\) which is bilipschitz homeomorphic to the Euclidean space \( \mathbb{R}^{t-1} \). The fibers of the projections \( \pi_{T^t,T^{t-1}} \) form a \( C^\infty \) foliation of \((\pi_{T^t,T'})^{-1}(x')\). We have to verify that the induced metric by dist on the fibers is bilipschitz equivalent to the Euclidean one dimensional metric, uniformly in the neighborhood of \( y' \).

Let \((i,j)\) such that \( T^t(i) = T^{t-1}(i) \setminus \{j\} \), we define a distance on each fiber of the projection \( \pi_{T^t,T^{t-1}} \) by setting
\[
\text{dist}_{T^t,T^{t-1}}^x(x_1,x_2) = \text{dist}((x_1)_{T(i)},{(x_2)}_{T(i)}),
\]
for each \( x' \in \mathcal{X}_{T^{-1}} \) and \( x_1, x_2 \in \pi_{T^t,T^{t-1}}^{-1}(x') \). These distances are all Lipschitz equivalent on the fibers:

Lemma 3.3. For all admissible topologies \( T \prec T' \), all \( x' \in \mathcal{X}_{T'} \) and all \( x_1, x_2 \in \pi_{T^t,T^{t-1}}^{-1}(x') \), one has
\[
\text{dist}_{T^t,T'}^x(x_1,x_2) \leq \text{dist}(x_1,x_2) \leq 2^d \text{dist}_{T^t,T'}^x(x_1,x_2).
\]

Proof. The inequality \( \text{dist}_{T^t,T'}^x(x_1,x_2) \leq \text{dist}(x_1,x_2) \) is immediate from the definitions. For the second inequality we assume \( x_1 \neq x_2 \).

Let \( i, j \) be such that \( T(i) = T'(i) \setminus \{j\} \).

Since \( (x_1)_{T(i)} \) and \( (x_2)_{T(i)} \) are distinct codimension one subspaces of \( x'_{T(i)} \) their sum is \( x'_{T'(i)} \) and therefore
\[
\text{dist}_{T^t,T'}^x(x_1,x_2) = \text{dist}((x_1)_{T(i)},{(x_2)}_{T(i)}) \geq \text{dist}((x_1)_{T(i)} + W,(x_2)_{T(i)} + W),
\]
for all subspaces \( W \) containing neither \((x_1)_{T(i)}\) nor \((x_2)_{T(i)}\).

For each \( I \in T \setminus T' \) one has \( i \in I \) and therefore \( T(i) \subset I \). Noticing that \( J := \bigcup_{k \in I \setminus \{i\}} T(k) = \bigcup_{k \in I \setminus \{i\}} T'(k) \) belongs to \( T' \) we obtain
\[
\text{dist}(x_1,x_2) = \sum_{I \in T \setminus T'} \text{dist}((x_1)_{I),(x_2)_{I}) = \sum_{I \in T \setminus T'} \text{dist}((x_1)_{T(i)} + x'_I,(x_2)_{T(i)} + x'_I) \leq 2^d \text{dist}_{T^t,T'}^x(x_1,x_2). \qed
Consider $T, T'$ admissible topologies with $T \overset{1}{\prec} T'$, ($i < j$) such that $T'(i) = T(i) \cup \{j\}$. Given $x \in \mathcal{X}_T$, we use the metric (11) to define a bilipschitz homeomorphism

$$\varphi_x : (-\pi/2, \pi/2) \to \pi_{T,T'}^{-1}(x')$$

where $x' = \pi_{T,T'}(x)$.

For this purpose let $V = \mathbb{R}^d$ endowed with the inner product inherited from the ambient space $\mathbb{R}^d$ (i.e. the inner product between two classes is calculated by taking representatives perpendicular to $x'_{T'(i)\setminus\{i,j\}}$).

One has that $(\pi_{T,T'})^{-1}(x')$ consists in configurations $z$ with $z_{T'(k)} = x'_{T'(i)\setminus\{i,j\}}$ for all $k \neq i$ while $z_{T(i)}$ is a codimension one subspace of $x'_{T'(i)\setminus\{i,j\}}$ which contains $x'_{T'(i)\setminus\{i,j\}}$ and is distinct from $x'_{T'(i)\setminus\{i\}}$. It follows that $(\pi_{T,T'})^{-1}(x')$ endowed with $\text{dist}_{T,T'}$ is isometric to the space of one dimensional subspaces of $V$ minus the projection of $x'_{T'(i)\setminus\{i\}}$ with the angle distance.

Let $X,Y$ be a pair of unit vectors in $V$ such that $X$ has a representative in $x_{T(i)}$, $Y$ has a representative in $x'_{T'(i)\setminus\{i\}}$ and such that $\cos \angle(X,Y) \geq 0$. Define $\varphi_x : (-\pi/2, +\pi/2) \to \pi_{T,T'}^{-1}(x')$ by associating to $u \in (-\pi/2, +\pi/2)$ the configuration where the corresponding one dimensional subspace of $V$ contains a vector of the form $\cos uX + \sin uY$. Set $\theta := \angle(X,Y)$.

**Lemma 3.4.** In the above context $\varphi_x$ is a bilipschitz homeomorphism. Moreover,

$$|\tan \frac{\theta}{2}| < \text{Lip} \ (\varphi_x) < \frac{1}{|\tan \frac{\theta}{2}|}.$$  

**Proof.** Let $e_1 = (1,0), e_2 = (0,1)$ be the standard basis of $\mathbb{R}^2$ and $G_1(\mathbb{R}^2)$ be the space of one dimensional subspaces with the angle distance. Let $L_2$ be the subspace generated by $e_2$.

The mapping $f : (-\pi/2, \pi/2) \to G_1(\mathbb{R}^2) \setminus \{L_2\}$ where $f(u)$ is the subspace generated by $\cos(u)e_1 + \sin(u)e_2$ is an isometry.

By [Les21, Lemma 2], if $\theta \in (0, \pi/2)$ then the mapping $g_\theta : G_1(\mathbb{R}^2) \setminus \{L_2\}$ induced by the matrix $A = \begin{pmatrix} \sin(\theta) & 0 \\ \cos(\theta) & 1 \end{pmatrix}$ has derivative $|dg_\theta(L)| = \frac{|\det(A)|}{|A|}.$

This implies for the composition one has

$$|dg_\theta \circ f(u)| = \frac{|\sin(\theta)|}{\cos(u)^2\sin(\theta)^2 + (\cos(u)\cos(\theta) + \sin(u))^2} = \frac{|\sin(\theta)|}{1 + \sin(2u)\cos(\theta)}.$$

Letting $\theta = \text{dist}(x_{T(i)}, x'_{T'(i)\setminus\{i\}})$ the fiber $\pi_{T,T'}^{-1}(x')$ endowed with $\text{dist}_{T,T'}$ is isometric to the projective space $G_1(\mathbb{R}^2) \setminus \{L_2\}$ where $x_{T(i)}$ is identified with the subspace generated by $\sin(\theta)e_1 + \cos(\theta)e_2$.

Under this identification $\varphi_x$ corresponds to the composition $g_\theta \circ f$, so we have obtained

$$|d\varphi_x(u)| = \frac{|\sin(\theta)|}{1 + \sin(2u)\cos(\theta)}.$$

$\square$
To finish the proof of Proposition 3.2, we still have to show that the homeomorphism \( \varphi_z, z \in (\pi_{T', T})^{-1}(x') \) depends continuously on \( z \) as a bilipschitz homeomorphism. Given the above construction, this is true since we can locally choose in a continuous way parameterizations of the spaces

\[
V_z = [\pi_{T', T^{-1}}(z)]T^{-1}(i)/[\pi_{T', T^{-1}}(z)]T^{-1}(i) \{i,j\}
\]

and in these spaces vectors \( X_z, Y_z \) such that \( X_z \) has a representative in \( z_{T'(i)} \), \( Y_z \) has a representative in \( [\pi_{T', T^{-1}}(z)]T^{-1}(i) \{i,j\} \) and \( \cos \angle(X_z, Y_z) \geq 0. \)

**Proof of Proposition 2.1.2.** For \( T < T' \) admissible topologies, it follows from Proposition 3.2 that \( \delta_{T, T'} \leq N_{T, T'} \). Also since \( T' \leq T^{-1} \), we have \( \pi_{T', T^{-1}} \leq 1 \). By formula (7), we have indeed \( \kappa_{T, T'} \leq \sum_{(i,j) \in D_{T, T'}} (x_i - x_j)^3 \).

**3.3 One-dimensional coordinates.** Let \( i < j \) and consider all arrows \( T, T' \) of admissible topologies with \( T \leq T' \), such that \( T'(i) = T(i) \cup \{j\} \). Recall that \( T_{i,j} \) is the topology defined by

\[
T_{i,j}(k) = \{k\} \text{ if } k \neq i, \quad T_{i,j}(i) = \{i, j\}.
\]

The topology \( T_{i,j} \) is admissible and one step coarser than \( T_1 \).

**Lemma 3.5.** Let \( T \leq T' \) be admissible topologies and \( i, j \) be such that \( T(i) = T'(i) \setminus \{j\} \). For all \( y', x' \) such that \( \pi_{T_{i,j}} y' = x' \), \( \pi_{T_{i,j}} \) defines a bilipschitz homeomorphism between \((\pi_{T, T'})^{-1}(x')\) and \((\pi_{T_{i,j}})^{-1}(y')\). The Lipschitz constants depend only on \( y' \).

**Proof.** Consider \( y_1, y_2 \in \mathcal{X}_{T_1} \), distinct and such that \( \pi_{T_{i,j}}(y_1) = \pi_{T_{i,j}}(y_2) = y' \). Set \( x_1 = \pi_{T_{i,j}}(y_1) \) and \( x_2 = \pi_{T_{i,j}}(y_2) \) and notice that \( \pi_{T, T'}(x_1) = \pi_{T, T'}(x_2) = \pi_{T_{i,j}, T'}(y') = x' \). Since \( \pi_{T_{i,j}} \) consists of forgetting some subspaces of each sequence \( (x_i)_{i \in T_1} \) it is 1-Lipschitz, and in particular 1-Lipschitz as a mapping between \( \pi_{T_{i,j}}^{-1}(y') \) and \( \pi_{T, T'}^{-1}(x') \).

To prove that the inverse is also Lipschitz let \( S_1 = (y_1)_{i \in T_1} \), \( S_2 = (y_2)_{i \in T_1} \). Notice that \( S_1, S_2 \) are distinct one dimensional subspaces of the two dimensional subspace \( y'_{\{i,j\}} \). Therefore \( S_1 + S_2 = y'_{\{i,j\}} \) and dist(\( S_1, S_2 \)) = \( \angle(S_1, S_2) \).

For each \( I \in T_1 \setminus T_{i,j} \) we have \( (y_1)_I = W_I + S_1 \) and \( (y_2)_I = W_I + S_2 \) from which it follows that

\[
\operatorname{dist}((y_1)_I, (y_2)_I) = \angle(\pi_{W_I^\perp}(S_1), \pi_{W_I^\perp}(S_2)) \leq \angle(S_1, S_2),
\]

where \( \pi_{W^\perp} : \mathbb{R}^d \to W^\perp \) is the orthogonal projection onto \( W^\perp \). By Lemma 3.3,

\[
\operatorname{dist}(y_1, y_2) = \sum_{I \in T_1 \setminus T_{i,j}} \operatorname{dist}((y_1)_I, (y_2)_I) \leq 2d \angle(S_1, S_2).
\]

\(^3\) Observe that relation (7) depends on Theorem 1.6, which will be proven in Section 5.
Because \( y' \) is a configuration, the minimum over \( I \in T_1 \setminus T_{i,j} \) of the angle between \( W_I \) and \( S_1 + S_2 = y'_{i,j} \) is positive. It follows that there exists \( c > 0 \) which depends only on \( y' \) such that

\[
\text{dist}(x_1, x_2) = \angle(\pi_{W_I}(S_1), \pi_{W_I}(S_2)) \geq c \angle(S_1, S_2),
\]

for all \( I \in T_1 \setminus T_{i,j} \).

Notice that, since \( T_1 \setminus T_{i,j} = \{ I : I \ni i \text{ and } I \not\ni j \} \), \( T \setminus T' \subset T_1 \setminus T_{i,j} \), and therefore

\[
\text{dist}(x_1, x_2) = \sum_{I \in T \setminus T'} \angle(\pi_{W_I}(S_1), \pi_{W_I}(S_2)) \geq 2^{-d} c \text{dist}(y_1, y_2).
\]

It follows that \( \pi_{T_1,T} \) is a bilipschitz homeomorphism between \( \pi_{T_1,T_{i,j}}^{-1}(y') \) and \( \pi_{T,T'}^{-1}(x') \), as claimed.

\[\blacksquare\]

For \( x \in \mathcal{X}_T, T \not\prec T' \) admissible topologies, Lemma 3.4 yields a Lipschitz homeomorphism between \( \pi_{T_1,T_{i,j}}^{-1}(x') \) where \( x' = \pi_{T,T'}(x) \) and \( (-\frac{\pi}{2}, \frac{\pi}{2}) \) and the Lipschitz constant depends on \( x \). Combining with Lemma 3.5 yields

\[
T \longrightarrow S
\]

\[
T' \longrightarrow S'
\]

are such that \( T(i) = T'(i) \setminus \{ j \} \) and \( S(i) = S'(i) \setminus \{ j \} \). Then, for \( x \in \mathcal{X}_T \), there is a bilipschitz homeomorphism between \( (\pi_{T,T'})^{-1}(\pi_{T,T'})(x) \) and \( (\pi_{S,S'})^{-1}(\pi_{T,T'})(x) \).

The Lipschitz constant depends only on \( x \).

## 4. Applications of Oseledets Theorem

### 4.1 Oseledets multiplicative ergodic Theorem.

We review in this section some applications of Oseledets multiplicative ergodic theorem to random walks on matrices. Let \( \mu \) be a probability measure on the group \( G = \text{SL}_d(\mathbb{R}) \) of \( d \times d \) matrices with determinant 1. Let \( (\Omega, m) = (G^\mathbb{Z}, \mu^\mathbb{Z}) \) be the probability space of independent trials of elements of \( G \) with distribution \( \mu \), \( \sigma \) the shift transformation on \( \Omega \). Let \( \omega \in \Omega \) be the sequence \((g_n)_{n \in \mathbb{Z}}\). We denote \( g_n \) the mapping \( \omega \mapsto g_n(\omega) \) that associates to \( \omega \in \Omega \) its coordinate \( g_n \in G \). In particular \( g_0(\omega) \) defines a cocycle with values in \( \text{SL}_d(\mathbb{R}) \) over the ergodic system \((\Omega, m; \sigma)\). Oseledets multiplicative ergodic theorem gives

**Theorem 4.1.** [Ose68] With the above notations, assume that \( \mu \in \mathcal{M}(d) \) and let \( \chi_1 > \chi_2 > \cdots > \chi_d \) with \( \sum_i \chi_i = 0 \) be the Lyapunov exponents (cf. Equation (1)). Then, for \( m\text{-a.e.} \omega \in \Omega \), there exists a direct decomposition of \( \mathbb{R}^d \) into \( d \) one-dimensional spaces

\[
\mathbb{R}^d = E_1(\omega) \oplus E_2(\omega) \oplus \cdots \oplus E_d(\omega)
\]

such that
(1) a vector \( v \neq 0 \) belongs to \( E_i(\omega) \) if, and only if,

\[
\lim_{n \to +\infty} \frac{1}{n} \log |g_{n-1}(\omega) \circ \cdots \circ g_0(\omega) v| = \frac{1}{n} \log |(g_n(\omega))^{-1} \circ \cdots \circ (g_{-1}(\omega))^{-1} v| = \chi_i,
\]

(2) for \( m \)-a.e. \( \omega \), all \( i \), \( \lim_{n \to +\infty} \frac{1}{n} \log |\sin(\langle E_i(\sigma^n \omega), \sum_{j \neq i} E_j(\sigma^n \omega) \rangle)| = 0. \)

By our assumption \( \mu \in \mathcal{M}(d) \), the exponents are indeed pairwise distinct and the spaces \( E_i \) are one-dimensional. The directions \( E_i(\omega) \) are defined \( m \)-a.e. and are called \textit{Oseledets directions}. For two distinct dimensional subspaces \( E, E' \subset \mathbb{R}^d \),

\[ |\sin \langle E, E' \rangle| \]

is defined by \( |\sin \langle E, E' \rangle| = \inf_{v \neq 0 \in E, v' \neq 0 \in E'} \frac{|v \wedge v'|}{|v||v'|} \).

The set \( \Omega_{\text{reg}} \) of points in \( \Omega \) such that properties 1 and 2 of Oseledets theorem hold is called the set of regular points. The set \( \Omega_{\text{reg}} \) is \( \sigma \)-invariant, measurable and has full measure in \( \Omega \). Observe that by characterization 1, for all \( i \), the mapping \( \omega \mapsto E_i(\omega) \) is measurable on \( \Omega_{\text{reg}} \) and we have

\[ E_i(\sigma \omega) = g_0 E_i(\omega). \]

Let \( i = 1, \ldots, d \). We write \( U_i(\omega) := \oplus_{j=1}^i E_i(\omega) \) for the unstable spaces, \( U'_i(\omega) := \oplus_{j=d-i+1}^d E_j(\omega) \) for the stable spaces.\(^4\)

Since the exponents are distinct, for \( \omega \in \Omega_{\text{reg}} \), the flags \( E_-(\omega) \) given by \( \{0\} = U_0 \subset U_1(\omega) \subset \cdots \subset U_d = \mathbb{R}^d \) and \( E_+(\omega) \) given by \( \{0\} = U'_0 \subset U'_1(\omega) \subset \cdots \subset U'_{d-1}(\omega) \subset U'_d = \mathbb{R}^d \) are in general position.

An important classical observation is the following:

**Proposition 4.2.** For all \( i \), the mappings \( \omega \mapsto U_i(\omega) \) are measurable with respect to the \( \sigma \)-algebra generated by \( (g_n)_{n \leq -1} \); for all \( i' \), the mappings \( \omega \mapsto U'_i(\omega) \) are measurable with respect to the \( \sigma \)-algebra generated by \( (g_n)_{n \geq 0} \). In particular, \( E_- \) and \( E_+ \) are independent.

**Proof.** It suffices to prove that for any \( i \), \( U_i \) depends only on \( \{g_n\}_{n \leq -1} \). We claim that, for \( \omega \in \Omega_{\text{reg}} \), \( U_i = \{v : \lim \sup_{n \to +\infty} \frac{1}{n} \log |g_{-1}^{-1} \circ \cdots \circ g_{-1}^{-1} v| \leq -\chi_i \} \). This shows that \( U_i \) is completely determined when one knows \( \{g_n\}_{n \leq -1} \). To prove the claim, observe that \( \{v : \lim \sup_{n \to +\infty} \frac{1}{n} \log |g_{-1}^{-1} \circ \cdots \circ g_{-1}^{-1} v| \leq -\chi_i \} \) is a vector space that contains \( E_j(\omega), j \leq i \) by definition. It is exactly \( U_i(\omega) \) since any vector that has a nonzero component in one of the \( E_\ell(\omega), \ell > i \) satisfies \( \lim \sup_{n \to +\infty} \frac{1}{n} \log |g_{-1}^{-1} \circ \cdots \circ g_{-1}^{-1} v| \geq -\chi_\ell > -\chi_i \). One verifies in the same way that \( U'_i(\omega) = \{v : \lim \sup_{n \to +\infty} \frac{1}{n} \log |g_n \circ \cdots \circ g_0 v| \leq \chi'_i \} \).

Let \( Q \) be a partition of \( \{0, 1, \ldots, d\} \) into intervals, \( Q = \{q_0 = 0 < q_1 < \cdots < q_k = d\} \). Write \( U_Q(\omega) \in \mathcal{F}_Q \) for the \( Q \)-flag

\[ U_Q(\omega) := \{0\} = U_0 \subset U_{q_1}(\omega) \subset \cdots \subset U_{q_{k-1}}(\omega) \subset U_d = \mathbb{R}^d. \]

\(^4\) cf. notations of the Introduction.
The set $\mathcal{G}_i$ of $i$-dimensional subspaces is identified with $\mathcal{F}_{\{0<i<d\}}$.

Since $g_0$ is independent of $U_i(\omega), U_Q(\omega)$ and the distribution of $g_0$ is $\mu$, the distribution of $U_i$ (resp. $U_Q$) is a measure on $\mathcal{G}_i$ (resp. $\mathcal{F}_Q$) which is stationary under the action of $(G, \mu)$. By uniqueness, the distribution of $U_i(\omega)$ is $\nu_{\{0<i<d\}}$, the distribution of $U_Q(\omega)$ is $\nu_Q$. Similarly, the distribution of $E_-$ is a stationary measure $\nu'$ for the action of $\mu'$ on $\mathcal{F}$. For all partition $Q$ of $\{0,1,\ldots,d\}$ into intervals, the distribution of $U_Q'(\omega)$ is the stationary measure $\nu'_Q := (\pi_Q)_*\nu'$ for the action of $\mu'$ on $\mathcal{F}_Q$.

**Remark 4.3.** We do not know a priori that the measure $\mu'$ has a unique stationary measure; in all the paper, we use the distribution $\nu'$ of stable flags as stationary measure for the action of $\mu'$ on $\mathcal{F}$.

Let $\Omega_+ := (\sigma^n)_{n \geq 0}$ (respectively $\Omega_- := (\sigma^n)_{n \leq -1}$) be the space of one-sided sequences of elements of $G$, $m_+$ (respectively $m_-$) the product measure with $g_k$ of distribution $\mu$ for all $k \geq 0$ (respectively for all $k < 0$), $\sigma$ the shift transformation. Then, by Proposition 4.2, $E_-$ (respectively $E_+$) can be seen as a mapping from $\Omega_-$ (respectively $\Omega_+$) into $\mathcal{F}$. By Oseledets Theorem 4.1, for almost every $\omega$, the pair $E(\omega) := (E_-(\omega_-), E_+(\omega_+))$ belongs to $\mathcal{F}(2)$.

We recall in our notations the key Furstenberg result

**Theorem 4.4.** [Fur63] Assume $\mu \in \mathcal{M}(d)$. Let $f \in \mathcal{F}, f = \{0\} \subset U_1(f) \subset \cdots \subset U_{d-1}(f) \subset \mathbb{R}^d$. For m.a.e. $\omega \in \Omega_+$, all $j, j = 1, \ldots, d$,

$$\lim_{n \to +\infty} \frac{1}{n} \log |\det_{U_{j}(f)}(g_{n-1} \circ \cdots \circ g_0)| = \sum_{i \leq j} \chi_i.$$ 

**Proof.** Under our hypotheses, the distributions of all exterior products $\wedge_{i=1}^d g$ satisfy the conditions of Theorem 8.5 in [Fur63].

We used these relations in the introduction to define the exponents $\chi_j, j = 1, \ldots, d$, in general for $\nu$ extremal. Since $\mu \in \mathcal{M}(d)$, the stationary $\nu$ measure is extremal and thus the skew product $(\Omega_+ \times \mathcal{F}, m_+ \otimes \nu)$ is ergodic for the transformation $\tilde{\sigma}: \tilde{\sigma}(\omega_+, f) = (\sigma \omega_+, g_0(\omega)f)$. We can write

$$\sum_{i \leq j} \chi_i = \lim_{n \to +\infty} \frac{1}{n} \log |\det_{U_{j}(f)}(g_{n-1} \circ \cdots \circ g_0)|$$

$$= \lim_{n \to +\infty} \frac{1}{n} \sum_{k=1}^{n-1} \log |\det_{U_{j}(\tilde{\sigma}^k(\omega_+, f))}(g_0(\sigma^k \omega))|. $$

The last line converges to $\int \log |\det_{U_j(f)}(g)| d\mu(g) d\nu(f)$ by the ergodic theorem, so that

$$\sum_{i \leq j} \chi_i = \int \log |\det_{U_j(f)}(g)| d\mu(g) d\nu(f). \quad (13)$$
We define the Lyapunov exponents by Equation (13) when the measure $\nu$ is not extremal. When the distribution of $E_-(\omega)$ is $\nu$ (in particular, for $\mu \in \mathcal{M}(d)$) and since $g_0$ is independent of $E_-(\omega)$, then (13) can also be written, for all $j, j = 1, \ldots, d$,

$$\sum_{i \leq j} \chi_i = \int_{\Omega} \log \left| \det U_j(\omega)(g_0(\omega)) \right| \, dm(\omega).$$

Using property 2 in Oseledets multiplicative ergodic Theorem 4.1, we get, in that case, for any subset $I \subset \{1, \ldots, d\}$, setting $V_I(\omega) = \bigoplus_{k \in I} E_k(\omega)$,

$$\int_{\Omega} \log \left| \det V_I(\omega)(g_0(\omega)) \right| \, dm(\omega) = \sum_{k \in I} \chi_k. \tag{14}$$

4.2 Approximation of partial Oseledets configurations. Given an admissible topology $T$ we define $E_T(\omega) = F_T(E_-(\omega), E_+(\omega))$ where $F_T$ is defined in Section 1.4.

Let $T \prec T'$ be admissible topologies. We will extend the configuration $E_{T'}(\omega)$ to a configuration $\widehat{E}(\omega)$ defined on $T$ by applying a deterministic function to $E_{T'}(\omega)$.

For this purpose, for each $i = 1, \ldots, d$, we let $\widehat{E}_i(\omega)$ be the one dimensional subspace of $E_{T'}(\omega)_{T'(i)}$ which is perpendicular to $E_{T'}(\omega)_{T'(i) \setminus \{i\}}$. The configuration $\widehat{E}(\omega)$ is defined by letting

$$\widehat{E}(\omega)_I = \sum_{i \in I} \widehat{E}_i(\omega)$$

for all $I \in T$.

**Proposition 4.5.** For $m$-a.e. $\omega$, and all $I \in T'$ one has $\widehat{E}(\omega)_I = E_{T'}(\omega)_I$.

**Proof.** It suffices to verify that $\widehat{E}(\omega)_{T'(i)} = E_{T'}(\omega)_{T'(i)}$ for $i = 1, \ldots, d$.

When $i = d$, this is trivial since $E_{T'}(\omega)_{T'(d)} = E_d(\omega)$ and therefore $\widehat{E}(\omega)_{T'(d)} = E_d(\omega)$ as well.

Suppose that the claim is true for $i + 1, \ldots, d$, then

$$\widehat{E}(\omega)_{T'(i) \setminus \{i\}} = \sum_{j \in T'(i) \setminus \{i\}} \widehat{E}(\omega)_{T'(j)} = \sum_{j \in T'(i) \setminus \{i\}} E(\omega)_{T'(j)} = E(\omega)_{T'(i) \setminus \{i\}}.$$ 

It follows that $\widehat{E}_i(\omega)$ is complementary to the codimension one subspace $\widehat{E}(\omega)_{T'(i) \setminus \{i\}}$ within $E(\omega)_{T'(i)}$. Taking the sum one obtains $\widehat{E}(\omega)_{T'(i)} = E_{T'}(\omega)_{T'(i)}$, as claimed. \qed

We now show that using the extension above one may approximate $E_T(\omega)$ using only $E_{T'}(\omega)$ and $g_{-1}(\omega), \ldots, g_{-n}(\omega)$ up to an error which is exponentially small as $n \to +\infty$. 

Proposition 4.6. For m-a.e. \( \omega \) when \( n \to +\infty \) one has

\[
\text{dist}(g_{-1}(\omega) \cdots g_{-n}(\omega) \tilde{E}(\sigma^{-n}(\omega)) T, E_T(\omega)) \leq \exp(-\chi n + o(n)),
\]

where \( \chi = \min_{(i,j) \in D_{T,T'}} \chi_i - \chi_j \).

Proof. To simplify calculations for each \( i = 1, \ldots, d \) let \( w_i(\omega) \) be a unit vector generating \( E_i(\omega) \), and \( v_i(\omega) \) be a unit vector generating \( \tilde{E}_i(\omega) \). Write

\[
v_i(\omega) = \sum_{j \in T'(i)} a_{i,j}(\omega) w_j(\omega).
\]

Since \( v_i(\sigma^{-n}\omega) \) is a unit vector and \( v_i(\omega) \) is perpendicular to \( w_j(\omega) \) for \( j \neq i \), \( |a_{i,i}(\sigma^{-n}\omega)| \geq 1 \). Furthermore, since, by Oseledets theorem, the angle between \( E_i(\sigma^{-n}\omega) \) and \( \sum_{j \in T'(i) \setminus \{i\}} E_j(\sigma^{-n}\omega) \) is at least \( e^{-o(n)} \), we obtain \( |a_{i,j}(\sigma^{-n}\omega)| \leq e^{o(n)} \) for all \( j \), all \( n \), and m-a.e. \( \omega \).

It suffices to show that

\[
\text{dist}(g_{-1}(\omega) \cdots g_{-n}(\omega) \tilde{E}(\sigma^{-n}(\omega)) J(i), E_T(\omega) J(i)) \leq \exp(-\chi n + o(n)),
\]

when \( n \to +\infty \) for all \( i = 1, \ldots, d \).

The claim is trivially true when \( i = d \).

Suppose that the claim is true for \( i + 1, \ldots, d \), so in particular one has that

\[
\text{dist}(g_{-1}(\omega) \cdots g_{-n}(\omega) \tilde{E}(\sigma^{-n}(\omega)) J(i), E_T(\omega) J(i)) \leq \exp(-\chi n + o(n)),
\]
as \( n \to +\infty \) where \( J = T(i) \setminus \{i\} \).

Let \( z_n(\omega) \) be a unit vector in the intersection of \( \tilde{E}(\sigma^{-n}(\omega)) J(i) \) with the subspace \( W_i(\sigma^{-n}(\omega)) \), where \( W_i(\omega) \) is the space generated by \( \{w_j(\omega), j = i \text{ and } j \in T'(i) \setminus T(i)\} \). We have \( e^{-o(n)} \leq |\langle z_n, w_i(\sigma^{-n}\omega) \rangle| \) and \( \|z_n\| = 1 \). If we write

\[
z_n(\omega) = b_{n,i}(\omega) w_i(\sigma^{-n}\omega) + \sum_{j \in T'(i) \setminus T(i)} b_{n,j}(\omega) w_j(\sigma^{-n}\omega),
\]

we have \( |b_{n,i}(\omega)| \geq e^{-o(n)} \) while \( |b_{n,j}(\omega)| \leq e^{o(n)} \) for all \( j \).

To conclude notice that

\[
g_{-1}(\omega) \cdots g_{-n}(\omega) z_n(\omega) = e^{\chi_{i} n + o(n)} b_{n,i}(\omega) w_i(\omega) + \sum_{j \in T'(i) \setminus T(i)} e^{\chi_j n + o(n)} b_{n,j}(\omega) w_j(\omega).
\]

It follows that the angle between \( E_i(\omega) \) and the subspace \( L_n(\omega) \) generated by \( g_{-1}(\omega) \cdots g_{-n}(\omega) z_n(\omega) \) is at most \( e^{-\chi' n + o(n)} \) where \( \chi' = \min_{j \in T'(i) \setminus T(i)} \chi_i - \chi_j \geq \chi \). Since \( g_{-1}(\omega) \cdots g_{-n}(\omega) \tilde{E}(\omega) J(i) = L_n(\omega) + g_{-1}(\omega) \cdots g_{-n}(\omega) \tilde{E}(\omega) J(i), \) the claim follows.
Assume in the above discussion that \( T \prec T' \) and that \( i < j \) is such that \( T'(i) = T(i) \cup \{j\} \). Set \( x' = E_{T'}(\omega) \). Then the space \( W_i(\omega) \), generated by \( E_i(\omega), E_j(\omega) \) is a representative of the vector space \( V = \frac{x'_T(i)}{x'_T(i) \setminus \{i,j\}} \) discussed in Lemma 3.4. Let \( \pi = \pi_{T,T'} \) be the projection from \( \mathcal{X}_T \) to \( \mathcal{X}_{T'} \) and consider the coordinates \( \varphi_{x(\omega)} \) given by Lemma 3.4 on \( \pi^{-1}(E_{T'}(\omega)) \), setting \( x(\omega) = E_T(\omega) \) and \( x'(\omega) = E_{T'}(\omega) \). The distance \( \varphi_{x(\omega)} \) on \( W_i(\omega) \) is equivalent to the metric \( \text{dist}_{T,T'}^{x'(\omega)} \) (see (11)) on \( \pi^{-1}(x'(\omega)) \).

**Lemma 4.7.** Let \( T \prec T' \) be admissible topologies and \( i < j \) such that \( T'(i) = T(i) \cup \{j\} \). Fix \( \beta > 0 \) and let \( x_n \in \pi^{-1}(x'(\sigma^{-n}\omega)) \) satisfy \( x_n \in \varphi_{x(\sigma^{-n}\omega)}(-\beta, \beta) \). Then for \( m \)-a.e. \( \omega \), as \( n \to \infty \), one has

\[
\text{dist}_{T,T'}^{x'(\omega)}(g_{-1}(\omega) \circ \cdots \circ g_{-n}(\omega)(x_n), E_T(\omega)) \leq \exp(-\chi_{T,T'}n + o(n)).
\]  

(15)

**Proof.** By Theorem 4.1.2, the distance from \( E_T(\sigma^{-n}\omega) \) to \( E_{T'}(\sigma^{-n}\omega) \) is at least \( \exp(-o(n)) \). Therefore, \( \text{dist}_{T,T'}^{x'(\sigma^{-n}\omega)}(x_n, E_{T'}(\sigma^{-n}\omega)) \geq \exp(-o(n)) \) as well. Following the proof of Proposition 4.6, we have that the point \( x_n \) satisfies

\[
\text{dist}_{T,T'}^{x'(\omega)}(g_{-1}(\omega) \circ \cdots \circ g_{-n}(\omega)(x_n), E_T(\omega)) \leq \exp(-\chi_{T,T'}n + o(n)).
\]

The lemma follows. \( \square \)

### 5 Proof of Theorem 1.1

Theorem 1.1 states that some entropy is estimated from above by exponents. For random walks on matrices, this is a fundamental observation of Furstenberg [Fur63]. Theorem 1.1 and its proof are one more variant of the original proof: one shows equality for a big family of random walks on the same group and one approximates using this family. The exponents are continuous and the entropy has some upper semi-continuous properties. This should be sufficient for the astute reader, but we will give a detailed proof anyway. In particular, it gives some a priori quasi-invariance of stationary measures (see Corollary 5.9). We state and prove the generalisation of Theorem 1.1 to the action on \( \mathcal{F}_Q \), for any \( Q \) partition de \( \{0, 1, \ldots, d\} \).

**Theorem 5.1.** With the above notations, for any partition \( Q \) of \( \{0, 1, \ldots, d\} \) into intervals, there exists a stationary measure \( \nu_Q \) on \( \mathcal{F}_Q \) such that

\[
\chi(\mathcal{F}_Q, \mu, \nu_Q) \leq \sum_{i,j: \ell_Q(i) < \ell_Q(j)} \chi_i - \chi_j.
\]  

(16)

If there is equality in (16), then the measure \( \nu_Q \) is exact dimensional with dimension \( \dim \mathcal{F}_Q \).

For \( \mu \in \mathcal{M}(d) \), the stationary measure \( \nu_Q \) is unique and thus satisfies (16).
5.1 Mollification of $\mu$. For each $n = 1, 2, 3, \ldots$ fix a probability $\lambda_n$ with a smooth positive density with respect to Haar measure on the orthogonal group of $\mathbb{R}^d$, in such a way that $\lim_{n \to +\infty} \lambda_n = \delta_{Id}$ where $\delta_{Id}$ is the point mass at the identity.

Let $\mu_n = \lambda_n * \mu$ so one has, for all continuous $h : G \to \mathbb{R}$

$$\int_G h(g) d\mu_n(g) = \int_G \int h(rg) d\lambda_n(r) d\mu(g).$$  \hspace{1cm}(17)$$

Let $\eta$ be the orthogonally invariant probability on $F$.

Lemma 5.2. For each $n$ there is a unique $\mu_n$-stationary probability $\nu_n$ on $F$. Furthermore, $\nu_n$ has a continuous positive density with respect to $\eta$.

Proof. For any $\mu_n$-stationary probability we have

$$\nu_n = \mu_n * \nu_n = (\lambda_n * \mu) * \nu_n = \lambda_n * (\mu * \nu_n).$$

Since, for any probability $m$ on $F$, the convolution $\lambda_n * m$ has a continuous positive density with respect to $\eta$ it follows that any $\mu_n$-stationary probability has this property. However, any two distinct extremal $\mu_n$-stationary probabilities must be mutually singular. This implies that $\nu_n$ is unique as claimed. \hfill \Box

Let $\mathcal{M}(G \times F)$ be the space of probability measures on $G \times F$ whose projection onto the space of probabilities on $G$ satisfy $\int ||\log \|g\|| d\mu(g) < +\infty$. Endow $\mathcal{M}(G \times F)$ with the topology of convergence over continuous function $\varphi$ on $(G \times F)$ with $|\varphi(g, f)| \leq C \log \|g\|$ for some constant $C$.

Lemma 5.3. In $\mathcal{M}(G \times F)$, any limit $\lim_{n \to +\infty} (\mu_n \times \nu_n)$ is of the form $\mu \times \nu$ for some stationary $\nu$ on $F$.

Proof. We have $\lim_{n \to +\infty} \mu_n = \mu$ and, since any weak*-limit of $\nu_n$ is $\mu$-stationary, $\lim_{n \to +\infty} (\mu_n \times \nu_n)$ is of the form $\mu \times \nu$ for some $\mu$-stationary $\nu$ on $F$. A priori, we have convergence against only continuous functions with compact support on $G \times F$. We want to ensure that there is also convergence in $\mathcal{M}(G \times F)$. We may assume that $\{\mu_n \times \nu_n\}_{n \to \infty}$ is the converging sequence.

By Skorohod’s representation theorem (see [Bi99, Theorem 6.7]), there exists a probability space $(P, \mathcal{E}, \mathbb{P})$ and random elements on this space such that

$$\lim_{n \to +\infty} (A_n, F_n) = (A, F)$$

almost surely, where $(A, F)$ has distribution $\mu \times \nu$ and $(A_n, F_n)$ has distribution $\mu_n \times \nu_n$ for each $n$. Let $\varphi$ be a continuous function $\varphi$ on $(G \times F)$ with $|\varphi(g, f)| \leq C \log \|g\|$ for some constant $C$.

With these auxiliary random elements we calculate (denoting integration with respect to $\mathbb{P}$ by $\mathbb{E}()$ as usual)

$$\lim_{n \to +\infty} \int \varphi(g, f) d\mu_n(g) d\nu_n(f) = \lim_{n \to +\infty} \mathbb{E}((\varphi(A_n, F_n))).$$
Observe that, since left composition with an orthogonal transformation does not change the norm a linear mapping, the random variables \(|\varphi(A_n, F_n)|_{n=1,2,...}\) are uniformly integrable. It follows that
\[
\lim_{n \to +\infty} \mathbb{E} \left( \varphi(A_n, F_n) \right) = \mathbb{E} \left( \varphi(A, F) \right).
\]

\[\square\]

**Lemma 5.4.** For each \(n\) and each \(i = 1, \ldots, d\) let \(\chi_{i,n}\) be such that
\[
\sum_{j \leq i} \chi_{j,n} := \int \int \log(|\det U_i(f)(g)|) \, d\nu_n(f) \, d\mu_n(g).
\]
Then one has \(\lim_{n \to +\infty} \chi_{i,n} = \chi_i\) for each \(i = 1, \ldots, d\).

**Proof.** Recall the definition of the Lyapunov exponents by Equation (13). We may apply the preceding lemma since \(|\det U_i(f)(g)| \leq d! \log |g|\).

\[\square\]

### 5.2 Quasi-independence and mutual information

Let \((\Omega, \mathbb{P})\) be a probability space. Given \(X : \Omega \to \mathcal{X}\) and \(Y : \Omega \to \mathcal{Y}\) taking values in Polish spaces, we say \(X\) and \(Y\) are quasi-independent if the distribution \(\mathbb{P}_{X,Y}\) of \(X, Y\) is absolutely continuous with respect to the product \(\mathbb{P}_X \otimes \mathbb{P}_Y\) of the distributions of \(X\) and \(Y\). We write \(f(x, y)\) or \(f_{x,y}\) for the Radon-Nikodym derivative \(\frac{d\mathbb{P}_{X,Y}}{d(\mathbb{P}_X \otimes \mathbb{P}_Y)}\). In that case, the disintegration of the measure \(\mathbb{P}_{X,Y}\) with respect to the projections over \(X\) and \(Y\) is respectively \(\mathbb{P}_x = f(x, y) \mathbb{P}_Y\) and \(\mathbb{P}_y = f(x, y) \mathbb{P}_X\).

For \(X\) and \(Y\) as above, define the mutual information between \(X\) and \(Y\) as
\[
I(X, Y) = I_\mathbb{P}(X, Y) = \sup \sum_{A \in \mathcal{A}} \log \left( \frac{\mathbb{P}(X,Y)(A)}{(\mathbb{P}_X \times \mathbb{P}_Y)(A)} \right) \mathbb{P}(X,Y)(A),
\]
where the supremum is over finite Borel partitions \(\mathcal{A}\) of \(\mathcal{X} \times \mathcal{Y}\).\(^5\)

Directly from the definition one sees that \(I(X, Y) = I(Y, X)\). By Jensen inequality \(0 \leq I(X, Y) \leq +\infty\) with equality to 0 if and only if \(X\) and \(Y\) are independent. If \(X\) takes countably many values and has finite entropy \(H(X)\) in the sense of \([\text{Sha}48]\) one has \(I(X, Y) \leq H(X)\). It was shown in \([\text{Dob}59]\) that \(I(X, Y)\) is the supremum over any sequence of partitions which generate the Borel \(\sigma\)-algebra in \(\mathcal{X} \times \mathcal{Y}\).

It was shown in \([\text{GfY}59, \text{Per}59]\) that if \(I(X, Y) < +\infty\) then \(X\) and \(Y\) are quasi-independent and
\[
I(X, Y) = \int \log f(x, y) \, d\mathbb{P}_{X,Y}(x, y) = \int f(x, y) \log f(x, y) \, d\mathbb{P}_X(x) \, d\mathbb{P}_Y(y).
\]

\(^5\) By convention, \(\log \left( \frac{\mathbb{P}(X,Y)(A)}{(\mathbb{P}_X \times \mathbb{P}_Y)(A)} \right) \mathbb{P}(X,Y)(A) = 0\) if \(\mathbb{P}_{X,Y}(A) = 0\), the sum is \(+\infty\) if there is one \(A \in \mathcal{A}\) such that \(\mathbb{P}_{X,Y}(A) \neq 0\) and \((\mathbb{P}_X \times \mathbb{P}_Y)(A) = 0\).
Let $Q$ be a partition of $\{0, 1, \ldots, d\}$ into intervals and $\pi_Q : \mathcal{F} \to \mathcal{F}_Q$ the projection from $\mathcal{F}$ into the corresponding space of partial flags. Consider the stationary measure $\nu_Q = (\pi_Q)_*(\nu)$ that is a limit of the measures $\nu_{Q,n} = (\pi_Q)_* \nu_n$ as $n \to \infty$.

We define the probability $\mathbb{P}$ on $G \times \mathcal{F}_Q$ so that

$$
\int h(g, f) d\mathbb{P}(g, f) = \int \int h(g, gf) d\nu_Q(f) d\mu(g)
$$

and the mutual information $I$ between the coordinate projections on $G \times \mathcal{F}_Q$ with respect to $\mathbb{P}$. Inequality (16) for $\nu_Q$ and thus Theorem 5.1 will follow directly from Proposition 5.5.

**Proposition 5.5.** With the above notations,

$$
I \leq \sum_{\ell_Q(i) < \ell_Q(j)} \chi_i - \chi_j.
$$

Indeed, by Proposition 5.5, the variables $G$ and $\mathcal{F}_Q$ are quasi-independent under $\mathbb{P}$, with density $\frac{dg \nu_Q}{d\nu_Q}(f)$. In particular,

$$
h(\mathcal{F}_Q, \mu, \nu_Q) = \int \log \left( \frac{dg \nu_Q}{d\nu_Q}(f) \right) dg \nu_Q(f) d\mu(g)
$$

which is the statement of (16).

**Proof of Proposition 5.5.** We analogously define the probability $\mathbb{P}_n$ on $G \times \mathcal{F}_Q$ so that

$$
\int h(g, f) d\mathbb{P}_n(g, f) = \int \int h(g, gf) d\nu_{Q,n}(f) d\mu_n(g)
$$

and the mutual information $I_n$ between the coordinate projections on $G \times \mathcal{F}_Q$ with respect to $\mathbb{P}_n$.

**Lemma 5.6.** In the above context, $I \leq \lim \inf_{n \to +\infty} I_n$.

**Proof.** By Dobrushin’s theorem [Pin64, Theorem 2.1.1] the supremum may be taken over partitions whose sets belong to any generating set for the Borel $\sigma$-algebra. Therefore we may consider only partitions into sets satisfying $\lim_{n \to +\infty} \mathbb{P}_n(A) = \mathbb{P}(A)$. The inequality follows immediately.

**Lemma 5.7.** For each $n$ one has $I_n = \sum_{\ell_Q(i) < \ell_Q(j)} \chi_{i,n} - \chi_{j,n}$.
Proof. Let $\varphi_n$ be the density of $\nu_{Q,n}$ with respect to the rotationally invariant probability $\eta_Q$ on $\mathcal{F}_Q$.

By the Gelfand–Yaglom–Perez theorem [Pin64, Theorem 2.1.2] one has

$$I_n = \int_{G \times \mathcal{F}_Q} \log \left( \frac{dg \ast \nu_{Q,n}}{d\nu_{Q,n}}(f) \right) d\mathbb{P}_n(g,f)$$

$$= \int_{G} \int_{\mathcal{F}_Q} \log \left( \frac{dg \ast \nu_{Q,n}}{d\nu_{Q,n}}(gf) \right) d\nu_{Q,n}(f) d\mu_n(g)$$

$$= \int_{G} \int_{\mathcal{F}_Q} \log \left( \frac{\varphi_n(f)}{\varphi_n(gf)} \frac{dg \ast \eta_Q}{d\eta_Q}(gf) \right) d\nu_{Q,n}(f) d\mu_n(g).$$

By $\mu_n$-stationarity of $\nu_{Q,n}$ the integrals involving $\varphi_n$ cancel, and one obtains

$$I_n = \int_{G} \int_{\mathcal{F}_Q} \log \left( \frac{dg \ast \eta_Q}{d\eta_Q}(gf) \right) d\nu_{Q,n}(f) d\mu_n(g).$$

We have the following explicit formula for $\frac{dg \ast \eta_Q}{d\eta_Q}(gf)$

**Proposition 5.8.** For $Q = \{ q_0 = 0 < q_1 < \cdots < q_k = d \}$ and $\eta = \eta_Q$ the rotation invariant measure then

$$\frac{dg \ast \eta}{d\eta}(gx) = \frac{|\det U_{q_1}(x)(g)|^q |\det U_{q_2}(x)(g)|^{q_2 - q_1} \cdots |\det U_{q_k - 1}(x)(g)|^{d - q_k - 2}}{|\det(g)|^{q_k - 1}}.$$ 

In particular on the space of full flags one has

$$\frac{dg \ast \eta}{d\eta}(gx) = \frac{|\det U_{i}(x)(g)|^2 |\det U_{j}(x)(g)|^2 \cdots |\det U_{k-1}(x)(g)|^2}{|\det(g)|^{d-1}}.$$ 

Proposition 5.8 is proven in the next subsection. Given Proposition 5.8, we may write

$$I_n = \int_{G} \int_{\mathcal{F}_Q} \log \left( \frac{|\det U_{q_1}(f)(g)|^q |\det U_{q_2}(f)(g)|^{q_2 - q_1} \cdots |\det U_{q_k-1}(f)(g)|^{d - q_k - 2}}{|\det(g)|^{q_k - 1}} \right) d\nu_{Q,n}(f) d\mu_n(g)$$

$$= \left( \sum_{j=1}^{k-1} (q_{j+1} - q_j) \chi_{i,n} \right) - q_{k-1} \sum_{i=1}^{d} \chi_{i,n}$$

$$= \sum_{\ell \in (i) < \ell_Q(j)} \chi_{i,n} - \chi_{j,n},$$

where the last equality follows by direct computation. \( \square \)

Using Lemma 5.4, Proposition 5.5 follows. \( \square \)
Corollary 5.9. Let $\mu \in M(d), \nu$ the stationary measure on $\mathcal{F}$. Then,
\[
    h(\mathcal{F}, \mu, \nu) \leq \sum_{0 < i < j \leq d} \chi_i - \chi_j < +\infty.
\]

In particular, for $\mu$-a.e. $g, g_\ast \nu$ is absolutely continuous with respect to $\nu$ and the function $\log \frac{dg_\ast \nu}{d\nu}$ is integrable with respect to $g_\ast \nu$. Indeed, we have $\int \int_G \log \left( \frac{dg_\ast \nu}{d\nu}(f) \right) dg_\ast \nu(f) d\mu(g) < +\infty$.

5.3 Proof of Proposition 5.8.

Lemma 5.10. Let $Q = \{0 < i < d\}$ and $\eta = \eta_Q$ be the unique rotationally invariant probability on $\mathcal{F}_Q$ the Grassmannian manifold of $i$-dimensional subspaces of $\mathbb{R}^d$. Then
\[
    \frac{dg_\ast \eta}{d\eta}(gx) = \frac{|\det_x(g)|^d}{|\det(g)|^i},
\]
for all $g \in \text{GL}_d(\mathbb{R})$.

Proof. Let $\pi_x : \mathbb{R}^d \to x$ be the orthogonal projection onto $x$ and $\pi_{\mathbb{R}^d/x} : \mathbb{R}^d \to \mathbb{R}^d/x$ the canonical projection. The quotient space $\mathbb{R}^d/x$ is endowed with the inner product such that the projection is an isometry when restricted to the orthogonal complement of $x$.

Since $\eta$ is invariant under orthogonal transformations, we have $\frac{d(\alpha g)_\ast \eta}{d\eta}(\alpha gx) = \frac{dg_\ast \eta}{d\eta}(gx)$ for all orthogonal $\alpha$. Taking $\alpha$ so that $\alpha gx = x$ we may assume without loss of generality that $gx = x$.

Taking $\beta$ orthogonal with $\beta x = x$ and changing $g$ to $g\beta$ we may further assume that:

1. There is an orthogonal basis $v_1, \ldots, v_i$ of $x$ and positive eigenvalues $\sigma_1, \ldots, \sigma_i > 0$ such that $gw_k = \sigma_k v_k$ for $k = 1, \ldots, i$.
2. There is an orthogonal basis $w_1, \ldots, w_{d-i}$ of $\mathbb{R}^d/x$ and positive eigenvalues $\mu_1, \ldots, \mu_{d-i} > 0$ such that $gw_k = \mu_k w_k$ for $k = 1, \ldots, d-i$.

Notice that $\sigma_1 \cdots \sigma_i = |\det_x(g)|$ while $\mu_1 \cdots \mu_{d-i} = |\det(g)|/|\det_x(g)|$.

A local parametrization of $\mathcal{F}_Q$ around $x$ is given by identifying each linear mapping $\varphi : x \to \mathbb{R}^d/x$ with the subspace $x_\varphi$ such that $v \in x_\varphi$ if and only if $\varphi(\pi_x(v)) = \pi_{\mathbb{R}^d/x}(v)$.

Identify each $\varphi$ with its matrix $(a_{lk})_{k,l}$ where $\varphi(v_k) = \sum_l a_{lk} w_l$. With this identification, we define a volume form $\omega$ on $\mathcal{F}_Q$ such that in any coordinates constructed as above one has $\omega(0) = \pm \sum_k a_{lk}$. Since $\omega$ is orthogonally invariant it must define a volume on $\mathcal{F}_Q$ which is a constant multiple of $\eta$.

In this chart the action of $g$ on $\mathcal{F}_Q$ maps $\varphi$ to $g_{|\mathbb{R}^d/x} \circ \varphi \circ g^{-1}_x$ so that
\[
    g_{|\mathbb{R}^d/x} \circ \varphi \circ g^{-1}_x(v_k) = g\varphi(\sigma_k^{-1} v_k) = \sum_l a_{lk} \frac{\mu_l}{\sigma_k} w_l.
\]
It follows that the pull-back under $g$ of $\omega$ satisfies $g^*\omega(0) = \prod_{k,l} \frac{\mu_k}{\sigma_k} \omega(0) = \frac{|\det g|^i}{|\det g|^j}$

$\omega(0)$, which implies the desired claim.

**Corollary 5.11.** If $Q$ is obtained by a splitting an interval $k + 1 < k + m$ of $Q'$ into $k + 1 < k + i < k + m$ then

$$\frac{dg_*\eta^x_{Q',Q}}{dg^x}(gx) = \frac{|\det_{U_{k+i}(x)}(g)|^m}{|\det_{U_k(x)}(g)|^{m-i}|\det_{U_{k+i}(x)}(g)|^i},$$

for all $g \in \text{GL}_d(\mathbb{R})$ and all $x \in \mathcal{F}_Q$.

**Proof.** The fiber of the projection from $\mathcal{F}_Q$ to $\mathcal{F}_{Q'}$ which contains $x$ is naturally identified with the the $i$-dimensional Grassmannian of $U_{k+m}(x)/U_k(x)$.

The Jacobian of $g$ as a mapping from $U_{k+m}(x)/U_k(x)$ to its image is $|\det_{U_{k+i}(x)}(g)|/[\det_{U_k(x)}(g)]$. The Jacobian of the restriction of $g$ to the subspace of $U_{k+m}(x)/U_k(x)$ represented by $U_{k+i}$ is $|\det_{U_{k+i}}(g)|/[\det_{U_k}(g)]$.

The result follows replacing these values in the previous lemma.

**Proposition 5.8** follows from the previous corollary by splitting $\{0 < d\}$ successively into $\{0 < q_{k-1} < d\}, \{0 < q_{k-2} < q_{k-1} < d\}$, etc.

## 6 Mutual Information

### 6.1 Conditional mutual information.

Given $X : \Omega \to \mathcal{X}, Y : \Omega \to \mathcal{Y}$ and $Z : \Omega \to \mathcal{Z}$ taking values in polish spaces, one may define for $\mathbb{P}_Z$-a.e. $z \in \mathcal{Z}$ the dis-integrations $\mathbb{P}^z_{X \times Y}$ with respect to the projections on $\mathcal{Z}$ and the mutual information $I_{\mathbb{P}^z}(X,Y)$ of $X$ and $Y$ given $Z$ using these conditional distributions $\mathbb{P}^z$ of $(X,Y)$ given $Z$. Define the **conditional mutual information** $I(X,Y|Z)$ of $X$ and $Y$ given $Z$ by

$$I(X,Y|Z) := I_{\mathbb{P}^z}(X,Y)$$

and the **conditional mutual entropy** $H(X,Y|Z)$ of $X$ and $Y$ given $Z$ by

$$H(X,Y|Z) := \int I(X,Y|Z) d\mathbb{P}_Z(z).$$

Observe that $X$ and $Y$ are conditionally independent given $Z$ if, and only if, $I(X,Y|Z) = 0$ almost everywhere, if, and only if, $H(X,Y|Z) = 0$. Observe also that, by definition, $I(X,Y|Z) = I(Y,X|Z)$. If $W,X,Y,Z$ are measurable functions from $\Omega$ into Polish spaces then one has the following chain rule

$$H(W,(X,Y)|Z) = H(W,X|Y,Z) + H(W,Y|Z).$$

Let $\mathbb{P}$ be the measure on $G \times \mathcal{F}$ introduced in Section 5.2: for any positive measurable function $h$ on $G \times \mathcal{F}$,

$$\int h(g,f) d\mathbb{P}(g,f) = \int h(g,f) d\mu(g) d\nu(f).$$

We showed that $h(\mathcal{F},\mu,\nu) = I_{\mathbb{P}}(g,f) < +\infty.$
Lemmas 6.1. The measure $\mathbb{P}$ is the distribution of the variables $(g_{-1}, E_-)$ on $(\Omega, m)$. In particular, $g_{-1}(\omega)$ and $E_-(\omega)$ are quasi-independent.

Proof. We indeed have, by invariance of $m$, for any positive $h$ on $G \times \mathcal{F}$

$$
\int h(g_{-1}(\omega), E_-(\omega)) \, dm(\omega) = \int h(g_{-1}(\sigma \omega), E_-(\sigma \omega)) \, dm(\omega)
$$

$$
= \int h(g_0(\omega), g_0(\omega)E_-(\omega)) \, dm(\omega) = \int h \, d\mathbb{P}.
$$

Using Proposition 4.2, we may write, for $m_+\text{-a.e. } \omega_+$:

$$
h(\mathcal{F}, \mu, \nu) = I(g_{-1}, E_-) = I(g_{-1}, E_-|E_+) = I(g_{-1}, E_-|g_0, g_1, \ldots).
$$

Let $T$ be an admissible topology. Recall that we defined the entropy $\kappa_T$ by Equation (5)

$$
\kappa_T := \int \log \frac{dg_*\nu_T^{g_{-1}}f'}{d\nu_T}(g, y) \, dg_*\nu_T^{g_{-1}}f'(y) \, d\nu'(f') \, d\mu(g).
$$

For $m\text{-a.e. } \omega \in \Omega$ write $E_T(\omega) \in \mathcal{X}_{E_+}^E(\omega)$ for $E_T(\omega) := F_T(E_-(\omega), E_+(\omega))$. The next three propositions give other useful expressions for $\kappa_T$.

Proposition 6.2. With the above notations, we have

$$
\kappa_T = H(g_{-1}, E_T|E_+) < +\infty.
$$

Proof. Observe first that the right-hand side of (18) is finite because

$$
H(g_{-1}, E_T|E_+) \leq H(g_{-1}, E_-|E_+) < +\infty.
$$

The distribution of $g_{-1}(\omega)$ given $E_+(\omega)$ is $\mu$ and the distribution of $E_T(\omega)$ given $E_+(\omega)$ is $\nu_T^{E_+}(\omega)$. Remains to compute the joint distribution of $(g_{-1}(\omega), E_T(\omega))$ given $E_+(\omega)$. We claim that it projects to $\mu$ with conditional measures given by $g_{-1}(\omega)\nu_T^{g_{-1}E_+(\omega)}$.

It follows that, for $m_+\text{-a.e. } E_+(\omega)$,

$$
I(g_{-1}(\omega), E_T(\omega)|E_+(\omega)) = \int \log \frac{dg_*\nu_T^{g_{-1}E_+(\omega)}}{d\nu_T}(g, y) \, dg_*\nu_T^{g_{-1}E_+(\omega)}(y) \, d\mu(g).
$$

By integrating in $E_+(\omega)$, i.e. in $f'$ with respect to the measure $\nu'$, we find that $H(g_{-1}, E_T|E_+)$ is given by

$$
H(g_{-1}, E_T|E_+) = \int \log \frac{dg_*\nu_T^{g_{-1}f'}}{d\nu_T'}(g, y) \, d\mu(g) \, dg_*\nu_T^{g_{-1}f'}(y) \, d\nu'(f'),
$$

which is the formula defining $\kappa_T$ in relation (5).
We prove the claim: firstly, $g_{-1}(\omega)$ is independent of $E_+(\omega)$, so that what remains to compute is the distribution of $E_T(\omega)$ given $((g_{-1}(\omega), E_+(\omega))$. The distribution of $E_T(\sigma^{-1}\omega)$ given $((g_{-1}(\omega), E_+(\omega))$ is by definition $\nu^E_\omega(\sigma^{-1}\omega)$. Since $E_+(\sigma^{-1}\omega) = g_{-1}(\omega^{-1})E_+(\omega)$, the distribution of $E_T(\omega)$ given $((g_{-1}(\omega), E_+(\omega))$ is indeed given by $g_{-1}(\omega)\nu^E_\omega(\omega^{-1})E_+(\omega)$. \hfill $\Box$

**Proposition 6.3.** We also have

$$\kappa_T = H(g_{-1}, E_T(\omega)|E_+(\omega), g_0, g_1, \ldots) = H(g_{-1}, E_T(\omega)|\omega_+).$$

**Proof.** By Proposition 4.2, the conditional measures on $E_T(\omega)$ with respect to $E_+(\omega)$ and $E_+(\omega)$, $g_0, g_1, \ldots$ coincide with $\nu^E_\omega(\omega)$. We have, for all admissible $T$, $E_T(\omega) = \pi T E_T(\omega)$, so that the conditional measures on $E_T(\omega)$ with respect to $E_+(\omega)$ and $E_+(\omega)$, $g_0, g_1, \ldots$ coincide with $(\pi T, \nu^E_\omega(\omega)) = \nu^E_\omega(\omega).$ \hfill $\Box$

The projection $\omega \in \Omega \mapsto E_T(\omega) \in \mathcal{X}_T^{E_+(\omega)}$ admits disintegrations that we denote $m^T_f$. We still denote by $m^T_\omega$ the projection of $m^T_f$ to $\Omega_-$. For instance, $m^T_f|_{ T_0} = m_-$ for $\nu'$-a.e. $f'$, $m^T_f|_{ T_0}$ is the distribution of $\omega_-$ given the unstable flag $f$.

By Proposition 4.2 and (18), the variables $g_{-1}$ and $E_T$ are quasi-independent (Indeed, since $E_+$ is $E_T$ measurable, $I(g_{-1}, E_T) = I(g_{-1}, E_+) + H(g_{-1}, E_T|E_+)$ equals $\kappa_T$ and thus is finite). It follows that the density $f$ of the measure $m^E_T(\omega)$ restricted to $g_{-1}(\omega)$ with respect to $\mu$ is given by

$$f(\omega) := \frac{dm^E_T(\omega)|_{g_{-1}(\omega)}}{d\mu}(g_{-1}(\omega)) = \frac{d(g_{-1}(\omega))\nu^{E_+(\omega)}(g_{-1}(\omega))^{-1}E_+(\omega)}{dv^{E_+(\omega)}}(E_T(\omega)).$$

This yields another formula for $\kappa_T$:

$$\kappa_T = \int \left( \log \frac{dm^E_T(\omega)|_{g_{-1}(\omega)}}{d\mu}(g_{-1}(\omega)) \right) dm(\omega) = \int \log f(\omega) dm(\omega). \quad (19)$$

**Proposition 6.4.** We have, for $m$-a.e. $\omega$,

$$\kappa_T = \lim_{n \to \infty} \frac{1}{n} \log \frac{dm^E_T(\omega)|_{(g_{-1}, \ldots, g_{-n})}}{d\otimes^n_1 \mu}(g_{-1}(\omega), \ldots, g_{-n}(\omega)).$$

**Proof.** We claim that the ratio $f^{(n)}(\omega) := \frac{dm^E_T(\omega)|_{(g_{-1}, \ldots, g_{-n})}}{d\otimes^n_1 \mu}(g_{-1}(\omega), \ldots, g_{-n}(\omega))$ is given by $f^{(n)}(\omega) = \prod_{j=0}^{n-1} f(\sigma^j \omega)$. Then $\frac{1}{n} \log f^{(n)}(\omega)$ is an ergodic average of the function $\log f(\omega)$. By the Birkhoff ergodic theorem this average converges to $\int \log f(\omega) dm(\omega) = \kappa_T$ (the function $\log f$ is integrable by Corollary 5.9).

We prove the claim: by the law of composition of conditional probabilities, the ratio $f^{(n)}(\omega)/f^{(n-1)}(\omega)$ is the density with respect to $\mu$ of the conditional measures of $m$ relative to $(g_{-1}(\omega), \ldots, g_{-n+1}(\omega), E_T(\omega))$ restricted to $g_{-n}(\omega)$. But
the $\sigma$-algebra generated by $(g_{-1}(\omega), \ldots, g_{-n+1}(\omega), E_T(\omega))$ is the same as the $\sigma$-algebra generated by $(E_T(\sigma^{-n+1}\omega), g_0(\sigma^{-n+1}\omega), \ldots, g_{n-2}(\sigma^{-n+1}\omega))$. By Proposition 6.3 and stationarity, this is the density of the measure $\nu_T^{E_T(\sigma^{-n+1}\omega)}$ restricted to $g_{-n}(\omega) = g_{-1}(\sigma^{-n+1}\omega)$, that is $f(\sigma^{-n+1}\omega)$. \hfill $\square$

6.2 The case of the projective space $\mathbb{RP}^{d-1}$. Consider the case of the topology $T_Q$ associated to the partition $Q := 0 < 1 < d$. The space $\mathcal{F}_Q$ is the projective space $\mathbb{RP}^{d-1}$ and the measure $\nu_Q$ is the stationary measure considered by [Rap21]. In this section, we compare the formulations of our results in the case when both framework coincide. Namely, from Corollary 2.5 applied to the partition $Q$, we get:

**Corollary 6.5.** Let $\mu \in \mathcal{M}(d)$ be a discrete probability measure on $\text{SL}_d(\mathbb{R})$. Let $Q$ be the partition $Q := 0 < 1 < d$. Then the unique stationary probability measure $\nu_Q$ on the projective space $\mathcal{F}_Q = \mathbb{RP}^{d-1}$ is exact-dimensional. There are numbers $\gamma_j$ such that

$$\delta_Q = \sum_{j=1}^{d-1} \gamma_j, \quad h(\mathbb{RP}^{d-1}, \mu, \nu_Q) = \sum_{j=1}^{d-1} \gamma_j(\chi_1 - \chi_{j+1}). \quad (20)$$

Let $T_Q = T^{d-1} \prec T^{d-2} \prec \ldots \prec T_j \prec \ldots \prec T_1 \prec T_0 = T_0$ be the intermediate topologies from Proposition 2.1.1 applied to $T_Q$. The numbers $\gamma_j$ are the exact dimensions of the conditional measures $\nu_{T_j, T_{j-1}}$ and we have

$$\gamma_j(\chi_1 - \chi_{j+1}) = \kappa_{T_j, T_{j-1}} = H(g_{-1}, E_{T_j}|E_+) - H(g_{-1}, E_{T_{j-1}}|E_+). \quad (21)$$

**Proof.** The topology $T_Q$ associated to $Q$ is (defined by its atoms)

$$T_Q = \{1\}, \{2, \ldots, d\}, \ldots, \{d-1, d\}, \{d\}.$$ 

Then, $D_{T_Q, T_0} = \{(1,j), 1 < j \leq d\}$ and the set of differences of exponents is $\chi_1 - \chi_{j+1}, 1 \leq j < d$. Therefore, the intermediate topologies from Proposition 2.1.1

$$T_Q = T^{d-1} \prec T^{d-2} \prec \ldots \prec T_j \prec \ldots \prec T_1 \prec T_0 = T_0$$

are given, for $0 \leq j < d-1$, by $T_j = \{1, j+2, \ldots, d\}, \{2, \ldots, d\}, \ldots, \{d-1, d\}, \{d\}$. Since $\chi_{T_j, T_{j-1}} = \chi_1 - \chi_{j+1}$ for $1 \leq j < d$, we indeed have that $\chi_{T_j, T_{j-1}}$ is increasing in $j$. Relation (20) follows from Theorem 2.2 and Corollary 2.5, with $\gamma_j = \delta_{T_j, T_{j-1}}$ for $1 \leq j < d$, relation (21) from Theorem 1.6 and equation (18). \hfill $\square$

If the measure $\mu$ has finite support, a similar formula was shown in [Rap21] under the (weaker) hypothesis that the support of $\mu$ generates a strongly irreducible and proximal semi-group. Our purpose in this section is to indicate why both formulas are the same.6 In our case, all exponents are distinct; so, the $\lambda_j$ in [Rap21] are in

---

6 We will not discuss how, when restricted to $T_Q$, our arguments would still hold under the hypothesis that the stationary measure is unique on $\mathbb{RP}^{d-1}$ and that $\chi_1 > \chi_2$. This would contain (and be very close to) [Rap21].
Comparing (21) with [Rap21] Theorem 1.3, we see that
\[ \kappa_{T'} - \kappa_{T^{j-1}} = \kappa_{T^j,T^{j-1}} = \gamma_j(\chi_1 - \chi_j) = -\gamma_j \tilde{\chi}_j = H_{j-1} - H_j, \]
where \( H_j \) are the partial entropies from [Rap21] Theorem 1.3. Indeed, we now verify that \( \kappa_{T'} = H_0 - H_j \).

Fix \( f' \in E_+(\Omega_{\text{reg}}) \) and write it as the stable flag of the Oseledets decomposition
\[ f' = \{0\} \subset U'_1 \subset \cdots \subset U'_j \subset \cdots \subset U'_{d-1} \subset \mathbb{R}^d. \]
We identify \( X'_{Q_f} \) with the set of directions \( V_1 \) in \( \mathbb{R}^d \) that do not belong to \( U'_{d-1} \) and for \( 1 \leq j \leq d-1 \), \( X'_{Q_f} \) with the set of \((d-j)\)-planes \( V_{d-j} \) such that \( V_{d-j} \cap U'_{d-1} = U'_{d-j-1} \). The projection \( \pi_{T,Q,T'} \) associates to \( V_1 \) the space generated by \( V_1 \) and \( U'_{d-j+1} \). For \( 1 \leq j < d \), we define the partition \( \zeta_j \) of \( \Omega_{\text{reg}} \) by the mapping \( \omega \mapsto E_{T'}(\omega) \), i.e.
\[ \zeta_j(\omega) := \{\omega' \in \Omega_{\text{reg}}, U_1(\omega') + U'_{d-j-1}(\omega') = U_1(\omega) + U'_{d-j-1}(\omega)\}, \]
where, for \( \omega \in \Omega_{\text{reg}}, U_1(\omega) \) is the first unstable direction of the Oseledets decomposition. Consider the conditional measures \( m_j^{E_{T'}}(\omega) \) of \( m \) with respect to the partition \( \zeta_j \).

The entropy \( \kappa_{T'} \) is given by (19):
\[ \kappa_{T'} = \int \left( \log \frac{d m_j^{E_{T'}}(\omega)}{d \mu}(g_1(\omega)) \right) d \mu(\omega) \]
and by Proposition 6.4, we have, for \( m \text{-a.e. } \omega, \)
\[ \kappa_{T'} = \lim_{n \to \infty} \frac{1}{n} \log \frac{d m_j^{E_{T'}}(\omega)}{d \mu}(g_1(\omega), \ldots, g_n(\omega)), \]
which coincide with \( H_0 - H_j \) in [Rap21, Theorem 1.3]. Observe that we have not used the fact that \( \mu \) is discrete for this last expression. If \( \mu \) is not discrete, relation (20) is not proven, but this last equation holds as soon as \( \int \log \| g \| d \mu(g) < +\infty \).

### 6.3 Entropy difference.
For any pair of admissible topologies \( T \prec T' \) we defined \( \kappa_{T,T'} = \kappa_T - \kappa_{T'} \). By relation (18), \( \kappa_{T,T'} < +\infty \) and if \( T \prec T' \prec T'' \) one has
\[ \kappa_{T,T''} = \kappa_{T,T'} + \kappa_{T',T''}. \]

By the chain rule for conditional mutual entropy, relation (18) and Proposition 6.3, we have
\[ \kappa_{T,T'} = H(g_1, E_T | E_{T'}) = H(g_1, E_T | (E_{T'}, g_0, g_1, \ldots)) = H(g_1, E_T | (E_{T'}, \omega_+)). \]
Recall that in the introduction we defined, for $\nu'$-a.e. $f' \in F$, $\nu_T^{f'}$-a.e. $x' \in \mathcal{X}_T^{f'}$, $\nu_T^{f',T'}$ as a family of disintegrations of the measure $\nu_T^{f'}$ with respect to $\pi_{T',T}$. Then,

$$\frac{dg_*\nu_T^{f'}}{d\nu_T^{f'}}(y) = \frac{dg_*\nu_T^{f',T'}}{d\nu_T^{f',T'}}(y) \frac{dg_*\nu_T^{f'}}{d\nu_T^{f'}}(x').$$

**Proposition 6.6.** If $T \prec T'$ are admissible topologies then

$$\kappa_{T,T'} = \int_{\Omega} \log \left( \frac{d\nu_{T}(\omega)}{d\nu_{T}(\sigma(\omega))} (E_{T}(\omega)) \right) dm(\omega).$$

**Proof.** We write $\kappa_T$ as $\kappa_T = \mathbb{E}[\log I(g_{-1}, E_{T}(\omega)|E_{+}(\omega))].$ Reporting the explicit expression for $I(g_{-1}(\omega), E_{T}(\omega)|E_{+}(\omega))$, we have

$$\kappa_T = \mathbb{E} \left[ \log \frac{d(g_{-1}(\omega)) \nu_T^{(g_{-1}(\omega))^{-1}}(E_{T}(\omega))}{d\nu_E^{E_{T}(\omega)}} (E_{T}(\omega)) \right],$$

where the second line follows by $\sigma$-invariance. The proposition follows by making the difference $\kappa_{T,T'} = \kappa_T - \kappa_{T'}$ and applying (22). \hfill $\Box$

Fix $T \prec T'$. For a.e. $x \in (\pi_{T,T'})^{-1}(E_{T'}(\omega))$, set $f_\omega(x) := \frac{dg_0(\omega) \nu_T^{E_{T'}(\omega)}}{d\nu_{T,T'}^{E_{T'}(\omega)}}(x)$. From Proposition 6.6, follows

$$\kappa_{T,T'} = \mathbb{E}[\log f_\omega(E_{T}(\sigma(\omega))].$$

Recall formula (19) for $\kappa_T$ and $\kappa_{T'}$. With the same notations, we have

$$\kappa_{T,T'} = \int \left( \log \frac{dm_{T}(\omega)(g_{-1}(\omega))}{dm_{T,T'}^{E_{T'}(\omega)}} \right) dm(\omega)$$

and the following corollary of Proposition 6.4

**Corollary 6.7.** Assume $T \prec T'$ are admissible topologies. Then, we have, for $m$-a.e. $\omega$,

$$\kappa_{T,T'} = \lim_{n \to \infty} \frac{1}{n} \log \frac{dm_{T}(\omega)_{\{g_{-1}, \ldots, g_{-n}\}}}{dm_{T,T'}^{E_{T'}(\omega)}} (g_{-1}(\omega), \ldots, g_{-n}(\omega)).$$

6.4 Zero entropy difference.

**Proposition 6.8.** If $\kappa_{T,T'} = 0$ then $\nu_{T,T'}^{E_T}(\omega)$ is the point mass at $E_T(\omega)$ for $m$-a.e. $\omega \in \Omega$. In particular, it is exact dimensional with dimension 0.

**Proof.** By Proposition 2.1, we may assume that $T \prec T'$ and that $i < j$ are such that $T'(i) = T(i) \cup \{j\}$. By Proposition 6.6, we have

$$\kappa_{T,T'} = \int_{\Omega} \log \left( \frac{d\nu_{T,T'}^{E_T}(\omega)}{d\nu_{T,T'}^{E_T(\sigma(\omega))}}(E_T(\sigma(\omega))) \right) dm(\omega).$$

Therefore, by Jensen inequality, if $\kappa_{T,T'} = 0$ then for $m$-almost every $\omega$ we have $g_0(\omega)\nu_{T,T'}^{E_T}(\omega) = \nu_{T,T'}^{E_T(\sigma(\omega))}$. Since $m$ is $\sigma$-invariant, we obtain that $m$-almost everywhere one has $\nu_{T,T'}^{E_T}(\omega) = g_{-1}(\omega) \ldots g_{-n}(\omega)\nu_{T,T'}^{E_T(\sigma^{-n}(\omega))}$ for all $n \geq 1$.

Observe that, since $E_+$ and $E_-$ are in general position, one has $E_T(\omega)_{T(i)} \neq E_T(\omega)_{T(i)}$ for $m$-almost every $\omega \in \Omega$, and therefore $\nu_{T,T'}^{E_T(\omega)}(\{E_T(\omega)_{T(i)}\}) = 0$.

Using the coordinate $\varphi_{x}(\omega)$ (see Lemma 4.7), we have $\nu_{T,T'}^{E_T(\omega)}(\varphi_{x}(\omega)(-\pi/2, \pi/2)) = 1$.

From the above observation and Egorov’s theorem it follows that for each $\epsilon > 0$ there exists $\alpha \in (0, \pi/2)$ and a $A \subset \Omega_-$ such that $m(A) > 1 - \epsilon$, $\omega \mapsto \nu_{T,T'}^{E_T(\omega)}$ is continuous on $A$ (in the weak topology), and $\nu_{T,T'}^{E_T(\omega)}(\varphi_{x}(\omega)(-\alpha, \alpha)) > 1 - \epsilon$ for all $\omega \in A$.

Applying the Poincaré recurrence theorem to the first return map to $A$ we obtain that, for $m$ almost every $\omega \in A$, there exists an infinite sequence $n_k, k \in \mathbb{N}$ such that $\nu_{T,T'}^{E_T(\sigma^{-n_k}(\omega))}$ converges to $\nu_{T,T'}^{E_T(\omega)}$ as $k \to \infty$ and $\nu_{T,T'}^{E_T(\omega)}(\varphi_{x}(\sigma^{-n_k}(\omega))((-\alpha, \alpha))) \geq 1 - \epsilon$.

Hence, for those $\omega$ for which Lemma 4.7 hold, $g_{-1}(\omega) \ldots g_{-n}(\omega)$ sends any neighborhood of $E_T(\sigma^{-n_k}(\omega))$ to a small neighborhood of $E_T(\omega)$. This is possible only if $\nu_{T,T'}^{E_T(\omega)}(\{E_T(\omega)\}) \geq 1 - \epsilon$. Since $\epsilon > 0$ was arbitrary this concludes the proof. $\square$

7 Proof of Theorem 1.6

Theorem 1.6 is an almost everywhere statement. It uses a telescoping argument mixed with weak type (1,1) techniques as in the proof of Shannon–McMillan–Breiman theorem for finite entropy partitions. The proof follows [HS17, Les21].

In this section, we assume that $T \prec T'$ and that $i < j$ are such that $T'(i) = T(i) \cup \{j\}$. Let $\chi := \chi_{T',T}, \kappa := \kappa_{T,T'}$. we want to show that for $\nu'$-a.e. $f' \in \mathcal{F}$, $\nu_{T'}'$-a.e. $x' \in \mathcal{X}_{T'}'$, the conditional measure $\nu_{T,T'}^{x'}$ is exact-dimensional with dimension $\kappa/\chi$. 


7.1 Length of stationary neighborhoods. Let $\pi = \pi_{T,T'}$ be the projection from $\mathcal{X}_T$ to $\mathcal{X}_{T'}$ and consider the coordinates given by Lemma 3.4 on $\pi^{-1}(E_{T'}(\omega))$, setting $x = E_T(\omega)$ and $x' = E_{T'}(\omega)$.

For each $\alpha, 0 < \alpha < \pi/2$ let $N_0^\alpha(\omega)$ (respectively $N_0^{\alpha,+}(\omega), N_0^{\alpha,-}(\omega)$) the set $\varphi_x((0,0))$ (respectively $\varphi_x([0,\alpha]), \varphi_x((-\alpha,0))$. Recall that we denoted by $\eta$ the rotation invariant probability measure on $\pi^{-1}(E_{T'}(\omega))$. The measure $(\varphi_x)_*d\nu$ has a bounded continuous density with respect to $\eta$ (the bound depends on $\omega$). From Lemma 7.1 follows

**Lemma 7.1.** For all $\alpha, 0 < \alpha < \pi/2$, for $m$-a.e. $\omega \in \Omega$ one has

$$\eta(\varphi_1(\omega) \cdots \varphi_n(\omega)N_0^\alpha(\sigma^{-n}(\omega))) = e^{-\chi n + o(n)}$$
as $n \to +\infty$,

and the same holds for $N_0^{\alpha,+}$ and $N_0^{\alpha,-}$.

In the sequel, we set, for each $\alpha, 0 < \alpha < \pi/2$ and for each $n \geq 1$, $N_n^\alpha(\omega)$ for the interval in $\pi^{-1}(E_{T'}(\omega))$ given by

$$N_n^\alpha(\omega) = (\varphi_1(\omega) \cdots \varphi_n(\omega))(N_0^\alpha(\sigma^{-n}(\omega))).$$

$N_n^{\alpha,+}(\omega), N_n^{\alpha,-}(\omega)$ are defined similarly, $N_n^{\alpha,\pm}(\omega)$ is a choice of one of the three intervals.

7.2 Probability of stationary neighborhoods. Theorem 1.6 will follow by comparing Lemma 7.1 and the following

**Proposition 7.2.** For all $\alpha, 0 < \alpha < \pi/2$, for $m$-a.e. $\omega \in \Omega$, one has

$$\nu_{T,T'}^{E_{T'}(\omega)}(N_n^{\alpha,\pm}(\omega)) = e^{-\chi n + o(n)}\nu_{T,T'}^{E_{T'}(\sigma^{-n}(\omega))}(N_0^{\alpha,\pm}(\sigma^{-n}(\omega)))$$
as $n \to +\infty$.

In this formula, the sign $\pm'$ is not necessarily the same as $\pm$.

**Proof.** Recall that we set $f_\omega(x) = \frac{d\nu_\omega(\omega)}{d\nu_{T,T'}^{E_{T'}(\omega)}}(x)$, and that by (23),

$$\kappa = \int \log f_\omega(E_T(\omega))dm(\omega) = \mathbb{E} \left[ \int_{\pi^{-1}(E_{T'}(\omega))} \log f_\omega(x) d\nu_{T,T'}^{E_{T'}(\omega)}(x) \right].$$

Since $\kappa < +\infty$, for $m$-a.e. $\omega$, $\int_{\pi^{-1}(E_{T'}(\omega))} \log f_\omega(x) d\nu_{T,T'}^{E_{T'}(\omega)}(x) < +\infty$.

Set for each $\alpha, 0 < \alpha < \pi/2$, for each $n \geq 1$,

$$f_n^{\alpha,\pm}(\omega) = \frac{\nu_{T,T'}^{E_{T'}(\omega)}(N_n^{\alpha,\pm}(\omega))}{\nu_{T,T'}^{E_{T'}(\sigma(\omega))}(g_0(\omega)N_n^{\alpha,\pm}(\omega))} = \frac{\int f_\omega(x) d\nu_{T,T'}^{E_{T'}(\sigma(\omega))}(x)}{\nu_{T,T'}^{E_{T'}(\sigma(\omega))}(g_0(\omega)N_n^{\alpha,\pm}(\omega))}.$$ 

**Lemma 7.3.** For all $\alpha, 0 < \alpha < \pi/2$, for $m$-a.e. $\omega \in \Omega$ one has $\lim_{n \to +\infty} f_n^{\alpha,\pm}(\omega) = f_\omega(E_T(\sigma(\omega)))$. Furthermore $\int \sup_{n \geq 1} |\log(f_n^{\alpha,\pm}(\omega))|dm(\omega) < +\infty.$
Proof. By Lemma 7.1 the intervals $N_n^{\alpha, \pm}(\omega)$ intersect to $E_T(\omega)$ when $n \to +\infty$ for $m$-a.e. $\omega \in \Omega$. By the Lebesgue differentiation theorem (see [Mat95, Corollary 2.14]) this implies

$$\lim_{n \to +\infty} f_n^{\alpha, \pm}(\omega) = f_\omega(g_0(\omega)E_T(\omega)) = f_\omega(E_T(\sigma(\omega))),$$

for $m$-a.e. $\omega \in \Omega$ as claimed.

For the second claim, let $Mf_\omega$ be the maximal function defined by

$$Mf_\omega(x) = \sup_{N \supset (x)} \frac{1}{\nu_{T,T'}} \int_N f_\omega(x) \, d\nu_{T,T'}(\sigma(\omega))(x),$$

where the supremum is over intervals $N$ starting or finishing at $x$ in $\pi^{-1}(E_T(\sigma(\omega)))$. Since $\pi^{-1}(x')$ is one-dimensional, for all $x' \in \mathcal{X}_T$, the maximal operator is of weak type $(1,1)$ and we have (see [Les21, Lemma 8], [Les21, Lemma 9] for details)

$$\int \log (Mf_\omega(E_T(\sigma(\omega)))) \, dm(\omega) < +\infty. \quad (24)$$

It remains to show that $\inf \log(f_n^{\alpha, \pm}(\omega))$ is $m$-integrable. See [Les21, Lemma 10] for the argument in a very similar setting. \qed

From Birkhoff ergodic theorem we have

$$\kappa = \lim_{n \to +\infty} \frac{1}{n} \sum_{k=1}^{n} \log \left( \frac{d\nu_{T,T'}^{E_T(\sigma^{-k}(\omega))}}{d\nu_{T,T'}^{E_T(\sigma^{-k+1}(\omega))}}(E_T(\sigma^{-k+1}(\omega))) \right)$$

$$= \lim_{n \to +\infty} \frac{1}{n} \sum_{k=1}^{n} \log \left( f_{\sigma^{-k}(\omega)}(E_T(\sigma^{-k}(\omega))) \right).$$

To conclude, using Lemma 7.3 and Maker theorem (see e.g. [Rap21, Theorem 5.7]) we obtain

$$\kappa = \lim_{n \to +\infty} \frac{1}{n} \sum_{k=1}^{n} \log \left( f_n^{\alpha, \pm}(\sigma^{-k}(\omega)) \right)$$

$$= \lim_{n \to +\infty} \frac{1}{n} \sum_{k=1}^{n} \log \left( \frac{\nu_{T,T'}^{E_T(\sigma^{-k}(\omega))}(N_n^{\alpha, \pm}(\sigma^{-k}(\omega)))}{\nu_{T,T'}^{E_T(\sigma^{-k+1}(\omega))}(g_{-k}(\omega)N_n^{\alpha, \pm}(\sigma^{-k}(\omega)))} \right)$$

$$= \lim_{n \to +\infty} \frac{1}{n} \log \left( \frac{\nu_{T,T'}^{E_T(\sigma^{-n}(\omega))}(N_n^{\alpha, \pm}(\sigma^{-n}(\omega)))}{\nu_{T,T'}^{E_T(\omega)}(N_n^{\alpha, \pm}(\omega))} \right). \quad \Box
7.3 Exact dimensionality. We finish the proof of Theorem 1.6. Firstly, if \( \kappa = 0 \), by Proposition 6.8, the measure \( \nu_{\tau,\tau'}^{E_T}(\omega) \) is exact-dimensional with dimension 0. On the other hand, since \( \chi > 0 \) and \( \kappa = 0 \), we have \( 0 = \kappa/\chi \).

So we may assume \( \kappa > 0 \). By Proposition 7.2, for \( m\text{-a.e. } \omega \), all \( 0 < \alpha < \pi/2 \), \( n \) going to infinity,

\[
\frac{1}{n} \log \nu_{\tau,\tau'}^{E_T}(N^\alpha, \pm(\omega)) = -\kappa + o(1) + \frac{1}{n} \log \nu_{\tau,\tau'}^{E_T}(\sigma^{-n}\omega)(N^\alpha, \pm(\sigma^{-n}\omega)).
\]

On the other hand, we have, by Lemma 7.1, for \( m\text{-a.e. } \omega \), all \( 0 < \alpha < \pi/2 \), \( n \) going to infinity,

\[
B^\pm_{\pi-1(E_T(\omega)}(E_T(\omega), e^{-n\chi + o(n)}) \subset N^\alpha, \pm(\omega) \subset B^\pm_{\pi-1(E_T(\omega))}(E_T(\omega), e^{-n\chi + o(n)}),
\]

where \( B^\pm_{\pi-1(E_T(\omega))}(x, r) \) is either of the two intervals of size \( r \) based on \( x \).

It follows that for \( m\text{-a.e. } \omega \), \( \nu_{\tau,\tau'}^{E_T(\omega)} \)-a.e. \( x \),

\[
\liminf_{r \to 0} \frac{\log(\nu_{\tau,\tau'}^{E_T(\omega)}(B(x, r)))}{\log(r)} \geq \frac{\kappa}{\chi}.
\]

We cannot estimate directly \( \limsup_{r \to 0} \frac{\log(\nu_{\tau,\tau'}^{E_T(\omega)}(B(x, r)))}{\log(r)} \) in the same way, because we do not know a priori that \( \lim inf \frac{1}{n} \log \nu_{\tau,\tau'}^{E_T(\omega)}(\sigma^{-n}\omega)(N^\alpha, \pm(\sigma^{-n}\omega)) = 0 \). The observation is that to approximate \( \limsup_{r \to 0} \frac{\log(\nu_{\tau,\tau'}^{E_T(\omega)}(B(x, r)))}{\log(r)} \) up to \((1 - \varepsilon)\), it suffices to consider values of \(- \log r \) in \( \mathbb{N} \) with a density at least \((1 - \varepsilon)\).

We claim that we can take \( \alpha \) large enough that one of \( \nu_{\tau,\tau'}^{E_T(\omega)}(N^\alpha, +(\omega)) \) and \( \nu_{\tau,\tau'}^{E_T(\omega)}(N^\alpha, -(\omega)) \) is at least some \( c > 0 \) on a set \( \Omega' \subset \Omega \) of measure bigger than \((1 - \varepsilon)\). This finishes the proof, because, by Birkhoff ergodic theorem, for \( m\text{-a.e. } \omega \) the sequence \( n_k \) such that \( \sigma^{-n_k}\omega \in \Omega' \) has density at least \((1 - \varepsilon)\).

Remains to prove the claim. We prove it by contradiction: if it is not true, \( \nu_{\tau,\tau'}^{E_T(\omega)}(N^\alpha(\omega)) = 0 \) on a set of \( m \)-measure at least \( \varepsilon \), for all \( \alpha \). Since these sets \( \{ \omega : \nu_{\tau,\tau'}^{E_T(\omega)}(N^\alpha(\omega)) = 0 \} \) are nonincreasing with \( \alpha \), we have \( m \{ \omega : \nu_{\tau,\tau'}^{E_T(\omega)}(N^\alpha(\omega)) = 0 \} \geq \varepsilon \). This means that there is a set of positive measure such that the measure \( \nu_{\tau,\tau'}^{E_T(\omega)} \) is concentrated on \( E_T(\omega)_{\tau'}(\omega) \), a contradiction with the fact that \( E_\pm \) and \( E_- \) are in general position \( m\text{-a.e.} \).

7.4 Proof of Lemma 2.7. Assume the diagram of projections \( \downarrow 1 \downarrow 1 \) commutes and \( i, j \) are such that \( T(i) = T'(i) \setminus \{ j \} \) and \( S(i) = S'(i) \setminus \{ j \} \).

Then, by Corollary 3.6, for \( x' \in X_{S'} \) and \( y' \in (\pi_{T',S'})^{-1}(x') \) there is a bilipschitz homeomorphism between \((\pi_{S,S'})^{-1}(x') \) and \((\pi_{T,T'})^{-1}(y') \). The measure \( \nu_{S,S'}^{E_T}(\omega) \) is the average over \( y' \) of the measures \((\pi_{T,S})_* \nu_{T,T'}^{E_T}(\omega) \), the average being taken under \( d\nu_{T,T'}^{E_T(\omega)} \). Lemma 2.7 then follows from [LY85], Lemma 11.3.2. □
8 Proof of Theorem 2.6

In this section, we assume that the measure $\mu$ is discrete and prove Theorem 2.6.

The general idea of the proof is that entropy conservation implies dimension conservation. In [LY85], dynamical balls are disjoint ellipsoids with exponentially big eccentricities, not suitable for dimension estimates. But they behave very well for entropy estimates, even when considering their slices by invariant foliations. If one takes the slices in increasing order of size, this forces dimension conservation.

For IFS or stationary measures, the dynamical balls are not disjoint any more. The idea of [Fen19] is to look at the dynamical balls and the slicing at the level of the invertible dynamics on $\Omega$. Since the measure $\mu$ is discrete, working at the level of the space $\Omega$ is possible here as well.

8.1 Setup. Recall that we consider $T \prec T'$ and the decomposition $T^0, T^1, \ldots, T^{N_{T,T'}}$, where $T^0 = T'$ and $T^{N_{T,T'}} = T$ of Proposition 2.1 with $T^t \prec T^{t-1}$ for $t = 1, \ldots, N_{T,T'}$.

Recall that for each admissible topology $S$ we set $E_S(\omega) = F_S(E(\omega))$.

We will use $x$ to denote a point in $\mathcal{X}_T$ and always set $x_t = \pi_{T,T'}(x)$ and $x_{t-1} = \pi_{T,T'-1}(x)$.

We fix $t$ and set $\chi = \chi_{T',T'-1}$, $\kappa = \kappa_{T',T'-1}$ and $\delta = \overline{\delta}$. Then, $\gamma_{T',T'-1} = \kappa/\chi$.

We are interested in comparing for $\nu_\omega = \nu_{E_0}(\omega)$-almost every $x$, the upper dimension at $x$ of $\nu_{T,T'}$ and $\nu_{T,T'-1}$.

For this purpose we fix $\varepsilon > 0$ and set $r_n = \exp(-n(\chi - \varepsilon))$ for all $n$ in what follows.

8.2 Approximating configurations.

**Lemma 8.1.** There exist functions $f_n$ such that, for $m$-a.e. $\omega$, setting $E_{T,n}(\omega) = f_n(E_{T,-1}(\omega), g_1(\omega), \ldots, g_{-n}(\omega))$, there exists $n(\omega)$ such that for all $n \geq n(\omega)$, $E_{T,n}(\omega) \in B(E_T(\omega), r_n)$.

**Proof.** The construction of Proposition 2.1 guarantees that

$$\chi = \min \{ \chi_{T',T'-1} : s = t, t + 1, \ldots, N_{T,T'} \}.$$  

Therefore the claim follows directly from Proposition 4.6. \qed

**Corollary 8.2.** For $m$-a.e. $\omega$, $\nu_\omega$-almost every $x$ and $m_{T,T'}^x$-almost every $(h_n)_{n \leq -1}$ there exists $N(\omega, x_t, (h_n)_{n \leq -1})$ such that, for all $n \geq N(\omega, x_t, (h_n)_{n \leq -1})$.

$$f_n(x_{t-1}, h_{-1}, \ldots, h_{-n}) \in B \left( \lim_{k \to +\infty} f_k(x_{t-1}, h_{-1}, \ldots, h_{-k}), r_n \right).$$
8.3 Approximating conditional probabilities. Let $T$ be an admissible topology. By definition, $E_T(\omega) \in \mathcal{X}_{T}(E_{\omega})$ and, if $T \prec T'$, $E_{T'}(\omega) = \pi_{T,T'}(E_T(\omega))$. We introduced in Section 6.1 the disintegrations of the projection $\omega \in \Omega \mapsto E_T(\omega) \in \mathcal{X}_{T}^{E_{\omega}(\omega)}$ and their restrictions $m_{T}^{E_{\omega}(\omega)}$ to $\Omega_-$. With our notations, we have, for $\nu'$-a.e. $f'$, $\nu'_{T'}$-a.e. $z \in \mathcal{X}_{T'}$, 

$$m_{T',-1}^{T'} = \int_{\mathcal{X}_{T',-1}} m_{T'}^{\nu'} d\nu'_{T',-1}(y). \quad (25)$$

Given $x \in \mathcal{X}_T$, let $A_n(x_{t-1})$ be the set of sequences $(h_n)_{n \leq -1}$ such that, for all $m \geq n$, $f_m(x_{t-1}, h_{-1}, \ldots, h_{-m}) \in B \left( \lim_{k \to +\infty} f_k(x_{t-1}, h_{-1}, \ldots, h_{-k}), r_m \right)$. We let $h'_{-1} = h_{-1}$ denote the set of sequences $(h'_n)_{n \leq -1}$ such that $h_{-n} = h'_n$ for $m$-a.e. $\omega$, almost every $(h_n)_{n \leq -1}$, there exists $N(\omega, x_t, (h_n)_{n \leq -1})$ such that, for all $n \geq N(\omega, x_t, (h_n)_{n \leq -1})$,

$$m_{T,t}^{x_t}(\{h_{-n}, \ldots, h_{-1}\} \cap A_n(x_{t-1})) \leq \exp(n(\kappa + \varepsilon)) m_{T,t}^{x_t-1}(\{h_{-n}, \ldots, h_{-1}\} \cap A_n(x_{t-1})).$$

**Proof.** For $m$-a.e. $\omega$, consider the measure $\mathbb{P}_\omega$ on the space $\mathcal{X}_T \times \{(h_k)_{k \leq -1}\}$ which projects to $\nu'$ on $\mathcal{X}_T$ and whose disintegrations on the fibers projecting to $x \in \mathcal{X}_T$ are given by $x \mapsto m_{T,t}^{x_t}$. By Corollary 8.2, for $m$-a.e. $\omega$, $\nu'$-almost every $x$, $A_n(x_{t-1})$ is increasing with $n$ and $\cup_n A_n(x_{t-1}) = \Omega_-$ up to a set of $m_{T,t}^{x_t}$-measure 0. By the martingale convergence theorem, the conditional expectation with respect to $\mathbb{P}_\omega$ of the indicator of the event $\{(h_k)_{k \leq -1} \in A_n(x_{t-1})\}$ with respect to the $\sigma$-algebras generated by $x_t, h_{-1}, \ldots, h_{-n}$ (respectively $x_{t-1}, h_{-1}, \ldots, h_{-n}$) converge to 1.

The first conditional expectation is given at $m$-a.e. $\omega$, $\nu'$-almost every $x$ and $m_{T',-1}^{x_t}$-almost every $(h_n)_{n \leq -1}$ by

$$m_{T',-1}^{x_t}(\{h_{-n}, \ldots, h_{-1}\} \cap A_n(x_{t-1})) m_{T',-1}^{x_t}(\{h_{-n}, \ldots, h_{-1}\})$$

The second one by

$$\int_{\mathcal{X}_{T',-1}^{\nu'}} m_{T'}^{\nu'}(\{h_{-n}, \ldots, h_{-1}\} \cap A_n(x_{t-1})) d\nu'_{T',-1}(y) \int_{\mathcal{X}_{T',-1}^{\nu'}} m_{T'}^{\nu'}(\{h_{-n}, \ldots, h_{-1}\}) d\nu'_{T',-1}(y).$$

Using (25), this last expression is

$$\frac{m_{T',-1}^{x_t}(\{h_{-n}, \ldots, h_{-1}\} \cap A_n(x_{t-1}))}{m_{T',-1}^{x_t}(\{h_{-n}, \ldots, h_{-1}\})}. $$
Thus, at \( m \)-a.e. \( \omega \), \( \nu_\omega \)-almost every \( x \) and \( m_{T_{n_1}}^x \)-almost every \( (h_n)_{n \leq -1} \),
\[
\lim_{n \to +\infty} \frac{m_{x_1}^x([h_{-n}, \ldots, h_{-1}] \cap A_n(x_{t-1}))}{m_{T_{n_1}}^x([h_{-n}, \ldots, h_{-1}])} = \lim_{n \to +\infty} \frac{m_{x_1}^{x_{t-1}}([h_{-n}, \ldots, h_{-1}] \cap A_n(x_{t-1}))}{m_{T_{n_1}}^{x_{t-1}}([h_{-n}, \ldots, h_{-1}])} = 1.
\]

We have shown (in Corollary 6.7) that for \( m \)-a.e. \( \omega \), \( \nu_\omega \)-almost every \( x \) and \( m_{T_{n_1}}^x \)-almost every \( (h_n)_{n \leq -1} \) one has
\[
\lim_{n \to +\infty} \frac{1}{n} \log \left( \frac{m_{x_1}^x([h_{-n}, \ldots, h_{-1}] \cap A_n(x_{t-1}))}{m_{T_{n_1}}^{x_{t-1}}([h_{-n}, \ldots, h_{-1}] \cap A_n(x_{t-1}))} \right) = \kappa.
\]

Combining these three statements we obtain that for \( m \)-a.e. \( \omega \), \( \nu_\omega \)-almost every \( x \) and \( m_{T_{n_1}}^x \)-almost every \( (h_n)_{n \leq -1} \) one has
\[
\lim_{n \to +\infty} \frac{1}{n} \log \left( \frac{m_{x_1}^x([h_{-n}, \ldots, h_{-1}] \cap A_n(x_{t-1}))}{m_{T_{n_1}}^{x_{t-1}}([h_{-n}, \ldots, h_{-1}] \cap A_n(x_{t-1}))} \right) = \kappa,
\]
from which the desired result follows immediately. \( \square \)

### 8.4 Lebesgue density.

Given \( x \in \mathcal{X}_T \) let \( B_n(x_t) \) denote the set of sequences \( (h_n)_{n \leq -1} \) such that
\[
m_{T_{n_1}}^x([h_{-n}, \ldots, h_{-1}] \cap A_n(x_{t-1})) \leq \exp(n(\kappa + \varepsilon))m_{T_{n_1}}^{x_{t-1}}([h_{-n}, \ldots, h_{-1}] \cap A_n(x_{t-1})).
\]

**Lemma 8.4.** For \( m \)-a.e. \( \omega \) and \( \nu_\omega \) almost every \( x \) there exists \( N(\omega, x) \) such that, for all \( n \geq N(\omega, x) \),
\[
m_{T_{n_1}}^x \left( \left\{ \lim_{k \to +\infty} f_k(x_{t_1-1}, h_{-1}, \ldots, h_{-k}) \in B(x, r_n) \right\} \cap A_n(x_{t_1-1}) \cap B_n(x_t) \right) \\
\geq \exp(-n(\delta + \varepsilon)\chi).
\]

**Proof.** The probability on the left-hand side in the statement is
\[
\int_{B(x,r_n)} m_T^y(A_n(x_{t_1-1}) \cap B_n(x_t))d\nu_{T,T'}^x(y) = \int_{B(x,r_n)} m_T^y(A_n(y_{t-1}) \cap B_n(y_t))d\nu_{T,T'}^x(y).
\]

Let \( C_n(x) = \bigcap_{m \geq n} B_m(x) \) so that \( C_n(x) \) is increasing with \( n \).

We have
\[
\int_{B(x,r_n)} m_T^y(A_n(y_{t-1}) \cap C_n(y_t))d\nu_{T,T'}^x(y) \geq \int_{B(x,r_n)} m_T^y(A_n(y_{t-1}) \cap C_n(y_t))d\nu_{T,T'}^x(y).
\]

By Lemma 8.3, for \( m \)-a.e. \( \omega \), \( \nu_\omega \)-a.e. \( x \), the function \( y \mapsto m_T^y(A_n(y_{t-1}) \cap C_n(y_t)) \) increases to 1 at \( \nu_{T,T'}^x \)-a.e. \( y \). Applying the Lebesgue differentiation theorem (justified
since configuration spaces are bilipschitz homeomorphic to Euclidean spaces) we obtain a set \( L(\omega, x_t) \) of \( \nu_{T_i,T_n}^x \)-full measure such that for all \( z \) in this set
\[
\lim_{n \to +\infty} \frac{1}{\nu_{T_i,T_n}^x(B(z, r_n)))} \int_{B(z, r_n)} m_T^n(A_n(y_{t-1}) \cap C_n(y_t))d\nu_{T_i,T_n}^x(y) = 1.
\]

For \( m \)-a.e. \( \omega, \nu_{\omega} \)-a.e. \( x \) belongs to \( L(\omega, x_t) \). Moreover, by hypothesis, for \( m \)-a.e. \( \omega \) and \( \nu_{\omega} \)-a.e. \( x \), there exists \( N(\omega, x) \) such that for \( n \geq N(\omega, x) \), \( \nu_{T_i,T_n}^x(B(x, r_n)) \geq \exp(-n(\delta + \epsilon)\chi) \). The result follows. \( \square \)

8.5 Proof of the Theorem. We now complete the proof of Theorem 2.6.

We begin with Lemma 8.4 and observe that if \( \lim_{k \to +\infty} f_k(x_{t-1}, h_{-1}, \ldots, h_{-k}) \in B(x, r_n) \) and \( (h_n)_{n \leq -1} \in A_n(x_{t-1}) \), then in fact \( f_n(x_{t-1}, h_{-1}, \ldots, h_{-n}) \in B(x, 2r_n) \).

This implies that for \( m \)-a.e. \( \omega, \nu_{\omega} \)-a.e. \( x \) and all \( n \geq N(\omega, x) \) given by Lemma 8.4 one has
\[
\exp(-n(\delta + \epsilon)\chi)
\leq m_{T_i}^x \left( \left\{ \lim_{k \to +\infty} f_k(x_{t-1}, h_{-1}, \ldots, h_{-k}) \in B(x, r_n) \right\} \cap A_n(x_{t-1}) \cap B_n(x_t) \right)
\leq m_{T_i}^x \left( \left\{ f_n(x_{t-1}, h_{-1}, \ldots, h_{-n}) \in B(x, 2r_n) \right\} \cap A_n(x_{t-1}) \cap B_n(x_t) \right).
\]

Notice that both \( D_n(x_{t-1}) := \{(h_n)_{n \leq -1} : f_n(x_{t-1}, h_{-1}, \ldots, h_{-n}) \in B(x, 2r_n) \} \) and \( B_n(x_t) \) are a union of cylinders \([h_{-n}, \ldots, h_{-1}]\). Therefore from the second line above and the definition of \( B_n(x_t) \) we obtain
\[
\exp(-n(\delta + \epsilon)\chi)
\leq \sum_{[h_{-n}, \ldots, h_{-1}] \subseteq B_n(x_t) \cap A_n(x_{t-1})} m_{T_i}^x([h_{-n}, \ldots, h_{-1}] \cap A_n(x_{t-1}))
\leq \exp(n(\kappa + \epsilon)) \sum_{[h_{-n}, \ldots, h_{-1}] \subseteq D_n(x_{t-1})} m_{T_i^{T_i^{-1}}}^x([h_{-n}, \ldots, h_{-1}] \cap A_n(x_{t-1})).
\]

For \( m \)-a.e. \( \omega, \nu_{\omega} \)-a.e. \( x \) and all \( n \geq N(\omega, x) \), we have shown that
\[
\exp(-n(\delta + \epsilon)\chi) \leq m_{T_i^{T_i^{-1}}}^x \left( \left\{ f_n(x_{t-1}, h_{-1}, \ldots, h_{-n}) \in B(x, 2r_n) \right\} \cap A_n(x_{t-1}) \right).
\]

Since whenever \( (h_n)_{n \leq -1} \in A_n(x_{t-1}) \) we have that \( f_n(x_{t-1}, h_{-1}, \ldots, h_{-n}) \) and \( \lim_{k \to +\infty} f_k(x_{t-1}, h_{-1}, \ldots, h_{-k}) \) are at distance at most \( r_n \), this implies that for \( m \)-a.e. \( \omega, \nu_{\omega} \)-a.e. \( x \) and all \( n \geq N(\omega, x) \),
\[
\exp(-n(\delta + \varepsilon)\chi) \exp(-n(\kappa + \varepsilon)) \\
\leq m_{T^tT^{-1}}^{x_{T^tT^{-1}}} \left( \left\{ (h_k)_{k \leq -1} : \lim_{k \to +\infty} f_k(x_{t-1}, h_{-1}, \ldots, h_{-n}) \in B(x, 3r_n) \right\} \right) \\
= \nu_{T^tT^{-1}}^{x_{T^tT^{-1}}}(B(x, 3r_n)).
\]

Since this holds for all \(\varepsilon > 0\) it follows that \(\delta^t-1 \leq \delta + \frac{\varepsilon}{\chi} = \delta^t + \gamma_{t^tT^{-1}}^{x_{T^tT^{-1}}}\) as claimed.

9 Application to Hitchin Representations of Compact Surface Groups

In this section, we first illustrate by an example the discussion of Section 1.2. Take \(\mu\) discrete in \(\mathcal{M}(SL_3(\mathbb{R}))\). Consider the nine arrows of Figure 1 describing projections from \(X_{\mu}^f\) to \(X_{\mu}^f^t\), where \(T^1 \prec T^t^t\), in dimension 3. By Theorem 2.2, six of these projections are dimension conserving. There is a natural family of examples of random walks on \(SL_3(\mathbb{R})\) for which two of the other projections are not dimension conserving as soon as the middle exponent \(\chi_2\) is not 0. Namely, these are the random walks on images of a surface group by a Hitchin representation in \(SL_3(\mathbb{R})\). We present these examples and then extend the discussion to Hitchin representations in \(PSL_d(\mathbb{R})\), for all \(d \geq 3\).

9.1 Hitchin component in dimension 3. Consider a closed surface \(\Sigma\) of genus at least two and the group \(\Gamma := \pi_1(\Sigma)\). A representation \(\rho : \Gamma \to PSL_2(\mathbb{R})\) is called Fuchsian if it is discrete and cocompact. A representation \(\rho : \Gamma \to SL_3(\mathbb{R})\) is also called Fuchsian if it is the composition of a Fuchsian representation and a canonical irreducible representation of \(PSL_2(\mathbb{R})\) into \(SL_3(\mathbb{R})\). It is called Hitchin if it can be obtained by a deformation of a Fuchsian representation.

Hitchin representations have been studied from many points of view, we only list the properties we are going to use. We shall describe points in \(\mathcal{F}\) as pairs \((\zeta, \bar{\zeta})\), where \(\zeta\) in a point in the projective plane \(\mathbb{RP}^2\) and \(\bar{\zeta}\) a line in \(\mathbb{RP}^2\) containing \(\zeta\). The pairs \((\zeta, \bar{\zeta}), (\eta, \bar{\eta})\) are in general position if, and only if, \(\zeta \not\in \bar{\eta}, \eta \not\in \bar{\zeta}\). By classical results of Koszul [Kos68], Goldman [Gol90] and Choi–Goldman [CG93], if the representation \(\rho\) is Hitchin, then there exists a \(C^1\) convex subset \(\Delta \subset \mathbb{RP}^2\) invariant under \(\rho(\Gamma)\) and a Hölder continuous mapping \((\xi, \bar{\xi}) : S^1 \to \mathcal{F}\) such that

- for \(s \neq t \in S^1\), \((\xi, \bar{\xi})(s)\) and \((\xi, \bar{\xi})(t)\) are in general position,
- \(\xi(S^1)\) is the boundary \(\partial \Delta\),
- for \(t \in S^1\), \(\bar{\xi}(t)\) is the tangent direction to \(\partial \Delta\) at \(\xi(t)\) and
- the set \(\Lambda := (\xi, \bar{\xi})(S^1)\) is an invariant set for the action of \(\rho(\Gamma)\) on \(\mathcal{F}\). The set \(\Lambda\) consists in the tangent elements to \(\partial \Delta\).

So, the convex \(\Delta\) admits a cocompact group of projective mappings, i.e. it is divisible. A classical result of Benzécri is that the boundary is of class \(C^2\) if, and
only if, $\Delta$ is an ellipse, if, and only if, the representation is conjugated to a Fuchsian representation. In that case, $\chi_2 = 0$ and all the dimension questions reduce to the $PSL_2(\mathbb{R})$ case. Therefore, we may assume that representation $\rho$ is Hitchin but not a Fuchsian representation. Such representations were studied in detail by Y. Benoist. In particular, he showed that

- the boundary $\partial \Delta$ is $C^{1+\beta}$ for some $\beta > 0$, but not $C^{1+\operatorname{abs.cont.}}$ \cite{Be04},
- the group $\rho(\Gamma)$ is Zariski dense in $SL_3(\mathbb{R})$ \cite{Be00}.

We denote $M(\Gamma)$ the set of probability measures $\mu$ on $\Gamma$ such that the group generated by the support of $\mu$ is $\Gamma$ and $\sum_\gamma |\gamma|\mu(\gamma) < +\infty$, where $|\cdot|$ is some word metric on $\Gamma$. Let $\mu \in M(\Gamma)$; consider the random walk $(\rho(\Gamma), \rho_\ast(\mu))$ and the stationary measures $\nu, \nu'$ on $\mathcal{F}$. The measures $\nu$ and $\nu'$ are supported on $\Delta$. For $m$-a.e. $\omega \in \Omega$, there are $(\xi_+, \xi^-_+)(\omega)$ and $(\xi_-, \xi^-_-)(\omega)$ distinct points in $\Lambda$ that are the supports of the limit measures of $(g_{-1}(\omega) \ldots g_{-n}(\omega))_n \nu$ and, respectively, $(g_0(\omega)^{-1} \ldots g_{n-1}(\omega)^{-1})_n \nu'$ as $n \to +\infty$. The distribution of $(\xi_+, \xi^-_+)(\omega)$ is $\nu$, the distribution of $(\xi_-, \xi^-_-)(\omega)$ is $\nu'$. The point $\xi_+(\omega)$ is the direction of the expanding $E_1(\omega)$, the point $\xi_-(\omega)$ is the direction of the contracting $E_3(\omega)$. The central direction $E_2(\omega)$ is obtained as $\xi_+(\omega) \cap \xi^-_-(\omega)$.

**Proposition 9.1.** Let $\rho$ be a Hitchin representation of $\Gamma$ and $\mu \in M(\Gamma)$. Consider the random walk on $SL_3(\mathbb{R})$ directed by the probability $\rho_\ast(\mu)$, $\chi_1 > \chi_2 > \chi_3$ its Lyapunov exponents. Let $\mathcal{F}, \mathcal{L}, \mathcal{P}$ be the spaces of flags, lines and planes in $\mathbb{R}^3$, $\nu, \nu_\mathcal{L}, \nu_\mathcal{P}$ the respective stationary measure and $\delta, \delta_\mathcal{L}, \delta_\mathcal{P}$ their dimensions.

Assume $\chi_2 > 0$. Then, $\delta_\mathcal{P} < \delta_\mathcal{L} = \delta$. Moreover, the projections $\nu \to \nu_\mathcal{P}$ are not dimension conserving.

Assume $\chi_2 < 0$. Then, $\delta_\mathcal{L} < \delta_\mathcal{P} = \delta$. Moreover, the projections $\nu \to \nu_\mathcal{L}$ are not dimension conserving.

Assume $\chi_2 = 0$. Then, $\delta = \delta_\mathcal{L} = \delta_\mathcal{P}$. All the natural projections are dimension conserving.

**Proof.** By the above discussion, our results apply in this setting. We can consider

- The distribution $\nu$ of $f = (\xi_+, \xi^-_+)(\omega) \in \mathcal{F}$. It has entropy $h$ and dimension $\delta$.
- The distribution $\nu_\mathcal{L}$ of $\xi_+(\omega)$. It has entropy $h_\mathcal{L}$ and dimension $\delta_\mathcal{L}$. Observe that, once one knows $\xi(t) \in \partial \Delta$, $\xi(t)$ is the tangent direction to $\partial \Delta$ at $\xi(t)$, so it is uniquely determined. In other words, the projection from $\nu$ to $\nu_\mathcal{L}$ is a.e. one-to-one. By \cite{Les21} $h_\mathcal{L} = h$, but, a priori, there is no dimension conservation and we only get $\delta \geq \delta_\mathcal{L}$.
- The distribution $\nu_\mathcal{P}$ of $\xi_+(\omega)$. It has entropy $h_\mathcal{P}$ and dimension $\delta_\mathcal{P}$. Observe that, similarly, once one knows $\xi(t)$ is a tangent direction to $\partial \Delta$ at some point, then this point is $\xi(t)$, so it is uniquely determined. In other words, the projection from $\nu$ to $\nu_\mathcal{P}$ is a.e. one-to-one. By \cite{Les21} again, $h_\mathcal{P} = h$, but, a priori, there is no dimension conservation and we only get $\delta \geq \delta_\mathcal{P}$.
We choose \( f' = (\eta, \overline{\eta}) \in \mathcal{F}. \) Write \( \mathcal{L} \mathcal{P} := \mathcal{X}'_{\{1,3\},\{2\},\{3\}} \), \( \mathcal{L}' := \mathcal{X}'_{\{1,3\},\{2,3\},\{3\}} \) and \( \mathcal{P}' := \mathcal{X}'_{\{1,2,3\},\{2\},\{3\}} \). For \( \nu' \)-a.e. \( f' \in \mathcal{F} \), write \( \nu'_{\mathcal{L}\mathcal{P}}, \nu'_{\mathcal{L}'}, \nu'_{\mathcal{P}'} \), for the corresponding conditional measures.

We can also consider the distribution \( \nu'_{\mathcal{L}\mathcal{P}} \) of the couple made of the point \( \overline{\xi} = \eta \) and the line \((\xi, \xi_+)\) given \( f' = (\eta, \overline{\eta}) \). It has entropy \( h_{\mathcal{L}\mathcal{P}} \) and dimension \( \delta_{\mathcal{L}\mathcal{P}} \).

Again, this determines \( (\xi, \overline{\xi}) \) by intersection with \( \partial \Delta \) and the dimension on fibers of the projection from \( \mathcal{F} \) to \( \mathcal{X}'_{\mathcal{L}\mathcal{P}} \) is 0. But now, by Theorem 2.2, there is dimension conservation, so \( h = h_{\mathcal{L}\mathcal{P}} \) and \( \delta = \delta_{\mathcal{L}\mathcal{P}} \).

Assume \( \chi_2 \geq 0 \). We project both \( \nu_{\mathcal{L}} \) and \( \nu'_{\mathcal{L}\mathcal{P}} \) to the space \( \mathcal{L}' \) of lines going through \( \eta \) by associating the line going through \( \xi \) and \( \eta \) in the first case and by forgetting \( \overline{\xi} \cap \overline{\eta} \) in the second case. The projection and the image measure \( \nu'_{\mathcal{L}'} \) depend on \( f' \). For \( \nu'-a.e. \ f' \), we have entropy \( h_{\mathcal{L}} \) and dimension \( \delta_{\mathcal{L}} \) on \( \mathcal{L}' \). Both projections have almost everywhere trivial fibers: intersecting the line \((\eta, \xi)\) with \( \partial \Delta \) determines everything. Therefore,

\[
h = h_{\mathcal{L}} \quad \text{and} \quad h_{\mathcal{L}'}, \quad h = h_{\mathcal{L}\mathcal{P}} \quad \text{and} \quad h_{\mathcal{L}'}, \quad \delta = \delta_{\mathcal{L}\mathcal{P}} \quad \text{and} \quad \delta = \delta_{\mathcal{L}'}.
\]

Moreover, by Theorem 2.2, both projections have dimension conservation (observe that \( \chi_{\mathcal{L},\mathcal{L}'} = \chi_1 - \chi_3 \geq \chi_{\mathcal{L}',\mathcal{L}'} = \chi_1 - \chi_2 \)). So we obtain

\[
\delta = \delta_{\mathcal{L}} = \delta_{\mathcal{L}\mathcal{P}} = \delta_{\mathcal{L}'} = \frac{h}{\chi_1 - \chi_2}.
\]

Remain to understand the projections of both \( \nu_{\mathcal{P}} \) and \( \nu'_{\mathcal{L}\mathcal{P}} \) on the space \( \mathcal{P}' \) of points of \( \overline{\eta} \). The projection and the image measure \( \nu'_{\mathcal{P}'} \) depend on \( f' \). For \( \nu'-a.e. \ f' \), write \( h_{\mathcal{P}} \) and \( \delta_{\mathcal{P}} \) for the entropy and the dimension of \( \nu'_{\mathcal{P}'} \). Once more, knowing the point \( E_2 \) in \( \overline{\eta} \) determines the rest by drawing the unique other tangent to \( \partial \Delta \) going through \( E_2 \). So,

\[
h_{\mathcal{P}} = h_{\mathcal{P}'} = h_{\mathcal{L}\mathcal{P}}
\]

(both \( h_{\mathcal{P}} \) and \( h_{\mathcal{L}\mathcal{P}} \) are \( h \) by the above discussion) and all the entropies are the same \( h \). Moreover, since \( \chi_{\mathcal{P},\mathcal{P}'} = \chi_1 - \chi_3 \geq \chi_{\mathcal{P}',\mathcal{P}'} = \chi_2 - \chi_3 \),

\[
\delta_{\mathcal{P}} = \delta_{\mathcal{P}'} = \frac{h}{\chi_2 - \chi_3}.
\]

If \( \chi_2 = 0 \), then \( \chi_1 - \chi_2 = \chi_2 - \chi_3, \delta_{\mathcal{L}} = \delta_{\mathcal{P}}, \), all the dimensions coincide and there is dimension conservation at all the projections of Figure 1.

If \( \chi_2 > 0 \), then \( \chi_2 = \chi_2 - \chi_3 > \chi_1 - \chi_2 \) and \( \delta_{\mathcal{P}} < \delta_{\mathcal{L}} \). So \( \delta_{\mathcal{P}} < \delta \) and the projection from \( \nu \) to \( \nu_{\mathcal{P}} \) is not dimension conserving. In the same way, \( \delta_{\mathcal{P}'} < \delta_{\mathcal{L}\mathcal{P}} \) and, for \( \nu'-a.e. \ f' \), the projection from \( \nu'_{\mathcal{L}\mathcal{P}} \) to \( \nu'_{\mathcal{P}'} \) is not dimension conserving either.

In the case when \( \chi_2 \leq 0 \), the discussion is the same, exchanging the role of points and lines and of \( \chi_2 - \chi_3 \) and \( \chi_1 - \chi_2 \).

Proof of Theorem 1.5 in dimension \( d = 3 \) By the above proof, we have \( h = \delta(\nu) \min\{(\chi_1 - \chi_2), (\chi_2 - \chi_3)\} \), independently of the sign of \( \chi_2 \). Theorem 1.5 follows when \( d = 3 \). □
9.2 Rigidity of Hitchin representations. In this section, we prove that the hypotheses of Proposition 9.1 are satisfied for some probability measure in 

\[ \mathcal{M}(\rho(\gamma)) \]

if the representation \( \rho \) is Hitchin but not Fuchsian, namely that one can find such a measure with \( \chi_2 \neq 0 \). We have the

**Theorem 9.2.** Let \( \rho \) be a Hitchin representation of a cocompact surface group in \( SL_3(\mathbb{R}) \) such that for all probability measures in \( \mathcal{M}(\rho(\Gamma)) \), \( \chi_2 \leq 0 \). Then, the representation \( \rho \) is Fuchsian.

Such variational characterizations of Fuchsian representations among Hitchin components have been proven by Crampon [Cr09] and Potrie and Sambarino [PS17] in greater generality. Theorem 9.2 is a variant of their results adapted to the dimension 3.

**Proof.** By Proposition 9.1, our hypothesis is that for all \( \mu \in \mathcal{M}(\Gamma) \), the dimensions \( \delta_\mathcal{L}, \delta_\mathcal{P} \) of the stationary measures on the spaces of lines and planes satisfy

\[ \delta_\mathcal{L} \leq \delta_\mathcal{P}. \tag{26} \]

We are going to use thermodynamical formalism for the geodesic flow on \( \rho(\Gamma) \setminus H\Delta \), where \( H\Delta \) is the homogeneous tangent bundle to \( \Delta \) and a construction of [CM07] to obtain, for any Hitchin representation \( \rho \), some \( \mu \in \mathcal{M}(\rho(\Gamma)) \) such that \( \delta_\mathcal{L} = 1 \). Since \( \nu_\mathcal{P} \) is also supported on a \( C^1 \) circle, (26) implies that \( \delta_\mathcal{P} = 1 \) as well. Using dynamics of the geodesic flow and [Be04], Section 6, this will imply that the representation is Fuchsian.

Recall that all matrices \( \rho(\gamma), \gamma \in \Gamma, \rho(\gamma) \neq Id \), have three distinct real eigenvalues with absolute values \( e^{\ell_1(\gamma)} > e^{\ell_2(\gamma)} > e^{\ell_3(\gamma)} \) [Lab06]. Let \( \varphi \) be the linear functional on \( \Sigma := \{ (\ell_1, \ell_2, \ell_3) \in \mathbb{R}^3 : \ell_1 + \ell_2 + \ell_3 = 0 \} \) defined by \( \varphi := \ell_1 - \ell_2 \). Recall that the geodesic flow on \( \rho(\Gamma) \setminus H\Delta \) is an Anosov flow. There exists a Hölder continuous function \( f \) on \( H\Delta \) such that for any \( \gamma \in \Gamma, \gamma \neq Id \),

\[ \ell_1(\gamma) - \ell_2(\gamma) = \int_{\sigma_\gamma} f, \]

where \( \sigma_\gamma \) is the periodic orbit associated to \( \gamma \) (see [PS17], Sections 2 and 7). Moreover, for any ergodic invariant measure \( m \) for the geodesic flow, \( \int f \, dm \) is the positive Lyapunov exponent of the geodesic flow for \( m \) ([Be04], Lemma 6.5). In particular, the equilibrium measure \( m_0 \) for \(-f\) is absolutely continuous along unstable manifolds.

Fix a point \( o \in \Delta \). Then, the Gibbs-Patterson-Sullivan construction (see e.g. [Led94]) yields an equivariant family of measures \( \nu_0 \) at the boundary such that for all \( \gamma \in \Gamma \), \( \frac{d(\rho(\gamma)) \ast \nu_0}{d\nu_0}(\xi) \) is a Hölder continuous function and with the property that, if a set \( A \) of points in \( \partial\Delta \) is \( \nu_0 \)-negligible, then the set of geodesics with end in \( A \) is \( m_0 \)-negligible. By the absolute continuity of the stable foliation, this implies that \( \nu_0 \) is absolutely continuous on \( \partial\Delta \).

Recall that the limit set \( \Lambda \) of \( \rho(\Gamma) \) projects one-to-one in \( \partial\Delta \). Denote by \( \nu \) the lift of the measure \( \nu_0 \) to \( \Lambda \).
Next step consists in finding a random walk in $\mathcal{M}(\rho(\Gamma))$ such that $\nu$ is the stationary measure on $\mathcal{F}$ or equivalently such that $\nu_0$ is the stationary measure for the action on $\partial \Delta$.

**Lemma 9.3.** Let $\Gamma$ be a co-compact group of isometries of $\mathbb{H}^2$, $\rho$ a Hitchin non-Fuchsian representation of $\Gamma$ in $SL_3(\mathbb{R})$, $\Delta$ the open convex proper subset of $\mathbb{R}P^2$ invariant under $\rho(\Gamma)$, $\nu_0$ be a finite measure on $\partial \Delta$ such that for all $\gamma \in \Gamma$, $\frac{d(\rho(\gamma))_{*}\nu_0}{d\nu_0}(\xi)$ is a Hölder continuous function. Then there exists a probability measure $\mu_0 \in \mathcal{M}(\Gamma)$ such that $\nu_0$ is $\rho_{*}(\mu_0)$-stationary.

**Proof.** We can apply [CM07], Theorem 1.1, to the action of $\Gamma$ on the hyperbolic plane with the measure $\nu_{S} = (\xi^{-1})_{*}\nu_0$. Since the mapping $\xi$ is Hölder continuous and $\Gamma$-equivariant, the measure $\nu_{S}$ has Hölder continuous Radon-Nikodym derivatives under the action of $\Gamma$ as well. Therefore (see [Led94], Théorème 4), there exists a Hölder continuous function $F$ such that the measure $\nu_{S}$ is given by the Gibbs construction starting with $F$. Let $\mu_0$ be the measure given by [CM07] Theorem 1.1 and such that $\nu_{S}$ is the stationary measure under $\mu$. The measure $\mu$ has whole support on $\Gamma$ and satisfies $\sum_{g} \mu_0(g)d(o, go)^{< +\infty}$ ([CM07], p. 488). It does indeed belong to $\mathcal{M}(\Gamma)$. $\square$

To summarize, the measure $\mu := \rho_{*}\mu_0$ on $\rho(\Gamma)$ has the property that $\nu_{\mathcal{L}}$ is absolutely continuous and is the measure at infinity of the SRB measure of the geodesic flow on $H\Delta$. Moreover, by (26), $\delta_{P} = 1$.

Consider the dual representation $\rho^{*}(\gamma) = (\rho(\gamma)^{t})^{-1}$ and the measure $\mu_{*} := (\rho_{*})_{*}\mu_0$. The exponents of the random walk $(\Gamma, \mu_{*})$ are the opposite $-\chi_3 > -\chi_2 > -\chi_1$ and we claim that the entropy $h_{*}$ is the same entropy $h = h_*$. Therefore, the dimension of the stationary measure $\nu_{\mathcal{L}}^{*}$ is $\delta_{P} = 1$. By the variational principle again, $\nu_{\mathcal{L}}^{*}$ is absolutely continuous. By [Be04], Proposition 6.2, the representation is Fuchsian.

To prove the claim, observe that, since $\rho(\Gamma)$ is discrete in $SL_3(\mathbb{R})$, the entropy $h$ is given by the random walk entropy $h = h_{RW}(\mu) := \lim_{n} \frac{1}{n}H(\mu^{(n)})$ [Led85], which is the same for $\mu$ and $\mu_{*}$.

Using the dual representation $\rho^{*}$, we also have

**Corollary 9.4.** Let $\rho$ be a Hitchin representation of a cocompact surface group in $SL_3(\mathbb{R})$ such that for all probability measures in $\mathcal{M}(\rho(\Gamma))$, $\chi_2 \geq 0$. Then, the representation $\rho$ is Fuchsian.

### 9.3 Hitchin components in higher dimensions.

Consider the surface group $\Gamma$. As before, a representation $\rho: \Gamma \rightarrow PSL_d(\mathbb{R})$ is called Fuchsian if it is the composition of a Fuchsian representation and the canonical irreducible representation of $PSL_2(\mathbb{R})$ into $PSL_d(\mathbb{R})$. It is called Hitchin if it can be obtained by a deformation of a Fuchsian representation. Geometric properties of Hitchin representations have been studied, notably by Labourie (see [Lab06, Lab07] for history, background, the
properties we use below and much more). Let \( \rho : \gamma \to PSL_d(\mathbb{R}) \) be a Hitchin representation and denote again by \( \rho(\Gamma) \) a lift of the representation to \( SL_d(\mathbb{R}) \). By [G08], Proposition 14, the action of \( \rho(\Gamma) \) on \( \mathbb{R}^d \) is strongly irreducible: there is no finite union of proper vector subspaces of \( \mathbb{R}^d \) that is invariant under \( \rho(\Gamma) \). By [Lab06], Theorem 1.5, the matrix \( \rho(\gamma) \), for \( \gamma \) non-trivial has all eigenvalues real and distinct. In particular, for \( \gamma \) non trivial, there is a unique attracting fixed point \( \gamma^+ \) for the action of \( \rho(\gamma) \) on \( F \). By definition, the limit set \( \Lambda \) is the closure of the set of all \( \gamma^+ , \gamma \neq \text{Id} \in \Gamma \). Moreover, the projection from the limit set \( \Lambda \) to \( \mathbb{RP}^{d-1} \) is one-to-one ([Lab06], Theorem 4.1).

Let \( \mu \in \mathcal{M}(\Gamma) \). We claim that \( \mu \in \mathcal{M}(d) \): on the one hand, the action is proximal on all exterior products and by [GR89], the exponents \( \chi_1 > \cdots > \chi_d \) are distinct; on the other hand, since the action on \( \mathbb{R}^d \) is strongly irreducible, there is a unique stationary measure \( \nu \) on \( \mathbb{RP}^{d-1} \). That measure has a unique lift to \( \Lambda \) and therefore, there is a unique stationary measure on \( F \). For the same reason, there is a unique stationary measure for \( \mu' \) on \( F \). All our discussion and Theorem 1.3 apply, the measure \( \nu \) is exact dimensional with dimension \( \delta \) and entropy \( h := h(F, \mu, \nu) \).

**Proposition 9.5.** Let \( \lambda := \inf_{i<j}(\chi_i - \chi_j) \). Then \( \delta = h/\lambda \). More generally, let \( T \neq T_0 \) be an admissible topology, \( \kappa_T, \delta_T \) as defined in (5) and Corollary 2.4. Let \( \lambda_T := \inf_{i<j, j \notin T(i)}(\chi_i - \chi_j) \). Then, \( \kappa_T = h \) and \( \delta_T = h/\lambda_T \).

In particular, Theorem 1.5 follows in all dimensions. Another consequence is that, as in dimension 3, comparing \( \lambda \) and \( \lambda_T \) is enough to decide whether the projection from \( F \) to \( \mathcal{X}^T \) is dimension conserving for \( \nu' \)-a.e. \( f' \).

**Corollary 9.6.** Let \( T \) be an admissible topology such that \( T_1 \prec T \). Then \( \delta_T = \delta \) unless there is a unique \( i \) with \( \lambda = \chi_i - \chi_{i+1} \) and furthermore \( T = \{1\}, \{2\}, \ldots, \{i, i+1\}, \ldots, \{d\} \).

**Proof of Proposition 9.5.** The measure \( \nu \) is supported by the limit set \( \Lambda \subset F \). Labourie showed that \( \Lambda \) is a hyperconvex Frenet curve with Property (H). Namely:

1. There is a Hölder continuous \( \Gamma \)-equivariant mapping \( \xi : S^1 \to \Lambda \),
   \[ \xi(t) = \{0\} \subset \xi_1(t) \subset \cdots \subset \xi_i(t) \subset \cdots \subset \xi_d(t) = \mathbb{R}^d. \]
2. For any distinct points \( t_1, \ldots, t_\ell \) integers \( d_1, \ldots, d_\ell \) with \( p := \sum_{j=1}^\ell d_j \), the following sum is direct
   \[ \xi_{d_1,\ldots,d_\ell}(t_1, \ldots, t_\ell) := \xi_{d_1}(t_1) \oplus \cdots \oplus \xi_{d_\ell}(t_\ell) \]
   and, if the distinct \( t_1, \ldots, t_\ell \) all converge to \( x \), then \( \xi_{d_1,\ldots,d_\ell}(t_1, \ldots, t_\ell) \) converge to \( \xi_p(x) \).
3. for any triple of distinct points \( (s,t,t') \), any integer \( i, 0 < i < d \),
   \[ \xi_i(s) \oplus (\xi_i(t) \cap \xi_{d-i+1}(t')) \oplus \xi_{d-i-1}(t') = \mathbb{R}^d. \]
Property (2) defines a hyperconvex Frenet curve ([Lab06], Theorem 1.4) and property (3) is relation (6) in [Lab06], Theorem 4.1. (Property (3) is called Property (H) in [Lab06], Section 7.1.4.)

Let $T^1$ be an admissible topology such that $T^1 \not\prec T_0$. We claim that there is a unique integer $i$, $0 < i < d$, such that

$$T^1(k) = \{k, k+1, \ldots, d\} \text{ for } k \neq i, \quad T^1(i) = \{i, i+2, \ldots, d\}.$$ 

Indeed, by definition, there is $i$, $0 < i < d$, such that $T^1(k) = T_0(k)$ for $k \neq i$ and $j > i$ such that $T^1(i) = T_0(i) \setminus \{j\}$. By Proposition 3.1, $T^1(i) \setminus \{i, j\} \in T_0$, and this is possible only if $j = i + 1$.

Fix $t' \in S^1$ and set $f' := \xi(t')$. By Lemma 3.4, the set $X_{T_1}^{f'}$ is bilipschitz homeomorphic to an open interval. We associate to $t \in S^1, t \neq t'$, a configuration $\Psi(t) \in X_{T_1}^{f'}$ by setting:

$$\Psi(t)_{T^1(k)} = \xi_{d-k+1}(t') \text{ for } k \neq i, \quad \Psi(t)_{T^1(i)} = (\xi_i(t) \cap \xi_{d-i+1}(t')) \oplus \xi_{d-i-1}(t').$$

**Lemma 9.7.** The mapping $\Psi$ is an homeomorphism between $S^1 \setminus \{t'\}$ and its image in $X_{T_1}^{f'}$.

**Proof.** By the hyperconvexity property (2), $\dim(\xi_i(t) \cap \xi_{d-i+1}(t')) = 1$ and that space is in general position with respect to $\xi_{d-i-1}(t')$; therefore the mapping $\Psi$ is continuous. Since $\Psi$ is a mapping between two open intervals, it suffices to show that $\Psi$ is one-to-one. Assume by contradiction that there is $s \neq t, t'$ such that

$$(\xi_i(s) \cap \xi_{d-i+1}(t')) \oplus \xi_{d-i-1}(t') = (\xi_i(t) \cap \xi_{d-i+1}(t')) \oplus \xi_{d-i-1}(t').$$

By property (3), $\xi_i(s)$ should be in direct sum with $(\xi_i(s) \cap \xi_{d-i+1}(t')) \oplus \xi_{d-i-1}(t')$, which is possible only if $\xi_i(s) \cap \xi_{d-i+1}(t') = \{0\}$. This contradicts hyperconvexity. $\square$

By Lemma 9.7, for any $x' \in X_{T_1}^{f'}$, there at most one point $s \in S^1$ such that $\pi_{T_1,T^1}(\xi(s)) = x'$, i.e. $(\pi_{T_1,T^1})^{-1}(x')$ is at most one point. So, $\kappa_{T_1,T^1} = 0$. By Theorem 1.6, we have $\delta_{T^1} = h/\chi_{T^1,T_0}$.

For a general admissible topology $T$, we apply Proposition 2.1 and obtain a topology $T^1$ such that $T \prec T^1 \not\prec T_0$ and $\chi_{T^1,T_0} = \lambda_T$. Since $T_1 \prec T \prec T^1$, $\kappa_{T,T^1} = 0$ and $\kappa_T = h$. By (7) and Corollary 2.4, $\delta_T$ is the same as $\delta_{T^1} = h/\lambda_T$.
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