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Abstract: In order to facilitate designers to explore the market demand trend of laptops and to establish a better “network users-market feedback mechanism”, we propose a design and research method of a short text mining tool based on the K-means clustering algorithm and Kano mode. An improved short text clustering algorithm is used to extract the design elements of laptops. Based on the traditional questionnaire, we extract the user’s attention factors, score the emotional tendency, and analyze the user’s needs based on the Kano model. Then, we select 10 laptops, process them by the improved algorithm, cluster the evaluation words and quantify the emotional orientation matching. Based on the obtained data, we design a visual interaction logic and usability test. These prove that the proposed method is feasible and effective.
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1. Introduction

With people’s increasing attention to industrial design and the innovation-driven industrial chain, the importance of design is becoming more and more obvious. Data show that online shopping has become the most common way to buy goods and most people prefer publishing their reviews after a period of use. As a result, users’ reviews play a critical role in the process of people’s purchases [1]. Most people tend to read user reviews before consumption. Many websites have developed a series of methods such as “product label” to make users’ reviews more accurate. Online review data have become the focus of manufacturers, and most manufacturers conduct large-scale network research on online review data. Since 2008, the scale of network research has been expanding. According to the statistics, 78% of market research companies have started network research projects, of which 81% use a third-party network research platform, and the number has increased exponentially over a long period of time [2]. However, there are some unavoidable problems in this traditional user survey design mode. For example, the research objects are disturbed by the problems set in advance, which will lead to the deviation of the function definition and user orientation.

User reviews on online shopping platforms have been a hot topic in the research of big online data for a long time. Although the online user reviews of products are extensive in scale, diverse in patterns, complex in content, and low in quality, we can still use “network data mining” to identify and summarize the real needs of users from a large number of reviews, find potential needs, quantify and visualize their results, and predict the future development of products. So we can build a better feedback mechanism between the market and designers. Based on the predicted product trend, we can also obtain effective suggestions according to the analysis of relevant data to enhance the user volume and
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attractiveness of the product. For instance, Bogdan et al. [3] designed a method to evaluate the profitability of the website and applied it to the Maria Zankovetska National Academic Ukrainian Drama Theater website (http://www.orchestra.lviv.ua/). Through analysis of the data over the past three years, they put forward some suggestions on attracting users in the COVID-19 crisis. At present, there are many methods that have been proposed for “network data mining”, such as latent Dirichlet allocation (LDA) model [4,5], long short-term memory (LSTM) [6,7], Biterm method for short text distance measurement (BDM) [8,9], targeted aspects oriented topic modeling (TATM) [10], swarm intelligence (SI) algorithms [11], natural language processing (NLP) [12–15], etc., but they all have their advantages and disadvantages [16–21].

Text mining is an important branch of data mining, which is to mine the data of text categories to obtain hidden data relationship information. Data mining uses relational tables and other storage structures to deal with the structured data in the database and discover knowledge. Because the data are semi-structured or unstructured, to the best of our knowledge, there is no suitable method to preprocess the text data. Finding an effective text data processing method is the challenge of text mining. However, most short text clustering research methods use Western languages, but the research on Chinese texts is at the initial stage. The key technologies, such as denoising and semantic expression, are different from those for English texts. Improving the research of specific text data mining based on Chinese to use the network text knowledge database effectively is also the focus of this field. The emotion analysis is another part of data mining [5,6,8,16–20]. How to use scientific methods to mine and match the emotional tendency of short text data is the crucial point. Most of the research uses English platforms, such as Twitter. There are also some text mining methods based on other languages, such as Arabic [22]. However, how to match the emotional tendency of Chinese text needs to be studied [5,23–26].

Mohammad et al. found that the data mining technology’s effectiveness is insufficient and still has excellent development potential [27]. Data clustering is often an initial procedure in the process of data analysis [28]. Data clustering is widely used in many fields today [24,27–45], but most research is concentrated in the biomedical field [29]. K-means has been developed for more than 60 years, and is mainly used in the clustering period of data mining technology. It has become the most traditional and efficient one in this area [30,31]. However, some old methods have many weaknesses, for example, the quantity of clusters is not accurate enough, and the original clustering center’s location may lead to the inaccuracy of results and a decrease in effectiveness [28]. Because of the above shortcomings, Yu et al. proposed two k-means algorithms to improve the accuracy of classification [32]. At the same time, short text clustering is prone to sparsity, so it is more challenging than long text. There are various algorithms for processing text data of Twitter, microblog, and shopping websites. Based on Twitter data, Stephan et al. analyzed and evaluated several mainstream document clustering and topic modeling technologies and demonstrated the improved cluster interpretation method and distance measurement method for the shortcomings of different methods [18]. Suganya et al. compared the performance of PSO, bat, GWO, and other algorithms, and found the algorithm suitable for finding the optimal solution based on the data set of BBC sports news [11]. Herman et al. used a Twitter data set to verify whether their method of calculating user interest is effective (DOI) [19]. The number of data mining experiments for Chinese text has been gradually increasing in recent years. Wu et al. improved the short text clustering algorithm based on title words, subject words and distance, and applied it to the discovery of microblog hot issues [9].

In this paper, based on online shopping and personal laptops, we propose a method of short text mining to quantify the user requirements and trend judgment of product design. The design of data visualization interaction is still carried out according to the experimental data. The innovations of this method are as follows:

- After using the Jieba word segmentation tool (github.com/fxsjy/jieba) to segment Chinese text, we carried out a compact test and redundant pruning to deal with the
large number of meaningless and repetitive words, and obtained a new frequent item set.

- Based on Sogou input method’s Chinese emotional word class library and PFE algorithm, the number of product features and sentiment tendency expressions were obtained so as to test the feature support again and then eliminate more meaningless “noun adjective” combinations. Based on the get-score block of EmotionAnalysis and the Adjective emotion level setting, we assessed the emotional orientation.

- We tried to solve the problems of quick comment, less information and ignoring the main body of the product by using a user-defined dictionary and the manual part of speech tagging. An experiment of designing and developing the element dictionary of oral online reviews was carried out because the complex item set lacks nouns or adjectives alone in the oral context of online reviews. Based on the experiments and the data obtained, this experiment attempted to put forward a specific quantitative definition of the network user demand degree and trend judgment of product design and development elements in order to make a general user demand and trend judgment.

- The data visualization interaction solution was designed based on certain visualization theory and logic, and the usability evaluation test was carried out to verify the effectiveness of the solution.

Compared with previous works, this paper has the following main contributions:

- A questionnaire was conducted on the user demand degree of laptop design elements, and extract design elements for mainstream laptops in the market. In addition to this, a method is proposed to quantify the users’ requirements, trend judgment when we design new goods.

- The experimental definition is proposed to be scientific through further mining experiments and data summary. We also designed the data visualization interaction based on the experimental data and evaluated the prototype by usability test.

The rest of the paper is organized as follows: Section 2 discusses related works. Section 3 introduces the proposed method and process, and Section 4 analyzes and discusses the experimental data. Finally, Section 5 concludes the paper.

2. Related Works

2.1. Data Mining Technology

It has been more than 20 years since data mining was proposed, and a relatively perfect framework and methods have been formed in this field, with many researchers’ significant contributions. Ning et al. pointed out that text mining technology summarizes valuable information according to the results after using computer technology to analyze a large of text data [33]. Injadat et al. used 19 kinds of data mining technologies with social media data to study 9 different problems in 6 fields between 2003 and 2015 through analysis [27]. Wu et al. discussed the emotional tendency of Chinese residents toward the MSW classification policy and provided policymakers and practitioners with policy guidance for integrating current research fields into social development by analyzing the data of Sina Weibo users and their comments on relevant popular posts [34]. Therefore, we should spend more time and energy on the application of the data mining algorithm.

Nowadays, the accuracy of traditional text mining methods for short text data sets is reduced. Because of this, Rashid et al. proposed a new fuzzy topic modeling method to improve the sparsity of short text documents [35]. Anne et al. proposed a method that can analyze the research topics of online publications more accurately [46]. The existing data retrieval algorithm based on “Apriori” is not suitable for web text data mining. He et al. proposed an algorithm called the “Las Vegas strategy restart method” to solve such problems, which uses the Markov chain to predict the most startup period of each requested data item [36]. Zhang et al. further searched and excavated multi-dimensional objects based on multimodal data learning and proved the advancement and feasibility of the algorithm in later experiments based on the data provided by some official bodies [47]. Sérgio et al.
experimented with testing how advertising on social networks works based on data from Facebook, and helped enterprises to evaluate whether to advertise on social networks [37]. Tuarob et al. designed an algorithm to find lead users automatically, then proved its effectiveness by an example [38]. However, the utilization rate of NLP has gradually increased in recent years. Prakash et al. summarized NLP and modern NLP, predicted the development direction of NLP, and briefly introduced its possible impact on the medical field [13]; although Cheng et al. proposed a combination method of selecting the NLP library to obtain more effective results [15], NLP still has some limitations. The selection of the NLP library has a great impact on the results’ effectiveness. How to select an effective toolkit is still challenging. Chris et al. summarized the latest development of three key components in the NLP library and proved their importance with examples. Their purpose is to provide an applicable and effective NLP vocabulary system [14]. Many scholars in various fields have been committed to promoting data mining for a long time. Layton [48,49], Khwaldeh [50] and many other researchers introduced data mining based on Python in detail in their works, and these demystify data mining [51–53].

2.2. Application of Data Mining

Now that “network data mining” is a hot topic, many scholars are constantly exploring its practical value. Suzen focused on the automatic scoring of short answer questions, and he applied data mining technology to measure whether students’ answers are similar to model answers to provide helpful feedback for students’ answers [39]. Chu et al. proposed a text expansion method based on short text data itself, making rich virtual documents consistent with the original documents in semantics, which are the short text clustering results’ effect [40]. Fidan et al. proposed a GRC model with high precision and stability in small data sets containing short texts and proved that it is an appropriate choice for short text clustering in small data sets through experiments [24]. Francesca introduced an application of ETM in brand management and proved that the whole process could reveal the characteristics of users in product preferences through the commercial application of a famous sportswear brand [41]. Finally, Hyder et al. proved that data mining on YouTube is an excellent method to understand the harvest patterns of different types of recreational fisheries [42].

An increasing number of scholars developed this technology in the area of product development and design. According to the numerical design structure matrix and genetic algorithm, Yang et al. conducted clustering research on a user’s emotional needs to facilitate designers to find users’ needs [43]. Vincent et al. studied the business incentive mechanism in fashion design, and used adaptive K-means to obtain the characteristics of successful products based on the purchase evaluation records [54]. Pajo et al. proposed a classification model to identify leading users and identify potential online users of candy products to evaluate this technology, which further reduces the cost of resources and time [44]. Chen proposed an unsupervised keyword mining method based on graph ranking, which is more effective than other methods of collecting CNKI literature abstracts and news corpora. They predicted that integrating domain knowledge into the model to improve the mining effect is a development direction [55]. However, the number of experimental samples is limited, and there is no further study on the potential needs of users. Nowadays, investigating and meeting users’ potential needs has become significant due to the product’s diversity.

2.3. Data Visualization

In today’s information explosion environment, how to show the association of data and knowledge context intuitively is also a big challenge. Many schools are now setting out to cultivate talent in the area of visual communication and application design. Based on the network data access platform. Moral et al. proposed an integrated modeling language to formulate the information visualization system’s conceptual model and gave several examples of information visualization [45]. According to data visualization and technology of IoT, Ceccarini et al. created and applied a test platform, which can enhance the
sustainable development and security of the campus [56]. Keim proposed a classification of information visualization and visual data mining technology [57]. Valentin applied the GIS knowledge in information visualization, then expounded its promotion role in understanding [58]. Kamil et al. applied K-means to cluster the film reviews based on IMDB, mine the perceptual words, and display them with visualization methods, such as heat maps, which guides this study [59]. We find that improving the text mining algorithm for Chinese text, mining, and visualizing users’ potential needs more scientifically and accurately is a significant challenge for scholars.

3. Methodology

The research roadmap is shown in Figure 1. This figure summarizes the overall route of this research, and the specific route is shown in Sections 3.1–3.5. The route is divided into the objective data route on the left and the subjective data route on the right. The left route crawls the comment data of the shopping website and obtains the words and combinations guiding the product design trend through word segmentation and clustering, while the right route classifies the functional elements of the product by subjective means, such as subjective questionnaires and interviews. The results obtained on the left and right are compared and verified, and finally the results are visualized.

Figure 1. Design demand trend acquisition framework.

3.1. Research and Positioning of Laptop User Needs

The process in which people’s needs are expressed as beliefs, emotions, and behaviors in terms of cognition, emotion, and behavior is the generation and development of users’ potential demands for products. We then can express the association of the three attributes and users’ needs according to Kano.
We extract 17 design attributes of laptops, such as “keyboard”, “color”, “dissipate heat”, etc., and conduct an online questionnaire according to the attributes and online shopping habits (257 valid questionnaires). After observing the data, we can know the users’ age, price range’s proportion, and which website they like more. After observing the user demands proportion of the elements and the scoring questions, we obtain “design elements-user demands” classification, target users as ordinary buyers and laptop designers, and set the requirements.

3.2. Pre Experiment on Mining Short Comment Text of Shopping Website

The purpose of the pre-experiment is to conduct a data mining experiment based on a laptop on sale, establish a dictionary of design and development elements through data processing, and set the weight and match emotional tendency with relevant words. The emotional scores of design elements are used in a formal experiment. We can also verify the effectiveness of the experimental steps through the result of the pre-experiment. The pre-experiment is composed of seven steps.

3.2.1. User Comment Text Data Acquisition

Since 80.16% of users prefer to buy laptops through Jing dong, we conduct a pre-experiment on Jing dong. Lenovo Xiaoxin Chao 5000 (15.6-inch laptop, silver) is randomly selected to conduct the pre-experiment. Google browser is used as the data capture medium (Version number: 65.0.3325.181). Since we cannot capture text data automatically in the initial stage, we use static web pages to obtain comment data in advance. According to the steps shown in Figure 2, we crawl the comments page by page with the developed algorithm based on Python 2.7 and obtain the comments text data set of web users.

3.2.2. Stop Word Filtering, Word Segmentation and Word Frequency Statistics

Then, we use the “Jieba” word segmentation tool (version number: 0.39) to filter stop words in the captured text data set and get a new valid text set. Now that most of the data we obtain are sentences, we need to segment the text sets. This algorithm must cope with data quickly and cluster-changing online data in real time. We segment the valid text sets above (481 items) and count the word frequency with a word frequency statistical algorithm. Finally, we can obtain a high-frequency vocabulary statistics table.

3.2.3. Compact and Redundancy Check

However, there are still meaningless and repetitive words now; by observing the obtained text, we can see that the “noun–adjective” combination has a high frequency in users’ comments, for example, “the screen is good”, “the shape is nice”, “the startup is slow” and so on. Therefore, we use compact and redundant pruning based on this rule and obtain a new frequent itemset of the “noun–adjective” combination, such as “screen-good”, “shape-nice”, “startup-slow” $F_1$. 

![Figure 2. Steps for review data acquisition.](image-url)
3.2.4. Product Feature–User Sentiment Combination Extraction

We can find from the high-frequency word list that the feature words of user comments are the product’s features. Therefore, extracting feature words from comment texts to identify product features is necessary. Based on the Chinese emotional lexicon of “Sougou” and the PFE algorithm, we extract and count the emotional tendency of frequent itemset $F_1$. We obtain the frequency of product features and emotional tendency expression to check the feature support and eliminate more meaningless “noun–adjective” combinations. Finally, we obtain a new simplified frequent itemset $F'_1$. We can also set the emotional level of adjectives based on the “get-score” of “Emotion Analysis” (optimized for Chinese) in the Python language class library and evaluate the emotional tendency accordingly.

3.2.5. Establish a Dictionary of Design and Development Elements

We also find that the frequency of the combination of “noun–adjective” occupies a leading position in the reviews, such as “The sound quality is very good”, where the noun is “sound quality” and the adjective is “good”, and the comments do not contain professional terms; this may be because users will default to comment on some aspects but ignore the main body. Therefore, based on the “noun–adjective” collocation, infrequent itemsets and the design elements of laptops obtained above, we try to establish a user-defined elements dictionary with the method of defining dictionaries and tagging parts of speech manually.

3.2.6. Clustering Effect Experiment

Clustering is an important algorithm of data mining. After establishing the dictionary of design elements, we conduct a weighted matching text clustering experiment on frequent itemset $F'_1$ based on Kmeans (where we set $K = 17$) and calculate the proportion of word frequency of design elements after clustering. Since the overlapping words among different design elements in the dictionary will affect the clustering result, a TF-IDF metric is used here and given a frequent itemset $F'_1 = d$ and an overlapping word $t$. Its TF-IDF score is defined as follows:

$$TF_{d,t} = \frac{n_{d,t}}{\sum_k n_{d,k}}, \quad (1)$$

$$IDF_t = 1 + \log \frac{|D|}{df_t}, \quad (2)$$

$$TF - IDF_{d,t} = TF_{d,t} \times IDF_t, \quad (3)$$

We observe the results before and after changing the corresponding weight of overlapping words. If the word frequency clustering results of related design elements change accordingly after we set the weight of a certain category of keywords, we can prove that it is feasible for us to extract the keywords from the complex word set based on online user reviews, match them with design elements, and cluster them by setting the keyword weight.

3.2.7. Emotional Orientation Matching

Based on the steps shown in Figure 3, we can match the emotion tendency of the clustering results’ emotion tendency based on the emotion evaluation experiment’s results and obtain the emotion evaluation data after weighted clustering.
If we want to find more specific requirements for some design elements, we must restore the initial evaluation to query, then trace the results based on the problem and decide if the above steps are reasonable.

Based on the pre-experiment and its data, we attempt to define the demand degree, development parts and quantify the product’s tendency judgment.

For product A, the user demand’s percentage of design factors is \( D_k \) \( (K: \text{design factors, } k \geq 1) \).

For a single design element, the product of emotional assessment score \( P_k \) and demand degree \( D_k \) represents the design elements’ score \( S_k \),

\[
S_k = P_k \cdot D_k.
\]  

For product A, its factor’s score is \( S_A \), which represents its final comprehensive score.

We can further rank it with other similar products to obtain its design excellence in similar products. Moreover, since \( D_k \) stands for the demand degree of the elements, the demand degree’s changing trend can be detected if we detect a change of \( D_k \); different products’ user satisfaction can be compared by comparing \( S_A \) to show the difference of design and then trace text to design details’ discrepancy to show users’ specific needs.

3.3. User Demand and Trend Mining Experiment of Laptop’s Design Elements

Based on the method and quantitative definition of pre-experiment, we randomly mine 10 laptops with different prices in the same life cycle according to the selection ratio of various price laptops in our questionnaire, summarizing the user’s needs and evolution tendency in the laptop area.

First, we can obtain the practical frequent itemsets after processing. Then, since the different laptops have a different number of frequent practical items, we use random functions to extract 500, 1000, 1500 items from each computer’s effective frequent itemsets to form new frequent itemsets \( F_{t1} \), \( F_{t2} \), and \( F_{t3} \) \( (t \) stands for total). Then, we obtain three frequent item sets \( F_{t1}, F_{t2}, \) and \( F_{t3} \) by matching elements dictionary, distributing overlapping word weight and clustering to obtain the three sets’ mining outcomes, compare the results with the “design elements–user demands” classification to prove whether or not the method of mining user comments is effective. After correcting the outcomes according to the statistical outcomes and the questionnaire’s survey results based on pleasure attribute, expectation attribute, essential attribute, we can obtain the hierarchical division of user demands based on \( F_{t1}, F_{t2}, F_{t3} \).

Based on 1500 valid texts selected before, we cluster the selected laptops and match their emotional tendency, then count the laptops’ experimental score based on the definition of the user’s demand of the laptop’s design element and compare them with Jing dong’s official praise to obtain a fair evaluation of each element of the selected laptop.

3.4. Data Visualization Design of Laptop’s User Demands

According to the theory of Professor Bertin [60], the design of the graph size, color, and many other aspects are all the means of data visualization based on associated data
description principles, sorting, selection and quantity. Therefore, this paper’s final goal is to mine the user demands for the laptops’ design elements from shopping websites’ comments and make the result visual to obtain this data visualization tool’s interaction logic diagram (the diagram is shown in Figure 4).

Figure 4. Interaction logic diagram of visualization tool.

Figure 4 shows the interaction logic diagram of the visual tool. Based on the visualization tasks, this visualization task is mainly divided into two points:

- Visual presentation of demand attention ratio, demand hierarchy classification, and sample extraction time of laptop’s design elements according to the comprehensive computer database.
- Visual presentation of descending order of high-frequency words based on a whole computer database. Secondly, 10 users are selected to evaluate the scheme (this test includes four missions), and the availability of the visualization tool is judged according to the results.

3.5. Usability Test of Visualization Scheme

Based on the data visualization interaction solution proposed in this paper, we conduct an usability test, and the specific scheme is as follows.

A total of 30 users (15 male, 15 female, aged 24–53) participated in this assessment. Since there is no limitation of relevant experience and knowledge level, we did not ask the experimenters to accept the questionnaire survey before the experiment. The experimenters needed to completed the following four tasks:

- The experimenters needed to compare and score the color sequence and composition (there are five levels: level 1 is very bad, level 2 is bad, level 3 is average, level 4 is like and level 5 is very like).
- The experimenters needed to complete the chart observation of the user demand degree of laptop design elements within 10 s, and answer which design element accounts for the largest proportion immediately and calculate the correct rate.
- The experimenters needed to complete the task of setting interception time on a MacBook provided by us as soon as possible, and record the complete time.
- The experimenters needed to sort the high frequency word experiment within 20 s. After that, they sorted five high-frequency words in the questionnaire and collect the statistics of the accuracy.

According to the average score, time and accuracy of experimenters in usability test, we can evaluate the proposed visual interaction scheme.

4. Case Study, Result and Discussion

We can obtain the “design elements–user demands” classification (Table 1) according to the user demand proportion design elements and the scoring questions of a questionnaire.
### Table 1. Design elements–user demands classification.

| Entry | Laptops’ Design Elements and It Proportion (%) |
|-------|-----------------------------------------------|
| **Pleasure** | Keyboard (14.40%) | Touch screen or not (14.79%) | Sound effect (21.01%) |
| **Attribute** | Color (33.85%) | Material (34.63%) | After-sale service (44.74%) |
| **Expected** | Dissipate heat (54.47%) | Screen size (55.25%) | Endurance (55.64%) |
| **Properties** | Weight (62.65%) | Price (69.65%) | Screen resolution (72.37%) |
| **Basic attributes** | Processing system (80.54%) | Apperance (84.05%) | |
| | Brand (85.21%) | Memory (87.55%) | Processing performance (92.22%) |

### 4.1. Pre Experiment Result Analysis

We use the crawling algorithm based on Python 2.7 to grab the data of the design element. When we match emotional tendencies, the steps in Figure 4 are used based on the emotion analysis in Python. We can obtain the emotional evaluation data of the design elements by weighted clustering on “Jing dong” from 12 October 2017 to 30 November 2017, and obtain the web user comment text data set (793 valid comments). After filtering the stop words with the Jieba word segmentation tool, a practical text set (Table 2) is obtained.

### Table 2. Valid text set of Lenovo Xiaoxin chao 5000 (481 valid text).

| Number | Valid Text |
|--------|------------|
| 1      | The service attitude of express brother is very good |
| 2      | It’s good to buy this kind of thing for the first time |
| ...    | ...        |
| 480    | Daily work is very good |
| 481    | The computer is fast |

We can obtain the following high-frequency word statistics (Table 3) after filtering the stop words and counting the word frequency.

### Table 3. High-frequency vocabulary statistics (part).

| Word                  | Frequency of Occurrence | Total Proportion |
|-----------------------|-------------------------|------------------|
| Fast                  | 671                     | 50.04%           |
| Good screen           | 229                     | 17.08%           |
| Nice shape            | 168                     | 12.53%           |
| Slow startup          | 73                      | 5.44%            |
| Good service attitude | 66                      | 4.92%            |
| Fine color            | 61                      | 4.55%            |
| A little heavy        | 47                      | 3.50%            |

After simplifying the frequent itemsets, we design a user-defined design element dictionary (Table 4) according to the “noun–adjective” collocation of new frequent itemsets and the design elements above.

### Table 4. User-defined design element dictionary.

| Design Element          | Dictionary                        | Design Element          | Dictionary                        |
|-------------------------|-----------------------------------|-------------------------|-----------------------------------|
| Material                | Feel, Touch, Metal, Plastic, Grade, High/Low grade | Keyboard              | Keyboard, Type, Knock, Feel Touch |
| Memory                  | Enough, Hard disk, Mechanical hard disk, SSD, Save | Touch screen          | Sound effects, Sound quality Style, Good-looking, Fashion |
| After-sale service      | Exchange, Complain, Attitude, Contact time, Express speed | Sound effect          | Lenovo, China-made, Brand Burn, Fan, Hot |
| Appearance              | Color, Style, Good-looking, Fashion, Grade, High/Low grade | Color                | Size to fit High/Low price, Cost performance, Expensive, Cheap |
| Screen resolution       | Screen effects, Image quality, Clear, Fuzzy, Display, Shadow | Brand                | |
| Endurance time Weight   | Battery, Power, Durable, Abiding, No power | Dissipate heat        | |
| Weight                  | Weight, Light, Overweight, Heavy, Convenient, Carry | Screen size          | |
| Processing system       | System, Microsoft, Software, Win10, Win7 | Price                | |
| Processing performance  | Fast/Low, Powerful, Starting-up, Lagging | | |
In the clustering effect experiment, because there are overlapping words between different elements in the user-defined dictionary, the clustering effect of some elements is similar. We use the TF-IDF algorithm to carry out experimental weighted treatment according to the weight shown in Table 5. We can see that the result of the clustering experiment is good.

Table 5. Weight distribution of overlapping words.

| Overlapping Words                                      | Design Element                  | Corresponding Weight (Total Ratio: 1) |
|--------------------------------------------------------|---------------------------------|--------------------------------------|
| Style, Good-looking, Fashion, Grade, High/Low grade    | Overall appearance              | 0.6                                  |
| Style, Good-looking, Fashion, Grade, High/Low grade    | Color                           | 0.2                                  |
| Feel, Grade                                            | Material                        | 0.12                                 |
| Feel                                                   | Keyboard                        | 0.08                                 |

When matching emotional tendencies, as the steps shown in Figure 3, we can obtain the design elements’ emotional evaluation data of “Lenovo Xiaoxin chao5000” after weighted clustering by obtaining the score algorithm based on Python. As a result, the emotional evaluation data are listed in Table 6:

Table 6. Design elements’ emotional evaluation data.

| Design Element   | Average Score of Emotional Assessment (−0.3~+0.3) | Design Element   | Average Score of Emotional Assessment (−0.3~+0.3) |
|------------------|--------------------------------------------------|------------------|--------------------------------------------------|
| Keyboard         | +0.1267                                          | Weight           | −0.2037                                          |
| Touch screen or not | 0                                                | Price            | +0.2230                                          |
| Sound effect     | +0.1142                                          | Screen resolution| −0.1875                                          |
| Color            | +0.2133                                          | Processing system| +0.0244                                          |
| Material         | +0.1426                                          | Appearance       | +0.1587                                          |
| After-sale service | +0.1231                                        | Brand            | +0.2662                                          |
| Dissipate heat   | −0.0189                                          | Memory           | +0.0055                                          |
| Screen size      | +0.1877                                          | Processing performance| +0.0102                                        |
| Endurance time   | −0.1998                                          |                  |                                                  |

According to the data above, Lenovo Xiaoxin Chao5000 has a good reputation among users, but the emotional evaluation score of duration, screen resolution, and weight are low. Furthermore, through further backtracking of text data, we can find that users often comment on problems, so there are many negative words. Therefore, we should revise the weight of matching words more scientifically in the later stage.

4.2. User Demand and Trend Mining Experiment Result Analysis

According to the preference proportion of laptops at different prices in the questionnaire, we choose seven laptops between CNY 5000 and 10,000, two laptops above CNY 10,000, and one laptop between CNY 3000 and 5000, which are in the same life cycle to mine text data (31 December 2017–31 January 2018), according to the steps in the pre-experiment, and finally obtain the valid text set. Then, we mine the frequent itemsets \( F_{t1}, F_{t2}, \) and \( F_{t3} \) composed of 500, 1000, and 1500 texts randomly selected using feature dictionary matching, overlapping word weight allocation, and clustering. Then, we compare the mining result with the demand degree of the design elements questionnaire results. We can see the similarity and credibility of \( F_{t2} \) and \( F_{t3} \) are higher and similar to the questionnaire results. It proves that the user demand data of laptops can be effectively obtained by mining the short comment text of network users after purchase. However, through further observation, we can find that since users will choose the system and brand before purchase, there are few comments on this aspect, which leads to the difference between the mining results and the questionnaire results. According to the results above and the questionnaire’s outcome, we
can also obtain a hierarchy of network users’ demands based on frequent itemsets, and the result is listed in Table 7:

**Table 7.** User requirement hierarchy division of laptop’s design element attribute.

| Element Attribute | Pleasure Attribute | Expected Properties                  | Basic Attributes           |
|-------------------|--------------------|--------------------------------------|----------------------------|
| Design element    | keyboard, touch screen or not, sound effect, color, material, after-sale service | dissipate heat, screen size, endurance time, weight, price, screen resolution, processing system, appearance | Brand, memory, processing performance |

Then, we cluster the remaining five laptops based on the previous article, match the emotional orientation and finally calculate their total experimental score. The result is listed in Table 8.

**Table 8.** Comprehensive score of 5 laptops.

| Model of Laptop                  | Comprehensive Score S_\(a\) |
|----------------------------------|-----------------------------|
| ASUS A456UR7200 (14 inch)        | −0.0739                     |
| ThinkPad Yi 480 (14 inch)        | +0.1639                     |
| Xiaomi Air (13.3 inch)           | +0.1346                     |
| Surface Laptop                   | +0.1644                     |
| Apple MacBook Pro 2017 (13.3 inch)| +0.1467                    |

According to the algorithm of Jing dong, the favorable ratings of the five laptops are 94%, 98%, 98%, 99%, and 99%, while the scores in this experiment are −0.0739, +0.1639, +0.1346, +0.1644, and +0.1467. The scores of Xiaomi Air (13.3 inches) and Apple MacBook Pro 2017 (13.3 inches) are quite different from the positive rating of Jing dong. Furthermore, through other text tracings, we can find that the memory of the Apple MacBook Pro 2017 (13.3 inches) is inconsistent with the price, and the cooling performance of Xiaomi Air (13.3 inches) is lacking, which all lead to a low comprehensive score.

4.3. Data Visualization Design of Laptop’s User Demands

Because the primary users are designers and design enthusiasts, they often use web pages to query information, so we design data visualization based on a 1920 × 1080 pixel screen size. We provide two solutions for the presentation of different design elements, and the two design schemes are shown in Figure 5.
After that, 30 users (15 men and 15 women) are selected for the usability test. We requested the subjects to fulfill four missions and complete the questionnaire after the test, and the result is shown in Table 9.

Table 9. Statistical table of test results.

| Task Number | Option 1 Average Score | Average Time/s | Average Accuracy | Option 2 Average Score | Average Time/s | Average Accuracy |
|-------------|------------------------|----------------|------------------|------------------------|----------------|------------------|
| 1           | 4.5                    | –              | –                | 4.1                    | –              | –                |
| 2           | –                      | –              | 100%             | –                      | –              | 100%             |
| 3           | –                      | 14.5           | –                | –                      | 10.3           | –                |
| 4           | –                      | –              | 46%              | –                      | –              | 51%              |

We can see that the subjects are delighted with the color. In the observation experiment of the proportion of user needs, the experimenters all received full marks. The results show that the radar chart and histogram can sufficiently express the proportion of user demand. In task 3, the interception results of the two-time interception schemes are different. The virtual clock scheme in scheme one does not conform to the user’s habit. The accuracy of the two test schemes in task 4 is similar, so high-frequency word sorting is good. Therefore, the two options are similar and can match the needs of users.
5. Conclusions and Future Works

In this paper, we take online shopping as the main starting point and propose an improved short text mining method based on user reviews of shopping websites. This method can quantify the user demand degree and trend of a laptop design element. First, we extract and preliminarily classify the design elements through the questionnaire. Then, we use the algorithm implemented by Python to grab the short text data of user comments and obtain the corresponding high-frequency vocabulary statistics table through the stop word filtering, word segmentation processing, and word frequency statistics. Thirdly, after the compactness and redundancy tests, we define the feature dictionary and use the TF-IDF algorithm to cluster based on the corresponding weight allocation. Finally, we carry out the emotional tendency matching and obtain the corresponding average score and total score based on the above results. A case study on 10 laptops of different prices is used to prove the rigor of the proposed method. The total evaluation score is calculated, and the experimental results are analyzed. The result indicates that our method can quantify the user’s demand and trend of laptop design elements well. The interaction logic of the data visualization tool is designed, and its usability is tested.

As for future work, we intend to improve the richness of the experimental samples and the scientificity of the weight. Now that the data mining of Chinese text lags behind the research of symbolic English text. Optimizing particular text data mining based on Chinese text is a challenge for more scholars.
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