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Abstract—The increasing demand of dedicated accelerators to improve energy efficiency and performance has highlighted FPGAs as a promising option to deliver both. However, programming FPGAs in hardware description languages requires long time and effort to achieve optimal results, which discourages many programmers from adopting this technology.

High Level Synthesis tools improve the accessibility to FPGAs, but the optimization process is still time expensive due to the large compilation time, between minutes and days, required to generate a single bitstream. Whereas placing and routing take most of this time, the RTL pipeline and memory organization are known in seconds. This early information about the organization of the upcoming bitstream is enough to provide an accurate and fast performance model.

This paper presents a performance analytical model for HLS designs focused on memory bound applications. With a careful analysis of the generated memory architecture and DRAM organization, the model predicts the execution time with a maximum error of 9.2% for a set of representative applications. Compared with previous works, our predictions reduce on average at least \(2\times\) the estimation error.

Index Terms—Analytical model, FPGA, HLS, DRAM, OpenCL.

I. INTRODUCTION

The promise of faster and more energy efficient systems with the inclusion of heterogeneity faces several challenges, specially for systems including re-programmable hardware such as FPGAs [1]. Fortunately for programmers, the development of High Level Synthesis (HLS) improves programmability and productivity, as CPU and GPU languages such C, C++, or OpenCL can be used to describe FPGA hardware [2], [3].

Although HLS tools simplify programming, generating highly tuned code remains a challenge for several reasons. First, CPU and GPU optimization techniques are not always directly suitable for FPGA, and, second, bitstream generation takes a long time, preventing any “trial-and-error” optimization process. To address this issue, programmers can follow two alternatives. Either they write well-known code patterns from previous explorations [3], or they rely on pre-synthesis analytical models for estimating performance [4], [5]–[7]. These models analyze the RTL code generated by the HLS tools, the high-level code, or both, and often they require to instrument and run the code to obtain dynamic profiling information.

The High Performance Computing, HPC, domain represents an opportunity for HLS and FPGAs because HPC requirements include performance and energy efficiency, and, ideally, to reuse as much code as possible. Many HPC applications are memory-bound, which together with the HLS generated code, enables to propose simple yet effective analytical models to predict their execution time when running on FPGAs. Besides, previous models focus more on the compute part, or kernel pipeline, covering the Global Memory Interconnect (GMI) connecting the kernel pipeline with the off-chip DRAM memory, in less detail. For example, the error of two state-of-the-art analytical models [6], [7] multiplies by 3 when the DRAM changes and can be larger than 50% for accesses with data dependencies.

In future systems, those errors could become more prevalent because DRAM scaling is slow with a growing data rate of 7% per year, compared with FPGA that grows capacity 48% per year [8], potentially increasing the number of memory bound applications.

The GMI is composed by multiple Load/Store Units (LSUs) which include coalescers to group requests into DRAM burst, and arbiters to order them. HLS tools generate the GMI architecture at an early stage in the tool flow, so combining information from the GMI and DRAM organizations, it is possible to build an analytical model that mainly requires static information. The model can be easily plugged into existing models for memory-bound applications, or, even, integrated into HLS tools to guide optimizations.

The contributions of this work are: a) A description of the generated memory interconnect of an HLS tool, b) An open-source available analytical model that estimates the execution time of memory bound applications [4] c) A set of experiments showing that the error of the model is below 9% for a set of representative applications.

The rest of the paper is organized as follows. Section II describes the HLS flow and the GMI architecture. Section III introduces the model. Section IV presents the methodology. Section V comments on the results. Section VI discusses the related work and Section VII concludes.

II. HLS FLOW FOR FPGA

Traditionally, HDL was the preferred tool to program FPGA devices, slowing its adoption by average programmers. Recently, HLS has evolved to a point where programming from languages such as C or OpenCL for FPGA becomes an easier task. In fact, the explicit parallelism of OpenCL offers many opportunities to exploit the pipeline parallelism inherent to FPGAs, making OpenCL a good language for FPGAs.

1The model with the experiment data are available at https://anonymous.4open.science/r/db707fea-264d-46bf-a6f8-f2cdf455d8d2/
access. Since global accesses are the main source of kernel stalls, the GMI implements several strategies to maximize DRAM throughput and kernel pipeline flow. Internally, the GMI architecture, as other hardware memory interfaces from Intel [9], has two main components: LSUs, which track in flight memory operations, and arbiters. There are two independent round-robin arbiters ordering read and write accesses.

Depending on the access pattern, Intel FPGA SDK [10] has defined 5 LSU types: two for the Local Memory Interconnect (Constant-Pipelined and Pipelined) and the rest for the GMI: Burst-Coalesced, Prefetching, and Atomic-Pipelined. To understand the access pattern of each LSU, Listing 1 and Table I show the code that generates them and their main features; namely, 1) Pipeline, when an LSU can support multiple active requests at a time, 2) Burst, when requests are grouped before being sent to DRAM, and 3) Atomic, which serializes the operation and guarantees atomicity. Please note that each one of these LSU features expose an increasing hardware complexity. Each global access (GA) stated in the source code can be translated into one or several LSUs, as Section III describes.

Each LSU type provides a different maximum bandwidth, being the burst-coalesced (BC) with aligned modifier the most efficient type because it maximizes DRAM effective-utilization. Figure 2 shows a read operation generated by a BC LSU. Each LSU has a coalescer unit that tries to group continuous memory access into a single burst DRAM operation. Eventually, the read arbiter dispatches this operation to the FIFO into the Avalon Interconnect in order to issue a DRAM access to the Memory Controller IP through the Avalon Bus. The benefits come from the DRAM organization because during a read operation at least 3 commands are required: precharge (PRE), activate (ACT), read out (RD). PRE opens a row in every bank, then, ACT opens a row in a particular bank, and RD read the burst out back to the controller. When an LSU receives a requested address, it attempts to group consecutive addresses into a burst, the burst_cnt bus size defines the maximum number of burst requests at compilation time, because contiguous access to memory enables to hide the overhead of PRE/ACT commands.

In burst coalesced LSU, three limits trigger a request to the DRAM: 1) Burst_cnt bus, that usually corresponds to memory page size, 2) Maximum number of threads allowed to be coalesced and 3) Time out to minimize stalls in the kernel performance besides pipeline length and initiation interval.

**A. Kernel Pipeline**

The kernel pipeline implements the whole data and control operations. The high-level OpenCL statements are translated into a graph where each node performs an operation. To receive and send data, there are nodes that interconnects the pipeline with either the local or global memory. To exploit work-item parallelism, HLS tools implement very deep pipelines. Splitting up the processing into small pipeline stages also helps reaching high frequency, which is another key parameter for kernel performance besides pipeline length and initiation interval.

**B. Global Memory Interconnect**

The GMI communicates the Kernel Pipeline and the main DRAM memory. In OpenCL source code, each reference to a variable hold in the global memory constitutes a global memory access.
pipeline when the consecutive requests cannot be coalesced. The compiler can modify this LSU depending on the memory access pattern and other attributes \[10\]; e.g., in the case of data dependencies, the compiler infers a Write-ACK LSU with a work-item level coalescer.

In a Prefetching LSU, the behavior is similar to the burst coalesced, but anticipating a large amount of data. For write operations, it uses a burst coalesced non-aligned LSU structure. In high-end FPGAs, the compiler generates a Burst Coalesced LSU with given Intel SDK code.

The last LSU for GMI is the atomic-pipeline, Intel provides limited support only for 32-bit integers and it is considered one of the most expensive functions in HLS.

### C. Performance Estimation for FPGA

Both the Kernel Pipeline and the GMI have a huge impact on performance. Kernel performance has been modeled to predict the execution time aiming at the automatization of the compilation process \[3, 6, 7\], but the memory component has been simplified, losing details that can expand the search space to optimize. This simplification, valid for old FPGA models, does not apply for newer models because the kernel resources’ number has grown faster than the external memory; e.g., an Intel Stratix 10 reaches 9 TFLOPS while the newer Intel Agilex reaches 20 TFLOPS, although DRAM has improved from DDR4 @ 1333 MHz / 2666 Mbps to DDR4 @ 1600 MHz / 3200 Mbps or DDR5 @ 2100 MHz / 4400 Mbps, namely, kernel performance has doubled, meanwhile the memory bandwidth has not \[12, 13\]. Comparing the on-chip memory and the external memory, the external memory is more critical because the throughput of the DRAM is 380\times worst than that of the embedded memory, and its size is 80\times larger \[12\]. Therefore, a more accurate model of memory becomes desirable to estimate performance for the latest FPGA models.

### III. Analytical Model

In the kernel source code, a global access (GA) is translated into one or several LSUs at the GMI. The compiler determines the proper type of LSU for each GA according to a static analysis. As described in Section \[11\] LSUs are part of the GMI that is modelled in this section. This model just relies on information available up to the translation phase (OpenCL to Verilog) providing accurate execution-time estimations for memory bound kernels without the long delays of the full compilation process.

Table \[I\] summarizes the input parameters to the model with their respective sources which are described below:

1. Report: Html file generated in intermediate compilation using aocl -rtl. It shows the kernel basic blocks and the types of the LSUs.
2. Verilog: These files instantiate the parameters of IPs and show stop conditions of memory controller. These files are generated with aocl -rtl.
3. Users: For dynamic loops, users are required to provide the iteration limit, since it is not available at compile time. Please note that the user information could be automatically inferred by a compiler pass.
Table II. Variable descriptions, if possible, names come from the HLS tools

| Variable | Definition | Source |
|----------|------------|--------|
| #lsu    | Number of load/store units | Report |
| ls_width | Memory width of i LSU [bytes] | Report |
| burst_cnt | Size of Avalon burst_count port parameter: BurstCount_WIDTH | Verilog |
| max_th   | Maximum threads in a burst parameter: MAX_THREADS | Verilog |
| δ        | Address stride of memory access | User |
| ls_acc   | Number of access of each LSU | User |
| ls_bytes | Bytes of a single ls_acc | User |
| f        | Kernel vectorization SIMD : Unroll | User |
| dq       | Memory data width [bytes] | Datasheet |
| bl       | Memory burst length | Datasheet |
| f_mem    | Memory frequency [Hz] | Datasheet |
| RCD      | Row activation time [s] | Datasheet |
| TRP      | Precharge row miss time [s] | Datasheet |
| Tw_B     | Time to recovery from Write[s] | Datasheet |

* For every i LSU in a maximum of #lsu

To begin with, let $T_{exe}$ be the execution time estimated as the sum of minimum time, $T_{ideal}$, of every transaction from every LSU plus an overhead time, $T_{ovh}$, which depends on the LSU type, as shown in Eq. 1.

$$T_{exe} = \sum_{i=1}^{#lsu} \delta^i \cdot (T_{ideal}^i + T_{ovh}^i)$$

$T_{ideal}^i$ only depends on maximum memory data transfer, and, hence, is the same for all LSU types, while $T_{ovh}^i$ changes; e.g., when a memory access has a stride of $\delta^i$, then coalescing LSUs do not use all data burst, which increases the amount of memory transactions. In other words, $T_{ideal}^i$ corresponds to the minimum time for bringing every data which is the amount of bytes read by an LSU divided by the DRAM bandwidth, as shown in Eq. 2 with $bw_{mem} = dq \cdot 2 \cdot f_{mem}$ (The 2 corresponds to DRAM’s double-rate).

$$T_{ideal}^i = \frac{ls_{bytes}^i \cdot ls_{acc}^i}{bw_{mem}}$$

A. Burst-Coalesced LSU

In a memory bound application, the Avalon FIFO needs to be full of requests to maintain the DRAM with high occupancy. When the kernel pipeline does not make enough requests to fill the memory burst request before time out, the memory will fall down in low occupancy. In this state, the kernel is compute bound which has already been covered in previous works [6], [7].

Another cause of low memory occupancy is when the $ls_{width}$ does not have enough data to allow the maximum burst size because $ls_{width}$ depends on the vectorization factor ($f$) as well. To evaluate this condition, the relation between the number of kernel request to the LSU ($ls_{width}$) and the amount of data that DRAM can fulfil ($dq \cdot bl$) is calculated as shown in Eq. 3. Let $K_{lsu}$ be the influence of each type of LSU modifier. When this condition is fulfilled, the kernel is defined as memory bound.

$$K_{lsu} \leq \frac{\sum_{i=1}^{#lsu} ls_{width}^i}{dq \cdot bl} \cdot \frac{T_{ovh}}{T_{exe}}$$

Once the kernel is defined as memory bound, $T_{exe}$ can be calculated with Eq. 1. To achieve $T_{ideal}$ is possible for contiguous memory addresses, this type of access hides PRE/ACT latencies, as was shown in Fig. 2. Furthermore, bank-interleaving memory controller can completely hide opening new banks [14] until the #lsu is less than two. When the #lsu increases, this forces the DRAM to open a new row, adding a time overhead $T_{ovh}$.

The $T_{ovh}$ will be proportional to DRAM latency of opening a new page, given by row miss commands ($T_{row}$). These can be calculated by the amount of times that an i LSU have to open a new row which depends of the amount of burst transactions, with a size of $burst_{size}$, required to request the total bytes ($ls_{acc} \cdot ls_{bytes}$), formulated as in in Eq. 4. It should be noted that latency of LSU and the amount of data in the Avalon FIFO would hide the kernel latency, for this reason only the DRAM latency is considered.

$$T_{ovh} = \begin{cases} 0 & \text{if } #lsu < 2 \\ \frac{ls_{acc} \cdot ls_{bytes}}{burst_{size}} \cdot T_{row} & \text{otherwise} \end{cases}$$

The $burst_{size}$, $T_{row}$ and $K_{lsu}$ estimations for each LSU modifier are analyzed in the subsections III-A1 to III-A3.

1) Burst Coalesced Aligned LSU: This modifier is generated when all the kernel requests are contiguous memory addresses aligned to page size.

Two kind of IPs have been detected in this type of access, one is the “simple” whether the program only has one LSU and every kernel request is sent directly to the memory controller, without FIFO registers. This simplifies the hardware and maximizes the memory throughput. With more LSUs the complete architecture is generated as was shown in Fig. 2.

To calculate the memory constrain, the value of $K_{lsu} = \delta$ means that one burst operation is executed per cycle, but it is limited by strides.

The next step is the estimation of the DRAM $burst_{size}$. DRAM sets the minimum burst transaction size to $dq \cdot bl$, but it can transfer multiple consecutive burst for the same open row giving Eq. 5 $burst_{cnt}$ represents the binary logarithm of the transaction size, as shown in Fig. 2.

$$burst_{size}^i = \frac{2^{burst_{cnt}^i}}{dq \cdot bl}$$

Finally, to estimate $T_{row}$ is not trivial because the controller can overlap commands due to reordering strategies and the page policy [15]. then, this model takes into account the inter-command delay for row buffer misses [7] using ACT/PRE.
latencies, as Eq. [6] shows. The command sequence PRE, ACT, read and write are considered with the same minimum timing.

\[ T_{row} = T_{RCD} + T_{RP} \]  

(6)

2) Burst Coalesced Non-Aligned LSU: Both Aligned and Non-Aligned LSUs try to coalesce multiple thread request in a single burst command; however, the \( \delta \) stride of Non-Aligned adds a new trigger for memory request, the number of threads, \( max_{th} \), that have been launched and coalesced.

Eq. [7] calculates this constrain, named \( max_{reqs} \), representing the maximum size of a DRAM burst-coalesced request. During the assembly of a request, two conditions can trigger the request issue towards the memory, either the amount of requested data equals a DRAM page, or the number of coalesced threads have reached \( max_{th} \).

\[ max_{reqs}^i = \frac{max_{th} \cdot ls\_width^i}{\delta + 1} \]  

(7)

\[ burst\_size^i = \begin{cases} \frac{max_{reqs}^i}{\delta \cdot ls\_width^i}, & \text{if } \frac{max_{reqs}^i}{\delta \cdot ls\_width^i} \leq 2^{burst\_cnt^i} \cdot dq \cdot bl \\ \frac{max_{reqs}^i}{\delta \cdot ls\_width^i}, & \text{otherwise} \end{cases} \]  

(8)

Finally, the parameters \( K_{lsu} \) and \( T_{row} \) are the same ones as for burst coalesced aligned LSU.

3) Burst Coalesced Write-Acknowledge LSU : When data dependencies occur, the compiler generates a write acknowledgement signal to guarantee the correct ordering of accesses [10]. Therefore, the burst size equals the aligned case from Eq. [5]. \( K_{lsu} \) equals 1, and most important, each burst only consumes \( ls\_bytes \) increasing the total time by \( \frac{dq \cdot bl}{ls\_bytes} \). The write-ack signal adds a write command to the DRAM access, increasing the \( T_{row} \) delay as Eq. [9] shows.

\[ T_{row} = T_{RCD} + T_{RP} + T_{WR} \]  

(9)

B. Atomic-pipeline LSU

Atomic-pipeline LSU only supports integer data type without burst commands; hence, its stride is always 1, \( \delta = 1 \). Every atomic operation executes a read and a write DRAM commands. For example, \texttt{atomic\_add} from Listing 2 atomically sums \( \text{val} \) to \( \text{p} \), which is atomically read and written. When \( \text{val} \) is constant within a loop or for multiple work items, then the compiler performs \( f \) operations atomically.

Listing 2. Atomic-pipeline add prototype function

```
int atomic_add(volatile __global int *p, int val);
```

Table III. Fixed variable value to evaluate the LSU model, all variables (Var.) are defined in Table II

| Var.  | Value | Var. | Value | Var. | Value |
|-------|-------|------|-------|------|-------|
| \( f_{mem} \) | 933.3 | \( dq \) | 8 | \( bl \) | 8 |
| \( T_{RCD} \) | 13.5e-9 | \( T_{RP} \) | 13.5e-9 | \( T_{WR} \) | 15e-9 |

Eq [10] shows the resulting \( T_{row} \), including the two accesses, and \( T_{ovh} \), depending on the \( f \) factor.

\[ T_{row}^i = 2 \cdot (T_{RCD} + T_{RP}) + T_{WR} \]

\[ T_{ovh}^i = \begin{cases} \frac{T_{ovh}^i}{f} & \text{val is constant} \\ T_{row}^i & \text{otherwise} \end{cases} \]  

(10)

IV. METHODOLOGY

All the experiments have been run on an Intel Stratix 10 GX FPGA Development Kit with 2GB of DDR4 DRAM organized in a single DIMM and 4 memory banks. Table [III] shows the required DRAM parameters for the model, running at 1866MHz. The rest of parameters come from the intermediate compilation of the Intel FPGA SDK for OpenCL 18.1. For burst coalesced aligned and non-aligned LSU, \( \delta \) variations are validated scaling the array accesses by \( \delta \). In the non aligned case, an offset argument is added to the scaled index.

To validate the model, two types of benchmarks are analyzed: first, a set of microbenchmarks, targeting each LSU type, where the vectorization factor \( f \) and the global access (#ga) number vary using the Listing 3.

Listing 3. OpenCL microbenchmark for LSU Coalesced Aligned

A second validation is performed in 9 different memory bound HPC benchmarks from the following sources: Intel FPGA SDK, Xilinx SDAccel, Rodinia FPGA [5], and FBLAS [16], which input channels were modified to fit the DRAM inputs.

The execution time is measured with aocl report, which compared with host measurements can have \( \Delta \% \) consistent difference. The atomic cases are measured with OpenCL events due to atomic LSU does not have dynamic counters implemented. Finally, the proposed model is compared with two state-of-the-art works [6], [7].

V. MODEL VALIDATION

Two groups of experiments check the model accuracy: microbenchmarks, to dig into the keys of the model by sweeping the most common parameters such as \( \text{SIMD} \) vector lanes, \( \delta \), or \#\( lsu \), varying the number of global access (#ga), and the second group being applications to showcase its effectiveness in real scenarios.
The model assumes that execution time depends on memory delay more than on kernel frequency for memory bound applications. To verify this claim, Fig. 3 shows the execution time for multiple sum reduction kernels with burst coalesced aligned LSUs (line 2 of Listing 4) varying #lsu and SIMD vector lanes. For memory bound kernels, encircled markers, \( F_{kernel} \) does not affect execution regardless #lsu and SIMD, because the memory delay dominates execution time. For non-memory bound kernels, uncircled markers, memory width, set by SIMD, affects performance more than \( F_{kernel} \) as well. Both results show the importance of early memory optimizations writing HLS code.

### A. Microbenchmarks

For the sake of completeness, each LSU modifier is evaluated separately. The evaluation comprises the microbenchmark from Listing 3 with a body tuned to the LSU type and modifier. As shown in Listing 4, every loop body is based on sum reduction to easily change the number of GA, #ga.

Fig. 4 shows the measured and estimated time for every type LSU under test varying SIMD and #ga. Empty bars represent non memory bound kernels, as detected with Eq. 3. For all the combinations, error remains below 15.7% for 75% of the benchmarks with a maximum error of 27.9%.

1. // Aligned 2. \( z[id] = x1[id] + ... + xn[id]; \)
3. // Non-Aligned
4. \( z[3{id}+1] = x1[3{id}+1] + ... + xn[3{id}+1]; \)
5. // Write-Acknowledge
6. \( int id = rand[1]; //work item index \)
7. \( z[id] = x1[id] + ... + xn[id]; \)
Listing 4. Sum Reduction microbenchmark for Burst Coalesced LSUs. Each modifier is run separately

1) **Burst Coalesced Aligned LSU**: Digging into each type, Fig. 4a compares the measured, \( T_{meas} \) and estimated, \( T_{exe} \) as the sum of \( T_{ideal} \) (dots) and \( T_{row} \) (lines), times for burst coalesced aligned. In this modifier, each global access generates one LSU (#ga equals to #lsu). For all the cases, error remains below 10%, the probable source is the simplification of the DRAM model and the refresh time, which can reduce memory efficiency around 3.5% [14]. The experiment also evidences that the higher the #lsu, the higher the \( T_{coh} \), so DRAM bandwidth reduces 26%, from 14.2 to 10.5 GB/s. For this reason, programming strategies such as *Array of Structures* reducing #lsu should be preferred.

The model shows a linear dependency to the stride parameter given by \( \delta \), increasing the number of times that the controller should access to DRAM as Fig 5a shows. Here the times are normalized to measured time with \( \delta = 1 \) and evidence how the estimation follows the linear tendency, marked with points. Notice that this LSU can not be generated with \( \delta = 5 \) because compiler does not detect the DRAM page size’s alignment.

2) **Burst Coalesced Non-Aligned LSU**: BCNA is depicted in line 5 of Listing 4 for a \( K_{lsu} = 3 \). Similarly to aligned modifier, in BCNA the global access is also supported by just one LSU. BCNA shows a larger error than BCA, between 4 and 21%, because the latency of BCNA coalescer has a large variance; e.g., the number of required address comparisons depends on the coalescer state. Please also note that error does not correlate neither with SIMD vector lanes nor #lsu, suggesting that the model correctly tracks parameter changes.

Also, for SIMD and #lsu larger than 4 and 3, respectively, the number of threads in a burst significantly impacts execution time, which increases linearly and not exponentially as SIMD does. This \( \text{“max_th effect”} \) can also be seen varying \( \delta \) as Fig. 5b shows for \( SIMD = 16 \) and #lsu = 3, times are normalized to \( \delta = 1 \). With \( \delta = 7 \) the max_th restriction appears optimizing the access that increases with strides. In comparison with an aligned LSU, the performance is reduced in median a 60% due address comparison increases and burst window is reduced to avoid long kernel stalls.

3) **Burst Coalesced Write-Acknowledge LSU**: The evaluation of this LSU uses the microbenchmark in Listing 3 with the code snippet in lines 7 to 9 of Listing 4.

A vector of constant values is generated by software with random values between 0 and 2048, reducing the probabilities of coalescing (2048 over 64 floats that can be coalesced in DRAM).

The SIMD vector lanes in the previous analyzed LSU affected the \( lsu\_width \), by contrast, with burst coalesced write acknowledge LSU the \( lsu\_width \) remains constant. To increase the vectorization, the compiler generates so many LSU as the desired SIMD by each global access. The assumption is that every thread is accessing to different memory locations, controlling the memory consistency with the Ack signal. The Fig. 4c shows the comparison between the measured and estimated execution time.

The execution time is the worst of burst coalesced modifiers growing \( 24 \times \) more than aligned LSU. The read operations show a stall on read until 98% with two LSU. To optimize these cases the programmer should evaluate a balance between the data dependency with writes vs. the use of on-chip memory with a tiling strategy.

4) **Atomic-pipeline LSU**: The evaluation of this LSU uses the microbenchmark in Listing 3 with the code snippet in Listing 5. To generate a single global access (#ga = 1), \( xn[id] \) has to be replaced by \( id \), otherwise, each atomic operation generates its own global access to avoid coalescing.

1. \( \text{atomic}_{+}\_add(z[0], x[id]); \)
2. \( \ldots \)
3. \( \text{atomic}_{+}\_add(z[n], x[id]); \)
Listing 5. OpenCL microbenchmark for atomic-pipeline LSU

In general, atomic-pipeline LSU does not change the \( lsu\_width \), as burst coalesced does, making \( T_{coh} \) the most significant component of this LSU. Fig 4d shows that execution time increases linearly with #ga and maximum error of 16% corresponding to unaccounted 5ns per atomic operation. This
(b) Burst Coalesced Non aligned LSU

Figure 3. Execution time vs. kernel frequency in a burst coalesced aligned LSU varying \( \#lsu \) and SIMD vector lanes. Encircled markers correspond to memory bound kernels.

(a) Burst Coalesced Aligned LSU

(b) Burst Coalesced No Aligned LSU

(c) Burst Coalesced Write Acknowledge LSU

(d) Atomic-pipeline LSU

Figure 4. Measured \( T_{\text{meas}} \) and Estimated \( T_{\text{ideal}} + T_{\text{ovh}} \) time for all the LSU’s types varying SIMD vector lanes and global access \( \#ga \). The bars with dots and lines represent \( T_{\text{ideal}} \) and \( T_{\text{ovh}} \), respectively. Non memory bound kernels \( \{C,B\} \) are detected (empty bars) and not estimated.

(a) Burst Coalesced Aligned LSU  (b) Burst Coalesced Non aligned LSU

Figure 5. Measured \( T_{\text{meas}} \) and estimated \( T_{\text{exe}} \) time are normalized to \( T_{\text{meas}} \) in \( \delta = 1 \). The experiment varies \( \delta \) with fixed values of \( \#lsu = 3 \) and SIMD = 16 in a) Burst coalesced aligned and b) Burst coalesced non-aligned LSUs

We validated the model with 9 memory bound applications, mixing single task and NDRange kernels with and without write transaction and that of the following read command in the same group and same bank \( T_{\text{WTR}} \).

To quantify the LSU impact on kernel performance, we analyze read stalls. For burst coalesced aligned and non-aligned, read stalls are under 20% because the coalescer partially hides the \( \delta \) induced delay. Meanwhile, write ACK LSU shows stalls over 50% as the extra signalling serializes the requests. The atomic-pipeline modifier cannot be measured because profiling is unsupported, but it is safe to assume that stalls will be high due to atomicity requirements.

B. Applications

We validated the model with 9 memory bound applications,
channels. Table IV reports the measured and estimated time with the respective error. For all the applications, the relative error remains below 9.2% with an average value of 7.6%.

C. Comparison with other models

To compare the proposed model with two state-of-the-art models: Wang and HLScope+ [6], [7], we have manually computed their estimations for the microbenchmarks, with \( f = 16 \), and for the VectorAdd application. Unfortunately, the comparison of more applications is unfeasible because their dynamic profiling tools feeding the models are not publicly available. The tests are run with two BSPs with different DRAM frequency, 1866 and 2666 MHz.

In all, but one case, \( \mu_b \) BCA, the error of this work is lower than that of Wang and HLScope+ as Table V shows. Comparing the maximum error of each model, this proposal is up to 400 and \( 5 \times \) more accurate than Wang and HLScope+, respectively.

Table V. Execution time estimated error; \( \mu_b \), BCA, BCN, and ACK refers to microbenchmark, burst coalesced aligned, burst coalesced non-aligned, and burst coalesced Write Ack, respectively.

| Benchmark  | #lsu | Wang [%] | HLScope+ [%] | This work [%] |
|------------|------|----------|--------------|---------------|
| DDR4-1866  |      |          |              |               |
| \( \mu_b \) BCA | 1 | 17.3 | 12.7 | 5.6 |
| \( \mu_b \) BCA | 4 | 0.3 | 10.6 | 4.4 |
| \( \mu_b \) BCN | 3 | - | 71.1 | 4.0 |
| \( \mu_b \) ACK | 2 | 8049.9 | 63.2 | 27.9 |
| VectorAdd | 3 | 19.3 | 21.0 | 5.1 |
| DDR4-2666  |      |          |              |               |
| \( \mu_b \) BCA | 1 | 69.6 | 57.8 | 4.7 |
| \( \mu_b \) BCA | 4 | 37.8 | 19.6 | 5.8 |
| \( \mu_b \) BCN | 3 | - | 137.9 | 8.7 |
| \( \mu_b \) ACK | 2 | 11279.4 | 47.6 | 8.8 |
| VectorAdd | 3 | 67.9 | 63.3 | 1.0 |

In Wang’s case, the errors come from an incomplete support of all LSU modifiers and by not fully including the memory features (bandwidth, frequency, row misses, …), which this work does. On the other hand, in HLScope+, for memory bound applications, the estimation is primary affected by DRAM bandwidth. Also, HLScope+ requires a board characterization to compute the controller overhead \( (T_{co}) \) [18]. This subsection uses \( T_{co} = 2.5ns \) for \( #lsu > 3 \), and \( T_{co} = 0ns \) in other cases.

In addition, please note that Wang and HLScope+ do not adapt well to changes in memory, contrary to this work that is able to take them into account.

VI. RELATED WORK

For many HPC applications running on FPGAs, memory is the main bottleneck [19], [20]. In the same way, works, as [6] for OpenCL, have a coarse grain model that shows inaccuracies in the memory behavior and requires non-traditional HLS flow. In some of the limitations of this work has been detected by [4]. Additionally, Liang et al. [5] improve models covering memory access patterns with a short CPU/GPU execution, but as some comparison shows, the memory controller makes difference in the performance [25]–[27]. Moreover, CPU/GPU devices have a more sophisticated memory hierarchy that can hide DRAM latency. In [4], [23] they intend to guide programmers with analytical analysis of kernel, but the memory assumptions are limited without considering the memory interconnection, covered by our proposal.

VII. CONCLUSIONS

Compilation time represents an adoption barrier for HLS with FPGAs. This paper proposes an analytical model, estimating the execution time of memory bound applications accurately, so programmers can quickly guess the code performance without the time consuming synthesis. The model stems from a detailed study of the generated RTL-code, instantiated IPs, and FPGA architecture and condenses the factors causing the memory delay for all possible types of memory accesses, vectorization factors, strides, … without loss in flexibility. Even, it supports changes in the board support package such as DRAM speed. By focusing on memory bound applications, the model does not depend on the kernel pipeline and can be easily plugged into existing compute bound oriented models and HLS tools. The model is publicly available, so it can be easily extended if required.

Our proposal has been carefully validated, and the obtained results show its accuracy predicting execution time. For 9 representative memory bound applications, the model error remains below 9%, and, compared with two other state-of-the-art model, it reduces the error by at least \( 2 \times \). Our future
work aims to integrate such models into scheduling policies of heterogeneous systems, where predicting performance before launching a kernel can make a difference for achieving a higher performance and energy efficiency.
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