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Abstract—In digital signal processing time-frequency transforms are used to analyze time-varying signals with respect to their spectral contents over time. Apart from the commonly used short-time Fourier transform, other methods exist in literature, such as the Wavelet, Stockwell or Wigner-Ville transform. Consequently, engineers working on digital signal processing tasks are often faced with the question which transform is appropriate for a specific application. To address this question, this paper first briefly introduces the different transforms. Then it compares them with respect to the achievable resolution in time and frequency and possible artifacts. Finally, the paper contains a gallery of time-frequency representations of numerous signals from different fields of applications to allow for visual comparison.

I. INTRODUCTION

In many fields of engineering and science it is vital to analyze the spectral content of time-varying signals as it changes over time. This includes medical signals (EEG, ECG, ultrasonic), music and speech, animal voices, seismic activity, vibrations, fluctuations in power grids, radar and communication signals and many more.

For that purpose many different types of time-frequency transforms have been introduced in literature. Some of the transforms have a high practical impact, others are more of theoretical interest. The available methods provide largely different properties such as time resolution, frequency resolution, accuracy and the potential introduction of artifacts that do not correspond to actual signal components.

This paper considers the STFT, Gabor, Wavelet and Stockwell (S) transform as well as the Wigner-Ville distribution (WVD) and its smoothed pseudo variant (SPWVD). Section II provides a brief introduction to these methods. Readers that are interested in more in-depth information and the theoretical backgrounds are referred to [1], [2], [3]. Section III compares the transforms with respect to resolution and artifacts. Finally, the transforms are applied to numerous different signals to form a gallery of time-frequency transforms. The purpose of this gallery is to show the properties, advantages and disadvantages of the transforms on actual signals in order to support engineers selecting the right transform for their application.

II. TIME-FREQUENCY TRANSFORMS

A. Short-Time Fourier and Gabor Transform

The STFT is the most widely known and commonly used time-frequency transform. It is well understood, easy to interpret and there exist fast implementations (FFT). Its drawbacks are the limited and fixed resolution in time and frequency.

The idea of the STFT is to move a sliding window $w(t)$ over the signal $x(t)$ to be analyzed, such that a particular time span of the signal is selected. For each position of the window a Fourier transform is calculated, that represents the frequency content of that time span. The STFT results in the two dimensional time-frequency representation:

$$X(t, f) = \int_{-\infty}^{\infty} x(t_1)w^*(t_1-t)e^{-j2\pi ft_1}dt_1$$

For spectral analysis the squared magnitude of the STFT is considered, which is called spectrogram:

$$S_x(t, f) = |X(t, f)|^2$$

Time and frequency resolution can be controlled by the window length, as shown in Figures [2] and [3]. A short window captures only a short period of time and has thus a precise time resolution. However, the frequency resolution is poor, because the windowed signal contains only few time samples resulting in only few frequency bins. Contrary, a long window provides poor time resolution, but creates precise frequency information due to the larger number of samples. This phenomenon is known as the uncertainty principle, that states that the product of resolution in time and frequency is limited: $BT \geq \frac{1}{4\pi}$ (with $B$ being the bandwidth of one frequency bin) [2].

A special case of the STFT, where the uncertainty equation above is fulfilled with equality (i.e. having the best joint time and frequency resolution), is known as the Gabor transform. The Gabor transform is simply a STFT with the window being a Gaussian function

$$w(t) = e^{-\alpha t^2}$$

where the parameter $\alpha$ controls the window length, i.e. the emphasis on time or frequency resolution.
B. Wavelet Transform

The result of the wavelet transform differs from the STFT in that its time-frequency resolution is not fixed and depends on the frequency (multi-scale property, see Fig. 5). In general, the wavelet transform represents lower frequency components with finer frequency resolution and coarser time resolution. For higher frequencies the reverse is true: frequency resolution is coarser and time resolution is finer. This variable resolution property of the wavelet transform is sometimes superior to the Fourier approach, because it may give clearer spectral information for certain applications, such as audio signal processing.

The wavelet transform compares the time domain signal \( x(t) \) with a short analysis function \( \psi(t) \). \( \psi(t) \) is called the wavelet and can take on many forms as will be described below. During the calculation of the transform the wavelet is repeatedly moved over the signal (time shifted) – each pass with a different scale factor in time, that dilates the wavelets to a different length (dilation or scale). This creates a two dimensional representation of time (i.e. shift) and scale (can be related to frequency). The time shift is denoted by \( b \), the scale by \( a \). The continuous wavelet transform (CWT) is defined as:

\[
\text{CWT}(a,b) = \frac{1}{\sqrt{a}} \int_{-\infty}^{\infty} x(t)\psi^*\left(\frac{t-b}{a}\right)dt
\]

Analog to the spectrogram of the STFT, the scalogram of the wavelet transform is defined as

\[
|\text{CWT}(a,b)|^2
\]

Different wavelet functions are available for analysis. For the CWT commonly Morlet wavelets (also called Gabor wavelets) are used, that consist of a complex sine wave with Gaussian envelope

\[
\psi_{\text{Morlet}}(t) = e^{-\alpha t^2} e^{j2\pi f_c t}
\]

Here, the parameters “center frequency” \( f_c \) and “width of Gaussian” \( \alpha \) control the trade-off between time and frequency resolution and need to be selected before conducting the transform. Basically, wavelet functions need to be functions that are both local in time and frequency to provide adequate time and frequency resolution. Figure 4 shows an example of the scalogram of a CWT.

Note, that besides the CWT, the discrete wavelet transform (DWT) exists. Different from the CWT, the DWT preserves the complete information of the time domain signal and is thus invertible. Therefore the DWT is often used to create sparse signal representations that can be used for data compression (e.g. widely applied in image processing). Usually different types of wavelets are used for the DWT, such as the Haar or Daubechies wavelets. The DWT is often considered less suitable for time-frequency representation, because it creates less readable plots.

C. Stockwell Transform

The Stockwell or S-transform \[\text{[4]}\] is basically a STFT with a Gaussian (Gabor) window, whose length is frequency dependent. This results in a varying time-frequency resolution
similar to the wavelet transform (Figure 5). The Stockwell transform is defined as

$$ST(t, f) = \int_{-\infty}^{\infty} x(t_1) \frac{|f|}{\sqrt{2\pi}} e^{-\frac{f^2(t_1-t)^2}{2}} e^{-j2\pi ft_1} dt_1$$

It is also similar to the CWT with a Morlet wavelet. However, in contrast to the CWT, the Stockwell transform has absolute referenced phase information. This means that the phase of the kernel functions, which are multiplied with the signal for analysis, at $t = 0$ is zero. Moreover, the Stockwell transform tends to emphasize higher frequency content due to the factor $|f|$ in its formula. Figure 6 shows an example.

**D. Wigner-Ville Distribution**

The Wigner-Ville distribution (WVD) \(^\square\) overcomes the limited resolution of the Fourier and wavelet based methods using an autocorrelation approach.

The standard version of the autocorrelation function (ACF) considers the pointwise multiplication of a signal with a lagged version of itself and integrates the results over time. It is defined as

$$r_{xx}(\tau) = \int_{-\infty}^{\infty} x(t)x^*(t + \tau)dt$$

The standard ACF is only dependent on the lag $\tau$, because time is integrated out of the result. The WVD uses a variation of the ACF, called the instantaneous autocorrelation, which omits the integration step. Thus time remains in the result. The instantaneous autocorrelation is therefore a two dimensional function, depending on $t$ and the lag $\tau$:

$$R_{xx}(t, \tau) = x(t + \frac{\tau}{2})x^*(t - \frac{\tau}{2})$$

As an example, Figure 7 shows the instantaneous autocorrelation of a triangular shaped signal.

The WVD calculates the frequency content for each time step $t$ by taking a Fourier transform of the instantaneous autocorrelation across the axis of the lag variable $\tau$ for that given $t$ (depicted in Figure 7):

$$W(t, f) = \int_{-\infty}^{\infty} R_{xx}(t, \tau)e^{-j2\pi f\tau}d\tau$$

$$= \int_{-\infty}^{\infty} x(t + \frac{\tau}{2})x^*(t - \frac{\tau}{2})e^{-j2\pi f\tau}d\tau$$

The result is real-valued. This way of calculation is related to the fact, that the Fourier spectrum of a signal equals the Fourier transform of its ACF.

The WVD offers very high resolution in both time and frequency, this is much finer than of the STFT.

An important disadvantage of the WVD are the so-called cross terms. These are artifacts occurring in the result, if the input signal contains a mixture of several signal components, see Figure 8. They stem from the fact, that the WVD is a
The Wigner-Ville Distribution (WVD) is a quadratic (and therefore a non-linear) transform due to the way the instantaneous autocorrelation is calculated. The WVD of the superposition of two signals is

$$\text{W}_{x_1 + x_2} = \text{W}_{x_1} + \text{W}_{x_2} + 2\Re\{\text{W}_{x_1 \cdot x_2}\}$$

and may be dominated by the cross term $\text{W}_{x_1 \cdot x_2}$, which may have twice the amplitude of the auto terms $\text{W}_{x_1}$ and $\text{W}_{x_2}$. Unfortunately, the occurrence of these cross terms limits the usefulness for many practical signals.

The WVD is usually calculated with the analytic version of the input signal that does not contain negative frequency components. This avoids cross terms between positive and negative frequency content that may mask low frequency components in the WVD.

The cross terms occur midway between the auto terms and often have an oscillatory (high-frequency) pattern. A method to reduce cross terms is to suppress the oscillating components by additional low-pass filtering in time and frequency. However, this suppression of cross terms comes at the expense of reduced resolution. This idea of additional cross term suppression leads to the more general formulation of time-frequency transforms called Cohen’s class \([1], [3]\). From Cohen’s class many different variants can be deduced, that basically differ in the way the low-pass filter is designed. A prominent one is the smoothed pseudo Wigner-Ville distribution (SPWVD) \([3]\). Other variants such as Choi-Williams, Margenau-Hill or Rihaczek can be found in literature, but often provide very similar results to the SPWVD for practical signals. The SPWVD is defined as the WVD filtered by two separate kernels $g(t)$ and $H(f)$ (need to be chosen prior to the transform), that smooth the WVD in frequency and time:

$$\text{SPWVD}(t, f) = \int \int g(t - t_1)H(f - f_1)\text{W}(t_1, f_1)dt_1df_1$$

Figure 8 shows an example of the WVD and Figure 9 its smoothed version, the SPWVD.

III. COMPARISON AND TIME-FREQUENCY GALLERY

The introduced time-frequency transforms are now compared with respect to their resolution in time and frequency.
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Transform | Time-Frequency Resolution | Artifacts | Application
--- | --- | --- | ---
Short-Time Fourier (STFT) / Gabor | poor | no | general purpose
Continuous Wavelet (CWT) | poor, frequency dependent | no | when variable time-frequency resolution required, e.g. audio
Stockwell (S) | poor, frequency dependent | no | when variable time-frequency resolution with a fixed phase alignment required, emphasizes higher frequencies
Smoothed Pseudo Wigner-Ville (SPWVD) | good | sometimes | general purpose, when high resolution required and some artifacts can be tolerated
Wigner-Ville (WVD) | excellent | strong | for simple signals or when artifacts can be tolerated

Table I
WHEN TO USE WHICH TRANSFORM

Figure 10. Schematics of the resolutions of the transforms, including the time domain representation and the standard Fourier spectrum for comparison.
Figure 11. Synthetic signals (1)
Figure 12. Synthetic signals (2)
Figure 13. Audio signals
Figure 14. Radio signals
Figure 15. Signals from nature and medical applications.