Introduction. Silicon is a common detection medium in experiments searching for the low-energy depositions expected from coherent elastic neutrino-nucleus scattering (CEvNS) or dark matter (DM) interactions. In these applications, Si detectors typically observe the ionization signal produced by a nuclear recoil after interaction with the incident particle. The ionization efficiency, or quenching factor (QF), defined as the ratio of the amount of electronic excitation produced by a nuclear recoil to that produced by a recoiling electron of the same energy, is a key feature of these detectors. As early as 1963, Lindhard [1] crafted the basic integral equation describing the partitioning of the energy deposited by a nuclear recoil between electronic and atomic motion. Since then, his approximate solution for the QF has been known to describe the data available at the lowest energies [2, 3]. Although a constant binding energy model works well for the existing data, it predicts a cutoff at ~300 eV, significantly greater than the 36 eV of energy required in average to create a stable ion-vacancy pair (Frenkel [4] pair), which can be argued to represent an upper bound on the minimum energy required to be deposited by a nuclear recoil to produce an observable ionization signal in a Si detector.

In order to obtain a model that is valid at lower nuclear recoil energies, in this work we implement several improvements to the integro-differential equation with binding energy presented in [5]. We assume that ionization can only occur when an ion can move freely through the lattice but, instead of a constant threshold, the energy lost due atomic bond breaking is described as a “binding energy” function dependent on the energy. In the low energy regime it corresponds to the Frenkel pair creation energy, while at higher energies it describes the inner atomic excitation energies. We also make use of improved modeling of the electronic stopping power at low energies, and add a term related to electronic straggling [9, 10] to the equation.

Consideration of the aforementioned effects results in a first-principles model of the QF capable of describing the available published data in Si from 0.68 keV to 3 MeV nuclear recoil energy, and provides a prediction for this quantity down to a few tens of eV.

The nuclear recoil QF and Lindhard’s basic integral equation. When a neutrino or a DM particle elastically scatters off a nucleus in a Si detector, the struck ion recoils with an energy $E_R$. If the timescale of the collision is much smaller than that of atomic processes, the ion will lose some energy to the atomic degrees of freedom emerging from the collision with kinetic energy $E = E_R - U$, where $U$ is the energy used to disrupt the atomic binding. In general, $U$ is not limited to the energy needed to remove the ion from its site, but it can also include contributions to excitation or ionization of bound atomic electrons, and therefore effectively incorporates the Migdal effect [11, 12].

Lindhard’s theory [1] assumes that $E_R$, the total energy deposited by the incoming particle in the material, is separated between the energy given to electrons, $H$ and the energy given to atomic motion, $N$ so that $E_R = H + N$. For binary collisions, the Ziegler scaling length $\eta = 0.8853 a_0 / Z$, with $Z = Z_1^{23} + Z_2^{23}$, and $a_0$ the Bohr radius, can be used with suitable values of the effective atomic numbers of the incident ion and the target atom $Z_1$ and $Z_2$, respectively, to define the reduced dimensionless quantities $\varepsilon = CE, \eta = CH$, and $\nu = CN$ where $C = 16.2616 / ZZ_1 Z_2$ keV$^{-1}$. Assuming that this separation holds on average over the large number of collisions occurring in the process, the average quantities also satisfy $\varepsilon_R = \eta / \nu$. The nuclear recoil QF is given by $f_n = \eta / \nu$, and $\nu = C U$.

Consider an ion moving in the material with energy $E$ and colliding with an atom, transferring an energy $T_n$ to its center of mass and an energy $\sum_i T_{ei}$ to a certain number of ionized electrons. The ion will scatter with an energy $E - T_n - \sum_i T_{ei}$, and the struck atom will recoil with an energy $T_n - U$. Lindhard’s basic integral equation for $\nu(\varepsilon)$,

$$\int d\sigma_{n,e} [\nu(E - T_n - \sum_i T_{ei}) + \nu(T_n - U) - \nu(E)] = 0,$$

(1)

states that the average energy given to atomic motion by the initial ion with energy $E$ equals the sum of the contributions of the scattered ion and the struck recoiling ion, where the contribution due to ejected electrons has been
neglected (approximation I). Integration over the total nuclear and electronic cross sections \( \int d\sigma_{n,e} \) represents the sum over all possible impact parameters for nuclear and electronic collisions.

Lindhard made use of four additional approximations to construct an approximate integro differential equation for \( \bar{\nu}(\varepsilon) \); II) the energy transferred to ionized electrons is small; III) electronic and atomic collisions can be treated separately; IV) \( T_n \) is also small compared to \( E \); V) neglect the binding energy \( U \). As has been shown in [3], dropping \( V \) results in a higher order approximation to the integro-differential equation. In what follows, we adopt the same approach.

**Improved integro-differential equation** Using approximations I-IV, Eq. (1) can be written in a form suitable for numerical solution, where the electronic stopping and straggling appear naturally. If \( \Delta E \) is the energy lost by an ionizing projectile, straggling is defined as the mean-square fluctuation \( \Omega^2 = \langle (\Delta E - \langle \Delta E \rangle)^2 \rangle \) [10]. Lindhard’s partitioning of the deposited energy into electronic and atomic motion, guarantees that the electronic and nuclear contributions to straggling are equal [1]. The electronic straggling per unit length can be expressed as \( N_e^{-1}(d^2\Omega/dR_e) = \int d\sigma_e(\Sigma,T_{ei})^2 \) [10], where \( N_e \) is the electron number density and \( R \) is the distance traveled by the projectile. In terms of the reduced quantities \( \varepsilon, \omega^2 = C^2\Omega^2 \) and \( \rho = \pi\alpha^2 N_e R \), we have \( W(\varepsilon) = d\omega^2/d\rho \). Similarly, for the electronic stopping power \( N_e^{-1}(dE/dR_e) = \int d\sigma_e(\Sigma,T_{ei}) \), and \( S_e(\varepsilon) = d\varepsilon/d\rho \).

Expanding the first term in Eq. (1) up to second order in \( \Sigma_{ei}^2/(E - T_n) \) (approximations II-IV), as \( \bar{\nu}(E - T_n - \Sigma_{ei}) \approx \bar{\nu}(E - T_n) - \bar{\nu}'(E)(\Sigma_{ei}) + \bar{\nu}''(E)\Sigma_{ei}^2 \), and following the arguments in [14], the electronic stopping power and straggling can be identified in the terms containing \( \Sigma_{ei} \) to first and second order, respectively. With these considerations, we write the modified simplified integral equation with straggling as

\[
-\frac{1}{2}\varepsilon S_e(\varepsilon) \left( 1 + \frac{W(\varepsilon)}{S_e(\varepsilon)} \right) \bar{\nu}''(\varepsilon) + S_e(\varepsilon) \bar{\nu}'(\varepsilon) = \int_{\varepsilon_{\min}}^{\varepsilon_{\max}} dt f(t^{1/2}) \times \left[ \bar{\nu}(\varepsilon - t/\varepsilon) + \bar{\nu}(t/\varepsilon - u) - \bar{\nu}(\varepsilon) \right],
\]

(2)

where \( u(\varepsilon) \) is the binding energy, \( t = \varepsilon^2 \sin^2(\theta/2) \), with \( \theta \) the scattering angle in the center of mass frame, and \( f(t^{1/2}) \) is related to the nuclear differential cross section in the Lindhard-Scharff-Schiott (LSS) approximation, \( d\sigma_n = \pi\alpha^2 f(t^{1/2})/2t^{3/2} \) [1].

The contribution of \( S_e(\varepsilon) \) in Eq. (2) is dominant compared to \( W(\varepsilon) \). For the latter we use the parametrization given by Wilson et al. [14], \( W(\varepsilon) = 1/[4 + A\varepsilon^{-B} + C\varepsilon^{-D}] \), where the constants \( A, B, C, \) and \( D \) depend on the choice of the interatomic potential, characterized by the choice of the screening function \( \phi(\varepsilon) \). In this work, we consider four such potentials: Tomas Fermi, Molière, and Average from Ref. [14], and Ziegler from [13], each giving a model for \( u(\varepsilon) \) and \( f(t^{1/2}) \). For \( S_e(\varepsilon) \) we consider three detailed models, which discussed below.

**Electronic stopping power \( (S_e) \).** Lindhard’s theory of the electronic stopping power [15] is appropriate for atomic collisions down to energies of the order of a few keV. It assumes point-like interactions between an incident atom with \( Z \) electrons, whose velocity is not affected by interatomic potentials, and the electron cloud of the target atom, which is approximated by a Fermi gas.

An important assumption in the theory is that all the electronic states of the degenerate gas with energies up to the Fermi energy \( E_F \) of the system, participate in the ionization process. Lindhard also disregards Coulomb repulsion effects between colliding atoms, which at low energies (\( < 1 \) keV) prevent electron clouds from penetrating each other completely, allowing only interactions in regions of low electron density [10]. When taken into account, the Coulomb repulsion effects lead to an appreciable departure from the proportionality with velocity of the electronic stopping power assumed by Lindhard.

In general, a detailed model of electronic stopping requires a non-perturbative analysis of electron dynamics [17]. When the moving ion collides with an atom in the lattice, multiple inner electronic transitions and electron promotion will occur, contributing to electronic stopping even for low sub-keV energies [18]. Two general approaches are considered in the literature to study electronic stopping: kinetic theory [19, 20] and the dielectric function approach, pioneered by Lindhard [21]. From the first category, in this work we consider the models due to Tilinin [22, 23] and Kishinevsky [24–28], and from the second, the model due to Arista [29, 30]. All three are theoretically well founded semi-classical models, which assume that the kinetic energy of the incoming ion is always sufficient to effectively excite an atom of the material by electron promotion effects. They also rely on the determination of the distance of closest approach of the ion in the ionization potential. The three models are compared in Fig. 1 for values of \( \varepsilon \) between 0.0006 and 80 (about 20 eV to 3 MeV for Si). Details on our implementation of these models can be found in the supplemental materials.

**Scaling length.** A general feature of electronic stopping studies is the use of the Thomas Fermi (TF) model to define the scaling length \( a \), introduced above. All the atomic electrons in the free gas, with average kinetic energy \( 3/5E_F \), are assumed to participate in the momentum transfer, an approximation valid only for sufficiently high energies. However, as noted in [22], at low energies, the excitation energies of the electrons are typically much smaller than \( E_F \) and, since transitions between occupied states are forbidden, the only electrons participating in the momentum transfer are those close to the Fermi level, with kinetic energy \( \sim E_F \). This results in a correction to the TF scaling length by a factor of \( 5/3 \) at low energies. For models like those of Refs. [22], [24], and [29], where \( S_e \propto \varepsilon^{1/2} \tau(\varepsilon, Z_1, Z_2) \), with \( \tau \) being a dimensionless function incorporating the effects of Coulomb repulsion, it can be shown that changing the scaling length intro-
is extracted from Bohr’s criterion. We notice that for $Z$ as an energy dependent multiplicative correction to the material. For Si we used the oscillatory factor computed around an ion or impurity induces an oscillatory behavior at low energies ($\xi < \phi / 30$ MeV), the change in electron density is the distance $x_0$). Friedel [37] predicted that for low energies ($\phi < 30$ MeV), the change in electron density around an ion or impurity induces an oscillatory behavior of the electron transport cross section as a function of $Z^1$, which is inherited by the electronic stopping power of the material. For Si we used the oscillatory factor computed in [35] normalized to its value at $Z_1 = 12$ and applied it as an energy dependent multiplicative correction to the electronic stopping. For each ion energy an effective $Z^1$ is extracted from Bohr’s criterion. We notice that for Si, including this effect results in good agreement with measurements of the electronic stopping power in the interval from 680 eV to 3 MeV, with effective values of $\xi$ ranging between 1.3 and 1.7, consistent with Lindhard’s observed value, see Fig. 1.

**Binding energy model.** Part of the energy transferred to a target atom in the material by an incident ion is used to excite atomic degrees of freedom and extract the atom from its site in the lattice. The energy lost in these processes, $U$ in Eq. (1), is in general dependent on the incident ion energy, $E$. At low energies it corresponds to the energy required to remove the atom from a lattice site creating a Frenkel-pair (FP) [8], while at higher energies it is dominated by the energy spent in disrupting the atomic binding in the outer valence orbitals. To account for both effects, we define an energy dependent binding energy function $U(E) = U_{FP} + U_{EDFT}(E)$, shown in Fig. 1. The first constant term is the FP creation energy, for which we consider the interval $U_{FP} = 23.6\pm15.3$ eV, where the central value is consistent with the weighted average of the predictions from Hölstrom, Stallinger-Weber, and Tersov quoted in [39]. The lower and upper limits cover the wide variability of both, experimental measurements and predictions, including the highest range reported from recent simulations based on electron density functional theory (EDFT). For the second term of $U(E)$, the energy stored in the electron cloud of an atom in the EDFT model, from the distance of closest approach, $x(E, \xi)$, to infinity, with a given choice for the interatomic potential, is considered a measure of the energy absorbed by the struck atom prior to its recoil in the sudden approximation. This energy is computed in terms of the screening function $\phi$ as

$$U_{EDFT}(E, \xi) = U_0 \int_x^\infty dy \phi^{5/2}(y, \xi_e)/y^{1/2}$$

where $U_0 = 18.6/\xi_e^{4/3} Z^{1/3} eV$.

**Solving the equation with variable $u(\epsilon)$**. Generalizing the ideas in [6] for an energy dependent $u(\epsilon)$, it can be seen that Eq. (2) is only applicable for $\epsilon \geq u(\epsilon)$. When the equality holds, the rhs of Eq. (2) is equal to zero, since the upper and lower limits of integration are equal. This will occur at the threshold energy $\epsilon^* = u(\epsilon^*)$, which for silicon is only slightly greater than the FP creation energy. The appropriate generalization of the parameterized solution for $\tilde{u}(\epsilon)$ studied in [5] is the following:

$$\tilde{u}(\epsilon) = \begin{cases} s(\epsilon) + u(\epsilon), & s(\epsilon) \leq u(\epsilon), \\ s(\epsilon) + u(\epsilon) - \lambda[s(\epsilon)], & s(\epsilon) \geq u(\epsilon), \end{cases}$$

where $s(\epsilon)$ is any well behaved function of $\epsilon$, such as those appearing as arguments of $\nu$ in the rhs of Eq. (2), and $\lambda$ is a continuous function satisfying $\lambda(\epsilon^*) = 0$, but with discontinuous derivatives at this point. This form will guarantee that at $\epsilon^*$ the integrand in the rhs of Eq. (2) goes to zero, as is required by energy conservation. In
the case $s(\varepsilon) = \varepsilon$, the discussion in [5] leading to the implementation of the shooting method for solving the equation for $\tilde{\nu}(\varepsilon)$, applies for varying $u(\varepsilon)$ as well, with minor modifications. For values below $\varepsilon^*$ it suffices that $\tilde{\nu}(\varepsilon)$ take the form $\tilde{\nu}(\varepsilon) = \varepsilon + u(\varepsilon) = \varepsilon R$. For $\varepsilon \geq \varepsilon^*$ the solution is found numerically. To take into account the effect that the moving ion will lose some of its valence electrons as a consequence of its motion through the lattice, following [10] we consider that the effective number of valence electrons in the incident ion is $Z_1 = 12$, while $Z_2 = 14$. Given that the Bohr Stripping effect describes the experimental data of electronic stopping power up to energies of the order of 3 MeV [41], we evaluate the solution from $U_{FP}$ to 3 MeV, in order to compare to QF measurements available at those energies (Sattler [3]).

**Results.** We find the numerical solution to Eq. [2] for the three different models of the electronic stopping power and the four interatomic potentials introduced. For each combination we evaluate the solution in a grid of values of $U_{FP}$ and $\xi_c$ constrained to lie within the physically motivated intervals discussed earlier. Each curve was compared to the available QF data in Si summarized in Table II of [5], to which we have added the Sattler [3], Gerbier [2] and Agnese [3] data points. Overall, the data ($N_{\text{data}} = 102$ points) span a range of energies from 680 eV to 3 MeV. We calculated the $\chi^2$ for each curve as $\chi^2 = \sum_{i=1}^{N_{\text{data}}} (D_i - C_i)^2/\sigma_i^2$, where $D_i$ and $\sigma_i$ are the QF value and its error for data point $i$, and $C_i$ is the value predicted by the curve at the same energy. Fixing the Frenkel pair energy at $U_{FP} = 23.6$ eV, and varying $\xi_c$, we obtain that the model that best fits the data, shown as the black solid line in Fig. 3, corresponds to the combination of the Arista stopping power with Ziegler potential (Arista-Ziegler), with $\xi_c = 1.26$ ($\chi^2/d.o.f = 1870/101$). The high $\chi^2$ values are obtained for the tension among the different data sets. We set an uncertainty on $\xi_c$ of $\pm0.25$ ($\Delta \chi^2 \gtrsim 3100$) so as to approximately span the spread in the QF measurements. Notice that the electronic stopping data in Si at higher energies prefer a larger value of $\xi_c$, around 1.46, but are consistent within the uncertainty interval determined for the QF measurements (see Fig. 1). The $\chi^2$ has a weak dependence on $U_{FP}$, and the solution at the center of the physically motivated interval has nearly the same goodness of fit than that at the edges ($\Delta \chi^2 \approx 40$). When $U_{FP}$ is allowed to vary freely, the fit prefers the lower edge of the interval. Although the main effect of $U_{FP}$ is to set the threshold, it also has a small effect in the detailed shape of the curve at intermediate energies (1-100 keV).

In Fig. 3 we show the Arista-Ziegler model with $\xi_c = 1.26$ and $U_{FP} = 23.6 \pm 0.25$ eV (black solid line with gray band). Also shown are the Arista-Ziegler model with $\xi_c = 1.46$ (black dashed line), which best fits the $S_e$ data in Fig. 1 and the Lindhard model (dotted line).

In the supplemental materials we provide tabulated versions of the curves in Fig. 3 as well as a comparison of the curves obtained with fixed $\xi_c$ and $U_{FP}$ for the twelve combinations of models of the stopping power and interatomic potential.

**Conclusions.** In this letter, we present new results on the study of the QF for low-energy nuclear recoils in Si that introduce significant improvements over previous work based on the Lindhard integral equation for the energy given to atomic motion [5]. We use more accurate descriptions of the electronic stopping power with several interatomic potentials. Instead of a constant binding energy, we treat it as a function of the initial ion energy, dependent also on the choice of the interatomic potential. At low energies, this function is taken to correspond with the energy required to create a stable Frenkel pair. The high energy effects of Bohr stripping and Friedel Z-
Oscillations were also incorporated and provide, simultaneously, a good match to the QF data at higher energies, also constraining the low energy behavior. The main uncertainty on the models comes from the scaling parameter chosen to define the dimensionless energy scale $\xi_e$, affecting both, the low and high energy regimes. The value of the Frenkel pair creation energy plays a significant role at the lowest energies and might be more relevant when forthcoming data becomes available. Slight tension between the sparse measurements of the Si-on-Si electronic stopping power at high energies and the QF data might be resolved with more measurements performed in both the low and high energy regimes. Our model could be improved allowing the scaling factor to change with the ion energy. Phonon excitations, not included here, could also have an effect near the threshold. With these improvements, and if more data of the electronic stopping becomes available it could be used in a combined fit with the QF data. The found solution is able to describe reasonably well all the available published data for the nuclear recoil QF in Si from 50 eV to 3 MeV of nuclear recoil energy, and provides a unified theoretical picture of the effects of electronic and nuclear stopping from high energies down to the Frenkel pair creation threshold on the ionization efficiency in Si.
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