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Abstract—Click-Through Rate prediction aims to predict the ratio of clicks to impressions of a specific link. This is a challenging task since (1) there are usually categorical features, and the inputs will be extremely high-dimensional if one-hot encoding is applied. (2) not only the original features but also their interactions are important. (3) an effective prediction may rely on different features and interactions in different time periods. To overcome these difficulties, we propose a new interaction detection method, named Online Random Intersection Chains. The method, which is based on the idea of frequent itemset mining, detects informative interactions by observing the intersections of randomly chosen samples. The discovered interactions enjoy high interpretability as they can be comprehended as logical expressions. ORIC can be updated every time new data is collected, without being retrained on historical data. What’s more, the importance of the historical and latest data can be controlled by a tuning parameter. A framework is designed to deal with the streaming interactions, so almost all existing models for CTR prediction can be applied after interaction detection. Empirical results demonstrate the efficiency and effectiveness of ORIC on three benchmark datasets.
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1 INTRODUCTION

Click-through rate (CTR) prediction is an important application of machine learning algorithms, which aims to predict the ratio of clicks to impressions of a specific link. It has high commercial value for real-world use such as online advertising and recommendation systems [1], [2], [3], [4], [5]. But it is challenging to make a good prediction of CTR for several reasons. For example, the input of CTR prediction tasks usually contains a number of categorical features, which will be extremely sparse and high-dimensional if one-hot encoding is applied [6], [7]. And not only the original features but also their interactions are of high importance, which makes the problem more difficult [3], [4], [8], [9]. What’s more, the useful interactions may be time-varied due to the drift of trends or individual interest. The performance of a CTR prediction model can be significantly improved if appropriate interactions are added into the input [10], [11], [12], [13], [14]. But as the total number of interactions grows rapidly with the number of input features, it is difficult or infeasible to take all the interactions into consideration. Many efforts have been devoted to detect the useful interactions. For example, some interactions are manually added to the input of Deep Neural Networks [2] and Wide&Deep [8]. This could be laborious and may miss some useful interactions. Many researchers and practitioners turn to algorithms that can detect interactions automatically. Several automatic feature interaction methods have been proposed in the last few years, such as AutoCross [13], AutoInt [15], AutoCTR [16], AutoFIS [14] and GLIDER [17].

A shortcoming of these methods lies in their high computational cost. For example, AutoFIS assigns a gate to each feature interaction to control whether it’s selected. So a network taking all the interactions as its input should be trained in the search stage. AutoCTR has to train and evaluate a large number of networks with different architectures to perform NAS research. The process of GLIDER may take several hours and significant RAM (>150GB) to detect the interactions. For AutoInt and AutoCTR, another disadvantage is that it’s inconvenient to interpret the discovered interactions. As the interactions are represented by some non-additive functions of the embedding of features inside the model, it’s hard to interpret which interactions are discovered unless checking the weights layer by layer.

In practical applications of recommendation systems, new data is collected every day because users continuously interact with the system. How to make good use of both the latest and historical data is of great significance. Training a new model only on the latest data is the simplest way, but it’s a waste of the historical information. Fine-tuning the model on hand with the new data is memory- and time-efficient. However, it ignores the historical data that contains long-term preference signal, thus can easily cause overfitting and forgetting issues [15]. Full retraining, which trains the model on both the historical and new data, usually has the best performance but results in a heavy computational burden. A better way to deal with this problem is online or streaming recommendation, which aims to refresh recommendation models based on real-time user interactions [19], [20], [21]. A related topic is called sequential or session-based recommendation [22], [23], which takes a sequence of items that a user has interacted with as the input, and aims to predict the items that a user will likely interact in the future. These methods are suitable for sequential data, but may still need retraining when new data comes.

Much attention has been paid to interaction detection or online algorithms for recommendation systems. To the best of our knowledge, however, the topic of online interaction...
In this section, we formally give the definition of the related concepts, such as CTR prediction, categorical feature interaction and online interaction detection.

**Definition 1 CTR prediction:** Given a dataset \( D = \{X, y\} \), where \( X \in \mathbb{R}^{N \times p} \) contains the features of users and items, \( y \in \{0, 1\}^N \) indicates the clicks of users to items. CTR prediction aims to predict the probability of a user clicking a specific item.

The \( i \)-th row of \( X \) is denoted by \( X_i \) and the \( j \)-th element of \( X \) is denoted by \( X_{ij} \). \( X \) contains the features of a user and an item. Each feature is either numerical or categorical, where the categorical features are label-encoded. So \( X \) is made up of real numbers and integers. Usually only a small portion of the recommended items will be clicked by the users. Therefore, relatively few samples in the dataset are belonging to the positive class, which makes CTR prediction an unbalanced binary classification task.

**Definition 2 Categorical feature interaction:** If \( C_1, C_2, \ldots, C_k \) are \( k \) categorical features, and \( c_1, c_2, \ldots, c_k \) are specific categories for corresponding features, then \( (C_1 = c_1, C_2 = c_2, \ldots, C_k = c_k) \) is called a \( k \)-order categorical feature interaction.

Categorical feature interactions could be viewed in two different ways. Firstly, an interaction is a binary feature, which will be assigned 1 if and only every element in the expression is satisfied. For example, if an interaction is \((C_1=0, C_2=1)\), then the interaction is 1 for the sample \([C_1=0, C_2=1, C_3=1]\), but 0 for the sample \([C_1=0, C_2=0, C_3=1]\). This definition captures the interactions between different features, and help the succeeding model to learn the non-linearity relationships. One of the advantages of this definition lies in its interpretability. As an interaction can be regarded as a logical expression, its practical meaning is quite obvious. This definition coincides the term “interaction” used in [25], and will reduce to the latter if all the input categorical features are binary. The interaction defined here is also a non-additive interaction [15], [26], [27], [28], since it cannot be represented by a linear combination of lower-order interactions.

Another way is to treat an interaction as a set of items, in which every constituent \((C_i = c_i)\) component is regarded as an item. For instance, the interaction \((C_1=0, C_2=1)\) is an itemset consisting of two items, and this interaction is contained in the sample \([C_1=0, C_2=1, C_3=1]\), but not in the sample \([C_1=0, C_2=0, C_3=1]\). From this viewpoint, association rule mining methods can be adopted to detect the interactions [29].

In this paper, we use the terms “interaction”, “itemset” and “pattern” interchangeably.

**Definition 3 Online interaction detection:** For \( T \geq 1 \), let \( D_T \) be the data collected at time \( T \), \( I_T \) be the interaction detection model fitted on \( \{D_t : t \leq T\} \). Online interaction detection aims to find a map \( f \) that \( I_T = f(I_{T-1}, D_T) \) for \( T \geq 2 \).

Because essential interactions may change as time goes by, interaction detection model should be refreshed with new data continuously. Intuitively, more recent data has a higher value than less recent one. But it’s also unwise to ignore the information in the historical data. So it’s necessary
to have an approach that can detect interactions from both latest and historical data, while the relative importance of new data and the histories can be controlled.

In the rest of this paper, subscript “t” or “T” is used to identify the time period. Subscript “s” means the symbol is corresponding to the pattern s, and superscript “(c)” stands for the class label c. For example, we use $p_{s,t}^{(c)}$ to represent the frequency of pattern s among the samples labeled with c in the data collected at time t.

3 Related Work

3.1 CTR Prediction

The CTR prediction problem could be regarded as a special binary classification task, where the data is highly unbalanced. Various algorithms have been developed to deal with this problem. For instance, Factorization machine (FM) associates each feature with a low-dimensional vector, and models all possible interactions by the inner product of the corresponding vectors. Field-aware Factorization Machine (FFM) allows each feature to associate with different vectors when interacting with features from different fields. There are also other factorization models, such as Attention Factorization Machine (AFM) and Neural Factorization Machine (NFM). Product-Based Neural Networks (PNN) and Field-weighted Factorization Machine (FwFM) Recently deep learning models are quite popular. Deep Neural Networks (DNN) are used for CTR prediction. Wide&Deep is proposed to jointly train wide linear models and deep neural networks. To make use of the feature interactions, DeepFM use FM as its “wide” part rather than a generalized linear model, and it has a shared input to its “wide” and “deep” parts. Replace the FM with Compressed Interaction Network (CIN) in DeepFM, then xDeepFM is obtained.

3.2 Interaction Detection

Many automatic interaction detection methods for CTR prediction are proposed in the past few years. AutoInt models the feature interactions by a multi-head self-attentive neural network with residual connections. AutoCTR is based on Neural Architecture Search (NAS). It modularizes interactions as virtual building blocks and wiring them into a space of direct acyclic graphs, then performs evolutionary architecture exploration to select a good architecture. AutoFIS introduces a gate for each feature interaction to control whether its output should be passed to the next layer, and retrains the model with the essential interactions. GLIDER detects interactions by training a lasso-regularized multilayer perceptron (MLP) on a dataset, then identifying the features that have high-magnitude weights to common hidden units.

It is also a well-established practice among statisticians fitting models on interactions. There exist a number of works dealing with interactive feature selection, especially for pairwise interactions. Many of them select interactions by hierarchy principle. Some works are free of the hierarchy assumption. For instance, Thanei et al. proposed the xyz algorithm, where the underlying idea is to transform interaction search into a closest pair problem which can be solved efficiently in subquadratic time. Instead of the hierarchy principle, Yu et al. come up with the reluctant principle, which says that one should prefer main effects over interactions given similar prediction performance. Most of the above-mentioned works concentrate on regression task and numerical features. On the contrary, random intersection trees detect interactions of binary predictors. It works by detecting the frequent patterns in the positive class based on random intersections, and estimating the patterns’ frequency in negative class based on minwise hashing. The idea that detecting the patterns frequent in positive class but infrequent in negative class coincides with association rule mining. Random intersection chains detect frequent patterns by random intersection as well. But the frequency in both positive class and negative class is estimated by maximum likelihood estimation, so a more careful selection can be conducted.

3.3 Online Recommendation

In practice, new data is continuously collected, so recommendation systems need to be retrained with this new data periodically. An approach to deal with this problem is called online or streaming recommendation, which aims to update recommendations based on real-time user interactions. For example, proposes a framework termed sRec to provide explicit continuous-time random process models, and a variational Bayesian approach called recursive mean-field approximation to permit online inference. It proposes an MF method aimed at learning from implicit feedback effectively and develops an incremental update strategy that instantly refreshes model parameters given new incoming data. GLIDER designs a neural network-based transfer component, which transforms the old model to a new model that is tailored for future recommendations. Rather than CTR prediction, most of these models aim to predict the rating of a user on an item, and it’s the rank that finally matters. Usually the prediction is mainly based on users’ history activities, with few or even no additional features about users or items.

A related topic is called sequential or session-based recommendation, which takes a sequence of items that a user has interacted with as the input, and aims to predict the items that a user will likely interact in the future. comes up with an RNN for each user’s interaction sequence to capture the interest evolution, and uses CNN as a solution to address the sequential patterns. These methods are suitable for sequential data, but may still need retraining when new data comes.

4 Methods

4.1 Online Random Intersection Chains

A random intersection chain is a linked list. The head node contains the items in a random sample, while other nodes contains the intersection of the itemset in its previous node and another random sample. The most intuitive way to store a random intersection chain is recording the itemset for each node. But it’s worth noting that the chain is nonincreasing. In other words, the itemset in a node is a subset of the previous node (except the head node). Thus storing all
the itemsets explicitly is wasteful. To handle this problem, we come up with a special representation for chains. We use two vectors to represent a chain, denoted by \([\text{item}, \text{count}]\). The first vector \(\text{item}\) records the items in the head node and the other vector \(\text{count}\) records how many times the corresponding item occurs in the chain. In most cases, the input features as well as their orders keep unchanged. So \(\text{item}\) can be further simplified as a copy of the first sample, and \(\text{count}\) is a vector consisting of integers.

The detail of chain generation can be summarized as follows. First randomly sample an instance \(X_1\), set \(\text{item}=X_{1,i}\), and \(\text{count}=1\), where \(1_p\) is an all-ones vector of dimension \(p\). After choosing the \(k\)-th sample \(X_{1,k}\), if \(\text{count}_j=(k-1)\) and \(\text{item}_j=X_{1,k,j}\), then set \(\text{count}_j=k\). These operations will be repeated until the maximum length of a chain is reached or the number of items in the tail node is sufficiently small. A typical process for chain generation is illustrated in Figure 1. In this example, three randomly chosen samples are \((A=a_1, B=b_1, C=c_1), (A=a_1, B=b_2, C=c_1)\) and \((A=a_1, B=b_1, C=c_2)\). The generated intersection chain is \((A=a_1, B=b_1, C=c_1)\text{→}(A=a_1, C=c_1)\text{→}(A=a_1)\), which could be represented by \([(A=a_1, B=b_1, C=c_1), (3, 1, 2)]\) and further simplified as \([(a_1, b_1, c_1), (3, 1, 2)]\).

After the generation of chains, the itemsets in the tail nodes will be treated as frequent patterns. For a pattern with frequency \(p\), the distribution of its number of occurrence \(k\) in a chain of length \(L\) is

\[
\mathbb{P}(k|p) = \begin{cases} p^k(1-p), & \text{if } k < L \\ p^L, & \text{if } k = L \end{cases}.
\]

And for \(M\) such chains, the distribution is

\[
\mathbb{P}(k_1, k_2, \ldots, k_M|p) = \mathbb{P}(K, I|p) = p^K(1-p)^I,
\]

where \(k_m\) is the number of this pattern’s occurrence in the \(m\)-th chain, \(K = \sum_{m=1}^{M} k_m\) is the number of occurrence of this pattern in total \(M\) chains, \(I = \sum_{m=1}^{M} X[k_m < L]\) is the number of chains that don’t contain this pattern in its tail node.

Thus for \(M\) chains, the log of likelihood is

\[
\log \mathbb{P}(K, I|p) = K \log p + I \log(1-p).
\]

Setting the derivative equaling to zero and rearranging, the maximum likelihood estimation of frequency is

\[
\hat{p} = \frac{K}{K+I}.
\]

If we have some prior knowledge about the frequency beforehand, e.g. the historical records of a pattern’s frequency, then the frequency could be estimated by maximum posterior estimation. Assume the prior distribution of a pattern’s frequency is subject to a beta distribution, which means

\[
\text{Beta}(p|a, b) = \frac{\Gamma(a+b)}{\Gamma(a)\Gamma(b)}p^{a-1}(1-p)^{b-1},
\]

where \(\Gamma(\cdot)\) is the Gamma function, \(a\) and \(b\) are two parameters. Then the posterior distribution has the form

\[
\mathbb{P}(p|K, I) \propto \mathbb{P}(K, I|p)\text{Beta}(p|a+K, b+I) \propto p^{K+a-1}(1-p)^{I+b-1}.
\]

So the posterior distribution \(\mathbb{P}(p|K, I) = \text{Beta}(p|K+a, I+b)\) has the same functional form as the prior. This means beta distribution is indeed a conjugate prior, thus the calculations can be greatly simplified. Similar to maximum likelihood estimation, the maximum posterior estimation of frequency is

\[
\hat{p} = \frac{K + a - 1}{K + a + I + b - 2}.
\]

When \(T=1\), we have no prior knowledge about the prior. The parameters \(a\) and \(b\) are simply set as 1 and the beta distribution reduces to a uniform distribution between 0 and 1. The posterior distribution in this case is actually equivalent to maximum likelihood estimation. For \(T \geq 2\), the posterior distribution at time \(T-1\) can be used as the prior for time \(T\). So the posterior distribution at time \(T \geq 2\) is \(\text{Beta}(p|\sum_{t=1}^{T} K_t + 1, \sum_{t=1}^{T} I_t + 1)\), where \(K_t\) and \(I_t\) are the corresponding statistics for chains generated at time \(t\). This is the same as if all the generated chains are used for the current estimation. What’s more, both \(K_t\) and \(I_t\) can be weighted by a coefficient \(\gamma \in [0, 1]\), as shown in [8].

\[
\hat{K}_T = K_T + \gamma \hat{K}_{T-1} = \sum_{t=1}^{T} \gamma^{T-t} K_t,
\]

\[
\hat{I}_T = I_T + \gamma \hat{I}_{T-1} = \sum_{t=1}^{T} \gamma^{T-t} I_t.
\]

The corresponding maximum posterior estimation at time \(T\) is

\[
\hat{p}_T = \frac{\hat{K}_T}{\hat{K}_T + \hat{I}_T}.
\]

For \(\gamma < 1\), the earlier historical records of \(K\) and \(I\) have less influence on the current estimation. Therefore the impact of historical data is limited while some information is still acquired from it.

Once frequency is estimated, it’s not difficult to calculate the confidence according to the Bayes’ theorem as

\[
q_s^{(1)} = \mathbb{P}(Y = 1|s \subset X) = \frac{\hat{p}_s^{(1)} p^{(1)}}{\hat{p}_0^{(0)} p^{(0)} + \hat{p}_0^{(1)} p^{(1)}},
\]

where \(\hat{p}_s^{(1)}\) and \(\hat{p}_0^{(i)}\) are the maximum posterior estimation of \(p\) in patterns \(s\) and \(0\) respectively.
where $p^{(c)}_s$ is the proportion of samples containing pattern $s$ among those with label $c$, $p^{(c)}_t$ is the proportion of samples with label $c$.

The procedure of interaction selection is summarized as follows. (i) Divide the database according to the label. (ii) Generate chains for positive and negative class separately. (iii) Estimate the frequency of patterns in the tail nodes of positive class by $\hat{K}_{s,T}^{(c)}$. (iv) Add the most frequent patterns as frequent patterns. (v) Estimate the frequency of patterns in negative class by $\hat{I}_{s,T}^{(c)}$ and calculate their confidence by (10). (vi) Select the most confident patterns as useful interactions.

The hyperparameters in ORIC include the maximum length of a chain $L$, the number of chains $M$, the number of frequent interactions $d_{freq}$, the number of confident interactions $d_{conf}$, and the time decay parameter $\gamma$. Denoting the set of ever detected patterns before time $T$ by $S_T$, the learning parameters at time $T$ by $\hat{s}_T$, the learning parameters at time $T$ by $\hat{K}_{s,T}^{(c)}$ and $\hat{I}_{s,T}^{(c)}$ for $c \in \{0,1\}$ and $s \in S_T$. During the initialization of ORIC, the hyperparameters should be set by hand, and learning parameters are all assigned 0. When new data is collected, ORIC is updated according to Algorithm 1.

### Algorithm 1 Update Online Random Intersection Chains

**Input:** $D_T$(newly collected data); $\gamma$(time decay parameter); $\{\hat{K}_{s,T}^{(c)},\hat{I}_{s,T}^{(c)}\}$(current learning parameters)

**Output:** $\{\hat{K}_{s,T}^{(c)},\hat{I}_{s,T}^{(c)}\}$(updated learning parameters)

1. for all $s \in S_T$ do
2. for $c \in \{0,1\}$ do
3. $\hat{K}_{s,T}^{(c)} \leftarrow \gamma \hat{K}_{s,T}^{(c-1)}$
4. $\hat{I}_{s,T}^{(c)} \leftarrow \gamma \hat{I}_{s,T}^{(c-1)}$
5. end for
6. end for
7. Divide $D_T$ into $D_T^{(0)}$ and $D_T^{(1)}$
8. for $c \in \{0,1\}$ do
9. Generate chains for $D_T^{(c)}$
10. for all $s$ in tail nodes do
11. $\hat{K}_{s,T}^{(c)} \leftarrow \hat{K}_{s,T}^{(c-1)} + K_{s,T}^{(c)}$
12. $\hat{I}_{s,T}^{(c)} \leftarrow \hat{I}_{s,T}^{(c-1)} + I_{s,T}^{(c)}$
13. end for
14. end for
15. Return $\{\hat{K}_{s,T}^{(c)},\hat{I}_{s,T}^{(c)}\}$

### 4.2 Streaming Integrated Model

Since the proposed interaction detection method is model-agnostic, almost all existing models for CTR prediction can be applied after the detection of interactions. The interactions found by ORIC can be added to the original input directly as binary features. But this approach has difficulty for online use. Since the generated interactions evolve with time, training the model with current informative interactions but on the historical data seems redundant and problematic. On the contrary, if the model is trained only with the latest data, it doesn’t make full use the historical information.

Inspired by Wide&Deep learning, we design a generic model framework as illustrated in Figure 2. This model consists of a base part as well as an interaction part. The base part takes the original features as input, while the interaction part takes the interactions as input. Just like the setting in Wide&Deep, the base part and interaction part are combined using a weighted sum of their output log odds as the prediction. Both the base part and the interaction part can be any existing CTR prediction model, such as Wide&Deep, DeepFM, xDeepFM, Deep&Cross or AutoInt.

Because the input interactions change over time, the interaction part should be initialized every time new data is collected. However, the input features for base part stay the same. To make better use of historical information, we design a workflow analogous to transfer learning as following: (1) Copy the weights from the previous streaming integrated model or an independent base model to the base part. (2) Freeze the base part. (3) Randomly initialize the weights of interaction part. (4) Train the integrated model on the latest data. An optional step is fine-tuning, which consists of unfreezing the base part and re-training the whole model on the new data with a low learning rate.

### 4.3 Algorithm Overview

We now provide the general procedure of applying Online Random Intersection Chains and building the streaming integrated model in practical online situations. Algorithm 2 shows how we evaluate and update the model when new data comes at time $T$. First the interactions for newly collected data is generated according to the current interaction detection model. Then the current integrated model can be evaluated with these interactions. Next the base model and interaction detection model is updated on the newly collected data. Finally a new integrated model is built and trained on the latest data, which will be evaluated when new data is available in the future.

### 5 Theoretical Analysis

In this section, we theoretically analyze some properties of ORIC, such as convergence, the existence of appropriate hyperparameters and its computational complexity. Most of
Algorithm 2 Model evaluation and update

Input: $D_T$(newly collected data);
$M_{T-1}$(current base model);
$\mathcal{I}_{T-1}$(current integrated model);  
Output: $M_T$(updated base model);
$\tilde{M}_T$(updated integrated model);  
$\mathcal{I}_T$(updated interaction detection model)

1: Generate interactions $I_{test,T}$ for $D_T$ according to $\mathcal{I}_{T-1}$
2: Evaluate $\tilde{M}_{T-1}$ with $D_T$ and $I_{test,T}$
3: Fine-tune $M_{T-1}$ with $D_T$ to be $M_T$
4: Update $\mathcal{I}_{T-1}$ with $D_T$ to be $\mathcal{I}_T$
5: Generate interactions $I_{train,T}$ for $D_T$ according to $\mathcal{I}_T$
6: Initialize the integrated model $\tilde{M}_T$ with $M_T$ as its base part. Then fine-tune $\tilde{M}_T$ with $D_T$ and $I_{train,T}$
7: Return $M_T$, $\tilde{M}_T$ and $\mathcal{I}_T$

6 Experiments

In this section, experiments are conducted to answer the following questions:
(1) Is ORIC efficient enough for large-scale data? How much memory and time will it take to select the interactions?
(2) Are the estimations accurate and consistent enough to detect the informative interactions?
(3) Is integrating these interactions into the input helpful for existing CTR prediction models in online scenario?
(4) Are the detected interactions comprehensible? Do their meanings make sense for human beings?

6.1 Experimental Settings

We conduct experiments on three public real-world datasets, named Avazu, Criteo and Taobao. The addresses for downloading the datasets and the experimental codes are given in the Appendix.

Avazu: This dataset contains the records of whether a displayed mobile ad is clicked by a user or not. Click-through data of 10 days, ordered chronologically, is provided. And the total number of samples is above 40 million. It has 23 features, all of which are categorical.

Criteo: This is a benchmark dataset for CTR prediction, which consists of a portion of Criteo’s traffic over a period of 7 days. There are 45 million users’ clicking records on displayed ads, and the rows are chronologically ordered. It contains 26 categorical features and 13 numerical features.

Taobao: This is a dataset of click rate prediction about display Ad, which is displayed on the website of Taobao. 1140000 users from the website of Taobao are randomly sampled for 8 days of ad display/click logs to form the original sample skeleton. There are 27 million records in the dataset. It contains 23 categorical features and 1 numerical feature are used for making a prediction.

Some important statistics for these datasets are summarized in Table 1.

6.1.1 Data Preprocessing

Both Avazu and Criteo are processed in the same way as provided in [15], which is also adopted by [16, 17]. We ignore the infrequent categories whose appearance is less than
a threshold, and label them by a single integer “0”, which stands for “others”. The threshold is 5 for Avazu and 10 for Criteo. And a numerical value \( z \) will be transformed to \((\log z)^2\) if \( z > 2 \). As for Taobao, we simply label encode the categorical features and standardize the numerical features.

6.1.2 Baselines

To form a streaming integrated model, a basic prediction model is required. We use a popular CTR prediction model, namely DeepFM, as the basic model. It is worth mentioning that, other CTR prediction models, such as Wide&Deep or xDeepFM, can also serve as the basic model. It is also not necessary for the base part and the interaction part belonging to the same kind of model. But in this paper, both the base part and the interaction part of the streaming integrated model are DeepFM.

We compare the proposed method with two automatic feature interaction methods for CTR prediction, namely AutoInt and DCN.

**DCN:** While keeping the benefits of a DNN model, it introduces a novel cross network that is more efficient in learning certain bounded-degree feature interactions [8].

**AutoInt:** It maps the features into a low-dimensional space, and explicitly models the feature interactions in this low-dimensional space by a multi-head self-attentive neural network with residual connections [15].

Most online recommendation models are aimed at top-N recommendation rather than CTR prediction. So we do not compare ORIC with existing online recommendation models. Instead, two different retraining strategies are adopted to show the effectiveness and efficiency of ORIC:

**Fine-tuning:** This method fine-tune the CTR prediction model only on the newly collected data.

**Retraining-with-reservoir:** This method maintains a reservoir of historical samples. When new data comes, we fine-tune the CTR prediction model on both the reservoir and the newly collected data.

6.1.3 Evaluation Protocols

To simulate real-world online scenario, we split each of the data into 10 parts \( \{D_1, D_2, ..., D_{10}\} \) with equal size based on their temporary information. The first 5 parts \( \{D_1, D_2, ..., D_5\} \) are treated as the “base training set”, which can be used to train an initial model and perform parameter selection. The last 5 parts \( \{D_6, D_7, ..., D_{10}\} \) are used to evaluate the online algorithms, as if one part is newly collected from one new period.

The procedure of hyperparameter selection and model evaluation can be summarized as follows. At first, a base model is pre-trained on \( D_1, ..., D_4 \). Then ORIC with different parameters is fitted on \( D_1, ..., D_4 \), after which a streaming integrated model is built and trained on \( D_4 \). The streaming integrated model is then evaluated and updated on \( D_5 \) according to Algorithm 2. The model with the best parameter is preserved, which will be evaluated and updated on \( D_6, ..., D_{10} \) according to Algorithm 2.

Two common metrics for CTR prediction are adopted to evaluate the models, namely AUC (Area Under ROC) and logloss (cross-entropy). It is noticeable that a small increase of AUC or a slight decrease of logloss at 0.001-level is regarded significant for CTR prediction task, according to existing works [3], [4], [8], [15].

6.1.4 Implementation Details

The structure of all the recommender models are the same as reported in [17]. And we use Adam [45] with learning rate of 0.001 to optimize all deep neural network-based models. We set all embedding sizes to 16, and the batch size is 8192 for all the cases. The training is regularized by early stopping to prevent over-fitting.

For ORIC, we set the number of chains \( M = 10000 \), and the number of frequent patterns \( d_{\text{freq}} = 100 \). In order to control the order of discovered interactions directly, we use the size of the tail node rather than the length as the stop criterion. A chain will stop growing if its tail node contains no more than 4 components. What’s more, according to the reluctant interaction selection principle, one should prefer the lower-order component over a higher-order interaction if all else is equal [29], [42]. We remove the interactions that are less confident than at least one of its constituents from the result. So the number of finally selected interactions may be smaller than \( d_{\text{conf}} \).

The number of confident interactions \( d_{\text{conf}} \) and time decay parameter \( \gamma \) are determined by grid search, where the searching range is \([10, 20, ..., 100]\) for \( d_{\text{conf}} \) and \([0.0, 0.1, ..., 1.0]\) for \( \gamma \). We also introduce another hyperparameter \( \lambda \), which stands for the learning rate after unfreezing the base part if \( \lambda > 0 \) and means the base part will not be unfrozen if \( \lambda = 0 \). The searching range for \( \lambda \) is \([0, 10^{-5}, 10^{-4}, 10^{-3}]\). We first set \( \gamma = 1.0 \) and \( \lambda = 0 \), and test ORIC with different \( d_{\text{conf}} \) on the “base training set”. Fixing \( d_{\text{conf}} \) with the best value, we select the best \( \gamma \). After \( d_{\text{conf}} \) and \( \gamma \) are assigned with the best values, \( \lambda \) is finally determined. The best hyperparameters we found in this paper are listed in Table 2.

The data is preprocessed by Intel(R) Xeon(R) Gold 6148 CPU @2.40GHz, and the deep models are implemented on a single NVIDIA RTX 2080ti GPU card. We adopt the implementation of CTR models in a public repository named DeepCTR.

| Dataset  | \( d_{\text{conf}} \) | \( \gamma \) | \( \lambda \) |
|---------|-----------------|-----------|--------|
| Avazu   | 60              | 0.5       | 10^{-3}|
| Criteo  | 30              | 0.0       | 10^{-5}|
| Taobao  | 50              | 0.4       | 0      |

6.2 Efficiency of ORIC

In this section, we show that ORIC is both time- and memory-efficient by the analysis of its procedure and the experimental results on three datasets.

As can be seen from the procedure of chain generation, the running time is mainly affected by the length and total number of chains as well as the number of categorical features. The number of finally selected interactions \( d_{\text{conf}} \), time decay parameter \( \gamma \) and whether ORIC is previously trained have little influence on the running time. Once the
number of chains $M$ is determined, the running time mainly depends on some statistics of the dataset, e.g. the number of categories and the difference between the frequency of different patterns. The update time on the 10 parts of each dataset is shown in Figure 3a. The average time for updating ORIC is about 40 seconds for Avazu, 2 minutes for Criteo and 8 minutes for Taobao. We can see that the update of ORIC on Taobao is slowest, although the dataset of Taobao is smallest. This is because Taobao contains the most categories and many new patterns are detected when new data comes, which requires much time to calculate the frequency.

The demand for memory comes from two sources. One is to store the parameters of ORIC, the second is to generate the chains. As analyzed in Section 5, only two integers are stored for a pattern. Actually the average size of ORIC model for the benchmark datasets is about 40 KB for Avazu, 300 KB for Criteo and 3 MB for Taobao. The size of ORIC model on each period is shown in Figure 3b. Not surprisingly, it is Taobao that consumes the most space due to its large number of categories. While the size of ORIC on Avazu and Criteo is relatively stable, it increases constantly on Taobao, which indicates that many new patterns are found in every period. Nevertheless, the space for storing ORIC is almost negligible. As for chain generation, the chain is represented by two vectors whose dimension is the number of categorical features. The memory for generating and storing the chains is the same as $2M$ samples. As stated earlier, $M$ is assigned 10,000 in this paper. It is as if there is an additional dataset containing 20,000 samples during chain generation, which is very small compared with the original dataset consisting of tens of millions of samples.

### 6.3 Consistency of ORIC

To demonstrate the consistency of ORIC, we exhibit the evolution of the discovered interactions on the validation set $D_5$. If the detected interactions are exactly the $d_{conf}$ most confident ones, these interactions will be also included in the resulting sets when $d_{conf}$ becomes larger, and the change will be relatively small when $\gamma$ slightly varies. We use Jaccard-index to evaluate the similarity of interactions found by different values of $d_{conf}$ or $\gamma$. The Jaccard-index is defined as

$$J(S, S') = \frac{|S \cap S'|}{|S \cup S'|}.$$  \hspace{1cm} (12)

where $S$ and $S'$ are two sets, and $|\cdot|$ stands for cardinality of the set. The larger Jaccard-index indicates the greater similarity between two sets.

We first fit ORIC with $\gamma = 1.0$ and $d_{conf}$ varying from 10 to 100. Figure 4a exhibits the Jaccard-indices of adjacent $d_{conf}$, where the $y$-axis denotes the Jaccard-index of interactions found with $d_{conf}$ and $(d_{conf} - 10)$. We can see great similarity of detected interactions for close $d_{conf}$. The Jaccard-index of a set of cardinality $d_{conf}$ and a set of cardinality $(d_{conf} - 10)$ is at most $(d_{conf} - 10)/d_{conf}$. In fact, the Jaccard-index in Figure 4a is even larger than the upper bound. This is because among the $d_{conf}$ most confident patterns, some high-order interactions are less confident than its components and dropped in the last. So the number of finally selected interactions are smaller than $d_{conf}$. Actually for $d_{conf} \geq 60$, no new interactions are detected even though we enlarge $d_{conf}$. We check the interactions and ensure that the interactions found with smaller $d_{conf}$ are always contained in the result with larger $d_{conf}$. Since each ORIC is independently built, these results verify the consistency of ORIC.

Fixing $d_{conf}$ with the best value in Table 2, Figure 4b shows the Jaccard-indices between the interactions found by similar $\gamma$, where the $y$-axis denotes the Jaccard-index of interactions found with $\gamma$ and $(\gamma - 0.1)$. The Jaccard-indices are large in general, which verify the consistency of ORIC again. There is a sudden fall when $\gamma = 0.8$ on Criteo, which means the detected interactions are very different for $\gamma = 0.7$ and $\gamma = 0.8$. But for $\gamma = 0.9$ and $\gamma = 1.0$, large Jaccard-index turns up again, which indicates that patterns found by $\gamma = 0.8, 0.9$ and 1.0 are similar. A possible explanation is that there may be many patterns that are only frequent in one or a few periods. They will be selected when $\gamma$ is sufficiently large but abandoned otherwise. Another point is that the interactions vary when the difference of $\gamma$ is large. For example, the Jaccard-indices of interactions found with $\gamma = 0$ and $\gamma = 1$ are 0.533, 0.017 and 0.212 on Avazu, Criteo and Taobao, respectively. This observation indicates the drift of meaningful interactions.

### 6.4 Effectiveness of ORIC

We adopt DeepFM as the base model, while both fine-tuning and retraining-with-reservoir are used as the online updating methods. Each part of the test data is divided
into halves, in which the first half serves as training set and the remaining half is used for validation to prevent overfitting. For fine-tuning, the models are fine-tuned on the training set. As for retraining-with-reservoir, we employ the technique of random sampling proposed in [46], which is also adopted in SPMF [47]. A reservoir \( R \) of size \( 2,000,000 \) is used to maintain some historical data. The \( i \)-th instance in the stream is included with probability \( |R|/i \), and replaces a random instance in reservoir \( R \) if it is included. After the reservoir is built, we retrain the models on the combination of the training set and the reservoir. The results of AutoInt and AutoCross, two CTR prediction models that can automatically learn feature interactions, are also given.

Experimental results on the benchmark datasets are shown in Table 3. As can be seen from the table, the performance of SIM and compared methods verifies that adding interactions found by ORIC and building the integrated model can make a progress. SIM outperforms the other methods in all cases except Avazu with reservoir. The comparison between the basic DeepFM model and SIM shows that the improvement exceeds the desired 0.001 level for Criteo and Taobao dataset, which can be regarded as practically significant.

Despite the encouraging results, it should be noted that adding interactions or building an integrated model may cause overfitting. For Taobao dataset, the loss on training data drops rapidly if we unfreeze the base part and fine-tune the whole SIM, but the loss on validation data or the data in the next period increases. The test result of fine-tuned SIM is usually worse than it of the basic DeepFM model. On the contrary, fine-tuning the whole SIM is beneficial for Avazu and Criteo. Another annoying fact in the online scenario is that the validation set may not represent the future test set well. Actually for Avazu dataset, the loss on validation set will be smaller if we fine-tune the SIM with a smaller learning rate. But the test performance is worse even if the validation loss becomes lower. These observations tell us that although integrating interactions is usually helpful, it should be used with caution.

### 6.5 Interpretability of ORIC

Due to the comprehensibility of association rules, interactions detected by ORIC are highly interpretable. Since Avazu contains non-anonymous features, we can understand the meaning of the interactions. The 10 most confident patterns detected by ORIC in \( D_1 \) are listed in Table 4. To keep notation uncluttered, we only list out the name of features, and omit the specific value for each feature. We can see that most of the patterns found by ORIC are pairwise or higher-order interactions, which reflects the fact that there are indeed many essential interactions between different features. With a more detailed observation, we can find that many interactions have a feature associated with “app” and a feature about “device”, which indicates the relationship between an item and a user.

For \( D_1 \), ORIC is not pre-trained and has no historical records. So the estimated frequency and confidence are supposed to approximate the accurate frequency and confidence in \( D_1 \). The estimated frequency in the negative class \( \hat{p}^{(0)} \), the estimated frequency in the positive class \( \hat{p}^{(1)} \), the estimated confidence \( \hat{q}^{(1)} \) are given in Table 5 where the corresponding accurate values are also exhibited. As can be seen from the table, the estimations are very close to their accurate values, with the numerical order well preserved. This observation partially verifies that ORIC can find the most frequent and confident interactions.

### 7 Conclusion

In this paper, we propose a method to select categorical feature interactions for click-through rate prediction in online
The common patterns among the positive samples are detected by random intersections, then their frequency is estimated by maximum posterior estimation, where the historical estimation could be used as prior knowledge. Then their confidence is calculated by Bayes’ theorem, and the most confident patterns will be finally selected. To make full use of the interactions, we construct a streaming integrated model that consists of two parts. The base part takes the original features as input, while the interaction part is fed with the discovered interactions. Experimental results on three benchmark datasets demonstrate the effectiveness of the proposed interaction detection methods and the integration approach.

One of the opportunities for future work is adopting more advanced time-series model to predict the future frequency and confidence of an interaction, rather than simply estimating their current values by maximum posterior estimation. We are also trying to extend ORIC to numerical features.
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