Detecting temperature fluctuations at equilibrium
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Gibbs and Boltzmann definitions of temperature agree only in the macroscopic limit. The ambiguity in identifying the equilibrium temperature of a finite sized ‘small’ system exchanging energy with a bath is usually understood as a limitation of conventional statistical mechanics. We interpret this ambiguity as resulting from a stochastically fluctuating temperature coupled with the phase space variables giving rise to a broad temperature distribution. With this ansatz, we develop the equilibrium statistics and dynamics of small systems. Numerical evidence using an analytically tractable model shows that the effects of temperature fluctuations can be detected in equilibrium and dynamical properties of the phase space of the small system. Our theory generalizes statistical mechanics to small systems relevant to biophysics and nanotechnology.

**Introduction:** Equilibrium properties of a macroscopic system exchanging energy with a bath can be described by a single intensive parameter, its temperature, with remarkable accuracy; independently of the chemical nature of the bath and system-bath interactions owing to weak coupling between the system and the bath. On the other hand, it is unlikely that a bath couples weakly to a system with small number of degrees of freedom; consequently, small systems including biophysical polymers \(^1\) and nanomagnets \(^2\) show considerable deviations from the traditional statistical mechanical description \(^3\). Mathematically, no inverse temperature \(\beta\) exists such that the exponential canonical ensemble distribution accurately predicts equilibrium properties of a small system solely dependent on its Hamiltonian. Alternatively, Gibbs’ definition of temperature which depends on the *typical* value of energy and the Boltzmann’s definition of temperature which depends on the *mean* value of energy differ substantially from each other in the case of small systems systems \(^4, 5\). Traditionally, this ambiguity is interpreted as an inevitable statistical uncertainty in parameter estimation or a limitation of statistical mechanics \(^4, 6, 9\).

In this communication, instead of treating the ambiguity in identifying a unique temperature as a limitation, we let go of the notion of a unique temperature, especially for small systems. We identify the ambiguity as resulting from a stochastically fluctuating temperature coupled with the phase space variables giving rise to a broad temperature distribution. With this ansatz, we develop the equilibrium statistics and dynamics of small systems. Numerical evidence using an analytically tractable model shows that the effects of temperature fluctuations can be detected in equilibrium and dynamical properties of the phase space of the small system. Our theory generalizes statistical mechanics to small systems relevant to biophysics and nanotechnology.

In Eq. 1,

\[
p_{\text{eq}}(r, \beta) = p_{\text{eq}}(r|\beta) \times p_{\text{eq}}(\beta).
\]

In Eq. 2,

\[
p_{\text{eq}}(r|\beta) = e^{\beta(F(\beta) - H(r))}
\]

is the usual Boltzmann distribution and \(p_{\text{eq}}(\beta)\) needs to be determined. Since there are no conservation laws for temperature, Gibbs’ ensemble picture is inapplicable. We resort to an equally valid alternative. We employ the maximum entropy (maxEnt) framework \(^16, 17\). We maximize the entropy of the joint distribution \(p(r, \beta) = p(r|\beta) \times p(\beta)\) subject to suitable constraints. The entropy of the joint distribution is given by

\[
S[p(r, \beta)] = - \sum_{r, \beta} p(r, \beta) \log p(r, \beta)
\]

\[
= - \sum_{\beta} p(\beta) \log p(\beta) + \sum_{\beta} s(\beta)p(\beta)
\]

where

\[
s(\beta) = - \sum_{r} p(r|\beta) \log p(r|\beta),
\]

\[
p(\beta) = \sum_{r} p(r, \beta)
\]

is the \(r\)-marginal of \(p(r, \beta)\), and \(p(\beta)\) is given by Eq. 2.

When determining \(p_{\text{eq}}(\beta)\) the choice of constraints is important. Since the temperature of the system is not fixed, we choose \(\langle \beta \rangle\) as a constraint. Also, while the entropy of the composite macroscopic system comprising
the system and the surrounding bath is maximized, the entropy of the small system itself not. Consequently, we choose the average entropy \(s(\beta)\) as an additional constraint and maximize \(S[p(\bar{r}, \beta)]\) using Lagrange multipliers. The constraint of average entropy is a common constraint in statistical physics and Bayesian statistics of hyperensembles. See [18, 21] for different motivations behind this choice. After maximization, we find that the equilibrium distribution \(p_{eq}(\beta)\) is estimated by
\[
 p_{eq}(\beta) = \frac{e^{\lambda s(\beta) - \zeta \beta}}{Z(\lambda, \zeta)}
\] (7)

In Eq. 7, \(Z\) is a generalized partition function and \(\lambda\) and \(\zeta\) are Lagrange multipliers that determine the shape of \(p_{eq}(\beta)\). If entropy \(s(\beta)\) is a unitless number, then \(\lambda\) is unitless and \(\zeta\) has the units of \(1/\beta\). The physical interpretation of these Lagrange multipliers will become clearer below.

The joint equilibrium distribution \(p_{eq}(\bar{r}, \beta) = p_{eq}(\bar{r}|\beta) \times p_{eq}(\beta)\) is
\[
p_{eq}(\bar{r}, \beta) = \frac{e^{\beta F(\bar{r}) - \beta H(\bar{r}) + \lambda s(\beta) - \zeta \beta}}{Z(\lambda, \zeta)}
\] (8)

Thus, instead of describing a thermally equilibrated small system with one intensive parameter, its inverse temperature \(\beta\), our framework requires two intensive parameters \(\lambda\) and \(\zeta\) whose meaning will become clear below.

**Connections to traditional statistical mechanics:** Assume that the entropy \(s(\beta)\) is monotonically decreasing in \(\beta\), a reasonable assumption for systems with monotonically increasing density of states. A straightforward calculation shows that the maximum of \(p_{eq}(\beta)\) is situated at \(\beta = \beta_0\) where \(\beta_0\) is such that \(\zeta/\lambda = c(\beta_0)/\beta_0\). Here, \(c(\beta_0)\) is the heat capacity of the system when interacting with an ideal gas at inverse temperature \(\beta_0\).

In the limiting case when \(\lambda \to \infty\) and \(\zeta \to \infty\) such that their ratio is constant, non-negligible contribution to \(p_{eq}(\beta)\) comes only from near \(\beta = \beta_0\) and \(p_{eq}(\beta) \approx \delta(\beta - \beta_0)\) where \(\delta(x)\) is the Dirac Delta function. This is exactly the traditional canonical ensemble picture where the system is assigned the temperature of the surrounding thermal bath. It is clear that the magnitudes of \(\lambda\) and \(\zeta\) dictate the breadth of the \(p_{eq}(\beta)\) distribution and hence the deviation from canonical ensemble. The ratio \(\lambda/\zeta\) dictates the most likely temperature of the system.

**Connection to non-extensive statistical mechanics:** Systems that do not obey the conventional distributions from statistical mechanics are sometimes entertained within a framework called non-extensive statistical mechanics [10]. Though not commonly invoked for small systems at equilibrium, here, we will demonstrate that non-extensive statistical mechanics can be arrived at by marginalization over temperature in a hyperensemble.

Consider a system whose entropy scales as logarithm of temperature, \(s(\beta) = s_0 \log (\beta)\), and the internal energy scales proportional to the temperature, \(U(\beta) = U_0/\beta\), when coupled to a bath of ideal gas particles at inverse temperature \(\beta\). These are excellent assumptions for bound systems where density of states increases monotonically with energy. Examples include ideal gas in a container and a collection of harmonic oscillators. From Eq. 7 we have
\[
 p_{eq}(\beta) = \frac{e^{-\beta\zeta s_0 + \lambda s_0 + 1}}{\Gamma(\lambda s_0 + 1)}
\] (9)

Eq. 22 is a Gamma distribution also known as the generalized \(\chi\)-squared distribution. Interestingly, a gamma distributed inverse temperature is very commonly used in a superstatistical explanation of non-extensive statistics [22]. Marginalizing over gamma distributed inverse temperature in Eq. 1 results in the so called “Tsallis statistics” for the phase space. We have
\[
 p_{eq}(\bar{r}, \beta) = \frac{e^{\beta(U(\beta) - s(\beta)/\beta - \beta H(r) + \lambda s(\beta) - \zeta \beta)}}{Z(\lambda, \zeta)} = \frac{e^{U_0 - \beta(H(r) + \zeta) + (\lambda - 1)s_0 \log(\beta)}}{Z(\lambda, \zeta)}
\] (10)

Integrating over \(\beta\), we have
\[
 p_{eq}(\bar{r}) \propto (1 - \beta_0(q - 1)H(r))^{1/\zeta}.
\] (12)

Eq. 12 is the \(q\)-generalized canonical ensemble distribution in Tsallis statistics where
\[
 q = \frac{s_0 - \lambda}{s_0 - \lambda - 1} \text{ and } \beta_0 = \frac{\lambda - s_0 + 1}{\zeta}.
\] (13)

In the framework of non-extensive statistical mechanics, one arrives at Eq. 12 by maximizing Tsallis’ \(q\) entropy with respect to \(p(\bar{r})\) by constraining an unnatural *escort expectation of energy* [10].

In this work, in contrast to deriving \(p_{eq}(\bar{r})\) by maximizing the non-extensive Tsallis entropy by constraining an unnatural expectation value, we derive it from a superstatistical distribution Eq. 8 and additional assumptions about \(p_{eq}(\beta)\) and system behavior. In our derivation, the gamma distribution \(p_{eq}(\beta)\) arises in a context specific manner i.e., through the logarithmic dependence of the entropy on the inverse temperature and by constraining average inverse temperature. Therefore, starting from the extensive Gibbs-Shannon entropy, maxEnt can act as a predictive framework for constructing non-extensive effective entropies [23] of which the Tsallis entropy is a particular example.

Previously, non-extensive entropies have been criticized from an Occam’s razor point of view [16, 24, 25] when compared to the Gibbs-Shannon entropy. Our work suggests that non-extensive entropies may arise as ‘effective entropies’ when considering extensive entropies in a hyperensemble. Nevertheless, there is a potential loss of information when marginalizing over the temperature \(\beta\) in the hyperensemble that is inherent to constructing these effective entropies. We believe that the
above demonstration argues in favor of the extensive Gibbs-Shannon entropy, albeit in a hyperensemble, even when the observable phase space may show non-extensive behavior.

**Stochastic Dynamics:** For simplicity of notation, let us consider a one dimensional system. The simplest time evolution of the instantaneous distribution \( p(r, \beta; t) \) of the extended phase space that relaxes to a prescribed equilibrium distribution \( p_{eq}(r, \beta) \) can be modeled by an over damped Smoluchowski equation. We have

\[
\frac{\partial p(r, \beta; t)}{\partial t} = -\left( \frac{1}{\gamma_r} \frac{\partial}{\partial r} [f_r \cdot p] + \frac{1}{\gamma_\beta} \frac{\partial}{\partial \beta} [f_\beta \cdot p] \right) + D_r \frac{\partial^2 p}{\partial r^2} + D_\beta \frac{\partial^2 p}{\partial \beta^2} \quad (14)
\]

where the ‘forces’ \( f_r \) and \( f_\beta \) are defined as

\[
f_r = \frac{\partial}{\partial r} \log p_{eq}(r, \beta) \quad \text{and} \quad f_\beta = \frac{\partial}{\partial \beta} \log p_{eq}(r, \beta). \quad (15)
\]

By construction, Eq. (14) will relax to the equilibrium distribution \( p_{eq}(r, \beta) \) if \( D_r = 1/\gamma_r \) and \( D_\beta = 1/\gamma_\beta \). Note that the statistical properties of \( (r(t), \beta(t)) \) can also be estimated by an overdamped Langevin equation (Brownian dynamics) that is equivalent to Eq. (14). The Langevin equation reads

\[
\dot{r} = D_r f_r + \sqrt{2D_r} \eta_r \\
\dot{\beta} = D_\beta f_\beta + \sqrt{2D_\beta} \eta_\beta
\]

(16)

Here, \( \eta_r \) and \( \eta_\beta \) are usual uncorrelated Gaussian random variables with unit variance.

**Linear analysis:** It is instructive to study a linear system before analyzing realistic molecules. Consider a one dimensional harmonic oscillator interacting with a thermal bath. If the deviations from a canonical distribution are negligible, we can treat Eq. (16) in the linear regime by expanding \( f_r \) and \( f_\beta \) to the first order in \( r \) and \( \beta \). In the linear approximation, the joint equilibrium distribution \( p_{eq}(r, \beta) \) will be described by a joint normal distribution. The simplest coupled system of overdamped Langevin equations for \( r(t) \) and \( \beta(t) \) that relaxes to a joint normal distribution is given by

\[
\dot{r} \approx l_{11} r + l_{12} \beta + \eta_r \\
\dot{\beta} \approx l_{21} r + l_{22} \beta + \eta_\beta
\]

(17, 18)

We have assumed that the variables \( r \) and \( \beta \) are appropriately scaled by absorbing the diffusion constants \( D_r \) and \( D_\beta \), \( l_{ij} \) are the scaled linear expansion coefficients of \( f_r \) and \( f_\beta \), and \( \eta_r \) and \( \eta_\beta \) are the usual uncorrelated Gaussian noises. Integrating over \( \beta(t) \) and substituting in \( \dot{r} \), we get

\[
\dot{r} = l_{11} r + l_{12} e^{l_{22} t} \int_0^t ds \cdot l_{11} e^{-l_{22} s} + l_{12} e^{l_{22} t} \int_0^t ds \cdot (l_{12} - l_{11}) e^{-l_{22} s} + \eta_r
\]

(19)

\[
\Rightarrow \dot{r} = (l_{11} + l_{22}) r + (l_{12} - l_{11}) r + \eta_r
\]

(20)

The time derivative of white noise \( \dot{\eta}_r \) is a purple noise which has quadratically increasing power spectrum. The dynamics of temperature fluctuations are governed by the linear terms \( l_{12}, l_{21}, l_{22} \), and the white noise \( \eta_\beta \). These terms also appear in the effective Langevin equation for \( r(t) \). The linear analysis suggests that one can infer the dynamics of \( \beta(t) \) by observing the dynamics of \( r(t) \).

The dynamics of \( r(t) \) is governed by a much richer equation than the usual overdamped Langevin equation. A one dimensional small linear harmonic oscillator exchanging energy with a thermal bath can be modeled by a second order Langevin equation with a combination of white and purple noise. These predictions can be tested by observing dynamical properties of a small colloidal particle trapped in a harmonic well using optical traps.

**A ‘small’ harmonic oscillator:** How do we verify the effects of temperature fluctuations on the phase space of a small system? We resort to realistic molecular dynamics simulations of an analytically tractable system viz. a harmonic oscillator.

Consider a three dimensional dumbell shaped Lennard-Jones harmonic oscillator interacting non-weakly with a bath. Realistic examples include colloidal beads tied to each other by a biopolymer or linear molecules such as CO2. The canonical ensemble distribution for the Harmonic oscillator is given by

\[
p_{eq}(r|\beta) = \frac{4^3 \beta^{3/2} e^{r^2}}{\sqrt{\pi}} \times e^{-\beta r^2} \quad (21)
\]

where \( r \) is the displacement of the oscillator. Without loss of generality, we have assumed that the spring constant of the oscillator is \( k = 2 \). If the system-bath interactions are non-negligible, we expect that the equilibrium phase space distribution of the oscillator will deviate considerably from the Boltzmann distribution.

The entropy of the oscillator scales as \( s(\beta) \sim \log \beta \) and from Eq. (7) we know that the equilibrium distribution \( p_{eq}(\beta) \) will be governed by a Gamma distribution

\[
p_{eq}(\beta) = \frac{e^{-\beta \zeta} \beta^{\lambda+1}}{\Gamma(\lambda+1)}.
\]

(22)

The joint equilibrium distribution \( p_{eq}(r, \beta) = p_{eq}(r|\beta) \times p_{eq}(\beta) \) on the other hand is obtained by multiplying Eq. (21) and Eq. (22)

\[
p_{eq}(r, \beta) = \frac{4\beta^{3/2} \zeta^{\lambda+1} e^{-\beta \zeta} e^{-\beta r^2}}{\sqrt{\pi} \Gamma(\lambda+1)}.
\]

(23)
Integrating over all values of \( \beta \), we obtain the marginal \( r \) distribution

\[
p_{\text{eq}}(r) = \frac{4r^2\zeta^{\lambda+1}\Gamma(\lambda + 1/2) (\zeta + r^2)^{-\lambda - 1/2}}{\sqrt{\pi}\Gamma(\lambda + 1)}.
\]  (24)

Moreover, we can also model the dynamics of the oscillator by the coupled Langevin equation of Eq. 16. From Eq. 23 the “forces” \( f_r \) and \( f_\beta \) are given by

\[
f_r = \frac{2}{r} - 2r\beta \quad \text{and} \quad f_\beta = \frac{3 - 2r^2 - 2\beta\zeta + 2\lambda}{2\beta}.
\]  (25)

Eq. 24 along with Eq. 16 where the forces \( f_r \) and \( f_\beta \) are given by Eq. 25 are our predictions for the Harmonic oscillator regardless of the bath that is interacting with. These predictions can be tested experimentally or in a realistic numerical simulation.

**Numerical validation:** With the aid of MD simulations of a dumbbell shaped Lennard-Jones harmonic oscillator coupled to a bath of water molecules at 300 K (see appendix I for details), we confirmed the numerical superiority of Eq. 24 compared to Eq. 21 and estimated the parameters \( \lambda \approx 2.19 \) and \( \zeta \approx 0.34 \). Fig. 1 shows that Eq. 24 which allows for a broad temperature distribution indeed fits the numerically estimated distribution much better than the usual canonical ensemble distribution of Eq. 21. It is clear that by allowing the inverse temperature to have a broad distribution, the equilibrium properties of the harmonic oscillator interacting with its thermal surroundings are captured correctly.

The dynamics of \( r(t) \) can be predicted using Eq. 14 by studying the equivalent Langevin equation (see appendix II). In Fig. 2 we compare the numerically estimated autocorrelation function

\[
C(\tau) = \langle r(r) r(0) \rangle_{\text{eq}} - \langle r \rangle_{\text{eq}}^2
\]  (26)

from MD simulation (black squares) and the prediction from the 2-d Langevin equation (red). The predictions from an analogous 1-d Langevin equation that relaxes to \( p_{\text{eq}}(r) \) of Eq. 24 are shown in blue. While the dynamics observed in the MD simulation has two time scales resulting in a double exponential decay in the autocorrelation function, the 1-d Langevin equation is only able to capture one effective time scale. On the other hand, the 2-d Langevin equation has two natural time scales governed by \( D_r \) and \( D_\beta \) respectively. The coupled Langevin equation equivalent to Eq. 14 (see appendix II) with \( dt = 5 \times 10^{-8} \) and \( D_\beta \approx 50 \times D_r \) does indeed captures the autocorrelation function while an analogous 1-d equation fails to do so (see appendix II for details of the fit).

In appendix III we show that the theoretical predictions are valid over a range of bath temperatures and system-bath interactions. In this work, we study a system whose canonical ensemble distribution can be analytically computed and the entropy analytically estimated. This allowed us to compute \( p_{\text{eq}}(\beta) \) and \( p_{\text{eq}}(r, \beta) \) analytically. For more realistic systems with multiple degrees of freedom, \( p_{\text{eq}}(r|\beta) \) needs to be estimated numerically along with \( p_{\text{eq}}(\beta) \).

In summary, the mesoscopic harmonic oscillator interacting with a thermal bath of water molecules shows significant deviation from the canonical ensemble description. We can correctly predict both equilibrium and dynamical properties of the oscillator by allowing its temperature to vary as a stochastic variable which is coupled with the phase space variable \( r(t) \).

**Discussion:**

It is known that, at equilibrium, mesoscopic systems have larger fluctuations compared to a macroscopic system. We have argued that these enhanced fluctuations be understood as arising from a dynamically fluctuating temperature.

How do we reconcile a time dependent temperature, a non-equilibrium phenomena *prima facie*, in an equilibrium setting? Even though the temperature is changing, the extended phase space \( \langle \dot{r}(t), \beta(t) \rangle \) is still governed by a detailed-balanced Markov process. It’s an easy calculation to show that the entropy production, as defined in stochastic thermodynamics (27), is indeed zero for the hyperensemble. Nevertheless, there are multiple questions which need resolution. For example, How do we formulate non-equilibrium phenomena in the hyperensemble setting? For example, how do we modify non-equilibrium fluctuation relationships (28) for small systems? We leave this to future work.
C(τ) vs time τ (fs)

FIG. 2. We study the autocorrelation function of the harmonic oscillator interacting with a bath of water molecules. We model the dynamics of the extended phase space (r(t), \dot{r}(t)) using a simple coupled Langevin equation (see appendix II). We find that the 2 dimensional Langevin equation (red line) captures the two time scales inherent to the dynamics of r(t) as observed in MD simulations (black squares). On the other hand, an analogous 1-d Langevin equation can only capture one effective time scale (blue line).

Acknowledgment: We thank Ken Dill, Steve Pressé, Dilip Asthagiri for a critical reading of the manuscript. We thank Sumedh Risbud, Karthik Shekhar, Manas Raach, and Anjor Kanekar for fruitful discussions.

* email: pd2447@columbia.edu

[1] Pohorille, A., C. Jarzynski, and C. Chipot, 2010. Good practices in free-energy calculations. J. Phys. Chem. B 114:10235–10253.
[2] Chamberlin, R. V., J. V. Vermaas, and G. H. Wolf, 2009. Beyond the Boltzmann factor for corrections to scaling in ferromagnetic materials and critical fluids. The European Physical Journal B - Condensed Matter and Complex Systems 71:1–6.
[3] Hill, T. L., 2002. Thermodynamics of small systems. Dover publications, Mineola, New York.
[4] Mandelbrot, B. B., 2008. Temperature Fluctuation: A Well-Defined and Unavoidable Notion. Physics Today 42:71–73.
[5] Dunkel, J., and S. Hilbert, 2013. Consistent thermostatistics forbids negative absolute temperatures. Nature Physics.
[6] Mandelbrot, B., 1962. The role of sufficiency and of estimation in thermodynamics. The Annals of Mathematical Statistics 1021–1038.
[7] Uffink, J., and J. van Lith, 1999. Thermodynamic uncertainty relations. Foundations of physics 29:655–692.
[8] Schrögl, F., 1988. Thermodynamic uncertainty relation. Journal of Physics and Chemistry of Solids 49:679–683.
[9] van Hemmen, J. L., and A. Longtin, 2013. Temperature Fluctuations for a System in Contact with a Heat Bath. Journal of Statistical Physics 153:1132–1142.
[10] Tsallis, C., 1988. Possible generalization of Boltzmann-Gibbs statistics. Journal of Statistical Physics 52:479–487.
[11] Wilk, G., and Z. Włodarczyk, 2000. Interpretation of the nonextensivity parameter q in some applications of Tsallis statistics and Lévy distributions. Physical Review Letters 84:2770.
[12] Dixit, P. D., and D. Asthagiri, 2011. The role of bulk protein in local models of ion-binding to proteins. Comparative study of KcsA, its semi-synthetic analog with a locked-in binding site, and Valinomycin. Biophys. J. 100:1542–1549.
[13] Dixit, P., and D. Asthagiri, 2011. An elastic-network-based local molecular field analysis of zinc finger proteins. J. Phys. Chem. B 115:7374–7382.
[14] Dixit, P., and D. Asthagiri, 2012. Role of Local Metal-Site Interactions and Bulk Protein Restraints in the Thermodynamics of Zinc Binding to a Zinc Finger Protein. Biophys. J. 102:457.
[15] Touchette, H., 2004. Temperature fluctuations and mixtures of equilibrium states in the canonical ensemble. Nonextensive Entropy Interdisciplinary Applications 159–176.
[16] Pressé, S., K. Ghosh, J. Lee, and K. A. Dill, 2013. The principles of Maximum Entropy and Maximum Caliber in statistical physics. Rev. Mod. Phys. 85:1115–1141.
[17] Jaynes, E. T., 1957. Information theory and statistical mechanics I. Phys. Rev. 106:620–630.
[18] Caticha, A., and R. Preuss. 2004. Maximum entropy and Bayesian data analysis: Entropic prior distributions. Phys. Rev. E 70:046127.
[19] Dixit, P. D., 2013. Quantifying Extrinsic Noise in Gene Expression Using the Maximum Entropy Framework. Biophysical Journal 104:2743–2750.
[20] Crooks, G. E., 2008. Beyond Boltzmann-Gibbs statistics: Maximum entropy hyperensembles out-of-equilibrium. Phys. Rev. E 75:041119.
[21] Dixit, P. D., 2013. A maximum entropy thermodynamics for small systems. J. Chem. Phys. 138:184111.
[22] Beck, C., and E. G. D. Cohen, 2003. Superstatistics. Physica A 322:267–275.
[23] Hanel, R., S. Thurner, and M. Gell-Mann, 2011. Generalized entropies and the transformation group of superstatistics. Proceedings of the National Academy of Sciences 108:6390–6394.
[24] Pressé, S., K. Ghosh, J. Lee, and K. A. Dill, 2013. Nonadditive entropies yield probability distributions with biases not warranted by the data. Physical review letters 111:180604.
[25] Peterson, J., P. D. Dixit, and K. A. Dill, 2013. A maximum entropy framework for nonexponential distributions. Proceedings of the National Academy of Sciences 110:20380–20385.
[26] Pressé, S., 2014. Nonadditive entropy maximization is inconsistent with Bayesian updating. Physical Review E 90:052149.
[27] Seifert, U., 2008. Stochastic thermodynamics: principles and perspectives. The European Physical Journal B - Condensed Matter and Complex Systems 64:423–431.
[28] Jarzynski, C., 2013. Equalities and inequalities: irreversibility and the second law of thermodynamics at the nanoscale. In Time, Springer, 145–172.
[29] Jorgensen, W., J. Chandrasekhar, J. D. Madura, R. W. Impey, and M. L. Klein, 1983. Comparison of simple potential functions for simulating liquid water. J. Chem.
APPENDIX I: MD SIMULATIONS

A harmonic dumbbell oscillator consisting of two Lennard-Jones particles was immersed in a bath of 333 TIP3 (29, 30) water molecules. NVT molecular dynamics simulations were run with NAMD (31) at 300K with a box size of 19.12 Å. The CHARMM (32) forcefield was used to describe the interaction between the harmonic oscillator particles and surrounding water molecules. The spring constant for the dumbell was chosen to be $k = 0.25$ kcal/mol Å$^2$, the $\epsilon$ parameter was set at $\epsilon = -20.0$ kcal/mole and the size parameter was set at $r = 1$ Å. The systems were minimized for 2000 steps followed by an equilibration of 1 nanosecond and a production run of 2 nanoseconds. The integration time step was 0.25 femtoseconds and the trajectory was saved every 2.5 femtoseconds.

APPENDIX II: FITTING LANGEVIN DYNAMICS TO DATA

The coupled Langevin equation corresponding to Eq. 14 where the equilibrium distribution $p_{eq}(r, \beta)$ is given by Eq. 22 is given by

$$
\begin{align*}
\left( \frac{r(t + dt)}{\beta(t + dt)} \right) & \approx \left( \frac{r(t)}{\beta(t)} \right) + dt \left( \frac{D_r f_r}{D_\beta f_\beta} \right) \\
& + \sqrt{2} dt \left( \frac{\eta_r \sqrt{D_r}}{\eta_\beta \sqrt{D_\beta}} \right) \quad (27)
\end{align*}
$$

Here, $\eta_r$ and $\eta_\beta$ are uncorrelated Gaussian random variables with unit variance, $dt$ is a small time step, $D_r$ and $D_\beta$ are diffusion coefficients for the phase space coordinate $r$ and the temperature $\beta$.

From the MD simulation, we first estimated the autocorrelation function $C(\tau)$. The Langevin equation can be scaled in time by multiplying the diffusion constants and dividing the time step $dt$ by the same number. In order to ensure smooth integration, we first set the integration time step to a very small value; $dt = 5 \times 10^{-8}$. Every pair $(D_r, D_\beta)$ of diffusion constants predicted an autocorrelation function that had two inherent time scales manifested in a double exponential decay. We manually scanned the $(D_r, D_\beta)$ space to match the MD-autocorrelation function. We found that $D_r = 1$ and $D_\beta = 50$ gave reasonable fits (red curve).

We also wrote down a 1-d Langevin equation analogous to Eq. 27,

$$
\begin{align*}
\frac{r(t + dt)}{\beta(t + dt)} & \approx \frac{r(t)}{\beta(t)} + D_r f_r dt + \sqrt{2D_r dt} \eta_r \\
& \quad (28)
\end{align*}
$$

where $f_r = \frac{d}{dr} \log p_{eq}(r)$ (see Eq. 24). This equation had only one diffusion constant $D_r$. A one dimensional scan of $D_r$ suggested that the autocorrelation function predicted using the 1-d Langevin equation always had a single exponential decay. We found the best fit to the autocorrelation function at $D_r \approx 50$ (blue curve).