FFT based evaluation of microlensing magnification with extended source
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ABSTRACT

The extended source effect on microlensing magnification is non-negligible and must be taken into account for in an analysis of microlensing. However, the evaluation of the extended source magnification is numerically expensive because it includes the two-dimensional integral over source profile. Various studies have developed methods to reduce this integral down to the one-dimensional-integral or integral-free form, which adopt some approximations or depend on the exact form of the source profile, e.g. disk, linear/quadratic limb-darkening profile. In this paper, we develop a new method to evaluate the extended source magnification based on fast Fourier transformation (FFT), which does not adopt any approximations and is applicable to any source profiles. Our implementation of the FFT based method enables the fast evaluation of the extended source magnification as fast as $\sim 1$ msec (CPU time on a laptop) and guarantees an accuracy better than 0.3\%. The FFT based method can be used for the template fitting to a huge data set of light curves from the existing and upcoming surveys.
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1. INTRODUCTION

Microlensing is a gravitational lensing phenomenon, where angular separation between multiple images is too small to resolve, though the magnification of flux as a sum of these images can be detected as a function of time (Einstein 1916; Refsdal 1964; Paczynski 1986). This effect is caused by the gravitational force, and suitable for searching for faint or dark compact objects, e.g. dwarf stars, planets, and (primordial) black holes. There are various existing and ongoing surveys designed for the microlensing search: the Optical Gravitational Lensing Experiment\textsuperscript{1} (OGLE; Udalski et al. 2015), Microlensing Observations Astrophysics\textsuperscript{2} (MACHO; Alcock et al. 1993), Massive Astrophysical Compact Halo Objects\textsuperscript{3} (MOA; Bond et al. 2001), Expérience pour la Recherche d’Objets Sombres\textsuperscript{4} (EROS; Aubourg et al. 1993), Disk Unseen Objects (DUO; Alard et al. 1995), Wise Microlensing Survey (Shvartzvald & Maoz 2012), and Korea Microlensing Telescope Network\textsuperscript{5} (KMTNet Kim et al. 2010). There are studies using other equipment to search for microlensing: primordial black hole studies by Griest et al. (2014) with the public data from NASA Kepler satellite\textsuperscript{6} and by Niikura et al. (2019) with Subaru Hyper Suprime-Cam\textsuperscript{7}. These surveys provide a huge data set and enable high detectability of the microlensing events, while requiring rapid template fittings to the obtained light curves. In the early era of the microlensing surveys, microlensing magnification templates for point source was widely used for fitting. Templates for extended source is becoming standard in the community of the microlensing surveys these days, because the extended source effect causes non negligible effect on microlensing light curves and because it gives us chance to break the degeneracy between lensing parameters enabling tighter constraint on physical parameters, e.g. lens mass. In many cases of the microlensing analyses, disk profile is used and enough at the stage of
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microlensing detection, but more general profiles, like linear limb-darkening profile or quadratic limb-darkening profile, are also used in some surveys or in single event analysis after detection (Yoo et al. 2004).

The evaluation of the extended source magnification is, however, very expensive because it is given by a convolution of the source profile and the point source magnification in two-dimensional plane. Gould (1994) approximated this convolution based on the asymptotic behaviour of the point source magnification at closest lens-source approach to factorize out the extended source effect. Witt & Mao (1994) derived an analytic expression of the extended source magnification with disk profile. The analytic expression is accurate but includes the third kind of elliptic integral which has a singularity point and requires careful evaluation around it. Yoo et al. (2004) generalized the method of Gould (1994) to the linear limb-darkening profile. These methods are convolution-free and hence allow very fast evaluation, while these include the finite systematic error depending on the extended source parameter due to the approximation. Lee et al. (2009) proposed a method to perform the two-dimensional convolution using integration variables on a polar coordinate centering at the lens object to avoid the singularity in the point source magnification. Their method can reduce the two-dimensional integral to a one-dimensional integral for disk profile, while it still includes the two-dimensional integral for more general profile like limb-darkening profile and its evaluation is computationally expensive. Witt & Atrio-Barandela (2019) developed a method to evaluate the extended source magnification by the Taylor series with coefficients depending on the source profile. This method can be generalized to any analytically-given source profile, and achieves 3% accuracy with up to the third order of the Taylor series. These studies provide sufficient accuracy with reasonable evaluation time given the size of data set from current surveys.

In the coming decade, we will expect percent level photometric accuracy with upcoming surveys, like Euclid satellite mission \(^8\), Vera C. Rubin Observatory’s Legacy Survey of Space and Time \(^9\) (LSST; Ivezić et al. 2019) and the Nancy Grace Roman Space Telescope \(^10\) (Spergel et al. 2015, former WFIRST). These upcoming surveys also expect to find a number of microlensing events detected, \(\sim 50,000\) microlensing events by the Nancy Grace Roman Space Telescope for example (Gaudi et al. 2019). Hence, processing the data sets from these upcoming surveys requires the more accurate and faster evaluation method of the extended source magnification.

In this paper, we introduce a method to evaluate the extended source magnification with fast Fourier transformation (FFT). The formalism of this method is exact and does not adopt any approximations. Even in the numerical evaluation, we can achieve sub-percent level precision as fast as or faster than methods by other studies. While we show our method only for widely-used source profiles, our method can be easily applied to any other source profiles, whether it is analytic or numeric profile.

The structure of this paper is as follows. In Section 2, we review the basics of microlensing and introduce the definition of extended source magnification. In Section 3, we describe the formalism of our method to evaluate the extended source magnification based on FFT. In Section 4, we show how the FFT based method works and compare our result to those of other studies. Throughout of this paper, we assume lens object is point like.

2. BASICS OF MICROLENSING

The magnification for a point source is given by Paczynski (1986) as

\[
A_p(u) = \frac{u^2 + 2}{u\sqrt{u^2 + 4}},
\]

Here \(u = u(t)\) is the separation of source and lens objects at time \(t\) in the unit of Einstein angle in the sky plane, and given as

\[
u(t) = \sqrt{u_{\text{min}}^2 + \frac{(t - t_0)^2}{t_E^2}},
\]

where \(u_{\text{min}}\) and \(t_0\) are the lens-source separation and the time at the closest approach, and \(t_E\) is the Einstein time characterizing the time scale of a microlensing event.

---

\(^8\) https://sci.esa.int/web/euclid (Laureijs et al. 2012)
\(^9\) https://www.lsst.org
\(^10\) https://roman.gsfc.nasa.gov
The extended source magnification with a source profile, \( s(u) \), is given by a convolution of the source profile and the point source magnification in Eq. (1) in two-dimensional sky plane,

\[
A_{\text{ext}}(u) = \int \, dx \, A_p(x)s(x + u),
\]

where we introduced two-dimensional vectors, \( x \) and \( u \) (following normalization condition \( u = |u| \)), and a notation \( f(x) = f(x) \) if the function has rotational symmetry, like \( A_p(u) \). We assume in this paper the source profile has rotational symmetry, \( s(u) = s(|u|) \). The source profile is normalized so that \( \int \, dx \, s(x) = 1 \). Note that while the right-hand side of Eq. (3) includes angular dependence of vector \( u \), the extended source magnification on the left-hand side is independent of the angular and hence has rotational symmetry, which can be verified in the FFT based formalism described in Section 3.

Before going to the FFT based formalism, we introduced several source profiles which are widely used in the microlensing or transit experiments. The most simple profile is the disk profile (Gould 1994; Witt & Mao 1994):

\[
s_{\text{disk}}(u) = \frac{1}{\pi \rho^2} \Theta(u - \rho),
\]

where \( \Theta(x) \) is Heaviside step function. \( \rho \) is a parameter to characterize the size of extended source, called extended source parameter, defined by the ratio of the source angle and the Einstein angle: \( \rho \equiv \theta_s/\theta_E \). The real star has the profile darkened toward the limb. One of the most general form of limb-darkening (LD) profile is (Giménez 2006)

\[
s_{\text{LD}}(u) = \frac{1}{N} \left[ s_{\text{disk}}(u) - \sum_{n=1}^\infty u_{\lambda,n} s_n(u) \right]
\]

\[
s_n(u) = \frac{1 + n/2}{\pi \rho^2} \left( 1 - \frac{u^2}{\rho^2} \right)^{n/2} \Theta(u - \rho),
\]

where \( u_{\lambda,i} \) are the coefficients depending on the wave length to observe, and \( N = 1 - \sum_n u_{\lambda,n} \) is the normalization. The summation of the above equation is truncated at some order depending on the required accuracy. The first and second terms in the summation, \( s_1(u) \) and \( s_2(u) \), are widely used in practice, and called as linear limb-darkening and quadratic (or parabolic) limb-darkening (Yoo et al. 2004; Witt & Atrio-Barandela 2019).

3. FORMALISM OF FFT BASED METHOD

We first consider the Fourier counterpart of a function which has rotational symmetry, \( f(x) = f(x) \). It also has rotational symmetry and expressed by the zero-th order Hankel transformation of \( f(x) \) as

\[
\hat{f}(k) \equiv \int \, dx \, f(x) e^{i x \cdot k} = 2\pi J_0(kx) = 2\pi \mathcal{H}[f(x)](k).
\]

The Hankel transformation of a given function can be evaluated fast by using FFTLog, a FFT on an equally spaced logarithmic grid (Hamilton 2000). A single evaluation of the Hankel transformation requires two FFTs (one FFT and one inverse FFT). We have three Hankel transformations in Eq. (10), and hence one evaluation of the extended source
magmification includes six FFTs in total. FFT requires computational time of order $O(n \log n)$ which is much faster than the two-dimensional integral of order $O(n \times n^2)$, where $n$ is the number of points on a grid on $u$ we evaluate the magnification.

There are four points to note. First is that we have to remove a trivial contribution from magnifications for numerical evaluation. Microlensing magnifications always behave $A \to 1$ at $u \to \infty$, which makes the Fourier counterpart of magnification diverge numerically. In order to get rid of the divergence, we first separate out the contribution as $A_p(u) = (A_p(u) - 1) + 1$ and notice that a convolution of the second term and the source profile always gives a trivial contribution: $\int d \mathbf{x} \, 1 \times s(\mathbf{x} + u) = 1$. Hence, instead of Eq. (10) we numerically evaluate

$$A_{ext}(u) - 1 = \frac{1}{2\pi} \mathcal{H} \left[ \hat{A}_{p-1}(k) \hat{s}(k) \right](u).$$

(11)

Here $\hat{A}_{p-1}(k)$ stands for the Hankel transformation of $A_p(u) - 1$.

The second point is that the numerical evaluation of Eq. (11) by FFT fails when $\rho \to 0$. This can be understood as follows. When $\rho \to 0$, behaviour of the extended source magnification is almost the same as that of the point source magnification, which scales $A_p \sim 1/u$ at $u \to 0$. Hence, to obtain the extended source magnification, increasing high-$k$ modes need to be included in Eq. (11), which cannot be covered by a finite range of a FFT grid. However, we can still utilize the FFT expression for the case where $\rho \ll 1$ and $u \lesssim \rho$. Since the dominant contribution comes from high-$k$ mode around $k \sim 2\pi/\rho$, we can use an asymptotic form of $A_{p-1}(k) \sim 1/k$.

$$A_{ext}(u) - 1 \sim \frac{1}{2\pi} \int_0^\infty dkk^{-1} \hat{s}(k)J_0(ku)$$

$$= \frac{1}{\rho^2\pi} \int_0^\infty dx \hat{s} \left( \frac{x}{\rho} \right) J_0 \left( \frac{x}{\rho} u \right) \equiv \frac{1}{\rho} A_{ext0}(u/\rho).$$

(12)

(13)

Here, because the source profile function depends on $u$ and $\rho$ through $u/\rho$, the function $A_{ext0}(x)$ is also a function of $u/\rho$. This enables pre-computation of $A_{ext0}(x)$ once the source profile type is given without specifying the value of extended source parameter. This formulation does not require any assumption of the source profile type, and hence is applicable to any source profiles. For $\rho \ll 1$ and $u \gg \rho$, we can use an asymptotic behavior, $A_{ext}(u) \sim A_p(u)$.

The third point to note is that we can obtain analytic expressions for source profiles introduced in Section 2. The Fourier counterparts of the disk profile and the terms of limb-darkening profile defined in Eq. (6) are given as

$$\tilde{s}_{disk}(k) = 2J_1(\rho k)$$

$$\tilde{s}_n(k) = \frac{\nu 2^{\nu-1}(\rho k)^\nu}{(\rho k)^\nu} J_\nu(\rho k), \quad \nu = 1 + \frac{n}{2}$$

(14)

(15)

These analytic expressions are useful to reduce the number of FFT calls to compute Eq. (11) and to obtain numerically stable evaluations.

The last point is about the extended source magnification at $u = 0$. Since our method performs FFT on the equally spaced logarithmic grid, it cannot evaluate $A_{ext}(u = 0)$. However, $A_{ext}(u = 0)$ requires only one evaluation and we can directly evaluate it with low computational cost by

$$A_{ext}(u = 0) = \int_0^\rho dx \, xA(x)s(x).$$

(16)

For the disk and LD profiles, analytic solutions are available, some of which are given by

$$A_{ext}(u = 0) = \begin{cases} \sqrt{\rho^2 + 4} \rho^2 \sqrt{\rho^2 + 4 - \rho^2} E(-\rho^2/4 - (\rho^2 + 4)K(-\rho^2/4)} & \text{(disk)} \\ \rho(\rho^2 + 2)\sqrt{\rho^2 + 4 - 8\arcsinh(\rho/2)} & \text{(linear LD)} \\ \rho^2(\rho^2 + 2) \sqrt{\rho^2 + 4 - 8\arcsinh(\rho/2)} & \text{(quadratic LD)} \end{cases}$$

(17)

where $K(x)$ and $E(x)$ are the complete elliptic integrals of the first and second kind.
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Figure 1. Fourier counterparts of magnifications. Black line shows Fourier counterpart of point source magnification, $k^2 \tilde{A}_{p-1}(k)$, which has asymptotic form of $\sim k^2$ at $k \ll 1$ and $\sim k$ at $k \gg 1$. The colored lines show the Fourier counterparts of the extended source magnifications for different source profile types, $k^2 \tilde{A}_{p-1}(k)\tilde{s}(k)$, for disk, linear LD, and parabolic/quadratic LD profiles. The extended source parameter is fixed, $\rho = 1$, for all the source profiles. The vertical dashed line shows the typical source size scale $k_\rho = 2\pi/\rho$, beyond which the Fourier modes are dumped reflecting flattened magnification by extended source effect. Note that extended source Fourier counterparts include additional dumping factor of $\exp[-(k/50k_\rho)^2]$ to filter out the sparsely sampled (noisy) high-$k$ modes.

In an actual observation, our observable is the total number of photons during a finite exposure time, so the light curve is averaged over the finite exposure time. The magnification with the finite exposure time, $\Delta t$, is given by

$$\tilde{A}(t) = \frac{1}{\Delta t} \int_{-\Delta t/2}^{\Delta t/2} dt' A(t + t').$$  \hspace{1cm} (18)

Applying one-dimensional Fourier transformation to Eq. (18), we obtain

$$\tilde{A}(t) = \int df \tilde{A}(f) \frac{\sin(f\Delta t/2)}{f\Delta t/2} e^{ift},$$  \hspace{1cm} (19)

where Fourier counterpart is given by

$$\tilde{A}(f) = \int dt \ A(t)e^{-ift}. $$  \hspace{1cm} (20)

Eqs. (19) and (20) can be evaluated fast by using FFT on a linearly spaced grid.

4. RESULT

We implement the FFT based magnification in python using FFTLog developed by Fang et al. (2020) \(^{11}\). Using FFTLog, the Hankel transformation of a given function is performed on an equally spaced logarithmic grid defined by user. We use a FFT grid of $u_i = 10^{-6+9i/N}$ where $i = 0, \cdots, N - 1$ and $N = 1024$. We use Eq. (11) for $\rho < 10^{-4}$, Eq. (13) for $\rho \geq 10^{-4}$ and $u < 10\rho$, and Eq. (1) for $\rho < 10^{-4}$ and $u \geq 10\rho$. Once the extended source magnification is evaluated on the FFT grid, we interpolate it to obtain the magnification on the desired $u$.

Fig. 1 shows the Fourier counterparts of magnifications. The extended source Fourier counterparts with disk, linear limb-darkening and quadratic limb-darkening are shown, and the extended source parameter is fixed, $\rho = 1$. The Fourier counterpart of the point source magnification has the asymptotic form of $k^2 \tilde{A}_{p-1} \sim k^2$ at $k \ll 1$ and $\sim k$ at $k \gg 1$. The former asymptotic behaviour is derived as

$$k^2 \tilde{A}_{p-1}(k) = 2\pi \int dx \ x J_0(x)[A_p(x/k) - 1] \sim 2\pi \int dx \ x J_0(x) \frac{2k^2}{x^2 + 4k^2} \propto k^2 \quad (k \ll 1). $$  \hspace{1cm} (21)

\(^{11}\) We use a python code available at https://github.com/xfangcosmo/FFTLog-and-beyond by Xiao Fang.
The latter asymptotic behaviour is due to the asymptotic behaviour of $A_p(u) - 1 \sim u^{-1}$ at $u \ll 1$, which enables the evaluation for small $\rho$ as described around Eq. (13). The Fourier counterpart of the extended source magnification is given by a product of those of the point source magnification and the source profile, $k^2 \tilde{A}_{p-1}(k) \tilde{s}(k)$. Since the extended source effect flattens the point source magnifications within a typical radius $u \lesssim \rho$, high-$k$ modes of the extended source Fourier counterpart is dumped beyond the corresponding scale $k_p \sim 2\pi/\rho$. As $\rho$ becomes smaller, $k_p$ becomes larger and more high-$k$ modes contribute and the extended source magnification approaches to that of point source magnification for any profile at $k \to 0$. Since high-$k$ modes are noisy due to the sparse sampling on FFT grid, we multiply a exponential dumping factor, $\exp[-(k/50k_p)^2]$, to the Fourier counterpart of the extended source magnification.

Fig. 2 shows the residual of the evaluation by the FFT based method developed in this paper, for the different source sizes and for the different source profiles. The reference magnification is evaluated by directly performing the two-dimensional integration of Eq. 3, using the integration routine `scipy.integrate.quad` twice. Since the extended source effect is significant in $u \lesssim \rho$ region, we normalize $u$ with $\rho$ in the x-axes. We can see that the FFT based method achieves accuracy better than 0.3% over the plot scales for every source size and every profile. The implementation

Figure 2. The residuals of magnification evaluation by the FFT based method. The reference magnification is the direct evaluation of Eq. (3). From the left to right panels, results for disk, linear LD and quadratic LD profiles are shown. The different colors shows the different extended source parameters as indicated in the legend on the leftmost panel. The x-axes are normalized by the extended source parameter $\rho$.

Figure 3. The residuals of magnification evaluation by the FFT based method in two parameter space, ($u/\rho, \rho$). The reference magnification is the direct evaluation of Eq. (3). The different panels shows for the different profiles. The x-axes are normalized by $\rho$. In the region of $\rho < 10^{-4}$, the behaviour of residual is different from $\rho > 10^{-4}$, because we use Eqs. (13) and (1) for $u < 10\rho$ and $u \geq 10\rho$ respectively.
for small $\rho$ described around Eq. (13) also achieves 0.2% accuracy, as shown by result for $\rho = 10^{-5}$. Note that the accuracy is better for higher order of LD profile. This is because the higher order profile decreases faster at $k > k_\rho$ as shown in Fig. 1, and high-$k$ modes contribute relatively less. Fig. 3 shows more comprehensive plot of residual in the two parameter space, $(u/\rho, \rho)$.

Up to now, we only focus on disk, linear limb-darkening and quadratic limb-darkening profiles, for which analytic expressions of the Fourier counterparts are available. In Fig. 4, we demonstrate that the FFT based method is applicable even when the analytic expression of the Fourier counterpart for the extended source profile is unavailable. We take as an example the logarithmic profile proposed by Klinglesmith & Sobieski (1970), $s(u) \propto \sqrt{1-u^2/\rho^2} \log \sqrt{1-u^2/\rho^2}$, which fits early-type star profile on the top of disk and linear limb-darkening profile.\footnote{To be precise, an analytic expression of the Fourier counterpart is available for the logarithmic profile. It, however, includes derivative of Bessel function with respect to order, which requires additional caution for the numerical evaluation, and hence we take it as an example of cases for which the analytic expression of the Fourier counterpart is unavailable.}

We numerically evaluate the Fourier counterpart of the logarithmic source profile with Eq. (8) by FFTLog. Fig. 4 shows that the FFT based method

Figure 4. A demonstration of the FFT based method for a source profile for which analytic expression of the Fourier counterpart is unavailable. The left panel shows the logarithmic source profile with $\rho = 0.1$, and the right panel shows the residual of the FFT based method.

Figure 5. The performance of the FFT based evaluation of the exposure time averaged magnification. Here, lensing parameters are $(t_0, t_E, u_{\text{min}}, \rho, \Delta t) = (10 \text{ sec}, 100 \text{ sec}, 0.1, 0.1, 100 \text{ sec})$. The exact reference magnification is evaluated by \texttt{scipy.integrate.quad} function. The time on x-axis is normalized by the Einstein time, $t_E$.\footnote{To be precise, an analytic expression of the Fourier counterpart is available for the logarithmic profile. It, however, includes derivative of Bessel function with respect to order, which requires additional caution for the numerical evaluation, and hence we take it as an example of cases for which the analytic expression of the Fourier counterpart is unavailable.}
Figure 6. Comparison of accuracies with other studies. Different panels show the comparison of precision for different extended source parameters, $\rho = 10^{-1}, 1$ and $10$. Profile type is fixed to linear limb-darkening. The lines with different colors show methods of this paper and other studies (see the main text for detail). X-axes are normalized by $\rho$.

works with accuracy better than 0.5%, meaning that the FFT based is useful even when the analytic expression of the Fourier counterpart for the source profile is unavailable, e.g. the source profile calibrated by simulation (Orosz & Hauschildt 2000).

In Fig. 5, we show the performance of the FFT based evaluation of the exposure time averaged magnification discussed in Section 3. Here we use $n = 2048$ grid on time. As in the previous two sections, exact reference magnification is evaluated by scipy.integrate.quad function. With our choice of time grid, the FFT based method achieves accuracy better than 0.3%.

Fig. 6 shows comparison of accuracies between methods developed in this paper and other studies for the different extended source parameter, $\rho$. We only compare the results for the linear limb-darkening profile, for which all the methods are developed. The method by Lee et al. (2009) computes the convolution in Eq. (3) with integration variables on polar coordinate centering the lens object to avoid numerical instability of Eq. (1) at $u = 0$. The method includes the two-dimensional integral for the general profile and can be reduced to one-dimensional integral only for disk profile. Here we implement the method with $200 \times 200$ grid on the polar coordinate, $(\tilde{u}, \theta)$ (see Eq. (13) of Lee et al. (2009) for detail). Witt & Attrio-Barandela (2019) derived analytic approximations using the Taylor expansion of Eq. (1). The accuracy of the method becomes worse when $u, \rho \lesssim 1$ because of the Taylor expansion, and hence they uses the analytic result of the extended source magnification with disk profile (Witt & Mao 1994) at $u > 3\rho$. Gould (1994) derived a method which factorizes out the extended source effect for disk profile. Yoo et al. (2004) generalized the method to compute for the linear limb-darkening profile. From the comparison plot, we can see that the FFT based method developed in this paper works an order of magnitude better than other methods.

As described in the beginning of this section, the FFT based method evaluates the extended source magnification on a fixed FFT grid and interpolate it to desired $u$ points. Hence the computational time does not scales with the number of the desired $u$ points. The FFT based method developed in this paper takes $\sim 1.4$ msec (CPU time on a laptop) to compute the extended source magnification for genarb limb-darkening profile. This computational time can be compared to those of other methods\footnote{I implemented the methods by other studies in python except for method by Lee et al. (2009). I implemented the method by Lee et al. (2009) in C because it includes two for loops over the two integration variables and slow if implemented in python.}: $\sim 830$ msec with method by Lee et al. (2009), $\sim 93$ msec with method by Witt & Attrio-Barandela (2019), and $\sim 2.8$ msec with method by Gould (1994) and Yoo et al. (2004). We also note that the FFT based method for the exposure time averaged magnification is also as fast as $\sim 1.0$ msec.

5. CONCLUSION

We developed a new method which evaluates the microlensing magnification with the extended source and the exposure time fast and accurately based on FFT. The FFT based method performs the Hankel transformations to compute convolution of the point source magnification and the source profile, and performs usual FFT to compute the exposure time averaged magnification. Our method achieves 0.3% accuracy everywhere in the parameter space, $(u, \rho)$, which is much better than the methods developed by the other studies. The FFT based method takes only 3 msec,
which is as fast as the method by Gould (1994); Yoo et al. (2004) and faster than any other studies. The FFT based method is applicable even when analytic expression of the Fourier counterpart for the source profile is unavailable, and hence easy to evaluate the magnification with any source profiles. Codes are available on github repository at https://github.com/git-sunao/fft-extended-source.
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