Spectroscopic data de-noising via training-set-free deep learning method
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De-noising plays a crucial role in the post-processing of spectra. Machine learning-based methods show good performance in extracting intrinsic information from noisy data, but often require a high-quality training set that is typically inaccessible in real experimental measurements. Here, using spectra in angle-resolved photoemission spectroscopy (ARPES) as an example, we develop a de-noising method for extracting intrinsic spectral information without the need for a training set. This is possible as our method leverages the self-correlation information of the spectra themselves. It preserves the intrinsic energy band features and thus facilitates further analysis and processing. Moreover, since our method is not limited by specific properties of the training set compared to previous ones, it may well be extended to other fields and application scenarios where obtaining high-quality multidimensional training data is challenging.

I. INTRODUCTION

Recent developments of experimental techniques in physics research have facilitated the generation of large amounts of high-resolution, high-dimension, and high-complexity data. As a result, one may often need to analyze and process two or even three-dimensional spectra, such as in angle-resolved photoemission spectroscopy (ARPES) [1–3], scanning tunneling microscopy (STM) [4, 5], inelastic neutron scattering (INS) [6], resonant inelastic x-ray scattering (RIXS) [7], and momentum-resolved photoemission electron microscopy (k-PEEM) [3, 8]. The enhanced resolution of these spectra enables the identification of fine-grained structures that may lead to the discovery of new phenomena.

In spectroscopic experiments, high-quality data are of critical importance for extracting important detailed information. But a good signal-to-noise ratio (SNR) level often requires a long spectrum acquisition time, which is difficult to achieve in many situations. For instance, the time of ARPES measurement is typically limited because of the shortage of synchrotron light resources or the aging of sample surfaces due to the adsorption of remaining gas molecules. Although a shorter acquisition time might be achieved by increasing the light intensity or changing the analyzer settings, it also reduces the resolution and brings up a series of other problems, such as space charge effects [9, 10], detector non-linearity effects [11, 12], or photo-induced sample damage [13–15]. Therefore, post-processing such as de-noising is usually necessary for analyzing high-dimensional spectra with low SNR levels.

At present, noise reduction processing for spectroscopic data is mostly based on mathematical methods such as Gaussian smoothing and Fourier transform filtering. These methods are often not very effective and may lose certain intrinsic information due to over-processing. Recently, machine learning and deep learning methods based on convolutional neural networks (CNN) have been rapidly developed for spectra processing to achieve super-resolution [16] and de-noising [17], or solving more general condensed-matter-physics problems [18, 19]. However, all the existing de-noising methods require a sufficiently large training set, or it may easily work outside the training domain and lose robustness in practice [20]. We may refer to this phenomenon as hallucination, which has been reported in the medical image processing [21]. For image, it has been shown that using self-correlation may avoid the training set with the noisy image as the sole input [22, 23].

In this work, we point out that spectroscopic data in condensed matter physics are also self-correlated and may well be treated by applying similar techniques in image processing. We demonstrate that the training-set-free de-noising method also performs well for ARPES spectra to extract intrinsic information with the help of deep learning. Compared with previous deep-learning-based de-noising methods, our proposed method avoids the collection of training sets and has higher adaptability and flexibility. It may thus be applied to more general scenarios where a good training set is hard to obtain.

II. METHODS

We consider a noisy ARPES image whose x- and y-axes denote momentum and energy, respectively. Our method is based on the decomposition of the image into two parts: a correlated part containing the desired spectral information and a noise part which is presumably less correlated with ground-truth spectra. Such decomposition is reasonable for representing the noisy ARPES image in which nearby columns and rows are highly correlated while the distribution of noise is somewhat diverse.
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FIG. 1: A schematic plot of the parameterization and encoder-decoder framework. The clean spectra and the noise are parameterized by two independent neural networks. The clean spectra is parameterized by the encoder-decoder network, while the noise is parameterized by a small network. The encoder receives input and maps it to the latent space, while the decoder maps the latent space back to the input space. These two neural networks first guess a superposition of clean spectrum and noise via forward propagation, and then the parameters of the neural network are updated with respect to the loss function through backpropagation (BP). Both the encoder and decoder are convolutional neural networks (CNNs) containing five convolutional layers, and the noise network is introduced in the main text.

Mathematically, let $I \in \mathbb{R}^{m \times n}$ be the noisy ARPES image, where $m$ and $n$ are the number of discretized energy and momentum, respectively. We aim to find a decomposition that takes the form:

$$I = A + E,$$

where $A$ is the desired clean ARPES image and $E$ denotes the noise.

a. Neural Network and Convolutional Neural Network  We use neural networks to achieve the clean image $A$ and the noise $E$. An general $L$-layer neural network is a composition of $L$ non-linear mapping and can be seen as a function of the form:

$$F(x) = f^L \circ f^{L-1} \circ \cdots \circ f^1(x),$$

where $x$ is any given input and $f$ represents an individual layer composed of two maps: a linear mapping and a usually element-wise non-linear function to enhance the nonlinearity.

The convolutional neural network (CNN) is a special architecture enabling the explicit modelling of local correlation by utilizing convolutional layers, where the linear feature mapping is no longer a general matrix multiplication but a convolution operation between the input single and a convolution kernel. For example, for the $l$-th convolution layer, it has the form:

$$f^l(x) = \phi(w \ast x + b),$$

where the input signal $x$ is assumed to be 1D for simplicity, the weight $w$ is called the convolution kernel and $b$ denotes the bias. To deal with 2D or 3D spectra, it is necessary to replace the 1D convolution by 2D or 3D ones. $\phi(.)$ is an element-wise function and stands for the activation function. It is usually chosen to be the Leaky Rectified Linear Unit (Leaky ReLU), which takes the form:

$$\phi(x) = \begin{cases} x & x > 0 \\ \alpha x & x \leq 0 \end{cases}$$

where $\alpha \geq 0$ is a small constant. If $\alpha = 0$, the Leaky ReLU function reduces to another commonly used function called Rectified Linear Unit (ReLU).

The feature size can be reduced by introducing downsampling layer, and two common techniques are widely applied. One is max-pooling, which is done by applying a max filter to non-overlapping sub-regions of the feature, and the other is strided convolution, which can be done by changing the stride in convolution operation.
b. Parameterization by deep neural network  A natural question is how to find a correct parameterization scheme for the clean image $A$ and the noise $E$. Fortunately, recent advances in deep learning suggest that deep neural networks are capable of achieving great success [24, 25] in modelling correlated data like images and languages. Especially, convolutional neural networks can enforce structural and correlated priors. Motivated by these successful practices, we parameterize the correlated part $A$ as the output of a deep neural network using the encoder-decoder framework. This architecture is practical for modelling such data [26]. A schematic diagram of the encoder-decoder framework is shown in 1, which contains two symmetric networks: the encoder and the decoder. The encoder network has five convolutional layers to model the local connection and map the input image to the latent space. The decoder network contains five deconvolutional layers, but plays the opposite role and maps the data from the latent space to the input space.

The parameterization of the noise $E$ is less obvious. We assume that the noise is sparse providing that not all pixels of the noisy ARPES image are heavily corrupted. Following the recent advances in non-convex optimization [27], any sparse vector $e$ may be parameterized as $g \circ g - h \circ h$ where $g, h$ are two vectors and $\circ$ denotes their element-wise product.

Taken together, for a given noisy ARPES image $I$, we need to minimize the following loss function:

$$\mathcal{L} = \| A_\theta + g \circ g - h \circ h - I \|^2_2,$$  \hspace{1cm} (5)

where $\| . \|^2_2$ denotes the $\ell^2$ norm $[31]$, $A_\theta$ is the desired de-noised spectra flattened as a vector, $\theta$ is the collection of parameters of the neural network, and $g, h$ represent the sparse noise $E$.

c. Optimization  As illustrated in Fig. 1, it is necessary to iterate many times for the neural network to find the proper parameters. In each iteration, the neural network first gets the input and guesses both the clean spectral image and the noise, whose quality is then evaluated by the loss function given in eq. (5). The parameters are then updated for the next iteration according to the loss function. This may be called the training process. The input can be somewhat arbitrary, and the only requirement might be the reflection of self-correlation. We choose the input following the practice reported in [23]. However, the input cannot be the original noisy data. Otherwise, the global minimum of the loss function (5), which is zero, would be achieved at $g = h = 0$, so the neural network learns nothing but the identity map. This is different from other algorithms which can have access to the ground-truth high-quality data, where the neural network is trained to fit the noiseless high-quality spectra. By contrast, we only have the noisy spectra and train the neural network to fit the noisy spectra of lower quality. In practice, we can also choose other kind of inputs. After training, the neural network can output both the desired clean spectra and the noise.

All parameters are trained via stochastic gradient descent (SGD) with discrepant learning rates: $\eta_a = 1$ for the encoder-decoder network and $\eta_e = 2500$ for the noise. The discrepant learning rate $\eta_e$ plays a crucial role in the performance of our algorithm, which will be discussed later. Our method is implemented by Pytorch [28] and more details are given in Appendix A2.

III. APPLICATIONS

A. Two-dimensional data

As an example, we apply our method to the ARPES spectra of Bi2212 along the nodal cut. The intensity plots of the original data and those after de-noising using different methods are compared in Fig. 2(a), where we compare our method with both Gaussian smoothing and the training-set based deep learning method with the same training set as proposed in [17]. The original data contain a high level of noise due to a short acquisition time. Moderate Gaussian smoothing can only attenuate part of the high-frequency noise. As a result, the overall spectra remain not so smooth, but further increasing the number of smoothing operations will blur the spectra, smear out the band features, and lose some fine details. Therefore, the Gaussian smoothing method is not effective for removing sparse noise. By contrast, both deep learning methods, whether a training set is required [17] or not, can both perform well. The noise can be successfully removed from the spectra while preserving the dispersive features of the energy bands. Our training-set-free method achieves comparable results as the training-set-based deep learning algorithms. Moreover, because of the good performance, the diverse and weak correlation assumption is found to be no longer a bottleneck of our method in this application.

The second derivative of the data is plotted in Fig. 2(b) for better visualization of the band structures, which is often used in ARPES experiments. Again, the quality of the energy band dispersion is neither very clean nor smooth in the original spectra Fig. 2(b-i), and the Gaussian smoothing method shows no significant improvement either. By contrast, the second derivative of our de-noised data exhibits very clear and smooth band dispersions, in particular the well-known 70 meV kink and superlattice feature, which are not such clearly resolved in the noisy raw data. Since the second derivative is very sensitive to noise, removing the noise has a great impact on the performance. Therefore, better de-noising is very helpful for a clear visualization of the energy bands, which demonstrates the usefulness of deep-learning-based de-noising methods for post-processing.

Fig. 2(c) further shows the momentum distribution curves (MDCs) of the spectra for a more intuitive presentation of the performance of our de-noising method. The raw data presented in Fig. 2(c-i) are so noisy that the peak shape can barely be identified. The Gaussian
smoothing can only remove the high-frequency noise but retains the low-frequency noise in the MDCs. As shown in Fig. 2(c-ii), the curves are still noisy. More seriously, as the number of smoothing increases, the peak width also increases, thus losing the intrinsic information of the energy bands and causing difficulties for further quantitative analyses such as self-energy extraction. By contrast, the de-noised results by the deep-learning method in Fig. 2(c-iii) and Fig. 2(c-iv) are very smooth, and the intrinsic features of the band structures are well preserved, including the peak position and width. More examples are given in Appendix A1 that confirm the robustness of our method.

B. Three-dimensional data

For ARPES in condensed matter physics, three-dimensional data are crucial and more informative for studying the Fermi surface properties. However, previous deep learning-based de-noising methods cannot handle such three-dimensional data well because they require a large amount of expensive high-quality training data. By contrast, our training-set-free method only relies on the self-correlation of three-dimensional spectra themselves to remove the noise and can be easily extended to the three-dimensional case. Fig. 3 shows a typical three-dimensional intensity plot of the FeSe/SrTiO$_3$ thin film. Both band dispersion and the isoenergetic con-
tour are clearer and smoother after the de-noising process. Thus, applying our method can indeed de-noise the three-dimensional data and enhance their SNR levels. We therefore expect that it may greatly reduce the measurement time, which is of particular importance in higher-dimensional experiments.

IV. DISCUSSION

There are two key parameters in our algorithm: the noise learning rate \( \eta_e \) and the number of iteration steps. In this section, we discuss the influence of the noise learning rate \( \eta_e \) and the training dynamics during the iterations.

A. Effect of the learning rate

The noise learning rate \( \eta_e \) determines the smoothness of the de-noised ARPES image and the density of the recognized noise. It can be seen in Fig. 4(a) that the de-noised images are rough for relatively lower learning rates \( (\eta_e = 500, 1000) \) and become very smooth at a high rate of 2500. The predicted noise in Fig. 4(b) is also rather sensitive to the value of \( \eta_e \). It is almost zero at every pixel but becomes denser with increasing learning rate. Hence, a low noise learning rate creates a rough de-noised image and uniform noise around zero, while a high learning rate results in a smooth and clean spectral image but with a dense and non-uniform noise of large magnitude. These suggest a subtle trade-off mechanism.

Hence, a low noise learning rate creates a rough de-noised image and uniform noise around zero, while a high learning rate results in a smooth and clean spectral image but with a dense and non-uniform noise of large magnitude. These suggest a subtle trade-off mechanism. As shown in the right panel of Fig. 4(a) and Fig. 4(b) for \( \eta_e = 9500 \), the resulting energy bands are over-smoothed and the predicted noise contains too much information about the intrinsic energy bands. Moreover, the MDCs illustrated in Fig. 4(c) also indicate that this ultra large \( \eta_e \) leads to a result with undesirable peak width and position. Clearly, a proper value of the learning rate should be chosen in order to obtain a clean spectra and at the same time avoid over-smoothing.

We note that as shown in Fig. 4(b), the noise distribution may not be a simple Poisson distribution but should be correlated with the distribution of the spectral intensity. Hence, the sparsity assumption of noise may not always hold. But our results suggest that this is not a bottleneck here. In fact, the real noise and the signal are always coupled together, and it is possible to extract the real noise structure without making assumptions besides sparsity.

The effect of noise learning rate \( \eta_e \) may be characterized by the following simplified model, where the non-linear autoencoder is replaced by a linear network. In this case, we can use two matrices \( U \) and \( V^T \) to represent the encoder and decoder networks, respectively. The optimization thus follows:

\[
\begin{align*}
\min_{U,V,g,h} & \quad L = \|UV^T + g \circ g - h \circ h - I\|_2^2, \\
\text{s.t.} & \quad L + S = I,
\end{align*}
\]

where the desired “clean spectra” now becomes \( UV^T \). If discrepant learning rates are used for the “clean spectra” part \( L = UV^T \) and the ”noise part” \( S = g \circ g - h \circ h \), we obtain

\[
\begin{align*}
U_{k+1} &= U_k - \eta_a \frac{\partial L}{\partial U}, & V_{k+1} &= V_k - \eta_a \frac{\partial L}{\partial V}, \\
g_{k+1} &= g_k - \eta_e \frac{\partial L}{\partial g}, & h_{k+1} &= h_k - \eta_e \frac{\partial L}{\partial h},
\end{align*}
\]

where \( k \) is the iteration step. It has been shown that the solution of the above linear model is identical to the following convex problem [27], which allows for global optimization:

\[
\min_{L,S} \|L\|_s + \lambda \|S\|_1 \quad \text{s.t.} \quad L + S = I,
\]

FIG. 3: Three-dimensional band mapping of the FeSe/SrTiO\(_3\) thin film along \( \Gamma - M \) direction. (a) The noise-corrupted original data. (b) The de-noised results based on the original data in (a) using our method with no training set.
where $\|L\|_*$ is the nuclear norm (defined as the summation of singular values) of $L$, the $\|S\|_1$ denotes the $\ell^1$ norm of the matrix $S$ (defined as the summation of the absolute value of each entry of $S$), and $\lambda = \eta_a/\eta_e$. In practice, we have set $\eta_a = 1$ and $\eta_e = 2500$. According to the theory of high-dimensional data analysis [29], the nuclear norm term encourages the low-rank solution. For ARPES spectra, the low-rankness models the simplest linear self-correlation among the energy bands.

The physical meaning of the noise learning rate $\eta_e$ is then rather clear in the above equivalent formulation (9). If $\lambda$ is small or $\eta_e$ is large, the second term in eq. (9) has little effect, and the solution shows low-rankness without considering the sparse structure of the measurement noise, so the result is oversmoothing. In another word, some details of the energy bands may be ignored due to the low-rankness. On the other hand, if $\lambda$ is very large or $\eta_e$ is small, the resulting $L$ has high rank and the energy bands show roughness due to the inclusion of some undesired features related to the measurement noise. Thus, this simple linear model captures the main behavior in Fig. 4 and shows that the noise learning rate $\eta_e$ should be neither too high nor too low.

It should be pointed out that we cannot directly measure the performance of our algorithm or even rigorously define what overfitting is since we cannot access the nonexistent ground truth image. On the other hand, we could view overfitting as fitting the undesirable noise in the de-noised image, which are heavily influenced by the noise learning rate $\eta_e$ and the noise parameterization. We may refer the roughness of the output due to the low noise learning rate as an indicator of overfitting. The oversmoothing output may be seen as a sign of overkill or underfitting because some physical details are ignored by the algorithm. The noise learning rate $\eta_e$ plays the role of regularization because a higher learning rate can alleviate overfitting to the noise and encourage the neural network to output a smooth image. Obviously, it should not be too high to prevent oversmoothing or underfitting. The noise parameterization is an essential part in stabilizing the neural training and avoiding overfitting. Without this part, our algorithm reduces to the deep image prior (DIP) [23]. However, this method will eventually result in overfitting because a neural network is directly trained to fit the noisy image. It is then necessary to apply tricky regularization techniques like early stopping [23], but early stopping may be infeasible for scientific image processing because of the inaccessibility of the ground truth.

**B. Training history**

The de-noised results and training curve at different stages of the training are shown in Fig. 5. The neural network captures gradually the main features of the energy bands in Fig. 5(a) and the noise in Fig. 5(b) along the training process. The training process can thus be divided into two stages. The first stage may be viewed as feature-fitting. In the beginning, the neural network does not learn any information about energy bands or noise. After 500 training iterations, the neural network starts to capture the main intrinsic features of the spectra, but does not extract any information about the noise. The second stage is noise-fitting and fine-tuning. The neural network begins to learn and correctly predict the noise structure. The de-noised image becomes smoother and the details of the energy bands become clearer. This phenomenon suggests the necessity of sufficient iterations. As may be seen from the loss function in Fig. 5(c), our algorithm remains stable after 50000 iterations. In fact, we have tested it up to 150000 iterations and find it unlikely to crash.
FIG. 5: De-noised results of Bi2212 along the nodal cut under different iteration steps and the training curve at different stages. (a) de-noised results under four checkpoints corresponding to the iteration steps 0, 500, 10000, and 40000. (b) The corresponding noise of panel (a). (c) Validation loss as a function of the iteration number. The loss decreases quickly and the quality of de-noised images increases as well. After around 5000 iterations, the loss already approaches zero. After 10000 iterations, the loss remains almost constant, but the de-noised images become smoother.

V. CONCLUSION

In this work, we propose a training-set-free method to handle noisy spectra effectively in both two and three dimensions. Different from other prevailing de-noising approaches, our method trains a neural network to fit a single noisy image and does not require extra training data to extract intrinsic dispersive features of the spectra. This greatly lowers the cost of collecting training sets and also avoids the hallucination problem. Our algorithm can be easily extended to other spectroscopic measurements and help with the discovery of novel spectral features in condensed matter systems.
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APPENDIX A: More Examples

Fig. 6 gives more examples of the spectra in which the noise is removed based on self-correlation of the data, thus avoiding the limitation and negative effect of the training set. It can be seen that all the de-noised spectra have high SNR levels and the energy band features are more visible, indicating that the self-correlation information of a single spectrum is sufficient for extracting the noise. These further confirm the universality and versatility of our training-set-free method.

APPENDIX B: Implementation Details

Parameters for the neural network architecture are listed in Table I, where BN stands for batch normalization [30] and the parameter of Leaky ReLU (lReLU) is set to 0.2. We use the bilinear upsampling to increase the feature size in the decoder. It has been shown [23, 27] that the performance is not very sensitive to the choice of the input, so we follow these practices in this work.
TABLE I: Neural network architecture

| Encoder network | Decoder network |
|-----------------|-----------------|
| Input spectra $x$ | Conv2d, BN, $3 \times 3 \times 128$, stride=1, lReLU |
| Conv2d, BN, $3 \times 3 \times 16$, stride=2, lReLU | Upsampling, Conv2d, BN, $3 \times 3 \times 128$, stride=1, lReLU |
| Conv2d, BN, $3 \times 3 \times 32$, stride=2, lReLU | Upsampling, Conv2d, BN, $3 \times 3 \times 64$, stride=1, lReLU |
| Conv2d, BN, $3 \times 3 \times 64$, stride=2, lReLU | Upsampling, Conv2d, BN, $3 \times 3 \times 32$, stride=1, lReLU |
| Conv2d, BN, $3 \times 3 \times 128$, stride=2, lReLU | Upsampling, Conv2d, BN, $3 \times 3 \times 16$, stride=1, lReLU |
| Conv2d, $1 \times 1 \times 1$, stride=1, sigmoid | Conv2d, $1 \times 1 \times 1$, stride=1, sigmoid |

APPENDIX C: The Role of Depth

Depth of neutral network plays a crucial role in deep learning. To illustrate the effect of depth in our algorithm, we have also tested 8, 6, and 4 layer U-Net with the same other hyperparameters as the 10 layer U-Net. The depth dependent de-noised results are shown in Fig. 7. We see that depth indeed influences the performance of our algorithm. Neural network with a depth larger than 4 can already capture main features of the intrinsic energy band. Slightly reducing the depth may worsen the results, but it is still possible to use a shallower neural network. However, if the neural network is not deep enough, it cannot produce clean spectra with correct energy band information. There exists a threshold determining the success of our algorithm. When the depth is lower than the threshold, the algorithm fails and cannot extract the complete intrinsic information, leaving part of the energy band signal in the noise structure, as may be seen from the results of depth 4 in Fig. 7. With the increase of depth, the output spectra become more and more smooth and satisfactory. Therefore, we should use a neural network with depth at least larger than this threshold in practice.

FIG. 7: Depth dependent de-noised results and predicted noise structures. (a) De-noised results of the cuprate ARPES spectra with varying depth 4, 6, 8, 10. (b) Corresponding noise structures of (a).