The effects of space charge, dopants, and strain fields on surfaces and grain boundaries in YBCO compounds
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Abstract
Statistical thermodynamical and kinetically-limited models are applied to study the origin and evolution of space charges and band-bending effects at low-angle [001] tilt grain boundaries in YBa\textsubscript{2}Cu\textsubscript{3}O\textsubscript{7} and the effects of Ca doping upon them. Atomistic simulations, using shell models of interatomic forces, are used to calculate the energetics of various relevant point defects. The intrinsic space charge profiles at ideal surfaces are calculated for two limits of oxygen contents, i.e. YBa\textsubscript{2}Cu\textsubscript{3}O\textsubscript{6} and YBa\textsubscript{2}Cu\textsubscript{3}O\textsubscript{7}. At one limit, O\textsubscript{6}, the system is an insulator, while at O\textsubscript{7} it is a metal. This is analogous to the intrinsic and doping cases of semiconductors. The site selections for doping calcium and creating holes are also investigated by calculating the heat of solution. In a continuum treatment, the volume of formation of doping calcium at Y-sites is computed. It is then applied to study the segregation of calcium ions to grain boundaries in the Y-123 compound. The influences of the segregation of calcium ions on space charge profiles are finally studied to provide one guide for understanding the improvement of transport properties by doping calcium at grain boundaries in the Y-123 compound.

(Some figures in this article are in colour only in the electronic version)

1. Introduction
The study of grain boundaries of YBCO is very important, because they act as strong barriers to current flow in YBCO [1]. This behaviour of high temperature superconductors is in sharp contrast to low temperature superconductors, in which grain boundaries are not only transparent to current, but also significantly contribute to flux pinning. The formation of such weak links in high temperature superconductors is due to the low carrier density and strong dependence of $T_c$ on hole concentration. There are many experiments showing that the critical current density through grain boundaries is very sensitive to the orientation of the adjacent crystallites [2, 3].

Generally, a large misorientation angle will reduce $J_c$ significantly. As we know, there are quite rich phenomena occurring in grain boundaries: variations in the chemical stoichiometry, dissociation of grain boundary dislocations, impurity segregation, etc. For instance, recently Kung \textit{et al} [4] reported that small-angle [001] tilt grain boundaries in YBCO with (110) planes exhibit partial grain boundary dislocations separated by stacking faults. The dissociated grain boundary structures have twice the number of grain boundary dislocations and shorter interdislocation core channel widths than Frank’s geometry rule predicts (in Frank’s rule the separation between dislocations of small-angle $\theta$ boundaries is proportional to $\frac{1}{\theta}$). This requires further development of the above model of supercurrent flow through arrays of small-angle grain boundaries. Furthermore, the situation
gets more complicated because grain boundaries can also act as sinks and sources for vacancies. In ionic solids this can give rise to charging effects. The existence of space charge regions near free surfaces in an ionic solid was first postulated by Frenkel [5]. In an ionic solid, the vacancy concentrations at surfaces and grain boundaries are determined by the individual free energy of formation. The cation and anion vacancies usually have different formation energies. However, the vacancy concentrations in the bulk are determined by the condition of charge neutrality and usually they are different from those at the grain boundaries where strict charge neutrality conditions are relaxed. Thus, the vacancy concentration changes as a function of distance from the grain boundaries. Usually, vacancies in ionic solids are charged defects. Spatial distributions of these charged defects lead to a potential difference between the bulk and free surfaces and grain boundaries [6–9]. There are two kinds of space charges. Here we define a space charge arising from differences in point defect formation energies as an ‘intrinsic space charge’ to contrast with those due to segregated dopants and grain boundary nonstoichiometries.

The topic of space charges at interfaces arising from point defects has not been investigated so far for cuprates. Since holes carry a charge, it is expected that a space charge will produce a significant effect on hole distributions around grain boundaries for the metallic phase of YBa$_2$Cu$_3$O$_{6-δ}$. Actually the holes can segregate around charged boundaries even if not metallic. These can be localized hole distributions. The holes can carry a charge, it is expected that a space charge will give rise to charging effects. The existence of space charges near free surfaces at equilibrium or quenched to maintain equilibrium. A similar phenomenon is expected to happen in from high temperatures where ionic mobility is high enough to be able to change ionic distributions.

Vacancy concentrations at surfaces and grain boundaries are charged defects. Spatial distributions of these charged defects lead to a potential difference between the bulk and free surfaces and grain boundaries [6–9]. There are two kinds of space charges. Here we define a space charge arising from differences in point defect formation energies as an ‘intrinsic space charge’ to contrast with those due to segregated dopants and grain boundary nonstoichiometries.

The topic of space charges at interfaces arising from point defects has not been investigated so far for cuprates. Since holes carry a charge, it is expected that a space charge will produce a significant effect on hole distributions around grain boundaries for the metallic phase of YBa$_2$Cu$_3$O$_{6-δ}$. Actually the holes can segregate around charged boundaries even if not metallic. These can be localized hole distributions. The generic phase diagram of the cuprates shows a wide variety of different behaviour at different temperatures and levels of doping [10, 11]. At zero doping the cuprates are all insulators, and below a few hundred kelvin they are also antiferromagnets (i.e. the electron spins on neighbouring copper ions point in opposite directions). However, when the doping is increased above a critical value (about 5%, although this varies from compound to compound), the antiferromagnetic state disappears and we enter the so-called underdoped region. As the doping is increased further, the superconducting region is reached. For YBa$_2$Cu$_3$O$_{6-δ}$, the doping is closely related to the oxygen content. Here we examine two limits: \( \delta = 0, 1 \). When \( \delta = 1 \), this is an insulator, which can be approximately treated as an ionic solid. However, when \( \delta = 0 \), the phase is superconducting, and has mobile holes. The existence of holes can add more screening than in the insulator case. This is quite similar to the two limits of semiconductors: the point defect limit and electron/hole limit. As the oxygen content changes from O$_7$ to O$_6$, the c-axis expands [12]. The lattice strain has a large effect on point defects [13]. Besides, the valence of chain copper ions decreases from +2 to +1 as the oxygen content is reduced. Both factors lead to a dramatic change of point defect formation energies in 123 compounds. Consequently, this will affect the intrinsic space charge.

It has been known since the early days of YBCO that doping with calcium can both repair the transport properties of grain boundaries and keep the high \( T_c \) value of the bulk. Indeed, Hammerl et al. [14] recently developed one beautiful process to increase the critical current density above $10^5$ A cm$^{-2}$ at temperatures near the boiling point of liquid nitrogen by doping Ca into only high-angle grain boundaries of YBCO. So, the current key issue is to improve the transport properties near low-angle [001] tilt grain boundaries, which are the main types of defects in polycrystalline YBCO wires and tapes [15–17]. For small-angle grain boundaries, Gurevich et al. [18] argue that the critical current density dependence is mostly determined by the decrease of the current-carrying cross section by insulating dislocation cores and by progressive local suppression of the superconducting order parameter near grain boundaries as \( \theta \) increases. However, space charge effects due to Schottky disorder are not considered in their model, although there exist clear space charge profiles in cuprate superconductors [19]. It is thus desirable to make some theoretical inputs for this topic, which can help to provide useful guides to find practical ways to improve the transport properties of grain boundaries in YBCO.

In this paper, first we construct a statistical thermodynamic model to study the origin and evolution of space charges due to the spectrum of point defect formation energies as a function of the variation of oxygen content in YBa$_2$Cu$_3$O$_{6-δ}$. Then we develop one kinetically-limited model, including the effects of doping and solute segregation, to study the process of Ca doping upon low-angle tilt grain boundaries in YBCO and consequential influences on the space charge profile.

2. Space charge profile for the intrinsic and doping cases for 123 compounds

The simplest imperfection in a crystal lattice is a lattice vacancy, which is a missing atom or ion. Electrically neutral and structure-preserving groups of vacancies, known as Schottky defects, are required in compounds. No matter by what means a Schottky defect is made, it is necessary to expend a certain amount of work per atom taken to the surface. Therefore, the energy of the crystal is increased. At a finite temperature, the average energy of formation of the group of Schottky defects determines the concentration of such point defects at equilibrium. For a multicomponent crystal, the difference in the energy of formation of various defects determines the nature of the space charge near the interfaces [5]. We calculated the point defect formation energies for both YBa$_2$Cu$_3$O$_6$ and YBa$_2$Cu$_3$O$_7$ by the Mott–Littleton approach [20, 21], which has been implemented in GULP codes [22]. The pair potentials of the shell model used in this study were developed by Baetzold for Y-123 for studying ionic and electronic (polaron) defects [23]. The calculated point defect formation energies are collected in table 1. The data for YBa$_2$Cu$_3$O$_7$ agree nicely with the previous results [23] using HADES III codes [24]. It can be seen from table 1 that there is a wide spectrum in the calculated formation energies of individual vacancies in the Schottky group for both YBa$_2$Cu$_3$O$_6$ and YBa$_2$Cu$_3$O$_7$. Thus, in principle there should be space charges near free surfaces at equilibrium or quenched in from high temperatures where ionic mobility is high enough to maintain equilibrium. A similar phenomenon is expected to
and the densities (per unit volume) of vacancies at yttrium, barium, and copper are

\[
\rho(\text{Y}) = \frac{N}{V} \exp\left(\frac{-E_Y - 3e\Phi}{kT}\right),
\]
\[
\rho(\text{Ba}) = \frac{2N}{V} \exp\left(\frac{-E_{Ba} - 2e\Phi}{kT}\right),
\]
\[
\rho(\text{Cu}) = \frac{N}{V} \exp\left(\frac{-E_{Cu} - e\Phi}{kT}\right),
\]
\[
\rho(\text{O}) = \frac{2N}{V} \exp\left(\frac{-E_{O} + 2e\Phi}{kT}\right),
\]
where \( N \) is the number of formula units per unit volume. This arises because we have neglected the effects of clustering and association (e.g., the formation of divacancies, etc) among the defects. The charge density \( \rho(x) \) is given by

\[
\rho(x) = e(2n_{O_a} + 2n_{O_p} + 3n_Y - 2n_{Ba} - n_{Cu_a} - 2n_{Cu_b}).
\]

From \( \delta F = 0 \), the spatially-varying equilibrium concentrations are

\[
n_Y = N \exp\left(\frac{-E_Y - 3e\Phi}{kT}\right),
\]
\[
n_{Ba} = 2N \exp\left(\frac{-E_{Ba} - 2e\Phi}{kT}\right),
\]
\[
n_{Cu_a} = N \exp\left(\frac{-E_{Cu_a} - e\Phi}{kT}\right),
\]
\[
n_{Cu_b} = 2N \exp\left(\frac{-E_{Cu_b} - 2e\Phi}{kT}\right),
\]
\[
n_{O_a} = 4N \exp\left(\frac{-E_{O_a} + 2e\Phi}{kT}\right),
\]
\[
n_{O_p} = 2N \exp\left(\frac{-E_{O_p} + 2e\Phi}{kT}\right).
\]

The electrostatic potential \( \Phi(x) \) is obtained from Poisson’s equation, which can be written using equations (3) and (4) as

\[
\nabla^2 \Phi(x) = -\frac{4\pi}{\epsilon} \rho(x)
\]

\[
= -\frac{4\pi eN}{\epsilon} \left[ 2 \times 4 \times \exp\left(\frac{-E_{O_a} + 2e\Phi}{kT}\right) + 2 \times 2 \times \exp\left(\frac{-E_{O_a} + 2e\Phi}{kT}\right) - 3 \times 1 \times \exp\left(\frac{-E_Y - 3e\Phi}{kT}\right) - 2 \times 2 \times \exp\left(\frac{-E_{Ba} - 2e\Phi}{kT}\right) - 1 \times 1 \times \exp\left(\frac{-E_{Cu_a} - e\Phi}{kT}\right) - 2 \times 2 \times \exp\left(\frac{-E_{Cu_b} - 2e\Phi}{kT}\right)\right].
\]

where \( \epsilon \) is the static relative permittivity (\( \epsilon = 5.21 \)), which is obtained by atomistic simulations using our shell model [27] with pair potential parameters from Baetzold [23]. We define the electrostatic potential to be zero at the surface, and the bulk potential \( \Phi_{\infty} \) is defined as the potential for which \( \rho = 0 \). Therefore, letting the right-hand side (RHS) of equation (5) equal zero, the bulk potential \( \Phi_{\infty} \) can be obtained, and the defects’ concentrations in bulk can be calculated. We also define the Debye length \( \kappa \) [5–7] as

\[
\kappa = \left(\frac{ekT}{8\pi \epsilon^2 \sum(n_i q_i^2)}\right)^{1/2},
\]
Since there is no oxygen at chain sites for YBa$_2$Cu$_3$O$_6$, the for several temperatures. The results are plotted in figure 1. equation (8) by conventional numerical integration techniques. Based on the point defect energies in YBa$_2$Cu$_3$O$_6$ (table 1), the Debye length $\kappa$ and bulk potential $\Phi_\infty$ are tabulated in table 2 for various temperatures. As the temperature rises, the concentrations of point defects increase exponentially such that the Debye length becomes reduced at higher temperature. Next, let us consider the trend of bulk potential versus temperature. In the RHS of equation (5), it is seen that at lower temperature there is a bigger difference among $\exp(-\frac{\Phi_1}{kT})$. To balance this, a larger absolute value of the bulk potential relative to the surface is needed. Since this potential is positive, this expels holes from the surface. In other words, the positively charged surface can cause a serious depletion of the hole content there.

Table 2. Bulk potential and Debye length of YBa$_2$Cu$_3$O$_6$.

| $T$ (K) | $\frac{\Phi_1}{kT}$ | $\kappa$ (m) |
|---------|---------------------|--------------|
| 350     | -27.42              | 44.34        |
| 400     | -23.81              | 0.93         |
| 600     | -15.61              | 1.83 x 10^-3 |
| 1000    | -9.28               | 2.49 x 10^-7 |

Figure 1. Free surface space charge in YBa$_2$Cu$_3$O$_6$. $\Phi_\infty$ refers to the bulk potential caused by space charge. $S$ is the reduced length, scaled by the Debye length.

where $n_i$ is the density of vacancies on sites of type $i$, and $q_i$ is the charge of the vacancy.

If we scale the original length $r$ by the Debye length $\kappa$, and define one new variable $z$ as follows,

$$ s = \frac{x}{\kappa}, z = \frac{(e\Phi - e\Phi_\infty)}{kT},$$

equation (5) can be rewritten as

$$\frac{(d^2z)}{(ds^2)} = -\frac{1}{2} \left[ 2 \times 4 \times \exp\left( -\frac{E_{O_2} + 2e\Phi_\infty}{kT} \right) \exp(-2z) + 2 \times \exp\left( -\frac{E_{O_2} + 2e\Phi_\infty}{kT} \right) \exp(-2z) \right]$$

$$- 3 \times 1 \times \exp\left( -\frac{E_V - 3e\Phi_\infty}{kT} \right) \exp(3z)$$

$$- 2 \times 2 \times \exp\left( -\frac{E_{O_4} - 2e\Phi_\infty}{kT} \right) \exp(2z)$$

$$- 1 \times 1 \times \exp\left( -\frac{E_{Cu} - e\Phi_\infty}{kT} \right) \exp(z)$$

$$- 2 \times 2 \times \exp\left( -\frac{E_{Cu} - e\Phi_\infty}{kT} \right) \exp(2z).$$

The boundary conditions for a slab of thickness $2L$ are given by

$$s = 0, \quad z = -\frac{e(\Phi_\infty)}{kT},$$

$$s = \frac{L}{\kappa}, \quad z = \frac{e(\Phi_L - \Phi_\infty)}{kT},$$

where $\Phi_L$ is the potential at $x = L$. In this study, we assume that the thickness approaches infinity, which means that the grain boundary is qualitatively modelled by two surfaces ‘back to back’. Under this condition $\Phi_L$ approaches $\Phi_\infty$. We solved equation (8) by conventional numerical integration techniques for several temperatures. The results are plotted in figure 1. Since there is no oxygen at chain sites for YBa$_2$Cu$_3$O$_6$, the chain copper is comparatively loosely bound inside the crystal. Based on the point defect energy calculations, it turns out that it costs the least energy to make such a copper vacancy (see table 1). Because the free energies of formation of the anion and cation vacancies differ, there exists a charged surface and a region of space charge of the opposite sign adjacent to the surface. For YBa$_2$Cu$_3$O$_6$, this leads to a positively charged surface and a region of negative space charge beneath the surface. Presumably this also would be the case for dislocations and grain boundaries.

Based on the point defect energies in YBa$_2$Cu$_3$O$_6$ (table 1), the Debye length $\kappa$ and bulk potential $\Phi_\infty$ in table 2 for various temperatures. As the temperature rises, the concentrations of point defects increase exponentially such that the Debye length becomes reduced at higher temperature. Next, let us consider the trend of bulk potential versus temperature. In the RHS of equation (5), it is seen that at lower temperature there is a bigger difference among $\exp(-\frac{\Phi_1}{kT})$. To balance this, a larger absolute value of the bulk potential relative to the surface is needed. Since this potential is positive, this expels holes from the surface. In other words, the positively charged surface can cause a serious depletion of the hole content there.

2.1.2. Metallic case: YBa$_2$Cu$_3$O$_7$. Compared with YBa$_2$Cu$_3$O$_6$, the defect energy ‘spectrum’ as calculated with the shell model with pair potential parameters from [23] is different for YBa$_2$Cu$_3$O$_7$ (see table 1). The similar comparison has also been discussed by Baetzold in studying point defects in YBa$_2$Cu$_3$O$_7$ and YBa$_2$Cu$_3$O$_{6.5}$ [23, 28]. Since the plane copper is coordinated with four oxygens, it is quite stable in the sense that more energy is needed to make a vacancy at the copper site in Cu$_2$O planes. Interestingly, our atomistic simulations show that the formation energy of oxygen vacancies in the Cu$_2$O plane is the lowest one in YBa$_2$Cu$_3$O$_7$. Another very important difference is the existence of screening by mobile holes in YBa$_2$Cu$_3$O$_7$, which is absent in YBa$_2$Cu$_3$O$_6$ because it is an insulator. In our atomistic simulations of the formation energy of point defects we ignore the explicit screening of defects by mobile holes. However, the screening by holes is included in the space charge calculations, assuming holes are localized on ion sites (but mobile by hopping between ions). Considering that the temperature of fabrication of YBa$_2$Cu$_3$O$_7$ is much higher than $T_c$, YBa$_2$Cu$_3$O$_7$ is in fact in a normal state. The Ioffe–Refel resistivity of YBa$_2$Cu$_3$O$_7$ at normal state is very large, about 0.1 m$\Omega$ cm, due to the small carrier concentration [29, 30]. Emery and Kivelson suggested that this type of exotic ‘bad metal’ can still be regarded as a quasiparticle insulator [31]. These observations encourage us to apply the classical approach to study the effects of band-bending on the hole’s segregation near surfaces at fairly high temperature (above 600 K), at which YBa$_2$Cu$_3$O$_7$ remains in a metallic normal state.

Following a procedure similar to that used for YBa$_2$Cu$_3$O$_6$, but now including chain oxygen vacancies and
holes are bound to oxygen ions in the CuO$_2$ plane such that 0.2 holes per CuO$_2$ [10]. Therefore, the total hole content is expressed as

$$n = N \exp \left( \frac{E_Y - 3e\Phi}{kT} \right),$$

$$n_{Ba} = 2N \exp \left( -\frac{E_{Ba} - 2e\Phi}{kT} \right),$$

$$n_{Cu} = N \exp \left( \frac{E_{Cu} - 2e\Phi}{kT} \right),$$

$$n_{Cu} = 2N \exp \left( -\frac{E_{Cu} - 2e\Phi}{kT} \right),$$

$$n_{O} = 4N \exp \left( -\frac{E_{O} + 2e\Phi}{kT} \right),$$

$$n_{O} = 2N \exp \left( -\frac{E_{O} + 2e\Phi}{kT} \right),$$

$$n_{O} = N \exp \left( -\frac{E_{O} + 2e\Phi}{kT} \right),$$

where $n_{O}$ stands for the density (per unit volume) of vacancies at chain oxygen sites. Since mobile holes are present in YBa$_2$Cu$_3$O$_7$, the charge density is given by

$$\rho(x) = e(2n_{O} + 2n_{O} - 3n_{Y} - 2n_{Ba} - n_{Cu} - 2n_{Cu} + n_{hole}).$$

(12)

To calculate the bulk potential $\Phi_{\infty}$, we assume that the holes are bound to oxygen ions in the CuO$_2$ plane such that the effective valence of oxygen changes from $-2$ to $-1.75$. Within this approximation, we compute the individual defect energy by the Mott–Littleton approach. Then by applying the charge neutrality constraint for the bulk, the bulk potential $\Phi_{\infty}$ is obtained. The resulting values of bulk potential and Debye length are tabulated in table 3.

Notice that when including the screening effect caused by mobile holes, the bulk potential is invariant. However, the Debye length changes dramatically because of the hole concentration. At the optimally doped case, there is around 0.2 holes per CuO$_2$ [10]. Therefore, the total hole content is about 0.4 per unit cell of YBa$_2$Cu$_3$O$_7$. We assume that the holes are localized, but can hop from site to site. Hence, the hole content at the position $x$ with the electrostatic $\Phi(x)$ inside the slab is given as

$$n_{hole}(x) = N \cdot f_{0} \times \exp \left( -\frac{\phi(x) - \Phi_{\infty}}{kT} \right).$$

(13)

where $N \cdot f_{0}$ is the density of holes at surfaces, determined by the following condition:

$$0.4 \times N \times V = \int dA \int dx \ N \cdot f_{0} \times \exp \left( -\frac{\phi(x) - \Phi_{\infty}}{kT} \right).$$

(14)

Table 3. Bulk potential and Debye length of YBa$_2$Cu$_3$O$_7$.

| $T$ (K) | $\frac{\kappa}{\Phi}$ | $\kappa$ (m) |
|--------|----------------|-------------|
| 600    | 3.55           | 1.58 x 10^{-11} |
| 800    | 2.76           | 1.82 x 10^{-11} |
| 1000   | 2.16           | 2.04 x 10^{-11} |

Free surface space charge in YBa$_2$Cu$_3$O$_7$. $\Phi_{\infty}$ refers to the bulk potential caused by the space charge. $S$ is the reduced length, scaled by the Debye length.

$$\frac{d^2\phi}{dx^2} = -\frac{1}{2} \left[ 2 \times 4 \times \exp \left( -\frac{E_{O} + 2e\Phi_{\infty}}{kT} \right) \exp(-2z) + 2 \times 2 \times \exp \left( -\frac{E_{O} + 2e\Phi_{\infty}}{kT} \right) \exp(-2z) - 3 \times 1 \times \exp \left( -\frac{E_{Y} - 3e\Phi_{\infty}}{kT} \right) \exp(3z) - 2 \times 2 \times \exp \left( -\frac{E_{Ba} - 2e\Phi_{\infty}}{kT} \right) \exp(2z) - 2 \times 1 \times \exp \left( -\frac{E_{Cu} - 2e\Phi_{\infty}}{kT} \right) \exp(2z) + f_{0} \times \exp(-z) \right].$$

(15)

In YBa$_2$Cu$_3$O$_7$, based on the shell model calculations of point defect energies, it turns out that it is much easier to create oxygen vacancies in the CuO$_2$ plane than any other type of vacancy (see table 1). The space charge profile is obtained by numerical solutions of equation (15) at several temperatures, which are plotted in figure 2. In our model, in contrast to YBa$_2$Cu$_3$O$_6$ (insulator), YBa$_2$Cu$_3$O$_7$ is a p-type superconductor, containing mobile holes. Assume that the total hole content is 0.4 per unit cell; this makes the dominant contribution to the total charge density such that the total charge density is effectively constant over the temperature range of interest. As for the bulk potential relative to the surface calculated by the procedure described in the previous section, its value is determined by differences among the $\exp(-\frac{f_{0}}{kT})$ terms. So, at higher temperature, a much smaller bulk potential is needed to keep the bulk neutral. As the total charge density is effectively constant, the Debye length is proportional to the square root of the temperature (see equation (6)). It is intrinsically different from the corresponding trend for YBa$_2$Cu$_3$O$_6$. Furthermore, note that the Debye length of O$_7$ is far shorter than that of O$_6$; the mobile hole provides strong
screening of the charge at grain boundaries. We also computed the Thomas–Fermi screening length \( \lambda_{\text{TF}} \) by the following relation [32]:

\[
\lambda_{\text{TF}} = \frac{n}{e} \left( \frac{\epsilon}{4m_{\text{hole}}} \right)^{\frac{1}{2}} \left( \frac{\pi}{3 \times (0.4 \times N)} \right)^{\frac{1}{2}},
\]

where \( m_{\text{hole}} \) is the effective mass of the hole, \( N \) is the number of \( \text{YBa}_2\text{Cu}_3\text{O}_7 \) unit cell per volume, and we assume that the total hole density is equal to \( 0.4 \times N \) for optimal doping. The calculated \( \lambda_{\text{TF}} \) is around 1 Å by taking \( m_{\text{hole}} = m_{\text{el}} \).

It is interesting to note that both lengths, the Thomas–Fermi screening length \( \lambda_{\text{TF}} \) and the Debye length \( \lambda \), are shorter that the Thomas–Fermi screening length \( \lambda_{\text{TF}} \). The calculated \( \lambda_{\text{TF}} \) is often less than that inside the bulk [2]. If the oxygen content is less than around \( \text{O}_{6.45} \), from the calculation in the previous section it can be concluded that the Debye length will increase dramatically. It means that a large portion of the bulk near the boundary will be affected by the internal electric field caused by the space charge around the grain boundaries. This may be one reason for the vicinity of some grain boundaries not being a good superconductor.

2.2. Space charge of calcium-doped \( \text{YBa}_2\text{Cu}_3\text{O}_7 \)

After the discovery of \( \text{YBa}_2\text{Cu}_3\text{O}_7 \), many types of ions have been chosen to dope into \( \text{YBa}_2\text{Cu}_3\text{O}_7 \) to improve superconductivity and to make new superconductors possible. Doping with Ca into \( [001] \) tilt grain boundaries of YBCO has been shown to increase the critical current density above \( 10^5 \) A cm\(^{-2} \) [14]. Our goal here is to study the segregation of calcium around small-angle tilt boundaries of Y-123 in order to aid the search for a more efficient approach for doping Ca. First, doping calcium in bulk is studied by shell model calculations to identify the energetically favourable reaction for doping. Second, the volume of solution of a Ca dopant atom is calculated. Third, the segregation of calcium is represented in terms of the segregation energy as a function of the angle around the core of edge dislocations in tilt boundaries, which can clarify the role of the elastic strain field. Finally, the space charge profile is studied by including extra holes due to dopants and segregation of dopants due to the strain field.

2.2.1. Site preference.

When Ca replaces Y, it is accompanied by a hole for the sake of charge neutrality. However, when substituting Ca for Ba, the charge remains balanced without changing the total hole content. Thus, it is important to know the circumstances when Ca doping yields Ca on Y or Ca on Ba sites. Here, we mainly focus on the dissolution of divalent Ca\(^{2+} \), which can be represented by the following defect reactions, depending on which substitution Ca\(^{2+} \) chooses and what kind of charge compensation is involved. The parameter \( m \) is chosen to characterize the dopant concentration in the YBCO.

\[
\text{CaO} + m \text{YBa}_2\text{Cu}_3\text{O}_7 \rightarrow m \text{Y} (\text{Ba}_{\frac{m}{2}}\text{Ca}_{\frac{m}{2}})_2\text{Cu}_3\text{O}_7 + 2\text{BaO}; \quad (17)
\]

\[
2\text{CaO} + 2m \text{YBa}_2\text{Cu}_3\text{O}_7 + \frac{4}{3} \text{O}_2 \rightarrow 2m (\text{Y}_{\frac{4}{3}}\text{Ca}_{\frac{1}{3}})(\text{BaO})_2(\text{Cu}^{3+}\text{O})_{\frac{4}{3}}(\text{CuO})_{\frac{2}{3}}(\text{CuO})_{\frac{4}{3}} + 2\text{Y}_2\text{O}_3; \quad (18)
\]

\[
2\text{CaO} + 2m \text{YBa}_2\text{Cu}_3\text{O}_7 + \frac{6}{5} \text{O}_2 \rightarrow 2m (\text{Y}_{\frac{6}{5}}\text{Ca}_{\frac{1}{5}})(\text{BaO})_2(\text{Cu}^{3+}\text{O}_2)_{\frac{3}{5}}(\text{CuO})_{\frac{7}{5}}(\text{CuO})_{\frac{4}{5}} + 2\text{Y}_2\text{O}_3, \quad (19)
\]

The first case, equation (17), is homovalent substitution. Simply, barium is replaced by calcium. However, yttrium is replaced in the last two reactions (equations (18) and (19)). These two reactions are divalent substitutions, in which the oxygen content at the grain boundaries is often less than that inside the bulk [2]. If the oxygen content is less than around \( \text{O}_{6.45} \), from the calculation in the previous section it can be concluded that the Debye length will increase dramatically. It means that a large portion of the bulk near the boundary will be affected by the internal electric field caused by the space charge around the grain boundaries. This may be one reason for the vicinity of some grain boundaries not being a good superconductor.

2.2.2. Volume of solution for doping alkaline earth ion (AE\(^{2+} \)) at the Y\(^{3+} \) site.

Doping Ca in grain boundaries of YBCO can improve the transport properties significantly since more holes are created near the grain boundaries. The strong elastic strain field around the grain boundaries has an important role in the segregation of dopants. The disruption of the lattice by a point defect, such as a dopant atom like Ca\(^{2+} \) substituting for Y\(^{3+} \) in YBCO, gives rise to forces on the surrounding lattice atoms which, in turn, give rise to a displacement field in the lattice around the defect. The interaction between the defect displacement field and the stress fields of other defects, such as dislocations, or applied stress fields, alters the energy of the defect [33–35] and causes defect segregation. The effects of the forces on the lattice due to the point defect can be described.

Table 4. Calculated energies of solution of calcium at infinite dilution in \( \text{YBa}_2\text{Cu}_3\text{O}_7 \) (in eV per Ca\(^{2+} \)).

| Reaction | Energy (eV) |
|----------|-------------|
| (17)     | 3.14        |
| (18)     | 2.99        |
| (19)     | 1.02        |
by means of force multipoles [33], which, together with the Green tensor function of the matrix of the perfect crystal, can be used to calculate the resulting displacement field caused by the defect in the crystal. In this section, we use numerical shell model calculations with GULP to estimate the strength of the elastic force dipole for the point defects (dopants). Then in the next section we apply anisotropic continuum elasticity to describe the stress field due to an edge dislocation; finally we use continuum elasticity theory to compute the elastic interaction between the dopant atom and the dislocation. Such methods have been shown to give good agreement with direct numerical calculations of the interaction between external pressure and vacancies in simple crystals such as van der Waals bonded rare gas crystals (see appendix 3 in [34]).

To study the segregation of calcium around tilt grain boundaries, it is necessary to have the volume of solution to compute the contribution to the binding energy of Ca$^{2+}$ at the grain boundaries due to interactions with the strain field of edge dislocations in the boundaries. In the force–dipole approximation, the difference between the energy to form the defect in a crystal containing a strain field $\epsilon$ (either from an applied stress or from the stress field of another defect) and the energy in the strain-free crystal is given as

$$E_{\text{int}} = -a_{ij} \epsilon_{ij}, \quad (20)$$

where the Einstein summation convention for repeated indices is used and the coefficients $a_{ij}$ characterize the strength of the defect forces on the lattice. The effective body force, $f$, which the defect exerts on the lattice, is

$$f_j = -a_{ij} \left( \frac{\partial}{\partial x_j} \right) \delta(r), \quad (21)$$

where $\delta(r)$ is the Dirac delta function. These three force components represent three orthogonal ‘double forces without moment’ and are sometimes called ‘force dipoles’. The values of $a_{ij}$, which have the unit of energy, must be obtained from experiment or numerical simulations. For a defect with spherical symmetry in an elastically isotropic matrix,

$$a_{ij} = a \delta_{ij}, \quad (22)$$

where $\delta_{ij}$ is the Kronecker $\delta$ (=1, if $i = j$; =0, if $i \neq j$), and

$$a = B \Omega, \quad (23)$$

where $\Omega$ is the volume change produced by the formation of the defect in a finite crystal and $B$ is the bulk modulus [35]. Thus from equation (20) we obtain

$$E_{\text{int}} = -B \Omega (\epsilon_{11} + \epsilon_{22} + \epsilon_{33}) = P \Omega, \quad (24)$$

where $P$ is the hydrostatic component of pressure at the defect, produced by external forces or other defects.

In the case of a defect with orthorhombic symmetry, equation (20) yields

$$E_{\text{int}} = -[a_{11} \epsilon_{11} + a_{22} \epsilon_{22} + a_{33} \epsilon_{33}]. \quad (25)$$

Clearly, it is necessary to evaluate $E_{\text{int}}$ for three uniaxial strain cases. For strain along the $a$-axis ($\epsilon_{11} \neq 0$; $\epsilon_{22} = \epsilon_{33} = 0$), we have

$$a_{11} = \frac{E_{\text{int}}}{\epsilon_{11}}. \quad (26)$$

where $E_{\text{int}}$ is evaluated from numerical simulation by GULP. Using a generalized Hooke’s law in the form of elastic compliances, $S_{ij}$, we obtain by choosing the crystal axes as principal ones

$$\epsilon_{11} = S_{11} \sigma_{11} + S_{12} \sigma_{22} + S_{13} \sigma_{33},$$

$$\epsilon_{22} = S_{12} \sigma_{11} + S_{22} \sigma_{22} + S_{23} \sigma_{33},$$

$$\epsilon_{33} = S_{13} \sigma_{11} + S_{23} \sigma_{22} + S_{33} \sigma_{33}. \quad (27)$$

Hence, the components of the volume of formation of the dopants are given as

$$\Omega_{11} = S_{11} a_{11} + S_{12} a_{22} + S_{13} a_{33},$$

$$\Omega_{22} = S_{12} a_{11} + S_{22} a_{22} + S_{23} a_{33},$$

$$\Omega_{33} = S_{13} a_{11} + S_{23} a_{22} + S_{33} a_{33}. \quad (28)$$

The calculated components of the volume of solution for various divalent ions (AE$^{2+}$) at the Y$^{3+}$ site of YBa$_2$Cu$_3$O$_7$ versus the radius of the AE.

![Figure 3. Components of the volume of formation for doping AE$^{2+}$ at a Y$^{3+}$ site of YBa$_2$Cu$_3$O$_7$ versus the radius of the AE.](image)
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The components of the volume of formation for doping AE$^{2+}$ at the Y$^{3+}$ site of YBa$_2$Cu$_3$O$_7$ versus the radius of the AE. The volume of solution positive for AE ions whose radius is similar to or larger than that of Y$^{3+}$ (1.02 Å). Note that the short range repulsion between the AE and the surrounding oxygen ions becomes larger with increasing AE ion radius; it is expected that the volume of solution increases with AE ion radius. However, for an AE ion with a larger radius, the polarization of the lattice around the solute which helps to lower the defect’s energy by polarizing electron ‘clouds’ also depends on the distortion of the lattice by the AE ion and thus contributes to the volume of formation. Therefore, because of these competing effects the volume of formation ends up with a ‘saturation-like’ curve.

2.2.3. Dislocation stress fields in Y-123. The grain boundaries of importance in coated conductors are low-angle [001] tilt boundaries. Thus they can be considered as an array of isolated edge dislocations. We observe that the elasticity in YBa$_2$Cu$_3$O$_7$ is not far different between the $a$- and $b$-axis ($<C_{11}-C_{33}>/C_{33} \sim 0.082$), so this orthorhombic crystal can be approximated by a hexagonal one, which is motivated by the existence of closed-form expressions for the stress fields in
the case of anisotropic elasticity in hexagonal crystals. Here we average the elastic constants of orthorhombic symmetry into those permitted by hexagonal symmetry by taking an arithmetical average of the corresponding elastic moduli. The geometry of the dislocations in [001] tilt boundaries in Y-123 is like prismatic slip in hexagonal crystals. The Burgers vector lies in the basal plane \((\frac{1}{2} 1210)\), while the dislocation line runs along the hexad axis. The prismatic planes are \((1010)\).

Following [36], on account of the basal plane isotropy, the stress field is given by

\[
\sigma_{xx} = \frac{K_1 \cdot b \cdot y \cdot (3x^2 + y^2)}{2\pi \cdot (x^2 + y^2)^2},
\]

\[
\sigma_{yy} = -\frac{K_1 \cdot b \cdot y \cdot (x^2 - y^2)}{2\pi \cdot (x^2 + y^2)^2},
\]

\[
\sigma_{zz} = -\frac{s_{xx}}{s_{zz}} \cdot (\sigma_{xx} + \sigma_{yy}),
\]

where \(s\) is the elastic compliance modulus, and

\[
K_1 = \frac{s_{zz}}{[2 \cdot s_{xx} s_{zz} - s_{zz}^2]^{1/2}}.
\]

(Note: The formula of \(K_1\) on page 192 of [36] has one misprint.)

Small-angle (usually less than 5°) grain boundaries can be considered as an array of isolated dislocations. The separation between dislocations is around \(d \approx \frac{\Phi}{\pi}\). If we assume that a superposition approximation can be applied here, the total stress field can be written as

\[
\sigma_{ij}^{\text{total}} = \sum_{n=2,42} \sigma_{ij}(y + nd).
\]

When doping calcium at yttrium sites, the non-zero tensile elements of the ‘volume of solution’ will interact with the stress field. Neglecting the effect of the solute atom on the local elastic moduli, the segregation energy of calcium can be written as

\[
E_{\text{seg}} = \sum_{l=j,i,z} \sigma_{ij}^{\text{total}} \Omega_{ii}.
\]

In the previous section, we calculated the energy for doping calcium at yttrium sites inside a stress free bulk Y-123. Here we computed the segregation energy for calcium due to the stress field around very small-angle (usually less than 5°) tilt boundaries, which is plotted in figure 4. Since our region of interest is at a small distance from the dislocation cores, there exist possible errors in using linear elasticity theory here, and our results are probably overestimated. However, the relative energy differences are more important than absolute values. In figure 4, the calculations show that calcium segregation is expected to the tensile stress region due to the positive sign of the volume of formation. This will affect the distribution of mobile holes around the grain boundaries. We will study this further in the following section for general grain boundaries.

Figure 4. Elastic components of the segregation energy of calcium around the centre of an edge dislocations in small-angle tilt grain boundaries YBa\(_2\)Cu\(_3\)O\(_7\). \(\Phi\) is the angle starting from \((0,0,0)\), rotating counterclockwise around the core of small-angle (usually less than 5°) tilt grain boundaries for a distance of one Burgers vector from the centre.

2.2.4. Effects on space charge due to the segregation of calcium near grain boundaries. It has been noted [37] that edge dislocations could act as sources and sinks for vacancies such that space charges would appear also in the regions near dislocation cores. The modelling of space charges around dislocation cores is more difficult than our treatment of the intrinsic space charges at free surfaces from the difference in formation energy of equilibrium point defects, if for no other reason than the fact that the difference in the energy required for the creation of point defects by removing ions from the bulk and placing them in the dislocation core, it is not likely to be quite the same as that for free surfaces. However, there is also likely to be an alteration of the space charge by dopants and their accompanying holes if the dopants tend to segregate to the dislocations. In the previous section 2.2.3 it was shown that there is a strong attraction of the AE\(_{2+}\) dopants, i.e. Ca, Sr, and Ba, to the tensile regions of isolated edge dislocations in low-angle grain boundaries and a repulsion from the compressive regions. We will illustrate some of the effects of such dopant segregation on the space charges by an idealized planar grain boundary which consists of joining together two free surfaces with their associated point defect space charges, together with Ca\(_{2+}\) dopants and accompanying holes which have segregated in the stress fields of the boundary. We assume that the dopant atoms are attracted to or repelled from region along the boundary by the elastic fields which decay going away from the boundary. The results of this calculation will illustrate the interplay between dopant segregation and point defect induced by space charges.

From previous thermodynamic calculations we know that the hole density changes with the content of doped calcium. Consequently, the Debye length varies with Ca concentration. Note that the defect created by replacing Y\(_3^+\) with Ca\(_{2+}\) carries one negative charge. Assuming that the total number of Ca\(_{2+}\) is conserved, after solving the distribution of charged particles in an electrostatic field caused by space charges, the defect density \(n_{\text{Ca}}\) at the position of \(x\) with the electrostatic \(\Phi(x)\) away from the boundary plane is given as

\[
n_{\text{Ca}} = N \cdot f_{\text{Ca}} \times \exp\left(\frac{e(\Phi - \Phi_\infty)}{kT}\right),
\]

where \(N \cdot f_{\text{Ca}}\) is the density of calcium ions at surfaces...
determined by the following condition
\[ N \cdot n_{\text{doping}} \cdot V = \int dA \int dx \cdot f_{\text{Ca}} \cdot \exp \left( \frac{e(\Phi - \Phi_{\infty})}{kT} \right), \] (35)
where \( n_{\text{doping}} \) is the total concentration of doped calcium. Since each \( \text{Ca}^{2+} \) is accompanied by one mobile hole, the density of holes near surfaces \((N \cdot f_0)\) is determined by the following condition (assuming that the total number of holes is conserved):
\[ (0.4+n_{\text{Ca}})N \times V = \int dA \int dx \cdot f_0 \cdot \exp \left( -\frac{e(\Phi - \Phi_{\infty})}{kT} \right). \] (36)

Note that we extend our studies to general grain boundaries here based on understanding the divalent dopants’ interaction with the stress field of small-angle tilt boundaries. As there can be a significant strain field in the grain boundary region, originating from size mismatch between solute and matrix atoms, dislocations, etc, a strain energy term should be included in the studies of Ca doping because the strain field due to dislocations at grain boundaries can substantially affect the segregation of Ca. We ignore the elastic interactions with the boundaries of the charged vacancies, and approximate the effect of the stress field of the boundary by an elastic term of the calcium by the same form used in [8]:
\[ U_{\text{elastic}} = U_0 \left( 1 - \left( \frac{s \cdot \kappa}{d} \right)^n \right) \]
\[ s \cdot \kappa \leq 2d; \]
\[ = 0, \quad s \cdot \kappa > 2d, \] (37)
where \( U_0 \) is the binding energy near the dislocation core. We choose \( n = 2 \), and \( d \) is about two lattice parameters along the \( b \)-axis. This is consistent with the periodicity of the structural units proposed in the coincidence models of grain boundary structures [38]. The calculations in the previous section indicated that the volume of solution for doping calcium at yttrium sites is positive. Hence, a positive sign of \( U_0 \) means in the compression region which repels Ca, while a negative sign of \( U_0 \) means in the tensile region which attracts Ca. The charge density is now given by
\[ \rho(x) = e(2n_{\text{Ca}} + 2n_{\text{O}_2} - 3n_{\text{O}} - 2n_{\text{Ba}} - n_{\text{Cu}} - 2n_{\text{CuO}} + n_{\text{hole}} - n_{\text{Ca}}). \] (38)

Following the same process as in the previous section, the Poisson equation can be rewritten as
\[
\frac{d^2 \Phi}{dz^2} = -\frac{1}{2} \int 2 \times 4 \times \exp \left( -\frac{E_{\text{O}_2} + 2e\Phi_{\infty}}{kT} \right) \exp(-2z) \]
\[ + 2 \times 2 \times \exp \left( -\frac{E_{\text{O}_2} + 2e\Phi_{\infty}}{kT} \right) \exp(-2z) \]
\[ - 3 \times 1 \times \exp \left( -\frac{E_{\text{V}} - 3e\Phi_{\infty}}{kT} \right) \exp(3z) \]
\[ - 2 \times 2 \times \exp \left( -\frac{E_{\text{Ba}} - 2e\Phi_{\infty}}{kT} \right) \exp(2z) \]
\[ - 1 \times 1 \times \exp \left( -\frac{E_{\text{Cu}} - 2e\Phi_{\infty}}{kT} \right) \exp(2z) \]
\[ f_0 \times \exp(-z) - f_{\text{Ca}} \times \exp \left( z - \frac{U_{\text{elastic}}}{kT} \right) \] (39)

When calcium is doped in YBCO, the process is often designed so that calcium diffuses into grain boundaries first. However, it is difficult to estimate the amount of calcium at the grain boundaries during the deposition process. In this section, we assume that the hole density and the amount of calcium near the grain boundaries are 0.6 and 0.08 per unit volume, respectively. Furthermore, the elastic binding energy of calcium is chosen to include both compression and tension regions: \( U_0 = (-6, -4, -2, 0, 2, 4, 6)kT \). This is shown in figure 5 for an idealized boundary in YBa2Cu3O7. As discussed in the previous section, the grain boundaries in O7 may be negatively charged because of the intrinsic space charges due to point defects. It should also be stressed that calcium is doped at yttrium sites, such that this site has one negative charge accompanied by making holes at CuO2 planes. Therefore, the screening length becomes even shorter than that of pure YBa2Cu3O7. If the calcium is pushed away from the grain boundaries, the space charge remains almost the same (somewhat little dependent on repulsive energy). However, on the other hand, if the calcium is attracted by the grain boundaries, extra negative charge will accumulate around the grain boundaries such that the space charge’s profile is significantly adjusted. This can strongly perturb the distribution of mobile hole density around the grain boundaries.

The stress field around the grain boundaries is also so strong (around 10^2 GPa based on our calculated elastic properties of YBCO) that it significantly affects the surrounding oxygen content and ordering [13]. If the oxygen content is close to O6, the grain boundaries are possibly positively charged, and the large Debye length leads to a larger portion of the bulk being exposed to the influence of the grain boundaries. Under such circumstances, doping with calcium not only neutralizes (by the intrinsic negative charge of Ca_3^+) the charged boundaries, but also increases the density of mobile holes to screen the charged boundaries. Therefore, the bad low-angle tilt boundaries are ‘cured’ by doping calcium.
3. Conclusions

We have systematically studied the space charge profile for YBa$_2$Cu$_3$O$_{6+y}$, YBa$_2$Cu$_3$O$_y$, and Ca-doped cases. The intrinsic space charge is strongly dependent on the oxygen content of YBa$_2$Cu$_3$O$_{7-δ}$, which is determined by the annealing temperature and oxygen partial pressure. For YBa$_2$Cu$_3$O$_y$, the chain copper is loosely bound with neighbouring two oxygens; therefore it is comparatively easier to create vacancies at copper chain sites for O$_6$. Hence, the grain boundaries are possibly positively charged. On the other hand, the calculations show that it requires less energy to make vacancies at oxygen sites for O$_7$. Consequently, it was seen that there exists a dramatic change in the nature of the space charge in going from O$_6$ to O$_7$. It is interesting to note that the origin of the screening in going from O$_6$ to O$_7$ is completely different. For O$_6$ it is the thermal activated vacancies, while for O$_7$ it is the mobile holes. This is very similar to the two screening mechanisms in semiconductors: one is intrinsic, the other is free carriers due to doped impurities. In addition, we have carried out studies of the segregation of calcium at tilt grain boundaries in the Y-123 compound. By comparing the calculated heat of solution for various doping mechanisms, we have found that the most energetically favourable defect reaction is that of doping calcium at yttrium sites accompanied by creating one hole in the CuO$_2$ plane per Ca ion. This conclusion is valid for the reaction in the bulk, which agrees with previous experimental measurements [14]. To study the segregation of calcium at tilt boundaries, the volume of formation is needed in order to estimate the binding energy to the elastic strain field which arises from the grain boundary dislocations. We computed this for the doping series of alkaline earths at yttrium sites. After including the strain field contribution, the segregation energy of calcium at small-angle tilt boundaries is obtained. The theoretical results suggest that more calcium is expected in the tensile regions around tilt grain boundaries. For the calcium-doped YBa$_2$Cu$_3$O$_{7-δ}$ case, our calculations indicate that Y$^{3+}$ ions are replaced by Ca$^{2+}$ ions, accompanied by creating holes in the CuO$_2$ plane. The increase of hole content strongly enhances the screening effect by mobile holes. The strong screening effect (much shorter screening length) helps to decrease the area of influence of the grain boundaries. Besides, the segregation of calcium is strongly determined by the strain field. More calcium segregation is expected in tensile stress regions. Since the calcium is doped at yttrium sites, it has one negative charge. Therefore, the segregation of calcium causes extra negative defects to approach the grain boundaries such that the potential decreases quite significantly. Consequently, the hole content near the grain boundaries increases, thus helping to screen out the effect of disorder at the boundary. In summary, the nature of the space charge is closely related to the oxygen content. Doping calcium at small-angle tilt grain boundaries of YBCO leads to an increase of $J_t$ through increasing the hole content, enhancing negative potential regions due to the segregation of calcium, and helping to passivate disorder at the boundary.
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Note added. After submission of this manuscript, reference [39] reported the experimental measurement of potential curves near [001] tilt boundaries for both YBa$_2$Cu$_3$O$_{6+y}$ and Ca-doped YBa$_2$Cu$_3$O$_{7-δ}$. In particular, the curves in figure 2 of [39] were nicely predicted by figures 2 and 5 in this manuscript. (Indeed, the main body of this manuscript has been already completed as chapter 6 of [27]. Figures 6.2 and 6.3 of [27] are in fact plotted here as figures 2 and 5.)
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