Energy gaps of Hamiltonians from graph Laplacians
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The Cheeger inequalities give an upper and lower bound on the spectral gap of discrete Laplacians defined on a graph in terms of the geometric characteristics of the graph. We generalise this approach and we employ it to determine if a given discrete Hamiltonian with non-positive elements is gapped or not in the thermodynamic limit. First, we define the graph that corresponds to such a generic Hamiltonian. Then we present a suitable generalisation of the Cheeger inequalities that overcomes scaling deficiencies of the original version. By employing simple examples we illustrate how the generalised Cheeger inequalities can successfully identify gapped or gapless phases and we comment on the computational complexity of this approach.
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Introduction: In physics, the variational approach plays a central role in theoretical and numerical approximations of spectral properties of Hamiltonians. When applied to the first excited state it can give an upper bound to the spectral gap of the Hamiltonian, provided that the ground state is known. Unfortunately, a lower bound to this gap is not readily available. Such a bound could help in understanding fundamental properties of many body systems that depend on the behaviour of the spectral gap in the thermodynamic limit [1–3]. A direct approach to this question is, in general, a hard computational problem as it requires the diagonalisation of exponentially large matrices. It is, thus, fascinating that the spectral gap of discrete Laplacians defined on a graph can be upper and lower bounded by general geometric characteristics of the graph [4, 5]. This is achieved with the help of the Cheeger constant that determines the extent a bottleneck configuration appears in a graph.

Here we derive a new version of the Cheeger inequalities that can estimate the energy gap of stoquastic Hamiltonian, i.e. Hamiltonians with all off-diagonal elements real and non-positive. For that we need to first associate a graph Laplacian to the Hamiltonian provided we know its ground state. This is not a major drawback as there are large families of physically relevant states, e.g. the Matrix Product States, that are ground states of Hamiltonians which are not known to be gapped or not in two or higher dimensions [6]. Such an important example is the two-dimensional AKLT model that can support universal quantum computation by measurements only, but it is not proven yet if it is gapped which would establish its fault-tolerance.

The upper Cheeger bound is based on the familiar to physicists variational method. To generalise the lower bound to the case of Hamiltonians we are forced to deviate from the usual methodology [5] and employ the duality between the maximum flow and the minimum cut of a graph [7]. This provides much greater flexibility and allows us to efficiently lower bound the spectral gap of a Hamiltonian in the thermodynamic limit. We also employ an additional structure, the reduced graph, that allows to optimise the lower bound beyond what is currently possible [5].

The methodology presented here sets the framework to study the spectral gap of Hamiltonians in terms of geometric characteristics of graphs without any approximations. Hence, the difficulty in estimating the energy gap of a Hamiltonian, when its ground state is known, has been translated to finding the Cheeger constant of the corresponding graph, which is known to be an NP-complete problem [8]. Our approach aims to give a new and general methodology that can facilitate the evaluation of energy gaps theoretically or numerically [3].

Hamiltonians and Graph Laplacians: We shall consider Hamiltonians, $H$, that are Hermitian $N \times N$ matrices with real non-positive entries. By employing the Perron-Frobenious Theorem [9] it can be shown that the smallest eigenvalue $\lambda_0$ of $H$ is negative and all other eigenvalues are strictly larger in absolute value. Hence, we can denote the $N$ eigenvalues as

$$\lambda_0 < \lambda_1 \leq \lambda_2 \ldots \leq \lambda_{N-1}.$$  

Moreover, the eigenvector $\psi_0 = (\alpha_i)_{i=0}^{N-1}$ corresponding to $\lambda_0$ is unique and all its components, $\alpha_i$, are positive satisfying $\sum_i |\alpha_i|^2 = 1$. We are interested in estimating the spectral gap of $H$ given by the difference between the lowest and second lowest eigenvalues

$$\Delta(H) = \lambda_1 - \lambda_0.$$  

The first excited state $\psi_1 = (\beta_i)_{i=0}^{N-1}$ has components that are both positive and negative in order for the orthogonality condition, $\langle \psi_0, \psi_1 \rangle = 0$, to hold.

From the Hamiltonian, $H$, we next define the Laplacian operator $L$

$$L = -\lambda_0 \mathbb{1}_N + D^{-1}HD = \begin{cases} -\lambda_0 + H_{ii}, & i = j; \\ \frac{\alpha_i}{\alpha_j}H_{ij}, & i \neq j. \end{cases}$$

where $D$ is the diagonal matrix $D = \text{diag}(\alpha_0, \ldots, \alpha_{N-1})$ and $\mathbb{1}_N$ is the $N$-dimensional identity. In contrast to
the usual paradigm Laplacian $L$ is a non-symmetric matrix that has a number of useful properties. Its rows sum up to zero ($\sum_j L_{ij} = -\lambda_0 + \sum_j H_{ij} \alpha_j / \alpha_i = -\lambda_0 + \lambda_0 \alpha_i / \alpha_i = 0$) and its lowest eigenvalue is 0 with left eigenvector $\pi \equiv (\alpha_0^2, ..., \alpha_{N-1}^2)$, i.e., $\pi L = 0$, and right eigenvector $D^{-1} \psi_0 = (1, ..., 1)^T = 1$, i.e., $L \psi_0 = 0$. Most importantly $L$ has the same energy gap as $H$, i.e., $\Delta(L) = \lambda_1 - \lambda_0 = \Delta(H) \{L(D^{-1}|\psi_0)| = 0$ and $L(D^{-1} |\psi_1)| = (\lambda_1 - \lambda_0)(D^{-1} |\psi_1)|\}$.

We now show how to construct a graph from the Laplacian $L$ [2, 10]. Consider a set of vertices $V = \{1, ..., N\}$. For each pair of vertices $i, j$, which do not need to be distinct, the edge $(i, j)$ has a positive weight

$$w_{ij} = -\alpha_i H_{ij} \alpha_j.$$  \hspace{1cm} (3)

Hence, the set of edges $E$ of the graph involve all $(i, j)$ for which $H_{ij} \neq 0$. As we have determined the vertices and the edges of the graph we can now define the degree of each vertex in the following way

$$d_i = \sum_{j \in V} w_{ij} = -\alpha_i \sum_{j \in V} H_{ij} \alpha_j = |\lambda_0| \alpha_i^2.$$ \hspace{1cm} (4)

Thus, we could think of $|\lambda_0|$ as the ‘bare’ degree of $i$ and $d_i$ as the ‘dressed’ degree of $i$. Similarly, $-H_{ij}$ could be thought of as ‘bare’ weight of the edge $(i, j)$ and $w_{ij}$ as the ‘dressed’ weight of $(i, j)$. Note that $G$ is always connected because $H$ is irreducible. This completes our first task in identifying the appropriate graph and Laplacian for a given Hamiltonian, $H$. Next, we show how weighted graph can be used to give a lower bound to the spectral gap of the Hamiltonian.

**Cheeger constant and Cheeger inequalities:** We now introduce the appropriate Cheeger constant associated with a graph $G$. Consider a bipartition $S$ and $\bar{S}$ in the vertex set $V$ of the graph. Let the flow and the capacity be defined as

$$F_S = \sum_{i \in S, j \in \bar{S}} w_{ij} \text{ and } C_S = \sum_{i \in S} \alpha_i^2,$$ \hspace{1cm} (5)

respectively. We define the Cheeger constant as

$$\Phi = \min_{C_S \geq 1/2} \frac{F_S}{C_S},$$ \hspace{1cm} (6)

where the minimisation is over all possible partitions. The edge boundary $\partial S$ that corresponds to $\Phi$ is called here the Cheeger cut and it identifies the bottleneck of the graph, as depicted in Fig. 1.

Next we present the Cheeger inequalities [5]. Consider the Laplacian operator [2] with spectral gap $\Delta(L) = \lambda_1 - \lambda_0$, defined on the graph $G$ with Cheeger constant $\Phi$. Then the Cheeger inequalities are give by

(a) $2\Phi \geq \lambda_1 - \lambda_0$ and (b) $\lambda_1 - \lambda_0 \geq \frac{\Phi^2}{2|\lambda_0|}.$ \hspace{1cm} (7)

The Cheeger inequalities bound from above and below the spectral gap of the Laplacian and of the corresponding Hamiltonian. It is worth noting that the bounds are functions of the Cheeger constant $\Phi$ and the ‘bare’ degree $|\lambda_0|$ which are geometric characteristic of the graph. Hence, if we had the means to determine the general shape of the graph from general properties of the Hamiltonian then we could successfully estimate the energy gap $\Delta(H)$.

The proof of the upper bound (7a) is rather simple and it is based on a variational argument for the first excited state of the Laplacian [5]. By taking a vector $\psi$ that is orthogonal to the ground state of the Laplacian we guarantee that the expectation value of $L$ with respect to $\psi$ will be larger or equal to the gap $\lambda_1 - \lambda_0$. Such a vector can be defined on a bipartition of $G$ into $A$ and $B$ so that

$$\psi_i = \begin{cases} \frac{1}{c_A}, & i \in A; \\ -\frac{1}{c_B}, & i \in B. \end{cases}$$ \hspace{1cm} (8)

The variational parameter is the position of the boundary that separates $A$ and $B$. The optimal value is obtained when the boundary is identical to the Cheeger cut, where the gap is upper bounded by $2\Phi$ as shown in (7a). Hence, Hamiltonians that give rise to graphs with a predominant bottleneck behaviour, i.e. small $\Phi$, have a small gap. If on the other hand $\Phi$ is large it does not automatically guarantee that the Hamiltonian has a large gap. This is due to the factor $1/|\lambda_0|$ in the lower bound (7b), where $|\lambda_0|$, roughly speaking, corresponds to the size of the system. As we are interested in the behaviour of the lower bound in the thermodynamic limit we are faced with the task of improving this bound.

**Two characteristic examples:** We shall now see with explicit examples how the Cheeger inequalities are applied to physical systems. Our first example concerns a free particle hoping on a one dimensional lattice. For simplicity we take the lattice to have periodic boundary conditions and to be of size $N$. The Hamiltonian is given by

$$H = -t \sum_{i=1}^{N} \{ |i\rangle \langle i+1| + |i+1\rangle \langle i| \},$$ \hspace{1cm} (9)
where the state $|i\rangle$ denotes the particle being in position $i$ with the periodic condition $|N + 1\rangle = |1\rangle$. The ground state is given by $|\psi_0\rangle = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} |i\rangle$ with eigenvalue $\lambda_0 = -2t$. By Fourier transformation one can show that $\lambda_1 = -2t \cos(\pi/N)$. Hence, in the thermodynamic limit $\Delta(H) = 2t[1 - \cos(\pi/N)] \approx t^2/N^2 \to 0$ as $N \to \infty$.

Let us now turn to the graph theoretic approach of this system. Following definitions (2,3,4) we obtain the graph of Fig. 2 with Cheeger constant $\Phi = 4t/N$. The Cheeger inequalities give

$$\frac{8t}{N} \geq \lambda_1 - \lambda_0 \geq \frac{4t}{N^2},$$

that is in agreement with the exact result. Hence, the estimation of the energy gap from the Cheeger inequalities gives the gapless asymptotic behaviour of the one dimensional free particle when $N \to \infty$.

Next we consider the Hamiltonian of non-interacting spin-1/2 particles

$$H = -B \sum_{i=1}^{n} \sigma_i^z,$$

where $\sigma^z$ is the Pauli operator and $B > 0$. The ground state is an equal superposition of all spin states $|\psi_0\rangle = \frac{1}{\sqrt{2^n}} \sum_{i=1}^{2^n} |i\rangle$ where $|i\rangle$ denotes a particular spin configuration among the total of $N = 2^n$ in the $\sigma^z$ eigenbasis. The two lowest eigenvalues are $\lambda_0 = -Bn$ and $\lambda_1 = -B(n - 2)$ giving the gap $\Delta(H) = 2B$, which is constant as $n$ is taken to the thermodynamic limit.

The corresponding graph is a hypercube $Q_n$ depicted in Fig. 3. The weights of the edges are all $B$ so that the Cheeger constant is $\Phi = B$. The Cheeger inequalities give

$$2B \geq \Delta(H) \geq \frac{B}{2n}.$$  

We see that, while both inequalities hold, the lower bound goes to zero when $n \to \infty$. Hence, the Cheeger inequality gives no information if the Hamiltonian $H$ is gapped or not in the thermodynamic limit. This simple example demonstrates that the current lower bound is not adequate for our purposes. In the following we introduce a generalisation of the lower bound of the Cheeger inequalities that can recognise if a Hamiltonian is indeed gapped or not in the thermodynamic limit.

**Generalised Cheeger inequality:** The inadequacy of the lower bound (7b) comes from the factor $1/|\lambda_0|$, where $|\lambda_0|$ corresponds to the maximum number of edges originating from a vertex. In the following we show that it is not necessary to consider all edges of the graph $G$ in the derivation of the lower bound. In fact, a generalised form of the lower bound can be derived that does not suffer from the scaling problem of the original version and, hence, it can be applied to problems of physical interest.

Let us assume we know the optimal bipartition of a graph $G$ in $S$ and $\bar{S}$ by the Cheeger cut $\partial S$. We consider a reduced version of the graph $G$, named $\bar{G}$, that has exactly the same vertices as $G$, but a reduced set of edges, $\bar{E}$. The ‘bare’ degree of vertices in $\bar{G}$ are given by $c_i = \sum_{j, (i,j) \in \bar{E}} w_{ij}/\alpha^2$. Hence, $\bar{G}$ has a smaller maximum ‘bare’ degree than $G$ namely, $c \equiv \max_{i \in V} c_i \leq |\lambda_0|$. Consider now all possible subsets $S_i$ of the set of vertices of $S$. For each subset we define the ratio $\bar{\Phi}_i = \bar{F}_{S_i}/C_{S_i}$, where $\bar{F}_{S_i}$ is defined only in terms of the edges of the reduced graph and we set $\bar{\Phi} = \min S_i \bar{\Phi}_i$. Note that, unlike $\Phi$, the minimisation in the definition of $\bar{\Phi}$ is performed only over the set $S$ not over the whole $G$. Nevertheless, since the reduced graph has a smaller number of edges, the value of $\bar{\Phi}$ might be actually smaller than $\Phi$.

With the help of the reduced graph one can derive (see Supplement) a generalised version of the lower bound:

$$\lambda_1 - \lambda_0 \geq \bar{\Phi}^2 \frac{2c}{2c}.$$  

This inequality shows that the energy gap of $H$ can be bounded by geometric characteristics of a reduced graph $\bar{G}$. Initially, note that for $\bar{G} \equiv G$ the lower bounds (13) and (13) are identical. As the reduced graph can be arbitrarily chosen we aim to define $\bar{G}$ in order to maximise the lower bound (13). If a reduced graph can be found with a lower Cheeger bound that does not tend to zero in the thermodynamic limit then the Hamiltonian is gapped.
and it has a unique gapped ground state at state, at $B = 0$ it exhibits critical behaviour as $n \to \infty$ and it has a unique gapped ground state at $B > 1$. Fig. 5(a) illustrates the usual and generalised Cheeger bounds for various values of the magnetic field $B$. Fig. 5(b) shows that the usual Cheeger bound scales unfavourably as a function of $n$, while the generalised one remains almost constant as $n$ increase, successfully bounding the energy gap from below. This general prescription can be straightforwardly applied to determine theoretically or numerically the gapped nature of more complex systems [11].

**Conclusions:** In this Letter we generalised the variational method that determines an upper bound for the energy gaps of Hamiltonians to the case of lower bounds. To upper bound the energy gap one employs the variational ansatz for the first excited state. This method introduces variational parameters as degrees of freedom with which one can optimise the bound. Similarly, in the case of the lower bound choosing the reduced graph $G$ provides the freedom for optimisation. In the presence of ground state degeneracy due to a symmetry one can project the Hamiltonian to irreducible components and treat separately each of them. We envision that the presented method can actually reveal the behaviour of the gap in the thermodynamic limit of a wide variety of physical problems ranging from condensed matter to high energy physics.
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The left hand side can be expanded as
\[ \sum_{i} \sum_{j \neq i} \hat{\epsilon}_i \left( \frac{\alpha_j}{\alpha_i} H_{ji} \right) e_j - \sum_{i} \sum_{j \neq i} \hat{\epsilon}_i \frac{\alpha_j}{\alpha_i} H_{ij} e_i, \]
for both \( L_{ji} \) and \( e_j \) are negative for \( j \notin V^+ \); 
\[
\ldots = \sum_{i \in V^+} \sum_{j \in V^+} \hat{\epsilon}_i \left( \frac{\alpha_j}{\alpha_i} H_{ji} \right) e_j - \sum_{i \in V^+} \sum_{j \neq i} \hat{\epsilon}_i \frac{\alpha_j}{\alpha_i} H_{ij} e_i, 
\]
by \( L_{ji} = \frac{\alpha_j}{\alpha_i} H_{ji} \) and \( L_{ii} = -\lambda_0 + H_{ii} = -\sum_{j \neq i} \frac{\alpha_j}{\alpha_i} H_{ij} \); 
\[
\ldots = - \sum_{i \in V^+} \sum_{j \in V^+} w_{ij} \hat{\epsilon}_i \hat{\epsilon}_j + \sum_{i \in V^+} \sum_{j \neq i} w_{ij} \hat{\epsilon}_i^2, 
\]
by \( w_{ij} = -\alpha_i H_{ij} \alpha_j \); 
\[
\ldots = -2 \sum_{i < j} w_{ij} \hat{\epsilon}_i \hat{\epsilon}_j + \sum_{i < j} w_{ij} \left( \hat{\epsilon}_i^2 + \hat{\epsilon}_j^2 \right), 
\]
by using \( \sum_{i < j} w_{ij} = 2 \sum_{i < j} \); 
\[
\ldots = \sum_{i < j} w_{ij} (\hat{\epsilon}_i - \hat{\epsilon}_j)^2. 
\]
Putting together (17) and (22) we get 
\[
\Delta(L) = \lambda_1 - \lambda_0 \geq \frac{\hat{\Phi}^2}{2c}, 
\]
where the quantity \( \hat{\Phi} \) is defined so that the reduced flow out of \( S \), \( \tilde{F}_S \) satisfies 
\[
\tilde{F}_S \geq \hat{\Phi} C_S 
\]
for any \( S \subset V \) and, 
\[
\tilde{F}_S = \sum_{i \in S, j \in V} w_{ij}, \text{ the reduced flow out of } S; 
\]
\[
c = \max_{i \in V} \left( \sum_{j, (i,j) \in \tilde{E}} w_{ij} / \pi_i, \text{ the constriction.} \right) 
\]

**Proof:** To prove Theorem 1 we employ the max-flow min-cut theorem [7]. Unlike the standard proof that is based on a specific vertex enumeration [5], the max-flow min-cut theorem provides a much more versatile framework that allows us to successfully generalise the lower bound. Consider the network \( N \), based on the graph \( G \), with vertex set \( \{s, t\} \cup X \cup Y \) where \( s \) is the source, \( t \) is the sink, \( X \) is a copy of \( V^+ \) and \( Y \) is a copy of \( V \). The directed edges of this network and their capacities are given as follows:
1. For every $x \in X$, the directed edge $(s, x)$ has capacity $(1 + \tilde{\Phi})\pi_x$ where $x$ is labelled by vertex $i$.

2. For every $x \in X$, $y \in Y$, there is a directed edge $(x, y)$ with capacity $w_{ij}$ if $x$ is labelled by a vertex $i$, $y$ is labelled by a vertex $j$ and $(i, j)$ is an edge in $G$ such that $(i, j) \in E$. Otherwise we set the capacity of $(i, j)$ to be zero.

3. For every $x \in X$, $y \in Y$, there is a directed edge $(x, y)$ with capacity $\pi_i + w_{ij}$ if $x$ and $y$ are labelled by the same vertex.

4. For every $y \in Y$ labelled by $j$, the directed edge $(y, t)$ has capacity $\pi_j$.

We claim that the value of the min-cut of this network is $(1 + \tilde{\Phi})C_{V+}$, where $C_{V+} = \sum_{i \in V^+} \pi_i$. To show this, let $K$ denote a cut separating $s$ and $t$. Let

$$
X_1 := \{ x \in X : (s, x) \notin K \},
\quad Y_1 := \{ y \in Y : (y, t) \in K \}.
$$

Define the following sets of edges,

$$
E_X := \{ (s, x) : x \in X \},
E_{X_1} := \{ (s, x) : x \in X_1 \},
E(X_1, X_1) := \{ (x, y) : x \in X_1 \subset X \text{ and } y \in X_1 \subset Y \},
$$

The total capacity of the cut $K$ is at least the sum of capacities of the edges,

- Edges $E_X \setminus E_{X_1}$,
- The edges $E(X_1, X_1)$,
- The edges $E(X_1, Y)$.

Therefore, the total capacity of the cut is at least equal to

$$(1 + \tilde{\Phi})C_{X-X_1} + C_{X_1} + \tilde{F}_X,
\geq (1 + \tilde{\Phi})C_{X-X_1} + C_{X_1} + \tilde{\Phi}C_{X_1}, \text{ by } \tilde{F}_S \geq \tilde{\Phi}C_S,
= (1 + \tilde{\Phi})C_X.
$$

Since there is a cut of size $(1 + \tilde{\Phi})C_{V+}$, we have proved that the min-cut is equal to $(1 + \tilde{\Phi})C_{V+}$. By the max-flow min-cut theorem [7], there exists a flow function $h_{ij}$ for all directed edges in the network so that $h_{ij}$ is bounded above by the capacity of $(i, j)$. Also, for each fixed $x \in X$ and $y \in Y$, we have

$$
\sum_{j \in V} h_{xj} = (1 + \tilde{\Phi})\pi_x, \quad \sum_{j \in X} h_{jy} \leq \pi_y.
$$

Recall [23]

$$
\lambda_1 - \lambda_0 \geq \frac{\sum_{i < j} w_{ij}(\hat{\epsilon}_i - \hat{\epsilon}_j)^2}{\sum_{i \in V^+} \pi_i e_i^2},
$$

and note that

$$
\lambda_1 - \lambda_0 \geq \frac{\sum_{i < j} w_{ij}(\hat{\epsilon}_i - \hat{\epsilon}_j)^2}{\sum_{i \in V^+} \pi_i e_i^2} \times \frac{\sum_{i < j} \frac{h_{ij}^2}{w_{ij}}(\hat{\epsilon}_i + \hat{\epsilon}_j)^2}{\sum_{i < j} w_{ij}(\hat{\epsilon}_i + \hat{\epsilon}_j)^2}.
$$

At this point we have introduced the reduced graph $\hat{G}$ through the summation over the edge set $E$. This has been possible as we are allowed to insert any number in the right hand side of the above inequality as long as it is smaller or equal to one. Exactly this mathematical freedom allowed us to generalise the Cheeger inequality.

In the denominator

$$
\sum_{i < j} w_{ij}(\hat{\epsilon}_i + \hat{\epsilon}_j)^2 \leq 2 \sum_{\{i, j\} \in E} w_{ij}(\hat{\epsilon}_i^2 + \hat{\epsilon}_j^2) \leq 2 \sum_{i \in V} \sum_{\{i, j\} \in E} w_{ij} = 2 \sum_{i \in V} \sum_{\{i, j\} \in E} w_{ij} \leq 2c \sum_{i \in V} \pi_i e_i^2,
$$

In the numerator

$$
\sum_{i < j} w_{ij}(\hat{\epsilon}_i - \hat{\epsilon}_j)^2 \sum_{i < j} \frac{h_{ij}^2}{w_{ij}}(\hat{\epsilon}_i + \hat{\epsilon}_j)^2 \geq \sum_{i < j} w_{ij}(\hat{\epsilon}_i - \hat{\epsilon}_j)^2 \sum_{i < j} \frac{h_{ij}^2}{w_{ij}}(\hat{\epsilon}_i + \hat{\epsilon}_j)^2 \geq \left( \sum_{i < j} \frac{h_{ij}^2}{w_{ij}} \right)(\hat{\epsilon}_i^2 - \hat{\epsilon}_j^2)^2,
$$

by Cauchy-Schwarz;

$$
= \left( \sum_{i < j} \frac{h_{ij}^2}{w_{ij}} \right)^2,
$$

by using $\sum_{i \leq j} \sum_{\{i, j\} \in E} h_{ij} = \sum_{\{i, j\} \in E} \sum_{i \leq j} h_{ij}$;

$$
= \left( \sum_{i \leq j} \frac{h_{ij}^2}{w_{ij}} \right)(\sum_{i \leq j} h_{ij} - \sum_{i \leq j} h_{ji})^2 \geq \left( \sum_{i \leq j} \frac{h_{ij}^2}{w_{ij}} \right)^2,
$$

by $\sum_{i \leq j} (1 + \tilde{\Phi})\pi_i - \pi_j)^2$.

$$
\geq \left( \sum_{i \leq j} \frac{h_{ij}^2}{w_{ij}} \right)(\sum_{i \leq j} h_{ij} - \sum_{i \leq j} h_{ji})^2 \geq \left( \sum_{i \leq j} \frac{h_{ij}^2}{w_{ij}} \right)^2 \tilde{\Phi}^2.
$$
Putting (38) and (30) together we get

\[ \lambda_1 - \lambda_0 \geq \frac{\Phi^2}{2c}. \]

as required. ■