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Abstract With the advent of state of the art nature-inspired pure attention based models i.e. transformers, and their success in natural language processing (NLP), their extension to machine vision (MV) tasks was inevitable and much felt. Subsequently, vision transformers (ViTs) were introduced which are giving quite a challenge to the established deep learning based machine vision techniques. However, pure attention based models/architectures like transformers require huge data, large training times and large computational resources. Some recent works suggest that combinations of these two varied fields can prove to build systems which have the advantages of both these fields. Accordingly, this state of the art survey paper is introduced which hopefully will help readers get useful information about this interesting and potential research area. A gentle introduction to attention mechanisms is given, followed by a discussion of the popular attention based deep architectures. Subsequently, the major categories of the intersection of attention mechanisms and deep learning for machine vision (MV) based are discussed. Afterwards, the major algorithms, issues and trends within the scope of the paper are discussed.
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1 Introduction

Recently attention-based mechanisms like transformers [93] have been successfully applied to various machine vision tasks by using them as vision transformers (ViTs) [20] in image recognition [90], object detection [8,119], segmentation [112], image super-resolution [109], video understanding [86,26], image generation [10], text-image synthesis [75] and visual question answering [87,85], among others [97,50,18,111] achieving at par as well as even better results as compared to the established CNN models [45]. However, transformers have various issues like being ‘data-hungry’ and requiring large training times. Deep learning [54,27,82] based convolutional neural networks (CNNs) [55,56] on the other hand do not have such problems significantly. Accordingly, techniques have emerged which are at the intersection of pure attention based models and the established pure CNNs which have best of the both features. Machine vision (MV) has also benefitted from this merger of the two important vision models viz. ViTs and CNNs. In this section we will discuss the source of power of ViTs and transformers in general i.e. attention and its types [45] briefly for the readers to have an idea of the new type of machine vision (MV) models i.e. ViTs.

1.1 Self-attention

For a given a sequence of elements, the self-attention process gives a measurable estimate of the relevance of one element others. For example, which elements like words can come together in a sequence like a sentence. The self-attention process is an important unit of attention-based models like transformers, that models the dependencies among all elements of the sequence for formal/structured prediction applications. Plainly stated, a self-attention model layer assigns a value to every element in a structure/sequence by combining information globally from the input vector/sequence.

Denoting a sequence of \( n \) entities \( (x_1, x_2, \ldots, x_n) \) by \( X \in \mathbb{R}^{n \times d} \), \( d \) being the dimension which embeds dependency of every element. The purpose of self-attention is capturing the dependency between all \( n \) elements after encoding every element inside the overall contextual knowledge. This process is achieved by the definition of 3 weight matrices which have to be learnt for transforming: Queries \( (W^Q \in \mathbb{R}^{n \times d_q}) \), Keys \( (W^K \in \mathbb{R}^{n \times d_k}) \) and Values \( (W^V \in \mathbb{R}^{n \times d_v}) \). First the input vector \( X \) is projected to the 3 weight matrices for obtaining \( Q = XW^Q, K = XW^K \) and \( V = XW^V \). The output \( Z \in \mathbb{R}^{n \times d_v} \) in the self-attention layer is next expressed as,

\[
Z = \text{softmax} \left( \frac{QK^T}{\sqrt{d_q}} \right) V. \tag{1}
\]

For a certain element in the vector/sequence, the self-attention mechanism fundamentally finds the dot product of query with all the keys, this product being subsequently normalized by the softmax function for obtaining the attention-map scores. Every element now assumes the value of the weighted summation for all elements inside the vector/sequence, wherein all weights are equal to the attention map scores.
1.2 Masked self-attention

The self-attention layer applies to every element/entity. For the transformer [93] having been trained for prediction of the next entity in the vector/sequence, the self-attention units inside the decoder are then masked for prevention of their application to the entities coming in future. This technique is achieved by calculating the element-wise product with a mask $M \in \mathbb{R}^{n \times n}$, where $M$ is the upper triangular matrix. Thus masked self-attention is calculated as,

$$\text{softmax}\left(\frac{QK^T}{\sqrt{d_q}} \circ M\right),$$  

where $\circ$ is the Hadamard product. During prediction of an element in the vector/sequence, the attention map scores of the future elements are set to 0 in the masked self-attention.

1.3 Multi-head attention

For encapsulation of various complicated dependencies between various elements / entities in the vector/sequence, the multi-head attention process consists of multiple self-attention units with $h = 8$ inside the original transformer architecture [93]. Every unit contains its own learnable weight-matrices $\{W_Q^i, W^K_i, W^V_i\}$, where $i = 0, 1, 2, \ldots (h - 1)$. For a particular input $X$, outputs of $h$ self-attention units in the multi-head attention process are combined into one matrix $[Z_0, Z_1, \ldots, Z_{h-1}] \in \mathbb{R}^{n \times h \times d}$, and are subsequently projected to another weight matrix $W \in \mathbb{R}^{h \cdot d_v \times d}$.

The notable difference of the self-attention process with the convolutional operation is that every weight is dynamically computed as against static weights which remain fixed for various inputs as for convolution. Also that the self-attention process is invariable to permutation and change for different number of inputs with the result that it has a convenient operation over irregularity as against the convolutional operator which needs a grid array. See [7] for illustration of these concepts.

2 Attention based deep learning architectures

In this section, some common deep learning architectures of deep attention models are discussed [96] and a graphical illustration is presented in [2] The architectures of the prevalent deep attention based models are categorized into the following important classes as given below:

1. Single channel model
2. Multi-channel model feeding on multi-scale data
3. Skip-layer model
4. Bottom-up/ top-down model
5. Skip-layer model with multi-scale saliency single network
2.1 Single-channel model

As demonstrated in Figure 2(a), the single channel model is the predominant configuration of various CNN-based attention models also being used by many attention-based works. Almost all the other types of CNN configurations can be considered as variants of the single channel model. It has been demonstrated that attention cues on various levels and scales are vital for attention. Using multi-
scale features of CNNs into attention-based models is an obvious choice. In the next type of single channel model, namely multi-channel model, the changes are done along this line.

2.2 Multi-channel model

Some implementations of this model include [41,116,61,67]. The basic concept in the multi-channel model is shown in Figure 2(b). This type of model learns multi-scale attention information by training multiple models with multi-scale data inputs. The multiple model channels are in parallel and can have varying configurations with different scales. As shown in [105], input data is fed via multiple channels simultaneously, and then the features from different channels are fused and fed into a unified output layer for producing the final attention map. We observe that in the multi-channel model, multi-scale learning takes place outside the individual models. In the next configuration discussed, the multi-scale learning is inside the model, and this is achieved by combining feature maps from various convolutional layer hierarchies.

2.3 Skip-layer model

A common skip-layer model is shown in Figure 2(c) being used in [51,52,14]. Instead of learning from many parallel channels on multiple-scale images, the skip-layer model learns multi-scale feature maps inside a primary channel. Multi-scale outputs are learned from various layers with increasingly larger reception fields and down-sampling ratios. Next, these outputs are fused for outputting final attention map.

2.4 Bottom-up/top-down model

This relatively newer model configuration called top-down/bottom-up model has been used in attention-based object segmentation [110] and also in instance segmentation [73,31,29]. The architecture of the model is shown in Figure 2(d), wherein segmentation feature maps are first obtained by common bottom-up convolution techniques, and next a top-down refinement is done for fusing the data from deep to shallow layers into the mask. The main motivation behind this configuration is to produce high-fidelity segmentation masks because deep CNN layers lose fine image detail. The bottom-up/top-down model is like a type of skip-layer model since different layers are connected to each other.

2.5 Skip-layer Model with Multi-scale Saliency Single Network

This model [56] shown in Fig. 2(e), is inspired by the model in [105] and the deeply-supervised model in [57]. The model uses multi-scale and multi-level attention-based information from various layers, and learns via the deeply supervised technique. An important difference between this model and the previous models is that the former
provides combined straightforward supervision of the hidden layers instead of the common approach of supervising only the last output layer and then propagating the supervised output back to the previous layers. It uses the merit of the skip-layer model (Figure 2(c)) which does not learn from multiple model channels with multi-scale input data. Also, it is lighter than the multi-channel model (Figure 2(b)) and bottom-up/top-down model (Figure 2(d)). It has been found that the bottom-up/top-down model faces training difficulties while as the deeply supervised model shows high training efficiency.

In the next section we turn to the categorization of various techniques of attention mechanisms and deep learning in machine vision, and discuss each category in detail.

3 Attention and deep learning in machine vision: Broad categories

In this section, we discuss category-wise the various techniques of attention mechanisms and deep learning applied to machine vision. Three broad categories are:

1. Attention-based CNNs
2. CNN transformer pipelines
3. Hybrid transformers

These categories are discussed in the following sub-sections one by one. First we discuss attention-based CNNs in the following subsection.

3.1 Attention-based CNNs

Recently attention mechanisms have been applied in deep learning for machine vision applications, e.g. object detection [5, 83, 76], image captioning [106, 113, 3] and action recognition [81]. The central idea of the attention mechanisms is locating the most salient components of the feature maps in convolutional neural networks (CNNs) in a manner that the redundancy is removed for machine vision applications. Generally, attention is embedded in the CNN by using attention maps. Particularly the attention-based maps in [83, 76, 106, 81] yield in a self learned manner having other information with weak supervision of the attention maps. Other techniques cited in literature [113, 107] proceed by utilization of human attention data or guidance of the CNNs by focusing on the regions of interest (ROIs). In the following sub-sections, we proceed with discussing some noteworthy techniques in the general area of machine vision which use attention-based CNNs e.g. those used in image classification/retrieval, object detection, sign language recognition, denoising and facial expression recognition.

3.1.1 Image classification/retrieval and object detection

It is well established that attention contributes to human perception in an important manner [47, 78, 13]. One important characteristic of a human vision system is that it does not attempt to address the whole visual scene at one go. Instead, in the same,
a sequence of partial glimpses is exploited and focusing is done selectively on various parts for capturing the visual structure in a better manner [53]. Recently, several attempts have been made [95, 38] for incorporation of attention processing mechanisms in order to improve the classification accuracy of CNNs on large scale classification tasks. Wang et al. [95] have proposed a residual attention network having an encoder-decoder style attention mechanism unit. By refinement of the features, the network gives good accuracy as well as shows robustness to noise. Without directly computing the three dimensional attention map, the process is decomposed such that it learns channel-attention and spatial-attention exclusively. The exclusive attention map generation technique for 3D features is computationally inexpensive and parameter restricted, and hence can be used as a plug and play unit for existing CNN networks. In their work [38], the authors have introduced a compact unit for exploitation of the relationship between various channels. In this ‘Squeeze and Excitation’ unit, the authors have used global average-pooling of feature maps for computation of each channel’s attention. However, the authors of [101] show that the features used in [38] are suboptimal for inferring fine-channel attention. Accordingly the authors of [101] use max-pooled feature maps also. According to [101] in [38], spatial attention is missed which contributes in an important manner to deciding the focusing region as brought out in [11]. The authors of [101] thus proposed the convolutional block attention module (CBAM) for exploitation of both the spatial as well as channel-wise attention with the help of a robust network and proceed to verify that exploitation of both these mechanisms is better than use of only the channel-wise attention mechanism [38] by using it for image classification in ImageNet-1K dataset [15]. The authors of [101] experimentally demonstrate that their module is effective also in object detection tasks using two popular datasets viz. MS-COCO [66] and VOC [23]. They achieve impressive results by inserting their module in the VOC-2007 testing set. [3] shows the CBAM for both channel and spatial-attention processes. Here we attempt to briefly explain the attention mechanism in CBAM.

For a given input feature map \( F \in \mathbb{R}^{C \times H \times W} \), CBAM [101] produces a one-dimensional attention map \( M_c \in \mathbb{R}^{C \times 1 \times 1} \) and a two-dimensional spatial attention map \( M_s \in \mathbb{R}^{1 \times H \times W} \) as shown in Figure 3. This attention mechanism operation can be put as:

\[
F' = M_c(F) \otimes F, \quad (3)
\]
\[
F'' = M_s(F') \otimes F'. \quad (4)
\]

where \( \otimes \) is the multiplication operator for elements.

Channel attention is mathematically computed as follows:

\[
M_c(F) = \sigma(MLP(AvgPool(F)) + MLP(MaxPool(F))) \\
= \sigma(W_1(W_0(F_{avg})) + W_1(W_0(F_{max}))) \quad (5)
\]
Fig. 3: Illustration of both attention sub-modules in CBAM [101]. As shown, the channel-wise sub-module utilizes the max-pooling of the feature output as well as the average-pooling of the feature output with the help of a shared network. On the other hand, the spatial-wise sub-module uses two identical feature outputs by pooling them along their channel axes and then forwarding them to the convolutional layer.

\[ M_s(F) = \sigma(f_{7 \times 7}([\text{MaxPool}(F); \text{AvgPool}(F)])) = \sigma(f_{7 \times 7}([F_{\text{avg}}; F_{\text{max}}])) \]

where \( \sigma \) is the sigmoid function and \( f_{7 \times 7} \) is the convolutional operator with a \( 7 \times 7 \) filter.

The authors of [101] have used their technique for both image classification/retrieval on the ImageNet-1K dataset and object detection on both MS-COCO and VOC2007 datasets. The results obtained using their CBAM integrated networks outperform other contemporary networks. They also have demonstrated the superiority of their technique as compared to others also via grad-CAM [79] visualizations obtained on images from ImageNet validation set. [3] shows the same.

Another novel and related work in the area of image classification/retrieval by using attention-based CNNs is given by the authors of [63] for glaucoma detection from the area of medical image analysis [30]. They call their network attention-based CNN for glaucoma detection AG-CNN. It includes a novel attention-prediction subnet along with other subnets. They achieve ‘end to end’ training on an attention-
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Fig. 4: Heat map visualizations using Grad-CAM [79]. The visualizations are shown for those of the CBAM-fitted CNNs, viz. \{ResNet50 + CBAM\}, baseline \{ResNet50\} [33], and Squeeze and Excitation method [38] (SE)-integrated architecture \{ResNet50 + SE\}. Grad-CAM visualization has been obtained with feature maps of last conv layer outputs. The GT label has been shown on top of every image, where P is the softmax score of every network for the GT category. (Reproduced by permission from publisher of [101])

Based on the work of authors in [42], the authors use the Kullback Leibler (KL) divergence function as an equivalent of the nature-inspired attention-loss \(\text{Loss}_a\) given by:

\[
\text{Loss}_a = \frac{1}{I \cdot J} \sum_{i=1}^{I} \sum_{j=1}^{J} A_{ij} \log \left( \frac{\hat{A}_{ij}}{A_{ij}} \right)
\]

(7)

where \(\hat{A}\) (with its elements \(\hat{A}_{ij} \in [0, 1]\) ) is the attention map, and, \(I\) and \(J\) are the attention-map length and width respectively. By incorporating these novel features, the authors of [63] demonstrate that their proposed AG-CNN technique significantly improves the state of the art in glaucoma detection.

For more interesting techniques on image classification/retrieval using attention-based CNNs the readers may refer to some of the recent outstanding works in this area as given in [24,32], etc.

3.1.2 Sign Language Recognition

Sign language recognition (SLR) is a valuable and challenging research area in machine vision related multimedia field. Conventionally, SLR relies on hand-crafted
features with low performance. In their novel work [40], the authors propose to use attention based 3D CNNs for SLR. Their model has 2 advantages. First, it learns spatial and temporal features from video frames without any pre-processing or prior knowledge. Attention mechanisms help the model to select the clues. During training for capturing the features, spatial attention is used in the model for focusing on the ROIs. After this, temporal attention is used for selection of the important motions for determining the action-class. Their method has been benchmarked on a self-made large Chinese SL dataset having 500 classes, and also on the ChaLearn14 benchmark [22]. The authors demonstrate that their technique outperforms other state of the art techniques on the datasets used. We discuss this interesting technique in more detail below.

The spatial attention map is calculated as follows. They use an attention-based mask for denotation of the value of each image pixel. Let \( x_{i,k} \in \mathbb{R}^2 \) denote the position of a viewpoint \( k \) in an image \( i \), the value of the location \( p \in \mathbb{R}^2 \) inside the attention map \( M_{i,k} \in \mathbb{R}^{w \times h} \) for \( k \) is given by:

\[
M_{i,k}(p) = \exp\left(-\frac{\|p - x_{i,k}\|^2}{\sigma}\right),
\]

where \( \sigma \) is experimentally chosen, and \( w \) and \( h \) are image dimensions. The attention mask is formed by aggregating the peaks of various viewpoints obtained previously with the help of a max operator,

\[
M_i(p) = \max_k M_{i,k}(p).
\]

Consequently the \( i^{th} \) attention weighed image \( I_i \) is the element-wise product given by,

\[
I_i(p) = I_i(p) \times M_i(p).
\]

Based on the video feature obtained above, the use a Support Vector Machine (SVM) based classifier [92] for classification by clubbing it to another temporal attention-based pipeline. As done earlier in [21], the features are fed to a bi-directional LSTM for generation of an attention vector \( s \in \mathbb{R}^{8192} \). The features are also fed to a one-layer MLP which gives the hidden vector \( H = \{h_1, h_2, \ldots, h_n\} \), \( h_i \in \mathbb{R}^{8192} \). This vector is an integration of the sequence of clip features by attention pooling. This technique measures the value of each clip feature by determining its relation with the attention vector \( s \). Finally, they combine the video and trajectory features and use softmax based classification. Although an effective technique, the authors still admit that the work focuses on isolated SLR. For dealing with continuous SLR, which translates a clip into a sentence, RNN based methods are going to give results as admitted by the authors of the above work, and they want to work in that direction.
3.1.3 Image denoising

Image denoising is a low-level machine vision (MV) task. Deep CNNs are quite popular in low-level MV. Research has been done to improve the performance in the area by using very deep networks. However, as the network depth increases, the effects of the shallow layers on deep layers decrease. Accordingly the authors of [89] have proposed an attention-based denoising CNN named ADNet featuring an attention block (AB). The AB has been used for fine extraction of the noise data hidden in complex backgrounds. This technique has been proved by the authors of [89] to be very effective for denoising images with complex noise e.g. real noise-induced images. Various experiments demonstrate that ADNet delivers very good performance for 3 tasks viz. denoising of synthetic images, denoising of real noisy images, and also blind denoising. Here, the AB guides the previous network section by using the current network section in order to learn the noise nature. This is particularly useful for unknown images having noise, i.e. real noisy images and blind denoising. The AB uses 2 successive steps for implementation of its attention mechanism. First a 1x1 convolution is done on the output from the 17th CNN layer output in order to compress the feature map into a weight vector for adjustment of the previous section. Next, the weights thus obtained are used to multiply the feature map output of the 16th CNN layer for extraction of more refined noise feature maps. It should be noted that inspired by this novel effort more complex attention mechanisms can be used along with more dedicated ‘denoising’ deep CNNs. The code of ADNet is available at: https://github.com/hellloxiaotian/ADNet.

3.1.4 Facial expression recognition

One hot topic in Machine Vision (MV) is facial expression recognition (FER) which can be used in various MV fields like human computer interaction (HCI), affective computing, etc. In their work [62], the authors have proposed an end to end CNN network featuring an attention mechanism for auto FER. It has 4 main parts viz. feature extraction unit, attention unit, reconstruction unit and classification unit. The attention mechanism incorporated guides the CNN for paying more attention to important features extracted from earlier unit. The authors have combined their LBP features and their attention mechanism for enhancing the attention mechanism for obtaining better performance. They have applied their technique to their own dataset and 4 others, i.e., JAFFE [70], CK+ [69], FER2013 [1] and Oulu-CASIA [115], and have experimentally demonstrated that their technique performs better than other contemporary techniques. The attention mechanism used in the work has been proved to be valuable in pixelwise MV tasks. Their attention unit consists of two branches. The first is used to obtain feature map $F_p$, and the second combines the LBP feature maps for obtaining the attention maps $F_m$. In the next step, the element wise multiplication is done for the attention maps $F_m$ and the feature maps $F_p$ to obtain the final feature maps $F_{final}$ as:

$$F_{final} = F_p F_m$$ (11)
Supposing that input of previous layer in the second branch is \( f_m \), then the attention maps \( F_m \) are given by:

\[
F_m = \text{sigmoid}(Wf_m + b)
\]  
(12)

where \( w \) and \( b \) are denotations for weights and bias of conv layer, respectively.

The technique is suitable for 2D images and its architecture needs to be modified to extend its application to video, 3D facial data, depth-image data. The authors also state that they are considering using more robust and efficient machine learning (ML) techniques for enhancement of the architecture.

In another valuable work in the area of FER given in [65], the authors state that in spite of the fact that conventional FER systems are almost perfect for analyzing constrained poses however they cannot perform well for partially occluded poses which are common in the real world. Accordingly, they have proposed an attention-based CNN (ACNN) for perception of facial occlusion part which focuses on the highly discriminative unoccluded parts. Learning in their model is end to end. For various Regions of Interest (ROIs), they have introduced two types of ACNN viz. patch based type and global-local based type. The first type uses attention only for local patches in face regions. The second type combines local features at the patch level with global features at the image level. Evaluation is done on their own face expression dataset having in-the-wild occlusions, 2 of the largest in-the-wild face expression datasets i.e. RAF-DB [64] and AffectNet [71] and many other datasets. They show experimentally that using ACNNs improves the FER performance wherein the ACNNs shift attention from occluded facial regions to others which are not. They also show that their ACNN outperforms other state of the art techniques on several important FER datasets. However, the technique relies on landmarks. The authors intend to address this issue, as according them, ACNNs rely on face landmark localization units. Hence ACNNs have to be made more robust for generation of attention maps without landmarks, and this is an open area for research.

In the next sub-section, we turn to another important category of techniques of attention mechanisms and deep learning in machine vision, namely CNN transformer pipelines.

### 3.2 CNN transformer Pipelines

In this sub-section, we discuss another important category of techniques of attention and deep learning in machine vision, namely the CNN transformer pipeline. Here a CNN is used to feed feature maps to a transformer, and acts like a teacher to the transformer, as will be discussed. The notable works falling under this category have been discussed below for each area of machine vision (MV).

#### 3.2.1 Image recognition

Transformers are 'data-hungry' in nature. For example a large-scale dataset like ImageNet [15] is not sufficient to train a vision transformer from scratch. To address
this issue, the work in [90] proposes to distill information from a teacher CNN to a student transformer, in turn allowing training of the transformer only on ImageNet sans additional data. The data-efficient image transformer (DeiT) [90] is a first in large scale image classification/retrieval without using a large-scale dataset like JFT [2]. DeiT shows that transformers (requiring very large amounts of training data) can also be trained successfully on medium-sized datasets (e.g., 1.2M images as against 100M+ images used in ViT [20]) with shorter training time. An important contribution of DeiT is its novel native distillation technique [36] which uses a teacher CNN (RegNetY-16GF [74]) whose outputs are fed to the transformer for training. The feature map outputs from the teacher CNN help the transformer (DeiT) in effectively finding important representations in input data images. The representations learned by DeiT are as good as top-performing CNNs like EfficientNet [88] and also are efficiently applicable to various downstream image recognition tasks.

3.2.2 Object detection

Like image classification/retrieval, transformers can be applied to image feature-map sets obtained from CNNs for precise object detection which involves prediction of object bounding boxes (BBoxes) and their corresponding category labels. In DETR [8], given spatial features obtained from a CNN backbone, the transformer encoder flattens the spatial axes along a single axis as shown in [5] which is feature map flattening from 3D to 1D. A sequence of features \((d \times n)\) is obtained with \(d = \) feature dimension, and \(n = h \times w \) (\([h, w]\) being the size of the feature map). Next, the 1D flattened features are encoded and decoded by the multi-head self-attention units as given in the work of [93].

3.2.3 Multi-modal machine vision tasks

The machine vision (MV) tasks in this category include vision-language tasks like visual question-answering (VQA) [4], visual commonsense-reasoning (VSR) [114], crossmodal retrieval [58] and image-captioning [94]. There is a body of work for these areas within the scope of this paper, and the notable works have been mentioned here. In their work [85], the authors propose VL-BERT [85], one such technique for learning features which can be generalized to multi-modal MV downstream tasks like VSR and VQA. This technique involves aligning both visual as well as linguistic cues
in order for learning compositely and effectively. For this, [85] uses the BERT (Bidirectional encoder representations from transformers) [17] architecture, and feeds it the features obtained from both visual and language domains. The language-features are the tokens in the input text sequences and the visual-features are the ROIs obtained from the input image by using a standard faster R-CNN model [77]. Their performance on various multi-modal MV tasks shows the advantage of the proposed technique over conventional ‘language only’ pre-training as done in the BERT [17].

3.2.4 Video understanding

Videos which are audiovisual data are abundantly found. In spite of this, the contemporary techniques tend to learn from short videos (up to few seconds) allowing them to interpret usually short-range relationships [93,37]. Long-range relationship learning is needed in different uni-modal and multi-modal MV tasks like activity recognition [44,9,25,80,98]. In this section, we highlight some recent techniques from the CNN transformer pipeline domain which seek to address this issue better than transformer networks.

In their work [118], the authors study the problem of dense-video captioning with transformers. This requires producing language data for every event occurring in the video. The earlier techniques used for the same usually proceed sequentially: event-detection followed by caption-generation inside distinct sub-blocks. The authors of [118] propose a unified transformer architecture which learns one model for tackling both the aforementioned tasks jointly. Thus the proposed technique combines both the multi-modal MV tasks of event-detection and caption-generation. In the first stage, a video-encoder has been used for obtain frame wise features, which is followed by 2 decoder units which propose relevant events and related captions. As a matter of fact, [118] is the first technique for dense-video captioning without using recurrent models. It uses self-attention based encoder which is fed CNN output features. Experimentation on ActivityNet Captions [46] and YouCookII [117] datasets reported valuable improvement over earlier RNN and double-staged techniques.

In their work [59], the authors have noted in their work that in the multi-modal MV task learning techniques like VideoBERT [86] and ViLBERT [68] the language-processing part is generally kept fixed for a pre-trained model like BERT [17] for reducing the training complexity. As an alternative and also as a first, they have proposed PEMT, a multi-modal bidirectional transformer which can learn end-to-end audio-visual video data. In their model, short-term dependencies are first learnt using CNNs, and this is followed by a long-term dependency learning unit. The technique uses CNN features learned during its training for selection of negative samples which are similar to positive samples. The results obtained show that the concept has good implications on multi-modal task model performance.

Traditionally, CNN-based techniques for video classification usually performed 3D spatio-temporal manipulation on relatively small intervals for video understanding. In their work [7], the authors have proposed the video transformer network (VTN) which first obtains frame features from a 2D CNN then applies a transformer encoder for learning temporal relationships. There are 2 advantages of using transformer encoder for the spatial features: (i) whole video is processed in a single pass,
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Fig. 6: Video transformer network (VTN) architecture [7]

and (ii) training and efficiency are improved considerably by avoiding 3D convolution which is expensive.

These feats make VTN suitable for learning from long videos in which inter-entity interactions are spread length-wise. The experiments of the authors on the Kinetics-400 dataset [44] with various CNN and non-CNN backbones e.g. ResNet [34], ViT [20] and DeiT [90], show good performance. Fig. 6 shows the overall schematic of the proposed model.

In the next sub-section, we turn to third category of techniques of attention mechanisms and deep learning in machine vision, i.e. hybrid transformers.

3.3 Hybrid transformers

Transformers used to be exclusively attention based networks. However, some recent works have introduced two new variants i.e. convolutional vision transformers (CvTs) and hybrid CNN-transformer models. These variants are discussed below.

3.3.1 Convolutional vision transformers

In natural language processing (NLP) and speech recognition (SR), convolutional operations were used for modification of the transformer unit, either by changing the multi-head attention blocks with convolutional layers [102], or by adding more parallel convolutional layers [104] or more sequential convolutional layers [28], in order to capture local dependencies. Earlier research [99] proposed propagation of the attention maps to following layers by residual connections being transformed by convolutional operations.
Convolutional vision transformers (CvTs) [103] improve the vision transformer (ViT) both in terms of performance and efficiency with the introduction of convolutions into ViT for yielding the best of both architectures. This has been achieved through 2 important modifications. First, a range of transformers with a novel convolutional token-embedding and second, a convolutional transformer unit giving convolutional projections. Thus they propose introduction of convolutional operations to 2 primary parts of the ViT viz., first, replacement of the ‘linear projection’ used for every position in the attention mechanism with their novel ‘convolutional projection’, and second, use of their hierarchical multistage architecture for enabling variable resolution of two-dimensional reshaped tokens just like CNNs. These fundamental changes have introduced desirable properties of CNNs to ViTs i.e., shift-, scale-, and distortion-invariance, while at the same time have maintained the merits of transformers i.e., global context, dynamic attention, and higher level of generalization. The authors validate CvT through extensive experimentation showing that their technique achieves state of the art performance as compared to other ViTs and ResNets on the ImageNet-1k dataset, with lesser parameters and lesser FLOPs. Also, the performance gains stay when CvT is pre-trained on larger datasets like ImageNet-22k [16] and is subsequently fine-tuned for downstream tasks. Pre-training on ImageNet-22k leads to top-1 accuracy of 87.7% for the ImageNet-1k validation set. Lastly, their results demonstrate that positional encoding which is an important component in existing ViTs, can be suitably removed in CvT thus simplifying its architecture for higher resolution MV tasks.

### 3.3.2 Hybrid CNN-transformer models

A wide range of recent developments in handcrafted neural network models for machine vision tasks have asserted the important need for exploration of hybrid models which consist of diverse building blocks. At the same time, neural network model searching techniques are surging with expectations of reduction in human effort. In evidence brought out by some works [19,84,6] it is stated that hybrids of convolutional neural networks (CNNs) and transformers can perform better that both pure CNNs and pure transformers. In spite of this, the question that whether neural architecture search (NAS) methods can handle different search spaces with different candidates like CNNs and transformers, effectively and efficiently, leads to an open research area. In their work [60], the authors propose the ‘block-wisely self-supervised neural architecture search’ (BossNAS) which is an unsupervised NAS technique which addresses the issue of inaccurate model rating due to large weight-sharing space and supervision with bias as undertaken in earlier techniques. Going into specifics, they factorize the search-space into smaller blocks and also utilize a new self-supervision based training technique called ‘ensemble bootstrapping’, for training every block individually prior to search. Also, they propose a search-space called HyTra which is like a hybrid search-space fabric of CNNs and transformers. The fabric like search-space consists of model architectures similar to the common ViTs [19,91,12], CNNs [35,39] and hybrid CNN-transformers [84] at various scales. Over the same difficult search-space, their searched hybrid model viz. BossNet-T yields 82.2% accuracy for ImageNet, going beyond EfficientNet by a
margin of 2.1% with similar computation time. Also, they report that their technique achieves better model rating accuracy on the MBConv search-space for ImageNet and on NATS-Bench size search-space for CIFAR-100 than the state of the art NAS techniques. The code and the pre-trained models are available online at https://github.com/changlin31/BossNAS.

In the next section, we discuss the major research algorithms, issues and trends in techniques of attention and deep learning in machine vision.

4 Major research algorithms, issues and trends

In the field of machine vision (MV), recently attention based mechanisms are generating a lot of interest. Pure attention based architectures/models are slowly and steadily proving worthy of loosening the grip of deep learning over MV as interesting and efficient attention based models continue to be built. However, pure attention based models come with their own set of issues. They are quite ‘data-hungry’ as they require huge amounts of data to pre-train before being able to be applied to MV downstream tasks after fine-tuning. As an example, vision transformers have to be pre-trained on the JFT dataset [2] which consists of 300 million images, and subsequently have to be fine-tuned on ImageNet-1K [15] before they can be used for MV tasks like image classification/retrieval. Also, the training times are exceedingly long for pre-training in transformers. Hence, reducing the ‘hunger/appetite’ of transformers is an open research area. Also, reducing the training time of transformers by using efficient architectures and training techniques is also an open research area. Reducing the computational load/resources for training of vision based transformers is also an open research area besides finding novel ways to port them to limited hardware/resource (portable) platforms available in the industry. A very large body of research work is present on deep learning and CNN based architectures and transformers can benefit from the same, as CNN based models have taken a foothold in MV. The industrial footprint of deep learning and CNN based models is also large. Attention based models can benefit from the work done and industrial footprint of deep learning based models. Some works [19,84,6] state that hybrids of convolutional neural networks (CNNs) and transformers can perform better than both pure CNNs and pure transformers.

Currently, the algorithms applicable to transformers benefitting from deep learning and CNN architecture are present in three main categories as discussed earlier. The first category being attention-based CNNs. The algorithms in this category aim to augment the performance of classical CNN architectures by plugging into them attention-based components/units in order to refine the features as and when they are used. Attention based CNN plugins like CBAM have been used successfully in various CNNs models/architectures to boost their performance at relatively small computational time overhead. In spite of this, the amount of attention available in this category is limited and the CNNs use the attention based mechanisms sparingly. Deeper integration and merging of attention based mechanisms and CNNs are required before outstanding and record breaking performances can be achieved. Coming to the second category of CNN transformer pipelines which has also been discussed, the
pipeline is just like the earlier hybrid two-stage classifiers wherein a feature map generated by a ‘teacher’ CNN is fed to a waiting ‘student’ classifier which operates on this feature map. In this two-stage model, it is safe to say that the performance of the second-stage model depends on the image/video interpretation capability/capacity of the CNN. As such the architecture/design of the first-stage CNN is in question regarding its design-based efficacy at efficiently interpreting the image/video data. And it is known that there are currently a large number of CNN architectures available and making the correct choice is an open research field. Coming to the third category of Hybrid CNN-transformers, the merging of these two different techniques is a difficult one. Network architecture search (NAS) has been used to search through hybrid CNN-transformer search-space fabric. However, given its exhaustive nature requiring large computational resources and careful fabric design, the optimization of the same is also an open research area. In spite of the limitations and issues mentioned above, attention based mechanisms like vision transformers (ViTs) are considered having potential to impact the MV research and industrial body in the future. Combined with the power and experience of deep learning, the merger of the two techniques can prove to be revolutionary for both the existing and as well as the upcoming machine vision (MV) tasks/applications, as new, larger and more efficient computational hardware and software continue to be developed.

5 Conclusion

In this paper, the merger of attention based mechanisms and deep learning for various machine vision (MV) tasks/applications has been discussed. In the beginning of the paper, various types of attention mechanism were briefly discussed. Next, various attention based architectures were discussed. This was followed by discussing various categories of combinations of attention mechanisms and deep learning techniques for machine vision (MV). The various architectures and their associated machine vision tasks/applications were discussed. Afterwards, major research algorithms, issues and trends within the scope of the paper were discussed. By using 110+ papers as research reference in this survey, the readers of this paper are expected to form a knowledge-base and get a head-start in the area of combinational techniques of attention based mechanisms and deep learning for machine vision.
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