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Abstract With the adoption of thermal barrier coatings (TBCs) to protect the hot parts of gas turbines at the end of the last century, the characterization of their thermophysical properties and the evaluation of their state of integrity has become necessary. That leads to the development and/or the adaptation of photothermal and thermographic techniques to meet the newly requirements that have emerged. Whereas this is not an all-encompassing review of all the literature on the subjects, this work summarizes the research and the development of techniques specifically aimed at measuring the thermophysical properties, the characterization of the microstructure and the identification of adhesion defects to the metal component of the TBCs. In the following, the best practices, the lessons learned, the successes and the defeats experienced along almost thirty years will be summarized.
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List of Symbols

|x| Thermal diffusivity m²/s
|x| Thermal diffusivity measured in air m²/s
|\(\dot{e}\)| Thermal effusivity J/m² K \(\sqrt{s}\)
|\(\dot{e}_{app}\)| Apparent thermal effusivity J/m² K \(\sqrt{s}\)
|\(\theta_i\)| Front surface temperature K
|\(\theta_0\)| Rear surface temperature K
|\(\phi_i\)| Heat flux front face W/m²
|\(\phi_0\)| Heat flux rear face W/m²
|\(\phi_{lamp}\)| Heat flux generated by the flash lamp W/m²
|\(\Phi_{conv}\)| Convective heat flux W/m²
|\(\Phi\)| Phase of thermal waves rad
|\(\lambda\)| Electromagnetic radiation wavelength m
|\(\lambda_{TW}\)| Thermal wavelength m
|\(\mu\)| Thermal wave diffusion length m
|\(\mu_{eff}\)| Thermal diffusion length for transient heating m
|\(\mu_i\)| Positive roots of equation \(\mu \tan \mu = Bi\)
|\(\rho\)| Density Kg/m³
|\(\omega\)| Pulsation Rad/s
|\(A, B, C, D\)| Elements of quadrupole matrix
|\(A_{(\omega)}\)| Amplitude of a thermal wave K
|\(B_i\)| Biot number
|\(c\)| YSZ cubic phase
|\(C_p\)| Specific heat at constant pressure J/Kg K
|\(C_{r,x,y}(t)\)| Relative contrast in thermographic experiment -
|\(\Delta T_{x,y}(t)\)| Temperature at time \(t\) minus temperature at a time before the flash at the position defined by \(x, y\) spatial coordinates K
|\(\Delta T_5(t)\)| Temperature at time \(t\) minus temperature at a time before the flash at a chosen sound position K
|\(d\)| Pore thickness m
|\(D_{true}\)| Diameter of a flat bottom hole/defect m

This invited article is part of a special issue focus in the Journal of Thermal Spray Technology celebrating the 30th anniversary of the journal. The papers and topics were curated by the Editor-in-Chief Armelle Vardelle, University of Limoges/ENSIL.
Introduction

Since the late 1980s, digital technologies have enabled the recording and elaboration of movies/films produced by infrared cameras. This paved the way to several new applications of infrared technologies. In the same period, gas turbines raised increasing interest in aero and power applications owing to their high efficiency and robust design. In Italy for example, the Italian National power utility, started to substitute the less efficient and environmentally friendly coal and oil-fired thermoelectric plants with the better-performing combined cycle (GTCC) plants (Ref 1). Those power plants had electrical efficiency higher than 55% owing to the coupled use of always evolving advanced cooling strategies and the adoption of more and more performing advanced nickel and cobalt alloys for manufacturing gas turbine hot path components (i.e., liners, transitions ducts, blades and vanes). An essential and irreplaceable contribution to the very high efficiency of gas turbine has been provided by metallic and ceramics coatings, usually known as thermal barrier coatings (TBC) deposited on hot path components.

More in detail, metallic coatings (named bondcoat) protect base metal from oxidation and hot corrosion and improve the mechanical adhesion of the ceramic topcoat to the component thanks to its surface roughness suitably designed. Metallic bondcoats consist of MCrAlY alloys where M stands for Ni, Co or a mixture of both. The most common material for ceramic coatings is yttria partially stabilized zirconia (YPSZ) because of peculiar properties such as (i) the thermal expansion coefficient ($1\cdot10^{-6}$ 1/°C) similar to those of base materials and coatings, (ii) the intrinsic low thermal conductivity ($\sim 2.5$ W/mK) (iii) the relatively high toughness 9.5–10.5 MPa m$^{1/2}$ and (iv) a sufficiently good phase stability in the temperature range RT–1200 °C.

At that time, we were developing infrared techniques to non-destructively detect the thinning of boiler pipe walls to avoid steam and water leaks in the thermoelectric power plant boilers, so that when we were required to develop non-destructive techniques for characterizing materials and coatings of the new GTCC plants, active thermography (and more in general photothermal techniques as you will read later) was a feasible and natural candidate for performing this task.

In the following, the best practices, the lessons learned, the successes and the defeats experienced along almost thirty years spent in developing and/or applying thermographic and photothermal techniques to the characterization of thermal barrier coatings, mainly deposited by Air Plasma Spray (APS) technique, will be summarized.

NDE TBC Delamination

Pulse Thermography

Coating delaminations can be non-destructively detected by active thermography. The most common technique used for this purpose is pulse thermography (Ref 2–8). The surface temperature of the coated component is monitored after a very short heating pulse propagating inward. If a delamination (i.e., an air gap) is present, at a certain instant...
and for a limited time, the surface temperature above the delamination is higher than the temperature of the surrounding area, providing a clear evidence of the flaw at the interface between coating and base material. In Fig. 1, four TBC delamination flaws in a rotating blade can be clearly seen as hot spots in the infrared image taken 200 ms after the flash. Figure 2 shows the signal difference between delamination and sound areas as a function of time (also known as absolute contrast).

A typical experimental set-up (see Fig. 3 as an example) consists of an infrared camera and a flash lamps providing a flashlight uniformly distributed so that it is absorbed by the surface coating and transformed into heat.

Typically, the spectrum of the flash lamps is in the near-medium infrared region (1-4 μm); therefore, a long wave (7–14 μm) sensitive infrared camera is suggested to avoid blind times immediately after the flash. IR camera should have a frame rate high enough to follow the surface temperature evolution after the flash. In most cases, 50–100 Hz frame rate is fast enough for imaging delamination of standard APS TBC (300–500 μm thickness), while for thinner (50–100 μm) metallic coatings, frame rate higher than 1000 Hz is often required (Ref 9).

It is essential to consider that due to heat propagation, the minimum detectable delamination defect should be at least 1–2 times wider than the coating thickness (Ref 6). Of course, it is also essential that the image resolution is high enough for the defect to take up several pixels, but this is a condition that can be met by properly adjusting the distance between the camera and the object under investigation.

As shown in Fig. 4, there is a minimum air gap able to change temporarily the reflection coefficient enough to make detectable the contrast between sound and defected area. If this condition is not guaranteed, delamination cannot be imaged, but, as it will be shown later, under certain conditions it is still possible to infer its presence.

Typically, the minimum air gap that makes detectable a delamination is of the order of few microns, but this is true in the 1D approximation. Since the defect is limited in size, owing to lateral heat diffusion, the minimum thickness of a detectable air gap increases more and more with the extension reduction in the defect. Studies on this subject have been presented by Connolly (Ref 5) and along decades by Almond (Ref 2, 11), Aamodt et al. [12] and

\[ \text{As a rule of thumb, the magnitude of the thermal contrast is inversely proportional to the cube of the defect depth and the time corresponding to the maximum thermal contrast between the healthy and defective area is proportional to the ratio between the square of the depth of the defect and the thermal diffusivity of the material}. \]
It is worth mentioning that there is plenty of papers facing the defect depth estimation, but this specific topic is out of the scope of this work, being delaminations more likely to be close to the interface between ceramic and metallic substrate, and thus this specific information is already known. Here, we mention a remarkable and comprehensive paper on this topic published by Balageas (Ref 8). Depending on delamination width and depth, an air gap thickness of at least 10–20 μm is required to observe the flaw in an IR image, as for example the crack shown in Fig. 5.

Until delamination defect is to be imaged without any specific data treatment, there are no tight requirements on flash duration and IR camera image formation. On the contrary, to perform advanced data analysis based on IR image sequences, IR camera and flash lamps must meet some conditions.

In particular, overall flash duration should be shorter than 2 ms (this duration can be obtained by using a crowbar (Ref 14)) in order to use the Fourier solution for a Dirac pulse (i.e., flash duration \( t_h \) negligible compared to the typical coating characteristic time \( L^2/\alpha \) being \( L \) and \( \alpha \) the coating thickness and its thermal diffusivity); otherwise, the temperature solution for Dirac pulse has to be convolved with the flash profile by using the Duhamel theorem (Ref 15). In any case, as pointed out by Balageas et al. (Ref 16), for times longer than \( 10t_h \), the temperature profiles for a finite duration single square wave and Dirac pulse are indistinguishable. Furthermore, if the single wave has a triangular shape, at times later than \( 5t \), the difference between the two solutions becomes negligible (Ref 17).

More recently, also Sun and Benz highlighted the effects of flash duration on thermographic testing (Ref 18).

In this context, it must be mentioned that McLachlan Spicer et al. (Ref 19) used a stepwise heating to detect delamination during temperature rise performing a time-resolved analysis of the surface temperature. The main problem of this approach could be the appearance of the hot spots due the defects while heating from the lamps (possibly uneven) is still working. This makes it hard to distinguish between one effect and the other.

Another aspect that can affect the results is related to the radiative contribution given by the pulse of flash lamps to the surface temperature of the inspected manufact. In fact, during the flash emission, flash lamps become hot and start to emit infrared radiation toward the inspected part, biasing the surface temperature decay after the flash, and thus making a correct surface temperature analysis impossible. Mechanical shutter or suitable optical filters (Ref 20, 21) positioned in front of the flash lamps have nonetheless proved to be an effective solution. The use of pulsed laser radiation is another possibility to get rid of the post-pulse radiative contribution of flash lamps (Ref 16, 22).

Finally, when time-resolved analysis of IR image sequences is desired, the IR camera must be snapshot (i.e., the acquisition of the IR radiation by each sensor constituting the focal plane array must be synchronous).

In the specific case of TBCs, because of the translucency of YPSZ (see Fig. 6) (Ref 23, 24), visible and near IR

**Fig. 4** Temperature decay vs. time as a function of the air gap between TBC and the metallic base material. Thermal quadrupoles approach for a 1D three-layer sample has been used to make this simulation (see Appendix 1)
radiation can penetrate within the coating for few dozen microns generating heat through the breadth instead of just on the surface.

Furthermore, because of the porosity, some radiation may be scattered inside the sample, reach, and be absorbed by the bondcoat. Usually, to prevent radiation penetration into the coating, an opaque black thin layer of graphite is sprayed or painted on the TBC surface before testing. If the inspected part has already operated, its surface results opaque because of the deposition of a very thin layer of dust dragged in the flue gases and no surface treatment is required in this condition.

Lock-in Thermography

Another NDE thermographic technique very popular since the nineties is the lock-in thermography. The theoretical bases of this technique have been described in pioneering works by Rosencwaig and Gersho (Ref 25), Bennet and Patty (Ref 26) and later by Almond and Patel (Ref 2, 27) on thermal waves interferometry (TWI) and summarized in this work in Appendix 1. The merit of transferring the TWI principles to thermography is mainly due to Busse (Ref 28), who developed an algorithm to treat pixel-by-pixel IR image sequences similarly to the filtering and amplification carried out by the lock-in amplifier in TWI, i.e., to select and to amplify only the surface thermal signal varying with the same frequency of the modulated heating source. In this way, it is possible to obtain a modulus and a phase image of the object. The main advantage of this technique is the possibility to tune the frequency $f$ for making thermal waves propagating at different depths $\mu = \sqrt{\alpha/\pi f}$ below the heated surface in a medium with thermal diffusivity $\alpha$. Another advantage of lock-in thermography is that most of the energy emitted by modulated lamps is converted in the thermal waves propagating inside the object. In pulse thermography, on the other hand, the absorbed heat is uniformly distributed along all the frequencies the pulse can be decomposed into, making pulse thermography less effective in detecting the defect, at least in principle. Furthermore, as the lock-in amplification drastically increases the signal-to-noise ratio (SNR), a better defect detection ability of lock-in thermography is expected. Besides, another advantage of lock-in thermography is that the phase map of the object is also independent from the magnitude and non-uniformity of the heating source, while this is not true for pulse thermography. The downside of lock-in thermography is the long testing time. In fact, as reminded in Appendix 1, a defect can be best detected when the normalized thickness $H = L/\mu$ is in the range 0.3–1 (see also Fig. 7), where the phase difference between sound and defected areas in 1D approximation is great enough to be easily detected. Considering the low thermal diffusivity and the coating thickness of TBCs, modulation frequencies as low as 0.01–0.5 Hz are typically required. To use the lock-in algorithm, a sequence of several heating cycles has to be acquired, making the experiment rather long in time. Furthermore, as the inspected object is continuously heated by modulated lamps, a continuous increase in the temperature is superimposed to the modulated component. This means that there are two possible strategies: (i) for each modulation frequency to wait a time long enough to reach the asymptotic temperature of the object before starting to record images for data reduction or (ii) to subtract the continuous component from the signal to be analyzed by the lock-in algorithm. Testing time can thus range between some minutes and one hour for each region of interest, depending on the adopted approach.

Another point that should be clarified is that during a TWI experiment, whose aim is the measurement of thermal
parameters (i.e., thermal diffusivity), due to the instrumental chain, a phase shift can bias the true phase signal. To get rid of this superimposed phase shift, a typical procedure consists in measuring for every modulation frequency the phase value of a semi-infinite sample (possibly with thermal and optical properties similar to those of the coating) that theoretically should experience a \(-45^\circ\) phase shift and then subtract the difference between the resulting phase and \(-45^\circ\) from the phase measured on the coated sample. This procedure is not adopted within the lock-in thermography used as an NDT technique, because the phase map shows the defects as variations of the phase shift in comparison with a ‘sound’ zone. This occurrence can be solved (if necessary) by including a semi-infinite sample for reference within the field of view of the camera, and then proceed as previously mentioned.

The lock-in thermography phase image of the blade previously shown in Fig. 1 is provided in Fig. 8.

Besides, if a sufficiently low modulation frequency is set up, it is possible to image the cooling channels inside the blade, especially in the most recent blading with thinner base material, as shown in Fig. 9.

A smart way of merging the short duration of pulse thermography and the advantages of considering a single
frequency is the pulse phase thermography (PPT) proposed by Maldague and Marinetti (Ref 29) which introduces a Fourier analysis of a pulse thermography experiment by selecting images corresponding to the desired modulation frequencies.

**NDT&E of Real Components Both in Laboratories and in Field by Pulse Thermography**

In the following, a series of pictures of the experimental set-ups used for inspecting GT-coated components by pulse thermography is provided.

In particular for complex geometry components, such as liners and transition ducts, before starting the ND inspection, it is necessary to assess the actual capability of the experimental set-up to detect delamination defects. For this purpose, preliminarily, a reference TBC sample containing delamination defects is placed on the IR camera field of view to check whether defects can be detected or not (see for example Fig. 10).

Pulse thermography has been used to inspect rotating and stationary blades of a GT for power generation (see Fig. 11), and as shown in Fig. 12, some TBC delamination have been detected. It should be mentioned that starting from this experience, the Italian National Standard UNI 10824-9:2009 has been published for performing NDE&T by Thermographic techniques on coated components. Other examples of the application of pulsed and lock-in thermography applied on real GT-coated components have been published in the literature (Ref 23, 30-32).

A completely different approach enabling to monitor through an IR window, the nucleation and growth of delamination by IR camera and the rotating blades during turbine operation has been successfully experienced by Choi and Zombo [33, 34]. Delamination appears as regions hotter than the sound ones because of the less effective cooling action caused by the air gap between the TBC and the cooled base metal.

**Defect Detectability Enhancement**

Easy and automated defect identification is one of the main issues in making active thermographic techniques really useful for NDT&E of components with specific focus on TBCs delamination.

To enhance the signal difference between the defect and a sound area, different thermal contrasts have been proposed in the literature and mentioned here. Apart from the absolute contrast, previously mentioned, it is possible to subtract pixel by pixel the signal before the pulse (i.e., $t=0-\delta$) and/or normalize by the image immediately after the flash (i.e., $t=0+\gamma$), when the maximum surface temperature is reached:

$$\Delta T_{x,y}(t) = \frac{\{T_{x,y}(t) - T_{x,y}(0-\delta)\}}{T_{x,y}(0+\gamma) - T_{x,y}(0-\delta)}$$

(Eq 1)

Being $t=0$, $\gamma$ and $\delta$, the instant the heating pulse is emitted and very short times just longer than the time separation between successive frames. If the sample is semi-infinite, the absolute contrast can be normalized by the asymptotic adiabatic temperature $T_\infty$ in the first layer above the defect:

$$T_\infty = \frac{Q}{\rho CL_1}$$

where $\rho$, $C$ and $L_1$ are the density, the specific heat and the thickness of the first layer, respectively. When the sample is finite in thickness, the estimation has to be done on the average thermal capacity of the whole sample.

Then, the relative contrast can be defined as:

![Fig. 11 Pulse thermography experimental set-up for inspecting coated rotating blades inside a GT for power generation](image-url)

![Fig. 10 (a) and (b) two different experimental set-up for the NDT of liners and (c) the IR image of the reference sample containing six delamination defects that can be observed](image-url)
data treatment for people approaching this powerful NDT&E technique (Ref 35).

Considering pulse thermography in particular, solutions which do not make use of available reference include the Fourier analysis (i.e., the aforementioned pulse phase thermography), the logarithmic polynomial fitting of data (also named thermographic signal reconstruction—TSR), the first and second derivative of the signal (Ref 36-38) and the principal components analysis (PCA) (Ref 39-42).

The TSR consists in fitting pixel by pixel the logarithm of the experimental data by a polynomial of a sufficiently high degree (typically up to 9th degree) as a function of the logarithm of time. This fitting produces maps of polynomial coefficients that appear as matrix with the same dimensions of the IR images. Typically, a defect can significantly change the value of at least one of these polynomial coefficients, making evidence of the defect clearer by increasing the SNR (Ref 16, 22).

Another very effective way of enhancing the defect detectability consists in executing the first and the second derivatives of the logarithmic polynomial. (Derivation of the polynomial fitting has the great advantage of avoiding the otherwise inevitable temporal noise.) In fact, derivatives are very sensitive to the variations vs. time caused by the presence of a delamination. In Fig. 14, typical examples of first derivative vs. time for a delaminated and a sound area are reported.

Although not commercially available, also the apparent thermal effusivity approach (Ref 43, 44) has to be mentioned, as it allows to easily discriminate between coating over-thickness and delamination by representing $e_{\text{app}}(t)$ as a function of time. When of $e_{\text{app}}$ vs. time is represented in bi-logarithmic scale for a semi-infinite uniform material, a straight line parallel to the abscissa is obtained. If a two-layered system is considered, at very early times data lay on a line with the ordinate determined by the thermal effusivity of the first layer,

\[ Cr_{x,y}(t) = \frac{[\Delta T_{x,y}(t) - \Delta T_{S}(t)]}{\Delta T_{S}(t)} \quad \text{(Eq 2)} \]

Figure 13 shows the different contrasts for the TBC sample with reference delamination defects.

The common underlying assumption behind all these methods is the presence of a sound area close to the defect available for comparison. To reduce the uncertainty in choosing the reference (sound) area and thus reducing either the skill requirements, the needed operations and the possibilities for subjective interpretation left to the operator, different approaches have been proposed over the years. Nowadays, there are several suppliers offering tailor-made integrations of IR cameras in lock-in or pulse systems, complete of the most advanced software for data analysis. Recently, Almond et al. published a paper providing specific guidelines for thermographic testing and

According to authors’ experience, the method does work properly only with odd numbers for the maximum degree of the polynomial.
while for very late times, data lay on another straight line whose ordinate is determined by the thermal effusivity of the bulk material. At intermediate times, data move gradually from the first to the second line, as shown in Fig. 15. Depending on the thickness of the first layer, the transition time occur sooner or later, but curves referred to different coating thicknesses look very similar and are only temporally shifted. When a defect is present, data move toward the parallel line corresponding to the air which is typically opposite to the bulk line position, before approaching the second parallel line, corresponding to the substrate. This occurrence gives place to the appearance of a minimum in correspondence of the transition time.

Thus, the $e_{\text{app}}(t)$ of pixels of a defected area have a minimum at a certain time after the flash, while for sound and over-thickness regions, the lowest $e_{\text{app}}(t)$ value occurs at the flash time. This means that a map of the times corresponding to the minimum value of $e_{\text{app}}(t)$ for each pixel enables to visually identify the defects and to automatically discriminate them from over-thickness regions, as shown in Fig. 15.

The delamination evolution of a disk shape sample, coated by APS TBC and progressively aged by furnace thermal cycling, as detected by the apparent effusivity binary map, is shown in Fig. 16. A very good agreement between the first derivative approach and the apparent thermal effusivity in terms of estimated delaminated areas for different APS TBCs coated samples is shown in Fig. 17.

Furthermore, a comparison between the apparent effusivity and x-ray CT (minimum detectable crack thickness of 5 μm) high-resolution maps of the same aged TBC coupon finds a very good defect detectability of the apparent effusivity approach (see Fig. 18).

The main limitation of thermal apparent effusivity is its very high sensitivity to finite duration of the heating pulse, making it effective only when the overall flash lamp duration is shorter than 2-3 ms. In fact, for finite pulses, the initial part of the apparent effusivity versus time curve is no more a horizontal line, and the identification of the time corresponding to the minimum can therefore be misleading.

Vavilov et al. investigated the performances of PPT, the logarithm polynomial and the PCA approaches in terms of the SNR on the same set of coated samples containing different types of defects, and they concluded that PPT technique shows the highest SNR compared to the others techniques, when the first significant frequency is considered in the Fourier analysis (Ref 39, 45).

Later, Pickering and Almond made a comparison among pulse and lock-in thermography when high-power LED array has been used as excitation source. They concluded that the defect detection in terms of SNR is comparable for both the techniques (Ref 46).

Footnote 3 continued threshold of 30 ms has been chosen considering that some noise at the beginning of the thermographic sequences can slightly affect the linearity of data creating a very small minimum of the effusivity curve that is not representative of a true delamination defect.

Footnote 4 The large-scale damage has been quantified using scans of thermally cycled buttons in a Nikon Metrology 225/320 kV Custom Bay XCT facility.
Defect Sizing

Transient Thermography

Often, people are interested not only in detecting delamination, but also in evaluating the size of the defects. As it may be expected, the main difficulties in performing this task are related to the heat diffusion phenomena that blur the fingerprint of delamination on the coating surface. This can be the case especially when either the delamination shape or the air gap thickness is irregular, making the contrast on the coating surface not uniform. Crowther et al. (Ref 47), Almond et al. (Ref 11, 48), and Ptaszek et al. (Ref 49), just to mention a few, proposed different interesting approaches to estimate the delamination size.

In particular, Crowther et al. started from the idea that each point of the delamination can be seen as a point heat source at a certain depth in the medium, and the hot spot on

![Fig. 15](image)

**Fig. 15** $ln(v_{app})$ vs $ln(t)$ of sound (blue) and delaminated areas as a function of air gap thickness from 1 to 40 μm in the direction of the arrow. The first data refer to few ms after the flash ($ln(t)=-6.6$)

![Fig. 16](image)

**Fig. 16** Delamination evolution as a function of aging cycles (on top of each image) at high temperature. Delamination are represented as white pixels. The relative quantitative estimation of delaminated area is provided close to each image, as well...
the coating surface can be considered as the result of the heat propagation of the convolution of all the point heating sources constituting the defect itself. Thus, from the temperature distribution vs. time in the defect area on the coating surface, the reconstruction of the shape and size of the defect can be obtained by optimizing the outcomes of the deconvolution procedure in terms of likelihood with the experimental data.

Almond’s model, mainly developed for disk-shaped defects, assumes the defect as a heating source at the pulse heating time and considers that the full width half maximum (FWHM) of this defect expands with time on the coating surface according to the diffusion length $l_{\text{eff}} = 2\sqrt{\alpha t}$. With this assumption, and analogously to the case of lock-in thermography (see next paragraph) the defect size $D_{\text{true}}$ can be estimated by extrapolating at the

![Fig. 17](image1.png)  
**Fig. 17** Infrared images of the samples aged in long dwell time furnace cycle testing during pulsed thermography NDE&T inspections by a) first derivative and b) apparent effusivity, respectively. Delamination clearly starts from the free edges and propagates toward the center of the coupons very slowly for most of the life of TBC (left image by courtesy of Dr. G. Witz)

![Fig. 18](image2.png)  
**Fig. 18** TBC Sample (a) apparent thermal effusivity and (b) XCT maps (by courtesy of Dr. X. Zhang). The TBC spallation that can be observed in the XCT map occurred in between the thermographic and the XCT test. The agreement between the delaminated fraction as estimated by the two techniques is rather good (i.e., 50% vs. 52%) (Ref 142)
initial time the FWHM measured at different times after the flash\textsuperscript{5}, when the thermal contrast is high enough to image the defect fingerprint on the coating surface:

\begin{equation}
\text{FWHM}(t) = D_{\text{true}} - 0.54 \mu_{\text{eff}} \tag{Eq 3}
\end{equation}

A critical analysis of these two models based on their application to pulse thermography experiments carried out on the same sample containing some flat bottom holes has been proposed in (Ref 50, 51).

It is worth noting that an equation similar to Eq. 3 has been obtained analytically considering the temperature distribution’s blurring as a function of time on the rear surface of a slab heated on its front face by a pulsed Gaussian-shaped heat source of radius\textsuperscript{6,7} \(r_{\text{true}}\) (Ref 52):

\begin{equation}
\mathcal{D}(t) = \sqrt{r_{\text{true}}^2 - 2 \mu_{\text{eff}}^2} \tag{Eq 4}
\end{equation}

For irregular shaped defects, the approach proposed by Almond et al. was extended to the area apparently belonging to the defect instead of its diameter (Ref 17, 51). After the flash, the surface temperature of a sound sample, is expected to be normally distributed. The presence of a subsurface defect within the sample modifies this distribution. The number of pixels not belonging to the non-distorted normal distribution can be estimated by a deconvolution process. The values\textsuperscript{8} vs. square root of time of this apparent defect area can be fitted by a straight line, and the extrapolation at the initial time provides an estimation of the true defect area. See for example Fig. 19 referring to Defect 1 and a sound area close to it, imaged in Fig. 1.

**Lock-in Thermography**

In lock-in experiments, the blurring effect due to the heat diffusion, affecting the sizing of the subsurface defects, is strictly related to the thermal diffusion length \(\mu = \sqrt{2x/\omega}\) (being \(\omega=2\pi f\)). As in typical TWI experiments, the thermal diffusion length \(\mu\) must be longer than the defect depth, the distance between the detection plane (surface) and the defect is a fraction of the thermal wavelength \(\lambda_{\text{TW}} = 2\pi\mu\). In this near field limit, the phase image of the sample surface is a fingerprint of the defect beneath the surface without significative blurring.

More in detail, from the 3D TWI theory, it is well-known that on the sample surface, the phase outside the

\textsuperscript{5} Consider that FWHM\(t\) vs. \(\sqrt{t}\) is a straight line.

\textsuperscript{6} In the Gaussian spot the radius is defined as the distance where the intensity drops by a factor \(1/e^2\) compared to the maximum.

\textsuperscript{7} The time dependence of blurred spot does not change significantly if instead of a Gaussian shaped spot a top hat spot is considered (Ref 15).

\textsuperscript{8} Taken at time later than the maximum thermal contrast.

---

**TBC Thermal Properties Evaluation**

Thermal properties of TBCs are one of the main data needed for properly designing the GT. Several techniques are available for the measurement of thermal properties. They can be sorted according to different criteria such as the measured parameter (i.e., thermal diffusivity or thermal conductivity, thermal effusivity, specific heat, etc.), the way of generating some heat diffusion inside the TBC sample (such as non-contact light source or a contact heating probe), the heating time profile (i.e., pulsed, step-wise, modulated, continuous), the measuring configuration (reflection or transmission schemes), the TBC condition (i.e., freestanding coating or two-layer sample), the environment and the temperature range the thermal property has measured (i.e., in air, in vacuum, in controlled atmosphere, at RT or at high temperatures), just to mention the most relevant.

A very comprehensive discussion of all the techniques for thermal properties evaluation of materials is provided by Maglic et al. (Ref 54, 55).

According to the sorting of Appendix 1 ‘Theoretical remarks,’ we start to discuss the freestanding coating condition.

**Freestanding Coatings**

If the TBC sample is available in the freestanding condition, Laser Flash (Ref 56) (see also Appendix 1 “Theoretical remarks”) is definitely the apt test technique for measuring thermal diffusivity (and specific heat), due to its quickness, the small samples it requires, and the wide range of temperatures (up to more than 1600 °C in controlled atmospheres) at which it can be carried out.

There are several commercial pieces of equipment with suitable heating systems (i.e., pulse lasers or flash lamps) and algorithms for fitting the experimental data (Ref 57-61). Some of these systems enable automated
sample testing. Most indications for the correct machining of samples are provided by both manufacturers and by the ASTM, European, British and ISO Standards (Ref 62-65). One of the main aspects to take care of is the a priori estimation of the time \( t_{0.5} = 0.1388 \frac{L^2}{a} \) that should be much greater than the sampling period of the acquisition system, in order to collect, during the temperature rise on the rear surface, a number of data sufficiently high to faithfully interpolate experimental data with the analytical model.

Two aspects that should be carefully considered by operators are (i) the TBCs translucency that has to be minimized to guarantee that the heating pulse is absorbed just on the sample surface (ii) precisely measuring the TBC thickness.

As concerns translucency, as also previously stated, sample front and rear surfaces have to be coated by very thin gold (also palladium or titanium can be used) and graphite layers to make the surface opaque and to increase the absorption of the front face and the emissivity of the rear face, maximizing the signal emitted toward the detector. Gold and graphite thin films can be deposited by evaporating equipment typically used for preparing samples for scanning electron microscopy. Graphite can be deposited also by painting or spraying it on the sample surface. According to a detailed study (Ref 66), for YPSZ TBCs samples (usually thicker than 100 \( \mu m \)), the error induced by neglecting the existence of the two blackening layers has been always theoretically estimated smaller than 0.1%\(^9\).

TBC thickness is needed to estimate thermal diffusivity in laser flash and in other several techniques that we will present later. It is worth noting that the square of the thickness appears in equations used to estimate thermal diffusivity. This means that the uncertainty or the error in TBC thickness evaluation doubles in thermal diffusivity estimation.

For these reasons, it is strongly suggested to carefully measure the average sample thickness along the section by optical or SEM microscopy. Usually, calipers and micrometers overestimate TBC thickness because of the sample roughness and lack of parallelism between the two surfaces of the sample.

As TBC microstructure consists of pores and cracks, sometimes, notwithstanding the opaque layers on the front surface, a fraction of the laser radiation can cross the sample thickness and be absorbed on the rear face by the rear opaque layer. This alters the typical laser flash temperature increase vs. time and is particularly observable when APS TBC thickness is thinner than 200-300 \( \mu m \).

If this is the case, the thermal diffusivity evaluated by improperly considering the sample fully opaque (i.e., radiation absorbed only on the front surface) leads to an overestimation often greater than 10%. A solution has been proposed in Ref 68. In very high porosity coatings, pores can either significantly enhance or depress the radiative heat transfer. In fact, at high temperatures, most of the black body radiation is transmitted inside the YPSZ and pores. On the contrary, at RT, the black body radiation wavelengths \( \lambda \) is significantly greater than the size \( d \) of pores (\( \lambda > 2d \)) preventing any radiative transport inside the pores. Furthermore, according to Fig. 6, YPSZ is opaque to RT black body radiation; thus, only conductive phenomena could take place.

Based on previous works (Ref 52, 69, 70) on in-plane thermal diffusivity evaluation, authors performed simultaneous in-plane and through-the-thickness thermal diffusivity measurements of very porous, standard porosity and dense vertically cracked APS TBCs, respectively. They highlighted the anisotropy of the thermal diffusivity caused by different porosity shape and orientation strictly related to the specific APS deposition parameters. Furthermore, from the theoretical point of view, they reduced the requirements on the shape of the heating spot, originally supposed to be Gaussian, making the technique easily applicable (Ref 71).

---

\(^9\) This would not be the case for very thin conductive films for which thermal diffusivity can be measured only by other techniques, such as laser beam deflection photothermal technique [67].
For very small freestanding samples, Bisson et al. applied the spatially resolved modulated infrared thermography on zirconia single crystal samples (Ref 72). This technique is based on the 3D TWI approach, with a heating spot few dozens of microns wide and a spatial resolution of 20 micron to detect the phase shift already mentioned.

To further substantiate the comparison with the literature, operators should mention the testing conditions such as atmosphere, temperature, and if possible, the used algorithms, in every report and published paper.

TBC Deposited onto a Metallic Substrate

When TBC is deposited onto a substrate, a reflection scheme is preferred because in principle it can be applied also on real coated components.

TRIR (Ref 12, 19), pulse photothermal (Ref 16, 22, 73, 74), TWI (Ref 2, 26, 27) and related (Ref 75, 76) techniques have been successfully applied in measuring coating thermal diffusivity. Along the decades, authors applied and compared the performances of these techniques to evaluate thermal diffusivity of TBCs (Ref 77-81) contributing to the development of the flash thermography technique. The main conclusion is that time-resolved and flash thermography are the most flexible techniques easily applicable also on real coated components. In the equations describing the surface temperature vs. time, the functional dependence from $a = L^2$ is rather insensitive to the small fluctuations caused by uncertainty sources and is normally distributed making reliable and accurate the thermal diffusivity estimations.

Furthermore, authors have demonstrated that it is sufficient that the heating spot is fully included in the region of interest to apply the 1D fitting model (Appendix 1, Eq 9) (Ref 71). This paved the way to perform thermal diffusivity measurements on real coated components also with complex geometry, as shown in Fig. 20.

The use of laser flash technique for two-layered samples is controversial. To have a deeper insight of this problem, we very accurately machined (parallelism better that 10 $\mu$m) Rene 80 Ni base alloy and fully dense YPSZ freestanding 10-mm diameter disk-shaped samples, according to the data summarized in Table 1. We measured thermal diffusivity by laser flash on single metallic and ceramic samples. Later, we coupled them by depositing a very thin high thermal conductivity grease between the metallic and ceramic disks and thermal diffusivity of the YPSZ layer was estimated by fitting the laser flash experimental data of the two-layered sample using two different algorithms (Larson Koyama (Ref 82) and thermal quadrupoles (Ref 83)). We also performed a flash thermography test in reflection configuration on the same two-layer samples.

In this specific case, the agreement between thermal diffusivity value of YPSZ layer measured alone or coupled with the substrate resulted very good, as shown in Fig. 21.

Nonetheless, we have not observed satisfying agreement in less controlled sample conditions (non-perfect knowledge of substrate thermal parameters and thickness of both TBC and substrate) performed along the years (Ref 77, 78). As concerns the TBC thickness, similarly to the case of freestanding coatings, we strongly suggest measuring the thickness by IA along a section of the sample. If this was not practicable, an alternative method may consist in using commercial Eddy currents (EC) probe systems specifically designed for this purpose.

![Fig. 20](image1.png)

**Fig. 20** Experimental set-up for the thermal diffusivity measurement of the TBC layer by flash thermography. The red spot within the black area is the region heated by the IR pulse laser and monitored by the IR camera.

| Sample                  | Thickness, $\mu$m |
|-------------------------|-------------------|
| Rene 80 thin substrate  | 1841±1            |
| Rene 80 thick substrate | 4024±1            |
| Dense YPSZ              | 1010±3            |

**Table 1** Thickness of the three samples used for comparing laser flash measurements on single- and two-layer samples.

![Fig. 21](image2.png)

**Fig. 21** Thermal diffusivity of the YPSZ dense sample as estimated in different experimental configurations. A standard 5% experimental uncertainty has been considered for each configuration although the precision was significantly higher.
designed to this purpose. Because of the TBC topcoat surface roughness, it is suggested to measure the $R_z$ roughness value by a portable stylus profilometer and subtract half of it to the EC TBC thickness. Figure 22 shows the comparison between TBC thickness values measured by EC subtracting $R_z/2$ and those evaluated by IA along diametral section for twelve APS TBC samples. Error bars refer to the experimental standard deviation for several repeated measurements on the sample surface (EC) and thirty IA measurements along the section, respectively. Very high surface roughness could also affect thermal diffusivity measurement. Vandembroucq et al. showed that a self-similar surface structure behaves hyper-diffusively compared to the bulk material or a polished surface. This effect can be observed at very early times (the greater the roughness the longer the times) in transient experiments after which the crossover to usual diffusion regime occurs (Ref 84).

As conclusive remarks of this section, it is dutiful to mention other techniques used to measure the thermal diffusivity/conductivity of TBCs. Sun et al. used flash lamps thermography to map simultaneously thermal diffusivity and heat capacity for EB-PVD TBC samples with a very uniform TBC thickness (Ref 85, 86). Markocsan et al. (Ref 87) used the hot disk technique (Ref 88, 89) to successfully measure thermal conductivity of TBC samples from RT up to relatively high temperatures (i.e., 750 °C).

Finally, D. Zhu and R.A. Miller developed a steady-state CO$_2$ laser heat flux system for measuring thermal conductivity of TBCs in a very wide temperature range (i.e., RT - $>$1300 °C). In this configuration, the CO$_2$ laser beam heats the TBC surface, while the rear substrate surface is air cooled. Two pyrometers monitor the front and the rear surfaces of the sample. From these temperature data, a simple 1D thermal model enables to estimate thermal conductivity of the TBC layer (Ref 90, 91).

### NDE TBC Microstructure Evaluation

Thermal and mechanical properties of TBCs strongly depend on their microstructure, as in most of the porous media. Splat and/or grain size, pore size, shape and orientation, all these features contribute to thermal conductivity and elastic modulus of TBCs. APS TBCs, in particular, consist of a layered structure of splats rapidly solidified after impacting the surface. In between these splats, lamellar pores and cracks nucleate parallel to the surface and, depending on spraying parameters, also globular pores can be found (see Fig. 23). Furthermore, due to the shrinkage of TBCs taking place during cooling, some vertical cracks form, as well. On the other hand, as shown in Fig. 24, EB-PVD TBCs consist of dense or feathery structured vertical columns surrounded by air.

A wide literature, which has its roots in the pioneering works of Maxwell (Ref 92), Rayleigh (Ref 93) and more recently of Bruggeman (Ref 94) just to mention the main pillars, is available on the topic of modeling mechanical, thermal and electrical properties of porous or multiphase media. Therefore, it is natural for authors to use these models for estimating TBCs thermal properties at first (Ref 10).

---

10 Most existing models are admirably resumed and discussed in the beautiful and comprehensive book of S. Torquato [95].
and later to non-destructively infer quantitative information about the TBC microstructure from thermal diffusivity measurements (Ref 99, 100).

As concerns the first attempt, the asymmetric Bruggeman model—belonging to differential effective modeling (DEM) family—was used for this scope owing to its great flexibility and the negligible limitations imposed for a correct application.

The Bruggeman model considers the YPSZ as a continuous matrix, in which isolated spheroids are dispersed into. By varying the aspect ratio of spheroids, it is possible to simulate dispersions of cylinders, lamellar pores and cracks as well as spherical pores. Contrary to the Maxwell model that is limited to a 10% of volumetric fraction of the dispersed spheres and spheroids, the Bruggeman model enables to increase the volumetric fraction very close to 100%. On the other hand, the Bruggeman model does require the self-similarity of the dispersion on several dimensional scales, while TBCs microstructure only partially satisfies this condition. This notwithstanding, starting from relatively high (700-1000x) magnification scanning electron microscopy images of APS and EB-PVD samples, pores can be classified according to their aspect ratio and orientation, and these quantitative data can be used as input for the models (Ref 96-98).

To overcome this limitation, authors introduced a multi-step mixing procedure. This consists in mixing a type of inclusion and, once the effective thermal properties of this first mixture have been evaluated, in considering them as those of a new matrix inside which to disperse another type of pore and so on, up to the end of the process (Ref 97). To make this mixing process independent from the mixing order, all the possible mixing permutations are considered, and the final thermal conductivity of the mixture is the mean of all the thermal conductivity values obtained by each single mixing permutation.

According to this approach, thermal conductivity and diffusivity of APS and EB-PVD TBC samples have been successfully evaluated when compared to either experimental results or finite differences modeling (Ref 98-102).

As the order of mixing in some cases can give rise to very different results, applying the symmetrization process to simulate multiphase media requires particular attention. A suggestion for those who want to apply this permutation modeling approach for dispersing into the matrix different inclusions is to evaluate not only the mean value of all the permutations, but also the associated differences to get an indication on the reliability of the modeling.

A typical example for this occurrence is a three-phase compound with a continuous matrix and two dispersions differing significantly in terms of thermal conductivity such as for example pores and a metallic powder.
For the sake of simplicity, people could be induced to neglect the contribution of air inside pores and use the explicit equation for the Bruggeman model when dispersion has a zero conductivity, but the thermal diffusivity of APS TBC in vacuum can be as small as ½ of the thermal diffusivity when pores are filled with air (see for example experimental data reported in [Ref 78, 100, 101]), as also confirmed experimentally.

As concerns the second attempt (i.e., to infer microstructural data from thermal diffusivity measurements by modeling), there are two different issues to be discussed. When thermal diffusivity is measured in the reflection configuration there are two fitting parameters related to thermal properties of TBC: the ratio $\alpha/L^2$ and the reflection coefficient $R$. In principle, it would be possible, by using both these parameters, to estimate not only the thermal diffusivity $\alpha$, but even one of the other parameter included in the definition of thermal diffusivity and thermal efficiency, such as the density, the specific heat or the thermal conductivity. If the specific heat is supposed to be known (or a literature value is used), it is possible to estimate the density and therefore the overall porosity content of the TBC sample. Unfortunately, the reflection coefficient $R$ is much less stable than the other fitting parameter $\alpha/L^2$ and, according to a specific and conservative study, the porosity can be estimated with an absolute uncertainty of ±5% (Ref 103). Thus, although this occurrence prevents an accurate estimation (i.e., ±1%) of the overall porosity content, it allows to non-destructively classify TBC samples into different porosity classes (i.e., dense, standard and very porous).

With all the necessary attentions, a first indication of the overall porosity content can be obtained in any case, but, if more details about the microstructure of the TBC are required, something more has to be done. Authors tried to walk the road paved some decades before by the McPherson (Ref 104, 105), and they considered the possibility of carrying out thermal diffusivity measurements in different experimental conditions in terms of pressure and type of gas inside the open porosity. In particular, this approach exploits the existence of the Knudsen effect that consists in the drop of thermal conductivity of a gas when it is enclosed between two walls whose mutual distance is of the same order of magnitude of the mean free path of its molecules.

As each gas has a different mean free path, performing thermal diffusivity measurements in different gases and at different pressures enables to selectively affect thermal diffusivity by pores with different thicknesses and aspect ratios. Thus, in principle, if the number of the different testing conditions is sufficiently high, it would be possible to infer effective features of different pores classes.

Authors performed thermal diffusivity measurements of APS TBCs by using, argon, helium, nitrogen and vacuum, they fixed also two different pressures for each gas for an overall number of testing conditions equal to seven (Ref 100), and they were able to obtain an effective thickness and aspect ratio for lamellar pores inside standard APS TBC samples in good agreement with Hg porosimetry and image analysis. The limitations that this approach showed, though, should also be mentioned. To infer effective microstructural features, a system of seven equations has to be solved, but, owing to the experimental uncertainty intrinsically related to the thermal diffusivity measurements, it was impossible to solve it. This limitation was overcome by perturbing several times the measured thermal diffusivity values by 5% Gaussian noise centered around the experimental values and averaging the outcomes of the solvable systems.

The second and still unsolved problem concerns the existence of several local minima in the optimization space, preventing this method from being extended to evaluate more than the two aforementioned microstructural parameters, notwithstanding the redundancy in the number of independent equations available in the system (i.e., 7).

The complex testing procedure, the aforementioned limitation, and the recent availability of better-performing techniques such as the high-resolution x-ray computed micro-tomography suggest limiting the testing conditions to air and vacuum.

In fact, the ratio of thermal diffusivity, as measured in vacuum and in air, provide indications on the microstructure of the APS TBC sample, especially if also the absolute value of thermal diffusivity is compared to the reference value for bulk YPSZ. Typically, as deposited standard APS TBCs with 15% porosity exhibit ratios ranging from 0.5 to 0.65, depending on the specific microstructure. On the other hand, for dense vertically cracked APS TBCs and sintered APS TBCs, the ratio ranges from 0.75 to 0.9 or higher. Very porous APS TBCs with most of the porosity constituted by spheroidal pores has rather high values of $\alpha_{\text{vac}}/\alpha_{\text{air}}$ also in the as deposited condition because coarse spheres are not very effective in reducing the thermal properties of TBCs. (For coarse spheres, Knudsen effect is negligible, while lamellar pores are much more effective in dropping thermal diffusivity.)

As OEM know very well, the effect of the TBC microstructure on the insulating capabilities does depend on the coating operating conditions. GT hot path components operate at pressures ranging from 10 to 30 bars, while thermal diffusivity measurements are usually limited to atmospheric pressure. Thus, designing a TBC microstructure based on the thermal diffusivity values measured at atmospheric pressure can in principle lead to overestimating the insulating capacity of a coating. In Fig. 25, thermal...
conductivity variations by changing the pressure inside the open porosity of an APS TBC from 0 to 20 bars are shown.

To partially overcome this limitation, some laser flash equipment have been modified to carry out measurements from RT to high temperatures from vacuum to high pressure.

**NDE TBC Damage Progression**

In previous paragraphs, we have seen that thermal diffusivity is very sensitive to the microstructure of TBCs. This is especially true for horizontal lamellar pores and cracks, typically present in APS TBCs. This thermal diffusivity’s high sensitivity to microstructure has been exploited for monitoring the microstructural evolution taking place during sintering phenomena and/or high-temperature cycling of TBCs (Ref 106).

**Sintering Studies**

When exposed to temperatures higher than 900 °C, porous APS TBCs start sinter owing to grain boundary and surface diffusional processes (Ref 107, 108). These processes lead to the progressive spheroidization of pores and cracks and to an overall shrinkage of the sample, as explained more in details and modeled in the very informative papers of Cipitria et al. (Ref 109, 110). At each sintering temperature, a certain maximum degree of spheroidization of pores can be achieved. Typically, the sintering kinetics proceed rather fast in the first few dozens of hours and then moves slower toward the asymptotic equilibrium condition at that temperature, for longer times. Among the experimental examples of sintering kinetics of APS TBCs reported in the literature, we just mention some contributions of authors (Ref 78, 106). In these works, we experienced that the effect of sintering temperature $T$ and time $t$ on the thermal diffusivity can be described by using the Larson–Miller (or the Hollomon–Jaffe) parameter (LMP):

$$\text{LMP} = T(C + \ln(t))$$

(Eq 5)

as previously proposed by Eaton (Ref 111) and later by Zhu and Miller (Ref 90). Furthermore, for a set of samples aged at different temperatures (from 900-1300 °C) for different times (in the range 0-150 hours), as shown in Fig. 26, the sintering activation energy $E_a=65\pm5$ kJ/mol has been evaluated from thermal diffusivity data (Ref 78). The low value of this activation energy supported the idea that sintering was mainly caused by fast transport mechanisms along surface and grain boundary of splats and microcrack boundaries.

By coupling the outcomes of the sintering model developed by Cipitria et al. with the Bruggeman thermal conductivity model, it was possible to theoretically estimate the effect of sintering on thermal diffusivity of APS TBC samples and to compare these forecasts with the experimental thermal diffusivity values measured by laser flash. Generally, a good agreement was obtained; the few differences between modeling outcomes and experimental data have been explained by a detailed microstructural characterization by Hg porosimetry and image analysis of high-magnification SEM images (Ref 100).

13 A. Limarga et al. provided a significative contribution to this topic showing that the Raman peaks shift of YPSZ samples can be described as a function of aging time and temperature by using the LMP, as well (Ref 112).
Damage Progression

Starting from the evidence that cracks and pores with the major axis oriented perpendicularly to the heat flux play the major role in affecting thermal conductivity/diffusivity, authors tried to use thermal diffusivity as the parameter for monitoring the damage progression occurring close to the interface between the ceramic top layer and the metallic bondcoat.

In fact, although not detectable by thermographic inspection, diffuse microcracks nucleating, propagating and coalescing near the interface affect noticeably the thermal diffusivity even before becoming long and wide enough to be visualized by pulse thermography, as discussed in previous section.

Since the model for fitting experimental data, when TBC thermal diffusivity is measured in reflection configuration, is typically the two-layer system already described, the presence of diffuse microcracking can be detected as a reduction in the estimated value of thermal diffusivity (see also Fig. 4), compared to the initial value, when the sample was not yet damaged (Ref 113).

This effect of microcracking on thermal diffusivity is amplified when the measured value of thermal diffusivity is compared to the expected thermal diffusivity value due to the sintering phenomena which occur when TBC is exposed at high temperature (Ref 109, 110). In fact, as explained before, high-temperature exposure promotes the TBC sintering that is well-detected as thermal diffusivity increase ranging from 20 to 100% of the initial value, depending on the specific TBC microstructure and sintering conditions. On the other hand, at later times, microcracking nucleation and growth decrease thermal diffusivity and the difference between the measured decrease and the expected increase (caused by the sintering) grows with aging time, as graphically shown in Fig. 27.

From these considerations and experimental evidence, authors tried to quantitatively estimate the damage progression as a function of aging conditions. For this purpose, the effect of microcrack on thermal diffusivity has been modeled with a simple but effective model originally developed by Golosnoy et al. (Ref 114) for describing the effect of porosity on APS TBCs. In this specific case, the model is restricted to a TBC volume whose base is a square with the side length equal to the average distance between two neighborhood bondcoat roughness peaks and the height corresponds to the TBC thickness: a sketch of the simulated volume is shown in Fig. 28. Inside this volume, a
single crack is expected to nucleate and grow at the initial stage of its existence. Thus, from the experimental thermal diffusivity and the aging condition, it was possible to estimate the cracked fraction of the interface by inverting the single crack model. As the crack thickness was unknown, at the beginning of this activity, authors noticed that the estimated cracked fraction decreased hyperbolically when the crack thickness was increased up to an asymptotic value. Thus, they decided to use this asymptotic value as the best estimate of damage at the interface between topcoat and bondcoat. This approach worked rather well and for the first sets of samples damage progression was well-represented by model outcomes and a good agreement with the destructive microstructural investigations in terms of interface cracked fraction was observed (Ref 119).

The good agreement between model outcomes and microstructural characterization suggested authors to fit the estimated cracked fraction vs. the number of thermal cycling to extrapolate the expected end of life (EoL) of TBC samples. As the fitting curve was a straight line, extrapolation was rather easy and good agreement between expected and observed EoL was initially observed.

Owing to the promising results, along the years this approach was applied to several sets of TBC samples having different porosity, microstructures, bondcoat roughness morphologies and setting different furnace cycling maximum temperatures and different cycle durations.

Unfortunately, the interaction among different bondcoat/topcoat microstructure and different testing conditions give rise to a wide variety of damage progression in terms of number of cracks in the same location, crack thickness evolution and final failure occurrence. Thus, the adoption of this proposed approach to every set of samples give rise in several cases to a significative EoL overestimation, making this approach useless for a non-destructive quantitative damage progression evaluation.

Thus, the main conclusion is that although thermal diffusivity is really a non-destructively measurable parameter very sensitive to damage progression, according to authors experience, the quantitative estimation of the damage providing also indication on the EoL of TBCs is still an unsolved problem.

### Other Techniques to be Considered

Although out of the scope of this work, some additional techniques must be mentioned as they are very often necessary for correctly interpreting TBC thermal diffusivity results coming out from photothermal and thermographic techniques. As a matter of fact, most of TBCs consists of metastable $t'$ tetragonal phase that during high-temperature testing and/or operation decomposes into Y-rich phases (tetragonal $t''$ and cubic $c$) and Y-lean tetragonal phase $t$ and, at later times, also into monoclinic phase $m$. While thermal conductivity of tetragonal phases ($t$, $t'$, and $t''$) range between 2.3 and 2.8 W/m K, cubic and monoclinic phases exhibit low (i.e., 2 W/mK) and very high (7 W/mK) thermal conductivity, respectively (Ref 101). These differences, if not taken into consideration, can lead to misinterpreting results and/or missetting modeling. Thus, it is strongly suggested to couple thermal diffusivity measurements with Raman spectroscopy and/or x-rays diffraction (XRD) evaluation of phase composition. Raman spectroscopy is suggested when only nanometric islands of decomposed phases are present at very early stages (Ref 112). For later aging times, XRD is suggested because of the possibility to make a quantitative estimation of the different phases present inside the TBC (Ref 120, 121).

### Conclusions

In the following, a very short summary of the main outcomes of the activities on TBCs carried out along almost three decades by developing and applying photothermal and thermographic techniques is provided according to the different topics discussed in this paper:

**TBC delamination non-destructive detection and imaging:** Nowadays, commercial systems available on the market are complete with effective software for data analysis. In some cases, it is also possible to include some of the algorithms that the authors developed to enhance the defect detection or to discriminate between over-thickness and delamination. The main suggestion is to define clearly
what are the needs before choosing the IR camera. In fact, the IR sensitivity range of the focal plane array of detectors, the temperature and spatial resolution as well as the maximum frame rate have a paramount effect on the performances of the system for defect detection and can enable (or not) to use the system for several other possible applications for characterizing TBCs.

**TBC thermal properties evaluation.** Laser flash is the best choice for single-layer TBC. For TBCs on a substrate, reflection techniques are usually more reliable since they get rid of the problem of having an appropriate and reliable knowledge of substrate thermal properties that is essential to correctly evaluate the TBC thermal diffusivity with two-layer model. The alternative approach of measuring thermal conductivity with a steady-state experiment is also suggested.

**TBC microstructure evaluation.** Thermal diffusivity/conductivity of TBCs is significantly affected by the microstructure and some modeling have been developed and successfully applied to study microstructural features of TBCs and to monitor the sintering phenomena taking place when TBCs are exposed to high temperature.

**Microdamage evolution.** Thermal diffusivity/conductivity of TBCs is very sensitive to the presence of diffuse microcracking occurring near the interface with the metallic bondcoat. The damage progression can be monitored in a very accurate way by thermal diffusivity variations, but a robust and sound approach for quantifying the damage in terms of cracked interface is not yet available.

The most recent research topics on TBCs focus on new TBC materials (Ref 122-127) able to withstand the CMAS attack (Ref 128, 129). The adoption of CMC base materials for manufacturing some GT components of the most advanced aeroengines (Ref 130) cannot be separated from the development and the adoption of multi-layered environmental barrier coatings (EBCs) nowadays at its second generation (Ref 131-134). New materials, new coatings architectures, new damage mechanisms and testing conditions (Ref 135-138) offer new challenges to researchers both from the testing and modeling points of view. Specific photothermal techniques will have to be developed and/or adapted to provide their contribution to the goal of TBCs and EBCs characterization. Most likely, it will be necessary to progressively integrate data provided by complementary non-destructive techniques to reach a clear understanding of mechanisms occurring during testing/operation of these new coatings. Photothermal, thermographic and spectroscopic IR-Vis (Ref 139), UV techniques, electron microscopy techniques and most advanced 3D imaging techniques (such as micro X-rays CT) will all together contribute to a deeper understanding of all the mechanisms taking place in these new materials and components, similarly to what has been achieved in the last decades with YPSZ TBCs.

### Appendix 1–Theoretical Remarks

A group of techniques to test solid materials had been proposed in the last decades that are non-contact and non-destructive, and share the common characteristic of generating a variable temperature field on the manufact under test. Light is delivered with variable intensity on the manufact, which in turn partially absorbs it, either on the surface or on its bulk, and it is eventually transformed in heat that diffuses inside the manufact, according to the heat conduction equation (Ref 15):

$$\frac{\partial T}{\partial t} - \kappa \nabla^2 T = 0 \quad \text{(Eq 6)}$$

where $T=T(x,y,z,t)$ is the temperature field depending on the spatial coordinates $x,y,z$ and on time $t$; $\kappa = \kappa / \rho$ with $\kappa$, $\rho$ and $C$ the thermal diffusivity, the thermal conductivity, the density and the specific heat of the medium, respectively. This formulation of the heat conduction equation is valid for homogeneous, isotropic solids. Moreover, the thermal diffusivity $\kappa$ is assumed to be temperature independent, that is a fair approximation for most materials that are characterized by negligible variation of their parameters within the low temperature rise of the testing procedure. The generated temperature field is eventually measured by IR detectors, either with spot sensors or with imaging capabilities.

This set of techniques raised in different scientific communities in parallel and, depending on the community, they are categorized as photothermal techniques, Active IR Thermography, Pump and Probes techniques, etc.

The solids being tested can be considered opaque in most cases, both in the wavelengths of the heating light source and in those of the IR detectors. That furtherly simplifies the modeling of the experiment, by introducing the constraints that both the heating and the temperature field available for the detection are confined on the boundary of the tested object.

Very few geometric configurations can be modeled with a closed analytical solution. Some of them are of particular interest for the testing of TBCs. These are the slab, the two-layered system in which the second layer can be considered as semi-infinite and the multi-layered system. Each one can be submitted to a pulse, step or periodic heating. Exchange with the environment can be considered as well, even though in many cases the adiabatic boundary conditions can guarantee a very good description of the experiment. A further categorization may arise according to the testing scheme that in the case of the slab and multilayer system...
can provide either the heater and the detector on the same side of the manufact (reflection scheme) or on the opposite sides (transmission scheme).

In what follows, the most important solutions are collected.

1. The slab

(a) Pulse. These solutions are paramount as they describe the Laser Flash technique that is so often utilized when thermal properties of freestanding layers have to be measured [56]. In its basic formulation, a spatially uniform heating of the front face of the slab is generated by a laser pulse of negligible duration (Dirac delta pulse). The heat conduction is therefore one-dimensional through-the-thickness, and the boundary conditions are assumed to be adiabatic. The temperature rise above initial temperature \( T_0 \) is read by a radiometer on the back face of the slab, and its time dependence is the following:

\[
T(t)/T_0 = \frac{Q}{\rho c L} \left[ 1 + 2 \sum_{n=1}^{\infty} (-1)^n e^{-n^2 \pi^2 t/L^2} \right]
\]

(Eq 7)

where \( Q \) is the pulse energy absorbed on the surface and \( L \) is the thickness of the slab. Figure 29 reports the experimental scheme together with the expected temperature rise and the classical Parker’s formula for the evaluation of thermal diffusivity.

Often, the Dirac pulse hypotheses are not met and when the manufact is measured at high temperature the exchange with the environment cannot be neglected anymore (see Fig. 30). In such a case, the equation to use is the following one (Ref 140):

\[
T(t) = T_0 + \frac{W}{h} \sum_{n=1}^{\infty} \frac{2 \sin \mu_n}{\mu_n + \sin \mu_n \cos \mu_n} \left[ e^{-\frac{\mu_n L}{h}} - e^{-\frac{\mu_n L}{h} \sin \mu_n} \right]
\]

(Eq 8)

where \( h \) is the heat exchange coefficient, \( t_h \) is the pulse duration and \( \mu_n \) is the positive roots of the equation \( \tan \mu_n = Bi \) and \( Bi = h L / K \) is the Biot number and \( W \) is the power absorbed by the surface of the manufact.

2. The two-layer semi-infinite.

These solutions are particularly interesting when the TBC is deposited on a metallic substrate, as it happens in its normal application of protecting the metallic parts of the GT hot path components. These models can be particularly useful when in situ applications are to be carried out such as NDT of delaminated topcoat. The semi-infiniteness of the second layer, even though an idealization, is fairly met if the length of the experiment is sufficiently short, i.e., for \( t << L^2/\alpha \) where \( L \) and \( \alpha \) are the thickness and the thermal diffusivity of the second layer (hypothetically semi-infinite), respectively. Boundary conditions on the surface can be considered adiabatic.

(a) Pulse. By far, the most utilized solution for NDT of delamination is (Ref 6):

\[
T(t) = T_0 + \frac{Q}{\varepsilon_c \sqrt{\pi t}} \left[ 1 + 2 \sum_{n=1}^{\infty} \frac{R_n e^{-\frac{n^2 \pi^2 t}{\varepsilon_c \pi^2 t}}}{n^2} \right]
\]

(Eq 9)

where \( R = (\varepsilon_c - \varepsilon_s)/(\varepsilon_c + \varepsilon_s) \) is the reflection coefficient, \( \varepsilon = k \pi t / \sqrt{\alpha} \) is the thermal effusivity and the subscripts

![Fig. 29 Laser flash experimental scheme (left) and temperature rise (right). Classical Parker’s equation for thermal diffusivity evaluation is reported on bottom left](image-url)
and s stand for coating and substrate, respectively. It is worth noting that for \( e_s \to 0 \) the reflection coefficient \( R \to 1 \), and Eq. 9 becomes equivalent to Eq 7, even though shaped differently, the two being connected by the theta function functional equation (Ref 141). Equation 9 is shown in Figure 31 for different values of the reflection coefficient \( R \), as a function of the Fourier Number \( F_o = \alpha t/L^2 \). To enhance the differences among the various curves, a double logarithm representation is used. When the effusivities of the two layers are the same, the reflection coefficient \( R = 0 \), and the equation describes the temperature of a semi-infinite body heated by a pulse. In the representation of Fig. 31, it is the straight yellow line of slope -0.5.

(b) Step. Less utilized than the pulse solution, it is reported here for historical reason (Ref 19):

\[
T(t) - T_0 = \frac{2}{\alpha \sqrt{\pi}} \sqrt{1 + 2 \sum_{n=1}^{\infty} R^n} e^{-\frac{\pi^2 t L^2}{4}} \text{erfc}\left(\sqrt{\frac{\pi \alpha t L^2}{4}}\right)
\]

(Eq 10)

(c) Modulated. Also known as thermal wave interferometry (TWI) (Ref 2), this technique utilizes a source (e.g., laser) that is modulated at a certain frequency. The temperature of the surface is collected by a radiometer and, lock-in amplifier, fed by the reference signal (the laser) and the temperature, furnishes amplitude and phase. The plot of amplitude and phase of the temperature as a function of the frequency provides the data that are used to extract thermal diffusivity. The following equation describes the periodic component of the temperature when periodic steady conditions are in act:
\( T(t) = A(\omega)e^{i(\Phi(\omega) - \omega t)} \)  
(Eq 11)

where

\[ A(\omega) = \frac{\sqrt{e^{4L/\mu} - R^2 + 2Re^{2L/\mu}\sin(2L/\mu)}}{e^{4L/\mu} + R^2 - 2Re^{2L/\mu}\cos(2L/\mu)} \]  
(Eq 12)

\[ \Phi(\omega) = \tan^{-1}\left( -\frac{2Re^{2L/\mu}\sin(2L/\mu)}{e^{4L/\mu} - R^2} \right) \]  
(Eq 13)

with \( \mu = \sqrt{2\pi/\omega} \) the thermal diffusion length, \( \omega = 2\pi f \) the angular frequency and \( f \) the frequency of the modulation. See Fig. 32.

3. The finite two layers

The formalism of thermal quadrupoles is applied to model the heat conduction in a two-layer system, with plane parallel interface and boundaries, heated on one side by a spatially uniform laser pulse.

Scheme of the classical laser flash experiment is shown in Fig. 33, where a two-layer specimen is sketched. In 1D thermal diffusion, the slab can be modeled by the thermal quadrupole (Ref 15, 83) as sketched in Fig. 34.

Fig. 32  Plot of the phase \( \Phi \) as a function of the ratio between the thickness of the coating \( L \) and the penetration depth \( \mu \)

Fig. 33  Classical laser flash experimental layout. A two-layer specimen is sketched

Fig. 34  One-layer thermal quadrupole scheme
After Laplace transformation ($p$ being the Laplace variable), the front (heated) surface temperature $h_i(p)$ and heat flux $\dot{h}_i(p)$ are connected to the back (read out) surface temperature $h_o(p)$ and its heat flux $\dot{h}_o(p)$ by the matrix transfer function as follows:

$$
\begin{bmatrix}
\dot{h}_i \\
\dot{h}_o
\end{bmatrix} =
\begin{pmatrix}
A & B \\
C & D
\end{pmatrix}
\begin{bmatrix}
\theta_i \\
\theta_o
\end{bmatrix}
$$

(Eq 14)

with

$$
\begin{pmatrix}
A & B \\
C & D
\end{pmatrix} =
\begin{pmatrix}
\cosh \sqrt{\frac{L^2}{\alpha}} & \frac{1}{k} \sqrt{\frac{L^2}{\alpha}} \\
\frac{1}{k} \sqrt{\frac{L^2}{\alpha}} \sinh \sqrt{\frac{L^2}{\alpha}} & \cosh \sqrt{\frac{L^2}{\alpha}}
\end{pmatrix}
$$

(Eq 15)

A multilayer system is easily modeled by multiplying as many matrices as the number of layers, each one with their own thermal properties and thicknesses. For example, the two-layer system is modeled as follows:

$$
\begin{pmatrix}
A & B \\
C & D
\end{pmatrix} =
\begin{pmatrix}
A_1 & B_1 \\
C_1 & D_1
\end{pmatrix}
\begin{pmatrix}
A_2 & B_2 \\
C_2 & D_2
\end{pmatrix}
= \begin{pmatrix}
A_1A_2 + B_1C_2 & A_1B_2 + B_1D_2 \\
C_1A_2 + D_1C_2 & C_1B_2 + D_1D_2
\end{pmatrix}
$$

(Eq 16)

Once the problem is solved, an inverse Laplace transformation (either analytical or numerical) brings back the solution in time domain.

(a) **Pulse.** The non-adiabatic case, where the heat exchange with the ambient is considered, is sketched in Fig. 35. On the left of the thermal quadrupole the input heat flux $\dot{h}_i(p)$ is given by the heat flux generated by the flash lamp or laser $\dot{h}_{lamp}$, minus the heat exchanged with the ambient that depends on the input temperature $\theta_i$ times the heat exchange coefficient $h$. On the right, the output heat flux $\dot{h}_o$ is equal to the heat exchanged with the ambient, i.e. $h \cdot \theta_o$. The model of Fig. 35 can be described as in Eq 14 with the supplemental relations:

$$
\begin{cases}
\dot{h}_i = 1 \cdot Q - h \cdot \theta_i \\
\dot{h}_o = h \cdot \theta_o
\end{cases}
$$

(Eq 17)

where $I$ is the Laplace Transform of the Dirac Delta function $\delta(t)$ and $Q$ is energy of the pulse. It leads to the following equations giving explicitly the surface temperature on the left and right of thermal quadrupole, that is, on the left and right side of the two-layers system:

$$
\begin{cases}
\theta_i = \frac{Q}{C + 2hA + h^2B} \\
\theta_o = \frac{Q}{C + 2hA + h^2B}
\end{cases}
$$

(Eq 18)

Obviously, the elements of the quadrupole matrix of Eq. 14 must be substituted by the ones in case of a two-layer system, as in Eq. 16.
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