Strange metals possess transport properties that are markedly different from those of a conventional Fermi liquid. Despite strong similarities in behavior exhibited by distinct families, a consistent description of strange metallic transport and, in particular, its evolution from low to high magnetic field strength $H$, is still lacking. The electron nematic FeSe$_{1-x}$S$_x$ is one such strange metal displaying anomalous $H/T$ scaling in its transverse magnetoresistance as well as a separation of transport and Hall lifetimes at low $H$ beyond its (nematic) quantum critical point at $x_c \sim 0.17$. Here we report a study of the Hall response of FeSe$_{1-x}$S$_x$ across $x_c$ in fields up to 33 T. Upon subtraction of a normal $H$-linear component from the total Hall response (imposed by perfect charge compensation), we find a second component, ascribable to strange metal physics, that grows as $1/T$ upon approach to the quantum critical point. Through this decomposition, we reveal that lifetime separation is indeed driven primarily by the presence of the strange metal component.
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I. INTRODUCTION

The physical properties of many strongly correlated metals are believed to be governed, at least in part, by proximity to a quantum critical point (QCP) where a second-order phase transition is suppressed to zero temperature by a nonthermal quantum critical point (QCP) where a second-order phase are believed to be governed, at least in part, by proximity to
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transport behavior hints once again at some universal, but as yet unidentified, organizing principle.

Recently, focus has shifted to the study of SM magneto-transport at higher field strengths, such as those provided by international facilities. Several intriguing aspects of the SM charge dynamics have emerged in the process. Arguably the most striking of these is the observation of a crossover to a linear MR in systems close to a putative QCP [14–19]. The precise form of the MR respects a type of scaling in which the $H$ and $T$ dependencies appear in quadrature [14], suggesting an intimate connection to the (Planckian) $H^2$ dependence, the other the quadratic scaling form [18] that evolves systematically in a manner set by proximity to the QCP. Collectively, these findings suggest a coexistence of distinct charge components in FeSe$_{1-x}$S$_x$, a coexistence that has now also been inferred in both cuprates [19,20] and iron pnictides [21].

In addition to the quadratic MR, FeSe$_{1-x}$S$_x$ also exhibits SM characteristics at lower field, including a modified Kohler’s scaling ($\Delta \rho_{xx}/\rho_{xx} \sim \tan^2 \theta_H$) and lifetime separation [22] throughout the entire $T$ range where $\rho_{xx}(T)$ is $T$ linear [22]. To gain fresh insight into the origins of this behavior, we have carried out a complementary high-field study of the Hall resistivity $\rho_{xy}$ of the same crystals used in our earlier MR study [18] with a view to combining the two responses into a single unified model. By fitting the MR and Hall responses self-consistently, we find that not only $\rho_{xx}$ but also $\rho_{yx}$ comprises two components: one that is conventional and one that connects to the quadratic MR and evolves systematically across $x_c$. By tracking the evolution of both contributions with $T$ and $x$, a link is then established between the high-field response and the anomalous lifetime separation observed at low fields. Finally, a model is presented that seeks to reconcile the SM transport seen in FeSe$_{1-x}$S$_x$ with the lack of enhancement in the effective masses of individual pockets across $x_c$ [23].

II. FeSe$_{1-x}$S$_x$

FeSe$_{1-x}$S$_x$ is unique among Fe-based superconductors in that it offers the possibility to study the distinct role of nematic QC fluctuations in both the SM and unconventional SC phases (for recent reviews, see Refs. [24–27]). Pure FeSe undergoes a nematic transition at $T_s \approx 90$ K accompanied by a tetragonal-to-orthorhombic structural transition. The application of pressure or substitution of Se with S effectively suppresses $T_s$, the latter terminating at a nematic QCP at $x_c \approx 0.17$ [28] [see Fig. 1(a)]. While pressure enhances $T_s$ in FeSe, S substitution appears to have little effect on the SC transition, though the SC gap is observed to fall by at least a factor of 2 beyond the nematic phase [29,30].

Near the nematic QCP, $\rho_{xy}(T) \sim T$ down to the lowest accessible temperatures ($\sim$1.4 K), while away from QCP, $T^2$ behavior is restored at low $T$ [22,31–33]. On approaching the nematic QCP from the high $x$ side, the coefficient of the $T^2$ resistivity is found to be enhanced by at least one order of magnitude [31,32]. Hence, it has been suggested that nematic, rather than antiferromagnetic (AFM), critical fluctuations drive the anomalous transport in FeSe$_{1-x}$S$_x$ [32], though this interpretation is still contested [34–36]. While no magnetic order is observed in FeSe$_{1-x}$S$_x$ under ambient pressure, at any concentration, AFM correlations are known to develop as the temperature is lowered. Moreover, a spin density wave (SDW) phase emerges under applied pressure $p$. Crucially though, the SDW phase is found to shift to higher $p$ as $x \to x_c$ [37], while beyond $x = 0.09$, AFM correlations become weaker [38]. Hence, it seems unlikely that spin fluctuations,

![FIG. 1. (a) Phase diagram of FeSe$_{1-x}$S$_x$, focusing on the evolution of $T_s$, the structural phase transition, as a function of S content [40]. Here, $T_s$ is estimated from the cusp in the derivative of $\rho(T)$, which in pure FeSe coincides with the midpoint of the specific heat jump [41]. The solid blue circles represent the samples used in this study. The other data points are from Refs. [42] (big red squares), [38] (closed triangles), [22] (closed inverted triangles), [28] (open inverted triangles), [23] (closed diamonds), [31] (open diamonds), and [43] (small cyan squares). The orange dashed line traces out $T_s(x)$.
(b) Measured Hall resistivity $\rho_{xy}(H)$ up to 33 T at $T = 35$ K for six different nominal $x$ concentrations as labeled.](image)
though present, are responsible for the QC-like transport seen in FeSe$_{1-x}$S$_x$.

III. EXPERIMENT

A series of FeSe$_{1-x}$S$_x$ single crystals were grown in Kyoto by the chemical vapor transport technique [32]. All samples were cut into thin rectangular plates of typical dimensions 0.1 $\times$ 0.5 $\times$ 1.5 mm$^3$, the largest surface being the crystallographic $ab$ plane. One pair of current and two pairs of Hall contacts were then made by applying indium solder and silver paint directly onto the lateral sides of each plate to ensure current flow throughout the sample. Low-field Hall effect measurements were performed on a set of single crystals with nominal $x$ values of 0.00, 0.05, 0.10, 0.13, 0.16, 0.18, 0.20, and 0.25 (labeled hereafter FSS00, FSS05, FSS10, FSS13, FSS16, FSS18, FSS20 and FSS25) in a cryogenic cryogen free measurement system with a 9 T SC magnet over the temperature range $T_c < T < 300$ K. At each temperature, the Hall voltage $V_y$ was measured by a standard ac lock-in technique and antisymmetrized to eliminate any longitudinal component. The Hall resistivity $\rho_{yx} = V_y/I_x$, while $R_H = \rho_{yx}/(\mu_0H)$, where $I_x$ is the applied current, and $\mu_0H$ the applied field. The evolution of $R_H(x)$ reveals a gradual but nonetheless marked change across $x_c$ [39]. Specifically, the strong nonlinearity in $\rho_{yx}(H)$ that is observed within the nematic phase disappears above $T_c$ and is gradually weakened with increasing $x$, while its $H$ dependence (more specifically, the sign of the second derivative $d^2\rho_{yx}/dH^2$) becomes inverted. The overall reduction in $R_H$ beyond $x_c$ is consistent with our earlier study [22].

The high-field measurements were carried out on the same samples (barring the $x = 0.05$ and 0.18 samples) in a resistive magnet at the High Field Magnet Laboratory (Nijmegen) with a maximum field of 33 T. For all samples, an ac current of 0.5–1 mA was applied, $I || ab$ with $H || c$, as determined using a Hall probe mounted onto the rotating sample platform. Measurements were performed from $-33$ to $+33$ T at fixed temperatures between 0.3 K and 35 K. Stable temperatures above 4.2 K were achieved using a constant heater power between 1.2 and 4.2 K by putting the sample space in good thermal contact with a He-4 bath at various constant pressures, and below 1.2 K by using constant pressures of He-3 liquefied inside the sample space.

IV. RESULTS AND ANALYSIS

A. Hall data

Figure 1(b) shows $\rho_{yx}(H)$ at 35 K for all samples measured up to 33 T. Qualitatively similar results for pure FeSe were reported elsewhere [44]. In all cases, the Hall effect is hole dominated at high field with a change of sign in the nematic phase at low fields for $x < 0.16$. Beyond $x = 0.16$, the slope gradually decreases as one moves further away from the nematic QCP. The $T$ dependence of $\rho_{yx}(H)$ below 35 K is shown in Fig. 2 for three representative $x$ values: to the left of the QCP (FSS13, left panel), close to $x_c$ (FSS16, middle panel), and to the right of the QCP (FSS25, right panel). In the nematic phase, the low-$T$ response is proportional to $H$, in contrast to what is observed at more elevated temperatures, whereas for $x > x_c$, it is the high-$T$ response that is $H$ linear. Near the QCP itself, $\rho_{yx}(H)$ is approximately $H$ linear at all temperatures [as shown in Fig. 2(b), the high-field linear slopes for FSS16 extrapolate close to the origin at all temperatures]. Together, the form of $\rho_{yx}(H, T, x)$ suggests a complex but nonetheless systematic evolution of the Hall response across the phase diagram. The sweep at $T = 0.3$ K in FSS13 also shows the onset of quantum oscillations (QOs) with a frequency $F \sim 740 \pm 30$ T, in good agreement with that reported previously [23].
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**FIG. 2.** Temperature evolution of $\rho_{yx}(H)$ in FeSe$_{1-x}$S$_x$ for (a) FSS13, i.e., to the left of the nematic QCP, (b) FSS16, near the QCP, and (c) FSS25, beyond the QCP. Dashed lines are linear fits to the high-field data (above 25 T).
B. Two-band and three-band analysis

The layered crystal structure of FeSe ensures that bands derived from the Fe d orbitals have a quasi-2D character [24,25]. While a determination of the FS topology and, in particular, the number of electron and hole pockets, has proved controversial, a level of consistency has nonetheless begun to emerge. Angle-resolved photoemission (ARPES) studies on detwinned FeSe [45–47], as well as nano-ARPES studies on single domains [48], have concluded that only one electron and one hole pocket survives within the nematic phase. This is consistent with independent analysis [32,41] of QO data [49,50] and specific heat data [41,51,52]. The possibility of a second small electron pocket—inferrered from mobility spectrum analysis of Hall and MR data [44,53]—has not been completely ruled out. It is noted, however, that no clear evidence for such a pocket has yet been seen in QO experiments, despite the fact that such a small, light, and highly mobile pocket ought to be easy to detect.

As Se is replaced with S, the size of each pocket increases while preserving the compensation condition [23]. There is some evidence for an additional QO frequency possibly emerging, and then vanishing again, within a narrow range (0.11 < x < 0.17), though the same data set has been interpreted by another group as indicating the appearance of a new frequency (pocket) only beyond x_c [54]. Hence, the precise FS topology of FeSe_{1−x}S_{x} is not yet established. Nevertheless, it seems reasonable to conclude that there are at least two but no more than three distinct pockets in FeSe_{1−x}S_{x} for 0 < x < 0.25 and so, in the following, we first attempt to fit our Hall effect data using standard two- and three-band models.

Each model provides expressions for \(\rho_{xx}(H)\) and \(\rho_{yx}(H)\) that depend on the electron (\(n_e, \mu_e\)) and hole (\(n_h, \mu_h\)) densities and mobilities. These expressions are intimately related through one or more common fitting parameters [55] and, to perform multiband modeling effectively, it is imperative to fit both \(\rho_{xx}(H)\) and \(\rho_{yx}(H)\) simultaneously. A three-band model using standard matrix formalism [56] was applied previously to explain the low-field \(\rho_{xx}(H)\) and \(\rho_{yx}(H)\) data in pure FeSe up to 14 T [44] under the assumption that \(n_e = n_h\). In our analysis, we have relaxed this condition to maximize the flexibility of our fitting. Even so, we found it impossible to simultaneously fit \(\rho_{xx}(H)\) and \(\rho_{yx}(H)\) over the full field range up to 33 T using either the two-band model (for all samples) or the three-band model (for \(x < 0.16\)) [57].

One particular challenge was that for \(x < 0.16\), \(\rho_{yx}(H)\) changes sign at low fields, while over the same field range, \(\rho_{xx}(H)\) exhibits simple and rather universal behavior, namely, \(H^2\) at low fields and \(H + H^2\) at high fields [18]. A similar MR response was observed in pure and doped BaFe_{2}As_{2} [58–60] where a nonsaturating linear MR and highly nonlinear \(\rho_{yx}(H)\) were attributed to the presence of Dirac cone states [61]. There have also been several reports claiming evidence for Dirac cones in FeSe_{1−x}S_{x}, though only inside the nematic phase [53,62,63]. Crucially, however, the \(H\)-linear component in the MR in FeSe_{1−x}S_{x} is found to extend beyond the nematic phase [18], implying that such Dirac-like states, as part of an extended three-band model, cannot be the source of the anomalous magnetotransport in FeSe_{1−x}S_{x}. Of course, one could always add further complexity to the model, e.g., by considering any curvature in the FS(s) or the presence of anisotropic scattering or effective masses, all of which have been detected in FeSe [64]. To the best of our knowledge, however, no variant of these multiband models could account for the observation [18] of a purely quadrature MR—with precise \(H/T\) scaling—in a sample beyond \(x_c\), in which the usual orbital MR had been effectively quenched by disorder. This observation alone compels us to explore an alternative scenario, one in which the SM plays a central role.

C. Normal and strange metal conductivity in FeSe_{1−x}S_{x}

The previous high-field MR study [18] showed convincingly that the transverse MR could be decomposed into two distinct contributions, one that exhibited quadrature scaling characteristic of other SMs, and one that followed a strict \(H^2\) dependence without saturation up to 33 T [65]. Such a delineation provides strong evidence for the presence of two separate contributions to the conductivity. How these two components combine, i.e., through adding conductivities or resistivities, is not known precisely, but in our analysis, we find it more revealing to express the total longitudinal \(\rho_{xx}(H)\) and Hall \(\rho_{yx}(H)\) conductivities as a sum of NM and SM components. In this case, the MR becomes a weighted sum of the two independent contributions. To separate the contributions of the NM and SM component to the total Hall conductivity \(\rho_{yx}^{tot}\), we have adopted the following strategy: (i) calculate \(\rho_{yx}^{tot}(H)\) from the experimentally determined quantities \(\rho_{xx}^{NM}(H)\) and \(\rho_{xx}^{SM}(H)\), (ii) fit the calculated \(\rho_{yx}^{tot}(H)\) assuming the presence of only the NM component (in the high-field limit), and (iii) ascribe the residuals \(\rho_{yx}^{tot} - \rho_{yx}^{NM}\) of such a fitting procedure to the SM component.

Figure 3 shows the total Hall conductivities (black dots) for the same three 15 K sweeps depicted in Fig. 2 (this temperature is chosen as it lies outside the SC fluctuation regime). In all cases, \(\rho_{yx}^{NM}(H)\) has a minimum at intermediate fields, while FSS13 also has a small maximum at low \(H\).

Before proceeding, it is important to recognize that the nonsaturating \(H^2\) MR of the NM response [18] can only arise if the charge is fully compensated. This in turn imposes a strong constraint on the form of \(\rho_{xx}^{NM}(H)\)—namely, a strict \(H\)-linear dependence—and allows us to consider the bipolar contributions to \(\rho_{xy}^{NM}(H)\) as a single entity (weighted by the difference in their mobilities). Then, within a parallel channel scenario, \(\rho_{xy}^{tot}(H)\) becomes a sum of the NM and SM components, the former assuming a specific form imposed by the compensation condition [67]:

\[
\rho_{xy}^{NM}(H) = \frac{-a\mu_0 H}{b\rho_{xx}^{NM}(0) + b^2\rho_{SM}(\mu_0 H)^2} + a\mu_0 H^2.
\]

Here, \(a\) is a free fitting parameter related to the linear slope of \(\rho_{xy}^{NM}(H) = R_2\), \(\rho_{xx}^{NM}(0)\) is the measured zero-field resistivity [18], \(\rho_{SM}\) is the (as-measured) quadratic MR term [18], and \(b = \rho_{xx}(0)/\rho_{xy}(0)\) is a second free fitting parameter [68].

The second contribution to \(\rho_{xy}^{tot}(H)\) is assumed, rightly or wrongly, to originate from the same component that generates the quadrature MR. The scale invariance of this quadrature MR ties it directly to the (zero-field) \(T\)-linear resistivity that is itself associated with Planckian dissipation. In cuprates, the quadrature MR exhibits nonorbital character [19] and, as
such, is not expected to generate a simultaneous Hall conductivity [20]. In pnictides, on the other hand, the quadrature MR has been attributed to anisotropic (hot spot) scattering of quasiparticles [69] that will eventually be suppressed at the highest fields. Thus, in either scenario, one expects $\sigma_{yx}^\text{SM}(H) \rightarrow 0$ as $H$ increases and, in a similar spirit, we proceed by attempting to fit $\sigma_{yx}^\text{tot}(H)$ to Eq. (1) by biasing the fit to the high-field region of the experimental curve where we expect $\sigma_{yx}^\text{SM}(H)$ to vanish [70].

The resultant fits are shown as red dashed lines in Fig. 3. While this fitting routine is deliberately constrained, it has a number of advantages: (i) it relies only on as-measured quantities [$\rho_{xx}(H)$ and $\rho_{yy}(H)$], (ii) it has only two free parameters, and (iii) it is naturally self-consistent [71]. The residuals of each fit, ascried then to $\sigma_{yx}^\text{SM}(H)$, are shown in the insets. Two features of these residuals are of note; the change of sign in $\sigma_{yx}(H)$ that occurs around $x = 0.13$ and the goodness of fit for FSS25. Intriguingly, the sign change mirrors that seen in the low-$T$ nematic susceptibility at around $x = 0.12$ [28], possibly indicating a reversal in the anisotropy of the dominant scattering process. The goodness of fit for FSS25 is consistent with the expectation that the electronic ground state in FeSe$_{1-x}$S$_x$ will eventually become isotropic with increasing $x$. Nevertheless, even for FSS25 the SM component survives, as evidenced by the nonlinearity in $\rho_{xx}(H)$ (see Fig. 1) as well as the persistence of a small, yet finite quadrature term in the MR [18].

D. Strange metal component

The corresponding Hall resistivity $\rho_{yx}^\text{SM}(H)$ is obtained from the residual $\sigma_{yx}^\text{SM}(H)$ curves [72]. Figure 4 shows $\rho_{yx}^\text{SM}(H)$ at representative temperatures for all $x > 0$. As indicated by the solid lines in Fig. 4, $\rho_{yx}^\text{SM}(H)$ can be fitted well to the empirical expression $\rho_{yx}^\text{SM}(H) = c \mu_0 H \exp[-d(\mu_0 H)^2]$, where $c$ and $d$ are free parameters [73]. Despite the various assumptions made in extracting $\rho_{yx}^\text{SM}(H)$, its overall evolution with $x$ appears to correlate well with that of the zero-field resistivity across the nematic QCP [32]. For FSS10 and FSS13, for example, $\rho_{xx}^\text{SM}(H)$ progressively decreases with decreasing $T$. This is especially evident from the 10 K curve for FSS13 [Fig. 4(b)]. A similar $T$ dependence is also observed in FSS25 [Fig. 4(e)]. Thus, on either side of the QCP, the low-$T$ Hall response appears to be dominated by the NM component. For FSS16 and FSS20, on the other hand, $\rho_{yx}^\text{SM}(H)$ grows as $T$ decreases, indicating a strengthening of the SM component as the temperature is reduced.

E. Normal metal component

Given that FeSe$_{1-x}$S$_x$ is presumed here to be a compensated two-band semimetal, the parameters $n$, $\mu_e$, and $\mu_x$ can be obtained directly from a self-consistent analysis of the three extracted quantities for the normal metal component: $\rho_{xx}^\text{NM}(T)$, $\kappa_{\text{NNM}}^\text{NM}$ and $\Delta\rho_{xx}^\text{NM}/\rho_{xx}^\text{NM}$ [74]. The mobilities exhibit a metallic $T$ dependence and fall in the range 200–1000 cm$^2$/Vs with $\mu_0 > \mu_e$ for all $T$ and $x$ studied. The carrier densities range from 2 to $4 \times 10^{20}$ cm$^{-3}$ (0.015–0.03 per Fe atom) and are constant, to within our experimental uncertainty, across the studied temperature range. The variation of $n(x)$ per Fe across the series is compared in Fig. 5 with estimates extracted from QO experiments [23]. Curiously, the densities determined from our two-carrier analysis of the NM component are found to be approximately half those derived from the QO study. We shall return to this point in the following section.
FIG. 4. Hall response of the SM component in FeSe$_{1-x}$S$_{x}$. Shown are the Hall resistivities of the SM component $\rho_{yx}^{SM}(H)$ for (a) FSS10, (b) FSS13, (c) FSS16, (d) FSS20, and (e) FSS25 at temperatures where the low-field feature was not completely screened by superconductivity. Open symbols represent the data while full lines represent the fits to the empirical relation $\rho_{yx}^{SM}(H) = c\mu_0 H \exp[-d(\mu_0 H^2)]$ [72]. The increased scatter in $\rho_{yx}^{SM}(H)$ at high fields, not visible in $\sigma_{yx}^{SM}$ (see insets of Fig. 3), results from the transformation of $\sigma_{yx}^{SM}$ to $\rho_{yx}^{SM}$ using Eq. (F1) and the diminishing magnitude of $\sigma_{xx}^{SM}$ with increasing field. Scatter in the data at 10 and 15 K for FSS10 and FSS13 may be caused by superconducting fluctuations in vicinity of $T_c$.

V. DISCUSSION

A. Comparison with magnetoresistance

The analysis presented above supports the notion, put forward in Ref. [18], that the dc conductivity of FeSe$_{1-x}$S$_{x}$ ($0 \leq x \leq 0.25$) contains contributions from both a NM component (which itself is compensated) and a SM component of, as yet, unknown origin. Moreover, as shown in Fig. 6, the evolution of the Hall [ $\rho_{yx}^{SM}(T, H, x)$—red circles] and longitudinal [$\Delta \rho_{xx}^{SM}(T, H, x)$—blue squares] resistivities across the series exhibit clear parallels. For FSS16, both quantities increase significantly, by a factor of 3–6 below 30 K, while for FSS20, the enhancement is reduced. Further away from the QCP, these ratios typically fall upon leaving the QC fan (gray shading in Fig. 6), vanishing inside the regime (shaded white) where $T^2$ resistivity is restored. This implies that all anomalous signatures of SM transport do indeed disappear inside the FL regime.

A recent high-field study carried out on BaFe$_2$(As$_{1-x}$P$_x$)$_2$ also revealed a Hall response comprising both a NM and a SM component, the latter peaking close to the (AFM) QCP [21]. In their analysis, the authors added Hall coefficients rather than Hall conductivities. Although, in principle, a similar serial conductivity analysis could be applied to FeSe$_{1-x}$S$_x$, such a procedure would be inconsistent with the analysis of the corresponding MR data reported in Ref. [18] whose decomposition into SM and NM components was carried out assuming parallel conductivity channels. Furthermore, the serial picture would require a nonlinear Hall resistivity of the NM component that would conflict with the $H^2$ contribution of the NM component to the total MR and the corresponding requirement for charge compensation [18]. Therefore, we find adding Hall conductivities to be the more appropriate model for FeSe$_{1-x}$S$_x$. Nevertheless, the fact that $\rho_{yx}^{SM}(H)$ in BaFe$_2$(As$_{1-x}$P$_x$)$_2$ is found to have a similar field profile to the one in FeSe$_{1-x}$S$_x$, with a maximum at relatively low $H$ followed by an exponential decay at higher fields [21], suggests once again that the Hall response of different SMs is qualitatively the same.
B. Possible origin of strange metal transport in FeSe$_{1-x}$S$_x$

Overall, FeSe$_{1-x}$S$_x$ exhibits the following signatures of SM transport [22,31–33]: (a) a $T$-linear resistivity above a QC fan extending down to lowest temperatures at or near $x = x_c$, (b) correlated FL behavior, i.e., $\rho_{xx}(T) \sim AT^2$, below the fan, and (c) a marked enhancement of $A$ upon approaching $x_c$ from the high-$x$ side. Since, for reasons of causality, the magnitude of $A$ in most metals scales with $A \propto T^2$ [75,76], this implies a tendency for the quasiparticle effective mass $m^*$ to diverge at the QCP. In FeSe, $m^*$ is already strongly enhanced. The electronic specific heat coefficient of FeSe, due to its two small pockets, is $\sim 50\%$ higher [41] than band-structure estimates based on contributions from five pockets [49]. Moreover, the mass of the so-called $\gamma$ orbit ($m^* = 7$–8 $m_e$ [44,49]) is three to four times larger than the mass of orbits of comparable frequency observed, for example, in underdoped cuprates [77]. For $0 < x \lesssim x_c$, these masses remain high [23], a signature of the dressing of quasiparticles from either nematic and/or magnetic fluctuations. Surprisingly, however, no marked enhancement is observed in $m^*$ upon approaching the nematic QCP, neither as a function of $x$ [23] nor pressure [36]. This has led to claims that the nematic QC fluctuations are effectively quenched in FeSe$_{1-x}$S$_x$ [23,36] due to strong nemato-elastic coupling [35] and that the emergent non-FL transport behavior near $x_c$ [18,22,31,33] arises instead from spin fluctuations, even though the latter are known to become weaker, not stronger, with increasing $x$ [38].

Such dichotomy in the transport and thermodynamic properties is also found in another electron nematic Sr$_3$Ru$_2$O$_7$ [78] (though in contrast to FeSe$_{1-x}$S$_x$ where the nematic phase exists in isolation, the nematic phase in Sr$_3$Ru$_2$O$_7$ is found to be intertwined with spin ordering at low $T$ [79]). As the QCP is approached (in an applied magnetic field), $A$ becomes markedly enhanced, yet at the same time, $m^*$ of most of the pockets remains unchanged [80]. Above the QCP, a fan of $T$-linear resistivity then emerges with a coefficient that is consistent with Planckian dissipation [4]. A model explaining the emergence of SM transport in Sr$_3$Ru$_2$O$_7$ has recently been proposed by Mousatov et al. [81]. Their model assumes the coexistence of a large FS with a low density of states (DOS), i.e., low $m^*$, and a small FS with high DOS caused by a van Hove singularity (vHs) lying just below the Fermi level $E_F$. Above a certain temperature (determined by the distance $\epsilon_h$ of the vHs from $E_F$ and its width $W_h$), the carriers on the small, heavy FS become nondegenerate, i.e., hot ($h$). As a result, electrons on the large degenerate (cold) FS are likely to be scattered into these hot spots. Mousatov showed that in such a scenario, the dominant scattering mechanism—denoted as $cc-ch$ scattering—is the one in which two cold ($c$) electrons collide, one of which is then scattered into the vicinity of the hot spot [81].

In this circumstance, $T$-linear resistivity is realized due to the nondegenerate nature of the hot electrons [81]. Once $k_B T < \epsilon_h + W_h$, electrons at the hot spots become degenerate and the usual $T^2$ behavior is restored. The key point of the Mousatov model is that the coefficient of the $T^2$ resistivity is governed by the effective mass of the hot electrons $m_h^*$, Cyclotron motion around the large cold FS, on the other hand, depends only on the light effective mass $m_c^*$ which does not change on approaching the critical field. In this way, the different behavior of $m^*$ extracted from QOs and dc transport can be reconciled. Finally, since $\epsilon_h \rightarrow 0$ at the critical field, this same mechanism also gives rise to a QC-like fan of $T$-linear resistivity [81]. Hence, according to the model, coupling to QC fluctuations is not a prerequisite for the appearance of SM transport in Sr$_3$Ru$_2$O$_7$.

In FeSe, there is no vHs and thus, at first sight, it is questionable whether the Mousatov model is applicable here. However, striking similarities between the two compounds motivate us to explore an alternative way for the hot spots...
to form in FeSe$_{1-x}$S$_x$ along with the associated mechanism for lifting the electron degeneracy. Indirect evidence for the existence of hot spots in FeSe$_{1-x}$S$_x$ comes from that fact that a quadrature MR of very similar form to that found in FeSe$_{1-x}$S$_x$ has been observed in BaFe$_2$(As$_{1-x}$P$_x$)$_2$ [14] and recently cited as evidence for hot spot scattering [69]. A recent scanning tunneling spectroscopy study also reported a quasiparticle spectral weight $Z$ in FeSe that was highly anisotropic, with coexisting correlated, marginally coherent and fully coherent quasiparticle states within an individual pocket [64]. Thus, it might be tempting to ascribe the NM and SM components proposed here to these distinct regions in $k$ space; the high DOS tied to the marginally coherent regions forming the hot spots into which cold electrons are scattered, thereby providing the necessary conditions for $cc-\text{ch}$ scattering to generate the observed non-FL transport [81].

According to Ref. [81], $\rho_{cc}(T)$ will become $T$ linear only once carriers at the hot spots are nondegenerate, i.e., $k_BT > \epsilon_h$, for FeSe$_{1-x}$S$_x$, in lieu of the vHs, one might consider using the bottom of the band to set $\epsilon_h$. ARPES studies, however, suggest that this scale is around one order of magnitude larger than the temperature scale at which $T$-linear resistivity sets in. Moreover, each pocket grows in size with increasing $x$ [23], implying that $\epsilon_h$ would increase rather than decrease upon approaching the QCP. At the same time, however, the chemical pressure created by S substitution also causes each pocket to become progressively more warped. Ultimately, this may lead to a Lifshitz transition close to $x_c$ [23], whereby one of the cylindrical pockets evolves into an ovoid. At the transition, the bottom of the band passes through $\epsilon_F$, generating an area of high DOS which would then stay nondegenerate down to the lowest temperatures. Such a DOS sink could then conceivably play the role of the vHs in FeSe$_{1-x}$S$_x$, opening a possible channel for $cc-\text{ch}$ scattering and realizing the $T^2$ to $T$-linear crossover in $\rho_{cc}(T)$, even if the nematic fluctuations fail to go critical at $x = x_c$ and thus to generate Planckian dissipation on their own. Since this Lifshitz transition is claimed to occur close to $x_c$ [23] ($\epsilon_h \rightarrow 0$), the persistence of $T$-linear resistivity down to the lowest temperatures at $x = x_c$ can be understood. The presence of this Lifshitz transition, however, is not yet confirmed. Indeed, earlier measurements showed that even in the end member of the series FeS, all pockets remain quasi-two-dimensional [82,83].

Whatever the origin of these putative hot spots, the nematic fluctuations are nonetheless an important element of the overall picture and are most likely the origin of the anisotropic $Z$ found on each pocket [64]. Being $Q = 0$ fluctuations, these fluctuations cannot generate, on their own, sufficient momentum transfer, i.e., large-angle scattering to dominate the dc transport, but in unison with impurity or the residual low-energy spin [$Q = (\pi, 0)$] fluctuations [84], they might. Through this process, multiple inelastic $cc-\text{ch}$ scattering events, are thus created. The recovery of a $T^2$ resistivity in $\rho_{cc}(T)$ beyond $x_c$ with a coefficient $A$ that drops markedly with further increase in $x$ indicates a reduction in the quasiparticle-quasiparticle scattering cross section as the system is tuned away from the nematic QCP. Here it is perhaps worth mentioning that the mass determined by QOs is an average of the (extremal) cyclotron orbit that is located furthest from the hot spots and thus may be the least affected by the $cc-\text{ch}$ scattering mechanism. Indeed, as already pointed out by Mousatov et al. [81], there must also be a contribution from the usual $cc-\text{cc}$ scattering as well, that in the proposed picture would give rise to the NM component. Taking into account the pronounced FS anisotropy in FeSe$_{1-x}$S$_x$, the orbital selectivity and the anisotropy in the scattering rate, the carriers experiencing $cc-\text{ch}$ and $cc-\text{cc}$ scattering do not have to reside on the same parts of the FS. In light of this, we propose that the Fermi pockets in FeSe$_{1-x}$S$_x$ may be composed of not two, but three distinct regions: those quasiparticles responsible for the NM transport that participate only in the $cc-\text{cc}$ scattering, those quasiparticles that generate the SM transport participating only in the $cc-\text{ch}$ scattering and those marginally coherent states at the hot spots themselves that give negligible contribution to the transport [81].

From this perspective, it is interesting to return to the discrepancy in the carrier densities extracted from our Hall analysis ($= n_{H}$) and those determined from QO measurements ($= n_{QO}$) [23], as shown in Fig. 5. The observation that $n_H \sim n_{QO}/2$ is probably fortuitous, particularly when one takes into account the presence of flat regions or regions of negative FS curvature in the waist of each pocket that might modify the value of $n_H$. Nevertheless, it does suggest that the number of carriers contributing to the NM and SM transport in FeSe$_{1-x}$S$_x$ are comparable. Overall, this analysis suggests that while QOs reflect the total size of the pockets, i.e., the total number of carriers, the NM linear Hall response $\rho_{xx}^{\text{NM}}(H)$, and the corresponding $n_{H}$ reflect only those parts of the FS that participate in the $cc-\text{cc}$ scattering. The rest of the carriers, not visible in the NM Hall response, are assumed to participate in the $cc-\text{ch}$ scattering and thereby generate strong signatures of SM transport, including an enhancement in the $A$ coefficient, the $T$-linear resistivity inside the QC fan, the quadrature MR, and the anomalous, nonmonotonic form of $\rho_{xx}^{\text{SM}}(H)$.

Finally, since the effects of a magnetic field have not yet been considered within the Mousatov model, it is not clear how this picture can explain the quadrature MR or $1/T$ dependence of the SM Hall resistivity (see Sec. V C) seen in FeSe$_{1-x}$S$_x$. Moreover, the effective mixing of $k$ states induced by strong $ch$ scattering may argue against the simple decomposition of the charge response into two independent components as proposed here. Nevertheless, the striking parallels in the evolution of $\rho_{xx}^{\text{SM}}(T, H, x)$ and $\Delta \rho_{xx}^{\text{SM}}(T, H, x)$ shown in Fig. 6, as well as the similarities in the form of $\rho_{xx}^{\text{SM}}(T, H, x)$ found in FeSe$_{1-x}$S$_x$ and in BaFe$_2$(As$_{1-x}$P$_x$)$_2$ [21], suggest that it is a viable starting point.

C. Lifetime separation revisited

In this final section, we return to the issue of the transport anomalies seen at low field, and, in particular, the distinct $T$ dependencies manifest in $\rho_{xx}(T)$ and the inverse Hall angle $\cot \theta_{H}(T)$ [22]. For FSS16 (and FSS17 [22]), $\rho_{xx}(T)$ is linear or even sublinear below $T = 50$ K while $\cot \theta_{H}(T) \approx c_0 + c_2 T^2$. For higher dopings ($0.18 \leq x \leq 0.22$), $\rho_{xx}(T)$ is approximately linear above a certain threshold $T_1 \leq 20$ K, yet $\cot \theta_{H}(T) = c_0 + c_2 T^2$ up to around 70 K [see Fig. 7(a)]. As mentioned in the Introduction, this separation of lifetimes is a characteristic of many families of SMs, despite marked differences in FS topology and the distinct nature of the
quantum criticality in each family [85]. The origin of this phenomenon, however, has remained a mystery.

Figures 7(b) and 7(c) show a deconvolution of the low-field $R_H(T)$ of $R_H(H)/(\mu_0 H)$ plotted versus $1/T$ for FSS16 and FSS20, respectively. The black symbols in each panel represent the as-measured $R_H(T)$, while the red and blue symbols depict the SM and NM components of $R_H(T)$, respectively. What is striking about these plots is the marked $1/T$ dependence of $R_H(T)$ extending down to low $T$ but merging with the as-measured $R_H(T)$ at intermediate temperatures. The plateauing of $R_H(T)$ at low-$T$ is then seen to arise through the ‘shorting’ effect of the (essentially $T$ independent) NM component. This delineation suggests strongly that the strong $T$ dependence of $R_H(T)$—that is ultimately responsible for the phenomenon of lifetime separation—can be attributed solely to the presence of the SM component, for which $R_H(T)$ has a pure $1/T$ dependence. Its simple power-law behavior then defines the (low-field) Hall response of the carriers responsible for $T$-linear component of resistivity and quadrature scaling of MR.

**VI. CONCLUSIONS**

In summary, detailed analysis of the high-field Hall resistivity in FeSe$_{1-x}$S$_x$ across the nematic QCP reveals that its total Hall response can be decomposed into two contributions: one in which the $\rho_{xy}(H)$ varies linearly with field, the other in which $\rho_{xy}(H)$ shows an anomalous, nonmonotonic response. The linear contribution of the Hall response can be attributed to (compensated) electron and hole quasiparticles. The second component is postulated to derive from hot carriers, presumably located within the same electron and/or hole pockets, that give rise to strange metallic behavior that is most pronounced close to the nematic QCP. The corresponding Hall coefficient of the SM component is found to exhibit a $1/T$ divergence, which, ultimately, is cut off at low $T$ by the residual NM component. One remaining challenge is to determine whether or not the phenomenology uncovered here can also account for the SM physics observed in other SMs.

The striking similarities in their charge responses certainly motivate further comparison. For FeSe$_{1-x}$S$_x$, a specific challenge remains; to explain how nematic critical fluctuations and spin fluctuations collude to generate such a profound influence on the low-$T$ dc transport. To this end, magnetotransport measurements on samples with $x > x_c$ under applied pressure or strain may prove particularly instructive.
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**APPENDIX A: EVOLUTION OF $T_s(x)$ IN FeSe$_{1-x}$S$_x$**

Figure 1(a) shows literature values for $T_s(x)$, the onset temperature for the nematic phase in FeSe$_{1-x}$S$_x$, for $x \leq 0.25$. Typically, second-order phase transitions lead to a jump in the specific heat $\Delta C$; the (mean-field) transition temperature coinciding with the midpoint of $\Delta C(T)$ on the high-temperature side. In FeSe$_{1-x}$S$_x$, $T_s(x)$ is frequently determined using the minimum in the $T$ derivative of the in-plane resistivity $d\rho_{xx}/dT$ at $T = T_{\text{min}}$ or by the midpoint of the step. This can lead to an underestimate of $T_s(x)$ in FeSe$_{1-x}$S$_x$ by as
APPENDIX B: LOW-FIELD HALL EFFECT MEASUREMENTS

Figure 8 shows $R_H(T)$ in FeSe$_{1-x}$S$_x$ between 10 K and 300 K for $\mu_0 H = 1$ T for the same series of single crystals used in the high-field measurements plus two additional samples: $x = 0.05$ and $x = 0.18$. As can be seen, $R_H$ exhibits a complex $T$ dependence for all $x$, changing sign twice for $x \geq 0.16$ and three or even four times for $x < 0.16$, reflecting their multiband nature. The overall evolution of the low-field Hall effect in our crystals is consistent with that reported previously [22]. There is a clear difference in the behavior of the low-$T$ $R_H$ across the nematic QCP. Moreover, examination of the field dependence of $R_H(T)$, shown in Fig. 9, reveals a clear sign change in the field dependence beyond $x_c \sim 0.17$. Overall, the nonlinearity softens with both increasing $x$ and increasing $T$.

APPENDIX C: APPLICATION OF TWO- AND THREE-BAND MODELS

The high-field data shown in Fig. 1(b) of the main text illustrate the general trends in the evolution of the Hall response of FeSe$_{1-x}$S$_x$ with $x$ and with magnetic field. Our previous MR study [18] showed that for the same series of samples, the longitudinal MR does not follow a simple $H^2$ dependence. Such behavior is usually ascribed to the presence of multiple pockets of opposite polarity. FeSe$_{1-x}$S$_x$ is known to contain a number of bands crossing the Fermi level, though the precise number of pockets has been the subject of debate. Recently, however, a consensus has begun to emerge, at least for FeSe below $T_c$, where a single pair of compensated electron and hole pockets survive. In S-substituted FeSe, up to five individual QO frequencies have been observed [23], implying that an additional pocket may appear at finite $x$. Hence, in the following, we investigate whether standard two- or three-band models can self-consistently capture the combined Hall and MR data of FeSe$_{1-x}$S$_x$. Our conclusion is that both models fail, indicating the need for either more complicated modeling or an interpretation beyond standard Drude.

1. Two-band model

According to Boltzmann transport theory, only a perfectly isotropic single band system shows a $H$-linear Hall resistivity, $\rho_{xy} = R_H \times \mu_0 H$, with $R_H = 1/(\mu e)$. The corresponding MR in such a system is zero. One of the simplest systems to exhibit a nonlinear $\rho_{xy}(H)$ and a finite MR is a two-band system composed of one electron and one hole pocket, both of which are isotropic. In this case, the longitudinal and Hall resistivities are given by [88]

$$\rho_{xx}(H) = \frac{1}{e} \left( n_h \mu_h + n_e \mu_e \right)^2 + \frac{1}{n_h - n_e} \left( n_h \mu_h^2 + n_e \mu_e^2 \right)^2 \left( \mu_0 H \right)^2,$$

(C1)
FIG. 9. Temperature dependence of the low-field Hall coefficient $R_H$ in FeSe$_{1-x}$S$_x$ at different magnetic field strengths between 0.5 T (red) and 8 T (blue) in incremental steps of 0.5 T. The data are shown for (a) FSS00, (b) FSS05, (c) FSS10, (d) FSS13, (e) FSS16, (f) FSS18, (g) FSS20, and (h) FSS25. Note the field dependence changes sign above $x_c = 0.17$.

\[ \rho_{yx}(H) = \frac{\mu_0 H}{e} \left( \frac{n_e \mu_e^2 + n_h \mu_h^2}{n_e \mu_e^2 + n_h \mu_h^2} \right) \frac{\rho_{xx}(0)}{\rho_{xx}(x)} \times \left( 1 + ax^2 + bx^2 x \right), \]  

where $n_e$ is the density of electrons, $n_h$ the hole density, $\mu_e$ the electron mobility, and $\mu_h$ the hole mobility. Note that for a perfectly compensated two-band system ($n_e = n_h$), $\rho_{xx}(H) \sim H^2$ and $\rho_{yx}(H) \sim H$. Therefore, to account for the deviations from these simple relations in FeSe$_{1-x}$S$_x$, we must first relax the condition of perfect compensation.

A simple rearrangement of Eqs. (C1) and (C2) gives the expressions

\[ \frac{\rho_{yx}(x)}{\rho_{yx}(0)} = \frac{1 + ax^2}{1 + bx^2}, \]  

\[ \rho_{yx}(x) = \frac{c + dx^2}{1 + bx^2}, \]
where \( x = \mu_0 H \), \( \rho_{xx}(0) = 1/(e n_x \mu_e + e n_h \mu_h) \), \( a = e \rho_{xx}(0)(n_h \mu_e + n_e \mu_h) \mu_h \mu_e \), \( b = e^2 \rho_{xx}(0)(n_h - n_e)^2 \mu_e^2 \), \( c = e \rho_{xx}(0)(n_h \mu_e - n_e \mu_h) \mu_h \mu_e \), and \( d = e \rho_{xx}(0)(n_h - n_e) \mu_e^2 \mu_h \). \( a \), \( b \), \( c \), and \( d \) are thus the relevant fitting parameters, though, normally, only three of these are completely independent. Nevertheless, in the following, we will assume that all fitting parameters are free. To check the applicability of the two-band model, we must fit both \( \rho_{xx}(H) \) and \( \rho_{xy}(H) \) in a self-consistent way. Note that \( \rho_{xx}(H) \) and \( \rho_{xy}(H) \) share a common denominator which strongly constrains the fitting. There are multiple ways of performing this fitting routine self-consistently. Here we decided to first perform a fit of the previous MR data [18] using Eq. (C3) without constraining either \( a \) or \( b \). After that, we fit the \( \rho_{xx}(H) \) data using Eq. (C4) with the same value of \( b \). The results of this fitting procedure are shown in Fig. 10 for FSS00, FSS10, and FSS13.

A quick glance of the top panels in Fig. 10 suggests that the two-band model actually gives a reasonable fit to \( \rho_{xx}(H) \). However, as shown in the middle panels, a closer inspection of the field derivative of \( \rho_{xx}(H) \), shows clearly that the tendency of the fitting curve toward saturation at higher fields is never realized in the actual data. Indeed, \( 1/\rho_{xx}(0)(d\rho_{xx}/dH) \) invariably has both a finite intercept and a constant slope, indicating that the high-field MR exhibits a parabolic field dependence, i.e., \( \rho_{xx}(H) = \rho_{xx}(0) + a_1 H + a_2 H^2 \). Clearly, the unconstrained fits to Eq. (C3) cannot replicate such behavior. The failure of the two-band model is also more evident in the constrained fits of \( \rho_{xx}(H) \) to Eq. (C4) as shown in the lower panels of Fig. 10, which completely fail to reproduce the essential features of the data. We thus conclude that the two-band model alone cannot describe the magnetotransport properties of the nematic phase in FeSe_{1−x}S_x.

2. Three-band model

Explicit formulas for the transport coefficients of an arbitrary multiband system have been derived by Kim using a matrix formalism [56]. In the case of a three-band system, the appropriate expressions are

\[
\rho_{xx}(x) = \frac{1 + ax^2 + bx^4}{1 + cx^2 + dx^4},
\]

\[
\rho_{xx}(0) = \frac{e + fx^2 + gx^4}{1 + cx^2 + dx^4},
\]

\[
\rho_{xy}(x) = \frac{e + fx^2 + gx^4}{1 + cx^2 + dx^4},
\]

where again \( x = \mu_0 H \) and \( a, b, c, d, e, f, \) and \( g \) are the fitting parameters which depend on individual carrier densities and mobilities. Although normally only five parameters are completely independent, we will assume that all parameters are free. Here, \( \rho_{xx}(H) \) and \( \rho_{xy}(H) \) share two common fitting parameters, \( c \) and \( d \), in their denominators, though in a perfectly
FIG. 11. Application of the compensated three-band model to the magnetotransport of FeSe$_{1-x}$S$_x$. (a)–(c) Fitting of \( \rho_{xx}(H)/\rho_{xx}(0) \) [18] using Eq. (C5) with the fitting parameter \( d = 0 \). The fits are shown for (a) FSS00, (b) FSS10, and (c) FSS13 at 30 K. (d)–(f) Fitting to the field-derivative \( 1/\rho_{xx}(0)(d\rho_{xx}/dH) \) for the same data set. Black lines represent the measured data and red lines the fits to Eq. (C5). (g)–(i) Simultaneous fitting of \( \rho_{yx}(H) \) using Eq. (C6) with \( d = 0 \) and \( c \) taken from the fit to the MR data. Black lines represent the measured data and red lines the fits to Eq. (C6). Insets: Enlargement of the low-field part.

The compensated system, \( d = 0 \) [56]. This model was previously applied to successfully explain the low-field magnetotransport of pure FeSe [44] and BaFe$_2$As$_2$ [58]. In both cases, perfect compensation was assumed.

As with the two-band model, we first perform the fit to the \( \rho_{xx}(H) \) data using Eq. (C5) letting all parameters (bar \( d = 0 \)) be free. After that, we fit the \( \rho_{yx}(H) \) data using Eq. (C6), again with \( d = 0 \) and \( c \) set equal to its value found from the MR fit. The results of this fitting procedure are shown in Fig. 11 for the same three samples FSS00, FSS10, and FSS13.

The fits to the compensated three-band model are of course better than those for the two-band model. Nevertheless, inspection of the field derivatives (middle panels of Fig. 11) reveals additional features in the fits that are absent in the data. Moreover, the constrained fits to \( \rho_{yx}(H) \) (bottom panels) in Fig. 11 also fail to capture the low-field response, as highlighted in the insets.

To proceed further, we relax the constraint of perfect compensation (i.e., we allow \( d \) to be finite) and perform simultaneous fits to \( \rho_{yx}(H) \) and \( \rho_{xx}(H) \) using Eqs. (C5) and (C6). The results are shown in Fig. 12. As expected, the fits to the uncompensated three-band model are again improved, particularly for \( \rho_{yx}(H) \). Nevertheless, even with this wholly unconstrained fitting procedure, we struggle to capture the low-field feature in \( \rho_{yx}(H) \), especially for FSS10 and FSS13 [see insets of Figs. 12(g) and 12(h)].

Of course, one could always incorporate additional pockets into the model or add further complexity into the two- or three-band models, such as field-dependent mobilities and carrier densities, band anisotropies, etc. Importantly, however, the very specific form of the MR in FeSe$_{1-x}$S$_x$ (particularly in more disordered samples [18] where the fitting is expected to be much simpler), coupled with the marked changes in the Hall response as a function of \( x \), are incompatible with any standard multiband model. It is for this reason that we proceed to consider the alternative scenario outlined in the main text that incorporates both NM and SM components.

APPENDIX D: PARALLEL CONDUCTIVITY CHANNEL APPROXIMATION

Within a parallel conductivity picture, the total conductivity \( \sigma_{xx}^{\text{tot}} \) of the system can be written as

\[
\sigma_{xx}^{\text{tot}} = \sigma_{xx}^{\text{NM}} + \sigma_{xx}^{\text{SM}}
\]

(D1)

where \( \sigma_{xx}^{\text{NM}} \) and \( \sigma_{xx}^{\text{SM}} \) are the normal and SM contributions to \( \sigma_{xx}^{\text{tot}} \), respectively. The transverse magnetoconductance is then
using Eq. (C5) without any constraints. The fits are shown for (a) FSS00, (b) FSS10, and (c) FSS13 at 30 K. (d)–(f) Fits to the field-derivative Eq. (C6) with the fitting parameters lines the fits to Eq. (C5). Insets: Enlargement of the low-field part.

The second approximation is to assume that the MR is dominated by the magnetocconductance term $\Delta \sigma_{xx}/\sigma_{xx}(H)$, i.e., that after which we obtain

$$\frac{\Delta \rho_{xx}(H)}{\rho_{xx}(0)} \approx \frac{\Delta \sigma_{xx}(H)}{\sigma_{xx}(H)}. \quad \text{(D6)}$$

Putting Eq. (D6) into Eq. (D2), we get

$$\Delta \rho_{xx}^{\text{tot}} \approx \left( \frac{\sigma_{xx}^{\text{NM}}(0)}{\sigma_{xx}^{\text{tot}}(0)} \right) \left( \frac{\sigma_{xx}^{\text{NM}}(H)}{\sigma_{xx}^{\text{tot}}(H)} \right) \Delta \rho_{\text{NM}}$$

$$+ \left( \frac{\sigma_{xx}^{\text{SM}}(0)}{\sigma_{xx}^{\text{tot}}(0)} \right) \left( \frac{\sigma_{xx}^{\text{SM}}(H)}{\sigma_{xx}^{\text{tot}}(H)} \right) \Delta \rho_{\text{SM}}. \quad \text{(D7)}$$

Our final approximation ignores the field dependence of the ratio of the NM/SM conductivity component and the total conductivity:

$$\frac{\sigma_{xx}^{\text{NM}}(H)}{\sigma_{xx}^{\text{tot}}(H)} \approx \frac{\sigma_{xx}^{\text{NM}}(0)}{\sigma_{xx}^{\text{tot}}(0)}, \quad \text{(D8a)}$$

$$\frac{\sigma_{xx}^{\text{SM}}(H)}{\sigma_{xx}^{\text{tot}}(H)} \approx \frac{\sigma_{xx}^{\text{SM}}(0)}{\sigma_{xx}^{\text{tot}}(0)}. \quad \text{(D8b)}$$

This gives, finally,

$$\Delta \rho_{xx}^{\text{tot}} \approx \left( \frac{\sigma_{xx}^{\text{NM}}(0)}{\sigma_{xx}^{\text{tot}}(0)} \right)^2 \Delta \rho_{\text{NM}}^{\text{tot}} + \left( \frac{\sigma_{xx}^{\text{SM}}(0)}{\sigma_{xx}^{\text{tot}}(0)} \right)^2 \Delta \rho_{\text{SM}}^{\text{tot}}, \quad \text{(D9)}$$

FIG. 12. Application of the uncompensated three-band model to the magnetotransport in FeSe$_{1-x}$S$_x$. (a)–(c) Fitting of $\rho_{xx}(H)/\rho_{xx}(0)$ [18] using Eq. (C5) without any constraints. The fits are shown for (a) FSS00, (b) FSS10, and (c) FSS13 at 30 K. (d)–(f) Fits to the field-derivative $1/\rho_{xx}(0)(d\rho_{xx}/dH)$. Black lines represent the measured data and red lines the fits to Eq. (C5). (g)–(i) Simultaneous fitting of $\rho_{xx}(H)$ using Eq. (C6) with the fitting parameters $c$ and $d$ taken from the fit to the MR data (see text). Again, black lines represent the measured data and red lines the fits to Eq. (C6). Insets: Enlargement of the low-field part.
FIG. 13. Test of the validity of approximation (D6). \(\Delta \rho_{xx}(H)/\rho_{xx}(0)\) and \(\Delta \sigma_{xx}(H)/\sigma_{xx}(0)\) at 30 K for (a) FSS10, (b) FSS16, and (c) FSS25. Top panels refer to the total measured quantities, middle panels to the NM component, and the bottom panels to the SM component. Red lines represent \(\Delta \rho_{xx}(H)/\rho_{xx}(0)\) and black lines \(\Delta \sigma_{xx}(H)/\sigma_{xx}(0)\), which is the relation used in our previous MR study [18].

Equation (D9) states that in the parallel conductivity model, the total measured MR can be approximated as a weighted sum of the MR contributions coming from the separate channels with the weighting factors \([\sigma_{NM}^{xx}(0)/\sigma_{tot}^{xx}(0)]^2\) and \([\sigma_{SM}^{xx}(0)/\sigma_{tot}^{xx}(0)]^2\) being a measure of the contribution of each respective channel to the total zero-field conductivity.

Before proceeding, we first examine the validity of the three approximations employed. Figure 13 shows a comparison of \(\Delta \rho_{xx}(H)/\rho_{xx}(0)\) and \(\Delta \sigma_{xx}(H)/\sigma_{xx}(0)\) as a function of magnetic field for the total, NM and SM contributions for three representative concentrations, FSS10, FSS16, and FSS25 at 30 K. (Similar values were obtained at all measured temperatures and also for FSS13 and FSS20). As demonstrated in Fig. 13, Eq. (D6) holds reasonably well for all three quantities at all concentrations. Only in case of the NM component for FSS16 is the difference between \(\Delta \rho_{xx}(H)/\rho_{xx}(0)\) and \(\Delta \sigma_{xx}(H)/\sigma_{xx}(0)\) somewhat bigger, but even there the maximum error introduced is never more than 35%.

Figure 14 shows the field dependence of \(\sigma_{NM}^{xx}(H)/\sigma_{tot}^{xx}(H)\) and \(\sigma_{SM}^{xx}(H)/\sigma_{tot}^{xx}(H)\) for the same concentrations at 30 K. According to Eq. (D8), \(\sigma_{NM}^{xx}(H)/\sigma_{tot}^{xx}(H)\) and \(\sigma_{SM}^{xx}(H)/\sigma_{tot}^{xx}(H)\) should not exhibit significant field dependence. As can be seen in Fig. 14, this statement holds very well for FSS16 and FSS25 at 30 K (and at all other temperatures studied) and also for FSS20 (not shown). For FSS10 (and FSS13), however, \(\sigma_{NM}^{xx}(H)/\sigma_{tot}^{xx}(H)\) and \(\sigma_{SM}^{xx}(H)/\sigma_{tot}^{xx}(H)\) exhibit a pronounced field dependence. This is a consequence of the MR which increases with decreasing \(x\), reaching 100% at 30 K (see Fig. 10). As it turned out, analysis of the Hall effect for FSS10 and FSS13 proved more challenging than for the other concentrations as will be discussed in the following section.

**APPENDIX E: SEARCH FOR THE HALL RESPONSE OF THE STRANGE METAL COMPONENT**

Assuming parallel conduction, the diagonal element of the total conductivity tensor \(\sigma_{tot}^{xx}\) is given by Eq. (D1) and the MR for the combined components is then approximated by the Eq. (D9), i.e., by a weighted sum of two independent contributions. In a similar vein, the Hall conductivity \(\sigma_{yx}^{tot}\) is

\[
\sigma_{yx}^{tot} = \sigma_{yx}^{NM} + \sigma_{yx}^{SM}.
\] (E1)

Since \(\Delta \rho_{yx}^{NM}(H)\) displays a nonsaturating \(H^2\) MR for all finite \(x\) [18], charge compensation must be imposed on the NM component across the entire series. According to Eq. (C2), it follows that \(\rho_{yx}^{NM}(H)\) is strictly \(H\) linear. To estimate the form of \(\rho_{yx}^{SM}(H)\), we first calculate \(\sigma_{yx}^{tot}(H)\) from the experimentally determined \(\rho_{yx}^{tot}(H)\) [18] and \(\rho_{yx}^{SM}(H)\) using the standard expression:

\[
\sigma_{yx}(H) = \frac{-\rho_{yx}(H)}{[\rho_{xx}(H)]^2 + [\rho_{yx}(H)]^2}.
\] (E2)
As explained in the main text, we assume as our starting point that \( \sigma_{xx}^{SM}(H) = 0 \) and attempt to fit \( \sigma_{yx}^{tot}(H) \) with only a single NM component \( \sigma_{xx}^{NM}(H) \) the form of which is obtained by assuming a linear Hall resistivity \( \rho_{yx}(H) = a_H H \) and a quadratic longitudinal resistivity \( \rho_{xx}^{SM}(H) = b_0 \sigma_{xx}^{tot}(0) + b^2 \rho_{NM}(\mu_0 H)^2 \) and inserting these into Eq. (E2), resulting in Eq. (1) in the main text. Here \( b = \rho_{yx}^{NM}(0) / \rho_{xx}^{tot}(0) \) is a free fitting parameter and appears as a direct consequence of Eq. (D9). Namely, \( \beta_{NM} \), taken from our previous MR measurements [18], denotes the as-measured quadratic MR term and therefore, to extract the real quadratic contribution coming from the NM component, \( \beta_{NM} \) has to be rescaled by the weighting factor \( [\sigma_{xx}^{NM}(0) / \sigma_{xx}^{tot}(0)]^2 \) as imposed by Eq. (D9). Then, by examining the residual [i.e., \( \sigma_{yx}^{tot}(H) - \sigma_{xx}^{NM}(H) \)], we obtain an estimate of \( \sigma_{xx}^{SM}(H) \). In the following sections, we describe the details of this fitting procedure and show how the resulting fit parameters also enabled us to obtain estimates of the zero-field resistivities of the two components as well as the Hall coefficient associated with the NM component.

1. Fitting the total Hall conductivity

There are three obvious ways with which to fit the total Hall conductivity assuming the presence of a single NM component based on Eq. (1) in the main text. The first is to fit the whole data set from 0 to 33 T. The top panels in Fig. 15 show illustrative fits using this routine for (a) FSS13, (b) FSS16, and (c) FSS25 at \( T = 15 \) K. While the fits are reasonable, the residuals, as one might expect, oscillate around zero and apart from the FSS13 data, display what appears to be a nonphysical form.

The alternative procedures involve restricting the fitting range to either low or high fields. The results of the low-field-constrained fitting procedure are shown in Figs. 15(d)–15(f) for the same data sets. In this case, the low-field feature in FSS13 forces its residual to contain the bulk of the \( \sigma_{xx}(H) \) curve, in marked contrast to what is observed in the other two samples. Again, we see no physical reason for such a pronounced switch in behavior.

Restricting our fits to high fields results in the residuals shown in the main text. Other than the change in sign for \( x > 0.13 \), all residuals are found to generate \( \rho_{yx}(H) \) curves with an identical form, namely, a \( H \)-linear growth at low fields, a peak at intermediate fields, and an exponential tail-off at high fields, similar to that obtained in a more direct manner in \( \text{BaFe}_2(\text{As}_{1-x}\text{P}_x)_2 \) in vicinity of its AFM QCP [21]. Moreover, as shown in Fig. 6 in the main text, the evolution of \( \rho_{yx}^{SM}(H) \) across the nematic QCP is found to mimic that found for \( \rho_{yx}(H) \) [18], suggesting that this procedure, if nothing else, generates good consistency between the measured Hall and MR responses.

It is worth noting that the high-field fitting procedure itself is to some degree arbitrary regarding the size of the high-field range over which the fitting was performed. However, as shown in Fig. 16 for FSS13 at 15 K, the same data set shown in Fig. 3(a) in the main text, the fitting procedure performed over three different field ranges (25 T–33 T, 18 T–33 T, and 10 T–33 T) has little influence on the residuals, which in all three cases have a pronounced maximum at \( \approx 3 \) T with the value \( \approx 0.8 \) (mΩcm)\(^{-1}\) followed by a rapid decrease and a zero value at high fields. [An additional small feature in the middle field region, most pronounced for the shortest fitting range in Fig. 16(c), is an artefact of the fit.] Making the fitting range any bigger would again cause oscillations in the residuals, while making it smaller would introduce unnecessarily large error bars in the fitting parameters. Similar considerations also apply to the fitting of all the other samples.

2. Details of the high-field fitting procedure

Table I shows the fitting parameters obtained by fitting the calculated \( \sigma_{yx}(H) \) data plotted in Fig. 3 to Eq. (1) for all concentrations except \( x = 0 \). The fits themselves have two fixed parameters, \( \rho_{xx}^{tot}(0) \)–the measured zero-field resistivity– and \( \beta_{NM} \)--the coefficient of the (as-measured) \( H^2 \) MR term [18]–and two free parameters \( a \) and \( b \). Parameter \( a \) is equivalent to \( R_H \) of the NM component while \( b \) is equivalent to the ratio \( \rho_{yx}^{NM}(0) / \rho_{xx}^{tot}(0) \).

Since \( a \) is always negative, \( R_H \) must be positive and thus \( \mu_H > \mu_e \) for all \( x \) and \( T \). In most cases, \( b > 1 \), as it should be.
In some of the fits, particularly for FSS10, $b < 1$, which is unphysical. This is a consequence of the approximations taken in obtaining Eq. (1), the most important being the approximation in Eq. (D8) that ignores the field dependence of the weighting factor $\sigma_{xx}^{NM}(H)/\sigma_{xx}^{tot}(H)$ (which is directly related to the parameter $b$). Looking at Fig. 14(a), we can see that for FSS10 (and FSS13), $\sigma_{xx}^{SM}(H)/\sigma_{xx}^{tot}(H)$ does change in magnetic field, exceeding unity at the highest fields. The case $b \leq 1$ prevents the decomposition of the zero-field resistivity into the NM and SM components but gives us the more flexibility in finding the unknown Hall response of the SM component. Forcing $b > 1$ would make it impossible to fit the measured $\sigma_{yx}$ even in the high-field range which would cause the more complex behavior in residuals of $\sigma_{yx}$.

In cases where $b > 1$, we are able to decompose $\rho^{NM}(0)$ into NM and SM components, the results of which are listed in Table II. As indicated, these estimates of $\rho_{xx}^{NM}(0)$ and $\rho_{xx}^{SM}(0)$ compare favorably with the ones extracted previously from the transverse MR [18] (listed in the fourth and fifth columns of Table II), despite the very different (and independent) way in which each ratio has been obtained.

APPENDIX F: FITTING THE STRANGE METAL HALL RESISTIVITY

To obtain $\rho_{xx}^{SM}(H)$, we must first convert $\sigma_{yx}^{SM}(H)$:

$$
\rho_{xx}^{SM}(H) = \frac{-\sigma_{yx}^{SM}(H)}{[\sigma_{xx}^{SM}(H)]^2 + [\sigma_{yx}^{SM}(H)]^2}
$$

(F1)

![Graphs and diagrams showing the fitting of the Hall resistivity](image-url)
where \( \sigma_{xx}^{\text{SM}}(H) \) is given by the residuals, as shown, e.g., in Fig. 3, and:

\[
\frac{\sigma_{xx}^{\text{SM}}(H)}{\rho_{xx}^{\text{SM}}(H)} = \frac{1}{\rho_{xx}^{\text{SM}(0)}} + \frac{[\rho_{xy}^{\text{SM}(0)}]^2}{\rho_{xx}^{\text{SM}(0)}} \Delta \rho_{\text{SM}}(H) \]

(F2)

Here \( \rho_{xx}^{\text{SM}(0)} \) is the zero-field resistivity of the SM component and \( \Delta \rho_{\text{SM}}(H) = \rho_{\text{xx}}(H) - \rho_{\text{NM}}(\mu_0 H)^2 \) [18] is the SM contribution to the total measured MR. [The validity of the approximation in Eq. (F2) will be discussed later.] The resultant \( \rho_{xx}^{\text{SM}}(H) \) at representative temperatures are shown in Fig. 4 of the main text for all \( x > 0 \). As highlighted by the solid black lines in Fig. 4, \( \rho_{xx}^{\text{SM}}(H) \) is well described by the expression

\[
\rho_{xx}^{\text{SM}}(H) = c \times \mu_0 H \times \exp[-d \times (\mu_0 H)^2],
\]

(F3)

where \( c \) and \( d \) are free fitting parameters. All parameters relevant to this fitting procedure are listed in Tables I–III. The \( R \)-squared value for the majority of fits is found to be close to 1, indicating that Eq. (F3) is a reasonable approximation. However, in some cases the \( R \)-squared value turned out to be significantly smaller than 1, e.g., for FSS10 at 15 K. This perhaps demonstrates that the validity of the parallel conductivity model deteriorates with decreasing \( x \), as we showed in Appendix D. In addition, the quality of the fits deteriorates close to \( T_c \) as a consequence of SC fluctuations which are visible in the zero-field resistivity [32], the longitudinal MR [18], and the Hall resistance. For FSS10 and FSS13, where \( T_c \approx 10 \) K, it is not possible to obtain a reasonable fit over the entire magnetic field range for \( T < 15 \) K using Eq. (F3).

Let us here briefly discuss the validity of approximation in Eq. (F2) which enabled the determination of \( \rho_{xx}^{\text{SM}}(H) \) from the Hall and longitudinal conductivity \( \sigma_{xx}^{\text{SM}}(H) \) and \( \sigma_{xx}^{\text{SM}}(H) \) data using Eq. (F1). Strictly speaking, \( \sigma_{xx}^{\text{SM}}(H) \) is given by

\[
\frac{\sigma_{xx}^{\text{SM}}(H)}{\rho_{xx}^{\text{SM}}(H)} = \frac{\rho_{xx}^{\text{SM}}(H)}{\left[\rho_{xx}^{\text{SM}(0)}\right]^2 + \left[\rho_{xx}^{\text{SM}(0)}\right]^2 \Delta \rho_{\text{SM}}(H)}.
\]

(F4)

Note that \( \rho_{xx}^{\text{SM}}(H) \) also appears in Eq. (F4), making an explicit determination of \( \rho_{xx}^{\text{SM}}(H) \) impossible. However, if we make the assumption

\[
\frac{\left[\rho_{xx}^{\text{SM}}(H)\right]^2}{\left[\rho_{xx}^{\text{SM}(0)}\right]^2} \ll 1,
\]

(F5)

Eq. (F4) reduces to

\[
\sigma_{xx}^{\text{SM}}(H) \approx \frac{1}{\rho_{xx}^{\text{SM}(0)}} \rho_{xx}^{\text{SM}}(H)
\]

(F6)

i.e., Eq. (F2). Looking at Fig. 4 of the main text, we can see that the maximum value of \( \rho_{xx}^{\text{SM}}(H) \) for FSS10 is around 70 \( \mu \)\Omega cm at 30 K, while the corresponding \( \rho_{xx}^{\text{SM}(0)} \sim 350 \mu \)\Omega cm (see Table II) and increases with field. Hence, \( \left[\rho_{xx}^{\text{SM}}(H)/\rho_{xx}^{\text{SM}(0)}\right]^2 \lesssim 0.04 \). Similarly, \( \left[\rho_{xx}^{\text{SM}}(H)/\rho_{xx}^{\text{SM}(0)}\right]^2 \sim 0.002-0.09 \) for all other concentrations, thus validating our initial assumption in Eq. (F5) and the use of the approximation (F2). In the present analysis, we used \( \rho_{xx}^{\text{SM}(0)} \) extracted from fitting the Hall conductivity data (third column in Table II). Only in cases where \( \rho_{xx}^{\text{SM}(0)} \) could not be extracted did we use the value obtained from the previous MR study [18] (fifth column in Table II).

APPENDIX G: CARRIER DENSITIES AND MOBILITIES

Having decomposed the zero-field resistivity, the longitudinal MR, and the Hall response into two contributions, we finally consider the NM component. As mentioned above, \( \Delta \rho_{\text{NM}}^{\text{SM}}(H) \) shows a nonsaturating \( H^2 \) dependence, which
within the two-band model imposes the condition of perfect compensation between electrons and holes, i.e., $n_e = n_h$ and a strictly $H$-linear dependence of $\rho^\text{SM}(H)$. For such a compensated two-band system, it is trivial to extract the carrier densities and mobilities using Eqs. (C1) and (C2) which reduce to

$$\sigma = n e (\mu_e + \mu_h),$$  \hspace{1cm} (G1)

$$R_H = \frac{1}{n_e} \frac{\mu_h - \mu_e}{\mu_h + \mu_e},$$  \hspace{1cm} (G2)

$$\frac{\Delta \rho}{\rho_0} = \mu_h \mu_e (\mu_0 H)^2,$$  \hspace{1cm} (G3)
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$$R_H = \frac{1}{n_e} \frac{\mu_h - \mu_e}{\mu_h + \mu_e},$$  \hspace{1cm} (G2)

$$\frac{\Delta \rho}{\rho_0} = \mu_h \mu_e (\mu_0 H)^2,$$  \hspace{1cm} (G3)

within the two-band model imposes the condition of perfect compensation between electrons and holes, i.e., $n_e = n_h$ and a strictly $H$-linear dependence of $\rho^\text{SM}(H)$. For such a compensated two-band system, it is trivial to extract the carrier densities and mobilities using Eqs. (C1) and (C2) which reduce to

$$\sigma = n e (\mu_e + \mu_h),$$  \hspace{1cm} (G1)

$$R_H = \frac{1}{n_e} \frac{\mu_h - \mu_e}{\mu_h + \mu_e},$$  \hspace{1cm} (G2)

$$\frac{\Delta \rho}{\rho_0} = \mu_h \mu_e (\mu_0 H)^2,$$  \hspace{1cm} (G3)
where \( \sigma = 1/\rho_{xx}^{\text{NM}}(0) \), \( n = n_{\text{e}} = n_{\text{h}} \), \( R_{H} = \rho_{xx}^{\text{NM}}/(\mu_{0}H) \), and

\[
\Delta \rho = \frac{\rho_{xx}^{\text{NM}}(H) - \rho_{xx}^{\text{NM}}(0)}{\rho_{xx}^{\text{NM}}(0)} = \frac{\left[ \frac{\rho_{xx}^{\text{NM}}(0)}{\rho_{xx}^{\text{NM}}(0)} \right]^{2} \rho_{\text{NM}}(\mu_{0}H)^{2}}{\rho_{xx}^{\text{NM}}(0)}.
\]

The extracted values are given in Table IV. The carrier mobilities are in the range 200 – 1000 cm\(^2\)/Vs while the carrier densities range from 2 – 4 x 10\(^{20}\) cm\(^{-3}\) or 0.016 – 0.032 carriers per Fe atom for all \( T \) and \( x \) studied. We find both mobilities increase with decreasing temperature, reflecting the overall metallic behavior, while \( \mu_{\text{h}} > \mu_{\text{e}} \) at all \( T \). The carrier densities do not exhibit any noticeable \( T \) dependence and, as shown in Fig. 5 of the main text, their average value for each \( x \) is approximately half those extracted from a recent QO study [23].

Finally, we compare the conclusions drawn from our present analysis with those of the mobility spectrum analysis performed on pure FeSe by Huynh et al. [53]. The latter led to the appearance of three mobility peaks in pure FeSe; two ascribed to the large, almost perfectly compensated electron and hole pockets and one to a tiny electron pocket having a much larger carrier mobility. This small pocket was believed to originate either from a Dirac cone or a large anisotropy of the FS. Our analysis confirms that there is a contribution coming from a pair of compensated electron and hole pockets with mobilities and densities very similar to the ones found in the mobility spectrum analysis [53], plus an extra contribution, the behavior of which is similar to that found in other quantum critical systems close to a QCP [14–17,19]. Since this additional contribution is both universal and exhibits a systematic evolution across \( x_{c} \), we ascribe it here to the SM component, rather than to Dirac fermions or to a large anisotropy in the FS parameters, all of which are expected to disappear beyond \( x_{c} \).
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