Advanced Encryption Standard with Galois Counter Mode using Field Programmable Gate Array.
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Abstract. Nowadays, the protection of transferring data is important to prevent the data hack easily. Advanced Encryption Standard with Galois Counter Mode (AES-GCM) plays an important role to provide high assurance of authenticity and data confidentiality in electronics, computers and other communication applications. This paper presents the implementation of AES-GCM by using Field Programmable Gate Array (FPGA) and AES-GCM designs in parallel-pipelined to achieve high performance in term of throughput and latency. The implementation of AES-GCM in FPGA by using 128-bit of input data block, Initialization vector (IV) and Additional Authenticated Data (AAD) to provide a high speed of authenticated encryption/decryption. The key length of AES-GCM is 256-bit to provide the high security system and the operation of key expand designed in parallel to optimize operation time of AES-GCM. The proposed architecture is designed in Verilog hardware description language (HDL) and implemented using DE1-SoC with Cyclone V device. A parallel-pipelined of AES-GCM is introduced and it is operated at 10 MHz, achieved throughput of 16.84 Gbps, utilized of 11,196 slices. AES-GCM is carried out with the key-length of 256-bit is suitable to perform at high speed of electronic applications in term of security.

1. Introduction

Advanced Encryption Standard with Galois Counter Mode (AES-GCM) is introduced by United States of America National Institute for Standard and Technology (NIST). AES-GCM is suitable to employ in communication or electronic applications [3]. AES-GCM is a block cipher mode of operation that provides high speed of authenticated encryption and data integrity. Todays, the level of privacy protection is insufficient and make the data is been hacked easily. The FPGA is suitable to implement for AES-GCM by ensuring the confidentiality and integrity of the bit-stream[4].

AES-GCM have two main functions are block cipher encryption and multiplication over the field $GF(2^{128})$[5]. The authenticated encryption operation takes Initialization Vector (IV), Additional Authenticated Data (AAD),secret key and plaintext as an input in128-bit and gives a 128-bit ciphertext and authentication tag,T. The AES-GCM algorithm encrypts or decrypts with 128-bit, 192-bit or 256-bit of cipher key. The number of rounds executed transformations of AES depends on the length of cipher key [6][7][8]. Thus, the number of rounds executed is increased, the time taken to generate output is longer and will affect performance of AES-GCM.

Research of previous works shows the performance of AES-GCM in [17] is the better than other works. The method to design the AES-GCM was right-to-left exponentiation of pipelined GF multipliers. A group of parallel generators are created multiple blocks of input. This makes the more
efficient of the architecture which achieved the throughput 327.7 Gbps. The design pipelined S-box of AES is the efficient method to achieve the high performance of AES. The multiple of rounds transformation to execute, AES will consume more time as the performance of AES depends the key size in the design is required. The performance of previous work [5], the throughput 42.7 Gbps, utilize with 2815 slices. The pipelined of S-box is needed to consider when designing the architecture of AES-GCM.

In this paper, the performance of AES-GCM is analyzed when the implementation of AES-GCM encryption using DE1-SoC with Cyclone V device. The performance of AES-GCM is introduced in term of throughput and latency. Verilog HDL is used to describe the behavior of AES-GCM by using Quartus II. The parallel-pipelined of AES-GCM is introduced to achieve the objectives of this paper.

2. Architecture of AES-GCM

The AES architecture is designed in parallel due to higher performance of AES-GCM encryption and decryption. The parallel architecture of key expansion is designed as greater key size is used. Figure 3 shows the key size is 256-bits will cause the execution of 14 rounds substitution and permutations needed. The key size depends on the desired security level. The standard number of transformation rounds of AES-256 is fourteen rounds. As shown in Table 1, AES encrypts a 128-bit of plaintext or decrypts 128-bit of ciphertext by repeatedly applying the same round transformation a number of times depending on the key size.

| Key Length (32-bit word) | Block Size (32-bit word) | Number of Round |
|--------------------------|--------------------------|-----------------|
| AES-128                  | 4                        | 4               |
| AES-192                  | 6                        | 4               |
| AES-256                  | 8                        | 4               |

When the key size implemented is larger, the encryption or decryption will take longer time. The main function of AES encryption is according the key schedule. The proposed key size of this project is 256-bit. Thus, the proposed design of AES is in parallel that can optimize the time taken to execute the key expand and encryption of AES. For the AES algorithm, the length of the input block and the output block are 128-bit. The key length designed is 256-bit, which reflects the number of rounds to be performed is 14 rounds. The more rounds to be executed will make the more consuming in time. Therefore, the parallel data paths are designed for improving the performance of AES in term of speed to execute. Figure 1 shown the architecture designed in 256-bit key.
Figure 1. AES encryption with 256-bit of key length.

In Mix Columns, each column of the State is in four term polynomial. By reducing XOR gates in the critical paths, the architecture of Mix Column is to be more efficient. The standard polynomial equations of the first column of Mix Column as shown Equation 1,

$$s'_{0,c} = \{[02] \cdot s_{0,c}\} \oplus \{[03] \cdot s_{1,c}\} \oplus s_{2,c} \oplus s_{3,c}$$

Equation 1

After the expansion of the equation, the equation shows as Equation 2

$$s'_{0,c} = [02] s_{0,c} \oplus [02] s_{1,c} \oplus s_{1,c} \oplus s_{2,c} \oplus s_{3,c}$$

Equation 2

The function of multiplication of [02] in hexadecimal is represented by the XTime as shown in Figure 2. After the expansion of the equation, the critical path of the Mix Column transformation is four with the XOR gate. An efficient of Mix Column implementation architecture can be derived by minimizing the number of XOR gates. The equation can be simplified and rewritten as Equation 3

$$s'_{0,c} = [02] \{s_{0,c} \oplus s_{1,c}\} \oplus \{s_{1,c} \oplus s_{2,c}\} \oplus s_{3,c}$$

Equation 3

As shown in Figure 3, the critical path of the Mix Column is reduced, the three of critical paths XORed to generate the output of Mix Column. Therefore, one XTime is required with the three XOR gates.
AES-GCM has two main components, AES engine and GHASH function as shown in Figure 4. In the hash subkey for GHASH function, 128-bit of "zero" block as an input is encrypted and the hash subkey will store in the register. The 96-bit of IV is appended with $0^3||1$ and generated Nonce in counter 1 at the same time the 32-bit incrementing function is applied to form the next counter block. The Nonce acts as an input of AES encryption will generate the intermediate hash value $Y_i$. When it received additional authentication data, AAD and it is appended with ciphertext, GHASH function is generated the authentication tag. The same function of authenticated encryption and authenticated decryption. The output of the authenticated decryption is authentication tag generated need to match the encryption tag. If not matched, the decryption function is failed.

Verilog HDL is used as the hardware description language as the flexibility to exchange among environments. The code is pure Verilog HDL that easy to implement on Cyclone V DE1-SoC board.

2.1. FPGA Implementation of AES-GCM Architecture

The AES-GCM design is programmed in Cyclone V 5CSEMAS5 FPGA on DE1-SoC board. Pins are selected in the pin plan. After programming AES-GCM in DE1-SoC board, the real functionality is done. As shown in Figure 5, DE1-SoC will encrypt and decrypt the data and it will interface with the memory addresses to store or access the data. The output data will display on computer screen. This project is suitable for the electronic applications which requires higher security, such as the Personal Cloud Storage device, Virtual Private Network (VPN) and others.
3. Results and discussion

The proposed design is implemented with Verilog HDL and it is simulated and synthesized using Quartus II. And ported to Cyclone V DE1-SoC device. The pipelined architecture of GCM operation is proposed.

The performance of AES-GCM is analysed in terms of throughput and latency. Latency is defined as the total time needed to complete the AES-GCM encryption and decryption process of the 128-bit of an input data block. The accurate value is calculated from the time a block of data enters encryption or decryption, until data leaves the process. The latency is calculated as shown in Equation 4:

\[
\text{Latency} = \text{Cycles per Encrypted Block}(C) \times \text{Time period}(T)
\]

(4)

where \( C \) is the clock per byte to encrypt a block of data, \( T \) is the reciprocal of the frequency clock, \( 1/ f_{\text{clk}} \).

Latency depends on the key size and the operation mode of AES-GCM. In the parallel-pipelined of AES-GCM designed, asynchronous reset is applied in the circuit. After the reset is 0, the next stage is executed. In the proposed design, there are 10 stages to be executed. The result of latency obtained is 7.6 ns.

The throughput indicated the speed of the AES-GCM encryption and decryption process. It also defined as 128-bit of input can be encrypted and decrypted in a unit of time. Thus, the throughput of AES-GCM is calculated in bit per second (bps) as shown in Equation 5:

\[
\text{Throughput} = \frac{128 \text{bits}}{\text{latency}}
\]

(5)

\[
= \frac{128\text{-bit}}{(7.6 \times 10^{-9})} = 16.84 \text{Gbps}
\]

Table 2 shows the performance of proposed work, the throughput and the utilization of the proposed work compared with the previous works. The throughput of proposed design achieved 16.84 Gbps, utilize 11,196 slices. The throughput of proposed design compares with previous works, the proposed work is 94.93% slower than the targeted previous work. The architecture of previous work is a parallel GHASH function while the proposed work is pipelined. In the GHASH function, seven clock cycles are taken for one stage. Therefore the time consumed is more on the GHASH function. The utilization of the proposed work is lesser than the previous work, 93.17% and the architecture of the proposed work will consume less power than the previous work. The pipelined design of GHASH in AES-GCM is consumed less area of FPGA compared with the previous work.
Table 2. Performance of AES-GCM proposed.

| Design          | Device          | Throughput  | Frequency  | Slices     |
|-----------------|-----------------|-------------|------------|------------|
| Proposed work   | Altera Cyclone  | 16.84       | 10         | 11,196     |
| [17]            | V Ultrascale    | 327.7       | 320        | 163,850    |
| [12]            | Xilinx Virtex 5 | 102.4       | 242        | 12,161,    |
| [3]             | Xilinx Virtex 5 | 82          | 641        | 2,472,     |
| [5]             | Synopsys DesignVision | 0.118       | 233        | 146        |
| [15]            | Synopsys DesignVision | 42.7        | 333        | 2,815      |
| [20]            | Xilinx Virtex 4 | 10.49       | 82         | 13,368     |
| [16]            | Altera Stratix | 5.61        | 43.86      | 12,827     |

4. Conclusion

The proposed design was successfully completed with the implementation of authenticated encryption and decryption of AES-GCM. The proposed design is 16.84 Gbps, utilized with 11,196 slices. Compared with the previous work, the proposed design is slower than 94.93%, utilize is less than previous work 93.17%. The key length of previous work is 128-bit, but the key length proposed is 256-bit. This implementation can be to introduce in confidential corporate documents, government documents, and personal cloud storage device or person information protection which emphasis on the data security. The proposed design of AES-GCM is aimed for the high speed of the encryption and decryption.
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