Breakdown of ergodicity in disordered $U(1)$ lattice gauge theories
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We show how $U(1)$ lattice gauge theories display key signatures of ergodicity breaking in the presence of a random charge background. We argue that, in such gauge theories, there is a cooperative effect of disorder and interactions in favoring ergodicity breaking: This is due to the confining nature of the Coulomb potential, which suppresses the number of available energy resonances at all distances. Such a cooperative mechanism reflects into very modest finite-volume effects. This allows us to draw a sharp boundary for the ergodic regime, and thus the breakdown of quantum chaos for sufficiently strong gauge couplings, at system sizes accessible via exact diagonalization. Our conclusions are independent on the value of a background topological angle, and are contrasted with a gauge theory with truncated Hilbert space, where instead we observe very strong finite-volume effects akin to those observed in spin chains.
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Introduction. Ergodicity is one of the pillars of statistical mechanics. In the quantum regime, the ergodic hypothesis and the corresponding eigenstate thermalization hypothesis (ETH) [1,2] provide a sensible justification for the use of microcanonical and canonical ensembles in lieu of their Hamiltonian dynamics to compute long-term averages of observables. An established mechanism to circumvent thermalization is provided by Anderson localization [3]. The latter describes how noninteracting systems can feature a dynamical phase in which diffusion (and hence transport) and ergodicity are suppressed without any need to fine-tune the Hamiltonian to an integrable one. Remarkably, this mechanism has been shown to survive the introduction of interactions at the perturbative level [4,5], a phenomenon dubbed many-body localization (MBL) [6–9]. However, owing to the fundamentally more complex nature of many-body theories, establishing the breakdown of ergodicity and characterizing the ergodic/nonergodic transition in generic, interacting microscopic models has proven challenging. At the practical level, this is due to the fact that quantum chaos (which underlies ETH) is ultimately linked to the full spectral content of a theory [10], where the applicability of analytical techniques is less established with respect to low-energy studies [4,5,11–18].

An archetypal example in this field has been the one-dimensional (1D) Heisenberg model with random fields [19], where, in the absence of SU(2) symmetry [20–23], the first signatures of the breakdown of ergodicity were established at finite volume. Despite a follow-up impressive numerical effort [24–29], the precise location of the localization transition in this and similar microscopic models is still actively debated. A systematic drift of the would-be critical disorder strength was noticed already as early as in Ref. [19]. The finite-size scaling theory close to the phase transition is also still far from being satisfactory, with the numerically extracted critical exponents [26,27,30] at odds with strong disorder renormalization group predictions [31,32], and not compatible with the Harris criterion [33,34]. A recent analysis based on a different finite-size scaling ansatz was proposed where the transition point drifts linearly with system sizes [35], which, however, seems to apply, at small sizes, also to models where localization is demonstrated on solid grounds [36,37]. On top of this, a recent analysis discussed how large a system size one should analyze to go beyond the transient behavior in numerical or experimental studies [38]. The challenge is thus to identify generic mechanisms where, oppositely to the case of spin chains, interactions and disorder can cooperate (rather than compete) in establishing ergodicity breaking, potentially leading to completely novel scenarios in terms of finite-size scaling relevant to exact simulations and experiments [39,40].

In this Rapid Communication, we show how lattice gauge theories (LGTs) [41,42] provide a framework within which the transition between ergodic and nonergodic behavior can be studied using conventional, well-controlled numerical methods. The key element of this observation is the cooperative effect of disorder and Coulomb law, which leads to a localization phenomenon that—as we show below—is parametrically different from what observed in other models. In concrete terms, we illustrate this mechanism in the context of the 1D lattice Schwinger model—quantum electrodynamics in 1D, illustrated schematically in Fig. 1(a). A sample of our results is depicted in Fig. 1(b), which shows the averaged ratio of
with regard to the hopping term scales as quantitatively, the relative strength of the interaction term with that focused on quench dynamics and local observables. More occupation numbers (living on the sites, while static charges (light green) are random integers which take values 0, ±1. (B) Average level spacing [see Eq. (5)] as a function of the hopping coupling \( J \) for different \( N \) (see text). The shaded region represents the estimated ergodic phase.

nearby gaps, as a function of the gauge coupling. The results display a sharp departure from Wigner-Dyson expectations, and, crucially, the transition point from the corresponding plateau is unaffected by finite-volume effects. This behavior reflects a modified functional form of the spectral form factor, which is not compatible with ergodicity.

Before entering into the details of our treatment, we find it useful to illustrate a qualitative reasoning why 1D gauge theories may be an ideal candidate to display a smoother source of correlated disorder. Other signatures of MBL in the presence of disordered on-site potentials were reported in Ref. \[50\]. Here, instead, we study the system properties in the presence of random, static background charges that we randomly choose in the set \( q_n = \{0, \pm 1\} \) with equal probability.

The Hamiltonian Eq. (1) can be mapped into a spin-1/2 chain with standard techniques \[54\]. We define \( \sigma^\alpha \) as the standard Pauli matrices. The resulting Hamiltonian reads

\[
H_0 = H_{\text{hop}} + JH_{\text{int}} + JH_{\text{Dis}},
\]

where \( H_{\text{hop}} \) is just the hopping term \( H_{\text{hop}} = -\sum_{n=1}^{N-1} (\sigma^+ \sigma^- + H.c.) \), while the second and third terms read

\[
H_{\text{int}} = \frac{1}{2} \sum_{n=1}^{N-2} \left( \sum_{\ell=1}^{N-1} (N - \ell) \sigma^\ell \sigma_{\ell+1}^\ell \right),
\]

and describe the Coulomb interaction between dynamical charges (both terms), and the interaction between dynamical and static ones (the last term). Note that the parameter \( J \) measures at the same time disorder and interaction strength. The intimate relation between these two quantities is a natural consequence of the existence of Coulomb law: In any local theory in 1D, local background charges will inevitably generate a sink (or source) of the electric field, and thus their effect on the system is tied to the gauge coupling.

Below, we consider only static charge distributions such that \( \sum_n q_n = 0 \) and \( q_n = 0, \pm 1 \). We set the left boundary electric field \( L_{0,1} = 0 \) and restrict to charge neutrality, \( \sum_n \psi_n^+ \psi_n = 0 \). In order to avoid spurious effects close to \( J = 0 \) due to the system becoming noninteracting, we
add a next-to-nearest-neighbor interaction of the form $H_r = \varepsilon \sum_{\sigma} \sigma_{\alpha+1}^2$ and set $\varepsilon = 0.5$.

**Spectral diagnostics: Average level spacing ratio.** To capture the breakdown of ergodicity, we focus on the spectral properties. We study the Hamiltonian in Eq. (2) by full diagonalization in the Hilbert space sector with zero total spin along $\varepsilon$. In the gauge theory picture, this means zero dynamical total charge. We define the ratio between nearby gaps as

$$r = \frac{\min|\Delta E_\alpha, \Delta E_{\alpha+1}|}{\max|\Delta E_\alpha, \Delta E_{\alpha+1}|}, \quad (5)$$

where $\alpha$ labels the eigenvalues of $H$ for a given disorder realization. We average $r$ over a spectral window centered on the most likely eigenvalue, and over 100 and 1000 disorder realizations for $N < 18$ and $N = 18$, respectively.

As illustrated in Fig. 2(a), the Coulomb interaction makes the eigenvalue distribution $\rho$ strongly asymmetric, due to the superlinear scaling of the largest eigenvalues in the spectrum. We thus cut the tails of the spectral density $\rho$ by monitoring the thermodynamic entropy per site: $s = \log \rho / L$. To compute the level statistics $r$ we keep only the eigenvalues $E$ for which $s(E)/s_{\text{max}} > 0.9$ [blue dashed line in Fig. 2(b)]. This is illustrated in Fig. 3(a), where the energy-resolved $r$ value is plotted as a function of gauge coupling and energy.

The analysis of $r$ allows one to probe if the system is ergodic [35,36,57]. The results illustrate how compatibility with a Wigner-Dyson distribution of the energy levels breaks down at around $J \simeq 0.5$; contrary to the Heisenberg model case (where the critical disorder strength increases by $50\%$ when comparing $N = 12$ and $N = 18$), there is no appreciable finite-volume drift. We note that this behavior is fully compatible with the energy-resolved pattern of $r$ plotted in Fig. 3(a): Indeed, only states very close to the ground state are not localized, and as such, the global value of $r$ is dominated by the vast majority of states that is localized [note that the vertical axis in Fig. 3(a) is limited to $\varepsilon \in [0.05, 0.55]$ for the sake of clarity]. The ergodic region (shaded) is followed by a regime where $(r)$ takes intermediate values: While it is not possible to reliably distinguish between emergent integrability (denoted by Poisson statistics) and an intermediate value of $r$, there is a clear finite-size trend toward the former for $J > 1$. Within statistical errors, we do not observe a clear crossing: Longer chains routinely have smaller $r$ values with respect to shorter chains. Finally, let us note that our diagnostics may actually underestimate the extent of the nonergodic regime, as there exist random-matrix models [56] where ergodicity is broken even in regimes where $r$ is compatible with a Gaussian orthogonal ensemble (GOE).

**Spectral diagnostics: Form factor.** As further evidence of the breakdown of ergodicity, we analyze spectral correlations which go beyond nearby eigenvalues via the spectral form factor (SFF), defined as

$$K(\tau) = \frac{1}{2} \sum_{\alpha} |g(\tilde{E}_\alpha)| e^{i2\pi \tau \tilde{E}_\alpha}, \quad (6)$$

where $\tilde{E}_\alpha$ are the unfolded eigenvalues. In order to smooth the effects due to boundaries of the spectrum, we apply a Gaussian filter $g(x) = e^{-\frac{(x-c)^2}{2\sigma^2}}$, with $\mu$ and $\sigma$ the average and variance of the disorder realization of the unfolded spectrum. $\eta$ quantifies the strength of the filter, and we take $\eta = 0.3$ in what follows. $Z = \sum_{\alpha} |g(\tilde{E}_\alpha)|^2$ is a normalization so that $K(\tau) \simeq 1$ for large $\tau$. Before applying the filter, we cut the edges of the spectrum according to $s(E)/s_{\text{max}} > 0.5$, which means we take a fraction of eigenvalues larger than 0.9. Upon unfolding, the Heisenberg time $t_H$, corresponding to the timescale beyond which the discrete nature of the spectrum manifests itself and thus nonuniversal features kick in, is set to unity. The SFF in Eq. (6) is computed for each disorder realization for $\tau \in [0, 1]$ and an average over disorder is performed for each value of $\tau$.

The analysis of $K(\tau)$ allows one to probe if the system is ergodic [35,36,57]. This can be done by comparing the averaged SFF with the SFF expected from an ensemble of orthogonal random matrices with Gaussian entries (GOE), $K_{\text{GOE}} = 2\tau - \tau \log(1 + 2\tau)$. We call $t_{\text{GOE}}$ the time at which the averaged SFF approaches the GOE prediction. If the system is ergodic [36], this corresponds to the Thouless time, and one has $t_{\text{GOE}}/t_H \rightarrow 0$ in the thermodynamic limit (specifically, the Thouless time shall increase algebraically with $N$).

In Figs. 4(a) and 4(b), we plot the spectral form factor in the Schwinger model and Heisenberg model in their ergodic.

---

**FIG. 2.** (a) Spectral density and (b) entropy per site of the Hamiltonian Eq. (1) for different $N$ and $J = 1$ as a function of the rescaled energy $\varepsilon = (E - E_{\text{min}})/(E_{\text{max}} - E_{\text{min}})$. The blue dashed lines cut the spectrum keeping only the eigenvalues $E$ so that $s(E)/s_{\text{max}} > A$. We employed $A = 0.5$ for the computation of the level statistics $r$ (blue) and $A = 0.9$ for the computation of the spectral form factor (red).

**FIG. 3.** Energy-resolved $r$ as a function of the rescaled energy $\varepsilon$, and (a) gauge coupling $J$ in the lattice gauge theory and (b) disorder strength $W$ in the Heisenberg model. The green dashed line indicates the position of the maximum of the spectral density.
regions: In both cases, the Thouless time is clearly decreasing with system size, further confirming the ergodic nature of the phase. The results in Fig. 4(c) correspond to a regime of gauge couplings whose \( r \) value departs from GOE: Such a departure is indeed confirmed by the fact that the \( t_{\text{GOE}}/t_{\text{H}} \) is not decreasing with system size, and oppositely, the SFF seems to collapse on a finite linear region, which implies \( t_{\text{GOE}} \sim N \); this timescale directly indicates that the system is not ergodic, and it is suggestive of an emergent localization even at this value of the coupling. We note that, in this parameter regime, we do not observe saturation of the Thouless time, which is instead evident in spin models [see Fig. 4(d) and Ref. [35]].

Finally, we comment on the consequences of our numerical observations on transport properties. In the region \( J < 0.5 \), our numerical data are consistent with a power-law scaling. Transport properties in this regime are thus expected to be qualitatively similar to the case of the Heisenberg model in random fields—see Ref. [54]. Oppositely, for larger values of the disorder, the fact that the ratio \( t_{\text{GOE}}/t_{\text{H}} \) is size independent suggests that the suppression of transport is related to a size-independent scale, a very different scenario with respect to what is observed in Heisenberg models, characterized instead by anomalous transport properties [58–61]: While it is not possible to immediately connect this mechanism to confinement, we naturally expect this emergent scale to be connected with the string tension, as the latter is size independent and is the only parameter needed to characterize Coulomb interactions at large scales.

![Fig. 4. Comparison between (a), (c) the SFF of the Hamiltonian Eq. (2) and (b), (d) of the Heisenberg model with on-site disorder. (a), (b) In the deep ergodic region the SFF approaches the GOE prediction at times which decrease exponentially with the size of the system. (c) For \( J = 3/4 \) in the LGT the bulk of the spectrum is nonergodic and the SFF deviates from the GOE prediction at intermediate times. (d) For \( W = 3 \) in the Heisenberg chain the level statistics is still flowing to Wigner-Dyson (WD), however, the small effective localization length prevents accessing ergodic properties of the thermodynamic limit.](image-url)

**Origin of ergodicity breaking.** We conjecture that the origin of ergodicity breaking in lattice gauge theories stems from the fact that Coulomb law—which is acting at all energy scales—further constrains the system dynamics, and thus acts as an amplifier of any background disorder. In fact, for increasing system sizes, a larger fraction of the states of the spectrum will feature regions with a large accumulation of charge: As a consequence, the electrostatic energy (which is locally unbounded) becomes dominant and the effect of Coulomb interactions is enhanced. The presence of an unbounded energy density, which contrasts with the usual behavior of spin models, does not affect low-energy states, but has important consequences on the rest of the spectrum: For instance, it systematically reduces the number of available resonances when size is increased. In order to substantiate this statement, we studied (1) the Schwinger model in its deconfined regime, \( \theta = \pi \), and (2) a quantum link version of the model with truncated gauge fields, where Coulomb law is washed out by the truncation. We note that the fact that (de)confinement is not crucial here is not unexpected, as the latter is a phenomenon that only dictates the dynamics in the vicinity of the vacuum state. See Ref. [54] for an analysis of the effect of the topological angle in the Schwinger model.

In Figs. 5(a) and 5(b), we instead show \( r \) versus the disorder strength \( W \) in a quantum link model (QLM) in the presence of a background disorder (see Ref. [54] for details on the model) [62]. In the presence of strong nearest-neighbor interactions, the system dynamics can be mapped exactly [54,63] into a constrained spin model of the form \( H_{\text{QLM}} = \sum_n (W n_n - \sigma_i^z) \), \( n_n n_{n+1} = n_{n+2} n_n = 0 \), where \( n = (1 - \sigma^+)^2/2 \). We attempted a collapse scaling following [26], and assuming a finite transition point \( W_c \), and correlation length critical exponent \( \nu \). The best fitting \( W_c \) and \( \nu \) seem to increase linearly with size. The scaling of \( r \) follows rather closely the functional form proposed in Ref. [35]. These two observations indicate that, even in this model, the available system sizes are not sufficient to determine whether ergodicity is broken in the thermodynamic limit [38]. Overall, the findings on these two models support our conjecture above.

**Conclusions and outlook.** We have provided numerical evidence for the breakdown of ergodicity in disordered \( U(1) \) lattice gauge theories. Our results do not immediately indicate
if localization kicks in right after such a breakdown, or if an intermediate nonergodic, delocalized regime occurs. Further studies based on localization-specific diagnostics and transport properties may elucidate this aspect. The dynamical consequences of our results are immediately testable on quantum simulation platforms, where the many-body dynamics of $U(1)$ lattice gauge theories has been recently realized [63–65], and, based on the nature of the interactions, might be extended to Yang-Mills theories.
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