ASD Formation Prior to Material Characterization as Key Parameter for Accurate Measurements and Subsequent Process Simulation for Hot-Melt Extrusion
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Abstract
Process simulation facilitates scale-up of hot-melt extrusion (HME) and enhances proper understanding of the underlying critical process parameters. However, performing numeric simulations requires profound knowledge of the employed materials’ properties. For example, an accurate description of the compounds’ melt rheology is paramount for proper simulations. Hence, sample preparation needs to be optimized to yield results as predictive as possible. To identify the optimal preparation method for small amplitude oscillatory shear (SAOS) rheological measurements, binary mixtures of hydroxypropylmethylcellulose acetate succinate or methacrylic acid ethyl acrylate copolymer (Eudragit L100-55) together with the model drugs celecoxib and ketoconazole were prepared. The physical powder mixtures were introduced into the SAOS as a compressed tablet or a disk prepared via vacuum compression molding (VCM). Simulations with the derived parameters were conducted and compared to lab-scale extrusion trials. VCM was identified as the ideal preparation method resulting in the highest similarity between simulated and experimental values, while simulation based on conventional powder-based methods insufficiently described the HME process.
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INTRODUCTION
A common approach to overcome poor aqueous solubility and related limited bioavailability is the formation of amorphous solid dispersions (ASDs). Among feasible manufacturing processes, the advantages of hot-melt extrusion contain high-throughput and easy as well as versatile downstream options (1–3). While it is crucial to establish and utilize screening processes to determine a suitable polymer for the respective API in early development, it is paramount to simultaneously begin early process development for future scale-up procedures. Selection of quasi-adiabatic conditions during early process development in lab scale would ease the process of scale-up; however, finding the right and applicable quasi-adiabatic setup is complex and tedious and can be material-consuming (4).

Establishing an extrusion process begins with determining feed rate, screw speed, geometry/D ratio, screw configuration, and the general temperature profile across the length of the barrel. Although this might seem easily accomplishable, every aspect is affected by various variables and some of them are interlinked (5–7). For instance, the feed rate directly determines the residence time of the product in the extruder, but the residence time is also influenced by the screw design, where restrictive elements cause a longer residence time (8–10). Moreover, restrictive elements can induce different shear forces, leading to different energy inputs into the melt and consequently to possible temperature peaks, so called hot spots, within the extrusion process (11, 12). These hot spots could lead to degradation of thermally sensitive API or polymers, if not addressed through an adaption of process parameters affecting the SME, such as feed rate, screw speed, screw configuration, and/or the general temperature profile of the barrel (12, 13). Additionally, these interactions are shifting in relevance among the various scales, complicating the scale-up process even more (14).
This variability in parameter impact obstructs full experimental description as the process intricacies remain unknown. To increase the understanding of the process, 1D simulations can serve as a fairly easy to use option (15–17). This is especially important in early formulation processes in small scale, as viscous dissipation can be easily compensated by conducted heat or cooling from the barrel, which is not the case at larger scales; i.e., adiabatic conditions by geometric scale from small scale can be easily overlooked (15, 18, 19).

Simulations allow saving experiments during a scale-up and at the same time the process understanding is further improved. However, to perform simulations, it is necessary to have a broad understanding of the components’ material properties like melt rheology, glass transition temperature (Tg), heat capacity, and the plasticizing effect of dissolved API as well as the API solubility in the polymer matrix. Especially for polymers, which recently caught interest for HME, such as methacrylic acid ethyl acrylate copolymer (Eudragit L100-55) or hydroxypropylmethylcellulose acetate succinate (HPMCAS), only limited data are available and usually not in combination with the respective API and/or at the relevant drug-load, especially considering their melt rheology (20, 21). However, it is crucial to describe the product rheologically, since the rheological properties of the polymer melt have a major impact on most of the important parameters of extrusion, such as the SME (22, 23). This may be due to the fact that the samples under investigation must closely resemble the expected HME product to ensure reliable differential scanning calorimetry (DSC) and rheological results. This resemblance typically includes formation of a completely amorphous, homogeneous, and single-phase system (24). This cannot generally be assumed for simple powder samples, especially if the inherent viscosity of the polymer is high and the drug-load is low. In such a case, dissolution and homogenous distribution of API in polymer without any shear are hindered (25).

A promising method to address this issue is the preparation of samples by vacuum compression molding (VCM) (26). This method enables creation of homogeneous, amorphous, single-phase samples allowing a reliable determination of the sample’s glass transition temperature (Tg) (27). Likewise, the geometry of the product can be decided by the geometry of the VCM tool used, which is of particular interest for plate-plate small amplitude oscillatory shear (SAOS) rheometers, since trimming for the measurements became obsolete and the measurements overall led to more accurate results as demonstrated by Treffer et al. (26). In addition, the tool allows the production of samples without sample loss and air entrapment, which further enhances accuracy (26). Thus, generation of samples that could be reliably used for rheological and thermal measurements might be facilitated and subsequently could be used as accurate input for simulations.

This work aims to investigate the extent of different sample preparation methods, namely the VCM tool (meltprep samples) and normal powder samples as well as their compatrimes, on the results of the thermal and rheological characterization of API-polymer blends. As API/polymer models celecoxib (CXB)/HPMCAS and ketoconazole (KTZ)/L100-55 were selected for their high melt viscosity (25), i.e., high susceptibility on sample preparation for SAOS measurements. Subsequently, further impact on the simulation of the HME processes was assessed. Finally, the accuracy of the formulation-dependent simulations was validated by experimental hot-melt extrusion.

**MATERIALS AND METHODS**

**Material**

Eudragit L100-55 (Tg: 117.71°C, molecular weight: 320,000 g·mol⁻¹, degradation temperature 205°C (weight loss > 1%) (25)) was kindly donated by Evonik (Darmstadt, Germany) and HPMCAS LG (Tg: 117.15°C, molecular weight: 18,000 g·mol⁻¹, degradation temperature: 265°C (weight loss > 1%) (25)) by Shin-Etsu (Tokyo, Japan), respectively. Celecoxib (melting point: 164.95°C, Tg: 58.45°C, molecular weight: 381.43 g·mol⁻¹, degradation temperature: 352.1°C (28)) was purchased from Kekule Pharma Limited (India), and ketoconazole (153.55°C, Tg: 42.52°C, molecular weight: 531.43 g·mol⁻¹, degradation temperature: 363.0°C (29)) from Fagron (Glinde, Germany).

**Methods**

**Melt Rheology**

An oscillatory rheometer (HAAKE MARS III, Thermo Scientific, Karlsruhe, Germany) equipped with a plate-plate geometry (d = 20 mm) was used. All experiments were conducted in controlled deformation AutoStrain (CDAutoStrain) mode after equilibration of the samples for 10 min at the starting temperature with a gap height between 1.2 and 1.8 mm, dependent on the sample specimen height. HPMCAS and HPMCAS/CXB mixtures (0.1, 0.2, 0.3, 0.4, and 0.5 w/w CXB) were measured using the following parameters: temperature range 140–180°C, 10°C step width, amplitude range 1.0–1.2% at 0.1–10 Hz. Frequency sweeps with HPMCAS were carried out starting from 140 to 180°C with 10°C steps and an amplitude of 1.0% and 1.2% was used for plain HPMCAS- and CXB-containing samples, respectively. In the case of plain L100-55, frequency sweeps were performed from 145 to 165°C with 5°C step and an amplitude...
of 1.0% and 0.5% was used for plain L100-55– and KTZ-containing samples (0.1, 0.2, 0.3, 0.4, and 0.5 w/w KTZ). All frequency sweeps were executed with a frequency starting from 10 Hz (62.83 rad/s) to 0.1 Hz (0.63 rad/s). The amplitude for each blend and/or polymer was determined to be in the linear viscoelastic range (LVR) via amplitude sweeps, beforehand. At last, a horizontal time–temperature superposition shifting operation was applied (see Fig. 1) resulting in master curves shifted to 145°C for neat L100-55 and ASDs thereof and 160°C for neat HPMCAS and ASDs thereof. As the resulting master curve(s) were in the power law region, the following equation was employed for fitting of the data:

\[ \eta^* = K \gamma^n \]  

where \( K \) is the consistency index (Pa*s), \( \gamma \) is the shear rate (s\(^{-1}\)), and \( n \) is the power law index. To allow an expression of temperature dependency for the simulations, the Arrhenius activation energy of flow (\( E_A \)) needs to be known. Temperature sweeps with an underlying cooling rate of 2°C/min, a fixed frequency of 1 Hz (6.23 rad/s), and the reported amplitude were conducted. Neat L100-55 and mixtures were evaluated from 160 to 120°C and HPMCAS and mixtures (1) from 180 to 120°C. Determination of \( E_A \) was carried out by employing the following Eq. (30) after displaying the data as described in Fig. 1:

\[ \ln \eta^* = A \frac{E_A}{R} \frac{1}{T} \]  

where \( \eta^* \) is the measured complex viscosity (Pa*s), \( A \) is the pre-exponential factor, \( R \) is the gas constant (8.314 J*K\(^{-1}\)*mol\(^{-1}\)), \( T \) is the respective temperature (K), and \( E_A \) is the slope of the resulting Arrhenius plot multiplied by \( R \).

### Tableting

A pneumo-hydraulic tablet press (FlexiTab®, Röltgen, Solingen, Germany) equipped with 20-mm flat faced punches was used for the preparation of flat tablets for use as starting specimen for the determination of rheological properties of powder samples. The powder was filled manually into the die. The target height of the tablets was 1.5 to 1.8 mm, and the smallest possible compression pressure was used that still resulted in mechanically stable samples.

![General approach of determining the required model parameters.](image)

**Fig. 1** General approach of determining the required model parameters. The consistency (\( K \), graph b) and the power law index (\( n \), graph b) are identified with the help of a shifted master curve (graph b). The master curve emerges from shifting measurement segments at different temperatures but within the same frequency range (graph a). The various segments are shifted to the reference temperature (\( T_0 \)) utilizing the empirical relation of Williams-Landel-Ferry. In the end, a master curve at the reference temperature with a wide frequency range arises (graph b). Additionally, temperature dependency of flow can be described by a model originating from Arrhenius (graph d). Results of temperature sweep (graph c), covering the desired temperature range, are displayed in a manner that activation energy of flow can be readily determined by employing the equation shown in graph d.
Vacuum Compression Molding/Meltprep

Samples for rheological measurements were prepared as described by Treffer et al. (26). In brief, a setup with a diameter of 20 mm and complete vacuum was used, resulting in a compaction pressure of 2.5 bar. A total of 500–600 mg of polymer or blend was needed to achieve suitable heights of 1.3 to 1.6 mm. L100-55 and mixtures were molded at 160°C for 15 min whereas HPMCAS and mixtures were molded at 180°C for 12 min.

Porosity Determination

The particle density ($\rho_p$) of the powder blends was determined utilizing the helium pycnometer BELPYCNO L by Microtrac Retsch GmbH (Haan, Germany). Samples were analyzed after five cleaning cycles with a restrictive pressure of 0.2 bar stopping after five good cycles (standard deviation less than 0.1%) up to a maximum of 50 cycles. All measurements were conducted in triplicate.

Envelope density ($\rho_b$) of the VCM disks and tablets was calculated utilizing the following equation:

$$\rho_b = \frac{m}{V} \quad (3)$$

where $m$ is the mass and $V$ is the volume of the specimen. The volume can be calculated employing the measured height as well as a set diameter of the die.

Finally, the porosity of the specimen can be determined by employing the following equation:

$$\varepsilon = 1 - \frac{\rho_b}{\rho_p} \quad (4)$$

where $\varepsilon$ is the porosity, $\rho_b$ describes the envelope density, and $\rho_p$ the particle density.

Extrusion

A co-rotating twin-screw extruder ZE 12 from Three-Tec GmbH (Seon, Switzerland) with a functional length of 25:1 L/D, 12 mm screws, 2 mm die, and a maximum torque of 15 Nm was used. The screw configuration and barrel partitioning are shown in Fig. 2. The screw speed was kept constant at 100 rpm for all experiments. The specific settings for all blends are shown in Table I. The torque was recorded for calculation of the specific mechanical energy (SME). For the SME calculation, the following equation was employed:

$$\text{SME} = \frac{2\pi \cdot n_s \cdot \tau}{m \cdot 60} \quad (5)$$

where $n_s$ is the screw speed (rpm), $m$ is the feed rate (kg/h), and $\tau$ is the measured torque (Nm) with a subtracted idling torque of 1.8 Nm.

Statistical Analysis

Testing for statistical significance was conducted with the Prism 8’s t-test, corrected for multiple comparisons using the Holm-Sidak method.

Simulation

The simulation software Ludovic® V6.0 PharmaEdition (Sciences Computers Consultants, Saint Etienne, France) was used to compute the flow conditions of hot-melt extrusion processes. It is a one-dimensional simulation for flow modeling and allows the calculation of various parameters along the screw profile. The model assumes non-isothermal flow conditions and an instantaneous melting prior to the

Table I Composition of Formulations and Their Respective Extrusion Parameters. The Screw Speed Was Kept Constant at 100 rpm and Feed Rates of 2 g/min or 3 g/min Were Employed for Every Blend. A 2-mm Die Was Used for Every Trial

| Composition      | Ratio | Barrel temperature |
|------------------|-------|--------------------|
| CXB/HPMCAS       | 10/90 | 25/80/110/150/150 | 150 |
|                  | 20/80 | 25/60/95/150/150  | 150 |
|                  | 30/70 | 25/50/75/120/130  | 130 |
|                  | 40/60 | 25/40/75/120/120  | 120 |
|                  | 50/50 | 25/40/75/120/120  | 120 |
| KTZ/L100-55      | 30/70 | 25/60/90/150/150  | 150 |
|                  | 40/60 | 25/60/90/150/150  | 150 |
|                  | 50/50 | 25/60/90/150/150  | 150 |

Fig. 2 Extruder and screw configuration used for simulation and experimental trials. Blue segments represent conveying elements. Red and green segments correspond to kneading elements.
first restrictive screw element. Due to the unknown filling ratio at the beginning of the extruder, the computation starts at the die and proceeds backwards in an iterative procedure. In brief, after calculation of the required pressure to allow the melt to pass the die, the needed temperature at the die is calculated depending on the rheological and thermal properties of the used compound. Thereupon, the respective properties and outputs for each element (from die to the first conveying element) will be calculated in an iterative manner (30). To allow the comparison of the impact onto simulation outcome of either input parameters derived from powder samples or meltprep samples, key output parameters of the simulation were reviewed. For this purpose, the parameters specific mechanical energy (SME), mean residence time (MRT), and melt temperature at the die were measured for every extrusion trial and compared to the simulated counterpart. Furthermore, simulated melt temperatures at the kneading elements were also compared in terms of influence of melt rheology, based on either meltprep or compressed powder data.

DSC DSC experiments were carried out on a Mettler-Toledo DSC 2 equipped with a nitrogen cooling system (Mettler-Toledo, Gießen, Germany). The glass transition temperatures (Tgs) of the different preparation and measuring set-ups were determined using a multi-frequency temperature modulation (TOPEM® mode) with an underlying heating rate of 2 K/min, a pulse height of 1 K, and a constant nitrogen purge (30 mL/min).

Every blend of each polymer was prepared in three different ways: mixed powder sample, molded sample via VCM, and milled extrudate, if achievable. Furthermore, the powder samples were measured in a conventional method and a “Meltprep-like” method. The conventional method consisted of a heating cycle from 25 to 160°C (L100-55) or 180°C (HPMCAS) with an underlying heating rate of 10 K/min and a cooling step to 25°C. The Meltprep-like method consisted of the conventional method and an isothermal step, mimicking the settings used for VCM samples as reported earlier. Afterwards, the samples were measured in TOPEM-mode from 25 to 160°C (L100-55) or 180°C (HPMCAS) and examined for Tg(s).

## RESULTS

### DSC

In order to evaluate the impact of sample preparation, DSC measurements for powder, VCM, and extrudate samples were conducted as previously described and analyzed regarding heat capacity (see Supplementary Data, Fig. 8) and Tg (Table II), as these values allow a straightforward and suitable comparison of thermal properties and are further needed for simulation. The Tg results are summarized in Table II. It is noticeable that Tg values determined for extrudate and meltprep samples are indistinguishable. For example, it turned out that extruded samples containing 30% KTZ in L100-55 resulted in a measured Tg of 90.80°C while the meltprep samples exhibited a Tg of 90.98°C. In contrast, Tg of powder samples as well as samples with prolonged annealing differed from the values obtained for extrudates. This phenomenon was particularly visible at lower drug-loads (10–30%) with the determined Tg deviating notably from extrudates; e.g., a difference of 10°C was measured for 10% CXB in HPMCAS (110.42°C pressed vs. 100.47°C extrudate). Furthermore, several powder samples displayed two Tgs even when prolonged annealing was applied.

| Blend          | TG powder [°C] | TG powder prolonged annealing [°C] | TG meltprep [°C] | TG extrudate [°C] |
|----------------|----------------|-----------------------------------|------------------|------------------|
| 10% CXB/HPMCAS | 110.42 ± 1.11  | 108.20 ± 0.74                     | 100.45 ± 0.81    | 100.47 ± 1.00    |
| 20% CXB/HPMCAS | 74.46 ± 1.01   | 77.30 ± 1.41                      | 90.47 ± 0.62     | 90.34 ± 0.10     |
| 30% CXB/HPMCAS | 73.47 ± 0.92   | 74.55 ± 2.24                      | 78.07 ± 0.60     | 77.49 ± 1.16     |
| 40% CXB/HPMCAS | 71.30 ± 0.80   | 73.10 ± 0.93                      | 67.98 ± 2.77     | 68.51 ± 0.33     |
| 50% CXB/HPMCAS | 67.68 ± 1.12   | 68.39 ± 0.28                      | 65.31 ± 1.40     | 65.80 ± 1.01     |
| 10% KTZ/L100-55| 110.88 ± 0.99  | 106.02 ± 0.29                     | 102.01 ± 1.58    | -                |
| 20% KTZ/L100-55| 115.54 ± 1.56  | 105.67 ± 0.75                     | 96.50 ± 0.56     | -                |
| 30% KTZ/L100-55| 75.23 ± 5.55   | 87.85 ± 3.71                      | 90.98 ± 0.32     | 90.80 ± 1.77     |
| 40% KTZ/L100-55| 71.84 ± 2.80   | 88.43 ± 4.92                      | 87.51 ± 0.15     | 87.54 ± 0.91     |
| 50% KTZ/L100-55| 74.63 ± 1.70   | 123.73 ± 2.45                     | 83.49 ± 0.11     | 84.78 ± 0.95     |
namely 20% CXB and 30%, 40%, and 40% KTZ blends (see Fig. 3 for one example of each polymer). In each instance, two Tgs, one closer to the polymer and one closer to pure API, were visible for powder samples, independent of the DSC method used, whereas the Tgs of the meltprep sample and the extrudate were indistinguishable. No Tgs for 10% and 20% KTZ in L100-55 extrudate were obtained as these blends were not possible to extrude.

**Porosity**

The porosity of the specimen used for rheological measurements was determined as previously described. In this case, the determined porosity of VCM samples was in the range of 2.01 to 3.44% while pressed samples possessed a porosity ranging from 27.77 to 40.52%, revealing a difference between the two preparation methods regarding porosity by a factor of approximately ten (Supplementary Data, Table IV).

**Rheology**

The melt rheology is one of the key input parameters for simulation with the Ludovic simulation software. To facilitate simulation, a description of melt rheology, i.e., a rheological model, must be employed for both shear dependency and temperature dependency. The results are summarized Fig. 4. Regarding consistency, the determined consistency values of meltprep samples were higher, independent of polymer and drug-load. In the case of CXB blends, an increased drug-load led to a decreasing deviation between the two sample preparation methods, ultimately resulting in an indistinguishable consistency value starting from a drug-load of 30% CXB. For power law index, no differences between powder samples and meltprep samples could be observed for HPMCAS blends (Fig. 4b). The only exception is the power law index (n) of 50% CXB/HPMCAS mixtures, where tablet specimen (n = 0.3813 ± 0.060) differed significantly (p < 0.01) from the meltprep samples (n = 0.4849 ± 0.028). Generally, higher standard deviations were obtained when fitting the measurements of powder samples except for 10% CXB/HPMCAS, where the meltprep sample exhibited a higher standard deviation (coefficient of variation up to 33.45 and 12.16% for tablet and meltprep specimen, respectively).

Blends consisting of L100-55 did not show the same trends as the HPMCAS blends. Pronounced deviations regarding consistency between powder and meltprep samples were observable with no distinct increase or decrease in deviation with rising drug-load. Furthermore, comparing the power law index of each L100-55 blend (Fig. 4d), a difference between powder and meltprep samples was observed. In total, a trend of differing power law index with higher drug-load for meltprep samples in comparison to powder samples was visible. This was especially prominent for the sample with 40% and 50% drug-load. While the power law index of powder samples followed the trend of decreasing power law index with increasing drug-load, meltprep samples displayed a slight reversal of trend at the 40% drug-load mark.

**Extrusion: Simulation vs. Experimental**

The SME and MRT results of extrusion trials containing HPMCAS are visualized in Fig. 5, divided into trials with a feed rate of 2 g/min (a and b) and a feed rate of 3 g/min (c and d). The MRT of experimental trials were significantly higher than the simulated MRT, if derived from input parameters of pressed specimen. In contrast, simulations with input parameters derived from meltprep...
samples predominantly led to values not significantly deviating from experimentally determined MRT. For example, while experimental MRT of 10% CXB at 2 g/min was determined to be 361 s ± 23 s, simulation computed a MRT of 363 s (meltprep) and 261.5 s (pressed) in the latter case deviating significantly (p < 0.001) from experimental values. This discrepancy between experimental MRT and simulated (pressed) MRT was also evident if a feed rate of 3 g/min was used; e.g., extrusion trials of 20% CXB had a MRT of 244.33 s ± 9.87 s and simulations determined MRT values of 186.1 s for pressed and 259.5 s for melt-prep input parameters. However, there is one exception where both types of simulations resulted in insignificant
differences between the simulated and experimental MRT, namely 50% CXB/HPMCAS with a freed rate of 3 g/min.

The trend that experimental data turned out to be higher than the determined counterpart by simulation was also observed in the determination of SME. Again, the SME was better described when working with simulations that used meltprep input parameters as a basis. For example, experimental SME of every blend could be described particularly well at a feed rate of 2 g/min by simulations (meltprep) as no significant deviations from experimental values were observed. In contrast, each simulation with input parameters derived from pressed samples resulted in SME values significantly deviating from experimental SME (at least \( p < 0.01 \)). The difference between experimental and simulated SME was particularly small for 40% CXB (2 g/min) 261.14 ± 6.50 kWh/t experimental versus 263 kWh/t simulated. For all blends other than 10% and 50% at 3 g/min, simulations (meltprep) led to SME values insignificantly deviating from experimental determined SME. In contrast, simulations with data of pressed samples generally led to significant (\( p < 0.001 \)) deviations from experimental values with exception for 30% and 40% CXB.

A similar pattern was observed when comparing SME and MRT for the L100-55 blends. The comparison for L100-55 trials and their comparison is summarized in Fig. 6. In this case, MRT values in simulations (pressed) differed significantly (\( p < 0.001 \)) in every case compared to experimental results. This was not the case for simulations (meltprep), where simulated MRT values were identical to experimental values in all cases. In contrast, simulated SME values were only equivalent for simulations with meltprep inputs for trials with 3 g/min feed rate. In all other cases, simulated SME values differed significantly (\( p < 0.001 \)) from experimental SME, whereby simulation (pressed) led to considerably lower SME values.

Another important factor of hot-melt extrusion is the temperature of the melt across the extrusion process. As measurements within the extruder are difficult to measure, the measured melt temperature at the die was compared to simulated data. The comparison is summarized in Table V (see Supplementary Data). In this context, simulated melt temperature at the die was comparable to experimental determined values, if meltprep input parameters were employed. Deviations less than 5% were achievable for all simulations (meltprep) except for 50% KTZ at 3 g/min where, nevertheless, the deviation was less than 10%. In contrast, simulations (pressed) generally led to temperature values deviating more pronounced to experimental values, as only the simulations of 10% CXB at 2 g/min and 10–30% CXB at 3 g/min resulted in values deviating less than 5%.

In addition, the simulated temperature profiles along the extruder were compared between pressed and meltprep input parameters. The comparison was projected to the peak melt temperature at the second kneading zone. The results are summarized in Table III; in addition, the residence time for the extrusion process is exemplified in Fig. 7. The segment with the highest melting temperature accounted for about half of the total residence time in the extruder. At the same time, the different input parameters led to different peak temperatures in this segment. The phenomenon repeated that simulations (meltprep) predicted higher temperatures.
In this context, the simulations of 30% KTZ and 40% KTZ were particularly striking. While simulation with input parameters originating from pressed samples led to predicted temperatures of 188.6 and 172.9°C, respectively, simulations (meltprep) predicted temperatures of 210.3 and 196.5°C, respectively. Thermogravimetric data (see Supplementary Data, Fig. 9) suggested that thermal decay of the respective polymers was readily apparent starting from 205°C (weight loss > 1%) for L100-55 and from 265°C (weight loss > 1%) for HPMCAS (25).

**DISCUSSION**

**Rheology**

In general, the DSC data (Table II; Fig. 3) indicated that neither conventional nor prolonged annealing methods could reliably achieve single-phase systems for powder samples. Since a homogeneous, single-phase system exclusively formed at high drug-load, viscosity was likely the limiting factor for homogeneous ASD formation. Exceeding a certain viscosity, the API cannot homogenously distribute by diffusion only into the polymer matrix within the applied timeframe. Exceptions were observed at drug-loads starting from at least 40% for HPMCAS and 50% for L100-55 blends, indicating that a specific amount of solid-state plasticizer was necessary to reduce the impact of viscosity onto the dissolution rate of the API into the polymer matrix. At lower drug contents, several or no Tgs were identifiable. Consequently, it must be assumed that rheology measurements with compressed powder samples did not form a single-phase homogeneous system during the measurement either. Additionally, it is questionable whether in situ formation of an ASD during the SAOS experiment is completed at low temperature and/or low shear, as prolonged annealing of powder samples did not result in single-phase systems, either. Therefore, the whole rheological model and the determined parameters are debatable, as requirements previously mentioned were not met. These findings would be in line with a hypothesis by Bhujbal *et al.* that melt viscosity above 300 cP would result in impeded ASD generation (31). In contrast, DSC data from meltprep samples showed explicit Tgs corresponding to those of extrudates, which emphasizes a homogeneous single-phase system, thus indicating that the applied compaction force of the VCM tool in combination with heat resulted in sufficiently shear thinning behavior. This means that for the determination of a Tg for blends with high viscosity polymers or polymers possessing a yield point (and low drug-load), sample preparation by VCM is indispensable; otherwise, no ASD can be formed and no Tg or one not corresponding to the respective ASD can

---

**Table III** Comparison of Simulated Melt Temperature at the 2nd Block of Kneading Elements with a Feed Rate of Either 2 g/min or 3 g/min. The Difference Between Input Parameters Derived from Meltprep and Compressed Samples Was Assessed

| Blend          | Melt temperature at kneading 2 g/min pressed | Melt temperature at kneading 2 g/min meltprep | Melt temperature at kneading 3 g/min pressed | Melt temperature at kneading 3 g/min meltprep |
|----------------|---------------------------------------------|---------------------------------------------|---------------------------------------------|---------------------------------------------|
| 10%CXB/HPMCAS  | 174.1                                       | 179.6                                       | 173.9                                       | 174.2                                       |
| 20%CXB/HPMCAS  | 165.1                                       | 170.2                                       | 165.1                                       | 170.2                                       |
| 30%CXB/HPMCAS  | 153.0                                       | 156.3                                       | 152.3                                       | 156.0                                       |
| 40%CXB/HPMCAS  | 143.3                                       | 147.8                                       | 143.3                                       | 147.8                                       |
| 50%CXB/HPMCAS  | 134.8                                       | 139.0                                       | 134.8                                       | 139.0                                       |
| 10%KTZ/L100-55| 219.1                                       | 226.0                                       | 219.0                                       | 225.6                                       |
| 20%KTZ/L100-55| 203.0                                       | 213.3                                       | 202.9                                       | 213.1                                       |
| 30%KTZ/L100-55| 188.6                                       | 210.3                                       | 188.6                                       | 210.1                                       |
| 40%KTZ/L100-55| 172.9                                       | 196.5                                       | 172.6                                       | 202.8                                       |
| 50%KTZ/L100-55| 164.1                                       | 179.0                                       | 164.0                                       | 178.8                                       |

---

![Fig. 7 Exemplary presentation of simulated melt temperature of either simulations based on meltprep or pressed sample input parameters along the extrusion process. The simulated total cumulative residence time along the screw was added. The example shows the simulation of 10% CXB in HPMCAS with a feed rate of 2 g/min](image-url)
be determined. Also, samples prepared by VCM meet the requirements (amorphous, single-phase system) to apply the TTS to generate a master curve, whereas compressed powder samples do not meet the requirements (24).

Regarding the rheological parameters, determined pressed samples generally showed lower consistencies than the meltprep samples. As meltprep samples presumably contain API completely dissolved into the polymer matrix, the API is available as a solid-state plasticizer. In contrast, for pressed samples this cannot be assumed and hence, an explanation for the lower determined consistency of pressed samples remains. A possible explanation would be that as some mixtures formed measurable drug-rich phases (two Tgs measurable; see Table II), these drug-rich phases acted as voids for the polymer chains. The voids would allow the chains to escape the friction of other chains by slipping into the drug-rich phases and consequently lowering the needed shear forces for movement (3). Finally, this led to a lower viscosity measured. This phenomenon could also be applied to possible voids caused by air entrapment (32). Due to the high viscosity of the polymers, possibly trapped air (bubbles) cannot escape. If one compares the porosity of powder compacts and meltprep samples, the porosity of compacts was about 8 times higher than that of meltprep samples. Since, in contrast to the normal compression of powder, the application of the VCM tool produced samples with no visible air inclusions, it was likely that the difference in consistency was likely caused by entrapped air. Entrapped air would act, similar to drug-rich phases, as voids into which polymer chains could slip, ultimately leading lower needed shear forces for deformation.

As the drug-load increased, the measured consistencies became more and more similar, comparable to the formation of a homogeneous system during DSC measurements. The resulting lower viscosity possibly allowed air to escape from the sample. However, since the values determined for the pressed samples were still somewhat below the meltprep samples, air probably did not escape completely. This difference was higher for L100-55 blends than for HPMCAS blends further supporting this hypothesis, as a fundamentally higher viscosity was measurable for L100-55. Consequently, the viscosity of the blend was also higher and more likely to prevent air from escaping, so adequate sample preparation became more important as the viscosity of the polymer was higher.

Simulation

When analyzing the MRT data, for input parameters of the pressed samples, the MRT turned out to be too low in all cases compared to experimentally determined MRT. This was not the case when meltprep input parameters were used. As for simulations, the MRT depends on the assumed density of the melt if feed rate is kept constant (33). Since determined densities are about 25% lower for pressed samples, approximately 25% lower simulated MRT compared to simulations with meltprep input parameters were expectable. The MRT data from the meltprep simulations were similar to the experimental data. These values were at the same time as, if not closer to, the experimental data as simulations previously published based on apparent density (34). Thus, it is possible to use the VCM tool to prepare samples and determine density via a simple geometry-based calculation and utilize this for a descriptive simulation.

One of the most important parameters of extrusion is the SME, as it can be used during scale-up of processes (15). It is therefore important that the SME is described particularly accurately by the simulation, so that experiments during scale-up can be saved by simulations. SME is determined by the rheological parameters of the product in interaction with the residence time of the material (7). Since rheological parameters of pressed samples were distorted by entrapped air, no accurate simulation of SME with pressed input parameters was possible. In contrast, simulated SME with meltprep input parameters led to results similar to the experimental SME. Due to the higher viscosity, a higher necessary shear force and, in conjunction with the MRT, longer residence times resulted in higher calculated SME. In the present comparative data, it is noticeable that if there were deviations larger than 10%, the simulations computed lower SME than experimentally determined. This can most likely be explained by an overestimated gearbox efficiency of the used extruder, since the simulations usually yielded lower values even with small deviations. Additionally, special features of the respective mixture or compound could be an explanation for the deviation between experimental and simulated SME, e.g., minuscule degradation during extrusion or circumstantial high moisture of the blend. It is noticeable that at lower feed rate and declining drug-load the L100-55 simulations deviated increasingly from the experimental values. Reported degradation of L100-55 above 205°C and predicted melt temperatures of over 210°C starting from 30% drug-load downwards emphasize the visible degradation. The resulting vapors changed the process to such an extent that the modeling boundaries were exceeded, and simulation was no longer fitting. A possible explanation would be that the vapors lead to sticking of the powder, especially in the first third of the screws, which resulted in a larger screw diameter and caused the screws to rub against each other and thus leading to an increased measured torque. At the same time, the vapors produced could also be the reason why the measured temperature at the nozzle during the runs, where degradation was visible, was lower than the
CONCLUSION

In contrast to Tg values from powder samples, Tgs from VCM and extrudate samples were identical. Subsequently, vacuum compression molding was the superior sample preparation method for compounds exhibiting high melt viscosity. Furthermore, the difference between tablet and VCM samples was also apparent in melt rheology, density, and porosity. Ultimately, determining blend properties and utilizing them as input parameters in 1D-simulation led to converging simulations of the performed extrusion trials when the VCM preparation method was used. In this context, a simple volumetric density determination of VCM samples served as an adequate input parameter for prediction of MRT, eliminating the need for a time-consuming determination via helium pycnometry. Additionally, employing melt rheology from VCM samples enabled predictive simulation of SME and melt temperature profiles of each HME trial. The improved melt temperature profile prediction could be confirmed using a lowly plasticized L100-55 blend as a temperature indicator due to pronounced degradation at temperatures exceeding 205°C.
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