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Abstract

In this paper, we study a nonlinear interaction problem between a thermoelastic shell and a heat-conducting fluid. The shell is governed by linear thermoelasticity equations and encompasses a time-dependent domain which is filled with a fluid governed by the full Navier-Stokes-Fourier system. The fluid and the shell are fully coupled, giving rise to a novel nonlinear moving boundary fluid-structure interaction problem involving heat exchange. The existence of a weak solution is obtained by combining three approximation techniques – decoupling, penalization and domain extension. In particular, the penalization and the domain extension allow us to use the methods already developed for compressible fluids on moving domains. In such a way, the proof is more elegant and the analysis is drastically simplified. Let us stress that this is the first time the heat exchange in the context of fluid-structure interaction problems is considered.

1 Introduction

1.1 Motivation and literature review

The existence of global-in-time weak solutions to the equations related to fluid dynamics is one of the fundamental questions in the modern mathematical theory of fluid mechanics. In the case of the incompressible Navier-Stokes equations, the concept of a weak solution was introduced in seminal work of Leray [38], where also existence results are proved. The corresponding theory for a barotropic compressible fluids is significantly more complicated and was developed much later, starting by pioneering works by Lions [39] and Feireisl et al. [16]. However, in many applications the assumption that the fluid is barotropic is too restrictive, e.g. [56, 61, 25]. Therefore, the mathematical theory of the full Navier-Stokes-Fourier system describing heat conducting fluid was developed quite recently, e.g. [43, 59, 11, 10, 15, 12, 17, 50].

On the other hand, the fluid interaction with elastic structures is common in many real life situations and understanding this interactions is of vital importance for applications, e.g. [2, 30]. We refer to such systems as fluid-structure interaction (FSI) systems. The mathematical analysis of FSI problems has been extensively studied in the last two decades and a lot of the progress has been achieved. However, most of the results concern the incompressible fluid case. The results on the existence of a weak solution typically deal with FSI problems where the elastic structure is described by a lower dimensional model of a plate/shell type, see [47, 8, 21, 37, 46, 57] and references within. Exceptions are works [1, 48] where the existence of a weak solution to FSI problems involving regularized, nonlinear, 3D viscoelastic structure and linear multilayered structure, respectively, were proven. All these works consider large data case and a solution existing as long as geometry does not degenerate, i.e. self-contact does not occur. There are also lot of results on the local-in-time or small data existence of strong solutions to FSI problems, see e.g. [9, 28, 55, 40, 23] and references within. We conclude the literature review about FSI models with incompressible fluid with a recent paper [22], where global-in-time solution to a 2D − 1D FSI model with a viscoelastic beam was proven.

The mathematical literature dealing with FSI problems with compressible fluids is scarce. In [3, 32] the authors prove the existence of local-in-time regular solutions. Recently, local-in-time existence results
for strong solutions have been established for the compressible fluid-damped beam interaction in a 2D/1D framework in [44] and for the compressible fluid-undamped wave interaction in a 3D/2D framework in [41]. The existence of a weak solution was proven in [5, 58] and in [4], a weak solution was obtained for an interaction problem between a compressible fluid and a 3D viscoelastic structure. To the best of our knowledge there are only a few very recent papers dealing with the mathematical analysis of FSI problems with a heat conducting fluid. In [42] the existence of a strong solution for small time or small data is proven in the case when there is an additional damping on the structure, while in [6] existence of a weak solution is obtained for an FSI problem with a nonlinear Koiter shell. In both of these papers the structure does not conduct heat.

1.2 Problem description

We consider the flow of heat conducting compressible fluid in a 3D container with the heat conducting elastic boundary. The fluid domain is determined by elastic displacement which is in turn obtained by solving the linearized Koiter shell equation with the forcing coming from the fluid, i.e. the fluid and the structure are fully coupled and we consider a moving boundary problem.

1.2.1 The problem geometry

Let $\Omega \subset \mathbb{R}^3$ be an open, connected, bounded domain whose boundary $\partial \Omega$ is parametrized by an injective mapping $\varphi \in C^3(\Gamma; \mathbb{R}^3)$ such that $\partial \Omega = \varphi(\Gamma)$, where $\Gamma = \mathbb{R}^2/\mathbb{Z}^2$ is the flat torus (or $\Gamma = \mathbb{R}/\mathbb{Z}$ is a circle in 2D case). $\Omega$ represents the reference fluid configuration. We denote by $n$ the unit outer normal to $\Omega$. The assumption that $\Gamma$ is the flat torus is not very restrictive and is introduced for technical and presentational simplicity. It corresponds to the flow through a pipe with periodic boundary conditions which is common in applications. With slight abuse of notation we will identify functions defined on $\Gamma$ and $\partial \Omega$. We assume that the structure displacement is of the form $w(t,y)n(y)$, $y \in \Gamma$. The elastic boundary at time $t$ is given by the following mapping (see Figure 1):

$$\Phi_w(t,y) = \varphi(y) + w(t,y)n(y) \quad y \in \Gamma. \quad (1.1)$$

By a classical result on the tubular neighborhood, e.g. [35, Section 10], there exist numbers $a_{\partial \Omega}, b_{\partial \Omega}$ such that mapping $\Phi_w(t,.)$ is injective for $w(t,y) \in (a_{\partial \Omega}, b_{\partial \Omega})$. Therefore the middle line of the shell at time $t$ occupies the following region:

$$\Gamma_w(t) := \{ \Phi_w(t,y) : y \in \Gamma \}.$$ 

The fluid domain at time $t$, $\Omega^w(t) \subset \mathbb{R}^3$, is defined as the interior region of $\Gamma_w(t)$. More precisely, let $\tilde{\Phi}_w$ be an arbitrary injective smooth extension of $\Phi_w$ to $\Omega$\(^1\). Then the fluid domain at time $t$ is defined by $\Omega^w(t) := \tilde{\Phi}_w(t,\Omega)$. Note that the fluid domain is well defined if $\Phi_w(t,.)$ is injective, which is true if condition $w(t,y) \in (a_{\partial \Omega}, b_{\partial \Omega})$ is satisfied. Therefore, our existence result is valid as long as this conditions holds. This is a consequence of the physical nature of the problem. Namely, for large displacement $w$, function $\Phi_w$ is not necessarily injective which introduces a domain degeneracy in the problem that corresponds to the self-contact of the shell. The question of how to analyse contact in the fluid-structure interaction is still largely open (see e.g. [26, 20, 19, 7, 27, 24, 60] and reference within) and is outside of the scope of this paper.

**Remark 1.1.** Even though the assumption that the shell deforms only in $n$ direction is somewhat restrictive from the physical point of view, it is nevertheless standard in the literature on weak solutions to

\(^1\)An extension is explicitly constructed in (5.10). Note that its explicit form is not necessary for the definition of the problem.
FSI problems, e.g. [8, 37, 47, 46]. Namely, the existence of a weak solution to FSI problems with vector displacement is still out of reach with current state-of-the-art techniques and only available results in this direction use some kind of additional structure regularization, e.g. [49, 18].

Finally, we introduce some notation related to the geometry. Let \( \Gamma_T = (0, T) \times \Gamma \) be the shell space-time domain and \( Q_T^w = \bigcup_{t \in (0, T)} \{t\} \times \Omega^w(t), \Gamma_T^w = \bigcup_{t \in (0, T)} \{t\} \times \Gamma^w(t) \) be the Eulerian fluid domain and the Eulerian elastic interface domain, respectively. Note that the fluid domain depends on \( w \) which is an unknown of the considered FSI problem. The outer unit normal to the deformed configuration \( \Omega^w(t) \) is denoted by \( n^w(t) \) and is given by formula \( n^w = \frac{\nabla \Phi^w - \tau^w n}{|\nabla \Phi^w - \tau^w n|} \). Finally, the surface element on the interface \( \Gamma^w(t) \) is given by \( d\Gamma^w(t) = S^w d\Gamma, \quad S^w := \det \nabla \Phi^w |\nabla \Phi^w|^T n| \).

1.2.2 The shell

We use the following linear thermoelastic shell model to describe the dynamics of the elastic boundary [34, section 1.5]:

\[
\partial_t^2 w + \Delta^2 w + \Delta \theta - \alpha_1 \Delta \partial_t w - \alpha_2 \partial_t^2 \Delta w = S^w F \cdot n, \quad (1.2)
\]

\[
\theta_t - \Delta \theta - \Delta w_t = S^w q. \quad (1.3)
\]
Here \( w \) denotes the displacement of the shell central surface in the direction \( n \) with respect to the reference configuration \( \Gamma \) and \( \theta \geq 0 \) denotes the shell temperature. Here and in continuation of the paper we normalize all strictly positive physical positive constants since the proofs do not depend on their concrete values. \( \alpha_1 \) and \( \alpha_2 \) are coefficients of viscoelasticity and rotational inertia, respectively and we assume \( \alpha_1, \alpha_2 \geq 0 \). Moreover, \( F \) is surface force density acting on the shell. Since we consider a linear model for the thermoelastic shell, equation (1.3) is the entropy equation, and \( q \) is the entropy flux.

### 1.2.3 The fluid

We consider the flow of the heat conducting compressible fluid which is described by the three dimensional Navier-Stokes-Fourier system (see e.g. [15]) defined on the moving domain \( Q_w^T \):

\[
\begin{align*}
\partial_t \rho + \nabla \cdot (\rho \mathbf{u}) &= 0, \\
\partial_t (\rho \mathbf{u}) + \nabla \cdot (\rho \mathbf{u} \otimes \mathbf{u}) + \nabla p &= \nabla \cdot \mathbb{S}, \\
\partial_t (\rho s) + \nabla \cdot (\rho s \mathbf{u}) + \nabla \cdot \left( \frac{q}{\vartheta} \right) &= \sigma.
\end{align*}
\]

The unknown of the fluid system are the fluid density \( \rho \), the fluid velocity \( \mathbf{u} \) and the fluid temperature \( \vartheta \geq 0 \). The equations (1.4), (1.5) and (1.6) represent mass conservation, balance of momentum and entropy balance, respectively. The pressure \( p \) and the specific entropy \( s \) are the thermodynamical variables and depends on the density \( \rho \) and the temperature \( \vartheta \). Moreover, \( \sigma \) is the entropy production rate and is given by formula:

\[
\sigma = \frac{1}{\vartheta} \left( \mathbb{S} : \nabla \mathbf{u} - \frac{q}{\vartheta} \cdot \nabla \vartheta \right) .
\]

The viscous stress tensor is given by the Newton’s rheological law:

\[
\mathbb{S}(\vartheta, \nabla \mathbf{u}) := \mu(\vartheta) \left( \nabla \mathbf{u} + \nabla^T \mathbf{u} - \frac{2}{3} \nabla \cdot \mathbf{u} \right) + \zeta(\vartheta) \nabla \cdot \mathbf{u}, \quad \mu(\vartheta) > 0, \quad \zeta(\vartheta) > 0,
\]

and heat flux \( q \) by the Fourier’s law:

\[
q := -\kappa(\vartheta) \nabla \vartheta, \quad \kappa(\vartheta) > 0,
\]

where \( \mu, \zeta \) are the viscosity coefficients and \( \kappa \) is the heat coefficient. Observe that, every smooth solution to (1.4)-(1.6) with (1.7) satisfy the following energy identity in \((0, T)\):

\[
\begin{align*}
\frac{d}{dt} \int_{\Omega^w(t)} \left( \frac{1}{2} \rho |\mathbf{u}|^2 + \rho e \right) + \frac{d}{dt} \int_{\Gamma} \left( \frac{1}{2} |\partial_t w|^2 + \frac{1}{2} |\Delta w|^2 + \frac{\alpha_2}{2} |\nabla \partial_t w|^2 + \frac{1}{2} \vartheta^2 \right) \\
= -\int_{\Gamma} |\nabla \vartheta|^2 - \alpha_1 |\nabla \partial_t w|^2.
\end{align*}
\]

### 1.2.4 The coupling conditions

Since we are considering a moving boundary problem we need to prescribe two sets of coupling conditions. The kinematic coupling conditions state that the velocity and the temperature are continuous on the interface \( \Gamma_T \):

\[
\text{Continuity of the velocity:} \quad \partial_t w n = \mathbf{u} \circ \Phi_w, \quad (1.9)
\]

\[
\text{Continuity of the temperature:} \quad \vartheta = \vartheta \circ \Phi_w. \quad (1.10)
\]

Dynamic coupling conditions describe the balance of forces and the balance of entropy on \( \Gamma_T \):

\[
F = -[(\rho - \mathbb{S}) \mathbf{n}^w] \circ \Phi_w, \quad (1.11)
\]

\[
q = -\left( \frac{\mathbf{n}^w q(\vartheta)}{\vartheta} \right) \circ \Phi_w. \quad (1.12)
\]
1.2.5 The initial conditions

Finally, the initial data are prescribed:

\begin{align}
\vartheta(0, \cdot) = \vartheta_0(\cdot), \quad \rho(0, \cdot) = \rho_0, \quad (\rho\mathbf{u})(0, \cdot) = (\rho\mathbf{u})_0, \\
v(0, \cdot) = v_0, \quad \partial_tw(0, \cdot) = \nu_0, \quad \theta(0, \cdot) = \theta_0.
\end{align}

We assume that initial data satisfy the following regularity properties:

\begin{align}
\rho_0 \in L^2(\Omega^w), \quad & \rho_0 \geq 0, \quad \rho_0 \neq 0, \quad \rho_0|_{\mathbb{R}\setminus\Omega^w} = 0, \\
\rho_0 > 0 \text{ in } \{(X, z) \in \Omega^w : (\rho\mathbf{u})_0(X, z) > 0\}, \quad & (\rho\mathbf{u})_0 \in L^1(\Omega^w), \\
\vartheta_0 > 0 \text{ a.e in } \Omega^w, \quad & (\rho\vartheta)_0 = \rho_0\vartheta_0(\vartheta_0, \rho_0) \in L^1(\Omega^w), \\
v_0 \in L^2(\Gamma), \quad & \sqrt{\alpha_2}v_0 \in H^1(\Gamma), \quad w_0 \in H^2(\Gamma), \quad \theta_0 \in L^2(\Gamma), \quad \theta_0 \geq 0,
\end{align}

and the following compatibility condition:

\begin{equation}
a_{\partial\Omega} < v_0 < b_{\partial\Omega} \quad \text{on } \Gamma.
\end{equation}

1.3 Main result and significance

Before stating the main result, we need to introduce constitutive relations of the quantities in (1.4)-(1.6) in terms of the independent state variables that characterize the material properties of the fluid. Here we use the quite general constitutive relations from [15, Section 1.4] which we briefly list for the convenience of the reader. We assume the viscosity coefficients \( \mu \) and \( \zeta \) are continuously differentiable functions of the absolute temperature, namely \( \mu, \zeta \in C^1[0, \infty) \) and satisfy\(^2\)

\begin{align}
0 < \mu(1 + \vartheta) \leq \mu(1 + \vartheta) \leq \mu(1 + \vartheta), \quad & \sup_{\vartheta \in [0, \infty)} |\mu'(\vartheta)| \leq m, \\
0 < \zeta(1 + \vartheta) \leq \zeta(1 + \vartheta) \leq \zeta(1 + \vartheta),
\end{align}

The heat coefficient \( \kappa \) can be decomposed into two parts

\begin{equation}
\kappa(\vartheta) = \kappa_M(\vartheta) + \kappa_R(\vartheta)
\end{equation}

where \( \kappa_M, \kappa_R \in C^1[0, \infty) \) and

\begin{align}
0 < \kappa_R(1 + 3\vartheta^2) \leq \kappa_R(1 + \vartheta^3), \\
0 < \kappa_M(1 + 3\vartheta^2) \leq \kappa_M(1 + \vartheta^3).
\end{align}

In the above formulas \( \mu, \pi, m, \eta, \kappa_R, \kappa_M, \kappa_R, \kappa_M, \kappa_M, \kappa_R, \) are positive constants.

The quantities \( p, e, \) and \( s \) are continuously differentiable functions for positive values of \( \rho, \vartheta \) and satisfy Gibbs’ equation:

\begin{equation}
\vartheta Ds(\rho, \vartheta) = De(\rho, \vartheta) + p(\rho, \vartheta)D \left( \frac{1}{\rho} \right) \text{ for all } \rho, \vartheta > 0.
\end{equation}

\(^2\)The strict positivity of \( \zeta \) ensures that \( ||\nabla u + \nabla^* u||_{L^2} \) can be controlled by the energy, which gives us the uniform bounds for \( u \) (see Lemma 3.70 and (3.72)).
Further, we assume the following state equation for the pressure and the internal energy
\[ p(\rho, \vartheta) = p_M(\rho) + p_R(\vartheta), \quad p_R(\vartheta) = \frac{a}{3} \vartheta^4, \quad a > 0, \]  
(1.27)
\[ e(\rho, \vartheta) = e_M(\rho, \vartheta) + e_R(\rho, \vartheta), \quad e_R(\rho, \vartheta) = a\vartheta^4, \]  
(1.28)
and
\[ s(\rho, \vartheta) = s_M(\rho, \vartheta) + s_R(\rho, \vartheta), \quad s_R(\rho, \vartheta) = 4 \frac{a}{3} \vartheta^3. \]  
(1.29)

According to the hypothesis of thermodynamic stability the molecular components satisfy
\[ \frac{\partial p_M}{\partial \rho} > 0 \quad \text{for all} \quad \rho, \vartheta > 0 \]  
(1.30)
and
\[ 0 < \frac{\partial e_M}{\partial \vartheta} \leq c \quad \text{for all} \quad \rho, \vartheta > 0. \]  
(1.31)
Moreover
\[ \lim_{\vartheta \to 0^+} e_M(\rho, \vartheta) = e_M(\rho) > 0 \quad \text{for any fixed} \quad \rho > 0, \]  
(1.32)
and
\[ \left| \rho \frac{\partial e_M(\rho, \vartheta)}{\partial \rho} \right| \leq ce_M(\rho, \vartheta) \quad \text{for all} \quad \rho, \vartheta > 0. \]  
(1.33)

We suppose also that there is a function \( P \) satisfying
\[ P \in C^1[0, \infty), \quad P(0) = 0, \quad P'(0) > 0, \]  
(1.34)
and two positive constants \( 0 < \underline{Z} < \overline{Z} \) such that
\[ p_M(\rho, \vartheta) = \frac{3}{2} P \left( \frac{\rho}{\overline{Z} \vartheta^{\frac{2}{3}}} \right) \quad \text{whenever} \quad 0 < \rho \leq \underline{Z} \vartheta^{\frac{2}{3}}, \quad \text{or,} \quad \rho > \overline{Z} \vartheta^{\frac{2}{3}}, \]  
(1.35)
and
\[ p_M(\rho, \vartheta) = \frac{2}{3} \rho e_M(\rho, \vartheta) \quad \text{for} \quad \rho > \overline{Z} \vartheta^{\frac{2}{3}}. \]  
(1.36)

**Remark 1.2.** A prototype of the above pressure law reads
\[ p(\rho, \vartheta) = c_1 \rho^{\frac{2}{3}} + c_2 \rho \vartheta + \frac{a}{3} \vartheta^4, \]  
with the corresponding internal energy and specific entropy of the form
\[ e(\rho, \vartheta) = \frac{3}{2} c_1 \rho^{\frac{2}{3}} + c_v \vartheta + \frac{a}{\rho} \vartheta^4, \]
\[ s(\rho, \vartheta) = c_v \ln \vartheta - c_2 \ln \rho + \frac{4a}{3\rho} \vartheta^3, \]
where \( a, c_1, c_2, c_v > 0 \).

We will denote system (1.2)-(1.6), (1.9)-(1.14) together with the described constitutive relations (1.21)-(1.36) by FSI-HEAT. The main result of the paper is:

**Theorem 1.1.** Let initial data \((\rho_0, (\rho u)_0, \vartheta_0, (\rho s)_0, w_0, v_0, \theta_0)\) satisfy assumptions (1.15)-(1.20) and \( \alpha_1 + \alpha_2 > 0 \). Moreover, assume that the hypotheses (1.21)-(1.36) are satisfied. Then there exists \( T > 0 \) and a weak solution to FSI-HEAT system in the sense of Definition 2.1 defined on \((0, T)\). Moreover, either \( T = +\infty \) or the domain \( \Omega^w(t) \) degenerates as \( t \to T \).

The main novelties of the present work are:
1. We consider a model where both the fluid and the structure conduct heat and there is heat coupling given through temperature continuity and entropy flux given in (1.10) and (1.12). While, in the context of fluid-structure interaction, heat-conducting fluids have been studied in [6] and thermoelastic structures have been studied in [58], to the best of our knowledge this is the first work that takes into account heat conduction of both components, and heat exchange between the components. One nice consequence of this approach is that we were able to prove that the plate temperature is positive which does not hold if one considers just a linear plate model without coupling it to the fluid with heat exchange.

2. The fluid model we consider is from [15], and the same result also holds for the model given in (1.37) below. This way, a wide range of physical cases are covered. In particular, we allow pressure laws which are not uniform and can change depending on the region of the $(\rho, \vartheta)$-plane (see (1.35) and (1.36)). This is very important in the case of gases, as they become fully ionized in the degenerate region $\rho > \vartheta^{\frac{2}{3}}Z$ and change their behavior.

3. From the methodological point of view, we introduced a new approach to construct the approximate solutions. More precisely, we introduced a construction scheme that combines three approximation methods - decoupling, penalization and domain extension. This allows to decouple the problem and directly use sophisticated results and methods that are already developed to study compressible fluid on the moving domains [31, 13, 14]. We emphasize that such approach significantly simplifies the proof and has potential for further generalization. Namely, since our approach is modular, it is robust and can be adapted to more general fluid and/or structure models.

Let us first point out, that due to stronger imbedding results, our result easily holds in the case when the fluid is 2D and the structure is 1D, even in the case $\alpha_1 = \alpha_2 = 0$:

**Corollary 1.2.** The conclusion of Theorem 1.1 holds in 2D/1D case for $\alpha_1 + \alpha_2 \geq 0$.

Inclusion of rotational inertia or viscoelasticity is needed in our proof. However, we use this assumption only in certain parts of the proof related to the convergence properties of the approximate solutions, and do not use it in the construction. Therefore, if we consider somewhat less general constitutive assumptions, our result holds without adding an additional regularization to the plate equations (see Remark 3.2 for a detailed explanation).

**Corollary 1.3.** Let us assume $p(\rho, \vartheta) = \rho^\gamma + \rho \vartheta + \frac{2}{3} \vartheta^4$ and $\gamma > \frac{12}{7}$ in 3D or $\gamma > 1$ in 2D. Then conclusion of Theorem 1.1 holds also for $\alpha_1 = \alpha_2 = 0$.

**Remark 1.3.** The above pressure form is a prototype of the following pressure law where $p_M$ is given by

$$p_M(\rho, \vartheta) = \vartheta^\frac{2}{3} \rho \left( \frac{\rho^{\frac{1}{\gamma}}}{\vartheta^{\frac{2}{3}}} \right), \text{ whenever } 0 < \rho \leq Z\vartheta^\frac{2}{3}, \text{ or, } \rho > Z\vartheta^\frac{2}{3},$$

$$p_M(\rho, \vartheta) = (\gamma - 1)p e_M(\rho, \vartheta) \text{ for } \rho > Z\vartheta^\frac{2}{3},$$

instead of (1.35)-(1.36). For more details about such model, see [51] for the 3D case and [52] for the 2D case.

**Remark 1.4.** Even though our analysis is done for the 3D fluid flow, we also included results for 2D case (Corollaries 1.2, 1.3 and Remark 1.3). Namely, the analysis for the 2D case is analogous for the following reasons. First, all the embedding results that we use are stronger in the 2D case. Second, our proof relies on the theory for the Navier-Stokes-Fourier system which is analogous for 2D case and the main difference in comparison to 3D case is that one can prove results with milder restriction on exponent $\gamma$ (see also recent result in 2D case [53]).
Remark 1.5. It seems that most thermoelastic plate models in literature (including our own) are based upon the assumptions that the temperature is small with respect to the reference temperature, and that the entropy depends linearly on temperature [34, Chapter 1.5]. While this makes sense for the stability analysis of plates, it is in contrast with the thermodynamical properties of our fluid, which has strictly positive and arbitrarily large temperature and has a component of the entropy which depends logarithmically on the temperature. A possible solution to this problem might be to derive a new nonlinear thermoelastic plate model specially for our interaction problem, under the assumption that the thermodynamical properties of the plate are similar to the ones of the fluid, and then study its interaction with a heat-conducting fluid. This is a topic for future research.

1.4 Outline of the proof and organization of the paper

The proof is split into three parts that correspond to various level of approximation in the construction of approximate solutions. Each step includes limiting procedure which uses standard tool for analysis of the compressible fluids equations.

Step 1 Existence of a weak solution to the extended problem. In the first step we define the extended problem on a large domain $B$. The extension involves approximation parameters $\eta, \omega, \nu, \lambda$ and follows approach from [31, 13]. We also add pressure regularization with approximation parameter $\delta$. This regularization improves integrability of the pressure and by now standard in the analysis of compressible Navier-Stokes equations. In this step we prove existence of a weak solution to the extended problem (see Definition 3.1). In order to construct approximate solutions to the extended problem, we introduce time step parameter $\Delta t$ and a time marching scheme that combines a decoupling approach (of the fluid and the structure) with penalization of the kinematic coupling conditions. The discussion about ideas behind this approach is included at the end of Section 3.1. The main advantage of such approach is that the existence result for the fluid part [31] can be directly used.

Step 2 Extension limit Here we study limit as extension parameters $\eta, \omega, \nu, \lambda \to 0$. In this part we adapt ideas from [31] to pass to the limit and obtain a solution which is defined of the physical domain $Q_{wT}$.

Step 3 Pressure regularization limit. The last step of the proof is standard and is common in all existence proofs of a weak solution to compressible fluid equations.

The paper is organized as follows. In the Section 2, we introduce a concept of weak solution. The next three sections correspond to the three steps of the proof as described above: Step 1 (Existence of a weak solution to the extended problem) is explained in Section 3, Step 2 (limit of extension parameters) and Step 3 (pressure regularization limit) are discussed in Section 4 and Section 5 respectively. Finally, we include two Appendices where some technical results are proved.

2 Weak solution

We will use a concept of a weak solution that corresponds to the concept used in [15, Chapter 2] for the Navier-Stokes-Fourier system. However, since we consider a coupled moving boundary problem, there are some significant differences which we briefly describe before introducing the formal definition. First, since the fluid domain is defined by the structure displacement, we work with function spaces defined on the non-cylindrical domains in time and space. Moreover, from the energy inequality we have $w \in H^2(\Gamma)$ which is below threshold of Lipschitz regularity that is needed for standard functional analytic results on Sobolev spaces, such as the trace Theorem and Korn’s inequality. This functional framework for FSI
problems is by now standard, so we just refer to [8, Section 1.3] or [37, Section 2]. In particular, we will use the Lagrangian trace operator \( \gamma|_{\Gamma^w} : C(\Omega^w) \to C(\Gamma) \) is defined as

\[
\gamma|_{\Gamma^w} f := f|_{\Gamma^w} \circ \Phi_w.
\]

and then extended to a continuous and bounded operator \( \gamma|_{\Gamma^w} : W^{1,p}(\Omega^w) \to W^{1,\frac{p}{r}}(\Gamma) \), for any \( 1 < r < p \), [37, Corollary 2.9] (see also [45]). For time dependent functions and displacements, we will usually write

\[
(\gamma|_{\Gamma^w} f)(t, \cdot) = \gamma|_{\Gamma^w(t)} f(t, \cdot).
\]

Moreover, we prove the following version of Korn’s inequality (Lemma 3.9):

\[
||u||_{H^1,\dot{2}((\Omega^w))} \leq C \left[ ||\nabla u + \nabla' u||_{L^2(\Omega^w)}^2 + \int_{\Omega^w} \rho |u|^2 \right], \quad \text{for any } p < 2,
\]

where constant \( C \) blows up as \( p \) goes to 2, and therefore we will use \( W^{1,p}, p < 2 \) space instead of \( H^1 \) in the definition of weak solution. Finally, solution and test spaces depend on solution and are not linear spaces. The kinematic coupling conditions (1.9), (1.10) are incorporated into the solution spaces, while the dynamic coupling conditions (1.11) and (1.12) are implicitly prescribed via the weak formulation. Namely, \( S(\vartheta, \nabla u), p(\rho, \vartheta) \) and \( u_{\rho \vartheta} \) do not have well-defined traces on the interface, and therefore (1.11) and (1.12) are only formally satisfied in a weak formulation.

**Definition 2.1. (Weak solution)** We say that \((\vartheta, \rho, u, w, \theta)\) is a weak solution to the FSI-HEAT problem with initial data \((\rho_0, (\rho u)_0, \vartheta_0, (\rho s)_0, w_0, v_0, \theta_0)\) satisfying the assumptions (1.15) – (1.20), if the following conditions hold:

1. \( \rho \geq 0, \rho \in L^\infty(0, T; L^\frac{3}{2}(\mathbb{R}^3)) \cap L^q_{loc}([0, T] \times \Omega^w(t)), \) for some \( q > \frac{3}{2}; \)
   
   \( u \in L^2(0, T; W^{1,p}(\Omega^w(t))) \) for any \( p < 2, \rho |u|^2 \in L^\infty(0, T; L^1(\mathbb{R}^3)); \)

2. \( \vartheta > 0 \) a.e. in \( Q_T^w, \vartheta \in L^\infty(0, T; L^1(\Omega^w(t))), \)

3. \( \vartheta, \nabla \vartheta \in L^2(Q_T^w), \quad \text{log} \vartheta, \nabla \log \vartheta \in L^2(Q_T^w); \)

4. \( \rho s, \rho u, \frac{\rho}{\rho} \in L^3(0, T); \)

5. \( w \in L^\infty(0, T; H^2(\Gamma)) \cap W^{1,\infty}(0, T; L^2(\Gamma)), \alpha_1 w \in H^1(0, T; H^1(\Gamma)), \alpha_2 w \in W^{1,\infty}(0, T; H^1(\Gamma)); \)

6. \( \theta > 0 \) a.e. on \( \Gamma_T, \theta \in L^\infty(0, T; L^2(\Gamma)) \cap L^2(0, T; H^1(\Gamma)); \)

7. \( \ln \theta \in L^2(0, T; H^s(\Gamma)), \) for any \( s < \frac{1}{2}. \)

2. The coupling conditions \( \partial_t w \cdot u = \gamma|_{\Gamma^w} u \) and \( \vartheta = \gamma|_{\Gamma^w} \theta \) hold on \( \Gamma_T. \)

3. The renormalized continuity equation

\[
\int_{Q_T^w} \rho B(\rho)(\partial_t \varphi + u \cdot \nabla \varphi) = \int_{Q_T^w} b(\rho)(\nabla \cdot u) \phi + \int_{Q_T^w} \rho_0 B(\rho_0) \varphi(0, \cdot),
\]

holds for all \( \varphi \in C^\infty_c((0, T) \times \overline{\Omega^w(\Gamma)}) \) and any \( b \in L^\infty(0, \infty) \cap C[0, \infty) \) such that \( b(0) = 0 \) with \( B(\rho) = B(1) + \int_0^{\frac{b(2)}{b(1)}} dz. \)

4. The coupled momentum equation

\[
\int_{Q_T^w} \rho u \cdot \partial_t \varphi + \int_{Q_T^w} (\rho u \otimes u) : \nabla \varphi + \int_{Q_T^w} p(\rho, \vartheta)(\nabla \cdot \varphi) - \int_{Q_T^w} S(\vartheta, \nabla u) : \nabla \varphi
\]

\[
+ \int_{\Gamma_T} \partial_t w \partial_t \psi - \int_{\Gamma_T} \Delta w \Delta \psi - \alpha_1 \int_{\Gamma_T} \partial_t \nabla w \cdot \nabla \psi + \alpha_2 \int_{\Gamma_T} \partial_\Gamma w \partial_\Gamma \nabla \psi + \int_{\Gamma_T} \nabla \theta \cdot \nabla \psi
\]

\[
= - \int_{Q_T^w} (\rho u_0) \cdot \varphi(0, \cdot) - \int_{\Gamma_T} v_0 \psi(0, \cdot) - \alpha_2 \int_{\Gamma_T} \nabla v_0 \cdot \nabla \psi(0, \cdot),
\]

\[
\text{\textsuperscript{3}Here, the additional integrability of density can only be obtained on compact subsets, rather than on the whole domain. This is because } w \text{ is not regular enough to ensure Lipschitz regularity of the fluid domain } \Omega^w(t) (\text{which also changes in time}), \text{ so the standard improved estimates of the density based on the Bogovskii operator do not hold up to the boundary.}
\]

\[
\text{\textsuperscript{4}This comes from the fact that } \gamma|_{\Gamma^w} \ln \vartheta = \ln \theta, \text{ see Lemma 3.10.}
\]
holds for all $\varphi \in C^\infty_c([0,T) \times \overline{\Omega^w(t)})$ and $\psi \in C^\infty([0,T) \times \Gamma)$ such that $\gamma|_{\Gamma^w} \varphi = \psi n$ on $\Gamma_T$.

5. The coupled entropy inequality

$$\int_{Q_T^w} \rho s(\partial_t \varphi + u \cdot \nabla \varphi) - \int_{Q_T^w} \kappa(\varphi) \frac{\nabla \varphi \cdot \nabla \varphi}{\varphi} + \int_{Q_T^w} \frac{\varphi}{\varphi} \left( s(\varphi, \nabla u) : \nabla u + \frac{\kappa(\varphi)}{\varphi} \left| \nabla \varphi \right|^2 \right)$$

$$+ \int_{\Gamma_T} \theta \partial_t \varphi - \int_{\Gamma_T} \nabla \varphi \cdot \nabla \varphi + \int_{\Gamma_T} \nabla w \cdot \nabla \varphi \psi\right) \leq - \int_{\Omega^w_0} \rho_0 s(\varphi_0, \rho_0) \varphi(0, -) - \int_{\Gamma} \theta_0 \varphi(0, -) - \int_{\Gamma} \nabla w_0 \cdot \nabla \psi(0, -)$$

(2.3)

holds for all non-negative $\varphi \in C^\infty_c([0,T) \times \overline{\Omega^w(t)})$ and $\psi \in C^\infty([0,T) \times \Gamma)$ such that $\gamma|_{\Gamma^w} \varphi = \psi$ on $\Gamma_T$.

6. The energy inequality

$$\int_{\Omega^w(t)} \left( \frac{1}{2} \rho \left| w \right|^2 + \rho c(\varphi, \partial) \right) + \int_{\Gamma} \left( \frac{1}{2} \left| \partial_t w \right|^2 + \frac{1}{2} |\Delta w|^2 + \frac{\alpha_2}{2} \left| \nabla \partial_t w \right|^2 + \frac{1}{2} \left| \theta \right|^2 \right) + \int_{\Gamma} \left( \frac{1}{2} \left| \theta \right|^2 + \frac{1}{2} |\Delta \varphi|^2 + \frac{\alpha_2}{2} \left| \nabla \theta \right|^2 + \frac{1}{2} \left| \theta \right|^2 \right)$$

(2.4)

holds for all $t \in [0,T]$.

Remark 2.1. (1) The derivation of coupled momentum equation for smooth solutions is standard and we refer to [5, 58] for more details. However, the coupled entropy inequality appears here for the first time and it is derived in Appendix B.

(2) In the above definition, we have both entropy and energy balances in the form of inequalities. While entropy balance being satisfied as an inequality is standard, the energy one is different from standard theory [15]. This is a consequence of the fact that we have additional dissipation terms on the interface due to the coupling with the thermoelastic shell, and weak solution is not regular enough to obtain compactness results needed to preserve the energy equality in the limiting procedure. Although this definition may seem restrictive, we argue that is sufficient. Namely, if we assume that a weak solution is regular enough, we can obtain that both entropy and energy inequalities hold as equalities. This is proved in Appendix B by following the ideas from [54].

Remark 2.2. (Achieving the initial data). By the standard theory, one deduces from (2.1) that

$$\rho \in C_w(0,T; L^2(\mathbb{R}^3)),$$

and since (2.2) holds for any compactly supported function $\varphi \in C^\infty_c(Q_T^w)$ (with $\psi = 0$), one also has

$$\rho u \in C_w(0,T; L^2(\mathbb{R}^3)).$$

Consequently, the equation (2.2) implies

$$\int_{\Gamma} \partial_t w(t,y) \psi(y) + \alpha_2 \int_{\Gamma} \nabla \partial_t w(t,y) \cdot \nabla \psi(y) \to \int_{\Gamma} v_0 \psi + \alpha_2 \int_{\Gamma} \nabla v_0 \cdot \nabla \psi, \quad \text{as } t \to 0,$$

for any $\psi \in C^\infty(\Gamma)$, which gives by density argument

$$\lim_{t \to 0} \left[ \int_{\Gamma} \partial_t w \psi + \alpha_2 \int_{\Gamma} \nabla \partial_t w \cdot \nabla \psi \right] = \int_{\Gamma} v_0 \psi + \alpha_2 \int_{\Gamma} \nabla v_0 \cdot \nabla \psi, \quad \text{for any } \psi \in L^2(\Gamma), \text{ with } \alpha_2 \psi \in H^1(\Gamma).$$

However, since there is $\psi \in H^2(\Gamma)$ such that $(\psi - \alpha_2 \Delta \psi) = \phi$ for every function $\phi \in L^2(\Gamma)$, this implies

$$\lim_{t \to 0} \left[ \int_{\Gamma} \partial_t w \psi + \alpha_2 \int_{\Gamma} \nabla \partial_t w \cdot \nabla \psi \right] = \lim_{t \to 0} \left[ \int_{\Gamma} \partial_t w \psi - \int_{\Gamma} \partial_t w \alpha_2 \Delta \psi \right]$$

$$= \lim_{t \to 0} \left[ \int_{\Gamma} \partial_t w (\psi - \alpha_2 \Delta \psi) \right] = \lim_{t \to 0} \left[ \int_{\Gamma} \partial_t w \phi \right] = \int_{\Gamma} v_0 \phi, \quad \text{for any } \phi \in L^2(\Gamma).$$
Therefore
\[
\lim_{t \to 0} \int_\Gamma \partial_t w \varphi = \int_\Gamma v_0 \varphi, \quad \text{for any } \varphi \in L^2(\Gamma),
\]
\[
\lim_{t \to 0} \int_\Gamma \alpha_2 \nabla \partial_t w \cdot \nabla \varphi = \alpha_2 \int_\Gamma \nabla v_0 \cdot \nabla \varphi, \quad \text{for any } \varphi \in H^1(\Gamma).
\]

Finally, the entropy inequality (2.3) yields
\[
\lim_{t \to 0} \int_\Omega w(t) = \int_\Omega w_0, \quad \text{for any } w \in H^1(\Omega).
\]

3 Step 1 - Extended problem

The first step in the construction of an approximate solution is to extend the problem to a large fixed domain which contains the physical domain \(\Omega^w(t)\) for every \(t \in [0, T]\). Here we follow the approach from [31]. Let \(R > 0\) be large enough so that \(\Omega^w(t) \subset B := \{|X| < 2R\} \text{ for all } t \in [0, T]\). Note that the displacement \(w\) is bounded due to the energy estimates and thus such \(R\) exists. Our constructed solution will satisfy the energy estimates, so this assumption is justified. The idea is to extend the problem onto \(B\) (see figure 2) by extending the initial data, the viscosity coefficients and the heat conductivity coefficients in the following way.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure2.png}
\caption{The fluid domain extended from \(\Omega^w(t)\) to \(B\).}
\end{figure}

3.1 Extension of data and coefficients

For a given \(\omega > 0\) and the structure displacement \(w\), the shear viscosity coefficients \(\mu\) and \(\zeta\) (see (1.21)–(1.22)) are approximated as
\[
\mu_w^\omega := f_w^\omega \mu, \quad \zeta_w^\omega := f_w^\omega \zeta,
\]
where \(f_w^\omega\) Lipschitz continuously depends on \(w\) and
\[
f_w^\omega \in C^\infty([0, T] \times \mathbb{R}^3), \quad 0 < \omega \leq f_w^\omega(t, x) \leq 1, \quad \text{in } [0, T] \times B,
\]
\[
f_w^\omega(t, \cdot)|_{\Omega^w(t)} = 1, \quad \text{for all } t \in [0, T], \quad ||f_w^\omega||_{L^p([0, T] \times B \setminus Q_T)} \leq C_\omega \quad \text{for some } p \geq \frac{5}{3}.
\]

Next, for a given \(\nu > 0\), the heat conductivity coefficient \(\kappa\) (see (1.23) – (1.25)) is approximated by
\[
\kappa_w^\omega(\theta, t, x) = \chi_w^\omega(t, x)\kappa(\theta), \quad \text{where } \chi_w^\omega = 1 \text{ in } Q_T^w \text{ and } \chi_w^\omega = \nu \text{ in } ((0, T) \times B) \setminus Q_T^w,
\]
and similarly, the coefficient a corresponding to the radiative part of the pressure, internal energy and energy (see (1.27)-(1.29)) is approximated by

$$a^w = \chi^w a,$$

where $\chi^w_T = 1$ in $Q^w_T$ and $\chi^w = \eta$ in $((0,T) \times B) \setminus Q^w_T$. (3.3)

The pressure is approximated as follows:

$$p_{\eta,\delta}^w := p_M(\rho, \vartheta) + \frac{a^w_{\eta}}{3} \vartheta^4 + \delta \rho^2, \quad \beta > 4, \quad \delta > 0,$$

and the internal energy and specific entropy are approximated accordingly

$$e_{\eta}^w := e_M(\rho, \vartheta) + a^w_{\eta} \vartheta^4, \quad s_{\eta}(\rho, \vartheta) := s_M(\rho, \vartheta) + \frac{4}{3} a^w_{\eta} \vartheta^3.$$

The initial data $\rho_0, (\rho u)_0, \vartheta_0$ defined on $\Omega^\infty$ are extended and approximated by $\rho_{0,\delta}, (\rho u)_{0,\delta}, \vartheta_{0,\delta}$ as follows:

$$\rho_{0,\delta} \geq 0, \quad \rho_{0,\delta} \neq 0, \quad \rho_{0,\delta} \in \mathbb{R}^3 \setminus \Omega^\infty = 0, \quad \int_B \left( \frac{\gamma}{\rho_{0,\delta}} + \delta \rho_{0,\delta} \right) \leq c, (3.6)$$

$$\rho_{0,\delta} \rightarrow \rho_0 \text{ in } L^\infty(B), \quad \{\rho_{0,\delta} < \rho_0\} \rightarrow 0, \text{ as } \delta \rightarrow 0, (3.7)$$

$$(\rho u)_{0,\delta} = \begin{cases} (\rho u)_0, & \text{if } \rho_{0,\delta} \geq \rho_0, \\ 0, & \text{otherwise} \end{cases}, \quad \int_B \frac{1}{\rho_{0,\delta}} |(\rho u)_{0,\delta}|^2 \leq c, (3.8)$$

$$\vartheta_{0,\delta} \geq \vartheta \geq 0 \text{ and } \vartheta_{0,\delta} \in L^\infty(B) \cap C^{2+\varepsilon}(B), (3.9)$$

and $\rho_{0,\delta}, \vartheta_{0,\delta}$ are such that

$$\int_{\Omega^\infty} \rho_{0,\delta} e(\rho_{0,\delta}, \vartheta_{0,\delta}) \rightarrow \int_{\Omega^\infty} \rho_0 e(\rho_0, \vartheta_0), (3.10)$$

$$\rho_{0,\delta}(\rho_{0,\delta}, \vartheta_{0,\delta}) \rightarrow \rho_0(\rho_0, \vartheta_0), \text{ in } L^1(\Omega^\infty),$$

as $\delta \rightarrow 0$.

Now we define a weak solution to the extended FSI-HEAT problem on $B$ in the following way:

**Definition 3.1. (Weak solution to extended problem)** We say that $(\vartheta, \rho, u, w, \theta)$ is a weak solution to the extended FSI-HEAT problem if it satisfies the initial conditions (1.13), (1.14) and

1. $\vartheta \geq 0$, $\rho \in L^\infty(0,T; L^\beta(\mathbb{R}^3)) \cap L^1(0,T \times (\overline{B} \setminus \Gamma^w(t)))$, for some $\beta > \frac{3}{2}$; Other regularity assumptions are the same as in Definition 2.1, but with the fluid quantities defined on $(0,T) \times B$ instead of $Q^w_T$.

2. The coupling conditions $\partial_t w n = \gamma_{|\Gamma^w} n$ and $\vartheta = \gamma_{|\Gamma^\theta} \theta$ hold on $\Gamma_T$.

3. The renormalized continuity equation

$$\int_0^T \int_B \vartheta B(\rho)(\partial_t \varphi + u \cdot \nabla \varphi) = \int_0^T \int_B b(\rho)(\nabla \cdot u) \varphi + \int_B \rho_{0,\delta} B(\rho_{0,\delta}) \varphi(0,\cdot), (3.11)$$

holds for all $\varphi \in C^\infty_0((0,T) \times B)$ and any $b \in L^\infty(0,\infty) \cap C(0,\infty)$ such that $b(0) = 0$ with $B(\rho) = B(1) + \int_1^\rho \frac{bz}{z^2} dz$.

4. The coupled momentum equation of the form

$$\int_0^T \int_B \rho u \cdot \partial_t \varphi + \int_0^T \int_B ((\rho u) \otimes u) : \nabla \varphi + \int_0^T \int_B p^w_{\eta,\delta}(\rho, \vartheta)(\nabla \cdot \varphi) - \int_0^T \int_B s^w_{\eta}(\vartheta, \nabla u) : \nabla \varphi + \int_{\Gamma_T} \partial_t \psi \Delta \psi - \alpha_1 \int_{\Gamma_T} \partial_t \nabla w \cdot \nabla \psi + \alpha_2 \int_{\Gamma_T} \partial_t \nabla w \cdot \nabla \psi + \int_{\Gamma_T} \nabla \theta \cdot \nabla \psi = - \int_B ((\rho u)_0 \cdot \varphi(0,\cdot)) - \int_B v_0 \psi(0,\cdot) - \alpha_2 \int_{\Gamma} \nabla v_0 \cdot \nabla \psi(0,\cdot), (3.12)$$

holds for all $\varphi \in C^\infty_0((0,T) \times B)$ and $\psi \in C^\infty((0,T) \times \Gamma)$ such that $\psi \varphi = \gamma_{|\Gamma^w} \varphi$ on $\Gamma_T$. 


5. The coupled entropy balance of the form

\[ \int_0^T \int_B \rho s_\gamma \left( \partial_t \varphi + \mathbf{u} \cdot \nabla \varphi \right) - \int_0^T \int_B \kappa_\gamma \left( \frac{\varphi}{\partial_t} \right) \nabla \theta \cdot \nabla \varphi + \langle \sigma_{\gamma,\varphi}, \varphi \rangle_{[X,C]}([0,T] \times \Gamma) \]

\[ + \lambda \int_0^T \int_B \varphi^{1/2} \varphi + \int_0^T \int_\Gamma \theta \partial_t \tilde{\psi} - \int_0^T \int_\Gamma \nabla \theta \cdot \nabla \tilde{\psi} + \int_0^T \int_\Gamma \nabla \varphi \cdot \nabla \partial_t \tilde{\psi} \]

\[ = - \int_0^T \int_B \rho s_\gamma(\varphi_{0,\delta}, \rho_{0,\delta}) \varphi(0, \cdot) - \int_\Gamma \theta_0 \tilde{\psi}(0, \cdot) - \int_\Gamma \nabla w_0 \cdot \nabla \tilde{\psi}(0, \cdot) \]  \hspace{1cm} (3.13)

holds for all non-negative \( \varphi \in C_\infty^\infty([0,T] \times B) \) and \( \tilde{\psi} \in C_\infty^\infty([0,T] \times \Gamma) \) such that \( \tilde{\psi} = \gamma_{\Gamma} \varphi \) on \( \Gamma_T \), where

\[ \sigma_{\gamma,\varphi} \geq \frac{1}{\beta} \left( S_{\gamma}(\delta, \nabla \mathbf{u}) : \nabla \mathbf{u} + \frac{\kappa_\gamma(\delta)}{\partial_t} (||\nabla \delta||^2) \right). \]

6. The following energy inequality

\[ \int_0^T \int_B \left( \frac{1}{2} \rho |\mathbf{u}|^2 + \rho e_\gamma(\rho, \theta) + \frac{\delta}{\beta - 1} \rho^2 \right)(t) + \lambda \int_0^T \int_B \varphi^{1/2} + \frac{1 - \delta}{2} ||\partial_t w(t)||_L^2(\Gamma) + \frac{1}{2} ||\Delta w(t)||_L^2(\Gamma) \]

\[ + \frac{\alpha_2}{2} ||\nabla \partial_t w(t)||_L^2(\Gamma) + \frac{1 - \delta}{2} ||\theta(t)||_L^2(\Gamma) + \int_0^T \int_\Gamma (\alpha_1 ||\nabla \partial_t w||^2 + ||\nabla \theta||^2) \]

\[ \leq \int_0^T \int_B \left( \frac{1}{2} \rho_0 \delta ||\mathbf{u}(\rho_0, \delta)||^2 + \rho_0 \delta e_\gamma(\varphi_{0,\delta}, \rho_{0,\delta}) + \frac{\delta}{\beta - 1} \rho_{0,\delta}^2 \right) \]

\[ + \frac{1}{2} ||w_0,\delta||_L^2(\Gamma) + \frac{1}{2} ||\Delta w_0,\delta||_L^2(\Gamma) + \frac{\alpha_2}{2} ||\nabla w_0,\delta||^2 + \frac{1}{2} ||\theta_{0,\delta}||_L^2(\Gamma), \]  \hspace{1cm} (3.14)

holds for all \( t \in (0,T] \).

**Remark 3.1.** The solution defined in the above definition depends on the parameters \( \omega, \eta, \nu, \lambda, \delta \). However, in order to simplify the notation, we will not write this explicitly. Throughout the rest of the paper, we adapt the convention that we do write this explicit dependence on parameter only in the limiting procedure related to that parameter. When there is no possibility of confusion we will omit the parameters at all.

The advantage of this formulation is that the fluid equations are given on a time-independent domain \( B \) and therefore, following ideas from [31], we can use the theory and the ideas developed for the Navier-Stokes-Fourier system. However, note the system in Definition 3.1 is still coupled and depends on the geometry through condition 2 and conditions on the test functions. Therefore, it is far from straightforward how to decouple the system and solve the fluid part separately. Here we use the decoupling method based on operator splitting from [58] (see also [47] where the splitting method in the context of FSI was introduced) which penalizes the fluid velocity and temperature to ensure the kinematic coupling conditions. More precisely, we split the time interval \((0,T)\) into subintervals of length \( \Delta t \). The approximate solution is constructed via time-marching procedure where in each time sub-interval we solve separately the fluid and the structure sub-problems (which are continuous in time). The decoupling is achieved thanks to the relaxation of the kinematic boundary conditions which are satisfied only approximately via penalization with parameter \( \frac{1}{\Delta t} \). Moreover, the sub-problems “communicate” with each other via the penalization terms. Physically, in the approximate problems we make the interface transparent so the fluid can pass through it (see figure 3). In the limit \( \Delta t \to 0 \), the kinematic coupling conditions are satisfied and the interface \( \Gamma^w(t) \) becomes impermeable, and therefore we obtain a weak solution to the extended problem from Definition 3.1.
3.2 Vanishing density outside of the physical domain $\Omega^w$

Before constructing a solution to the extended problem, we show that density vanishes outside of the physical domain:

Lemma 3.1. Let $\rho \in L^\infty(0,T;L^3(B))$, $u \in L^2(0,T;H^1_0(B))$ satisfy the renormalized continuity equation (3.11) on $(0,\tau)$ for any $\tau \in (0,T)$ and let $w \in L^\infty(0,T;H^2(\Gamma)) \cap W^{1,\infty}(0,T;L^2(\Gamma)) \cap H^1(\Gamma_T)$. If

$$\rho(0,\cdot)|_{\partial B\setminus \Omega^w} \equiv 0$$

then

$$\rho|_{\partial B\setminus \Omega^w(t),\cdot} \equiv 0, \quad \text{for a.a. } t \in (0,T).$$

Proof. The proof follows [13, Lemma 4.1], which is based on level set approach. Since our flow function is quite different and less regular to the one in the mentioned lemma, we provide a full proof.

Let $g_0 \in C^3(B)$ be such that

$$g_0 = \begin{cases} 
0, & \text{on } \Gamma \cup \partial B, \\
> 0, & \text{in } B \setminus \Omega, \\
< 0, & \text{elsewhere in } \mathbb{R}^3.
\end{cases}$$

and

$$\nabla g_0(X) = h(d(X))n(\pi(X)), \quad h(x) \geq c > 0$$

(3.15)

in a small neighbourhood of $\Gamma$ denoted by $S_{\Gamma}$. Signed distance function $d$ and projection $\pi$ are defined by (5.9) and (5.8) in Appendix A. Denote

$$\Phi := \Phi^B_w, \quad \mathbf{V} := \partial_t \Phi^B_w \circ (\Phi^B_w)^{-1}.$$ 

where the flow function $\Phi^B_w : [0,T] \times B \to B$ is defined precisely in (5.10). We introduce the function $g : [0,T] \times B \to \mathbb{R}$ defined as

$$g(t,X) := g_0(\Phi^{-1}(t,X))$$
which is a solution to the following transport equation

\[ \partial_t g + \nabla g \cdot V = 0, \quad g(0, \cdot) = g_0. \]

Before we proceed, let us calculate on \([0, T] \times \Phi(t, S_t)\)

\[
\nabla g(t, X) = \nabla (g_0(\Phi^{-1}(t, X))) = \nabla g_0(\Phi^{-1}(t, X)) \cdot \nabla \Phi^{-1}(t, X)
\]

\[
= \partial_n(\pi(X)) g_0(\Phi^{-1}(t, X)) \cdot \nabla \Phi^{-1}(t, X) = \partial_n(\pi(X)) g_0(\Phi^{-1}(t, X)) \partial_n(\pi(X)) \Phi^{-1}(t, X),
\]

and since

\[
\partial_n(\pi(X)) \Phi^{-1}(t, X) = \frac{1}{1 + f'(d(X))w(t, \pi(X))} n(\pi(X)), \quad \text{in } [0, T] \times \Phi(t, S_t),
\]

one obtains by (5.13), (5.14) and Hardy’s inequality give us

\[
\nabla g(t, X) = \tilde{h}(t, X) n(\pi(X)), \quad 0 < c \leq \tilde{h}(t, X) \leq C, \quad \text{for all } (t, X) \in [0, T] \times \Phi(t, S_t).
\]

(3.16)

Next, fix \(\xi > 0\) and let us test (3.11) by

\[
\varphi = \left[ \min \left\{ \frac{1}{\xi}; 1 \right\} \right]^+,
\]

to obtain

\[
\int_{B \setminus \Omega^w(t)} (\rho \varphi)(\tau) = \frac{1}{\xi} \int_0^T \int_{\{0 \leq g(t, X) < \xi\}} \left( \rho \partial_t g + \rho u \cdot \nabla g \right). \tag{3.17}
\]

We can now calculate

\[
\rho \partial_t g + \rho u \cdot \nabla g = \rho \left( \partial_t g + u \cdot \nabla g \right) = \rho(V - u) \cdot \nabla g,
\]

(3.18)

where by (5.12), (3.15) and (3.16)

\[
(V - u) \cdot \nabla g \in L^2(0, T; W^{1, \frac{3}{2}}_0(B \setminus \Omega^w(t))). \tag{3.19}
\]

Denoting

\[
\delta(t, X) := \text{dist}(X, \Gamma^w(t) \cup \partial B), \quad \text{for } (t, X) \in [0, T] \times (B \setminus \Omega^w(t)),
\]

(3.19) and Hardy’s inequality give us

\[
\frac{1}{\delta}(V - u) \cdot \nabla g \in L^2(0, T; L^2(B \setminus \Omega^w(t))), \tag{3.20}
\]

which by (3.18) and (3.17) imply

\[
\int_{B \setminus \Omega^w(t)} (\rho \varphi)(\tau) = \frac{1}{\xi} \int_0^T \int_{\{0 \leq g(t, X) < \xi\}} \frac{\delta \rho}{\delta} \frac{1}{\delta}(V - u) \cdot \nabla g.
\]

Thus, taking into consideration

\[
\left| \{0 \leq g(t, X) < \xi\} \right| \to 0, \quad \text{as } \xi \to 0,
\]

which follows from the uniform boundedness of \(\Phi\) in \(C^{0, \alpha}([0, T]; C^{0, 1 - 2\alpha}(B))\), \(0 < \alpha < 1/2\), the proof of this lemma will follow by passing to the limit \(\xi \to 0\) if we show

\[
(t, X) \in [0, T] \times (B \setminus \Omega^w(t)), \quad 0 \leq g(t, X) < \xi \implies \frac{\delta(t, X)}{\xi} \leq C.
\]
We split the set $B \setminus \Omega^w(t) = S_1(t) \cup S_2(t)$, where
\[
S_1(t) := \{ X \in B \setminus \Omega^w(t) : \text{dist}(X, \Gamma^w(t)) > \text{dist}(X, \partial B) \},
\]
\[
S_2(t) := \{ X \in B \setminus \Omega^w(t) : \text{dist}(X, \Gamma^w(t)) \leq \text{dist}(X, \partial B) \}
\]
and fix a small enough $\xi_0 > 0$. First, it is easy to conclude that
\[
(t, X) \in [0, T] \times S_2(t), \quad 0 \leq g(t, X) = g_0(X) < \xi \leq \xi_0 \implies \frac{\delta(t, X)}{\xi} \leq C,
\]
by the regularity of $g_0$ and $\partial B$, since $\Phi = \text{id}$ near $\partial B$. Next, since $\xi_0$ was chosen to be small, one has
\[
(t, X) \in [0, T] \times S_1(t), \quad 0 \leq g(t, X) = g_0(\Phi^{-1}(t, X)) < \xi \leq \xi_0 \implies \Phi^{-1}(t, X) \in S_\Gamma.
\]
so
\[
\delta(t, X) \leq |X - \Phi(t, \pi(X))| \leq \frac{1}{\min_{[0,T] \times \Phi(t, S_\Gamma)} \nabla g(t, X) \cdot n(\pi(X))} (g(t, X) - g(\Phi(t, \pi(X)))) \leq C_\xi,
\]
from (3.16). Thus, we can pass to the limit $\xi_0 \geq \xi \to 0$, which concludes the proof.

\textbf{Corollary 3.2.} Under the assumptions of previous lemma, we have:
\[
p_M(\rho, \vartheta) = 0, \quad \text{on} \quad (0, T) \times (B \setminus \Omega^w(t)).
\]

\textit{Proof.} This directly follows from the previous lemma and the estimate (see [15, Page 54, Section 3.2])
\[
0 \leq p_M(\rho, \vartheta) \leq c(\rho^\frac{3}{2} + \rho \vartheta).
\]

\textbf{3.3 The splitting}

We split the time interval to $N \in \mathbb{N}$ sub-intervals of length $\Delta t = T/N$ (the time derivatives are not discretized). We split the extended problem into two sub-problems, the fluid sub-problem (FSP) and the structure sub-problem (SSP). The splitting is done in the coupled momentum equation (3.12) and the coupled entropy inequality (3.13), and the kinematic coupling conditions (1.9) are not preserved after the splitting. More precisely, we introduce two auxiliary unknowns $v$ and $\tau$ representing the traces of the fluid velocity and the fluid temperature on the interface, respectively:
\[
v := \gamma_{|\Gamma^w} u \quad \tau := \gamma_{|\Gamma^w} \vartheta.
\]
Note that the kinematic coupling conditions are not satisfied on the level of approximate solutions, i.e. in general $v \neq \partial_t \gamma n$ and $\tau \neq \vartheta$. However, penalty terms will be included in the decoupled equations, which will ensure that kinematic coupling conditions are satisfied in the limit $\Delta t \to 0$. The fluid and the structure sub-problems are solved one at the time through a time-marching scheme as it is represented on the figure 4.

For $1 \leq n \leq N - 1$, the sub-problems consist of the following equations, corresponding to the equations of the weak formulation of the extended problem in the sense of Definition 3.1:

\textbf{The structure sub-problem} on $[n\Delta t, (n+1)\Delta t] \times \Gamma$:
\begin{enumerate}
\item The structure part of the coupled momentum equation (3.12);
\item The structure part of the coupled entropy equation (3.13);
\end{enumerate}
3. The structure part of the energy inequality. (3.14)

**The fluid sub-problem** on \([n\Delta t, (n + 1)\Delta t] \times B\):

1. The renormalized continuity equation (3.11);
2. The fluid part of the coupled momentum equation (3.12);
3. The fluid part of the entropy inequality (3.13);
4. The fluid part of the energy inequality (3.14).

We now go on to define the sub-problems precisely.

### 3.4 The sub-problems

Denote the translation in time by \(-\Delta t\) as

\[
T_{\Delta t} f(t) := \begin{cases} 
  f(t - \Delta t), & t \in [(n - 1)\Delta t, n\Delta t], n \geq 1, \\
  f(0), & t \in [0, \Delta t].
\end{cases}
\]

We now introduce the approximation scheme:

**The structure sub-problem** (SSP):

By induction on \(n \geq 0\), assume that:

**Case** \(n = 0\): \(w^0(0, \cdot) := w_0\), \(\partial_t w^0(0, \cdot) := v_0\), \(\theta^0(0, \cdot) := \theta_0\) and

\[
\psi^0(t, \cdot) := v_0 n, \quad \tau^0(t, \cdot) := \theta_0, \quad \text{for } t \in [-\Delta t, 0];
\]

**Case** \(n \geq 1\): the solution \((w^n, \theta^n)\) of (SSP) and the solution \((\vartheta^n, \rho^n, u^n)\) of (FSP) (defined below) are already obtained.
Find \( (w^{n+1}, \theta^{n+1}) \) so that:

1. \( w^{n+1} \in W^{1,\infty}(n\Delta t, (n+1)\Delta t; L^2(\Gamma)) \cap L^\infty(n\Delta t, (n+1)\Delta t; H^2(\Gamma)) \),
   \( \alpha_1 w^{n+1} \in H^1(n\Delta t, (n+1)\Delta t; H^1(\Gamma)) \), \( \alpha_2 w^{n+1} \in W^{1,\infty}(n\Delta t, (n+1)\Delta t; H^1(\Gamma)) \),
   \( \theta^{n+1} \in L^\infty(n\Delta t, (n+1)\Delta t; L^2(\Gamma)) \cap L^2(n\Delta t, (n+1)\Delta t; H^1(\Gamma)) \).

2. \( w^{n+1}(n\Delta t, \cdot) = w^n(n\Delta t, \cdot) \), \( \partial_t w^{n+1}(n\Delta t, \cdot) = \partial_t w^n(n\Delta t, \cdot) \) and \( \theta^{n+1}(n\Delta t, \cdot) = \theta^n(n\Delta t, \cdot) \) in the weakly continuous sense in time.

3. The following structure heat equation

   \[
   (1 - \delta) \int_{n\Delta t}^{(n+1)\Delta t} \int_\Gamma \theta^{n+1} \delta \tau - \frac{\theta^{n+1} - T_\delta \tau n}{\Delta t} \psi
   = \int_{n\Delta t}^{(n+1)\Delta t} \int_\Gamma \nabla \theta^{n+1} \cdot \nabla \psi - \int_{n\Delta t}^{(n+1)\Delta t} \int_\Gamma \nabla \partial_t w^{n+1} \cdot \nabla \psi
   = \int_{n\Delta t}^{(n+1)\Delta t} \frac{d}{dt} \int_\Gamma \theta^{n+1} \psi
   \tag{3.21}
   \]

   holds for all \( \psi \in C^\infty((n\Delta t, (n+1)\Delta t] \times \Gamma) \).

4. The following plate equation

   \[
   (1 - \delta) \int_{n\Delta t}^{(n+1)\Delta t} \int_\Gamma \partial_t w^{n+1} \partial_t \psi - \delta \int_{n\Delta t}^{(n+1)\Delta t} \int_\Gamma \partial_t \psi - \frac{\partial_t w^{n+1} - T_\delta \tau \psi}{\Delta t}
   = \int_{n\Delta t}^{(n+1)\Delta t} \int_\Gamma \Delta w^{n+1} \psi - \alpha_1 \int_{n\Delta t}^{(n+1)\Delta t} \int_\Gamma \nabla \partial_t w^{n+1} \cdot \nabla \psi
   + \alpha_2 \int_{n\Delta t}^{(n+1)\Delta t} \int_\Gamma \nabla \partial_t w^{n+1} \cdot \nabla \psi
   = (1 - \delta) \int_{n\Delta t}^{(n+1)\Delta t} \frac{d}{dt} \int_\Gamma \partial_t w^{n+1} + \alpha_2 \int_{n\Delta t}^{(n+1)\Delta t} \frac{d}{dt} \int_\Gamma \partial_t w^{n+1} \cdot \nabla \psi
   \tag{3.22}
   \]

   holds for all \( \psi \in C^\infty((n\Delta t, (n+1)\Delta t] \times \Gamma) \).

5. The following energy inequality

   \[
   \frac{\delta}{2\Delta t} \int_{n\Delta t}^{t} \left( ||\partial_t w^{n+1} - T_\delta \tau n||^2_{L^2(\Gamma)} + ||\theta^{n+1}||^2_{L^2(\Gamma)} \right)
   + \frac{\delta}{2\Delta t} \int_{n\Delta t}^{t} \left( ||\theta^{n+1} - T_\delta \tau n||^2_{L^2(\Gamma)} + ||\theta^{n+1}||^2_{L^2(\Gamma)} \right)
   \leq \frac{1}{2} \int_{n\Delta t}^{t} \left( ||\partial_t w^{n+1}(n\Delta t)||^2_{L^2(\Gamma)} + \frac{\alpha_2}{2} \left| \nabla \partial_t w^{n+1}(t) \right|^2_{L^2(\Gamma)} + \frac{\delta}{2\Delta t} \int_{n\Delta t}^{t} ||\partial_t w^{n+1}||^2_{L^2(\Gamma)} \right)
   \tag{3.23}
   \]

   holds for all \( t \in (n\Delta t, (n+1)\Delta t] \).

**The fluid sub-problem (FSP):**

By induction on \( n \geq 0 \), assume that:

**Case** \( n = 0 \):
\( \rho^0(0, \cdot) := \rho_{0,\delta}(\cdot), \ (\rho u)^0(0, \cdot) := (\rho(u))_{0,\delta}(\cdot), \ (\rho s(\rho, \theta))^0(0, \cdot) := (\rho_{0,\delta} s(\rho_{0,\delta}, \theta_{0,\delta})); \)

**Case** \( n \geq 1 \): the solution \( (\theta^n, \rho^n, u^n) \) of (FSP) and the solution \( (w^{n+1}, \theta^{n+1}) \) of (SSP) are already obtained.
Find \((\vartheta^{n+1}, \rho^{n+1}, u^{n+1})\) so that:

1. \(\rho^{n+1} \geq 0, \rho^{n+1} \in L^\infty([n\Delta t, (n+1)\Delta t]; L^2(\mathbb{R}^3)) \cap L^2_{loc}([n\Delta t, (n+1)\Delta t]; \mathbb{B}\backslash \Gamma^u(t)),\) for some \(q > \frac{5}{7}, \rho^{n+1} \in L^\infty([n\Delta t, (n+1)\Delta t]; L^4(\mathbb{R}^3)), \)
\(u^{n+1}, \nabla u^{n+1} \in L^2([n\Delta t, (n+1)\Delta t] \times B), (\rho u)^{n+1} \in L^\infty([n\Delta t, (n+1)\Delta t]; L^1(\mathbb{R}^3)), \)
\(\vartheta^{n+1} > 0\) a.e. in \((n\Delta t, (n+1)\Delta t) \times B, \vartheta^{n+1} \in L^\infty([n\Delta t, (n+1)\Delta t]; L^4(B)), \)
\(\vartheta^{n+1}, \nabla \vartheta^{n+1} \in L^2([n\Delta t, (n+1)\Delta t] \times B), \log \vartheta^{n+1}, \log \nabla \vartheta^{n+1} \in L^2([n\Delta t, (n+1)\Delta t] \times B), (p s)^{n+1}, (p s u)^{n+1}, \vartheta^{n+1} \in L^1([n\Delta t, (n+1)\Delta t] \times B). \)

2. \(\rho^{n+1}(n\Delta t) = \rho^n(n\Delta t), (\rho u)^{n+1}(n\Delta t) = (\rho u)^n(n\Delta t)\) in weakly continuous sense in time.

3. The renormalized continuity equation
\[
\int_{n\Delta t}^{(n+1)\Delta t} \int_B \rho^{n+1} B(\rho^{n+1})(\partial_t \varphi + u^{n+1} \cdot \nabla \varphi) = \int_{n\Delta t}^{(n+1)\Delta t} \int_B b(\rho^{n+1})(\nabla \cdot u^{n+1}) \varphi - \int_{n\Delta t}^{(n+1)\Delta t} \frac{d}{dt} \int_B \rho^{n+1} B(\rho^{n+1}) \varphi, \]
holds for all \(\varphi \in C^\infty([n\Delta t, (n+1)\Delta t] \times \mathbb{R}^3)\) and any \(b \in L^\infty(0, \infty) \cap C[0, \infty)\) such that \(b(0) = 0\) with \(B(x) = B(1) + \int_0^x \left( \int_B b(z) \, dz \right) \, dz,\)

4. The following momentum equation
\[
\int_{n\Delta t}^{(n+1)\Delta t} \int_B \rho^{n+1} u^{n+1} \cdot \partial_t \varphi \, dt + \int_{n\Delta t}^{(n+1)\Delta t} \int_B (\rho^{n+1} u^{n+1} \otimes u^{n+1}) : \nabla \varphi \, dt = \int_{n\Delta t}^{(n+1)\Delta t} \int_B p^{n+1}(\nabla \cdot u^{n+1}) \varphi - \int_{n\Delta t}^{(n+1)\Delta t} \int_B s^{n+1} \varphi \vartheta^{n+1} - \nabla \varphi \, dt \]
holds for all \(\varphi \in C^\infty([n\Delta t, (n+1)\Delta t] \times B)\) and \(\psi \in C^\infty(\Gamma_T)\) such that \(\gamma_{|\Gamma^{u+1}} \varphi = \psi\) on \(\Gamma_T,\)
where
\[
\nabla^{n+1} = \gamma_{|\Gamma^{u+1}} u^{n+1},
\]
\[
\sigma^{n+1}_q(\partial_t, \nabla u) := \mu^{n+1}_q(\partial_t)(\nabla u + \nabla^T u - \frac{2}{3} \nabla \cdot u) + \zeta^{n+1}_q(\partial_t)\nabla \cdot u,
\]
\[
\mu^{n+1}_q := \mu^{n+1}_q, \quad \nabla^{n+1} := \nabla^{n+1}, \quad p^{n+1}_q := p^{n+1}_q, \quad \psi = \int_{n\Delta t}^{(n+1)\Delta t} \int_B \rho^{n+1} u^{n+1} \cdot \varphi. \]
and
\[ \tau^{n+1} = \gamma |u^{n+1}| \psi^{n+1}, \quad s_q^{n+1} := s_q^{w^{n+1}}, \quad \kappa^{n+1}_\psi := \kappa^{w^{n+1}}_\psi, \]
with \( s_q^w \) and \( \kappa^w_\psi \) being defined in Section 3.

6. The following energy inequality
\[
\int_0^t \frac{1}{2} \rho^{n+1} |u^{n+1}|^2 + H^{n+1}_{\psi, \eta} + \frac{1}{\beta - 1} \left( \frac{\partial H^{n+1}_{\psi, \eta}}{\partial \rho} - H^{n+1}_{\psi, \eta}(\rho, 1) + \frac{\delta}{\beta - 1} (\rho^{n+1})^\beta \right)(t) \, dt + \int_{\Delta t} \left( \frac{\partial |u^{n+1}|^2 + |u^{n+1}|^2}{\partial t} + \frac{\delta}{\beta} \int_{\Delta t} \int_\Gamma \left( |\partial \psi^{n+1}|^2 + |\partial \psi^{n+1}|^2 \right) \right) \, dt \leq \int_{\Delta t} \left( \frac{\partial |u^{n+1}|^2 + |u^{n+1}|^2}{\partial t} + \frac{\delta}{\beta} \int_{\Delta t} \int_\Gamma \left( |\partial \psi^{n+1}|^2 + |\partial \psi^{n+1}|^2 \right) \right) \, dt,
\]
holds for any \( t \in [n\Delta t, (n+1)\Delta t] \), where \( e_q^{n+1} := e_q^{w^{n+1}} \), with \( e_q^w \) being defined in Section 3.

7. The total dissipation inequality
\[
\int_0^t \frac{1}{2} \rho^{n+1} |u^{n+1}|^2 + H^{n+1}_{\psi, \eta} + \frac{1}{\beta - 1} \left( \frac{\partial H^{n+1}_{\psi, \eta}}{\partial \rho} - H^{n+1}_{\psi, \eta}(\rho, 1) + \frac{\delta}{\beta} (\rho^{n+1})^\beta \right)(t) \, dt + \int_{\Delta t} \left( \frac{\partial |u^{n+1}|^2 + |u^{n+1}|^2}{\partial t} + \frac{\delta}{\beta} \int_{\Delta t} \int_\Gamma \left( |\partial \psi^{n+1}|^2 + |\partial \psi^{n+1}|^2 \right) \right) \, dt \leq \int_{\Delta t} \left( \frac{\partial |u^{n+1}|^2 + |u^{n+1}|^2}{\partial t} + \frac{\delta}{\beta} \int_{\Delta t} \int_\Gamma \left( |\partial \psi^{n+1}|^2 + |\partial \psi^{n+1}|^2 \right) \right) \, dt,
\]
holds for any \( t \in [n\Delta t, (n+1)\Delta t] \), where the approximate Helmholtz function is defined as
\[ H^{n+1}_{\eta, \psi}(\rho, \phi) := \rho (e_q^{n+1}(\rho, \phi) - \bar{\psi} s_q^{n+1}(\rho, \phi)) \]
for some positive constant \( \bar{\psi} > 0 \).

and \( \bar{\psi} \) is chosen so that \( \int_B \rho - \bar{\psi} = 0 \) for a.a. \( t \in (0, T) \).

### 3.5 Solving the sub-problems

Here, we give a brief explanation how the each of the sub-problems is solved and how the estimates they satisfy are obtained.

First, in order to solve (SSP), one can span \( w^{n+1}, \theta^{n+1} \) in finite Galerkin bases, then solve the problem by the standard ODE theory (see for example [58, Lemma 3.1]), while the inequality (3.23) (in finite bases it is actually an equality) is obtained by choosing \( \bar{\psi} = \theta^{n+1} \) in (3.21) and \( \psi = \partial w^{n+1} \) in (3.22) and summing up these two identities, where the identity \( 2(a - b)b = a^2 - b^2 - (a - b)^2 \) is also used. Then, it is a routine matter to pass to the limit in the number of basis functions to prove the desired result.

Next, to solve (FSP), notice that this system is almost the same as in [31, Definition 3.1], where \( e \) is replaced by \( \frac{\delta}{\beta} \) and there is an additional penalization term in the entropy equation (3.25)
\[
\delta \int_{n\Delta t}^{(n+1)\Delta t} \int_\Gamma \frac{\tau^{n+1} - \theta^{n+1}}{\Delta t} \psi. \tag{3.28}
\]
To obtain a solution of (FSP), one can use [31, Theorem 3.1] (which is proved as [15, Theorem 3.1]), where the above penalization term (3.28) can be dealt with as follows. At the highest level of approximation (see [15, Section 3.4]), where fluid velocity is spanned in a finite Galerkin basis and the continuity
equation is damped, the entropy inequality is replaced by the internal energy equation \[15, (3.55)\] with the modified penalization term defined on entire \(B\) as
\[
\delta \varphi \xi \theta^{n+1} \frac{\partial \theta^{n+1} - \theta^{n+1}}{\Delta t}, \quad \xi > 0.
\]
(3.29)
Here, \(\varphi \xi \in C^\infty_0([0, T] \times B)\) is a non-negative function such that \(\varphi \xi \to \delta_{\mu \nu + 1}\) as \(\xi \to 0,\)
\[
\theta^{n+1}_\xi := \int_0^T \int_B \iota \theta(t, X, Y) \Phi^{-1}_{\mu \nu + 1}(t, X, Y) d\tau dY
\]
where \(\iota\) is a standard time-space mollifying kernel, and \(\Phi_{\mu \nu + 1}\) is the boundary flow function defined in (1.1). Note that \(\theta^{n+1}_\xi \in C^\infty([0, T] \times B)\) and for \(\xi\) small enough vanishes on \(\partial B.\) Moreover, the term given in (3.29) is regular enough and compatible with the comparison principle (see [15, Lemma 3.2]), which ensures the positivity of the approximate fluid temperature at this approximation level. Now, we can solve this penalized internal energy equation by treating the term (3.29) as a compact perturbation, while the continuity equation and penalized momentum equation can be solved in the same way, so the approximate solution of the entire penalized fluid system follows by the fixed-point argument. The internal energy equation is then divided by \(\theta^{n+1},\) and we can pass the Galerkin limit together with \(\xi \to 0,\) by which the penalization term (3.29) becomes (3.28). Afterwards, in the limiting system, the vanishing density damping limit is done and we obtain our solution of (FSP).

Next, in order to obtain the solutions of (SSP) and (FSP) inductively on the whole time interval \([0, T],\) it is enough to prove the uniform estimates on the time interval \([0, n \Delta t].\) This will be the subject in the following section.

3.6 The uniform bounds of the approximate solutions

Assume that, inductively, we have solved the structure sub-problem and the fluid sub-problem on \([0, m \Delta t],\) for some \(1 \leq m \leq N - 1.\) Let us denote, for simplicity,
\[
g(t) := g^{n+1}(t), \quad t \in [n \Delta t, (n+1) \Delta t],
\]
where \(g\) is one of the functions \(\vartheta, \rho, u, w, \theta,\) and
\[
\mathcal{S}_\vartheta \varphi := \mathcal{S}_\varphi^{n+1}, \quad \mu_w \varphi := \mu_w^{n+1}, \quad \zeta_w := \zeta_w^{n+1}, \quad \sigma_w \varphi := \sigma_w^{n+1}, \quad p_{\varphi, \xi} := p_{\varphi, \xi}^{n+1}, \quad H_{\varphi}^{n+1} := H_{\varphi}^{n+1}, \quad \text{for } t \in [n \Delta t, (n+1) \Delta t], 0 \leq n \leq N - 1.
\]

Now, for \(n \leq m - 2,\) sum (3.23) and (3.26) at times \((n+1) \Delta t,\) sum over \(n = 1, ..., m - 2,\) then add (3.23) and (3.26) at time \(t \in [(m - 1) \Delta t, m \Delta t],\) and by telescoping, one obtains
\[
\int_B \left( \frac{1}{2} \rho \varphi u^2 + \rho \varphi u \cdot \varphi \vartheta + \frac{\delta}{\beta - 1} \rho \varphi u^2 \right)(t) + \lambda \int_0^t \int_B \varphi u^5 + \frac{1}{2} ||\partial_t w(t)||^2_{L^2(\Omega)} + \frac{1}{2} ||\Delta w(t)||^2_{L^2(\Omega)} + \frac{\alpha_2}{2} ||\nabla \partial_t w(t)||^2_{L^2(\Omega)} + \frac{\delta}{\beta - 1} ||\nabla \partial_t w(t)||^2_{L^2(\Omega)} + \frac{\delta}{2 \Delta t} \int_{(m-1) \Delta t}^{(m-1) \Delta t} ||T_{\Delta t} T||^2_{L^2(\Omega)} + \frac{\delta}{2 \Delta t} \int_{(m-1) \Delta t}^{(m-1) \Delta t} ||T_{\Delta t} T||^2_{L^2(\Omega)}
\]
\[
\leq \int_B \left( \frac{1}{2} \rho_{\varphi, \xi} \varphi |u|_0^2 + \rho_{\varphi, \xi} \varphi \vartheta (\partial_0, \varphi, \vartheta, \rho, \delta) + \frac{\delta}{\beta - 1} \rho_{0, \xi} \delta \right) + \frac{\alpha_2}{2} ||\nabla \partial_0 \varphi||^2_{L^2(\Omega)} + \frac{1}{2} ||\partial_t \varphi||^2_{L^2(\Omega)} + \frac{1}{2} ||\Delta \varphi||^2_{L^2(\Omega)} + \frac{\alpha_2}{2} ||\nabla \varphi||^2_{L^2(\Omega)} + \frac{1}{2} ||\theta_{0, \xi}||^2_{L^2(\Omega)},
\]
(3.31)
and similarly for the total dissipation inequality (3.27)
\[
\int_B \left( \frac{1}{2} \rho |u|^2 + H_{w \nu}(\rho, \theta) - (\rho - \bar{\rho}) \frac{\partial H_{w \nu}(\bar{\rho}, 1)}{\partial \rho} - H_{w \nu}(\bar{\rho}, 1) \right) dt
+ \lambda \left[ \int_0^T \int_B g^5 + \int_0^T \int_B \left( \frac{\partial}{\partial \theta} (g, \nabla \nu u) : \nabla u + \frac{\kappa_w^\theta(\theta, \nabla \theta)^2}{\theta} \right) dt \right]
+ \frac{\alpha_w^2}{2} \left[ |\nabla \omega_\nu(t)|^2 \right]_{L^2(G)} + \frac{1}{2} \left[ |\nabla \nu w(t)|^2 \right]_{L^2(G)} + \frac{1}{2} \left[ |\nabla \nu \tau(t)|^2 \right]_{L^2(G)}
\]
\[
\frac{\delta}{2} \int_{(m-1)\Delta t}^t \left[ |\nabla \theta(t)|^2 \right]_{L^2(G)} + \frac{\delta}{2} \int_{(m-1)\Delta t}^t \left[ |\nabla \theta(t)|^2 \right]_{L^2(G)} + \frac{\delta}{2} \int_{(m-1)\Delta t}^t \left[ |\nabla \theta(t)|^2 \right]_{L^2(G)}
\]
\[
\leq \int_B \left( \frac{1}{2\rho_0, \delta} |(\rho u)_{0, \delta}|^2 + H_{w \nu}(\rho_0, \theta_{0, \delta}) - (\rho - \bar{\rho}) \frac{\partial H_{w \nu}(\bar{\rho}, 1)}{\partial \rho} - H_{w \nu}(\bar{\rho}, 1) \right) dt
+ \frac{\delta}{\beta - 1} \left[ |\nabla \omega_\nu(t)|^2 \right]_{L^2(G)} + \frac{1}{2} \left[ |\nabla \omega_\nu(t)|^2 \right]_{L^2(G)} + (1 - \delta) \left( \int_0^T \left[ |\theta(t)|^2 \right]_{L^2(G)} + \int_0^T \left[ |\tau(t)|^2 \right]_{L^2(G)} \right)
\]
\[
(3.32)
\]
Note that the last two terms can be controlled as
\[
(1 - \delta) \left( \int_0^T \left[ |\theta(t)|^2 \right]_{L^2(G)} + 2(1 - \delta) \left[ |\theta_0, \delta| \right]_{L^2(G)} + C(G),
\]
and
\[
\delta \int_0^T \left[ |\theta_0, \delta| \right]_{L^2(G)} \leq \delta \int_0^T \left[ |\theta_0, \delta| \right]_{L^2(G)} + \frac{\delta}{4\Delta t} \int_0^T \left[ |\theta_0, \delta| \right]_{L^2(G)} + \frac{\delta}{4\Delta t} \int_0^T \left[ |\theta_0, \delta| \right]_{L^2(G)} + \frac{\delta}{4\Delta t} \int_0^T \left[ |\theta_0, \delta| \right]_{L^2(G)}
\]
where \( |\theta_0, \delta| \) is uniformly bounded from (3.31).

By means of the uniform bounds (3.31) and (3.32), we can inductively obtain the approximate solutions \((\theta, \rho, u, w, \theta)\) on the time interval \([0, T]\) which satisfy the following approximation problem and the corresponding uniform estimates. Notice that the approximate solution \((\theta, \rho, u, w, \theta)\) depends on parameters \(\Delta t, \eta, \omega, \nu, \lambda, \beta, \delta\). However, to avoid cumbersome notation we will not write these parameters explicitly as the indices. If it is not otherwise stated, all estimates are uniform in all parameters and generic constant \(C\) does not depend on the parameters.

In order to pass to the limit in \(\Delta t\) we first write the weak forms of renormalized continuity equation, coupled momentum equation and coupled entropy balance which is satisfied by the approximate solutions. The renormalized equation is obtained directly from the definition of the approximate solutions since it involves only the quantities from the fluid sub-problem. For the other two, let us fix the admissible pair of test functions \((\varphi, \psi)\). To obtain the momentum equation, sum (3.24) tested by \((\varphi|_{n\Delta t, (n+1)\Delta t}), \psi|_{n\Delta t, (n+1)\Delta t}\) and (3.22) tested by \(\psi|_{n\Delta t, (n+1)\Delta t}\) and finally sum over \(n = 1, \ldots, N - 1\). Similarly, the energy balance can be obtained by summing (3.25) tested by \((\varphi|_{n\Delta t, (n+1)\Delta t}), \psi|_{n\Delta t, (n+1)\Delta t}\) and (3.21) tested by \(\psi|_{n\Delta t, (n+1)\Delta t}\), and then summed over \(n = 1, \ldots, N - 1\). To summarize, the approximate solution satisfies the following equalities:

1. The renormalized continuity equation
\[
\int_0^T \int_B \rho B(\rho) (\partial_t \varphi + u \cdot \nabla \varphi) = \int_0^T \int_B b(\rho)(\nabla \cdot u) \varphi + \int_B \rho_0, \delta B(\rho_0, \delta) \varphi(0, \cdot),
\]
(3.33)
for all \(\varphi \in C_c^\infty([0, T] \times B)\) and any \(b \in L^\infty(0, \infty) \cap C[0, \infty)\) such that \(b(0) = 0\) with \(B(\rho) = B(1) + \int_0^1 \frac{b(t)}{\beta} dt\).
Lemma 3.3. We finish this subsection by summarizing uniform estimate in the following lemma which is a direct consequence of (3.32) and the properties of constitutive relations (see [15, 31] for more details).

**Lemma 3.3.** The approximate solutions constructed via the splitting scheme satisfy the following uniform (in all approximation parameters) estimates

\[ \delta \int_0^T \left( ||\tau - \theta||^2_{L^2(\Gamma)} + ||v - \partial_t w n||^2_{L^2(\Gamma)} \right) \leq C \Delta t, \]

\[ \text{ess sup}_{t \in (0,T)} \int_{\Gamma} \left[ |\partial_t w|^2 + |\Delta w|^2 + \alpha_2 |\partial_t \nabla w|^2 + |\theta|^2 \right] \leq C, \]

\[ \int_0^T \int_{\Gamma} \alpha_1 |\partial_t \nabla w|^2 + |\nabla \theta|^2 \leq C, \]

\[ \text{ess sup}_{t \in (0,T)} \int_B \left[ a^w_n \partial^4 + \rho \frac{\partial^2}{\partial \theta^2} \right] \leq C \text{ ess sup}_{t \in (0,T)} \int_B \rho a^w_n (\rho, \theta) \leq C, \]

\[ ||\theta||_{L^2(0,T; H^1(B))} + ||\log \theta||_{L^2(0,T; H^1(B))} \leq C, \quad \text{for } \gamma \in [1,3/2], \]

\[ \int_0^T \int_B \frac{1}{\varrho} \left( S^w_n (\varrho, \nabla u) : \nabla u + \frac{\kappa^w_n (\varrho) |\nabla \theta|^2}{\varrho} \right) \leq C, \]
\[ \|u\|_{L^2(0,T;L^\infty(B))} \leq C \|u\|_{L^2(0,T;H^1(B))} \leq \frac{C}{\epsilon}, \quad (3.44) \]
\[ \|\rho u\|_{L^\infty(0,T;L^2(B))} \leq C, \quad (3.45) \]
\[ \|\rho u \otimes u\|_{L^2(0,T;L^\infty(B))} \leq \frac{C}{\epsilon}, \quad (3.46) \]

and
\[ \|\rho w^w(\rho, \eta)\|_{L^p((0,T) \times B)} + \|\rho w^w(\rho, \eta)u\|_{L^q((0,T) \times B)} + \left\| \frac{K^w_\eta(\partial)}{\rho} \nu \right\|_{L^r((0,T) \times B)} \leq C(\nu, \omega, \lambda), \quad (3.47) \]

for some \( p, q, r > 1 \).

Further, improved pressure estimates based on the Bogovski operator
\[ \int_O \rho w^w(\rho, \theta) \rho \leq C(O) \quad (3.48) \]
holds for any \( O \in [0,T] \times (\overline{B \setminus \Gamma^w(t)}) \) which is Lipschitz in space. Here, \( \epsilon \in (0,1/9) \) and does not depend on any of the approximation parameters.

Finally, based on the uniform boundedness of \( w \) in \( W^{1,\infty}(0,T;L^2(\Gamma)) \cap L^\infty(0,T;H^2(\Gamma)) \) and the embedding (see [29, Lemma 2.2]):
\[ W^{1,\infty}(0,T;L^2(\Gamma)) \cap L^\infty(0,T;H^2(\Gamma)) \hookrightarrow C^{0,\alpha}(0,T;C^{0,1-2\alpha}(\Gamma)) \quad \text{for} \quad 0 < \alpha < 1/2, \]
the lifespan of the solution \( T > 0 \) can be chosen small enough so that
\[ \|w(t,x)\| \geq |w_0(x)| - |w(t,x) - w_0(x)| \geq \min_{x \in \Gamma} w_0 - CT^\frac{1}{4} =: m > a_{\partial\Omega}, \]
\[ |w(t,x)| \leq |w_0(x)| + |w(t,x) - w_0(x)| \leq \max_{x \in \Gamma} w_0 + CT^\frac{1}{4} =: M < b_{\partial\Omega}, \quad (3.49) \]
for all \( (t,x) \in \Gamma_T \), where \( a_{\partial\Omega}, b_{\partial\Omega} \) are defined in (1.1).

In the remainder of this paper, the goal is to remove all the approximation layers in the system defined in the previous section, in order to prove the Theorem 1.1. This will be done in the following order:
\[ \Delta t \to 0, \quad \eta, \omega, \nu, \lambda \to 0, \quad \delta \to 0. \]

First, we will analyse the penalization/splitting limit \( \Delta t \to 0 \). Thus we denote the approximate solutions from the previous section as \( (\partial_{\Delta t}, \rho_{\Delta t}, u_{\Delta t}, w_{\Delta t}, \theta_{\Delta t}) \). The goal is to pass to the limit the equations (3.33), (3.34) and (3.35).

### 3.7 Convergences based on uniform estimates

First, (3.36) gives us that \( \partial_{\Delta t}w_{\Delta t} \to \partial_aw, \quad v_{\Delta t} \to \partial_aw \) and \( \theta_{\Delta t}, \tau_{\Delta t} \to \theta \) in \( L^2(\Gamma_T) \), which implies
\[ \int_0^T \int_{\Gamma} \frac{v_{\Delta t} \cdot n - T_{\Delta t}v_{\Delta t} \cdot n}{\Delta t} \psi \]
\[ = - \int_0^{\Delta t} \int_{\Gamma} v_{\Delta t} \cdot n \frac{T_{\Delta t} - \psi}{\Delta t} + \frac{1}{\Delta t} \int_{T-\Delta t}^T \int_{\Gamma} v_{\Delta t} \cdot n\psi - \frac{1}{\Delta t} \int_0^{\Delta t} \int_{\Gamma} v_{\Delta t} \cdot n\psi \]
\[ \to - \int_0^T \int_{\Gamma} \partial_t w \partial_t \psi - \int_0^T \int_{\Gamma} v_0 \psi(0,\cdot), \quad \text{as} \ \Delta t \to 0, \quad \forall \psi \in C^\infty_c([0,T) \times \Gamma) \]
and similarly,
\[ - \int_0^T \int_{\Gamma} \frac{\tau_{\Delta t} - T_{\Delta t}T_{\Delta t}}{\Delta t} \psi \to - \int_0^T \int_{\Gamma} \theta \partial_t \psi - \int_0^T \int_{\Gamma} \theta \psi(0,\cdot), \quad \text{as} \ \Delta t \to 0, \quad \forall \psi \in C^\infty_c([0,T) \times \Gamma). \]
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Therefore we have:

\[-\delta \int_{\Gamma} \frac{\mathbf{v} \cdot \mathbf{n} - T_{\Delta t} \mathbf{v} \cdot \mathbf{n}}{\Delta t} \psi + (1 - \delta) \int_{\Gamma} \partial_{t} w \partial_{t} \psi - (1 - \delta) \int_{0}^{T} \frac{d}{dt} \int_{\Gamma} \partial_{t} w \psi \to \int_{0}^{T} \int_{\Gamma} \partial_{t} w \partial_{t} \psi + \int_{\Gamma} w_{0} \psi(0, \cdot),\]

\[-\delta \int_{0}^{T} \int_{\Gamma} \frac{\mathbf{v} - T_{\Delta t} \mathbf{v}}{\Delta t} \psi - (1 - \delta) \int_{0}^{T} \int_{\Gamma} \partial_{t} \theta_{t} \psi + (1 - \delta) \int_{0}^{T} \int_{\Gamma} \theta \partial_{t} \psi \to \int_{0}^{T} \int_{\Gamma} \theta \partial_{t} \psi + \int_{\Gamma} \theta_{0} \psi(0, \cdot).\]

Now, from (3.37), \( w_{\Delta t} \in W^{1, \infty}(0, T; L^{2}(\Gamma)) \cap L^{\infty}(0, T; H^{2}(\Gamma)) \hookrightarrow C^{0, \alpha}(0, T; C^{0, 1 - 2\alpha}(\Gamma)), \) \( 0 < \alpha < \frac{1}{2}, \) so

\[w_{\Delta t} \to w, \quad \text{in } C_{w}([-T, T] \times \Gamma),\] (3.50)

which implies

\[\left| (\Omega^{w_{\Delta t}} \setminus \Omega^{w}) \cup (\Omega^{w} \setminus \Omega^{w_{\Delta t}}) \right| \to 0, \quad \text{in } C_{w}([-T, T]),\] (3.51)

and

\[w_{\nu}^{w_{\Delta t}} \to w_{\nu}^{w}, \quad \text{in } C_{w}([-T, T] \times B),\]
\[\chi_{\nu}^{w_{\Delta t}} \to \chi_{\nu}^{w}, \quad \chi_{\eta}^{w_{\Delta t}} \to \chi_{\eta}^{w}, \quad \text{in } L^{\infty}([-T, T] \times B).\] (3.52)

The uniform bounds (3.41) and (3.42) directly give us

\[\rho_{\Delta t} \rightharpoonup \rho, \quad \text{weakly* in } L^{\infty}(0, T; L^{\frac{2}{3}}(B)),\]
\[\vartheta_{\Delta t} \rightharpoonup \vartheta, \quad \text{weakly* in } L^{\infty}(0, T; L^{4}(B)),\]
\[\vartheta_{\Delta t} \rightharpoonup \vartheta, \quad \text{weakly in } L^{2}(0, T; H^{1}(B)).\]

Now, the continuity equation (3.11) together with (3.39) yield

\[\rho_{\Delta t} \rightharpoonup \rho, \quad \text{in } C_{w}([-T, T]; L^{\frac{2}{3}}(B)),\]

while (3.44) implies

\[u_{\Delta t} \rightharpoonup u, \quad \text{weakly in } L^{2}(0, T; H_{0}^{1}(B)),\] (3.53)

which together give rise to

\[\rho_{\Delta t} u_{\Delta t} \rightharpoonup \rho u, \quad \text{weakly* in } L^{\infty}(0, T; L^{\frac{2}{3}}(B))\]

by the compact imbedding of \( L^{\frac{2}{3}}(B) \) into \( H^{-1}(B) \) and the uniform bounds (3.39), (3.44). Thus, we infer that

\[\rho_{\Delta t} u_{\Delta t} \rightharpoonup \rho u, \quad \text{weakly* in } C_{w}([0, T]; L^{\frac{2}{3}}(B)).\]

Finally, by the momentum equation (3.12), (3.45) and the compact imbedding of \( L^{\frac{2}{3}}(B) \) into \( H^{-1}(B), \) one obtains

\[\rho_{\Delta t} u_{\Delta t} \rightharpoonup \rho u, \quad \text{in } L^{2}(0, T; H^{-1}(B)),\]

so by (3.53) and (3.46) one has

\[\rho_{\Delta t} u_{\Delta t} \otimes u_{\Delta t} \rightharpoonup \rho u \otimes u, \quad \text{in } L^{2}(0, T; L^{\frac{2}{3}}(B)).\]
3.8 Weak convergence of the pressure

Using the estimates (3.48), (3.51) and (3.52), one has

$$p_{ν,δ}^{w,Δt}(ρ_{Δt},θ_{Δt}) = p_M(ρ_{Δt},θ_{Δt}) + \frac{α_ν}{3}θ_{Δt}^3 + δ_ν^2 → \overline{p_M(ρ,θ)} + \frac{α_ν}{3}θ^3 + δθ^2,$$

weakly in $L^1(O)$ for any $O ∈ [0, T] × B$ such that $O ∩ ([0, T] × Γ^w(t)) = ∅$, where bar notation from now on denotes the weak limit. The idea is to take a sequence of compact sets $\{O_i\}_{i∈N}$ such that

$$O_i ∩ ([0, T] × Γ^w(t)) = ∅, O_i ⊂ O_{i+1}, O_i → [0, T] × B as i → ∞,$$

in order to obtain a weak limit of $p_{ν,δ}^{w,Δt}(ρ_{Δt},θ_{Δt})$ on the entire set $[0, T] × B$. The key issue is that this convergence doesn’t exclude a possible concentration of $L^1$ norm of $p_{ν,δ}^{w,Δt}(ρ_{Δt},θ_{Δt})$ as $Δt → 0$ that may result in a measure appearing at the moving boundary $Γ^w$, which is then felt by test functions that do not vanish at the moving boundary, unlike the case in [31] (comprehensible description of the idea may be found in [15, Section 2.2.6]). To deal with this issue, we can use the approach developed in [33] which was later adapted to the fluid-structure interaction framework in [5]:

**Lemma 3.4.** For any given $κ > 0$, there exists a $(Δt)_0 > 0$ and $A_κ ⊂ (0, T) × B$ such that for all $Δt < (Δt)_0$

$$A_κ ∩ ([0, T] × Γ^{w,Δt}) = ∅, \int_{((0,T)×B)\backslash A_κ} p_{ν,δ}^{w,Δt}(ρ_{Δt},θ_{Δt}) ≤ κ.$$

**Proof.** The proof can be carried out in the same way as in [5, Lemma 7.4], since all the fluid terms in the coupled momentum equation (except the pressure) are the same and the corresponding integrants are bounded in at least $L^1(0, T; L^p(B))$ for some $p > 1$. For reader’s convenience, we present the proof here.

The key idea is to construct a test function which has an arbitrarily large and positive divergence near the boundary $Γ^{w,Δt}$. First, let $f ∈ C^∞_0(ℝ)$ be a function satisfying

$$0 ≤ f ≤ 1, \text{ supp } f ∈ (a_0, b_0), f = 1 \text{ in a neighbourhood of } [m, M],$$

where $m, M$ are defined in (3.49), and fix $K > 0$ small enough such that that

$$f ≡ 1 \text{ on } [m - \frac{1}{K}, M + \frac{1}{K}]. \quad (3.54)$$

We define

$$ϕ^K_{Δt}(t, X) := f(d(X)) × \begin{cases} \min \{K(d(X) - w_{Δt}(t, π(X))), 1\}n(π(X)), & \text{on } [0, T] × N^K_a, \\ 0, & \text{on } [0, T] × (B \backslash N^K_a), \end{cases}$$

where $d, π$ and $N^K_a$ are defined in (5.9), (5.8), (5.7), and

$$S^K(t) := \{X : |d(X) - w(t, π(X))| < 1/K\}.$$

Note that using the property (3.54) and the definition of the space $S^K(t)$, we have $f(d(X)) = 1$ on $[0, T] × S^K(t)$. Moreover, we have $ϕ^K_{Δt} = 0$ on $[0, T] × Γ^w(t)$.

Now, denote by $τ_1(X)$ and $τ_2(X)$ the orthogonal tangential vectors at point $X ∈ Γ$. We have on $[0, T] × S^K(t)$:

$$\nabla · ϕ^K_{Δt}(t, X) = \partial_{n(π(X))}ϕ^K_{Δt}(t, X) · n(π(X)) + \partial_{τ_1(π(X))}ϕ^K_{Δt}(t, X) · τ_1(π(X)) + \partial_{τ_2(π(X))}ϕ^K_{Δt}(t, X) · τ_2(π(X)) =: I_1 + I_2 + I_3.$$
The first term can be estimated in the following way
\[
I_1 = \left[ \partial_{\mathbf{n}(\pi(X))}f(d(X)) \right] \min \left\{ K(d(X) - w_{\Delta t}(t, \pi(X))), 1 \right\}
\]
\[
\begin{align*}
&= 0, \text{ on } [0, T] \times S_K(t) \\
&= f(d(X)) \left( \partial_{\mathbf{n}(\pi(X))} \min \left\{ K(d(X) - w_{\Delta t}(t, \pi(X))), 1 \right\} \right) = K, \text{ on } [0, T] \times S_K(t)
\end{align*}
\]
\[
= K,
\]
where we have used the relations
\[
\nabla d(X) = \mathbf{n}(\pi(X)), \quad \partial_{\mathbf{n}(\pi(X))}d(X) = 1, \quad \partial_{\mathbf{n}(\pi(X))}\pi(X) = 0.
\]

We estimate the second and third terms by
\[
|I_{i+1}| \leq \left( \partial_{\mathbf{r}(\pi(X))} f(d(X)) \right) \min \left\{ K(d(X) - w_{\Delta t}(t, \pi(X))), 1 \right\} |\mathbf{n}(\pi(X)) \cdot \mathbf{r}(\pi(X))|_{=0}^= + \left| f(d(X)) \right| \min \left\{ K(d(X) - w_{\Delta t}(t, \pi(X))), 1 \right\} \partial_{\mathbf{r}(\pi(X))} |\mathbf{n}(\pi(X)) \cdot \mathbf{r}(\pi(X))| \left| \leq c \right.
\]
for \( i = 1, 2 \). Thus,
\[
\nabla \cdot \varphi^K_{\Delta t} \geq K - c, \quad \text{on } [0, T] \times S_K(t).
\]

Next, one has the following for all \( p < \infty \)
\[
\| \nabla \varphi^K_{\Delta t} \|_{L^\infty(0, T; L^p(B \setminus S_K(t)))} \leq C \| \nabla \varphi^K_{\Delta t} \|_{L^\infty(0, T; L^p(B \setminus S_K(t)))} \leq C, \quad \text{(3.55)}
\]
\[
\| \nabla \varphi^K_{\Delta t} \|_{L^\infty(0, T; L^p(S_K(t)))} \leq C, \quad \text{(3.56)}
\]
\[
\partial_t \varphi^K_{\Delta t} = 0, \quad \text{on } [0, T] \times (B \setminus S_K(t)),
\]
\[
\nabla \cdot \varphi^K_{\Delta t} \leq C, \quad \text{on } [0, T] \times (B \setminus S_K(t)),
\]
\[
\| \partial_t \varphi^K_{\Delta t} \|_{L^\infty(0, T; L^p(S_K(t)))} \leq C(K + 1) \| \partial_t \varphi^K_{\Delta t} \|_{L^\infty(0, T; L^p(B \setminus S_K(t)))} \leq C(2 + 1), \quad \text{(3.57)}
\]
where \( C \) only depend on \( f, p, \Gamma \) and the initial energy. Now, choosing \( (\varphi, \psi) = (\varphi^K_{\Delta t}, 0) \) in (3.12) gives us
\[
\int_0^T \int_{S_K(t)} p_{\chi, \delta}^{w, t}(\rho_{\Delta t}, \vartheta_{\Delta t})(K - c) \leq \int_0^T \int_{S_K(t)} p_{\chi, \delta}^{w, t}(\rho_{\Delta t}, \vartheta_{\Delta t})(\nabla \cdot \varphi^K_{\Delta t})
\]
\[
= - \int_0^T \int_{B \setminus S_K(t)} p_{\chi, \delta}^{w, t}(\rho_{\Delta t}, \vartheta_{\Delta t})(\nabla \cdot \varphi^K_{\Delta t})
\]
\[
- \int_0^T \int_B \rho_{\Delta t} \mathbf{u}_{\Delta t} \cdot \partial_t \varphi^K_{\Delta t} - \int_0^T \int_B (\rho_{\Delta t} \mathbf{u}_{\Delta t} \otimes \mathbf{u}_{\Delta t}) : \nabla \varphi^K_{\Delta t}
\]
\[
+ \int_0^T \int_B \nabla \varphi^K_{\Delta t} : \nabla \varphi^K_{\Delta t} + \int_0^T \frac{d}{dt} \int_B \rho_{\Delta t} \mathbf{u}_{\Delta t} \cdot \partial_t \varphi^K_{\Delta t}
\]

The critical terms are the second and the third term on the right-hand side. We can bound the second term as:
\[
\int_0^T \int_B \rho_{\Delta t} \mathbf{u}_{\Delta t} \cdot \partial_t \varphi^K_{\Delta t} = \int_0^T \int_{S_K(t)} \rho_{\Delta t} \mathbf{u}_{\Delta t} \cdot \partial_t \varphi^K_{\Delta t}
\]
\[
\leq C \| \rho_{\Delta t} \mathbf{u}_{\Delta t} \|_{L^\infty(0, T; L^\frac{p}{2}(B))} \| \nabla \|_{L^1(0, T; L^p(S_K(t)))} (K + 1) \leq C K^{-\frac{7}{2}} (K + 1), \quad \text{(3.58)}
\]
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where we have used the estimates (3.45), (3.57) and the fact that $|S_K(t)| \leq CK^{-1}$. Next, from (3.55), (3.56), (3.46), one has
\[
\begin{align*}
& \int_0^T \int_B (\rho_{\Delta t} u_{\Delta t} \otimes u_{\Delta t}) : \nabla \Phi_{\Delta t}^K \\
& = \int_0^T \int_{S_K(t)} (\rho_{\Delta t} u_{\Delta t} \otimes u_{\Delta t}) : \nabla \Phi_{\Delta t}^K + \int_0^T \int_{B \setminus S_K(t)} (\rho_{\Delta t} u_{\Delta t} \otimes u_{\Delta t}) : \nabla \Phi_{\Delta t}^K \\
& \leq C|\rho_{\Delta t} u_{\Delta t} \otimes u_{\Delta t}|_{L^2(0,T;L^\infty(B))} \left[ (K+1)\|1\|_{L^2(0,T;L^\infty(S_K(t)))} + 1 \right] \leq C(K^{-\frac{1}{2}}(K + 1) + 1).
\end{align*}
\]
Noticing that the remaining terms can be bounded in a similar fashion, we conclude
\[
\int_0^T \int_{S_K(t)} \rho_{\Delta t}^{2-\gamma} (\rho_{\Delta t}, \theta_{\Delta t}) \leq C \frac{K^{-\frac{1}{2}}(K + 1) + 1}{K - c},
\]
for a $j > 0$, so we can always choose $K > 0$ large enough such that
\[
\frac{C(1 + 4\Phi^{(1)}(K + 1) + 1)}{K - c} \leq k,
\]
for any $k > 0$. Now, the proof follows for $A_\kappa = (0, T) \times (B \setminus S_K(t))$. \hfill \Box

**Corollary 3.5.** The above lemma also holds with assumptions $\alpha_1 = \alpha_2 = 0$ and $p(\rho, \vartheta) = \rho^\gamma + \rho^\delta + \frac{\alpha}{2}\vartheta^4$, for some $\gamma > 12/7$.

**Proof.** In this case, the only difference is in closing the estimate in (3.58). With the information we have here, we can conclude (see [37, Corollary 2.9])
\[
\int_0^T \|\partial_t w_{\Delta t}\|^2_{L^r(\Gamma)} \leq C(s, \|w_{\Delta t}\|_{L^\infty(0,T;H^2(\Gamma))}) \int_0^T \|u_{\Delta t}\|^2_{H^1(\Omega;\Omega^*(t))} \leq C,
\]
for any $s < \frac{1}{2}$, so
\[
\|\partial_t w_{\Delta t}\|_{L^2(0,T;L^r(\Gamma))} \leq C(r),
\]
for any $r < 4$, by the imbedding of Sobolev spaces. This finally gives us
\[
\|\partial_t \Phi_{\Delta t}^K\|_{L^2(0,T;L^r(S_K(t)))} \leq C(K + 1)\|\partial_t w_{\Delta t}\|_{L^\infty(0,T;L^r(\Gamma))} \leq C(K + 1)
\]
so we can bound
\[
\begin{align*}
& \int_0^T \int_B (\rho_{\Delta t} u_{\Delta t} \cdot \partial_t \Phi_{\Delta t}^K) = \int_0^T \int_{S_K(t)} (\rho_{\Delta t} u_{\Delta t} \cdot \partial_t \Phi_{\Delta t}^K) \\
& \leq C\|\rho_{\Delta t} u_{\Delta t}\|_{L^\infty(0,T;L^\infty(S_K(t)))} \|\partial_t \Phi_{\Delta t}^K\|_{L^2(0,T;L^r(S_K(t)))} \\
& \leq CK^{-\frac{1}{2}}(K + 1).
\end{align*}
\]
for some $q < \infty$ and $r < 4$ such that
\[
\frac{\gamma + 1}{2\gamma} + \frac{1}{q} + \frac{1}{r} = 1.
\]
Note that such $q$ always exists due to condition $\gamma > 12/7$. \hfill \Box

**Remark 3.2.** (1) The above lemma and remark reflect the only difference in the analysis for these two fluid models. The only reason we need $\alpha_1 + \alpha_2 > 0$ is to close the estimate (3.58), since in our case we only have $p \in L^\infty(0,T;L^2(\mathbb{R}^3))$, so $\partial_t w_{\Delta t} \in L^2(0,T;L^r(\Gamma))$, $r < 4$, is not enough (in 2D case, $\alpha_1 + \alpha_2 = 0$ is enough, due to stronger imbedding results).

(2) A careful reader would have noticed that we also need $\alpha_1 + \alpha_2 > 0$ in the proof of Lemma 3.1, since the regularity $\partial_t \nabla w \in L^2(\Gamma)$ is also required there. However, once we prove that $\rho|_{[0,T]}(\alpha^*(t), \cdot) = 0$ for a.a. $t \in (0, T)$, it will hold throughout the later convergences. This means that in the case $\alpha_1 = \alpha_2 = 0$ and $p(\rho, \vartheta) = \rho^\gamma + \rho^\delta + \frac{\alpha}{2}\vartheta^4$, for some $\gamma > 12/7$, we can deal with this issue by adding, say, a term $-\delta \partial_t \nabla w \cdot \nabla \psi$ to the coupled momentum equation (3.12).
3.9 Pointwise convergence of the fluid density and the fluid temperature

In order to identify the limits of the remaining terms in (3.11), (3.12) and (3.13), it is enough the prove a.e. convergence of $\vartheta_{\Delta t}$ and $\rho_{\Delta t}$.

First, let

$$U_{\Delta t} := \left[ \rho_{\Delta t} s_{\eta}^w (\rho_{\Delta t}, \vartheta_{\Delta t}), \rho_{\Delta t} s_{\eta}^w (\rho_{\Delta t}, \vartheta_{\Delta t}) \mathbf{u}_{\Delta t} - \frac{\kappa_{\nu}^w (\vartheta_{\Delta t})}{\vartheta_{\Delta t}} \nabla \vartheta_{\Delta t} \right],$$

$$W_{\Delta t} := [G(\vartheta_{\Delta t}), 0, 0, 0],$$

where $G$ is a bounded and Lipschitz function on $[0, \infty)$. In order to apply div-curl lemma, one should note that we cannot deal with the boundary terms in the coupled entropy balance (3.13), so we need to use this lemma locally. Fix $O \Subset (0, T) \times B$ such that $O \cap \{(0, T) \times \Gamma_{\infty}^w (t)\} = \emptyset$, for all $\Delta t \leq (\Delta t)_0$. From (3.47), $U_{\Delta t} \in L^p (O)$ for some $p > 1$, while one easily has that $W_{\Delta t}$ is bounded in $L^\infty (O)$ and that $\operatorname{Curl}_{t,x} W_{\Delta t}$ is precompact in $W^{-1,s} (O)$, for some $s > 1$. Now, in order to prove the precompactness of $\operatorname{Div}_{t,x} U_{\Delta t}$, let $\varphi \in C^\infty_c (O)$. One has from (3.13)

$$\int_O \operatorname{Div}_{t,x} U_{\Delta t} \varphi = -\langle \sigma_{\omega, \nu} ; \varphi \rangle_{[\mathcal{M}, C]([0,T] \times O)} + \int_O \lambda \vartheta^4 \varphi \leq C \| \varphi \|_{C_0 (O)} \leq C \| \varphi \|_{W^{m, p} (O)},$$

for some $m < 1$ and $p > 4$. Thus, $\operatorname{Div}_{t,x} U_{\Delta t}$ is bounded in $W^{-m, p^*} (O)$ and therefore precompact in $W^{-1,s} (O)$, for $s \in [1, 4/3]$. Since any $O^{'} \Subset (0, T) \times B$ such that $O^{'} \cap \{(0, T) \times \Gamma_{\infty}^w (t)\} = \emptyset$ is a subset of some $O$ defined above (existence of the corresponding $(\Delta t)_0$ follows by (3.50)), we can conclude by the div-curl lemma

$$\rho s_{\eta}^w (\rho, \vartheta) G(\vartheta) = \rho s_{\eta}^w (\rho, \vartheta) \overline{G(\vartheta)}, \quad \text{a.e. in } (0, T) \times B. \quad (3.59)$$

The next step is to show

$$\rho s_M (\rho, \vartheta) G(\vartheta) \geq \rho s_M (\rho, \vartheta) \overline{G(\vartheta)}, \quad \vartheta^3 \overline{G(\vartheta)} \geq \overline{\vartheta^3 G(\vartheta)} \quad (3.60)$$

for any continuous and increasing function $G$. This part can be done by application of theory of parametrized Young measures (see [15, Section 3.6.2]). Combining (3.59) and (3.60)

$$\overline{\vartheta^3} = \overline{\vartheta^3 \vartheta}$$

which then by monotonicity of $x \mapsto x^4$ gives us

$$\vartheta_{\Delta t} \rightarrow \vartheta, \quad \text{a.e. in } (0, T) \times B. \quad (3.61)$$

In order to prove the pointwise convergence of the density, we use the convergence of the effective viscous flux, in particular:

**Lemma 3.6.** The equality

$$\lim_{\Delta t \rightarrow 0} \int_{Q_T^c} \varphi \left( p_M (\rho_{\Delta t}, \vartheta_{\Delta t}) - \left( \frac{4}{3} \mu (\vartheta_{\Delta t}) + \eta (\vartheta_{\Delta t}) \right) \operatorname{div} \mathbf{u}_{\Delta t} \right) \rho_{\Delta t} dx dt = \int_{Q_T^c} \varphi \left( p_M (\rho, \vartheta) - \left( \frac{4}{3} \mu (\vartheta) + \eta (\vartheta) \right) \operatorname{div} \mathbf{u} \right) \rho dx dt$$

holds for all $\varphi \in C^\infty_c ((0, T) \times (B \setminus \Gamma_{\infty}^w (t)))$.

**Proof.** The proof of this lemma does not differ from the one presented in [15, Section 3.6.5] and therefore we do not provide it here. Note that for every $\varphi \in C^\infty_c ((0, T) \times (B \setminus \Gamma_{\infty}^w (t)))$, there is a small enough $(\Delta t)_0$ such that for all $\Delta t \leq (\Delta t)_0$ (at least for a subsequence) one has $\varphi \in C^\infty_c ((0, T) \times (B \setminus \Gamma_{\infty}^w (t)))$, which is a direct consequence of (3.51).
Now it is sufficient to take $b(\rho) = \rho \log \rho$ in the renormalized continuity equation
\[
\partial_t b(\rho) + \text{div}(b(\rho)u) + (b'(\rho)\rho - b(\rho))\text{div}u = 0
\]
(note that this equation holds true for both $\rho$, $u$ and $\rho_{\Delta t}, u_{\Delta t}$) and we infer that
\[
\int_0^T \int_B \rho_{\Delta t}\text{div}u_{\Delta t} \, dx \, dt = \int_B \rho_0\log \rho_0 \, dx - \int_B \rho_{\Delta t}(\tau, \cdot) \log \rho_{\Delta t}(\tau, \cdot) \, dx
\]
and
\[
\int_0^T \int_B \rho \text{div}u \, dx \, dt = \int_B \rho_0\log \rho_0 \, dx - \int_B \rho(\tau, \cdot) \log \rho(\tau, \cdot) \, dx
\]
for every $\tau \in [0, T]$. Lemma 3.6 and the monotonicity of $p_M$ yield $\rho\text{div}u \geq \rho\text{div}u$ and therefore, with help of (3.62) and (3.63)
\[
\rho \log(\rho) = \rho \log(\rho)
\]
Due to the convexity of $\rho \mapsto \rho \log \rho$ we have just deduced that
\[
\rho_{\Delta t} \to \rho \quad \text{a.e. in } (0, T) \times B,
\]
so (3.61), (3.64) and (3.50) combined with the uniform estimates give rise to the following weak and strong convergences in $L^1((0, T) \times B)$
\[
\varphi_{\Delta t}^4 \to \varphi^4, \quad \kappa^w_{\varphi_{\Delta t}}(\varphi_{\Delta t})\nabla \varphi_{\Delta t} \to \kappa^w_{\varphi} \nabla \varphi
\]
\[
p_{\varphi_{\Delta t}, \delta}^w(\rho_{\Delta t}, \varphi_{\Delta t}) \rightarrow p_{\varphi, \delta}^w(\rho, \varphi), \quad S_{\varphi_{\Delta t}}^w(\varphi_{\Delta t}, \nabla u_{\Delta t}) \rightarrow S_{\varphi}^w(\varphi, \nabla u)
\]
\[
\rho_{\Delta t} S_{\varphi_{\Delta t}}^w(\rho_{\Delta t}, \varphi_{\Delta t}) \to \rho S_{\varphi}^w(\rho, \varphi), \quad \rho_{\Delta t} S_{\varphi_{\Delta t}}^w(\rho_{\Delta t}, \varphi_{\Delta t}) u_{\Delta t} \to \rho S_{\varphi}^w(\rho, \varphi) u.
\]

### 3.10 Construction and convergence of approximate test functions

Here, we construct an appropriate sequence of regular test functions that converge alongside the approximate solutions. Namely, test functions in Definition 3.1 (equation (3.12)) depend on solution since they must satisfy condition $\psi n = \gamma_{\Gamma^w} \varphi$. Test functions for the approximate equations satisfy analogous condition on $\Gamma^w_{\Delta t}$, and therefore $(\varphi, \psi)$ is not admissible test function for the approximate equations. The solution is to construct a sequence of admissible test functions for the approximate equations, $(\varphi_{\Delta t}, \psi_{\Delta t})$, that converges to the test for the extended problem, $(\varphi, \psi)$. Note that just simply taking $\psi_{\Delta t}(t, y) := \varphi(t, w_{\Delta t}(t, y)) \cdot n$ will not working for the following reasons. First, restriction of $\varphi$ on $\Gamma^w_{\Delta t}$ is not necessary just in $n$ direction. Moreover, regularity properties of the restriction are inherited from $w_{\Delta t}$ which is not enough. Therefore, we must do a more subtle construction which uses the properties of the tubular neighbourhood.

We start with introducing the sequences of functions $\{a^1_{\Delta t}\}_{\Delta t}$, $\{a^2_{\Delta t}\}_{\Delta t}$, $\{b^1_{\Delta t}\}_{\Delta t}$ and $\{b^2_{\Delta t}\}_{\Delta t}$ in $C^\infty([0, T] \times \Gamma)$ such that
\[
m < a^1_{\Delta t}(t, y) < a^2_{\Delta t}(t, y) < w_{\Delta t}(t, y) < b^1_{\Delta t}(t, y) < b^2_{\Delta t}(t, y) < M, \quad \text{for all } (t, X) \in \Gamma_T,
\]
where $m, M$ are given in (3.49), and\footnote{Note that this is possible due to the strong convergence of $w_{\Delta t}$ in $C^4(\Gamma_T)$, at least for a suitable subsequence.}
\[
a^2_{\Delta t}(t, y) < w(t, y) < b^1_{\Delta t}(t, y), \quad \text{for all } (t, y) \in \Gamma_T.
\]
Moreover,
\[
a^1_{\Delta t}, a^2_{\Delta t}, b^1_{\Delta t}, b^2_{\Delta t} \to w \quad \text{as } \Delta t \to 0, \quad \text{on } [0, T] \times \Gamma
\]
and

\[ (a^2_{\Delta t} - a^1_{\Delta t}) \sim (w_{\Delta t} - a^1_{\Delta t}) \sim (b^2_{\Delta t} - b^1_{\Delta t}) \sim (b^1_{\Delta t} - w_{\Delta t}), \]  

where the notation

\[ f \sim g \iff c_1 g(t, X) \leq f(t, X) \leq c_2 g(t, X) \text{ for all } (t, X) \in [0, T] \times \Gamma, \]

for some given uniform constants \(0 < c_1 < c_2\). Next, let \( \{\phi_{\Delta t}\}_{\Delta t} \) be a sequence of cut-off function in \( C_0^\infty([0, T] \times B) \) such that \( 0 \leq \phi_{\Delta t} \leq 1 \),

\[
\begin{align*}
\phi_{\Delta t}(t, X) & = 1, \text{ for all } X \in \Omega^{\phi_{\Delta t}}(t) \setminus \Omega^{\phi_{\Delta t}}(t) \text{ and } t \in [0, T] \\
\phi_{\Delta t}(t, X) & = 0, \text{ for all } X \in [B \setminus \Omega^{\phi_{\Delta t}}(t)] \cup \Omega^{\phi_{\Delta t}}(t) \text{ and } t \in [0, T],
\end{align*}
\]

where \( \Omega^I(t) \) is the domain determined by function \( f(t, \cdot) \) defined on \( \Gamma \), and

\[
\max |\nabla^i \phi_{\Delta t}| \leq \min \left[ \min_{(t, X) \in [0, T] \times \Gamma} (a^2_{\Delta t} - a^1_{\Delta t})^i, \min_{(t, X) \in [0, T] \times \Gamma} (b^2_{\Delta t} - b^1_{\Delta t})^i \right],
\]

for \( i \leq 3 \). Note that this condition combined with (3.66) gives us

\[
\begin{align*}
\max |\nabla^i \phi_{\Delta t}| & \leq \min \left[ \min_{(t, X) \in [0, T] \times \Gamma} (w_{\Delta t} - a^1_{\Delta t})^i, \min_{(t, X) \in [0, T] \times \Gamma} (b^1_{\Delta t} - w_{\Delta t})^i \right] \\
& \leq \max \left[ \max_{(t, X) \in [0, T] \times \Gamma} (w_{\Delta t} - a^1_{\Delta t})^i, \max_{(t, X) \in [0, T] \times \Gamma} (b^1_{\Delta t} - w_{\Delta t})^i \right],
\end{align*}
\]

for \( i \leq 3 \).

The approximate test functions are defined as (see figure 5):

1. **Renormalized continuity equation** - test function stays the same;

2. **Coupled momentum equation** - \((\varphi, \psi)\) are approximated with \((\varphi_{\Delta t}, \psi)\), where

\[
\varphi_{\Delta t}(t, X) = \varphi(t, X) + \phi_{\Delta t}(t, X)(\psi(t, \pi(X))\mathbf{n}(\pi(X)) - \varphi(t, X)),
\]

with \( \pi \) being the argument projection onto \( \Gamma \) given in (5.8);

3. **Coupled entropy balance** - test functions \((\varphi, \psi)\) are approximated with \((\varphi_{\Delta t}, \psi)\), where

\[
\varphi_{\Delta t}(t, X) := \varphi(t, X) + \phi_{\Delta t}(t, X)(\psi(t, \pi(X)) - \varphi(t, X)),
\]

One has the following:

**Lemma 3.7.** Let \( \varphi_{\Delta t} \) and \( \varphi_{\Delta t} \) be defined in (3.68) and (3.69), respectively. Then

\[
\varphi_{\Delta t} \to \varphi, \quad \varphi_{\Delta t} \to \varphi, \quad \text{in } C^3([0, T] \times B)
\]

as \( \Delta t \) tends to 0.

**Proof.** The proof is the same for both test functions, so we prove only for \( \varphi_{\Delta t} \). On \([0, T] \times [\Omega^{\phi_{\Delta t}}(t) \setminus \Omega^{\phi_{\Delta t}}(t) ]\), one has

\[
\begin{align*}
|\nabla \varphi_{\Delta t}| & \leq |\nabla \left[ \phi_{\Delta t}(t, X)(\psi(t, \pi(X))\mathbf{n}(\pi(X)) - \varphi(t, X)) \right]|_\infty + |\nabla \varphi|_\infty \\
& \leq |\nabla \varphi_{\Delta t}| |\psi(t, \pi(X))\mathbf{n}(\pi(X)) - \varphi(t, X)|_\infty + |\phi_{\Delta t}| |\nabla \chi(t, \pi(X))\mathbf{n}(\pi(X)) - \varphi(t, X)|_\infty + C \\
& \leq \max \left[ \max_{(t, X) \in [0, T] \times \Gamma} (w_{\Delta t} - a^1_{\Delta t}), \max_{(t, X) \in [0, T] \times \Gamma} (b^1_{\Delta t} - w_{\Delta t}) \right] \\
& \times \max \left[ \max_{(t, X) \in [0, T] \times \Gamma} (w_{\Delta t} - a^1_{\Delta t}), \max_{(t, X) \in [0, T] \times \Gamma} (b^1_{\Delta t} - w_{\Delta t}) \right] + C \leq C,
\end{align*}
\]
Figure 5: The approximate test function $\varphi_{\Delta t}$ corresponding to the coupled momentum equation. The graphs of functions on the right side are represented over $\Gamma$. Note that the strips are of proportional thickness due to (3.66).

by (3.67) and

\[
|\psi(t, \pi(X)) \mathbf{n}(\pi(X)) - \varphi(t, X)| = |\varphi(t, w(t, \pi(X))) - \varphi(t, X)| \leq |\nabla \varphi|_{\infty} |w(t, \pi(X)) - X|_{\infty}
\]

\[
\leq |\nabla \varphi|_{\infty} \max_{(t, X) \in [0, T] \times \Gamma} (w_{\Delta t} - a^1_{\Delta t}), \max_{(t, X) \in [0, T] \times \Gamma} (b^2_{\Delta t} - w_{\Delta t})
\]

\[
\leq C |\nabla \varphi|_{\infty} \max_{(t, X) \in [0, T] \times \Gamma} (w_{\Delta t} - a^2_{\Delta t}), \max_{(t, X) \in [0, T] \times \Gamma} (b^1_{\Delta t} - w_{\Delta t})
\]

which follows by (3.67) the mean-value theorem. Moreover, since

\[
\varphi_{\Delta t} = \varphi, \quad \text{on } [0, T] \times \left( B \setminus \left[ \Omega^{b^2_{\Delta t}}(t) \setminus \Omega^{b^1_{\Delta t}}(t) \right] \right)
\]

we conclude

\[
|\nabla \varphi_{\Delta t}|_{\infty} \leq C, \quad \text{on } [0, T] \times B.
\]

Similarly, one can obtain $|\nabla^i \varphi_{\Delta t}|_{\infty} \leq C$ for $i = 2, 3$, so $\varphi_{\Delta t}$ is uniformly bounded in $C^3([0, T] \times B)$. Now, it is easy to see that

\[
\varphi_{\Delta t}(t, X) \to \varphi(t, X), \quad \nabla^i \varphi_{\Delta t}(t, X) \to \nabla^i \varphi(t, X),
\]

for all $(t, X) \in [0, T] \times B$ and $i = 1, 2, 3$, directly by the construction of $\varphi_{\Delta t}$, so by (3.51) and (3.65) we conclude the desired convergences and finish the proof.

Therefore, the above mentioned convergence properties of the sequence of approximate solutions $(\vartheta_{\Delta t}, \rho_{\Delta t}, \mathbf{u}_{\Delta t}, w_{\Delta t}, \theta_{\Delta t})$ allow us to pass to the limit as $\Delta t \to 0$ in (3.33), (3.34) and (3.35). Thus we obtain a solution to the extended problem and the main result of this section follows:

**Proposition 3.8.** Let $\beta \geq 4$, approximate parameters $\eta, \omega, \nu, \lambda, \delta > 0$. The thermodynamical functions and coefficients satisfy (3.1)–(3.5) with the hypotheses (1.21)–(1.36). Let the initial data satisfy (3.6)–(3.10). Then there exists a weak solution to the extended FSI-HEAT problem on $(0, T) \times B$ in the sense of Definition 3.1.
3.11 Uniform bounds on the physical domain $Q^w_T$

Before we proceed to the extension limit where the integrals outside of $Q^w_T$ vanish, let us write the uniform estimates (w.r.t to the penalization parameters) on $Q^w_T$:

$$\text{ess sup}_{t \in (0,T)} \int_{\Gamma} \left[ |\partial_t w|^2 + |\Delta w|^2 + \alpha_2 |\partial_t \nabla w|^2 + \gamma^2 \right] \leq C,$$

$$\int_0^T \int_{\Omega^w} \alpha_1 |\partial_t \nabla w|^2 + |\nabla \gamma|^2 \leq C,$$

$$\text{ess sup}_{t \in (0,T)} \int_{\Omega^w(t)} \left[ \delta \rho^2(t) + \rho |\nabla \gamma|^2 \right] \leq C,$$

$$\int_{Q^w_T} \left[ |\nabla \log(\delta)|^2 + |\nabla \gamma|^2 \right] \leq C,$$

$$\text{ess sup}_{t \in (0,T)} \int_{\Omega^w(t)} \left[ a^{-1} |\gamma|^2 + \rho^2 \right] \leq C \text{ess sup}_{t \in (0,T)} \rho \sigma(\rho, \gamma) \leq C,$$

$$||\gamma||_{L^2(0,T;H^1(\Omega^w(t)))} + \|\log \delta\|_{L^2(0,T;H^1(\Omega^w(t)))} \leq C, \quad \text{for } \gamma \in [1, 3/2],$$

$$\int_{Q^w_T} \frac{1}{9} \left( S(\gamma, \nabla \gamma) : (\nabla \gamma + \frac{K(\gamma)}{\gamma} \nabla \gamma) \right) \leq C,$$

$$\|\rho \sigma\|_{L^\infty(0,T;L^1(\Omega^w(t)))} \leq C,$$

Before obtaining the estimates for $\nabla \mathbf{u}$, recall that we no longer work on a smooth domain $B$, but rather on $\Omega^w(t)$ which is in general not Lipschitz. Therefore, we need to prove a corresponding uniform Korn inequality on Hölder domains:

**Lemma 3.9.** *(Uniform Korn’s inequality.)* Let $w \in H^2(\Gamma)$ with $a_1 < w < b_1$ and $\Omega^w$ be the domain corresponding to the displacement $w$. Moreover, let $M, L > 0$, $\gamma \in (\frac{1}{2}, \infty]$ and $q \in [1, 2)$. Then, there exists a positive constant $C = C(q, M, L, \gamma, ||w||_{H^2(\Gamma)})$ such that

$$||\mathbf{u}||_{W^{1,q}(\Omega^w)} \leq C \left[ ||\nabla \mathbf{u} + \nabla^\gamma \mathbf{u}||_{L^2(\Omega^w)} + \int_{\Omega^w} \rho ||\mathbf{u}||^2 \right]$$

(3.70)

for any $\rho, \mathbf{u}$ such that the right-hand side is finite and

$$\rho \geq 0 \text{ a.e. on } \Omega^w, \quad ||\rho||_{L^\gamma(\Omega^w)} \leq L, \quad \int_{\Omega^w} \rho \geq M.$$

**Proof.** First, from [36, Proposition 2.9], we have

$$||\mathbf{u}||_{W^{1,q}(\Omega^w)} \leq C_2(q, ||w||_{H^2(\Gamma)}) \left[ ||\nabla \mathbf{u} + \nabla^\gamma \mathbf{u}||_{L^2(\Omega^w)} + \int_{\Omega^w} ||\mathbf{u}||^2 \right],$$

(3.71)

so, to prove (3.70), we can follow the approach from [15, Theorem 10.17] (note that we have to be careful with the Korn constant, i.e. we need to ensure that the constant on right-hand side of (3.70) is uniform with respect to $||w||_{H^2(\Gamma)}$). Namely, we assume the opposite - there exists a sequence of functions $r_n, \mathbf{v}_n, w_n$ such that:

$$||r_n||_{L^1(\Omega^w)} \geq M, \quad ||r_n||_{L^\gamma(\Omega^w)} \leq L,$$

$$||\mathbf{v}_n||_{W^{1,q}(\Omega^w)} = 1, \quad ||\nabla \mathbf{v}_n + \nabla^\gamma \mathbf{v}_n||_{L^2(\Omega^w)} \leq \frac{1}{n},$$

$$||w_n||_{H^2(\Gamma)} \leq C.$$
Denote the weak limit of \( w_n \) in \( H^2(\Gamma) \) as \( w \), and \( r \) and \( v \) the weak limits in the following sense

\[
\chi_{\Omega^n} v_n \rightharpoonup \chi_{\Omega^n} v, \quad \chi_{\Omega^n} \nabla v_n \rightharpoonup \chi_{\Omega^n} \nabla v, \quad \text{in } L^p(\mathbb{R}^3),
\]
\[
\chi_{\Omega^n} r_n \rightharpoonup \chi_{\Omega^n} r, \quad \text{in } L^r(\mathbb{R}^3),
\]
\[
\chi_{\Omega^n} \rightharpoonup \chi_{\Omega^n}, \quad \text{a.e in } \Omega^w.
\]

This in particular implies

\[
M \leq \lim_{n \to \infty} \int_{\mathbb{R}^3} r_n \chi_{\Omega^n} = \int_{\mathbb{R}^3} r \chi_{\Omega^n} = \int_{\Omega^w} r.
\]

Now, for every compact ball \( O \subset \Omega^w \), there is a \( i_0 \in \mathbb{N} \) such that \( O \subset \Omega^{w_{i_0}} \) for all \( i \geq i_0 \) (or at least for a subsequence), so by the compact imbedding of \( L^q(O) \) into \( W^{1,q}(O) \), we have that \( v_n \to v \) in \( L^q(O) \) as \( i_0 \leq i \to \infty \). By plugging in \( (v - v_n) \) into the inequality (3.71) on \( O \), we conclude that \( v_n \to v \) in \( W^{1,q}(O) \). Since \( O \) was arbitrary, this gives us

\[
\chi_{\Omega^n} v_n \to \chi_{\Omega^n} v, \quad \chi_{\Omega^n} \nabla v_n \to \chi_{\Omega^n} \nabla v, \quad \text{in } L^q(\mathbb{R}^3),
\]
and

\[
||v||_{W^{1,q}(\Omega^w)} = 1, \quad \nabla v + \nabla^\top v = 0, \quad r|v|^2 = 0,
\]
so \( v \) satisfies the following elliptic equation (at least in the distributional sense)

\[
\nabla : (\nabla v + \nabla^\top v) = \Delta v + \nabla \cdot [(\nabla v)I] = 0, \quad \text{on } \Omega^w.
\]

Thus, we conclude that \( v \) is analytic inside \( \Omega^w \). Now, \( r|v|^2 = 0 \) on the set \( \{ x \in \Omega^w(t) : r(x) > 0 \} \) of a positive measure, so \( v \equiv 0 \) due to analyticity. This is a contradiction, so the proof is now finished. \( \square \)

Now, it follows that

\[
||u||_{L^2(0,T; W^{1,q}(\Omega^w(t)))} \leq C(q, E_0) \int_0^T \left[ ||\nabla u + \nabla^\top u||_{L^2(\Omega^w(t))} + \int_{\Omega^w(t)} \rho|u|^2 \right],
\]
\[
\leq C(q, E_0, \mu, \zeta) \int_{Q_T^w} \frac{1}{\theta} G(\theta, \nabla u) : \nabla u + C(q, E_0, T) \sup_{t \in (0,T)} \int_{\Omega^w(t)} \rho|u|^2 \leq C(q, E_0, T, \mu, \zeta),
\]
for any \( q < 2 \), where we used the lower bounds\(^6\) for \( \mu, \zeta \) given in (1.21), (1.22). This gives us the uniform bounds

\[
||u||_{L^2((0,T); L^p(\Omega^w(t)))} \leq C(p),
\]
\[
||\rho u \otimes u||_{L^2((0,T); L^\frac{2p}{p+2}(\Omega^w(t)))} \leq C,
\]
for any \( p < 6 \). Next,

\[
||\rho s(\rho, \eta)||_{L^p(Q_T^w)} + ||\rho s(\rho, \eta) u||_{L^q(Q_T^w)} + \left| \left| \left| \frac{\kappa(\theta) \nabla \theta}{\theta} \right| \right|_{L^r(Q_T^w)} \right| \leq C,
\]
for some \( p, q, r > 1 \). An improved pressure estimate based on the Bogovskii operator

\[
\int_{\Omega} p(\rho, \theta) \rho^\epsilon + \delta \rho^{3+\epsilon} \leq C(O)
\]
holds for any \( O \in [0,T] \times \Omega^w(t) \) which is Lipschitz in space, where \( \epsilon \in (0,1/9) \) and does not depend on \( \delta \). Moreover,

\[
a_{\theta \Gamma} < m \leq w(t, X) \leq M < b_{\theta \Gamma}, \quad \text{for all } (t, X) \in \Gamma_T.
\]

Finally, in order to have a.e. positivity of \( \theta \), let us prove the following result:

\(^6\)This is the point where we need strict positivity of \( \zeta \).
Lemma 3.10. Let \( w \in H^2(\Gamma) \) with \( a_{\Gamma} < w < b_{\Gamma} \) and \( \Omega^w \) be the domain corresponding to the displacement \( w \). Moreover, let \( \theta \in H^1(\Omega^w) \) such that \( \ln \theta \in H^1(\Omega^w) \). Then, one has

\[
\gamma_{|\Omega^w} \ln(\theta) = \ln(\gamma_{|\Omega^w} \theta).
\]

Proof. Let \( \varepsilon > 0 \) and denote \( \ln_{\varepsilon}(x) := \ln(x + \varepsilon) \). We will first show that \( \gamma_{|\Omega^w} \ln_{\varepsilon}(\theta) = \ln_{\varepsilon}(\gamma_{|\Omega^w} \theta) \). Let \( \vartheta_n := \varepsilon \frac{1}{n}(\theta) \), where \( \vartheta_n \) represents mollification for \( \omega > 0 \). Note that \( \ln_{\varepsilon}(\vartheta_n) \in C(\Omega^w) \cap H^1(\Omega^w) \) and it is well-defined, since \( \vartheta_n > 0 \). Now, one has \( \vartheta_n|_{\Omega^w} \circ \Phi_w \to \gamma_{|\Omega^w} \theta \), in \( H^s(\Gamma) \), for any \( s < \frac{3}{2} \), so

\[
\lim_{n \to \infty} \ln_{\varepsilon}(\vartheta_n|_{\Omega^w} \circ \Phi_w) = \ln_{\varepsilon}(\gamma_{|\Omega^w} \theta), \quad \text{in } L^2(\Gamma),
\]

by Nemytskii’s theorem. Next,

\[
\lim_{n \to \infty} \ln_{\varepsilon}(\vartheta_n)|_{\Omega^w} \circ \Phi_w = \lim_{n \to \infty} \gamma_{|\Omega^w} \ln_{\varepsilon}(\vartheta_n) = \lim_{n \to \infty} \gamma_{|\Omega^w} \left( \ln_{\varepsilon}(\vartheta_n) - \ln_{\varepsilon}(\theta) \right) + \gamma_{|\Omega^w} \ln_{\varepsilon}(\theta) = \gamma_{|\Omega^w} \ln_{\varepsilon}(\theta)
\]
due to strong convergence of \( \vartheta_n \) in \( H^1(\Omega^w) \) and continuity of the trace operator from \( H^1(\Omega^w) \) to \( H^s(\Gamma) \), for \( s < 1/2 \). Now, since \( \ln_{\varepsilon}(\vartheta_n)|_{\Omega^w} = \ln_{\varepsilon}(\vartheta_n)|_{\Omega^w} \) by continuity of \( \vartheta_n \), one obtains \( \lim_{n \to \infty} \gamma_{|\Omega^w} \ln_{\varepsilon}(\theta) = \gamma_{|\Omega^w} \ln_{\varepsilon}(\theta) \). Therefore, \( \{\ln(\gamma_{|\Omega^w} \theta + \varepsilon)\}_{\varepsilon > 0} \) forms a uniformly bounded set in \( H^1(\Gamma) \), so \( \ln(\gamma_{|\Omega^w} \theta + \varepsilon) \to \ln(\gamma_{|\Omega^w} \theta) \) in \( L^2(\Gamma) \) as \( \varepsilon \to 0 \). Since \( \ln_{\varepsilon}(\gamma_{|\Omega^w} \theta + \varepsilon) \to \gamma_{|\Omega^w} \ln(\theta) \) in \( L^2(\Gamma) \), by letting \( \varepsilon \to 0 \) in the identity \( \ln_{\varepsilon}(\gamma_{|\Omega^w} \theta) = \gamma_{|\Omega^w} \ln_{\varepsilon}(\theta) \), we conclude the desired result. \( \blacksquare \)

Therefore, we conclude that \( \ln \theta = \gamma_{|\Omega^w} \ln \theta \), so \( \ln \theta \in L^2(0,T; H^s(\Gamma)) \), \( s < \frac{1}{2} \). As a direct consequence, one then has \( \theta > 0 \) a.e. on \( \Gamma_T \).

4 Step 2 - the extension limit

Following the ideas of [31], in this section we consider limit of penalization parameters \( \eta, \omega, \nu, \lambda \to 0 \). In order to avoid dealing with unidentified limiting functions (note that when \( \eta \to 0 \), we lose the compactness of \( \theta \) on \( (0,T) \times (B \setminus \Omega^w(t)) \), we will let all these parameters go to 0 simultaneously, however not at the same rate. We set\(^7\)

\[
\sqrt{\eta} = \sqrt{\omega} = \sqrt{\nu} = \lambda := k
\]

and denote \( (\vartheta_k, \rho_k, u_k, w_k, \theta_k) \) the solution obtained in Section 3 (see Proposition 3.8). Limits of some terms will be omitted and only the most important ones are proved.

Lemma 4.1. Let approximation parameters satisfy (4.1) and let approximate test functions be constructed as in Section 3.10. We have the following as \( k \to 0 \):

\[
\int_0^T \int_{B \setminus \Omega^v(t)} a_\eta \vartheta_k^2 \text{div} \varphi_k \to 0, \quad \int_0^T \int_{B \setminus \Omega^v(t)} a_\eta \vartheta_k^2 u_k \cdot \nabla \varphi_k \to 0;
\]

\[
\int_0^T \int_{B \setminus \Omega^v(t)} \xi_k \varphi_k (\vartheta_k, \nabla u_k) : \nabla \varphi_k \to 0;
\]

\[
\int_0^T \int_{B \setminus \Omega^v(t)} \xi_k \varphi_k (\vartheta_k, \nabla \varphi_k) \cdot \frac{\partial \varphi_k}{\partial \tilde{n}} \to 0;
\]

\[
\lambda \int_0^T \int_{B \setminus \Omega^v(t)} \vartheta_k^4 \varphi_k \to 0.
\]

Proof. First, one has

\[
\left| \int_0^T \int_{B \setminus \Omega^v(t)} a_\eta \vartheta_k^2 \text{div} \varphi_k \right| \leq a_\eta \| \vartheta_k^2 \|_{L^1((0,T) \times B)} \| \text{div} \varphi_k \|_{L^\infty((0,T) \times B)} \leq C a_\eta \| \vartheta_k^4 \|_{L^2((0,T) \times B)}
\]

\[
\leq C \frac{\eta}{\lambda^5} = C k^4 \to 0,
\]

This relation is not optimal, but it is enough to pass to the limit.
Now, appearing on the right-hand side there need to be dealt with properly in their respective limits.

\[ \| \frac{\partial \varphi_k}{\partial \lambda} \|_{L^2((0,T) \times B)} \leq C \frac{\sqrt{\eta}}{\omega} \| \frac{\partial \varphi_k}{\partial \lambda} \|_{L^\infty((0,T) \times B)} \]

by (3.40), and

\[ \left| \int_0^T \int_{B \setminus \Omega^{\omega k}(t)} a \eta \frac{\partial \varphi_k}{\partial \lambda} : \nabla \varphi_k \right| \leq \eta \| \frac{\partial \varphi_k}{\partial \lambda} \|_{L^\infty((0,T) \times B)} \| \nabla \varphi_k \|_{L^\infty((0,T) \times B)} \leq C \frac{\sqrt{\eta}}{\omega} \| \frac{\partial \varphi_k}{\partial \lambda} \|_{L^\infty((0,T) \times B)} \]

by (3.40), (3.41), (3.44) and the interpolation of Lebesgue spaces. Next

\[ \left| \int_0^T \int_{B \setminus \Omega^{\omega k}(t)} \mathcal{S}_{\omega k}^{\mu}(\varphi_k, \nabla \varphi_k) : \nabla \varphi_k \right| \leq \int_0^T \int_{B \setminus \Omega^{\omega k}(t)} \frac{1}{\sqrt{\varphi_k}} \| \mathcal{S}_{\omega k}^{\mu}(\varphi_k, \nabla \varphi_k) \|_{L^\infty((0,T) \times B)} \left( \int_0^T \int_{B \setminus \Omega^{\omega k}(t)} \varphi_k^2 \right)^{\frac{1}{2}} \]

\[ \leq C \left( \frac{1}{\lambda^\frac{1}{2}} \left( \int_0^T \int_{B \setminus \Omega^{\omega k}(t)} \frac{1}{\sqrt{\varphi_k}} \left( \mathcal{S}_{\omega k}^{\mu}(\varphi_k, \nabla \varphi_k) : \nabla \varphi_k \right) \right) \right) \left( \int_0^T \int_{B \setminus \Omega^{\omega k}(t)} \varphi_k^2 \right)^{\frac{1}{2}} \]

\[ \leq C \left( \frac{1}{\lambda^\frac{1}{2}} \left( \int_0^T \int_{B \setminus \Omega^{\omega k}(t)} \frac{1}{\sqrt{\varphi_k}} \left( \mathcal{S}_{\omega k}^{\mu}(\varphi_k, \nabla \varphi_k) : \nabla \varphi_k \right) \mathcal{S}_{\omega k}^{\mu}(\varphi_k, \nabla \varphi_k) \right) \right) \left( \int_0^T \int_{B \setminus \Omega^{\omega k}(t)} \varphi_k^2 \right)^{\frac{1}{2}} \]

where we used (1.21), (1.22), (3.1), (3.40), (3.44) and

\[ \| \mathcal{S}_{\omega k}^{\mu}(\varphi, \nabla \varphi) \|^2 \leq (\mathcal{S}_{\omega k}^{\mu}(\varphi, \nabla \varphi))(\mathcal{S}_{\omega k}^{\mu}(\varphi, \nabla \varphi)) \]

Now,

\[ \int_0^T \int_{B \setminus \Omega^{\omega k}(t)} \frac{\mathcal{S}_{\omega k}^{\mu}(\varphi_k)}{\varphi_k} : \nabla \varphi_k \]

\[ \leq \frac{1}{\sqrt{\varphi_k}} \left( \int_0^T \int_{B \setminus \Omega^{\omega k}(t)} \frac{\mathcal{S}_{\omega k}^{\mu}(\varphi_k)}{\varphi_k} : \nabla \varphi_k \right) \left( \int_0^T \int_{B \setminus \Omega^{\omega k}(t)} \varphi_k^2 \right)^{\frac{1}{2}} \]

\[ \leq C \frac{\sqrt{\varphi_k}}{\sqrt{\lambda}} = C \sqrt{\varphi_k} \to 0, \]

by (1.24), (1.25), (3.40), (3.43) and finally,

\[ \int_0^T \int_{B \setminus \Omega^{\omega k}(t)} \lambda \frac{\partial \varphi_k}{\partial \lambda} \leq C \lambda^{\frac{1}{2}} \left( \int_0^T \int_{B \setminus \Omega^{\omega k}(t)} \varphi_k^2 \right)^{\frac{1}{2}} \leq C \lambda^{\frac{1}{2}} = C \lambda^{\frac{1}{2}} \to 0, \]

so the proof is finished."
4. Limiting system and uniform bounds after the extension limit

After passing to the limit, the limiting functions \((\vartheta, \rho, \mathbf{u}, w, \theta)\) are a solution in the following sense:

**Definition 4.1. (Weak solution to the coupled problem with artificial pressure.)** We say that \((\vartheta, \rho, \mathbf{u}, w, \theta)\) is a weak solution if the initial data satisfy the assumptions (3.6)-(3.10) and

1. \((\vartheta, \rho, \mathbf{u}, w, \theta)\) satisfy the same regularity properties as in Definition 2.1, and in addition \(\rho \in L^\infty(0, T; L^3(\mathbb{R}^3))\).

2. The coupling conditions \(\partial_t w \mathbf{n} = \gamma_{\Gamma^w} \mathbf{u} \) and \(\vartheta = \gamma_{\Gamma^\alpha} \theta\) hold on \(\Gamma_T\).

3. The renormalized continuity equation

   \[
   \int_{Q_T^{\varphi}} \rho B(\rho)(\partial_t \varphi + \mathbf{u} \cdot \nabla \varphi) = \int_{Q_T^{\varphi}} b(\rho)(\nabla \cdot \mathbf{u}) \varphi + \int_{Q_T^{\varphi}} \rho_0 \beta B(\rho_0, \beta) \varphi(0, \cdot),
   \]

   holds for all \(\varphi \in C_c^\infty([0, T) \times \Omega^\varphi(t))\) and any \(b \in L^\infty \cap C[0, \infty)\) such that \(b(0) = 0\) with \(B(\rho) = B(1) + \int_0^\rho \frac{b(z)}{z} dz\).

4. The coupled momentum equation

   \[
   \int_{Q_T^{\varphi}} \rho \mathbf{u} \cdot \partial_t \varphi + \int_{Q_T^{\varphi}} (\rho \mathbf{u} \cdot \mathbf{u}) : \nabla \varphi + \int_{Q_T^{\varphi}} p_b(\rho, \vartheta)(\nabla \cdot \varphi) - \int_{Q_T^{\varphi}} Q(\vartheta, \nabla \mathbf{u}) : \nabla \varphi
   \]

   \[
   + \int_{\Gamma_T} \partial_t w \partial_t \psi - \int_{\Gamma_T} \Delta w \Delta \psi - \alpha_1 \int_{\Gamma_T} \partial_t \Delta w \cdot \nabla w + \alpha_2 \int_{\Gamma_T} \partial_t w \cdot \partial_t \nabla w + \int_{\Gamma_T} \nabla \theta \cdot \nabla \psi
   \]

   \[
   = - \int_{\Omega^\varphi_{0, \beta}} (\rho \mathbf{u})_{0, \beta} : \varphi(0, \cdot) - \int_{\Gamma} \psi_0 \psi - \alpha_2 \int_{\Gamma} \nabla \psi_0 \cdot \nabla \psi(0, \cdot)
   \]

   holds for all \(\varphi \in C_c^\infty([0, T) \times B)\) and \(\psi \in C_c^\infty([0, T) \times \Gamma)\) such that \(\psi \mathbf{n} = \gamma_{\Gamma^w} \varphi \) on \(\Gamma_T\).

5. The coupled entropy balance

   \[
   \int_{Q_T^{\varphi}} \rho s(\partial_t \varphi + \mathbf{u} \cdot \nabla \varphi) - \int_{Q_T^{\varphi}} \frac{\kappa(\vartheta)}{\vartheta} \nabla \theta \cdot \nabla \varphi + (\sigma; \varphi)_{[M, C][[0, T] \times \Omega^\varphi(t))}
   \]

   \[
   + \int_{\Gamma_T} \theta \partial_t \tilde{\psi} - \int_{\Gamma_T} \nabla \theta \cdot \nabla \tilde{\psi} + \int_{\Gamma_T} \nabla w \cdot \nabla \partial_t \tilde{\psi}
   \]

   \[
   = - \int_{\Omega^\varphi_{0, \beta}} \rho_0 \beta s(\partial_t \beta, \rho_0, \beta) \varphi(0, \cdot) - \int_{\Gamma} \theta_0 \tilde{\psi}(0, \cdot) - \int_{\Gamma} \nabla \psi_0 \cdot \nabla \tilde{\psi}(0, \cdot)
   \]

   holds for all \(\varphi \in C_c^\infty([0, T) \times B)\) and \(\tilde{\psi} \in C_c^\infty([0, T) \times \Gamma)\) such that \(\tilde{\psi} = \gamma_{\Gamma^\alpha} \varphi\) on \(\Gamma_T\), where

   \[
   \sigma \geq \frac{1}{\vartheta} \left( \mathcal{S}(\vartheta, \nabla \mathbf{u}) : \nabla \mathbf{u} + \frac{\kappa(\vartheta)|\nabla \theta|^2}{\vartheta} \right).
   \]

6. The energy inequality

   \[
   \int_{B} \left( \frac{1}{2} \rho |\mathbf{u}|^2 + \rho e(\rho, \vartheta) + \frac{\delta}{\beta - 1} \rho^2 \right) (t)
   \]

   \[
   + \frac{1}{2} \frac{\delta}{\beta - 1} |\partial_t w(t)|^2_{L^2(\Gamma)} + \frac{1}{2} |\Delta w(t)|^2_{L^2(\Gamma)} + \frac{\alpha_2}{2} |\nabla \partial_t w(t)|^2_{L^2(\Gamma)}
   \]

   \[
   + \frac{1}{2} \frac{\delta}{\beta - 1} |\theta(t)|^2_{L^2(\Gamma)} + \int_0^t \int_{\Gamma} (\alpha_1 |\nabla \partial_t w|^2 + |\nabla \theta|^2)
   \]

   \[
   \leq \int_{B} \left( \frac{1}{2} (\rho \mathbf{u})_{0, \beta}^2 + \rho_0 \beta e(\vartheta, \beta, \rho_0, \beta) + \frac{\delta}{\beta - 1} \theta_{0, \beta}^2 \right)
   \]

   \[
   + \frac{1}{2} |\nu_{0, \beta}|^2_{L^2(\Gamma)} + \frac{1}{2} |\Delta w_{0, \beta}|^2_{L^2(\Gamma)} + \frac{\alpha_2}{2} |\nabla \psi_{0, \beta}|^2_{L^2(\Gamma)} + \frac{1}{2} |\theta_{0, \beta}|^2_{L^2(\Gamma)},
   \]

   holds for any \(t \in (0, T)\).

Note that the limiting functions also satisfy the bounds given in Section 3.11.
5  Step 3 - Pressure regularization limit $\delta \to 0$

In this section, we consider the limit as pressure regularization parameter $\delta \to 0$. Throughout this section $(\vartheta_\delta, \rho_\delta, u_\delta, w_\delta, \theta_\delta)$ denotes the solution as stated in Definition 4.1 for certain $\delta > 0$. The convergences here which are the same as in previous sections are omitted, and we focus on the ones that are different – the strong convergence of fluid density and fluid temperature.

5.1  Pointwise convergence of temperature

The convergence of the temperature is solved similarly to Section 3.9. In particular, we use the div-curl lemma in order to deduce

$$\vartheta^t = \vartheta^3 \vartheta. \quad (5.1)$$

Now let $\nu_{t,x}$ be a Young measure related to $\{\vartheta_\delta\}_{\delta>0}$. Then (5.1) can be reformulated as

$$\int_{[0,\infty)} s^4 \, d\nu_{t,x}(s) = \int_{[0,\infty)} s^3 \, d\nu_{t,x}(s) \vartheta$$

which yields

$$\int_{[0,\infty)} s^4 - s^3 \vartheta - \vartheta^3 s + \vartheta^4 \, d\nu_{t,x}(s) = 0$$

and

$$\int_{[0,\infty)} (s - \vartheta)(s^3 - \vartheta^3) \, d\nu_{t,x}(s) = 0.$$

Since the integrand is positive everywhere up to $s = \vartheta$, we get $\nu_{t,x}$ is a Dirac mass supported in $\vartheta(t,x)$ and the point-wise convergence follows.

5.2  Pointwise convergence of density

We establish a family of smooth concave functions

$$T_k(z) = T\left(\frac{z}{k}\right), \quad T(z) = \begin{cases} z, & \text{for } z \in (0,1) \\ 2, & \text{for } z \geq 3, \\ \text{concave otherwise} \end{cases}$$

Similarly to the previous section, we use the convergence of the effective viscous flux:

**Lemma 5.1.** The equality

$$\lim_{\delta \to 0} \int_{Q_T^\varrho} \varphi \left( p_M(\rho_\delta, \vartheta_\delta) - \left(\frac{4}{3} \mu(\vartheta_\delta) + \eta(\vartheta_\delta) \right) \text{div} u_\delta \right) T_k(\rho_\delta) \, dx \, dt = \int_{Q_T} \varphi \left( p_M(\rho, \vartheta) - \left(\frac{4}{3} \mu(\vartheta) + \eta(\vartheta) \right) \text{div} u \right) T_k(\rho) \, dx \, dt$$

holds for all $\varphi \in C^\infty_c(Q_T^\varrho)$.

**Proof.** The proof of this lemma relies on testing the momentum equation by $\varphi \nabla \Delta^{-1}(T_k(\rho_\delta))$. Since it does not differ from the proof of [15, (3.324)], we omit any further details and we refer interested reader to this book.

Assume that $\rho, u$ and $\rho_\delta, u_\delta$ solve the renormalized continuity equation, i.e.,

$$\partial_t b(\rho) + \text{div}(b(\rho)u) + (b'(\rho)\rho - b(\rho))\text{div} u = 0 \quad (5.2)$$

holds in a weak sense for any $b \in C^1(\mathbb{R})$ with $b'(z) = 0$ for $z$ sufficiently large.
We introduce functions

\[ L_k(z) = \begin{cases} 
  z \log z & \text{for } 0 \leq z \leq k, \\
  z \log k + \int_k^z \frac{1}{s} T_k(s) \, ds & \text{for } s > k
\end{cases} \]

and we use them as \( b \) in (5.2). We obtain

\[ \partial_t L_k(\rho_b) + \text{div}(L_k(\rho_b)u_b) + T_k(\rho_b) \text{div} u_b = 0 \]  

(5.3)

and

\[ \partial_t L_k(\rho) + \text{div}(L_k(\rho)u) + T_k(\rho) \text{div} u = 0. \]

We pass to the limit in (5.3). In what follows \( \Phi_n \) is a smooth function with compact support such that \( \Phi_n \to 1 \) pointwisely. We obtain with help of Lemma 5.1

\[
\int_{Q_T^c} L_k(\rho(\tau, \cdot)) - L_k(\rho_b(\tau, \cdot)) \, dx \geq \int_{Q_T^c} T_k(\rho_b) \text{div} u_b - T_k(\rho) \text{div} u \, dx \, dt \\
= \int_{Q_T^c} \Phi_n \left( T_k(\rho_b) \text{div} u_b - \frac{1}{\mu(\theta)} \right) \rho(\rho_b, \theta) T_k(\rho_b) \\
+ \frac{1}{\mu(\theta)} p_M(\rho_b, \theta) T_k(\rho_b) - T_k(\rho) \text{div} u \right) \, dx \, dt \\
+ \int_{Q_T^c} (1 - \Phi_n) \left( T_k(\rho_b) \text{div} u_b - T_k(\rho) \text{div} u \right) \, dx \, dt \geq 0 + c(n)
\]

where \( c(n) \) tends to 0. As a consequence,

\[
\int_{Q_T^c} L_k(\rho(\tau, \cdot)) - L_k(\rho(\tau, \cdot)) \, dx \geq 0
\]

for almost all \( \tau \in [0, T] \). We send \( k \to \infty \) to deduce \( \rho \log \rho = \rho \log \rho_b \) which yields \( \rho_b \to \rho \) almost everywhere.

Now it suffices to prove that the renormalized continuity equation (5.2) is true for \( \rho \) and \( u \) (recall that it holds for \( \rho_b \) and \( u_b \)). According to [15, Lemma 3.8] it is enough to show that

\[
\text{osc}_q[\rho_b \to \rho] (Q_T^\circ) < \infty
\]

(5.4)

for some \( q > 2 \) where

\[
\text{osc}_q[\rho_b \to \rho] (Q_T^\circ) := \sup_{k \geq 1} \left( \limsup_{\delta \to 0} \int_{Q_{T}^{\circ}} |T_k(\rho_b) - T_k(\rho)|^q \, dx \, dt \right).
\]

We have

\[
\int_{Q_T^c} |T_k(\rho_b) - T_k(\rho)|^q \, dx \, dt = \int_{Q_T^c} (1 + \vartheta)^{-3q/8}(1 + \vartheta)^{3q/8} |T_k(\rho_b) - T_k(\rho)|^q \, dx \, dt \\
\leq c \left( \int_{Q_T^c} (1 + \vartheta)^{-1}|T_k(\rho_b) - T_k(\rho)|^{q/3} \, dx \, dt + \int_{Q_T^c} (1 + \vartheta)^{3q/(8-3q)} \, dx \, dt \right)
\]

(5.5)

for some \( q \) determined later. The second integral on the right hand side is finite assuming \( q \leq \frac{32}{15} \).

In order to deduce the estimate of the first term we recall that

\[
\int_{Q_T^c} \varphi |T_k(\rho_b) - T_k(\rho)|^{q/3} \, dx \, dt \leq c \int_{Q_T^c} \varphi \left( 1 + p_M(\rho, \vartheta)T_k(\rho) - p_M(\rho, \vartheta)T_k(\rho) \right) \, dx \, dt
\]
for every \( \varphi \in C^\infty_c((0, T) \times \Omega) \), \( \varphi \geq 0 \). We use Lemma 5.1 to obtain

\[
\int_{Q_T^\varphi} (1 + \vartheta)^{-1}|T_k(\rho_b) - T_k(\rho)|^{8/3} \, dx \, dt \\
\leq c \int_{Q_T^\varphi} (1 + \vartheta)^{-1} \left( 1 + \left( \frac{4}{3} \mu(\vartheta) + \eta(\vartheta) \right) \right) \left( \text{div} u_T^k(\rho) - \text{div} u_{T,k}^*(\rho) \right) \, dx \, dt \\
\leq c \left( 1 + \sup_{\delta > 0} \|\text{div} u_{\delta}\|_{L^1(Q_T^\varphi)} \lim_{\delta \to 0} \|T_k(\rho_b) - T_k(\rho)\|_{L^2(Q_T^\varphi)} \right) \\
\leq c \left( 1 + \lim_{\delta \to 0} \|T_k(\rho_b) - T_k(\rho)\|_{L^2(Q_T^\varphi)} \right). \tag{5.6}
\]

The demanded boundedness (5.4) then follows from (5.5) and (5.6).

### 5.3 Maximal interval of existence

Now, by passing to the limit \( \delta \to 0 \), the solutions \((\vartheta_\delta, \rho_\delta, u_\delta, w_\delta, \theta_\delta)\) in the sense of Definition 4.1 converge to a solution of the original problem in the sense of Definition 2.1, however only on a time interval \((0, T^\ast)\) which was chosen to preserve the injectivity of the elastic structure in (3.49). We can extend the lifespan of the solution iteratively \((n - 1)\) times to \((0, T_n)\) for any \(n \in \mathbb{N}\). Now, by letting \(n \to \infty\), this will either result in \(T_n \to \infty\), which means that our solution is global, or \(T_n \to T^\ast\), where \(T^\ast\) is the moment when the elastic structure degenerates and loses injectivity. The proof of this claim is by now standard for FSI problems and we refer to [8, pp. 397-398] or [5, Section 7.4].

### Appendix A: the geometry

In this Appendix we present some geometrical construction that are used in the proofs of several technical results in the paper. We use the notation introduced in subsection 1.2.1 First, let

\[
N^b_a := \{ y + n(y)z, y \in \Gamma, z \in (a_{\partial \Omega}, b_{\partial \Omega}) \}, \tag{5.7}
\]

be a tubular neighbourhood of \(\partial \Omega\), and let \(\pi : N^b_a \to \Gamma\) be the projection onto \(\Gamma\) defined as

\[
\pi : X \mapsto y, \quad \text{for unique } y \in \Gamma, z \in (a_{\partial \Omega}, b_{\partial \Omega}) \text{ such that } X - y = n(y)z, \tag{5.8}
\]

and \(d : N^b_a \to (a_{\partial \Omega}, b_{\partial \Omega})\) be the signed distance function

\[
d : X \mapsto (X - \pi(X)) \cdot n(\pi(X)). \tag{5.9}
\]

For a given displacement function

\[
w \in H^1(0, T; H^1(\Gamma)) \cap L^\infty(0, T; H^2(\Gamma)) \cap W^{1,\infty}(0, T; L^2(\Gamma)),
\]

\[
a_{\partial \Omega} < m \leq w \leq M < b_{\partial \Omega}, \quad \text{on } \Gamma_T,
\]

we define the flow function \(\tilde{\Phi}_w^b : [0, T] \times B \to B\) as (here, \(B\) is the extended domain given in Section 3)

\[
\tilde{\Phi}_w^b(t, X) := X + \begin{cases} f_T(d(X))w(t, \pi(X))\mathbf{n}(\pi(X)), & \text{in } [0, T] \times N^b_a, \\ 0, & \text{elsewhere in } [0, T] \times B, \end{cases} \tag{5.10}
\]

where \(f_T \in C^\infty_c(\mathbb{R})\) is defined as follows. Let \(a_{\partial \Omega} < m'' < m' < m < M < M' < M'' < b_{\partial \Omega}\) and define \(f_T : \mathbb{R} \to \mathbb{R}_{0^+}\) as (see figure 6)

\[
f_T(X) := (f \ast g_\alpha)(X) = \int_\mathbb{R} f(Y)g_\alpha(X - Y) \, dY
\]

For every \( X \in \mathbb{R} \), we define the flow function

\[
\Phi_w^b(t, X) := X + \begin{cases} f_T(d(X))w(t, \pi(X))\mathbf{n}(\pi(X)), & \text{in } [0, T] \times N^b_a, \\ 0, & \text{elsewhere in } [0, T] \times B, \end{cases} \tag{5.10}
\]

where \(f_T \in C^\infty_c(\mathbb{R})\) is defined as follows. Let \(a_{\partial \Omega} < m'' < m' < m < M < M' < M'' < b_{\partial \Omega}\) and define \(f_T : \mathbb{R} \to \mathbb{R}_{0^+}\) as (see figure 6)

\[
f_T(X) := (f \ast g_\alpha)(X) = \int_\mathbb{R} f(Y)g_\alpha(X - Y) \, dY
\]
where
\[
f(x) := \begin{cases} 
-x - m'' + m' + 1, & \text{for } m'' \leq x \leq m' - m'' \\
1, & \text{for } m' - m'' \leq x \leq M'' - M', \\
x - M'' + M' + 1, & \text{for } M'' - M' \leq x \leq M'' \\
0, & \text{for } x < m'' \text{ and } x > M''
\end{cases}
\]
and $g_{\alpha}$ is a standard mollifying function with a support $(-\alpha, \alpha)$, for some $\alpha < \frac{1}{2} \min\{m' - m'', M'' - M'\}$.

Note that
\[
-\frac{1}{M'} \leq f'_{\Gamma} \leq -\frac{1}{m'}
\] (5.11)

Moreover, $\tilde{\Phi}_w|_{\Gamma} = \Phi_w$ and it inherits the regularity from $w$
\[
\tilde{\Phi}_w \in H^1(0, T; H^1_0(B)) \cap L^\infty(0, T; H^2_0(B)) \cap W^{1, \infty}(0, T; L^2(B)).
\] (5.12)

and we can calculate
\[
\partial_n(\pi(X)) \tilde{\Phi}_w(t, X) = \left[1 + f'_{\Gamma}(d(X))w(t, \pi(X))\right] n(\pi(X)), \quad \text{on } [0, T] \times N^b_a
\] (5.13)

where due to (5.11)
\[
1 + f'_{\Gamma}(d(X))w(t, \pi(X)) \leq 1 + \max \left\{ \frac{\max\{0, M\}}{M'}, \frac{\min\{0, m\}}{m'} \right\} \leq C,
\] (5.14)
\[
1 + f'_{\Gamma}(d(X))w(t, \pi(X)) \geq 1 - \min \left\{ \frac{\max\{0, M\}}{M'}, \frac{\min\{0, m\}}{m'} \right\} \geq c > 0.
\] (5.15)

**Appendix B: the coupled entropy inequality**

We first start with deriving the coupled entropy inequality (2.3) for smooth solutions. For that reason, multiply the identity (1.6) with a function $\varphi \in C^\infty_c([0, T) \times \Omega^w(t))$. First two terms can be transformed as
\[
\int_{Q_T^w} [\partial_t(\rho s)\varphi + \nabla \cdot (\rho s u)\varphi] = -\int_{Q_T^w} [\rho s \partial_\tau \varphi + (\rho s u) \cdot \nabla \varphi] - \int_{Q_T^w} \rho_0 s (\vartheta_0, \rho_0) \varphi(0, \cdot) - \int_0^T \int_{\Gamma} (\rho s) \circ \Phi_0 \partial_\tau \mathbf{n} \cdot N^w d\Gamma + \int_0^T \int_{\Gamma^w} \rho s u \cdot N^w d\Gamma^w
\] = 0, \quad \text{by (1.9)
where we have used the Raynolds transport theorem and integration by parts. Next,
\[
\int_{Q_T^w} \nabla \cdot \left( \frac{\kappa(\theta) \nabla \theta}{\theta} \right) \varphi = - \int_{Q_T^w} \kappa(\theta) \nabla \theta \cdot \nabla \varphi + \frac{1}{T} \int_{\Gamma_w(t)} \frac{\kappa(\theta) \nabla \theta \cdot \mathbf{n}^w}{\theta} \varphi d\Gamma^w
\]
so we obtain
\[
\int_{Q_T^w} \rho s(\partial_t \varphi + \mathbf{u} \cdot \nabla \varphi) - \int_{Q_T^w} \kappa(\theta) \nabla \theta \cdot \nabla \varphi + \frac{\varphi}{T} \int_{\Gamma_w(t)} \frac{\varphi}{\theta} \left( S(\theta, \nabla \mathbf{u}) : \nabla \mathbf{u} + \frac{\kappa(\theta) |\nabla \theta|^2}{\theta} \right) + \frac{1}{T} \int_{\Gamma_w(t)} \frac{\kappa(\theta) \nabla \theta \cdot \mathbf{n}^w}{\theta} \varphi d\Gamma^w = - \int_{\Omega^w_0} \rho_0 s(\varphi_0, \varphi) \varphi(0, \cdot).
\]
(5.16)

Next, multiply (1.3) with \( \tilde{\psi} \in C_\infty^\infty([0, T) \times \Gamma) \) to obtain
\[
\int_{\Gamma_T} \theta \partial_t \tilde{\psi} - \int_{\Gamma_T} \nabla \theta \cdot \nabla \tilde{\psi} + \int_{\Gamma_T} \nabla \mathbf{w} \cdot \nabla \partial_t \tilde{\psi} = - \int_{\Gamma_T} \theta \psi(0, \cdot) - \int_{\Gamma_T} \nabla \psi(0, \cdot) + \int_{\Gamma_T} \tilde{q} \tilde{\psi}.
\]
(5.17)

Now, we sum up (5.16) and (5.17) for non-negative test functions \( \varphi \in C_\infty^\infty([0, T) \times \Omega^w(t)) \) and \( \tilde{\psi} \in C_\infty^\infty([0, T) \times \Gamma) \) such that \( \gamma_{\Gamma^w} \varphi = \tilde{\psi} \) on \( \Gamma_T \), which then by the coupling condition (1.12) finally give us (2.3).

Note that here we have actually derived (2.3) in a form of equality. However, in the definition of our weak solution 2.1, both entropy and energy identities are replaced with inequalities, which owes to the lower semicontinuity of norms. We argue that this is enough, i.e. if the weak solution is regular enough, then (2.3) and (2.4) are satisfied as an identity. More precisely, let smooth functions \((\vartheta, \rho, \mathbf{u}, w, \theta)\) be a weak solution in the sense of definition. Following the ideas from [54], we first assume that there is a smooth non-negative test function \( \tilde{\varphi} \) such that w.r.o.g. \( \tilde{\varphi} \leq \vartheta \) and (2.3) holds as a strict inequality
\[
\int_{Q_T^w} \rho s(\partial_t \tilde{\varphi} + \mathbf{u} \cdot \nabla \tilde{\varphi}) - \int_{Q_T^w} \kappa(\theta) \nabla \theta \cdot \nabla \tilde{\varphi} + \int_{Q_T^w} \tilde{\varphi} \left( S(\theta, \nabla \mathbf{u}) : \nabla \mathbf{u} + \frac{\kappa(\theta) |\nabla \theta|^2}{\theta} \right) + \frac{1}{T} \int_{\Gamma_w(t)} \frac{\kappa(\theta) \nabla \theta \cdot \mathbf{n}^w}{\theta} \tilde{\varphi} d\Gamma^w < - \int_{\Omega^w_0} \rho_0 s(\varphi_0, \varphi) \varphi(0, \cdot) - \int_{\Gamma_T} \theta \psi(0, \cdot) - \int_{\Gamma_T} \nabla \psi(0, \cdot).
\]
(5.18)

Now, by choosing \((\varphi, \psi) = (\mathbf{u}, \partial_t w)\) in (2.2), we obtain
\[
\frac{1}{2} \int_{\Omega^w(t)} \rho |\mathbf{u}|^2_T 0 + \frac{1}{2} \int_{\Gamma} |\partial_t w|^2_T 0 + \frac{1}{2} \int_{\Gamma} |\Delta w|^2_T 0 - \int_{\Gamma_T} \Delta \theta \partial_t w + \alpha_1 \int_{\Gamma_T} |\partial_t \nabla w|^2 + \frac{\alpha_2}{2} \int_{\Gamma_T} |\partial_t \nabla \theta|^2
\]
while the energy inequality gives us
\[
\frac{1}{2} \int_{\Omega^w(t)} \rho |\mathbf{u}|^2_T 0 + \frac{1}{2} \int_{\Gamma} |\partial_t w|^2_T 0 + \frac{1}{2} \int_{\Gamma} |\Delta w|^2_T 0 + \alpha_1 \int_{\Gamma_T} |\partial_t \nabla w|^2 + \frac{\alpha_2}{2} \int_{\Gamma_T} |\partial_t \nabla \theta|^2_T
\leq - \int_{\Omega^w(t)} \rho e(\rho, \theta) |\mathbf{u}|^2_T 0 - \alpha_1 \int_{\Gamma_T} |\theta|^2_T 0 - \int_{\Gamma_T} |\nabla \theta|^2 - \int_{\Gamma_T} \Delta \theta \partial_t w.
\]
Now, we sum up (2.3) with \( \varphi = \vartheta - \tilde{\varphi} \) with (5.18) and obtain that (2.3) holds as a strict inequality for \( \varphi = \vartheta \). Then, one has by the Gibbs identity (1.26)

\[
\int_0^T \int_{\Omega^{\ast} (t)} p(\rho, \vartheta)(\nabla \cdot \mathbf{u}) - S(\vartheta, \nabla \mathbf{u}) : \nabla \mathbf{u} > - \int_{\Omega^{\ast} (t)} \rho \mathbf{c}(\rho, \vartheta) \left| \theta \right|_0^T - \frac{1}{2} \int_0^T |\mathbf{u}|_0^T - \int_{\Gamma_T} |\nabla \theta|^2 - \int_{\Gamma_T} \Delta \theta \partial_t w,
\]

which is obviously a contradiction. Therefore, (2.3) must hold as an identity. Using the ideas from the above calculation, we easily obtain that now the energy inequality (2.4) has to hold as an identity as well.
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