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Abstract
The proliferation of interconnected battlefield information-sharing devices, known as the Internet of Battlefield Things (IoBT), introduced several security challenges. Inherent to the IoBT operating environment is the practice of adversarial machine learning, which attempts to circumvent machine learning models. This work examines the feasibility of cost-effective unsupervised learning and graph-based methods for anomaly detection in the network intrusion detection system setting, and also leverages an ensemble approach to supervised learning of the anomaly detection problem. We incorporate a realistic adversarial training mechanism when training supervised models to enable strong classification performance in adversarial environments. The results indicate that the unsupervised and graph-based methods were outperformed in detecting anomalies (malicious activity) by the supervised stacking ensemble method with two levels. This model consists of three different classifiers in the first level, followed by either a Naive Bayes or Decision Tree classifier for the second level. The model maintains an F1-score above 0.97 for malicious samples across all tested level two classifiers. Notably, Naive Bayes is the fastest level two classifier averaging 1.12 seconds while Decision Tree maintains the highest AUC score of 0.98.

1 Introduction
In the information age, most human activity depends on the computer network to function, and our dependence on digital processes for productivity means that system failure would lead to a tremendous loss of resources and inefficiency. This is especially true with the proliferation of the Internet of Battlefield Things (IoBT). The concept of the IoBT relies on highly-connected devices to provide timely and accurate information across the battlefield. Unfortunately, advances in this technology present several unique security challenges (Kamhoua et al. 2020). Should these devices fall victim to an attack, malicious actors could disrupt mission critical information flows and inhibit a commander’s ability to command and control across the full spectrum of operations. Historically, such attacks have been identified, recognized, and dealt with by cybersecurity professionals who used manual tools to scan the network traffic for suspicious activity. The emerging techniques of machine learning (ML) have the potential to make these professionals even more effective. If a ML model could identify anomalous packets of data traveling through an IoBT network autonomously and accurately, then human security professionals would waste less time sifting through network traffic alerts and log files.

For such a ML model to be implemented, analysts would like low levels of false positives and negatives from the ML decision outputs. The ML model would also require efficiency so that organizations could run it on standard computing equipment. We set out to build such a model for anomaly detection in cybersecurity suitable for implementation according to the above criteria.

In developing a suitable model for anomaly detection, we must consider methods that account for the adversarial environment where adversaries could use adversarial machine learning (AML) techniques; these are categorized based on the adversary’s knowledge of the target model. In a white-box AML method, the attacker knows the architecture or parameters of their target, and black-box techniques are used when they do not have such information (Kose 2019). Some defensive schemes have been proposed to harden learning models, but new AML methods are constantly being developed.

Cybersecurity professionals need novel techniques to aid them in identifying malicious attacks while simultaneously maintaining a low rate of false positives and false negatives in adversarial IoBT environments. This work explores the feasibility of some unsupervised methods, as well as a graph-based approach to anomaly detection. We also develop a supervised stacking ensemble model trained on realistic adversarial samples that maintains a high level of precision and recall.

2 Related Work
2.1 Common Approaches
ML techniques for tackling the anomaly detection problem in cybersecurity have included semi-supervised methods, deep learning models, and graph-based approaches. A common baseline approach for semi-supervised anomaly detection is the One Class Support Vector Machine (OC-SVM) (Ahmed, Naser Mahmood, and Hu 2016), which finds the hyperplane that separates the data from the origin with the
greatest possible distance, using the same kernel mechanics as a traditional SVM (Nguyen and Vien 2019). OC-SVM has been highly effective on noisy data sets in cybersecurity, but it struggles with run-time on data sets with high dimensionality (Ghanem et al. 2017).

As network traffic data is generally high-dimensional, deep learning approaches have supplanted OC-SVM as the industry standard. A primary deep learning technique for anomaly detection in cybersecurity is the autoencoder (AE), where a neural network is tasked with reconstructing network traffic patterns, after having passed them through a series of ever-smaller hidden layers. Its central layer is a reduced-dimensions representation of normal traffic, since it is trained exclusively on normal traffic. When the network is fully trained, the instances that are still inaccurately reconstructed by the AE are considered to be anomalous (Youselfi et al. 2020).

The most elaborate implementation of the AE in cybersecurity is the variational autoencoder (VAE), a directed graph-based probabilistic model that learns on an AE’s central layer for learning model parameters (An and Cho 2015). There is skepticism from researchers that AEs are not any more effective than the classic OC-SVM, but the academic consensus is that AEs can be a useful tool, especially in conjunction with more classic methods (Nguyen and Vien 2019).

Two additional unsupervised ML methods for anomaly detection are relevant. Isolation forests exploit a decision tree-like architecture to uncover anomalies, assuming that those anomalies would be most easily split from the rest of the data (and thus closer to the root of the decision tree) (Xu et al. 2017). Local outlier factor is a common density-based unsupervised learning method, which identifies anomalies as points which have significantly lower density than neighboring observations (Xu et al. 2013).

Anomaly detection can also be performed by modeling computer networks as graphs. Although anomaly detection is a well-researched problem, the vast majority of the prior approaches have treated networks as static graphs. Static graph-based methods had severe limitations, as they failed to capture the temporal characteristics of emerging anomalies. Microcluster-based Detector of Anomalies in Edge Streams (MIDAS) is a novel anomaly detection technique, which uses dynamic graphs to detect micro-cluster anomalies in the network. MIDAS scans network traffic to find sudden groups of suspiciously similar edges in dynamic graphs. MIDAS has relatively robust predictive power, and its chief advantage is detecting anomalies quickly in real-time (Bhatia et al. 2020).

### 2.2 Adversarial Attacks

Malicious actors will attempt to circumvent the network intrusion detection system (IDS) via adversarial attacks, often employing AML techniques. Although AML techniques attempt to exploit different attack vectors, they largely have the same goal: cause a model to misclassify samples. In the context of IoT, an adversary may want to gain and maintain access to the network of devices. They may have several goals associated with that access, such as stealing information or degrading sensor capabilities. No matter the goal, the adversary will need to avoid detection by any ML-enabled IDS platforms. They can accomplish this in many ways, including poisoning data during the collection process to reduce the prediction quality of the model. Evasion attacks entail supplying a perturbed sample to a trained model with the goal of misclassifying that sample. In cybersecurity, this means an adversary would perturb malicious traffic (e.g., slightly modify features) to mask it as normal (Shipp et al. 2020). One such AML technique for evasion attacks, for example, is the Fast Gradient Sign Method (FGSM). With FGSM, adversarial examples are generated according to Equation 1:

\[
\hat{x}_{adv} = \epsilon \cdot \text{sign}(\nabla_x J(\theta, x, y)),
\]  

where \(\epsilon\) is a scale parameter, \(J\) is the loss function, \(\theta\) are the model parameters, \(x\) are the inputs (features), and \(y\) are the targets (labels) (Goodfellow, Shlens, and Szegedy 2015). Another effective technique is the Carlini-Wagner Attack, which is formulated as a minimization problem primarily to construct adversarial image samples (Carlini and Wagner 2017).

Defending against these adversarial evasion attacks has received widespread attention in recent years. One approach uses adversarial training leveraging an ensemble stacking method. In this method there are two levels: the first stack consists of multiple classifiers whose output is a new feature matrix of the predicted labels from each classifier; and the second stack is a single classifier that outputs a final prediction. The first stack classifiers are trained on an original training set, as well as some adversarial training sets. Classifiers in the first stack are chosen based on their performance against an unchanged test set (Devine and Buisine 2021). This approach served as a primary motivator for our own ensemble method.

### 3 Methodology

We briefly describe the cybersecurity data set used and preprocessing performed, and give an overview of the unsupervised and graph-based methods explored for anomaly detection. We also describe the process for developing the adversarial training sets, and the subsequent ensemble approach for adversarial training based supervised learning.

#### 3.1 Data Set

We used the UNSW-NB15 data set synthesized by the Australian Center for Cybersecurity (Moustafa and Slay 2015, 2016). It contains 2.5 million observations of packets traveling through a computer network, where each observation is labelled as normal traffic or attack traffic. The set contains 321,283 malicious observations and 2.2 million normal observations. Many of the attacks were artificially injected into the real traffic to make the entire data set more representative of all the types of attacks an anomaly detection system could encounter.

UNSW-NB15 contains 47 features of which 42 are numerical and 5 are nominal. In addition to these 47 features,
the data included two labels: the attack category for malicious traffic, and a binary label for normal (0) and malicious (1) traffic. These features described the characteristics of the packet flow, the quantity of information contained in each packet, and the broad features of the packet content, among other characteristics. There are an additional 12 pre-engineered features developed by the authors included as part of the 47 features provided in the data set.

3.2 Pre-Processing

We first examined the data set to check for unrealistic entries. For example, we found a few rows whose “source port” value did not fall in the range of actual port values and, therefore, removed them from the data set. We also removed the data set author’s pre-engineered features as we worked under the assumption that our ML model only had intrinsic network data with no pre-determined logic applied. We also encoded the nominal features as pre-processing for modeling. After exploring feature importance through a \( \chi^2 \) test and a Mutual Information test, we dropped several of the encoded features that were not in the top five results during importance testing. As such, we then examined a correlation matrix between remaining features, which allowed us to drop any that were highly-correlated (greater than 0.85). Through this process, we were able to reduce the dimensionality of the data set from 49 to 21 features. With this reduced data set, which was used for all experiments moving forward, we divided the data into training and test sets to evaluate our ML trained classifiers. The original, unchanged training set with 21 features is called \( T_1 \). It is important to note that the test set remains unchanged (i.e., it is not perturbed as part of the adversarial training) in order to provide a standard basis for ML model evaluation.

3.3 Unsupervised Learning and Graph-based Methods

We first experimented with unsupervised and graph-based methods for anomaly detection using the UNSW-NB15 data set. For the unsupervised learning, we implemented both the isolation forest and local outlier factor methods on \( T_1 \). An isolation forest selects a random feature and a random split value between that feature’s maximum and minimum value. The algorithm continues and builds an isolation tree and anomalous samples are those with a smaller path length in the tree (Liu, Ting, and Zhou 2008). The local outlier factor method, on the other hand, measures the deviation of the samples with respect to their neighbors. Samples with lower density than their neighbors are considered outliers (Breunig et al. 2000). These techniques helped us determine whether the anomalous cluster could be separated from the normal instances in an unassisted yet effective manner.

We then analyzed the data with MIDAS, a graph-based approach to anomaly detection. To do this, we extracted the following features from the original UNSW-NB15 data set: timestamp, source IP address, and destination IP address. We organized the data set in ascending chronological order in terms of timestamp and ran the MIDAS algorithm. The MIDAS algorithm takes as input a stream of graph edges over time using the features described above (e.g., the source and destination IPs are the nodes, and a sample at time \( t \) provides the edge). For efficiency, the state of the graph is stored in Count-Min-Sketch (CMS) data structures to keep count of the number of edges between nodes. There are two such CMS structures. First, we maintain a count \( s_{uv} \), which is the total number of edges over time between nodes \( u \) and \( v \). The second is the number of edges \( a_{uv} \) at the current time. The primary difference is that \( s_{uv} \) is maintained while \( a_{uv} \) is reset when we move forward to the next time tick. These structures can be queried for the approximate number of edges \( s_{uv} \) and \( a_{uv} \). While new edges between nodes \( u \) and \( v \) are provided to MIDAS, an anomaly score at time \( t \) is output according to Equation (2):

\[
\text{score}((u, v, t)) = \left( \frac{a_{uv} - \hat{s}_{uv}}{t} \right)^2 \frac{t^2}{s_{uv}(t-1)}. \tag{2}
\]

This score is based on a \( \chi^2 \) goodness-of-fit test under the assumption that the mean rate at which edges appear at time \( t \) is the same as the mean rate for all times before \( t \). Further details of this algorithm can be found in Bhatia et al. (2020).

Our goal in experimenting with these methods was strictly focused on the anomaly detection task in a non-adversarial environment. Likewise, we focused on non-adversarial anomaly detection for MIDAS since it only used specific features to assign anomaly scores.

3.4 Development of Adversarial Training Sets

In preparing to perform supervised learning for anomaly detection using the UNSW-NB15 data set, we sought to train models robust against adversarial evasion attacks at inference time as part of a network intrusion detection system. Thus, we used adversarial training as part of an ensemble approach (Devine and Bastian 2021), which required the generation of adversarial training sets. As such, we generated these adversarial training sets according to realistic methods, assuming the adversary could influence (i.e., perturb) approximately 20% of the network traffic. We employed two different approaches, which had an overarching goal of increasing the number of false negatives; that is, we wanted to confuse the classifiers so that malicious samples would be classified as normal. The first approach was inspired by FGSM. This method, which in our case considers a 0-1 loss function, uses a linear discriminant analysis (LDA) decision function to determine a direction in which each sample’s features are perturbed. The goal is essentially to shift samples across the decision boundary to confuse the classifier. The algorithm used can be seen in Algorithm 1. The resulting training set is \( T_2 \).

The next adversarial training set we developed rested on the concept that some features held more importance to our model. The importance of certain features was determined previously using the \( \chi^2 \) test and the Mutual Information test, and then we examined those for features that an adversary could realistically control. For example, a reasonably controlled feature would be setting the source time-to-live for
Algorithm 1: LDA FGSM

Input: $n \times 1$ Training Label Vector $Y$, $m \times n$
Training Feature Matrix $X$, Adjustment Factor $\epsilon$

Output: Adversarial Training Set $X_{adv}$

1. Fit LDA model using standardized $X$ and $Y$. Save the model coefficients in $1 \times m$ vector $W$.
2. Define a $n \times 1$ vector $V$.
3. for $k \in 1 \leq k \leq n$
do
4. Calculate Decision Function:
   
4.1. $d_k = \log P(y_k = 1|x_k) - \log P(y_k = 0|x_k)$
5. if $d_k > 0$ then
6. $V_k = -1$
7. else
8. $V_k = 1$
9. end if
10. Calculate direction matrix $Z$: $Z = \text{sign}(VW)$.
11. return $X_{adv} = X + \epsilon Z$

Algorithm 2: Feature Importance Perturbation

Input: $m \times n$ Training Feature Matrix $X$, $n \times 1$
Training Label Vector $Y$, Selected Feature List $F$

Output: Adversarial Training Set $X_{adv}$

1. $X_{adv} = X$
2. Set $N_0$ as the number of samples where true label is 0
3. Set $N_1$ as the number of samples where true label is 1
4. for $k \in F$ do
5. Set $s_0 = 0$ and $s_1 = 0$
6. for $i \in 1 \leq i \leq n$ do
7. if $Y_i = 0$ then
8. $s_0 = s_0 + X^k_i$
9. else
10. $s_1 = s_1 + X^k_i$
11. end if
12. end for
13. end for
14. for $i \in 1 \leq i \leq n$ do
15. if $Y_i = 1$ then
16. $X_{adv,i} = X^k_i N_1 / N_0 + \Delta_x / N_0$
17. else
18. $X_{adv,i} = X^k_i$
19. end if
20. end for
21. return $X_{adv}$

With the training sets defined, we then standardized our training and test feature matrices. Since we wanted to build supervised ML models on the original and adversarial training sets, the fixed test set was standardized according to the training set used for each iteration.

3.5 The Ensemble Approach for Supervised Learning

The ensemble approach for adversarial training based supervised learning for anomaly detection was inspired by the approach proposed in Devine and Bastian (2021) which utilizes a two-level structure. This structure consists of multiple models in the first level that serve as base classifiers. These classifiers output either the class prediction (hard vote) or class probability (soft vote) as features for the next level. Level two then consists of a single classifier that learns from these new features to provide final class predictions. A visual representation of this ensemble approach is seen in Figure 1.

![Figure 1: Stacking Ensemble Method Structure](image)

For the level one stack, we first experimented with several common classifiers trained with each data set. We then chose the best classifier for each data set ($T_1$, $T_2$, $T_3$) and optimized the classifiers’ hyper-parameters. This optimization was accomplished by tuning according to the data set it performed best against. Next, we re-trained and passed each classifiers’ class prediction probabilities as features to several candidate level two classifiers. In this way, we utilized a soft-voting stacking model proposed by Devine and Bastian (2021). Our level two stack then ideally consists of the single best classifier across all three data sets based on the new feature matrix.

The primary metrics used to evaluate our classifiers were time-to-train and F1-score. We chose F1-score because of
the imbalance between normal and malicious samples. Since our primary aim was successfully identifying malicious samples, we focused on the F1-score related to the malicious samples. We also considered the Area Under Curve (AUC) metric when results were inconclusive.

4 Computational Experimentation

Our experiments relied on scikit-learn, or sklearn, implementations in Python for feature-selection, pre-processing, and modeling (Pedregosa et al. 2011). The feature-selection module contains useful χ^2 and mutual information tests, as each takes as input a feature matrix X and label vector y. The χ^2 test computes the χ^2 statistic between each feature and class, while the mutual information test estimates dependency between variables.

For the unsupervised learning methods, the ensemble module of sklearn provides an isolation forest implementation that provides an anomaly score for a feature matrix based on the extra tree regressor. The local outlier factor method is implemented through the neighbors module and also provides an anomaly score. The graph-based MIDAS approach, however, relied on a custom class developed by the authors (Bhattia et al. 2021).

The diverse supervised learning methods provided by sklearn allow several classifiers to choose from. First, however, we generated the adversarial training sets using custom implementations of Algorithm 1 and Algorithm 2. We applied Standard Scaler from the sklearn pre-processing package to normalize training and test set features before building classifiers. We used seven different classifiers drawn from different modules, including LDA, Quadratic Discriminant Analysis (QDA), Gaussian Naive Bayes, Bagging (with a Decision Tree base classifier), Decision Tree, Random Forest, and Logistic Regression. For Random Forest, we ensured we set the n_jobs parameter to use all available processing cores to increase performance. Once classifiers were selected for our level one stack, we optimized the classifier hyper-parameters using the grid search cross-validation method.

5 Results and Discussion

We will briefly describe the experimental results of the implemented unsupervised, graph-based, and supervised methods for anomaly detection using the UNSW-NB15 data set.

5.1 Unsupervised Learning and Graph-based Methods

As part of the computational experimentation, we tested both isolation forest and local outlier factor techniques as the baseline unsupervised methods. Unfortunately, the results were not on par with our expectations, as both methods achieved an AUC score of approximately 0.57 and a recall of less than 25% on T1. Less than a quarter of the relevant observations were correctly identified, which is not operable. With these baseline metrics, we experimented with the MIDAS technique, running the algorithm on the subset of the network traffic using the domain name system protocol. Due to MIDAS’ model assumptions, we were unable to run it on observations using other protocols. Although MIDAS’ final AUC score turned out to be 0.74, the algorithm only took 100 seconds to complete with approximately 800,000 rows of data. We concluded that graph-based MIDAS was a superior approach compared to the two unsupervised methods, given its extremely fast run-time and better AUC.

5.2 Stacking Ensemble Based Supervised Learning

Subsequently, we implemented the stacking ensemble model using various supervised learning classifiers. In order to select our level one stack, we first trained and tested a variety of classifiers against our original and adversarial training sets. The results for F1-score are displayed in Table 4, where the F1-scores are reported separately for each class in the format of [F1-Normal, F1-Malicious].

| Classifier         | T1        | T2        | T3        |
|--------------------|-----------|-----------|-----------|
| LDA                | [.987, .915] | [.987, .914] | [.987, .915] |
| QDA                | [.990, .934] | [.990, .934] | [.941, .719] |
| Naive Bayes        | [.967, .817] | [.981, .884] | [.931, .688] |
| Bagging            | [.990, .934] | [.991, .940] | [.990, .934] |
| Decision Tree      | [.990, .934] | [.991, .940] | [.990, .934] |
| Random Forest      | [.989, .927] | [.989, .929] | [.935, .704] |
| Logistic Regression| [.991, .938] | [.990, .935] | [.991, .936] |

Table 1: Level 1 F1-Scores

From this initial experimentation, the following classifiers performed best for level one: Logistic Regression (T1), Decision Tree (T2), and LDA (T3). We chose Decision Tree over Bagging for T2 primarily due to its faster run-time. We chose LDA for T3 to diversify our models so that we did not use the same model as that chosen for T2. We then used the grid search method for hyper-parameter optimization and determined the optimal parameters based on F1-score for these methods. Next, we re-trained our level one stack consisting of these tuned classifiers and passed the new feature matrix to several classifiers to help us determine an optimal level two classifier. The results for F1-score and training time are depicted in Tables 5 and 6, respectively. Since we clearly did not have a consensus “best” classifier among those tested for level two, we also considered the AUC metric; these results are shown in Table 6.

From these classification model performance metrics, there are several options for the level two classifier. Since all results are relatively good, we recommend using Naive Bayes if computational efficiency is a priority. Otherwise, we recommend using a Decision Tree here as its AUC score for T2 and T3 were highest and it maintained a high AUC for T1; it is also a highly interpretable model.
Our results suggest that a stacking ensemble approach for supervised learning with LDA FGSM and feature importance perturbation methods used for adversarial training could be highly effective in detecting anomalies in the network intrusion detection setting, even if malicious actors are using AML to conduct evasion attacks against the model. With AUC scores of over 0.98 and total training times of less than one minute, our model could certainly be useful in IoBT settings, as long as they are able to collect data in a similar format to our data set.

There is also room for improving the ensemble approach. We did not attempt to optimize the hyper-parameters of the level two classifiers, so improvements could be made to the F1-score. Also, we did not attempt training the models on smaller amounts of data. It is possible that we will not sacrifice too much accuracy by training on a smaller number of observations, which could improve run-time greatly. Additionally, we could expand the stack to three levels. This would allow us to build out the level two stack with multiple classifiers that then pass prediction probabilities to a third level for a final classification. This approach would, of course, decrease overall performance in terms of run-time. Depending on the effectiveness of other adversarial methods, this trade-off may be worthwhile.

In future experimentation, we will explore other ways to test our methods. Since we did not consider adversarial training samples for our unsupervised approaches, future work should consider novel approaches for generating such samples. This would also allow for a more direct comparison between the unsupervised and supervised methods. The adversarial training methods we did incorporate, however, are certainly not the only approaches that could be used. We could also consider using other methods, such as adapting the Carlini-Wagner attack to our data set, or leverage other techniques from evolutionary computation and deep learning to generate adversarial examples as part of the adversarial training mechanism [Alhajjar, Maxwell, and Bastian 2021]. This might reveal other strengths and weaknesses of classifiers within the stack. We also plan to incorporate adversarial examples into the training of the unsupervised learning methods, as recently done in [Hsu et al. 2021].

Another recommendation for future work is to incorporate the MIDAS graph-based approach into the ensemble model, perhaps leveraging other graph mining techniques such as graph neural networks. This would require adjusting the MIDAS algorithm to incorporate all types of network traffic and could be used to generate a new feature for classification purposes. We also should consider different types of malicious behavior rather than just a 0-1 classification model. In a real-world setting, professionals may prioritize different types of malicious activity to focus their efforts. This means we should consider a model that classifies these different attacks once identified as anomalous. Finally, we also believe conducting a test of our model through implementation on a closed network will validate our approach. We recommend using commonly available hardware - such as a Raspberry Pi - to examine model feasibility on cost-effective platforms, which would directly advise validity in the IoBT environment.
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