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ABSTRACT

We simulate the performance of a new type of instrument, a Superconducting Multi-Object Spectrograph (SuperMOS), that uses microwave kinetic inductance detectors (MKIDs). MKIDs, a new detector technology, feature good quantum efficiency in the UVOIR, can count individual photons with microsecond timing accuracy, and, like X-ray calorimeters, determine their energy to several percent. The performance of Giga-z, a SuperMOS designed for wide field imaging based on observations made using a simulation of the COSMOS mock catalog with an array of 100,000 $R_{423}$ nm = $E/\Delta E = 30$ MKID pixels. We compare our results against a simultaneous simulation of LSST observations. In 3 yr on a dedicated 4 m class telescope, Giga-z could observe $\approx$2 billion galaxies, yielding a low-resolution spectral energy distribution spanning 350–1350 nm for each; 1000 times the number measured with any currently proposed LSST spectroscopic follow-up, at a fraction of the cost and time. Giga-z would provide redshifts for galaxies up to $z \approx 6$ with magnitudes $m_i \lesssim 25$, with accuracy $\sigma_{\Delta z/(1+z)} \approx 0.03$ for the whole sample, and $\sigma_{\Delta z/(1+z)} \approx 0.007$ for a select subset. We also find catastrophic failure rates and biases that are consistently lower than for LSST. The added constraint on dark energy parameters for WL + CMB by Giga-z using the FoMSGW default model is equivalent to multiplying the LSST Fisher matrix by a factor of $\alpha = 1.27$ ($w_0$), 1.53 ($w_\alpha$), or 1.98 ($\Delta y$). This is equivalent to multiplying both the LSST coverage area and the training sets by $\alpha$ and reducing all systematics by a factor of $1/\sqrt{\alpha}$, advantages that are robust to even more extreme models of intrinsic alignment.
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1. INTRODUCTION

The accelerated expansion of the universe (Perlmutter et al. 1999; Riess et al. 1998) is commonly attributed to a negative pressure component dubbed dark energy, making up approximately 73% of the energy content of the universe (Komatsu et al. 2011). The nature of dark energy remains a mystery, though it can be probed through its effect on the growth of structure over cosmic time. As a result, the experiments aimed at understanding dark energy are quickly growing in number. Galaxy surveys to map large scale structure and probe cosmology are becoming increasingly ambitious—both in terms of the cosmological volumes they probe, as well as in the development of technological advances necessary for more precise and efficient measurement of galaxy spectral energy distributions (SEDs). For example, the Large Synoptic Survey Telescope (LSST; LSST Science Collaboration 2009) plans to image $\approx$10 billion galaxies to $m_i < 26.5$ with data in the $u, g, r, i, z,$ and $y$ photometric bands over $\approx 20,000 \text{deg}^2$ of the southern sky. Similar current and future wide field imaging experiments include the Dark Energy Survey (DES; The Dark Energy Survey Collaboration 2005), EUCLID (Amiaux et al. 2012), and KIDS (de Jong et al. 2013).

Traditionally, sources selected by color and/or magnitude from initial imaging data in a handful of frequency bands were followed up with conventional dispersed spectrographs in order to obtain accurate redshifts. However, in the coming data-rich era, this approach is not possible. Even the largest planned fiber-fed multi-object spectrographs cannot hope to follow up even 1% of the LSST catalog (Schlegel et al. 2011).

One of the most important LSST science goals uses independent probes to measure the effect of dark energy: weak gravitational lensing (WL), baryon acoustic oscillations (BAOs), and galaxy clusters (Weinberg et al. 2012 and references therein). All of these techniques, however, rely on the precise determination of redshifts for as many galaxies as possible (Peacock et al. 2006), most of which will be faint given the steeply rising number counts toward fainter magnitudes (e.g., Smail et al. 1995). Redshifts estimated from galaxy colors in a handful of broad bands have significant problems (Benítez et al. 2009b; Hildebrandt et al. 2010) since photometric accuracy depends on spectral coverage, resolution, and signal-to-noise ($S/N$). The biases and the high catastrophic failure rates that result from redshift determination using standard photometry add significant errors to the dark energy measurements (Wang et al. 2010; Bernstein & Huterer 2010; Hearin et al. 2010). This naturally leads away from broadband imaging toward massively multiplexed low-resolution spectroscopy or spectrophotometry.

We consider a new instrument and survey, Giga-z, that will take low-resolution spectra and find the redshifts of two billion objects in the LSST field down to $m_i \lesssim 25$th magnitude in the $i$ band. This survey, when combined with LSST imaging, will enable unique galaxy science. Giga-z is made possible by optical through near-IR (NIR) microwave kinetic inductance detectors (MKIDs; Day et al. 2003), a low temperature detector (LTD) developed at UCSB that can detect the energy and arrival time of each incoming photon without the use of bandpass filters or dispersive optics (Mazin et al. 2012). MKIDs, described in Section 2, are nearly ideal, noiseless photon detectors, as they do not suffer from read noise or dark current, and have nearly perfect cosmic ray rejection. In Giga-z, described in Section 3, MKIDs will be used in a configuration similar to a conventional...
multi-object spectrograph, but without the use of a wavelength dispersive element. Giga-z could be on the sky by 2020, and with 3 yr on a 4 m telescope could improve on the LSST constraints for $w$, the dark energy equation of state parameter, and $\omega_m$, its evolution, and in conjunction with LSST map the distribution of Dark Matter (e.g., Bacon et al. 2005; Kitching et al. 2007).

The rest of this paper is organized as follows. Section 4 explains the development of mock catalogs from simulated observations for both LSST and Giga-z. Section 5 describes the redshift estimation and compares results for the two experiments, as well as a summary of statistics for current or planned survey projects with similar science goals. We explore dark energy parameter constraints in Section 6, and conclude in Section 7.

2. MICROWAVE KINETIC INDUCTANCE DETECTORS

Large formats, high quantum efficiency (QE), and low read-out noise make semiconductor detectors the most popular type of detector used in the optical and NIR wavelength regime. However, thermal noise from their high ($\approx 100 \text{ K}$) operating temperatures and the semiconductor band gap place fundamental limits. Reducing gap parameters by a factor of a thousand can be achieved with cryogenic superconducting detectors, operating at around 100 mK. A superconducting detector can count single photons with no false counts while determining the energy (to a few percent) and arrival time (to roughly 1 $\mu$s) of the incoming photon. Since the photon energy is always much greater than the gap energy, much broader wavelength coverage is possible, enabling observations at infrared wavelengths that are vital to understanding the high-redshift universe.

MKIDs (Day et al. 2003) are a cryogenic detector technology with sensitivity and ease of multiplexing initially demonstrated at millimeter wavelengths (Roesch et al. 2010; Schlaerth et al. 2010). Intrinsic frequency domain multiplexing allows thousands of pixels to be read out over a single microwave cable (McHugh et al. 2012). They can count individual photons with no false counts and determine the energy and arrival time of every photon with good QE (Mazin et al. 2012). Their physical pixel size and maximum count rate are well matched with large telescopes. These capabilities enable powerful new astrophysical instruments usable from the ground and space. The MKIDs described here are sensitive to 0.1–5 $\mu$m wavelength radiation (with cutoffs imposed by the sky count rate and the properties of the materials being used) but are optimized for NIR and optical wavelengths (350–1350 nm).

The ARay Camera for Optical to Near-IR Spectrophotometry (ARCONS) is the first ever optical/NIR MKID camera. It was commissioned in 2011 July at the Palomar 200 inch telescope and as of 2012 December, has now observed over a combined 24 nights on the Lick and Palomar telescopes (Mazin et al. 2010, 2013; O’Brien et al. 2012). Some of the science targets observed include interacting binaries (AM CVns, LMXBs, and short period eclipsing sources), QSOs (for low-resolution redshift measurements), supernovae (Type Ia and Type II), and the Crab pulsar. ARCONS, representing the current state of optical MKIDs, houses a 2024 detector array (Figure 1), making it the largest optical/UV camera based on low temperature detectors by an order of magnitude.

The energy resolution of the devices, $R (= E/\Delta E)$, currently about 20 at 254 nm (or about 12 at 423 nm), can reasonably be expected to continue to improve toward the theoretical limit of 150 at 254 nm over the next several years as designs and materials evolve. Furthermore, the optical and UV camera based on low temperature detectors by an order of magnitude.

3. THE Giga-z EXPERIMENT

Conventional multi-object spectrographs employ a mask inserted at the focal plane to pass light from targets through the slits (or apertures), blocking background sky and other nearby source photons to reduce sky noise and contamination. A dispersive element such as a diffraction grating or prism then spreads the light as a function of wavelength on a detector.

The SuperMOS concept uses the same mask-based approach to reduce sky background and contamination from other sources, but uses the intrinsic energy resolving capability of each MKID detector to measure the spectrum. Since each MKID pixel provides spectral information the focal plane is used much more efficiently, yielding a simple and compact system. A very simple implementation for Giga-z is shown in Figure 2, envisioned as an instrument for the Cassegrain or Naysmith focus of a dedicated 4 m class telescope.

Figure 1. Photograph of the new ARCONS 2024 pixel MKID array mounted into a microwave package. Signals are read out along two coaxial cables connected to the ports at each side of the box.

(A color version of this figure is available in the online journal.)

Figure 2. After the secondary mirror, light passes through the primary mirror, and is corrected for atmospheric dispersion if required. An aperture mask at the focal plane feeds preselected target light through a reimagining system that focuses the image onto the corresponding MKID. Filters at 4 K and 100 mK block thermal infrared radiation.

(A color version of this figure is available in the online journal.)
Aside from the inherent energy resolution of MKIDs, Giga-z is enabled by the large pixel counts possible with MKIDs. A 1 deg² field of view can be divided among 100,000 detectors, each fed by a macropixel covering 10'' × 10'' of the sky, to be able to cover 20,000 deg² in a reasonable amount of time (see Figure 3). Galaxy number counts in the i band to the 24.5th magnitude (e.g., Capak et al. 2007) ensure that ≥80% of the macropixels will contain a galaxy at each pointing. A mask cut using preexisting LSST (or earlier DES) imaging would permit light from one celestial source per macropixel into a reimaging system that focused the light onto the corresponding large plate scale MKID located directly below.

We note two potential drawbacks to this aperture masking technique: ≈20,000 precut masks are required, and it limits the galaxy sampling to a relatively uniform spacing, making observations of galaxy clusters more difficult. However, a dedicated laser mask-milling facility can address the first issue (such masks have been made for, e.g., Conti et al. 2001; Coil et al. 2011), and careful survey design incorporating fields with multiple visits can ameliorate the second.

In ≈15 minutes adequate S/N can be achieved to determine the redshift of galaxies with magnitudes ≲25 (Section 5). Assuming 80% of the macropixels contain a source, Giga-z would acquire ≈320,000 spectra hr⁻¹. Rapid mask changes can be performed with preloaded cartridges, and the photon counting nature of the MKIDs allows the mask to be aligned using real time feedback from the science array. In one night with 8 hr of observing, this equates to ≈2.5 million spectra per night. At this rate, the entire LSST field could be covered in about 3 yr.

3.1. Masks

LSST will provide galaxy shapes and radii. Assuming that Poisson statistics from the sky dominates errors, the mask hole radius that maximizes S/N is proportional to the encircled energy squared over the area of the hole, which depends upon the light profile of the target. For an object with a Gaussian profile, for example, the S/N is maximized by capturing ≈72% of a galaxy’s light. For more realistic profiles, it is slightly less than this. The Cosmos Mock Catalog (CMC; Section 4.1) indicates that the majority of galaxies out to high redshift have half light radii equal to less than half an arcsecond. This scale translates to hole diameters of ≈40 μm in the design presented here, well within the limits of current laser drilling technology. Seeing conditions at the site may broaden galaxy profiles, and therefore must also be taken into account when determining hole size. MKIDs have a maximum count rate that can be tuned to some degree during fabrication to fall within the range ≈1000–10,000 counts pixel⁻¹ s⁻¹. The hole sizes for very bright or large galaxies would likely require accounting for the maximum allowable photon count rate.

3.2. Sky Subtraction

When working into the NIR, sky subtraction becomes a dominant concern. For Giga-z, concurrent with galaxy target selection from the LSST imaging will be the selection of known dark areas of the sky. Approximately 10%–20% of the macropixels in a typical observation, greater than 10,000 MKIDs, will collect approximately 1000 photons s⁻¹ from the sky (based on the Gemini South model), with each photon individually time tagged to within a microsecond. This sky background data can then be used to build up a map consisting of spectra as a function of time at every point on the array, facilitating the subtraction of the sky background to the Poisson limit over the entire spectral range of the detectors. In the J band, for example, with a sky brightness of roughly 16.6 mag arcsec⁻², a 24.5th magnitude galaxy with about half of its light falling in
1 arcsec\(^2\) would have a contrast ratio of \(\approx 5e^{-4}\). Figure 7 shows this measured at a few sigma in a 15 minute exposure.

### 3.3. Instrument Response

Different mask hole positions within a macropixel illuminate the MKID very slightly differently, so both the throughput and QE of each MKID will need to be calibrated as a function of mask hole position. Stray light, for example, may be an important factor, involving cross-talk from one mask hole to another’s corresponding detector. These differences can be calibrated through laboratory and on-sky testing. No fringing effects have been observed with ARCONS.

### 4. SIMULATED OBSERVATIONS

#### 4.1. The Cosmos Mock Catalog

The CMC (Jouvel et al. 2009) makes use of the latest survey data gathered through deep extragalactic surveys. It was specifically designed to be used to forecast the yields of future dark energy surveys, by converting the observed properties of each COSMOS galaxy into simulated properties that can then be viewed using any instrument configuration. Thus we combine the synthetic galaxy spectra from the CMC with our instrument throughput model to generate catalogs of simulated Giga-z (and LSST) observations.

The CMC is based on the Cosmic Evolution Survey (COSMOS) observations (Capak et al. 2007) which cover approximately 2 deg\(^2\) with 30 band photometry from multiple instruments spanning X-ray through radio frequencies. The subset used as input for the CMC is the photometric redshift catalog, covering a central 1.24 deg\(^2\) patch fully covered by HST/ACS imaging and not masked, providing a sample of 538,000 objects down to \(i^* < 26.5\) (Ilbert et al. 2009).

For each galaxy, active galactic nucleus (AGN), or star, a best-fit template is assigned based on the 30 band photometry. The same template is used for the redshift fit, and comes from a composite library of elliptical, spiral, and starburst galaxy templates and stellar templates used by the LePhare code.\(^5\) The best-fit templates are redshifted and scaled to be in the observer’s frame, assuming a perfect instrument (perfect efficiency, delta function PSF, etc.).

Two possible downsides to using these observations are the potential bias due to faint AGN contribution, and the possible bias in the redshift distribution at \(z \gtrsim 1.25\), where the photo-z from the observed catalog become degraded. To ensure a representative population, the CMC was compared with catalogs from the Hubble Space Telescope (HST) Ultra Deep Field, Great Observatories Origins Deep Survey (GOODS), and VVDS-DEEP surveys for galaxy count, color, redshift, and emission-line distributions, and found to be consistent.

The CMC was updated in 2011 (version 2011 July 15) to improve the estimation of emission line fluxes, incorporated in the simulated galaxy SEDs, which we have used for the simulations presented here. Table 1 shows the breakdown by galaxy type of the CMC. The newest version of the catalog contains 646,706 objects, to a limiting simulated Subaru \(i\) band AB magnitude of 26.5 over 1.24 deg\(^2\) of sky. This catalog has already had most stars and AGN removed. For our simulations, we use CMC objects with \(i < 25\) (a complete sample), and remove the 916 AGN and 1373 point-like objects with no radius solution (likely stars; there are two objects that overlap the AGN/point-like object designations), which results in 219,759 galaxies for simulating mock observations, with redshifts up to \(z = 6\).

#### 4.2. Simulated Giga-z Observations

To simulate the performance of Giga-z, realistic models for filters, optical throughput, device QE, telescope reflectivity, and sky background were generated. A locale with conditions similar to the Cerro Pachón, Chile, with access to the southern sky is assumed.

We take optical throughput to be 0.7, accounting for \(\approx 4\%\) loss at each of five lenses and \(\approx 10\%\) loss at an IR-blocking filter. Since the QE for the MKID detectors in ARCONS varied between roughly 73\% at 200 nm and 22\% at 3 \(\mu\)m (Mazin et al. 2010), and there is significant room for improvement (Section 2), we assume a constant MKID QE of 0.75 for Giga-z.

A model for bare aluminum reflectivity\(^6\) squared to account for two reflections at the primary and secondary mirrors is used to account for losses at reflective surfaces.

To model the atmospheric transmission at Cerro Pachón, Chile, we combine the extinction curve taken from the Gemini website\(^7\) in the optical, merged with transmission in the NIR.\(^8\) To model the sky background for simulating measurement errors and estimates of S/N, we merge the optical and NIR sky backgrounds given for Gemini South\(^9\) assuming an airmass of 1.5 and water vapor column of 4.3 mm. This is likely an overestimate of the far-red continuum brightness (e.g., Hanuschik 2003), but a subdominant effect at \(R_{\text{ACI}} = 30\), as OH lines will be the primary contributor and thus we deem this a conservative estimate. The lunar phase assumed is within seven nights from new moon (“dark,” but not “darkest”), where the \(V\) magnitude of the sky is \(\approx 20.7\) mag arcsec\(^{-2}\). In practice, gray time can likely be used without significant degradation.

MKIDs do not require the use of filters for information about the energy of the incoming photons. However, in order to compare our results with the LSST simulated photometry as transparently as possible and to be able to use existing redshift estimation codes without having to develop our own at this time, we can simulate effective photometric bands as independent spectral resolution elements. Collected photons are separated into energy bins, thus an effective filter would take the form of the error distribution of the energy determination convolved with a top hat, which represents the quantization of binning. Since photon energies are determined by a fit to the phase shift of the MKID with time, we can choose bins that are small compared to the

\[^5\]http://www.lam.oamp.fr/arnouts/LEPHARE.html  
\[^6\]http://rmico.com/coatings-specifications/metal-hybrid/bare-aluminum-hal  
\[^7\]http://www.gemini.edu/sciops/telescopes-and-sites/observing-condition-constraints/extinction  
\[^8\]http://www.gemini.edu/?q=node/10789  
\[^9\]http://www.gemini.edu/sciops/telescopes-and-sites/observing-condition-constraints/ir-background-spectra  
\[^10\]http://www.gemini.edu/sciops/telescopes-and-sites/observing-condition-constraints/optical-sky-background
true resolution so as not to impose any additional degradation. For the analysis presented here, each “filter” is a Gaussian, centered in wavelength one FWHM away from its neighbors, where

$$\text{FWHM}(\lambda) = 2 \sqrt{2 \ln(2)} \sigma(\lambda) = \frac{\lambda^2}{R_0 \lambda_0}. \quad (1)$$

$R_0$ is equal to 30 at the fiducial $\lambda_0$ which we take here to be 423 nm, and decreases linearly with increasing wavelengths. Figure 4 (bottom panel) illustrates the effective filter set in the context of total throughput, using a normalization that ensures no double-counting of photons. Cutoffs are imposed at 350 and 1350 nm due to the effects of sky brightness and atmospheric transmission constraints.

(A color version of this figure is available in the online journal.)

| Filter | Central $\lambda$ (nm) | Bandwidth (nm) | Exposure Time (s) |
|--------|------------------------|----------------|-------------------|
| $u$    | 360.0                  | 80.0           | 700               |
| $g$    | 476.0                  | 152.0          | 1000              |
| $r$    | 621.0                  | 69.0           | 2300              |
| $i$    | 754.5                  | 63.5           | 2300              |
| $z$    | 870.0                  | 52.0           | 2300              |
| $y$    | 1015.0                 | 65.0           | 2300              |

Table 2: LSST Filters and Exposure Times

Figure 5. QE for the red-enhanced devices developed at MIT/LL which are leading LSST device technology candidates (Lesser & Tyson 2002) is shown in red. The blue line depicts the assumed Giga-z QE. (A color version of this figure is available in the online journal.)

4.3. Simulated LSST Observations

We also simulated observations of the CMC for an LSST 3 yr stack. The LSST design, as outlined in the LSST Science book (LSST Science Collaboration 2009), incorporates three lenses, each with a projected $\approx 3\%$ loss, giving a throughput of $\approx 91\%$. They use a three mirror telescope, which we model using the same aluminum reflectivity model but cubed. We note that this is pessimistic compared with the proposed LSST design that uses a multilayer mirror coating to improve on the far-red performance of the aluminum, without the $u$ band absorption of silver. Lesser & Tyson (2002) predict that the devices used in the LSST experiment will be very similar to the red wavelength-enhanced charge coupled devices (CCDs) developed at the Massachusetts Institute of Technology (MIT) Lincoln Laboratory, with a QE shown in Figure 5. Table 2 lists the LSST filter band centers and bandwidth, as well as the exposure time for each filter. In the LSST case, only one filter may be used at a time.

4.4. Simulation Output

Figure 6 illustrates our simulated $5\sigma$ and $10\sigma$ magnitude limits for the LSST 3 yr stack and Giga-z experiment, accounting for optical element (filter and lens) throughputs, mirror reflectivity, detector QE, and atmospheric transmission. Note that each LSST filter encompasses 2–5 Giga-z pseudo-filters. If the Giga-z filters corresponding to each LSST filter were combined, the resulting magnitude limits would be more equivalent.

We show the simulated photometric measurements by LSST and Giga-z for four example CMC mock galaxy spectra in Figure 7. Orange points denote the LSST mock observations with error bars, and green points are those predicted for the Giga-z experiment. Errors are simply derived from Poisson statistics, and optimal sky background subtraction has been assumed. Though the S/N is typically lower per filter for Giga-z, the wavelength coverage is greater, and the exposure time is much smaller for Giga-z. Indeed, as will be seen in Section 5.3, photometric depth does not equate to photometric redshift accuracy. Despite high S/N, the LSST filter set ($R \approx 5$) inevitably leads to more color–redshift degeneracies, making unambiguous redshift determination impossible for the majority of galaxies (e.g., Coe et al. 2006).

\[\text{http://lsst.org/files/docs/LSST-RefDesign.pdf}\]
5. PHOTOMETRIC REDSHIFTS

Very accurate photo-zs are required to optimally exploit the expected data sets of dark energy surveys such as DES, LSST, and EUCLID (e.g., Huterer et al. 2006). However, photo-z accuracy is greatly affected by experimental observing strategy, filter set, and photometric sensitivity, which will impact the determination of redshifts from broadband SEDs.

The best photometric results arise when strong continuum breaks in a galaxy spectrum fall between two instrument filters, and are therefore well constrained. One such typical feature of early-type galaxies is the 4000 Å break that arises from the onset of stellar photospheric opacity due to the absorption of mainly ionized metals (e.g., Ca ii) in the atmospheres of late-type stars. The Balmer break at 3646 Å marks the termination of the hydrogen Balmer series, and is indicative of younger stellar populations and more recent star formation. The Lyman break is another pronounced continuum discontinuity at 912 Å, observed in star-forming galaxy spectra. It is produced both in the stellar atmospheres of massive stars as a result of the hydrogen ionization edge and by photoelectric absorption by interstellar and intergalactic H\textsubscript{i} gas. Lastly, sources at high redshifts have spectra that exhibit a suppressed continuum blueward of 1216 Å (Ly\textsubscript{\alpha}) due to additional opacity from line blanketing by intervening gas clouds along the line of sight.

By $z \approx 1.25$, the 4000 Å break has shifted to $\approx 0.9$ μm, out of the range of typical optical filters such as those used by LSST. Not until $z \gtrsim 3$ does the redshifted Lyman break reenter the visible, so NIR or UV data becomes imperative to get reliable redshifts in this “redshift desert.” The wavelength coverage of Giga-z is continuous and dense from $\approx 350$ nm–1.35 μm (Figure 4), narrowing the redshift desert to $2.25 \lesssim z \lesssim 3$.

We therefore expect fewer photo-z degeneracies and a lower catastrophic failure rate for Giga-z than for LSST.

5.1. Choosing a Photo-z Code

Hildebrandt et al. (2010) compared 17 photo-z estimation methods used currently in the literature through blind tests on both simulated data and real data from GOODS (Giavalisco et al. 2004). Using each code, accuracies were determined for global photo-z bias, scatter, and outlier rates. Differences between codes stemmed mainly from whether they were empirical or template-fitting, the training set in the former case and the template set in the latter, the use of priors, handling of the Ly\textsubscript{\alpha} forest, and the benefit of adding mid-IR photometry. For
a detailed discussion of photo-z methods and their common elements, see Budavári (2009). The three photo-z codes that ranked highest were LePhare (Arnouts et al. 2002; Ilbert et al. 2006), Bayesian photo-zs (Benítez 2000; Coe et al. 2006), and EAZY (Brammer et al. 2008). The best results were achieved by using an empirical code (smaller biases) or optimizing templates, and correcting for systematic offsets.

One reason to favor a template-based photo-z code without any required training for this study is that the galaxies probed by upcoming surveys will span a cosmological volume and parameter space much greater than what can be well represented currently through spectroscopy. Even very small mismatches between the mean photometric target and the training set can induce photo-z biases large enough to corrupt derived cosmological parameters significantly (MacDonald & Bernstein 2010). Hence we proceed with the template-based photo-z code EAZY, and interpret the results presented here as what could be achieved prior to comprehensive spectroscopic surveys. Its ease of use and demonstrated improvement in photo-zs with the inclusion of IR data are also factors in why EAZY is commonly used (e.g., Ly et al. 2011), facilitating our aim of a side-by-side comparison between LSS and Giga-ς.

Secondly, emission lines can change the colors of objects significantly, and are present in real observations. The treatment of emission lines can improve the photo-z accuracy by a factor of ≈2.5 (Ilbert et al. 2009), as they can be critical for minimizing systematic errors (such as aliasing in the redshifts). Both the CMC (Section 4.1) and templates provided with EAZY include emission lines.

Lastly, we note that the CMC synthetic spectra from which our mock observations are derived were generated using the LePhare code and therefore it is more instructive to use a different code for our analysis.

5.2. The EAZY Photometric Redshift Code

EAZY was developed to be specifically optimized for samples of galaxies with a limited amount of or biased (e.g., band-selected) spectroscopic information available (Brammer et al. 2008). Combining the functionality of several preexisting redshift estimation codes, EAZY allows the user to fit linear combinations of templates and the choice of using a prior (flux- and redshift-based) through a parameter file. An error function can be used to downweight spectra to account for wavelength-dependent template mismatch such as in the UV where dust extinction is strongest and most variable, and in the NIR where thermal dust emission and stochastic PAH line features begin to appear. Furthermore, the user may apply Madau (1995) intergalactic medium absorption to templates.

By default, a probability-weighted integral is taken over the full redshift grid in order to assign an object redshift, marginalizing over the posterior redshift probability distribution (in lieu of, e.g., assigning the single most likely redshift by $\chi^2$ minimization, although the user has control over which). Though this does not permit simple spectral classification, the increased photo-z precision and ability to reproduce complex star formation histories by fitting non-negative linear combinations of the templates may allow for better physical separation of photometric samples. One particular feature is the applicability to a wider range of redshifts and intrinsic colors than would be possible with an empirical photo-z code, as no representative training set exists.

The default EAZY template set was generated using the Blanton & Roweis (2007) non-negative matrix factorization method to reduce the stellar population synthesis code PÉGASE model library (Fioc & Rocca-Volmerange 1997) to five “principle component” spectral templates of the calibration catalog. The templates are calibrated with a catalog (Blaitz et al. 2005) derived from the De Lucia & Blaitz (2007) semi-analytic models based on the Springel et al. (2005) Millennium Simulation. Theoretically, this simulated 1 deg$^2$ light cone contains a more realistic distribution of galaxies over $0 < z \lesssim 4$ than the more local spectroscopy most codes are trained on. One additional dusty starburst template was added, however, to account for extremely dusty galaxies which appear to be lacking representation in the semi-analytic models. A newer version of EAZY (v1.1; G. Brammer 2012, private communication) implements emission lines following the prescription of Ilbert et al. (2009, after Kennicutt 1998). These template spectra are shown in the top panel of Figure 8.

A second set of templates provided with EAZY that were used in this analysis are a grid of single PÉGASE models (which we will refer to as “Pegase13”) that provide a self-consistent treatment of emission lines. They were designed to match the set described by Grazian et al. (2006)—constant star formation rate models with additional dust reddening following the Calzetti (2001) law. One tenth of the 260 Pegase13 spectral templates are plotted in the bottom panel of Figure 8.

The redshift grid for template fitting was done in steps of 0.005 on a log(1+z) scale. This imposes a limit on redshift resolution that becomes important on scales of $|\Delta z|/(1+z) < 0.01$, as features can be recovered if their wavelength is greater than two grid steps. As our total sample redshift accuracy is larger than this, our sampling step is not the dominant contributor to systematic errors.

5.3. Photo-z Results

In order to make the fairest comparison possible, we did not employ techniques that might aid in decreasing scatter in photo-z estimates in a biased way. For example, we perform simple cuts, but we do not use priors in this analysis as they may improve results in a way that is preferential for one experiment.

---

Figure 8. EAZY template spectra (top panel) with the default error function plotted in red, and 26 of the 260 Pegase13 template spectra (bottom panel) used for redshift estimation with the EAZY code. Details on the templates can be found in the text.

(A color version of this figure is available in the online journal.)

---

12 Easy and Accurate Redshifts from Yale; http://www.astro.yale.edu/eazy/.
To minimize obscuration, we present only basic first-order results that could be improved upon in the future when the goal is to get the most out of data.

The EAZY estimated redshifts for both Giga-z and LSST were compared with the input redshifts from the CMC catalog, and the statistics used to quantitatively assess their quality are given in Table 3. The difference between input catalog and EAZY estimated redshift is \( \Delta z = z_{\text{in}} - z_{\text{est}} \). The distribution for \( \Delta z \) is typically non-Gaussian, with extended tails and secondary peaks due to catastrophic outliers, which we arbitrarily define here as objects for which \( |\Delta z|/(1+z_{\text{in}}) > 0.15 \). We quantify bias as \( \text{median}(|\Delta z|/(1+z_{\text{in}})) \), where the factor \((1+z_{\text{in}})\) accounts for the scaling of redshift errors with the stretching of rest-frame spectral features.

One common method for estimating the redshift accuracy from \( \sigma_{\Delta z}/(1+z_{\text{in}}) \) uses the normalized median absolute deviation (NMAD; Hoaglin et al. 1983, after Brammer et al. 2008), defined here as

\[
\sigma_{\text{NMAD}} = 1.48 \times \text{median} \left( \frac{|\Delta z - \text{median}(\Delta z)|}{(1+z_{\text{in}})} \right). \tag{2}
\]

Less sensitive to outliers, by this definition \( \sigma_{\text{NMAD}} \) is equal to the standard deviation for a Gaussian distribution, directly comparable to other papers that quote rms\((1+z)\).

Figure 9 shows the distribution of \( \Delta z/(1+z_{\text{in}}) \) for the Pegase13 templates, as a function of the known input catalog redshift and as a function of the object’s observed \( i \) band magnitude. The top line of plots are for our LSST simulations, and the bottom line for Giga-z. The horizontal lines at \( \pm 0.15 \) demarcate catastrophic failures from the central swath.
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We find that these statistics are most sensitive to the following:

1. \( \text{N}_\text{filters} \);
2. wavelength coverage;
3. redshift;
4. \( S/N \);
5. width of the redshift probability distribution, \( P(z) \);
6. the number of spectral types being fit for;
7. template set.

Therefore we have included in Table 3 the effect of making cuts on the parameters not dictated by experimental design. In particular, we note that as scatter is correlated with how many spectral types one must fit for, increasing the number of objects in the catalog does not reduce the systematic error—scatter or incidence of catastrophic failures. However, better sampling statistics will improve the mean uncertainty in each redshift bin. We tested this by analyzing only a randomly chosen fraction of our catalog, where the fraction was one of \([3/4, 2/3, 1/2, 1/3, 1/4]\). The statistics presented here are robust to this type of selection to less than 0.1%.

As expected, the effect of increasing the MKID detector resolution to \( R_{423} = 60 \) or increasing the exposure time per target from 15 to 30 minutes decreased both the scatter (by \( \approx \sqrt{2} \)) and the catastrophic failure rate.

EAZY allows for the construction of a quality factor, \( Q_z \), with each computed redshift that depends on the \( \chi^2 \) value as well as the 99% confidence interval and the integrated probability, as a metric for the reliability of the redshift estimates that does not preferentially select out high-redshift sources. However, we found that \( Q_z \) was not a good predictor of redshift accuracy.

Many objects had multiply peaked redshift probability distributions, and/or were highly non-Gaussian. We have made one...
broad cut on the width of the $P(z)$, but more complicated functions of the probability distribution characteristics such as peak height might be useful to pursue in future studies.

The estimated redshift results that gave the least scatter were obtained using the Pegase13 templates, fit one at a time because the solution time quickly becomes prohibitively large as the number of templates increases. However, we found that the overall bias was reduced when using the EAZY templates. The template-fitting redshift estimation method is susceptible to the fact that template colors and redshift are often degenerate. Empirical redshift estimation codes may produce smaller biases (by a factor of $\approx 2$), since the model will match the data better by construction, suggesting systematic inaccuracies in most template sets. A sufficient training set, however, could be used to recalibrate templates, thereby reducing the inaccuracy (e.g., Budavári et al. 2000). Spectroscopic calibration samples themselves, however, may lack spectra of some subset of rare galaxies that otherwise may not be easily identified and removed (see, e.g., Newman 2008 for a discussion).

Contamination occurs predominantly in two “islands.” One is in the redshift desert, at $2.25 \lesssim z \lesssim 3$ for the Giga-z filters. The second is at $z_{\text{in}} \lesssim 0.7$. These are most likely caused by attributing the high-redshift Lyman break to the low-redshift 4000 Å break, and vice versa. Of course, SEDs not well represented by the template set will have issues, as will very blue galaxies with featureless SEDs. This simulation does not incorporate a magnitude prior, although doing so may reduce the size of these islands.

Our findings for LSST of scatters of $\approx 3\%$–$4\%$ in $\Delta z/(1+z)$ are consistent with their studies (LSST Science Collaboration 2009), although we find higher outlier rates, ranging from $\approx 5\%$–$20\%$ except for the most extreme cuts, more in alignment with the findings of Hildebrandt et al. (2010). The redshift estimates for Giga-z are superior, in terms of dispersion, bias, and catastrophic failure rate by up to a factor of over 3 over all parameter cuts, highlighting how Giga-z’s $\approx \log$ spectral resolution improves on the commonly used optical filters. The inclusion of NIR data could improve both the LSST and Giga-z results since it is then possible to simultaneously constrain both the Lyman and 4000 Å breaks.

Though it is difficult to make strict comparisons with other experiments, we list some of the salient statistics for various similar multi-band photometric or multi-object spectroscopic experiments, both past and planned, in Table 4. Though not comprehensive, it gives an idea of the state of the field. Because all Giga-z “filters” observe simultaneously, Giga-z does not

Figure 9. Illustration of simulation results for LSST (top row) and Giga-z (bottom row). The leftmost and rightmost columns show density contours for all objects in the input CMC catalog ($i < 25$) and the middle column shows the “gold sample” (see Table 3). A black point indicates a handful of sources in the bin and red points are for $\gtrsim 200$. Red dashed lines demarcate catastrophic outliers, where $|\Delta z|/(1+z) > 0.15$. The leftmost column of plots show the scatter in estimated redshift as a function of estimated redshift, and the rightmost column of plots as a function of measured magnitude (in the $i$ band for LSST, or the 20th spectral band for Giga-z, which sits at roughly the middle of the $i$ band). The text of Section 5.3 discusses the results in detail.

(A color version of this figure is available in the online journal.)
The Astrophysical Journal Supplement Series, 208:8 (15pp), 2013 September

Marsden et al.

Table 4
A Comparison of Redshift Recovery Statistics between Multi-band Photometry or Multi-object Spectroscopy Experiments, Both Past and Planned

| Experiment | N_{gals} | Area (deg^2) | Magnitude Limit | N_{rith}/Resolution | Scatter | Cat. Failure Rate |
|------------|----------|--------------|-----------------|---------------------|---------|------------------|
| COMBO 17a  | ~10000   | ~0.25        | R < 24          | 17                  | 0.06    | < 5%             |
| COSMOSb    | ~100000  | 2            | AB < 24         | 30                  | 0.06    | ~20%             |
| Cosmologyc | ~30000   | 2            | i < 22.5        | 30                  | 0.007   | < 1%             |
| CFHTLS–Deepd | 244701 | 4            | AB < 24         | 5                   | 0.028   | 3.5%             |
| CFHTLS–Wide’ | 592891 | 35           | AB < 22.5       | 5                   | 0.036   | 2.8%             |
| PRIMUSd    | 120000   | 9.1          | AB < 23.5       | R_{423} ~ 90        | ~0.005  | ~2%              |
| WiggleZ’   | 238000   | 1000         | 20 < r < 22.5   | R_{423} = 845       | <0.001  | <30%             |
| Alhambraf  | 500000   | 4            | I ≤ 25          | 23                  | 0.03    | …                |
| BOSSF      | 1500000  | 10000        | AB ≤ 19.9       | R_{423} = 1600     | <0.005  | ~2%              |
| DESg       | 30000000 | 50000        | AB ≤ 24         | 5                   | 0.1     | …                |
| EUCLIDh     | 200000000 | 15000   | Y, J, K < 24   | 3^*                | <0.05   | <10%             |
| LSSTi       | 300000000 | 20000   | AB ≤ 26.5      | R_{1321} ~ 250     | <0.001  | <20%             |
| Giga-zj     | 200000000 | 20000   | AB ≤ 25.0      | R_{423} = 30       | 0.03    | ~19%             |
|            | 224000000 | 20000   | AB ≤ 22.5      | R_{423} = 30       | 0.01    | 0.3%             |

Notes.

a Wolf et al. (2004).
b Ilbert et al. (2009).
c Coupon et al. (2009).
d Coil et al. (2011); resolution is per slit width, whereas at 423 nm, the PRIMUS resolution per pixel is ≈400.
e Drinkwater et al. (2010); we consider the galaxies observed for an hour without robust redshifts to be failures.
f Moles et al. (2008); expected.
g Dawson et al. (2013) and references therein.
h Banerji et al. (2008); expected.
i Amiaux et al. (2012; expected. Photometric redshifts rely on combination of the Y, J, and K bands with ground based photometry in four visible bands derived from public data or through collaborations.
j LSST Science Collaboration (2009); the quoted number of galaxies that will have photometric redshifts obtained, and LSST quoted scatter and catastrophic failure rate. See Table 3 for the findings from this study.

suffer from the trade-off between photometric depth (or number density) and higher spectral resolution that the experiments using more, narrower filters or spectroscopy will face.

Finally, we mention the cleaning of outliers to yield lower outlier rates. Depending on the science application such a filtering can be effective, for example, for dark energy studies with weak lensing that do not rely on complete galaxy samples. However, some science applications do rely on redshifts for all objects not allowing for filtering. For those kinds of applications the results reported in this section are particularly informative.

5.4. Luminous Red Galaxies

BAOs are ripples that appear in the spatial pattern of galaxies, exhibiting coherence on the particular co-moving scale of ≈150 Mpc separation, determined from cosmic microwave background (CMB) observations (Komatsu et al. 2011). They appear in the galaxy distribution as a “bump” (Eisenstein et al. 2007), or “wiggles” in the matter fluctuation power spectrum (Cole et al. 2005), analogous to a low-redshift CMB power spectrum. Since the physical size is known, BAOS serve as a ruler with which to measure the geometry of the universe in both the radial and angular directions. Furthermore, BAOS in these orthogonal directions are subject to different systematics, which can be used as a cross-check. Indeed, BAOS may have the lowest level of systematic uncertainty of all current dark energy probes (Albrecht & Bernstein 2007).

Reap the potential of BAOS, however, requires redshift estimates more accurate than what was found with our main galaxy population in Section 5.3. This is similarly true for WL analyses, in order to separate galaxies into redshift slices and correct for intrinsic galaxy alignment contamination. Traditionally, spectroscopy has been used to ascertain galaxy redshifts from which distances are derived, probing cosmology through an averaged three-dimensional BAO measurement.

More recently, multi-object spectroscopic experiments such as the WiggleZ survey (Blake et al. 2011), HETDEX (Hill et al. 2008), BOSS (Schlegel et al. 2009), and Big BOSS (Schlegel et al. 2011) have been conducted or are planned, with the aim of improving on the current BAO measurements. However, at present, uncertainties in the dark energy constraints set by BAOS are limited by data volume. To fully realize the potential of this method, larger numbers of objects (yet with precise redshift estimation) are needed. Luckily, for WL or BO A dark energy analyses, it is not necessary to have complete galaxy samples. Therefore low-resolution galaxy surveys can optimally select a subset of galaxies so as to meet the redshift accuracy criterion for the sample with minimal impact on the derived cosmological constraints (e.g., Padmanabhan et al. 2007).

Luminous red galaxies (LRGs) are a homogenous subset of the main galaxy population, predominantly massive early-type galaxies. They are strongly biased, mapping the observable galaxy distribution to the underlying mass density distribution. Intrinsically luminous, they are excellent tracers of large scale structure, and an observational sample can be selected using photometric colors relatively easily to high redshift due to the strong 4000 Å break in their SEDs (e.g., Eisenstein et al. 2001; Collister et al. 2007).

Benitez et al. (2009a) show that σ_{Δz/(1+z)} ≈ 0.003 is sufficient precision to measure the BAOS in the radial direction, which has more stringent requirements than the angular direction. Doing better than this merely oversamples the BAO bump, and
at this level, redshift space distortions and nonlinear effects can produce comparable errors. This limit corresponds to \( \approx 15 \text{ Mpc} \, h^{-1} \), the intrinsic co-moving width of the bump along the line of sight at \( z = 0.5 \), caused primarily by Silk damping (Silk 1968). This is the mean redshift for the PAU LRG survey which will cover the northern skies over an area of 8000 deg\(^2\), sampling cosmological volume \( V \approx 10 \, h^{-3} \text{ Gpc}^3 \) (Benítez et al. 2009a). By attempting reconstruction, aided by the need for fewer fitting templates, it is possible to do even better, as was done for BOSS (Padmanabhan et al. 2012).

In Section 5.3 we showed that limiting the galaxy catalog to a sample of elliptical galaxies reduces the scatter in redshift error to \( \sigma_{\text{NMAD}} = 0.007 \) with a catastrophic failure rate and average bias of 2.5% and –0.001, respectively. In practice, LRG selection is based on color and luminosity selection, but this is not usually difficult for LRGs. With an energy resolution of \( R_{423 \text{ nm}} = 30 \) and the number density of objects catalogued by LSST, Giga-z should be able to achieve the necessary redshift estimation accuracy for LSST LRGs. The large survey volume probed will ensure an error not dominated by sampling limits, and shot noise should be comparable to or less than that of the PAU experiment. In addition, since Giga-z would probe the southern hemisphere, it allows for a joint analysis of the data sets.

5.5. Quasars

Quasars are extremely luminous objects, believed to be accreting supermassive black holes. Type I quasars, due to the high velocities of accretion disk material, are observed to have characteristic broad (\( \approx 1/20–1/10 \) FWHM) emission lines in their SEDs (Vanden Berk et al. 2001). They are UV dropout objects, and thus broadband filters will only begin to see the Ly\( \alpha \) break (\( \lambda_{\text{Ly}\alpha} \approx 1200 \text{ Å} \)) at \( z \gtrsim 2.2 \).

Though their number density is small compared to ordinary galaxies, quasars are more biased tracers of the matter distribution, and their bias increases with redshift. Visible out to high redshifts, the cosmological volume they can be used to probe is much greater than with galaxies, and since sample variance and shot noise decrease as the square root of the volume, they have the potential to measure large scale structure even better than LRGs around the peak of the matter power spectrum in the range \( z \approx 1–3 \).

Furthermore, quasars can also be used to measure BAOs at high redshift where systematic effects such as redshift distortions and nonlinearities have less influence. Sawangwit et al. (2012) used the Sloan Digital Sky Survey (SDSS), 2dF QSO redshift survey (2QZ), and 2dF-SDSS LRG and QSO (2SLAQ) quasar catalogs to measure BAO features, but these were detected only at low statistical significance. However, they estimate that a quarter million \( z < 2.2 \) quasars over 3000 deg\(^2\) would yield a \( \approx 3\sigma \) detection of the BAO peak.

LSST predicts that they will produce a catalog of roughly 10 million quasars. Likely these will be identified using photometric selection through color–color and color–magnitude diagrams as was done for SDSS (Richards et al. 2009). However, above \( z \approx 2.5 \), selection becomes much more difficult as quasar colors become indistinguishable from that of stars.

With the \( R_{423 \text{ nm}} = 30 \) resolution of Giga-z, the broad emission lines of quasars will be resolved (e.g., Figure 10), and their redshifts can be estimated using these spectral features. The high number counts from LSST and redshift accuracy enabled by Giga-z could, with negligible cost, provide low-resolution spectroscopy for the LSST quasar candidates, yielding a preci-

![Figure 10. SDSS J001507.00–000800.9 quasar spectrum in black, at the resolution of Giga-z in red. This QSO has a redshift of 1.703.](image)

(A color version of this figure is available in the online journal.)

sion measurement of the matter power spectrum as well as BAOs at high redshift. Furthermore, quasars could be unambiguously distinguished from stars. Besides BAOs and measurements of the distribution of structure to \( z \approx 6 \), Giga-z could also be used to study the quasar luminosity function, quasar clustering and bias, set limits on the quasar duty cycle, and improve our understanding of these objects and their evolution and co-evolution with their host galaxies.

While we do not explicitly predict the redshift accuracies achievable with Giga-z here, leaving it for a future investigation, Abramo et al. (2012) show that with the J-PAS instrument, with 42 contiguous 118 Å FWHM filters spanning 430–815 nm, they could extract photo-zs of type I quasars with (rms) accuracy \( \sigma_{\Delta z} \approx 0.001(1+z) \). They show that it is possible to obtain near-spectroscopic photometric redshifts (which suffer from intrinsic errors due to line shifts) for quasars with a template fitting method, with a negligible number of catastrophic redshift errors. Higher resolution spectra or greater \( S/N \) would mostly serve to bring down the number of catastrophic errors.

6. FORECASTED COSMOLOGICAL CONSTRAINTS FOR LSST AND Giga-z

We now estimate the impact of the Giga-z photometric redshifts on constraints from weak lensing with LSST. In general such a forecast requires the selection of a galaxy sample and a model for statistical and systematic errors. We describe both of these, presenting results appropriate for 3 yr of data for both instruments.

6.1. Galaxy Sample Construction

We first construct the subset of the COSMOS Mock Catalog that has successful shape measurements and photo-zs. There are several options for doing this with varying levels of aggressiveness depending on \( S/N \) cuts, the definition of a “resolved” galaxy, and photo-z quality.

To construct the galaxy sample, we first consider the objects resolved by LSST that would have measured shapes. The specific cuts applied were:

1. The resolution factor \( \text{Res} > 0.4 \). The resolution factor is defined using the Bernstein & Jarvis (2002) convention:

\[
\text{Res} = \frac{r_{1/2, \text{gal}}}{r_{1/2, \text{psf}}},
\]

2. The redshift space distortions and nonlinear effects can produce comparable errors. This limit corresponds to \( \approx 15 \text{ Mpc} \, h^{-1} \), the intrinsic co-moving width of the bump along the line of sight at \( z = 0.5 \), caused primarily by Silk damping (Silk 1968). This is the mean redshift for the PAU LRG survey which will cover the northern skies over an area of 8000 deg\(^2\), sampling cosmological volume \( V \approx 10 \, h^{-3} \text{ Gpc}^3 \) (Benítez et al. 2009a). By attempting reconstruction, aided by the need for fewer fitting templates, it is possible to do even better, as was done for BOSS (Padmanabhan et al. 2012).

In Section 5.3 we showed that limiting the galaxy catalog to a sample of elliptical galaxies reduces the scatter in redshift error to \( \sigma_{\text{NMAD}} = 0.007 \) with a catastrophic failure rate and average bias of 2.5% and –0.001, respectively. In practice, LRG selection is based on color and luminosity selection, but this is not usually difficult for LRGs. With an energy resolution of \( R_{423 \text{ nm}} = 30 \) and the number density of objects catalogued by LSST, Giga-z should be able to achieve the necessary redshift estimation accuracy for LSST LRGs. The large survey volume probed will ensure an error not dominated by sampling limits, and shot noise should be comparable to or less than that of the PAU experiment. In addition, since Giga-z would probe the southern hemisphere, it allows for a joint analysis of the data sets.

5.5. Quasars

Quasars are extremely luminous objects, believed to be accreting supermassive black holes. Type I quasars, due to the high velocities of accretion disk material, are observed to have characteristic broad (\( \approx 1/20–1/10 \) FWHM) emission lines in their SEDs (Vanden Berk et al. 2001). They are UV dropout objects, and thus broadband filters will only begin to see the Ly\( \alpha \) break (\( \lambda_{\text{Ly}\alpha} \approx 1200 \text{ Å} \)) at \( z \gtrsim 2.2 \).

Though their number density is small compared to ordinary galaxies, quasars are more biased tracers of the matter distribution, and their bias increases with redshift. Visible out to high redshifts, the cosmological volume they can be used to probe is much greater than with galaxies, and since sample variance and shot noise decrease as the square root of the volume, they have the potential to measure large scale structure even better than LRGs around the peak of the matter power spectrum in the range \( z \approx 1–3 \).

Furthermore, quasars can also be used to measure BAOs at high redshift where systematic effects such as redshift distortions and nonlinearities have less influence. Sawangwit et al. (2012) used the Sloan Digital Sky Survey (SDSS), 2dF QSO redshift survey (2QZ), and 2dF-SDSS LRG and QSO (2SLAQ) quasar catalogs to measure BAO features, but these were detected only at low statistical significance. However, they estimate that a quarter million \( z < 2.2 \) quasars over 3000 deg\(^2\) would yield a \( \approx 3\sigma \) detection of the BAO peak.

LSST predicts that they will produce a catalog of roughly 10 million quasars. Likely these will be identified using photometric selection through color–color and color–magnitude diagrams as was done for SDSS (Richards et al. 2009). However, above \( z \approx 2.5 \), selection becomes much more difficult as quasar colors become indistinguishable from that of stars.

With the \( R_{423 \text{ nm}} = 30 \) resolution of Giga-z, the broad emission lines of quasars will be resolved (e.g., Figure 10), and their redshifts can be estimated using these spectral features. The high number counts from LSST and redshift accuracy enabled by Giga-z could, with negligible cost, provide low-resolution spectroscopy for the LSST quasar candidates, yielding a preci-
where $r_{1/2,\text{gal}}$ and $r_{1/2,\text{psf}}$ are the half-light radii of the galaxy and the point-spread function (PSF), respectively. This cut prevents source galaxies that are small compared to the PSF from being used.

2. The detection signal-to-noise ratio $S/N > 18$.

3. The ellipticity measurement uncertainty $\sigma_{e} \leq 0.2$ (per component). Again, the ellipticity definition (and calculation of $\sigma_{e}$) follows Bernstein & Jarvis (2002): $e = (a^2 - b^2)/(a^2 + b^2)$, where $a$ and $b$ are the major and minor axes.

Alternative cuts are possible, which may lead to a larger or smaller source sample.

For LSST, we assumed $r_{1/2,\text{psf}} = 0.39$ arcsec, which is obtained for a Kolmogorov profile with an FWHM of 0.69 arcsec. The depth of the imaging data was taken to be $r = 26.8$ and $i = 26.2$ (5σ point source; this is after 3 yr, the final LSST data set will be deeper). Galaxy shape catalogs were generated separately in the $r$ and $i$ filters, and their union taken. The density of objects with successful shape measurements is 14.9 gal arcmin$^{-2}$.

Not all of the objects with successful shape measurements can be used; they must also have reliable photo-$z$s. To account for this, we split the galaxies into photo-$z$ bins of width $\Delta z_{\text{est}} = 0.1$. If photo-$z$s were always good tracers of the true redshift, we could use all of the galaxies in each bin. In practice, the redshift outliers must be removed as they contribute to pernicious systematic errors, even if the probability distribution $P(z_{\text{in}}|z_{\text{est}})$ was exactly known. For example, intrinsic galaxy alignments—which are known to exist for red galaxies and may contaminate the true lensing signal at the level of up to 2%–3% for blue galaxies (Mandelbaum et al. 2006; Hirata et al. 2007; Mandelbaum et al. 2011)—can in principle be removed via the redshift dependence of the signal (e.g., Takada & White 2004; Hirata & Seljak 2004; King 2005; Kirk et al. 2010). However, these removal methods do not work if the redshift outliers are themselves intrinsically aligned. The only safe approach is to reduce the outlier rate. Thus we impose a requirement on the outlier rate of $<5\%$, so that if their intrinsic alignments are $\sim 2\%$ of the lensing signal, the overall contamination is at no more than the part-per-thousand level. This requirement is achieved by the following method.

1. For each galaxy, we compute $W_{99}$, the 99% confidence width of the posterior redshift distribution from EAZY.
2. In each photo-$z$ bin, we impose a cut $W_{99,\text{max}}$ on $W_{99}$. This cut is reduced until the 5% outlier rate is met.
3. In some cases, no cut on $W_{99}$ can reduce the outlier rate below 5%; in this case that photo-$z$ bin is completely removed from the sample.

This results in a culled galaxy catalog with both measured shapes and reliable photo-$z$s. The size of the culled catalog increases as the photo-$z$ performance improves. The unweighted density of galaxies $n$ in this catalog is 12.2 gal arcmin$^{-2}$ (LSST photo-$z$) versus 13.0 gal arcmin$^{-2}$ (Giza-$z$ photo-$z$).

Once the galaxy catalog is constructed, the effective source density is obtained via

$$n_{\text{eff}} = \sum_{j} \frac{1}{1 + (\sigma_{e,j}/0.4)^2}$$

(4)

where the sum is over galaxies in the catalog, and the factor in the sum down-weights galaxies whose measurement uncertainty is significant compared with the intrinsic rms dispersion of $\sim 0.4$.

The effective source densities are 14.5 (all shapes), 11.9 (LSST photo-$z$), and 12.7 (Giza-$z$ photo-$z$) gal arcmin$^{-2}$.

6.2. Parameter Forecasting Methodology

Cosmological parameter constraints were estimated using the weak lensing Fisher matrix code from the Figure of Merit Science Working Group (FoMSWG; Albrecht et al. 2009). This code includes constraints from the shear power spectrum and the geometrical part of galaxy–galaxy lensing (i.e., ratios of the signals at various redshifts, which depend only on the background cosmology and not the relationship between the galaxies and the mass; Bernstein & Jain 2004). The inner workings are described at length in the FoMSWG report (Albrecht et al. 2009, Appendix A2) and will not be repeated here except for the intrinsic alignment models, which have been updated. In addition to statistical errors, the FoMSWG code enables several systematic errors to be included: (1) shear calibration errors; (2) photo-$z$ biases; (3) non-Gaussian contributions to the covariance matrix of lensing power spectra; and (4) intrinsic alignments. We turn off (3) here since recent studies have suggested that the effect can be mitigated by nonlinear transformations on the shear map that remove the non-Gaussian tails of the lensing convergence distribution contributed by the most massive halos (e.g., Seo et al. 2011).

The original FoMSWG forecasting software did not include photo-$z$ outliers and so we revisit the issue here. FoMSWG assumed that the systematic uncertainty in the photo-$z$s could be captured in a photo-$z$ bias $\delta z_{\text{est},i}$ where $i = 1 \ldots N_{z}$. However, this is inadequate: the “core” of the photo-$z$ error distribution is modeled using the offset parameters $\delta z_{\text{est},i}$. By construction, $\epsilon_{z,i} = 0$ for all $i$ (a galaxy in the correct bin is not an outlier) but note that in general $\epsilon_{z,i} \neq \epsilon_{z,j}$ (the outlier scattering between redshift slices need not be symmetric). The shear power spectrum $C_{\ell}^{ij}$ between the $i$ and $j$ photo-$z$ slices then differs from the true power spectrum $C_{\ell}^{ij}(\text{true})$ according to

$$C_{\ell}^{ij} = C_{\ell}^{ij}(\text{true}) + \sum_{k} \epsilon_{ik}[C_{\ell}^{kj}(\text{true}) - C_{\ell}^{ij}(\text{true})] + \sum_{k} \epsilon_{jk}[C_{\ell}^{ik}(\text{true}) - C_{\ell}^{ij}(\text{true})],$$

(6)

to first order in $\epsilon_{ik}$. In analogy to Equation (5), we treat the suite of $N_{z}(N_{z} - 1)$ parameters $\{\epsilon_{z,i}\}$ as additional nuisance parameters, and impose a prior of the form

$$\sigma_{\epsilon z}(\epsilon_{z,i}) = \sqrt{\frac{\epsilon_{z,i}}{N_{\text{spec}} f_{i}}}.$$

(7)
We consider here both the intrinsic alignment model used by the FoMSWG and several variations. The key issue is the treatment of the correlation between gravitational lensing and intrinsic alignments (the "GI" term), which in the FoMSWG was parameterized by the matter-intrinsic ellipticity cross-power spectrum, \( P_{me}(k, z) = b_r r_e P_{nm}(k, z) \). In general, the matter density \( m \), galaxy density \( g \), and galaxy ellipticity \( e \) have a joint symmetric 3 x 3 power spectrum matrix:

\[
P(k) = \begin{pmatrix}
P_{nn}(k) & P_{nm}(k) & P_{me}(k) \\
P_{nm}(k) & P_{gg}(k) & P_{ge}(k) \\
P_{me}(k) & P_{ge}(k) & P_{ee}(k)
\end{pmatrix}
\]

\[
= \begin{pmatrix}
1 & b_r r_g & b_r r_e \\
b_g r_g & b_g^2 & b_g b_r r_g \\
b_r r_e & b_g b_r r_g & b_e^2
\end{pmatrix}
P_{mn}(k), \quad (8)
\]

where the \( b \)'s represent bias coefficients and \( r \)'s represent correlation coefficients. Then \( b_r r_e \) is a function of \( k \) and \( z \). Alternatively, since \( k \) maps into a given multipole in accordance with the Limber formula \( k = \ell / (D(z)) \), it is required to take on values in each of the \( N_e \) angular scale bins and each of the \( N_z \) redshift bins. The FoMSWG default model ("Model III") here imposed a prior on \( b_r r_e \), of the following form:

\[
\sigma_{\text{pr}}(b_r r_e) = \begin{cases}
0 & \ell < 300 \\
0.003 \sqrt{N_{\ell, \text{nonlin}}(N_z - 1)} & \ell > 300
\end{cases}, \quad (9)
\]

That is, the FoMSWG assumed that at large scales (linear scales, roughly \( \ell < 300 \)) galaxies trace the matter density well enough that the observable \( P_{me}(k) \) could be used to estimate \( P_{me}(k) \) and remove the GI signal. However, at the nonlinear scales, a weak prior was applied to prevent \( |b_r r_e| \) from exceeding the observed value of \( \sim 0.003 \) estimated from SDSS (Hirata et al. 2007); also now see the WiggleZ survey results (Mandelbaum et al. 2011, Table 4), which combined with SDSS give \( b_r r_e = 0.003 \pm 0.004 \) (1\( \sigma \)) at \( z = 0.3 \) for blue galaxies.\(^{13} \) (The square root of the number of bins is inserted to prevent the prior from being “averaged down” over many bins.) The following modifications have been considered here, ordered from optimism to pessimism.

I. The GI term is ignored entirely, i.e., \( \sigma_{\text{pr}}(b_r r_e) = 0 \). This is an unrealistically optimistic model, in that it assumes that a combination of theoretical modeling and observations of the galaxy density–galaxy ellipticity correlation will allow us to compute and subtract off the GI term even in the nonlinear regime and at all redshifts.

II. The FoMSWG default model, but with the prior coefficient reduced from 0.003 to 0.001. This model assumes that either further study will reduce the upper limits on intrinsic alignments for blue galaxies, or that advances in modeling galaxy bias in the nonlinear regime will allow us to convert \( P_{ge}(k) \) into \( P_{me}(k) \) with \( \sim 30\% \) uncertainty.

III. The FoMSWG default model.

IV. The FoMSWG default model, but with the prior coefficient increased to 10 to effectively force future WL data to constrain the GI power spectrum and its redshift evolution in the nonlinear regime, while simultaneously fitting the cosmological parameters.

\(^{13} \) This is for the fit presented with the redshift dependence exponent \( n_{\text{other}} = 0 \); as noted there the passive evolution model would predict \( n_{\text{re} \text{d}} = -2 \). Note that the error bar presented in Mandelbaum et al. (2011) is 2\( \sigma \).

6.3. Results

Table 5 shows the results for the LSST and Giga-z weak lensing cases including intrinsic alignment terms, assuming a training sample of 25,000 spectroscopic redshifts, and galaxy shapes from LSST photometry. \( \sigma(w_p) \) is the uncertainty in \( w \) if it is assumed to be a constant, and \( \sigma(w_a) \) is the uncertainty on the rate of change of \( w \). \( \Delta \gamma \) parameterizes the rate of the growth of structure, and \( \Omega_c \) the curvature of spacetime. The Planck CMB data are included in all of the models shown, since without the CMB constraints the “standard” cosmological parameters \((\Omega_m h^2, n_s, \ldots)\) can be altered to accommodate a fit of the WL data with almost any smooth dark energy model.

For the “FoMSWG default” model (Model III), the improvement in parameter constraints from the Giga-z photo-zs for WL+Planck is equivalent to multiplying the LSST Fisher matrix by a factor of \( 1.27 (w_p) \), \( 1.53 (w_a) \), or 1.98 (\( \Delta \gamma \)). Note that, e.g., for \( w_a \) the improvement is equivalent to both multiplying the LSST coverage area and the training sets by 1.53 and reducing all systematics by a factor of \( 1/\sqrt{1.53} \). In general, we see larger improvements for the cases with more complex redshift dependence, such as changing \( w \) or the rate of growth of structure. The improvement for the rate of growth of structure—one of the most important constraints for weak lensing since it cannot be probed by supernovae—is particularly impressive: in Model III, adding the Giga-z photometric redshifts

### Table 5

|                      | \( \sigma(w_p) \) | \( \sigma(w_a) \) | \( \sigma(\Delta \gamma) \) | \( \sigma(\Omega_c) \) |
|----------------------|------------------|------------------|------------------|------------------|
| LSST photo-z         | 0.0271           | 0.494            | 0.158            | 0.0246           |
| Giga-z photo-z       | 0.0246           | 0.405            | 0.124            | 0.0200           |
|                      | **IA Model I**   |                  |                  |                  |
| LSST photo-z         | 0.0373           | 0.671            | 0.204            | 0.0251           |
| Giga-z photo-z       | 0.0341           | 0.562            | 0.157            | 0.0204           |
|                      | **IA Model II**  |                  |                  |                  |
| LSST photo-z         | 0.0382           | 0.695            | 0.221            | 0.0252           |
| Giga-z photo-z       | 0.0348           | 0.576            | 0.168            | 0.0205           |
|                      | **IA Model III** |                  |                  |                  |
| LSST photo-z         | 0.0396           | 0.743            | 0.273            | 0.0258           |
| Giga-z photo-z       | 0.0364           | 0.627            | 0.206            | 0.0211           |
|                      | **IA Model IV**  |                  |                  |                  |
| LSST photo-z         | 0.0503           | 1.053            | 0.330            | 0.0270           |
| Giga-z photo-z       | 0.0450           | 0.912            | 0.279            | 0.0223           |
|                      | **IA Model V**   |                  |                  |                  |

Notes. The primary CMB is from Planck, the weak lensing shapes from LSST, and the photometric redshifts are from either LSST or Giga-z. Results are shown for all five intrinsic alignment models described in the text, ranging from I (very optimistic) to V (very pessimistic).
would be as valuable for \( \Delta \) as adding a Northern Hemisphere LSST.

While the choice of intrinsic alignment model affects the cosmological constraints (as expected, the more optimistic models that assume better knowledge of the intrinsic alignments lead to smaller error bars), the advantages of Giga-\( z \) are robust to even the more extreme models presented here. For \( \Delta \), the “advantage factor” \( \alpha \) defined in the previous paragraph varies as 1.82, 2.00, 1.98, 1.94, or 1.49 (Models I–V, respectively); for \( w_u \) it is 1.60, 1.51, 1.53, 1.45, or 1.38 (Models I–V, respectively).

7. CONCLUSION

Several dark energy probes rely on photometric redshift estimates that are accurate and exhibit little bias. The DES, LSST, EUCLID, KIDS, and other wide field imaging experiments will survey much of the sky in the usual photometric bands, but to fully realize their potential, the photo-\( z \) scatter and biases must be well calibrated. We have simulated realistic observations with both a 3 yr LSST stack and a proposed experiment, Giga-\( z \), and compared the results side-by-side. The mock catalog used, based on COSMOS observations, is deep, complete, and representative of the real span of galaxies we might expect these experiments to observe, including objects from the “redshift desert.” By construction, this mock catalog likely contains objects with unusual SEDs.

We have shown that Giga-\( z \), with \( R_{422 \text{nm}} = 30 \) spectral resolution, spatial resolution, and continuous wavelength coverage between 350 and 1350 nm, can efficiently and effectively obtain spectrophotometry of a much larger and deeper sample of galaxies than is possible with current spectrographs. From our simulations, we predict redshift estimate accuracies of \( \sigma_{\Delta z/(1+z)} \approx 0.03 \) for the whole sample, and \( \sigma_{\Delta z/(1+z)} \approx 0.007 \) for a select subset, which in turn adds constraints on dark energy parameters for WL + CMB (Planck). In particular, for the rate of growth of structure, one of the most important constraints for weak lensing since it cannot be probed by supernovae, for the default FoMSWG model, adding the Giga-\( z \) photometric redshifts would be equivalent to doubling the LSST footprint (e.g., by running a second complete LSST survey in the north). This data could be obtained inexpensively compared with most current and future surveys. With DES set to come online imminently, Giga-\( z \) would be able to use DES catalogs to inform a first pass, and operate in parallel with LSST and other wide field imaging surveys.
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