STABLE BLOWUP FOR THE SUPERCRITICAL HYPERBOLIC YANG-MILLS EQUATIONS

IRFAN GLOGIĆ

Abstract. We consider the Yang-Mills equations in \((1 + d)\)-dimensional Minkowski spacetime. It is known that in the supercritical case, i.e., for \(d \geq 5\), these equations admit closed form equivariant self-similar blowup solutions [2]. These solutions are furthermore conjectured to be the universal attractors for generic large equivariant data evolutions. In this paper we partially prove this conjecture. Namely, we show that for all odd \(d \geq 5\) the blowup mechanism exhibited by these solutions is stable.

1. Introduction

We consider the connection 1-forms \(A = (A_0, A_1, \ldots, A_d)\) with \(\mathfrak{a} A_\alpha : \mathbb{R}^{1+d} \to \mathfrak{so}(d, \mathbb{R})\), where \(\mathfrak{so}(d, \mathbb{R})\) is the Lie algebra of the Lie group \(SO(d, \mathbb{R})\), i.e., its elements are real skew-symmetric \((d \times d)\)-matrices endowed with the commutator bracket. Furthermore, the associated covariant derivative acting on \(\mathfrak{so}(d, \mathbb{R})\)-valued functions is defined by

\[
D_\alpha := \partial_\alpha + [A_\alpha, \cdot],
\]

and the curvature tensor \(F = F[A]\) is given by

\[
F_{\alpha\beta} = \partial_\alpha A_\beta - \partial_\beta A_\alpha + [A_\alpha, A_\beta].
\]

With this, we define the so-called Yang-Mills action functional

\[
S[A] := \int_{\mathbb{R}^{1+d}} \text{tr}(F_{\alpha\beta} F^{\alpha\beta}).
\]

Subsequently, the associated Euler-Lagrange equations read

\[
D^\alpha F_{\alpha\beta} = 0,
\]

and are called the hyperbolic Yang-Mills equations. Furthermore, solutions to Eq. (1.3) are called Yang-Mills connections on the trivial bundle \(\mathbb{R}^{1+d} \times SO(d, \mathbb{R})\). Due to the Lorentzian nature of the Minkowski space, (1.3) represents an evolution system in the zeroth slot variable \(x^0\), which we, according to custom, denote by \(t\). Consequently, the initial data consist of pairs \((\tilde{A}, \tilde{B})\) of \(\mathfrak{so}(d, \mathbb{R})\)-valued 1-forms on \(\mathbb{R}^d\). This system is, however, under-determined due to the freedom of the choice of gauge. To remove this ambiguity, we study the Cauchy problem for Eq. (1.3) in the so-called temporal gauge, i.e., we look for solutions for which \(A_0 \equiv 0\). And accordingly, we pose initial conditions

\[
A(0, \cdot) = \tilde{A}, \quad \partial_0 A(0, \cdot) = \tilde{B}.
\]
Since $SO(d, \mathbb{R})$ is noncommutative, the system (1.3) is nonlinear, and this brings about an important question, namely that of regularity versus breakdown. Is it possible that perfectly smooth and localized initial data (1.4) become singular in finite time? In this context, the relationship between the nonlinear scaling and the conserved energy leads to useful heuristics about the existence of blowup. Namely, the system (1.3) is invariant under the rescaling $A \mapsto A_{\lambda}$, where

$$A_{\lambda, \alpha}(t, x) := \lambda^{-1} A_{\alpha}(t/\lambda, x/\lambda), \quad \lambda > 0,$$

and the conserved (and positive definite) energy

$$E[A](t) := -\sum_{0 \leq \alpha < \beta \leq d} \int_{\mathbb{R}^d} \text{tr}(F_{\alpha \beta}^2(t, x)) \, dx,$$

scales like $E[A_{\lambda}](t) = \lambda^{d-4} E[A](t/\lambda)$. Consequently, the Yang-Mills equations (1.3) are energy-subcritical if $d \leq 3$, energy-critical if $d = 4$, and energy-supercritical if $d \geq 5$. The heuristic we mentioned above says that (even in the more general setting of classical field theories) subcritical equations are globally regular, but for supercritical ones, although solutions with sufficiently small initial data exist globally, large data solutions blowup in finite time, see Klainerman [33].

The Yang-Mills system (1.3) does, in fact, obey this heuristic in the physical dimension $d = 3$. Namely, from the early works of Eardley and Moncrief [21, 22], it is known that in this setting global regularity holds. On the other hand, in both the critical and supercritical case blowup is possible. This can be seen already in a subclass of the so-called equivariant solutions. These are temporal gauge solutions that have the following form

$$A_{ij}^r(t, x) = (\delta^r_j x^i - \delta^r_i x^j) u(t, |x|),$$

for some $u(t, \cdot) : [0, \infty) \to \mathbb{R}$, which we call the radial profile at time $t$ of the equivariant 1-form $A$. The ansatz (1.5) reduces the system (1.3) to a $(d + 2)$-dimensional semilinear radial wave equation for the profile $u$ (see [20] for derivation)

$$\left( \partial_t^2 - \partial_r^2 - \frac{d + 1}{r} \partial_r \right) u(t, r) = (d - 2)u(t, r)^2(3 - r^2 u(t, r)),$$

with the corresponding initial condition

$$u(0, r) = u_0(r), \quad \partial_0 u(0, r) = u_1(r),$$

which is obtained from the equivariant initial data

$$\tilde{A}_{ij}^r(x) = (\delta^r_j x^i - \delta^r_i x^j) u_0(|x|), \quad \tilde{B}_{ij}^r(x) = (\delta^r_j x^i - \delta^r_i x^j) u_1(|x|).$$

In the energy-critical case, $d = 4$, Eq. (1.6) was numerically studied by Bizoń and Tabor [21], who observed singularity formation at the origin for generic large initial data. This was then followed by a rigorous proof of the existence of blowup by Krieger, Schlag and Tataru [36]. Later on, remarkably, Raphaël and Rodnianski [46] constructed blowup that is stable.

For the supercritical case, $d \geq 5$, the existence of blowup for Eq. (1.6) was first shown by Cazenave, Shatah and Tahvildar-Zadeh [9], who constructed self-similar solutions for $d \in \{5, 7, 9\}$. They then lifted these solutions to one dimension higher to construct (non-equivariant) singular traveling waves in the temporal gauge, thereby exhibiting blowup for (1.3) in the three lowest even supercritical dimensions as well. They, however, did
not investigate the role of these solutions for generic evolutions. This issue was later approached from the numerical point of view in the aforementioned paper by Bizoń and Tabor [5]. Their simulations show evidence that in the lowest supercritical dimension, \(d = 5\), the self-similar solution constructed by Cazenave et al. is in fact a generic blowup profile. Later on, Bizoń [7] found this solution in closed form

\[
 u_{0,T}(t, r) := \frac{1}{(T - t)^2} \left( \frac{8}{3\rho^2 + 5} \right), \quad \rho = \frac{r}{T - t}, \quad T > 0,
\]

and proved that in addition to it, there is a countable family of smooth self-similar profiles; this situation indicates the richness of blowup dynamics already within the equivariance class.

A rigorous proof of the stability of \(u_{0,T}\), however, came about more recently in the works of Costin, Donninger, Huang and the author [16, 13]. In the meantime, Biernat and Bizoń [2] discovered the analogue of \(u_{0,T}\) in all supercritical dimensions

\[
 u_T(t, r) := \frac{1}{(T - t)^2} \left( \frac{\alpha(d)}{\rho^2 + \beta(d)} \right), \quad \rho = \frac{r}{T - t}, \quad T > 0,
\]

where

\[
 \alpha(d) = 2 \left( 1 + \sqrt{\frac{d-1}{2d-2}} \right) \quad \text{and} \quad \beta(d) = \frac{1}{3} \left( 2d - 8 + \sqrt{3(d-2)(d-4)} \right).
\]

This, via (1.5), leads to a temporal gauge solution \(A_T\) of the system (1.3)

\[
 (A_T(t, x))^{ij}_k := (\delta^i_k x^j - \delta^j_k x^i) u_T(t, |x|),
\]

which suffers gradient blowup at the origin as \(t \to T^-\). Furthermore, based on numerical simulations, Biernat and Bizoń conjectured in [2] that \(A_T\) is the generic blowup profile within the equivariant solution class. The main result of this paper provides the first step in proving this conjecture. More precisely, we show that for all odd dimensions \(d \geq 5\) there is an open set of equivariant initial data around \((A_1(0, \cdot), \partial_t A_1(0, \cdot))\) for which the Cauchy evolution of (1.3)-(1.4) blows up by converging back to \(A_T\) for some \(T\) close to 1.

For the formal statement of the main result we use the following notation

\[
 A[t] := (A(t, \cdot), \partial_t A(t, \cdot)),
\]

and for precise definitions of the solution concept and the blowup time we refer the reader to Sec. 2.3.

**Theorem 1.1.** Let \(d \geq 5\) be odd. Then there exist \(M, \varepsilon, \omega > 0\) such that for any equivariant initial data \(A[0]\) for which

\[
 \|A[0] - A_1[0]\|_{H^{d+\frac{1}{2}} \times H^{d-\frac{1}{2}}(\mathbb{R}^d)} < \frac{\varepsilon}{M},
\]

the corresponding time evolution for the Cauchy problem (1.3)-(1.4) forms a singularity at the origin in finite time and the following hold:

1. the blowup time \(T\) belongs to the interval \([1 - \varepsilon, 1 + \varepsilon]\),
2. the corresponding solution \(A[t]\) satisfies

\[
 \frac{\|A[t] - A_T[t]\|_{H^k \times H^{k-1}(\mathbb{R}^d)}}{\|A_T[t]\|_{H^k \times H^{k-1}(\mathbb{R}^d)}} \lesssim (T - t)^\omega,
\]

(1.12)
for \( k = 1, 2, \ldots, (d + 1)/2 \) and all \( t \in [0, T) \). In particular,

\[
\|A[t] - A_T[t]\|_{H^{d+1} \times H^{\frac{d+1}{2}}(B^d_{T-\rho})} \lesssim (T - t)^\omega,
\]

(1.13)

for all \( t \in [0, T) \).

**Remark 1.2.** Note that simply by scaling we get

\[
\|A_T[t]\|_{H^k(\mathbb{B}^{d-1}_R)} \simeq (T - t)^{\frac{d}{2} - 1 - k} \quad \text{as} \quad t \to T^-.
\]

(1.14)

Hence, blowup of \( A_T[t] \) is detected by Sobolev norms of degree larger than \( d/2 - 1 \). The estimates \([1.12]-[1.13]\) in particular imply that the solution \( A[t] \) obeys the same leading asymptotic as \( A_T[t] \), and although the difference \( A[t] - A_T[t] \) might blow up as well, it does so at a slower rate.

**Remark 1.3.** To avoid unnecessary technicalities, we restrict our stability analysis to \( A_1 \), as the general case follows by an analogous process, which furthermore does not bring any new insight.

**Remark 1.4.** For \( d = 5 \), a version of Theorem [1.1] was established by Donninger in [16]. The differences are that his stability result concerns the radial profile \( u_T \), the underlying topology is not given by Sobolev norms (although it is equivalent to the one we work in), and the result is conditional on a certain spectral assumption, which was, however, subsequently resolved in [13]. Theorem [1.1] can be therefore interpreted as the extension of the works [16, 13] to all higher odd dimensions.

1.1. **Equivalence of Cauchy problems.** As it is apparent from the statement of Theorem [1.1] we study the Cauchy evolution of \([1.3]-[1.4]\) inside lightcones with equivariant initial data prescribed on balls centered at the origin. In addition, since the flow preserves equivariance symmetry, the 1-form solution is determined by the evolution of its radial profile. We therefore proceed with stating an important, and for our approach relevant, relation between 1-forms and their radial profiles.

**Proposition 1.5.** Let \( d \geq 2 \), \( k \in \mathbb{N}_0 \) and \( R > 0 \). If \( k < \frac{d}{2} + 2 \) then for an equivariant 1-form \( A \), it, i.e., for

\[
A^j_k(x) = (\delta^j_k x^i - \delta^i_k x^j)u(|x|), \quad x \in \mathbb{B}^d_R, \quad i, j, k \in \{1, \ldots, d\},
\]

we have that \( A \in H^k(\mathbb{B}^d_R) \) if and only if \( u(|\cdot|) \in H^k(\mathbb{B}^{d+2}_R) \). What is more,

\[
\|A\|_{H^k(\mathbb{B}^d_R)} \simeq \|u(|\cdot|)\|_{H^k(\mathbb{B}^{d+2}_R)},
\]

(1.15)

for all equivariant 1-forms \( A \in H^k(\mathbb{B}^d_R) \), where the implicit constants in (1.15) can be chosen uniformly for all \( R \) in a bounded set positively distanced from zero.

To the knowledge of the author, equivalence results of this type have not appeared in the literature. For that reason, we devote Appendix A to the proof of Proposition 1.5 and furthermore, as a by-product we obtain analogous results for other geometrically relevant maps, e.g., the corotational ones.

Now, due to equivalence (1.15), we work exclusively on the Cauchy problem \([1.6]-[1.7]\). Namely, the bulk of our work will consist of obtaining a stability result for \( u_T \), which we then via (1.15) reformulate in terms of the 1-form it generates and thereby obtain Theorem 1.1.
1.2. History of the problem and related results and models. The Yang-Mills equations came about as a model of particle physics, and are in fact the basic equations of gauge theories describing the fundamental forces of nature, see [51, 31]. On the other hand, the classical field theory interpretation of the Yang-Mills model has been of significant interest as well, see [1]. Furthermore, understanding the problem of singularity formation for Yang-Mills equations is expected to shed light onto understanding the problem of collapse for more complicated models from general relativity, see [5, 30]. Although the physical importance of understanding their solutions can not be overstated, the Yang-Mills equations are very much interesting from the pure mathematical point of view as well, and so far the bulk of the literature focuses on the subcritical and the critical case.

For \( d = 3 \), one of the earliest notable works on the problem is by Choquet-Bruhat and Christodoulou [11], who proved a small data global existence result. This was followed by Eardley and Moncrief [22], who showed existence of global classical solutions for smooth enough data of any size. Later on, Klainerman and Machedon [34] established well-posedness in the energy space, and then used conservation of energy to obtain global existence. This illustrates one of the dominant themes in the nonlinear wave equation theory, namely that of proving well-posedness in as weak spaces as possible, and much of the subsequent work on the problem is in that spirit. An alternative proof of well-posedness in the energy norm was more recently given by Oh [39], which he then subsequently upgraded into a global existence result [40]. Well-posedness for small data below the energy norm was proved by Tao [52], while the smallness assumption was removed recently by Oh and Tataru [42]. Also, for some recent results that concern well-posedness in the Lorenz gauge, see [48, 54, 53].

For \( d \geq 4 \), the local well-posedness at an almost-optimal regularity in the Coulomb gauge was established by Klainerman and Tataru [35]. Recently, Oh and Tataru [42] proved local well-posedness at the optimal regularity for the temporal gauge. Somewhat before that, Krieger and Tataru [37] showed global existence for data with small energy. As opposed to the case \( d = 3 \), in \( d = 4 \) there is a static equivariant solution called the instanton. The energy of the instanton plays a role of the threshold for global existence; Cotê, Kenig and Merle [14] proved global existence and scattering for equivariant initial data with energy below or equal to the energy of the instanton. This line of research was recently significantly extended in a remarkable sequence of works by Oh and Tataru [41, 44, 42, 45, 43], where they establish a threshold conjecture and the soliton-bubbling versus scattering dichotomy.

1.2.1. Supercritical corotational wave maps. The Yang-Mills system (1.3) under equivariance symmetry (i.e., Eq. (1.6)) bears many similarities to corotational wave maps equation for maps between the Minkowski space \( \mathbb{R}^{1+(d-2)} \) and rotationally symmetric warped product manifolds \( \mathbb{R}^+ \times gS^{d-3} \),

\[
\left( \partial_t^2 - \partial_r^2 - \frac{d-1}{r} \partial_r \right) u(t, r) = \frac{d-3}{r^3} \left( ru(t, r) - g(ru(t, r)) g'(ru(t, r)) \right),
\]

where \( g \) is the warping function for the target manifold. The parallel between Eq. (1.16) and Eq. (1.6) in the supercritical case \( d \geq 5 \) is very nicely illustrated in the context of local well-posedness and self-similar blowup in a paper by Cazenave et al. [9], see also [49]. A particularly prominent example of Eq. (1.16) is the one for the sphere as the target, i.e., for \( g(u) = \sin(u) \). In that case, for \( d = 5 \), both Eqs. (1.16) and (1.6) admit infinitely
many self-similar solutions, as proven by Bizoń [6, 7], with the “ground state” being conjectured to drive the generic blowup. More recently, this analogy has been extended to higher dimensions by Biernat and Bizoń [2] (see also [3]), who also found the closed form expression of the ground state for both equations. The ground state for Eq. (1.16) is known to be stable in all odd dimensions, as proven in a pair of papers by Chatzikaleas, Costin, Donninger, and the author [12, 10], see also [15, 19] for the first (conditional) stability results.

1.2.2. The Yang-Mills heat flow. It is instructive to finish the literature review with a discussion on the parabolic analogue of the Yang-Mills system (1.3). Namely, in order to construct Yang-Mills connections on the trivial bundle $\mathbb{R}^d \times SO(d, \mathbb{R})$, one defines a flow by artificially adding the time derivative of the connection 1-form. Under equivariance symmetry, this reduces to a radial heat equation in $d + 2$ dimensions

$$\left( \partial_t - \partial_r^2 - \frac{d+1}{r} \partial_r \right) u(t, r) = (d-2)u(t, r)\left(3 - r^2 u(t, r)\right).$$

(1.17)

As opposed to its hyperbolic counterpart, the Yang Mills heat flow does not admit blowup in the critical dimension $d = 4$, even without symmetry assumptions, as recently proven by Waldron [55]. In the supercritical case, however, Naito [38] showed that Eq. (1.17) admits blowup, see also [29]. Later on, Gastel [24] constructed self-similar (blowup) solutions for $5 \leq d \leq 9$, with an explicit example subsequently given by Weinkove [56]. Very recently, Weinkove’s solution has been proved to be stable, in $d = 5$ by Donninger and Schörkhuber [18], and for higher dimensions by Schörkhuber and the author [26]. Interestingly, as opposed to Eq. (1.6), for $d \geq 10$, possibility of self-similar blowup for Eq. (1.17) is ruled out [8], and generic blowup is therefore of non-self-similar type.

1.3. Overview of the paper and sketch of the proof of Theorem 1.1. After establishing the equivalence result Proposition 1.5, the rest of the paper focuses exclusively on the Cauchy problem (1.6)-(1.7).

In Sec. 2 we develop a well-posedness theory for (1.6)-(1.7) inside lightcones. For this, we utilize the similarity variables

$$\tau = \tau(t) := \ln T - \ln(T - t), \quad \rho = \rho(t, r) := \frac{r}{T - t}.$$ 

In this way, the backward lightcone of the point $(T, 0)$ is mapped into the infinite cylinder centered at the origin and of unit radius. By also rescaling the dependent variables

$$\psi(\tau, \rho) := (T - t)^2 u(t, r) \quad \text{and} \quad \varphi(\tau, \rho) := (T - t)^3 \partial_t u(t, r),$$

the self-similar solution $u_T$ becomes $\tau$-independent $\Psi_{st} = \Psi_{st}(\rho)$. What is more, along with localizing the evolution to lightcones, in this way we turn the problem of stability of finite time blowup of $u_T$ inside the backward lightcone of the blowup point, into the (generally more familiar) problem of the asymptotic stability of a static solution $\Psi_{st}$ inside an infinite cylinder. But, to carry out the stability analysis, we first need a well-posedness theory for the Cauchy evolution in the new variables. To this end, we let $\Psi(\tau) := (\psi(\tau, \cdot), \varphi(\tau, \cdot))$, by means of which (1.6)-(1.7) adopts the following form

$$\begin{cases}
\Psi'(\tau) = \mathcal{L}_0 \Psi(\tau) + \mathcal{N}_0(\Psi(\tau)) \\
\Psi(0) = U_0(T).
\end{cases}$$

(1.18)
Here, $\tilde{L}_0$ is the $(d+2)$-dimensional radial wave operator in similarity variables, $N_0$ is the remaining nonlinear operator, and the initial data is $U_0(T) = (T^2u_0(T), T^3u_1(T))$. We show local well-posedness of (1.18) in the following space of radial Sobolev functions

$$H := H^{d+1}_r \times H^{-1/2}_r (B^{d+2})$$

see Sec. 2.2 for the precise definition. To achieve this, we use the semigroup theory. Namely, we first show that for every odd $d \geq 5$, (the closure of) the operator $\tilde{L}_0$ generates a one-parameter strongly continuous and exponentially decaying semigroup $S_0(\tau)$ of bounded operators on $H$, see Proposition 2.2. The proof is somewhat involved and entails a carefully tailored inner product on $H$, which allows for the efficient use of the reduction of the linear wave equation in odd dimensions to the one in one dimension (hence our focus on odd $d$). With this at hand, we recast the problem (1.18) in the integral form à la Duhamel

$$\Psi(\tau) = S_0(\tau)U_0(T) + \int_0^\tau S_0(\tau - s)N_0(\Psi(s))ds,$$

wherefrom by a fixed point argument we establish the existence and uniqueness of local strong solutions to (1.18), for arbitrary initial data in $H$. By undoing the similarity transformations, this then turns into local well-posedness of (1.6)-(1.7) in lightcones, see Theorem 2.4.

In Sec. 3 we carry out the stability analysis of $\Psi_{st}$. For this, according to custom, we consider solutions to (1.18) of the following form $\Psi(\tau) = \Psi_{st} + \Phi(\tau)$. Such ansatz leads to the initial value problem for $\Phi$,

$$\begin{cases}
\Phi'(\tau) = \tilde{L}_0\Phi(\tau) + L'\Phi(\tau) + N(\Phi(\tau))
\Phi(0) = U(v, T),
\end{cases}
$$

(1.19)

where $L'$ is the Fréchet derivative of $N_0$ at $\Psi_{st}$ and $N$ is the remaining nonlinear operator. Furthermore, for convenience, we write $U(v, T) = U_0(T) - U_0(1) + v$, where $v := U_0(1) - \Psi_{st}$. The operator $L' : H \rightarrow H$ is compact, and therefore the closure of the operator $\tilde{L}_0 + L'$, which we denote by $L$, generates another semigroup $S(\tau)$ on $H$, by means of which we recast (1.19) in the integral form

$$\Phi(\tau) = S(\tau)U(v, T) + \int_0^\tau S(\tau - s)N(\Phi(s))ds.
$$

(1.20)

Now, asymptotic stability of $\Psi_{st}$ is equivalent to small data global existence and decay of solutions to Eq. (1.20). Proving this, however, necessitates some sort of decay of $S(\tau)$. It turns out that, to understand the growth properties of $S(\tau)$, it is enough to study the spectrum of its generator $L$. This is possible because of a spectral mapping property that underlies this setting. In fact, this follows from a general theorem on compactly perturbed semigroups we prove in the appendix, see Theorem B.1. Consequently, the core of this section, and of the proof of the main result overall, is the spectral analysis of $L$. We note, however, that due to the highly non-self-adjoint character of the operator $L$, studying its spectrum is an extremely difficult problem. In spite of this, we managed to prove that $L$ has precisely one unstable eigenvalue $\lambda = 1$, see Proposition 3.2. This property of $L$ is equivalent to the so called mode stability of $u_T$, and for the lowest dimension $d = 5$ this has been an open problem for quite a while (see [4] for the initial appearance), until it was somewhat recently resolved in a paper by Costin, Donninger, Huang and the author...
The techniques from [13] were subsequently adapted in [12] to all higher dimensions in the context of wave maps, and we follow this methodology here. What is more, we significantly simplify the method from [12], and we make it more transparent and robust, see Remark 3.3.

The unstable eigenvalue $\lambda = 1$ is, in fact, not a “real” instability, as it is related to the time translation symmetry of the equation. To deal with this instability, we use a Lyapunov-Perron type of argument. First, we define the Riesz projection $P$ associated with $\lambda = 1$. This projection turns out to have rank one, and furthermore yields exponential decay on the stable subspace

$$
\|S(\tau)(1 - P)\|_{\mathcal{H}} \leq Me^{-\omega \tau}, \quad \omega > 0.
$$

We emphasize here that, according to our theorem on compactly perturbed semigroups (Theorem B.1), the information on the unstable point spectrum is enough to conclude the spectral gap property of $L$, which then implies the exponential decay of $S(\tau)$ on the stable subspace. This, most importantly, avoids having to estimate the resolvent of $L$ (in order to invoke Gearhart-Prüss), which was done in all of the implementations of this approach so far (in case the entire point spectrum could not be computed explicitly). Then, we suppress the symmetry-induced unstable direction of $S(\tau)$ by introducing a correction term

$$
C(\Phi, U(v, T)) := P \left( U(v, T) + \int_0^\infty e^{-s} N(\Phi(s))ds \right)
$$

into Eq. (1.20), i.e., we consider the modified equation

$$
\Phi(\tau) = S(\tau)(U(v, T) - C(\Phi, U(v, T))) + \int_0^\tau S(\tau - s) N(\Phi(s))ds.
$$

We then prove by a fixed point argument that for small enough initial data $v$, every $T$ close to 1 yields a unique solution to Eq. (1.22) that decays to zero at the rate given in (1.21). Finally, we use the presence of the time-translation-symmetry eigenvalue $\lambda = 1$ to single out a particular $T$ near 1 for which $C(\Phi, U(v, T)) = 0$, and thereby obtain global decaying solutions to Eq. (1.20). This, when translated back to physical coordinates, yields stability of $u_T$. Finally, by means of Proposition 1.5, from this we obtain Theorem 1.1.

### 1.4. Notation and conventions.

$\mathbb{B}_R^d$ denotes the $d$-dimensional ball in $\mathbb{R}^d$, centered at the origin, with radius $R$. For the unit ball we simply write $\mathbb{B}^d$. By $\mathcal{S}(\mathbb{R}^d)$ we denote the Schwartz space. For a domain $\Omega \subset \mathbb{R}^d$ and a non-negative integer $k$ we denote by $\dot{H}^k(\Omega)$ (resp. $H^k(\Omega)$) the standard homogeneous (resp. inhomogeneous) Sobolev space with

$$
\|u\|_{\dot{H}^k(\Omega)}^2 := \sum_{|\alpha| = k} \|\partial^\alpha u\|_{L^2(\Omega)}^2, \quad \text{and} \quad \|u\|_{H^k(\Omega)}^2 := \sum_{n=0}^k \|u\|_{\dot{H}^n(\Omega)}^2.
$$

On a Banach space $X$, by $\mathcal{B}(X)$ we denote the set of bounded linear operators. For a closed linear operator $(L, \mathcal{D}(L))$ on $X$ we denote by $\rho(L)$ the resolvent set of $L$, and $\sigma(L) := \mathbb{C} \setminus \rho(L)$ stands for the spectrum of $L$, while $\sigma_p(L)$ denotes the point spectrum. Also, when $\lambda \in \rho(L)$ we use the following convention for the resolvent operator, $R_L(\lambda) := (\lambda - L)^{-1}$. By $\ker L$ and $\text{rg} L$ we denote respectively the kernel and the range of $L$. If $L \in \mathcal{B}(X)$ we denote by $r(L)$ the spectral radius of $L$. We also use the usual asymptotic
notation $a \lesssim b$ to denote $a \leq Cb$ for some implicit constant $C > 0$. Also, we write $a \simeq b$ if $a \lesssim b$ and $b \lesssim a$. For the Wronskian of two functions $f, g \in C^1(I), I \subseteq \mathbb{R}$, we use the following convention $W(f, g) := fg' - f'g$.

2. Similarity variables and well-posedness in lightcones

Due to the finite speed of propagation, evolution of (1.6)-(1.7) inside a (backward) lightcone represents an independent dynamical system, and since we study stability of blowup at the origin, our aim is to localize the evolution to backward lightcones of points $(T, 0)$, for $T > 0$. This can in fact be efficiently done by the so-called similarity variables.

2.1. Similarity variables. We define

$$
\tau = \tau(t) := \ln T - \ln(T - t), \quad \rho = \rho(t, r) := \frac{r}{T - t}.
$$

Also, we rescale the dependent variables in the following way

$$
\psi(\tau, \rho) := (T - t)^2u(t, r) \quad \text{and} \quad \varphi(\tau, \rho) := (T - t)^3\partial_t u(t, r),
$$

where (based on (2.1))

$$
t = T(1 - e^{-\tau}) \quad \text{and} \quad r = T\rho e^{-\tau}.
$$

Now, note that for $0 < S < T$ the coordinate transformation (2.1) maps the truncated lightcone

$$
\Gamma_{T, S} := \{(t, r) : t \in [0, S], 0 \leq r \leq T - t\}
$$

onto the cylinder

$$
C_{\tau(S)} := \{(\tau, \rho) : \tau \in [0, \tau(S)], 0 \leq \rho \leq 1\},
$$

and consequently the evolution of $(u, \partial_t u)$ inside $\Gamma_{T, S}$ in $t$ corresponds to the evolution of $(\psi, \varphi)$ inside $C_{\tau(S)}$ in $\tau$. We now derive the evolution equation for $(\psi, \varphi)$. First, note that Eq. (1.6) via (2.1) turns into

$$
(\partial_{\tau}^2 + 5\partial_\tau + 2\rho\partial_\rho\partial_\rho)\psi(\tau, \rho) = \left((1 - \rho^2)\partial_\rho^2 + \frac{d+1}{\rho}\partial_\rho - 6\rho\partial_\rho - 6\right)\psi(\tau, \rho) + (d - 2)\psi(\tau, \rho)^2(3 - \rho^2\psi(\tau, \rho)).
$$

Furthermore, since $\varphi(\tau, \rho) = (\partial_{\tau} + \rho\partial_\rho + 2)\psi(\tau, \rho)$ we obtain the following evolution system

$$
\begin{pmatrix}
\partial_\tau \psi \\
\partial_\tau \varphi
\end{pmatrix} = \begin{pmatrix}
\varphi - \rho\partial_\rho \psi - 2\psi \\
\Delta_{\rho}^{d+2} \psi - \rho\partial_\rho \varphi - 3\varphi
\end{pmatrix} + \begin{pmatrix}
0 \\
(d - 2)\psi^2(3 - \rho^2\psi)
\end{pmatrix},
$$

(2.3)

where we dropped the dependence on independent variables so as to avoid notational clutter, and where $\Delta_{\rho}^{d+2}$ denotes the $(d + 2)$-dimensional radial Laplace operator

$$
\Delta_{\rho}^{d+2} := \partial_\rho^2 + \frac{d+1}{\rho}\partial_\rho.
$$

Furthermore, there is the following initial condition

$$
\psi(0, \cdot) = T^2u_0(T \cdot), \quad \varphi(0, \cdot) = T^3u_1(T \cdot).
$$

(2.4)

The next task is to define the notion of solution to the system (2.3). This then, via (2.1)-(2.2), yields a lightcone solution to Eq. (1.6), and this in turn leads via (1.5) to an equivariant lightcone solution of the system (1.3). In the following section we introduce the function spaces we use in the analysis of Eq. (2.3).
2.2. Functional set-up. Throughout the rest of the paper, unless we explicitly say otherwise, the dimension $d$ is assumed to be odd. We start with defining the radial Sobolev spaces on balls. Namely, for $k \in \mathbb{N}_0$ and $R > 0$ we let

$$H^k_r(\mathbb{B}^d_R) := \{ u : (0, R) \to \mathbb{C} : u(| \cdot |) \in H^k(\mathbb{B}^d_R) \}. \quad (2.5)$$

This space has a Hilbert space structure which is inherited from $H^k(\mathbb{B}^d_R)$. Also, note that we identified a radial Sobolev function with its radial profile. For simplicity, we also introduce the following parameter

$$k_d := \frac{d+1}{2}.$$  

With these preparations we define the central space for our analysis

$$\mathcal{H} := H^{k_d} \times H^{k_d-1}(\mathbb{B}^{d+2}_R). \quad (2.6)$$

This is a Hilbert space with the inner product

$$(u|v)_\mathcal{H} := (u_1(| \cdot |)|v_1(| \cdot |))_{H^{k_d}(\mathbb{B}^{d+2}_R)} + (u_2(| \cdot |)|v_2(| \cdot |))_{H^{k_d-1}(\mathbb{B}^{d+2}_R)},$$

and the corresponding norm

$$\| u \|^2_\mathcal{H} := (u|u)_\mathcal{H} = \| u_1(| \cdot |) \|^2_{H^{k_d}(\mathbb{B}^{d+2}_R)} + \| u_2(| \cdot |) \|^2_{H^{k_d-1}(\mathbb{B}^{d+2}_R)},$$

for $u = (u_1, u_2)$ and $v = (v_1, v_2)$. Also for later convenience we define

$$\mathcal{H}_R := H^{k_d}_r \times H^{k_d-1}(\mathbb{B}^{d+2}_R),$$

with an analogous inner product and the norm it induces. There are several more spaces necessary for our subsequent work. First, there is the space of smooth radial functions on balls

$$C^\infty_r(\mathbb{B}^d_R) := \{ u \in C^\infty(\mathbb{B}^d_R) : u \text{ is radial} \}. \quad (2.7)$$

Also, we define the space of “even” smooth functions

$$C^\infty_e[0, R] := \{ u \in C^\infty[0, R] : u((k+1)0) = 0 \text{ for } k \in \mathbb{N}_0 \}. \quad (2.8)$$

In the sequel we need the following important correspondence between the spaces (2.7) and (2.8).

**Lemma 2.1.** Let $u : \overline{\mathbb{B}^d_R} \to \mathbb{C}$ be radial with the radial profile $\hat{u}$, i.e., $u = \hat{u}(| \cdot |)$. Then $u \in C^\infty_r(\mathbb{B}^d_R)$ if and only if $\hat{u} \in C^\infty_e[0, R]$.

**Proof.** Assume that $\hat{u} \in C^\infty_e[0, R]$. By repeated application of the fundamental theorem of calculus we infer the existence of $\tilde{u} \in C^\infty[0, R^2]$ for which $u = \tilde{u}(| \cdot |^2)$. Then smoothness of $u$ follows from smoothness of both $\tilde{u}$ and $x \mapsto |x|^2$. Now, for the reverse implication suppose $u \in C^\infty(\mathbb{B}^d_R)$. Define $v : [-R, R] \to \mathbb{C}$ by $v(s) := u(s, 0, \ldots, 0)$. Then $v$ is even and smooth. From this it follows that $v((2k+1)0) = 0$ for $k \in \mathbb{N}_0$, and since $\hat{u} = v|_{[0, R]}$ then $\hat{u} \in C^\infty_e[0, R]$. \hfill $\square$

If $u \in H^k_r(\mathbb{B}^d_R)$ then by (radial) Sobolev extension of $u(| \cdot |)$ to $\mathbb{R}^d$ and convolution with a smooth radial mollifier we obtain a sequence of radial smooth functions which converges to $u(| \cdot |)$ in $H^k(\mathbb{B}^d_R)$. This, according to Lemma 2.1, implies that $C^\infty_e[0, R]$ is dense in $H^k_r(\mathbb{B}^d_R)$, and consequently, $C^\infty_e[0, 1]^2$ is dense in $\mathcal{H}$. We will also need the space of “odd” smooth functions

$$C^\infty_o[0, R] := \{ u \in C^\infty[0, R] : u((2k+1)0) = 0 \text{ for } k \in \mathbb{N}_0 \}.$$
2.3. Well-posedness in lightcones. In this section we establish well-posedness of the system (2.3) in $\mathcal{H}$. To achieve this, we use the semigroup theory, and we therefore proceed with writing the system (2.3)-(2.4) in an abstract ODE form. Namely, by letting

$$\Psi(\tau) := \begin{pmatrix} \psi(\tau, \cdot) \\ \varphi(\tau, \cdot) \end{pmatrix}$$

(2.9)

we obtain the following evolution equation

$$\begin{cases} \Psi'(\tau) = \tilde{L}_0 \Psi(\tau) + N_0(\Psi(\tau)) \\ \Psi(0) = U_0(T), \end{cases}$$

(2.10)

where for a 2-component function $^2u(\rho) = (u_1(\rho), u_2(\rho))$ we have

$$\tilde{L}_0 u(\rho) := \begin{pmatrix} u_2(\rho) - \rho u_1'(\rho) - 2u_1(\rho) \\ u_1''(\rho) + \frac{4+1}{\rho} u_1'(\rho) - \rho u_2'(\rho) - 3u_2(\rho) \end{pmatrix},$$

(2.11)

$$N_0(u)(\rho) := \begin{pmatrix} 0 \\ (d-2)u_1(\rho)^2(3 - \rho^2 u_1(\rho)) \end{pmatrix},$$

(2.12)

and the initial data is

$$U_0(T) := \begin{pmatrix} T^2 u_0(T) \\ T^3 u_1(T) \end{pmatrix}.$$  

(2.13)

Following the standard approach, we first study the linear version of Eq. (2.10), and prove the existence of linear flow in $\mathcal{H}$. More precisely, we show that the (closure of the) operator $\tilde{L}_0$ generates a strongly continuous, one-parameter semigroup of bounded operators on $\mathcal{H}$. For this, we first need to supply $\tilde{L}_0$ with a domain which is dense in $\mathcal{H}$. In fact, we simply let

$$\mathcal{D}(\tilde{L}_0) := C^\infty_c[0,1]^2.$$  

With these preparations at hand, we formulate the anticipated semigroup existence result.

**Proposition 2.2.** The operator $\tilde{L}_0 : \mathcal{D}(\tilde{L}_0) \subseteq \mathcal{H} \to \mathcal{H}$ is closable, and its closure $L_0$ generates a strongly continuous one-parameter semigroup $(S_0(\tau))_{\tau \geq 0}$ of bounded operators on $\mathcal{H}$. Furthermore, there exists $M > 0$ such that

$$\|S_0(\tau)u\|_\mathcal{H} \leq Me^{-\frac{3}{2}\tau}\|u\|_\mathcal{H},$$

(2.14)

for all $\tau \geq 0$ and all $u \in \mathcal{H}$.

So as not to unnecessarily distract the reader right now, we defer the proof of this result to the next section, and we proceed now with developing a well-posedness theory for the full nonlinear system (2.10). With Proposition 2.2 at hand, we reformulate Eq. (2.10) in the integral form à la Duhamel

$$\Psi(\tau) = S_0(\tau)U_0(T) + \int_0^\tau S_0(\tau - s)N_0(\Psi(s))ds,$$

(2.15)

by means of which we define local (strong) solutions in lightcones.

**Definition 2.3.** Let $T, S > 0$ with $T > S$. We say that $u : \Gamma_{T,S} \to \mathbb{R}$ is a (strong) solution to the Cauchy problem (1.6)-(1.7) if the corresponding $\Psi : [0, \tau(S)] \to \mathcal{H}$ belongs to $C([0, \tau(S)], \mathcal{H})$ and satisfies Eq. (2.15) for all $\tau \in [0, \tau(S)]$.

---

$^2$When writing column vectors inline we put them in the row form.
Since the linear map \((u_0, u_1) \mapsto U_0(T) : \mathcal{H}_T \to \mathcal{H}\) is bounded, and the nonlinearity \(N_0\) is locally Lipschitz continuous in \(\mathcal{H}\) (see Sec. 3.3), a standard fixed point argument applied to Eq. (2.15) yields the following local well-posedness result.

**Theorem 2.4.** Let \(T, R > 0\), and let

\[ \mathcal{B}_{T,R} := \{ u \in \mathcal{H}_T : \| u \|_{\mathcal{H}_T} < R \}. \]

Then there exists \(\tilde{T} = \tilde{T}(T, R) > 0\) such that for every \((u_0, u_1) \in \mathcal{B}_{T,R}\) there is a unique strong solution to \((1.6) - (1.7)\) on \(\Gamma_{T,\tilde{T}}\). Furthermore, the corresponding data-to-solution map

\[ (u_0, u_1) \mapsto \Psi : \mathcal{B}_{T,R} \to C([0, \tau(\tilde{T})] ; \mathcal{H}) \]

is Lipschitz continuous.

**Proof.** Fix \(T, R > 0\). For simplicity, we denote \(u_0 := (u_0, u_1)\). First, note that there is \(C = C(T) > 0\) such that for \(u_0 \in \mathcal{H}_T\) we have that

\[ \| U_0(T) \|_{\mathcal{H}} \leq C \| u_0 \|_{\mathcal{H}_T}. \]  

(2.16)

Then, we define the Banach space

\[ X_T := \{ \Psi \in C([0, T], \mathcal{H}) : \| \Psi \|_{X_T} := \sup_{\tau \in [0, T]} \| \Psi(\tau) \|_{\mathcal{H}} \}. \]

Furthermore, we let \(B_{T,R} := \{ \Psi \in X_T : \| \Psi \|_{X_T} \leq R \}\), and we (formally) define

\[ K_{u_0}(\Psi)(\tau) := S_0(\tau)U_0(T) + \int_0^\tau S_0(\tau - s)N_0(\Psi(s))ds. \]

Now we prove that there is a small enough \(T\) for which the operator \(K_{u_0}\) is well defined on \(B_{T,R}\) for \(N := 2MCR\) (where \(M\) is from Proposition 2.2), and has a fixed point there. For this, we need the fact that the nonlinearity \(N_0\) is locally Lipschitz. This simply follows from (the proof of) Lemma 3.5, where this property is established for a more complicated nonlinear operator \(N\), see \((3.3)\). Consequently, we conclude that there is \(C_1 = C_1(T, R) > 0\) such that

\[ \| N_0(u) - N_0(v) \|_{\mathcal{H}} \leq C_1 \| u - v \|_{\mathcal{H}}, \]

for all \(u, v \in \mathcal{H}\) with \(\| u \|_{\mathcal{H}}, \| v \|_{\mathcal{H}} \leq N\). Now, for \(u_0 \in \mathcal{B}_{T,R}\) and \(\Psi \in B_{T,N}\) we have the following estimate

\[ \| K_{u_0}(\Psi)(\tau) \|_{\mathcal{H}} \leq Me^{-\frac{3}{2}\tau}\| U_0(T) \|_{\mathcal{H}} + M \int_0^\tau e^{-\frac{3}{2}(\tau - s)}\| N_0(\Psi(s)) \|_{\mathcal{H}}ds \]

\[ \leq MC\| u_0 \|_{\mathcal{H}_T} + MC_1 \int_0^\tau \| \Psi(s) \|_{\mathcal{H}}ds \]

\[ \leq \frac{N}{2} + MC_1 \| \Phi \|_{X_T} \int_0^\tau ds \]

\[ \leq \frac{N}{2} + MC_1 NT, \]
for all $\tau \in [0, T]$. Furthermore, given $\Psi, \Phi \in B_{T, N}$, we have that

\[
\|K_{u_0}(\Psi)(\tau) - K_{u_0}(\Phi)(\tau)\|_{H} \leq M \int_{0}^{\tau} e^{-\frac{1}{2}(\tau - s)}\|N_0(\Psi(s)) - N_0(\Phi(s))\|_{H}ds
\leq MC_1 \int_{0}^{\tau} \||\Psi(s) - \Phi(s)||_{H}ds
\leq MC_1 T\|\Psi - \Phi\|_{X_T},
\]

for all $\tau \in [0, T]$. Then by taking $T := (2MC_1)^{-1}$ we see that given any $u_0 \in B_{T, R}$, the operator $K_{u_0}$ is contractive on $B_{T, N}$. Therefore, by the Banach fixed point theorem, there is a unique $\Psi = \Psi(u_0) \in B_{T, N}$ for which $\Psi = K_{u_0}(\Psi)$, i.e., $\Psi$ satisfies Eq. (2.13) for all $\tau \in [0, T]$. Such $\Psi$ is in fact a unique solution inside the whole space $X_T$; this follows from the local Lipschitz continuity of $N_0$ and Gronwall’s inequality. The time $T$, existence of which is asserted by the lemma, is therefore given by $\tilde{T} := \tau^{-1}(T) = T(1 - e^{-T})$.

It remains to prove the continuity of the data-to-solution map $u_0 \mapsto (\Psi(u_0) : B_{T, R} \rightarrow X_T$. This simply follows from the fact that $K_{u_0}$ is contractive and the following estimate

\[
\|K_{u_0}(\Psi)(\tau) - K_{u_0}(\Phi)(\tau)\|_{H} \leq \|S_{0}(\tau)(U_0(T) - \tilde{U}_0(T))\|_{H} \leq MC\|u_0 - \tilde{u}_0\|_{H_T},
\]

where $\tilde{U}_0(T)$ is the initial data operator relative to $\tilde{u}_0$, see (2.13). \hfill \square

Now, if for a particular choice of initial data, the existence time $\tilde{T}$ can be chosen arbitrarily close to $T$, then we say that the corresponding strong solution exists on the (whole) lightcone
\[
\Gamma_T := \{(t, r) : t \in [0, T), r \leq T - t\}.
\]

Furthermore, in this case the solution exists on all lightcones contained in $\Gamma_T$, i.e., on $\Gamma_S$ for $S < T$, and this observation brings about the following definition.

**Definition 2.5.** For initial data $(u_0, u_1) : [0, \infty) \rightarrow \mathbb{R}^2$ that belong to $H_R$ for every $R > 0$, we define

\[
T_{u_0, u_1} := \sup \{T > 0 : \text{there exists a strong solution to (1.6)-(1.7) on } \Gamma_T\}. \quad (2.17)
\]

Note that the local well-posedness ensures that the set in (2.17) is non-empty, and therefore $T_{u_0, u_1} > 0$. If $T_{u_0, u_1} < \infty$ then we say that the corresponding solution forms a singularity (or blows up) at the origin in finite time and we furthermore call $T_{u_0, u_1}$ the blowup time at the origin.

**Definition 2.6.** By means of (1.5), (1.8), Definitions 2.3 and 2.5 and Proposition 1.5 we also define the notions of strong equivariant lightcone solutions and blowup time at the origin for the full Yang-Mills system (1.3)-(1.4).

Finally, we address the choice of space $H$. First of all, we note that in the Euclidean space setting, wave equations are typically studied in the product homogeneous Sobolev spaces $H^k \times H^{k-1}$. However, on bounded domains, such homogeneous quantities are only semi-norms, and we therefore work with $H^k \times H^{k-1}$. Concerning the Sobolev order $k$, in this paper we consider (mostly for technical reasons) only integer values. Furthermore, we note that for $k > k_d$, the analogous well-posedness theory can be developed. Of course, with appropriate adjustments, which primarily concern the proper choice of the inner product $(\cdot | \cdot)_D$, see (2.19) below. Also, if $k < k_d$ then the nonlinearity $N_0$ is not locally
Lipschitz continuous, and therefore some sort of Strichartz type space-time integrability should also be imposed in order to ensure local well-posedness.

To conclude the discussion, we point out that below scaling, i.e., for $k < \frac{d}{2} - 1 = k_d - \frac{3}{2}$, we can not expect to have any meaningful well-posedness theory at all. Namely, for the three lowest odd dimensions, Cazenave, Shatah and Tahvildar-Zadeh [9] showed ill-posedness by exhibiting two different (weak) lightcone solutions that originate from the same initial data.

2.4. Existence of $C_0$–semigroup - Proof of Proposition 2.2. Here we follow the approach of Donninger and Schörkhuber [17] for the analogous problem for the power nonlinearity wave equations. However, since our setting is somewhat different, we provide detailed proofs to all the claims involved. We start with defining, for $d \geq 3$ odd, the following formal differential operators

$$D u(\rho) := \frac{1}{\rho} u'(\rho), \quad \text{and} \quad D_d u(\rho) := D^{\frac{d-3}{2}}(\rho^{d-2} u(\rho)).$$

The operator $D_d$ is fundamental for our analysis, and we proceed with proving an important bijection property it satisfies.

Lemma 2.7. The operator $D_d$ bijectively maps $C_\infty^e[0, 1]$ onto $C_\infty^o[0, 1]$. Furthermore, the inverse operator is given by

$$K_d u(\rho) := \rho^{2-d} K^{\frac{d-3}{2}} u(\rho), \quad \text{where} \quad K u(\rho) := \int_0^\rho s u(s) ds. \quad (2.18)$$

Here we define the values of $D_d u$ and $K_d u$ (and their derivatives) at the endpoints in terms of limits.

Proof. Let $u \in C_\infty^o[0, 1]$ and $w \in C_\infty^o[0, 1]$ be arbitrary. Since $(\cdot)^{d-2} u \in C_\infty^o[0, 1]$ and the operator $D^{(d-3)/2}$ preserves both parity and smoothness up to zero, we have that $D_d u \in C_\infty^o[0, 1]$. Similarly $K_d w \in C_\infty^e[0, 1]$ and simply from the definitions of the operators we have that $D_d K_d w = w$ and $K_d D_d u = u$. \qed

Now, by means of $D_d$ we introduce a sesquilinear form on $C_\infty^e[0, 1],$

$$(u|v)_D := (D_d u_1 | D_d v_1)_{H^1(0,1)} + (D_d u_2 | D_d v_2)_{L^2(0,1)}, \quad (2.19)$$

and the corresponding semi-norm $\|u\|_D := \sqrt{(u|u)_D}$. Then we have the following important equivalence result.

Proposition 2.8. We have that

$$\|u\|_D \simeq \|u\|_H \quad (2.20)$$

for all $u \in C_\infty^e[0, 1]^2$.

The proof is somewhat long and furthermore contains no insight essential to the rest of this section. We therefore provide it at the end, see Sec. 2.4.1. Proposition 2.8 says that the semi-norm $\| \cdot \|_D$ is in fact a norm. Furthermore, the closure of $C_\infty^e[0, 1]^2$ under $\| \cdot \|_D$ yields a Hilbert space which we, due to (2.20), identify with $H$. Subsequently, the equivalence (2.20) holds throughout the whole space $H$. For the ensuing analysis we also need the following lemma.
Lemma 2.9. Let \( u \in C^\infty(0, 1) \) and let \( \Lambda u(\rho) := -\rho u'(\rho) \). Then
\[
D_d\Lambda u = \Lambda D_d u + D_d u \quad \text{and} \quad D_d \triangle_d u = (D_d u)'' ,
\]
where \( \triangle_d \) is the d-dimensional radial Laplace operator \( \triangle_d u(\rho) := \rho^{1-d}(\rho^{d-1} u'(\rho))' \).

Proof. The proof follows by induction. \( \square \)

With these preparations at hand, we prove the following dissipation property of the operator \( \tilde{L}_0 \).

Lemma 2.10. We have that
\[
\Re(\tilde{L}_0 u | u)_D \leq -\frac{3}{2} \| u \|_D^2 \quad (2.21)
\]
for all \( u \in D(\tilde{L}_0) \).

Proof. Let \( u \in D(\tilde{L}_0) \). Then by means of Lemma 2.9, we have that
\[
D_{d+2} \tilde{L}_0 u = A_0 D_{d+2} u , \quad (2.22)
\]
where
\[
A_0 w(\rho) := \begin{pmatrix} w_2(\rho) - \rho w_1'(\rho) - w_1(\rho) \\ w_1''(\rho) - \rho w_2'(\rho) - 2w_2(\rho) \end{pmatrix} . \quad (2.23)
\]
This then yields
\[
\Re(D_{d+2} \tilde{L}_0 u_1 | D_{d+2} u_1)_{H^1(0, 1)} = \Re(w_2' | w_1')_{L^2(0, 1)} + \Re(\Lambda w_1 | w_1)_{H^1(0, 1)} - \| w_1 \|^2_{H^1(0, 1)} ,
\]
\[
\Re(D_{d+2} \tilde{L}_0 u_2 | D_{d+2} u_2)_{L^2(0, 1)} = \Re(w_2'' | w_2)_{L^2(0, 1)} + \Re(\Lambda w_2 | w_2)_{L^2(0, 1)} - 2\| w_2 \|^2_{L^2(0, 1)} .
\]
Furthermore, by partial integration we get
\[
\Re(\Lambda w_1 | w_1)_{H^1(0, 1)} = -\frac{1}{2} \| w_1 \|^2_{H^1(0, 1)} - \frac{1}{2} |w_1'(1)|^2 ,
\]
\[
\Re(\Lambda w_2 | w_2)_{L^2(0, 1)} = \frac{1}{2} \| w_2 \|^2_{L^2(0, 1)} - \frac{1}{2} |w_2(1)|^2 ,
\]
\[
\Re(w_2'' | w_2)_{L^2(0, 1)} = -\Re(w_1' w_2' | w_2(1)) + \Re(w_1' w_2(1)) .
\]
Finally, by adding up we obtain
\[
\Re(\tilde{L}_0 u | u)_D = -\frac{3}{2} \| u \|^2_D - \frac{1}{2} |w_1'(1) - w_2(1)|^2 \leq -\frac{3}{2} \| u \|^2_D . \quad (2.24)
\]

We also need the following density property of \( \tilde{L}_0 \).

Lemma 2.11. The set \( \text{rg} \tilde{L}_0 \) is dense in \( \mathcal{H} \).

Proof. Let \( f \in C^\infty[0, 1]^2 \). We prove that the equation
\[
\tilde{L}_0 u = f \quad (2.25)
\]
is solvable in \( D(\tilde{L}_0) = C^\infty[0, 1]^2 \). First, to get rid of the apparent singularity at \( \rho = 0 \), we apply the operator \( D_{d+2} \) to both sides of Eq. (2.25). According to (2.22)-(2.23), this yields
\[
w_2(\rho) - \rho w_1'(\rho) - w_1(\rho) = D_{d+2} f_1(\rho) , \quad (2.26)
\]
\[
w_1''(\rho) - \rho w_2'(\rho) - 2w_2(\rho) = D_{d+2} f_2(\rho) .
\]
for \( w = D_{d+2}u \). Furthermore, from this system we obtain an equation for \( w_1 \)

\[
(1 - \rho^2)w_1''(\rho) - 4\rho w_1'(\rho) - 2w_1(\rho) = g(\rho),
\]

where \( g(\rho) = 2D_{d+2}f_1(\rho) + \rho(D_{d+2}f_1)'(\rho) + D_{d+2}f_2(\rho) \). Now, note that \( w_{1,0}(\rho) := \rho(1 - \rho^2)^{-1} \) and \( w_{1,1}(\rho) := (1 - \rho^2)^{-1} \) form a fundamental solution system to \( (\text{the homogeneous version of) Eq. (2.27}) \). Then, since the Wronskian is \( W(w_{1,0}, w_{1,1})(\rho) = -(1 - \rho^2)^{-2} \), by the variation of parameters formula we find a particular solution

\[
w_1(\rho) = -\frac{\rho}{1 - \rho^2} \int_0^1 (1 - s)g(s)ds + \frac{\rho}{1 - \rho^2} \int_0^\rho g(s)ds - \int_0^\rho s g(s)ds
\]

(2.28)

\[
= \frac{1}{1 + \rho} \int_0^1 sg(s)ds - \frac{\rho}{1 - \rho^2} \int_0^1 g(s)ds + \frac{1}{1 - \rho^2} \int_0^1 sg(s)ds.
\]

(2.29)

Since \( g \in C^\infty_o[0,1] \), from (2.28) we infer smoothness of \( w_1 \) at \( \rho = 0 \), with \( w_1^{(2k)}(0) = 0 \), \( k \in \mathbb{N}_0 \). Also, from (2.23) we have smoothness of \( w_1 \) at \( \rho = 1 \). Consequently \( w_1 \in C^\infty_o[0,1] \). Then, from Eq. (2.26) we obtain \( \omega_3 \) and conclude that \( \mathcal{K}_{d+2}w \) belongs to \( \mathcal{D}(L_0) \). Finally, according to (2.22) and Lemma 2.7 we conclude that \( u := \mathcal{K}_{d+2}w \) solves Eq. (2.25).

**Proof of Proposition 2.8.** From Lemmas 2.11 and 2.10 we have that \( \bar{L}_0 \) is closable, and its closure, denoted by \( L_0 \), satisfies \( \mathcal{R}L_0 = \mathcal{H} \). Furthermore, because of its closedness, the operator \( L_0 \) satisfies the dissipation property (2.21) on the whole of \( \mathcal{D}(L_0) \). Now, the Lumer-Phillips theorem (for the precise statement we use here see [47], p. 407, Theorem 12.22) yields the existence of a strongly continuous one-parameter semigroup \( (S_0(\tau))_{\tau \geq 0} \) of bounded operators on \( \mathcal{H} \), which is generated by \( L_0 \), and for which

\[
\|S_0(\tau)u\|_D \leq e^{-\frac{\alpha}{2}\tau}\|u\|_D
\]

for \( \tau \geq 0 \) and \( u \in \mathcal{H} \). Finally, via equivalence (2.20), this yields Proposition 2.2.

2.4.1. **Proof of Proposition 2.8.** We first prove several forms of Hardy’s inequality we need.

**Lemma 2.12.** Let \( \alpha > -\frac{1}{2}, \beta > -1 \) and \( n \in \mathbb{N} \). Then

\[
\|\cdot^{\alpha}u\|_{L^2(0,1)} \lesssim |u(1)| + \|\cdot^{\alpha+1}u'\|_{L^2(0,1)}
\]

(2.30)

and

\[
|u(1)| \lesssim \|\cdot^{\beta}u\|_{L^2(0,1)} + \|\cdot^{\beta+1}u'\|_{L^2(0,1)}
\]

(2.31)

for all \( u \in C^1[0,1] \). Furthermore,

\[
\|\cdot^{-n}u\|_{L^2(0,1)} \lesssim \|\cdot^{-n+1}u'\|_{L^2(0,1)}
\]

(2.32)

for all \( u \in C^n[0,1] \) with \( u^{(j)}(0) = 0, \ j = 0, 1, \ldots, n-1 \).

**Proof.** By partial integration, we have that

\[
\int_0^1 r^{2\alpha}|u(r)|^2 dr \lesssim |u(1)|^2 + \int_0^1 r^{2\alpha+1}|u(r)||u'(r)| dr
\]

\[
\lesssim |u(1)|^2 + \varepsilon \int_0^1 r^{2\alpha}|u(r)|^2 dr + \frac{1}{4\varepsilon} \int_0^1 r^{2\alpha+2}|u'(r)|^2 dr.
\]
Then (2.30) follows by taking $\varepsilon$ small enough. For (2.31) we first observe that

$$|u(1)| = \left| \int_0^1 (r^{\beta+1}u(r))' dr \right| \lesssim \int_0^1 r^\beta |u(r)| dr + \int_0^1 r^{\beta+1}|u'(r)| dr.$$ 

The claim then follows from the fact that the $L^1$ norm is controlled by the $L^2$ norm on bounded intervals. For the third estimate, by partial integration we have

$$\int_0^1 \frac{|u(r)|^2}{r^{2n}} dr = \lim_{\alpha \to n^+} \frac{-|u(r)|^2}{(2n-1)r^{2n-1}} \bigg|_0^1 + \frac{2}{2n-1} \int_0^1 \Re \left( \frac{u(r)u'(r)}{r^{2n-1}} \right) dr$$

$$\leq \frac{2}{2n-1} \left( \varepsilon \int_0^1 \frac{|u(r)|^2}{r^{2n}} dr + \frac{1}{4\varepsilon} \int_0^1 \frac{|u'(r)|^2}{r^{2n-2}} dr \right),$$

and by taking $\varepsilon$ small enough (2.32) follows. \hfill \Box

We now prove two lemmas, which then together yield Proposition 2.8.

**Lemma 2.13.** Let $d \in \mathbb{N}$ and $k \in \mathbb{N}_0$. If $k < \frac{d}{2}$ then

$$\|u(\cdot \cdot)\|_{H^k(\mathbb{R}^d)} \lesssim \sum_{n=0}^k \|u^{(n)}(\cdot | x)\|_{L^2(0,1)},$$

for all $u \in C_c^{\infty}(0, 1]$.

**Proof.** We start with the observation that for $n \in \mathbb{N}_0$

$$\sum_{|\alpha|=n} \left| \partial_\alpha^2 u(|x|) \right|^2 \gtrsim \left| u^{(n)}(|x|) \right|^2$$

(2.33)

uniformly in $x$. Indeed, we inductively get

$$u^{(n)}(|x|) = \sum_{|\alpha|=n} \partial_\alpha^2 u(|x|) \frac{n!}{\alpha!} \frac{x^\alpha}{|x|^n},$$

(2.34)

and then from the fact that $\sum_{|\alpha|=n} \frac{n!}{\alpha!} \frac{x^{2\alpha}}{|x|^{2n}} = 1$ and Cauchy Schwarz we have

$$\sum_{|\alpha|=n} \left| \partial_\alpha^2 u(|x|) \right|^2 \gtrsim \left( \sum_{|\alpha|=n} \frac{n!}{\alpha!} \left| \partial_\alpha^2 u(|x|) \right|^2 \right) \left( \sum_{|\alpha|=n} \frac{n!}{\alpha!} \frac{x^{2\alpha}}{|x|^{2n}} \right) \gtrsim \left| u^{(n)}(|x|) \right|^2.$$ (2.35)

Now, by Lemma 2.12 and Eq. (2.33) we have that for $n \leq k$

$$\|u^{(\cdot | x)^{n}}\|_{L^2(0,1)} \lesssim \sum_{i=n}^{k-1} \|u^{(i)}(1)\| + \|u^{(\cdot | x)}\|_{L^2(0,1)} \lesssim \sum_{i=n}^{k} \|u^{(i)}(1)\|_{L^2(0,1)}$$

$$\approx \sum_{i=n}^{k} \|u^{(i)}(\cdot | x)\|_{L^2(\mathbb{R}^d)} \lesssim \sum_{i=n}^{k} \sum_{|\alpha|=i} \left| \partial_\alpha u(\cdot | x) \right|_{L^2(\mathbb{R}^d)}$$

$$\lesssim \|u^{(\cdot | x)}\|_{H^k(\mathbb{R}^d)}.$$ 

To obtain the reverse estimate we use the fact that for $n \geq 1$

$$\sum_{|\alpha|=n} \left| \partial_\alpha^2 u(|x|) \right|^2 \lesssim \sum_{j=1}^{n} x^{2(j-n)} \left| u^{(j)}(|x|) \right|^2.$$ (2.36)
Indeed, we first inductively obtain the identity
\[
\sum_{|\alpha|=n} \partial^\alpha_x u(|x|) = \sum_{j=1}^n u^{(j)}(|x|) \frac{P_j(x)}{|x|^{2n-j}},
\]
where \(P_j\) are certain homogeneous polynomials of degree \(n\). Then Eq. (2.30) follows from this and the fact that \(|P_j(x)| \lesssim |x|^n\). Now, from Eq. (2.36) for \(0 \leq n \leq k\) we have
\[
\|u(\cdot)\|_{\dot{H}^n(B^d)} = \sum_{|\alpha|=n} \|\partial^\alpha u(\cdot)\|_{L^2(B^d)}^2 \lesssim \sum_{j=0}^n \|\partial^\alpha u^{(j)}(\cdot)\|_{L^2(0,1)}^2 
\leq \sum_{j=0}^n \|\partial^\alpha u^{(j)}(\cdot)\|_{L^2(0,1)}^2,
\]
and by summing over \(n\) we get the desired estimate. \(\square\)

**Lemma 2.14.** For odd \(d\) we have that
\[
\|D_{d+2} u\|_{\dot{H}^1(0,1)} \simeq \sum_{n=0}^{d+1} \|\partial^n u(\cdot)\|_{L^2(0,1)} \tag{2.37}
\]
and
\[
\|D_{d+2} u\|_{L^2(0,1)} \simeq \sum_{n=0}^{d+1} \|\partial^{n+1} u(\cdot)\|_{L^2(0,1)} \tag{2.38}
\]
for all \(u \in C^\infty_c[0,1]\).

**Proof.** One direction is straightforward. Namely, the “\(\lesssim\)” estimates directly follow from the observation that
\[
D_{d+2} u(\rho) = \sum_{n=0}^{d+1} a_n \rho^{n+1} u^{(n)}(\rho) \quad \text{and} \quad (D_{d+2} u)'(\rho) = \sum_{n=0}^{d+1} b_n \rho^n u^{(n)}(\rho)
\]
for some positive \(a_n, b_n\). For the reverse estimates, we do the following. First, let \(w := D_{d+2} u\). Then we have that
\[
\rho^{n+1} u^{(n)}(\rho) = \rho^{n+1} (K_{d+2} w)^{(n)}(\rho) = \sum_{j=(d-1)/2-n}^{(d-1)/2} \alpha_{n,j} \rho^{-2j} K^j w(\rho), \tag{2.39}
\]
for some real \(\alpha_{n,j}\). Now, by repeated application of Lemma 2.12 (Eq. (2.32) in particular) we get that for \(n = 0, 1, \ldots, (d-1)/2\)
\[
\|\partial^{n+1} u(\cdot)\|_{L^2(0,1)} \lesssim \|w\|_{L^2(0,1)} = \|D_{d+2} u\|_{L^2(0,1)}.
\]
In the same manner, based on Eq. (2.39) we obtain
\[
\|\partial^n u(\cdot)\|_{L^2(0,1)} \lesssim \|\rho^{-1} w\|_{L^2(0,1)} \lesssim \|w'\|_{L^2(0,1)} = \|D_{d+2} u\|_{\dot{H}^1(0,1)},
\]
for \(n = 0, 1, \ldots, (d-1)/2\). The case \(n = k_d\) has to be treated separately. Namely, then we have
\[
\rho^{k_d} u^{(k_d)}(\rho) = \sum_{j=0}^{k_d-1} \beta_j \rho^{-2j-1} K^j w(\rho) + w'(\rho),
\]
for some real $\beta_j$. And again by repeated application of Lemma 2.12 we get
\[
\|\cdot\|_{L^2(0,1)} \lesssim \|\rho^{-1}w\|_{L^2(0,1)} + \|w'\|_{L^2(0,1)} \lesssim \|w'\|_{L^2(0,1)} = \|D_{d+2}w\|_{\dot{H}^1(0,1)}.
\]
This finishes the proof. \(\Box\)

Finally, Proposition 2.8 follows from Lemma 2.14 and Lemma 2.13 in which we put $d + 2$ instead of $d$, and successively let $k = (d + 1)/2$ and $k = (d - 1)/2$.

### 3. Stability Analysis

Now we turn to studying dynamics near the static profile
\[
\Psi_{st}(\rho) := \begin{pmatrix} \alpha(d)(\rho^2 + \beta(d))^{-1} \\ 2\alpha(d)\beta(d)(\rho^2 + \beta(d))^{-2} \end{pmatrix} \begin{pmatrix} (T - t)^2u_T(t, r) \\ (T - t)^3\partial_t u_T(t, r) \end{pmatrix},
\]
here $t = T(1 - e^{-\tau})$ and $r = T\rho e^{-\tau}$. Namely, we consider perturbations
\[
\Psi(\tau) = \Psi_{st} + \Phi(\tau),
\]
where $\Phi(\tau) := (\phi_1(\tau, \cdot), \phi_2(\tau, \cdot))$. The well-posedness theory from Sec. 2.3 guaranties local existence of strong solutions for any $\Phi(0) \in \mathcal{H}$. However, for studying stability of $\Psi_{st}$ under small perturbations by $\Phi(0)$ (and showing asymptotic stability in particular), it is more convenient to represent solutions in terms of the semigroup associated with the evolution of $\Phi$. To this end, we substitute the ansatz (3.1) into Eq. (2.10) and thereby obtain the following initial value problem
\[
\begin{aligned}
\Phi'(\tau) &= \bar{L}\Phi(\tau) + N(\Phi(\tau)) \\
\Phi(0) &= U(\nu, T).
\end{aligned}
\]
(3.2)

Here $\bar{L} := \tilde{L}_0 + L'$ for
\[
L'u := \begin{pmatrix} 0 \\ V_d u_1 \end{pmatrix}, \quad \text{and} \quad N(u) := \begin{pmatrix} 0 \\ N_d(u_1) \end{pmatrix},
\]
(3.3)

where
\[
V_d(\rho) := \frac{3(d - 2)\alpha(d)(2\beta(d) - (\alpha(d) - 2)\rho^2)}{(\rho^2 + \beta(d))^2},
\]
(3.4)

and
\[
N_d(u_1)(\rho) := (d - 2)u_1(\rho)^2 \left(\frac{3(\alpha(d) - 1)\rho^2 - 3\beta(d)}{\rho^2 + \beta(d)} + \rho^2 u_1(\rho)\right).
\]
(3.5)

Furthermore, the initial data is
\[
U(\nu, T) = U_0(T) - \Psi_{st} = \begin{pmatrix} T^2u_0(T\cdot) - u_1(0, \cdot) \\ T^3u_1(T\cdot) - \partial_0 u_1(0, \cdot) \end{pmatrix} = \begin{pmatrix} T^2u_0(T\cdot) - u_0 \\ T^3u_1(T\cdot) - u_1 \end{pmatrix} + \nu,
\]
where, for convenience, we denoted
\[
\nu := \begin{pmatrix} u_0 - u_1(0, \cdot) \\ u_1 - \partial_0 u_1(0, \cdot) \end{pmatrix}.
\]
(3.6)

Note that the operator $L' : \mathcal{H} \to \mathcal{H}$ is bounded (in fact it is compact), and therefore the operator $\bar{L}$ is closable with its closure being
\[
L := L_0 + L', \quad \text{with} \quad \mathcal{D}(L) = \mathcal{D}(L_0).
\]
Now, as a direct consequence of the bounded perturbation theorem ([23], p. 158, Theorem 1.3), we obtain the following proposition.

**Proposition 3.1.** The operator \( L : D(L) \subseteq \mathcal{H} \to \mathcal{H} \) generates a strongly continuous one-parameter semigroup \((S(\tau))_{\tau \geq 0}\) of bounded operators on \( \mathcal{H} \). Furthermore, we have that

\[
\|S(\tau)u\|_{\mathcal{H}} \leq Me^{(-\frac{3}{2} + M\|L\|)\tau}\|u\|_{\mathcal{H}}
\]

for \( \tau \geq 0 \) and \( u \in \mathcal{H} \).

With this result at hand, we express the system (3.2) in the integral form

\[
\Phi(\tau) = S(\tau)U(v, T) + \int_{0}^{\tau} S(\tau - s)N(\Phi(s))ds.
\]

The central question to stability analysis of \( \Psi_{st} \) is the one of growth properties of \((S(\tau))_{\tau \geq 0}\). The estimates obtained by the bounded perturbation theorem are typically too crude to be useful. Namely, (3.7) implies that the growth bound of \((S(\tau))_{\tau \geq 0}\) is at most \(-\frac{3}{2} + M\|L\|\), which is an overshoot. By Hadamard’s formula, on the other hand, we know that the growth bound is given in terms of the spectral radius of \( S(\tau) \). However, analyzing the spectrum of semigroups is in general quite difficult.

In some cases, where there are nice mapping relations between the spectra of a semigroup and its generator, one can shift the analysis to the generator. This is, in fact, the case with our problem. We demonstrate this by proving an abstract spectral mapping theorem for a large class of semigroups, which in particular covers \((S(\tau))_{\tau \geq 0}\), see Appendix B. Namely, roughly speaking, a compact perturbation \( L' \) adds to the right of the spectrum of \( L_0 \) eigenvalues only, which are furthermore in correspondence with the point spectrum of \( S(\tau) \) that lies outside of \( \sigma(S_0(\tau)) \). This ultimately reduces matters to the study of the unstable point spectrum of \( L \), i.e., the one belonging to \( \overline{\mathbb{H}} := \{\lambda \in \mathbb{C} : \Re \lambda \geq 0\} \), see Theorem B.1 for the precise statement.

This simplification is, however, in general not as hopeful as it might seem at the first sight. Namely, the operator \( L \) is highly non-self-adjoint, so traditional (self-adjoint) spectral techniques are essentially of no use here, and hence analyzing the spectrum of such operators is in general a notoriously difficult problem. Nevertheless, in our particular setting, where the potential \( V_0 \) is of the rational function form, we can employ the spectral techniques we have been devising lately, see [13, 12, 10, 25, 27], to prove that the unstable spectrum of \( L \) consists only of one eigenvalue \( \lambda = 1 \). This instability, however, is not a genuine one, as it is an artifact of the underlying time translation symmetry; consequently \( \Psi_{st} \) is spectrally stable. This result is established in the following two sections, and it represents the core of our stability argument.

### 3.1. Spectral analysis of \( L \)

Eq. (2.14) implies that the growth bound of \((S_0(\tau))_{\tau \geq 0}\) is at most \(-\frac{3}{2}\), and this, according to Hadamard’s formula (see [23], p. 251, Proposition 2.2), gives

\[
\rho(S_0(\tau)) = e^{-\frac{3}{2}\tau},
\]

which in turn, based on the spectral inclusion law

\[
\{e^{\tau \lambda} : \lambda \in \sigma(L_0)\} \subseteq \sigma(S_0(\tau)),
\]

implies that

\[
\sigma(L_0) \subseteq \{\lambda \in \mathbb{C} : \Re \lambda \leq -\frac{3}{2}\}.
\]
Furthermore, the facts that \( V \in C^\infty_c[0,1] \) and that \( H^{k_d}r(\Bbb{R}^{d+2}) \) is compactly embedded in \( H^{k_d-1}r(\Bbb{R}^{d+2}) \) imply that the operator \( L' \) is compact. Therefore, perturbing \( L_0 \) by \( L' \) introduces only eigenvalues into the half-plane \( \{ \lambda \in \Bbb{C} : \text{Re} \, \lambda > -\frac{2}{d} \} \). In particular, the unstable spectrum of \( L \) consists of finitely many eigenvalues with finite multiplicity, see Theorem [B.1 1]. The central result of this section is that, apart from the symmetry-induced eigenvalue \( \lambda = 1 \), there are no other unstable spectral points of \( L \).

**Proposition 3.2.** For every odd \( d \geq 5 \) we have that
\[
\sigma_p(L) \cap \{ \lambda \in \Bbb{C} : \text{Re} \, \lambda \geq 0 \} = \{ 1 \}.
\]

**Proof.** If \((\lambda - L)u = 0\) for some \( \lambda \in \Bbb{C} \) and \( u = (u_1, u_2) \in \mathcal{D}(L) \), then by a straightforward calculation we get that the first component \( u_1 \) satisfies the following ODE
\[
(1 - \rho^2)u''_1(\rho) + \left( \frac{d+1}{\rho} - 2(\lambda + 3)\rho \right) u'_1(\rho) - (\lambda + 2)(\lambda + 3)u_1(\rho) + V_d(\rho)u_1(\rho) = 0 \tag{3.10}
\]
weakly on the interval \((0, 1)\). Since, by assumption, \( u_1 \in H^{k_d}(\Bbb{R}^{d+2}) \), we have that \( u_1 \in H^{k_d}(\delta, 1) \) for any \( \delta > 0 \), and by Sobolev embedding it follows that \( u_1 \in C^{k_d-1}(0, 1) \). Consequently, \( u_1 \) satisfies Eq. (3.10) classically. Furthermore, due to the smoothness of coefficients of the ODE (3.10) we have that \( u_1 \in C^\infty(0, 1) \). Now, if \( \lambda \in \Bbb{H} \) then we claim that in fact \( u_1 \in C^\infty[0, 1] \). Since both \( \rho = 0 \) and \( \rho = 1 \) are regular singular points of Eq. (3.10), to prove the claim we use the Frobenius method. The Frobenius indices at \( \rho = 0 \) are \( s_1 = 0 \) and \( s_2 = -d \). Therefore, there are two linearly independent solutions to Eq. (3.10) on the interval \((0, 1)\), with the power series expansions near \( \rho = 0 \) of the following forms
\[
u_{1,1}(\rho) = \sum_{n=0}^\infty a_n \rho^n \quad \text{and} \quad u_{1,2}(\rho) = C \log(\rho)u_{1,1}(\rho) + \rho^{-d} \sum_{n=0}^\infty b_n \rho^n,
\]
for \( a_0 = b_0 = 1 \) and some \( C \in \Bbb{C} \). Since \( u_{1,1} \) is analytic at \( \rho = 0 \) and \( u_{1,2} \) does not belong to \( H^{k_d}(\Bbb{R}^{d+2}) \) (due to the strong singularity at the origin), we conclude that \( u_1 \) is a constant multiple of \( u_{1,1} \) and therefore \( u_1 \in C^\infty[0, 1] \). Now we treat the other endpoint. Since the Frobenius indices at \( \rho = 1 \) are \( s_1 = 0 \) and \( s_2 = \frac{d-3}{2} - \lambda \), we distinguish two cases. First, we assume that
\[
\lambda \in \{ 0, 1, \ldots, \frac{d-3}{2} \}. \tag{3.12}
\]
Then the Frobenius method guarantees existence of two linearly independent solutions of Eq. (3.10) on \((0, 1)\), which have the following power series expansions centered at \( \rho = 1 \)
\[
u_{1,1}(\rho) = (1 - \rho)^\frac{d-3}{2} - \lambda \sum_{n=0}^\infty a_n (1 - \rho)^n \quad \text{and} \quad u_{1,2}(\rho) = C \log(1 - \rho)u_{1,1}(\rho) + \sum_{n=0}^\infty b_n (1 - \rho)^n,
\]
for \( a_0 = b_0 = 1 \) and some \( C \in \Bbb{R} \). If \( C = 0 \) then both \( u_{1,1} \) and \( u_{1,2} \) are analytic near \( \rho = 1 \) and so must be \( u_1 \). If \( C \neq 0 \) then \( u_{1,2} \notin H^{k_d}(\Bbb{R}^{d+2}) \), and \( u_1 \) must therefore be a constant multiple of \( u_{1,1} \), which is analytic at \( \rho = 1 \). Hence \( u_1 \in C^\infty[0, 1] \). Now, if (3.12) does not hold, then the two solutions are
\[
u_{1,1}(\rho) = (1 - \rho)^\frac{d-3}{2} - \lambda \sum_{n=0}^\infty a_n (1 - \rho)^n \quad \text{and} \quad u_{1,2}(\rho) = \sum_{n=0}^\infty b_n (1 - \rho)^n,
\]
with \( a_0 = b_0 = 1 \). Since \( u_{1,2} \) is analytic at \( \rho = 1 \) and \( u_{1,1} \notin H^{k_d}(\Bbb{R}^{d+2}) \), we infer that \( u_1 \) must be a constant multiple of \( u_{1,2} \). Therefore \( u_1 \in C^\infty[0, 1] \).
For the rest of the proof we adopt the terminology from [13]. Namely, if for some \( \lambda \in \mathbb{H} \), Eq. (3.10) admits a non-zero solution \( u_1 \in C^\infty[0, 1] \) then we call this solution an \textit{unstable mode} and the corresponding \( \lambda \) an \textit{unstable eigenvalue} of Eq. (3.10). As a matter of fact there is an unstable mode

\[
g_1(\rho) := \frac{1}{(\rho^2 + \beta(d))^2},
\]  

(3.13)

which corresponds to \( \lambda = 1 \). Furthermore, by letting \( g_2(\rho) := \rho g_1'(\rho) + 3g_1(\rho) \) we get the function \( g := (g_1, g_2) \in D(L) \) for which \( (1 - L)g = 0 \), and hence \( 1 \in \sigma_p(L) \).

Also, by following the terminology from [13], we say that \( u_T \) is \textit{mode stable} if \( \lambda = 1 \) is the only unstable eigenvalue of Eq. (3.10). Therefore, to finish the proof, it is enough to show mode stability of \( u_T \) for odd \( d \geq 5 \). Also, note that the notion of mode stability does not depend on the existence of well-posedness theory for the underlying Cauchy problem. Therefore, in the rest of the proof we assume no parity restriction on \( d \) and we establish the following claim.

\textit{Claim:} The solution \( u_T \) is mode stable in all dimensions \( d \geq 5 \).

\textit{Proof:} For \( d = 5 \), this claim was proved in [13] (see Theorem 1.2), and we extend it here to all higher dimensions. However, we emphasize that, as opposed to [13], the presence of the additional free parameter \( d \) complicates matters non-trivially. For that reason, we follow the approach in [12], where we proved an analogous claim in the setting of supercritical wave maps. What is more, we at the same time improve the method from [12], we simplify it and we make it more transparent and robust.

The first step is to “remove” the unstable eigenvalue \( \lambda = 1 \) by an adaptation of the well-known procedure from supersymmetric quantum mechanics. For a detailed discussion of the procedure, and for a step-by-step adaptation see [12], Sec. 3. First of all, by a change of variable \( u_1(\rho) = \rho^{-2}v(\rho) \) we obtain the canonical form of Eq. (3.10) (see Eq. 2.7 in [12])

\[
(1 - \rho^2)v''(\rho) + \left( \frac{d - 3}{\rho} - 2(\lambda + 1) \right) v'(\rho) - \lambda(\lambda + 1)v(\rho) + \left( V_d(\rho) - \frac{2d - 4}{\rho^2} \right) v(\rho) = 0.
\]

(3.14)

Now, by following the procedure in [12], Sec. 3.2, we derive the co-called supersymmetric problem

\[
(1 - \rho^2)v''(\rho) + \left( \frac{d - 3}{\rho} - 2(\lambda + 1) \right) v'(\rho) - \lambda(\lambda + 1)v(\rho) + \left( \widetilde{V}_d(\rho) + 2 \right) \tilde{v}(\rho) = 0, \quad (3.15)
\]

where

\[
\widetilde{V}_d(\rho) := -\frac{(4\beta(d) - d + 5)\rho^4 - 2\beta(d)(2\beta(d) - d + 3)\rho^2 + 3\beta(d)^2(d - 1)}{\rho^2(\rho^2 + \beta(d))^2}.
\]

If \( v_\lambda \) is an unstable mode of Eq. (3.14) that corresponds to eigenvalue \( \lambda \neq 1 \), then

\[
v_\lambda(\rho) := \rho^{-m}(1 - \rho^2)^{-\frac{\lambda - 1 - m}{2}} \left( \partial_\rho - h(\rho) \right) \rho^m(1 - \rho^2)^{\frac{\lambda + 1 - m}{2}} v_\lambda(\rho)
\]

(3.16)

is the corresponding unstable mode for Eq. (3.13); here \( m = \frac{d - 3}{2} \) and \( h(\rho) = \tilde{v}'(\rho)/\tilde{v}_1(\rho) \) for \( \tilde{v}_1(\rho) = \rho^{m+2}(1 - \rho^2)^{-\frac{3}{2}} g_1(\rho) \). For \( \lambda = 1 \), however, \( v_1(\rho) := \rho^2 g_1(\rho) \) is mapped into the zero function via map (3.16), and this explains the “removal” of \( \lambda = 1 \) mentioned above.

In what follows, we prove that Eq. (3.15) has no unstable eigenvalues. Our approach is the following. We consider the series expansion of the (normalized) analytic solution of
Eq. (3.15) at $\rho = 0$, and we prove that if $\lambda \in \mathbb{H}$ then this function can not be analytically continued beyond $\rho = 1$. To simplify matters, we first reduce this equation to the one with four regular singular points. Namely, we make the following change of variables (which preserves the analyticity of solutions at $\rho = 0$ and $\rho = 1$)

$$\rho = \sqrt{x}, \quad \tilde{v}(\rho) = \frac{x^{\frac{3}{2}}}{x + \beta(d)} y(x),$$

and thereby arrive at an equation for $y$ in its canonical Heun form

$$y''(x) + \left(\frac{d + 4}{2x} + \frac{2\lambda + 5 - d}{2(x - 1)} - \frac{2}{x + \beta(d)}\right) y'(x) + \frac{\lambda(\lambda + 3)x + (\lambda + 6)(\lambda + 1)\beta(d) - 2d + 8}{4x(x - 1)(x + \beta(d))} y(x) = 0. \quad (3.17)$$

The normalized analytic solution at $x = 0$ of Eq. (3.17) (which is also called the local Heun function) is given by the following power series

$$y_{d,\lambda}(x) = \sum_{n=0}^{\infty} a_n(d, \lambda)x^n, \quad (3.18)$$

where $a_0(d, \lambda) = 1$, $a_1(d, \lambda) = A_{-1}(d, \lambda)$, and the rest of the coefficients obey the recurrence relation

$$a_{n+2}(d, \lambda) = A_n(d, \lambda)a_{n+1}(d, \lambda) + B_n(d, \lambda)a_n(d, \lambda), \quad (3.19)$$

where

$$A_n(d, \lambda) := \frac{(\lambda + 2n + 8)(\lambda + 2n + 3)\beta(d) - (2n + 4)(2n + d - 2)}{2\beta(d)(n + 2)(2n + d + 6)},$$

$$B_n(d, \lambda) := \frac{(\lambda + 2n + 3)(\lambda + 2n)}{2\beta(d)(n + 2)(2n + d + 6)}.$$

Note that now, $\lambda$ is an unstable eigenvalue of Eq. (3.15) precisely when the radius of convergence of the series (3.18) is larger than one. Therefore, we analyze the asymptotics of the series coefficients. Namely, we study the limiting behavior of the quotient

$$r_n(d, \lambda) := \frac{a_{n+1}(d, \lambda)}{a_n(d, \lambda)}.$$

Since $\lim_{n \to \infty} A_n(d, \lambda) = 1 - \beta(d)^{-1}$ and $\lim_{n \to \infty} B_n(d, \lambda) = \beta(d)^{-1}$, the so-called characteristic equation of Eq. (3.19) is

$$t^2 - \left(1 - \frac{1}{\beta(d)}\right) t - \frac{1}{\beta(d)} = 0. \quad (3.20)$$

Furthermore, $t_1 = 1$ and $t_2 = -\beta(d)^{-1}$ are the solutions to Eq. (3.20) and (by Poincaré’s theorem for difference equations with variable coefficients) we conclude that either $a_n(d, \lambda)$ is $0$ eventually in $n$ or

$$\lim_{n \to \infty} r_n(d, \lambda) = 1 \quad (3.21)$$

or

$$\lim_{n \to \infty} r_n(d, \lambda) = -\frac{1}{\beta(d)}. \quad (3.22)$$

Our intention is to prove that (3.21) holds for all $d \geq 6$ and $\lambda \in \mathbb{H}$. We found it convenient to separately treat the cases $d \geq 7$ and $d = 6$. 

The case $d \geq 7$. Note that, given $\lambda \in \mathbb{H}$, $a_n(d, \lambda)$ does not equal zero eventually in $n$, since otherwise by backward substitution in Eq. (3.19) we get that $a_0(d, \lambda) = 0$, which is in conflict with the assumption that $a_0(d, \lambda) = 1$. Therefore, either (3.21) or (3.22) is true. In what follows we show that (3.22) can not hold. To that end we derive from Eq. (3.19) a recurrence relation for $r_n$. Namely, we have

$$r_{n+1}(d, \lambda) = A_n(d, \lambda) + \frac{B_n(d, \lambda)}{r_n(d, \lambda)},$$

(3.23)

where $r_0(d, \lambda) = A_{-1}(d, \lambda)$. The explicit expression of $r_n(d, \lambda)$ gets increasingly complicated as $n$ increases, and to circumvent the issue of estimating such complicated expressions we do the following. We first construct for the recurrence relation (3.23) a “simple” approximate solution $\tilde{r}_n$, whose limiting value is 1. We then prove perturbatively that the actual solution $r_n$ is close to it (globally in $d$ and $\lambda$), thereby excluding the possibility of (3.22). The approximate solution we use is the following

$$\tilde{r}_n(d, \lambda) := \frac{\lambda^2}{2(n+1)(2n+d+4)} + \frac{(4n+7)\lambda}{2(n+1)(2n+d+4)} + \frac{2n+4}{2n+d+4},$$

(3.24)

We chose this expression such as to emulate the behavior of $r_n(d, \lambda)$ for different values of the participating parameters. Namely, since $r_n(d, \lambda)$ is a ratio of two polynomials in $\lambda$ whose degrees differ by two, it behaves like a second degree polynomial for large values of $\lambda$. In fact, a simple induction in $n$ based on (3.23) yields

$$r_n(d, \lambda) = \frac{\lambda^2}{2(n+1)(2n+d+4)} + \frac{(4n+7)\lambda}{2(n+1)(2n+d+4)} + O_{n,d}(1) \text{ as } \lambda \to \infty.$$ 

This gives rise to the first two terms in (3.21), and to get the last term, we perform similar analysis after fixing $\lambda = 0$. Now, to measure the “distance” between $r_n$ and $\tilde{r}_n$, we define the relative difference

$$\delta_n(d, \lambda) := \frac{r_n(d, \lambda)}{\tilde{r}_n(d, \lambda)} - 1.$$ 

(3.25)

We intend to show that $\delta_n$ is small uniformly in $d$ and $\lambda$, and to that end we substitute (3.25) into Eq. (3.23) and derive the recurrence relation for $\delta_n$

$$\delta_{n+1} = \epsilon_n - C_n \frac{\delta_n}{1 + \delta_n},$$

(3.26)

where

$$\epsilon_n = \frac{A_n \tilde{r}_n + B_n}{r_n \tilde{r}_{n+1}} - 1 \quad \text{and} \quad C_n = \frac{B_n}{\tilde{r}_n \tilde{r}_{n+1}}.$$ 

(3.27)

Now, for every $d \geq 7$, $\lambda \in \mathbb{H}$ and $n \geq 1$, the following estimates hold

$$|\delta_1(d, \lambda)| \leq \frac{1}{2}, \quad |\epsilon_n(d, \lambda)| \leq \frac{5}{12} - \frac{4}{2d+1}, \quad |C_n(d, \lambda)| \leq \frac{1}{12} + \frac{4}{2d+1}.$$ 

(3.28)

We note that so far (in our previous works) all of the proofs of this kind of estimates rely crucially on the fact that the (analogues of the) three quantities above, $\delta_1(d, \lambda)$, $\epsilon_n(d, \lambda)$ and $C_n(d, \lambda)$, can be expressed as ratios of polynomials belonging to $\mathbb{Z}[n, d, \lambda]$. This is, however, not the case here, due to the presence of the parameter $\beta(d)$, see (1.10). To deal with this issue we do the following. We let $d$ depend on a new parameter, namely we let

$$d = d(w) := \frac{2(w^2 + 8w + 14)}{2w + 5}.$$
for $w > 0$. Consequently, from (1.10) we get that
\[
\beta(d(w)) = \frac{2(w + 2)((w + 3)\sqrt{3} + 2(w + 2))}{3(2w + 5)}.
\] (3.29)

Therefore, all three quantities $\delta_1(d(w), \lambda), \varepsilon_n(d(w), \lambda)$ and $C_n(d(w), \lambda)$ can be expressed as ratios of polynomials belonging to $\mathbb{Z}[n, w, \lambda, \sqrt{3}]$. With this we can carry out an analogous proof to the one in the previous works. We illustrate the process on the second estimate in (3.28); the other two are established analogously. We first note that it is enough to establish the estimate for $w \geq \frac{7}{\delta}$, as this covers the interval $d \geq 7$. Also, note that the inequalities in (3.28) are to be proven for $n \geq 1$. Therefore, we consider $\varepsilon_{n+1}(d(w + \frac{7}{\delta}), \lambda)$ (with shifted parameters) and prove the estimate for $n, w \geq 0$. Due to (3.29) we have that
\[
\varepsilon_{n+1}(d(w + \frac{7}{\delta}), \lambda) = \frac{P_1(n, w, \lambda)\sqrt{3} + P_2(n, w, \lambda)}{P_3(n, w, \lambda)\sqrt{3} + P_4(n, w, \lambda)},
\] (3.30)

for some $P_j(n, w, \lambda) \in \mathbb{Z}[n, w, \lambda]$. Note that it is enough to establish the desired estimate for (3.30) on the imaginary line, along with proving that (3.30) is analytic and polynomially bounded for $\lambda \in \mathbb{H}$, as we can then by the Phragmén-Lindelöf principle extend the estimate from the imaginary line to the whole of $\mathbb{H}$. To that end we compute
\[
|P_j(n, w, it)\sqrt{3} + P_{j+1}(n, w, it)|^2 = Q_j(n, w, t^2)\sqrt{3} + Q_{j+1}(n, w, t^2),
\]

where $j \in \{1, 3\}$, $t$ real, $Q_1, Q_2 \in \mathbb{Z}[n, w, t^2]$, and $Q_3, Q_4 \in \mathbb{N}[n, w, t^2]$. Now, the desired estimate is equivalent to
\[
\frac{Q_1(n, w, t^2)\sqrt{3} + Q_2(n, w, t^2)}{Q_3(n, w, t^2)\sqrt{3} + Q_4(n, w, t^2)} \leq \left(\frac{5}{12} - \frac{4}{2d(w + \frac{7}{\delta}) + 1}\right)^2 = \left(\frac{5}{12} \frac{100w^2 + 650w + 1039}{1200w^2 + 1130w + 2911}\right)^2.
\] (3.31)

Then, by a straightforward calculation we see that
\[
[5(100w^2 + 650w + 1039)]^2 [Q_3(n, w, t^2)\sqrt{3} + Q_4(n, w, t^2)]
- [12(100w^2 + 1130w + 2911)]^2 [Q_1(n, w, t^2)\sqrt{3} + Q_2(n, w, t^2)]
= R_1(n, w, t^2)\sqrt{3} + R_2(n, w, t^2),
\]

where $R_1$ and $R_2$ have manifestly positive coefficients. This proves the inequality (3.31), and thereby for $d \geq 7$ and $n \geq 1$ the estimate for $\varepsilon_n(d, \lambda)$ in (3.28) holds on the imaginary line. Since $\lambda \mapsto \varepsilon_n(d, \lambda)$ is obviously polynomially bounded in $\mathbb{H}$, it remains to prove that it is analytic there. This simply follows from (3.27) and the fact that both zeros of $\lambda \mapsto \tilde{r}_n(d, \lambda)$ are negative.

Now, having established estimates (3.28), we employ a simple inductive argument to conclude from (3.26) that
\[
|\delta_n(d, \lambda)| \leq \frac{1}{2},
\] (3.32)

for all $n \geq 1, \lambda \in \mathbb{H}$ and $d \geq 7$. Since $\lim_{n \to \infty} \tilde{r}_n(d, \lambda) = 1$, Eqs. (3.32) and (3.25) rule out (3.22) and we therefore finally conclude that (3.21) holds. This proves the mode stability claim for $d \geq 7$. 
The case \( d = 6 \). In this case it suffices to prove the following estimates
\[
|\delta_1(6, \lambda)| \leq \frac{1}{3}, \quad |\varepsilon_n(6, \lambda)| \leq \frac{1}{12} + \frac{1}{4(n+1)}, \quad |C_n(6, \lambda)| \leq \frac{1}{2} - \frac{1}{2(n+1)},
\] (3.33)
for \( \lambda \in \mathbb{H} \) and \( n \geq 1 \). The proof for the \( \varepsilon_n \) estimate (and therefore for the other two as well) is analogous to the one above. Namely, we have that \( \beta(6) = \frac{4}{3} + \frac{2}{3}\sqrt{6} \) and therefore the quantity \( \varepsilon_{n+1}(6, \lambda) \) can be written in the following way
\[
\varepsilon_{n+1}(6, \lambda) = \frac{P_1(n, \lambda)\sqrt{6} + P_2(n, \lambda)}{P_3(n, \lambda)\sqrt{6} + P_4(n, \lambda)},
\]
for some \( P_j(n, \lambda) \in \mathbb{Z}[n, \lambda] \). The rest of the proof goes the same as above. \( \square \)

**Remark 3.3.** Although we treat an analogous problem, the procedure we used in the proof to construct the approximation \( \tilde{r}_n \) differs from the one in \([12]\). The new method is simpler and more transparent; in particular it altogether avoids polynomial approximation techniques in order to find coefficients of the powers of \( \lambda \) in (3.24). Furthermore, by allowing the bounds in (3.33) to depend on \( n \) as well, we managed to decrease the starting point of induction all the way to \( n = 1 \), by means of which we avoided having to use Hurwitz stability criteria.

### 3.2. Estimates of the linear flow.

From now on, for the sake of simplicity, we drop the subscript in \( \| \cdot \|_{\mathcal{H}} \) and we simply write \( \| \cdot \| \) for the norm relative to \( \mathcal{H} \). For the following result we need the Riesz projection operator relative to the unstable eigenvalue \( \lambda = 1 \). Namely, we define
\[
P := \frac{1}{2\pi i} \int_{\gamma} R_L(\lambda) \, d\lambda,
\]
where \( \gamma \) is a positively oriented circle centered at 1 with radius \( r_\gamma < 1 \). Let us also recall the function \( g \) from the proof of Proposition 3.2, namely
\[
g(\rho) = \left( g_1(\rho) \rho g_1'(\rho) + 3g_1(\rho) \right),
\]
where \( g_1 \) is given in (3.13).

**Proposition 3.4.** For every odd \( d \geq 5 \) the following statements hold.

i) \( \text{rg } P = \langle g \rangle \).

ii) \( S(\tau)Pu = e^{\tau}Pu \) for all \( u \in \mathcal{H} \).

iii) There are \( \omega > 0 \) and \( C \geq 1 \) such that
\[
\|S(\tau)(1 - P)u\| \leq Ce^{-\omega\tau}\|u\|
\]
for all \( u \in \mathcal{H} \).

**Proof.** To prove i) we first show that
\[
\ker (1 - L) = \langle g \rangle. \tag{3.34}
\]
By similar reasoning to the one in the first part of the proof of Proposition 3.2, we conclude that for any solution to the equation \( (1 - L)u = 0 \), we have that the first component \( u_1 \)
Consequently, we have that $\sigma_P = \{0\}$, and therefore to the spectrum of its compact perturbation $L_0 = L - L'$, but this is in conflict with (3.9). The space $\text{rg} P$ reduces the operator $L$ and we have that $\sigma(L|_{\text{rg} P}) = \{1\}$, see [32], Sec. III.6.4, in particular p. 178, Theorem 6.17. Therefore, since $\dim \text{rg} P$ is finite, the operator $1 - L|_{\text{rg} P}$ is nilpotent, i.e., there is $k \in \mathbb{N}$ for which $(1 - L|_{\text{rg} P})^k = 0$. We show that $k = 1$. To that end, we assume the contrary, that $k \geq 2$. Then there exists a nontrivial $u = (u_1, u_2) \in \mathcal{D}(L)$ for which

$$(1 - L)u = -g.$$  

(3.35)

Consequently,

$$u_1 \in C^\infty(0,1) \cap H_r^{d+2} \mathbb{B},$$  

(3.36)

and

$$(1 - \rho^2)u''_1(\rho) + \left(\frac{d + 1}{\rho} - 8\rho\right)u'_1(\rho) - \left(12 - V_d(\rho)\right)u_1(\rho) = G(\rho),$$  

(3.37)

for $\rho \in (0,1)$, where $G(\rho) = 2\rho g_1'(\rho) + 7g_1(\rho)$. Since $g_1$ is a solution to the homogeneous version of Eq. (3.37), by reduction of order we obtain another one

$$\tilde{g}_1(\rho) := g_1(\rho) \int_{\rho_1}^{\rho} \frac{(1 - x^2)^{\frac{d-2}{2}}}{x^{d+1}g_1(x)^2} dx,$$  

(3.38)

for an arbitrary choice of $\rho_1 \in (0,1)$. Note that since $g_1$ is even we have that $\tilde{g}_1(\rho) = \rho^{-d}A(\rho)$ for some function $A$ which is analytic at $\rho = 0$. Now, by the variation of constants formula we have that

$$u_1(\rho) = c_1g_1(\rho) + c_2\tilde{g}_1(\rho) + \tilde{g}_1(\rho) \int_0^\rho \frac{g_1(x)G(x)x^{d+1}}{(1 - x^2)^{\frac{d-2}{2}}} dx - g_1(\rho) \int_0^\rho \frac{\tilde{g}_1(x)G(x)x^{d+1}}{(1 - x^2)^{\frac{d-2}{2}}} dx,$$  

(3.39)

for a choice of $c_1, c_2 \in \mathbb{C}$. Due to a strong singularity of $\tilde{g}_1$ at $\rho = 0$ we conclude that $c_2 = 0$, and then we separately treat cases $d = 5$ and $d \geq 7$.

For $d = 5$, we choose $\rho_1 = \frac{1}{2}$ in (3.38). Then $\tilde{g}_1(\rho) \simeq \log(1 - \rho)$ for $\rho$ near 1. Furthermore, from (3.39) it follows that $u_1$ has the same behavior near $\rho = 1$, unless the integral multiplying $\tilde{g}_1$ is zero for $\rho = 1$. But this is not the case as the integrand is strictly positive on $(0,1)$. Consequently, $u_1 \notin H_r^3(\mathbb{B})$, which contradicts (3.36).

For $d \geq 7$, we choose $\rho_1 = 1$ in (3.38), and since $g_1$ is non-vanishing at $\rho = 1$ we have that

$$\tilde{g}_1(\rho) = (1 - \rho^2)\frac{d}{d\rho}B(\rho),$$

for some function $B$ which is analytic at $\rho = 1$. Consequently, the last term in Eq. (3.39) is analytic at both $\rho = 0$ and $\rho = 1$. It remains to understand regularity properties of the remaining term

$$I_d(\rho) := \tilde{g}_1(\rho) \int_0^\rho \frac{g_1(x)G(x)x^{d+1}}{(1 - x^2)^{\frac{d-2}{2}}} dx.$$  

(3.40)
We show that $\mathcal{I}_d$ is not analytic at $\rho = 1$; this then implies that
\[
\mathcal{I}_d(\rho) \simeq (1 - \rho) \frac{d\lambda}{x^2} \log(1 - \rho) \quad \text{near} \quad \rho = 1,
\] (3.41)
and consequently $u_1 \not\in H_{r_d}^{d+2}(\mathbb{B}^{d+2})$. Note that non-analyticity of $\mathcal{I}_d$ at $\rho = 1$ is equivalent to the Laurent expansion at $x = 1$ of the integrand in (3.40) having a nonzero coefficient multiplying $(1 - x)^{-1}$. Although for a particular $d$ this can be evidenced by a straightforward calculation, proving it uniformly for all $d$ is a difficult problem. Interestingly, we managed to do this by relating $\mathcal{I}_d$ to a solution of the supersymmetric problem (3.15) for $\lambda = 1$, for which the non-analyticity at $\rho = 1$ is known from Proposition 3.2. For simplicity let $d = 2m + 3$. Then by integration by parts we have
\[
\mathcal{I}_d(\rho) = \tilde{g}_1(\rho) \int_0^\rho \frac{x^{2m+4}}{(1 - x^2)^m} \left( 2x g'_1(x) g_1(x) + 7 g_1(x)^2 \right) dx
\]
\[= B(\rho)(1 - \rho^2)^{m-1} \int_0^\rho \frac{x^{2m-2}}{(1 - x^2)^m} \frac{d}{dx} \left( x^2 g_1(x)^2 \right) dx
\]
\[= B(\rho) \left[ \rho^{2m+5} g_1(\rho)^2 - 2(m - 1)(1 - \rho^2)^{m-1} \int_0^\rho \frac{x^{2m+4}}{(1 - x^2)^m} g_1(x)^2 dx \right].
\] (3.42)

On the other hand, by a direct calculation we see that the function
\[
\tilde{v}(\rho) := \frac{(1 - \rho^2)^{m-1}}{\rho^{2m+2} g_1(\rho)} \int_0^\rho \frac{x^{2m+4}}{(1 - x^2)^m} g_1(x)^2 dx
\]
solves Eq. (3.15) for $\lambda = 1$. Note that $\tilde{v} \in C^\infty[0, 1]$, and since, according to the proof of Proposition 3.2, Eq. (3.15) has no unstable modes, $\tilde{v}$ is not analytic at $\rho = 1$. From this and Eq. (3.42) it follows that $\mathcal{I}_d$ is also not analytic at $\rho = 1$; thereby (3.41) follows, and therefore $u_1 \not\in H_{r_d}^{d+2}(\mathbb{B}^{d+2})$. This contradicts (3.36), and we finally conclude that $k = 1$ for every odd $d \geq 5$. From this and Eq. (3.41) we have that $\text{rg P} \subseteq \ker(1 - L) \subseteq \langle \mathfrak{g} \rangle$, and this finishes the proof of i).

Claim ii) follows from i) and the correspondence between point spectra of a semigroup and its generator. Claim iii) is a consequence of Proposition 3.2 and Theorem 3.1.

3.3. Estimates of the nonlinear terms. In this section we prove local Lipschitz continuity of the nonlinear operator $\mathbf{N}$, see (3.3). Throughout the rest of the paper we use the following definition
\[
\mathcal{B}_\delta := \{ u \in \mathcal{H} : \| u \| \leq \delta \}.
\] (3.43)

**Lemma 3.5.** Let $\delta > 0$. We have that
\[
\| \mathbf{N}(u) - \mathbf{N}(v) \| \lesssim (\| u \| + \| v \|) \| u - v \|,
\] (3.44)
for all $u, v \in \mathcal{B}_\delta$.

**Proof.** We first prove that given $f \in C^\infty_e[0, 1]$ we have that
\[
\| fu_1 u_2 u_3 \|_{H^{k-1}_d(\mathbb{B}^{d+2})} \lesssim \prod_{i=1}^3 \| u_i \|_{H^{k_d}(\mathbb{B}^{d+2})}
\] (3.45)
for all \( u_i \in H^{k_d}, \ i = 1, 2, 3 \). Let \( \alpha_i \in \mathbb{N}^d, \ i = 0, 1, 2, 3, \) with \( \sum_{i=0}^{3} |\alpha_i| \leq k_d - 1 \). Then by Hölder’s inequality and Sobolev embedding we have that

\[
\| \partial^\alpha_0 f \prod_{i=1}^{3} \partial^\alpha_i u_i \|_{L^2(\mathbb{R}^{d+2})} \lesssim \prod_{i=1}^{3} \| \partial^\alpha_i u_i \|_{L^{2(d+2)/|\alpha_i|}(\mathbb{R}^{d+2})} \lesssim \prod_{i=0}^{3} \| \partial^\alpha_i u_i \|_{H^{k_d-|\alpha_i|}(\mathbb{R}^{d+2})} \]

for all \( u_i \in H^{k_d}, \ i = 1, 2, 3 \). From this estimate Eq. (3.45) follows. Now, based on (3.3)-(3.5), the estimate (3.44) follows from Eq. (3.45) and elementary identities \( a^2 - b^2 = (a-b)(a+b) \) and \( a^3 - b^3 = (a-b)(a^2 + ab + b^2) \). \( \square \)

3.4. Contraction scheme. Let us recall the integral equation that governs the flow near \( \Psi_{st} \)

\[
\Phi(\tau) = S(\tau)U(v, T) + \int_0^\tau S(\tau - s)N(\Phi(s))ds.
\]

In this section we prove the small data global existence and decay of solutions to Eq. (3.46). An impediment to decay is, of course, the existence of the symmetry-induced instability \( \lambda = 1 \) on the linear level. To deal with this, we use a Lyapunov-Perron-type argument. Namely, we first suppress the instability by conveniently modifying the initial data, and then later on we show that there is a choice of \( T \) for which the correction term vanishes, thereby showing that given any small enough \( v \), there is a choice of \( T \) which yields a unique, globally existing, and exponentially decaying solution to Eq. (3.46).

Let us make some technical preparations. First, we introduce the Banach space

\[ \mathcal{X} := \{ \Phi \in C([0, \infty), \mathcal{H}) : \| \Phi \|_{\mathcal{X}} := \sup_{\tau > 0} e^{\omega \tau} \| \Phi(\tau) \| < \infty \} \],

where \( \omega \) is from Proposition 3.4. Now, for \( u \in \mathcal{H} \) and \( \Phi \in \mathcal{X} \) we define the correction term

\[
C(u, \Phi) := P \left( u + \int_0^{\infty} e^{-s}N(\Phi(s))ds \right),
\]

and the map

\[
K_u(\Phi)(\tau) := S(\tau)(u - C(u, \Phi)) + \int_0^\tau S(\tau - s)N(\Phi(s))ds.
\]

In the sequel, we rely on a fixed point argument to prove the existence of globally small solutions to Eq. (3.46), and for that we also need the following definition

\[ \mathcal{X}_\delta := \{ \Phi \in \mathcal{X} : \| \Phi \|_{\mathcal{X}} \leq \delta \} \],

Also, recall definition (3.43).

**Proposition 3.6.** For all sufficiently small \( \delta > 0 \) and all sufficiently large \( C > 0 \) the following holds: if \( u \in \mathcal{B}_{\delta/C} \) then there exits a unique \( \Phi = \Phi(u) \in \mathcal{X}_\delta \) for which

\[
\Phi = K_u(\Phi).
\]

In addition, the map \( u \mapsto \Phi(u) : \mathcal{B}_{\delta/C} \to \mathcal{X} \) is Lipschitz continuous.
Proof. First, note that $K_u$ can be written in the following way

$$K_u(\Phi)(\tau) = S(\tau)(1 - P)u + \int_0^\tau S(\tau - s)(1 - P)N(\Phi(s))ds - \int_\tau^\infty e^{\tau - s}PN(\Phi(s))ds.$$ 

Then, from Proposition 3.4 and Lemma 3.5 we get that if $\Phi(s) \in B_\delta$ for all $s \geq 0$ then

$$\|K_u(\Phi)(\tau)\| \lesssim e^{-\omega \tau}\|u\| + e^{-\omega \tau}\int_0^\tau e^{\omega s}\|\Phi(s)\|^2 ds + e^{\tau}\int_\tau^\infty e^{-s}\|\Phi(s)\|^2 ds.$$ 

Furthermore, from this estimate we have that if $u \in B_{\delta/C}$ and $\Phi \in X_\delta$ then

$$e^{\omega \tau}\|K_u(\Phi)(\tau)\| \lesssim \frac{\delta}{\omega} + \delta^2 + \delta^2 e^{-\omega \tau},$$

where the implied constant can be chosen uniformly for all $\delta$ in a bounded subset of $\mathbb{R}^+$. Also, in a similar manner we get that

$$e^{\omega \tau}\|K_u(\Phi)(\tau) - K_u(\Psi)(\tau)\| \lesssim (\delta + \delta e^{-\omega \tau})\|\Phi - \Psi\|_X,$$

for all $\Phi, \Psi \in X_\delta$. Finally, from the last two displayed equations we see that for all small enough $\delta$ and for all large enough $C$ the operator $K_u$ is contractive on $X_\delta$ (with the contraction constant say $\frac{1}{2}$) provided $u \in B_{\delta/C}$, and the existence and uniqueness of solutions to Eq. (3.48) follows from the Banach fixed point theorem. To prove continuity of the map $u \mapsto \Phi(u)$ we use Proposition 3.4 and the contractivity of $K_u$. Namely, we have the estimate

$$\|\Phi(u)(\tau) - \Phi(v)(\tau)\| = \|K_u(\Phi(u))(\tau) - K_v(\Phi(v))(\tau)\|$$

$$\leq \|K_u(\Phi(u))(\tau) - K_v(\Phi(u))(\tau)\| + \|K_v(\Phi(u))(\tau) - K_v(\Phi(v))(\tau)\|$$

$$\leq \|S(\tau)(1 - P)(u - v)\| + \frac{1}{2}\|\Phi(u)(\tau) - \Phi(v)(\tau)\|$$

$$\leq Ce^{-\omega \tau}\|u - v\| + \frac{1}{2}\|\Phi(u)(\tau) - \Phi(v)(\tau)\|,$$

from which the Lipschitz continuity follows.

In order to use this result to construct solutions to Eq. (3.48) we have to ensure smallness of the initial data operator $U(v, T)$. The following lemma lays out this and a few other properties of $U(v, T)$ we need later on.

Lemma 3.7. For $\delta \in (0, 1)$ and $v \in H_{1+\delta}$ the map

$$T \mapsto U(v, T) : [1 - \delta, 1 + \delta] \to H$$

is continuous. In addition, we have that

$$\|U(v, T)\| \lesssim \|v\|_{H_{1+\delta}} + |T - 1|$$

(3.49)

for all $v \in H_{1+\delta}$ and $T \in [1 - \delta, 1 + \delta]$, where the implicit constant in this estimate can be chosen uniformly for all $\delta$ in a set positively distanced from 1.

Proof. Fix $\delta \in (0, 1)$ and $v \in H_{1+\delta}$. Then for $T, S \in [1 - \delta, 1 + \delta]$ we have that

$$[U(v, T)]_1 - [U(v, S)]_1 = (T^2 - S^2)u_0(T^\cdot) + S^2(u_0(T^\cdot) - u_0(S^\cdot)).$$

(3.50)

Let $\varepsilon > 0$. Then there exists $\tilde{u}_0 \in C^\infty_c[0, 1 + \delta]$ for which $\|\tilde{u}_0(\cdot, |) - u_0(\cdot, |)\|_{H^k(\mathbb{R}^{d+2})} < \varepsilon$. Then, by writing

$$u_0(T^\cdot) - u_0(S^\cdot) = (u_0(T^\cdot) - \tilde{u}_0(T^\cdot)) + (\tilde{u}_0(T^\cdot) - \tilde{u}_0(S^\cdot)) + (\tilde{u}_0(S^\cdot) - u_0(S^\cdot))$$

and

$$[\tilde{u}_0(T^\cdot)]_1 - [\tilde{u}_0(S^\cdot)]_1 = (T^2 - S^2)\tilde{u}_0(T^\cdot) + S^2(\tilde{u}_0(T^\cdot) - \tilde{u}_0(S^\cdot)).$$

(3.51)

$$\|U(v, T)\| \lesssim \|v\|_{H_{1+\delta}} + |T - 1|$$

(3.49)
and using the fact that \( \lim_{S \to T} \| \tilde{u}_0(T) - \tilde{u}_0(S) \|_{H^{k_d}(\mathbb{R}^{d+2})} = 0 \), from Eq. (3.50) we see that

\[
\lim_{S \to T} \| [U(v, T)]_1 - [U(v, S)]_1 \|_{H^{k_d}(\mathbb{R}^{d+2})} \lesssim \varepsilon;
\]

the continuity follows by letting \( \varepsilon \to 0 \). For the second part, we write \( U(v, T) \) in the following way

\[
U(v, T) = \left( \frac{T^2 v_1(T)}{T^3 v_2(T)} \right) + \left( \frac{T^2 u_1(0, T) - u_1(0, \cdot)}{T^3 \partial_0 u_1(0, T) - \partial_0 u_1(0, \cdot)} \right),
\]

and from this the estimate (3.49) follows. \( \Box \)

With these preparations at hand, we are ready to formulate and prove the main result of this section.

**Theorem 3.8.** There exist \( \delta, N > 0 \) such that the following holds: if

\[ v \in \mathcal{H}_{1+\delta/N}, \quad \text{the components of } v \text{ are real-valued, and } \| v \|_{\mathcal{H}_{1+\delta/N}} \leq \frac{\delta}{\sqrt{N}}, \quad (3.52) \]

then there exist \( T \in [1 - \frac{\delta}{N}, 1 + \frac{\delta}{N}] \) and \( \Phi \in \mathcal{X}_\delta \) such that Eq. (3.46) holds for all \( \tau \geq 0 \). Furthermore, such \( \Phi \) yields via (3.1) a solution to Eq. (2.15) in \( C([0, \infty), \mathcal{H}) \).

**Proof.** For simplicity, set \( \delta' := \delta/N \). Based on Lemma 3.7 and Proposition 3.6 we infer that given small enough \( \delta \) and large enough \( N \), if \( v \) satisfies (3.52) and \( T \in [1 - \delta', 1 + \delta'] \) then there is a unique \( \Phi = \Phi(v, T) \in \mathcal{X}_\delta \) that solves

\[
\Phi(\tau) = S(\tau)(U(v, T) - C(U(v, T), \Phi)) + \int_0^\tau S(\tau - s)N(\Phi(s))ds.
\]

Furthermore, since \( v \) is real-valued then so is \( \Phi(\tau) \) for all \( \tau \geq 0 \). Then, to construct solutions to Eq. (3.46) we prove that there is a choice of \( \delta \) and \( N \) such that for any \( v \) that satisfies (3.52) there is \( T = T(v) \in [1 - \delta', 1 + \delta'] \) for which the correction term in Eq. (3.53) vanishes. Since \( C \) takes values in \( \text{rg } \mathcal{P} = \langle g \rangle \) it is enough to prove the existence of \( T \) for which

\[
(C(U(v, T), \Phi(v, T)) \mid g)_{\mathcal{H}} = 0.
\]

To this end, we consider the real function \( T \mapsto (C(U(v, T), \Phi(v, T)) \mid g)_{\mathcal{H}} \) and aim at using Brouwer’s fixed point theorem to prove that it vanishes on \([1 - \delta', 1 + \delta']\). The crucial observation is that

\[
\partial_T \left( \frac{T^2 u_1(0, T)}{T^3 \partial_0 u_1(0, T)} \right) \bigg|_{T=1} = \alpha g,
\]

for some \( \alpha > 0 \). Based on this, from (3.51), we get that

\[
(PU(v, T) \mid g)_{\mathcal{H}} = \alpha(T - 1)\| g \|^2 + R_1(v, T),
\]

where \( R_1(v, T) \) is continuous in \( T \) and \( R_1(v, T) \lesssim \delta/N^2 \). Based on the definition of \( C \) we similarly conclude that

\[
(C(U(v, T), \Phi(v, T)) \mid g)_{\mathcal{H}} = \alpha(T - 1)\| g \|^2 + R_2(v, T),
\]

where \( R_2(v, T) \lesssim \delta/N^2 + \delta^2 \). Subsequently, there is a sufficiently large \( N \) and sufficiently small \( \delta \) for which \( |R_2(v, T)| \leq \alpha\| g \|^2 \delta' \). In that case Eq. (3.54) becomes equivalent to

\[
T = F(T)
\]

(3.55)
Eq. (2.15) has a solution $\Psi$ in $\mathbb{C}^T$ the origin at time existence of a unique strong lightcone solution $T$ (definition (3.6)) Theorem 3.8 guaranties the existence of the fact that where we used Proposition A.2 in the next to the last line. From this estimate and the $N$ for $N$ and $\delta$ from Theorem 3.8. We then let $\varepsilon := \delta/N$. Now, for $v = u[0] - u_1[0]$ (recall definition (3.6)) Theorem 3.8 guaranties the existence of $T \in [1 - \varepsilon, 1 + \varepsilon]$ for which Eq. (2.15) has a solution $\Psi$ in $C([0, \infty), \mathcal{H})$. This, according to Sec. 2.3, implies the existence of a unique strong lightcone solution $A$ to (1.3)-(1.4) on $\Gamma_T$, which blows up at the origin at time $T$. What is more, for $i \in \{1, 2, \ldots, d\}$ and $k \in \{1, \ldots, k_d\}$ we have that

$$
(T - t)^{k+1-\frac{d}{2}} \| \cdot \|_{\mathbb{B}_{T-1}^d} = (T - t)^{k-1-\frac{d}{2}} \| \cdot \|_{\mathbb{B}_{T-1}^d} = \| \Psi_{st} \|_{\mathbb{B}_{T-1}^d} = \| \cdot \|_{\mathbb{B}_{T-1}^d} = \| \cdot \|_{\mathbb{B}_{T-1}^d} \lesssim \| \cdot \|_{\mathbb{B}_{T-1}^d} \lesssim \| \cdot \|_{\mathbb{B}_{T-1}^d} \lesssim \| \cdot \|_{\mathbb{B}_{T-1}^d} \lesssim \| \cdot \|_{\mathbb{B}_{T-1}^d} \lesssim \| \cdot \|_{\mathbb{B}_{T-1}^d} \lesssim \| \cdot \|_{\mathbb{B}_{T-1}^d} \lesssim (T - t)^{\omega},
$$

where we used Proposition A.2 in the next to the last line. From this estimate and the fact that

$$
\| A(t, \cdot) - A_T(t, \cdot) \|_{\mathbb{B}_{T-1}^d} = (d - 1) \sum_{i=1}^d \| (\cdot)_i (u(t, \cdot) - u_T(t, \cdot)) \|_{\mathbb{B}_{T-1}^d},
$$

we conclude that

$$
(T - t)^{k+1-\frac{d}{2}} \| A(t, \cdot) - A_T(t, \cdot) \|_{\mathbb{B}_{T-1}^d} \lesssim (T - t)^{\omega}.
$$

By the same procedure, we get that

$$
(T - t)^{k+1-\frac{d}{2}} \| \partial_t A(t, \cdot) - \partial_t A_T(t, \cdot) \|_{\mathbb{B}_{T-1}^d} \lesssim (T - t)^{\omega}.
$$

Finally, the last two displayed equations and the fact that $\| A_T[t] \|_{\mathbb{B}_{T-1}^d} \lesssim (T - t)^{\frac{d}{2} - 1 - k}$ imply Eqs. (1.12) and (1.13).
Appendix A. Sobolev norms of corotational maps on balls

Throughout this section, there is no restriction on the dimension $d$; it can be any positive integer. In what follows, we establish equivalence results for Sobolev norms of certain geometrically relevant maps, and, as a consequence, we obtain a proof of Proposition 1.5.

Given $R > 0$ we call a map $U : \mathbb{B}_R^d \to \mathbb{C}^d$ corotational if there exists $u : [0, R) \to \mathbb{C}$ such that the coordinate functions of $U$ satisfy

$$U_i(x) := x_i u(|x|), \quad x \in \mathbb{B}_R^d. \tag{A.1}$$

Also, we call $u$ the radial profile of $U$. Before we state a result about corotational maps, we prove an important auxiliary result.

**Lemma A.1.** Let $k$ be a non-negative integer. If $k < \frac{d}{2} + 1$ then

$$\|u(\cdot | \cdot)\|_{H^k(\mathbb{B}^d)} \simeq \sum_{n=0}^{k} \| (\cdot)^{\frac{d-1}{2}} u^{(n)} \|_{L^2(0,1)}$$

for all $u \in C^\infty_e[0, 1]$.

**Proof.** The “$\simeq$” estimate follows from inequality (2.33). The other direction is a consequence of the estimate (2.36) and Lemma 2.12. Indeed, for $k = 0$ the assertion is obvious, while for $k \geq 1$ and $m \in \{1, \ldots, k\}$ we have

$$\|u(\cdot | \cdot)\|_{H^m(\mathbb{B}^d)} = \sum_{|\alpha|=m} \| \partial^\alpha u(\cdot | \cdot) \|_{L^2(\mathbb{B}^d)}^2 \lesssim \sum_{n=1}^{m} \| (\cdot)^{\frac{d-1}{2} + n-m} u^{(n)} \|_{L^2(0,1)}^2$$

$$\lesssim \sum_{n=1}^{m} \left( \sum_{i=n}^{m-1} \| u^{(i)} \|_{L^2(0,1)} + \| (\cdot)^{\frac{d-1}{2}} u^{(m)} \|_{L^2(0,1)} \right)$$

$$\lesssim \sum_{n=1}^{m} \left( \sum_{i=n}^{m-1} \| (\cdot)^{\frac{d-1}{2}} u^{(i)} \|_{L^2(0,1)} + \| (\cdot)^{\frac{d+1}{2}} u^{(i+1)} \|_{L^2(0,1)} + \| (\cdot)^{\frac{d-1}{2}} u^{(m)} \|_{L^2(0,1)} \right)$$

$$\lesssim \sum_{n=1}^{m} \| (\cdot)^{\frac{d-1}{2}} u^{(n)} \|_{L^2(0,1)},$$

and by summing over $m$ we get the desired estimate. \hfill \square

The following proposition is the central result of this section; it relates Sobolev norms of corotational maps with the norms of their radial profiles.

**Proposition A.2.** Recall definition (A.1). Let $k$ be a non-negative integer. If $k < \frac{d}{2} + 2$ then

$$\|U\|_{H^k(\mathbb{B}^d)}^2 \simeq \|u(\cdot | \cdot)\|_{H^k(\mathbb{B}^{d+2})}^2$$

for all $u \in C^\infty_e[0, 1]$. 

Proof. Let $v \in C^\infty(\mathbb{B}^d)$. Since $\partial_x^\alpha x_i v(x) = x_i \partial^\alpha v(x) + \alpha_i \partial^\alpha x_i v(x)$, for a non-negative integer $n$ we have

$$
\sum_{i=1}^d \sum_{|\alpha|=n} \frac{n!}{\alpha!} \left| \partial_x^\alpha x_i v(x) \right|^2 = \sum_{|\alpha|=n} \frac{n!}{\alpha!} |x|^2 \left| \partial^\alpha v(x) \right|^2 + \sum_{|\beta|=n-1} \frac{n!}{\beta!} \left( (n-1+d) \left| \partial^\beta v(x) \right|^2 + x \cdot \nabla x \left| \partial^\beta v(x) \right|^2 \right). \tag{A.2}
$$

Also, note that by divergence theorem we have that

$$
\| \partial^\beta v \|^2_{L^2(\mathbb{B}^{d-1})} = \int_{\mathbb{B}^d} \nabla_x \cdot (x | \partial^\beta v(x) |^2) dx = \int_{\mathbb{B}^d} \left( d | \partial^\beta v(x) |^2 + x \cdot \nabla x | \partial^\beta v(x) |^2 \right) dx.
$$

Therefore, by integrating Eq. \text{(A.2)} over $\mathbb{B}^d$ we have

$$
\sum_{i=1}^d \sum_{|\alpha|=n} \frac{n!}{\alpha!} \| \partial^\alpha (\cdot) v \|^2_{L^2(\mathbb{B}^d)} = \sum_{|\alpha|=n} \frac{n!}{\alpha!} \left\| \partial^\alpha v \right\|^2_{L^2(\mathbb{B}^d)} + \sum_{|\beta|=n-1} \frac{n!}{\beta!} \left( (n-1) \| \partial^\beta v \|^2_{L^2(\mathbb{B}^d)} + \| \partial^\beta v \|^2_{L^2(\mathbb{B}^{d-1})} \right).
$$

Now, by this, inequality \text{(2.33)}, and Lemma \text{A.1} we get

$$
\sum_{i=0}^d \| U_i \|^2_{H^k(\mathbb{B}^d)} \gtrsim \sum_{k=0}^k \sum_{|\alpha|=n} \| \partial^\alpha u(\cdot | \cdot) \|^2_{L^2(\mathbb{B}^d)} = \sum_{k=0}^k \sum_{|\alpha|=n} \left\| \partial^\alpha u(\cdot | \cdot) \right\|^2_{L^1(\mathbb{B}^d)} \gtrsim \sum_{k=0}^k \| \cdot \|^2_{L^2(\mathbb{B}^{d+2})} \lesssim \| u(\cdot | \cdot) \|^2_{H^{k+1}(\mathbb{B}^{d+2})}.
$$

For the other direction we prove several estimates. First, for $|\alpha| \leq k$, from Eq. \text{(2.36)} and Lemmas \text{2.12} and \text{A.1} we have that

$$
\int_{\mathbb{B}^d} |x|^2 | \partial^\alpha u(\cdot | \cdot) |^2 dx \lesssim \sum_{n=0}^n \| \partial^\alpha u^{(n)} \|^2_{L^2(\mathbb{B}^{d+1})} \lesssim \| u(\cdot | \cdot) \|^2_{H^{n+1}(\mathbb{B}^{d+2})}. \tag{A.3}
$$

Similarly for $|\beta| \leq k - 1$ we have

$$
\int_{\mathbb{B}^d} x \cdot \nabla x | \partial^\alpha u(\cdot | \cdot) |^2 dx \lesssim \int_{\mathbb{B}^d} | \partial^\beta u(\cdot | \cdot) |^2 dx + \int_{\mathbb{B}^d} |x|^2 | \nabla x (\partial^\beta u(\cdot | \cdot)) |^2 dx \lesssim \| u(\cdot | \cdot) \|^2_{H^{k+2}(\mathbb{B}^{d+2})}.
$$

Also, by Lemmas \text{A.1} and \text{2.12} we have that for $n \leq k$

$$
\| u(\cdot | \cdot) \|^2_{H^{n-1}(\mathbb{B}^d)} \lesssim \sum_{i=0}^{n-1} \| \partial^\alpha u^{(i)} \|^2_{L^2(\mathbb{B}^{d+1})} \lesssim \sum_{i=0}^{n-1} \left( \| u^{(i)} \| + \| \partial^\alpha u^{(i+1)} \|_{L^2(\mathbb{B}^{d+1})} \right)
\lesssim \sum_{i=0}^{n-1} \| u^{(i)} \| + \sum_{i=1}^n \| \partial^\alpha u^{(i)} \|^2_{L^2(\mathbb{B}^{d+1})} \lesssim \sum_{i=0}^n \| \partial^\alpha u^{(i)} \|^2_{L^2(\mathbb{B}^{d+1})} \lesssim \| u(\cdot | \cdot) \|^2_{H^{n}(\mathbb{B}^{d+2})}.
$$

\text{(A.5)}
Finally, from the identity (A.2) and Eqs. (A.3)-(A.5) it follows that \( \|U\|_{H^k(\mathbb{B}^d)} \lesssim \|u(\cdot |)\|_{H^k(\mathbb{B}^{d+2})} \).

By scaling the independent variable we obtain equivalence on balls of arbitrary radius.

**Corollary A.3.** Given non-negative integer \( k < \frac{d}{2} + 2 \) and \( R > 0 \), we have that
\[
\|U\|_{H^k(\mathbb{B}_R^d)} \simeq \|u(\cdot |)\|_{H^k(\mathbb{B}_{R+2}^d)}
\tag{A.6}
\]
for all \( u \in C^\infty_c[0,R] \). Furthermore, the implicit constants in Eq. (A.6) can be chosen uniformly for all \( R \) inside a bounded set which is positively distanced from zero.

**Proof of Proposition A.4.** The conclusion follows from Corollary A.3 and the following observation
\[
\|A\|_{H^k(\mathbb{B}_R^d)}^2 = \sum_{i,j,k} \|A_{ij}^{|k|}\|_{H^k(\mathbb{B}_R^d)}^2 = (d-1) \sum_{i=1}^d \|u(\cdot |)\|_{H^k(\mathbb{B}_R^d)}^2 = (d-1)\|U\|_{H^k(\mathbb{B}_R^d)}^2.
\]

**Remark A.4.** Due to our crucial reliance on Hardy’s inequality throughout this section, we had to impose restrictions on the size of \( k \). For example, extending the proof of Lemma A.1 to \( k = \frac{d}{2} + 1 \) necessitates the estimate (2.30) for \( \alpha = -\frac{1}{2} \), which, however, does not hold. Nonetheless, we point out that there is no obvious reason not to believe that Proposition A.2 and Corollary A.3 hold for all \( k \in \mathbb{N}_0 \).

As a curiosity, we finalize this section with a discussion on corotational maps defined on the whole \( \mathbb{R}^d \). We note that by similar reasoning to the one above one can prove an analogous result to Proposition A.2 for such maps. Interestingly, however, by exploiting the Fourier methods (to which we have access since we are treating the full space \( \mathbb{R}^d \)) we were able to prove the analogue of Proposition A.2 without any size restriction on \( k \).

**Proposition A.5.** Let \( k \in \mathbb{N}_0 \). Then
\[
\|U\|_{\tilde{H}^k(\mathbb{R}^d)} \simeq \|u(\cdot |)\|_{\tilde{H}^k(\mathbb{R}^{d+2})}
\]
for all \( u \) for which \( u(\cdot |) \in \mathcal{S}(\mathbb{R}^d) \).

**Proof.** We use the Fourier transform based definition of homogeneous Sobolev norms and the Bessel function representation of the Fourier transform of radial functions. To be precise, we use the following definition of the Fourier transform in \( d \) dimensions
\[
\mathcal{F}_d f(\xi) := \int_{\mathbb{R}^d} f(x) e^{-ix \cdot \xi} dx.
\]

Then, for a radial Schwartz function \( f = \tilde{f}(\cdot |) \), we have that
\[
\mathcal{F}_d f(\xi) = \frac{(2\pi)^\frac{d}{2}}{|\xi|^\frac{d}{2}-1} \int_0^\infty \tilde{f}(r) J_{\frac{d}{2}-1}(r|\xi|) r^\frac{d}{2} dr,
\tag{A.7}
\]
see e.g. [28], p. 429. Now, if \( u \) is such that \( u(\cdot \mid \cdot) \in \mathcal{S} (\mathbb{R}^d) \), then we have that

\[
\sum_{i=1}^{d} (\mathcal{F}_d U_i (\xi))^2 = \sum_{i=1}^{d} (\mathcal{F}_d [\cdot ; i u(\cdot \mid \cdot)](\xi))^2 = \sum_{i=1}^{d} (\partial_{\xi_i} \mathcal{F}_d [u(\cdot \mid \cdot)](\xi))^2
\]

\[
= |\nabla \mathcal{F}_d [u(\cdot \mid \cdot)](\xi)|^2 = \left( \frac{d}{d|\xi|} \mathcal{F}_d [u(\cdot \mid \cdot)](\xi) \right)^2
\]

\[
= \left( \frac{(2\pi)^\frac{d}{2}}{|\xi|^{\frac{d}{2}-1}} \int_0^\infty u(r) \left( J_{\frac{d}{2}-1} (r|\xi|) - \frac{d-1}{r|\xi|} J_{\frac{d}{2}-1} (r|\xi|) \right) r^{\frac{d}{2}+1} dr \right)^2
\]

\[
= \left( \frac{(2\pi)^\frac{d}{2}}{|\xi|^{\frac{d}{2}-1}} \int_0^\infty u(r) J_{\frac{d}{2}} (r|\xi|) r^{\frac{d}{2}+2} dr \right)^2 = \frac{|\xi|^2}{(2\pi)^2} (\mathcal{F}_d [u(\cdot \mid \cdot)](\xi))^2.
\]

Here we used the recurrence relation for \( J \)-Bessel functions

\[ J_{\nu+1}(z) = -J_{\nu}'(z) + \frac{\nu}{z} J_{\nu}(z). \]

Finally,

\[
\|U\|_{H^k (\mathbb{R}^d)}^2 = \sum_{i=1}^{d} \|U_i\|_{H^k (\mathbb{R}^d)}^2 \approx \|\cdot\|^2 \sum_{i=1}^{d} (\mathcal{F}_d U_i)^2 \|L^1 (\mathbb{R}^d)\|
\]

\[
\approx \|\cdot\| \|\mathcal{F}_d [u(\cdot \mid \cdot)]\|_{L^2 (\mathbb{R}^d+2)}^2 \approx \|u(\cdot \mid \cdot)\|_{H^k (\mathbb{R}^d+2)}^2.
\]

\[ \square \]

**Remark A.6.** Since the Fourier transform based definition of Sobolev spaces allows for fractional orders, the same result holds when \( k \) is replaced by any real number greater than \(-d/2\).

**Appendix B. On spectral mapping for compactly perturbed semigroups**

For the statement of our result, we first define the Riesz projection operator. Namely, given an isolated spectral point \( \lambda_0 \) of a closed linear operator \( L \) on a Banach space \( X \), we define \( P_{\lambda_0} \in \mathcal{B}(X) \) by

\[
P_{\lambda_0} := \frac{1}{2\pi i} \int_{\gamma} R_L (\lambda) d\lambda,
\]

where \( \gamma \) is a positively oriented circle centered at \( \lambda_0 \), contained in the resolvent set of \( L \) and which, apart from \( \lambda_0 \), contains no other spectral point of \( L \) in its interior.

**Theorem B.1.** Let \( (X, \| \cdot \|) \) be a Hilbert space, and let \( L_0 : D(L_0) \subseteq X \to X \) be a closed linear operator that generates a strongly continuous semigroup \( (S_0(\tau))_{\tau \geq 0} \subseteq \mathcal{B}(X) \) for which

\[
\|S_0(\tau) u\| \leq Me^{\omega_0 \tau} \|u\|, \quad (B.1)
\]

for some \( M > 0 \), \( \omega_0 \in \mathbb{R} \) and for all \( u \in X, \tau \geq 0 \). Furthermore, let \( L' : X \to X \) be a compact operator. Then the operator

\[
L := L_0 + L' : \mathcal{D}(L) := D(L_0) \subseteq X \to X
\]

generates a strongly continuous semigroup \( (S(\tau))_{\tau \geq 0} \subseteq \mathcal{B}(X) \), for which, given any \( \varepsilon > 0 \), the following statements hold.
i) The set
\[ S_\varepsilon := \sigma(L) \cap \{ \lambda \in \mathbb{C} : \text{Re} \lambda \geq \omega_0 + \varepsilon \} \]
consists of finitely many eigenvalues of \( L \), all of which have finite algebraic multiplicity.

ii) The spectral mapping
\[ \sigma(S(\tau)) \setminus D_{e^{r(\omega_0 + \varepsilon)}} = \{ e^{\tau \lambda} : \lambda \in S_\varepsilon \} \]  
holds for all \( \tau > 0 \), where \( D_r \) stands for the open disk of radius \( r \) centered at zero.

iii) Let \( P := \sum_{\lambda \in S_\varepsilon} P_\lambda \), and let \( r_\varepsilon := \sup \{ \text{Re} \lambda : \lambda \in \sigma(L) \setminus S_\varepsilon \} \). Then for every \( \omega > \max \{ \omega_0, r_\varepsilon \} \) there exists \( C \geq 1 \) such that
\[ \| S(\tau)(1 - P)u \| \leq C e^{\omega \tau} \| (1 - P)u \|, \]
for all \( u \in X \) and \( \tau \geq 0 \).

**Proof.** For the basic operator and semigroup theory facts that we use without proof, we will point to standard references [23], [32], [50]. First, we note that
\[ \sigma(L_0) \subseteq \{ \lambda \in \mathbb{C} : \text{Re} \lambda \leq \omega_0 \}. \]  
Indeed, from (B.1) we see that the growth bound of \( (S_0(\tau))_{\tau \geq 0} \) is at most \( \omega_0 \), and therefore by Hadamard’s formula we have that
\[ \frac{1}{\tau} \log r(S_0(\tau)) \leq \omega_0, \quad \text{or equivalently} \quad r(S_0(\tau)) \leq e^{\omega_0 \tau}, \]  
for all \( \tau > 0 \) (see [23], p. 251, Proposition 2.2); this then, according to the spectral inclusion relation
\[ \{ e^{\tau \lambda} : \lambda \in \sigma(L_0) \} \subseteq \sigma(S_0(\tau)) \]
(see [23], p. 276, Theorem 3.6), implies (B.3). The fact that \( L \) generates a semigroup follows simply from the bounded perturbation theorem ([23], p. 158, Theorem 1.3). Now, denote \( H_{\omega_0} := \{ \lambda \in \mathbb{C} : \text{Re} \lambda > \omega_0 \} \). Then for \( \lambda \in H_{\omega_0} \) we have the following decomposition
\[ \lambda - L = (\lambda - L_0)(1 - R_{L_0}(\lambda)L'). \]  
Also, from the compactness of \( L' \) we have that the map \( \lambda \mapsto R_{L_0}(\lambda)L' \) is analytic on \( H_{\omega_0} \), and takes values in the set of compact operators on the Hilbert space \( X \). Then by the analytic Fredholm theorem (see [50], p. 194, Theorem 3.4.13) we infer the existence of a set \( S \subseteq H_{\omega_0} \), which is discrete (in \( H_{\omega_0} \)), and such that \( 1 - R_{L_0}(\lambda)L' \) is invertible on \( H_{\omega_0} \setminus S \). Furthermore, \( \lambda \mapsto (1 - R_{L_0}(\lambda)L')^{-1} \) is analytic on \( H_{\omega_0} \setminus S \), with the points in \( S \) being poles of finite order with finite rank residues. From this and (B.5) it follows that \( R_L(\lambda) \) exists and is analytic on \( H_{\omega_0} \setminus S \), with \( S \) consisting of finite-order poles with finite rank residues. This in turn implies that the elements of \( S \) are isolated eigenvalues of \( L \) with finite (algebraic) multiplicities. We now prove ii) and then use that to finish the proof of i), i.e., to show that the set \( S_\varepsilon \subseteq S \) is finite. To establish (B.2), we study the spectra of the semigroups. To start, from the variation of constants formula
\[ S(\tau) = S_0(\tau) + \int_0^\tau S_0(\tau - s)L'S(s)ds \]
(see [23], p. 161, Corollary 1.7) and the compactness of $L'$ we conclude that $S(\tau)$ is a compact perturbation of $S(\tau)$ for every $\tau \geq 0$ (see also [23], p. 258, Proposition 2.12). This, by the same reasoning from above, implies that $\sigma(S(\tau)) \setminus \sigma(S(0))$ consists of isolated eigenvalues, and from the spectral mapping theorem for the point spectrum ([23], p. 277, Theorem 3.7) the claim ii) follows. Furthermore, as the set (B.2) is also closed (in $\mathbb{C}$) and bounded, it must be finite, for all $\tau > 0$. Note that this does not immediately imply the finiteness of $S_\varepsilon$, as this set might contain infinitely many points which are mapped into a single one via $\lambda \mapsto e^{r \lambda}$. This is, however, not possible because (B.2) holds for all $\tau > 0$. We demonstrate this in the following paragraph.

We argue by contradiction. Namely, let us assume that the set $S_\varepsilon$ is infinite. Then, by finiteness of the set (B.2) for $\tau = 1$, we conclude that there is a point inside that set to which infinitely many points of $S_\varepsilon$ are mapped via $\lambda \mapsto e^{r \lambda}$. This in turn implies the existence of $\alpha \in S_\varepsilon$ and an infinite set $A \subseteq \mathbb{Z}$ such that

$$\{\alpha + 2\pi i k : k \in A\} \subseteq S_\varepsilon.$$ 

Now, by letting $\tau$ equal $\sqrt{2}$ (or any positive irrational number) in (B.2) we get that the infinite set $\{e^{\sqrt{2}(\alpha + 2\pi i k)} : k \in A\}$ is contained in the finite set $\sigma(S(\sqrt{2})) \setminus \mathbb{D}_{e^{\sqrt{2}(\omega_0 + \varepsilon)}}$, a contradiction. This finishes the proof of i).

It remains to prove iii). First, we note that ker $P$ and $\text{rg} \ P$ are closed subspaces of $X$ and the following decomposition holds $X = \text{ker} \ P \oplus \text{rg} \ P$. Furthermore, the spaces ker $P$ and $\text{rg} \ P$ reduce $L$ (i.e., they are invariant under the action of $L$) and we accordingly define $L_1$ and $L_2$ as the restrictions of $L$ on ker $P$ and $\text{rg} \ P$ respectively. More precisely, we let $\mathcal{D}(L_1) := \mathcal{D}(L) \cap \text{ker} \ P$ and define

$$L_1 : \mathcal{D}(L_1) \subseteq \text{ker} \ P \to \text{ker} \ P \quad \text{with} \quad L_1 u := Lu \text{ for } u \in \mathcal{D}(L_1),$$

with an analogous definition for $L_2 : \mathcal{D}(L_2) \subseteq \text{rg} \ P \to \text{rg} \ P$. Furthermore, we have the following spectral decomposition

$$\sigma(L_1) = \sigma(L) \setminus S_\varepsilon \quad \text{and} \quad \sigma(L_2) = S_\varepsilon.$$ 

(B.6)

For proofs of these standard results, we refer the reader to [32], Sec. III.6.4, in particular p. 178, Theorem 6.17.

Now, the projection $P$ commutes with $L$ and its resolvent (see [32], p. 173, Theorem 6.5) and therefore with $S(\tau)$ for all $\tau \geq 0$. Consequently, ker $P$ and $\text{rg} \ P$ are $(S(\tau))_{\tau \geq 0}$-invariant, closed subspaces of $X$, and therefore restrictions $(S_1(\tau))_{\tau \geq 0}$ and $(S_2(\tau))_{\tau \geq 0}$ on ker $P$ and $\text{rg} \ P$ respectively are also strongly continuous one parameter semigroups of bounded operators on ker $P$ and $\text{rg} \ P$, which are furthermore generated by $L_1$ and $L_2$ respectively (see [23], p. 60, Sec. 2.3). Furthermore, the restriction of the resolvent of $S(\tau)$ on ker $P$ yields the resolvent of $S_1(\tau)$, which implies that $\rho(S(\tau)) \subseteq \rho(S_1(\tau))$, or equivalently

$$\sigma(S_1(\tau)) \subseteq \sigma(S(\tau)), \quad \text{(B.7)}$$

for all $\tau \geq 0$. Now, we claim that the growth bound of $(S_1(\tau))_{\tau \geq 0}$ is at most max $\{\omega_0, r_\varepsilon\}$. Indeed, there would otherwise be a spectral point $\mu$ of $S_1(\tau)$ with $|\mu| > e^{r \max \{\omega_0, r_\varepsilon\}}$, which, based on (B.7) and (B.2), must be an eigenvalue of $S(\tau)$ and therefore of $S_1(\tau)$ as well, but by the spectral mapping theorem for the point spectrum this implies the existence of an eigenvalue of $L_1$ with the real part greater than max $\{\omega_0, r_\varepsilon\}$, which is in
contradiction with (B.6). Therefore, by the definition of growth bound, we conclude that for every \( \omega > \max \{ \omega_0, r_\varepsilon \} \) there exists \( C \geq 1 \) such that

\[
\| S_1(\tau) u \| \leq C e^{\omega \tau} \| u \|,
\]

for all \( u \in \ker P \). From this, the claim iii) follows. \( \square \)
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