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Abstract

Attempts have been made recently in the field of population-based structural health monitoring (PBSHM), to transfer knowledge between SHM models of different structures. The attempts have been focussed on homogeneous and heterogeneous populations. A more general approach to transferring knowledge between structures, is by considering all plausible structures as points on a multidimensional base manifold and building a fibre bundle. The idea is quite powerful, since, a mapping between points in the base manifold and their fibres, the potential states of any arbitrary structure, can be learnt. A smaller scale problem, but still useful, is that of learning a specific point of every fibre, i.e. that corresponding to the undamaged state of structures within a population. Under the framework of PBSHM, a data-driven approach to the aforementioned problem is developed. Structures are converted into graphs and inference is attempted within a population, using a graph neural network (GNN) algorithm. The algorithm solves a major problem existing in such applications. Structures comprise different sizes and are defined as abstract objects, thus attempting to perform inference within a heterogeneous population is not trivial. The proposed approach is tested in a simulated population of trusses. The goal of the application is to predict the first natural frequency of trusses of different sizes, across different environmental temperatures and having different bar member types. After training the GNN using part of the total population, it was tested on trusses that were not included in the training dataset. Results show that the accuracy of the regression is satisfactory even in structures with higher number of nodes and members than those used to train it.
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1 Introduction

Structural health monitoring (SHM) has developed a lot in recent years and is widely used with a view to maintaining structural health and to minimizing operation and maintenance costs. Many paths have been followed in order to perform SHM and they can be separated into two major categories, the physics-based methods and the data-driven methods. Physics-based methods for SHM - often used in condition monitoring \cite{1} - are based on understanding the physics of the problem and defining quantities, whose monitoring can indicate existence of damage. Since one fully understands some structure’s functionality, such methods use data but are mostly physics-informed and tend to be robust and universally applicable in specific types of structures (e.g. in rotating machinery). On the other hand, data-driven methods are based mainly on data acquired from structures \cite{2}. Following the latter scheme, classification and regression procedures can be performed, regarding the type of damage that might be present in a structure, the damage extent and even calculating the remaining useful life of a structure.

Data-driven methods can solve problems, even if one has no knowledge about the underlying physics of the problem. Under such a framework, machine learning (ML), whose methods prove very powerful in learning from data, is employed. Different problems of SHM can be addressed using machine learning. Identification/localisation of damage type may be performed by training a classification algorithm on data acquired from some structure under different types of damage \cite{3}. Regression models can be used in order to predict the behaviour of an undamaged structure and
potential deviations from the predicted behaviour may be a sign of damage [4]. Sequential models can be utilised to predict the evolution of damage on a structure. In any case, exact knowledge of the underlying physics is not a defining requirement. The models perform simply by learning relationships between input and output data in a black-box modelling scheme. Nevertheless, an essential requirement in order to apply any of these methods is the existence of data and the selection of the right features of the data.

Lack of sufficient (or labelled) data is probably the major drawback of most data-driven methods. Another major problem might be the definition of damage sensitive features, but most commonly this is solved using physical intuition. Regardless, if data are not available, none of these methods can be applied. Even in the trivial case of outlier detection, data should be acquired from a structure during its operation in an undamaged state [5]. The situation is less favourable for such methods in cases which require data from different states of a structure and under different types of damage.

To cope with situations of lack of data, transfer learning has been deployed [6]. Using transfer learning one seeks to exploit models that exist for a specific task and domain and transfer knowledge, that they might have incorporated, in order to enhance the performance of a second model referring to a different task or domain. This strategy is usually followed when one has not sufficient data to train some machine learning model on a task. Therefore, knowledge that a model might have acquired through training on a different task is sought to be extracted and exploited. It is a straightforward approach in the discipline of computer vision [7, 8], to use neural networks, where pre-trained filters from convolutional neural networks are used as feature extraction modules for a different image dataset and a different task.

A wide range of attempts to transfer knowledge between structures under an SHM framework have been performed according to the discipline of population-based structural health monitoring (PBSHM). According to the newly-introduced discipline, inspired by the way medicine is applied on humans, structure populations are characterised either as homogeneous or heterogeneous. The first category refers to populations of structures with little differences between the members and the second to populations with individuals with significant differences. Attempts have been made in both cases in order to exploit existing knowledge about individuals of a population and transfer it to ones where sufficient data might not exist [9, 10, 11]. Specifically in [10], a conversion of structures into graphs is proposed, which will be also discussed and exploited herein.

In the current work, a scheme of performing knowledge transfer slightly different to the ones presented before is proposed. The proposed scheme maps structures onto a base manifold and considers their normal condition data as fibres “attached” to each structure point of the base manifold. The combination of every structure and every “attached” manifold (fibre) forms a fibre bundle. The objective of transferring knowledge from one structure to another is considered equivalent to navigating through the structure manifold and inferring or predicting the fibre for points/structures, whose data are not available. In short, the transfer objective is reduced to interpolation between points of a base manifold and their respective fibre manifolds.

The layout of the paper is as follows. In Section 2, a brief introduction to fibre bundles is provided; basic definitions are given and the framework is described according to the needs of PBSHM. Next, in Section 3, the machine learning algorithm - Graph Neural Networks (GNNs) - that is used to perform the aforementioned interpolation between structures is introduced. In Section 4, an application of the proposed procedure is presented in a simulated heterogeneous population of truss structures. The way the algorithm is applied is described, as well as the results of the application. Finally, in Section 5, a short discussion of the results is given.

2 Fibre bundles

2.1 Manifolds

Manifolds are objects widely used both in physics and dynamics, as well as in machine learning. According to [12], a manifold $M$ is a set of points for which, in an open neighbourhood around them, a $1 \rightarrow 1$ continuous mapping exists onto $\mathbb{R}^n$ for some $n$. In the context of dynamics, manifolds can be used to explain phenomena like the oscillations of a pendulum. The configuration space of the pendulum is the circle $S^1$ and its phase space the cylinder $S^1 \times \mathbb{R}$. In SHM and even more in data-driven SHM, manifolds are present in almost every application. The samples in datasets used in the discipline usually belong to manifolds and classification algorithms quite often attempt distinction between those, each one representing a different class. In cases of regression, a mapping between points on a manifold onto a second manifold is attempted.
In SHM, manifolds can explain the behaviour of a structure by collecting all points which represent its behaviour under different circumstances. For example, for a linear three-degree-of-freedom lumped mass system like the one shown in Figure 1, the frequency response function (FRF) of the first degree of freedom, under some random excitation \( F \), is a single point in a multidimensional feature space (given that the FRF is comprised of discrete spectral lines). The dimension of the feature space is equal to the number of spectral lines of the FRF. If variations in stiffness are induced for springs #1 and #2 and again the same FRF is calculated, the FRF will correspond to a different point in the feature space. Collecting points for a set of variations of the two springs, a manifold is generated. This manifold could e.g. have the form of the manifold shown in Figure 2. A principal component analysis (PCA) was performed in order to plot the multidimensional manifold here. If it is assumed that the specific structure operates under these variations of the stiffnesses, then this manifold characterises it and describes different states in which the structure might be observed.
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Figure 1: Three-degree-of-freedom mass spring system.

Figure 2: Manifold of points corresponding to the FRF of the lumped mass system under variations in the values of the stiffness of two springs.

### 2.2 Fiber bundles

A fibre bundle is constructed by considering at first a base manifold \( M \). Subsequently, for every point in \( M \), another manifold is defined. This latter manifold is called a fibre (\( F \)). By collecting every fibre \( F \) for every point \( x \in M \), a total space \( E \) is created. Of course, every fibre must be glued on the base manifold in order for movement in the base manifold to induce movement in the total space. Furthermore, a projection \( \pi : E \rightarrow M \) is defined, projecting every point from the total space to the base manifold. This theory means that the inverse of \( \pi \) must be multi-valued and it
is a map from the base manifold to the fibre corresponding to each point, \( \pi^{-1}(x) = F_x \in E \). A first requirement for the definition of the fibre bundle is that all fibres are homeomorphic.

\[ \pi^{-1}(x) = F_x \in E \]

Figure 3: Schematic of basic objects in a fibre bundle.

In total, the set of objects that comprise a fibre bundle are \( \{M, E, \pi, F\} \) (example shown in Figure 3). A trivial case would be for the total space to be simply the Cartesian product \( M \times F \) but the fibre bundle concept is, and has to be, more flexible. It is allowed for \( E \) to be only locally homeomorphic to \( M \times F \). Therefore, mappings from points in the manifold \( M \) to their corresponding fibre \( F \) can be defined locally in different domains \( U_i \) of the manifold as \( \phi_i : \pi^{-1}(U_i) \rightarrow U_i \times F \). This property is called local triviality and it could prove very useful in using fibre bundles over a population of structures.

Another element of a fibre bundle that will be useful within the framework of PBSHM is that of a cross section of the bundle. One might be interested in only one point out of every fibre instead of the whole manifolds. If every point of interest from every fibre is collected, they form a cross section of the fibre bundle. Such cross sections might have physical meaning, as it will be shown later, in the case of PBSHM since they may refer to characteristics of the structure during its undamaged state. The scheme is quite versatile and the features described by the fibres could refer to different temperatures or different levels of damage according to one’s convenience.

### 2.3 Fibre bundle over a population of structures

In [14], the way proposed in order to exploit the idea of a fibre bundle for PBSHM purposes, is first by defining a base manifold \( M \) whose points correspond to different structures. Within the manifold, structures from the same population can be included, whether this is a homogeneous or a heterogeneous population. Consequently, for every structure a manifold shall be defined by collecting points, in some feature space, that represent their behaviour under every potential situation it might be observed into. Such an example was presented in the beginning of the current section, where the structure of Figure 1 was considered to be operating under variations of springs #1 and #2. By selecting as a feature of the structure, its FRF at the first degree of freedom and collecting points from every potential variation of the two springs’ stiffness, the manifold of Figure 2 is formed.

Similarly, for a population of structures, such manifolds may be collected for each individual within the population. Given that these manifolds correspond to undamaged states of each structure (this means that the variations are due to benign changing environmental conditions, nonlinearities, etc.), these manifolds are called the potential state
manifolds of the structures. If it is convenient for some application, samples representing damage states may also be included in these manifolds. Having collected such manifolds, they can now be attached to each point of the base manifold, which was defined previously. Thus, a fibre bundle is defined having as a base manifold one whose points represent structures and each fibre defines their plausible feature characteristics.

Being optimistic, one can hope that these manifolds are glued together as they should be, and navigation in the manifold of structures will also mean gradual transformations of the corresponding fibres. However, there are cases that these manifolds might not even be homeomorphic. Still, the idea may be applied over populations of structures, rather than all potential structures in the world. It is expected that within a population, even a heterogeneous one, such homeomorphisms will be present and the desired knowledge transfer will be applicable. Considering the local triviality property of fibre bundles, a population of structures could belong to a specific domain \( U_i \) (or a few neighbouring ones) of the whole fibre bundle of structures, making the application of the idea applicable within \( U_i \).

Rather than trying to estimate the whole manifold of potential states, one might intend approximating only a part of it, or even only a cross section. The most straightforward element of the whole bundle that one might be interested in is the normal condition cross section. This is, of course, the collection of points that correspond to undamaged states of the structures. In case of linear structures, this shall be a single point if confounding influences are not present. The proposed algorithm in the current paper in estimating the normal condition cross section also takes into account confounding influences such as environmental conditions and more specifically, temperature variations here.

3 Graph neural networks

3.1 Introduction

Machine learning has recently been one of the most powerful ways of solving SHM problems and in particular, data-driven ones. Under the framework of PBSHM, it has been employed before and a major part of the exploitation is via methods of knowledge transfer. Under the proposed framework of defining a fibre bundle over a manifold of structures, machine learning can be used once again in order to apply the idea of using data from structures to approximate regular normal condition characteristics for further structures. A major obstacle in applying some conventional methods is that there is not a straightforward mapping of structures onto points of a manifold. In order to overcome such issues, the machine learning algorithm used herein is the graph neural network algorithm (GNN) [15].

GNN was introduced as a way of inducing inductive biases regarding the structure of data in a machine learning algorithm. Inductive biases are essentially knowledge that one introduces to a machine learning algorithm and forces learning in a way that matches (according to one’s knowledge) the physics of the underlying problem. Regularisation used in neural network training [16] can be considered as an inductive bias; by its use, smaller neural network weight values are favoured, resulting in smoother decision boundaries or regression curves. Another widely-used inductive bias is that of using convolutional layers in neural networks [17]. This type of algorithm is sensitive to locality of features in an input image and this bias has been induced by the user by using convolutional layers.

A representative example of problems that appear when traditional ML schemes are followed is also presented in [15]. This problem further offers motivation for the development of the GNN algorithm. The problem is that of training a regression algorithm in order to approximate the center of mass of \( n \) masses. A traditional neural network approach would require definition of an input vector for the network which would include the mass and the coordinates of every point (e.g. \( \{m_1, x_1, m_2, x_2, \ldots, m_n, x_n\} \)). Afterwards, the model would be trained given some input values and the calculated output coordinates of the center of mass. The algorithm will most certainly be efficient but it would fail under specific circumstances. The first case it would fail would be under permutation of the order of the input mass and coordinate values. Given that each mass and coordinate may come from a specific distribution, these distributions define the domain of the input variables for the neural network. The network therefore is only interpolating within these regions of the feature space and would most probably fail if values outside them are fed as input. The second case that most classic ML models fail is when the dimension of the inputs varies. The model mentioned before is trained and can only operate for systems of masses with exactly \( n \) masses. Having more or less masses makes the application of the algorithm almost impossible.

To deal with issues like this, but also induce the structure of the data into the training procedure, GNNs were developed and used. The algorithm, instead of using vectors as inputs and outputs, uses graphs. Such graphs have attributed nodes, edges and global features. Both inputs and outputs are graphs and the target values of the
approximation can refer to node, edge or global values approximation. Using the algorithm, as it was developed in [15] and will be described in next sections, information is exchanged between nodes and edges of the networks and so the computations take into account the connectivity of elements within the graph. More examples of benefits of the algorithm in various disciplines such as social network simulation [18, 19], biology [20], chemistry [21], medicine [22], engineering [23] etc., are available in the literature.

The algorithm, being applicable to datasets comprised of graphs of various sizes, both in node and in edge terms, is a perfect candidate to be employed in solving the problem described before. Using such a data-driven algorithm, populations of structures of different numbers of degrees of freedom can be taken into account. Moreover, using the approach presented in [10], and converting structures into graphs, the problem of mapping them onto a manifold is bypassed. Concurrently, by using a structure-sensitive algorithm, further understanding of the underlying physics of the problem is expected, as is potential extrapolation capabilities outside the training domain of the model.

3.2 Graph neural network elements

As already mentioned, GNNs use attributed graphs as inputs and outputs. Such a graph is shown in Figure 4. The elements of the graph are the edges, the nodes and the global attributes. Each element has an attribute vector assigned to it. Attribute vectors referring to same type of elements (i.e. nodes, edges or global) should have the same dimension. The edges are directed, revealing the flow of information. Recurrent edges are allowed, making the algorithm even more versatile.

![General graph architecture](image)

Both the input and the output of the algorithm are graphs, like the one shown above. If it is convenient for some application, elements of the graph may not have any attributes at all. Also, input and output attribute vectors do not need to be of the same dimension. An example about dynamics, could be the representation of a lumped mass system similar to the one shown in Figure 1. The input graph could have as attributes to its nodes the mass, the displacement, the velocity and the force applied on each node, as edge features, the stiffness of each spring and as global attributes the temperature $T$ that the system is subjected into and the total kinetic $K$ and potential $U$ energy of the system. If one wants to predict the state (displacement and velocity) in the next time instant of the simulation using GNNs, the output graph would only have attributes in its nodes equal to these two quantities. The transformation of the system into input and output graphs for the purpose of applying the algorithm is shown in Figure 5.

3.3 Graph neural network forward pass

Before defining the training procedure, it is worth dealing with the forward pass or the prediction procedure of the GNN algorithm. The procedure of predicting the output values for some given input graph is conducted in computational blocks. Each computational block comprises three different steps, each one referring to updating of different types of attributes. The three steps are:

1. the edge update,
2. the node updates, and
3. the global attribute updates.
In each computational block, the number of which is pre-defined by the user, the updates are repeated in the order presented. The algorithm, being versatile, allows omitting any of the updates that one deems redundant. Such omissions could have underlying meaning and comprise another inductive bias introduced into the learning procedure.

3.3.1 Edge update

During the first step of the forward pass, the features of the edges are updated. The new attributes of some edge $e$ are updated into $e'_k$ using the attributes of itself ($e_k$), of the sender node ($v_{sk}$), of the receiver node ($v_{rk}$) as well as the global attributes of the graph ($u$). The update equation is,

$$e'_k = \phi^e(e_k, v_{sk}, v_{rk}, u)$$ (1)

where $\phi^e$ is a function learnt during training.

The procedure is depicted in Figure 6. This operation reveals even further the nature of the inductive bias used in the algorithm. The updating is local and depends on the connectivity of the network and of the specific edge. The update uses values only from the previous state of the graph and so it is also permutation invariant of the order of the updates.
3.3.2 Node update

The second step of the forward pass involves updating the features of the nodes. Having updated the edge features $E$, the new values $E'$ will be used in this step. The edges used are the ones which the current node is a receiver node. Due to the varying number of edges pointing at each node, an aggregative function $\rho_{e\rightarrow v}$ is used in order to unify the various inputs from the edges into one input vector. This function is usually a summation or an averaging function. Apart from the features of the edges that have the to-be-updated node as a receiver node, the features of the node itself are used and the global features of the graph. Similarly to before the update equation is,

$$v'_k = \phi^v(\rho_{e\rightarrow v}(E'), v_k, u)$$

(2)

where $\phi^v$ is also a function to be learnt. The procedure is schematically depicted in Figure 7.

![Figure 7: Node update step.](image)

3.3.3 Global update

The final updating step is shown in Figure 8. As in the node update, a varying number of edges and nodes has to be taken into account, so similarly to the edge update, aggregative functions $\rho_{e\rightarrow u}$ and $\rho_{v\rightarrow u}$ are defined to deal with this issue. In this step, both the updated node ($V'$) and edge feature $E'$ vectors are used. The update equation is,

$$u' = \phi^u(\rho_{e\rightarrow u}(E'), \rho_{v\rightarrow u}(V'), u)$$

(3)

where $\phi^u$ is a third function to be learnt.

![Figure 8: Global update step.](image)
3.4 Graph neural network training

In practice, all $\phi$ functions mentioned are selected to be neural networks; doing so, the whole algorithm becomes trainable using back-propagation [24]. The full computational block can be seen in Figure 9. Every single one of the computations is differentiable and so back-propagation is applicable in order to tune the weights and biases of the neural network $\phi$ functions.

![Figure 9: Full computation block (motivated by [15]).](image1)

Even if several computational blocks are used until the final output graph is reached, the error of the output compared to the target values can be computed and back-propagated through gradient descent to the weights of the neural networks. The example presented in Figure 5 offers a good chance to illustrate that the whole computational block is not always needed. In the specific example, the target outputs concern only node features. Therefore, the error will be calculated (most probably as a mean-square error) and back-propagated only through the node attributes ($v'$) of the output graph; in that case, the computational block would look like the one in Figure 10.

![Figure 10: Reduced computation block.](image2)
4 Numerical experiments

In order to test the algorithm on a population of structures, a problem of defining the normal condition cross section within a population of trusses is considered. Trusses can be directly and unambiguously converted into attributed graphs. Departing slightly from the original framework proposed in [10], according to which one would identify truss members (rods) as irreducible elements (IE) and the joints as the connections, the nodes are considered as the IEs and the members as the connections.

A planar truss model, like the one shown in Figure 11, is naturally converted into an attributed graph. Nodes of the graph represent joints of the truss and their attributes are the $x$ and $y$ coordinates and another two variables with binary encoding, show whether the node is fixed in the $x$ or $y$ directions respectively. The physical attributes of the edges/rod members are the Young’s modulus ($E$), the area of the member $A$ and its length $L$; in total, its stiffness is given by $K = \frac{EA}{L}$.

In need of a more practical and applicable way of encoding physical characteristics of the members, a categorical encoding is proposed. A binary encoding of the characteristics of members proves more efficient in applications on existing structures. One might know that, within a population, some truss members are created using the same material but the exact properties under operational conditions might not be known. Therefore, by encoding each member according to its material and without knowing its exact properties, a more globally applicable algorithm is defined. Considering the truss from Figure 11, one might assume that members on the top of the structure belong to a first class of members, members of the bottom to a second one and the members in the middle to a third. Following the encoding scheme described, the truss will be transformed in the attributed graph shown in Figure 12. A global feature affecting the behaviour of the truss might be the temperature to which the structure is subjected.

Figure 11: Simple planar truss model.

Two case studies are performed and presented. The first one refers to a population of trusses assembled by members comprising the same Young’s modulus $E$ and the same area $A$. The combined quantity $EA$ was equal to $10^4$ and the stiffness variation of the members was only due to their length $L$. In the second case study - the more complicated one here - two types of members and a temperature variation are considered. The first type of member has a linear
relationship between its stiffness and temperature (shown in Figure 13), while the second has a nonlinear relationship between the two quantities (Figure 14).

In every case study, the population was created by randomly generating two-dimensional trusses with number of nodes in the interval $[10, 40]$. Delaunay triangulation [25] was performed in order for the trusses to be realistic. Any temperature used was randomly sampled in the interval $[20, 40]$. The features of the nodes are according to Figure 12, the coordinates $x$ and $y$ and two variables for binary encoding of the boundary conditions. The connections, representing the truss members had features equal to the length, as well as the $sine$ and $cosine$ of the angle of each member, since it was noted that this way training was facilitated. The feature whose approximation was sought was the first natural frequency of every truss. All case studies are therefore, an approximation of the normal condition cross-section of the plausible first natural frequencies of the simulated population. A schematic approach of the attempted application is shown in Figure 15.

![Figure 13: Linear relationship between temperature and EA of first type of members.](image13)

![Figure 14: Nonlinear relationship between temperature and $EA$ of second type of members.](image14)
\[ E = \mathbb{R}^2 \times \mathcal{M} = (T, d) \times \mathcal{M} \]

\[ n(s) = \mathbb{R}^1 \times \mathcal{M} = (T, d = 0) \times \mathcal{M} \]

Figure 15: Abstract scheme of the application. Nodes within \( \mathcal{M} \) represent random trusses from within the population (three examples shown here: black nodes represent fully fixed nodes, green nodes are fixed in the \( x \) direction, blue are fixed in the \( y \) direction and in white are free (pinned) nodes). A fibre \( F_i \) for each structure \( s_i \) is schematically shown as a blue line. It is parametrised by all potential first natural frequencies of the structure for varying temperature \( T \) and damage coefficient \( d \). The algorithm here has approximated the normal condition cross section \( n(s) \) where damage \( d \) is equal to 0 and for any potential temperature \( T \).

4.1 Case study one

In the first case study, as in all of them, three datasets were generated for the purposes of cross-validation (training, validation and testing). Each one was comprised of 16000 truss configurations, a sample of which is shown in Figure 16. After testing different numbers of computational blocks, it was established through cross-validation that three computational blocks were the most efficient.

Due to the high computational cost of the algorithm, a cross-validation was performed but not in an exhaustive sense. Different values for the hyperparameters of the models were tried in a range of their corresponding values. The whole procedure was closer to a trial and error one, having as model selection criterion the validation accuracy of the algorithm. An example of a hyperparameter whose exhaustive cross-validation procedure would result in hours of training even on a powerful desktop computer, is the architecture of the neural networks representing the \( \phi \) functions. If for the set of the three neural networks and for every computational block, a large number of hidden layers number and hidden layer size were to be tested, the computational burden would probably be unbearable for a research group without appropriately powerfull computers.

The results are evaluated according to a standard least-squares loss function. The error, in order to be properly evaluated, was a normalised mean-square error (NMSE) defined by the equation,
Figure 16: Random truss sampled from the dataset. Black nodes represent nodes fixed in both directions, green nodes are fixed only in the $x$ direction and blue ones are fixed only in $y$ direction.

\[
NMSE = \frac{100}{N\sigma_f^2} \sum_{i=1}^{N} (\hat{\omega}_i - \omega_i)^2 \quad (4)
\]

where $\omega_i$ is the target value of the first natural frequency and $\hat{\omega}_i$ is the estimated value from the algorithm. $N$ is the number of samples used to compute the NMSE and $\sigma_f^2$ is the variance of $\omega$ within the dataset. The NMSE is a useful metric, since values close to 100% indicate that the model is predicting values close to the mean value of the target quantity, while smaller values indicate that the model has achieved a good fit on the data.

4.1.1 Mean aggregative function

Following the original approach to GNN and using as aggregative function $\rho$ a mean function, different numbers of computational blocks (CBs) were tried and as already mentioned, three CBs were the optimal. Regarding the architecture of each neural network used in the algorithm, a coarse search was performed using 10 random initialisation for every architecture tested. Interestingly, it was noted that the size of the neural networks of each CB should be larger than the previous CB in order to achieve acceptable accuracy. Therefore, the strategy followed was to gradually increase the sizes of the first CB neural networks and also impose proportional increase in the size of the later CBs.

The sizes of the networks in the first CB were tested using 20 to 600 units with an increment of about 20. Following the aforementioned scheme, the architectures which yield the best results are shown in Table 1. The numbers represent in sequence the size of the neural network layers. For example 3, 64, 32 represents a neural network with a three-node input layer, a 64-node hidden layer and a 32-node output layer.

|                | First CB     | Second CB  | Third CB     |
|----------------|--------------|------------|--------------|
| Edge NN        | 3, 64, 32    | 132, 80, 50| 290, 180, 80 |
| Vertices NN    | 4, 72, 50    | 100, 100, 70| 250, 300, 72 |
| Global NN      | -            | 120, 200, 100| 252, 300, 72, 1 |

Table 1: Sizes of neural networks used in the GNN model with mean aggregative function, first experiment.

The NMSE of the model was 1.55% on the training data but it was substantially higher for the validation and testing sets, 17.16% and 17.20% respectively. The training history diagram is shown in Figure 17. The consistency of the error in the validation and testing datasets is encouraging the belief that the algorithm has incorporated a great part of the underlying physics of the problem. The difference in the error can be explained as the model specialising in performing on the training dataset. The total space of plausible trusses given the way they were assembled is really large and even such a big dataset may not be representative of the whole space. Even though, the performance on the validation and testing datasets is acceptable.
4.1.2 Augmented aggregative function

Being concerned about the information that gets lost due to the use of a summation as an aggregative function, an alternative one is chosen in order to let more information flow through in these parts of the computations. As an alternative, a combination of an averaging and a variance computation is considered. An augmented output vector results from the computation. The augmented vector provides more information about the distribution of the quantities to be passed in the latter stages of the computation.

The first case study was repeated and this time the neural network architectures are shown in Table 2. It is worth noting that due to the augmentation of the aggregative functions, some input and hidden layers have significantly more units than in the previous case. The training history this time is shown in Figure 18. The NMSE is considerably lower for both the validation and training datasets (10.54% and 10.61% respectively). Another advantage of using the augmented aggregative function was that the lowest error was achieved much faster. In the previous case it was achieved after 22000 seconds (6.1 hours) of training, while now it was found after 1500 seconds (25 minutes). As with the summation aggregation, the error on the training dataset approaches zero after hours of training.

|                   | First CB | Second CB | Third CB |
|-------------------|----------|-----------|----------|
| Edge NN           | 3, 64, 32| 132, 80, 50| 290, 180, 80|
| Vertices NN       | 4, 72, 50| 150, 100, 70| 330, 300, 72|
| Global NN         | -        | 240, 200, 100| 404, 450, 150, 1|

Table 2: Sizes of neural networks used in the GNN model with the augmented aggregative function first case study.
Figure 18: Training history of model using the augmented aggregative function, training (blue), validation (orange) and testing (green) datasets: first case study.

4.2 Case study two

Since the use of the augmented aggregative function yielded much better results, in the second problem, it is the only one studied. The training history of this case is shown in Figure 19 and the Table 3 contains the architectures of the neural networks used. The validation and testing errors this time were 9.75% and 9.90% respectively. Considering the complexity of the problem it is a satisfactory result.

|                | First CB     | Second CB    | Third CB  |
|----------------|--------------|--------------|-----------|
| Edge NN        | 5, 100, 64   | 234, 100, 64 | 264, 250, 120 |
| Vertices NN    | 4, 120, 85   | 298, 200, 100 | 440, 450, 150 |
| Global NN      | 1, 120, 85   | 413, 200, 100 | 640, 450, 150, 1 |

Table 3: Sizes of neural networks used in the GNN model with the augmented aggregative function second case study.

In order to further test the algorithm and discover if it has indeed incorporated part of the underlying physics of the problem, another population of trusses was randomly created, this time with number of nodes in the interval $[41, 60]$. Using the model from the second case study to approximate the first natural frequency of the new population, an NMSE of 7.06% was observed. The low error of the later dataset encourages even more the belief that the algorithm indeed encodes the actual physics of the problem.
Figure 19: Training history of model using the augmented aggregative function, training (blue), validation (orange) and testing (green) datasets: first case study.

5 Conclusions

In the current paper, a novel way of approximating normal condition characteristics of structures within a population was described. The algorithm is based on the construction of a fibre bundle using a base manifold whose points correspond to structures of a population and as fibres the feature manifolds that characterise each structure. These manifolds are formed by points collected in different potential states in which the structure might be observed. A specific subset of such points, the ones that refer to an undamaged state of the structure are mostly of interest, since they are the normal condition cross section of the bundle.

In order to practically apply the method proposed in [14], a major obstacle was mapping structures into points of a manifold. In the current work, trying to override rather than tackling the specific issue, a machine learning approach to the problem is proposed. The machine learning algorithm used is that of graph neural networks. The specific algorithm allows inference on structures directly, by representing them as graphs. Approaching the problem in such a way, a model was trained using a subset of structures within a population and was validated and tested in two different datasets.

Results reveal that the algorithm is able to approximate efficiently a normal condition characteristic of structures in the population, that of the first natural frequency. Two case studies were presented and in both the algorithm was able to capture the physics of the problem and yield acceptable results. In the second case study, a rather complicated problem, the algorithm was even able to yield good results under the effect of confounding influences (temperature) and even with different types of members, regarding their temperature-stiffness relationship.

Finally, although GNNs might be considered black-box models, they prove to be located closer to the grey area of the black-white model spectrum. By using inductive biases they are forced to learn the underlying physics of the problem. Inductive biases are introduced through the graphs used as inputs, which define a structure in each data sample rather than just a meaningless one in terms of feature order input vector. In terms of the work presented herein, this is evidenced by the low error the algorithm achieved when its performance was evaluated on a dataset with trusses with more nodes than that on which it was trained on. This last observation could, under some assumptions, be considered as successful extrapolation of the model.
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