Assessing Technique For Mapping Public Response To DKI Jakarta Governor Policy In Handling COVID-19 Pandemic Using SVM BASED Sentiment Analysis
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Abstrak: Since the coronavirus outbreak or known as COVID-19 spread throughout the world, especially in Indonesia. The Governor of DKI Jakarta issued several policies to deal with the spread of COVID-19. However, this policy has become a conversation on social media such as Youtube. Through audience interaction in the comments column, giving lots of positive and negative sentiment comments, the audience response is classified using the sentiment analysis technique of comments to find out which sentiments are positive, negative, and neutral for each comment. In this study, the data were taken from news video comments. The method used is the Support Vector Machine and the selection feature uses the Term Frequency-Inverse Document Frequency (TF-IDF). The data used amounted to 945 Indonesian language comments. Accurate results obtained by using the addition of a stoplist at the preprocessing stage a.
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INTRODUCTION

Youtube is the most popular social media. The presence of Youtube is the social media that is most in demand by the public because various videos provide a lot of information such as entertainment, tips, and tricks, to the latest news. Not only that, but viewers can also comment on videos in the comments column. Youtube is increasingly developing with various features according to the social conditions of the community [1]. Youtube users in Indonesia experienced an 88% increase in accessing Youtube in 2020 [2]. The increase has occurred since the outbreak of the coronavirus or known as COVID-19 began to spread around the world. This is because many people are looking for information about the latest developments related to COVID-19, both national and international information.

With the emergence of the COVID-19 outbreak in Indonesia, the Governor of DKI Jakarta issued a regional quarantine-oriented policy such as the Large-Scale Social Restriction policy. The policy aims to prevent the spread of COVID-19. However, this policy is often rejected by the central government and certain parties. This has become the hottest news on Youtube so that many viewers have expressed their opinions in the news video commentary column. Expressing opinions or opinions that are positive or negative can be a reference to find out the public sentiment in the form of criticism or suggestions [3]. The classification of sentiments in comments is one of the functions of text mining. The classification process uses the Support Vector Machine (SVM) method. SVM is machine learning method based on the structural theory of statistical learning with the aim of finding the boundaries that separate each class [4]. Sentiment analysis is carried out to see a person’s opinion on a problem or a certain figure, where an opinion can be categorized as a positive or negative opinion [5]. Sentiment analysis is carried out on news video comments, namely to see positive, neutral, or negative opinions addressed to the Governor of DKI Jakarta. From the sentiment analysis, the resulting sentiment can be used as a parameter of the success of a person’s performance.
Sentiment Analysis is the process of extracting and computational processing of opinion sentences so that the sentiment information they contain is generated [6]. In extracting opinion sentences, the Lexicon-based method extracts all sentiment terms for a given text and assign the sentiment value using the sentiment lexicon while the machine learning-based method uses various machine learning algorithms that are often used including the Decision Tree Classifier, Neural Network, Naïve Bayes, Maximum Entropy, and Support Vector Machine (SVM) [7].

Sentiment classification is one of the functions of Text Mining [8]. The process of classifying comment data is carried out using the Support Vector Machine method. Support Vector Machine is a machine learning method based on the structural theory of statistical learning which aims to obtain a separator function or hyperplane as a separator for each class [9]. SVM was developed to solve classification problems because it has a better technical ability to generalize data compared to other techniques [10].

Some of the studies that have been carried out related to classification are research conducted by Faradhillah who has conducted a sentiment analysis on tweet data related to public services in the city of Surabaya to assess the performance of public service. Classifier uses 2 algorithms, namely Naïve Bayes and Support Vector Machine. The best classification model is obtained using the SVM algorithm with an accuracy than Naïve Bayes method [11].

Subsequent research conducted research on sentiment analysis on Twitter by Lavanya and Deisy. The data used from four different topics will be classified into three classes of sentiment, namely positive, neutral, and negative. Classifier using the multiclass SVM method and the results obtained an accuracy rate between 68%-70% [12].

The third research was conducted by Somantri, in a research journal discussing determining the choice to visit a place to eat or culinary with Sentiment Analysis technique. The research compared the performance of the feature extraction algorithm Information Gain (IG) and Chi Square on the best model results produced by Support Vector Machine algorithm. The results showed that the best level of accuracy was produced by the SVM-IG [13].

Another research conducted by Risnantoyo, used 833 tweets related to the coronavirus. The tweet sentiment is classified into three classes including positive, negative, and neutral using three classification algorithms, namely Naïve Bayes, Support Vector Machine, and KNN to build a classification model. The results of the comparison of three classification algorithms show that the SVM algorithm provides better results than the other 2 algorithms with an accuracy value of 76.21% [14].

The last research by Nuansa, this study compare two algorithm methods, Naïve Bayes Classifier and Support Vector Machine in classifying positive and negative sentiment. The data uses taken from Twitter in form of tweet data totaling 1000. Using TF-IDF as weighting feature. The comparison between the two methods shows that the SVM with RBF kernel results with an accuracy of 87.80% better than the Naïve Bayes Classifier, namely an accuracy of 85.77% where both use tweet data with 10-fold cross validation [3].

Based on previous research, this research tries to classify the news video commentary data on Youtube into three classes, namely positive, neutral, and negative. Classification using the Support Vector Machine method and parameter optimization will be carried out.

METHOD

The stage of the sentiment analysis research methodology using the SVM method begin with data input data in the form of training data and testing data then processed in the preprocessing stages, feature weighting, classification to the testing and validation process. The general stages are described in Figure 1.
Data Collection

In the research, data collection was carried out by crawling comment data with API Keys obtained through the Google Developers website using the R language which was then saved in .csv format. The data used is the comment data from the news video on Youtube, which is obtained as much as 945 data. The data were then labeled by linguists into positive, neutral, and negative categories. The data will be processed to the preprocessing stage.

Preprocessing

The Preprocessing stages are presented in Figure 2. In this study, all labeled comment data will be processed to clean unstructured data into structured data or eliminate noise in comment data.

![Diagram](https://example.com/diagram.png)

**Figure 1: Proposed System for Sentiment Analysis**

**Figure 2: Preprocessing Process**
The feature weighting process uses the Term Frequency – Inverse Document Frequency (TF-IDF) method. Feature weighting combines two concepts, namely the frequency of occurrence of words and the frequency inverse that contains words in the document. The frequency with which the word appears in the comment data indicates the important information of the word in the document. The TF-IDF formula in equation 1 and equation 2 [15].

\[ w_{dt} = tf_{dt} \times idf_{ft} \]  

\[ w_{dt} = tf_{ij} \times \log \frac{D}{df_i} \]  

Where:

- \( tf_{dt} \): The weight of term in the document
- \( df_{t} \): Number of occurrences of term in the document
- \( D \): Number of all documents in database
- \( df_i \): Number of documents containing term

The feature weighting process is presented in figure 3:

**Figure 3: TF-IDF process**

**Classification**

The classification process is presented with a flow of stages as in figure 4, namely, data has gone through the text preprocessing and feature weighting stages will then be classified.

**Figure 4: Classification Process**
The classification process starts from the data that has gone through the preprocessing stage, then the data will be divide into 3 types, Training data, Validation data, and Testing data. Training data is data used to train or build models. Validation data is carried out to evaluate the model during model during the model construction process so that the model is able to recognize patterns generically [16]. After the model is built, then the model is tested using testing data which is to measure the extent to which the model succeeds in classifying correctly [17].

Classification using the Support Vector Machine method of the RBF kernel function. Selection of the right function is very important because it will determine the feature space in which the classifier function will be searched [18].

As long as the kernel functions are appropriate, the SVM method will operate completely without knowing what kind of map the SVM uses [4]. The RBF kernel is the most popular kernel among all the kernels in SVM. The RBF kernel function has the advantage that it automatically determines the value, the location of the center and can cover an infinite range of values [19]. where the RBF kernel is expressed in equation 3.

\[
(\gamma) = \exp(-\frac{||x||^2}{\gamma}), \quad \gamma > 0 \quad (3)
\]

The RBF kernel effectively avoids overfitting by choosing the right value for the parameters C (cost) and \( \gamma \) (gamma) which can see how far the influence of training data [20]. Then the C (cost) and (gamma) parameters were optimized to improve the performance results of the SVM classification using the RBF kernel function. The combination of optimization parameter values can be seen in table 1.

| Parameter | Nilai Optimasi |
|-----------|----------------|
| Cost (C)  | 0.1 0.5 1 10 100 |
| Gamma (\( \gamma \)) | 0.001 0.01 0.1 0.2 0.5 |

3.6 Test and Evaluation

Testing the classification model using the K-fold Cross Validation method. The method is used to classify new data that does not yet exist in the dataset[21]. In this study, the K values were 5-fold and 10-fold.

Evaluation of the classification model using the Confusion Matrix method is a matrix that displays a visualization of the performance of the classification algorithm by comparing the prediction classification against the actual classification in the form of False Positive (FP), True Positive (TP), False Negative (FN), and True Negative (TN).

| Actual | Prediction |
|--------|------------|
| Positive | TP | FP |
| Negative | FN | TN |

From the calculation of the confusion matrix, the performance value of the classification model will be found from the calculation of accuracy, precision, recall, and F-Measure.

**RESULTS AND DISCUSSION**

**Dataset**

The comment data are classes into three categories namely positive, neutral, and negatives. The process of labeling comment data is labeled by Indonesia linguists. The dataset used is 945 data with 302 positive, 379 negative, and 264 neutral.

| Komentar | Label | Inisial |
|----------|-------|--------|
| Untung jkta dipimpin oleh seorang anisbaswedan. | Positif | 2 |
| Alhamdulillah libur 2 minggu :) | Netral | 1 |
| anis km gak ada otak nya kalau di suruh lockdown kasih makan rakyatmu anis. | Negatif | 0 |

**Cleansing**
The initial process, namely the cleansing stage, will carry out several processes for changing uppercase letters to lowercase letters, removing punctuation and numbers, and removing symbols, and deleting URLs.

| Table 4: Cleansing Process |
|---------------------------|
| Input                     | Output                      |
| Untung jktra dipimpin oleh seorang anis baswedan. | untung jktra dipimpin oleh seorang anis baswedan |
| Alhamdulillah libur 2 minggu :)            | alhamdulillah libur minggu |
| anis km gak ada otak nya kalau di suruh lockdown kasih makan rakyatmu anis. | anis km gak ada otak nya kalau di suruh lockdown kasih makan rakyatmu anis |

**Tokenizing**

Tokenizing aims to pronounce sentences into tokens or words.

| Table 5: Tokenizing Process |
|-----------------------------|
| Input                     | Output                      |
| untung jktra dipimpin oleh seorang anis baswedan | ['untung', 'jktara', 'dipimpin', 'oleh', 'seorang', 'anis', 'baswedan'] |
| alhamdulillah libur minggu | ['alhamdulillah', 'libur', 'minggu'] |
| anis km gak ada otak nya kalau di suruh lockdown kasih makan rakyatmu anis | ['anis', 'km', 'gak', 'ada', 'otak', 'nya', 'kalau', 'di', 'suruh', 'lockdown', 'kasih', 'makan', 'rakyatmu', 'anis'] |

**Normalization**

The stage of normalization is changing non-standart words, informal words, abbreviations into standard words that are in accordance with Kamus Besar Bahasa Indonesia (KBBI) such as the word “kpd” to “kepada”. Language normalization is processed with a normalization dictionary which is compiled manually and uses standard word translations according to KBBI in .csv format.

| Table 6: Normalization Process |
|-------------------------------|
| Input                     | Output                      |
| ['untung', 'jktara', 'dipimpin', 'oleh', 'seorang', 'anis', 'baswedan'] | ['untung', 'jakarta', 'dipimpin', 'oleh', 'seorang', 'anis', 'baswedan'] |
| ['alhamdulillah', 'libur', 'minggu'] | ['alhamdulillah', 'libur', 'minggu'] |
| ['anis', 'km', 'gak', 'ada', 'otak', 'nya', 'kalau', 'di', 'suruh', 'lockdown', 'kasih', 'makan', 'rakyatmu', 'anis'] | ['anis', 'kamu', 'tidak', 'ada', 'otak', 'nya', 'kalau', 'di', 'suruh', 'lockdown', 'kasih', 'makan', 'rakyatmu', 'anis'] |

**Stopword Removal**

The stage of removing meaningless words and words that often appear but have no meaning such as conjunctions, substitute words for people and so on. This process uses the python stopword Indonesia library which was adapted from the F. Tala stopword.

| Table 7: Stopword Removal Process |
|-------------------------------|
| Input                     | Output                      |
| ['untung', 'jakarta', 'dipimpin', 'oleh', 'seorang', 'anis', 'baswedan'] | ['untung', 'jakarta', 'dipimpin', 'anis', 'baswedan'] |
| ['alhamdulillah', 'libur', 'minggu'] | ['alhamdulillah', 'libur', 'minggu'] |
| ['anis', 'kamu', 'tidak', 'ada', 'otak', 'nya', 'kalau', 'di', 'suruh', 'lockdown', 'kasih', 'makan', 'rakyatmu', 'anis'] | ['anis', 'otak', 'lockdown', 'makan', 'rakyatmu', 'anis'] |

**Stemming**

The last stage where all words are processed to remove the affixes to the word so that it becomes the root word. The stemming process is carried out using the Python library, the Sastrawi library.

| Table 8: Stemming Process |
|----------------------------|
| Input                     | Output                      |
| ['untung', 'jakarta', 'dipimpin', 'anis', 'baswedan'] | ['untung', 'jakarta', 'pimpin', 'anis', 'baswedan'] |
| ['alhamdulillah', 'libur', 'minggu'] | ['alhamdulillah', 'libur', 'minggu'] |
| ['anis', 'otak', 'lockdown', 'makan', 'rakyatmu', 'anis'] | ['anis', 'otak', 'lockdown', 'makan', 'rakyat', 'anis'] |

**TF-IDF**
The implementation of the TF-IDF process uses the python library, namely Tfidf Vectorizer.

### Table 9: TF-IDF Process

| Term     | D1  | D2  | D3  | D1  | D2  | D3  |
|----------|-----|-----|-----|-----|-----|-----|
| terima   | 1   | 0   | 0   | 0.602 | 0.602 | 0   |
| kasih    | 1   | 0   | 0   | 0.602 | 0.602 | 0   |
| anies    | 1   | 0   | 0   | 0.602 | 0.602 | 0   |
| baswedan | 1   | 0   | 0   | 0.602 | 0.602 | 0   |
| anis     | 0   | 0   | 2   | 0.602 | 0   | 0   |
| libur    | 0   | 0   | 0   | 0.602 | 0   | 0   |
| otak     | 0   | 0   | 0   | 0.602 | 0   | 0   |
| calon    | 1   | 0   | 0   | 0.602 | 0.602 | 0   |
| publik   | 1   | 0   | 0   | 0.602 | 0.602 | 0   |

### Classification Experiments

Classification experiments were carried out using four types of data models with different text preprocessing stages. Experiments were carried out to determine how much influence the preprocessing stage of the text by using the addition of a stoplist and the language normalization stage on the classification results. The four types of data models are as follows:

Testing using data divide by the ratio 80:20, 756 training data and 189 testing data. The test was carried out using 5-fold and 10 fold. the following are the results of the SVM classification test performance without parameter optimization for the four types of models.

![Classification Perfomance](image1)

Figure 1 shows the performance value of each of the four data models, the results are not good. The average accuracy value is 31.75% on the 5-fold validation test and the accuracy value is 33.50% on the 10-fold validation test. The results are not good because the data has classification deviations or the classification is not in accordance with the class. From the poor performance results, parameter optimization will be carried out in the RBF kernel, namely the value of C and gamma (γ) in the four data models. Following are the results of the SVM classification performance testing, parameter optimization is carried out on four types of models.

![Classification Perfomance](image2)

Figure 2 shows that after optimizing the parameter values of C and gamma (γ) in the RBF kernel, the results are quite good. The best classification performance in model 2 obtained an accuracy value of 64%, 63%
precision, 62.33% recall, and F1 Score of 62.33% with the 10-fold cross validation test. The results of the performance are quite good because the data are classified according to their class.

**Analysis of Results**

Based on the results of the evaluation carried out, the results of the comparison of the SVM classification values in the four experimental models without optimization of the parameters shown in Figure 4.

![Classification Accuracy](image)

Figure 3 shows that the comparison of results of SVM Classification accuracy with the 5-fold validation test on four data models without parameter optimization has an average accuracy increase of 27% after optimization of the RBF kernel parameters. Whereas in the 10-fold validation test without parameter optimization, the accuracy increased by an average of 26%. In model 1 and model 2, the preprocessing stages both do not use normalization, but in model 2 involves adding a stoplist, the best accuracy value is 64%. This experiment proved that the preprocessing stage did not use a stoplist resulting in words that did not contain meaning or words that often appeared would have an effect on the classification process. In model 3, using the preprocessing stage of normalization and not using a stoplist, the accuracy value is quite good at 60% in the 5-fold validation test. The lowest accuracy value is obtained in model 4 by 57% on the 10-fold validation test.

This shows that the preprocessing stage which does not involve an additional stoplist, results in words that do not contain meaning such as names of people, place names, country names, and so on will be counted in the feature weighting process so that can affect the results of the classification process. In contrast to the results of the accuracy of model 4 which is lower than the acquisition of accuracy of model 2 where the preprocessing stages both involve an additional stoplist, but in model 4 the normalization stage is added, this is due to ambiguous words such as “kaya” if normalized to “seperti” but the word “kaya” is a formal word so that the word is omitted by the stoplist, this cause meaningful words that contain countless sentiments in the feature weighting process and affect the classification process.

Measuring the level of system effectiveness is not only seen from the value obtained, but also from the value of precision, recall, and F-Measure. The precision and recall values are used to see if any data deviations are causing a low value. A system is said to be optimal when the value is balanced between precision and withdrawal as seen from the F-Measure value. Figure 8 shows the comparison of the classification performance ratings of precision, recall, and F-Measure.

![Classification Sentiment Performance](image)

In Figure 8, results of the comparison of classification performance on 4 experimental models in the preprocessing stage are obtained. Model 1 performance obtained the lowest score, namely 56% precision, 56% recall, and 53.66% F-Measure on the 5-fold validation test as well as the 10-fold validation test with 55% precision, 55.33% recall, and 52.66% F-Measure compared to other models. This indicates that the rank can
be used by the class in the relevant data. In Model 2, the best performance values are obtained among other models, 63% of precision, 62.33% recall, and 62.33% F-Measure in 10-fold validation test using a preprocessing stage experiment involving additional stoplist. Model 3 obtained a fairly good performance, 59.33% of precision, 60% recall, and 59.66% F-Measure using the preprocessing stage of normalization. Whereas in Model 4 which involves the preprocessing stages of normalization and additional stoplists, the precision value is 59.66%, 58.66% recall, and F-Measure is 58.3%. The cause of the low classification is due to several factors such as, the comment data is still unstructured, there are many satirical sentences that can make sentences ambiguous, sentimentally, or have multiple meanings resulting in deviation of sentiment classification. There are still words that have not been normalized due to the lack of normalization dictionaries.

CONCLUSION

From the results of the analysis sentiment classification regarding the policy of the governor of DKI Jakarta using the Support Vector Machine method after optimizing the RBF kernel parameter, the classification accuracy is quite good at 64%, 63% precision, 62.33% recall, and 62.33% F-Measure with the preprocessing stage using cleansing, tokenizing, stopword and stoplist, and stemming. Using the Support Vector Machine method with the RBF kernel function, parameter optimization is performed to produce a fairly good performance compared to not optimizing the RBF kernel parameters.

Based on the research that has been done, there are still some deficiencies that need to be fixed or developed. The suggestion given for the next research is the need to add a normalization dictionary due to the lack of translation such as colloquial words and it is advisable to try using other feature extraction methods such as the Word2Vec or Bag of Words methods to produce better classification performance.
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