Abstract: Accurate panicle identification is a key step in rice-field phenotyping. Deep learning methods based on high-spatial-resolution images provide a high-throughput and accurate solution of panicle segmentation. Panicle segmentation tasks require costly annotations to train an accurate and robust deep learning model. However, few public datasets are available for rice-panicle phenotyping. We present a semi-supervised deep learning model training process, which greatly assists the annotation and refinement of training datasets. The model learns the panicle features with limited annotations and localizes more positive samples in the datasets, without further interaction. After the dataset refinement, the number of annotations increased by 40.6%. In addition, we trained and tested modern deep learning models to show how the dataset is beneficial to both detection and segmentation tasks. Results of our comparison experiments can inspire others in dataset preparation and model selection.
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1. Introduction

In the face of global population growth and climate change, plant breeders and agronomists strive for improved crop yields and quality to ensure regional food security, regulate the market price of the rice grain, and address food-shortage problems [1,2]. The rice-panicle density is one of the important agronomic components in understanding the grain yield and determining the growth period [3,4]. It also plays an important role in nutrition examination and disease detection [5]. Therefore, accurate panicle segmentation is a key step in rice-field phenotyping. However, conventional panicle observation relies to a large degree on the human labor force. It is tedious and labor-intensive. Moreover, the results are prone to unrepresentativeness, due to limited sampling areas [6,7]. Therefore, the panicle detection is desired to be conducted automatically, without harmful impact on the crops. For the application in the area of smart agriculture, the detection method is also required to be accurate, reliable, efficient, and possibly low in cost [6].

Computer-vision methods based on high-spatial-resolution images provide a potential solution to increase the throughput and the accuracy of counting panicles [4,7]. With the development of deep learning methods, convolutional neural networks have been shown to outperform human beings in diverse fields, including phenotyping [1], disease recognition [8], flowering, and ear counting [7,9,10]. Even though many studies have shown success in phenotyping tasks, developing robust and effective models to detect panicles from high-throughput phenotypic data remains a significant challenge, because of varying illumination, diversity of appearance of the panicles, shape deformation, partial occlusion, and complex background [11]. Moreover, requiring large training datasets limits the practical usage of deep learning models in panicle detection [4]. It is a fundamental problem...
of most deep learning methods to reach an expected level of accuracy and robustness. Semantic labeling and instance segmentation are two tasks that require particularly costly annotations [12]. However, few public datasets are available for crop phenotyping. Some successful methods for panicle segmentation based on deep learning, such as Panicle-SEG [5], have generally been calibrated and validated on their own limited datasets. Therefore, annotation is still tedious and time-consuming. Data augmentation is a common strategy for handling limited datasets, such as rotation, mirror-reverse, scaling, contrast adjustment, affine transformation, and so on. However, generic data augmentation fails in some cases, and sophisticated choices have to be made for well training the neural network [13].

In recent years, unmanned aerial vehicle (UAV) has been used widely as a high-throughput way of acquiring data. Moreover, deep neural network methods, along with UAV-based photogrammetry, have been proved to be reliable alternatives to the labor-intensive field survey and crop monitoring, such as the phenotyping of wheat plant height and growth rate [14], sorghum head survey [13], crop species identification [15], and so on. However, as the same as the aforementioned difficulty, a large agricultural dataset acquired at the view of UAV is also infrequent. Insufficient data are a difficulty that makes the study go further, especially for specific scenarios. Combining drones and deep learning technologies, we propose a framework for dataset augmentation and refinement. We firstly annotated a part of rice panicles in 400 4K resolution images and trained a standard model, the Mask R-CNN [16], as the basic detector. Furthermore, we refined the whole dataset based on the basic detector. While taking into account the nature of rice panicle distribution and real-world field scenarios, we split the dataset into three subsets of different sizes. We trained and tested modern deep learning models to show how the dataset is beneficial to both detection and segmentation tasks. The contributions of this study can be summarized as follows:

- The proposed dataset augmentation and refinement framework significantly increases the volume of the dataset.
- Cross-experiments were designed to illustrate the usage of the dataset and the principle of model selection.
- The refined dataset is publicly accessible for boosting related research in the agricultural community. We provide the access in Section 4, the Conclusion.

2. Materials and Methods

2.1. Data Acquisition

The data collection was conducted in August 2018, at the experimental paddy field of Hokkaido University, Sapporo, Japan. The orthoimage of the paddy field is shown in Figure 1. The white dashed line indicates the flight route. There are two rice species, Kitaake and Kokusyokuto-2. The cultivation densities are around 11.46 ~ 16.18 plants/m². We used a commercial UAV to capture the rice field images. It is more efficient than a handheld data-collection system. A larger UAV can load heavier cameras and lenses for capturing higher-quality images. However, the downward wind caused by the rotors will strongly blow rice stems and degrades the image quality. Therefore, based on trade-offs between flight height, image quality, and ease-of-use, the Mavic Pro designed by the DJI Corporation was used in this study. It is a lightweight and compact UAV with an embedded 1/2.3-inch CMOS.

Figure 1. Experimental paddy field and flight route.
The configurations for data acquisition are listed in Table 1. We collected the data by using UAV from 1.2 m attitudes. The setup leads to a 0.04 cm/px ground sampling distance (GSD). The ratio of horizontal overlap is 43%, and the ratio of vertical overlap is 70%. Frames were extracted from acquired videos, while ensuring no duplication and avoiding blurring and overexposure. Each frame is in the resolution of $4096 \times 2160$. It covers the phenotype of rice panicles over the entire rice reproductive stage, of which, specifically, rice went through heading, flowering, and ripening. Some sample images are shown in Figure 2. The heading stage is the period that the panicle is fully visible. The flowering stage begins right after heading with the appearance of tiny white spikes on the panicles. The flowering stage lasts about 7 days. The ripening stage starts after flowering and ends before harvest. The texture, color, and shape of the panicle change a lot at this stage.

| FOV         | Aperture | Gimbal | Resolution | Velocity (m/s) | Altitude (m) | GSD (cm/px) |
|-------------|----------|--------|------------|----------------|--------------|--------------|
| 78.8 (26 mm)| f/2.2    | –90    | 4096 × 2160| 0.28           | 1.2          | 0.04         |

![Sample images at different growth stages.](image)

(a) Heading  (b) Flowering  (c) Ripening

**Figure 2.** Sample images at different growth stages. In three subfigures (a–c), rice panicles are at the heading stage, flowering stage and ripening stage, respectively.

2.2. Data Processing

2.2.1. Basic Dataset Preparation

We manually annotate the panicle’s boundary with a polygon, using the tool called Labelme [17]. The annotations of sample images at each stage are analyzed in Figure 3. Images taken at the early stage of rice growth are not informative, because few panicles are observable. As shown in the first panel, the average number of annotations per image taken on August 4 is about 40. The number of annotations in each image increases gradually as the rice matures, from August 4 to August 22. For the same reason, the number of average pixels per annotation accelerates from the flowering period (August 4) to the heading period (August 12). The number of pixels per annotation at the second panel is related to the size of panicles. With the growth of the rice, the panicles cannot be fully observed because of overlapping each other. Therefore, the average pixels per annotation drops from August 12 to August 22. According to the previous observation and analysis, the images taken on August 12 are considered to be representative and informative for panicle identification. The data-collection time (UTC +9) is listed in the third panel. In all, 400 images with 36,089 annotations are dedicatedly selected as a basic dataset. Fifty percent of the total images are taken after the heading period on August 12. We manually label no
more than 200 panicles in each image. Labeling all panicles in one image is a labor-intensive task. The next step was to refine the dataset based on the manual annotations.

Figure 3. Basic dataset with manual annotations.

2.2.2. Dataset Refinement

The dataset refinement process has two steps, as depicted in Figure 4. The first step is to train an instance segmentation model, Mask R-CNN [16], using manual annotations. Processing a full 4K image occupies too much GPU memory, which is not an economical way to training a deep neural network model. Besides, the number of negative labels in an image is much greater than the positive ones. To balance the negative and positive samples and limit the GPU memory occupation, the image with 4096 × 2160 resolution was split into small tiles with 128 × 128 resolution. Tile-to-tile is non-overlapping. We further denoised the dataset by eliminating the tiles with positive labels less than 32 pixels. The dataset contains 13,857 images (with resolution 128 × 128) and 38,799 pixel-level annotations. It is divided into a training set (80%) and a validation set (20%) to train the Mask R-CNN model. The backbone of the model is ResNet101 [18].
The next step is to refine the basic dataset by implementing the trained model on it. We scanned the full 4K image, using a 512 × 512 sized sliding window with 75% overlapping in both vertical and horizontal directions. The model gives the confidence of prediction at each pixel. After scanning the whole image, a confidence map is generated. By applying threshold and morphology filtering methods to the confidence map, we can get the refined dataset with manually labeled annotations and newly added annotations created by the model.

3. Data Evaluation and Discussions

3.1. Improvement of the Basic Dataset

A sample image from the dataset after re-annotation is shown in Figure 5. It was taken on August 12. The DNN model accurately identified the panicles that are missed in the manual annotations, marked in red circles. As shown in the first panel of Figure 6, the total number of annotations in the refined dataset is 50,730. The improvement of the basic dataset is about 40.6%. The distribution and variation of annotations after refinement are entirely consistent with the results before re-annotation. The number of annotations per image kept increasing from August 4 to August 22. The DNN model can detect panicles all through the growth period. In addition, the annotation generated by the DNN model has proved to be more precise than the manual label; it can be observed from the annotation enlarged in Figure 5. The average pixel per annotation decreased after the refinement process, as shown in the third panel of Figure 6. This tendency also proved the improvement of accuracy for each annotation.
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3.2. Application in Detection and Segmentation Tasks

3.2.1. Split into Sub-Datasets for Model Training

In machine learning research, the dataset should be randomly split into training, validation, and testing samples. As shown in Figure 7, the refined dataset was divided into three subsets, namely 70% for training, 10% for validation, and 20% for test. We further split the full 4K images into small tiles, using non-overlapping sliding windows, the size of which ranges from 128 × 128 pixels to 512 × 512 pixels. The tiles with positive labels less than 32 pixels were eliminated from the subsets. The volume of each subset is summarized in Table 2. The small tiles with different sizes are suitable for different computational hardware availability. We do not recommend reducing the sliding window size (less than 128 × 128) when the GPU memory is limited. A smaller receptive field of view cannot assure the completeness of a panicle. As shown in the first panel of Figure 8, over half of Subset 1 contains only one annotation. Moreover, the second panel illustrates the proportion of average annotation pixels to the image size. Double peaks can be observed from Subset 1. It indicates the imbalance of the ratio of foreground and background pixels. About half of the images contain incomplete panicles because of the small receptive field. It is consistent with the blue lines in the first panel of Figure 8. There is a high possibility to get one panicle annotation in a receptive field with resolution 128 × 128. If we further reduce the receptive field, for instance, tp 64 × 64, the ratio of incomplete annotations will increase. Enlarging the receptive field of view with a large sliding window can increase the number of panicles per image. The maximum sliding window size is set as 512 × 512 to keep the balance between positive labels (panicle pixels) and negative labels (background pixels).

Figure 7. Data preparation for model training.

Table 2. Subsets for deep learning model training.

| Order       | Subset 1  | Subset 2  | Subset 3  |
|-------------|-----------|-----------|-----------|
| Image size  | 128 × 128 | 256 × 256 | 512 × 512 |
| Training set| 10,857    | 10,977    | 5865      |
| Validation set | 1022    | 1086      | 648       |
| Test set    | 3944      | 3922      | 1086      |
3.2.2. Target Applications

Panicle-phenotyping research can be classified as a detection task or a segmentation task. The annotation in this dataset can be used for both applications. We provide results based on modern object detection and segmentation models to set a baseline identification accuracy for the dataset.

Applying the data for panicle detection tasks, we trained two object detection models, the EfficientDet-D7 [19] and the Mask R-CNN, with an Inception-ResNet v2 [20] as the backbone. EfficientDet is a state-of-the-art object detection family which improves both efficiency and accuracy of the model based on EfficientNet [21]. Mask R-CNN evolves from Faster R-CNN [22] by adding a semantic segmentation head for pixel-level masking tasks. The backbone, which is the feature extraction part of Mask R-CNN, is Inception-ResNet v2. The Inception-ResNet v2 backbone consists of a deeper and wider architecture and superiority on detection accuracy, but meanwhile, it is far heavier than any other alternative backbones.

In addition, we trained two segmentation models, U-Net [23] with ResNet 50 as backbone and DeepLab v3+ [24] with Xception as backbone [25]. U-Net is a lightweight model, which is widely implemented in medical-image segmentation [26] and aerial-image segmentation [27]. DeepLab v3+ is an extension based on DeepLab v3 [28], and it currently achieves the best accuracy within DeepLab family.

All the results of panicle detection and segmentation are listed in Supplementary Materials Tables S1 and S2, respectively. In the baseline results, the detection or segmentation effects of a DNN model are evaluated by using four metrics. The standard metrics include Precision, Recall, and F1-score for validating all machine learning tasks. In addition, the mean Average Precision (mAP) and mean Intersection over Union (mIoU) are used for evaluating the performance of the detection model and segmentation model, respectively [29,30]. The difference in the receptive field is reflected in the resolution of the training and test data listed in the second and third columns of Supplementary Materials Tables S1 and S2, respectively. In this research, the results of panicle detection and segmentation derived from EfficientDet-D7 and DeepLab V3+ are better than those derived from Mask R-CNN and U-Net. Adjusting the receptive field is proved to be a good option for
model selection during the training process. The results in Supplementary Materials Table S2 show that the model trained with Subset 2 (with image size $256 \times 256$) performs best, while the model trained with Subset 1 (with image size $128 \times 128$) performs worst. The main reason may be the imbalance of foreground (panicle) and background data in Subset 1, which leads to the instability of the model performance. For the same reason, the low panicle pixels ratio in Subset 3 (with image size $512 \times 512$) also affects the performance of the segmentation model. Therefore, in the application of rice panicle detection, we should pay attention to the matching of the receptive field and spatial resolution of imagery while choosing different models.

3.3. Data Expansion

The dataset provided in this research is limited to paddy-rice species. In addition, all the images were captured in the nadir direction. Therefore, the dataset lacks the side view of plants. Users can apply this dataset or the subsets to complement their data. We also invite researchers to complement the dataset with their subsets. The expanded dataset can be used for training panicle-identification models and evaluating their robustness, concerning changes in paddy variety and geographical setup.

Data expansion should follow the Findable, Accessible, Interoperable, and Reusable (FAIR) principles to keep the consistency [31]. For image acquisition, the optimal reference height at which to capture the panicle area, as well as the GSD, is yet to be defined. We observed that the receptive field of view affects the performance of DNN models. Our experience suggests that a near nadir viewing direction and a sub-millimetre resolution is required for efficient panicle identification. We also recommend acquiring panicle images at the stages, between flowering and mature, when the panicle has fully emerged but not matured. These settings can effectively limit the overlap among panicles. Besides the data quality assurance, a minimum set of metadata should be associated with newly added images or datasets. We recommend attaching all the metadata related to the camera and acquisition platform used.

4. Conclusions

Localizing and identifying panicles from RGB images are useful for rice breeders and farm managers. This research presents a cost-effective process of panicle-image acquisition and refinement. Our contributions are summarized as follows:

- We presented a solution for paddy-rice-panicle segmentation in RGB images, using deep learning methods. It provides quick and precise panicle phenotyping.
- We provided a pixel-level labeled rice panicle dataset containing 400 images with 50730 pixel-level annotations. The dataset is publicly available at http://doi.org/10.5281/zenodo.4430186 for developing rice-panicle detection models. The main objective of the dataset is to contribute to solving the problem of rice panicle identification from RGB images. The dataset can be used for both panicle detection and segmentation tasks.
- We proposed guidelines for image acquisition and data expansion. A proper image acquisition method can effectively limit the panicle overlapping.

Panicle identification is elementary for other traits, such as yield estimation, head population density estimation, crop health, and production monitoring. In future work, we hope to develop robust panicle identification methods and expand the variety and volume of the paddy-rice imagery dataset.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10.3390/agronomy11081542/s1. Table S1: Baseline results of panicle detection, measured on the refined dataset. Table S2: Baseline results of panicle segmentation, measured on the refined dataset.
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