Skills-focused lab instruction improves critical thinking skills and experimentation views for all students
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Instructional labs are fundamental to an undergraduate physics curriculum, but their possible learning goals are vast with limited evidence to support any particular goal. In this study, we evaluate the efficacy of labs with different goals and structures on students’ critical thinking skills and views about experimentation, using an extensive database of survey responses from over 20,000 students at over 100 institutions. Here, we show that labs focused on developing experimentation skills improve students’ critical thinking skills and experimentation views compared to labs focused on reinforcing lecture concepts. We further demonstrate the positive impacts of skills-based labs over concepts-based labs on these outcomes across students’ gender and race or ethnicity. Our analysis also shows that activities to support students’ decision making and communication explain over one-half and one-third of the effect of skills-based labs on students’ critical thinking skills and experimentation views, respectively, while modeling activities have only a small effect on performance.
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I. INTRODUCTION

Instructional labs make up an important part of the undergraduate physics curriculum, with the opportunity to engage students in the practices of experimental physics and develop their technical, communication, and critical thinking skills [1]. There are myriad ways that labs can be structured, consistent with a wide range of learning goals [2–6]. However, literature on lab instruction demonstrates a lack of consensus on the desired goals of lab instruction [2,7], with many labs focusing on demonstrating or reinforcing canonical theories or phenomena, rather than seeking to develop students’ skills [8]. The lack of consensus on goals for labs has been attributed to a lack of evidence about the efficacy of labs for either goal [2,9,10]. More and more research has begun evaluating the efficacy of different lab programs on students’ critical thinking skills and views, but a comprehensive study across multiple curricula is needed.

Research has suggested that labs with an explicit goal of reinforcing concepts also taught in lecture have little to no impact on students’ conceptual understanding [11–16]. These types of labs (reinforcing concepts from lecture) have also been shown to deteriorate student’s attitudes and beliefs about experimental physics [14,17,18]. In contrast, labs designed to teach experimentation skills have been found to improve students’ experimentation skills [14,15,19–21] and their attitudes and beliefs about experimental physics [14,17,18], with no measurable impact to their conceptual understanding [14–16].

In this paper, we probe an open area of research that looks to evaluate the efficacy of labs with different goals. We examine how labs from over 100 institutions impact students’ critical thinking skills and experimentation views, and, more importantly, evaluate whether the impact is consistent for students of different genders and races or ethnicities. Additionally, we evaluate what types of instructional activities may explain the impacts on students’ outcomes. Ultimately, the analysis demonstrates the universally positive impact of skills-based labs compared with concepts-based labs on these assessments for all demographics of students, due in part by their increased use of activities that target student decision making and communication.

A. How does lab type impact subpopulations of students?

Several previous studies have looked at the effects of labs with different goals on overall student performance. For example, research has generally found benefits of labs...
aiming to develop students’ experimentation skills, looking at whole cohorts of students. Many studies in physics education research, however, have found (or suggested) that instructional outcomes may differ for different sub-populations of students [22–24]. In labs, specifically, researchers have found that men held more positive attitudes and beliefs about experimental physics than women, on average, and that the size of this difference was largely maintained following instruction [25]. Similar differences have been found on measures of student performance on lab-specific outcomes, such as one study that found men outperformed women on a data handling diagnostic, on average, and that the difference widened following instruction [26]. Analysis of students’ grades, however, found no consistent difference between men’s and women’s grades in lab courses, despite consistent differences in lecture courses [27].

Some of these differences may be a result of how different students experience or are able to participate in the instruction. For example, previous work found that men and women participate in lab activities and roles differently [26,28–33]. This division of tasks, however, may vary depending on the goal or type of lab instruction [30]. In a more open-ended lab that aimed to develop students’ experimentation skills, researchers found that there were more roles available to students and that the division of roles along gender lines was more distinctive than in a traditional lab aiming to reinforce concepts [30].

Alternatively, the differences (or lack thereof) may be inherent to the pedagogical structures of laboratory courses in general. For example, the assessment and grading structures in lab courses differ significantly from those of lecture courses [27], which likely impacts the ways students approach the courses [34]. The prolific use of group work [8], often such that students are assessed at the group level, may also be a factor. Altogether, this literature raises the question: How do labs with different purposes impact the attitudes and experimentation skills of students from different sub-populations?

B. What pedagogical features of different lab types lead to outcomes?

Given the apparent benefits of labs aiming to develop students’ experimental physics skills, the next question is: why? Given that it is the implementation, rather than the goal, of the lab that impacts students’ learning, through what mechanisms do labs with different goals impact students’ performance?

To answer this question, we explored the types of skills the instructors indicated focusing on through their lab activities. For example, lab courses may focus on data analysis and uncertainty, experimental design, modeling, or communication skills, among others [3]. Lab courses in this dataset almost ubiquitously included activities associated with data analysis and uncertainty [8], restricting us from drawing any conclusions about the impacts of these skills on student outcomes. Three other types of skills, however, were more variable in the dataset.

First, many courses focused on developing students’ skills around making decisions about an experiment, such as to choose a research question or design aspects of the experimental procedures. Pedagogically, supporting students’ decision making requires opportunities and support for student agency [35]. Labs that support student agency and choice have been shown to improve students’ engagement [36], attitudes and beliefs [14,37,38], and engagement in experimental physics practices [15,19,35].

Second, a fundamental aspect of experimental physics is learning to generate and test knowledge about physics through modeling activities. A focus on modeling has been seen in high school physics [39], introductory physics instruction [40], and upper-division physics labs [41]. A modeling focus has been shown to engage students in behaviors that align with more expert-like thinking and reasoning in the lab [42,43] and support students’ attitudes towards physics [44].

Finally, communication skills are a significant focus of many lab courses [45], as students learn to use lab notebooks [46], write lab reports or mock journal articles [47,48], or present their work [48]. Communication skills may also relate to teamwork skills [48], which may in turn develop classroom community and foster students’ sense of belonging [49].

C. Research questions

To measure students’ experimentation views and critical thinking skills, we analyzed data from two previously validated assessments: the Colorado Learning Attitudes about Science Survey for Experimental Physics (E-CLASS) [50] and the Physics Lab Inventory of Critical thinking (PLIC) [21]. Together, these two instruments have been used in hundreds of courses in over 100 different institutions, totaling in responses from over 20,000 students around the world. Our research questions in this study are threefold:

RQ1 How do labs with different purposes affect the E-CLASS and PLIC scores for different sub-populations of students?

RQ2 What pedagogical features are characteristic of labs with different intended purposes?

RQ3 How do pedagogical features of labs affect students’ E-CLASS and PLIC scores?

We distinguish three different types of labs based on their overall purpose: (a) labs that aim to reinforce material from lecture (concepts-based labs), (b) labs that aim to develop students’ experimentation skills (skills-based labs), and (c) labs that aim to do both (mixed labs).

To answer RQ1, we evaluate students’ outcomes through a lens of equity of individuality [24,51–53]: “Equity of individuality is achieved when an intervention improves the outcomes of students from marginalized
groups” [24], p. 40). With this definition of equity, we do not explicitly examine whether achievement gaps exist between groups of students, nor whether these potential gaps are closed, maintained, or widened following instruction. We instead examine whether labs with different purposes provide positive outcomes for all groups of students.

For RQ2 and RQ3, we consider pedagogical features that relate to decision-making, modeling, and communication activities that students engage in during labs. For RQ2, we examine how instructors’ intended goals for their labs align with the prevalence of these activities in their labs, an indication of their pedagogical choices. For RQ3, we evaluate the effects of these pedagogical features on students’ E-CLASS and PLIC scores to ascertain the role of these features in developing students’ experimentation views and critical thinking skills in physics labs. By addressing these two research questions, we begin to explore how instructors’ intended goals for their labs manifest in their pedagogical choices and the impacts of these pedagogical choices.

II. METHODS

In this section, we provide an overview of the data and analysis methods used in this study. Additional details can be found in Appendix A.

A. Data sources

We measured students’ critical thinking skills and views about experimental physics through two instruments.

The E-CLASS aims to measure students’ personal views about experimental physics in their lab class by evaluating the degree to which students agree or disagree with statements about experimental physics [54]. The instrument consists of 30 five-point Likert items and students are scored based on how well their responses align with responses from expert physicists on a collapsed three-point scale: students receive one point on an item if their answer aligns with the majority of experts (e.g., the student selects “agree” or “strongly agree” when most experts selected “strongly agree” or “agree”) and −1 points if their response is opposite to that selected by the majority of experts (e.g., the student selects “agree” or “strongly agree” when most experts selected “strongly disagree” or “disagree”). Neutral responses receive zero points. This scoring scheme provides a range of possible scores on the E-CLASS from −30 to 30 [25,54].

The PLIC aims to measure students’ critical thinking skills in the context of experimental physics, defined here as the decision making involved in interpreting data, drawing accurate conclusions from data, comparing and evaluating models and data, evaluating methods, and deciding how to proceed in an investigation [21,55]. The PLIC consists of 10 multiple-response items and, as with the E-CLASS, students are scored according to how well their responses align with those from expert physicists.

Scores on each item can range from zero to one with partial credit awarded for selecting response choices that were picked by at least 10% of experts. Possible scores on the PLIC, then, range from zero to ten.

When administering the E-CLASS or PLIC, instructors provided details about their class through a course information survey (CIS) [17,56]. The CIS asks, for example, about the course level, the number of hours students spent in lab each week, the number of instructional staff, and the main purpose of the lab (either to reinforce physics concepts, develop lab skills, or both about equally). We acknowledge that one can not isolate skills or concepts in labs entirely; models and practices are inextricably linked in experimental physics. These broad categorizations of the lab purpose, however, informs whether, primarily, the practice is in service of theory or the theory is in service of practice [11]. Because different instructors may view these characterizations differently, we also explore more tangible pedagogical variables that may more specifically characterize these categories of lab purposes. The survey also asks how often students engage in various activities in the lab, such as designing procedures, building apparatus, or working in groups. We used this last set of items to measure the amount of decision making, modeling activities, and communication activities in the labs, discussed in further detail in Appendix B.

We used data collected from only first-year courses, as labs at the beyond-first-year level tended to be more homogeneous and aligned with developing students’ lab-related skills; only four beyond-first-year courses in our E-CLASS and PLIC datasets were labeled as concepts-based by instructors. We used responses to the E-CLASS from 16,409 students enrolled in 230 classes and 56 institutions, and responses to the PLIC from 4,988 students enrolled in 77 classes and 28 institutions. We define a class here as a combination of course (e.g., Physics 101) and semester (e.g., Fall 2019), so a single course may administer the E-CLASS or PLIC in multiple semesters and count as multiple classes. In Table I, we provide the breakdown of institutions and classes in our datasets across institution type and the main purpose of the lab associated with the class.

| Institutions         | E-CLASS | PLIC |
|----------------------|---------|------|
| 2-year college       | 4       | 0    |
| 4-year college       | 21      | 13   |
| Master’s granting    | 5       | 1    |
| Ph.D. granting       | 26      | 14   |

| Lab type             | E-CLASS | PLIC |
|----------------------|---------|------|
| Concepts based       | 51      | 18   |
| Skills based         | 56      | 32   |
| Mixed                | 123     | 27   |
Both the E-CLASS and PLIC are administered to students prior to lab instruction (pretest) and following the conclusion of lab instruction for the semester (post-test). We collected students’ self-reported gender, race or ethnicity, and academic major information at the end of the surveys. Table II gives a breakdown of the students in our datasets by students’ self-identified gender and race or ethnicity and by the type of lab in which the student was enrolled. For both instruments, students had the option of not disclosing any demographic information, in which case we categorized their gender or race or ethnicity as unknown. We kept these students in our dataset to maintain statistical power and recognize all students who completed the assessments whether or not they were comfortable disclosing demographic information. We also chose not to collapse demographic characteristics (such as by grouping students into majority or underrepresented minority categories) to more accurately evaluate the possible effects of lab instruction on different subgroups of students [57].

### B. RQ1: Effects of different lab types on scores for different subpopulations of students

To address RQ1, we performed mixed-model regression analysis to evaluate the impact of lab type on student outcomes for different subpopulations of students. We used two-level linear mixed models with institutions as random effects to account for students being nested within institutions in our datasets. The institutional random effects help to account for potential systematic differences between institutions, such as prior preparation or instruction in nonlab components of the courses (for a review of linear mixed models for education research datasets, see Ref. [58]). Unconditional models—models with no fixed effects, but with institution as a random effect—indicated that 5.1% of the variation in E-CLASS post-test scores and 7.1% of the variation in PLIC post-test scores could be explained by institution-level differences alone.

Separately for the E-CLASS and PLIC, we fit models with post-test score as the dependent variable and main effects for lab type, pretest score, gender, race or ethnicity, and major. We additionally included interaction terms between lab type and gender, and lab type and race or ethnicity. This model allowed us to investigate whether the effect of lab type on students’ post-test scores differed across student demographic groups. Using pretest score as a main effect variable serves to account for differences in students’ incoming preparation.

### C. RQ2: Pedagogical features that characterize different types of labs

We used a confirmatory factor analysis (CFA) to construct a measurement model for the amount of decision making, modeling, and communication activities in labs using a combined dataset of instructors’ responses to both the E-CLASS and PLIC CIS. To avoid overweighting courses where instructors administered both the E-CLASS and PLIC in the same course or either assessment in multiple classes across semesters, we included only one entry for each unique course in our dataset. We made an exception if an instructor provided different responses to the CIS in different semesters. The dataset used in this analysis included 157 unique courses (or classes where the instructor provided different responses to the CIS in different semesters). The full measurement model used and its development are presented in Appendix B.
To address RQ2, we used Thurstone’s regression method [59] and our measurement model to compute factor scores for the amount of decision making, modeling, and communication activities in each of the 157 unique courses in our dataset. We standardized factor scores to have mean zero and standard deviation 1.

D. RQ3: Effects of pedagogical variables on students’ scores

To address RQ3, we further computed factor scores for all classes in both the E-CLASS and PLIC datasets using the same procedure as above. Eighty classes (corresponding to two unique courses who used the PLIC multiple times) with 158 students total were missing information on the PLIC CIS such that we could not compute their factor scores, and so were removed from the dataset. We used the complete factor scores data in two-level linear mixed models similar to those described in Sec. II B (separately for the E-CLASS and for the PLIC) with post-test score as the dependent variable and controlling for the main effects of pretest scores, gender, race or ethnicity, and major. Unlike the models described in Sec. II B, we did not include lab type as a main effect and we did not include interaction effects between any variables.

Because of a large correlation between the factor scores for decision making and communication activities ($r = 0.93$), we fit two separate models for each of the E-CLASS and PLIC datasets. In one model, we included decision making and modeling factor scores, while in the other model we included modeling and communication factor scores. These models allowed us to determine the effect of increased decision making and communication on students’ scores controlling for the amount of modeling in labs, and vice versa. We could not, however, disentangle the effects of decision making and communication on students’ scores, given the significant correlation.

III. RESULTS

A. RQ1: Effects of different lab types on scores for different subpopulations of students

Full results from the fitted linear mixed models for the E-CLASS and PLIC are presented in Appendix C. In this section, we summarize the results using plots of expected post-test scores from marginal effects. Marginal effects represent the expected outcomes from our fitted models and indicate how the outcome measure (i.e., E-CLASS and PLIC post-test scores) changes with particular independent variables (i.e., lab type, gender, and race or ethnicity). In these marginal effects plots, students’ pretest scores are held fixed at the mean value for each independent variable being investigated. All other variables, other than the ones plotted, are held fixed at their proportions. For example, 13.8% of students in our E-CLASS dataset intended to major in math or computer science. When calculating marginal effects from this model, we set the Math and CS variable, which is generally a binary variable (1 if the student is a math or CS major and 0 otherwise), equal to 0.138. These marginal effects should, then, be interpreted as expected post-test scores averaged across all other variables.

Figure 1 shows the expected post-test scores for the E-CLASS and the PLIC. The first panel in each row shows the effect of lab type on aggregate. Overall, on both assessments, students in skills-based labs score an average of 0.2 standard deviations higher at post-test than students in concepts-based labs, controlling for students’ pretest scores, and self-reported major, gender, and race or ethnicity. Mixed labs sit between the two extremes.

The second and third panels of Fig. 1 show that, when there is sufficient precision to distinguish the groups, the pattern is consistent across student gender and race or ethnicity. That is, students from all subpopulations score higher on the instruments when participating in skills-based labs compared to concepts-based labs, again with mixed labs in the middle. The size of the effect differs for different subpopulations, however, and the sample sizes in some subpopulations are too small to distinguish the scores between lab type.

B. RQ2: Pedagogical features that characterize different types of labs

We found differences in the average factor scores across all three pedagogical variables between skills-based and concepts-based labs. For agency factor scores, this difference was about $1.44 \pm 0.17$ standard deviations; for modeling factor scores, this difference was about $0.51 \pm 0.23$ standard deviations; and for communication factor scores, this difference was about $1.58 \pm 0.16$ standard deviations. Smoothed density plots of the fraction of labs of each type with varying amounts of agency, modeling activities, and communication activities are shown in Fig. 2. We find that skills-based labs typically engage students in more decision making and communication activities than concepts-based labs, while mixed labs typically fall somewhere between these extremes. The amount of modeling activities in all three types of labs follow similar distributions, with mixed and skills-based labs supporting slightly more modeling than concepts-based labs, on average.

We also found that these pedagogical variables were not independent. The presence of modeling activities in labs was moderately correlated with an increase in decision making ($r = 0.41$) and communication activities ($r = 0.23$), while increased student decision making was highly correlated with increased communication activities ($r = 0.93$). These results imply that pedagogical choices made to support student decision-making in physics labs are closely associated with choices to support opportunities for student communication.
FIG. 1. Expected post-test scores (i.e., marginal effects) across lab type and student demographics. Pretest score is fixed at the mean, while all other variables are fixed at their proportions. Students score higher at post-test when enrolled in skills-based labs as compared to concepts-based or mixed labs and the pattern is consistent across student demographics (when precision can distinguish the groups). Error bars represent one standard error (68% confidence interval). We have not shown marginal effects on the PLIC for students who identified as nonbinary, an unknown gender, American Indian or Alaska Native, or Native Hawaiian or Pacific Islander due to error bars that exceed the range of the plots. These students were included in our models, however, and full results can be found in Appendix C.

FIG. 2. Density plots of the amount of agency, modeling, and communication in labs with different intended purposes.
C. RQ3: Effects of pedagogical variables on students’ scores

Figure 3 shows the expected post-test scores as a function of the amount of decision-making, modeling, and communication activities in the labs for both the E-CLASS and the PLIC (Appendix C for the full results of the fitted linear mixed models). Post-test scores are higher in labs with more activities related to decision making and communication, with a small effect from modeling activities. The shading represents the 68% confidence intervals on the estimates.

We also estimated the fraction of the observed effect of skills-based labs (compared to concepts-based labs) that can be explained by these pedagogical variables (either decision making, modeling, or communication activities). Full results and calculations can be found in Appendix C. We find that decision-making and communication opportunities in labs accounted for 34%–41% of the observed effect of skills-based labs on students’ scores on the E-CLASS and 58%–76% of the effect on PLIC scores (corresponding to standardized effect sizes of 0.06–0.09). In contrast, the presence of modeling activities in labs accounted for less than 7% of the difference in scores between skills-based and concepts-based labs on both the E-CLASS and PLIC (standardized effect sizes of 0.03 ± 0.01 and 0.02 ± 0.03 for the E-CLASS and PLIC, respectively).

IV. DISCUSSION

Our analysis validates previous work [17] demonstrating the overall effectiveness of skills-based labs in developing students’ views about experimental physics, now with a much broader dataset. We also demonstrate similar effects on students’ critical thinking skills in the context of experimental physics. By simultaneously comparing student scores by lab type and demographic variables, we illustrate that this effect is consistently positive regardless of students’ gender and race or ethnicity.

Although all students benefited from skills-based labs, there was still a differential impact on subpopulations of students. The difference in scores on the E-CLASS between students in skills-based versus concepts-based labs was much larger for women than men, consistent with previous work [17]. One might infer that concepts-based labs are particularly detrimental to women’s views or that skills-based labs are particularly beneficial to women’s views. Future work, such as through interviews and video analysis of students in labs, should further evaluate how women experience skills-based labs compared with concepts-based labs, particularly given the effects on their participation seen previously [26,28–33], and how this relates to their views of experimental physics more broadly.

This differential impact on subgroups of students in different types of labs, however, did not exist with the PLIC. The difference between students’ PLIC scores in skills-based and concepts-based labs were the same regardless of students’ gender. This result suggests that skills-based and concepts-based labs affect men’s and women’s critical thinking skills similarly, despite differences in how it affects their views. The impact of mixed labs, however, on students’ PLIC scores differed for men and women in ways that cannot be explained by the dataset. Future work should evaluate possible explanations for this differential impact.

The size of the gaps between lab types for students of different reported races or ethnicities were more variable on both assessments, as was the precision with which we could measure them. Future work should continue to evaluate the impacts of different types of labs on students with different racial or ethnic identities.

We also find evidence that skills-based labs typically incorporated more activities to support decision making
and communication skills than concepts-based or mixed labs, which correlated with students’ PLIC and E-CLASS performance. Modeling activities, on the other hand, had a smaller difference in prevalence between lab types and a smaller effect on students’ post-test scores. The results indicate that the measures of decision making and communication activities explain most, but not all, of the variability between scores based on lab type.

The additional variability between lab type and student scores may come from limitations in our ability to measure the pedagogical activities in the courses. First, our analyses initially relied on instructors’ classifications of their courses as aiming to reinforce conceptual understanding, develop lab skills, or both about equally. Individual instructors may have used different criteria for characterizing their course along these lines, as evidenced by the variability with which the courses incorporate the three pedagogical features studied. In addition, the analysis captured only the instructors’ perceptions of their instruction, not necessarily what actually took place, and captured only a finite (and not exhaustive) set of activities related to these pedagogical variables. For example, the analysis does not include the role of grading, instructor feedback during class time, or the role of interactions between students, all of which may impact the enactment of these pedagogies. Analysis of instructors’ course materials (e.g., syllabi, explicit learning goals, lab instructions) and the enactment of those materials in classrooms could more accurately (albeit less efficiently) determine the actual instruction carried out in the labs.

Alternatively, the additional variability may come from additional types of activities included in the instruction beyond the three variables explored here. For example, the role of grading in labs may be a critical variable. Prior work found no differences in men’s and women’s physics lab grades, despite consistent differences in their lecture course grades [27]. The authors attributed this result to differences in the testing and grading structures in labs compared with lectures. That is, lecture course grades are typically weighted heavily towards high-stakes individual testing and exams, while lab grades typically rely on lower stakes assessments and group activities. Our study, however, provides additional nuance to this explanation: labs focused on concepts or skills both typically involve group work and we are unaware of systematic differences in testing strategies based on lab type. Future work should seek to identify additional types of activities that differ significantly between the three types of labs and with lectures to explain the remaining effects.

V. LIMITATIONS AND CONCLUSIONS

Our study is limited in several ways. First, our analysis focused exclusively on two physics lab assessments, which probe student views about experimental physics and critical thinking skills. We cannot say that the results can be generalized beyond these constructs or these assessments. The interpretations about students’ views about experimental physics and critical thinking skills are only valid insofar as the assessments validly measure these constructs. Future work should further probe these ideas using additional data sources.

While the datasets are much larger and diverse than typical PER studies [22], simultaneously including data from an array of institution types and student characteristics, the analysis is still limited by sample size, in terms of both the number of unique classes and the number of students who identified with select demographic categories. The data are also not uniformly weighted between these variables, meaning some variables were more precisely measured than others and some results may be biased towards particular institutions or course types. The limited number of students in several demographic groups limited the reliability of estimates of the effect of lab type for those groups of students. Results presented in Appendix D1 indicated that we could not have achieved much better precision for these estimates by using simpler models. Future work, therefore, should further test these results with more data with larger and more diverse samples.

Overall, we found that labs focused on skills improve (or produce equivalent) PLIC and E-CLASS scores for all students compared with labs aiming to reinforce concepts or do both, in part due to the increased focus on student decision-making and communication. The results have important implications for improving student learning and experiences in labs, as well as representation in physics. Given that students with more expertlike views tend to persist in physics [60], it is plausible that a focus on experimentation skills over reinforcing concepts (or, alternatively, providing increased focus on student decision making and communication in labs) could retain more women and students from backgrounds historically excluded and marginalized in physics. Future work should evaluate this possibility explicitly, acknowledging that the different types of labs may affect other aspects of student learning and experiences in different ways.

ACKNOWLEDGMENTS

We acknowledge support from NSF PHY-1734006 and NSF DUE-1611482.

APPENDIX A: DATA COLLECTION AND PROCESSING

Data were collected with the E-CLASS between August 2016 and December 2019 and data were collected with the PLIC between August 2017 and December 2020. Both the E-CLASS and PLIC were administered online as part of an automated administration system [56]. Individual instructors determined how to administer the instruments in their classes, but the automated system sent regular reminders to instructors updating them on how many of their students had completed the assessment. In Sec. A1, we summarize
how data were filtered to arrive at the dataset used in the main text [61]. In Sec. A 2, we provide additional details on the student-level variables used in our analyses: gender, race or ethnicity, and major.

1. Data filtering

In total, 36,538 students in first-year classes submitted valid E-CLASS responses and 10,387 students in first-year classes submitted valid PLIC responses. We considered a response to the E-CLASS to be valid if the student
1. clicked submit at the end of the survey,
2. consented to participate in the study,
3. responded to at least one question, and
4. responded correctly to the filtering question used to eliminate responses from students who were not reading the questions.

We considered a response to the PLIC to be valid if the student:
1. clicked submit at the end of the survey,
2. consented to participate in the study,
3. indicated that they were at least 18 years of age, and
4. spent at least 30 sec on at least one of the four pages of the assessment.

For both assessments, if a student submitted more than one valid pre or post-test response, we kept only the first submitted valid response. Students also sometimes took the assessments multiple times as part of different classes. We treated these valid response. Students also sometimes took the assessments valid pre or post-test response, we kept only the first submitted

For both assessments, if a student submitted more than one valid pre or post-test response, we kept only the first submitted valid response. Students also sometimes took the assessments multiple times as part of different classes. We treated these instances, denoted as student records in Table III, as independent events and used student records as the unit of analysis. We refer to student records as students in the main text.

We removed entire classes from our datasets when the instructor did not indicate the main purpose of their lab. We additionally removed classes from our datasets when the assumption, 49.2% is an upper bound on the response rate completed at least one of the pre or post-test. With this Table III summarizes how the class and student-level filters affected our datasets. Our matched datasets for the E-CLASS and PLIC contained 16,409 and 4,988 students, respectively. We did not have accurate information about how many students were enrolled in each class, but we calculated an upper bound on the response rates by assuming that all students enrolled in classes in our datasets completed at least one of the pre or post-test. With this assumption, 49.2% is an upper bound on the response rate for the E-CLASS and 52.4% is an upper bound on the response rate for the PLIC. These response rates are in line with typical response rates reported in the literature [63].

2. Student-level variables

Students optionally provided demographic information at the end of the E-CLASS and PLIC. For the E-CLASS, students could select from three options when identifying their gender: woman, man, or other (with text box). For the PLIC, students could select from five options when identifying their gender: woman, man, nonbinary (with text box), prefer to self-describe (with text box), or “prefer not to disclose.” We distinguished students’ self-identified genders using the terms man, woman, and nonbinary (which included students that selected “other” on the E-CLASS or “nonbinary” or “prefer to self-describe” on the PLIC) to more closely align with nonbinary and fluid definitions of gender identity [64]. Students could select multiple racial or ethnic identities from a list of seven that we provided: American Indian or Alaska Native, Asian, Black or African American, Hispanic or Latino, Native Hawaiian or other Pacific Islander, White, or other race or ethnicity. Again, students could select prefer not to disclose or skip the question entirely. We did not treat these race or ethnicities as
TABLE IV. CIS items designed to measure the amount of decision making, modeling, and communication activities in labs. Items on the CIS asked instructors how often students engaged in the listed activities: never, rarely, sometimes, often, always. Two items (D1 and C4) were dropped from our revised measurement model for reasons discussed in the text. The factor loadings presented were calculated after standardizing the latent variables.

| Factor          | Code | Item                                                                 | Loading   |
|-----------------|------|----------------------------------------------------------------------|-----------|
| Decision making | D1   | Develop their own research questions                                  | ...       |
|                 | D2   | Design their own procedures                                          | 1.149 ± 0.074 |
|                 | D3   | Build their own apparatus                                            | 0.939 ± 0.081 |
|                 | D4   | Choose their own analysis methods                                    | 0.919 ± 0.073 |
|                 | D5   | Troubleshoot problems with the setup or apparatus                    | 0.703 ± 0.073 |
|                 | D6   | Refine system to reduce uncertainty                                  | 0.850 ± 0.081 |
| Modeling        | M1   | Develop mathematical models for the system being studied             | 0.982 ± 0.096 |
|                 | M2   | Develop conceptual models for the system being studied               | 0.614 ± 0.096 |
|                 | M3   | Develop mathematical models for the measurement tools being used     | 0.534 ± 0.089 |
|                 | M4   | Develop conceptual models for the measurement tools being used       | 0.467 ± 0.084 |
|                 | M5   | Use mathematical or conceptual models to make predictions            | 0.468 ± 0.075 |
| Communication   | C1   | Give oral presentations                                              | 0.512 ± 0.093 |
|                 | C2   | Write lab reports                                                    | 0.458 ± 0.163 |
|                 | C3   | Maintain lab notebooks                                               | 0.989 ± 0.163 |
|                 | C4   | Read journal articles                                                | ...       |

mutually exclusive; rather, we included each of these race or ethnicities as separate independent variables in our analyses, so students could belong to multiple groups. The choices for students’ race or ethnicity follow the Department of Education IPEDS definitions of race [65]. The E-CLASS and PLIC provided different options for students when selecting their intended major, but both assessments allowed students to select prefer not to disclose or to skip the question. We collapsed students’ intended major on the E-CLASS into seven categories: engineering, life science, math and computer science, physics (including astronomy, astrophysics, and engineering physics), other science (including chemistry, geology, and geophysics), non-science, and open or undeclared. The original version of the PLIC provided students with five options when selecting their intended major and we kept those original groups with one exception: we combined physics and engineering physics into one group, physics, consistent with our E-CLASS groups. We thus used four groups for students’ intended major on the PLIC: engineering, physics, other science, and other. We, again, labeled a student’s major as unknown when this information was not provided by the student.

APPENDIX B: MEASUREMENT MODEL FOR PEDAGOGICAL FEATURES OF LABS

In a previous analysis using a similar dataset, Holmes and Lewandowski identified (using both exploratory and confirmatory factor analysis) a group of items on the CIS that measured the amount of decision-making and modeling in labs [35]. We began with these items and factor structure when constructing a measurement model for the amount of decision-making and modeling in labs during our analysis. We extended the model examined in Ref. [35] by including an additional factor for the amount of communication activities in labs using additional items from the CIS. All of the CIS items used in this analysis are listed in Table IV.

We first performed a confirmatory factor analysis using the three-factor model presented in Table IV. We found that this measurement model did not adequately describe the data (confirmatory fit index [CFI] = 0.793; root mean square error of approximation [RMSEA] = 0.134; standardized root mean square residual [SRMR] = 0.100). Examining the standardized factor loadings, we found that item C4 did not load strongly onto the hypothesized communication factor (standardized factor loading <0.35). We also found that item D1 had large residual correlations with three other items, including two that were part of the hypothesized communication factor (which was not part of the original model developed in Ref. [8]).

In our revised model, we removed items D1 and C4. We also added covariance terms between modeling items with parallel language (i.e., M1 and M2, M1 and M3, M2 and M4, and M3 and M4) and with large modification indices in the original model (the average modification index for these four terms was 23.5). We found that this revised model fit our data adequately (CFI = 0.909; RMSEA = 0.100; SRMR = 0.074). The factor loadings from this model are shown in Table IV.

APPENDIX C: FULL RESULTS OF LINEAR MIXED MODELS

1. RQ1: Effects of different lab types on scores for different subpopulations of students

We present complete results of fitted models from Sec. III.A in Table V. Standardized effect sizes were obtained by standardizing continuous variables (i.e., pretest
TABLE V. Two-level linear mixed models of E-CLASS and PLIC post-test scores including lab type and demographic variables with institutions as random intercepts. Standardized coefficients represent effects with pretest and post-test scores grand mean centered. Effects for nominal variables are relative to the reference level (variable level not shown). The variance explained by the fixed effects and random effects (fixed effects alone) is 44% (42%) for E-CLASS and 16% (10%) for PLIC.

| Dependent variable | E-CLASS post-test score | PLIC post-test score |
|--------------------|-------------------------|----------------------|
|                    | $\beta$ | SE | $\beta_{ad}$ | SE | $\beta$ | SE | $\beta_{ad}$ | SE |
| Pretest            | 0.716*** | 0.007 | 0.614*** | 0.006 | 0.291*** | 0.014 | 0.273*** | 0.013 |
| Lab type           |           |      |           |     |           |      |           |     |
| Mixed              | 0.687    | 0.515 | 0.091     | 0.066 | -0.296    | 0.186 | -0.254     | 0.155 |
| Skills based       | 1.046    | 0.616 | 0.138     | 0.079 | 0.160     | 0.141 | 0.137      | 0.117 |
| Gender             |           |      |           |     |           |      |           |     |
| Nonbinary          | -2.327*  | 1.088 | -0.307*   | 0.140 | 0.331     | 0.332 | 0.283      | 0.277 |
| Woman              | -1.073***| 0.210 | -0.141*** | 0.027 | 0.026     | 0.053 | 0.022      | 0.044 |
| Unknown            | -2.116** | 0.730 | -0.279**  | 0.094 | 0.216     | 0.386 | 0.185      | 0.322 |
| Race or ethnicity  |           |      |           |     |           |      |           |     |
| American Indian    | -0.867   | 1.390 | -0.114    | 0.178 | 0.173     | 0.235 | 0.148      | 0.196 |
| Asian              | 0.337    | 0.420 | 0.044     | 0.054 | -0.093    | 0.101 | -0.080     | 0.084 |
| Black              | -0.277   | 0.491 | -0.036    | 0.063 | -0.266    | 0.171 | -0.228     | 0.142 |
| Hispanic           | -0.423   | 0.444 | -0.056    | 0.057 | -0.069    | 0.105 | -0.059     | 0.088 |
| Native Hawaiian    | -1.634   | 1.151 | -0.215    | 0.148 | 0.127     | 0.347 | 0.109      | 0.290 |
| White              | -0.211   | 0.396 | -0.028    | 0.051 | 0.024     | 0.099 | 0.021      | 0.082 |
| Other              | -1.278   | 0.745 | -0.168    | 0.096 | -0.363*   | 0.157 | -0.311*    | 0.131 |
| Unknown            | 0.023    | 0.626 | 0.003     | 0.080 | -0.106    | 0.202 | -0.090     | 0.169 |
| Major              |           |      |           |     |           |      |           |     |
| Engineering        | -0.939***| 0.173 | -0.124*** | 0.022 | -0.189*** | 0.052 | -0.162*** | 0.043 |
| Life Sciences      | -1.647***| 0.196 | -0.217*** | 0.025 |          |      |           |     |
| Math or CS         | -1.380***| 0.194 | -0.182*** | 0.025 |          |      |           |     |
| Other science      | -1.483***| 0.200 | -0.196*** | 0.026 | -0.155**  | 0.052 | -0.133**   | 0.043 |
| Nonscience         | -2.431***| 0.231 | -0.320*** | 0.030 |          |      |           |     |
| Undeclared         | -0.584   | 0.318 | -0.077    | 0.041 |          |      |           |     |
| Other              | -1.707*  | 0.728 | -0.225*   | 0.093 | -0.292*** | 0.067 | -0.250*** | 0.056 |
| Unknown            |          |      |           |     | -0.229    | 0.109 | -0.196*    | 0.091 |
| Lab type * Gender  |           |      |           |     |           |      |           |     |
| Mixed * Nonbinary  | 0.749    | 1.240 | 0.099     | 0.159 | -0.900    | 0.472 | -0.770     | 0.393 |
| Skills based * Nonbinary | 1.486   | 1.375 | 0.196     | 0.177 | -0.597    | 0.389 | -0.511     | 0.325 |
| Mixed * Woman      | 0.777**  | 0.243 | 0.102**   | 0.031 | 0.189*    | 0.095 | 0.161*     | 0.079 |
| Skills based * Woman | 1.264***| 0.288 | 0.167***  | 0.037 | -0.041    | 0.072 | -0.035     | 0.060 |
| Mixed * Unknown    | 2.042*   | 0.841 | 0.269*    | 0.108 | -0.611    | 0.582 | -0.523     | 0.485 |
| Skills based * Unknown | 1.185   | 1.075 | 0.156     | 0.138 | 0.033     | 0.478 | 0.028      | 0.399 |
| Lab type * Race or ethnicity |           |      |           |     |           |      |           |     |
| Mixed * American Indian | 0.559  | 1.492 | 0.074     | 0.192 | -0.532    | 0.399 | -0.455     | 0.333 |
| Skills based * American Indian | 1.854  | 1.856 | 0.244     | 0.238 | -0.586    | 0.311 | -0.501     | 0.259 |
| Mixed * Asian      | -0.064   | 0.476 | -0.008    | 0.061 | 0.147     | 0.172 | 0.126      | 0.143 |
| Skills based * Asian | -0.362  | 0.581 | -0.048    | 0.075 | 0.024     | 0.132 | 0.021      | 0.110 |
| Mixed * Black      | -0.844   | 0.590 | -0.111    | 0.076 | 0.197     | 0.257 | 0.169      | 0.215 |
| Skills based * Black | 0.408   | 0.802 | 0.054     | 0.103 | 0.092     | 0.206 | 0.078      | 0.171 |
| Mixed * Hispanic   | -0.079   | 0.515 | -0.010    | 0.066 | 0.255     | 0.185 | 0.219      | 0.154 |
| Skills based * Hispanic | 0.501  | 0.615 | 0.066     | 0.079 | 0.059     | 0.136 | 0.051      | 0.113 |
| Mixed * Native Hawaiian | 1.302  | 1.289 | 0.172     | 0.166 | 0.464     | 0.543 | 0.397      | 0.453 |
| Skills based * Native Hawaiian | 2.384  | 1.559 | 0.314     | 0.200 | -0.389    | 0.519 | -0.333     | 0.432 |
| Mixed * White      | 0.280    | 0.452 | 0.037     | 0.058 | 0.364*    | 0.168 | 0.312*     | 0.140 |
| Skills based * White | 0.313   | 0.558 | 0.041     | 0.072 | 0.108     | 0.128 | 0.092      | 0.107 |
| Mixed * Other      | 0.516    | 0.847 | 0.068     | 0.109 | 0.254     | 0.229 | 0.217      | 0.191 |

(Table continued)
TABLE VI. Two-level linear mixed models of E-CLASS post-test scores including pedagogical and demographic variables with institution as a random intercept. Standardized coefficients represent effects with pretest and post-test scores grand mean centered. For nominal variables, effects are estimated relative to the reference level, which can be inferred by the level of the variable that is not shown in the table. The percent variance explained by the fixed effects alone is approximately 41% for both models. The percent variance explained by the fixed and random effects together is approximately 44% for both models.

| Dependent variable | Model 1 | Model 2 |
|--------------------|---------|---------|
| **E-CLASS post-test score** |         |         |
|                       | \(\beta\) & SE & \(\hat{\beta}_{std}\) & SE | \(\beta\) & SE & \(\hat{\beta}_{std}\) & SE |
| Skills based * Other | 1.177 & 1.021 & 0.155 & 0.131 | 0.368 & 0.195 & 0.315 & 0.163 |
| Mixed * Unknown      | -0.095 & 0.714 & -0.012 & 0.092 | 0.216 & 0.334 & 0.185 & 0.278 |
| Skills based * Unknown | -0.740 & 0.841 & -0.097 & 0.108 | 0.094 & 0.266 & 0.081 & 0.221 |
| Constant             | 4.621*** & 0.513 & 0.140* & 0.064 | 3.844*** & 0.154 & -0.088 & 0.111 |

- \(p < 0.05\).
- \(** p < 0.01\).
- \(*** p < 0.001\).
and post-test scores) and refitting the models. In the main text, we reported expected outcomes from our fitted models (i.e., marginal effects), which indicate how post-test scores varied with particular independent variables (i.e., lab type, gender, and race or ethnicity).

2. RQ3: Effects of pedagogical variables on students’ scores

We present complete results of fitted models from Sec. III C in Tables VI and VII. Standardized effect sizes were obtained by standardizing continuous variables (i.e., pretest and post-test scores) and refitting the models. In the main text, we reported expected outcomes from our fitted models (i.e., marginal effects), which indicate how post-test scores varied with particular independent variables (i.e., pedagogical features). In Sec. III C, we also reported estimates for the fraction of the effect of lab type that could be explained by pedagogical features of the labs. We calculated these estimates by combining the results of Secs. III A and III B with the results presented in Tables VI and VII above. In Sec. III B, we calculated the differences in average factor scores between skills-based and concepts-based labs (\(\Delta F_{\text{std}}\) in Table VIII). Multiplying these difference by the standardized effects of the pedagogical variables in Tables VI and VII (\(\beta_{\text{std}}\)), we obtained an estimate for the expected difference in post-test scores (in units of standard deviations) between skills-based labs and concepts-based labs, considering only the pedagogical variables. Dividing this value by the marginal effect of skills-based labs (compared to concepts-based labs) on students’ standardized post-test scores from Sec. III A (0.21 \pm 0.05 for the E-CLASS and 0.18 \pm 0.10 for the PLIC), we obtained an estimate of the fraction of the marginal

| TABLE VII. Two-level linear mixed models of PLIC post-test scores including pedagogical and demographic variables with institution as a random intercept. Standardized coefficients represent effects with pretest and post-test scores grand mean centered. For nominal variables, effects are estimated relative to the reference level, which can be inferred by the level of the variable that is not shown in the table. The percent variance explained by the fixed effects alone is approximately 10% for both models. The percent variance explained by the fixed and random effects together is approximately 16% for model 1 and approximately 17% for model 2. |
|---|---|---|---|
| Model 1 | Model 2 |
| Pretest | 0.294*** | 0.015 | 0.275*** | 0.013 |
| Pedagogical variables | | | | |
| Decision making | 0.085*** | 0.025 | 0.078*** | 0.022 |
| Modeling | 0.024 | 0.043 | 0.019 | 0.032 |
| Communication | | | | |
| Gender | | | | |
| Nonbinary | −0.193 | 0.154 | −0.165 | 0.128 |
| Woman | 0.031 | 0.033 | 0.026 | 0.028 |
| Unknown | 0.189 | 0.211 | 0.161 | 0.175 |
| Race or ethnicity | | | | |
| American Indian | −0.218 | 0.139 | −0.186 | 0.116 |
| Asian | −0.060 | 0.060 | −0.051 | 0.050 |
| Black | −0.176 | 0.086 | −0.150 | 0.072 |
| Hispanic | −0.003 | 0.062 | −0.003 | 0.051 |
| Native Hawaiian | 0.120 | 0.219 | 0.102 | 0.182 |
| White | 0.123 | 0.058 | 0.105 | 0.048 |
| Other | −0.152 | 0.083 | −0.129 | 0.069 |
| Unknown | −0.034 | 0.120 | −0.029 | 0.100 |
| Major | | | | |
| Engineering | −0.209*** | 0.052 | −0.178*** | 0.044 |
| Other science | −0.181*** | 0.053 | −0.155*** | 0.044 |
| Other | −0.304*** | 0.068 | −0.259*** | 0.057 |
| Unknown | −0.232* | 0.111 | −0.198* | 0.092 |
| Constant | 3.897*** | 0.123 | −0.052 | 0.083 |

\(^* p < 0.05.\)

\(^{**} p < 0.01.\)

\(^{***} p < 0.001.\)
TABLE VIII. Estimate of the fraction of the observed effect of skills-based labs (compared to concepts-based labs) that can be explained by the pedagogical variables. \( \mathbb{E}[FS_{\text{diff}}] \) is the difference in average factor scores for skills-based and concepts-based labs. \( \beta_{\text{std}} \) is the effect of the pedagogical variable on students’ post-test scores. \( \mathbb{E}[FS_{\text{diff}}] \times \beta_{\text{std}} \) gives the expected difference in students’ post-test scores between skills-based and concepts-based labs with average factor scores, and dividing this value by the marginal effect of skills-based labs (compared to concepts-based labs), MESkills, gives an estimate of the proportion of the effect of skills-based labs that can be attributed to each pedagogical variable. Note that the decision-making and communication variables were modeled separately and so the effects of these variables are not additive; there is considerable overlap in the variance explained by these variables.

| Variable       | \( \mathbb{E}[FS_{\text{diff}}] \) | \( \beta_{\text{std}} \) | \( \mathbb{E}[FS_{\text{diff}}] \times \beta_{\text{std}} \) | \( \frac{\mathbb{E}[FS_{\text{diff}}] \times \beta_{\text{std}}}{\text{MESkills}} \) |
|----------------|----------------------------------|----------------------------|-------------------------------------------------|-----------------------------------------------|
| Decision making| 1.44 ± 0.17                      | 0.056 ± 0.012              | 0.080 ± 0.019                                    | 0.342 ± 0.102                                 |
| Modeling      | 0.45 ± 0.23                      | 0.034 ± 0.011              | 0.015 ± 0.009                                    | 0.065 ± 0.041                                 |
| Communication | 1.57 ± 0.17                      | 0.061 ± 0.010              | 0.096 ± 0.019                                    | 0.407 ± 0.111                                 |

The GVIFs for most of the main effects variables were above 2, suggesting limited precision on the estimates of those effects. Our analysis was particularly concerned with the interaction terms between lab type, gender, and race or ethnicity, and the large VIFs on the main effects do not suggest any issues with the interpretation of the interaction terms. Models with interaction terms are generally presented in the main text. Values roughly indicate the ratio of the standard error for a variable relative to the standard error for a model with only that variable included.

| Variable                        | E-CLASS       | PLIC          |
|---------------------------------|---------------|---------------|
| Lab type                        | 2.772         | 2.788         |
| Pretest score                   | 1.016         | 1.010         |
| Major                           | 1.010         | 1.025         |
| Gender                          | 3.576         | 1.963         |
| American Indian                 | 2.992         | 1.713         |
| Asian                           | 3.829         | 2.889         |
| Black                           | 2.301         | 2.322         |
| Hispanic                        | 2.787         | 1.949         |
| Native Hawaiian                 | 2.488         | 1.600         |
| White                           | 4.122         | 2.966         |
| Other                           | 2.604         | 1.983         |
| Unknown Race                    | 3.399         | 2.155         |
| Lab type * Gender               | 1.593         | 1.482         |
| Lab type * American Indian      | 1.741         | 1.323         |
| Lab type * Asian                | 2.647         | 2.248         |
| Lab type * Black                | 1.568         | 1.674         |
| Lab type * Hispanic             | 1.976         | 1.534         |
| Lab type * Native Hawaiian      | 1.585         | 1.271         |
| Lab type * White                | 3.400         | 2.771         |
| Lab type * Other                | 1.716         | 1.456         |
| Lab type * Unknown race         | 2.240         | 1.647         |

The effect of lab type that can be explained by each of the pedagogical variables. These results are presented in Table VIII.

APPENDIX D: MODEL DIAGNOSTICS

In this appendix, we examine qualities of our linear mixed models from Sec. III A. In Sec. D 1 we examine how our model choices impacted precision in our estimated effects, while in Sec. D 2 we check visually how well our models satisfied assumptions of linear mixed models and discuss implications of violations of these assumptions.

1. Variance inflation factors

We prioritized accuracy over precision in this study by simultaneously controlling for several variables to better estimate the effect of lab type on students’ scores. In this section, we present variance inflation factors that quantify the degree to which we decreased precision in our estimates by taking this approach. Variance inflation can have significant impacts on \( p \) values and elevate false negative rates, which is why we expressly avoided placing significant weight on \( p \) values in our discussion.

Variance inflation factors (VIFs) can be interpreted as the ratio of the standard error of a coefficient in a model to the standard error of that coefficient if only that variable, and no others, were included in the model. A VIF of two would indicate that the standard error of a coefficient in the model was double to its standard error in a model with only that variable. We used a generalized VIF (GVIF) here that corrects for the degrees of freedom of a variable [66] and is more useful for linear mixed models. We checked the GVIFs for all variables included in each of our linear mixed models. The results are shown in Table IX.
susceptible to inflated variances, but we found only minimal variance inflation in the interaction terms here. Only the interaction terms for lab type with Asian, White, and Unknown race had GVIFs larger than two. The small GVIFs for the other interaction terms indicated that we could not have achieved substantially better precision for the interaction terms even if we had used a simpler model. The larger GVIFs on the interaction terms were not problematic for interpreting our data because, even with inflated variances, we were able to measure these terms more precisely than the others.

2. Visual check of model assumptions

Linear mixed models have the same modeling assumptions as multiple linear regression, in addition to assuming that there exists a nested structure to the data. The two most important assumptions that we evaluate here are the homoskedasticity of residuals with fitted values (i.e., the spread of residuals is approximately the same for all predicted values of the dependent variable) and the normality of residuals.

We evaluated the above assumptions visually using Fig. 4. Plots of residuals against fitted values did not display any obvious trends that would lead us to conclude that the assumption of homoskedasticity was violated egregiously. All quantile-quantile plots of standardized residuals displayed some departure from normality at the left tails of the distribution. This departure from normality at the tails of the distribution is not uncommon and does not generally affect the interpretation of $p$ values or the estimated effects [67].
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