I. INTRODUCTION

Electrons interacting in the presence of a finite temperature play an important role in many applications including the study of planetary cores\cite{1,2}, plasma physics\cite{3,4}, laser experiments\cite{5}, and condensed phases of matter\cite{6,7}. There has been a recent push to take methods which are effective for solving ground state electronic structure problems, especially quantum chemical wavefunction methods, and adapting them to treat finite temperature. Examples of this include perturbation theories\cite{8–12} and coupled cluster techniques\cite{13–21}. Other \textit{ab initio} methods under active development include \textit{ft}-DFT\cite{22–26} and various flavors of Green's function methods\cite{27–33} such as self-consistent second-order perturbation theory (GF2) and \textit{GW} theory.

Additionally, embedding theories, which break the calculation up into an exactly treated subsystem and an approximately treated bath, have been proposed\cite{34–46}. There are also a variety of quantum Monte Carlo methods which work with finite temperature ensembles of electrons, such as path integral Monte Carlo\cite{47–54}, determinant quantum Monte Carlo (DQMC)\cite{55,56}, finite temperature auxiliary field quantum Monte Carlo (ft-AFQMC)\cite{57–61}, and Krylov-projected quantum Monte Carlo\cite{62}.

The method we use here, density matrix quantum Monte Carlo (DMQMC), stochastically samples the exact $N$-body density matrix in a finite basis\cite{63}. It is the finite temperature equivalent to FCIQMC\cite{64}, which has been very successful in treating ground-state problems to FCI accuracy. In the original paper\cite{63}, DMQMC calculated thermal quantities for the Heisenberg model including the energy and Renyi-2 entropy. Thereafter, interaction picture DMQMC (IP-DMQMC) was introduced which introduced a change of picture allowing for the diagonal (and trace) of the density matrix to be sampled much more accurately than DMQMC.\cite{65} It does so by simulating one temperature at a time and starting at an approximate density matrix for that temperature. After being developed to use the initiator approach\cite{66}, which was also adapted from the ground-state FCIQMC version\cite{67}, IP-DMQMC benchmarked the warm dense electron gas alongside path integral Monte Carlo approaches to obtain a finite-temperature local density approximation functional.\cite{67–69} In addition to these successes, IP-DMQMC showed promise in initial applications to molecular systems\cite{70} and its sign problem showed to be similar to that of FCIQMC\cite{71}. Recently DMQMC has also inspired a new method, fixed point quantum Monte Carlo, which samples the ground state density matrix.\cite{72}

In this work we seek to extend IP-DMQMC by continuing the simulation after the target inverse temperature is reached. We find that continuing to apply the Bloch equation as the propagator allows for the rest of the temperature-dependent energy to be found. This is possible because IP-DMQMC reaches the exact density matrix (on average) once it reaches a target temperature. This paper starts with an introduction to DMQMC methods followed by a derivation of the new piecewise IP-DMQMC propagation equations (which we call PIP-DMQMC). Next we test PIP-DMQMC for a set of molecular systems making comparison with DMQMC, IP-DMQMC, and finite temperature full configuration interaction (ft-FCI).\cite{73} We then explore how PIP-DMQMC can be combined with the initiator approximation (i-PIP-DMQMC) and that these can be used to treat larger systems that cannot be exactly diagonalized. We close by noting how the compute time cost of simulating a range of evenly-spaced target inverse temperatures in IP-DMQMC scales roughly as the square of the largest target inverse temperature sampled, while PIP-DMQMC samples the same range with linear scaling.
II. METHODS

In this section, we begin with a review of the DMQMC algorithm including key algorithmic definitions and the initiator approximation. We then describe how IP-DMQMC differs from DMQMC and the sum-over-states methods we used here (ft-FCI and THF). Section III introduces our new method PIP-DMQMC.

A. DMQMC

The DMQMC set of methods\textsuperscript{63} was a generalization of full configuration interaction quantum Monte Carlo (FCIQMC)\textsuperscript{64} to solving the $N$-body density matrix at finite temperature:

\begin{equation}
\hat{\rho}(\beta) = e^{-\beta\hat{H}},
\end{equation}

where $\beta = 1/kT$. The density matrix is written in a finite basis in imaginary time:

\begin{equation}
\hat{\rho}(\beta) \rightarrow \hat{f}(\tau) = \sum_{ij} f_{ij}(\tau)|D_i\rangle\langle D_j|,
\end{equation}

where $D_i$ are the orthogonal Slater determinants. These determinants are formed from the orbitals calculated during a ground state Hartree–Fock (HF) calculation. In DMQMC, the density matrix is represented by walkers which are said to be on sites in the simulation. One site, labelled with an $i$ and $j$ index, represents each $|D_i\rangle\langle D_j|$ and the number of walkers at site $ij$ is proportionate to $f_{ij}$. The goal is to find

\begin{equation}
E(\beta) = \frac{\text{Tr}[\hat{H}\hat{\rho}(\beta)]}{\text{Tr}[\hat{\rho}(\beta)]},
\end{equation}

by taking an average over $N_\beta$ separate simulations (these are termed $\beta$ loops).

In DMQMC, the simulation is started from a random distribution of walkers along the diagonal of the density matrix, which represents the exact density matrix at high temperature:

\begin{equation}
\hat{f}(\tau = 0) = \mathcal{P}.
\end{equation}

The symmetrized Bloch equation is then applied in the form

\begin{equation}
\frac{d\hat{f}(\tau)}{d\tau} = -\frac{1}{2} \left[ \hat{H}\hat{f}(\tau) + \hat{f}(\tau)\hat{H} \right],
\end{equation}

and using the Bloch equation with a finite $\Delta \tau$ yields the equations of motion:

\begin{equation}
f_{ij}(\tau + \Delta \tau) = f_{ij}(\tau) [1 + \Delta \tau S] - \frac{\Delta \tau}{2} \sum_k [H_{ik} f_{kj}(\tau) + f_{ik}(\tau)H_{kj}],
\end{equation}

where a constant shift ($S$) is applied to each matrix element, and is dynamically updated during the simulation to control the walker population. At every time step for DMQMC, $f_{ij}(\tau)$ is equivalent to sampling $\rho_{ij}(\beta)$ at $\beta = \tau$.

Equation 6 is interpreted in the DMQMC algorithm by steps referred to as spawning, cloning/death, and annihilation. This is key for the computational efficiency of the method and are described in more detail in the supplementary information. Spawning stochastically samples the $\sum_k$ taking advantage of the sparsity of $\hat{H}$ and the death/cloning steps control the walker population/memory cost.

The shift is updated at intervals using:

\begin{equation}
S(\tau + \Delta \tau) = S(\tau) - \frac{\zeta}{\Delta \tau} \ln \left( \frac{N_w(\tau + \Delta \tau)}{N_w(\tau)} \right).
\end{equation}

In this equation $A$ is the number of imaginary time steps (iterations of Eq. (6)) between updates, $N_w$ is the walker population, and $\zeta$ is a damping parameter. For this study we used $A = 10$ and $\zeta = 0.05$.

The initiator approximation\textsuperscript{66} was developed in FCIQMC and subsequently adapted for DMQMC.\textsuperscript{74} The initiator approximation is a way to stabilize the sign problem, (which arises in numerical methods due to coefficients in the solution having both positive and negative values). In DMQMC, two parameters are introduced: a spawned walker threshold, $n_{add}$, and an excitation number cutoff, $n_{ex}$. The population of sites occupied in the simulation (the $ij$ indices) is divided into initiators which have a population that is $\geq n_{add}$ or an excitation number $\leq n_{ex}$. To find the excitation number for the $ij$ site, the excitations between $D_i$ and $D_j$ in $|D_i\rangle\langle D_j|$ are used (i.e. if $D_i$ was a double excitation of $D_j$, this would count as $n_{ex} = 2$). Spawning events to sites without walkers are then allowed only if they come from initiator sites or two spawning events with the same sign arrive at once to a single site. This introduces a population-and-system-dependent systematic error to the simulation that is removed in the limit of an infinite total walker population ($N_w \rightarrow \infty$). This is typically referred to as being systematically improvable.\textsuperscript{66,74–79} We used $n_{add} = 3.0$ and $n_{ex} = 2$ in this study, which came from preliminary investigations and was consistent with previously used values for the uniform electron gas.\textsuperscript{74}

B. IP-DMQMC

In IP-DMQMC the simulation starts with a known density matrix:

\begin{equation}
\hat{f}(\tau = 0) = e^{-\beta \tau \hat{H}^{(0)}},
\end{equation}

where $\hat{H}^{(0)}$ is the diagonal of $\hat{H}$. Then, the simulation proceeds in imaginary time aiming to sample the exact density matrix at a certain $\beta$ (the target $\beta$ or $\beta_T$). Over
the simulation IP-DMQMC samples

\[ \hat{f}(\tau) = e^{-(\beta_T - \tau)\hat{H}^{(0)}} e^{-\tau \hat{H}} \]  

(9)

instead of sampling \( e^{-\tau \hat{H}} \). Each IP-DMQMC calculation requires a \( \beta_T \) to be specified which is the inverse temperature at which we wish to calculate the density matrix.

The initial density matrix \( e^{-\beta \hat{H}^{(0)}} \) is stochastically sampled. The protocol is as follows. First, select a determinant by occupying \( N \) orbitals at random, and then accepting this selection according to the product of its normalized Fermi-Dirac weights:

\[ P = \prod_{p \in \text{occ}} n_p \prod_{p \in \text{unocc}} 1 - n_p, \]

(10)

where \( p \) refers to an orbital index. The abbreviations \( \text{occ} \) and \( \text{unocc} \) respectively refer to occupied and unoccupied orbital indices. The normalized Fermi-Dirac weights are calculated as:

\[ n_i = \frac{1}{e^{\beta (\epsilon_i - \mu)} + 1}, \]

(11)

where \( \epsilon_i \) are the single-particle energies (ground-state HF orbital eigenvalues), and \( \mu \) is a temperature-dependent chemical potential calculated so that the weights sum to the particle number.\(^{65}\) Accepting only those orbital configurations which conserve the particle number and symmetry ensures a canonical distribution is obtained.

The Fermi-Dirac weights sample \( e^{-\beta \hat{H}'} \), where \( \hat{H}' \) is diagonal in the Slater Determinant basis and is made from non-interacting orbitals that have as their orbital energies the HF one-particle eigenvalues. Noting that \( e^{-\beta \hat{H}'} \neq e^{-\beta \hat{H}^{(0)}} \), the walker population on that site is then set to the difference between the \( e^{-\beta \hat{H}^{(0)}} \) and the \( e^{-\beta \hat{H}'} \), normalized such that selection of \( \hat{H}_i^{(0)} \) is given a weight of 1, then the population is stochastically rounded to a predefined cutoff (0.01 in this work).\(^{80}\) Annihilation is performed on the spawned walkers, prior to propagation, once the desired walker population is reached from initialization.

The propagator in IP-DMQMC is

\[ \frac{d\hat{f}(\tau)}{d\tau} = \hat{H}^{(0)} \hat{f}(\tau) - \hat{f}(\tau) \hat{H}, \]

(12)

and because the matrix Eq. (9) contains \( \hat{H}^{(0)}, \hat{H}'^{(0)} \) appears in our propagator. The absence of a \( \frac{1}{2} \) when compared to DMQMC (Eq. (5)) is because the propagator is asymmetric to save the computational cost of storing additional factors.\(^ {81}\) Using the propagator with a finite \( \Delta \tau \), and including a constant shift \( (S) \) for controlling the population the equations of motion are written as:

\[ f_{ij}(\tau + \Delta \tau) = f_{ij}(\tau) [1 + \Delta \tau S] - \Delta \tau \sum_k [-H_{ik}^{(0)} f_{kj}(\tau) + f_{ik}(\tau) H_{kj}], \]

(13)

In IP-DMQMC, \( f_{ij}(\tau) \) is equivalent to sampling \( \rho_{ij}(\beta) \) only at \( \tau = \beta_T \).

### C. ft-FCI and THF

In this work, it is useful to have exact finite temperature electronic energies to benchmark the QMC methods. Therefore, we use a sum-over-states method to generate the exact energy (within a basis), known as ft-FCI.\(^ {73}\) The finite temperature energy is

\[ E = \frac{\sum_i E_i e^{-\beta E_i}}{\sum_i e^{-\beta E_i}}, \]

(14)

where \( E_i \) are the energy eigenstates resulting from the exact diagonalization (FCI) of \( \hat{H} \).

In addition to ft-FCI, we calculate an energy referred to as thermal HF (THF), which is a sum over Boltzmann weighted Slater determinants:

\[ E^{(0)} = \frac{\sum_i E_i^{(0)} e^{-\beta E_i^{(0)}}}{\sum_i e^{-\beta E_i^{(0)}}}, \]

(15)

\( E^{(0)} \) is the energy of a single Slater determinant comprised of the canonical orbitals from a ground-state HF calculation. In our case, this means \( E_i^{(0)} = \hat{H}_{ii} \), or the diagonal of the FCI Hamiltonian prior to diagonalization. To calculate the thermal correlation energy, we subtract THF from ft-FCI. When the correlation energy is negative, ft-FCI is lower in energy than THF.

### III. PIP-DMQMC

The benefit of IP-DMQMC is that the starting density matrix is much closer to the density matrix at \( \beta_T \) and the change of the density matrix over the simulation is reduced. However, the limitation of this approach is that a single target temperature must be simulated at a time and, consequently, this means that more computer time is spent in the calculation trying to reach \( \beta_T \) than collecting statistics at \( \beta_T \). Our method here is designed to overcome this limitation.

Noting that the density matrix in an IP-DMQMC simulation is exact at \( \tau = \beta_T \), i.e.

\[ f_{ij}(\tau = \beta_T) = \rho_{ij}(\beta_T), \]

(16)

application of the Bloch equation on this IP-DMQMC density matrix would allow us to determine \( \delta(\beta_T + \Delta \tau) \). Repeated application of the Bloch equation will generally allow the density matrix at \( \beta > \beta_T \) to be found.

In piecewise IP-DMQMC (PIP-DMQMC) we therefore start with the same density matrix as in IP-DMQMC,

\[ \hat{f}(\tau = 0) = e^{-\beta_T \hat{H}^{(0)}}, \]

(17)
and the propagator can be expressed as,
\[ \frac{d\hat{f}(\tau)}{d\tau} = \Theta(\beta_T - \tau) \left[ \hat{H}^{(0)} f(\tau) - \hat{f}(\tau) \hat{H} \right] - \frac{1}{2} \left[ 1 - \Theta(\beta_T - \tau) \right] \left[ \hat{H} \hat{f}(\tau) + \hat{f}(\tau) \hat{H} \right], \] (18)
where \( \Theta(x) \) is a Heaviside step function defined as being equal to 1 for \( x > 0 \) and 0 otherwise. We note that the propagator is always asymmetric in the IP-DMQMC part of the simulation as symmetrizing IP-DMQMC is non-trivial.\(^{83}\) In the Bloch equation above, the propagator is explicitly symmetrized, which is where the factor of \( \frac{1}{2} \) comes from.

A formulation where the Bloch equation is asymmetric is also possible:
\[ \frac{d\hat{f}(\tau)}{d\tau} = \Theta(\beta_T - \tau) \left[ \hat{H}^{(0)} f(\tau) - \hat{f}(\tau) \hat{H} \right] - \left[ 1 - \Theta(\beta_T - \tau) \right] \hat{f}(\tau) \hat{H}. \] (19)
Using these propagators with a finite \( \Delta \tau \), the equations of motion are:

\[ f_{ij}(\tau + \Delta\tau) = \begin{cases} f_{ij}(\tau) [1 + \Delta\tau S] - \Delta\tau \sum_k \left[ -H_{ik}^{(0)} f_{kj}(\tau) + f_{ik}(\tau) H_{kj} \right] & \tau < \beta_T \; ; \\ f_{ij}(\tau) [1 + \Delta\tau S] - \frac{\Delta\tau}{\tau} \sum_k \left[ H_{ik} f_{kj}(\tau) + f_{ik}(\tau) H_{kj} \right] & \tau \geq \beta_T \end{cases} \] (20)

\[ f_{ij}(\tau + \Delta\tau) = \begin{cases} f_{ij}(\tau) [1 + \Delta\tau S] - \Delta\tau \sum_k \left[ -H_{ik}^{(0)} f_{kj}(\tau) + f_{ik}(\tau) H_{kj} \right] & \tau < \beta_T \; ; \\ f_{ij}(\tau) [1 + \Delta\tau S] - \Delta\tau \sum_k f_{ik}(\tau) H_{kj} & \tau \geq \beta_T \end{cases} \] (21)

In Eq. (20), the IP-DMQMC equations of motion (Eq. (13)) is used for the sub-domain before the target beta is reached (\( \tau < \beta_T \)) and the symmetric Bloch equation (Eq. (6)) is used subsequently (\( \tau \geq \beta_T \)). In Eq. (21), the formalism drops the symmetrization in the Bloch equation.

Which of these equations of motion, symmetric or asymmetric, gets used tends to be based on preliminary calculations and prior knowledge. As in the original DMQMC algorithm, symmetric propagation should generally result in less stochastic noise but may also raise the plateau.\(^{71}\) This is consistent with what we found in preliminary calculations: the asymmetric propagation is effective without the initiator approximation and symmetric propagation is effective with the initiator approximation.

In PIP-DMQMC, \( f_{ij}(\tau) \) is equivalent to sampling \( \rho_{ij}(\beta) \) at \( \tau \geq \beta_T \). The key result here is that piecewise propagation has the potential benefits of IP-DMQMC – skipping initialization on the identity matrix – while also allowing for continued propagation using the Bloch equation to higher values of \( \beta \). Below, we mainly test PIP-DMQMC simulations using \( \beta_T = 1.0 \), but we also examine the effects of changing \( \beta_T \). Finally, we also note in passing that when the total \( \beta \) simulated in PIP-DMQMC is \( \beta_T \), the simulation reverts back to IP-DMQMC, thus we would expect these to be equivalent when the random number seed is fixed.

\[ V. \text{ RESULTS AND DISCUSSION} \]

In order to validate PIP-DMQMC, we set a target accuracy for the energy of a 1 millihartree difference to the ft-FCI energy, which is the standard for high accuracy approaches in QMC for the ground state. We note in passing that this may be too high of an accuracy for finite temperature applications. We measured the accuracy for a range of test systems which we could treat with exact diagonalization. The number of density matrix elements (the square of the determinants in the matrix) for these systems range from \( 10^5 \) to \( 10^8 \). As well

\[ IV. \text{ CALCULATION DETAILS} \]

The PIP-DMQMC algorithm was implemented in the HANDE-QMC\(^{82}\) package. The molecular systems used were: Be/aug-cc-pVDZ, BeH\(_2\) Be/cc-pVDZ H/DZ, equilibrium H\(_8\)/STO-3G, equilibrium H\(_4\)/cc-pVDZ, stretched H\(_8\)/STO-3G, N\(_2\)/STO-3G, LiF/STO-3G, CO/STO-3G, HCN/STO-3G, HBCH\(_2\)/STO-3G, H\(_2\)O/cc-pVDZ and CH\(_4\)/cc-pVDZ. Geometries are provided in the supplementary information and come from a variety of sources.\(^{64,71,83-88}\) Molecular integral files for the one- and two-particle interactions organized by orbital indices are generated with Molpro.\(^{89}\) HANDE-QMC was used to run DMQMC, IP-DMQMC and PIP-DMQMC and to generate the FCI and \( H^{(0)} \) eigenspectrum for ft-FCI and THF respectively. A python script was used to perform the sum-over-states method for ft-FCI and THF. Other simulation parameters are included in our data repository and supporting information.
as PIP-DMQMC, four other calculations were performed: DMQMC, IP-DMQMC, ft-FCI, and THF. For THF, the orbitals and eigenvalues are frozen in the ground state. This is opposed to the traditional thermal Hartree–Fock method where the orbitals and eigenvalues are self-consistently calculated at the given temperature. For this reason, THF is a thermal Hartree–Fock like mean-field method.\textsuperscript{74}

In each of the DMQMC-type calculations, the walker population was set above the DMQMC plateau,\textsuperscript{71} which is a system-specific number of walkers required to overcome the sign problem, and the initiator adaptation was not used. The walker numbers used ranged from $5 \times 10^5$ to $10^7$ depending on the plateau estimated for each system by running a single calculation with no shift ($S = 0$ in Eq. (6) throughout the simulation). Energies are reported as averages over 100 $\beta$-loops ($N_{\beta} = 100$).

Preliminary investigations showed that systematic errors were slightly smaller in magnitude for asymmetric propagation (Eq. (21)) in PIP-DMQMC (with no initiator approximation) compared to symmetric propagation (Eq. (20)). This is consistent with the asymmetric DMQMC propagators having a smaller plateau, and for this reason we used asymmetric propagation (Eq. (21)) in these tests.\textsuperscript{71}

A representative example of our set, the BeH$_2$ molecule, is analyzed in Fig. 1. In Fig. 1 (top panel), PIP-DMQMC is found to agree with DMQMC, IP-DMQMC, and ft-FCI by visual inspection. This was true across the whole data set but only corresponds to an accuracy of $\sim 0.2$ Ha because the scale is so large. In Fig. 1 (bottom panel), we take a closer look at the systematic energy differences by subtracting the ft-FCI energy. For the range of $\beta$ values studied, PIP-DMQMC consistently achieves equivalent or improved accuracy compared to DMQMC and IP-DMQMC, and its systematic error lies within 1mHa. In particular, in common with IP-DMQMC, it is able to improve upon the ‘shouldering’ seen in this DMQMC line—an increase in stochastic error at intermediate $\beta$ values—which comes from loss of information from the diagonal of the density in DMQMC (this is what was what prompted the development of IP-DMQMC)\textsuperscript{65}. PIP-DMQMC generally performs comparably with IP-DMQMC with the error for both methods falling well within the stated 1mHa accuracy target, though there is a difference in performance at $\beta$ values between 5 and 10.

Figure 2 compares IP-DMQMC and PIP-DMQMC by looking at all of the test set data. In each case, differences were found between the method and ft-FCI and we are paying particular attention to the mHa error threshold. Here, we do find that IP-DMQMC has a drift towards lower values at intermediate $\beta$ regimes in most cases which recovers at large $\beta$. A prominent example of this visible in Fig. 2 is stretched H$_8$, with a maximum deviation at around $\beta = 10$. Similar to DMQMC, this appears to be related to how the simulation is initialized; if a particular state is unlikely to be chosen there can...
be errors due to under-sampling. This would ultimately be remedied if enough $\beta$ loops were run. PIP-DMQMC appears to mostly remedy this, though we note that PIP-DMQMC does tend to have a dip in energy near its crossover point (where it switches propagator). Examples of this are BeH$_2$ (Fig. 1), and CO in the supporting information.

Overall, therefore, we can conclude that PIP-DMQMC achieves just as good if not better energies than DMQMC and IP-DMQMC across our test set.

For all data presented so far, we have used a $\beta_T = 1.0$ for PIP-DMQMC. Therefore it is worthwhile checking our conclusions for a range of $\beta_T$ values so we are not dependent on $\beta_T$. In Fig. 3(a) we plot PIP-DMQMC data for a range of $\beta_T$ values from $\beta_T = 1.0$ to $\beta_T = 20.0$ using Eq. (21) for the BeH$_2$ system.

The accuracy of PIP-DMQMC tended to remain similar or improve across the $\beta_T$ used, supporting the prior conclusions made about the method. For the energy difference at $\beta = \beta_T$, the accuracy tended to be similar across all the $\beta_T$ simulated. For the energy difference at $\beta > \beta_T$, the accuracy in general remained similar or shows slight improvement. The one exception being for $\beta_T = 1.0$ where a notable decrease in accuracy is initially observed. Crucially all lines stay within the target accuracy of $\pm 1$ mHa, which is too large to be shown on the plot range used in Fig. 3(a).

In addition to investigating the accuracy of PIP-DMQMC using several $\beta_T$, we investigate the variance of PIP-DMQMC in Fig. 3(b). Both PIP-DMQMC and IP-DMQMC methods have the same variance at $\beta = \beta_T$ because we are using the same random number seed. In general the variance peaks at intermediate $\beta$. Comparing the variance from PIP-DMQMC (run beyond the target $\beta$) to the variance from IP-DMQMC, we see, in general, that the PIP-DMQMC variance is similar to or smaller than IP-DMQMC. This is to say that PIP-DMQMC’s use of the Bloch equation tends to decrease variance relative to IP-DMQMC at $\beta > \beta_T$. One reason for this could be the way in which IP-DMQMC is initialized. We first recall that the Fermi-Dirac weights are used to select the diagonal matrix elements and that then these are re-weighted for the difference between the Fermi-Dirac density matrix and the Hartree–Fock density matrix (Eq. (17)). The re-weighting happens through spawning a certain number of walkers on this element. When the Fermi-Dirac density matrix is a poor match for the Hartree–Fock density matrix, the re-weighting will be large. However this, in turn, limits the high-energy rows that can be included in the simulation. Over successive $\beta$ loops, our data are consistent with the idea that the variance due to this initialization is larger than propagating from an earlier $\beta$ using the Bloch equation. The consequence of this is that more $\beta$ loops may be required to convergence the stochastic error in IP-DMQMC as compared with PIP-DMQMC.

Our next test is to find out whether the initiator approximation works well with PIP-DMQMC. The initiator approximation is important for treating larger systems because the critical walker population (also known as a plateau height) rapidly grows beyond what we can store. We found that adding to the initiator space when the site has a population of 3 or greater ($n_{add} = 3$) and having states be initiators if the bra and ket only differ by a double excitation ($n_{ex} = 2$) gives reasonable results; these values were consistent with previous calculations in the uniform electron gas.74 As $n_{ex}$ causes the simulation to have a plateau again, we also must make sure we
In Fig. 4, we show the results of the initiator adaptation with PIP-DMQMC (i-PIP-DMQMC) on three systems: HBCH$_2$, H$_2$O, and CH$_4$. These calculations were run with a variety of walker numbers so that we could check for initiator convergence, which occurs when the walker number is increased without the energy changing.\textsuperscript{66,77,90} In preliminary calculations, we noted relatively little difference between the two different modes of propagation and decided to use symmetric propagation (Eq. (20)) as this had been shown to reduce stochastic noise in previous studies.\textsuperscript{81}

In general, we see that the plots for different systems at different walker numbers generally overlay one another. The exception to this is low walker populations for CH$_4$, and this is an example where the population is below the effective $n_{\text{ex}} = 2$ plateau height at intermediate $\beta$. Each plot includes an inset where the difference is taken to the largest walker population for H$_2$O and CH$_4$ and to ft-FCI for HBCH$_2$. For HBCH$_2$, we show the convergence to ft-FCI in the inset. At the highest walker population, the systematic error generally falls to $\sim 1\text{mHa}$ for most $\beta$ values. At its peak, the systematic error reaches $\sim 2\text{mHa}$ at $\beta$ at the highest population. For H$_2$O and CH$_4$, where we do not have ft-FCI results available, the inset instead shows the energy difference to the largest walker number (which is taken to be the best estimate we have). We find that, for high $\beta$, the initiator error is well converged. Between $N_w = 5 \times 10^7$ and $N_w = 5 \times 10^8$, the energy difference is submillihartree above $\beta > 5$ and $\beta > 10$ for H$_2$O and CH$_4$ respectively. For the smaller $\beta$ values for both systems, the stochastic error rises sharply to an order of magnitude higher (i.e. $\sim 0.01\text{Ha}$). Any systematic initiator error is difficult to estimate due to this increase in stochastic error. In general, this shows significant promise for PIP-DMQMC and highlights the advantage of having so much data over the $\beta$ range available.

One final consideration is that of computational cost. The cost ($C$) of a simulation can be considered to be proportionate to the total amount of $\beta$ that is simulated. In IP-DMQMC, sampling from an initial inverse temperature 0 to a final inverse temperature $\beta$ with even spacing ($\Delta\beta$) results in a cost: $C \propto \beta \left( \frac{\beta}{\Delta\beta^2} + 1 \right)$. By contrast, PIP-DMQMC has a scaling of: $C \propto \beta$, which is the same as IP-DMQMC when $\Delta\beta = 1$ and a temperature range is not being sampled. IP-DMQMC increases in cost as more $\beta$ values are sampled and has an asymptotic scaling of $\mathcal{O}(\beta^2)$, while PIP-DMQMC costs $\mathcal{O}(\beta)$. In this way, PIP-DMQMC can be seen to both have an improved cost and resolution of the energy as a function of $\beta$.

VI. CONCLUSIONS

In summary, we have introduced a piecewise generalization of the interaction picture propagator in density matrix quantum Monte Carlo, which leads to us being able to sample a wide range of temperatures with a single calculation. In proof of concept calculations on a variety of molecular systems, PIP-DMQMC is generally at least as accurate as IP-DMQMC and DMQMC. The result is a reduction in calculation cost to sample energies at 0 to $\beta$ from $\mathcal{O}(\beta^2)$ to $\mathcal{O}(\beta)$ while also obtaining more data points. Furthermore, we see an improvement of sampling statistics especially at large $\beta$ and have the ability to see more convergence data for the initiator approximation. We hope that others can use the water and methane cal-
cations for benchmarking their calculations.

Taken together, our results show that PIP-DMQMC is a promising development for DMQMC. Our long-term goal is to make DMQMC a resource for benchmarking finite temperature methods development, as well as describing electronic structure phenomena at finite temperature. With this in mind, two limitations of our study were that we did not systematically study convergence with initiator parameters or with starting initialization. These are interrelated because they both cause systematic biases in the energy and so efforts have to be made to separate out and measure the two effects. We are in the process of preparing a forthcoming manuscript on this topic.91
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