A Fast Converging Hybrid MPPT Algorithm Based on ABC and P&O Techniques for a Partially Shaded PV System
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Abstract: Among all the conventional maximum power point tracking (MPPT) techniques for a photovoltaic (PV) system that have been proposed, incremental conductance (INC) and perturb and observe (P&O) are the most popular because of their simplicity and ease of implementation. However, under partial shading conditions (PSCs), these MPPT algorithms fail to track the global maximum power point (GMPP) and instead converge into local maximum power points (LMPPs), resulting in considerable PV power loss. This paper presents a new hybrid MPPT technique combining the artificial bee colony (ABC) and P&O algorithms named ABC-P&O. The P&O technique is used to track the MPP under uniform irradiance, and only during irradiance variations is the ABC algorithm employed. The effectiveness of the proposed hybrid algorithm at tracking the GMPP under both uniform and nonuniform irradiance conditions was assessed by hardware-in-the-loop (HIL) tests employed by a dc–dc boost converter. Then, the ABC-P&O strategy was applied to obtain the voltage reference for the outer PI control loop, which provided the current reference to the discrete-time sliding-mode current control. The ABC-P&O algorithm has a reasonable computational cost, allowing the use of a commercial, low-priced digital signal controller (DSC) with outer voltage and inner current control loops. Many challenging tests validated that the proposed ABC-P&O technique converges fast to the GMPP with high efficiency and superior performance under different PSCs.
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1. Introduction

Photovoltaic (PV) energy is a promising alternative among the renewable sources that offers several advantages, including clean energy generation, using a renewable/essentially permanent energy source that is freely available, and low maintenance and operational costs. However, the low efficiency of PV systems, often due to their nonlinear electricity generation and variable atmospheric conditions, remains a significant challenge. Therefore, to overcome this drawback, a PV system needs to operate at its maximum power point (MPP) regardless of local atmospheric conditions, such as moving clouds, dust, neighboring buildings, and trees [1].

Numerous different maximum power point tracking (MPPT) techniques have been proposed in the literature over the decades [2–62] (see Figure 1), and fascinating recent review articles about them have been published [1,63–68]. These MPPT techniques can operate around the global maximum power point (GMPP) under normal solar irradiance conditions. However, few can operate during partial shading conditions (PSCs) due to
the shadows of trees, buildings, or moving clouds that produce limit the solar irradiance reaching PV systems. During PSCs, the bypass diodes connected in parallel with either a single or several photovoltaic solar cells to prevent hot spots on PV modules produce multiple peaks on the P–V curve. Therefore, during PSCs, many of the conventional MPPT techniques cannot track the global maximum power point (GMPP) and may fall into any of the local maximum power points (LMPPs), resulting in reduced output power.

Figure 1. A classification of MPPT techniques (please see the abbreviation section for the full name of each method).

A possible feature with which to classify MPPT techniques is whether each technique operates under uniform and non-uniform irradiance conditions, as shown in Figure 1. According to this classification, the MPPT techniques for uniform irradiance conditions can be divided into online methods and offline methods. These use the instantaneous sensed variables to generate the control signals to track the MPP, unlike the offline or model-based methods, which use previous PV physical information to design the control algorithm [63]. Among the MPPT methods for uniform irradiance conditions, hill climbing (HC) and perturbation and observation (P&O) are the commonly used algorithms because of simplicity, ease of implementation, and low cost [58,69]. On the other hand, under PSCs, the classical methods fail to operate at GMPP, and hence there is a need for more advanced optimization (hybrid) algorithms, as shown in Figure 1.

This paper proposes a new MPPT method able to operate under uniform or non-uniform irradiance conditions. The proposed method is a hybrid between the P&O and the artificial bee colony algorithm (ABC) method, named ABC-P&O. During the system start-up and uniform irradiance conditions, the P&O method is employed to identify the nearest local maximum with a dynamic step size that allows for tracking the MPP more rapidly during the transients, and reduces the oscillations around the MPP in steady-state. On the other hand, during irradiance changes, the P&O method switches to the ABC technique to search for the most probable current operation point from the 133 different cases available in the P–V characteristic data, as shown in Figure 2. Since each of the 133 cases has 24 permutations, the ABC search universe is represented by a total of 3192 cases that ensure finding the most likely operation point. Once the actual operating point is determined, it is easy to estimate the reference voltage that allows the GMPP for that case. Next, the ABC technique switches to the P&O method, which uses the reference voltage previously calculated as initialization.
Figure 2. P–V characteristics of four PV modules KC200GT connected in series under uniform and nonuniform irradiance conditions.
A comparison of the most prominent hybrid MPPT methods to operate under PSCs is listed in Table 1. The major contributions of this work, based mainly on this state-of-the-art review, are listed below.

- **Fast convergence method**: An innovative method to calculate the GMPP of the PV system through the hybrid ABC-P&O algorithm, which ensures fast convergence with minimum steady-state oscillations. The soft-computing reported techniques have high computational costs or many iterations where different references are probed during the optimization process. Both cases cause longer convergence times and also produce oscillations in the main converter’s variables, as is described in Table 1.

- **MPPT algorithm decoupling dynamics from the control loops**: Many of the MPPT techniques listed in Table 1 directly regulate the duty cycle, which produces oscillations during every update of the duty cycle in the converter’s voltage and current waveforms. Therefore, an appropriate stabilization time is required before using the algorithm again. This problem can be fixed by decoupling the dynamics of the MPPT and the control of the converter by employing a fast current loop, as in the presented ABC-P&O algorithm. This way, the MPPT reference output corresponds to a voltage instead of a duty cycle, avoiding the steady-state oscillations.

- **Fast control loops**: Two nested control loops together with a current controller (inner loop) and a voltage controller (outer loop), in combination with the ABC-P&O MPPT algorithm, permit one to regulate the output voltage of a PV system under challenging environmental circumstances. All the presented controllers guarantee fast-tracking of the control set-points, and low steady-state error under challenging tests, including system start-up, dynamic partial shading changes, and irradiance variations. The implementation of these loops allows the system’s independent and fast dynamic response.

- **Experimental validation in a low-cost controller**: The presented MPPT algorithm and the double loop controller of the dc–dc boost converter were implemented in a commercial low-cost digital signal controller (DSC). This way, the MPPT algorithm was tested in realistic operation conditions, unlike many of the proposed techniques presented in the literature that just have been verified in simulations or experimentally with expensive control platforms, as shown in Table 1.

- **A complete experimental validation**: The MPPT method was tested by simulation and hardware-in-the-loop (HIL) to prove its viability and superior robustness to obtain the GMPP of the PV system in challenge tests, which included different dynamic partial shading changes, irradiance variations, and start-up tests. It also included comparing the proposed method with a conventional P&O method, with a voltage scan across the entire voltage range for the PV system to ensure always the GMPPT [70].

The rest of this paper is organized as follows: Section 2 gives a system description. Section 3 describes the presented MPPT approach. Section 4 shows the simulated and hardware-in-the-loop results. Finally, the conclusions are presented in Section 5.
Table 1. A comparison of hybrid MPPT methods.

| MPPT Algorithm | Ref. | MPPT Reference Output | Converter (Switching Frequency) | Shading Patterns | Exp. Results | Low Controller Cost | Shading Pattern Changes | Irradiance Variations | Start-Up Test | Fast Tracking Speed without Oscillations |
|----------------|------|------------------------|----------------------------------|------------------|--------------|---------------------|------------------------|------------------------|--------------|----------------------------------------|
| P&O-GA         | [52] | Duty cycle             | Boost (20 kHz)                   | 8                | ✔            | ✔                   | ✔                      | ✔                      | ✔            | ✔                                      |
| P&O-PSO        | [53] | Duty cycle             | Boost (20 kHz)                   | 9                | ✔            | ✔                   | ✔                      | ✔                      | ✔            | ✗                                      |
| INC-PSO        | [55] | Voltage                | Without converter                | 1                | ✔            | ✗                   | ✔                      | ✗                      | ✔            | ✗                                      |
| GWO-FLC        | [56] | Duty cycle             | Boost (20 kHz)                   | 3                | ✗            | ✗                   | ✗                      | ✗                      | ✔            | ✗                                      |
| P&O-PSO        | [54] | Voltage                | Interleaved Boost (20 kHz)       | 3                | ✔            | ✔                   | ✗                      | ✔                      | ✔            | ✗                                      |
| P&O-ABC        | [57] | Duty cycle             | Boost (20 kHz)                   | 3                | ✔            | ✗                   | ✔                      | ✔                      | ✔            | ✗                                      |
| HC-FLC         | [58] | Duty cycle             | Boost (4 kHz)                    | 1                | ✔            | ✔                   | ✗                      | ✔                      | ✔            | ✗                                      |
| P&O-PSC        | [59] | Duty cycle             | Buck-boost (35 kHz)              | 2                | ✔            | ✗                   | ✗                      | ✔                      | ✔            | ✗                                      |
| P&O-ELPSO      | [60] | Duty cycle             | Boost (10 kHz)                   | 4                | ✔            | ✔                   | ✔                      | ✗                      | ✔            | ✗                                      |
| PSO-DE         | [61] | Duty cycle             | Boost (20 kHz)                   | 3                | ✔            | ✗                   | ✔                      | ✔                      | ✔            | ✗                                      |
| GWO-P&O        | [62] | Duty cycle             | Boost (10 kHz)                   | 5                | ✔            | ✗                   | ✔                      | ✗                      | ✔            | ✗                                      |
| This work      | [-]  | Voltage                | Boost (25 kHz)                   | 133              | ✔            | ✔                   | ✔                      | ✔                      | ✔            | ✔                                      |

✔: Yes. ✗: No. ☑: Only in simulation. ☐: Not implemented. ☞: Information not found.
2. PV System Description

A setup of four PV modules connected in series with its respective parallel bypass diodes was used to study the nature of the PV string characteristics under uniform and nonuniform irradiance conditions, as shown in Figure 3. This PV string charges a battery employing a dc–dc boost switching converter with a nested control loop in charge of tracking the PV system’s MPP. The MPPT algorithm and the double loop controls are presented in Figure 3. The PV units modeled by PLECS correspond to an array of four series-connected KC200GT solar modules. Their electrical nature is displayed in Table 2. The non-linear P–V characteristics for 133 different cases of shading patterns are shown in Figure 2. Each of the 133 cases has 24 possible permutations, which means a total of 3192 possible PSCs. This way, it was possible to study the PV system under uniform irradiance levels (cases from 1 to 10) with a unique peak in the P–V curve, which corresponds with the GMPP. Figure 2 also shows the nonuniform irradiance levels over the PV modules, which produce different combinations of PSCs. These PSCs generate a P–V curve with multiple peaks, from two to three; the GMPP positions indicate the LMPP changes in different situations with the MPPT algorithms.

![Figure 3. Block diagram of the digital controller for the MPPT of the boost converter.](image)

| Table 2. Electrical characteristics of the PV module KC200GT. |
|-------------------------------------------------------------|
| Electrical Parameters | Value |
|----------------------|--------|
| Maximum power $P_{\text{max}}$ | 200.143 W |
| Voltage at maximum power $V_{\text{mp}}$ | 26.3 V |
| Current at maximum power $I_{\text{mp}}$ | 7.61 A |
| Short-circuit current $I_{\text{sc}}$ | 8.21 A |
| Open-circuit voltage $V_{\text{oc}}$ | 32.9 V |
| Temperature coefficient of short-circuit current | $3.18 \times 10^{-1} \text{ A/}^\circ\text{C}$ |
| Temperature coefficient | $-1.23 \times 10^{-1} \text{ V/}^\circ\text{C}$ |
The differential equations for the boost converter are:

\[
\frac{di_L(t)}{dt} = \frac{v_g - (1 - u)v_o}{L}, \tag{1}
\]

\[
\frac{dv_o(t)}{dt} = -\frac{v_o}{R_LC} + \frac{(1 - u)i_L}{C}, \tag{2}
\]

with \(i_L\) being the inductor current, \(v_o\) the output voltage, and \(u\) the control variable \(\in \{0, 1\}\). The duty cycle for the boost converter is:

\[
\bar{u} = 1 - \frac{\bar{v}_g}{\bar{v}_o}. \tag{3}
\]

### 2.1. Discrete-Time Sliding-Mode Current Control

This section presents the design of the inner loop for the dc–dc boost converter; the strategy used was the discrete-time sliding mode current control (DSMCC) with a fixed frequency. This control has been implemented for switching systems in [71–73]. This strategy realizes a direct digital design, using a discrete time inductor current representation. Therefore, the advantage of the DSMCC is that it can be easily implemented with standard microcontrollers. In this strategy, the variable control \(u[n]\) is computed in the \(n\)-th time sample period to ensure the control surface (4) is reached in the next sampling period \(f_{samp} = f_s\).

\[
s[n] = i_{L,ref}[n-1] - i_L[n]. \tag{4}
\]

The inductor current slopes of the boost converter can be calculated using (2), thereby obtaining the results listed in Table 3. The Euler approximation takes the averaged model of the converter’s inductor current slope \(\frac{di_L}{dt} \approx i_L[n+1] - i_L[n]\) into account and leads to the following discrete-time inductor current expression:

\[
i_L[n+1] = i_L[n] + T(m_1 + m_2)u[n] - m_2T \tag{5}
\]

where \(T\) is the switching or sampling period. Hence, the resulting expression of the duty cycle is

\[
u[n] = \frac{1}{(m_1 + m_2)T}e[n] + \frac{m_2}{m_1 + m_2}, \tag{6}
\]

where \(e[n] = i_{L,ref}[n] - i_L[n]; i_{L,ref}[n] = i_L[n + 1]\) (see Figure 3). Using the expressions for \(m_1\) and \(-m_2\) for the output current slopes from Table 3 in (6), the control law for the boost converter is given by:

\[
u[n] = \frac{L}{v_o[n]T}e[n] + 1 - \frac{v_g[n]}{v_o[n]} \tag{7}
\]

### Table 3. Slope of the inductor current waveform.

| Converter | \(m_1\) | \(-m_2\) |
|-----------|---------|---------|
| Boost     | \(v_g\) | \(v_g - v_o\) |

### 2.2. Discrete-Time PI Voltage Control

For the external loop, a proportional-integrator controller is used to regulate the input voltage of the boost converter \(v_g\), where the controller transfer function can be expressed in the \(z\) domain using the forward Euler method, as follows:

\[
G_{vpi}(z) = K_p + \frac{K_iT_{samp}}{z - 1}, \tag{8}
\]
where \( T_{s\text{amp}} = 1/f_{s\text{amp}} \), and
\[
K_{p\text{v}} = 2\pi C_{\text{in}} f_c
\]  
(9)
and
\[
K_{i\text{v}} = \frac{K_{p\text{v}}}{T_i}
\]  
(10)
where \( C_{\text{in}} \) is the input capacitor, and the value of the crossover frequency (CF) for the voltage loop \((f_c)\) should be lower than the CF for the current loop. The location of the PI zero should be lower than \( f_c \) \((1/(2\pi T_i) < f_c)\).

3. ABC-P&O Algorithm

This paper proposes a hybrid strategy between the well-known perturb and observe (P&O) and the artificial bee colony (ABC) to track the GMPP of a PV system.

The P&O algorithm aims to provoke perturbations by either decreasing or increasing the reference voltage while observing the output power PV system. If the current measured power \( P[n] \) is greater than its previous sampled value \( P[n-1] \), the voltage reference change continues in the same direction. Otherwise, it is reversed. The PV module voltage is compared with the maximum voltage to predict the MPP [74]. Following this, a small step of reference voltage results in a power step of the PV module [75]. In the proposed MPPT algorithm, the P&O is used during the system start-up and under uniform solar irradiance. In addition, the reference voltage step changes dynamically to ensure a fast track of the MPP during transients and low power oscillations during the steady-state.

On the other hand, the artificial bee colony (ABC) is motivated by the foraging behavior of honey bee colonies [76,77]. A new method to determine the MPP of the PV module, based on the ABC algorithm under uniform irradiance levels, is presented in [78]. This work is an extension of the previous one that allows operation under PSCs through hybridization with an offline MPPT algorithm such as the P&O strategy. In the ABC-P&O algorithm, the ABC is employed only during irradiance variations to search the voltage reference that ensures the GMPP initializes the P&O algorithm.

The concept of the proposed ABC algorithm is explained below. Three bee types are presented in Figure 2: the employed bees, the onlooker bees, and the scout bees. The employed bees seek food sources, those being pollen and nectar. The proposed algorithm corresponds to the dataset of the P–V characteristic curves. The employed bees now know the actual operating point of the PV module, which fits with the voltage \((v_g[n])\) and the current \((i_L[n])\), and so the food source exploration begins. The amount of nectar for the various food source locations is shared by the employed bees to the onlooker bees through waggle dance movements. The onlooker bees pick out the food source depending on the prediction associated with its amount of nectar. During the greedy search process, they retain only the maximum food source location in their memory. Once an employed bee food source is completely exploited, that employed bee turns into a scout bee and goes to explore a new place. The food source location with the maximum nectar is determined by comparing the probability factor associated with various food locations. Finally, the improved solution determines the curve of all the 133 in the dataset with the higher probability of an equivalent operation point (see Figure 2). When the curve is selected, the value of the voltage \((v_{\text{gref}[n]}\) at the maximum power can be established by means of a lookup table. Therefore, the ABC system combines local search methods, carried out by employed and onlooker bees, with global search methods, managed by onlookers and scouts, attempting to balance exploration and exploitation.

To implement the ABC MPPT algorithm, a dataset of the P–V characteristic curves shown in Figure 2 is defined to generate the optimal voltage reference for the maximum power solutions. By stating a vector with the possible values for the voltage of the PV module, each solution for the voltage reference is produced:

\[
V_g = \{v_{g1}, v_{g2}, v_{g3}, ..., v_{gi}\}
\]  
(11)
and \( v_{gi} \) represents the \( i \)th solution. The probability for the powers of all the characteristic curves corresponding to the input voltage \( v_g[n] \) are calculated as [79]:

\[
P = \frac{P_{pv}}{N \sum_{Q=1}^{N} P_{pvQ}}
\]

(12)

Therefore, the vector \( P \) includes \( N \) probabilities of all characteristic curves corresponding to the \( i \)th location for the sample voltage \( v_g[n] \). To find the probability function (12), a new solution \( newv_g \) is generated using [79]:

\[
newv_g = v_{gi} + \phi_i (v_{gi} - v_g)
\]

(13)

where \( \phi_i \) is a random number between \(-1\) and \(1\). Afterwards, a local search around the selected \( newv_g \) is executed, and this depends on the calculated probability \( P \) and its actual probability power \( P_a = P_{pv}[n] / \sum_{Q=1}^{N} P_{pvQ} \). The current operating curve of the PV module is determined by the position of the value of the probability \( P \) nearest to the probability \( P_a \). It is possible to determine the maximum voltage of each curve after the operating curve is determined, and then set the voltage \( V_m \) for maximum power \( P_m \). The proposed hybrid algorithm ABC-P&O employs the P&O to start-up the algorithm. After the start-up, the ABC MPPT algorithm is executed if there is a variation in power of the PV array due to solar irradiation changes subjected to a reference \( \Delta P(\%) \) value [80], defined as:

\[
\left| \frac{P_{pvnew} - P_{pvlast}}{P_{pvlast}} \right| \geq \Delta P(\%),
\]

(14)

where \( P_{pvlast} \) is the previous power measurement and \( P_{pvnew} \) is the actual power measurement. During the ABC algorithm, every employed bee proposes a new solution \( newv_g \) using (13), and afterwards, calculates the probability values \( P \). The employed bees share through waggle dances the information of their food sources with the onlooker bees. A solution \( v_g \) is selected by every onlooker bee depending on \( P \) and \( P_a \). In the case of an abandoned solution for the scout bee, the replacement with the new solution will be randomly made. Once the solution \( v_g \) is selected by the ABC algorithm, the found reference voltage solution is the starting voltage reference for the P&O algorithm. The GMPP search will again execute if the condition (14) is satisfied. This condition ensures that the ABC algorithm is executed to detect the optimal voltage solution for the GMPP even if there is any change in solar irradiance. The entire search process for GMPP of the proposed ABC-P&O MPPT algorithm is shown in Algorithm 1. In addition, a general flow chart of the proposed GMPPT is shown in Figure 4.

![Figure 4. General flowchart of the ABC-P&O MPPT algorithm based on Algorithm 1.](chart.png)
Algorithm 1: ABC-P&O MPPT algorithm running at the microcontroller (see Figure 3).

Input: \(v_g[n], i_L[n]\)
Output: \(v_{gref}[n]\)
Data: 133 different available cases in the P–V characteristic (see Figure 2)

Main Function

1. Calculate \(P_{pvnew}[n] = v_g[n] \cdot i_L[n]\)
2. If Inequation (14) = true
   - \(v_{gref}[n]=\text{ABC}(i_L[n], v_g[n])\)
3. Else
   - Calculate \(P_{error} = P_{pvnew}[n] - P_{pvlast}[n]\)
   - Calculate \(v_{error} = v_g[n] - v_{glast}[n]\)
   - \(v_{gref}[n]=\text{P&O}(P_{error}, v_{error}, v_{gref}[n])\)
4. Update \(P_{pvlast}[n+1] = P_{pvnew}[n]\)
5. Update \(v_{glast}[n+1] = v_g[n]\)

return

Subfunction \(\text{P&O}(P_{error}, v_{error}, v_{ref})\)

1. // Dynamic step size
   - If \(|P_{error}| > \Delta P\) then
     - \(\Delta v = \Delta v_{big}\)
   - Else
     - \(\Delta v = \Delta v_{small}\)
   - End
2. If \((P_{error} > 0)\) then
   - If \((v_{error} > 0)\) then
     - \(v_{ref} = v_{ref} + \Delta v\)
   - Else
     - \(v_{ref} = v_{ref} - \Delta v\)
   - End
3. Else
   - If \((v_{error} > 0)\) then
     - \(v_{ref} = v_{ref} - \Delta v\)
   - Else
     - \(v_{ref} = v_{ref} + \Delta v\)
   - End
4. End
5. Return \(v_{ref}\)

Subfunction \(\text{ABC}(i, v)\)

1. // Initialization phase
   - Randomize the initial food source using (13)
   - Calculate fitness of the solution using (12)
2. // Employee bee phase
   - Update the employed bees \((i, v)\)
   - Apply the greedy selection process
   - Calculate fitness of the solution using (12)
3. // Onlooker bee phase
   - Recruit the onlooker bees using (13)
   - Apply the greedy selection process
4. // Scout bee phase
   - Find the abandoned solution and change it with new randomly evaluated solution using (13)
5. // Optimization phase
   - Select the best operation point \((i_{g0}, v_{g0})\) curve
   - Update \(v_{gref}\) from the \(i^{th}\) solution of (11)
6. Return \(v_{gref}\)
4. Results

Hardware-in-the-loop (HIL) results are presented in this section to evaluate the effectiveness of the ABC-P&O MPPT algorithm employing a dc–dc boost converter. The stage power converter and the PV array were implemented through PLECS RT Box 1, with the sampled time to model the converter being 6.6 μs. The values of the boost converter components were: \( L = 1 \text{ mH} \), \( C_{in} = 200 \mu \text{F} \), \( f_s = 25 \text{ kHz} \), and \( V_o = 160 \text{ V} \). The different controls of the PV global system control scheme, as shown Figure 3, were implemented using TI 28069M LaunchPad, a low-cost Texas Instrument microcontroller. Figure 5 shows the setup for HIL experiments.

The proposed ABC-P&O MPPT method is compared with a GMPPT P&O algorithm based on the work [70], which consists of using a stage to determine that a partial shading situation occurs. A voltage sweep was performed in partial shading conditions across the entire voltage range (from 0 to the open voltage value) of the PV system. The voltage reference that produces the maximum power was used to initialize after the voltage sweep with the P&O algorithm.

![Figure 5](image)

**Figure 5.** The experimental setup of the hardware in-the-loop tests: (a) oscilloscope, (b) PLECS RT-box, (c) Texas Instruments LAUNCHXL-F28069M, (d) laptop.

4.1. Inner Loop Current Control Results

Current loop time domain responses for the inductor current of the boost converter are presented in this subsection, and the results are shown in Figure 6. \( v_g, v_o, \) and \( i_L \) were the signals sampled for the control, and the sampling time was 500 μs. The current reference was modified from 4 to 8 A and back to 4 A, as can be seen in Figure 6a,b. The input voltage was set to 100 V, and the output voltage was \( V_o = 160 \text{ V} \) to ensure a boost operation. The transitions during reference changes were smooth, without overshoot and settling times near to 250 μs. As shown, the inductor current was well regulated. The inductor currents followed the change in the current reference perfectly. Thus, during the current step reference change, the current control performance was verified.

4.2. Double Loop Results

For external loop validation, Voltage reference variations from 100 to 110 V were considered, with a step between variations of 5 V. HIL test responses are displayed in Figure 6c. The selected crossover frequency (CF) corresponds to \( f_c = 500 \text{ Hz} \), which allows the proportional gain calculation according to (9). The location of the PI zero of Equation (10) is lower than \( f_c (1/2\pi T_i) < f_c \) whereby a \( T_i = 3.18 \times 10^{-3} \text{ s} \) was selected. Figure 3 shows how the voltage regulator (\( G_{regl}(z) \)) calculates the inductor current reference every 400 μs. As shown in Figure 6c, the current transitions caused by the voltage changes were smooth, and the voltage reference was strictly tracked.
Figure 6. Experimental (a,b) responses of the sliding digital current input control when the reference \( i_{\text{ref}} \): (a) changes from 4 to 8 A, and (b) from 8 to 4 A. The converter operated with an input voltage \( V_g = 100 \) V and an output voltage \( V_o = 160 \) V. CH1: \( V_g \) (60 V/div), CH2: \( V_o \) (60 V/div), CH3: \( i_L \) (2A/div), and a time base of 500 \( \mu \)s. (c) Responses of the double loop using sliding digital current control when the reference \( v_{\text{ref}} \) changed with steps of 5 V between 100 and 115 V while the output voltage (\( V_o = 160 \) V) ensured a boost operation. CH1: \( v_g \) (20 V/div), CH2: \( V_o \) (20 V/div), CH3: \( i_L \) (20 A/div), and a time base of 156 ms.

4.3. GMPPT P&O and Proposed ABC-P&O Method Comparison

To compare the proposed method with the GMPPT P&O implemented in [70], the GMPPT algorithms were executed to render a new voltage reference for the voltage loop, every 100 ms, as shown in Figure 3 for the GMPPT algorithm block. For the ABC MPPT, \( \Delta P(\%) \) was programmed to 25\%, and its parameters were 133 food sources and a beehive composed by 34 onlooker bees and 34 employed bees. An important aspect determining the feasibility of a control algorithm is the associated computational burden. Therefore, the computation time for the ABC MPPT when a radiance change occurred was 23.73 ms. However, the hurdle of the proposed ABC MPPT method is its implementation in a low-cost DSC, given the fact that it is a procedure with high computational requirements. As stated in Figure 3, the inner current loop updated at 25 kHz in the DSC, the outer voltage loop was calculating at 2.5 kHz, and the MPPT strategy was computing at 10 Hz. Even though the scale time differences between the systems are challenging, it also presents advantages to implementing an MPPT based on a finite-state machine. In this instance, the total code of the ABC MPPT method was divided into 2500 substatus that were calculated at the inner current loop frequency, to be updated at the MPPT frequency. As can be seen, the MPPT strategy computed at 10 Hz, allowing fair comparisons with the GMPPT P&O. Additionally, the little pieces of code that constitute each state machine can be computed at each loop iteration together with the voltage and current loops, avoiding over computations in the low-cost DSC. For the validation of the proposed algorithm, six scenarios with different transients of the cases presented in Figure 2 are described below.

4.3.1. Scenario 1: System Start-Up

This scenario studies the MPPT techniques during the start-up with the panels’ irradiance levels corresponding to case 56 of Figure 2. In Figure 7, the transient behavior from zero current to an equilibrium point, which corresponds to the maximum power for case 56, is shown, where three modules have an irradiance of 1000 W/m\(^2\) and a module of 400 W/m\(^2\). In Figure 7 both GMPPT
algorithms reach the steady-state close to 1.3 s, with the proposed MPPT having a uniform step voltage reference to tracking the MPP (599.9 W at 79.1 V) through system start-up. It is necessary to notice that the proposed ABC-P&O algorithm works at the optimum point, without oscillation, as is shown in the input voltage signal after it has been tracked. Due to the GMPPT P&O realizing a sweep of voltage, the reference voltage was increased until 120 V to find the GMPPT at 79.1 V. A quantitative analysis of the proposed GMPPT method is presented in Figure 8, and in Figure 7 the GMPPT P&O method’s results are shown. These values confirm similar performances for both methods through the start-up. Due to the fact that the mean power tracked value is closer to the global power maximum, the GMPPT P&O algorithm had a higher tracking factor.

Figure 7. Simulated and experimental dynamic behavior of the MPPT algorithms for Scenario 1 and an output voltage $V_o = 160$ V. The proposed MPPT algorithm (left) is compared with GMPPT P&O (right). CH1: $v_g$ (50 V/div), CH2: $i_L$ (10 A/div), CH3: maximum power (200 W/div), CH4: measured power (200 W/div), and a time base of 220 ms.

Figure 8. Comparative analysis of the MPPT methods for Scenario 1 shown in Figure 7.

4.3.2. Scenario 2: Uniform Irradiance Variations

Scenario 2 studied the MPPT techniques under uniform irradiance variations, as shown in Figure 9. The irradiance sequence corresponded to cases 1, 3, 5, 7, and 9 shown in Figure 2. The proposed algorithm quickly identified the optimal voltage reference for the case and tracked the MPP faster, whereas the GMPPT P&O had slow convergence. In Figure 10 the sensitivities of the MPPT algorithms are shown by means of relative error (RE), absolute error (MAE), and root mean square error (RMSE) for the results presented in Figure 9.
4.3.3. Scenario 3: Sharp Change of the PSC

Scenario 3 presents a sharp change between case 103 and case 68, producing high PV power variations from 588 to 355 W. Simulated and HIL results of the GMPP tracking performance are presented in Figure 11. The overall MPPT tracking efficiency for the GMPPT P&O method was 76.65%, unlike the 95.57% achieved by the ABC-P&O proposed method (see Figure 12). For the GMPPT P&O method, the PV array always operates in an oscillating mode, as can be observed by the inductor current and input voltage of the converter in Figure 11.

\[ P_{	ext{pv}} \] stands for the measured power of the PV module, \( m \) is the total number of sampling data, and \( P_{	ext{mpp}} \) is the available MPP power of the solar module. Standard error values indicate that the proposed MPPT algorithm had higher effectiveness in tracking the maximum power point. This statistical analysis shows that the ABC-P&O method achieved a lower value for the error compared to the GMPPT P&O algorithm. The proposed ABC-P&O algorithm resulted in a tracking factor of 99.97%, and for the GMPPT P&O method, the tracking factor was 80.39%.

Figure 9. Simulated and experimental dynamic behavior of the MPPT algorithms for Scenario 2 with an output voltage \( V_o = 160 \) V. The proposed MPPT algorithm (right) is compared with the GMPPT P&O algorithm (right). CH1: \( v_g \) (50 V/div), CH2: \( i_L \) (10 A/div), CH3: maximum power (200 W/div), CH4: measured power (200 W/div), and a time base of 960 ms.

| Irradiance level [W/m²] | Case M1 | M2 | M3 | M4 |
|-------------------------|---------|----|----|----|
| 1000                    |         |    |    |    |
| 800                     |         |    |    |    |
| 600                     |         |    |    |    |
| 400                     |         |    |    |    |
| 200                     |         |    |    |    |

\[ P = 799.9 \text{ W} @ 105.1 \text{ Vmax} \]
\[ \Delta t = 11.0, 12.9, 16.76, 18.68, 20.61 \text{ s} \]
\[ \Delta t = 4.84 \text{ s} \]
Figure 10. Comparative analysis of the MPPT methods under different uniform irradiance conditions for Scenario 2 shown in Figure 9.

| Criteria | ABC-P&O | GMPPT P&O |
|----------|---------|-----------|
| RE       | 2.47    | 94.81     |
| MAE      | 0.80    | 90.55     |
| RMSE     | 1.47    | 172.32    |
| Mean power tracked [W] | 470.70 | 396.99 |
| Tracking factor [%] | 99.97 | 80.39 |

Figure 11. Simulated and experimental dynamic behavior of the MPPT algorithms for Scenario 3 with an output voltage $V_o = 160$ V. The proposed MPPT algorithm (right) is compared with the GMPPT P&O algorithm (right). CH1: $v_g$ (50 V/div), CH2: $i_L$ (10 A/div), CH3: maximum power (200 W/div), CH4: measured power (200 W/div), and a time base of 450 ms.

Consequently, the suggested GMPPT method had superior performance during abrupt irradiation variations compared to the GMPPT P&O method. Note that during the change from case 68 to 103, the ABC-P&O algorithm did not estimate an optimal reference voltage. Nonetheless, when P&O operated, GMPPT was achieved, demonstrating the robustness of the ABC-P&O method.
### 4.3.4. Scenario 4: Multiple Peaks in the P–V Characteristic

Scenario 4 presents the sequence of case 3 with only one peak (GMPP), case 52 with two peaks (one GMPP and one LMPP), and case 85 with three peaks (one GMPP and two LMPP) in regard to the P–V characteristic. The experimental and simulated results for each MPPT algorithms are shown in Figure 13. For case 3, the irradiance was uniform with a unique MPP at 104.28 V, which was tracked faster by the proposed algorithm. When the irradiance changed in case 52, there were two peaks; the proposed algorithm identified and tracked the second peak at 77.6 V, much faster than GMPPT \( P \& O \). Finally, when the irradiation was changed in case 85, there were three peaks; the algorithm quickly identified and tracked the second peak (55.3 V, 81.3 W) as the GMPP. ABC-P&O presented an overall GMPPT tracking efficiency of 97.53% during Scenario 4. The GMPPT P&O method achieved a tracking efficiency of 79.85%. The results for the sequence of cases were evaluated using the standard errors, and the scores of mean power tracked and tracking factor, as shown in Figure 14. This figure reveals that the proposed GMPPT method has strong MPP tracking regarding the GMPPT P&O method under multiple peaks in the P–V characteristic due to different PSCs.

### 4.3.5. Scenario 5: Dark Cloud Passing

A dark cloud passed in this scenario, obscuring each one of the PV modules. The sequence of the cases included in this scenario was cases 7, 17, 26, and 35, as it is presented in Figure 15. Cases 17, 26, and 35 correspond to PSC, which has two peaks, and the proposed GMPPT correctly identified the optimal voltage for the maximum power point for the transitions between cases 7, 17, and 26. Nevertheless, the reference voltage value for case 35 was incorrectly identified by the ABC-P&O algorithm. This was because of the similar power between the GMPPT (77.1 W at 26.1 V) and the LMPP located in the second peak (72.26 W at 100 V). The proposed MPPT algorithm tracked the GMPP much faster than the GMPPT P&O algorithm. Figure 16 shows the standard error and comparison indicators for the results presented in Figure 15. The ABC-P&O algorithm resulted in a tracking factor of 98.73%; the GMPPT P&O method resulted in a tracking factor of 72.295%.

### 4.3.6. Scenario 6: Light Cloud Passing

In this scenario a light cloud passed, partially obscuring the PV modules one by one. The results of scenario 6 are presented in Figure 17 with the following sequence of cases: 8, 63, 95, and 127. When the irradiance level was reduced by the transition of the cloud, the ABC-P&O algorithm identified the new GMPPT power for the different cases without oscillations, whereas the GMPPT P&O method had big oscillations around the GMPPT, and this is reflected in the current and voltage waveforms. Figure 18 illustrates that the proposed method provided the lowest error for the results seen in Figure 17. The ABC-P&O algorithm presented a tracking factor of 98.62%, whereas the GMPPT P&O method only achieved 76.27%.
Experimental Simulated ABC-P&O GMPPT P&O

\[ \begin{array}{c|c|c|c|c}
\text{Voltage [V]} & \text{Power [W]} & \text{Irradiance level [W/m}^2]\text{]} \\
\hline
\text{Case M1} & \text{M2} & \text{M3} & \text{M4} \\
\hline
800 & 800 & 800 & 800 \\
\hline
\end{array} \]

\[ \Delta t_1 = 7.64 \text{ s}, \quad \Delta t_2 = 8.72 \text{ s}, \quad \Delta t_3 = 10.88 \text{ s}, \quad \Delta t_4 = 11.96 \text{ s}, \quad \Delta t_5 = 13.04 \text{ s} \]

\[ \Delta t_1 = 9.80 \text{ s} \]

\[ \begin{array}{c|c|c|c|c}
\text{Time [s]} & \text{Power [W]} & \text{Voltage [V]} & \text{Current [A]} \\
\hline
\text{Case M1} & \text{M2} & \text{M3} & \text{M4} \\
\hline
7.64 & 8.72 & 10.88 & 11.96 \\
\hline
\end{array} \]

Figure 13. Simulated and experimental dynamic behavior of the MPPT algorithms for Scenario 4 with an output voltage \( V_o = 160 \text{ V} \). The proposed MPPT algorithm (right) is compared with the GMPPT P&O algorithm (right). CH1: \( v_g \) (50 V/div), CH2: \( i_L \) (10 A/div), CH3: maximum power (200 W/div), CH4: measured power (200 W/div), and a time base of 540 ms.

Criteria

| MPPT algorithm | RE | MAE | RMSE | Mean power tracked [W] | Tracking factor [%] |
|----------------|----|-----|------|------------------------|---------------------|
| GMPPT          | 46.58 | 5.12 | 29.83 | 332.49 | 97.53 |
| P&O            | 47.38 | 87.24 | 167.80 | 254.22 | 79.85 |

Figure 14. Comparative analysis of the MPPT methods for Scenario 4 shown in Figure 13.

4.3.7. Scenario 7: Gradual Changes in Irradiance and Shading Pattern

Finally, in this scenario, a high-resolution simulation of gradual changes in irradiance and shading pattern is presented, as shown in Figure 19. The eight selected cases (1, 2, 39, 40, 72, 73, 105, and 106) ensured gradual changes, which required long simulations. The proposed ABC-P&O algorithm identified the new GMPP for each of the cases without oscillations, as shown in Figure 19. In this scenario, the ABC-P&O algorithm presents resulted in a high tracking factor of 99.39%, which validates the excellent performance of the algorithm in all the possible scenarios.
Figure 15. Simulated and experimental dynamic behavior of the MPPT algorithms for Scenario 5 with an output voltage $V_o = 160$ V. The proposed MPPT algorithm (right) is compared with the GMPPT P&O algorithm (right). CH1: $v_g$ (50 V/div), CH2: $i_L$ (10 A/div), CH3: maximum power (200 W/div), CH4: measured power (200 W/div), and a time base of 780 ms.

Figure 16. Comparative analysis of the MPPT methods under different nonuniform irradiance conditions for Scenario 5 shown in Figure 15.
Figure 17. Simulated and experimental dynamic behavior of the MPPT algorithms for Scenario 6 with an output voltage $V_o = 160$ V. The proposed MPPT algorithm (right) is compared with the GMPPT P&O algorithm (right). CH1: $v_g$ (50 V/div), CH2: $i_L$ (10 A/div), CH3: maximum power (200 W/div), CH4: measured power (200 W/div), and a time base of 780 ms.

Figure 18. Comparative analysis of the MPPT methods for Scenario 6 shown in Figure 17.
5. Conclusions

This paper presented a new hybrid MPPT method based on the ABC and P&O algorithms to track the GMPP under uniform or PSCs. This novel strategy does not require additional measurements different from those needed by the P&O algorithm. The proposed method uses the conventional P&O algorithm to track the MPPT under uniform irradiance, and during irradiance variations, the ABC algorithm is employed.

Different challenge tests confirmed that the proposed method is robust and has fast-tracking ability with high MPP efficiency and without steady-state oscillations. The MPPT algorithm renders the optimal voltage the reference for the outer PI loop, and its quick response is due to the implementation of a double loop control with a fast inner current control.

An RT Box 1 was used to model the power circuit with the PLECS simulation tool and this way confirmed the effectiveness of the ABC-P&O algorithm. The proposed MPPT algorithm and the double loop strategies were implemented in a low-cost commercial DSC, using C programming software. In this way, it was demonstrated that the proposed strategy has the advantage of a moderate computational cost, which allows it to be implemented in a low-cost DSC. Although the ABC strategy has a high computational cost, when included in a hybrid algorithm with P&O strategy, the computational cost decreases because the ABC is executed only when a solar irradiation changes occur. The ABC algorithm sometimes does not estimate an optimal reference voltage, but can achieve the GMPPT when P&O operates. The ABC needs to have data available to estimate the optimal output reference voltage; nonetheless, it does not need a photovoltaic module model for its operation. The ABC-P&O method gives excellent power tracking factor results compared to GMPPT P&O for uniform or non-uniform irradiance conditions.

Future works will address an exhaustive comparison between the most relevant hybrid MPPT optimization techniques under uniform and nonuniform irradiance conditions operating in the same commercial low-cost microcontroller.
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**Abbreviations**

The following abbreviations are used in this manuscript:

- **ABC** Artificial bee colony algorithm.
- **ACO** Ant colony optimization.
- **AS** Analytical solution method.
- **BST** Bisection search theorem method.
- **CC** Constant current method.
- **CF** Curve fitting method.
- **CS** Current sweep method.
- **CV** Constant voltage method.
- **DC-L CDC** DC-link capacitor droop control method.
- **DE** Differential evaluation.
- **DSC** Digital signal controller.
- **ELPSO** Enhanced leader PSO.
- **FBC** Feedback ($dP/dV$ or $dI/dV$) control.
- **FSC** Fractional short-circuit method.
- **FLC** Fuzzy logic controller.
- **GA** Genetic algorithm.
- **GMPP** Global maximum power point.
- **GWO** Grey wolf optimization.
- **HIL** Hardware-in-the-loop.
- **HC** Hill climbing method.
- **INC** Incremental conductance algorithm.
- **IL** Iterative learning.
- **LCC** Linear current control method.
- **LMPP** Local maximum power point.
- **LV&CMM** Load voltage and load current maximization method.
- **LT** Lookup table method.
- **MPP** Maximum power point.
- **MPPT** Maximum power point tracking.
- **OCC** One cycle control method.
- **PC** Pilot cell method.
- **PSC** Partial shading condition.
- **PSO** Particle swarm optimization.
- **P&O** Perturb and observe algorithm.
- **PV** Photovoltaic.
- **PVOS** PV Output senseless method.
- **RCC** Ripple correlation controller method.
- **SC** Slide control method.
- **SO** System oscillation method.
- **SS** State space control method.
- **SD** Steepest descent method.
- **TBM** Temperature based method.
- **TWC** Three-point weight comparison method.
- **VSSIR** Variable step size incremental resistance.
- **VL** Variable inductance method.
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