Transcranial theta-burst stimulation of primary sensory cortex attenuates somatosensory threat memory in humans

Karita E. Ojala *,1,2, Matthias Staib *,1,2, Samuel Gerster 1, Christian C. Ruff 2,3, Dominik R. Bach *,1,2,4

* Corresponding author
° Equal contribution

1 Computational Psychiatry Research, Department of Psychiatry, Psychotherapy and Psychosomatics, Psychiatric Hospital, University of Zurich, Switzerland
2 Neuroscience Centre Zurich, University of Zurich, Switzerland
3 Zurich Center for Neuroeconomics (ZNE), Department of Economics, University of Zurich, Switzerland
4 Wellcome Centre for Human Neuroimaging and Max-Planck UCL Centre for Computational Psychiatry and Ageing Research, University College London, UK

Current addresses: Karita E. Ojala, Institute of Systems Neuroscience, Center for Experimental Medicine, University Medical Center Hamburg-Eppendorf, Hamburg, Germany (k.ojala@uke.de)

Abstract

Sensory cortices are required for learning to discriminate complex stimuli that predict threat from those that predict safety in rodents. Yet, sensory cortices may not be needed to learn threat associations to simple stimuli. It is unknown whether these findings apply in humans. Here, we investigated the role of primary sensory cortex in discriminative threat conditioning with simple and complex somatosensory conditioned stimuli (CS) in healthy humans. Immediately before conditioning, participants received continuous theta-burst transcranial magnetic stimulation (cTBS) to primary somatosensory cortex either in the CS-contralateral or CS-ipsilateral hemisphere. After overnight consolidation, threat memory was attenuated in the contralateral compared to the ipsilateral group, as indicated by reduced startle eye-blink potentiation. There was no evidence for a difference between simple and complex stimuli, or that CS identification or conditioning was affected, suggesting a stronger effect of cTBS on consolidation than on initial stimulus processing. We propose that non-invasive stimulation of sensory cortex may provide a new avenue for interfering with threat memories in humans.
Introduction

Discriminating sensory predictors of threat and safety is important for adaptive functioning in the environment and may be disrupted in anxiety and fear disorders. However, the role of sensory cortices in learning from threat remains debated. This is an important question not only to understand the neural macrocircuits that underlie the computational machinery of associative learning but also to gauge the potential utility of clinical interventions with non-invasive brain stimulation for which sensory cortices could constitute an accessible entry point. It is well-known from studies in rodents that acquisition of threat memory depends fundamentally on synaptic plasticity in basolateral and centromedial amygdala. The amygdala receives information about conditioned stimuli (CS) and unconditioned stimuli (US) directly via sensory thalamus and, in the case of auditory threat conditioning, via an additional indirect pathway through auditory cortex. Similar cortico-amygdala projections exist for all sensory modalities across species, and indeed there is evidence that secondary auditory, visual and olfactory cortices are involved in rodent threat conditioning and show post-learning plasticity.

Yet, the precise role of sensory cortices may depend on the complexity of the CS and remains controversial for some types of threat associations. That is, acquisition of non-discriminative threat conditioning with an artificial simple frequency tone as CS may not depend crucially on auditory cortex (although note). The case is less clear for discriminative learning with two simple CS: optogenetic inactivation of auditory cortex left learning unimpaired in one study, but muscimol inactivation of auditory cortex and electrolytic lesions of the cortex-projecting ventral division of the auditory medial geniculate nucleus impaired learning in other studies. In contrast, auditory cortex may have a key role in associating naturalistic or complex auditory CS (e.g., frequency sweeps) with threat US (although note). Specifically, there is evidence that disrupting neural transmission in auditory cortex during learning impairs threat memory acquisition of complex stimuli and blocking protein synthesis impairs posts-learning consolidation but leaves acquisition unaffected. Finally, disrupting neural transmission in auditory cortex during cue presentation in a post-conditioning test impairs complex discriminative but not non-discriminative threat memory retrieval.

In human studies, threat-predictive CS+ and safe CS− elicit differential evoked-potential amplitude, oscillatory synchrony, and univariate fMRI BOLD amplitude in visual cortex, multivariate BOLD patterns in olfactory cortex, and univariate BOLD amplitude as well as multivariate patterns in the auditory cortex, with no difference between simple and complex CS. Recent evidence has also shown that the visual cortex is involved in long-term threat memory in humans. However, the precise function of these areas in the acquisition and retention of threat
memories remains unresolved. In particular, it is unclear whether activity in these areas is in fact required for threat memoires to be formed and/or consolidated.

Here, we sought to elucidate the role of primary sensory cortex for discriminative conditioning from simple CS, as well as to translate established rodent findings on complex CS to humans. To this end, we used continuous theta-burst transcranial magnetic stimulation (cTBS) as a technique that can transiently downregulate cortical excitability and synaptic plasticity in the targeted area. As a model sensory system, we selected the somatosensory modality, since primary somatosensory cortex (S1) is well accessible to cTBS and since stimulus representation is strictly contralateral, unlike in the auditory system or in foveal vision. Somatosensory threat conditioning in humans has been demonstrated previously, including a study from our own laboratory with the same CS as in the present work. To examine the role of complex stimulus features, we used simple CS defined by stimulus location (index or middle finger), and complex CS defined by a temporal pattern of alternating locations (Fig. 1). S1 was localized individually with functional magnetic resonance imaging (fMRI).

We expected reduced threat memory retention after overnight memory consolidation when cTBS had been applied to stimulus-contralateral sensory cortex (experimental group), as compared to the stimulus-ipsilateral cortex (control group). We measured threat memory retention by potentiation of the startle eye-blink reflex to CS+ versus CS−. Studies in rodents suggest that cTBS exerts effects at multiple timescales: It can elicit action potentials immediately during stimulation, lead to a period of reduced cortical excitability in the direct aftermath of the stimulation, and induce longer-term changes in learning and memory at different timescales through synaptic long-term depression (LTD) as well as by modulating neurotransmitters, neural growth factors and gene expression. In humans, there is evidence that the inhibitory, LTD-like effect of cTBS may be mediated by effects on both GABAergic interneurons and glutamate (NMDA) receptors that are involved in synaptic LTP and LTD. By analyzing the learning progress, we could therefore disentangle whether a possible effect on memory retention was primarily driven by learning deficits already measurable during conditioning, or consolidation deficits only measurable during retention. However, our primary outcome measure was threat memory retention - which collapses learning and consolidation deficits - since cTBS may affect both processes and because the ultimate treatment outcome of attenuated aversive memories may be clinically most relevant.
Figure 1. Structure of the study and the experimental paradigm. First, participants underwent fMRI and somatosensory stimulation to functionally localize the primary somatosensory cortex (S1) for the second digits of index and middle fingers (digits d1: left middle finger, d2: left index finger, d3: right index finger, d4: right middle finger). On the first test day, participants received continuous theta-burst TMS targeted on S1. Experimental group received cTBS on the right hemisphere, contralateral to the somatosensory CS stimulation on the left hand. Control group received cTBS on the ipsilateral hemisphere. Immediately after cTBS, participants underwent threat conditioning with aversive electric shock US with a 50% reinforcement rate. US was delivered to the foot ipsilateral to the cTBS site. Simple CS were electric pulses to either index or middle finger of the left hand whereas complex CS were pulses alternating between fingers. Simple and complex CS blocks alternated in all sessions. Each CS lasted for 4 s and 50% of CS+ trials co-terminated with the 0.5-s US, whereas CS− trials never co-terminated with the US. On each trial, participants saw a fixation cross in the center of the screen and were asked to press a button as fast as possible to indicate which of the two possible stimulus patterns they perceived. Pupil size and skin conductance from the ring and little fingers were recorded during conditioning. On the next day, participants came back for a test of threat memory retention and a relearning session without cTBS. Retention session was conducted under extinction (no US) and eye-blink reflex to an acoustic startle probe was recorded. Relearning was conducted afterwards with 50% reinforcement. Pupil size, and skin conductance responses were recorded also during relearning. At the end of the conditioning and relearning sessions, participants rated each CS for how likely they thought it had co-terminated with the US during the experiment.
Results

Threat memory retention: startle eye-blink response

On day 1 of the experiment, participants underwent cTBS immediately followed by discriminative threat conditioning with 50% reinforcement. On day 2, participants were assessed for threat memory retention (Fig. 1) in extinction (i.e., no reinforcement), immediately followed by a relearning session to assess memory savings from the conditioning session of the previous day. The primary focus here was to assess the cTBS effect on memory consolidation as assessed in the retention test. Consistent with a cTBS-induced reduction of threat memory retention, we found a significant group x CS type interaction (Table 1; Fig. 2), with overall smaller CS+/CS− difference in the experimental group compared to the control group. There was no evidence that this effect depended on CS complexity (Table 1). Post-hoc t-tests suggested a difference in fear-potentiated startle elicited by CS+ versus CS− (collapsing across CS complexity) in the control group, t(50) = 3.76, p = 0.0002, Cohen’s d = 0.53, but not in the experimental group, t(50) = 0.25, p = 0.60, d = 0.04.

This primary analysis was based on all trials of the retention test and may thus potentially reflect group differences in extinction learning during the retention test, due to repeated presentations of the CS without the US. However, detailed analyses showed that the group difference in CS+/CS− discrimination was already present during the first 6 trials of the retention test, t(49.71) = 2.16, p = 0.036, d = 0.598. Moreover, the size of the group difference in CS+/CS− discrimination did not differ between the first vs. the last half of the retention test, t(47.17) = 1.58, p = 0.12, d = 0.435.

Our primary analysis did not account for the distribution of CS+ and CS− across the random trial sequence, which by chance may have been different between the groups. To exclude such possible influences of this sequence randomness on habituation to the startle probe, we replicated the group x CS type interaction in a linear mixed effects model that took into account the linear effect of trial across conditions, and thus, potential habituation across time (interaction: F(1,1182) = 5.49, p = 0.019; Supplementary Table 2). Moreover, to ensure that our main result was not driven by outlier data points, we reanalyzed the data without two control group participants who had standardized startle amplitude larger than 2 (arbitrary) units for either simple or complex CS+ (Fig. 2b). The group x CS type interaction was less strong but remained statistically significant without these two participants, F(1,48) = 5.65, p = 0.021, η² = 0.015.
Figure 2. Startle eye-blink responses (SEBR) during threat memory retention test on test day 2. a. Trial-by-trial responses for each condition show the time course of the responses, with little differentiation of CS+ and CS− for the experimental group and overall quick decline in amplitude across trials (habituation). b. The CS+/CS− difference was smaller for experimental than for control group across simple and complex CS, indicating that the fear-potentiated startle was inhibited by continuous theta-burst TMS as measured in threat memory retention test the next day. Error bars are 95% within-subject standard errors of the mean reflecting paired, one-tailed CS+ > CS− comparison 47; a. u. are arbitrary units.

Table 1. Statistical test results for condition-wise startle eye-blink responses during threat memory retention test on test day 2.

| Repeated-measures ANOVA                  | df1 | df2 | F    | p    | η²  |
|-----------------------------------------|-----|-----|------|------|-----|
| Group                                   | 1   | 50  | 7.71 | 0.008| 0.024|
| CS type                                 | 1   | 50  | 6.39 | 0.015| 0.020|
| CS complexity                           | 1   | 50  | 5.48 | 0.023| 0.049|
| Group x CS type                         | 1   | 50  | 7.71 | 0.008| 0.024|
| Group x CS complexity                   | 1   | 50  | 0.00 | 0.99 | < 0.001|
| CS type x CS complexity                 | 1   | 50  | 0.30 | 0.59 | < 0.001|
| Group x CS type x CS complexity         | 1   | 50  | 2.56 | 0.12 | 0.006|

df = Degrees of Freedom, η² = Eta squared (explained variance).
Threat conditioning on the day before retention test: skin conductance and pupil size responses

Our finding of reduced memory retention after cTBS could be due to impairments in synaptic consolidation after the threat conditioning protocol, or due to impairments in neural processing and synaptic transmission during the acquisition of conditioning. To assess the latter possibility, we analyzed skin conductance and pupil size responses to the CS during conditioning on test day 1. In line with our previous study that established the behavioral protocol for somatosensory threat conditioning 41, participants learned to discriminate CS+ and CS− as evidenced by skin conductance responses (main effect of CS type; Table 2, Fig. 3a,c) and pupil size responses (Table 2, Fig. 3b,d). There was no clear evidence that learning differed between control or experimental cTBS (Group x CS type interaction) as reflected in SCR or PSR. Visual inspection of the SCR data may even suggest somewhat better, rather than worse, learning in the experimental group than in the control group (Fig. 3c).

Figure 3. Skin conductance responses (SCR) and pupil size responses (PSR) during threat conditioning on test day 1. a-b. Averaged trial time courses of skin conductance and pupil size changes from baseline for the different stimuli, separately for control and experimental groups. Shaded areas represent within-subject standard errors of the mean; dashed grey line marks US onset (only no-US trials were included); µS are micro-Siemens. b-c. SCR amplitude and PSR estimates showed that the participants learned the CS+/CS− difference overall (main effect of CS type for both modalities, Table 2), evidencing threat conditioning. There was no evidence for a difference in learning between the control and experimental groups (interaction of group and CS type). Error bars show 95% within-subject standard errors of the mean reflecting paired, one-tailed CS+ > CS− comparison 47; a. u. are arbitrary units.
Table 2. Statistical test results for condition-wise skin conductance and pupil size responses during threat learning on test day 1.

| Repeated-measures ANOVA for SCR | df1 | df2 | F    | p    | η²  |
|---------------------------------|-----|-----|------|------|-----|
| Group                           | 1   | 60  | 0.45 | 0.51 | 0.001 |
| CS type                         | 1   | 60  | 7.82 | 0.007 | 0.02 |
| CS complexity                   | 1   | 60  | 1.25 | 0.27 | 0.01 |
| Group x CS type                 | 1   | 60  | 0.39 | 0.53 | < 0.001 |
| Group x CS complexity           | 1   | 60  | 0.06 | 0.82 | < 0.001 |
| CS type x CS complexity         | 1   | 60  | 1.68 | 0.20 | 0.004 |
| Group x CS type x CS complexity | 1   | 60  | 0.19 | 0.67 | < 0.001 |

| Repeated-measures ANOVA for PSR | df1 | df2 | F    | p    | η²  |
|---------------------------------|-----|-----|------|------|-----|
| Group                           | 1   | 35  | 1.36 | 0.25 | 0.021 |
| CS type                         | 1   | 35  | 5.33 | 0.027 | 0.015 |
| CS complexity                   | 1   | 35  | 33.2 | < 0.001 | 0.002 |
| Group x CS type                 | 1   | 35  | 0.85 | 0.36 | 0.119 |
| Group x CS complexity           | 1   | 35  | 2.29 | 0.14 | 0.008 |
| CS type x CS complexity         | 1   | 35  | 1.53 | 0.23 | 0.003 |
| Group x CS type x CS complexity | 1   | 35  | 0.05 | 0.82 | < 0.001 |

df = Degrees of Freedom, η² = Eta squared (explained variance).

**Threat relearning after retention test: skin conductance and pupil size responses**

To assess memory savings carried over from the conditioning session of the previous day, we conducted a second learning session directly after the threat memory retention test. Pupil size responses discriminated between threat-predictive CS+ and safe CS−, with no difference between experimental and control cTBS groups (Supplementary Fig. 1, Supplementary Table 5). No significant differences in CS+/CS− responses were found in condition-wise skin conductance responses (Supplementary Fig. 1, Supplementary Table 5) while a small difference was found in trial-wise responses, F(1, 3886) = 5.83, p = 0.02 (but no group x CS type interaction; Supplementary Table 6).

**CS-US contingency learning**

We assessed declarative memory for the CS-US contingency using a continuous rating scale at the end of each test day. Participants distinguished CS+/CS−, F(1,50) = 18.1, p < 0.001, η² = 0.121 (Supplementary Fig. 2a) after day 1 as well as on day 2 after relearning, F(1,50) = 83.3, p < 0.001, η² = 0.356 (Supplementary Fig. 2b). There was no difference between ratings for simple and complex stimuli on either test day, or between cTBS groups on test day 1 (all p > 0.30). The CS type x CS complexity and group x CS type x CS complexity interactions after day 1 were not significant, F(1,50) = 3.49, p = 0.068, η² = 0.001, and F(1,50) = 3.58, p = 0.064, η² = 0.008, respectively. After test day 2,
control cTBS participants discriminated CS+ and CS− better than experimental cTBS participants (group x CS type interaction: $F(1,50) = 4.48, p = 0.039, \eta^2 = 0.019$; Supplementary Fig. 2b). This difference was due to higher CS− ratings in the experimental group than in the control group, $t(41.90) = −2.04, p = 0.048, Cohen’s d = 0.569$. CS+/CS− discrimination in the control group increased from day 1 to day 2, $t(26) = 2.39, p = 0.025, d = 0.46$, whereas the increase in the experimental group was not statistically significant, $t(24) = 1.80, p = 0.084, d = 0.361$ (corrected $\alpha = 0.025$). However, there was no difference between the groups in their increase in CS+/CS− discrimination from day 1 to day 2, $t(46.82) = 0.86, p = 0.39, d = 0.237$.

**Accuracy and reaction time of CS identification**

As a control measure for potential cTBS-induced synaptic transmission impairments, which could lead to reduced stimulus perception, we analyzed accuracy and reaction times in CS identification. We found no evidence for reduced accuracy or increased reaction times in the experimental group in comparison with the control group. Accuracy was high in all sessions with 94.2% (± 2.7 percentage point SD) correct responses during conditioning, 96.9% (± 2.6 p.p.) during retention, and 95.8% (± 2.7 p.p.) during relearning. Accuracy was similar across groups and between CS+/CS− in all sessions (all $p > 0.15$). Participants were on average 4 percentage points more accurate in recognizing complex than simple CS during retention, $F(1,50) = 7.43, p = 0.009, \eta^2 = 0.03$ (Supplementary Fig. 3a). There were no differences in reaction times across groups or CS type (all $p > 0.50$, except for CS type during relearning $F(1,50) = 3.85, p = 0.056, \eta^2 = 0.001$). However, participants responded on average 620 ms faster to complex CS (mean RT 1670 ± 20 ms SD) than to simple CS (1050 ± 70 ms) during conditioning ($F(1,50) = 228.9, p < 0.001, \eta^2 = 0.448$), 640 ms during retention ($F(1,50) = 175.6, p < 0.001, \eta^2 = 0.395$; Supplementary Fig. 3b), and 610 ms during relearning ($F(1,50) = 326.6, p < 0.001, \eta^2 = 0.465$). Importantly, this cannot be explained by physical properties or timing of the stimuli, as simple stimuli were immediately distinguishable from the first pulse, and therefore attentional or other psychological factors seem the most reasonable explanation for the difference (e.g., complex stimuli engaged more attention than simple stimuli). Average reaction times were similar to the conditioning session during both retention (simple CS 1680 ± 20 ms, complex CS 1040 ± 60 ms) and relearning (simple CS 1610 ± 70 ms, complex CS 1000 ± 40 ms).
Discussion

Growing evidence from rodent studies suggests that sensory cortices are important for processing complex stimuli during auditory threat conditioning, but their role for simple conditioned stimuli (CS), and for human threat conditioning in general, remains unclear. We addressed this question in a transcranial magnetic stimulation study with the goal of inducing temporary inhibition of neural processing in the sensory cortex. We applied continuous theta-burst stimulation (cTBS) in healthy human participants over the primary somatosensory cortex, either ipsilateral (control) or contralateral (experimental) to somatosensory stimuli, immediately prior to a threat conditioning protocol where the somatosensory stimuli were paired with painful shocks (CS+) or not (CS−). We found that after overnight consolidation, differential fear-potentiated startle to the CS+/CS− was smaller in the experimental (contralateral cTBS) group compared with the control (ipsilateral cTBS) group. Detailed analyses confirmed the robustness of this finding and showed that it was not due to group differences in extinction learning or in the random trial sequence. We found no evidence for an inhibitory cTBS effect on learning during the initial learning session, indicated by a lack of group differences in how skin conductance and pupil size responses discriminated between CS+ and CS−. Moreover, there was no evidence that contralateral cTBS impaired CS identification, excluding the possibility that our results reflect a cTBS-induced deficit in immediate somatosensory processing unrelated to the threat conditioning. Taken together, the observed effect on threat memory retention suggests that the cTBS did not interfere with basic sensory processing and activity-dependent short-term plasticity, but rather with synaptic structural reconfiguration required for memory consolidation 48.

A few previous studies have used TMS to investigate the role of cortical areas in threat conditioning. These studies have mainly focused on TMS effects during memory retrieval and extinction, and none have investigated the role of sensory cortices. One study found that 20 min of inhibitory 1-Hz repetitive TMS targeting right posterior parietal cortex after threat conditioning increased reaction times in a subsequent visual search task when a CS+ was presented as a distractor stimulus, potentially reflecting impaired disengagement of attention due to the TMS intervention 49. Recently, it was shown that 15 min of 1-Hz repetitive TMS over dorsolateral prefrontal cortex administered after visual threat memory retrieval was successful in reducing physiological threat responses during the so-called reconsolidation period, as well as preventing return of threat responding after reinstatement, while leaving declarative CS-US learning intact 50. The authors speculate that this effect may be due to the role of dorsolateral prefrontal cortex in memory retrieval, for example through working memory processing of retrieved information, and potentially due to long-range connections from the prefrontal cortex to the amygdala 50. Therefore, there may be several putative time windows and neural pathways through which to influence threat memories with TMS.
A few other studies have targeted extinction learning mainly through ventromedial prefrontal cortex stimulation. Beyond TMS studies, there is very little data from clinical lesion samples to address the role of sensory cortices in threat conditioning. One lesion case study suggested that visual cortex is not required for non-discriminative visual conditioning in humans, in line with non-discriminative auditory conditioning in rodents.

We selected somatosensory threat conditioning as a model system for methodological reasons. We note that somatosensation is crucial for adaptive functioning and is therefore also an important sensory modality to investigate, next to the more commonly investigated auditory and visual modalities. Clinically, somatosensation is affected in post-traumatic stress disorder, a psychiatric disorder that has been proposed to develop partly due to maladaptive conditioning mechanisms such as threat overgeneralization and impaired safety learning. Somatosensory conditioning has been behaviorally demonstrated across species. In rodents, somatosensory threat conditioning with whisker touch as CS is suggested to induce increased neural response strength, sparse coding, dendritic spine plasticity, and inhibitory postsynaptic potentials in the primary somatosensory barrel cortex, somewhat similar to post-consolidation changes in the auditory cortex. In humans, somatosensory threat-conditioned CS slightly increase the painfulness of the US. Moreover, specificity of threat responses is affected by somatosensory precision of the body part, with differential conditioning observed for CS applied on the hand but not for CS on the back. Our study adds to the scarce literature on somatosensory threat conditioning in humans. In line with our previous work, we have shown that somatosensory threat learning is possible from simple and complex patterned electric pulses on fingers, but we now additionally demonstrate that the associative memory is retained at least overnight.

We found that primary somatosensory cortex (S1) is required for consolidation of associative somatosensory threat memories in humans, in line with previous findings in rodent auditory threat conditioning to complex cues. It has been suggested that primary sensory cortices are involved in stimulus identification and are specifically needed for processing complex stimuli, because they necessitate the binding together of different stimulus elements into a unitary representation, for example frequency sweeps and tone pips. However, we did not find clear evidence that the role of S1 in threat conditioning and threat-memory retention differed between simple and complex somatosensory stimuli (here differentiated by the temporal pattern of the stimulus across one or two fingers). On the other hand, our findings are in line with human neuroimaging studies that found equal CS+/CS- neural pattern discriminability for simple and complex CS in the auditory cortex and that were able to cross-decode simple CS threat predictions from complex threat predictions and vice versa.
However, it is possible that experiments with larger sample sizes may yet detect such complexity effects. Secondary sensory cortices have been shown to be involved in learned threat predictions of auditory, visual and olfactory modalities in rodents. The effect of stimulus complexity has not been investigated across modalities, and to our knowledge, no comparison including somatosensory threat conditioning exists, nor has the role of primary sensory cortices been compared across modalities. TMS is known to influence wide functional networks in the human brain, with potential effects on even distant brain regions through long-range connections. This has also been shown for cTBS of the primary somatosensory cortex at rest, which led to reductions in functional connectivity of S1 with a variety of distant brain regions, including regions important for threat conditioning such as the amygdala, striatum and anterior cingulate cortex. Therefore, without concurrent fMRI measurement, we cannot confirm or exclude possible downstream influences of our cTBS protocol on secondary somatosensory cortices or other areas, although the stimulation is unlikely to have directly reached the ipsilateral secondary somatosensory cortex.

The neural effects of theta-burst TMS are multifaceted. They may reflect synaptic long-term potentiation and depression at excitatory glutamatergic and inhibitory GABAergic neurons, neurotrophic factors, and neurogenesis. It has been proposed that the long-term depression (LTD)-like effect of continuous theta-burst TMS used here is based on an initial facilitatory long-term potentiation (LTP)-like effect, as seen with intermittent theta-burst TMS, which reverses and becomes inhibitory with continuing stimulation. This build-up of the inhibitory effect may be determined by post-synaptic calcium levels that act as a trigger for synaptic plasticity for both facilitation and inhibition, whereby the sum of LTP and LTD together determines the final direction of the TMS aftereffect (facilitatory or inhibitory). The evidence comes from in vitro experiments on rat hippocampal slices and computational models proposing that extracellular stimulation up to 5 Hz induces long-term depression with moderate levels of post-synaptic calcium, controlled by NMDA receptor activity. However, at this moment it is not yet known whether these mechanisms truly underlie the observed inhibitory effect of continuous theta-burst TMS observed in humans. The best evidence thus far comes from a study where an NMDA-receptor antagonist blocked both the LTP-like excitatory and LTD-like inhibitory effects of theta-burst TMS in six healthy human participants. Finally, the efficacy of repetitive TMS is crucially influenced by baseline cortical excitability as well as individual and contextual factors. While there are thus several potential low-level physiological mechanisms that may have led to the effects observed in our study, our results suggest that cTBS can selectively influence memory retention in S1 without strong effects on immediate sensory processing and activity-dependent short-term learning.
Taken together, we found that inhibitory continuous theta-burst TMS over the primary somatosensory cortex led to reduced threat memory retention after overnight consolidation, with no clear influence of conditioned stimulus complexity. This finding extends the rodent and human literature on the function of primary sensory cortices in threat learning and memory, by suggesting that primary sensory cortices are involved in stimulus representation for threat conditioning and play a role in reconsolidation of threat memories. Further studies may investigate the neurophysiological mechanisms underlying these effects with concurrent neuroimaging and TMS, examine whether continuous theta-burst TMS on primary somatosensory cortex could be used as a method to modify labile reactivated threat memories through reconsolidation update mechanism, and attempt to establish whether intervening with (re)consolidation of threat memories may have clinical relevance for patients suffering from fear and anxiety disorders.

Methods

Participants

Sixty-eight participants (34 women and 34 men; mean age 23.7±4.2 SD) recruited from the general and student population completed the cTBS and threat conditioning session on test day 1 according to protocol. After exclusions due to data collection and quality issues (detailed in the respective sections below), the final sample for skin conductance analyses was 62 participants (28 experimental contralateral cTBS group, 34 ipsilateral control cTBS group). For pupil analyses, the final sample was 34 participants (18 experimental, 16 control participants). Sixty-two participants completed the threat memory retention session on test day 2 according to protocol. Fifty-two participants (26 women and 26 men; mean age 23.8 ± 3.9 SD) were included in our main analyses of startle-eye blink responses in the threat memory retention test. Twenty-five of these participants (12 women, 13 men) had been randomly assigned to the experimental (contralateral cTBS) group and 27 (14 women, 13 men) to the control (ipsilateral cTBS) group. Sixty-five participants completed the relearning session on test day 2 according to protocol. The final sample for skin conductance analyses comprised 56 participants (27 experimental, 29 control) 42 participants for pupil size analyses (22 experimental, 20 control). Twenty additional participants took part in an initial fMRI session but were excluded from TMS due to inability to localize S1.

Details of the exclusions are given in the Experimental Procedure section. All recruited participants stated no history of neurological and psychiatric disorders or contraindications for TMS and MRI and gave written informed consent. The study protocol, including the form of taking consent, was in accordance with the Declaration of Helsinki and approved by the governmental research ethics committee (Kantonale Ethikkommission Zürich, KEH-ZH 2013-0383).
**Experimental procedure**

*fMRI localizer for S1.* Participants took part in an fMRI experiment to localize the S1 representation of index and middle fingers of both hands. Somatosensory stimulation to each finger was delivered with a constant current stimulator (Digitimer DS7A, Digitimer, Welwyn Garden City, UK) through a pin-cathode/ring-anode electrode. Each stimulation consisted of a 4-s train of 20 square electric pulses of 200 µs (in 4 bursts of 5 pulses, with ~10 ms breaks between pulses and 150 ms breaks between bursts), on one finger at a time. Intensity of the stimulation was individually calibrated for each participant and each finger before the experiment by incrementally increasing the stimulator current until the participant indicated that the intensity was clearly perceptible but not yet unpleasant. The localizer experiment contained three fMRI runs and the somatosensory stimulation intensity was checked between runs and re-calibrated if necessary. Participants were instructed to lie still in the scanner and focus on the sensation in their fingers. Somatosensory stimulation was delivered in the first two runs repeatedly in order from left middle finger through index fingers to right middle finger with a 6-9 s interstimulus interval (ITI) on 26 trials per run. In the third run, stimulation was delivered in pseudorandom order (max. 3 consecutive trials of one finger) with 2-4 s ITI on 43 trials. Each run lasted 300 seconds and the experiment had in total 95 trials. The experiment was programmed with Psychophysics Toolbox \textsuperscript{76} in MATLAB\textsuperscript{2014b}. Functional images were acquired with a Philips Achieva 3 T MRI scanner with 8-channel sensitivity-encoded (SENSE) head coil. T\textsubscript{2}*-weighted echo-planar images were acquired with the following parameters: 3 x 3 x 3 mm voxel size, 33 ascending axial slices, 0.5 mm gap, volume TR 2000 ms, 150 volumes per run, TE 30 ms, flip angle 90°, FOV 240 x 240 x 115 mm, and acquisition matrix 80 x 78, 5 dummy scans. A high-resolution structural scan was obtained after the three functional runs (MP-RAGE; 1 x 1 x 1 mm voxel size, 181 sagittal slices).

We used SPM12 (Wellcome Trust Centre for Neuroimaging, London) and MATLAB\textsuperscript{2016a} to preprocess and analyze fMRI data. Preprocessing of the functional images included realignment, slice-time correction \textsuperscript{77}, co-registration with the T\textsubscript{1}-weighted structural images, normalization to the Montreal Neurological Institute (MNI) space based on unified segmentation \textsuperscript{78}, and smoothing with an 8 mm FWHM Gaussian kernel. Each trial of somatosensory stimulation was modelled as a stick function of zero duration at trial onset, which led to the most stable effects (vs. a boxcar model with duration of 4 seconds). Contrasts were defined for ‘left > right hand’ and ‘right > left hand’ BOLD activity. For each participant and each hemisphere, the stimulation site ROI for cTBS was defined as a 10-mm diameter sphere around the peak coordinates within an anatomical S1 mask (Fig. 4). The S1 mask was created as an intersection of anatomical postcentral gyrus mask from Harvard-Oxford cortical and subcortical structural atlases (fsl.fmrib.ox.ac.uk/fsl/fslwiki/Atlases), a 15 mm radius sphere around MNI coordinates from a finger somatotopy study \textsuperscript{79}, and grey matter mask from the
segmentation procedure at 0.5 threshold. We included participants with activity of $T \geq 1.28$ (corresponding to $p < 0.01$ uncorrected) for both ‘left > right’ and ‘right > left’ contrasts. We excluded those participants whose peak BOLD activity was located very inferior toward the lateral sulcus and/or deep within a sulcus, as there was a risk that these locations correspond to S2 rather than S1, and because it is difficult to reliably target such sites with our TMS approach. In total, these criteria excluded 20 fMRI participants from the TMS session. Following this analysis, each participant was randomly assigned to experimental or control group by a researcher outside the study team.

*Continuous theta-burst TMS protocol.* After the fMRI localizer, participants were invited to the laboratory on two consecutive days (Fig. 1). On the first day, continuous theta-burst repetitive TMS was administered before the experimental task. We used an inhibitory protocol that has been shown to decrease cortical excitability for up to an hour, as measured with motor-evoked potentials \(^{37}\). The S1 ROI coordinates in MNI space from the fMRI localizer analysis were inverse transformed to each participant’s native anatomical T1 space in SPM12 and overlaid on a constructed 3D model of the participant’s head and brain using the BrainSight interface (Rogue Resolutions Ltd., Cardiff, UK). For the experimental group, cTBS was applied to the left hemisphere ROI, and for the control group to the right hemisphere ROI. The precise individual stimulation site was defined as the approximate center of the S1 spherical ROI while attempting to also optimize the location so that 1) the TMS coil was angled perpendicular to the crown of the postcentral gyrus, 2) the coil surface was parallel to both the brain and the skull at the stimulation site, 3) the coil handle pointed backward. The cTBS site was targeted with neuronavigation (BrainSight and Polaris NorthernDigital, Waterloo, Canada infrared tracking system). For relating the anatomical image of the participant in BrainSight to the dimensions of the participant’s head in real space, landmarks were set on bridge of the nose, tip of the nose, and bilateral intratragal notches at the ears. The position of the participant’s head and the coil were tracked with the Polaris system for accurate pulse delivery to the stimulation site.
cTBS intensity for each participant was defined via a standard motor threshold procedure with single-pulse TMS on the index finger motor cortex. The passive motor threshold was defined as the intensity that elicited motor evoked potentials of $>200 \mu$V in amplitude in at least 5 out of 10 pulses as measured by electromyography of the first dorsal interosseous muscle between the index finger and the thumb. For obtaining the active motor threshold, the participant was asked to exert constant pressure between the index finger and the thumb (20% of maximum force) while the procedure described above was repeated. Intensity of the cTBS on the S1 ROI was set to 80% of the active motor threshold, scaled by the difference between the distance of the motor cortex and the distance of the S1 ROI to the skull. The average stimulation intensity across participants ($N = 68$ with TMS completed according to protocol) was 41.3% (SD 6.7, range 25-51%) of maximum stimulator output.

The cTBS protocol consisted of 600 pulses administered continuously for 40 seconds in bursts of three pulses at 50 Hz (every 20 ms) at 5 Hz intervals (every 200 ms). The stimulation was applied with a Magstim super-rapid stimulator (Magstim, Whitland, Dyfed, UK) and a figure-of-eight coil, supported by a frame over the stimulation site and held steady by hand. Immediately after cTBS, participants underwent 20 minutes of classical threat conditioning, which is well within the estimated duration of the cTBS effect.

*Conditioned and unconditioned stimuli of the threat conditioning protocol.* There were four different CSs in the experiment: 1) simple CS+ paired with an electric shock US in 50% of trials, 2) simple CS− never paired with the US, 3) complex CS+ paired with an electric shock US in 50% of trials, 4) complex...
CS—never paired with the shock. Simple and complex CS trials were presented in separate, alternating conditioning blocks in all conditioning and retention sessions. The intensity for the CS was set for each finger separately and to a subjectively clear but not unpleasant level by incremental increases of the current. CS were 4-s electric pulses to the middle and index fingers of the left hand delivered with Digitimer DS7A stimulator through a pin-cathode/ring-anode electrode. All CS consisted of square electric pulse trains, with simple stimuli delivered as 20 pulses of 200 µs (in 4 bursts of 5 pulses, with ~10 ms breaks between pulses and 150 ms breaks between bursts) to one finger only. Complex stimuli were 24 pulses of 200 µs in 3 bursts of 5 pulses per finger, with ~10 ms breaks between pulses and 450 ms breaks between burst sets, alternating from one finger to another. The complex stimuli always started with the same finger within a participant (randomized across participants), so that recognition of the stimulus was only possible after the first 3 bursts. One complex stimulus would contain 3 bursts on one finger first, then a break of 450 ms, and then continue with 3+3 alternating pulses on the two fingers and end with 3 pulses on the other finger, whereas the other complex stimulus would alternate 3+3 bursts on the two fingers throughout (Fig. 1).

Aversive US was an electric shock consisting of 50 square pulses of 200 µs for 500 ms, with ~10 ms between each pulse, delivered with Digitimer DS7A stimulator to the top of the foot, approximately on the intermediate cuneiform bone. The US was delivered ipsilateral to the cTBS site in order to exclude possible cTBS effects on sensory processing of the US. Intensity of the US was individually calibrated for each participant. First, a clearly unpleasant but not painful intensity was determined with an ascending staircase procedure. After that, participants gave subjective ratings (0 = felt nothing to 100 = very unpleasant) for 14 random intensities. The 90% intensity based on these ratings was chosen as the US intensity for the experiment (N = 68, 6.1 ± 5.7 mA, range 1.5–41 mA).

**Day 1: training, cTBS and threat conditioning.** Participants trained the experimental task without reinforcement before cTBS. They were exposed to each of the 4 somatosensory conditioned stimuli (CS) three times in random order (i.e., 12 trials) and were asked to indicate which CS pattern they perceived by pressing a left or right button during 3 s from CS onset. This training block was repeated until the participant achieved 75% accuracy (i.e., 4/6) both for simple and for complex stimuli, and served also as habituation to the CS alone.

After cTBS, the 20-minute threat conditioning protocol followed, consisting of 8 blocks of 12 trials each, for a total of 96 trials. The intertrial interval for each trial was drawn randomly from a uniform distribution ranging from 7 to 11 seconds in steps of one second. The order of simple and complex blocks (simple first or complex first) was randomized. Due to a technical error in the procedure to balance the stimulus complexity order across participants, about 14% of participants
received simple stimuli first and 86% of participants received complex stimuli first. However, the number of participants that received simple first or complex first were balanced between experimental and control groups. Out of the participants that were included for the retention session startle-eye blink analyses, 45 participants received complex stimuli first and 7 simple stimuli first, and of those, 35 participants received middle finger stimulation as simple CS+ and leftward wave as complex CS+, and 17 participants had the index finger for simple CS+ and rightward wave as complex CS+. 37 participants had their complex stimuli starting from the middle finger and 15 participants from the index finger.

The experiment was run in Psychophysics Toolbox \textsuperscript{76} in MATLAB2013b. The visual part of the experiment was shown on an 18.5” screen (1280 x 1024 pixels resolution) at approximately 90 cm distance from the participants’ eyes. The participants were instructed to fixate their gaze on a white cross on grey background during the trials. There was no other visual element on the screen during the trials.

After the conditioning session, seven participants were excluded from all analyses due to either a failure to complete the cTBS according to protocol (e.g., the participant and therefore the coil moved during the 40 seconds of stimulation, or the BrainSight program had a technical failure), or due to failure to deliver the US throughout the conditioning session (e.g., electrode detachment).

\textit{Day 2: threat memory retention and relearning.} The next day, participants returned for a retention and relearning session. Retention was measured under extinction (i.e., no US) in 4 blocks of 6 trials each, i.e., 2 blocks of simple and 2 blocks of complex stimuli, for a total of 24 trials (12 CS+, 12 CS−). Before the retention session, the experiment was set up the same way as the previous day, including the US electrode on the foot. In order to retain expectation of US, participants were instructed that they may experience US during the session, including the possibility of only one US at the very end. During the retention session, participants wore headphones from which they heard a 50-ms, 100 dB burst of white noise on every trial at CS offset to elicit an acoustic startle reflex. Immediately before the retention test started, one habituation startle probe was presented alone. After the retention session, headphones were taken off and the participants underwent a re-learning session with the same structure and duration as the conditioning session on the previous day, including US delivery.

\textbf{Data recording and psychophysiological modelling}

\textit{CS-US contingency ratings.} Immediately after the conditioning and re-learning sessions, participants were presented with each CS alone, without US. Participants were asked to indicate what they thought
was the probability of the US occurring together with this CS, from a choice of 0%, 25%, 50%, 75%, or 100%.

**Skin conductance responses.** We measured learning progress during conditioning and relearning by recording skin conductance from the first phalanx of the ring and little fingers of the left hand with plate electrodes. Skin conductance responses were not analyzed for retention on test day 2 due to large signal changes and artefacts caused by the startle probes and associated startle movements. The skin conductance signals were recorded with PowerLab 4/25T system (ADInstruments, Sydney, Australia), digitised (sampling frequency 1000 Hz) and saved in LabChart software (ADInstruments). Data files were converted into MATLAB format in LabChart and imported into PsychoPhysiological Modelling (PsPM) toolbox (version 4.1.1, bachlab.github.io/PsPM) in MATLAB2018a for further preprocessing and analysis. Data were visually inspected, and artefacts excluded (e.g., electrode movement or detachment). For analysis of the conditioning session, 3 participants were excluded due to recording failure (e.g., missing data or markers), and 3 were excluded due to data quality issues (e.g., continuous movement or detachment of the plate electrodes). For the relearning session, we excluded 8 and 4 participants, respectively, by the same criteria. Data were filtered with a first order bidirectional bandpass Butterworth filter with cutoff frequencies of 0.0159 and 5 Hz, and down-sampled to 10 Hz.

We used the PsPM toolbox for psychophysiological modelling of the skin conductance responses, involving inverting a nonlinear dynamic causal model (DCM) that estimated the amplitude of anticipatory (conditioned) and evoked (unconditioned) responses based on a canonical response function developed in earlier work. For plotting of condition-wise averages of skin conductance responses over trial time, the signal was down-sampled to 50 Hz and baseline-corrected by subtracting the average signal from the 1 second time interval preceding trial onset.

**Pupil size responses.** Pupil size and gaze direction were recorded during conditioning and re-learning with an EyeLink 1000 System at 500 Hz sampling frequency (SR Research, Ottawa, ON, Canada). The eye-tracker was placed at 80 cm distance from the subject’s eyes. To avoid recording issues associated with the electromyography electrodes placed directly underneath the eye (which were not removed for the relearning session after they were used to measure the startle eye-blink responses during the retention session, see next section), only the right eye was recorded. Pupil size responses were not analyzed for retention on test day 2 due to eye-blinks caused by the startle probe. Calibration of gaze direction was conducted on a 3-by-3-point grid in the EyeLink software. EyeLink data files were converted into .asc format and imported into PsPM toolbox (version 4.1.1 and 4.3.0) in MATLAB2018a.
Two participants were excluded from the conditioning session analyses due to pupil size and/or gaze direction data not recorded according to protocol (e.g., missing data or markers), and 6 were excluded from the relearning session analyses. During import into PsPM, blink and saccade periods detected by the EyeLink online parsing algorithm were excluded. Pupil size data points for which gaze direction deviated more than 7° visual angle from the center of the screen were excluded. After these exclusions, more than 50% of pupil size data was missing during the 3.5 seconds of CS presentation before US onset for 32 participants in the conditioning session, and for 20 participants in the re-learning session. This is most likely because participants did not comply with the instruction to look at the (static) screen and keep their eyes open. Indeed, participants were often observed by experimenters to look away from the screen specifically during the somatosensory CS stimulation, as if to focus on the sensation. Therefore, only 34 participants that had at least 50% remaining data for each of the 8 blocks and were included in the pupil size analyses for the learning session and 42 for the re-learning session.

We used the PsPM toolbox to invert a general linear model based on a canonical pupil size response for threat conditioning and the measured data to arrive at estimates of condition-wise pupil size responses. Missing data points (due to blinks, saccades, or loss of fixation) were interpolated for filtering and ignored during model inversion. Prior to model inversion, data were filtered with a bidirectional first order Butterworth low pass filter with 50 Hz cut off frequency and down-sampled to 100 Hz. For plotting of condition-wise averages of skin conductance responses over trial time, the signal was baseline-corrected by subtracting the first data point after trial onset.

Startle eye-blink responses. The startle eye blink reflex was measured during the retention session using electromyography (EMG). The startle eye-blink was chosen as the main measure of interest since it allows the lowest effect size of all psychophysiological measures to detect at least 50% reduction in differential conditioned response at alpha level 0.05 for a one-tailed t-test (CS+ > CS−). However, startle-eye blink data was not collected from the acquisition (nor relearning) session due to the disruptive properties of acoustic startle probes on skin conductance and pupil size signals mentioned above, next to evidence that it slows down threat acquisition. Two EMG electrodes filled with conductive gel were placed on the orbicularis oculis muscle under the left eye, approximately 1 cm apart. The EMG and startle probes were recorded with a PowerLab 4/25T system (ADInstruments, Sydney, Australia), digitised (sampling frequency 1000 Hz) and saved in LabChart software (ADInstruments).

Data files were converted into MATLAB format in LabChart and imported into PsPM toolbox (version 4.3.0) in MATLAB2018a for further preprocessing and analysis. Trial markers were
constructed from acoustic startle sound data channel with PsPM function pspm_find_sounds. EMG data pre-processing followed the optimized method reported in earlier work. EMG data were filtered with a 4th order Butterworth filter with 50 Hz and 470 Hz cutoff frequencies, and mains noise was removed with a 50 Hz notch filter. Then, the data were rectified and smoothed with a lowpass filter with 53.05 Hz cutoff (3 ms time constant). Ten participants were excluded based on visual inspection of overall trial-averaged EMG data. These participants had extremely noisy average startle eye-blink responses that were also often contaminated by CS stimulation artefacts.

Trial-wise startle eye-blink responses were estimated with a flexible-latency general linear model for each participant, using the PsPM toolbox. The latency of the response was set to vary freely and the time window over which the model was evaluated was set at −0.02 and 0.13 s relative to the onset of the sound marker for each trial.

Statistical analysis
The estimated startle eye-blink, skin conductance and pupil size responses, and post-experiment contingency ratings, accuracies and reaction times for each participant were exported to and analyzed in R (version 4.0.2) run with RStudio (version 1.3.959).

As in previous work, skin conductance responses from the conditioning session and startle-eye blink responses from the retention session were standardized within-subjects with respect to the average CS− response across conditions to account for different scaling. This was not done for pupil size responses due to smaller between-subjects variability in the individual pupil size response. The standardized trial-wise responses were averaged over trials within each condition for condition-wise analyses. For skin conductance responses and pupil size responses in both learning and re-learning sessions, only trials without US reinforcement were included in the analyses to avoid confounding of the conditioned responses with unconditioned responses. Trial-wise response estimates for skin conductance responses were averaged over trials. Pupil size responses were estimated on a condition-by-condition basis. Reaction times and accuracy percentages were analyzed for all sessions and CS-US contingency ratings from after conditioning and after re-learning. Trials with reaction times shorter than 200 ms and longer than 3500 ms were removed from analyses to exclude contamination of the results by either late responding from previous trial or responding after US onset at 3.5 s.

Psychophysiological response estimates, CS-US contingency ratings, reaction times and accuracy percentages were entered into three-way repeated measures ANOVAs of the form DV ~ Group * CS type * CS complexity + Error(Subject/(CS type * CS complexity), including all possible two- and three-way interactions. Post-hoc tests were conducted with emmeans R package and effect
sizes for the post-hoc contrasts were approximated with ‘t_to_d’ function of effectsize package. Further specific tests were conducted with Student’s paired t-tests for within-subject effects and with Welch’s two-sample t-tests for comparing groups with unequal sample sizes (including a correction for degrees of freedom). One-tailed p-values were used for a priori directional hypotheses for CS+ > CS− and control > experimental group; two-tailed tests were used for all other comparisons.

For startle eye blink responses, the random trial sequence and startle response habituation may inadvertently influence condition averages: for example, if a participant has more CS+ trials early in a block, then due to habituation, the CS+ average will be higher than the CS- average. To account for this possibility, we conducted a control analysis using a linear mixed effect model (LME; nlme package) with the trial index across conditions as fixed factor. Thus, this model contained the within-subject factors Trial (linear effect of trial number across conditions), CS type (CS+ vs. CS−) and CS complexity (simple vs. complex), and between-subjects factor cTBS Group (experimental vs. control), as well as all possible interactions (up to four-way interactions). To formally compare possible models with different random effects, we computed log Bayes Factors (BF) with Bayesian Information Criterion approximation for frequentist linear regression models with the R package bayestestR. The following random effects structures were estimable and compared to each other: 1|Subject as the null model, and (CS type * Trial)|Subject. The null model with 1|Subject as random effects was selected as the other model fit the data worse (log BF = −19.7). As a control analysis, trial-wise skin conductance responses were also analyzed with a linear mixed model (nlme package) similar to the one for startle eye-blink responses. For skin conductance responses, only the simplest possible random effects structure, 1|Subject, was estimable for both the conditioning and relearning sessions.
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