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Abstract. In this paper we study the problem of counting Salem numbers of fixed degree. Given a set of disjoint intervals $I_1, \ldots, I_k \subset [0; \pi], 1 \leq k \leq m$ let $\text{Sal}_{m,k}(Q, I_1, \ldots, I_k)$ denote the set of ordered $(k+1)$-tuples $(\alpha_0, \ldots, \alpha_k)$ of conjugate algebraic integers, such that $\alpha_0$ is a Salem number of degree $2m+2$ satisfying $\alpha \leq Q$ for some positive real number $Q$ and $\arg \alpha_i \in I_i$. We derive the following asymptotic approximation

$$\# \text{Sal}_{m,k}(Q, I_1, \ldots, I_k) = \omega m Q^{m+1} \int_{I_1} \cdots \int_{I_k} \rho_{m,k}(\theta) d\theta + O(Q^m), \quad Q \to \infty,$$

providing explicit expressions for the constant $\omega_m$ and the function $\rho_{m,k}(\theta)$. Moreover we derive a similar asymptotic formula for the set of all Salem numbers of fixed degree and absolute value bounded by $Q$ as $Q \to \infty$.

1. Introduction

Problems concerning the distribution of algebraic numbers have a long history [26, 19, 20, 23, 22, 21]. Recall that an algebraic number $\alpha$ is a complex number such that there exists an irreducible polynomial $P$ over $\mathbb{Q}$ with integer co-prime coefficients and positive leading coefficient such that $P(\alpha) = 0$. This polynomial is called minimal polynomial of the algebraic number $\alpha$ and other roots of $P$ are called Galois conjugates of $\alpha$. Moreover if the leading coefficient of the minimal polynomial equals 1, $\alpha$ is called algebraic integer.

For the distribution of algebraic numbers we consider sets $\mathbb{A}_n$ of algebraic numbers with fixed degree $n \in \mathbb{N}$. Usually this set will be countable and dense in $\mathbb{R}$. Hence we shall restrict the counting problem to finite subsets of $\mathbb{A}_n$ depending on a real parameter $Q > 1$ and ask how the cardinality of this set changes as $Q \to \infty$. As one of the many choices consider for example the set of algebraic numbers in $\mathbb{A}_n$ with absolute multiplicative Weil height bounded by $Q$ [22, 23], or the set of algebraic numbers in $\mathbb{A}_n$ with naïve height bounded by $Q$ and lying in some fixed set $D \subset \mathbb{C}$ [25, 24].

In this paper we will consider similar questions for a special subset of algebraic integers, namely the so-called Salem numbers. Let us start with some definitions. A Salem number is a real algebraic integer $\alpha > 1$ such that all its Galois conjugates have absolute value less or equal to 1 and at least one of them has absolute value equal to 1. Let $\alpha'$ denote a Galois
conjugate of the Salem number $\alpha$ lying on the complex unit circle $\mathbb{T}$, e.g. $|\alpha'| = 1$. Since $\alpha'$ and its complex conjugate $\overline{\alpha'} = (\alpha')^{-1}$ are Galois conjugates we conclude that the minimal polynomial $P_\alpha$ of a Salem number $\alpha$ is self-reciprocal. Recall that a polynomial $P \in \mathbb{Z}[t]$ of degree $n$ is called self-reciprocal if

$$P(t) = t^n P(t^{-1}).$$

Moreover the polynomial $P_\alpha$ is of even degree $2(m+1)$, otherwise $P_\alpha(-1) = -P_\alpha(-1) = 0$ which contradicts to the irreducibility of $P_\alpha$. Thus, all Galois conjugates of Salem number $\alpha$ (except for $\alpha^{-1}$) have absolute value 1 and lie on the unit circle $\mathbb{T}$ in the complex plane. We will denote them by $\alpha_1, \bar{\alpha}_1, \ldots, \alpha_m, \bar{\alpha}_m \in \mathbb{T}$. We shall use these two properties as a description of the set of Salem numbers.

Denote by $Sal_m$ the set of all Salem numbers of degree $2(m+1)$. Our aim is to describe the distribution of Salem numbers by considering some finite subsets of $Sal_m$ with given properties and investigating how the cardinality of those sets depend on the chosen parameters.

It should be mentioned that Salem numbers play an important role in many areas of mathematics, such as number theory, algebra and dynamical systems. For more details we refer to the papers [11, 12, 13, 14]. In particular the smallest Salem number is closely related to Lehmer’s conjecture [10].

1.1. Counting Salem numbers. Given some real $Q > 1$ and integer $m$ let us introduce the following finite subset

$$Sal_m(Q) := \{ \alpha \in Sal_m : \alpha \leq Q \},$$

which consists of all Salem numbers of degree $2(m+1)$ lying in the interval $(1; Q]$. In this subsection we introduce an asymptotic formula for the cardinality of the set $Sal_m(Q)$ as $Q \to \infty$.

**Theorem 1.1.** For any integer $m$ we have

$$\# Sal_m(Q) = \omega_m Q^{m+1} + O(Q^m), \quad Q \to \infty,$$

where

$$\omega_m := \frac{2m(m+1)}{m+1} \prod_{k=0}^{m-1} \frac{k!^2}{(2k+1)!}.$$  \hspace{1cm} (1)

It should be mentioned that the set of Salem numbers is a subset of a more general class of algebraic integers, namely Perron numbers. A Perron number is a real algebraic integer $\alpha > 1$ such that all its Galois conjugates have absolute value less than $\alpha$. The problem of counting Perron numbers has been studied by F. Calegari and Z. Huang [2]. Denote by $Per_n$ the set of all Perron numbers of degree $n$ and for some real $Q > 1$ define the following finite subset

$$Per_n(Q) := \{ \alpha \in Per_n : \alpha \leq Q \}.$$ 

Then for any natural $n$ the following asymptotic approximation holds

$$\# Per_n(Q) = d_n Q^{n(n+1)/2} + O(Q^{n(n-1)/2}), \quad Q \to \infty,$$
where
\[
d_{2s} = \frac{1}{2s+1} \prod_{k=0}^{s-1} \left( \frac{k! 2^{2k+1}}{(2k+1)!} \right)^2 ; \quad d_{2s+1} = \frac{2^{2s+1} s!^2}{(2s+1)!} d_{2s}.
\]

The proof methods used in [2] do not apply to the case of Salem numbers, but we use some modification of those arguments to prove Theorem 1.1.

1.2. Salem numbers with given distribution of their Galois conjugates. In this subsection we consider a slightly more general problem.

Given some real \( Q > 1 \), integer \( m \) and disjoint intervals \( I_1, \ldots, I_k \subset [0; \pi] \), \( 1 \leq k \leq m \) denote by \( \text{Sal}_{m,k}(Q, I_1, \ldots, I_k) \) the set of ordered \((k+1)\)-tuples \((\alpha_0, \ldots, \alpha_k) \in \mathbb{R} \times \mathbb{T}^k \) of conjugate algebraic integers, such that \( \alpha_0 \in \text{Sal}_m(Q) \) and \( \operatorname{arg} \alpha_i \in I_i \) for \( 1 \leq i \leq k \). As in the previous subsection we try to determine the cardinality of this set. Theorem 1.2 below provides an asymptotic formula for \#\text{Sal}_{m,k}(Q, I_1, \ldots, I_k) \) as \( Q \) tends to infinity.

Before we introduce our main result let us consider some additional notations and definitions. Let \( A = (a_{i,j})_{i,j=1,...,2n} \) be a skew-symmetric \( 2n \times 2n \) matrix, which means that \( A^\top = -A \). The Pfaffian of \( A \) is defined by
\[
Pf(A) = \frac{1}{2^n n!} \sum_{\sigma \in S_{2n}} \operatorname{sgn}(\sigma) \prod_{i=1}^n a_{\sigma(2i-1), \sigma(2i)},
\]
where \( S_{2n} \) is the symmetric group of the dimension \((2n)!\) and \( \operatorname{sgn}(\sigma) \) is the signature of \( \sigma \). Recall the following useful formula connecting Pfaffian and determinant of the matrix \( A \)
\[
Pf(A)^2 = \det (A).
\]
Furthermore, let us introduce the family of classical orthogonal polynomials, called Jacobi polynomials, via
\[
J_n^{(a,b)}(t) = \frac{\Gamma(a+n+1)}{n! \Gamma(a+b+n+1)} \sum_{j=0}^n \binom{n}{j} \frac{\Gamma(a+b+n+j+1)}{\Gamma(a+j+1)} \left( \frac{t-1}{2} \right)^j.
\]
These polynomials are orthogonal to each other with respect to weight function \( (1-t)^a(1+t)^b \) on the interval \([-1; 1] \). For more details we refer reader to [16] and Appendix B.

**Theorem 1.2.** For any integer \( m \) and any disjoint intervals \( I_1, \ldots, I_k \subset [0; \pi] \), \( 1 \leq k \leq m \) we have
\[
\#\text{Sal}_{m,k}(Q, I_1, \ldots, I_k) = \omega_m Q^{m+1} \int_{I_1} \ldots \int_{I_k} \rho_{m,k}(\theta) d\theta + O(Q^m), \quad Q \to \infty,
\]
where \( \omega_m \) is defined by [1]. Moreover, the function \( \rho_{N,k}(\theta) \) can be written in the following form
\[
\rho_{N,k}(\theta_1, \ldots, \theta_k) = \prod_{l=1}^k \sin \theta_l \operatorname{Pf} \left[ K_N(\cos \theta_l, \cos \theta_j) \right]_{i,j=1,...,k},
\]
where
\[
K_N(x, y) := \begin{pmatrix}
I_N(x, y) & S_N(y, x) \\
-S_N(x, y) & D_N(x, y)
\end{pmatrix}
\]
and for \( c := (N \mod 2) \) we write

\[
S_N(x, y) := \sum_{j=0}^{(N-c)/2-1} \frac{1}{r_j} \left( \psi'_{2j+1}(x)\psi_{2j}(y) - \psi'_{2j}(x)\psi_{2j+1}(y) \right) + \frac{c(N + 1)}{4} J_{N-1}^{(1,1)}(x), \tag{5}
\]

\[
D_N(x, y) := -\frac{\partial S_N(x, y)}{\partial y}, \tag{6}
\]

\[
I_N(x, y) := \frac{1}{2} \int_{-1}^{1} \text{sign}(x - \xi)S_N(\xi, y) d\xi - \frac{1}{2} \text{sign}(x - y) - \frac{c}{2} J_N^{(0,0)}(x), \tag{7}
\]

where

\[
\psi_{2j}(t) := \frac{2}{2j + 2 + c} \left( J_{2j+1+c}^{(0,0)}(t) - c \right), \tag{8}
\]

\[
\psi_{2j+1}(t) := (t^2 - 1) J_{2j+c}^{(1,1)}(t), \tag{9}
\]

\[
r_j := \frac{8(2j + 1 + c)}{(4j + 3 + 2c)(2j + 2 + c)}. \tag{10}
\]

**Remark 1.** According to the definition of the Pfaffian and the kernel \( K_N(x, y) \) it is easy to see that \( \rho_{N,k}(\theta_1, \ldots, \theta_k) \) is a polynomial in \( \sin \theta_i \) and \( \cos \theta_i \), \( 1 \leq i \leq k \). Moreover, it can be written as

\[
\rho_{N,k}(\theta_1, \ldots, \theta_k) = \prod_{l=1}^{k} \sin \theta_l \prod_{1 \leq i < j \leq k} |\cos \theta_i - \cos \theta_j| g_N(\cos \theta_1, \ldots, \cos \theta_k),
\]

where \( g_N(x_1, \ldots, x_k) \) is a polynomial.

**Remark 2.** It should be also noted that the function \( K_N(x, y) \) defined by (4) - (10) coincides with the Kernel function of some random matrix ensemble, namely the Jacobi \( \beta \)-ensemble with \( \beta = 1 \) (see Appendix A and B).

In general, the formula for \( \rho_{m,k}(\theta) \) seems quite complicated, but it may be simplified for \( k = 1 \) and \( k = m \).

**Corollary 1.3.** For any integers \( m \) we have

\[
\rho_{m,1}(\theta) = \sin \theta S_m(-\cos \theta, -\cos \theta),
\]

and

\[
\rho_{m,m}(\theta_1, \ldots, \theta_m) = \prod_{l=1}^{m} \sin \theta_l \prod_{1 \leq i < j \leq m} |\cos \theta_i - \cos \theta_j| .
\]

Corollary 1.3 immediately follows from the proof of Theorem 1.2 and equation (2).
Example. As an example the following density functions may be written explicitly as

\[
\rho_{2,1}(\theta) = \frac{3}{4} \sin \theta \left( \cos^2 \theta + 1 \right), \\
\rho_{3,1}(\theta) = \frac{3}{8} \sin \theta \left( 5 \cos^4 \theta + 3 \right), \\
\rho_{4,1}(\theta) = \frac{5}{32} \sin \theta \left( 35 \cos^6 \theta - 21 \cos^4 \theta + 9 \cos^2 \theta + 9 \right),
\]

with corresponding plots given in Figure 1.

![Figure 1. A plot of \(\rho_{m,1}(\theta)\).](image)

The structure of the paper is the following. In Section 2 we present the proof of Theorem 1.1 and Theorem 1.2. Section 3 is devoted to the proof of auxiliary lemmas. In Appendix A and Appendix B, we collected some facts about the distribution of the eigenvalues of random matrix ensembles needed for the proof of Theorem 1.2.

2. Proof of Theorem 1.1 and Theorem 1.2

In this section we present the proofs of Theorem 1.1 and Theorem 1.2 simultaneously since they differ in some details only.

Denote by \(P_m(Q)\) the set of self-reciprocal monic polynomials \(P \in \mathbb{Z}[t]\) of degree \(2(m+1)\) having \(2m\) roots lying on the unit circle \(\mathbb{T}\) and two positive real roots \(\alpha, \alpha^{-1}\) bounded by \(Q\). Moreover let \(P_m^I(Q)\) denote the subclass of irreducible polynomials \(P \in P_m(Q)\) and let
\( \mathcal{P}_m^R(Q) \) denote the subclass of reducible polynomials \( P \in \mathcal{P}_m(Q) \). By definition \( \mathcal{P}_m^I(Q) \) is the set of minimal polynomials of Salem numbers \( \alpha \in \text{Sal}_m(Q) \) and thus
\[
\#\text{Sal}_m(Q) = \#\mathcal{P}_m^I(Q).
\] (11)

Given a polynomial \( P \in \mathbb{R}[t] \) denote by \( \mu_P \) a counting measure for the roots of \( P \) lying on the unit circle
\[
\mu_P := \sum_{\theta : P(e^{i\theta}) = 0} \delta_{\theta},
\] (12)
where \( \delta_{\theta} \) is the unit point mass in \( \theta \). Then, for any set of disjoint intervals \( I_1, \ldots, I_k \subset [0; \pi] \) and a polynomial \( P \in \mathbb{R}[t] \) the following quantity
\[
\mu_P(I_1, \ldots, I_k) := \prod_{i=1}^{k} \mu_P(I_i)
\] (13)
is the number of ordered \( k \)-tuples \( (\theta_1, \ldots, \theta_k) \in I_1 \times \ldots \times I_k \) such that
\[
P(e^{i\theta_1}) = \ldots = P(e^{i\theta_k}) = 0.
\]
Then, obviously,
\[
\#\text{Sal}_{m,k}(Q, I_1, \ldots, I_k) = \sum_{l=0}^{\infty} l \cdot \# \{ P \in \mathcal{P}_m^I(Q) : \mu_P(I_1, \ldots, I_k) = l \}
\] (14)
and our problem reduces to counting integral irreducible polynomials with a prescribed root distribution.

Our approach in this case will be to consider the set of polynomials with real instead of integer coefficients. Thus, identifying a polynomial of degree \( d \) with the vector of its coefficients as a point in \( \mathbb{R}^{d+1} \) we transform the algebraic problem to the geometric problem of counting a number of integer points (points with integer coefficients) inside specific sets in \( \mathbb{R}^{d+1} \).

Following this idea denote by \( V_m \subset \mathbb{R}^{m+1} \) a set of points \( \mathbf{a} := (a_1, \ldots, a_{m+1}) \) such that the roots of polynomial
\[
P_{\mathbf{a}}(t) := t^{2m+2} + a_1 t^{2m+1} + \ldots + a_{m+1} t^{m+1} + \ldots + a_1 t + 1
\]
have the following form
\[
e^{i\theta_1}, e^{-i\theta_1}, \ldots, e^{i\theta_m}, e^{-i\theta_m} \in \mathbb{T},
\]
\[
y \in (1; Q], \quad y^{-1},
\] (15)
for some \( 0 \leq \theta_1 \leq \ldots \leq \theta_m \leq \pi \). Moreover, denote by \( V_{m,k} \subset V_m \) the set of points \( \mathbf{a} \in V_m \) such that the polynomial \( P_{\mathbf{a}}(t) \) satisfies the additional condition
\[
\mu_{P_{\mathbf{a}}}(I_1, \ldots, I_k) = l.
\]
In order to simplify notation in the rest of the proof we will write \( \text{Sal}_{m,k}(Q) \) instead of \( \text{Sal}_{m,k}(Q, I_1, \ldots, I_k) \) and will assume \( V_m = V_{m,0} \).
Denote by $v_{m,k}^l$ the volume of the set $V_{m,k}^l$ given by
\begin{equation}
  v_{m,k}^l = \int_{\mathbb{R}^{m+1}} 1_{V_{m,k}^l}(x) dx,
\end{equation}
where $1_B(\cdot)$ denotes the indicator function of a set $B \subset \mathbb{R}^{m+1}$.

According to our convention every polynomial from $\mathcal{P}_m(Q)$ represents an integer point in $V_m$. Hence, the first step is to count the integer points in the set $V_{m,k}^l$. We will show that for any integer $0 \leq k \leq m$ and $l \geq 1$ this number is asymptotically equal to the volume $v_{m,k}^l$ of $V_{m,k}^l$ as $Q \to \infty$.

Approximating the number of integer points in a large set $B \subset \mathbb{R}^{m+1}$ by the volume of this set is a classical approach. One of the earliest references we are aware of in this direction are due to Lipschitz [8] and Davenport [3]. In order to get a good estimate one needs to impose some regularity conditions on the boundary of $B$. In accordance with [7, Definition 2.2], we say that the boundary $\partial B$ of a set $B$ is of Lipschitz class $(M,L)$ if there exist $M$ maps $\phi_1, \ldots, \phi_M : [0; 1]^m \to \mathbb{R}^{m+1}$ satisfying a Lipschitz condition
\[ |\phi_i(x) - \phi_i(y)| \leq L|x - y| \text{ for } x, y \in [0; 1]^m, \quad i = 1, \ldots, M, \]
such that $\partial B$ is covered by the images of the maps $\phi_i$.

**Lemma 2.1.** For any integer $0 \leq k \leq m$ and $l \geq 1$ the boundary of $V_{m,k}^l$ is of Lipschitz class $(M,cQ)$ for some fixed $M$ and $c$ independent of $Q$. Moreover
\[ |\#(V_{m,k}^l \cap \mathbb{Z}^{m+1}) - v_{m,k}^l| \leq C_1 Q^m, \]
where $C_1$ depends on $m$, $l$ and $k$ only.

For the proof see Subsection 3.1

Note that Lemma 2.1 allows us to estimate the number of all integer polynomials in $\mathcal{P}_m(Q)$ satisfying the same conditions to the polynomials with real coefficients forming the set $V_{m,k}^l$. But for our purpose we need to count the number of irreducible polynomials only. Thus, our next step is to show that the number of reducible polynomials in $\mathcal{P}_m(Q)$ is relatively small and can be estimated by $O(Q^m)$. The following lemma gives the asymptotic behavior of $\# \mathcal{P}_m^R(Q)$ as $Q \to \infty$.

**Lemma 2.2.** For some $C_2 > 0$ depending on $m$ only we have
\[ \# \mathcal{P}_m^R(Q) \leq C_2 Q^m. \]

The proof of this lemma is given in Subsection 3.2.

Finally, using Lemma 2.1 and Lemma 2.2 we get
\[ |\# \{ P \in \mathcal{P}_m(Q) : \mu_P(I_1, \ldots, I_k) = l \} - v_{m,k}^l| \leq C_3 Q^m, \]
and from (11) and (14) with $v_m := v_{m,0}^1$ we conclude
\begin{equation}
  \# Sal_m(Q) = v_m + O(Q^m),
\end{equation}
\begin{equation}
  \# Sal_{m,k}(Q) = \sum_{l=0}^{\infty} l v_{m,k}^l + O(Q^m).\end{equation}
The last step of the proof is devoted to evaluation of \( v_m \) and \( \sum_{l=0}^{\infty} l v_{m,k}^l \). Let us introduce the following representation of the points \( a \in V_m \) in terms of the roots (15) of a polynomial \( P_a(t) \).

**Lemma 2.3.** Given a polynomial

\[
P_a(t) := t^{2m+2} + a_1 t^{2m+1} + \ldots + a_{m+1} t^{m+1} + \ldots + a_1 t + 1
\]

with roots (15) we have

\[
a_{2i-1} = -\sum_{j=0}^{i-1} \left( \frac{m-2j}{i-j-1} \right) \sum_{0 \leq k_1 < \ldots < k_{2j+1} \leq m} \prod_{s=1}^{2j+1} z_{k_s},
\]

\[
a_{2i} = \sum_{j=0}^{i} \left( \frac{m-2j+1}{i-j} \right) \sum_{0 \leq k_1 < \ldots < k_{2j} \leq m} \prod_{s=1}^{2j} z_{k_s},
\]

where \( 1 \leq i \leq \left\lceil \frac{m}{2} \right\rceil + 1 \), \( z_0 := z_0(y) = y + y^{-1} \) and \( z_k := z_k(\theta_k) = 2 \cos \theta_k \), \( 1 \leq k \leq m \).

The proof of this lemma is given in Subsection 3.3.

Let us consider the following simplex

\[
L_m := \{ x \in \mathbb{R}^m : 0 \leq x_1 \leq x_2 \leq \ldots \leq x_m \leq \pi \}.
\]

In Lemma 2.3 we defined a bijective map \( f : (1, Q] \times L_m \to V_m \) via (19) and (20) as

\[f_i(y, \theta_1, \ldots, \theta_m) := a_i.\]

Using this mapping we can rewrite (16) as follows

\[
v_m = \int_1^Q \int_{L_m} J_f(y, \theta_1, \ldots, \theta_m) dy \, d\theta_1 \ldots d\theta_m,
\]

where

\[
J_f(y, \theta_1, \ldots, \theta_m) = \left| \frac{\partial (f_1, \ldots, f_{m+1})}{\partial (y, \theta_1, \ldots, \theta_m)} \right|
\]

is the Jacobian of the map \( f \).

**Lemma 2.4.** Given the map \( f : (1, Q] \times L_m \to V_m \) defined by (19) and (20) we have

\[
J_f(y, \theta_1, \ldots, \theta_m) = 2^{m(m+1)/2} \left( 1 - \frac{1}{y} \right) \prod_{l=1}^{m} \left( y + \frac{1}{y} - 2 \cos \theta_l \right) \prod_{l=1}^{m} \sin \theta_l \prod_{1 \leq i < j \leq m} |\cos \theta_i - \cos \theta_j|.
\]

The evaluation of the Jacobian is postponed to Subsection 3.4.

Since \( J_f(y, \theta_1, \ldots, \theta_m) \) is invariant with respect to permutations of \( \theta_1, \ldots, \theta_m \), we may write

\[
v_m = \frac{1}{m!} \int_1^Q \int_0^\pi \ldots \int_0^\pi J_f(y, \theta_1, \ldots, \theta_m) dy \, d\theta_1 \ldots d\theta_m.
\]
Now using Lemma 2.4 together with the change of variables
\[ x_0 = y + y^{-1}, \]
\[ x_i = -\cos \theta_i, \quad 1 \leq i \leq m, \]
\[
v_m = \frac{2^{m(m+1)/2}}{m!} \int_{-1}^{1} \ldots \int_{-1}^{1} \prod_{i=0}^{m} (x_0 + 2x_i) \prod_{1 \leq i < j \leq m} |x_i - x_j| \, dx_0 \, dx_1 \ldots dx_m
\]
\[
= \omega_m (Q + Q^{-1})^{m+1} + \omega_{m-1} (Q + Q^{-1})^m + \ldots + \omega_0 (Q + Q^{-1}) - \sum_{i=0}^{m} 2^{i+1} \omega_i, \tag{23}
\]
where
\[
\omega_l := 2^{m-l} \kappa_m (l + 1)^{-1} \int_{-1}^{1} \ldots \int_{-1}^{1} \sigma_{m-l} (x_1, \ldots, x_m) \prod_{1 \leq i < j \leq m} |x_i - x_j| \, dx_1 \ldots dx_m, \tag{24}
\]
and \(\sigma_k\) denotes the \(k\)-th elementary symmetric polynomial.

It is easy to see that the integrals in (24) are Selberg’s type integrals. In particular, taking \(y_i = \frac{x_i + 1}{2}\) for \(l = m\) we obtain
\[
\omega_m = \frac{2^{m(m+1)/2}}{(m+1)!} \int_{-1}^{1} \ldots \int_{-1}^{1} \prod_{1 \leq i < j \leq m} |x_i - x_j| \, dx_1 \ldots dx_m
\]
\[
= \frac{2^{m(m+1)}}{(m+1)!} \int_{0}^{1} \ldots \int_{0}^{1} \prod_{1 \leq i < j \leq m} |y_i - y_j| \, dy_1 \ldots dy_m,
\]
which is a special case of Selberg’s integral formula \[15\]
\[
S_n (\alpha, \beta, \gamma) : = \int_{0}^{1} \ldots \int_{0}^{1} \prod_{i=1}^{n} t_i^{\alpha-1} (1 - t_i)^{\beta-1} \prod_{1 \leq i < j \leq n} |t_i - t_j|^{2\gamma} \, dt_1 \ldots dt_n
\]
\[
= \prod_{j=0}^{n-1} \Gamma (\alpha + j \gamma) \Gamma (\beta + j \gamma) \Gamma (1 + (j + 1) \gamma) \Gamma (\alpha + \beta + (n + j - 1) \gamma) \Gamma (1 + \gamma),
\]
for \(\alpha = \beta = 1\) and \(\gamma = \frac{1}{2}\). Thus, we conclude
\[
\omega_m = \frac{2^{m(m+1)}}{(m+1)!} \prod_{j=0}^{m-1} \frac{\Gamma (1 + \frac{1}{2} j) \Gamma (\frac{3}{2} + \frac{1}{2} j) \Gamma (\frac{3}{2})}{\Gamma (1 + \frac{1}{2} (m + 1 + j)) \Gamma (\frac{3}{2})} = \frac{2^{m(m+1)}}{m+1} \prod_{k=0}^{m-1} \frac{k!^2}{(2k + 1)!},
\]
Substituting this into (23) leads to
\[
v_m = \omega_m Q^{m+1} + O(Q^m), \tag{25}
\]
which together with (17) finishes the proof of Theorem 1.1.
The evaluation of

\[ W := \sum_{l=0}^{\infty} lv_{m,k}^l \]

is a bit more involved. Since it does not seem possible to derive compact representations for every \( v_{m,k}^l \) separately, we shall look for representation of the whole sum \( W \) instead.

First of all, using (16) and the definition of the sets \( V_{m,k}^l \) we conclude

\[ W = \sum_{l=0}^{\infty} l \cdot \int_{\mathbb{R}^{m+1}} 1_{V_{m,k}^l}(x) \, dx = \int_{\mathbb{R}^{m+1}} \mu_{P_x}(I_1, \ldots, I_k) 1_{V_{m}^l}(x) \, dx. \]

Applying Lemma 2.3 and using the representation of \( \mu_{P_x}(I_1, \ldots, I_k) \) via (12) and (13) we get

\[ W = \frac{1}{m!} \int_{1}^{\pi} \int_{0}^{\pi} \cdots \int_{0}^{\pi} J_f(y, \theta_1, \ldots, \theta_m) \prod_{i=1}^{k} \sum_{j=1}^{m} \delta_{\theta_j}(I_i) dy \, d\theta_1 \ldots d\theta_m, \]

and since our integrand is invariant with respect to permutations of \( \theta_1, \ldots, \theta_m \) we write

\[ W = \frac{1}{(m-k)!} \int_{1}^{\pi} \int_{0}^{\pi} \cdots \int_{0}^{\pi} J_f(y, \theta_1, \ldots, \theta_m) \prod_{i=1}^{k} \sum_{j=1}^{m} \delta_{\theta_j}(I_i) dy \, d\theta_1 \ldots d\theta_m. \]

Using again the invariance with respect to permutations of \( \theta_1, \ldots, \theta_m \) we conclude

\[ W = \frac{1}{(m-k)!} \int_{1}^{\pi} \int_{0}^{\pi} \cdots \int_{0}^{\pi} J_f(y, \theta_1, \ldots, \theta_m) \prod_{i=1}^{k} 1_{I_i}(\theta_i) dy \, d\theta_1 \ldots d\theta_m. \]

Applying Lemma 2.4 we finally obtain

\[ W = \kappa_m Q^{m+1} + O(Q^m), \quad (26) \]
where
\[ \kappa_m := \frac{2^{m(m+1)/2}}{(m+1)(m-k)!} \int_0^{\pi} \cdots \int_0^{\pi} \prod_{1 \leq i < j \leq m} |\theta_i - \theta_j| \prod_{l=1}^{m} \prod_{i=1}^{k} I_{l}(\theta_i) d\theta_1 \cdots d\theta_m \]
\[ = \frac{2^{m(m+1)/2}}{(m+1)(m-k)!} \int_{I_1} \cdots \int_{I_k} \prod_{1 \leq i < j \leq m} |\theta_i - \theta_j| \prod_{l=1}^{m} \prod_{i=1}^{k} \sin \theta_l d\theta_1 \cdots d\theta_m \]
\[ = \omega_m \int_{I_1} \cdots \int_{I_k} \rho_{m,k}(\theta_1, \ldots, \theta_k) d\theta_1 \cdots d\theta_k, \quad (27) \]
with
\[ \rho_{m,k}(\theta_1, \ldots, \theta_k) := Z_m^{-1} \frac{m!}{(m-k)!} \int_0^{\pi} \cdots \int_0^{\pi} \prod_{l=1}^{m} \prod_{1 \leq i < j \leq m} |\theta_i - \theta_j| \prod_{l=1}^{m} \sin \theta_l d\theta_{k+1} \cdots d\theta_m. \quad (28) \]
and
\[ Z_m = 2^{m(m+1)/2} S_{m}(1, 1, 1/2). \]

**Lemma 2.5.** For any integer \( m \) and \( 1 \leq k \leq m \) we have
\[ \rho_{m,k}(\theta_1, \ldots, \theta_k) = \prod_{l=1}^{k} \sin \theta_l \text{Pf} \left[ K_m(\cos \theta_i, \cos \theta_j) \right]_{i,j=1,\ldots,k}, \]
where \( K_m(x, y) \) is defined by \([4] - [10]\).

The proof is given in Subsection 3.5.

Combining Lemma 2.5 with equations (26), (27) and (18) we finish the proof of Theorem 1.2.

### 3. Proofs of Lemmas

3.1. **Proof of Lemma 2.1** Recall that \( V_m \) denotes the set of points \( \mathbf{a} \in \mathbb{R}^{m+1} \) such that the roots of \( P_\mathbf{a}(t) \) may be written as \([15]\). Furthermore, recall that \( V_{m,k}^l \subset V_m \) denotes the subset of points \( \mathbf{a} \in V_m \) such that there are exactly \( l \) tuples \((e^{i\theta_1}, \ldots, e^{i\theta_k})\) such that
\[ \theta_j \in I_j := [s_{2j-1}; s_{2j}], \]
and \( e^{i\theta_j}, 1 \leq j \leq k \) are the roots of \( P_\mathbf{a}(t) \). It is clear that for fixed \( k \) and \( m \) all sets \( V_{m,k}^l \) are disjoint, only finite number, say \( L \), of them are non-empty and, moreover,
\[ V_m = \bigcup_{l=0}^{L} V_{m,k}^l. \]
Thus, the boundary of the set \( V_{m,k}^l \) can be covered by \( \partial V_m \) and a set
\[ H := \{ \mathbf{a} \in \mathbb{R}^{m+1}: P_\mathbf{a}(e^{i\theta_j}) = 0 \text{ for at least one } 1 \leq j \leq 2k \}. \]
First of all recall that according to Lemma 2.3 there exists a bijective map \( f : (1, Q] \times L_m \rightarrow V_m \) defined by (19) and (20), where the simplex \( L_m \) is defined by (21). This map defines a homeomorphism of manifolds with boundary, which means that \( \partial V_m = f (\partial ((1, Q] \times L_m)) \), where

\[
\partial ((1, Q] \times L_m) \subset J_1^+ \cup J_1^- \cup J_2^+ \cup J_2^- \cup J_3,
\]

and

\[
J_1^+ := \{ \mathbf{x} \in \mathbb{R}^{m+1} : x_0 = Q \}, \quad J_1^- := \{ \mathbf{x} \in \mathbb{R}^{m+1} : x_0 = 1 \},
\]

\[
J_2^+ := \{ \mathbf{x} \in \mathbb{R}^{m+1} : x_m = \pi \}, \quad J_2^- := \{ \mathbf{x} \in \mathbb{R}^{m+1} : x_1 = 0 \},
\]

\[
J_3 := \{ \mathbf{x} \in \mathbb{R}^{m+1} : x_i = x_{i+1} \text{ for at least one } 1 \leq i \leq m \}.
\]

Moreover, according to the definition for any \( a \in H \) at least one of the equalities

\[
a_{m+1} = -2 \cos ((m + 1)s_j) - 2 \sum_{i=1}^{m} a_{m+1-i} \cos (is_j), \quad 1 \leq j \leq 2k;
\]

hold.

Let us construct maps \( \phi_1, \ldots, \phi_{3+m+2k} : [0; 1]^m \rightarrow \mathbb{R}^{m+1} \) as follows

\[
\phi_1(t_1, \ldots, t_m) := f(Q, \pi t_1, \ldots, \pi t_m),
\]

\[
\phi_2(t_1, \ldots, t_m) := f(1, \pi t_1, \ldots, \pi t_m),
\]

\[
\phi_3(t_1, \ldots, t_m) := f(Q t_1 + 1, 0, \pi t_2, \ldots, \pi t_m),
\]

\[
\phi_4(t_1, \ldots, t_m) := f(Q t_1 + 1, \pi t_2, \ldots, \pi t_m, \pi),
\]

\[
\phi_{3+j}(t_1, \ldots, t_m) := f(Q t_1 + 1, \pi t_2, \ldots, \pi t_j, \pi t_j, \ldots, \pi t_m), \quad 2 \leq j \leq m,
\]

and for \( 1 \leq j \leq 2k \)

\[
\phi_{3+m+j,i}(t_1, \ldots, t_m) := wt_i, \quad 1 \leq i \leq m,
\]

\[
\phi_{3+m+j,m+1}(t_1, \ldots, t_m) := -2 \cos ((m + 1)s_j) - 2w \sum_{i=1}^{m} t_{m+1-i} \cos (is_j),
\]

\[
w := \max_{a \in V_m} \max_{1 \leq i \leq m+1} |a_i|.
\]

It is easy to see that all maps \( \phi_i \) are Lipschitz continuous since they are continuously differentiable in a compact set. Moreover, from the arguments above it follows that

\[
\partial V_m \subset \bigcup_{j=1}^{m+3+2k} \phi_j ([0; 1]^m).
\]

Due to the definition of mapping \( f : (1, Q] \times L_m \rightarrow V_m \) we have \( w \leq cQ \) for some constant \( c \) depending on \( m \) only and, thus, for the Lipschitz constant \( L_j \) of the maps \( \phi_j \) we conclude

\[
L_j := \sup_{\mathbf{x} \in [0; 1]^m} \max_{1 \leq i \leq m} \sum_{q=1}^{m+1} \frac{\partial \phi_{j,q}}{\partial t_i}(\mathbf{x}) \leq cQ,
\]

for some constant \( c \) depending on \( m \) only.
Finally we use a lattice point counting result by Widmer [1].

Theorem 3.1. Let $\Lambda$ be a lattice in $\mathbb{R}^d$ with successive minima $\lambda_1, \ldots, \lambda_d$. Let $B \subset \mathbb{R}^d$ be a bounded set with boundary of Lipschitz class $(M, L)$. Then $B$ is measurable, and, moreover,

$$\left| \#(\Lambda \cap B) - \frac{\text{Vol}(B)}{\det \Lambda} \right| \leq c(d) M \max_{0 \leq i < d} \frac{L}{\lambda_1 \cdots \lambda_i}.$$  

For $i = 0$ the expression in the maximum is to be understood as 1.

Taking $\Lambda = \mathbb{Z}^{m+1}$, $B = V_{m,k}^i$, $L = cQ$, and $M = m + 3 + 2k$, and applying the theorem above we get

$$\left| \#(\mathbb{Z}^{m+1} \cap V_{m,k}^i) - v_{m,k}^i \right| \leq c(m)c_m^m(m + 3 + 2k)((m + 1))^{-1}Q^m =: C_1Q^m,$$

which finishes the proof.

3.2. Proof of Lemma 2.2. Consider a reducible polynomial $P \in \mathcal{P}_m(Q)$ and assume that it can be written as a product of polynomials $P_1, P_2 \in \mathbb{Z}[t]$, such that $\deg P_1 = 2m_1$, $\deg P_2 = 2m_2$ and $m_1 + m_2 = m + 1$. By definition of $\mathcal{P}_m(Q)$ the polynomial $P$ is monic and has roots described by (15). Hence the polynomials $P_1$ and $P_2$ are monic as well, and all roots of one of them (say, $P_1$) are lying on the unit circle $T$ and the one (say, $P_2$) belongs to the set $\mathcal{P}_{m_2-1}(Q)$. Moreover, by Kronecker’s theorem [9] we conclude that the polynomial $P_1$ has to be a product of cyclotomic polynomials.

From the arguments above it follows that $\#\mathcal{P}_m^R(Q)$ does not exceed the number of pairs $(P_1, P_2) \in \mathbb{Z}[t] \times \mathbb{Z}[t]$ of monic polynomials with integer coefficients such that $P_1$, $\deg P_1 = 2m_1$ is a product of cyclotomic polynomials, $P_2 \in \mathcal{P}_{m_2-1}(Q)$ and $m_1 + m_2 = m + 1$. It is easy to see that the number of polynomials $P_1$ does not exceed some constant $c_1(m_1)$, and from Lemma 2.1 and (25) it immediately follows that

$$\#\mathcal{P}_m(Q) = \frac{2^{m(m+1)}}{m+1} \prod_{k=0}^{m-1} \frac{k!^2}{(2k + 1)!} Q^{m+1} + O(Q^m) < c_2(m)Q^m.$$  

Hence, we conclude

$$\#\mathcal{P}_m^R(Q) \leq \sum_{k=1}^{m} c_1(k) \#\mathcal{P}_{m-k}(Q) \leq \sum_{k=1}^{m} c_1(k)c_2(m - k)Q^{m+1-k} \leq C_2Q^m,$$

where the constant $C_2$ depends on $m$ only.

3.3. Proof of Lemma 2.3. Let us consider a polynomial $P_α(t)$ with roots [15]. Then

$$P_α(t) = (t - y)(t - y^{-1})(t - e^{iθ_1})(t - e^{-iθ_1}) \cdots (t - e^{iθ_m})(t - e^{-iθ_m})$$

$$= \left( t^2 - (y + y^{-1})t + 1 \right) \left( t^2 - 2t \cos θ_1 + 1 \right) \cdots \left( t^2 - 2t \cos θ_m + 1 \right)$$

$$= \left( t^2 - z_0t + 1 \right) \left( t^2 - z_1t + 1 \right) \cdots \left( t^2 - z_mt + 1 \right)$$

$$= t^{2m+2} + a_1t^{2m+1} + \ldots + a_{m+1}t^{m+1} + \ldots + a_1t + 1.$$  

All possible summands in the final expression consist of products of one of the summands of $t^2$, 1 or $-z_kt$ from every parentheses.
Consider the summand \( a_{2i} t^{2i} \). The power \( t^{2i} \) appears in the following combinations only
\[
\frac{t^2}{i-j} \text{ times}, \quad -z_{k_1} t, \ldots, -z_{k_j} t, \quad 1, \ldots, 1 \quad \text{\( m+1-i-j \) times}
\]
where \( 0 \leq j \leq i \) and \( 0 \leq k_1 < \ldots < k_j \leq m \). Hence it follows that \( a_{2i} \) is the sum of the following terms
\[
\left( m+1-2j \right) \sum_{i-j \leq k_1 < \ldots < k_j \leq m} 2^j \prod_{s=1}^{2j} z_{k_s},
\]
which leads to the formula (20).

In the same manner consider the summand \( a_{2i-1} t^{2i-1} \) and note that the power \( t^{2i-1} \) appears in the following combinations only
\[
\frac{t^2}{i-j} \text{ times}, \quad -z_{k_1} t, \ldots, -z_{k_{j+1}} t, \quad 1, \ldots, 1 \quad \text{\( m+1-i-j \) times}
\]
where \( 0 \leq j \leq i-1 \) and \( 0 \leq k_1 < \ldots < k_{j+1} \leq m \). Thus, \( a_{2i-1} \) is the sum of the following terms
\[
-\left( m-2j \right) \sum_{i-j-1 \leq k_1 < \ldots < k_j \leq m} 2^{j+1} \prod_{s=1}^{2j+1} z_{k_s},
\]
which leads to the formula (19).

3.4. **Proof of Lemma 2.4**. By definition the Jacobian \( J_f(y, \theta_1, \ldots, \theta_m) \) is the absolute value of the determinant of the following matrix
\[
A := \begin{pmatrix}
\frac{\partial a_1}{\partial y_0} & \frac{\partial a_1}{\partial y_1} & \cdots & \frac{\partial a_1}{\partial y_m} \\
\frac{\partial a_2}{\partial y_0} & \frac{\partial a_2}{\partial y_1} & \cdots & \frac{\partial a_2}{\partial y_m} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial a_m}{\partial y_0} & \frac{\partial a_m}{\partial y_1} & \cdots & \frac{\partial a_m}{\partial y_m}
\end{pmatrix}.
\]

Hence,
\[
|\det(A)| = \left| \frac{\partial z_0}{\partial y} \prod_{l=1}^{m} \frac{\partial z_l}{\partial \theta_l} \right| \det(\tilde{A}) = 2^m \left| 1 - y^{-2} \right| \prod_{l=1}^{m} |\sin \theta_l| \cdot \Delta,
\]
where
\[
\Delta = \det \begin{pmatrix}
1 & \cdots & 1 \\
\sum_{k_1 \neq 0} z_{k_1} & \cdots & \sum_{k_1 \neq m-1} z_{k_1} \\
\vdots & \ddots & \vdots \\
\sum_{j=0}^{i-1} \left( \begin{array}{c}
m-2j \\
(i-j-1)\end{array} \right) \sum_{k_1, \ldots, k_{j+1} \neq 0} \prod_{s=1}^{2j} z_{k_s} & \cdots & \sum_{j=0}^{i-1} \left( \begin{array}{c}
m-2j \\
(i-j-1)\end{array} \right) \sum_{k_1, \ldots, k_{j+1} \neq m} \prod_{s=1}^{2j} z_{k_s} \\
\vdots & \ddots & \vdots \\
\sum_{j=1}^{i} \left( \begin{array}{c}
m+1-2j \\
(i-j)\end{array} \right) \sum_{k_1, \ldots, k_{j} \neq 0} \prod_{s=1}^{2j-1} z_{k_s} & \cdots & \sum_{j=1}^{i} \left( \begin{array}{c}
m+1-2j \\
(i-j)\end{array} \right) \sum_{k_1, \ldots, k_{j} \neq m} \prod_{s=1}^{2j-1} z_{k_s}
\end{pmatrix}.
\]
We would like to show that
\[
\Delta = \det \begin{pmatrix}
1 & \ldots & 1 \\
\sum_{k_1 \neq 0} z_{k_1} & \ldots & \sum_{k_1 \neq m} z_{k_1} \\
\sum_{k_1,k_2 \neq 0} z_{k_1} z_{k_2} & \ldots & \sum_{k_1,k_2 \neq m} z_{k_1} z_{k_2} \\
\vdots & \ddots & \vdots \\
\prod_{s \neq 0} z_s & \ldots & \prod_{s \neq m} z_s \\
\end{pmatrix}.
\] (30)

We shall prove this formula by induction. First off all notice that the first and the second rows already have the required form, hence we may take them as base of the induction. Assume all rows up to \((p - 1)\)-th row are of the form in (30). Consider the \(p\)-th row, which has the form \((a_{p,0}, \ldots, a_{p,m})\), where
\[
a_{p,l} = \sum_{j=0}^{p-2} c_{j,p} \sum_{k_1,\ldots,k_j \neq l} \prod_{s=1}^j z_{k_s} + \sum_{k_1,\ldots,k_{p-1} \neq l} \prod_{s=1}^{p-1} z_{k_s},
\]
with the constants \(c_{j,p} \geq 0\) depending on \(j, p,\) and \(m\) only. Multiplying the \(i\)-th row by \(c_{i-1,p}\) and subtracting it from the \(p\)-th row for all \(1 \leq i \leq p - 1\) we have
\[
\tilde{a}_{p,l} = \sum_{k_1,\ldots,k_{p-1} \neq l} \prod_{s=1}^{p-1} z_{k_s},
\]
and, since these transformations do not change the determinant of the matrix (30) holds for the \(p\)-th row as well.

On the other hand completing the sums in the rows and applying successive row operations leaving the determinant \(\Delta\) invariant we finally arrive at
\[
\Delta = \det \begin{pmatrix}
1 & \ldots & 1 \\
z_0 & \ldots & z_m \\
\vdots & \ddots & \vdots \\
z_0^m & \ldots & z_m^m \\
\end{pmatrix}.
\]
The last determinant is the well-known Vandermonde determinant and, thus, we have
\[
\Delta = 2^m (m-1)/2 \prod_{l=1}^m |y + y^{-1} - 2 \cos \theta| \prod_{1 \leq i < j \leq m} |\cos \theta_i - \cos \theta_j|.
\]
Substituting this into (29) and taking into account that \(y > 1\) yields Lemma 2.4.

3.5. Proof of Lemma 2.5. Consider the expression
\[
U := \int_{l_1} \ldots \int_{l_k} \rho_{m,k}(\theta_1, \ldots, \theta_k) d\theta_1 \ldots d\theta_k.
\] (31)
Using change of variables $x_i = -\cos \theta_i$, $1 \leq i \leq m$ and the definition (28) of the function $\rho_{m,k}(\theta_1, \ldots, \theta_k)$ we write

$$U = Z_m^{-1} \frac{m^!}{(m-k)!} \int_{T_1} \cdots \int_{T_k} \prod_{1 \leq i < j \leq m} |x_i - x_j| \, dx_1 \ldots dx_m,$$

where

$$T_i := \{-\cos \theta : \theta \in I_i \} \subset [-1; 1], \quad 1 \leq i \leq k.$$

Define the following function

$$p_m(x_1, \ldots, x_m) := \prod_{1 \leq i < j \leq m} |x_i - x_j|.$$

According to [17, Chapter 19] this function corresponds to the joint probability density function of the eigenvalues of the Jacobi random matrix ensemble with $\beta = 1$ and weight function $w(x) = 1$, $-1 \leq x \leq 1$ (see Appendix A for the more details).

Then

$$R_k(x_1, \ldots, x_k) := Z_m^{-1} \frac{m^!}{(m-k)!} \int_{-1}^{1} \cdots \int_{-1}^{1} p_m(x_1, \ldots, x_m) \, dx_{k+1} \ldots dx_m$$

defines a $k$-point correlation function (see (32)), which in this case can be written in the following form

$$R_k(x_1, \ldots, x_k) = \text{Pf}[K_N(x_i, x_j)]_{i,j=1,\ldots,k}$$

with the Kernel function $K_N(x, y)$ is defined by (4) - (10) (see Appendix B).

Finally we write

$$U = \int_{T_1} \cdots \int_{T_k} R_k(x_1, \ldots, x_k) \, dx_1 \ldots dx_k = \int_{T_1} \cdots \int_{T_k} \text{Pf}[K_N(x_i, x_j)]_{i,j=1,\ldots,k} \, dx_1 \ldots dx_k$$

$$= \int_{I_1} \cdots \int_{I_k} \prod_{l=1}^{k} \sin \theta_l \text{Pf} \left[ K_N(-\cos \theta_l, -\cos \theta_j) \right]_{i,j=1,\ldots,k} \, d\theta_1 \ldots d\theta_k,$$

and combining this with (31) we finish the proof.
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Appendix A. Random Matrices: General Theory

In this appendix we collect some basic facts about random matrices and the distribution of their eigenvalues. In view of the rather extensive literature on this subject we shall restrict ourselves to a very short review of results we need.

One way of defining a random matrix ensemble is to specify the joint probability density functions for its eigenvalues in the following form

\[ p_N^{\beta}(x_1, \ldots, x_N) = \prod_{i=1}^{N} w(x_i) \prod_{1 \leq i < j \leq N} |x_i - x_j|^\beta, \]

where \( \beta \) is an in general complex parameter and the so called weight function \( w(x) \) can be chosen to suit the needs. The most well-studied cases are \( \beta = 1 \) (real ensembles), \( \beta = 2 \) (complex ensembles) and \( \beta = 4 \) (quaternion ensembles).

One of the main objectives of Random Matrix Theory is to investigate the distribution of eigenvalues of different random matrix ensembles and particularly their limiting distribution when \( N \to \infty \). For this purpose one needs to calculate \( k \)-point correlation functions of eigenvalues \([17, \text{eq. (5.7.1)}]\) defined by

\[ R_k^{\beta}(x_1, \ldots, x_k) := Z_{N,\beta}^{-1}(N-k)! \int p_N^{\beta}(x_1, \ldots, x_N) dx_{k+1} \ldots dx_N, \] (32)

where the normalization constant \( Z_{N,\beta} \) is given by

\[ Z_{N,\beta} = \int p_N^{\beta}(x_1, \ldots, x_N) dx_1 \ldots dx_N. \]

The eigenvalues of random matrix ensemble form a point process (see \([18]\) for a definition and theory of point processes) and for two special types of point processes, namely the Determinantal point processes and the Pfaffian point processes the functions \([32]\) will have a compact representation.

1. In case of Determinantal point processes all \( k \)-point correlation functions have the form

\[ R_k^{\beta}(x_1, \ldots, x_k) = \det[K_N(x_i, x_j)]_{i,j=1,\ldots,k}; \]

2. In case of Pfaffian point processes all \( k \)-point correlation functions have the form

\[ R_k^{\beta}(x_1, \ldots, x_k) = \text{Pf} [K_N(x_i, x_j)]_{i,j=1,\ldots,k}, \]

where \( K_N(x, y) \) is some special function satisfying the conditions described by \([17, \text{eq. (5.1.21), (5.1.22)}]\). The function \( K_N(x, y) \) is called a Kernel function.

It is known from random matrix theory that the case \( \beta = 2 \) corresponds to Determinantal point processes and the case \( \beta = 1, \beta = 4 \) correspond to Pfaffian point processes. Formulas for the kernel function may be derived using systems of orthogonal \( (\beta = 2) \) and skew-orthogonal \( (\beta = 1, \beta = 4) \) polynomials with the particular choice depending on the weight function \( w(x) \). We skip the details referring the reader to \([17, \text{Chapter 5}]\).
Appendix B. Jacobi Ensemble with $\beta = 1$

This appendix is devoted to the particular random matrix ensemble used in the proof of Theorem 1.2, namely the Jacobi $\beta$-ensemble [17, Chapter 19] with $\beta = 1$.

Consider the random matrix ensemble with the following joint probability density function for eigenvalues

$$p_N(x_1, \ldots, x_N) = \prod_{1 \leq i < j \leq N} |x_i - x_j|, \quad x_i \in [-1; 1],$$

with the weight function

$$w(x) = \begin{cases} 1, & -1 \leq x \leq 1, \\ 0, & \text{otherwise.} \end{cases}$$

(33)

This is a special case of more general class of weight functions

$$w(x) := w(a, b; x) = \begin{cases} (1 - x)^a(1 + x)^b, & -1 \leq x \leq 1, \\ 0, & \text{otherwise,} \end{cases}$$

which gives an ensemble corresponding to the Jacobi orthogonal polynomials $J_j^{(a,b)}(t)$ defined by (3). The orthogonality property means

$$\int_{-1}^1 w(a, b; x) J_j^{(a,b)}(x) J_i^{(a,b)}(x) dx = h_j^{(a,b)} \delta_{ij},$$

where

$$h_j^{(a,b)} = \frac{2^{a+b+1}}{(2j + a + b + 1)} \frac{\Gamma(j + a + 1)\Gamma(j + b + 1)}{\Gamma(j + 1)\Gamma(j + a + b + 1)}.$$

The Jacobi polynomials have been known for a long time and their properties are well studied [16].

As it was mentioned in Appendix A for $\beta = 1$ one needs to construct the set $R_j(t)$ of skew-orthogonal polynomials corresponding to the weight function (33). Skew orthogonality means that

$$\int_{-1}^1 R_{2j}(x) R_{2i+1}(x) dx = r_j \delta_{ij},$$

$$\int_{-1}^1 R_{2j}(x) R_{2i}(x) dx = \int_{-1}^1 R_{2j+1}(x) R_{2i+1}(x) dx = 0.$$

Thus, following the procedure described in [17, Chapter 19.2] and using the identities for Jacobi polynomials

$$\frac{d}{dt} J_j^{(a,b)}(t) = \frac{\Gamma(a + b + j + 2)}{2\Gamma(a + b + j + 1)} J_{j-1}^{(a+1,b+1)}(t),$$

$$J_j^{(a,b)}(-z) = (-1)^j J_j^{(a,b)}(z),$$

the skew-orthogonal polynomials $R_j(t)$ can be constructed.
we get for $N = 2s$

\begin{align*}
R_{2j}(t) &= J_{2j}^{(1,1)}(t), \\
R_{2j+1}(t) &= \frac{d}{dt} \left((t^2 - 1)J_{2j}^{(1,1)}(t)\right), \\
r_j &= \frac{8(2j + 1)}{(4j + 3)(2j + 2)},
\end{align*}

and for $N = 2s + 1$

\begin{align*}
R_{2j}(t) &= J_{2j+1}^{(1,1)}(t), \\
R_{2j+1}(t) &= \frac{d}{dt} \left((t^2 - 1)J_{2j+1}^{(1,1)}(t)\right), \\
R_{2s}(t) &= \frac{s + 1}{2}J_{2s}^{(1,1)}(t), \\
r_j &= \frac{8(2j + 2)}{(4j + 5)(2j + 3)},
\end{align*}

(34)

Define the function

$$\psi_j(t) := \frac{1}{2} \int_{-1}^{1} \text{sign}(t - x)R_j(x)dx.$$ 

Thus for $N = 2s$ we have

\begin{align*}
\psi_{2j}(t) &= \frac{1}{j + 1}J_{2j+1}^{(0,0)}(t), \\
\psi_{2j+1}(t) &= (t^2 - 1)J_{2j}^{(1,1)}(t),
\end{align*}

(36)

and for $N = 2s + 1$ we get

\begin{align*}
\psi_{2j}(t) &= \frac{2}{2j + 3} \left( J_{2j+2}^{(0,0)}(t) - 1 \right), \\
\psi_{2j+1}(t) &= (t^2 - 1)J_{2j+1}^{(1,1)}(t).
\end{align*}

(37)

(38)

(39)

Finally the Kernel function $K_N(x,y)$ for the Jacobi ensemble with $\beta = 1$ is defined via equations (19.2.22) - (19.2.28) in [17].

Note that in deriving [5] - [7] we have combined the equations (19.2.23) - (19.2.26) with (19.2.27) and (19.2.28). Moreover using the notation $c := (N \mod 2)$ and equations (34) - (39) we arrive at [8] - [10]. Furthermore, note that the representation of $K_N(x,y)$ in (19.2.22) is given in quaternion form. In order to get a representation for Pfaffian point processes we have to use [17, Theorem 5.1.2].
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