An age-structured within-host HIV-1 infection model with virus-to-cell and cell-to-cell transmissions
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ABSTRACT

In this paper, a within-host HIV-1 infection model with virus-to-cell and direct cell-to-cell transmission and explicit age-since-infection structure for infected cells is investigated. It is shown that the model demonstrates a global threshold dynamics, fully described by the basic reproduction number. By analysing the corresponding characteristic equations, the local stability of an infection-free steady state and a chronic-infection steady state of the model is established. By using the persistence theory in infinite dimensional system, the uniform persistence of the system is established when the basic reproduction number is greater than unity. By means of suitable Lyapunov functionals and LaSalle’s invariance principle, it is shown that if the basic reproduction number is less than unity, the infection-free steady state is globally asymptotically stable; if the basic reproduction number is greater than unity, the chronic-infection steady state is globally asymptotically stable. Numerical simulations are carried out to illustrate the feasibility of the theoretical results.

1. Introduction

In past decades, great attention has been paid to the within-host dynamics of HIV using mathematical modelling. Mathematical modelling combined with experimental measurements has yielded important insights into HIV-1 pathogenesis and has enhanced progress in the understanding of HIV-1 infection (see, e.g. [1, 6, 16, 18–21]). These models mainly investigated the dynamics of the target cells and infected cells, viral production and clearance, and the effects of antiretroviral drugs treatment. For decades it was believed that the spreading of HIV-1 within a host was mainly through free circulation of the viral particles with a repeated process. Models used to study HIV-1 infection have involved the concentrations of uninfected target cells, $T$, infected cells that are producing virus, $T^*$, and virus, $V$. The following classic and basic mathematical model describing HIV-1 infection dynamics was proposed and studied in [17,21]:

$$\dot{T}(t) = \lambda - dT(t) - \beta T(t) V(t)$$
\[ \begin{align*}
\dot{T}(t) &= \lambda - d_{1} T(t) - \beta_{1} T(t)V(t) - \beta_{2} T(t)T^{*}(t), \\
\dot{T}^{*}(t) &= \beta_{1} \int_{0}^{\infty} f(s) e^{-\mu_{s} T(t-s)} V(t-s) \, ds + \beta_{2} \int_{0}^{\infty} f(s) e^{-\mu_{s} T(t-s)} T^{*}(t-s) \, ds - \delta T^{*}(t), \\
\dot{V}(t) &= k T^{*}(t) - u V(t),
\end{align*} \]

where uninfected, susceptible cells are produced at a rate, \( \lambda \), and die at rate \( d_{1} T(t) \), and become infected at rate \( \beta_{1} TV \), where \( \beta \) is the rate constant describing the infection process; infected cells are produced at rate \( \beta_{2} TT^{*} \); free virions are produced from infected cells at rate \( kT^{*} \) and are removed at rate \( uV \).

However, recent studies have revealed that a large number of viral particles can also be transferred from infected cells to uninfected cells through the formation of virally induced structures termed virological synapses (see, \([2,4,8,25,26,29]\)). Cell-to-cell spread of HIV-1 between CD4+ T cells is an efficient means of viral dissemination \([25]\) and has been estimated to be several orders of magnitude more rapid than cell-free virus infection \([2]\). Cell-to-cell spread not only facilitates the rapid viral dissemination but may also promote immune invasion and, thereby, influence the disease \([14]\). It was shown in \([27]\) that cell-to-cell spread of HIV-1 does reduce the efficacy of antiretroviral therapy, because cell-to-cell infection can cause multiple infections of target cells, which can in turn reduce the sensitivity to the antiretroviral drugs. The relative contribution of the two transmission pathways to virus growth through multiple rounds of replication has been examined by Sourisseau \textit{et al.} \([29]\), but it has not yet been quantified rigorously. In \([10]\), by fitting a mathematical model to data reported in \([29]\) as well as newly generated experimental data, Komarova \textit{et al.} determined that free-virus and synaptic transmission make approximately equal contributions to virus growth in vitro.

In \([11]\), Lai and Zou considered the following dynamical system model to incorporate both cell-to-cell infection mechanism and virus-to-cell infection mode:

\[ \begin{align*}
\dot{T}(t) &= \lambda - d_{1} T(t) - \beta_{1} T(t)V(t) - \beta_{2} T(t)T^{*}(t), \\
\dot{T}^{*}(t) &= \beta_{1} \int_{0}^{\infty} f(s) e^{-\mu_{s} T(t-s)} V(t-s) \, ds + \beta_{2} \int_{0}^{\infty} f(s) e^{-\mu_{s} T(t-s)} T^{*}(t-s) \, ds - \delta T^{*}(t), \\
\dot{V}(t) &= b T^{*}(t) - c V(t),
\end{align*} \]
exponentially with the age of the infected cell in the case of simian immunodeficiency virus-infected CD4+ T cells in rhesus macaques. Recently, age-structured within-host HIV infection models have received increasing interest due to their greater flexibility in modelling variations in the death rate of productively infected T cells and the production rate of viral particles as a function of the length of time a T cell has been infected [15]. In [15], Nelson et al. developed the following age-structured within-host HIV-1 infection model:

\[
\dot{T}(t) = s - dT(t) - \beta T(t)V(t),
\]

\[
\frac{\partial T^*(a, t)}{\partial t} + \frac{\partial T^*(a, t)}{\partial a} = -\mu(a)T^*(a, t), \tag{3}
\]

\[
\dot{V}(t) = \int_0^\infty p(a)T^*(a, t) da - uV(t),
\]

with boundary condition \(T^*(0, t) = \beta T(t)V(t)\). In system (3), \(T^*(a, t)\) denotes the density of infected T cells of infection age \(a\) (i.e. the time that has elapsed since an HIV virion has penetrated the cell) at time \(t\), \(\mu(a)\) is the age-dependent per capita death rate of infected cells, \(p(a)\) is the viral production rate of an infected cell with age \(a\). The age of cellular infection plays a key role in determining the rate of viral particle production per productively infected T cell and how long the productively infected T cell lives. In [24], in order to assess the effect of different combination therapies on viral dynamics, Rong et al. incorporated treatment with three different classes of drugs into the age-structured model. In [7], by using the direct Lyapunov method, Huang et al. established the global stability of feasible steady states of system (3).

We note that the infection process in system (3) is assumed to be governed by the mass-action principle, that is, the infection rate per host and per virus is a constant. However, experiments reported in [3] strongly suggested that the infection rate of microparasitic infections is an increasing function of the parasite dose, and is usually sigmoidal in shape. In [22], to place the model on more sound biological grounds, Regoes et al. replaced the mass-action infection rate with a dose-dependent infection rate.

Motivated by the works of Lai and Zou [11], Nelson et al. [15] and Regoes et al. [22], in the present paper, we are concerned with the joint effects of age since infection, direct cell-to-cell transfer and virus-to-cell infection on the dynamics of HIV-1 infection. To this end, we consider the following within-host HIV-1 infection model:

\[
\dot{x}(t) = s - dx(t) - \frac{\beta x(t)v(t)}{1 + \alpha v(t)} - x(t) \int_0^\infty \beta_1(a)y(a, t) da,
\]

\[
\frac{\partial y(a, t)}{\partial t} + \frac{\partial y(a, t)}{\partial a} = -\mu(a)y(a, t), \tag{4}
\]

\[
\dot{v}(t) = \int_0^\infty k(a)y(a, t) da - uv(t),
\]

with boundary condition

\[
y(0, t) = \frac{\beta x(t)v(t)}{1 + \alpha v(t)} + x(t) \int_0^\infty \beta_1(a)y(a, t) da, \quad t > 0, \tag{5}
\]

and initial condition

\[
X_0 := (x(0), y(\cdot, 0), v(0)) = (x^0, y_0(\cdot), v_0) \in \mathcal{X}, \tag{6}
\]
where \( \mathcal{X}^* = \mathbb{R}_+ \times L^1_+(0, \infty) \times \mathbb{R}_+^+, L^1_+(0, \infty) \) is the set of all integrable functions from \((0, \infty)\) into \(\mathbb{R}_+ = [0, \infty)\).

In system (4), \(x(t)\) represents the concentration of uninfected target T cells at time \(t\), \(y(a, t)\) denotes the density of infected T cells of infection age \(a\) (i.e. the time that has elapsed since an HIV virion has penetrated cell) at time \(t\), and \(v(t)\) denotes the concentration of infectious free virion at time \(t\). The definitions of all parameters in system (4) are listed in Table 1.

We make the following assumptions on the parameters in system (4).

(H1) \(k, \mu, \beta_1 \in L^1_+(0, \infty)\), let \(\bar{k}, \bar{\mu}, \bar{\beta}_1\) be the essential supremums of \(k, \mu, \beta_1\), respectively;
(H2) \(\beta_1(a)\) is Lipschitz continuous on \(\mathbb{R}_+\) with Lipschitz coefficient \(M_{\beta_1}\);
(H3) There is a positive constant \(\mu_0 \leq \min\{d, u\}\) such that \(\mu(a) \geq \mu_0\) for all \(a \geq 0\).

Using the theory of age-structured dynamical systems developed in [9,30], we can verify that system (4) has a unique solution \((x(t), y(\cdot, t), v(t))\) satisfying the boundary condition (5) and the initial condition (6). Moreover, it is easy to show that all solutions of system (4) with the boundary condition (5) and the initial condition (6) are defined on \([0, +\infty)\) and remain positive for all \(t \geq 0\). Furthermore, \(\mathcal{X}^*\) is positively invariant and system (4) exhibits a continuous semi-flow \(\Phi: \mathbb{R}_+ \times \mathcal{X}^* \to \mathcal{X}^*\), namely,

\[
\Phi_t(X_0) = \Phi(t, X_0) := (x(t), y(\cdot, t), v(t)), \quad t \geq 0, \quad X_0 \in \mathcal{X}^*.
\]

Given a point \((x, \varphi, z) \in \mathcal{X}^*\), one has the norm \(\|(x, \varphi, z)\|_{\mathcal{X}^*} := x + \int_0^\infty \varphi(a) \, da + z\).

In this paper, our primary goal is to carry out a complete mathematical analysis of system (4) with the boundary condition (5) and the initial condition (6) and establish its global dynamics. The organization of this paper is as follows. In the next section, we are concerned with the asymptotic smoothness of the semi-flow generated by system (4). In Section 3, we calculate the basic reproduction number and investigate the existence of feasible steady states of system (4). In Section 4, by analysing corresponding characteristic equations, we study the local asymptotic stability of an infection-free steady state and a chronic-infection steady state of system (4). In Section 5, using the persistence theory in infinite dimensional system developed by Hale and Waltman in [5], the uniform persistence of the semi-flow generated by system (4) is established when the basic reproduction number is greater than unity. In Section 6, we are concerned with the global stability of each of feasible steady states by constructing suitable Lyapunov functionals and using LaSalle’s invariance principle.

**Table 1.** The definitions of the parameters in system (4).

| Parameters | Description |
|------------|-------------|
| \(s\)      | The recruitment rate of healthy T cells |
| \(d\)      | The per capita death rate of uninfected cells |
| \(u\)      | Clearance rate of virions |
| \(\alpha\) | Saturation constant |
| \(\beta\)  | The rate at which an uninfected cell becomes infected by an infectious virus |
| \(a\)      | Age of infection, that is, the time since an HIV virion penetrated cell |
| \(\beta_1(a)\) | The infection rate of productively infected cells with age \(a\) |
| \(\mu(a)\) | The age-dependent per capita death rate of infected cells |
| \(k(a)\)   | The viral production rate of an infected cell with age \(a\) |
In Section 7, numerical examples are carried out to illustrate the feasibility of theoretical results. A brief discussion is given in Section 8 to conclude this work.

2. Asymptotic smoothness

In order to study the global dynamics of system (4), in this section, we need to verify the asymptotic smoothness of the semi-flow \( \{ \Phi(t) \}_{t \geq 0} \) generated by system (4).

2.1. Boundedness of solutions

Denote

\[ \pi(a) = e^{-\int_{0}^{a} \mu(s) \, ds} \quad \text{for} \quad a \in \mathbb{R}^+. \]  

(7)

It follows from (H1) and (H3) that \( 0 < e^{-\tilde{\mu} a} \leq \pi(a) \leq e^{-\mu_0 a} \) for all \( a \geq 0 \). Clearly, \( \pi(a) \) is a deceasing function.

Let \( \Phi(t,X_0) = \Phi(t,X_0) := (x(t), y(a,t), v(t)) \) be any non-negative solution of system (4) with the boundary condition (5) and the initial condition (6). Integrating the second equation of system (4) along the characteristic line \( t-a = \text{const.} \) yields

\[
y(a,t) = \begin{cases} 
L(t-a)\pi(a), & 0 \leq a < t, \\
y_0(a-t)\frac{\pi(a)}{\pi(a-t)}, & 0 \leq t \leq a,
\end{cases} \tag{8}
\]

where \( L(t) := y(0,t) = \beta x(t)v(t)/(1+\alpha v(t)) + x(t) \int_{0}^{\infty} \beta_1(a) y(a,t) \, da \).

Denote \( \|X_0\|_{\mathcal{X}} = x^0 + \int_{0}^{\infty} y_0(a) \, da + v_0 \) and \( N(t) = \|\Phi(t,X_0)\|_{\mathcal{X}} = x(t) + \int_{0}^{\infty} y(a,t) \, da + v(t) \).

Proposition 2.1: For system (4), the following statements hold.

(i) \( (d/dt)N(t) \leq s + \tilde{k} \max\{s/\mu_0, \|X_0\|_{\mathcal{X}}\} - \mu_0 N(t) \) for all \( t \geq 0 \);

(ii) \( N(t) \leq \max\{s/\mu_0 + (\bar{k}/\mu_0) \max\{s/\mu_0, \|X_0\|_{\mathcal{X}}\}, \|X_0\|_{\mathcal{X}}\} \) for all \( t \geq 0 \);

(iii) \( \limsup_{t \to +\infty} N(t) \leq s(1 + \bar{k}/\mu_0)/\mu_0 \);

(iv) \( \Phi(t) \) is point dissipative: there is a bounded set that attracts all points in \( \mathcal{X} \).

Proof: It follows from Equations (4)–(6) that

\[
\frac{d}{dt} \left( x(t) + \int_{0}^{\infty} y(a,t) \, da \right) = s - dx(t) - \frac{\beta x(t)v(t)}{1+\alpha v(t)} - x(t) \int_{0}^{\infty} \beta_1(a) y(a,t) \, da \\
- \int_{0}^{\infty} \frac{\partial y(a,t)}{\partial a} \, da - \int_{0}^{\infty} \mu(a) y(a,t) \, da \\
= s - dx(t) - \frac{\beta x(t)v(t)}{1+\alpha v(t)} - x(t) \int_{0}^{\infty} \beta_1(a) y(a,t) \, da \\
- y(a,t)|_{a=0}^{\infty} - \int_{0}^{\infty} \mu(a) y(a,t) \, da. \tag{9}
\]
On substituting Equation (5) into Equation (9), one obtains that
\[
\frac{d}{dt} \left( x(t) + \int_0^\infty y(a, t) \, da \right) \leq s - dx(t) - \int_0^\infty \mu(a) y(a, t) \, da \\
\leq s - \mu_0 \left( x(t) + \int_0^\infty y(a, t) \, da \right). 
\] (10)

The variation of constants formula implies
\[
x(t) + \int_0^\infty y(a, t) \, da \leq \frac{s}{\mu_0} - e^{-\mu_0 t} \left[ \frac{s}{\mu_0} - \left( x^0 + \int_0^\infty y_0(a) \, da \right) \right] \\
< \frac{s}{\mu_0} - e^{-\mu_0 t} \left\{ \frac{s}{\mu_0} - \|X_0\|_\mathcal{X} \right\},
\]
which yields
\[
x(t) + \int_0^\infty y(a, t) \, da \leq \max \left\{ \frac{s}{\mu_0}, \|X_0\|_\mathcal{X} \right\} 
\] (11)
for all \( t \geq 0 \).

We derive from Equation (11) and the third equation of system (4) that
\[
\frac{dv(t)}{dt} = \int_0^\infty k(a) y(a, t) \, da - uv(t) \\
\leq \bar{k} \max \left\{ \frac{s}{\mu_0}, \|X_0\|_\mathcal{X} \right\} - uv(t). 
\] (12)

It follows from Equations (10) and (12) that
\[
\frac{d}{dt} N(t) \leq s - \mu_0 \left( x(t) + \int_0^\infty y(a, t) \, da \right) + \bar{k} \max \left\{ \frac{s}{\mu_0}, \|X_0\|_\mathcal{X} \right\} - N(t) \\
\leq s + \bar{k} \max \left\{ \frac{s}{\mu_0}, \|X_0\|_\mathcal{X} \right\} - \mu_0 N(t). 
\] (13)

Again, using variation of constants formula we have from Equation (13) that
\[
N(t) \leq \frac{s}{\mu_0} + \frac{\bar{k}}{\mu_0} \max \left\{ \frac{s}{\mu_0}, \|X_0\|_\mathcal{X} \right\} \\
- e^{-\mu_0 t} \left\{ \frac{s}{\mu_0} + \frac{\bar{k}}{\mu_0} \max \left\{ \frac{s}{\mu_0}, \|X_0\|_\mathcal{X} \right\} - \|X_0\|_\mathcal{X} \right\}
\]
for all \( t \geq 0 \). This yields \( N(t) \leq \max \{s/\mu_0 + (\bar{k}/\mu_0), \max \{s/\mu_0, \|X_0\|_\mathcal{X}, \|X_0\|_\mathcal{X} \} \}. \) The proof is complete. 

The following results are direct consequences of Proposition 2.1.
Proposition 2.2: If $X_0 \in \mathcal{X}$ and $\|X_0\|_\mathcal{X} \leq K$ for some $K \geq s(1 + \tilde{k}/\mu_0)/\mu_0$, then

$$x(t) \leq K, \quad \int_0^\infty y(a, t) \, da \leq K, \quad v(t) \leq K \quad \text{for all } t \geq 0.$$  

Proposition 2.3: Let $C \in \mathcal{X}$ be bounded. Then

1. $\Phi_t(C)$ is bounded for all $t \geq 0$;
2. $\Phi_t$ is eventually bounded on $C$.

### 2.2. Asymptotic smoothness

In this section, we show the asymptotic smoothness of the semi-flow $\{\Phi(t)\}_{t \geq 0}$ generated by system (4).

Denote $A(t) = \beta x(t) v(t)/(1 + \alpha v(t))$, $B(t) = \int_0^\infty \beta_1(a) y(a, t) \, da$.

Proposition 2.4: The function $B(t)$ is Lipschitz continuous on $\mathbb{R}^+$.

**Proof:** Let $K \geq \max\{s(1 + \tilde{k}/u)/\mu_0, \|X_0\|_\mathcal{X}\}$. By Proposition 2.1 we have $\|\Phi_t\|_\mathcal{X} \leq K$ for all $t \geq 0$. Fix $t \geq 0$ and $h > 0$. Then

$$B(t + h) - B(t) = \int_0^h \beta_1(a) y(a, t + h) \, da - \int_0^\infty \beta_1(a) y(a, t) \, da$$

$$= \int_0^h \beta_1(a) y(a, t + h) \, da + \int_h^\infty \beta_1(a) y(a, t + h) \, da - \int_0^\infty \beta_1(a) y(a, t) \, da. \tag{14}$$

On substituting Equation (8) into Equation (14), it follows that

$$B(t + h) - B(t) = \int_0^h \beta_1(a)L(t + h - a)\pi(a) \, da$$

$$+ \int_h^\infty \beta_1(a) y(a, t + h) \, da - \int_0^\infty \beta_1(a) y(a, t) \, da. \tag{15}$$

By Proposition 2.2, we have $L(t) \leq \beta K^2/(1 + \alpha K) + \tilde{\beta}_1 K^2$. Noting that $\pi(a) \leq 1$, we obtain from Equation (15) that

$$|B(t + h) - B(t)| \leq \left( \frac{\tilde{\beta}_1 \beta K^2}{1 + \alpha K} + \tilde{\beta}_1 K^2 \right) h$$

$$+ \left| \int_h^\infty \beta_1(a) y(a, t + h) \, da - \int_0^\infty \beta_1(a) y(a, t) \, da \right|$$

$$= \left( \frac{\tilde{\beta}_1 \beta K^2}{1 + \alpha K} + \tilde{\beta}_1 K^2 \right) h$$

$$+ \left| \int_0^\infty \beta_1(\sigma + h) y(\sigma + h, t + h) \, d\sigma - \int_0^\infty \beta_1(a) y(a, t) \, da \right|. \tag{16}$$
It follows from Equation (8) that

$$y(a + h, t + h) = y(a, t) \frac{\pi(a + h)}{\pi(a)} = y(a, t) e^{-\int_0^h \mu(s) \, ds}$$

for all $a \geq 0$, $t \geq 0$, $h \geq 0$. Hence, Equation (16) can be rewritten as

$$|B(t + h) - B(t)| \leq \left( \frac{\tilde{\beta}_1 K^2}{1 + \alpha K} + \tilde{\beta}_1 K^2 \right) h + \int_0^\infty \beta_1 (a + h) y(a, t) e^{-\int_0^h \mu(s) \, ds} \, da - \int_0^\infty \beta_1 (a) y(a, t) \, da$$

$$\leq \left( \frac{\tilde{\beta}_1 \beta K^2}{1 + \alpha K} + \tilde{\beta}_1 K^2 \right) h + \int_0^\infty \beta_1 (a + h) \left( 1 - e^{-\int_0^h \mu(s) \, ds} \right) y(a, t) \, da$$

$$+ \int_0^\infty |\beta(a + h) - \beta_1(a)| y(a, t) \, da.$$  \hspace{1cm} (17)

Noting that $1 - e^{-x} \leq x$ for $x \geq 0$, we obtain from Equation (17) that

$$|B(t + h) - B(t)| \leq \left( \frac{\tilde{\beta}_1 \beta K^2}{1 + \alpha K} + \tilde{\beta}_1 K^2 \right) h + \tilde{\beta}_1 \mu Kh + M_{\beta_1} Kh,$$  \hspace{1cm} (18)

where $M_{\beta_1}$ is defined in (H2). This completes the proof. \hspace{1cm} \blacksquare

**Proposition 2.5:** The function $A(t)$ is Lipschitz continuous on $\mathbb{R}^+$. 

**Proof:** Let $K \geq \max\{s(1 + \bar{k}/u_0, \|X_0\|_X\}$. By Proposition 2.1 we have $x(t) \leq K$, $v(t) \leq K$ for all $t \geq 0$. Fix $t \geq 0$ and $h > 0$. Then

$$|A(t + h) - A(t)| = \left| \frac{\beta x(t + h)v(t + h)}{1 + \alpha v(t + h)} - \frac{\beta x(t)v(t)}{1 + \alpha v(t)} \right|$$

$$= \beta \left| \frac{x(t + h)(v(t + h) - v(t))}{(1 + \alpha v(t))(1 + \alpha v(t + h))} + \frac{v(t)(x(t + h) - x(t))}{1 + \alpha v(t)} \right|$$

$$\leq \beta K|v(t + h) - v(t)| + K|x(t + h) - x(t)|.$$  \hspace{1cm} (19)

Note that the Lipschitz continuity of $x(\cdot)$ and $v(\cdot)$ on $\mathbb{R}^+$ can be verified from Equation (4) and Proposition 2.2. Hence, there are positive constants $M_x$ and $M_v$ such that

$$|x(t + h) - x(t)| \leq M_xh, \quad |v(t + h) - v(t)| \leq M_vh.$$  \hspace{1cm} (20)

It therefore follows from Equations (19) and (20) that

$$|A(t + h) - A(t)| \leq \beta K(M_v + M_x)h.$$  \hspace{1cm} (21)

This completes the proof. \hspace{1cm} \blacksquare

By Propositions 2.4 and 2.5, one can directly obtain the following result.
Proposition 2.6: The function $L(t)$ is Lipschitz continuous on $\mathbb{R}^+$. 

We now state two theorems introduced in [28] which are useful in proving the asymptotic smoothness of the semi-flow $\{\Phi(t)\}_{t\geq 0}$.

Theorem 2.1: The semi-flow $\Phi : \mathbb{R}^+ \times \mathcal{X}_+ \rightarrow \mathcal{X}_+$ is asymptotically smooth if there are maps $\Theta, \Psi : \mathbb{R}^+ \times \mathcal{X}_+ \rightarrow \mathcal{X}_+$ such that $\Phi(t, x) = \Theta(t, X) + \Psi(t, X)$ and the following hold for any bounded closed set $C \subset \mathcal{X}_+$ that is forward invariant under $\Phi$:

1. $\lim_{t \to +\infty} \operatorname{diam} \Theta(t, C) = 0$;
2. there exists $t_C \geq 0$ such that $\Psi(t, C)$ has compact closure for each $t \geq t_C$.

Theorem 2.2: Let $C$ be a subset of $L^1(\mathbb{R}^+)$. Then $C$ has compact closure if and only if the following assumptions hold:

1. $\sup_{f \in C} \int_0^\infty |f(a)| \, da < \infty$;
2. $\lim_{r \to \infty} \int_r^\infty |f(a)| \, da = 0$ uniformly in $f \in C$;
3. $\lim_{h \to 0^+} \int_0^{\infty} |f(a + h) - f(a)| \, da = 0$ uniformly in $f \in C$;
4. $\lim_{h \to 0^+} \int_0^h |f(a)| \, da = 0$ uniformly in $f \in C$.

We are now ready to state and prove the asymptotic smoothness of the semi-flow $\Phi$.

Theorem 2.3: The semi-flow $\{\Phi(t)\}_{t\geq 0}$ generated by system (4) is asymptotically smooth.

Proof: To verify the two conditions in Theorem 2.1, we first decompose the semi-flow $\Phi$ into two parts: for $t \geq 0$, let $\Psi(t, X_0) := (x(t), \tilde{y}(\cdot, t), v(t)), \Theta(t, X_0) := (0, \tilde{\phi}_y(\cdot, t), 0)$, where

$$
\tilde{y}(a, t) = \begin{cases} 
L(t - a)\pi(a), & 0 \leq a \leq t, \\
0, & t < a,
\end{cases}
$$

and

$$
\tilde{\phi}_y(a, t) = \begin{cases} 
0, & 0 \leq a \leq t, \\
y_0(a - t) \frac{\pi(a)}{\pi(a - t)}, & t < a.
\end{cases}
$$

Clearly, for $t \geq 0$, we have $\Phi = \Theta + \Psi$.

Let $C$ be a bounded subset of $\mathcal{X}_-$ and $K > s(1 + \bar{k}/u)/\mu_0$ the bound for $C$. Let $\Phi(t, X_0) = (x(t), y(\cdot, t), v(t))$, where $X_0 = (x^0, y_0(a), v^0) \in C$. Then

$$
\|\Theta(t, X_0)\| = \|\tilde{\phi}_y(\cdot, t)\|_{L^1} = \int_0^\infty |\tilde{\phi}_y(a, t)| \, da = \int_0^\infty y_0(a - t) \frac{\pi(a)}{\pi(a - t)} \, da.
$$

(22)
Letting $a - t = \sigma$, it follows from Equation (22) that
\[
\|\Theta(t, X_0)\| = \int_0^\infty y_0(\sigma) \frac{\pi(\sigma + t)}{\pi(\sigma)} d\sigma
\]
\[
= \int_0^\infty y_0(\sigma) e^{-\int_\sigma^{\sigma+t} \mu(s) \, ds} d\sigma
\]
\[
\leq e^{-\mu_0 t} \int_0^\infty y_0(\sigma) d\sigma
\]
\[
\leq Ke^{-\mu_0 t},
\]
which yields $\lim_{t \to +\infty} \|\Theta(t, X_0)\| = 0$. Hence, $\lim_{t \to +\infty} \text{diam}(\Theta(t, C)) = 0$. The assumption (1) in Theorem 2.1 holds.

In the following we show that $\Psi(t, C)$ has compact closure for each $t \geq t_C$ by verifying the assumptions (i)-(iv) of Theorem 2.2. From Proposition 2.2 we see that $x(t)$ and $v(t)$ remain in the compact set $[0, K]$. Next, we show that $\tilde{y}(a, t)$ remains in a pre-compact subset of $L^1_+$ independent of $X_0$. It is easy to show that $\tilde{y}(a, t) \leq \tilde{L} e^{-\mu_0 a}$, where $\tilde{L} = \beta K^2/(1 + \alpha K) + \tilde{\beta} K$. Hence, the assumptions (i),(ii) and (iv) of Theorem 2.2 follow directly. We need only to verify that (iii) of Theorem 2.2 holds. Since we are concerned with the limit as $h \to 0$, we assume that $h \in (0, t)$. In this case, we have

\[
\int_0^\infty |\tilde{y}(a + h, t) - \tilde{y}(a, t)| \, da = \int_0^{t-h} |L(t - a - h)\pi(a + h) - L(t - a)\pi(a)| \, da
\]
\[
+ \int_{t-h}^t L(t - a)\pi(a) \, da
\]
\[
\leq \int_0^{t-h} L(t - a - h) |\pi(a + h) - \pi(a)| \, da
\]
\[
+ \int_0^{t-h} |L(t - a - h) - L(t - a)| \pi(a) \, da
\]
\[
+ \int_{t-h}^t L(t - a)\pi(a) \, da.
\]
(23)

It follows from Equations (18) and (21) that
\[
|L(a + h) - L(a)| \leq M_L h,
\]
(24)

where $M_L = K(M_v + M_x) + [\tilde{\beta} \beta K^2/(1 + \alpha K) + \tilde{\beta} K^2] + \tilde{\beta} \mu K + M_{\beta_1 K}$. We therefore obtain from Equations (23)-(24) that
\[
\int_0^\infty |\tilde{y}(a + h, t) - \tilde{y}(a, t)| \, da \leq \tilde{L} \int_0^{t-h} \pi(a) \left(1 - e^{-\int_a^{a+h} \mu(s) \, ds}\right) \, da
\]
\[
+ M_L h \int_0^{t-h} \pi(a) \, da + \tilde{L} \int_{t-h}^t \pi(a) \, da
\]
\[
\begin{align*}
\leq L \int_0^{t-h} \pi(a) \int_a^{a+h} \mu(s) \, ds \, da + M_L h + \bar{L} h \\
\leq (\bar{\mu} L + M_L + \bar{L}) h.
\end{align*}
\]

Hence, the condition (iii) of Theorem 2.2 holds. By Theorem 2.1, the asymptotic smoothness of the semi-flow \( \{ \Phi(t) \}_{t \geq 0} \) follows. This completes the proof. \( \blacksquare \)

The following result is immediate from Theorem 2.33 in [28] and Theorem 2.3.

**Theorem 2.4:** There exists a global attractor \( A \) of bounded sets in \( X^\prime \).

### 3. Steady states and basic reproduction number

In this section, we calculate the basic reproduction number and study the existence of feasible steady states of system (4) with the boundary condition (5).

Clearly, system (4) always has an infection-free steady state \( E_1(s/d, 0, 0) \). If system (4) has a chronic-infection steady state \( (x^*, y^*(a), v^*) \), it must satisfy the following equations:

\[
\begin{align*}
&s - dx^* - \frac{\beta x^* v^*}{1 + \alpha v^*} - x^* \int_0^\infty \beta_1(a) y^*(a) \, da = 0, \\
y^*(a) &= -\mu(a) y^*(a), \\
\int_0^\infty k(a) y^*(a) \, da - u v^* = 0, \\
y^*(0) &= \frac{\beta x^* v^*}{1 + \alpha v^*} + x^* \int_0^\infty \beta_1(a) y^*(a) \, da. 
\end{align*}
\]

(25)

It follows from the second and the third equations of (25) that

\[
y^*(a) = y^*(0) \pi(a), \quad y^*(0) = \frac{u v^*}{\int_0^\infty k(a) \pi(a) \, da},
\]

(26)

where \( \pi(a) \) is defined in Equation (7).

We obtain from the first and the fourth equations of (25) and (26) that

\[
x^* = \frac{1}{d} \left( s - \frac{u v^*}{\int_0^\infty k(a) \pi(a) \, da} \right).
\]

(27)

On substituting Equation (26) into the fourth equation of (25), it follows that

\[
x^* = \frac{u(1 + \alpha v^*)}{\beta \int_0^\infty k(a) \pi(a) \, da + u(1 + \alpha v^*) \int_0^\infty \beta_1(a) \pi(a) \, da}.
\]

(28)
From Equations (27)–(28) we obtain that \( Av^2 + Bv^* + C = 0 \), where

\[
A = \alpha u^2 \int_0^\infty \beta_1(a) \pi(a) \, da,
\]

\[
B = \alpha \int_0^\infty k(a) \pi(a) \, da \left( du (1 - R_0) + s\beta \int_0^\infty k(a) \pi(a) \, da \right) + \beta u \int_0^\infty k(a) \pi(a) \, da + u^2 \int_0^\infty \beta_1(a) \pi(a) \, da,
\]

\[
C = du \int_0^\infty k(a) \pi(a) \, da \left( 1 - R_0 \right),
\]

where

\[
R_0 = \frac{s\beta \int_0^\infty k(a) \pi(a) \, da}{du} + s \int_0^\infty \beta_1(a) \pi(a) \, da.
\]

\( R_0 \) is called the basic reproduction number of system (4) representing the number of newly infected cells produced by one infected cell during its lifespan.

Hence, if \( R_0 > 1 \), in addition to the infection-free steady state \( E_1 \), system (4) has a unique chronic-infection steady state \( E^* = (x^*, y^* (a), v^*) \), where \( v^* = (-B + \sqrt{B^2 - 4AC})/(2A) \), \( x^* \) and \( y^* (a) \) are defined in Equations (28) and (26), respectively, \( A, B \) and \( C \) are defined in Equation (29). It is easy to see that if \( R_0 = 1 \), system (4) has only the infection-free steady state \( E_1 \).

4. Local stability

In this section, we are concerned with the local stability of each of feasible steady states of system (4).

We first consider the local stability of the steady state \( E_1(x_0, 0, 0) \), where \( x_0 = s/d \). Letting \( x(t) = x_1(t) + x_0, y(a, t) = y_1(a, t), v(t) = v_1(t) \), and linearizing system (4) at \( E_1 \), we obtain that

\[
\dot{x}_1(t) = -dx_1(t) - \beta x_0 v_1(t) - x_0 \int_0^\infty \beta_1(a) y_1(a, t) \, da,
\]

\[
\frac{\partial y_1(a, t)}{\partial t} + \frac{\partial y_1(a, t)}{\partial a} = -\mu(a) y_1(a, t),
\]

\[
\dot{v}_1(t) = \int_0^\infty k(a) y_1(a, t) \, da - uv_1(t),
\]

\[
y_1(0, t) = \beta x_0 v_1(t) + x_0 \int_0^\infty \beta_1(a) y_1(a, t) \, da.
\]

Looking for solutions of system (30) of the form \( x_1(t) = x_{11} e^{\lambda t}, y_1(a, t) = y_{11}(a) e^{\lambda t}, v_1(t) = v_{11} e^{\lambda t} \), where \( x_{11}, y_{11}(a) \) and \( v_{11} \) will be determined later, we obtain the following linear eigenvalue problem:

\[
(\lambda + d)x_{11} = -\beta x_0 v_{11} - x_0 \int_0^\infty \beta_1(a) y_{11}(a) \, da,
\]
\[ y_{11}'(a) = -(\lambda + \mu(a))y_{11}(a), \]
\[(\lambda + u)v_{11} = \int_0^\infty k(a)y_{11}(a) \, da, \]
\[ y_{11}(0) = \beta x_0 v_{11} + x_0 \int_0^\infty \beta_1(a)y_{11}(a) \, da. \] (31)

It follows from Equation (31) that
\[ y_{11}(a) = y_{11}(0) e^{-\int_0^a (\lambda + \mu(s)) \, ds}, \quad v_{11} = \frac{\int_0^\infty k(a)y_{11}(a) \, da}{\lambda + u}. \] (32)

On substituting Equation (32) into the fourth equation of (31), we obtain the characteristic equation of system (4) at \( E_1 \) of the form
\[ f(\lambda) = 1, \] (33)
where
\[ f(\lambda) = \frac{\beta x_0}{\lambda + u} \int_0^\infty k(a) e^{-\int_0^a (\lambda + \mu(s)) \, ds} \, da + x_0 \int_0^\infty \beta_1(a) e^{-\int_0^a (\lambda + \mu(s)) \, ds} \, da. \]

It is easy to show that \( f(0) = R_0 \), and \( f'(\lambda) < 0, \lim_{\lambda \to +\infty} f(\lambda) = 0 \). Hence, if \( R_0 > 1 \), \( f(\lambda) = 1 \) has a unique positive root. Accordingly, if \( R_0 > 1 \), the steady state \( E_1 \) is unstable.

If \( R_0 < 1 \), we claim that all roots of Equation (33) have negative real parts. Otherwise, Equation (33) has at least one root \( \lambda_0 \) satisfying \( \text{Re}(\lambda_0) \geq 0 \). In this case, we have that
\[
|f(\lambda_0)| \leq \frac{\beta x_0}{|\lambda_0 + u|} \int_0^\infty k(a) e^{-\int_0^a (\lambda_0 + \mu(s)) \, ds} \, da + x_0 \int_0^\infty \beta_1(a) e^{-\int_0^a (\lambda_0 + \mu(s)) \, ds} \, da
\]
\[ \leq \frac{\beta x_0}{u} \int_0^\infty k(a) e^{-\int_0^a \mu(s) \, ds} \, da + x_0 \int_0^\infty \beta_1(a) e^{-\int_0^a \mu(s) \, ds} \, da = R_0, \]
a contradiction. Hence, if \( R_0 < 1 \), \( E_1(x_0, 0, 0) \) is locally asymptotically stable.

We now study the local stability of the steady state \( E^*(x^*, y^*(a), v^*) \) of system (4). Letting \( x(t) = x_2(t) + x^*, y(a, t) = y_2(a, t) + y^*(a), v(t) = v_2(t) + v^* \), and linearizing system (4) at \( E^* \), one obtains that
\[
\dot{x}_2(t) = -\left( d + \frac{\beta v^*}{1 + \alpha v^*} + \int_0^\infty \beta_1(a)y^*(a) \, da \right) x_2(t)
- \frac{\beta x^*}{(1 + \alpha v^*)^2} v_2(t) - x^* \int_0^\infty \beta_1(a)y_2(a, t) \, da,
\]
\[
\frac{\partial y_2(a, t)}{\partial t} + \frac{\partial y_2(a, t)}{\partial a} = -\mu(a)y_2(a, t),
\]
\[
\dot{v}_2(t) = \int_0^\infty k(a)y_2(a, t) \, da - uv_2(t),
\]
\[
y_2(0,t) = \left( \frac{\beta v^*}{1 + \alpha v^*} + \int_0^\infty \beta_1(a)y^*(a) \, da \right) x_2(t) \\
+ \frac{\beta x^*}{(1 + \alpha v^*)^2} v_2(t) + x^* \int_0^\infty \beta_1(a)y_2(a,t) \, da.
\] (34)

Looking for solutions of system (34) of the form \( x_2(t) = x_{21} e^{\lambda t} \), \( y_2(a,t) = y_{21}(a) e^{\lambda t} \), \( v_1(t) = v_{21} e^{\lambda t} \), where \( x_{21}, y_{21}(a) \) and \( v_{21} \) will be determined later, we obtain the following linear eigenvalue problem:

\[
\lambda x_{21} = - \left( d + \frac{\beta v^*}{1 + \alpha v^*} + \int_0^\infty \beta_1(a)y^*(a) \, da \right) x_{21} \\
- \frac{\beta x^*}{(1 + \alpha v^*)^2} v_{21} - x^* \int_0^\infty \beta_1(a)y_{21}(a) \, da,
\]

\[
y'_{21}(a) = -(\lambda + \mu(a))y_{21}(a),
\]

\[
\lambda v_{21} = \int_0^\infty k(a)y_{21}(a) \, da - uv_{21},
\]

\[
y_{21}(0) = \left( \frac{\beta v^*}{1 + \alpha v^*} + \int_0^\infty \beta_1(a)y^*(a) \, da \right) x_{21} \\
+ \frac{\beta x^*}{(1 + \alpha v^*)^2} v_{21} + x^* \int_0^\infty \beta_1(a)y_{21}(a) \, da.
\] (35)

It follows from system (35) that

\[
(\lambda + d)x_{21} = -y_{21}(0), \quad y_{21}(a) = y_{21}(0) e^{-\int_0^a (\lambda + \mu(s)) \, ds},
\] (36)

and

\[
v_{21} = \frac{\int_0^\infty k(a)y_{21}(a) \, da}{\lambda + u}.
\] (37)

On substituting Equations (36)–(37) into the fourth equation of (35), we obtain the characteristic equation of system (4) at \( E^* \) as follows:

\[
\frac{\lambda + d + \frac{\beta v^*}{1 + \alpha v^*} + \int_0^\infty \beta_1(a)y^*(a) \, da}{\lambda + d} = \frac{\beta x^*}{(1 + \alpha v^*)^2} \frac{\int_0^\infty k(a) e^{-\int_0^a (\lambda + \mu(s)) \, ds} \, da}{\lambda + u} \\
+ x^* \int_0^\infty \beta_1(a) e^{-\int_0^a (\lambda + \mu(s)) \, ds} \, da.
\] (38)

We claim that if \( R_0 > 1 \), all roots of Equation (38) has negative real parts. Otherwise, Equation (38) has at least one root \( \lambda_1 \) satisfying \( \text{Re}\lambda_1 \geq 0 \). In this case, it is readily seen that

\[
\left| \lambda_1 + d + \frac{\beta v^*}{1 + \alpha v^*} + \int_0^\infty \beta_1(a)y^*(a) \, da \right| > |\lambda_1 + d|.
\]
On the other hand, the modulus of the right-hand side of Equation (38) satisfies

\[
\left| \frac{\beta x^*}{(1 + \alpha v^*)^2} \int_0^\infty k(a) e^{-\int_0^a (\lambda_1 + \mu(s)) ds} \frac{da}{\lambda_1 + u} + x^* \int_0^\infty \beta_1(a) e^{-\int_0^a (\lambda_1 + \mu(s)) ds} \frac{da}{\lambda_1 + u} \right| \\
\leq \frac{\beta x^*}{1 + \alpha v^*} \left| \int_0^\infty k(a) e^{-\int_0^a (\lambda_1 + \mu(s)) ds} \frac{da}{|\lambda_1 + u|} \right| + x^* \left| \int_0^\infty \beta_1(a) e^{-\int_0^a (\lambda_1 + \mu(s)) ds} \frac{da}{\lambda_1 + u} \right| \\
\leq \frac{\beta x^*}{1 + \alpha v^*} \int_0^\infty k(a) \pi(a) \frac{da}{|\lambda_1 + u|} + x^* \int_0^\infty \beta_1(a) \pi(a) \frac{da}{\lambda_1 + u} \\
= 1,
\]

a contradiction. Hence, if \( R_0 > 1 \), \( E^* \) is locally asymptotically stable.

In conclusion, we have the following result.

**Theorem 4.1:** For system (4) with the boundary condition (5), if \( R_0 < 1 \), the infection-free steady state \( E_1(s/d, 0, 0) \) is locally asymptotically stable; if \( R_0 > 1 \), \( E_1 \) is unstable and the chronic-infection steady state \( E^*(x^*, y^*(a), v^*) \) exists and is locally asymptotically stable.

### 5. Uniform persistence

In this section, we establish the uniform persistence of the semi-flow \( \{\Phi(t)\}_{t \geq 0} \) generated by system (4) when \( R_0 > 1 \).

Define

\[
\tilde{a}_1 = \inf \left\{ a : \int_a^\infty k(u) du = 0 \right\}, \quad \tilde{a}_2 = \inf \left\{ a : \int_a^\infty \beta_1(u) du = 0 \right\}.
\]

Noting that \( k(\cdot), \beta_1(\cdot) \in L_1^1 (0, \infty) \), we have \( \tilde{a}_1 > 0, \tilde{a}_2 > 0 \).

Denote

\[
X = L_1^1 (0, +\infty) \times \mathbb{R}^+, \quad \tilde{a} = \max\{\tilde{a}_1, \tilde{a}_2\},
\]

\[
\tilde{Y} = \left\{ (y(\cdot, t), v(\cdot)) \in X : \int_0^{\tilde{a}} y(a, t) da > 0 \ or \ v(\cdot) > 0 \right\},
\]

and

\[
Y = \mathbb{R}^+ \times \tilde{Y}, \quad \partial Y = X \setminus Y, \quad \partial \tilde{Y} = X \setminus \tilde{Y}.
\]

Following [13], the following result is immediate.

**Proposition 5.1:** The subsets \( Y \) and \( \partial Y \) are both positively invariant under the semi-flow \( \{\Phi(t)\}_{t \geq 0} \), namely, \( \Phi(t, Y) \subset Y \) and \( \Phi(t, \partial Y) \subset \partial Y \) for \( t \geq 0 \).

The following result is useful in proving the uniform persistence of the semi-flow \( \{\Phi(t)\}_{t \geq 0} \) generated by system (4).

**Theorem 5.1:** The infection-free steady state \( E_1(s/d, 0, 0) \) is globally asymptotically stable for the semi-flow \( \{\Phi(t)\}_{t \geq 0} \) restricted to \( \partial Y \).
Proof: Let \((x^0, y_0(\cdot), v^0) \in \partial \mathcal{Y}\). Then \((y_0(\cdot), v^0) \in \partial \tilde{\mathcal{Y}}\). We consider the following system

\[
\frac{\partial y(a, t)}{\partial t} + \frac{\partial y(a, t)}{\partial a} = -\mu(a)y(a, t),
\]

\[
\hat{v}(t) = \int_0^\infty k(a) y(a, t) \, da - uv(t),
\]

\[
y(0, t) = \frac{\beta x(t)v(t)}{1 + \alpha v(t)} + x(t) \int_0^\infty \beta_1(a) y(a, t) \, da,
\]

\[
y(a, 0) = y_0(a), \quad v(0) = 0.
\]

Since \(\limsup_{t \to +\infty} x(t) \leq s/d\), by comparison principle, we have \(y(a, t) \leq \hat{y}(a, t), \quad v(t) \leq \hat{v}(t)\), where \(\hat{y}(a, t)\) and \(\hat{v}(t)\) satisfy

\[
\frac{\partial \hat{y}(a, t)}{\partial t} + \frac{\partial \hat{y}(a, t)}{\partial a} = -\mu(a)\hat{y}(a, t),
\]

\[
\hat{v}(t) = \int_0^\infty k(a) \hat{y}(a, t) \, da - u\hat{v}(t),
\]

\[
\hat{y}(0, t) = \frac{\beta s}{d} \hat{v}(t) + \frac{s}{d} \int_0^\infty \beta_1(a) \hat{y}(a, t) \, da,
\]

\[
\hat{y}(a, 0) = y_0(a), \quad \hat{v}(0) = 0.
\]

Solving the first equation of system (39), we obtain that

\[
\hat{y}(a, t) = \begin{cases} 
\hat{L}(t-a)\pi(a), & 0 \leq a < t, \\
y_0(a-t)\frac{\pi(a)}{\pi(a-t)}, & 0 \leq t \leq a,
\end{cases}
\]

where \(\hat{L}(t) = \hat{y}(0, t) = (\beta s/d)\hat{v}(t) + (s/d) \int_0^\infty \beta_1(a) \hat{y}(a, t) \, da\).

On substituting Equation (40) into the second equation of system (39), it follows that

\[
\hat{v}(t) = \int_0^t k(a)\hat{L}(t-a)\pi(a) \, da - u\hat{v}(t) + G_1(t),
\]

\[
\hat{L}(t) = \frac{\beta s}{d} \hat{v}(t) + \frac{s}{d} \int_0^t \beta_1(a)\hat{L}(t-a)\pi(a) \, da + G_2(t),
\]

\[
G_1(t) = \int_t^\infty k(a)y_0(a-t)\frac{\pi(a)}{\pi(a-t)} \, da,
\]

\[
G_2(t) = \int_t^\infty \beta_1(a)y_0(a-t)\frac{\pi(a)}{\pi(a-t)} \, da,
\]

\[
\hat{v}(0) = 0.
\]
Since \((y_0(\cdot), v^0) \in \partial \mathcal{Y}\), we have \(G_1(t) \equiv 0\) and \(G_2(t) \equiv 0\) for all \(t \geq 0\). We obtain from Equation (41) that
\[
\hat{v}(t) = \int_0^t k(a) \hat{L}(t - a) \pi(a) \, da - u\hat{v}(t),
\]
\[
\hat{L}(t) = \frac{\beta s}{d} \hat{v}(t) + \frac{s}{d} \int_0^t \beta_1(a) \hat{L}(t - a) \pi(a) \, da,
\]
\[
\hat{v}(0) = 0.
\]

It is easy to show that system (42) has a unique solution \(\hat{v}(t) = 0, \hat{L}(t) = 0\). It follows from Equation (40) that \(\hat{y}(a, t) = 0\) for \(0 \leq a < t\). For \(a \geq t\), we have
\[
\|\hat{y}(a, t)\|_{L^1} = \left\| y_0(a - t) \frac{\pi(a)}{\pi(a - t)} \right\|_{L^1} \leq e^{-\mu_0 t} \|y_0\|_{L^1},
\]
which yields \(\lim_{t \to +\infty} \hat{y}(a, t) = 0\). By comparison principle, it follows that \(\lim_{t \to +\infty} v(t) = 0, \lim_{t \to +\infty} y(a, t) = 0\). From the first equation of system (4) we have \(\lim_{t \to +\infty} x(t) = s/d\). This completes the proof.

**Theorem 5.2:** If \(R_0 > 1\), then the semi-flow \(\{\Phi(t)\}_{t \geq 0}\) generated by system (4) is uniformly persistent with respect to the pair \((\mathcal{Y}, \partial \mathcal{Y})\); that is, there exists an \(\varepsilon > 0\) such that \(\lim_{t \to +\infty} \|\Phi(t, x)\|_{\mathcal{Y}} \geq \varepsilon\) for \(x \in \mathcal{Y}\). Furthermore, there is a compact subset \(A_0 \subset \mathcal{Y}\) which is a global attractor for \(\{\Phi(t)\}_{t \geq 0}\) in \(\mathcal{Y}\).

**Proof:** Since the infection-free steady state \(E_1(s/d, 0, 0)\) is globally asymptotically stable in \(\partial \mathcal{Y}\), applying Theorem 4.2 in [5], we need only to show that \(W^s(E_1) \cap \mathcal{Y} = \emptyset\), where
\[
W^s(E_1) = \{x \in \mathcal{Y} : \lim_{t \to +\infty} \Phi(t, x) = E_1\}.
\]

Otherwise, there exists a solution \(u \in \mathcal{Y}\) such that \(\Phi(t, u) \to E_1\) as \(t \to \infty\). In this case, one can find a sequence \(\{u_n\} \subset \mathcal{Y}\) such that \(\|\Phi(t, u_n) - \bar{u}\|_{\mathcal{Y}} < 1/n, t \geq 0\), where \(\bar{u} = (x_0, 0, 0)\), \(x_0 = s/d\).

Denote \(\Phi(t, u_n) = (x_n(t), y_n(\cdot, t), v_n(t))\) and \(u_n = (x_n(0), y_n(\cdot, 0), v_n(0))\). Since \(R_0 > 1\), one can choose \(n\) sufficiently large satisfying \(x_0 - 1/n > 0\) and
\[
\frac{\beta (x_0 - \frac{1}{n})}{1 + \frac{a}{n}} \int_0^\infty k(a) \pi(a) \, da + \left( x_0 - \frac{1}{n} \right) \int_0^\infty \beta_1(a) \pi(a) \, da > 1.
\]

(43)

For such an \(n > 0\), there exists a \(T > 0\) such that for \(t > T\),
\[
x_0 - \frac{1}{n} < x_n(t) < x_0 + \frac{1}{n}, \quad 0 \leq v_n(t) \leq \frac{1}{n}.
\]
Consider the following auxiliary system

\[
\begin{align*}
\frac{\partial \tilde{y}(a,t)}{\partial t} + \frac{\partial \tilde{y}(a,t)}{\partial a} &= -\mu(a)\tilde{y}(a,t), \\
\dot{\tilde{v}}(t) &= \int_0^\infty k(a)\tilde{y}(a,t) \, da - u\tilde{v}(t), \\
\tilde{y}(0,t) &= \beta \left( x_0 - \frac{1}{n} \right) \frac{\tilde{v}(t)}{1 + \frac{a}{n}} + \left( x_0 - \frac{1}{n} \right) \int_0^\infty \beta_1(a)\tilde{y}(a,t) \, da.
\end{align*}
\] (44)

It is easy to show that if (43) holds, then system (44) has a unique steady state \(E_0(0,0)\).

Looking for solutions of system (44) of the form

\[
\begin{align*}
\tilde{y}(a,t) &= \tilde{y}_1(a)e^{\lambda t}, \\
\tilde{v}(t) &= \tilde{v}_1 e^{\lambda t},
\end{align*}
\]

where \(\tilde{y}_1(a)\) and \(\tilde{v}_1\) will be determined later, we obtain the following linear eigenvalue problem:

\[
\begin{align*}
\tilde{y}_1'(a) &= -(\lambda + \mu(a))\tilde{y}_1(a), \\
\int_0^\infty k(a)\tilde{y}_1(a) \, da &= (\lambda + u)\tilde{v}_1, \\
\tilde{y}_1(0) &= \beta \left( x_0 - \frac{1}{n} \right) \tilde{v}_1 + \left( x_0 - \frac{1}{n} \right) \int_0^\infty \beta_1(a)\tilde{y}_1(a) \, da.
\end{align*}
\]

We therefore obtain the characteristic equation of system (44) at \(E_0\) of the form

\[f_1(\lambda) = 1,\] (45)

where

\[
f_1(\lambda) = \frac{\beta \left( x_0 - \frac{1}{n} \right) \int_0^\infty k(a) e^{-\int_0^\infty (\lambda + \mu(s)) \, ds} \, da}{1 + \frac{a}{n}} + \left( x_0 - \frac{1}{n} \right) \int_0^\infty \beta_1(a) e^{-\int_0^\infty (\lambda + \mu(s)) \, ds} \, da.
\]

Clearly, \(\lim_{\lambda \to +\infty} f_1(\lambda) = 0.\) From Equation (43) we have \(f_1(0) > 1.\) Hence, if \(\mathcal{R}_0 > 1,\) Equation (45) has at least one positive root. This implies that the solution \((\tilde{y}(a,t), \tilde{v}(t))\) of system (44) is unbounded. By comparison principle, the solution \(\Phi(t,y_n)\) of system (4) is unbounded, which contradicts Proposition 2.2. Therefore, the semi-flow \(\{\Phi(t)\}_{t \geq 0}\) generated by system (4) is uniformly persistent. Furthermore, there is a compact subset \(\mathcal{A}_0 \subset \mathcal{Y}\) which is a global attractor for \(\{\Phi(t)\}_{t \geq 0}\) in \(\mathcal{Y}\). This completes the proof.

6. Global stability

In this section, we study the global stability of each of feasible steady states of system (4). The strategy of proofs is to use suitable Lyapunov functionals and LaSalle’s invariance principle.

We first state and prove a result on the global stability of the infection-free steady state \(E_1(s/d, 0, 0)\) of system (4).
**Theorem 6.1:** The infection-free steady state $E_1(s/d, 0, 0)$ of system (4) is globally asymptotically stable if $R_0 < 1$.

**Proof:** Let $(x(t), y(a,t), v(t))$ be any positive solution of system (4) with the boundary condition (5) and the initial condition (6). Denote $x_0 = s/d$.

Define

$$V_1(t) = x(t) - x_0 - x_0 \ln \frac{x(t)}{x_0} + \int_0^\infty F_1(a)y(a,t)\,da + k_1v(t),$$

where the non-negative kernel function $F_1(a)$ and the positive constant $k_1$ will be determined later.

Calculating the derivative of $V_1(t)$ along positive solutions of system (4), we obtain that

$$\frac{d}{dt}V_1(t) = \left(1 - \frac{x_0}{x(t)}\right) \left[-d(x(t) - x_0)\right] - \frac{\beta x(t)v(t)}{1 + \alpha v(t)} - x(t) \int_0^\infty \beta_1(a)y(a,t)\,da$$

$$+ \int_0^\infty F_1(a) \frac{\partial y(a,t)}{\partial t} \, da + k_1 \left[\int_0^\infty k(a)y(a,t)\,da - uv(t)\right].$$

(46)

On substituting $s = dx_0$ and $\partial y(a,t)/\partial t = -\mu(a)y(a,t) - \partial y(a,t)/\partial a$ into Equation (46), it follows that

$$\frac{d}{dt}V_1(t) = \left(1 - \frac{x_0}{x(t)}\right) \left[-d(x(t) - x_0)\right]$$

$$- \frac{\beta x(t)v(t)}{1 + \alpha v(t)} - x(t) \int_0^\infty \beta_1(a)y(a,t)\,da$$

$$+ \frac{\beta x_0 v(t)}{1 + \alpha v(t)} + x_0 \int_0^\infty \beta_1(a)y(a,t)\,da$$

$$- \int_0^\infty F_1(a) \left[\mu(a) + \frac{\partial y(a,t)}{\partial a}\right] \, da$$

$$+ k_1 \int_0^\infty k(a)y(a,t)\,da - k_1uv(t).$$

(47)

Using integration by parts, we derive from Equation (47) that

$$\frac{d}{dt}V_1(t) = -d\frac{(x(t) - x_0)^2}{x(t)} - \frac{\beta x(t)v(t)}{1 + \alpha v(t)} - x(t) \int_0^\infty \beta_1(a)y(a,t)\,da$$

$$+ \frac{\beta x_0 v(t)}{1 + \alpha v(t)} + x_0 \int_0^\infty \beta_1(a)y(a,t)\,da$$

$$+ F_1(a)y(a,t)\bigg|_0^\infty + \int_0^\infty \left(F'_1(a) - \mu(a)F_1(a)\right)y(a,t)\,da$$

$$+ k_1 \int_0^\infty k(a)y(a,t)\,da - k_1uv(t).$$

(48)
Choose

\[ F_1(a) = x_0 \int_a^\infty \beta_1(u) e^{-\int_u^a \mu(s) \, ds} \, du + k_1 \int_a^\infty k(u) e^{-\int_u^a \mu(s) \, ds} \, du. \]

By calculation, we have

\[ F_1(0) = x_0 \int_0^\infty \beta_1(a) \pi(a) \, da + k_1 \int_0^\infty k(a) \pi(a) \, da, \]

\[ F_1'(a) = -x_0 \beta_1(a) - k_1 k(a) + \mu(a) F_1(a), \quad \lim_{a \to +\infty} F_1(a) = 0. \]

We obtain from Equations (48)–(49) that

\[
\frac{d}{dt} V_1(t) = -\frac{d}{dt} \left( \frac{x(t) - x_0}{x(t)} \right) - \frac{\beta x(t) v(t)}{1 + \alpha v(t)} - x(t) \int_0^\infty \beta_1(a) y(a, t) \, da \\
+ \frac{\beta x_0 v(t)}{1 + \alpha v(t)} + x_0 \int_0^\infty \beta_1(a) y(a, t) \, da \\
+ \left( x_0 \int_0^\infty \beta_1(a) \pi(a) \, da + k_1 \int_0^\infty k(a) \pi(a) \, da \right) y(0, t) \\
- \int_0^\infty (x_0 \beta_1(a) + k_1 k(a)) y(a, t) \, da \\
+ k_1 \int_0^\infty k(a) y(a, t) \, da - k_1 uv(t). \]  

(50)

On substituting Equation (5) into Equation (50), one has

\[
\frac{d}{dt} V_1(t) = -\frac{d}{dt} \left( \frac{x(t) - x_0}{x(t)} \right) - \frac{\beta x(t) v(t)}{1 + \alpha v(t)} \\
- x(t) \int_0^\infty \beta_1(a) y(a, t) \, da + \frac{\beta x_0 v(t)}{1 + \alpha v(t)} - k_1 uv(t) \\
+ \left( x_0 \int_0^\infty \beta_1(a) \pi(a) \, da + k_1 \int_0^\infty k(a) \pi(a) \, da \right) \frac{\beta x(t) v(t)}{1 + \alpha v(t)} \\
+ x(t) \int_0^\infty \beta_1(a) y(a, t) \, da \left( x_0 \int_0^\infty \beta_1(a) \pi(a) \, da + k_1 \int_0^\infty k(a) \pi(a) \, da \right). \]  

(51)

Noting that if \( R_0 < 1 \), one can choose \( k_1 > 0 \) satisfying

\[ x_0 \int_0^\infty \beta_1(a) \pi(a) \, da + k_1 \int_0^\infty k(a) \pi(a) \, da = 1. \]

It therefore follows from Equation (51) that

\[
\frac{d}{dt} V_1(t) = -\frac{d}{dt} \left( \frac{x(t) - x_0}{x(t)} \right) + \frac{v(t)}{1 + \alpha v(t)} \left( \int_0^\infty \frac{u}{k(a) \pi(a) \, da} (R_0 - 1) - k_1 u \alpha v(t) \right). \]

Clearly, if \( R_0 < 1 \), \( V_1(t) \leq 0 \) holds and \( V_1'(t) = 0 \) implies that \( x(t) = x_0, v(t) = 0 \). It is readily seen that the largest invariant subset of \( \{ V_1(t) = 0 \} \) is the singleton \( E_1(x_0, 0, 0) \). By
Theorem 4.1, we see that if $R_0 < 1$, $E_1$ is locally asymptotically stable. Hence, the global asymptotic stability of $E_1$ follows from LaSalle's invariance principle. This completes the proof.

**Remark:** From the proof of Theorem 6.1, we see that if $R_0 = 1$, the infection-free steady state $E_1(s/d, 0, 0)$ is globally attractive.

In the following, we establish the global asymptotic stability of the chronic-infection steady state $E^*(x^*, y^*(a), v^*)$ of system (4).

**Theorem 6.2:** If $R_0 > 1$, the chronic-infection steady state $E^*(x^*, y^*(a), v^*)$ of system (4) is globally asymptotically stable.

**Proof:** Let $(x(t), y(a, t), v(t))$ be any positive solution of system (4) with the boundary condition (5) and the initial condition (6).

Define

$$V_2(t) = x^*G\left(\frac{x(t)}{x^*}\right) + \int_0^\infty F(a)y^*(a)G\left(\frac{y(a, t)}{y^*(a)}\right) da + k_2v^*G\left(\frac{v(t)}{v^*}\right),$$

where the function $G(x) = x - 1 - \ln x$ for $x > 0$, the non-negative kernel function $F(a)$ and the positive constant $k_2$ will be determined later.

Calculating the derivative of $V_2(t)$ along positive solutions of system (4), we obtain that

$$\frac{d}{dt} V_2(t) = \left(1 - \frac{x^*}{x(t)}\right) \left[ s - dx(t) - \frac{\beta x(t)v(t)}{1 + \alpha v(t)} - x(t) \int_0^\infty \beta_1(a)y(a, t) da \right]$$

$$+ \int_0^\infty F(a)y^*(a) \frac{\partial}{\partial t} G\left(\frac{y(a, t)}{y^*(a)}\right) da$$

$$+ k_2 \left(1 - \frac{v^*}{v(t)}\right) \left[ \int_0^\infty k(a)y(a, t) da - uv(t) \right]$$

$$= \left(1 - \frac{x^*}{x(t)}\right) \left[ s - dx(t) - \frac{\beta x(t)v(t)}{1 + \alpha v(t)} - x(t) \int_0^\infty \beta_1(a)y(a, t) da \right]$$

$$+ \int_0^\infty F(a) \left(1 - \frac{y^*(a)}{y(a, t)}\right) \frac{\partial y(a, t)}{\partial t} da$$

$$+ k_2 \left(1 - \frac{v^*}{v(t)}\right) \left[ \int_0^\infty k(a)y(a, t) da - uv(t) \right].$$

On substituting $s = dx^* + \beta x^* v^*/(1 + \alpha v^*) + x^* \int_0^\infty \beta_1(a)y^*(a) da$ and $\partial y(a, t)/\partial t = -\mu(a)y(a, t) - \partial y(a, t)/\partial a$ into Equation (52), it follows that

$$\frac{d}{dt} V_2(t) = \left(1 - \frac{x^*}{x(t)}\right) \left[-d(x(t) - x^*) + \frac{\beta x^* v^*}{1 + \alpha v^*} + x^* \int_0^\infty \beta_1(a)y^*(a) da \right]$$

$$- \frac{\beta x(t)v(t)}{1 + \alpha v(t)} + \frac{\beta x^* v(t)}{1 + \alpha v(t)}$$

$$- x(t) \int_0^\infty \beta_1(a)y(a, t) da + x^* \int_0^\infty \beta_1(a)y(a, t) da$$
\[ - \int_0^\infty F(a) \left( 1 - \frac{y^*(a)}{y(a, t)} \right) \left( \frac{\partial y(a, t)}{\partial a} + \mu(a)y(a, t) \right) \, da \]
\[ + k_2 \left[ \int_0^\infty k(a)y(a, t) \, da - uv(t) - \frac{v^*}{v(t)} \int_0^\infty k(a)y(a, t) \, da + uv^* \right]. \tag{53} \]

A direct calculation shows that
\[ y^*(a) \frac{\partial}{\partial a} G \left( \frac{y(a, t)}{y^*(a)} \right) = \left( 1 - \frac{y^*(a)}{y(a, t)} \right) \left( \frac{\partial y(a, t)}{\partial a} + \mu(a)y(a, t) \right). \tag{54} \]

On substituting Equation (54) into Equation (53), one obtains
\[ \frac{d}{dt} V_2(t) = \left( 1 - \frac{x^*}{x(t)} \right) \left[ -d(x(t) - x^*) + \frac{\beta x^* v^*}{1 + \alpha v^*} + x^* \int_0^\infty \beta_1(a)y^*(a) \, da \right] \]
\[ - \frac{\beta x(t)v(t)}{1 + \alpha v(t)} + \frac{\beta x^* v(t)}{1 + \alpha v(t)} - x(t) \int_0^\infty \beta_1(a)y(a, t) \, da \]
\[ + x^* \int_0^\infty \beta_1(a)y(a, t) \, da - F(a)y^*(a)G \left( \frac{y(a, t)}{y^*(a)} \right) \bigg|_0^\infty \]
\[ + \int_0^\infty G \left( \frac{y(a, t)}{y^*(a)} \right) \left[ F^\prime(a)y^*(a) + F(a)y^\prime(a) \right] \, da \]
\[ + k_2 \left[ \int_0^\infty k(a)y(a, t) \, da - uv(t) - \frac{v^*}{v(t)} \int_0^\infty k(a)y(a, t) \, da + uv^* \right]. \tag{55} \]

Using integration by parts, it follows from Equation (55) that
\[ \frac{d}{dt} V_2(t) = \left( 1 - \frac{x^*}{x(t)} \right) \left[ -d(x(t) - x^*) + \frac{\beta x^* v^*}{1 + \alpha v^*} + x^* \int_0^\infty \beta_1(a)y^*(a) \, da \right] \]
\[ - \frac{\beta x(t)v(t)}{1 + \alpha v(t)} + \frac{\beta x^* v(t)}{1 + \alpha v(t)} - x(t) \int_0^\infty \beta_1(a)y(a, t) \, da \]
\[ + x^* \int_0^\infty \beta_1(a)y(a, t) \, da - F(a)y^*(a)G \left( \frac{y(a, t)}{y^*(a)} \right) \bigg|_0^\infty \]
\[ + \int_0^\infty G \left( \frac{y(a, t)}{y^*(a)} \right) \left[ F^\prime(a)y^*(a) + F(a)y^\prime(a) \right] \, da \]
\[ + k_2 \left[ \int_0^\infty k(a)y(a, t) \, da - uv(t) - \frac{v^*}{v(t)} \int_0^\infty k(a)y(a, t) \, da + uv^* \right]. \tag{56} \]

Noting that \( y^\prime(a) = -\mu(a)y^*(a) \), we obtain from Equation (56) that
\[ \frac{d}{dt} V_2(t) = \left( 1 - \frac{x^*}{x(t)} \right) \left[ -d(x(t) - x^*) + \frac{\beta x^* v^*}{1 + \alpha v^*} + x^* \int_0^\infty \beta_1(a)y^*(a) \, da \right] \]
\[ - \frac{\beta x(t)v(t)}{1 + \alpha v(t)} + \frac{\beta x^* v(t)}{1 + \alpha v(t)} - x(t) \int_0^\infty \beta_1(a)y(a, t) \, da \]
\[ + x^* \int_0^\infty \beta_1(a)y(a, t) \, da - F(a)y^*(a)G \left( \frac{y(a, t)}{y^*(a)} \right) \bigg|_0^\infty \]
Choose $k_2 = \beta x*/u(1 + \alpha v*)$ and $F(a) = x* \int_a^\infty \beta_1(u) e^{-\int_u^a \mu(s) ds} du$ + $k_2 \int_a^\infty k(u) e^{-\int_u^a \mu(s) ds} du$. By calculation, we have

$$F(0) = x* \int_0^\infty \beta_1(u) e^{-\int_0^u \mu(s) ds} du + \frac{\beta x*}{u(1 + \alpha v*)} \int_0^\infty k(u) e^{-\int_0^u \mu(s) ds} du = 1,$$  

(58)

and

$$\lim_{a \to \infty} F(a) = 0, \quad F'(a) = -x* \beta_1(a) - k_2 k(a) + \mu(a) F(a).$$  

(59)

On substituting Equations (58)–(59) into Equation (57), it follows that

$$\frac{d}{dt} V_2(t) = \left(1 - \frac{x*}{x(t)}\right) \left[-d(x(t) - x*) + \frac{\beta x* v*}{1 + \alpha v*} + x* \int_0^\infty \beta_1(a) y*(a) da\right]$$

$$- \frac{\beta x(t) v(t)}{1 + \alpha v(t)} + \frac{\beta x* v(t)}{1 + \alpha v(t)} - x(t) \int_0^\infty \beta_1(a) y(a, t) da$$

$$+ x* \int_0^\infty \beta_1(a) y(a, t) da - y*(0) G \left(\frac{y(0, t)}{y*(0)}\right)$$

$$- \int_0^\infty \left(x* \beta_1(a) + k_2 k(a)\right) y*(a) G \left(\frac{y(a, t)}{y*(a)}\right) da$$

$$+ k_2 \left[\int_0^\infty k(a) y(a, t) da - uv(t) - \frac{v*}{v(t)} \int_0^\infty k(a) y(a, t) da + uv^*\right].$$  

(60)

Noting that $y*(0) = \beta x* v* / (1 + \alpha v*) + x* \int_0^\infty \beta_1(a) y*(a) da$ and $\int_0^\infty k(a) y*(a) da = uv^*$, we have from Equations (5) and (60) that

$$\frac{d}{dt} V_2(t) = \left(1 - \frac{x*}{x(t)}\right) \left[-d(x(t) - x*)\right]$$

$$- \left(\frac{\beta x* v*}{1 + \alpha v*} + x* \int_0^\infty \beta_1(a) y*(a) da\right) \left[\frac{x*}{x(t)} - 1 - \ln \frac{x*}{x(t)}\right]$$

$$- k_2 \int_0^\infty k(a) y*(a) \left[\frac{v* y(a, t)}{y*(a) v(t)} - 1 - \ln \frac{v* y(a, t)}{y*(a) v(t)}\right] da$$

$$+ \frac{\beta x* v*}{1 + \alpha v*} \left[\frac{(1 + \alpha v*) v(t)}{v*(1 + \alpha v(t))} - \frac{v(t)}{v*} - 1 + \frac{1 + \alpha v(t)}{1 + \alpha v*}\right]$$

$$- \frac{\beta x* v*}{1 + \alpha v*} \left[\frac{1 + \alpha v(t)}{1 + \alpha v*} - 1 - \ln \frac{1 + \alpha v(t)}{1 + \alpha v*}\right]$$

$$- \frac{\beta x* v*}{1 + \alpha v*} \ln \frac{1 + \alpha v(t)}{1 + \alpha v*} - y*(0) \ln \frac{y(0, t)}{y*(0)}.$$
\begin{align*}
&+ \int_0^\infty \left( x^* \beta_1(a) + k_2(a) \right) y^*(a) \ln \frac{y(a, t)}{y^*(a)} \, da \\
&- \left( \frac{\beta x^* v^*}{1 + \alpha v^*} + x^* \int_0^\infty \beta_1(a) y^*(a) \, da \right) \ln \frac{x^*}{x(t)} \\
&- k_2 \int_0^\infty k(a) y^*(a) \ln \frac{y(a, t)}{y^*(a)} \, v^* \, da \\
= & \quad -d \frac{(x(t) - x^*)^2}{x(t)} - \frac{\alpha \beta x^* (v(t) - v^*)^2}{(1 + \alpha v^*)^2 (1 + \alpha v(t))} \\
&- \left( \frac{\beta x^* v^*}{1 + \alpha v^*} + x^* \int_0^\infty \beta_1(a) y^*(a) \, da \right) \left[ \frac{x^*}{x(t)} - 1 - \ln \frac{x^*}{x(t)} \right] \\
&- \beta x^* v^* \left[ \frac{1 + \alpha v(t)}{1 + \alpha v^*} - 1 - \ln \frac{1 + \alpha v(t)}{1 + \alpha v^*} \right] \\
&- k_2 \int_0^\infty k(a) y^*(a) \left[ \frac{v^* y(a, t)}{y^*(a) v(t)} - 1 - \ln \frac{v^* y(a, t)}{y^*(a) v(t)} \right] \, da \\
&+ \frac{\beta x^* v^*}{1 + \alpha v^*} \ln \frac{(1 + \alpha v^*) y^*(0) x(t) v(t)}{x^* v^*(1 + \alpha v(t)) y(0, t)} \\
&+ x^* \int_0^\infty \beta_1(a) y^*(a) \ln \frac{y^*(0) x(t) y(a, t)}{x^* y^*(a) y(0, t)} \, da \\
= & \quad -d \frac{(x(t) - x^*)^2}{x(t)} - \frac{\alpha \beta x^* (v(t) - v^*)^2}{(1 + \alpha v^*)^2 (1 + \alpha v(t))} \\
&- \left( \frac{\beta x^* v^*}{1 + \alpha v^*} + x^* \int_0^\infty \beta_1(a) y^*(a) \, da \right) G \left( \frac{x^*}{x(t)} \right) \\
&- \frac{\beta x^* v^*}{1 + \alpha v^*} G \left( \frac{1 + \alpha v(t)}{1 + \alpha v^*} \right) - k_2 \int_0^\infty k(a) y^*(a) G \left( \frac{v^* y(a, t)}{y^*(a) v(t)} \right) \, da \\
&- \frac{\beta x^* v^*}{1 + \alpha v^*} G \left( \frac{(1 + \alpha v^*) y^*(0) x(t) v(t)}{x^* v^*(1 + \alpha v(t)) y(0, t)} \right) \\
&- x^* \int_0^\infty \beta_1(a) y^*(a) G \left( \frac{y^*(0) x(t) y(a, t)}{x^* y^*(a) y(0, t)} \right) \, da. \tag{61}
\end{align*}

Since the function $G(x) = x - 1 - \ln x \geq 0$ for all $x > 0$ and $G(x) = 0$ holds iff $x = 1$. Hence, $V_2'(t) \leq 0$ holds. It is readily seen from Equation (61) that $V_2'(t) = 0$ if and only if

$$x(t) = x^*, \quad v(t) = v^*, \quad \frac{y(a, t)}{y^*(a)} = \frac{y(0, t)}{y^*(0)}, \quad \text{for all } a \geq 0.$$  

It is easy to verify that the largest invariant subset of $\{ V_2'(t) = 0 \}$ is the singleton $E^*$. By Theorem 4.1, we see that if $R_0 > 1$, $E^*$ is locally asymptotically stable. Therefore, the global asymptotic stability of of $E^*$ follows from LaSalle’s invariance principle. This completes the proof. \hfill $\blacksquare$
7. Numerical simulations

In this section, we give some numerical simulations to illustrate the theoretical results in Sections 3 and 4. The backward Euler and linearized finite difference method will be used to discretize the ODEs and PDE in system (4), and the integral will be numerically calculated using Simpson's rule.

We choose viral production rate as in [24]:

\[
k(a) = \begin{cases} 
0, & a < a_1, \\
k^* \left(1 - e^{-\theta(a-a_1)}\right), & a \geq a_1,
\end{cases}
\]

where the parameter \( \theta \) determines how quickly \( k(a) \) reaches its saturation level \( k^* \) and \( a_1 \) is the age at which reverse transcription is completed. Here, we choose \( a_1 = 0.25 \text{ days} \), \( k^* = 6.4201 \times 10^3 \text{ day}^{-1} \), \( \theta = 1 \).

The age-dependent per capita death rate of infected cells is chosen as in [15]:

\[
\mu(a) = \begin{cases} 
\delta_0, & a < a_2, \\
\delta_0 + \delta_m \left(1 - e^{-\gamma(a-a_2)}\right), & a \geq a_2,
\end{cases}
\]
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Figure 1. The temporal solution found by numerical integration of system (4) with the boundary condition (5) and the initial condition \( x(0) = 10^6 \text{ ml}^{-1}, v(0) = 10^{-6} \text{ ml}^{-1} \), and the parameters \( \beta = 2.4 \times 10^{-8} \text{ ml day}^{-1}, \beta_1(a) = 10^{-6} \text{ ml day}^{-1} \).
where $\delta_0 + \delta_m$ is the maximal death rate, describes the time to saturation and $a_2$ is the delay between infection and the onset of cell-mediated killing. The term $\delta_0$ is a background death rate. Here, we choose $\delta_0 = 0.05 \text{ day}^{-1}$, $\delta_m = 0.35 \text{ day}^{-1}$, $\gamma = 0.5$, $a_2 = 0$, $a_{\text{max}} = 15 \text{ days}$.

The other parameters in system (4) are chosen as follows [24]: $s = 10^4 \text{ ml}^{-1} \text{ day}^{-1}$, $d = 0.01 \text{ day}^{-1}$, $u = 23 \text{ day}^{-1}$, $\alpha = 0.01$.

If we choose $\beta = 2.4 \times 10^{-8} \text{ ml day}^{-1}$, $\beta_1(a) = 10^{-6} \text{ ml day}^{-1}$, then we have the basic reproduction number $R_0 = 21.7534$. By Theorem 4.1, we see that in addition to the infection-free steady state $E_1(10^6, 0, 0)$, system (4) has an endemic steady state $E^* (2.7005 \times 10^5, 7299.5\pi(a), 5.49 \times 10^6)$ which is locally asymptotically stable. Numerical simulation illustrates this fact (see Figure 1). In Figure 1, $Y(t) = \int_0^{300} y(a, t) \, da$.

In order to evaluate the effect of cell-to-cell transmission on the virus dynamics, we let $\beta_1(a) = 0$ and other parameters remain unchanged. In this case, a direct calculation shows that the basic reproduction number $R_0 = 18.0506$, and the endemic steady state becomes $E^* (9.9977 \times 10^5, 2.2665\pi(a), 1704.7)$. Comparing Figures 1 and 2, we see that the cell-to-cell transmission can significantly increase the virus load.

If we choose $\beta = 2.4 \times 10^{-10} \text{ ml day}^{-1}$, $\beta_1(a) = 9 \times 10^{-9} \text{ ml day}^{-1}$, then we have the basic reproduction number $R_0 = 0.2138$. By Theorem 4.1, we see that system (4) has only the infection-free steady state $E_1(10^6, 0, 0)$ which is locally asymptotically stable.

**Figure 2.** The temporal solution found by numerical integration of system (1.4) with the boundary condition (1.5) and initial condition $x(0) = 10^6 \text{ ml}^{-1}$, $v(0) = 10^{-6} \text{ ml}^{-1}$, and the parameters $\beta = 2.4 \times 10^{-8} \text{ ml day}^{-1}$, $\beta_1(a) = 0 \text{ ml day}^{-1}$. 
Figure 3. The temporal solution found by numerical integration of system (4) with the boundary condition (5) and the initial condition \(x(0) = 10^6 \text{ ml}^{-1}, v(0) = 10^{-6} \text{ ml}^{-1}\), and the parameters \(\beta = 2.4 \times 10^{-10} \text{ ml day}^{-1}\), \(\beta_1(a) = 9 \times 10^{-9} \text{ ml day}^{-1}\).

stable. Numerical simulation illustrates this fact (see Figure 3). In Figure 2, \(Y(t) = \int_0^{300} y(a, t) \, da\).

8. Conclusion

In this work, we have investigated an age structured within-host HIV-1 infection model with both virus-to-cell infection and direct cell-to-cell transmission. The model allows the production rate of viral particles and the death rate of productively infected cells to vary and depend on the infection age. By constructing suitable Lyapunov functionals and using LaSalle’s invariance principle, it has been shown that global dynamics of system (4) is completely determined by the basic reproduction number. It has been verified that if the basic reproduction number is less than unity, the infection-free steady state is globally asymptotically stable; if the basic reproduction number is greater than unity, the chronic-infection steady state is globally asymptotically stable. The global stability of the chronic-infection steady state rules out any possibility for the existence of Hopf bifurcations and sustained oscillations in system (4).
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