Online Trajectory Estimation Based on a Network-Wide Cellular Fingerprint Map
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Abstract: Cellular signaling data is widely available in mobile communications and contains abundant movement sensing information of individual travelers. Using cellular signaling data to estimate the trajectories of mobile users can benefit many location-based applications, including infectious disease tracing and screening, network flow sensing, traffic scheduling, etc. However, conventional methods rely too much on heuristic hypotheses or hardware-dependent network fingerprinting approaches. To address the above issues, NF-Track (Network-wide Fingerprinting based Tracking) is proposed to realize accurate online map-matching of cellular location sequences. In particular, neither prior assumptions such as arterial preference and less-turn preference or extra hardware-relevant parameters such as RSS and SNR are required for the proposed framework. Therefore, it has a strong generalization ability to be flexibly deployed in the cloud computing environment of telecom operators. In this architecture, a novel segment-granularity fingerprint map is put forward to provide sufficient prior knowledge. Then, a real-time trajectory estimation process is developed for precise positioning and tracking. In our experiments implemented on the urban road network, NF-Track can achieve a recall rate of 91.68% and a precision rate of 90.35% in sophisticated traffic scenes, which are superior to the state-of-the-art model-based unsupervised learning approaches.
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1. Introduction

Mobile phones have become a kind of universal instant messengers nowadays, and their users generate huge amounts of real-time records that form the backbone of ubiquitous computing in heterogeneous sensor networks [1–3]. As the most well-applied one, GPS positioning data has given vital information for many applications, including traffic sensing, traffic incident detection, travel prediction, route recommendations, etc. [4–6] However, mobile users such as regular commuters would prefer to keep GPS off while unnecessary. Hence, the backend systems of GPS service providers could only observe partial location data of users. As a supplement to GPS localization, cellular signaling data has become a promising type of mobile phone data that ceaselessly records the signaling between base stations and every mobile device. It has been widely used in location-based services, including route recommendation, traffic scheduling, etc. Thus, a large number of technologies have been proposed for user location sensing based on cellular data [7–11].

As an extensive application originating from user localization, real-time and accurate estimation of a cellular-based trajectory is of great significance for urban individual movement monitoring and management nowadays (i.e., infectious disease tracing and screening [12–14] and network flow sensing and controlling [15–20]), because cellular signaling data can be passively sent back to the cloud systems in real time and contains a wealth of movement information of individual travelers. An online trajectory estimation
based on cellular signaling sequences has been widely investigated for years. Some studies have attempted to filter large localization errors and directly decouple the movement trajectory under network constraints [21–24]. However, cleaned cellular localization was still unsatisfactory in dense urban road networks, because the positioning errors might probably be larger than the road span. Some other researchers innovatively applied advanced deep learning approaches in the trajectory estimation process and achieved good performance in their field test [25]. Nonetheless, the deep learning-based models need large amounts of ground truth trajectories for convergence, and therefore, their utility is limited. For these reasons, the mainstream of the existing solutions was based on the Hidden Markov Model (HMM) framework, which could combine the interfering noise and map-matching rules into the trajectory to reinforce the inference process [26–28].

Most of the above methods are characterized by unsupervised learning and require a certain amount of prior knowledge to accurately track a mobile device. An enormous number of manual conceptions and rules, including arterial preference, less-turn preference, and same direction preference, were predefined in such unsupervised learning approaches, which weakens the generalization ability of the models, because travelers will not always behave according to these predefinitions due to their various transport modes and dynamic route choices. Hence, how to free the estimation process from these prior assumptions becomes a meaningful question to be answered.

Nowadays, fingerprint mapping is utilized as the mainstream localization by associating the locations in the testing field with a unique wireless signal feature [29–32]. On this basis, a mobile device can match itself to a specific location with the real-time measured signal features. Therefore, a fingerprint map is capable of providing sufficient prior knowledge, and many previous studies endeavored to migrate it to road network scenarios for precise positioning and tracking [33–36]. However, the majority of location fingerprinting methods are hardware-dependent, because the construction fingerprint map and positioning process require the RSS (Received Signal Strength), SNR (Signal-to-Noise Ratio) and TA (Time Advanced) information, which is only available with special devices and violates the ubiquity [24,37]. For this reason, these approaches are not lightweight enough to be applied to the cloud computing backend of telecom operators with RSS absence, which means conventional fingerprinting methods can only locate a mobile phone itself actively rather than calculate at the network side passively on a large scale. Therefore, conventional fingerprinting methods need some promotion to overcome these restrictions. In this paper, we revisit the map-matching task from the data perspective and propose to utilize the great power of data to help solve the aforementioned problems that obstruct conventional unsupervised methods. Therefore, a novel online trajectory estimation framework, NF-Track (Network-wide Fingerprinting based Tracking), is presented. Unlike the current fingerprinting technologies for mobile device localization that calibrate many extra hardware-relevant parameters at the grid scale, NF-Track provides more accurate localization by dividing the area of interest into road segments, and the fingerprint features are constructed with road segments as the basic units. This innovation not only avoids the trouble of standing at each grid for a certain time to draw the signal strength histogram but also benefits the trajectory estimation, as the mobile device is mostly on the road network. On the basis of the built segment-granularity fingerprinting map, an anchor-based similarity calculation model is developed to achieve online prediction. Compared to unsupervised methods, the proposed online prediction architecture depends on prior knowledge about segment-level signal features given by fingerprint map, which enhances the stability and precision of trajectory estimation.

To sum up, the major innovations of NF-Track are as follows:

1. Distinct from current fingerprinting technologies that are hardware-dependent, NF-Track is supported by a data-driven fingerprint map, which not only improves the efficiency of signal collection but also benefits online cellular location sequence map-matching.

2. On the basis of such fingerprint map, the proposed trajectory estimation algorithm is independent of either hardware-relevant information in conventional fingerprint-
ing approaches or heuristic hypotheses that are widely leveraged by unsupervised methods. Therefore, NF-Track is suitable for being deployed over cloud computing backends where only cellular localization is available.

(3) We conduct our experiments on a real-world urban dataset. The results demonstrated the significant advantages of our real-time trajectory estimation approach contrasted with the current state-of-the-art online map-matching algorithm, especially for the estimation of irregular trajectories that are more twisted than the regular trajectories that prefer the shortest and straightest paths.

The rest of this paper is organized as follows. In Section 2, we discuss the relevant literature. In Section 3, we elaborate on the data preprocessing and the problem formulation. Section 4 details the design of our NF-Track. Section 5 presents the performance evaluation of our framework. Finally, Section 6 concludes this paper.

2. Literature Review

2.1. Location Fingerprinting-Based Positioning

Wireless device positioning and tracking are of great significance for individual movement monitoring and management in sensor networks. Due to the exclusion of GPS signals in indoor areas, location fingerprinting is proposed to determine devices’ locations in wireless areas based on the measured signal features, e.g., Received Signal Strength (RSS), Signal-to-Noise Ratio (SNR) and Time Advanced (TA) [29–32]. Specifically, location fingerprinting is the process of associating locations in an environment with some sort of wireless signal feature that is unique to that location. The location fingerprinting-based positioning methods can be divided into two stages [38]. One is the offline fingerprint map construction, and the other is the online location estimation. In the offline stage, a rectangular grid of points is cast on the two-dimensional space, as Figure 1 shows below. Each spatial point is calibrated with a basic fingerprint that is associated with a unique feature constructed from the signal propagation characteristics. After all points are calibrated and stored, the fingerprint map is constructed. Then, in the online stage, while the signal features like RSS and SNR are measured by the device online, we can infer its location to a spatial point whose fingerprint is most similar to the measurement results. If the signal features are obtained continuously, the device can be tracked by connecting its estimated locations.
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**Figure 1.** The schematic of wireless device positioning and tracking based on the indoor fingerprint map.

Some research migrated the location fingerprinting-based positioning methods to urban environments later, where the location in communication space is associated with a unique fingerprint structured by the signal features observed from the surrounding cellular base stations, and then, the outdoor mobile device can be located online. For example,
to cope with the absence of GPS positioning under some circumstances, Ibrahim and Youssef [8] built an RSS-based location fingerprinting system for mobile phone positioning in the area of interest. Chen et al. [39] made a great effort to create a cellular location fingerprinting system in a metropolitan environment with higher base station density and achieved good performance in the mobile device position estimation.

Besides the outdoor area, some researchers endeavored to apply fingerprinting location technology to road networks, because the localization of mobile devices along a route is meaningful to many traffic management applications like the travel time estimation [31]. They firstly divided the road into several segments, and then, the distribution of the RSS from different base stations was measured as a segment-associated fingerprint for each segment. From then on, mobile devices’ segment-granularity positioning could be realized by observing their RSS distribution online.

These methods provided a new perspective for individual positioning and tracking based on the prior knowledge extracted from observed features. It can be seen that location fingerprinting technologies have great potential in urban traveler management.

2.2. Online Trajectory Estimation

The online trajectory estimation is the task of mapping a set of real-time locations with errors to the corresponding points on the road network. The location data comes from a variety of moving objects, such as vehicles and mobile phones. In the current transportation research, GPS data is the spatiotemporal locations that are most commonly used. Online trajectory estimation technologies were early applied to align the low-sampling-rate GPS series to the digital road network [40–42]. The general processing of online trajectory is based on sliding window methods, which divide the trajectory into several input sequences and handle them independently. The window size is the significant parameter that affects overall performance. In previous studies, many efforts were made to investigate the estimation accuracies and computing latencies in different window sizes [42,43]. To promote the system performance, researchers proposed various sliding window algorithms, including fixed sliding window, bounded variable sliding window, adjustable sliding window, etc. [4,42,44]. These works benefit many real-time continuous location-based services.

Besides GPS data, cellular data contains large-scale spatiotemporal movement information of urban travelers because mobile phones have a very high penetration rate among citizens nowadays. Therefore, how to estimate their trajectories with cellular signaling sequences becomes the subject of growing concern.

2.3. Cellular Signaling Sequence Map-Matching

Due to the sparseness and fuzziness of cellular data, cellular signaling sequence map-matching are mainly targets at addressing the issues of uncertainty. Some researchers tried to decouple individual movement information from a cellular signaling sequence by means of clustering, interpolation, etc. to realize the trajectory reconstruction on road networks [21–24]. These methods can directly clean and smooth the cellular signaling sequences, quickly analyze the staying and moving behavior of travelers and extract their approximate spatial trajectories. Herein, density-based clustering algorithms are mainly used to partition cellular localizations into several groups, from which low-density localizations can be obtained. Meanwhile, many studies made efforts to promote the clustering performance by further investigating the intrinsic clustering structure [45,46], features employment [47] and noise robustness [48]. These efforts were meant to capture higher accuracy localizations of travelers. However, due to the complexity of road network, it might lead to a situation where there were many reasonable candidate matching paths for a certain cellular signaling sequence. Thus, many of these methods could only approximate individual cellular signaling sequence to the main traffic corridors of the city rather than a specific path, which was limited to implement refined management and guidance on travelers.
Therefore, the individual movement information extracted from the cellular signaling sequence needs to be extensively reinforced to achieve accurate trajectory estimation. The fundamental way is to introduce prior rules to aid in fine-grained map-matching. Hence, many studies developed various rule-based methods to combine prior rules such as travelers’ path selection preferences in order to achieve a well-estimated individual trajectory. Yuan Y et al. [49] matched the cellular signaling sequence to the suburban road network well based on the assumption that drivers tended to choose high-grade roads. As for the urban environment, many studies used HMM algorithms to decode the cellular sequence to a mobile trajectory, which could take the noise of cellular data into account and enhance the map-matching performance [24,28]. However, these methods only performed in offline mode and did not deal with the live stream of the input locations, which limited the power of real-time positioning data.

Enlightened by existing online map-matching algorithms that used a sliding window to handle the input sequence incrementally [4,42], several HMM models were modified and introduced many heuristic mechanisms to the online trajectory inference process. Mohamed et al. [26] realized real-time trajectory estimation by an HMM that incorporated several heuristics like major road and shortest path preference to reduce the noise in the map-matching process. Due to travelers who would decide their route based on the estimation of traffic status and travel time on roads [50,51], Jagadeesh et al. [27] proposed an HMM-based map-matching framework with a pre-estimated route choice model, which was robust for inaccurate and sparse location data. Besides HMM-based methods, advanced deep learning approaches were brought in the application of online map-matching of cellular signaling sequences. For instance, Shen Z et al. [25] innovatively trained recurrent neural networks to capture the mobility pattern from enormous cellular data and then realized the trajectory estimation. Nonetheless, in order to ensure the convergence of the model, the deep-learning algorithm needed not only large amounts of sample trajectories for offline training but also many heuristic hypotheses of arterial preference, same direction preference and less-turn preference.

These online map-matching methods had the following two main limitations. One is that some of them could only achieve fine results in wide-range suburban areas or urban high-grade road networks whose topology was relatively simple; therefore, the heuristic assumptions mentioned above are compatible with them. However, that was not the case for crisscrossed urban road networks. The other is that such methods were highly dependent on prior assumptions to ensure the estimation accuracy, which would weaken the generalization ability of models. Therefore, it is worthwhile to realize the flexible tracking of free-moving and irregular travelers in urban environments purely based on cellular signaling data.

Therefore, different from the aforementioned unsupervised methods that rely too much on the heuristic hypothesis, some researchers attempted to develop cellular trajectory map-matching methods based on location fingerprinting technology, which would not rely on any assumptions about travelers’ preferences. For example, Thiagarajan et al. [34] divided the area of interest into uniform square grids and associated a set of observed base stations and their RSS values with each grid offline. The cellular signaling sequence was first matched to a sequence of traversed grids through HMM methods, and then, that grid sequence was further matched to road segments. Dalla et al. [35] observed the surrounding base stations and their signal strengths at the spatial points along the road, which were regarded as basic cellular fingerprints, and exploited in the trajectory estimation process.

The generalization of these fingerprint-based trajectory estimation methods was restricted from two perspectives. On the one hand, these approaches were hardware-relevant, because they relied on extra parameters like RSS and SNR. Hence, they were hard to be applied to the cloud computing systems of telecom operators whose signaling data contained cellular location only [37]. On the other hand, in order to build up a location fingerprinting system, these fingerprint-based trajectory estimation methods commonly associate the road network with massive observation points, and therefore, the fingerprinting process is quite
inefficient based on point-grained fingerprint maps. Furthermore, point-grained location fingerprinting has another drawback that the concentration of fingerprint points might be hard to differentiate the signal features from each other and thereby increase the chance of positioning errors.

Inspired by this kind of research, we build a novel network-wide fingerprinting system for real-time cellular signaling sequences map-matching, which is well-behaved without either heuristic hypothesis or extra RSS information.

3. Preliminary

3.1. Data Acquisition and Preprocessing

Referring to previous network fingerprinting approaches [33–35], the benchmark data of this study is collected through war-driving on the road network, as Figure 2 illustrates.

Table 1 presents some record samples of the acquired dataset. A signaling record contains the Device ID, recorded timestamp and the connecting base station. Besides the cellular information, the GPS coordinates are recorded simultaneously (longitude and latitude) and regarded as the true location of the mobile device for modeling and validation. The frequency of data acquisition is around 1 Hz, which forms the benchmark dataset of this study.

Table 1. Information of the acquired data.

| Device ID | Timestamp     | Base Station ID | GPS Longitude | GPS Latitude |
|-----------|---------------|-----------------|---------------|--------------|
| 199**19   | 2020-10-10 09:06:48 | 688**3          | 22.620568     | 114.055819   |
| 199**19   | 2020-10-10 09:06:49 | 688**3          | 22.620752     | 114.055815   |
| 199**19   | 2020-10-10 09:06:50 | 181**8          | 22.620910     | 114.055811   |

3.2. Notation

The main notations in this paper are shown in Table 2.

3.3. Problem Formulation

A cellular signaling sequence obtained from telecom operators is a series of chronologically ordered locations generated by a mobile device, e.g., \( \langle p_1, p_2, \ldots, p_k \rangle \), where each location contains the geospatial coordinate of the signaling base station and a timestamp such as \( p = (lon, lat, t) \). The task of this study is transforming the cellular signaling sequence into a road segments series \( \langle E_1, E_2, \ldots, E_n \rangle \). As a result, the accuracy of the estimated trajectory can be evaluated by the ground truth GPS sequence.
Table 2. Main notations in this paper.

| Notation | Description | True Time of AP | Inferred Time of AP |
|----------|-------------|-----------------|---------------------|
| Seq      | Cellular signaling sequence | $T_{true}$ | $T_{infer}$ |
| E        | Basic road segment for fingerprinting | $T_{true}$ | $T_{infer}$ |
| BS       | Base station | $AP^l$ | The former one of two successive anchor points |
| SBS      | Stable impacting base station | $AP^l$ | The latter one of two successive anchor points |
| SBSS     | Stable impacting base station set | $T_{true}$ | $T_{infer}$ |
| CMD      | Cumulative moving distance | $T_{true}$ | $T_{infer}$ |
| S(E)     | SBSS of E | $T_{true}$ | $T_{infer}$ |
| CMD      | Average CMD obtained from several cellular sequences | $T_{true}$ | $T_{infer}$ |
| R        | Impacting intensity of an SBS | $Seq_{true}$ | Cellular signaling fragment between $T_{true}$, $T_{true}$ |
| R(E)     | Fingerprint of E | $Seq_{true}$ | Cellular signaling fragment between $T_{true}$, $T_{true}$ |
| P        | Path that consists of a segment series | $B(Seq_{infer})$ | Base station set of $Seq_{infer}$ |
| S(P)     | Integrated SBSS of P | $R(Seq_{infer})$ | Estimated CMD proportion of $B(Seq_{infer})$ |
| R(P)     | Integrated fingerprint of P | $B(Seq_{true})$ | Base station set of $Seq_{true}$ |
| AP       | Anchor point | $R(Seq_{true})$ | Estimated CMD proportion of $B(Seq_{true})$ |

4. Methodology

In this section, we discuss the trajectory estimation architecture of NF-Track in detail. To be specific, the overview of the estimating framework (see Figure 3) is shown below.
Offline stage. In this stage, we first align the historical cellular series to the GPS series at the road segment scale. Then, the signal features of each road segment are extracted from the aligned cellular data as a unique fingerprint, and lastly, the obtained fingerprints constitute a network-wide cellular fingerprint map.

Online stage. For an input real-time cellular sequence, the online tracking process is implemented in the cloud computing backend of telecom operator as follows. Firstly, the spatial clustering method is applied to acquire a handful of high-confident anchors. Since each anchor is likely to have several candidate segments for map-matching, the pre-constructed fingerprint map is taken as a reference to determine the most likely one. After that, the identified road segments are connected into a final trajectory.

4.1. Offline Stage

The fingerprint is a multidimensional feature vector extracted from the original cellular signal in essence [38]. Thus, our innovative segment-granularity fingerprint map is built by following steps.

4.1.1. Fingerprint Feature Extraction

After network segmentation, we summarize the fingerprint features vector for each road segment. Actually, the observable information of cellular signaling data includes the user ID, signal recorded time and the connected base station. To characterize the features of cellular system in the road space based on these vanilla fields, the fingerprint features vector for a specific segment consists of two components: the set of stable impacting base stations and the corresponding set of impacting weights.

If a Stable impacting Base Station (SBS) has a stronger signal covering the current segment, mobile devices are more likely to connect with it subsequently. The grouped Stable impacting Base Station Sets (SBSSs) are probably distinct from one another due to the spatial heterogeneity of segments. Therefore, it is reasonable to consider SBSS as a fingerprint feature of the road segment. The extraction algorithm of SBSS is as follows.

Suppose \( n \) cellular sequences \( \langle Seq_1, Seq_2, \ldots, Seq_n \rangle \) are collected on the road segment \( E \) and \( m \) base stations \( \langle BS_1, BS_2, \ldots, BS_m \rangle \) have ever been recorded in them. Then, the frequency \( \tau \) \((1 \leq \tau \leq n)\) of each base station in the \( n \) cellular signaling sequences is counted. If \( \tau > \theta \cdot n \), the base station is designated as an SBS. Here, \( \theta \) represents a critical threshold for SBS selection, and its value is set to 0.375 according to the sensitivity analysis in Section 5. Finally, all SBSs of \( E \) are put in a set, denoted by \( S(E) \).

It is insufficient to use \( S(E) \) as the fingerprint feature alone, because two road segments are possible to have the same fingerprint characteristics when they are very close to each other in space. Therefore, after the SBSs are sifted out, their impacting weights on the road segment are significant and further modeled. It is prone to recognizing that larger transmission power and less propagation loss give base stations a higher impact on the road segment. As for its residing mobile devices, their received signal strength is higher, and the connections are more stable. Therefore, the traveling mobile devices’ moving distance during connections with such base stations is probably longer.

Therefore, we propose the Cumulative Moving Distance (CMD) to indicate an SBS’s impacting weight on a road segment. For example, suppose there is a mobile device passing through a road segment \( E \), and \( SBS \) is one of its \( S(E) \). Then, \( CMD(Seq, E, SBS) \) denotes the CMD of that mobile device while it communicates with SBS and moves on \( E \), where \( Seq \) represents the generated cellular signaling sequence at that time. To eliminate the influence of randomness, the average CMD denoted by \( \overline{CMD}(E, SBS) \) is obtained from \( n \) collected cellular signaling sequences \( \langle Seq_1, Seq_2, \ldots, Seq_n \rangle \) as below to model the impacting weight of \( SBS \) on \( E \).

\[
\overline{CMD}(E, SBS) = \frac{1}{k} \sum_{i=1}^{k} CMD(Seq_i, E, SBS), \quad (1)
\]
where $\text{Seq}_i$ represents the $i$th in $k$ ($1 \leq k \leq n$) cellular signaling sequences that contains the records of SBS. Furthermore, $\text{CMD}(E, \text{SBS})$ needs to be normalized as $R(E, \text{SBS})$ shown below, because the lengths of the segments greatly affect their values.

Suppose segment $E$ has $m$ SBSs $\langle \text{SBS}_1, \text{SBS}_2, \ldots, \text{SBS}_m \rangle$, and $R(E, \text{SBS}_i)$ ($1 \leq i \leq m$) can be calculated as follows:

$$R_i = R(E, \text{SBS}_i) = \frac{\text{CMD}(E, \text{SBS}_i)}{\sum_{i=1}^{m} \text{CMD}(E, \text{SBS}_i)}, \tag{2}$$

which is regarded as SBS$i$’s impacting weight on segment $E$.

Therefore, the weights of $\langle \text{SBS}_1, \text{SBS}_2, \ldots, \text{SBS}_m \rangle$ on segment $E$ can be represented by a one-dimensional vector $(R_1, R_2, \ldots, R_m)$, which is $R(E) = (R_1, R_2, \ldots, R_m), \tag{3}$

which satisfies $\sum_{i=1}^{m} R_i = 1$. Herein, $R(E)$ is defined as the fingerprint feature of segment $E$.

4.1.2. Network-Wide Fingerprint Map Construction and Its Properties

After the fingerprint feature vectors of all road segments are calculated via previous steps, the network-wide fingerprint map can be constructed.

This section further illustrates that the fingerprint features of several segments can be combined to form the fingerprint of a path, which is the reference of cellular signaling sequence map-matching. Suppose a path $P$ consists of a consecutive segment series $\langle E_1, E_2, \ldots, E_n \rangle$. The SBS of $P$ is derived as follows.

$$S(P) = S(E_1, E_2, \ldots, E_n) = S(E_1) \cup S(E_2) \cup \ldots \cup S(E_n). \tag{4}$$

Suppose there are $\lambda$ base stations in $S(P)$, which is $S(P) = \{\text{SBS}_1, \text{SBS}_2, \ldots, \text{SBS}_\lambda\}$. We have the $R(P)$ representing the corresponding set of impacting weights of $S(P)$, which is designated as the fingerprint feature of path $P$. The calculating procedure is as follows.

First, to facilitate the computing, $S(E_i)$ and $R(E_i)$ are reset as $\check{S}(E_i)$ and $\check{R}(E_i)$ for each $E_i$ in $\langle E_1, E_2, \ldots, E_n \rangle$, where $\check{S}(E_i) = \{\check{\text{SBS}}_i, \check{\text{SBS}}_{i2}, \ldots, \check{\text{SBS}}_{i\lambda}\}$ and $\check{R}(E_i) = [\check{R}_{i1}, \check{R}_{i2}, \ldots, \check{R}_{i\lambda}]$.

Here,

$$\check{\text{SBS}}_{ip} = \begin{cases} \text{SBS}_p, SBS_p \in S(E_i) \\ \text{null}, SBS_p \notin S(E_i) \end{cases} \tag{5}$$

$$\check{R}_p = \begin{cases} R_{ip}, SBS_p \in S(E_i) \\ 0, SBS_p \notin S(E_i) \end{cases} \tag{6}$$

where $1 \leq p \leq \lambda$, and $\pi$ is the index of SBS$p$ in $S(E_i)$.

Then, $R(P)$ can be calculated by a weight vector $\alpha$ and an impacting weight matrix $\beta$ as below:

$$R(P) = \alpha^T \beta, \tag{7}$$

subject to

$$\alpha = [\theta_1, \theta_2, \ldots, \theta_n]^T, \tag{8}$$

$$\beta = [\check{R}(E_1), \check{R}(E_2), \ldots, \check{R}(E_n)]^T, \tag{9}$$

where $\theta_i$ stands for the weight of the $i$th segment in $P$, and $\sum_{i=1}^{n} \theta_i = 1$. It can be calculated as follows:

$$\theta_i = \frac{L(E_i)}{\sum_{k=1}^{n} L(E_k)}, \tag{10}$$

where $L(E_i)$ denotes the length of the $i$th segment in $\langle E_1, E_2, \ldots, E_n \rangle$. 

In general, our fingerprint map has the following two highlights: (a) A novel segment-grained fingerprinting method based on the cellular signaling sequences is put forward to assist with mobile device positioning and city-wide trajectory estimation. (b) Two inventive features are created to replace the commonplace fingerprinting characteristics like RSS and SNR commonly leveraged by fingerprint maps. This improvement enables the real-time and accurate tracking of mobile devices in the cloud computing backends. On the basis of this fingerprint map, the base station handover sequences can be matched to the urban road network directly.

4.2. Online Stage

The online stage realizes the trajectory estimation in three steps: anchor clustering, anchor segment-matching and trajectory reconstruction. In the first step, all of the mobile device’s correlatable base stations in a specific time span can be spatially clustered into several groups to decrease the positioning error resulted from cellular handover. The group centers with timestamps are denoted by Anchor Points (APs). The second step is to project all APs onto the road segments and generate the sub-trajectories between every two consecutive APs. In the final step, the real-time updated trajectory is produced by linking all the sub-trajectories.

4.2.1. Step 1: Anchor Clustering

The signal of mobile devices is likely to switch back and forth between several neighboring base stations, which is known as the “Ping-Pong effect”, and brings interference to both spatial locating and trajectory estimation. Therefore, we adopt the DBSCAN (Density-based spatial clustering of applications with noise) algorithm [52] to incrementally generate spatially robust anchor points as signal sources using a time span of input cellular locations. In our model, the neighboring base stations are clustered according to the geodesic distances among them.

The DBSCAN algorithm has two main input parameters: MinPts and ε. Herein, MinPts is the minimum number of base stations to form a cluster, and the value is set as 2 to smooth the “Ping-Pong effect” as much as possible, while ε is the searching radius of a base station location. Notably, the distance between neighboring base stations is generally less than 300 m, which is consequently leveraged as the ε value.

For each clustering group with N base stations, the geometric center of its base stations’ positions is calculated by:

\[
(LON, LAT) = \left( \frac{1}{N} \times \sum_{i=1}^{N} BS_i, LON, \frac{1}{N} \times \sum_{i=1}^{N} BS_i, LAT \right). \tag{11}
\]

Some base stations that cannot be classified into any clustering group are still set as anchor locations, because mobile devices also issue effective connections to them. Accordingly, the position of the that base station BS is exactly the anchor location.

\[
(LON, LAT) = (BS_{LON}, BS_{LAT}). \tag{12}
\]

Furthermore, the timestamp of each anchor point is estimated, which paves the way for cellular signaling sequence map-matching in the following steps. We compute the timestamp for each anchor point, referring to the durations of the base stations lying in the corresponding group. For an instance shown in Figure 4, three base stations: BS\(_1\), BS\(_2\) and BS\(_3\) are supposed to form an anchor point, whose timestamp \(T\) can be derived from the longest periods of BS\(_1\), BS\(_2\) and BS\(_3\) as below:

\[
T = \frac{1}{N} \times \sum_{i=1}^{N} \text{MedianTimestamp}(BS_i), \tag{13}
\]
Some base stations that cannot be classified into any clustering group are still set as noise points as a set $\text{NP}$. Here, $N = 3$ in this instance.

If the anchor point only corresponds to a base station $BS$, its timestamp $T$ is given as follows:

$$T = \text{MedianTimestamp}(BS).$$

(14)

The pseudo code of anchor point location capture and its timestamp inference are depicted by Algorithm 1.

**Algorithm 1. Anchor point location capture and its timestamp inference.**

**Input:**
- Base station set obtained from a time span of input cellular locations $\{T_1, BS_1\}, \{T_2, BS_2\}, \ldots, \{T_k, BS_k\} \rightarrow \{BS_1, BS_2, \ldots, BS_k\}$;
- Base stations—location mapping table.
- Distance function $\text{Dist}(BS_A, BS_B)$, which represents the distance between two base stations;
- Distance of neighborhood($\epsilon$);
- Minimum number of points($\text{MinPts}$).

**Output:**
- A series of chronologically ordered anchor points $\text{APS} = [(T_1, AP_1), (T_2, AP_2), \ldots, (T_m, AP_m)]$.

Implement DBSCAN algorithm: $\text{DBSCAN}(\text{BSS}, \text{Dist}, \epsilon, \text{MinPts})$;

Group the $p$ clusters as a set $\{C_1, C_2, \ldots, C_p\}$, and the $q$ noise points as a set $\{NP_1, NP_2, \ldots, NP_q\}$;

Initiate a null set for $\text{APS}$;

FOR each $NP$ IN $\{NP_1, NP_2, \ldots, NP_q\}$:

Take $BSN$ the number of base stations in $C$;

$\text{AP}_{\text{LON}} = \frac{\text{MAX}}{\text{MAX}} \times \sum BS_{\text{LON}}$, which is the average longitude of base stations in $C$;

$\text{AP}_{\text{LAT}} = \frac{\text{MAX}}{\text{MAX}} \times \sum BS_{\text{LAT}}$; likewise,

$\text{AP} = (\text{AP}_{\text{LON}}, \text{AP}_{\text{LAT}})$;

Take $T$ the inferred timestamp calculated by Equation(13);

$\text{APS}+ = (T, \text{AP})$;

FOR each $NP$ IN $\{NP_1, NP_2, \ldots, NP_q\}$:

$\text{AP}_{\text{LON}} = BS_{\text{LON}}$, which is the longitude of the unique base station corresponding to $NP$;

**4.2.2. Step 2: Anchor Map Matching**

In the second step, we match the output anchor points onto the road network chronologically. The first one $AP_1$ is matched to its nearest road segment as origin, and the APs in the back is matched to specific road segments through fingerprinting process. As Figure 5 illustrates, $AP^f$ and $AP^l$ are two consecutive APs. The former blue $AP^f$ has found its matching place, and the latter orange $AP^l$ is waiting to be matched. Due to its large signal coverage, $AP^l$ probably has more than one candidate segments. Therefore, from $AP^f$ to $AP^l$, there are two optional matching paths: $Path_A$ and $Path_B$. It should be noted that the AP’s searching radius directly affects the number of options, which is discussed in detail in Section 5.
Next, these two candidate paths are further investigated as below. By performing the following steps, the cellular signaling fragment between $AP^l$ and $AP^k$ is intercepted and compared with the fingerprint features of these two candidate paths.

Firstly, we split out the target cellular signaling fragment $Seq_{\text{infer}}^F$ by the timestamps of $AP^l$ and $AP^k$, which are denoted by $T_{\text{infer}}^f$ and $T_{\text{infer}}^l$, respectively.

Suppose the input cellular signaling sequence is represented by $(T_1, BS_1), (T_2, BS_2), \ldots, (T_n, BS_n)$ and the connecting base station at time $T_{\text{infer}}^f$ is $BS_k$ and that at $T_{\text{infer}}^l$ is $BS_{k+a}$.

Thus, we have:

$$Seq_{\text{infer}}^F = \left( T_{\text{infer}}^f, BS_k \right), \left( T_{k+1}, BS_{k+1} \right), \ldots, \left( T_{\text{infer}}^l, BS_{k+a} \right),$$

satisfying $T_k \leq T_{\text{infer}}^f < T_{k+1}$ and $T_{k+a-1} < T_{\text{infer}}^l \leq T_{k+a}$.

Later, the recorded base stations set in $Seq_{\text{infer}}^F$ and their CMD proportion $R(\text{Seq}_{\text{infer}}^F)$ are extracted for the comparison with the fingerprint map in order to select the most likely candidate path.

The base stations can be extracted to a set $B(\text{Seq}_{\text{infer}}^F)$ as follows:

$$B(\text{Seq}_{\text{infer}}^F) = \{ BS | BS \text{ exists in } Seq_{\text{infer}}^F \}. \quad (16)$$

Suppose there are $m$ base stations in $B(\text{Seq}_{\text{infer}}^F)$; that is,

$$B(\text{Seq}_{\text{infer}}^F) = \{ BS_1, BS_2, \ldots, BS_m \}. \quad (17)$$

The cumulative connection time of each base station in $B(\text{Seq}_{\text{infer}}^F)$ is calculated, and they can be organized as a vector:

$$W(\text{Seq}_{\text{infer}}^F) = (w_1, w_2, \ldots, w_m). \quad (18)$$
Suppose the traveler moves at the velocity $v$, so $R\left(\text{Seq}_{\text{infer}}^{F}\right)$ can be evaluated by

$$R\left(\text{Seq}_{\text{infer}}^{F}\right) = \left(\frac{v \cdot w_1}{\sum_{i=1}^{m} w_i}, \ldots, \frac{v \cdot w_m}{\sum_{i=1}^{m} w_i}\right) = \left(\frac{w_1}{\sum_{i=1}^{m} w_i}, \ldots, \frac{w_m}{\sum_{i=1}^{m} w_i}\right).$$ (19)

As a note, the evaluation metric is designed for smooth travel. Certainly, some travelers possibly encounter traffic jams, red light stops or bus boarding on their journeys, which cause some base stations to have unreasonable evaluations of CMD. Nonetheless, the errors can be adaptively eliminated by our segment-grained fingerprinting, which is further demonstrated in Section 5.

Suppose $\text{Path}_A$ consists of a series of segments $\langle E_1, E_2, \ldots, E_\omega \rangle$. $S(\text{Path}_A)$ represents the SBS set derived from the pre-calibrated fingerprint map, and the number of included base stations is denoted by $\phi$, which is

$$S(\text{Path}_A) = S(E_1, E_2, \ldots, E_\omega) = \{BS_1, BS_2, \ldots, BS_\phi\}. \quad (20)$$

The candidate path selection criterion is shown as follows. For instance, the matching degree of candidate $\text{Path}_A$ and $\text{Seq}_{\text{infer}}^{F}$ is evaluated by Jensen–Shannon divergence [53].

$$\text{JS}(p||q) = \frac{1}{2} \text{KL}(\frac{p + q}{2}) + \frac{1}{2} \text{KL}(\frac{q + p}{2}), \quad (21)$$

$$\text{Similarity}(\text{Path}_A) = 1 - \text{JS}(p||q). \quad (22)$$

The $p$ denotes the proportional distribution of base station’s connection range obtained from cellular signaling sequence, which is

$$p = R\left(\text{Seq}_{\text{infer}}^{F}\right). \quad (23)$$

The $q$ is the distribution that is constructed for the similarity comparison with $p$ based on the pre-calibrated fingerprint map. The construction procedure is illustrated by Algorithm 2.

**Algorithm 2.** The construction of $q$.

**Input:**
- $B\left(\text{Seq}_{\text{infer}}^{F}\right) = \{BS_1, BS_2, \ldots, BS_m\}$
- $R\left(\text{Seq}_{\text{infer}}^{F}\right) = (R_1, R_2, \ldots, R_m)$
- $S(\text{Path}_A) = \{BS_1, BS_2, \ldots, BS_\phi\}$
- $R(\text{Path}_A) = (R_1, R_2, \ldots, R_\phi)$

**Output:**
- $q$

FOR each BS IN $B\left(\text{Seq}_{\text{infer}}^{F}\right)$:
  IF BS is in $S(\text{Path}_A)$:
    Take $i$ the index of BS in $S(\text{Path}_A)$;
    Take $j$ the index of BS in $B\left(\text{Seq}_{\text{infer}}^{F}\right)$;
    $r_j = R_i$;
  ELSE:
    $r_j = 0$ .
  $q = \left(\frac{r_1}{\sum_{i=1}^{\phi} r_i}, \frac{r_2}{\sum_{i=1}^{\phi} r_i}, \ldots, \frac{r_\phi}{\sum_{i=1}^{\phi} r_i}\right)$.

Finally, we compare the matching degree of $\text{Seq}_{\text{infer}}^{F}$ and candidate paths and choose the largest one as the maximum likelihood matching path. For instance, if $\text{Similarity}(\text{Path}_A)$ is larger than $\text{Similarity}(\text{Path}_B)$, the anchor point is matched to the nearest position of
Path$_A$, marked as the orange triangle in Figure 6. Simultaneously, a sub-trajectory that connects the two consecutive APs is generated.

Figure 6. The orange anchor point is matched to the road network, and a path is reconstructed.

4.2.3. Step 3: Trajectory Reconstruction

After the series of anchor points is matched to the road network, the generated sub-trajectories are concatenated simultaneously to form the shortest path shown in Figure 7, which is the update of mobile device’s estimated trajectory. The road segments that the trace gets passed in the digital map are extracted and chronologically ordered. Therefore, the trajectory can be transformed into an orderly sequence of road segments $\langle E_1, E_2, \ldots, E_n \rangle$, which are jointed by intersections or road junctions.

Figure 7. Reconstruct trajectory by connecting all matched anchor points.

5. Results and Discussion

We conduct our experiments on Minzhi and Bantian, two adjacent subdistricts in Shenzhen, China, where there is 209.9 km of urban roads in an area of 49.7 km$^2$ (Figure 8). The whole network is divided into 603 segments, which are basic fingerprint units of the fingerprint map.
Our dataset is classified into two categories: a training set and a testing set. The former is used for fingerprint map construction and the latter in online trajectory estimation scenarios. The training set and the testing set contain 172 and 306 trajectories, respectively. We implemented the system using Python with an 8 GB RAM, 2.30 GHz core i5 processor.

5.1. Fingerprint Map Robustness Evaluation

To assess the robustness of the fingerprint map, we studied 24 segments with an average length of 438 m, of which each has eight cellular signaling sequences. The following two parts are robustness evaluations from the perspective of the SBS set and the impact strength of SBS, respectively.

5.1.1. Part1: SBSS Evaluation

In the first part, we investigate the variation of SBSS with different numbers of the cellular signaling sequences. Let \( S^{(k)} \) be the SBSS extracted from \( k (1 \leq k \leq 8) \) sequences. For instance, \( S^{(3)} \) represents the SBSS calibrated by the three cellular signaling sequences. The variation of \( S^{(k)} \) can be measured by the Jaccard index, which is

\[
J \left( S^{(k)}, S^{(8)} \right) = \frac{|S^{(k)} \cap S^{(8)}|}{|S^{(k)} \cup S^{(8)}|},
\]

(24)

and note that \( S^{(8)} \) is regarded as the baseline in our case.

The variation of SBSS can be quantified by the average \( J \left( S^{(k)}, S^{(8)} \right) \) of \( N \) (here, \( N = 24 \)) segments, and it is denoted by \( \text{Similarity}^{(k)} \) as follows.

\[
\text{Similarity}^{(k)} = \frac{1}{N} \sum J \left( S^{(k)}, S^{(8)} \right).
\]

(25)

Figure 9 shows the variation of \( \text{Similarity}^{(k)} \), while the number of cellular sequences used for fingerprint calibration varies from one to eight.

It can be found that the majority of SBSs can be separated from three cellular signaling sequences, because the similarity with baseline is close to 0.8, while most SBSs can be obtained from five, because the similarity reaches up to more than 0.9.

The influence of SBS on each cellular signaling sequence is further inspected by SBSs’ temporal ratio, as illustrated in Figure 10 below.
Figure 9. The variation of SBSS under different numbers of cellular signaling sequences. It can be found that the majority of SBSs can be separated from three cellular signaling sequences, because the similarity with baseline is close to 0.8, while most SBSs can be obtained from five, because the similarity reaches up to more than 0.9.

The influence of SBS on each cellular signaling sequence is further inspected by SBSs’ temporal ratio, as illustrated in Figure 10 below.

Figure 10. An intuitional illustration of SBSs’ temporal ratio. LBS represents the Labile impacting Base Station, which is opposite to the SBS.

Notice that the average SBS temporal ratio of $24 \times 8 = 192$ cellular signaling sequences is 83.34%. Among all cellular signaling sequences, such a ratio is up to 90% for 61.80% of them, which is shown in Figure 11.

Figure 11. The cumulative distribution function (CDF) of SBSs’ temporal ratio.

In conclusion, the SBSs are not only the base stations with high-frequency connections but are also the dominant base stations in terms of connection duration. Therefore, it is reasonable to designate them as SBSs.
In conclusion, the SBSs are not only the base stations with high-frequency connections but are also the dominant base stations in terms of connection duration. Therefore, it is reasonable to designate them as SBSs.

5.1.2. Part2: SBSs’ Impacting Weights Evaluation

In the second part, we study the stability of the SBSs’ influence on the segments by analyzing the proportional distribution of SBSs’ impacting weights with different numbers of cellular signaling sequences.

Let $R(k)(E_i)$ denote the proportional distribution of SBSs’ impacting weights, where $E_i$ is the $i$th road segment and $k (1 \leq k \leq 8)$ is the number of cellular signaling sequences. Then, a weighted vector of $N$ segments can be represented as

$$R^{(k)} = \left( R^{(k)}(E_1), R^{(k)}(E_2), \ldots, R^{(k)}(E_N) \right). \quad (26)$$

Without loss of generality, we take the value of $k$ to be 3, 5 and 8.

Let $k$ be equal to 3 and 8. We evaluate the similarity between $R^{(3)}$ and $R^{(8)}$ by their JS divergence, denoted by $JS\left( R^{(3)} \left|\right| R^{(8)} \right)$, which is formulated as Equation (21). The value of $JS\left( R^{(3)} \left|\right| R^{(8)} \right)$ is 0.08. That means there is a certain resemblance between $R^{(3)}$ and $R^{(8)}$.

To show the similarity intuitively, Figure 12 plots these two impacting weights of the SBSs.

![Figure 12. The visualization of $R^{(3)}$ and $R^{(8)}$.](image)

Likewise, we can evaluate the similarity between $R^{(5)}$ and $R^{(8)}$ by $JS\left( R^{(5)} \left|\right| R^{(8)} \right)$, whose value is further down to 0.02. $R^{(5)}$ and $R^{(8)}$ are comparatively shown in Figure 13. It can be found that the proportionality of SBSs’ weights obtained from five cellular sequences is highly identical to that from eight cellular sequences.

![Figure 13. The visualization of $R^{(5)}$ and $R^{(8)}$.](image)
In summary, the major fingerprint features of the road segment can be extracted from three cellular signaling sequences, and five cellular signaling sequences can provide extremely accurate fingerprint features. In our case, each road segment has no less than five cellular sequences for fingerprint feature calibration.

5.2. Model Performance

In the experimental region, we tested 306 cellular signaling sequences whose corresponding trajectories varied from 1 km to 6 km in length, and their total was 1367 km.

5.2.1. Metrics

The performance of trajectory estimation algorithm is evaluated by the precision rate and the recall rate as below.

\[
\text{Precision} = \frac{|X \cap Y|}{|X|}, \quad (27)
\]

\[
\text{Recall} = \frac{|X \cap Y|}{|Y|}. \quad (28)
\]

Herein, \(X\) represents the estimated trajectory (the solid line in Figure 14), \(Y\) represents the true trajectory (the green dash line) and \(X \cap Y\) represents the overlapping part of the two trajectories (the green solid line), namely the correct estimation. Their lengths are denoted by \(|X|\), \(|Y|\) and \(|X \cap Y|\) respectively.

Figure 14. An illustration for the performance of trajectory estimation.

5.2.2. Parametric Studies

The systematic performance of our model is affected by many parameters. In this chapter, the critical parameters of NF-Track are further investigated as follows.

(1) The \(\theta\)-value of segment fingerprinting

A small \(\theta\)-value results in the underfitting of segment fingerprinting, while a large one leads to overfitting. Therefore, the effect of changing the \(\theta\)-value on the overall accuracy was investigated in this study at a 180-s time span, which proved later that the algorithm can reach the optimum. Figure 15 shows that, with increasing the \(\theta\)-value, the accuracy increases at first and then decreases. Hence, \(\theta\)-value was set to 0.375 optimally, as shown in Figure 15.

(2) The \(\varepsilon\)-value of anchor clustering

The number of APs obtained from the cellular trajectory is mainly affected by the \(\varepsilon\)-neighborhood in the density-based clustering algorithm. More APs bring more locating information to the real-time tracking, but more noise is introduced at the same time. Thus, it needs some tuning to fetch a suitable \(\varepsilon\)-value. Figure 16 shows the effect of changing the \(\varepsilon\)-value in the estimation accuracy. It can be seen that the system achieves the best performance at \(\varepsilon = 300\) within the range of testing.
(3) The searching radius of anchor map matching

The searching radius of anchor map matching mentioned in Section 4.2.2 was set to 800 m here, because the result of a testing experiment shown in Figure 17 indicated that the transmit distance of most base stations does not exceed 800 m. Hence, such a searching radius ensures the accurate map-matching of anchor points on ordinary urban road networks. The anchor was discarded when it could not find any segment within 800 m.

5.2.3. Overall System Performance

NF-Track is compared with three types of RSS-independent trajectory estimation algorithms, including (a) SnapNet [26]: The current state-of-the-art online cellular trajectory estimation algorithm in map-matching cellular-based locations with several innovative filters. (b) standardHMM: A plain HMM technique that map-matches the cellular locations without using any of the additional filters. (c) NearRd: Map-matching the anchor points to the road nearby and connecting them through the shortest path without the fingerprint map.
Figure 17. The distribution of transmitting distance between base stations and mobile devices in our testing experiment.

Figure 18a,b shows their recall rates and precision rates to evaluate the accuracy for various trajectory update spans \( w \). It can be seen that all algorithms are difficult to obtain high accuracy when the update span is less than 60 s due to the high noise and sparseness of cellular-based positioning. NF-Track has extremely higher accuracy than other state-of-the-art online map-matching algorithms in all update spans and performs the best with 91.68% recall and 90.35% precision at \( w = 180 \) s. If we perform map-matching without a fingerprint map (NearRd), the accuracies have a general decline of more than ten percent, which suggests that the fingerprint map is able to enhance the effect of the trajectory estimation greatly.

Figure 18. Comparison of map-matching accuracy on the real dataset for various update spans. (a) Recall rates and (b) precision rates.

To illustrate the advantage over the current state-of-the-art unsupervised methods, we further compare NF-Track with SnapNet in two categories of trajectory: regular trajectory (RT) and irregular trajectory (iRT), shown in Figure 19. The regular trajectories are generated by travelers that follow the shortest and straightest paths. Besides, some trajectories in our testing dataset are longer and more twisted because of many irregular circumstances, e.g., congestion avoidance and bus detouring, and we call them irregular trajectories.
Figure 18a,b shows their recall rates and precision rates to evaluate the accuracy for various trajectory update spans \(w\). It can be seen that all algorithms are difficult to obtain high accuracy when the update span is less than 60 s due to the high noise and sparseness of cellular-based positioning. NF-Track has extremely higher accuracy than other state-of-the-art online map-matching algorithms in all update spans and performs the best with 91.68% recall and 90.35% precision at \(w = 180\) s. If we perform map-matching without a fingerprint map (NearRd), the accuracies have a general decline of more than ten percent, which suggests that the fingerprint map is able to enhance the effect of the trajectory estimation greatly.

Figure 18. Comparison of map-matching accuracy on the real dataset for various update spans. (a) Recall rates and (b) precision rates.

To illustrate the advantage over the current state-of-the-art unsupervised methods, we further compare NF-Track with SnapNet in two categories of trajectory: regular trajectory (RT) and irregular trajectory (iRT), shown in Figure 19. The regular trajectories are generated by travelers that follow the shortest and straightest paths. Besides, some trajectories in our testing dataset are longer and more twisted because of many irregular circumstances, e.g., congestion avoidance and bus detouring, and we call them irregular trajectories.

Figure 19. Regular trajectory (RT) and irregular trajectory (iRT).

Figure 20 shows two algorithms’ estimation accuracy on two kinds of trajectories at \(w = 180\) s, where both supervised and unsupervised models achieve satisfactory performances, as seen in Figure 20. It follows that both models acquire satisfactory results for regular trajectories. However, for irregular trajectories, NF-Track is obviously more effective, while unsupervised models are not robust, which makes it unsuitable for map-matching in complicated urban environments. Moreover, NF-Track has low sensitivity to the patterns of moving trajectory, which indicates that the fingerprinting mechanism is helpful for enhancing the stability and generalization of cellular trajectory map-matching.

5.3. Algorithm Evaluation

AP clustering and its timestamp inference are vital to the trajectory estimation algorithm. The correctness of AP map-matching is mainly affected by the inferred timestamps of its previous AP. Hence, it is essential to evaluate the accuracy of inferred timestamps and their influence on the map-matching, so as to assess the validity of the trajectory estimation algorithm.
In this study, 976 APs are extracted for analysis from the 306 cellular signaling sequences at $w = 180$ s. For each cellular signaling sequence, its extracted AP series is the backbone to reconstruct the spatiotemporal trajectory of the mobile device. As mentioned above, each GPS location recorded has already been matched to a certain position in the road network. Therefore, as for an AP, its closest GPS point can be taken as the true position where it should be matched. The timestamp of such a GPS location point, which is denoted by $T_{true}$, is regarded as the true value of AP’s timestamp.

Referring to its inferred timestamp $T_{infer}$ derived by Equations (13) and (14), the timestamp inferring error of AP is expressed as:

$$\text{Error}(AP) = \left| T_{true} - T_{infer} \right|. \quad (29)$$

Through the analysis of these 976 APs, the distribution of their timestamp inferring error is obtained as Figure 21. Herein, 88% of the anchor points have errors within 10 s. The large inferring errors of a small part of the APs are caused by the devices’ long rest behavior mentioned above, which brings perturbation to the timestamp inference. Overall, from the error distribution of APs’ timestamps inference, such perturbations brought by the unsteady movement of urban travelers can be tolerated, because the average time gap of two successive APs is up to 93 s.

![Figure 20](image-url)  
**Figure 20.** The estimation accuracy of NF-Track and SnapNet on RT and iRT.

![Figure 21](image-url)  
**Figure 21.** The CDF of AP’s timestamp inferring errors.
To further investigate the influence of timestamp inferring errors on fingerprint comparison and map-matching of APs, the cellular signaling fragments truncated by two consecutive APs are explored.

Suppose $AP^f$ and $AP^d$ are two successive anchor points. The inferred timestamp and true timestamp of $AP^f$ are $T^f_{\text{infer}}$ and $T^f_{\text{true}}$. $T^f_{\text{infer}}$ and $T^f_{\text{true}}$ are corresponding timestamps of $AP^f$. $Seq^f_{\text{infer}}$ and $Seq^f_{\text{true}}$ are cellular signaling fragments of time intervals $[T^f_{\text{infer}}, T^f_{\text{true}}]$ and $[T^f_{\text{true}}, T^d_{\text{true}}]$, respectively.

$B\left(Seq^f_{\text{infer}}\right)$ represents the base station set that consists of all the recorded base stations in $Seq^f_{\text{infer}}$. Likewise, $B\left(Seq^f_{\text{true}}\right)$ is derived from $Seq^f_{\text{true}}$. The consistency of $B\left(Seq^f_{\text{infer}}\right)$ to $B\left(Seq^f_{\text{true}}\right)$ is evaluated as follows:

$$\text{Consistency} = \frac{|B\left(Seq^f_{\text{infer}}\right) \cap B\left(Seq^f_{\text{true}}\right)|}{|B\left(Seq^f_{\text{true}}\right)|}, \quad (30)$$

For all truncated cellular signaling fragments, the average consistency is 0.78, which indicates that the errors of inferred base station sets are quite small.

The proportion of base stations’ CMD in $Seq^f_{\text{infer}}$ and $Seq^f_{\text{true}}$, respectively, denoted by $R\left(Seq^f_{\text{infer}}\right)$ and $R\left(Seq^f_{\text{true}}\right)$, were further evaluated by JS divergence $\text{JS}\left(R\left(Seq^f_{\text{infer}}\right)\left|R\left(Seq^f_{\text{true}}\right)\right)\right|$ to observe their consistency. We could find that the average divergence was 0.13, and 80% of the cellular signaling fragments had a divergence less than 0.3, as shown in Figure 22.

![Figure 22. The CDF of JS divergence](image)

In general, the current inferring errors of APs have a small influence on AP map-matching and trajectory estimation.

5.4. Further Investigation

5.4.1. External Influences

Cellular signals are affected by time periods and weather conditions, to some extent. The urban traffic changes over time, which greatly influence the network load and radio signal quality [54]. Besides, outdoor weather conditions can cause severe degradation in network performance [55]. Thus, the influences of these external factors on the estimation accuracy are further investigated in this study. Table 3 summarizes the results at $w = 180$ s. It can be seen that the overall estimation accuracy of the cellular trajectories during non-rush hours is slightly higher in contrast to the rush hours (7–10 a.m. and 5–7 p.m.). The main
reason is that the cellular network has sufficient capacity, and the localization is less disturbed by the "Ping-Pong effect" during non-rush hours. Referring to historical weather information [56], we found that weather conditions have little impact on the performance of NF-Track, because dense base stations are deployed in urban areas, and they serve mobile users well.

**Table 3.** The influence of external factors on the estimation accuracy.

| Influencing Factors | Recall   | Precision |
|---------------------|----------|-----------|
| Time period         |          |           |
| Rush                | 92.26%   | 88.38%    |
| Non-Rush            | 91.43%   | 91.20%    |
| Weather condition   |          |           |
| Sunny               | 92.29%   | 90.59%    |
| Cloudy              | 91.19%   | 90.15%    |
| Rainy               | 91.99%   | 90.48%    |

5.4.2. Computing Latency

The computing consumption of several online trajectory estimation methods mentioned above is further investigated. Figure 23 presents the computational efficiency of NF-Track and SnapNet, respectively, which is the computing latency to process a timespan of input cellular locations. It can be seen that, although the computation of NF-Track is a bit longer than the unsupervised method due to the fine-grained fingerprint comparison implemented in dense urban road networks, it is worthy of significant improvement in the estimation accuracy.

![Computing time distributions](image)

**Figure 23.** The computing latency per trajectory update.

6. Conclusions

Cellular signaling data contains wealthy movement information of urban travelers. In this paper, we proposed NF-Track to realize the online trajectory estimations in urban road networks based on a network-wide fingerprint map. Different from previous cellular signaling sequence map-matching systems, NF-Track is independent of either hardware-relevant information in conventional fingerprinting approaches or heuristic hypotheses that are widely leveraged by unsupervised methods. Therefore, NF-Track is more suitable for cloud computing backend deployment to realize real-time tracking, which benefits many applications, such as infectious disease tracing and screening, network flow sensing and traffic scheduling.

NF-Track is tested on a real-world urban dataset. The experiment shows that our novel fingerprint map is robust enough to assist in the accurate map-matching of cellular
signaling sequences. NF-Track can achieve a recall rate of 91.68% and a precision rate of 90.35% in sophisticated traffic scenes, which are superior to the state-of-the-art model-based unsupervised learning approaches.

NF-Track has great potential to be extended over larger areas. For this purpose, we are currently making efforts to enhance the generalization and portability of NF-Track. In particular, we have involved the base station parameters in the fingerprinting process, which can further facilitate the deployment of our systems and maintain the estimation accuracy in a larger urban area.
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