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Abstract

In this paper, the Laplace transform homotopy analysis method (LHAM) is employed to obtain approximate analytical solutions of the linear and nonlinear differential equations. This method is a combined form of the Laplace transform method and the homotopy analysis method. The proposed scheme finds the solutions without any discretization or restrictive assumptions and is free from round-off errors and therefore, reduces the numerical computations to a great extent. Some illustrative examples are presented and the numerical results show that the solutions of the LHAM are in good agreement with those obtained by exact solution. ©2016 All rights reserved.
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1. Introduction

Nonlinear phenomena have important effects on applied mathematics, physics and issues related to engineering; many such physical phenomena are modeled in terms of nonlinear partial differential equations. The importance of obtaining the exact or approximate solutions of linear and nonlinear partial differential equations in physics and mathematics is still a significant problem that needs new methods to discover exact or approximate solutions. Most new linear and nonlinear equations do not have a precise analytic solution; so, numerical methods have largely been used to handle these equations. There are also analytic techniques for nonlinear equations. Some of the classic analytic methods are Lyapunovs artificial small parameter method [1], perturbation techniques [3, 4], δ-expansion method [5] and Hirota bilinear method [6, 7]. In recent years many authors have paid attention to studying the solutions of linear and nonlinear partial differential equations by using various methods. Among these are the Adomian decomposition method (ADM) [8], Hes semi-inverse
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method \cite{9}, the tanh method, the homotopy perturbation method (HPM), the sinh-cosh method, the differential transform method and the variational iteration method (VIM) \cite{10, 11, 12, 13, 14, 15, 16, 17, 18, 19}. Most of these methods have their inbuilt deficiencies like the calculation of Adomians polynomials, the Lagrange multiplier, divergent results and huge computational work. In 1992, Liao \cite{20} employed the basic ideas of the homotopy in topology to propose a general analytic method for nonlinear problems, namely the Homotopy analysis method (HAM) \cite{10, 19, 21, 22}. In recent years, homotopy analysis method has been used in obtaining approximate solutions of a wide class of differential, integral and integro-differential equations. The method provides the solution in a rapidly convergent series with components that are elegantly computed. The Laplace transform is totally incapable of handling nonlinear equations because of the difficulties that are caused by the nonlinear terms. Various ways have been proposed recently to deal with these nonlinearities such as the Adomian decomposition method \cite{23} and the Laplace decomposition algorithm \cite{24, 25, 26, 27, 29}. Inspired and motivated by the ongoing research in this area, we use the homotopy analysis method coupled with the Laplace transformation for solving the linear and nonlinear equations in this paper. It is worth mentioning that the proposed method is an elegant combination of the Laplace transformation and the homotopy analysis method. This paper considers the effectiveness of the Laplace homotopy analysis method in solving linear and nonlinear partial differential equations, both homogeneous and non-homogeneous.

2. Basic idea of LHAM

To illustrate the basic idea of this method, we consider the general form of two-dimensional non-homogeneous partial differential equations with a variable coefficient of the form

$$\frac{\partial u}{\partial t} = \mu(x) \frac{\partial^2 u}{\partial x^2} + \varphi(x, t),$$

subject to the boundary conditions

$$u(0, t) = g_0(t), \quad u(1, t) = g_1(t),$$

and the initial condition

$$u(x, 0) = f(x).$$

The methodology consists of applying a Laplace transform on both sides of Eqs. (2.1), (2.2) and in view of the initial condition, we get

$$\frac{\partial^2 \tilde{u}}{\partial x^2} - \frac{s \tilde{u}}{\mu x} + L[\phi(x, t)] + f(x) = 0,$$

$$\tilde{u}(0, t) = \tilde{g}_0(t), \quad \tilde{u}(1, t) = \tilde{g}_1(t),$$

which is a second-order boundary value problem. By means of generalizing the traditional homotopy method, Liao \cite{22} constructed the so-called zero-order deformation equation

$$(1 - p)L[\phi(x, s; p) - \tilde{u}_0(x, s)] = p \hbar \mathcal{H}(x, s) \mathcal{N}[\phi(x, s; p)],$$

where $p \in [0, 1]$ is the embedding parameter, $\hbar \neq 0$ is a non-zero auxiliary parameter, $\mathcal{H}(x, s) \neq 0$ is an auxiliary function, $\tilde{u}_0(x, s)$ is an initial guess of $\tilde{u}(x, s)$ and $\phi(x, s; p)$ is an unknown function and $L$ an auxiliary linear operator with the property

$$L[\phi(x, s; p)] = \frac{\partial^2 \phi(x, s; p)}{\partial x^2}.$$
We define a nonlinear operator $N$ as
\begin{equation}
N[\phi(x, s; p)] = \frac{\partial^2 \phi(x, s; p)}{\partial x^2} - \frac{s \phi(x, s; p)}{\mu(x)} + \frac{L[\varphi(x, t)] + f(x)}{\mu(x)}.
\end{equation}
(2.7)

It is important, that one has great freedom to choose auxiliary things in LHAM. Obviously, when $p = 0$ and $p = 1$, it holds
\begin{equation}
\phi(x, s; 0) = \overline{u}_0(x, s), \quad \phi(x, s; 1) = \overline{u}(x, s),
\end{equation}
(2.8)
respectively. Thus, as $p$ increases from 0 to 1, the solution $\phi(x, s; p)$ varies from the initial guess $\overline{u}_0(x, s)$ to the solution $\overline{u}(x, s)$. Expanding $\phi(x, s; p)$ in Taylor series with respect to $p$, we have
\begin{equation}
\phi(x, s; p) = \overline{u}_0(x, s) + \sum_{m=1}^{+\infty} \overline{u}_m(x, s) p^m,
\end{equation}
(2.9)
where
\begin{equation}
\overline{u}_m(x, s) = \left[ \frac{1}{m!} \frac{\partial^m \phi(x, s; p)}{\partial p^m} \right]_{p=0}.
\end{equation}
(2.10)

If the auxiliary linear operator, the initial guess, the auxiliary parameter $\hbar$, and the auxiliary function are so properly chosen, the series (2.10) converges at $p = 1$, then we have
\begin{equation}
\overline{u}(x, s) = \overline{u}_0(x, s) + \sum_{m=1}^{+\infty} \overline{u}_m(x, s),
\end{equation}
(2.11)
which must be one of solutions of original nonlinear equation, as proved by [22]. As $\hbar = -1$ and $\mathcal{H}(x, s) = 1$, Eq. (2.5) becomes
\begin{equation}
(1 - p)\mathcal{L}[\phi(x, s; p) - \overline{u}_0(x, s)] + p N[\phi(x, s; p)] = 0,
\end{equation}
(2.12)
which is used mostly in the homotopy perturbation method [3], where as the solution obtained directly, without using Taylor series. Define the vector
\begin{equation}
\overrightarrow{u}_n = \{\overline{u}_0(x, s), \overline{u}_1(x, s), \cdots, \overline{u}_n(x, s)\}.
\end{equation}

Differentiating equation (2.5) $m$ times with respect to the embedding parameter $p$ and then setting $p = 0$ and finally dividing them by $m!$, we have the so-called $m$th-order deformation equation
\begin{equation}
\mathcal{L}[\overline{u}_m(x, s) - \chi_m \overline{u}_{m-1}(x, s)] = \hbar \mathcal{H}(x, s) \mathcal{R}_m(\overrightarrow{u}_{m-1}),
\end{equation}
(2.13)
where
\begin{equation}
\mathcal{R}_m(\overrightarrow{u}_{m-1}) = \left[ \frac{1}{(m-1)!} \frac{\partial^{m-1} N[\phi(x, s; p)]}{\partial p^{m-1}} \right]_{p=0},
\end{equation}
(2.14)
and
\begin{equation}
\chi_m = \begin{cases} 0, & m \leq 1, \\ 1, & m > 1. \end{cases}
\end{equation}
(2.15)
It should be emphasized that $\overline{u}_m(x, s)$ for $m \geq 1$ is governed by the linear equation (2.13) under the linear boundary conditions that come from original problem, which can be easily solved by symbolic computation software such as Matlab. Taking the inverse Laplace transform from $\overline{u}_m(x, s)$ we obtain components $u_m(x, s)$ of series solution of Eq. (2.1).

3. Applications

In order to assess the advantages and the accuracy of Laplace-homotopy analysis method for solving partial differential equations, we will consider the following three examples.
Example 3.1. Consider the following homogeneous problem

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} = 0, \\
u(x,0) = -x.
\] (3.1)

LHAM approach

By applying a Laplace transform on both sides of Eq. (3.1) we get

\[
u(x,s) = -\frac{x}{s} - \frac{1}{s} L \left[ \frac{\partial u}{\partial x} \right].
\] (3.2)

Now, we solve Eq. (3.2) by means of HAM. Therefore, we choose the linear operator

\[L[\phi(x,s;p)] = \phi(x,s;p).
\] (3.3)

We define a nonlinear operator as

\[N[\phi(x,s;p)] = \phi(x,s;p) + \frac{x}{s} + \frac{1}{s} L \left[ \phi(x,t;p) \frac{\partial \phi(x,t;p)}{\partial x} \right].
\] (3.4)

Using the definition (3.3) and (3.4), we construct the zeroth-order deformation equation

\[(1 - p)L[\nu_m(x,s) - \chi_m \nu_{m-1}(x,s)] = \hbar H(x,s) N[\phi(x,s;p)].
\]

Thus, we obtain the \(m\)th-order \((m \geq 1)\) deformation equation

\[L[\nu_m(x,s) - \chi_m \nu_{m-1}(x,s)] = \hbar H(x,s) R_m(\bar{\nu}_{m-1}),
\] (3.5)

where

\[R_m(\bar{\nu}_{m-1}) = \bar{\nu}_{m-1} - \frac{1}{s} L \left[ \sum_{i=0}^{m-1} u_i \frac{\partial u_{m-1-i}}{\partial x} \right] + (1 - \chi_m) \left( \frac{x}{s} \right).
\]

Now, the solution of the \(m\)th-order \((m \geq 1)\) deformation equation (3.5) is as follows

\[\nu_m(x,s) = \chi_m \nu_{m-1}(x,s) + \hbar H(\xi,s) R_m(\bar{\nu}_{m-1}(\xi,s)).
\]

The initial approximation \(\nu_0(x,s)\) can be freely chosen, here we set

\[\bar{\nu}_0(x,s) = -\frac{x}{s}.
\]

By choosing \(H(x,s) = 1\), the components of the LHAM solution for Eq. (3.2) are derived as follows

\[\bar{\nu}_1(x,s) = -\frac{1!}{s^2} x,
\]
\[\bar{\nu}_2(x,s) = -\frac{2!}{s^3} x,
\]
\[\bar{\nu}_3(x,s) = -\frac{3!}{s^3} x,
\]
\[\bar{\nu}_4(x,s) = -\frac{4!}{s^3} x,
\]

\[\vdots
\]

In the same manner, the rest of components were obtained using the Matlab package.
Taking the inverse Laplace of components yields

\[ u_0(x, s) = -x, \]
\[ u_1(x, s) = -xt, \]
\[ u_2(x, s) = -xt^2, \]
\[ u_3(x, s) = -xt^3, \]
\[ u_4(x, s) = -xt^4, \]
\[ \vdots \]

so that the solution \( u(x, t) \) is given by

\[ u(x, t) = -x(1 + t + t^2 + t^3 + \cdots) \quad (3.6) \]

in series form, and

\[ u(x, t) = \frac{x}{t-1} \quad (3.7) \]

is in closed form. That is the exact solution of Eq. (3.1).

**Example 3.2.** Let us consider the one dimensional non-homogeneous problem

\[ \frac{\partial u}{\partial t} + \frac{\partial u}{\partial x}^2 + u - e^{-x}(1 + 2t) = 0, \quad (3.8) \]

subject to boundary conditions

\[ u(0, t) = 0, \quad u_x(0, t) = e^{-t} - t, \]

and the initial condition \( u(x, 0) = x \) that is easily seen to have the exact solution \( u(x, t) = te^{-x} + xe^{-t} \).

**HAM approach**

To solve Eq. (3.8) by means of HAM, we choose the linear operator

\[ \mathcal{L}[\phi(x, t; p)] = \frac{\partial \phi(x, t; p)}{\partial t}. \]

Furthermore, Eq. (3.8) suggests to define the nonlinear operator

\[ \mathcal{N}[\phi(x, t; p)] = \frac{\partial \phi(x, t; p)}{\partial t} + \frac{\partial^2 \phi(x, t; p)}{\partial x^2} + \phi(x, t; p) - e^{-x}(1 + 2t). \quad (3.9) \]

Using above definition, we construct the zeroth-order deformation equation

\[ (1 - p)\mathcal{L}[\phi(x, t; p) - u_0(x, t)] = p \ h\mathcal{H}(x, t)\mathcal{N}[\phi(x, t; p)]. \quad (3.10) \]

According to Eqs. (3.9), (3.10), we gain the mth-order \((m \geq 1)\) deformation equation

\[ \mathcal{L}[u_m(x, t) - \chi_m u_{m-1}(x, t)] = h\mathcal{H}(x, t)\mathcal{R}_m(\vec{u}_{m-1}), \]

where

\[ \mathcal{R}_m(\vec{u}_{m-1}) = \frac{\partial u_{m-1}}{\partial t} + \frac{\partial^2 u_{m-1}}{\partial x^2} + u_{m-1} - (1 - \chi_m)e^{-x}(1 + 2t). \]
Now, the components of solution of Eq. (3.8) for \((m \geq 1)\) becomes
\[
\begin{align*}
    u_m(x, t) &= \chi_m u_{m-1}(x, t) + \hbar \int_0^t H(x, \xi) R_m(\bar{u}_{m-1}(x, \xi)) d\xi.
\end{align*}
\]

The initial approximation \(u_0(x, t)\) can be freely chosen, here we set
\[
    u_0(x, t) = x.
\]

Then, the solution of Eq. (3.8) in series form is given by
\[
    u(x, t) = u_0(x, t) + u_1(x, t) + \cdots. \tag{3.11}
\]

**LHAM approach**

By applying a Laplace transform on both sides of Eqs. (3.8), (3.9) and in view of the initial condition, we get
\[
    \begin{align*}
    \frac{\partial^2 \bar{u}}{\partial x^2} + (s + 1)\bar{u} - x - e^{-x} \left( 1 + \frac{1}{s^2} \right) &= 0, \tag{3.12} \\
    \bar{u}(0, s) &= 1 - \frac{x}{s^2} + \frac{x}{1 + s}, \tag{3.13}
    \end{align*}
\]

Now, we solve Eq. (3.12) by means of HAM. Therefore, we choose the linear operator
\[
    \mathcal{L}[\phi(x, s; p)] = \frac{\partial^2 \phi(x, s; p)}{\partial x^2}.
\]

We define a nonlinear operator as
\[
    \mathcal{N}[\phi(x, s; p)] = \frac{\partial^2 \phi(x, s; p)}{\partial x^2} + (s + 1)\phi(x, s; p) - x - e^{-x} \left( 1 + \frac{1}{s^2} \right). \tag{3.15}
\]

Using the definition (3.14) and (3.15), we construct the zeroth-order deformation equation
\[
    (1 - p)\mathcal{L}[\phi(x, s; p) - \bar{u}_0(x, s)] = p \hbar H(x, s)\mathcal{N}[\phi(x, s; p)].
\]

Thus, we obtain the \(m\)th-order \((m \geq 1)\) deformation equation
\[
    \mathcal{L}[\bar{u}_m(x, s) - \chi_m \bar{u}_{m-1}(x, s)] = \hbar \mathcal{H}(x, s)\mathcal{R}_m(\bar{u}_{m-1}), \tag{3.16}
\]

where
\[
    \mathcal{R}_m(\bar{u}_{m-1}) = \frac{\partial^2 \bar{u}_{m-1}}{\partial x^2} + (s + 1)\bar{u}_{m-1} - (1 - \chi_m) \left( x + e^{-x} \left( 1 + \frac{1}{s^2} \right) \right).
\]

Now, the solution of the \(m\)th-order \((m \geq 1)\) deformation equation \((3.16)\) is as follows
\[
    \bar{u}_m(x, s) = \chi_m \bar{u}_{m-1}(x, s) + \hbar \int_0^x \int_0^x \mathcal{H}(\xi, s)\mathcal{R}_m(\bar{u}_{m-1}(\xi, s)) d\xi d\xi.
\]

The initial approximation \(\bar{u}_0(x, s)\) can be freely chosen, here we set
\[
    \bar{u}_0(x, s) = \frac{1 - x}{s^2} + \frac{x}{1 + s}.
\]
which satisfies the boundary conditions (3.13). By choosing \( H(x, s) = 1 \), the components of the LHAM solution for Eq. (3.12) are derived as follows

\[
\bar{u}_1(x, s) = -\frac{\hbar}{6} \left( \frac{-6s - 12 + 6xs + 12x - 3x^2 - 3x^2s + x^3 + x^3s + 6se^{-x} + 12e^{-x}}{s^2} \right),
\]

\[
\bar{u}_2(x, s) = -\frac{\hbar^2}{120} \left( \frac{x^5 - 5x^4 + 60x^3 - 180x^2 + 480x - 480 + 480e^{-x}}{s^2} \right) - \frac{\hbar}{120} \left( \frac{20x^3 - 60x^2 + 240x - 240 + 240e^{-x}}{s^2} \right) - \frac{\hbar}{120} \left( \frac{20x^3 - 60x^2 + 240x - 240 + 240e^{-x}}{s} \right) - \frac{\hbar}{120} \left( \frac{20x^3 - 60x^2 + 240x - 240 + 240e^{-x}}{s} \right) - \frac{\hbar^2}{120} \left( x^5 - 5x^4 + 60x^3 - 120x - 120 + 120e^{-x} \right).
\]

In the same manner, the rest of components were obtained using the Matlab package. Taking the inverse Laplace of components yields

\[
u_1(x, t) = xe^{-t} + (1 - x)t,
\]

\[
u_2(x, t) = \frac{\hbar}{6} (-x^3 + 3x^2 - 12x + 12 - 12e^{-x}) + \frac{\hbar}{6} (-x^3 + 3x^2 - 6x + 6 - 6e^{-x})
\]

\[
\vdots
\]

Finally, the \( M \)th-order approximation solution of Eq. (3.8) is as follows

\[ S_M = \sum_{k=0}^{M} u_k(x, t), \]

**Note.** The series (3.11) contain the auxiliary parameter \( \hbar \). The validity of the method is based on such an assumption that the series (2.10) converges at \( p = 1 \). It is the auxiliary parameter \( \hbar \) which ensures that this assumption can be satisfied. As pointed out by Liao [20], in general, by means of the so-called \( \hbar \)-curve, it is straightforward to choose a proper value of \( \hbar \) which ensures that the solution series is convergent. In this way, we choose several valid \( \hbar \) in Table I. Table I describes the analytic 3rd-order approximation solution of Eq. (3.8) by the LHAM with \( \hbar = 1 \) and the analytic 8th-order approximation solution of Eq. (3.8) by the HAM with different value of \( \hbar \) when \( x = 0.1 \) and \( 1 \leq t \leq 7 \). Also, Table I shows that, unlike the LHAM the absolute error of the HAM is dramatically increased as the time value \( t \) increases, so the HAM solution validity range is restricted to a short region \( (t < 2) \). But the validity range can be increased by increasing the terms of the solution to more than 8 terms. On the other hand, results of the LHAM are in good agreement with
those obtained by exact solution. The LHAM solution is almost valid for a large wide range of times that shows the present method can solve a non-homogeneous parabolic equation with a high degree of accuracy by the three first terms only.

Example 3.3. Let us consider the one dimensional non-homogeneous problem

\[
\frac{\partial^2 u}{\partial t^2} - \frac{\partial^2 u}{\partial x^2} + u = 0,
\]

subject to boundary conditions

\[
u(0, t) = \cosh t, \quad u_x(0, t) = 1, \]

and the initial conditions

\[
u(0, t) = \sin x + 1, \quad u_t(x, 0) = 0,
\]

that is easily seen to have the exact solution \( u(x, t) = \sin x + \cosh t \).

HAM approach

To solve Eq. (3.17) by means of HAM, we choose the linear operator

\[
\mathcal{L}[\phi(x, t; p)] = \frac{\partial^2 \phi(x, t; p)}{\partial t^2}.
\]

Furthermore, Eq. (3.17) suggests to define the nonlinear operator

\[
\mathcal{N}[\phi(x, t; p)] = \frac{\partial^2 \phi(x, t; p)}{\partial t^2} + \frac{\partial^2 \phi(x, t; p)}{\partial x^2} + \phi(x, t; p).
\]

Using above definition, we construct the zeroth-order deformation equation

\[
(1 - p)\mathcal{L}[\phi(x, t; p) - u_0(x, t)] = p\hbar\mathcal{H}(x, t)\mathcal{N}[\phi(x, t; p)].
\]

According to Eqs. (3.19), (3.20), we gain the mth-order \((m \geq 1)\) deformation equation

\[
\mathcal{L}[u_m(x, t) - \chi_m u_{m-1}(x, t)] = \hbar\mathcal{H}(x, t)\mathcal{R}_m(\vec{u}_{m-1}),
\]
where
\[ R_m(\vec{u}_{m-1}) = \frac{\partial^2 u_{m-1}}{\partial t^2} + \frac{\partial^2 u_{m-1}}{\partial x^2} + u_{m-1}. \]

Now, the components of solution of Eq. (3.17) for \( m \geq 1 \) becomes
\[ u_m(x, t) = \chi_m \rho_{m-1}(x, t) + \hbar \int_0^t \int_0^t \mathcal{H}(x, \xi) R_m(\vec{u}_{m-1}(x, \xi)) d\xi d\xi. \]

The initial approximation \( u_0(x, t) \) can be freely chosen, here we set
\[ u_0(x, t) = 1 + \sin x. \]

Then, the solution of Eq. (3.17) in series form is given by
\[ u(x, t) = u_0(x, t) + u_1(x, t) + \cdots \quad (3.21) \]

**LHAM approach**

By applying a Laplace transform on both sides of Eqs. (3.17), (3.18) and in view of the initial condition, we get
\[ \frac{\partial^2 \tilde{u}}{\partial x^2} + (1 - s^2)\tilde{u} + s(1 + \sin x) = 0, \quad (3.22) \]
\[ \tilde{u}(0, s) = 1 + \frac{s}{s^2 - 1}, \quad \frac{\partial \tilde{u}}{\partial x}(0, s) = \frac{1}{s}. \quad (3.23) \]

Now, we solve Eq. (3.22) by means of HAM. Therefore, we choose the linear operator
\[ \mathcal{L}[\phi(x, s; p)] = \frac{\partial^2 \phi(x, s; p)}{\partial x^2}. \quad (3.24) \]

We define a nonlinear operator as
\[ \mathcal{N}[\phi(x, s; p)] = \frac{\partial^2 \phi(x, s; p)}{\partial x^2} + (1 - s^2)\phi(x, s; p) + s(1 + \sin x). \quad (3.25) \]

Using the definition (3.24) and (3.25), we construct the zeroth-order deformation equation
\[ (1 - p)\mathcal{L}[\phi(x, s; p) - \tilde{u}_0(x, s)] = p \hbar \mathcal{H}(x, s) \mathcal{N}[\phi(x, s; p)]. \]

Thus, we obtain the \( m \)th-order \((m \geq 1)\) deformation equation
\[ \mathcal{L}[\tilde{u}_m(x, s) - \chi_m \tilde{u}_{m-1}(x, s)] = \hbar \mathcal{H}(x, s) \mathcal{R}_m(\vec{u}_{m-1}), \quad (3.26) \]

where
\[ \mathcal{R}_m(\vec{u}_{m-1}) = \frac{\partial^2 \tilde{u}_{m-1}}{\partial x^2} + (1 - s^2)\tilde{u}_{m-1} + (1 - \chi_m)(s(1 + \sin x)). \]

Now, the solution of the \( m \)th-order \((m \geq 1)\) deformation equation (3.26) is as follows
\[ \tilde{u}_m(x, s) = \chi_m \tilde{u}_{m-1}(x, s) + \hbar \int_0^x \int_0^x \mathcal{H}(\xi, s) \mathcal{R}_m(\vec{u}_{m-1}(\xi, s)) d\xi d\xi. \]

The initial approximation \( \tilde{u}_0(x, s) \) can be freely chosen, here we set
\[ \tilde{u}_0(x, s) = \frac{s}{s^2 - 1} + \frac{x}{s}. \]
which satisfies the boundary conditions (3.23). By choose $H(x, s) = 1$, the components of the LHAM solution for Eq. (3.22) are derived as follows

$$
\pi_1(x, s) = \frac{-\hbar}{6} \left( \frac{s^2 x^3 - 6s^2 x + 6s^2 \sin x - x^3}{s} \right),
$$

$$
\pi_2(x, s) = \frac{\hbar^2}{120} \left( x^5 - 20x^3 + 120x - 120 \sin x \right)
+ \frac{\hbar}{120} \left( -2\hbar x^5 + 20x^3 + 120x - 120 \sin x \right)
+ \frac{\hbar}{120} \left( \hbar x^5 + 20\hbar x^3 + 20x^3 \right).
$$

In the same manner, the rest of components were obtained using the Matlab package. Taking the inverse Laplace of components yields

$$
u_1(x, t) = \nu_2(x, t) = \nu_3(x, t) = \ldots.
$$

Finally, the $M$th-order approximation solution of Eq. (3.17) is as follows

$$S_M = \sum_{k=0}^{M} \nu_k(x, t).
$$

Figure 1: Comparison between LHAM, HAM and exact solution for $x = 0.1$.

Table 2 describes the analytic 4th-order approximation solution of Eq. (3.17) by the LHAM with $\hbar = -1$ and the analytic 11th-order approximation solution of Eq. (3.17) by the HAM with different
value of $h$ when $x = 0.1$ and $1 \leq t \leq 7$. Table 2 shows that, unlike the LHPM, the absolute error of the HAM is dramatically increased as the time value $t$ increases, so the HAM solution validity range is restricted to a short region ($t < 2$). But the validity range can be increased by increasing the terms of the solution to more than 11 terms. On the other hand, results of the LHAM are in good agreement with those obtained by exact solution. The LHAM solution is almost valid for a large wide range of times that shows that the present method can solve a non-homogeneous parabolic equation with a high degree of accuracy by the four first terms only.

| $t$ | $LHAM(h = -1)$ | $HAM(h = -0.9)$ | $HAM(h = -1)$ |
|-----|----------------|----------------|--------------|
| 1   | $2.6645 \times 10^{-15}$ | $1.4785 \times 10^{-10}$ | 0            |
| 2   | $3.1086 \times 10^{-15}$ | $2.2231 \times 10^{-8}$  | 0            |
| 3   | $3.5527 \times 10^{-15}$ | $1.1438 \times 10^{-6}$  | $4.6185 \times 10^{-13}$ |
| 4   | $3.5527 \times 10^{-15}$ | $3.2658 \times 10^{-5}$  | $4.6507 \times 10^{-10}$ |
| 5   | $4.4211 \times 10^{-14}$ | $5.5076 \times 10^{-4}$  | $9.9888 \times 10^{-8}$ |
| 6   | $2.8422 \times 10^{-14}$ | $8.7163 \times 10^{-3}$  | $8.0810 \times 10^{-6}$ |
| 7   | 0              | $9.6781 \times 10^{-2}$  | $3.3365 \times 10^{-4}$ |

Example 3.4. Let us consider the one dimensional non-homogeneous problem

$$\frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} + e^{-x} (\cos x - \sin x),$$

subject to boundary conditions

$$u(0, t) = \sin t, \quad u_x(0, t) = 1 - \sin t,$$

and the initial condition $u(x, 0) = x$ that is easily seen to have the exact solution $u(x, t) = x + e^{-x} \sin t$.

**HAM approach**

To solve Eq. (3.27) by means of HAM, we choose the linear operator

$$L[\phi(x, t; p)] = \frac{\partial \phi(x, t; p)}{\partial t}.$$

Furthermore, Eq. (3.27) suggests to define the nonlinear operator

$$N[\phi(x, t; p)] = \frac{\partial \phi(x, t; p)}{\partial t} - \frac{\partial^2 \phi(x, t; p)}{\partial x^2} - e^{-x} (\cos x - \sin x).$$

Using above definition, we construct the zeroth-order deformation equation

$$(1 - p)L[\phi(x, t; p)] - u_0(x, t) = p h\mathcal{H}(x, t)N[\phi(x, t; p)].$$

According to Eqs. (3.28), (3.29), we gain the $m$th-order ($m \geq 1$) deformation equation

$$L[u_m(x, t) - \chi_m u_{m-1}(x, t)] = h\mathcal{H}(x, t)\mathcal{R}_m(\tilde{u}_{m-1}),$$

where

$$\mathcal{R}_m(\tilde{u}_{m-1}) = \frac{\partial u_{m-1}}{\partial t} + \frac{\partial^2 u_{m-1}}{\partial x^2} - (1 - \chi_m) e^{-x} (\cos x - \sin x).$$
Now, the components of solution of Eq. (3.27) for \( m \geq 1 \) becomes
\[
u_m(x, t) = \chi_m \nu_{m-1}(x, t) + \hbar \int_0^t \mathcal{H}(x, \xi) \mathcal{R}_m(\overline{\nu}_{m-1}(x, \xi)) d\xi.
\]

The initial approximation \( \nu_0(x, t) \) can be freely chosen, here we set
\[\nu_0(x, t) = x.\]

Then, the solution of Eq. (3.27) in series form is given by
\[
u(x, t) = \nu_0(x, t) + \nu_1(x, t) + \cdots \tag{3.30}
\]

**LHAM approach**

By applying a Laplace transform on both sides of Eqs. (3.27), (3.28) and in view of the initial condition, we get
\[
\frac{\partial^2 \nu}{\partial x^2} - s \nu + x + e^{-x} \left( \frac{s - 1}{s^2 + 1} \right) = 0, \tag{3.31}
\]
\[
\nu(0, s) = \frac{1}{s^2 + 1}, \quad \nu_x(0, s) = \frac{1}{s} - \frac{1}{s^2 + 1}. \tag{3.32}
\]

Now, we solve Eq. (3.31) by means of HAM. Therefore, we choose the linear operator
\[
\mathcal{L}[\phi(x, s; p)] = \frac{\partial^2 \phi(x, s; p)}{\partial x^2}. \tag{3.33}
\]

We define a nonlinear operator as
\[
\mathcal{N}[\phi(x, s; p)] = \frac{\partial^2 \phi(x, s; p)}{\partial x^2} - s \phi(x, s; p) + x + e^{-x} \left( \frac{s - 1}{s^2 + 1} \right). \tag{3.34}
\]

Using the definition (3.33) and (3.34), we construct the zeroth-order deformation equation
\[
(1 - p) \mathcal{L}[\phi(x, s; p) - \nu_0(x, s)] = p \hbar \mathcal{H}(x, s) \mathcal{N}[\phi(x, s; p)].
\]

Thus, we obtain the \( m \)th-order \( (m \geq 1) \) deformation equation
\[
\mathcal{L}[\overline{\nu}_m(x, s) - \chi_m \overline{\nu}_{m-1}(x, s)] = \hbar \mathcal{H}(x, s) \mathcal{R}_m(\overline{\nu}_{m-1}), \tag{3.35}
\]

where
\[
\mathcal{R}_m(\overline{\nu}_{m-1}) = \frac{\partial^2 \overline{\nu}_{m-1}}{\partial x^2} - \overline{\nu}_{m-1} + (1 - \chi_m) \left( x + e^{-x} \left( \frac{s - 1}{s^2 + 1} \right) \right).
\]

Now, the solution of the \( m \)th-order \( (m \geq 1) \) deformation equation (3.26) is as follows
\[
\overline{\nu}_m(x, s) = \chi_m \overline{\nu}_{m-1}(x, s) + \hbar \int_0^x \int_0^x \mathcal{H}(\xi, s) \mathcal{R}_m(\overline{\nu}_{m-1}(\xi, s)) d\xi d\xi.
\]

The initial approximation \( \overline{\nu}_0(x, s) \) can be freely chosen, here we set
\[
\overline{\nu}_0(x, s) = \frac{1 - x}{s^2 + 1} + \frac{x}{s}.\]
which satisfies the boundary conditions (3.32). By choosing $H(x, s) = 1$, the components of the LHAM solution for Eq. (3.31) are derived as follows

$$\bar{u}_1(x, s) = \frac{\hbar}{6} \left( -\frac{6s + 6 + 6sx - 6x - 3sx^2 + sx^3 + 6se^{-x}}{s^2 + 1} \right),$$

In the same manner, the rest of components were obtained using the Matlab package. Taking the inverse Laplace of components yields

$$u_0(x, t) = x - (x - 1) \sin t,$$

$$u_1(x, t) = \frac{\hbar}{6} \left( (-6 + 6x - 3x^2 + x^3 + 6e^{-x}) \cos t \right) + \frac{\hbar}{6} \left( (6 - 6x - 6e^{-x}) \sin t \right),$$

Finally, the $M$th-order approximation solution of Eq. (3.27) is as follows

$$S_M = \sum_{k=0}^{M} u_k(x, t).$$

Figure 2: Comparison between LHAM, HAM and exact solution for $x = 0.1, x = 0.3, x = 0.6, x = 0.9$.

Table 3 describes the analytic 5th-order approximation solution of Eq. (3.27) by the LHAM with $\hbar = -1$ and the analytic 10th-order approximation solution of Eq. (3.27) by the HAM with different values of $\hbar$ when $x = 0.1$ and $1 \leq t \leq 7$. 
Table 3: The absolute error of LHAM and HAM with $x = 0.1$

| $t$ | $LHAM(h = -1)$ | $HAM(h = -1.1)$ | $HAM(h = -1)$ |
|-----|----------------|----------------|---------------|
| 1   | $1.1102 \times 10^{-16}$ | $3.6750 \times 10^{-10}$ | $2.2523 \times 10^{-8}$ |
| 2   | 0              | $8.0508 \times 10^{-8}$ | $4.5256 \times 10^{-5}$ |
| 3   | 0              | $1.5224 \times 10^{-5}$ | $3.7935 \times 10^{-3}$ |
| 4   | 0              | $7.1558 \times 10^{-3}$ | $8.6027 \times 10^{-2}$ |
| 5   | 0              | $2.5672 \times 10^{-1}$ | $9.4877 \times 10^{-1}$ |
| 6   | 0              | $2.4667 \times 10^{+0}$ | $6.6125 \times 10^{+0}$ |
| 7   | $1.1102 \times 10^{-16}$ | $1.7738 \times 10^{+1}$ | $3.3512 \times 10^{+1}$ |

4. Conclusion

In this paper, the LHAM and HAM were used to obtain the analytic solutions of linear and non-linear partial differential equations. The comparison between the LHAM and HAM were made and it was found that LHAM is more effective than HAM. On the other hand, the LHAM solution is almost valid for a large wide range of times that shows that the present method can solve a non-homogeneous parabolic equation with a high degree of accuracy. Hence, it may be concluded that this method is a powerful and an efficient technique in finding the analytic solutions for wide classes of problems. The computations associated with the example in this paper were performed using Matlab 7.
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