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Abstract—Unsupervised domain adaptation (UDA) aims to transfer and adapt knowledge from a labeled source domain to an unlabeled target domain. Traditionally, subspace-based methods form an important class of solutions to this problem. Despite their mathematical elegance and tractability, these methods are often found to be ineffective at producing domain-invariant features with complex, real-world datasets. Motivated by the recent advances in representation learning with deep networks, this paper revisits the use of subspace alignment for UDA and proposes a novel adaptation algorithm that consistently leads to improved generalization. In contrast to existing adversarial training-based DA methods, our approach isolates feature learning and distribution alignment steps, and utilizes a primary-auxiliary optimization strategy to effectively balance the objectives of domain invariance and model fidelity. While providing significant reduction in target data and computational requirements, our subspace-based DA performs competitively and sometimes even outperforms state-of-the-art approaches on several standard UDA benchmarks. Furthermore, subspace alignment leads to intrinsically well-regularized models that demonstrate strong generalization even in the challenging partial DA setting. Finally, the design of our UDA framework inherently supports progressive adaptation to new target domains at test-time, without requiring retraining of the model from scratch. In summary, powered by powerful feature learners and an effective optimization strategy, we establish subspace-based DA as a highly effective approach for visual recognition.

Index Terms—Unsupervised domain adaptation, subspace methods, deep learning, visual recognition, distribution shifts.

I. INTRODUCTION

In the past decade, advances in computing hardware coupled with access to large amounts of labeled data have led to remarkable success of supervised deep learning in computer vision, natural language processing, and audio processing. A common assumption often made by such supervisory solutions is that training and testing data are independent and identically distributed (i.i.d.). However, in practice, this assumption seldom holds true and in such cases, we often witness a significant drop in performance [1]. As a result, effectively generalizing to testing scenarios, characterized by unknown distribution shifts, remains a long standing challenge. This fundamental challenge has been formalized using a variety of formulations, which can be broadly categorized based on the availability of data from the source domain, access to the parameters of the model trained on source data, and access to either labeled or unlabeled data samples from the target domain of interest. In this paper, we focus on unsupervised domain adaptation (UDA), where one can access only unlabeled data from the target domain along with labeled data from the source domain.

At the core of state-of-the-art domain adaptation approaches are three components that need to be synergistically trained: (i) a feature-learner implemented using deep neural networks; (ii) an appropriate alignment procedure between source and target feature distributions to achieve domain-invariance; and (iii) an optimization strategy that trades-off between alignment quality and model fidelity on the labeled source data. In this context, subspace-based domain adaptation forms a popular class of approaches [2], [3], [4], wherein the source and target domains are modeled as low-dimensional subspaces, and the alignment can be expressed as an affine transformation between the subspaces. Despite its tractability, simple subspace models are often found to be insufficient for the complex data distributions we deal with in practice [5] and hence, more sophisticated approaches have emerged. Examples include adversarial learning [6], [7], optimal-transport [8] and distribution-matching [9], [10].

As these distribution alignment strategies continue to mature, more sophisticated deep feature learners have also become available. For example, Figure 1 shows the native performance (on the target dataset) of different ResNet architectures (trained only using source data) for VisDA, a widely adopted UDA benchmark dataset. We also include the performance of a state-of-the-art adversarial UDA approach (CDAN [11]) for comparison. A striking observation is that the gap between target performance of the “source-only” model and that of the UDA algorithm steadily decreases with increasing number of convolution layers. This observation motivates us to revisit the use of subspace methods for UDA, in lieu of advanced alignment strategies, and to design a new subspace-based DA approach for improved generalization.

To this end, we propose a novel, subspace-based UDA approach that uses a pre-trained feature extractor based on sophisticated network architectures and a primary-auxiliary training algorithm to effectively trade-off the alignment and model fidelity objectives. More specifically, our approach is comprised of two key steps: (i) pre-training a feature extractor that utilizes labeled source data as well as unlabeled target data; (ii) solving the bi-level optimization of classifier training (posed as a primary task) and subspace-alignment (posed as an auxiliary task), wherein the feature extractor is not updated, unlike most existing UDA approaches. In this study, for the first time, we show that subspace alignment can provide comparable or sometimes even improved performance over state-of-the-art
methods that use sophisticated alignment strategies (e.g., adversarial training), employ advanced regularizers (e.g., cyclical consistency) and are computationally more intensive.

Our findings, based on several widely adopted benchmarks in visual object recognition, show that global subspace alignment is a highly flexible and competitive baseline for UDA. The benefits of adopting a subspace alignment strategy, along with pre-trained feature extractors, for UDA are threefold: (i) In addition to providing computational efficiency, simpler alignment strategies can reduce the data requirements in the target domain; (ii) isolating feature learning and alignment steps eliminates the need for re-training the feature extractor from scratch for every new target domain, thereby enabling progressive adaptation; and finally, (iii) subspace alignment leads to intrinsically regularized models that we find to generalize better to challenging settings such as partial domain adaptation, i.e., target domain contains only a subset of the classes observed in the source domain.

A. Summary of Contributions

Our contributions and key findings from this study are summarized below:

- A Target-Aware Feature Extractor (TAFE) pre-trained using both unlabeled target data and labeled source data;
- A novel primary-auxiliary formulation for UDA that performs subspace-alignment [2] on features from a pre-trained TAFE to achieve domain invariance;
- By posing subspace alignment as an auxiliary task for the primary task of obtaining well-calibrated classifiers, we are able to entirely dispense the need for adversarial learning, consistency-enforcing regularizers, and other extensive hyper-parameter choices;
- Our approach achieves higher or similar UDA performance, when compared to state-of-the-art approaches on several benchmarks;
- We find that, our approach is effective even with limited data in the target domain and is computationally efficient due to significant reduction in the number of parameters;
- Subspace-based DA leads to intrinsically well-regularized models that produce improved generalization even in partial DA settings;
- We show that, one can progressively adapt to additional target domains at test-time by recomputing only the subspace alignment and classifier parameters without the need to perform UDA from scratch.

II. RELATED WORK

Unsupervised domain adaptation: Unsupervised domain adaptation has been an important problem of research in multiple application areas and a wide variety of solutions have been developed. Earlier works focused on adapting the features of source and target domains by minimizing statistical divergence between them [13], [4], [14], [15], [2], [16]. These works can be analyzed through the foundational work of Ben David et al. [17], which provides an upper bound on target error, \( \epsilon(D_T; h) \) on target data \( D_T \), that can be achieved using a hypothesis \( h \) as the sum of three terms:

\[
\epsilon(D_T; h) \leq \mathcal{L}(D_S; h) + \mathcal{H}(D_S, D_T) + \mathcal{L}_\delta(h),
\]

where, the first term denotes the error in the source domain \( S \), the second term is the discrepancy between the source-target pair (\( \mathcal{H} \)-divergence), and the third term measures the optimal error achievable in both the domains (often assumed to be negligible). Under this context, there are two broad categories of methods – ones that assume there exists a single hypothesis \( h \) that can perform well in both domains (conservative), and those that do not make that assumption (non-conservative) [18]. Successful state-of-the-art methods use powerful feature extractors such as convolutional neural networks (CNNs), and aim to jointly minimize source error along with domain divergence error. Adversarial learning [19] has been the workhorse in these solutions, and can be implemented with different additional regularizers [20], [11], [21], [22], [23]. Additionally some recent works have considered the use of pseudo-labeling and self-training [24], [25], [26], on top of these regularization strategies to further boost the UDA performance. While this work focuses on investigating the efficacy of subspace alignment in matching complex feature distributions, it is straightforward to extend our approach with additional regularizers or self-training protocols.

Subspace-based adaptation: The key idea behind this class of methods is to represent source and target data distributions on lower-dimensional subspaces, align the subspaces, and subsequently project the target data onto the aligned subspace. A classifier is finally trained on the newly computed lower dimensional source data and evaluated on target data. Popular approaches include [4], [3], [2], [16]. Geodesic-based methods [3], [4] compute a path along the manifold of subspaces (Grassmannian), and either project the source and target onto points along that path [3] or compute a linear map that projects source samples directly onto the target subspace [4]. Furthermore, works such as [2], [16] align the source and target...
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Fig. 2: An overview of the proposed approach for subspace alignment-based UDA. Step 1: We train a Target-Aware Feature Extractor (TAFE) with a joint objective of decreasing empirical risk on labeled source and conditional entropy on the unlabeled target domain A; Step 2: We leverage gradients from the primary task of designing a well-calibrated classifier to guide the subspace alignment process, which is posed as an auxiliary task. Note, in contrast to most existing UDA methods, the feature extractor is frozen after the pre-training phase; Step 3: By isolating feature learning and domain alignment steps, our approach enables progressive adaptation to additional target domains at test-time, without requiring retraining from scratch. Note that, here only the classifier and the subspace alignment parameters are recomputed with unlabeled data from the target domain B.

subspaces using Procrustes methods [2], or by considering distributional statistics along with subspace basis [16].

Meta auxiliary learning: Meta-learning has been a recently successful approach in generalizing knowledge across related tasks [27]. Broadly, meta-learning techniques can be grouped into three categories [27] – metric-based [28], [29], model-based [30], [31] and optimization-based [27], [32]. Auxiliary learning on the other hand essentially focuses on increasing the performance of a primary task through the help of another related auxiliary task(s). This methodology has been applied to areas such as speech recognition [33], depth estimation, semantic segmentation [34], and reinforcement learning [35]. The work closely related to ours is meta-auxiliary learning [36], which aims to improve m-class image classification performance (primary task) by solving a k-class classification problem (auxiliary task). This is done by establishing a functional relationship between the classes. In contrast, we formulate subspace-based domain alignment as the auxiliary to the primary task of building a classifier that works well in both source and target domains.

III. METHODS

A. Overview

The core idea behind our approach is to reduce the complexity of the alignment strategy by utilizing powerful deep feature extractors. To this end, we explore the use of simple subspace alignment to match source and target feature distributions. As illustrated in Figure 2, our UDA approach is comprised of two phases - The first phase involves pre-training a feature extractor using both labeled source and unlabeled target data. Once trained, the feature extractor is frozen and the inferred source/target features are utilized for performing UDA. The second phase involves an alternating optimization between a classifier (primary task) and explicit domain alignment (auxiliary task) networks. The primary network updates the classifier given the source and the current best estimate of source-aligned target features, such that the inferred model is effective for both source and target domains. The auxiliary network, on the other hand, solves for subspace-based domain alignment, while minimizing both the alignment cost, and the loss from the primary network. Note, though the resulting
alignment might be sub-optimal in terms of the pure alignment cost, it is systematically adapted to eventually improve the primary task.

**Notation:** In our setup, we assume access to labeled data from source domain \( \{(x_s, y_s)\} \in D_s \) and unlabeled data from the target domains \( \{(x_t)\} \in D_t \). We use the matrices \( Z_s, Z_t \) to refer to the latent features for source and target data from the target-aware feature extractor (TAFE) \( F_{\Omega} \). \( W_s, W_t \) denote the basis vectors of subspaces inferred from the latent features of source and target data \( Z_s, Z_t \) respectively.

**B. Target-Aware Feature Extractor**

As discussed earlier, we begin by constructing a Target-Aware Feature Extractor (TAFE) that utilizes both labeled source and unlabeled target data. In particular, we consider the joint objective of minimizing the empirical risk on labeled source data and conditional-entropy [18] on the unlabeled target data. By adopting a sophisticated feature learner and an appropriate optimization strategy, our goal is to improve the effectiveness of subspace-based alignment in UDA.

Formally, denoting TAFE as \( F_{\Omega} \), our goal is to learn its parameters \( \Omega \) along with the parameters \( \Psi \) of a classifier \( G_{\Psi} \). For simplicity, we use the notation \( \mathcal{P}_\Theta := F_{\Theta} \circ G_{\Psi} \), where \( \Theta := \Omega \cup \Psi \). The losses used for the optimization include: (i) a cross-entropy loss,

\[
\mathcal{L}_y(\Theta; D_s) = -\mathbb{E}_{x,y \sim D_s} [\ln \mathcal{P}_\Theta(x)] ,
\]

for the labeled source data, (ii) a conditional entropy [18] of the softmax predictions from the target data

\[
\mathcal{L}_c(\Theta; D_t) = -\mathbb{E}_{x \sim D_t} [\ln \mathcal{P}_\Theta(x)] ,
\]

and (iii) a class-balance loss [37] for the unlabeled target domain \( \mathcal{L}_{cb}(\Theta; D_t) \), which is implemented as binary cross-entropy between the mean prediction from the network over a mini-batch to that of a uniform distribution – this loss regularizes network behavior when the data exhibits large class imbalance. The overall loss function can thus be defined as

\[
\mathcal{L}(\Theta) = \mathcal{L}_y(\Theta; D_s) + \lambda_c \mathcal{L}_c(\Theta; D_t) + \lambda_{cb} \mathcal{L}_{cb}(\Theta; D_t). \tag{4}
\]

Once trained, the parameters of the pre-trained TAFE model are frozen, and the latent features \( Z_s, Z_t \) are extracted i.e., \( Z_s = F_{\Omega}(x_s) \forall x_s \in D_s \) and \( Z_t = F_{\Omega}(x_t) \forall x_t \in D_t \). The classifier layer \( G_{\Psi} \), however, is further refined in the second phase of our algorithm. We detail TAFE training in Algorithm 1.

**C. Proposed UDA Approach**

In this phase, we include an explicit distribution matching strategy based on linear subspace alignment of pre-trained TAFE features. To this end, we adopt a primary-auxiliary task formulation, wherein the primary task refines classifier \( G_{\Psi} \) based on source features and source-aligned target features, while the auxiliary task is aimed at aligning the source and target subspaces.

**Algorithm 1: Proposed algorithm to train TAFE.**

**Input:** labeled source and unlabeled target datasets \( \{X_s, Y_s\} \) and \( \{X_t\} \) from source and target domains \( D_s \) and \( D_t \)

**Output:** Latent features of source and target data \( Z_s, Z_t \)

**Initialize:** Feature extractor \( F_{\Omega} \), classifier \( G_{\Psi} \) and combined network \( \mathcal{P}_\Theta := F_{\Omega} \circ G_{\Psi} \).

**Set hyper-parameters** \( \lambda_c, \lambda_{cb}, N \)

// Train \( \mathcal{P}_\Theta \)

for epoch in \( N \) do

Compute source loss \( \mathcal{L}_y \) using (2)

Compute target loss \( \mathcal{L}_c \) using (3) and \( \mathcal{L}_{cb} \) following Sec III-B

Update \( \mathcal{P}_\Theta \) with Eq (4)

end

// Extract source and target features

\( Z_s = F_{\Omega}(x_s) \forall x_s \in D_s \) and

\( Z_t = F_{\Omega}(x_t) \forall x_t \in D_t \).

1) **Primary Task Classifier Update:** In this task, our goal is to achieve effective class discrimination in both source and target domains. With inputs as latent features extracted from the pre-trained TAFE \( F_{\Omega} \), we fine-tune the parameters of the classifier \( G_{\Psi} \). Denoting \( z = F_{\Omega}(x) \), we use the same losses as in Eq. (4) to train \( G_{\Psi} \) i.e., cross-entropy loss on source features

\[
\mathcal{L}_y(\Psi; D_s) = -\mathbb{E}_{x,y \sim D_s} [\ln G_{\Psi}(z)] , \tag{5}
\]

with \( \mathcal{A}_\Phi \) as the alignment operation and the class-balance loss \( \mathcal{L}_{cb} \) on the target features. Overall, \n
\[
\mathcal{L}(\Psi) = \mathcal{L}_y(\Psi; D_s) + \gamma_c \mathcal{L}_c(\Psi; D_t) + \gamma_{cb} \mathcal{L}_{cb}(\Psi; D_t). \tag{6}
\]

Note that, in the definition of \( \mathcal{L}_c \), the target domain features are first transformed using the auxiliary network \( \mathcal{A}_\Phi \) (defined in Section III-C2) prior to applying the classifier.

2) **Auxiliary Task Domain alignment:** In general, as a generative model for a dataset, a single linear subspace or even a union of linear subspaces is known to be insufficient. However, given powerful feature learners, we posit that, an alternating optimization between the primary task of learning a generalizable classifier and the auxiliary task of domain alignment can make even the simple subspace alignment [2] highly effective in UDA.

**Closed-form subspace alignment:** Let us denote the basis vectors for the \( d \)-dimensional subspaces inferred from source and target domains using the matrices \( W_s \) and \( W_t \) respectively, and they satisfy \( W_s^T W_s = I, W_t^T W_t = I \), where \( I \) denotes the identity matrix. The subspaces are inferred using singular value decomposition of source/target domain latent features \( Z_s, Z_t \). The alignment between two subspaces can be parameterized as an affine transformation \( \Phi \), i.e.

\[
\Phi^* = \arg\min_{\Phi} \|W_t \Phi - W_s\|_F^2 , \tag{7}
\]
where, \( \| \cdot \|_F \) denotes the Frobenius norm. The solution to this alignment cost (6) can be obtained in closed-form [2] as

\[
\Phi^* = (W_t)^\top W_s. 
\] (7)

This implies that the adjusted coordinate system, also referred as the source-aligned target subspace can be constructed as

\[
\hat{W}_t = W_t(W_t)^\top W_s. 
\] (8)

Since the primary task invokes the classifier optimization using features in the ambient space, we need to re-project the target features using \( \hat{W}_t \), i.e.,

\[
\hat{Z}_t^* = A_{\Phi}(Z_t) = \arg \min_{\hat{Z}_t} \| \hat{Z}_t W_s - \hat{Z}_t W_t \|_F^2 
\] = \arg \min_{\hat{Z}_t} \| \hat{Z}_t W_s - \hat{Z}_t W_t(\hat{W}_t)^\top W_s \|_F^2, 
\] (9)

where \( \hat{Z}_t^* \) denotes the modified target features. The solution to this optimization problem can be obtained in closed-form as

\[
A_{\Phi}(Z_t) = Z_t W_t \Phi^* W_s^\top, 
\] (10)

where \( \Phi^* \) is computed using (7).

Note that though we develop our formulation by aligning the target subspace onto the source, one can equivalently project the source subspace onto the target. **Task-dependent tuning of subspace alignment:** Since the overall objective is to refine the auxiliary network parameters to maximally support the primary task, we propose to include the terms \( \mathcal{L}_c \) and \( \mathcal{L}_{cb} \) from (5) to the alignment cost in (6),

\[
\mathcal{L}_A(\Phi) = \| W_t \Phi - W_s \|_F^2 + \gamma_c \mathcal{L}_c(\Phi; D_t) + \gamma_{cb} \mathcal{L}_{cb}(\Phi; D_t). 
\] (11)

Note that, when we make this modification, there no longer exists a closed-form solution. Hence, we adopt an approach that takes in gradients from the primary task to adjust \( \Phi \). To enable this end-to-end training of both the primary and auxiliary tasks, we implement **subspace alignment** as a network \( \mathcal{A} \) that parameterizes \( \Phi \) as a fully connected layer of \( d \) neurons without any non-linear activation function or bias.

**Primary-Auxiliary Objective.** The overall objective of our primary-auxiliary learning for UDA can be formally written as the following bi-level optimization:

\[
\min_{\Phi} \min_{\Psi} \mathcal{L}_A \left( \Psi; Z_s, y_s, \mathcal{A}_{\Phi}(Z_t) \right), 
\] (12)

where, \( \Phi^* = \arg \min_{\Phi} \mathcal{L}_A \left( \Phi; W_s, W_t, \mathcal{P}_{\Theta}(\mathcal{A}_{\Phi}(Z_t)) \right). \)

We now describe the algorithm for solving this objective.

**D. Algorithm**

Given the primary and auxiliary task formulations, one can adopt different training strategies to combine their estimates: (i) **Independent:** This is the classical approach, where the alignment obtained by solving (6) is used to infer the classifier parameters; (ii) **Joint:** This jointly optimizes for both networks together, similar to existing domain adaptation methods; (iii) **Alternating:** This alternating style of optimization solves for the primary task with the current estimate of the alignment, and subsequently updates the auxiliary network with both primary and auxiliary losses. As we will show later, that this alternating optimization strategy works the best in comparison to the other two. We now describe the alternating optimization strategy.

**Initialization phase:** The choice of initial states for the parameters of both the primary and auxiliary networks is crucial to the performance of our algorithm. First, we pre-train TAFE \( \mathcal{F}_{\Omega} \) using the loss function (4) without any explicit domain alignment. We then fit \( d \)-dimensional subspaces, \( W_s \) and \( W_t \), to the features obtained using \( \mathcal{F} \) for both the source and target domains. Note, the feature extractor is not updated for the rest of the training process, and hence the subspace estimates are fixed. The initial state of \( \Phi \), i.e., alignment matrix between the two subspaces, is obtained using (7) and we fine-tune the classifier \( \mathcal{G}_\Psi \).

**Training phase:** In order to enable information flow between the two tasks, we propose to allow the auxiliary task to utilize gradients from the primary task. Similarly, the estimated alignment is applied to the target data while updating the classifier parameters in the primary task. The two tasks are solved alternatively until convergence – during the auxiliary task optimization, we freeze the classifier parameters and update \( \mathcal{A}_{\Phi} \). Since the feature extractor \( \mathcal{F}_{\Omega} \) is fixed, there is no need to recompute the subspaces. In our implementation, we find that optimizing the auxiliary task using a held-out validation set, distinct from that used for the primary task, helps in the convergence. Given the estimate for \( \Phi \), we freeze the auxiliary

---

**Algorithm 2:** Proposed algorithm for unsupervised visual domain adaptation

**Input:** Labeled source features \( \{Z_s, y_s\} \) and unlabeled target features \( \{Z_t\} \) from TAFE \( \mathcal{F}_{\Omega} \). Source and target subspaces \( W_s, W_t \).

**Initialize:** \( \mathcal{G}_\Psi \) from \( \mathcal{F}_{\Omega} \), \( \Phi \) using (7); Hyper-parameters \( \gamma_c, \gamma_{cb}, \eta, \theta_{iter}, T_1, T_2 \).

**Training Phase:**

Split: \( Z_s^1, Z_s^2 \rightarrow Z_S \) and \( Z_t^1, Z_t^2 \rightarrow Z_T \)

for \( \text{iter in } \theta \) do

\[
\text{// update } \mathcal{G}_\Psi \\
\text{// update } \mathcal{A}_{\Phi}
\]

end

Note that though we develop our formulation by aligning the target subspace onto the source, one can equivalently project the source subspace onto the target. **Task-dependent tuning of subspace alignment:** Since the overall objective is to refine the auxiliary network parameters to maximally support the primary task, we propose to include the terms \( \mathcal{L}_c \) and \( \mathcal{L}_{cb} \) from (5) to the alignment cost in (6),

\[
\mathcal{L}_A(\Phi) = \| W_t \Phi - W_s \|_F^2 + \gamma_c \mathcal{L}_c(\Phi; D_t) + \gamma_{cb} \mathcal{L}_{cb}(\Phi; D_t). 
\] (11)

Note that, when we make this modification, there no longer exists a closed-form solution. Hence, we adopt an approach that takes in gradients from the primary task to adjust \( \Phi \). To enable this end-to-end training of both the primary and auxiliary tasks, we implement **subspace alignment** as a network \( \mathcal{A} \) that parameterizes \( \Phi \) as a fully connected layer of \( d \) neurons without any non-linear activation function or bias.

**Primary-Auxiliary Objective.** The overall objective of our primary-auxiliary learning for UDA can be formally written as the following bi-level optimization:

\[
\min_{\Phi} \min_{\Psi} \mathcal{L}_A \left( \Psi; Z_s, y_s, \mathcal{A}_{\Phi}(Z_t) \right), 
\] (12)

where, \( \Phi^* = \arg \min_{\Phi} \mathcal{L}_A \left( \Phi; W_s, W_t, \mathcal{P}_{\Theta}(\mathcal{A}_{\Phi}(Z_t)) \right). \)

We now describe the algorithm for solving this objective.

**D. Algorithm**

Given the primary and auxiliary task formulations, one can adopt different training strategies to combine their estimates: (i) **Independent:** This is the classical approach, where the alignment obtained by solving (6) is used to infer the classifier parameters; (ii) **Joint:** This jointly optimizes for both networks together, similar to existing domain adaptation methods; (iii) **Alternating:** This alternating style of optimization solves for the primary task with the current estimate of the alignment, and subsequently updates the auxiliary network with both primary and auxiliary losses. As we will show later, that this alternating optimization strategy works the best in comparison to the other two. We now describe the alternating optimization strategy.

**Initialization phase:** The choice of initial states for the parameters of both the primary and auxiliary networks is crucial to the performance of our algorithm. First, we pre-train TAFE \( \mathcal{F}_{\Omega} \) using the loss function (4) without any explicit domain alignment. We then fit \( d \)-dimensional subspaces, \( W_s \) and \( W_t \), to the features obtained using \( \mathcal{F} \) for both the source and target domains. Note, the feature extractor is not updated for the rest of the training process, and hence the subspace estimates are fixed. The initial state of \( \Phi \), i.e., alignment matrix between the two subspaces, is obtained using (7) and we fine-tune the classifier \( \mathcal{G}_\Psi \).

**Training phase:** In order to enable information flow between the two tasks, we propose to allow the auxiliary task to utilize gradients from the primary task. Similarly, the estimated alignment is applied to the target data while updating the classifier parameters in the primary task. The two tasks are solved alternatively until convergence – during the auxiliary task optimization, we freeze the classifier parameters and update \( \mathcal{A}_{\Phi} \). Since the feature extractor \( \mathcal{F}_{\Omega} \) is fixed, there is no need to recompute the subspaces. In our implementation, we find that optimizing the auxiliary task using a held-out validation set, distinct from that used for the primary task, helps in the convergence. Given the estimate for \( \Phi \), we freeze the auxiliary
network \( \mathcal{A}_\theta \) and update the classifier network using source features and source-aligned target features to minimize the primary loss in (5). Upon convergence (typically within 5–10 iterations on all datasets considered), optimal values for both \( \mathcal{A}_\theta \) and \( \mathcal{G}_\eta \) are returned. A detailed listing of this process is provided in algorithm 2.

### E. Progressive Domain Adaptation

One key design choice of our approach is to isolate feature learning and explicit alignment steps. This design choice enables the use of our approach for progressive domain adaptation to additional target domains at test-time. Existing approaches that aim to achieve invariance between the source and target distributions typically need to be retrained from scratch for every new target domain.

Specifically, consider the vanilla UDA setting, where we initially have access to labeled data from source domain \( \mathcal{D}_s \) and unlabeled data from target domain \( \mathcal{D}_A \). We first adapt the model \( \mathcal{P}_\theta \) from \( \mathcal{D}_s \to \mathcal{D}_A \) and deploy the model. We now assume that a new unlabeled data from another domain \( \mathcal{D}_B \) is collected and the model needs to be adapted to this new domain at test-time (Step 3 in Figure 2). To achieve this, we re-purpose the TAFE model inferred for performing UDA between \( \mathcal{D}_s \) and \( \mathcal{D}_A \), and compute the features \( Z_s, Z_A, Z_B \) for data \( X_s, X_A, X_B \) respectively. We also transform \( Z_A \) to \( \hat{Z}_A \) using the optimal transformation matrix \( \mathcal{A}_\theta \cdot \eta \) inferred using our algorithm.

For progressive adaptation, we need to compute the alignment matrix \( \mathcal{A}_T \) for matching the feature distributions from the new target \( Z_B \) and the collection of two observed domains, namely \( Z_s \) and \( \hat{Z}_A \). To this end, we repeat Algorithm 2, where we use the collection of labeled source data \( (Z_s, y_s) \) and the pseudo-labeled data from target domain \( A \) \((\hat{Z}_A, y_A)\) as the source data for performing UDA to target domain \( B \). Note that, the pseudo-labels \( y_A \) are obtained using our predictions for target domain \( A \). By avoiding the need to retrain the feature extractor from scratch and leveraging the data from other target domains observed so far, our approach offers a flexibility that is not found in any of the state-of-the-art UDA methods.

### IV. RESULTS AND FINDINGS

We evaluated the proposed method on four widely used visual domain adaptation tasks – digits, ImageCLEF, VisDA-2017 challenge, and Office-Home datasets, and present comparisons to several state-of-the-art domain adaptation techniques. Across all the experiments, an 80-20 random split of source and target training data was performed to update the primary and auxiliary tasks. All experiments were repeated thrice and we report the mean and standard deviation for each case. We implemented all our algorithms and performed empirical studies using the PyTorch framework [39].

#### A. ImageCLEF-DA

**Dataset**: ImageCLEF\(^1\) is organized by selecting common categories of images shared by three public image datasets (domains): ImageNet ILSVRC 2012 (I), Caltech-256 (C), and Pascal VOC 2012 (P). There are 12 categories, with 50 images each, resulting in a total of 600 images in each domain. We conduct 6 experiments by permuting the 3 domains \( I \to P \), \( P \to I \), \( I \to C \), \( C \to I \), \( C \to P \), \( P \to C \).

**Model**: Our TAFE model is initialized using the pre-trained ResNet-50 architecture [40], [41] and is fine-tuned following the objective in (4) with \( \lambda_c \) and \( \lambda_{cb} \) set at 0.1. We then obtain the 2048-dimensional latent features from the penultimate layer of TAFE. The source and target subspaces of dimension 800 are constructed from these features using SVD. The classifier network is chosen to be the last fully connected layer, subsequently refined using the SGD optimizer with learning rate \( 1 \epsilon - 4 \) and momentum 0.9. The subspace alignment network, which is a single linear layer, is trained with learning rate \( 1 \epsilon - 3 \) using the Adam optimizer [42]. The proposed approach is compared against a number of baseline methods including [11], [38], [20], [10] and the results are reported in Table I. The results clearly show that our approach based on subspace alignment improves performance by nearly 3 percentage points over sophisticated adversarial learning methods.

**Ablation Study**: In order to understand the impact of different components in our approach, we perform an ablation study on this dataset. We describe each setting in this experiment next:

- **A\(_1\)** No Adaptation: A baseline method where we use the classifier trained using the source data directly on the target features without any adaptation.
- **A\(_2\)** Primary Only: We leave out the auxiliary task, but include all the losses used in the primary task described in equation (4), with \( \mathcal{A}_\theta = \mathbb{I} \).
- **A\(_3\)** Independent: Here, we use the closed form solution in subspace alignment from equation (8), and then solve for the primary task in (4) independently.
- **A\(_4\)** Joint Optimization: We employ a joint optimization strategy, wherein we jointly update the alignment \( \Phi \), and the classifier together.

---

1. [http://imageclef.org/2014/adaptation](http://imageclef.org/2014/adaptation)
Fig. 3: **Behavior of the proposed UDA algorithm.** (a) Ablating different components in the proposed method against adaptation performance on the ImageCLEF dataset. See text in Section IV-A for notation. (b) Changes in $\Phi$ from $\Phi^{\text{init}}$ (7) across iterations are represented by the red Curve while the blue curve denotes successive differences in $\Phi$.

| Method     | MNIST $\rightarrow$ USPS | USPS $\rightarrow$ MNIST | SVHN $\rightarrow$ MNIST | Avg   |
|------------|---------------------------|---------------------------|---------------------------|-------|
| No Adaptation | 94.8                      | 49                        | 60.7                      | 68.2  |
| DeepCoral [5]     | 89.3                      | 91.5                      | 59.6                      | 80.1  |
| MMD [9]          | 88.5                      | 73.5                      | 64.8                      | 75.6  |
| DANN [20]        | 95.7                      | 90.0                      | 70.8                      | 85.5  |
| ADDA [43]        | 92.4                      | 93.8                      | 76.0                      | 87.4  |
| DeepJdot [8]     | 95.6                      | 96.0                      | 96.7                      | 96.1  |
| CyCADA [21]      | 95.6                      | 96.5                      | 90.9                      | 94.3  |
| UNIT [22]        | 95.9                      | 93.5                      | 90.5                      | 93.3  |
| GenToAdapt [44]  | 95.3                      | 90.8                      | 92.4                      | 92.8  |
| **Ours**          | **96.2±0.3**               | **97.4±0.4**              | **95.6±0.2**              | **96.4** |

(a) Digits datasets

| Method     | Average |
|------------|---------|
| No Adaptation | 54.2    |
| JAN [10]   | 61.6    |
| GTA [44]   | 69.5    |
| CDAN [11]  | 70.2    |
| **Ours**   | **73.02±0.3** |

(b) VISDA-2017

**TABLE II: Performance of the proposed method on Digits and VISDA-2017 datasets.** We highlight the best performing technique in **bold**, and the second best in **bold italic**.

**A5. Alternating Optimization:** This is our proposed strategy that updates $\Phi$ and the classifier in an alternating fashion.

The results from the study are illustrated in Figure 3(a). A key observation is that, since the alignment strategy is weak, when done independently it does not lead to any performance gains. However, the proposed optimization provides a significant improvement over even a joint optimization strategy.

**Convergence of $\Phi$:** Through Figure 3(b) we report the training behavior of the alignment matrix $\Phi$ returned by the auxiliary network $A_5$. While the red curve in Figure 3(b) indicates the change in $\Phi$ across iterations indexed by $t$ w.r.t the closed form solution $\Phi^{\text{init}}$ obtained in (7), the blue curve represents the successive difference in $\Phi$ across iterations. As expected, the estimate for $\Phi$ changes non-trivially from $\Phi^{\text{init}}$, eventually converging to a solution that leads to maximal classification performance. Note, in all our experiments, we find that the $\Phi$ returned by the auxiliary network is always a well-conditioned, full rank matrix.

**B. Digits classification**

**Datasets:** We consider three data sources for the digits classification task: USPS [45], MNIST [46], and the Street View House Numbers (SVHN) [47] datasets. Each of these datasets have 10 categories (digits from 0-9). We perform the following three experiments in this task. a) MNIST $\rightarrow$ USPS, b) USPS $\rightarrow$ MNIST, and c) SVHN $\rightarrow$ MNIST and report the accuracies on the standard target test sets.

**Model:** The TAFE model used for all these 3 tasks is based on the architecture from [8], which is comprised of six $3 \times 3$ convolutional layers containing $\{32, 32, 64, 64, 128, 128\}$ filters with ReLU activations and two fully-connected layers of 128 and 10 (number of classes) hidden units. The Adam optimizer with learning rate $2e^{-4}$ was used to update the model using a mini-batch size of 512 for the two domains. We compare our results with a number of state-of-the-art methods and the results are shown in Table IIa. Our approach achieves the highest accuracy averaged across all three digits datasets, surpassing state-of-the-art in two out of three cases, and marginally below DeepJDOT [8] in the case of SVHN $\rightarrow$ MNIST.

**C. VisDA-2017**

**Dataset:** VisDA-2017 is a challenging simulation-to-realworld dataset with two highly distinct domains: Synthetic, renderings of 3D models from different angles and with different lightning conditions; Real which are natural images. This dataset contains over 280K images across 12 classes.

**Model:** In accordance with the prior literature, we choose the pre-trained ResNet-50 [40] as our feature extractor and as in
Table III: UDA performance on the Office-Home dataset. Best performance is shown in **bold**, and the second best in **bold italic**.

### Data and Parameter Efficiency

**Data Efficiency**: Owing to its design simplicity, we surmise that our approach admits improved data efficiency. To test this hypothesis, we evaluate our method under the scenario where the amount of unlabeled target data is limited. While we train TAFE, classifier and subspace alignment networks with varying target data sizes, we report accuracies on the full target test set. In particular, we consider the problem of adapting USPS → MNIST and the results from 3 random trials are shown in Figure 5. It can be seen that even with 30% lesser training data in the target domain, our approach still outperforms state-of-the-art baselines that have access to the entire data. Further, the drop in performance even when operating at only 50% of data is very low (≈ 2% points), thus evidencing that a simpler alignment strategy can reduce the data requirements while not compromising the performance.

**Parameter Efficiency**: As another important consequence of design simplicity, our approach leads to large parameter savings. As an example for the VISDA dataset, CDAN on top of the base ResNet50 feature extractor (23M parameters) requires an additional discriminator network (> 4M parameters) while our approach on top of ResNet50 requires only one linear layer for adaptive subspace alignment (< 700K parameters) thus registering a savings of 4M parameters. In fact, our approach almost always requires much less parameters compared to adversarial domain adaptation methods such as CyCADA [21],

### Office-Home

**Datasets**: This challenging dataset [48] contains 15,500 images in 65 classes from office and home settings, forming 4 extremely dissimilar domains: Artistic images (Ar), Clip Art (Cl), Product images (Pr), and Real-World images (Rw).

**Model**: Similar to Section IV-A, we train TAFE with a pre-trained ResNet-50 as our backbone and obtain the 2048-dimensional features, and build subspaces of 800 dimensions. The classifier and auxiliary networks are trained with the same hyper-parameters as earlier. Comparisons to the state-of-the-art methods can be found in Table III. We observe that while our approach consistently outperforms baseline methods including methods such as DeepJdot [8], with comparable performance to the highest reported – CDAN [11] in terms of the average accuracy across all pairs of DA tasks.

---

**Previous case**, we fine tune it to obtain the 2048-dimensional features and set the subspace dimension as 800. The classifier and subspace alignment networks are trained with the same hyper-parameters as in Section IV-A. From Table IIb, it is interesting that subspace alignment leads to more than 3% improvements over advanced adversarial learning methods such as CDAN [11]. Figure 4 visualizes the t-SNE embeddings of the features before and after performing UDA. As expected, the class boundaries become very well separated through our proposed subspace alignment strategy.

---

**Fig. 4: Comparing t-SNE embeddings before and after UDA on the VisDA-2017 dataset.** We observe improved alignment between the class boundaries of the source and target domains.

---

| Method                  | Ar→Cl | Ar→Pr | Ar→Rw | Cl→Ar | Cl→Pr | Cl→Rw | Pr→Ar | Pr→Cl | Pr→Rw | Rw→Ar | Rw→Cl | Rw→Pr | Avg |
|-------------------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-----|
| No Adaptation           | 44.6  | 62.7  | 72.0  | 52.1  | 62.7  | 65.1  | 52.9  | 43.0  | 73.9  | 63.7  | 45.8  | 77.3  | 59.7 |
| DeepJdot [8]            | 39.7  | 50.4  | 62.5  | 39.5  | 54.4  | 53.2  | 36.7  | 39.2  | 63.5  | 52.3  | 45.4  | 70.5  | 50.6 |
| DAN [38]                | 43.6  | 57.0  | 67.9  | 45.8  | 56.5  | 60.4  | 44.0  | 43.6  | 67.7  | 63.1  | 51.5  | 74.3  | 56.3 |
| DANN [20]               | 45.6  | 59.3  | 70.1  | 47.0  | 58.5  | 60.9  | 46.1  | 43.7  | 68.5  | 63.2  | 51.8  | 76.8  | 57.6 |
| JAN [10]                | 45.9  | 61.2  | 68.9  | 50.4  | 59.7  | 61.0  | 45.8  | 43.4  | 70.3  | 63.9  | 52.4  | 76.8  | 58.3 |
| CDAN [11]               | 50.7  | 70.6  | 76   | 57.6  | 70   | 70   | 57.4  | 50.9  | 77.3  | 70.9  | 56.7  | 81.6  | 65.8 |
| **Ours**                | **49.9±0.2** | **68.6±0.3** | **74.68±0.5** | **59.9±0.4** | **68.92±0.6** | **71.82±0.2** | **58.12±0.1** | **49.4±0.1** | **77.3±0.2** | **68.7±0.3** | **54.82±0.2** | **78.92±0.3** | **65.1±0.4** |
CDAN [11], GTA [44], UNIT [22] etc. Since our approach entirely dispenses the need for adversarial learning, we also remove its inherent training instabilities. Also note that, once TAFE is trained, in the alignment stage we do not update any parameters except for classifier and subspace alignment layers, thus reducing the explicit alignment time considerably. Furthermore, in the next section, we show that our simple design and procedure is robust and leads to better performance even in the very challenging partial domain adaptation setting when compared to existing UDA methods.

F. Role of Subspace Dimensionality

In Figure 6, we plot the mean adaptation accuracy over 5 trials on the OfficeHome benchmark with source domain Art and target domain Clipart. It can be seen that the accuracy is relatively stable with respect to choice of subspace dimensions and with the best performance at \( d = 800 \). Note, we set this hyper-parameter at 800 for all our experiments.

G. Results on Partial Domain Adaptation

Partial Domain Adaptation (PDA) [52] is a recently proposed, challenging domain adaptation scenario. In this setting, the categories in the target domain can be a subset of the categories observed in the source domain, i.e., \( \mathcal{Y}_t \subset \mathcal{Y}_s \). Many standard closed-set domain adaptation methods with explicit alignment techniques suffer a drastic drop in performance when tested in this setting. This is because, samples from the missing classes lead to negative transfer of knowledge. We investigate the robustness of the proposed approach in this extreme setting.

We conduct experiments on the popular OfficeHome PDA benchmark proposed in [52]. For this benchmark, we use images from the first 25 classes in alphabetical order as the target domain and images from all 65 classes as the source domain. We make use of the same splits and experimental protocol provided\(^2\) by [52] for a fair comparison.

We compare against standard domain adaptation methods along with PADA [52], which has been specifically designed to work in this setting. In order to adapt our proposed approach to PDA, we make only one change to our algorithm - modify \( \mathcal{L}_c \) to account for the reduced number of classes in the target. We report the results of our approach in Table IV. From the results, it can be seen that, even under this highly challenging scenario, the proposed approach performs on par with PADA and significantly outperforms other UDA baselines. Using subspace-based alignment produces inherently well-regularized models, thus improving their robustness to both domain and label shifts.

H. Results on Progressive Domain Adaptation

As described in Section III-E, we extend our approach to another challenging setting, which requires an already deployed DA model to adapt to a new unlabeled target domain at test-time. In Table V, we show the results under this setting for the Office-Home dataset. The results reported for each case, \( D_s \rightarrow D_A \rightarrow D_B \), were obtained as an average of accuracies from two different choices for \( D_A \). For example, the performance for \( Ar \rightarrow Cl \) is the average performances obtained using two independent progressive adaptation runs, namely \( Ar \rightarrow Pr \rightarrow Cl \) and \( Ar \rightarrow Rw \rightarrow Cl \). For comparison, we show the results obtained without any test-time adaptation to the new target domain and by retraining the models (TAFE and the alignment steps) from scratch (results from Table III).

As can be seen from the results, without needing to even fine-tune the feature extractor and by only recomputing the parameters of the classifier and the alignment matrix, we observe an average improvement of 6% over directly using the deployed model without any test-time adaptation. Furthermore, the performance is on par with models that are retrained from scratch for every scenario. This result clearly evidences the flexible nature of the proposed approach and validates our key hypothesis that, with powerful feature extractors and a carefully tailored optimization strategy, subspace alignment is highly effective for UDA.

V. CONCLUSIONS

In this work, we presented a principled and effective approach to tackle the problem of unsupervised domain adaptation, in the context of visual recognition.
Our work revisits the traditionally popular solution of subspace-based DA, in the wake of recent successes in deep representation learning. The proposed method relies on pre-training a target-aware feature extractor and poses domain alignment as an auxiliary task to the primary task of learning a well-calibrated classifier for both source and target domains. Through an alternating optimization strategy, wherein the pre-trained feature extractor is frozen, our approach effectively balances the domain alignment and model fidelity objectives. Using rigorous empirical studies, we showed that our method achieves competitive or sometimes higher performance than the state-of-the-art methods on several UDA benchmarks. Since our approach produces intrinsically well-regularized models, we demonstrated that it provides strong boosts in performance on the challenging partial domain adaptation setting. Furthermore, as our approach isolates feature learning and alignment steps, we found that our approach can adapt to new domains progressively at test-time, without requiring to train the feature extractor from scratch. Owing to the simplicity of our approach, we also demonstrated a significant reduction in the target data and computational requirements. Future extensions to this work includes incorporating self-training in the target data and computational requirements. Future work includes extending our methodology to tasks such as semantic segmentation, open-set classification [53], and image-to-text translation.
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