Stabilization of Topological Insulator Emerging from Electron Correlations on Honeycomb Lattice and Its Possible Relevance in Twisted Bilayer Graphene
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Realization and design of topological insulators emerging from electron correlations, called topological Mott insulators (TMIs), is pursued by using mean-field approximations as well as multi-variable variational Monte Carlo (MVMC) methods for Dirac electrons on honeycomb lattices. The topological insulator phases predicted in the previous studies by the mean-field approximation for an extended Hubbard model on the honeycomb lattice turn out to disappear, when we consider the possibility of a long-period charge-density-wave (CDW) order taking over the TMI phase. Nevertheless, we further show that the TMI phase is still stabilized when we are able to tune the Fermi velocity of the Dirac point of the electron band. Beyond the limitation of the mean-field calculation, we apply the newly developed MVMC to make accurate predictions after including the many-body and quantum fluctuations. By taking the extrapolation to the thermodynamic and weak external field limit, we present realistic criteria for the emergence of the topological insulator caused by the electron correlations. By suppressing the Fermi velocity to a tenth of that of the original honeycomb lattice, the topological insulator emerges in an extended region as a spontaneous symmetry breaking surviving competitions with other orders. We discuss experimental ways to realize it in a bilayer graphene system.

PACS numbers: 05.30.Rt, 71.10.Fd, 73.43.Lp, 71.27.+a

I. INTRODUCTION

Recently, topological properties of time-reversal-invariant band insulators in two and three dimensions have been extensively studied.1–6. A class of insulators preserving the time reversal symmetry is called topological insulators characterized by non-trivial topological invariants.7,8 The topological insulators have been intensively studied because of the existence and potential applications of robust surface metallic states.

Both in two and three dimensions, the topological phases are typically realized in the systems with strong spin-orbit interaction7,2. All the known topological insulators contain heavy or rare metal elements, such as bismuth or iridium, which poses constraints on the search for topological materials.

Irrespective of constituents, ubiquitous mutual Coulomb repulsions among electrons have been proposed to generate effective spin-orbit couplings.10–14. It has been proposed that an extended Hubbard model on the honeycomb lattice can generate an effective spin-orbit interaction from a spontaneous symmetry breaking at the Hartree-Fock mean-field level leading to a topologically non-trivial phase.10–13. Since the honeycomb-lattice system, which is Dirac semimetals in the non-interacting limit, becomes a topologically nontrivial insulator driven by the Coulomb interaction, this phase is often called a topological Mott insulator (TMI). This phenomenon is quite unusual not only because an emergent spin-orbit interaction appears from the electronic mutual Coulomb interaction, but also it shows an unconventional quantum criticality that depends on the electron band dispersion near the Fermi point.14.

However, this proposed topological phase by utilizing the ubiquitous Coulomb repulsions has not been achieved in real materials even though the TMI is proposed not only in various solids10–13,15 but also in cold atoms loaded in optical lattices16. Even in simple theoretical models such as extended Hubbard models, it is not clear whether the TMIs become stable against competitions with other orders and quantum fluctuations.

Reliable examination of stable topological Mott orders in the extended Hubbard model is hampered by competing symmetry breakings such as CDWs. Couplings driving the topological Mott transitions are also relevant to formations of a CDW, which has not been satisfactorily discussed in the previous studies. Since the emergence of the TMI in the honeycomb lattice requires the Coulomb repulsion between the next nearest neighbor sites, the long-period CDW instability must be considered on equal footing, which is not captured in the small-unit-cell mean-field ansatz employed in the previous studies. Examining charge fluctuations with finite momentum over entire Brillouin zones is an alternative way to clarify the competitions among TMIs and CDWs, as studied by employing functional renormalization group methods.10–17. However, first order thermal or quantum phase transitions not characterized by diverging order-parameter fluctuations are hardly captured by such theoretical methods. The most plausible symmetry breaking competing with TMIs indeed occurs as a first order quantum phase transition as discussed later.

The quantum many-body fluctuations beyond the mean-field approximation severely affects the stability of the TMI. The stability of the TMI and estimation of the critical value of interaction on the honeycomb lattice has
mainly been considered by mean-field calculations which can not treat the correlation effect satisfactorily. However, there exists a reliable limit where the TMI becomes stable: For infinitesimally small relevant Coulomb repulsions, the quadratic band crossing with vanishing Fermi velocities cause the leading instability toward the TMI, as extensively examined by using perturbative renormalization group methods. However, examining the instabilities toward the TMI in Dirac semimetals requires elaborate theoretical treatments.

In this study, for clarification of the competitions among TMIs and other symmetry breakings, we first examine the long-period CDW at the level of mean-field approximation that turns out to be much more stable compared to that of short period. Indeed, this CDW severly competes the TMI on the honeycomb lattice. The TMI on the honeycomb lattice studied in the literatures is consequently taken over by the CDW.

We, however, found a prescription to stabilize the TMIs on the honeycomb lattice: By reducing the Fermi velocity of the Dirac cones, the TMI tends to be stabilized. We examine the realization of the TMIs in the extended Hubbard model on the honeycomb lattice by controlling the Fermi velocity and employing a variational Monte Carlo method with many variational parameters, multi-variable variational Monte Carlo (MVMC), together with the mean-field approximation. Finally, we found that, by suppressing the Fermi velocity to a tenth of that of the original honeycomb lattice, the TMI emerges in an extended parameter region as a spontaneous symmetry breaking even when we take many-body and quantum fluctuations into account.

This paper is organized as follows. In section II we introduce an extended Hubbard model and explain the order parameter of TMI. We also introduce the MVMC method. In section III we first show how the long-range CDW becomes stable over the TMI phase in standard non-interacting limit, $U = V_{ij} = 0$, the system becomes a topological insulator when $\lambda$ is nonzero, which is identical to the topological phase of the Kane-Mele model.

For the off-site Coulomb repulsion, we mainly consider the second neighbor interaction ($V_{ij}$), which is necessary for the emergence of the correlation-induced topological insulators. The second neighbor Coulomb repulsions $V_{ij}$ effectively generate the spin-orbit interactions, which are identical to $\lambda$, and induce topological insulator phases even for $\lambda = 0$.

We note that the Coulomb repulsion of on-site or the nearest neighbor site do not affect the stability of the TMI phase at the level of the mean-field approximation. Indeed, our MVMC results show that this is essentially true beyond the level of mean-field approximation which will be discussed in the later section. Therefore, for the moment, we focus only on the effect of $V_{ij}$ for the consideration of interaction effects.

Here the TMI is the broken symmetry phase characterized by the order parameter $\zeta$ defined by

$$\zeta = \frac{i}{2} \sum_{\alpha \beta} \langle c_{j \beta}^\dagger c_{i \alpha} \rangle_{\text{NNN}} \left( \frac{d_{ik} \times d_{kj}}{|d_{ik} \times d_{kj}|} \cdot \sigma \right)_{\alpha \beta},$$

where the self-consistent mean fields for the second neighbor bonds are given by

$$\langle c_{j \beta}^\dagger c_{i \alpha} \rangle_{\text{NNN}} = -i \zeta \left( \frac{d_{ik} \times d_{kj}}{|d_{ik} \times d_{kj}|} \cdot \sigma \right)_{\alpha \beta}.$$ 

II. MODEL AND METHOD

A. Extended Hubbard Model

In this section, we study ground states of an extended Hubbard model on the honeycomb lattice at half filling defined by

$$H = H_0 + H_{SO} + U \sum_i n_{i\uparrow} n_{i\downarrow} + \sum_{i,j} \frac{V_{ij}}{2} n_{i\uparrow} n_{j\uparrow},$$

where the single particle parts of $H$ are defined as

$$H_0 = - \sum_{i,j} t_{ij} c_{i \sigma}^\dagger c_{j \sigma},$$

and

$$H_{SO} = i \lambda \sum_{\langle \langle i,j \rangle \rangle} \sum_{\alpha \beta = \uparrow, \downarrow} \left( \frac{d_{ik} \times d_{kj}}{|d_{ik} \times d_{kj}|} \cdot \sigma \right)_{\alpha \beta} c_{i \alpha}^\dagger c_{j \beta}$$

is the spin-orbit interaction. Here $c_{i \alpha}^\dagger$ $(c_{i \alpha})$ is a creation (annihilation) operator for a $\sigma$-spin electron, $n_i = n_{i\uparrow} + n_{i\downarrow}$ is an electron density operator, $t_{ij}$ represents the hopping of electrons between site $i$ and $j$, and $U(V_{ij})$ are on-site (off-site) Coulomb repulsion. Bracket $\langle \langle \rangle \rangle$ denotes the next-neighbor pair, $\lambda$ is the strength of the spin-orbit interaction and $\sigma = (\sigma_x, \sigma_y, \sigma_z)$ is the $S=1/2$-spin operator. In Eq. (3), the $k$-th site is in the middle of the next nearest neighboring pair $i$ and $j$ as shown in Fig. 1 and $d_{ij}$ is the vector from the site $i$ to $j$.

We start with the hopping matrix $t_{ij}$ in Eq. (2) for the bond connecting a pair of the nearest-neighbor sites $\langle i, j \rangle$, as the simplest extended Hubbard model on the honeycomb lattice. Later, we will examine the effect of third neighbor hoppings $t_3$. We take $t_1$ as the unit of energy and set $t_1 = 1$ throughout the rest of this paper. For the non-interacting limit, $U = V_{ij} = 0$, the system becomes a topological insulator when $\lambda$ is nonzero, which is identical to the topological phase of the Kane-Mele model.

For the off-site Coulomb repulsion, we mainly consider the second neighbor interaction ($V_{ij}$), which is necessary for the emergence of the correlation-induced topological insulators. The second neighbor Coulomb repulsions $V_{ij}$ effectively generate the spin-orbit interactions, which are identical to $\lambda$, and induce topological insulator phases even for $\lambda = 0$.

We note that the Coulomb repulsion of on-site or the nearest neighbor site do not affect the stability of the TMI phase at the level of the mean-field approximation. Indeed, our MVMC results show that this is essentially true beyond the level of mean-field approximation which will be discussed in the later section. Therefore, for the moment, we focus only on the effect of $V_{ij}$ for the consideration of interaction effects.
Here, \( \langle \cdots \rangle_{\text{NNN}} \) denotes the expectation value for next nearest neighbor bonds and the order parameter \( \zeta \) is physically interpreted as spin dependent loop currents flowing within a hexagons constituting the honeycomb lattice. At the level of the mean-field approximation, this quantum phase transition is understood by decoupling two-body electron correlation term of the next nearest neighbor bond, \( V_2 \sum n_i n_j \), as

\[
\begin{align*}
&n_{i\alpha} n_{i\beta} \rightarrow \langle n_{i\alpha} \rangle n_{i\beta} + n_{i\alpha} \langle n_{i\beta} \rangle - \langle n_{i\alpha} \rangle \langle n_{i\beta} \rangle \\
&- \langle c_{i\alpha}^\dagger c_{j\beta}^\dagger c_{j\alpha} c_{i\beta} \rangle + \langle c_{i\alpha}^\dagger c_{j\beta}^\dagger c_{j\alpha} c_{i\beta} \rangle^2.
\end{align*}
\]

We also note that this phase transition to TMI, which is proposed not only on the honeycomb lattice but also in several other lattice models, belongs to an unconventional universality class, which depends on the dimension of the system and the dispersion of the electron band.  

\[ \zeta(L, \lambda) = \lim_{\lambda \to 0} \lim_{L \to \infty} \langle \zeta(L, \lambda) \rangle. \]  

\[ \langle \zeta(L, \lambda) \rangle \]  

\[ \text{C. Thermodynamic Limit} \]

In the present implementation of the variational Monte Carlo method with complex variables, the feasible system size for the calculation is about up to 300, from which we speculate properties in the thermodynamic limit. For this purpose, we perform the size extrapolation using the standard formula

\[ \zeta(L=\infty, \lambda=0) = \lim_{\lambda \to 0} \lim_{L \to \infty} \langle \zeta(L, \lambda) \rangle, \]

where \( L \) is the linear dimension of the system size. We note that the order of taking the limit in the right hand side of Eq. (10) is also important for the validity of the extrapolation, which is known as the textbook prescription for the defining spontaneous symmetry breakings. Another practical way to determine the spontaneous symmetry breakings is in principle the finite size scaling of the correlation for the order parameter. However, the latter finite size scaling is not practically easy. The correlation of \( \zeta \) becomes too small because \( \zeta \) itself is about the order of 0.01 and the correlation becomes the order of \( 10^{-4} \) which becomes comparable to the statistical error of the Monte Carlo sampling.

For the size extrapolation, we fit the data of the finite size calculations by a polynomial of \( 1/L^2 \), that is, we assume the size dependence by

\[ \zeta(L, \lambda) = \zeta(L = \infty, \lambda) + \frac{a(\lambda)}{L^2} + \frac{b(\lambda)}{L^4}. \]  

The above assumption for the finite size scaling is based on a practical observation and an analogy to the finite size scaling in the spin wave theory. As a practical observation, \( \zeta(L, \lambda) \) for the limit \( \lambda \to 0 \) and \( U = V = 0 \) is scaled by \( 1/L^2 \).
III. STABILITY OF PHASES

We examine the ground states of the extended Hubbard model on the honeycomb lattice by tuning the on-site Coulomb repulsion $U$ and the second neighbor Coulomb repulsion $V_2$. Even for the parameter sets favorable to the TMI that have been studied in the pioneering works on the TMI\textsuperscript{10}, we show that the TMI is not stabilized when we take into account other competing orders overlooked in the literature. However, here, we reveal that, by tuning the Fermi velocities of the Dirac cones, the TMI is indeed stabilized.

A. Charge Density Wave

In this section, we consider long-period CDW states and show that 6-sublattice order is stable when $V_2$ becomes dominant. This state is schematically shown in Fig.2(a), where the electron density per site is disproportionately into four inequivalent values. When we pick up very rich sites or very poor sites, they constitute triangular lattices. The moderately rich or poor sites constitute the honeycomb lattices.

Figure 2(b) shows the growth of the order parameters of the 6-sublattice CDW state for several different parameters of $U$. In this calculation, we have used the mean-field approximation, where we defined the mean field by

$$\rho = \frac{1}{6} \sum_{n=1}^{6} |\rho_n|, \quad (12)$$

where $\rho_n$ is defined through

$$\langle c_{r_n,\sigma}^\dagger c_{r_n,\sigma} \rangle = \frac{1}{2} + \rho_n \quad (n = 1, \cdots, 6). \quad (13)$$

Here, the condition of half filling is satisfied by the following identity,

$$\sum_{n=1}^{6} \rho_n = 0. \quad (14)$$

As can be seen from Fig.2(b), the order parameter grows above $V_2 = 1.1$ even if we set $U = 2.0$. This is a quite serious problem for the stabilization of the TMI since the critical value of $V_2$ for the TMI at the mean-field approximation is also about $V_2 = 1.2$. In addition, the energy gain due to the formation of the topological Mott order is much smaller than that for the CDW state. When we consider larger values of $U$, then the system becomes an antiferromagnetic state. Furthermore, the mean-field approximation often overestimates the ordered phase, because it does not take into account fluctuation effects seriously. Actually, by using the MVMC method, we could not find the region where the topological insulator becomes the ground state in the parameter space of $U$ and $V_2$. The resulting phase diagram by the mean-field approximation is shown in Fig. 2(c). There the antiferromagnetic phase is denoted as Néel, where the spin on different sites of the bipartite aligns in the anti-parallel direction.

B. Modulation of Fermi Velocity

As examined above, we found that the CDW state dominates and could not find parameter regions where
the TMI is stable. However, we find that the TMI becomes stable by modulating the Fermi velocity at the Dirac cones in the electronic band dispersion. Actually it is confirmed that, when the Fermi velocity is 0 and then the Dirac cones change to the quadratic band crossing points, the phase transition from a zero-gap semiconductors to a TMI occurs with infinitesimal Coulomb repulsions. For the honeycomb lattice, it is possible to change Dirac semimetals to quadratic band crossings by introducing the third neighbor hopping $t_3$ (schematically shown in Fig. 3 (a)). Then the part of the Hamiltonian $H_0$ is replaced with

$$H_0 = H_1 + H_3,$$

where the third neighbor hoppings are given as

$$H_3 = -t_3 \sum_{(i,j) \text{TNN} \sigma} c_i^{\dagger} c_j^\sigma.$$  

Here the TNN stands for the third neighbor. We find that the Fermi velocity linearly decreases by introducing $t_3$ and becomes 0 at $t_3 = 0.5t_1$ as $v_f = v_f(t_3 = 0) \times (1 - 2t_3/t_1)$, which is also shown in Fig. 3 (b). Though tuning nominal value of $t_3$ in the graphene is difficult, tuning of the Fermi velocity at the Dirac cone has been proposed in bilayer graphene by changing the relative orientation angle between two layers, which is effectively equivalent to the tuning of $t_3$.

Figure 4 shows the phase diagram calculated by the mean-field approximation for $t_3 = (a) 0.3$, (b) 0.4 and (c) 0.45. SM denotes the semimetal.

### C. Topological Mott insulator Studied by Multi-Variable Variational Monte-Carlo Method

Next, we examine the stability by using the MVMC method. In our MVMC method, we impose the translational symmetry on the variational parameters to reduce
the computational cost, as

$$f_{r'} = f_r + R' + R.$$  

(17)

Here, $R$ is taken as any Bravais vector of the 6 sublattice unit cell illustrated in Fig.2(a), in order to examine possible spontaneous symmetry breakings including the CDW shown in Fig.2(a) and the TMI on an equal footing. Therefore the number of the sites for each calculation is taken as $L \times L \times 6$. We have calculated for $L = 4, 5, 6, 7$, where about 2500 variational parameters are used for the calculation of the largest size. To perform the extrapolation to the small external field limit, $\lambda \to 0$, we have also calculated for several different strengths of the spin-orbit interaction, $\lambda = 0.001, 0.0005, 0.0002,$ and 0.0001.

Figure 3(a) shows the numerical results for the order parameter of the TMI at $t_3 = 0.45$ and $L = 5$. The sudden drops in $\zeta$ around $V_2 = 0.6$ signals the emergence of the 6-sublattice CDW state. Indeed, when $V_2$ further increases, $\zeta$ vanishes. This is physically quite natural because $\zeta$ is interpreted as the loop current and hard to be stabilized inside the CDW phase where electrons are locked at specific sites.

Same calculations are carried out for $L = 4, 6, 7$, which is employed in the size extrapolation of $\zeta$. Figure 3(b) shows the size extrapolation at $\lambda = 0.0002$ as a typical example. Since the CDW becomes dominant at $V_2 = 0.6$, the results for $V_2 \lesssim 0.5$ are shown in Fig.3(b). When $V_2$ is small, $\zeta$ empirically follows the size dependence $\zeta(\lambda) = \zeta(\lambda, L = \infty) + a/L^z$ with a constant $a$ as we see in Fig.5(b). This extrapolation is performed for four different values of $\lambda$, and then we get the values for $\zeta(\lambda, L = \infty)$. These data are shown in Fig. 5(c), where the second extrapolation to $\lambda \to 0$ is performed.

Final results for $\zeta(\lambda = 0, L = \infty)$ are shown in Fig. 5(a), where the results of $t_3 = 0.4$ are also shown. The errorbars are defined from the errors of the extrapolation, where the largest error of the first extrapolation is added to the errors of the second extrapolation. We note that the error bars arising from the statistical errors of the Monte Carlo sampling are much smaller. Relatively large errorbars for small $V_2$ at $t_3 = 0.4$ is possibly because of the existence of the critical point at a finite value of $V_2$, which is about $V_2c \sim 0.36$. When $V_2$ exceeds this critical value and $\zeta$ in the thermodynamic limit remains nonzero, the error becomes smaller as can be seen from Fig. 3(a). For $t_3 = 0.45$, the order grows from small value of $V_2(\sim 0.1)$. However, at $t_3 = 0.4$, non-zero $\zeta$ cannot be detected for small values of $V_2$. Though the estimate of the universality class from these data is difficult, theoretically it is expected to belong to that of the Gross-Neveu model, and our result does not contradict this criticality. For $t_3 = 0.3$, we do not find the value of $V_2c$ where $\zeta$ in the thermodynamic limit remains nonzero, and therefore phase transitions are not expected. This is shown in Fig. 3(b), where the size extrapolation at $\lambda = 0.0002$ is shown. There, $\zeta$ becomes 0 at $L \to \infty$ for all $V_2$, which is completely different from the behavior at $t_3 = 0.4$ and $t_3 = 0.45$. The resulting phase diagram is shown in Fig. 4(a). Although we expect that the MVMC results show larger critical values $V_2c = V_2c'$ for the transition at $t_3 = 0.45$, the estimated results indicate $V_2c$ slightly smaller than the mean-field results shown in Fig.4. The reason that $V_2c'$ becomes smaller at $t_3 = 0.45$ in the MVMC results is probably an artifact arising from a peculiar size dependence near the essential singularity at $t_3 = 0.5$, as we see even in the mean-field calculation shown in Fig. 4(b) where, the size dependence in the mean-field calculation are shown. The possible errors in

FIG. 5. (Color online) Results calculated by the MVMC method. (a) MVMC results for several different values of $\lambda$ for $t_3 = 0.45$ at $L = 5$. (b) Size extrapolation at $\lambda = 0.0002$ for several different values of $V_2$. Here, four different sizes ($L = 4, 5, 6, 7$) are calculated. Lines are results of quadratic fittings. (c) Extrapolation of $\lambda$ is shown for different values of $V_2$. Lines are results of quadratic fitting.
in the estimate of $\zeta$ is as large as 0.005 and the resultant errors in the estimate of $V_{2c}$ is around 0.1. Therefore, the stability of the TMI phase over the CDW and Néel phases in the region $0.2 < V_2 < 0.5$ for $t_3 = 0.45$ is robust. Here we note that the boundary between the CDW and TMI phases around $V_2 = 0.5$ does not change when we take into account the quantum fluctuations (by calculating with the VMC method), because it is a strong first-order transition.

Now we discuss the effect of the on-site Coulomb repulsion. Though the onsite Coulomb repulsion does not affect the value of $\zeta$ and therefore stability of the TMI in the mean-field approximation, our MVMC result shows that increasing $U$ decreases the value of $\zeta$ if $V_2$ is fixed as shown in Fig. 7(c). While the increasing $U$ quantitatively decreases the value of $\zeta$, its effect does not destroy the stability of the TMI phase at $V_2 > 0.3$ at least if $U \sim t$. It also suppresses the emergence of the CDW. Therefore it may help to enlarge the region of the TMI phase. The same effect is expected when we consider the Coulomb repulsion for the nearest neighbor sites $V_1$. That is, it decreases the value of $\zeta$ beyond the level of the mean-field approximation but does not essentially affect the phase transition. However, we also note $V_1$ may cause another type of CDW, and stabilization of TMI should be examined against this CDW phase when $V_1$ is large.

As a qualitative difference from the mean-field approximation, we found that effect of $U$ decreases the value of the order parameter of the TMI. In the case of the border between the semimetal and the Néel ordered phases, it is expected that $U_{c,1}$, namely the critical values for $U$ becomes larger by treating fluctuation effects carefully.

---

**FIG. 6.** (Color online) MVMC results. (a) Result of extrapolations for two different values of $t_3$ are shown. (b) Size extrapolation at $t_3 = 0.3$ and $\lambda = 0.0002$ for several different values of $V_2$. Here, four different sizes ($L = 4, 5, 6, 7$) are calculated. Lines are results of quadratic fittings.

**FIG. 7.** (Color online) (a) Phase diagram of semimetal and the TMI with respect to $V_2$ and $t_3$ at $U = 0$ obtained by MVMC calculations. (b) Size dependence of mean-field calculation for several different values of $V_2$ at $t_3 = 0.45$. (c) $V_2$ dependence of order parameter of TMI for $U = 0.0$ and $U = 1.0$ at $t_3 = 0.45$. Decrease in $\zeta$ is observed by introducing $U$. 

---
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Furthermore, we expect that $U_c$ becomes a function of $V_2$, which may enhance the fluctuation of the Néel order and suppress the phase transition. In our calculation, we did not find Néel ordered states or mixed states of TMI and Néel ordered states. On the other hand, the CDW phase is expected to be much more stable against fluctuations and the mean-field solution gives a reasonably good description because of a large scale of the energy gain for the CDW phase in comparison to other phases as adequately shown even by the mean-field approximation. At the boundary of the TMI to Néel ordered phases, the universality class may change as suggested in the Kane-Mele-Hubbard model.

### IV. POSSIBLE REALIZATION OF CORRELATION INDUCED TOPOLOGICAL INSULATOR IN TWISTED BILAYER GRAPHENE

Here, we discuss the realization of the TMI in the real solids. A primary candidate of TMIs is graphene. As a well-known fact, graphene is nothing but a two-dimensional honeycomb network of carbon atoms and hosts Dirac electrons. However, it is also a well-known fact that, in free-standing graphene and graphene on substrates, significant single-particle excitation gaps have not been observed yet. Below, we examine possible routes toward the realization of the TMI in graphene-related systems.

First of all, as already studied above, the suppression of the Fermi velocity of the Dirac electrons is crucial for the stabilization of the TMIs. As extensively studied in the literature, twisted bilayer graphene (TBLG) offers Dirac electrons with tunable Fermi velocities. By choosing stacking procedures, the quadratic band crossing, in other words, the zero Fermi velocity limit, is also achieved, which has been already observed in experiments.

Next, we need to clarify competitions with any other possible symmetry breakings in the TBLG with the Fermi velocity smaller than that of graphene. The suppressed Fermi velocities may possibly cause instabilities towards not only the TMIs but also other competing orders as discussed in this paper. For clarification of the competition, we need an ab initio estimation of effective Coulomb repulsions which directly correspond to the Coulomb repulsions in the extended Hubbard model. The ab initio study on the effective Coulomb repulsions employs a many-body perturbation scheme called constrained random phase approximation (cRPA). The cRPA estimation gives the following values for the Coulomb repulsions: The on-site and off-site Coulomb repulsions are given as $U/t_1 \approx 3.3$, $V_1/t_1 \approx 2.0$, and $V_2/t_1 \approx 1.5$ with $t_1 \approx 2.8$ eV for free-standing graphene. If we neglect longer-ranged Coulomb repulsions, we expect the Néel or CDW orders by employing these cRPA estimates of $U$, $V_1$, and $V_2$ in graphene and TBLG. Therefore, the free-standing graphene and TBLG do not offer a suitable platform for the TMIs.

However, by choosing dielectric substrates, the strength of the Coulomb repulsions, $U/t_1, V_1/t_1$, and $V_2/t_1$, is suppressed due to enhancement of effective Coulomb constant as $U/e\varepsilon_1, V_1/e\varepsilon_1, V_2/e\varepsilon_1$, where $\varepsilon$ is defined by dielectric constants of each materials as $\varepsilon = (\varepsilon_{\text{graphene}} + \varepsilon_{\text{substrate}})/\varepsilon_{\text{graphene}}$. (Here, we ignored the possible reduction of the effective dielectric constants at small distances.) Then, we may approach the parameter region, where TMIs become stable, as shown in Fig.7(b). If we neglect $V_1$, dielectric substrates with $\varepsilon \gtrsim 3$ are enough to stabilize the TMIs. Even when the nearest-neighbor Coulomb repulsion $V_1$ is taken into account, TMI is expected to be stable as long as $V_1$ is not strong.

In the above discussion, we neglected further neighbor Coulomb repulsions, namely, the third neighbor Coulomb repulsions $V_3$, the fourth neighbor ones $V_4$, and so on. To justify the above discussion, we need to screen the further neighbor Coulomb repulsions by utilizing dielectric responses of the substrates and/or adatoms. Here we note that the screening from atomic orbitals on the same and neighboring sites effectively reduces the Coulomb repulsions as extensively studied by using cRPA. The relative strength of the on-site and second neighbor Coulomb repulsions, $V_2/U$, may also be controllable by utilizing the adatoms, which are expected to efficiently screen the on-site Coulomb repulsions if the adatoms is located just on top of the carbon atoms. If we combine the control of the $V_2/U$ with the suppression of the further-neighbor Coulomb repulsions, the above discussion may be relevant. By utilizing the adatoms, the nearest-neighbor Coulomb repulsions $V_1$ are also expected to be well-screened by adatoms on nearest-neighbor carbon-carbon bonds.

Finally, we estimate the single-particle excitations gap $\Delta_c$ induced by the TMI. The excitation gap is crucial for actual applications of the TMI as a spintronics platform. If we set $U/t_1 \sim 1$ and expect the TBLG with $t_1 \sim 3$ eV, we obtain the excitation gap up to 0.1 eV, where we use the mean-field estimation of the gap $\Delta_c = 3\sqrt{3}V_2/2$ with the value of the MVMC result for $\zeta$ and assumed this formula is valid in the presence of electron correlation. The estimated gap scale is substantially larger than the room temperatures. Our theoretical results support that topological insulators with such a large excitation gap $\Delta_c \sim 0.1$ eV are possibly obtained by using abundant carbon atoms.

### V. CONCLUSION

In this paper, we have studied the realization of the TMI phase for the electronic systems on a honeycomb lattice by using the mean-field calculation and MVMC method. We found that the CDW of the 6 sublattice unit cell is much more stable than the previously estimated
CDW with smaller unit cells for the simplest case where the electronic transfer is limited to the nearest neighbor pair. For the stabilization of the TMI we need to suppress the Fermi velocity at the Dirac point than the standard Dirac dispersion for the case with only the nearest neighbor transfer. In the case of the honeycomb lattice, this is realized by introducing the third neighbor hopping $t_3$ and we have given quantitative criteria for the emergence of the TMI. Related real material is a bilayer graphene where the Fermi velocity is tuned by changing the rotation angle between two parallel layers. Actually, the quadratic band crossing is realized when the rotation angle is $0$ (known as the AB stacking bilayer graphene), which is mimicked by $t_3/t_1 = 0.5$. Since smaller values of Fermi velocity stabilizes the TMI at smaller values of $V_2$, its effective control may offer a breakthrough in the realization of two dimensional TMI. We need further analyses for experimental methods of controlling the stability of the TMI and ab initio quantiative estimates of the stability for bilayer graphenes, which are intriguing future subjects of our study.
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