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ABSTRACT

We introduce a new approximation technique into the context of complex dynamics that allows us to construct examples of transcendental entire functions with unbounded wandering domains. We provide examples of entire functions with an orbit of unbounded fast escaping wandering domains, answering a question of Rippon and Stallard. Moreover, these examples cover all possible types of simply-connected wandering domains in terms of convergence to the boundary. In relation to a conjecture of Baker, it was unknown whether functions of order less than one could have unbounded wandering domains. For any given order greater than 1/2 and smaller than 1, we provide an entire function of such order with an unbounded wandering domain.
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1. Introduction

Let $f: \mathbb{C} \to \mathbb{C}$ be a transcendental entire function and for every $n \geq 0$, denote by $f^n$ its $n$-th iterate. The Fatou set of $f$, $F(f)$, consists of all the points $z \in \mathbb{C}$ for which the family $\{f^n\}_{n \in \mathbb{N}}$ is equicontinuous with respect to the spherical metric. Its complement, $J(f) := \mathbb{C} \setminus F(f)$, is known as the Julia set. The Fatou set of an entire map is always open and consists of connected components, called Fatou components. For a Fatou component $U$ of $f$ and each $n \geq 0$, we denote by $U_n$ the Fatou component containing $f^n(U)$, and call the sequence $(U_n)_{n \geq 0}$ an orbit. A Fatou component $U$ may be periodic, if $U_n \subseteq U$ for some $n \in \mathbb{N}$, preperiodic, if $U_n$ is periodic for some $n \in \mathbb{N}$, or, otherwise, $U$ is called a wandering domain. Equivalently, $U$ is a wandering domain if $U_n = U_m$ implies $n = m$.

Baker [1] was the first to provide an example of a transcendental entire function with a wandering domain in 1976, while Sullivan [35] showed in 1985 that they do not occur for rational functions. Since then, many examples of transcendental entire functions with wandering domains, most of them bounded, have been provided, e.g. [2,18,13,12,16]. In recent years, with the development of new techniques, much progress on the understanding of wandering domains has been achieved, e.g. [8,24,26,17,4,11,25].

All limit functions of the family of iterates in a wandering domain are constant [15], and so they can be classified into escaping, when the only limit function is infinity, oscillating, if both infinity and at least one other finite value are limit functions, and dynamically bounded, when all limit functions are in $\mathbb{C}$. It remains one of the major open problems in transcendental dynamics whether dynamically bounded wandering domains exist. In this paper, we focus on escaping wandering domains.

For a transcendental entire function $f$, points might converge to infinity under iteration at different rates. Of particular importance is the fast escaping set, $A(f)$, of points that escape to infinity ‘as fast as possible’ under iteration. This set, introduced by Bergweiler and Hinkkanen [7] in connection to permutable functions and absence of wandering domains, is defined in [31] as

$$A(f) := \{z : \text{there exists } \ell \in \mathbb{N} \text{ such that } |f^{n+\ell}(z)| \geq M_f^n(R), \text{ for } n \in \mathbb{N} \},$$

where $M_f(r) := \max_{|z|=r} |f(z)|$, for $r > 0$, is the maximum modulus function, $M_f^n(r)$ denotes the $n$-th iterate of the function $M_f(r)$, and $R > 0$ can be taken to be any value such that $M_f(r) > r$, for $r \geq R$. It follows from [31, Theorem 1.2] that if $U$ is a component of $F(f)$ such that $U \cap A(f) \neq \emptyset$, then $\overline{U} \subset A(f)$, and we say that $U$ is fast escaping. We note that all fast escaping components of $F(f)$ must be wandering domains; see [7, Lemma 4].

Multiply connected wandering domains are always bounded and fast escaping, [2, 29]. However, only Bergweiler [6] and Sixsmith [34] have provided examples of simply connected, fast escaping wandering domains, which are shown to be bounded in both cases. This led Rippon and Stallard to ask whether there exist unbounded fast escaping wandering domains, [31, Question 1, p. 802]; see also [10, p. 453] for the connection
of this problem to that of permutable functions having the same Julia set. We give a positive answer to Rippon and Stallard’s question.

**Theorem 1.1.** There exists a transcendental entire function with an orbit of unbounded fast escaping wandering domains.

We prove Theorem 1.1 by introducing a new approximation technique into the world of complex dynamics allowing us to construct functions with unbounded wandering domains. Our method is based on Hörmander’s solution to $\partial$-equations; see Hörmander’s Theorem on p.9. In particular, it provides control over the growth of the resulting function while allowing for flexibility on the choice of domains of approximation, see Section 2 for details.

While all orbits within (pre)periodic Fatou components and multiply connected wandering domains behave essentially in the same manner, see [5,9], the internal dynamics of simply connected wandering domains exhibit a wider range of possibilities, and have only been completely classified recently. Namely, in [4], two classifications are provided, giving rise to three cases each. The first in terms of the long-term behaviour of orbits with respect to hyperbolic distances, [4, Theorem A], and the second with respect to convergence to the boundary, [4, Theorem C]; for the definition, see Theorem 2.3. Examples of bounded escaping wandering domains of each possible type are provided in [4]; and of bounded oscillating ones in [14]. This prompts the question of whether there are examples of unbounded wandering domains with all different possible internal dynamics. We provide examples with all the different behaviours in terms of convergence to the boundary, showing that the function from Theorem 1.1 can be chosen to have wandering domains of any of the types arising from [4, Theorem C].

**Theorem 1.2.** For each of the three possible types of simply connected wandering domains in terms of convergence to the boundary, there exists a transcendental entire function with an orbit of unbounded fast escaping wandering domains of that type.

**Remark.** In Observation 2.4 we explain how we can choose the above wandering domains to be ‘contracting’ with respect to hyperbolic distances, and discuss the other two types arising from [4, Theorem A].

The existence of unbounded wandering domains is related to a conjecture of Baker from 1981, [3]. Part of this conjecture states that a transcendental entire function $f$ of order less than half cannot have unbounded Fatou components. Recall that the order of an entire map $f$ is defined as $\rho(f) := \limsup_{r \to \infty} \frac{\log \log M_f(r)}{\log r}$. Zheng [36] showed that such functions have no unbounded periodic or preperiodic Fatou components, and it is still an open question if such a map can have an unbounded wandering domain. In addition, the conjecture has been shown to hold in many instances where growth conditions are imposed on the function, see e.g. [22,30,32,27] and the survey [19].
Absence of unbounded wandering domains has also been shown for further functions of small order. Recently, Nicks, Rippon and Stallard [27] showed that real entire functions with only real zeros and of order less than one do not have orbits of unbounded wandering domains. Note however that there are known examples of functions of order one with orbits of unbounded wandering domains, as shown by Herman for the map $z \mapsto z - 1 + e^{-z} + 2\pi i$, [18]. This suggests the following question.

**Question 1.3 ([21, Problem 2.93, p. 61], [27, p. 101]).** Let $f$ be a transcendental entire function of order less than one. Can $f$ have (an orbit of) unbounded wandering domains?

The following theorem answers the question by providing the first examples of entire functions of order less than 1 with unbounded wandering domains.

**Theorem 1.4.** For every $\varepsilon \in (0, 1/2]$, there exists an entire function of order $1/2 + \varepsilon$ with an unbounded fast escaping wandering domain.

**Remark.** The functions constructed in Theorems 1.1 and 1.2 are of infinite order of growth, see (2.2) in Corollary 2.2. Therefore, new tools are required to prove Theorem 1.4. We note that our construction ensures that the resulting function has one unbounded wandering domain, $U_0$. However, we were not able to show whether any element, $U_n$, in its orbit is bounded or unbounded; see Corollary 3.2 for details. It remains an open question whether there exists an entire function of order less than 1 with an orbit of unbounded wandering domains.

**Notation.** Given a set $U \subset \mathbb{C}$ and $\delta > 0$, we let

$$U^{-\delta} := \{z \in U : \text{dist}(z, \mathbb{C} \setminus U) > \delta\} \quad \text{and} \quad U^{+\delta} := \{z \in \mathbb{C} : \text{dist}(z, U) < \delta\},$$

i.e., the set $U^{-\delta}$ is the subset of $U$ where all the points are separated from the boundary of $U$ by at least $\delta$ and the set $U^{+\delta}$ is a ‘fattening’ or ‘padding’ of the set $U$ by $\delta$.

Given a sequence $\{a_n\}$ we will use the notation $a_n \searrow 0$ to indicate that $\{a_n\}$ is monotone decreasing to 0 and the notation $a_n \nearrow \infty$ to indicate that $\{a_n\}$ is monotone increasing to $\infty$. We will denote by $S$ the strip of width one centred about the real line, i.e.,

$$S := \{z \in \mathbb{C} : |\text{Im}(z)| < 1/2\},$$

and by $dm$ Lebesgue’s measure on the complex plane. We denote by $B(z, r)$ the disk centred at $z$ of radius $r > 0$ and by $nB(z, r), n \geq 2$, the disk centred at $z$ of radius $n \cdot r$. Given a set $T \subset \mathbb{C}$ and a constant $a \in \mathbb{C}$, we denote by $T + a$ the translation of $T$ by $a$, i.e., $T + a := \{z + a : z \in T\}$. The Euclidean distance is denoted by dist, the hyperbolic distance in a simply connected domain $U$ is denoted by $\text{dist}_U$ and the symbol $\Delta$ denotes
the end of the proof of a claim within the proof of a theorem. By numerical constant we mean a constant number that does not depend on any parameter.
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2. Orbits of unbounded wandering domains

Our main goal in this section is to prove the following flexible construction theorem, from which Theorems 1.1 and 1.2 will follow readily. Roughly speaking, it tells us that given a collection of holomorphic maps, \( h_k \), defined on the horizontal strip \( S \), there exists an entire function \( f \) that approximates, for each \( k \geq 1 \), a translation of \( h_k \) from \( S^{-\varepsilon_k} + i\tau_k \) to \( S + i\tau_{k+1} \) for sequences \( \varepsilon_k \downarrow 0 \) and \( \tau_k \uparrow \infty \), up to a prescribed error, \( \delta_k \). Moreover, \( f \) will map a strip of points in between each copy of \( S \) close to the point \( i\tau_0 \); see Fig. 1. In particular, we will show in Corollary 2.2 that \( f \) has an orbit, \( \{U_n\} \), of unbounded wandering domains, asymptotically equal to horizontal strips and separated by preimages of a basin of attraction containing \( i\tau_0 \), that are fast escaping whenever the translation parameters, \( \tau_k \), diverge to infinity sufficiently fast.

Theorem 2.1. Given

(i) A sequence \( \{\varepsilon_k\} \subset (0, \frac{1}{4}) \) with \( \varepsilon_k \downarrow 0 \);

(ii) A sequence \( \tau_k \uparrow \infty \) with \( \tau_0 \geq \frac{2}{3}, \tau_{k+1} > \tau_k + 1 + \varepsilon_k + \varepsilon_{k+1} \) and such that

\[
\delta_k := \frac{3}{\varepsilon_k \cdot \tau_k} < \varepsilon_{k+1} \to 0; \tag{2.1}
\]

(iii) The map \( h_0 : S \to \mathbb{C} \) defined as \( h_0(z) := i(\tau_0 - \tau_1) \) and a sequence \( \{h_k\}_{k \geq 1} \) of holomorphic maps, \( h_k : S \to S \), such that

\[
|h_k(z)| \leq |z|^{n_k} + b_k,
\]

where \( \{b_k\}, \{n_k\} \subset \mathbb{N} \) are non-decreasing sequences;

There exists a monotone increasing sequence \( \{a_k\} \), where \( a_k \) depends only on \( \{h_j\}_{j=0}^{k+1}, \{\varepsilon_j\}_{j=0}^{k+1} \) and \( \{\tau_j\}_{j=0}^{k+1} \), and an entire function \( f : \mathbb{C} \to \mathbb{C} \) with the following properties.

1. For every \( k \geq 0 \), for every \( z \in S^{-\varepsilon_k} + i\tau_k \),

\[
|f(z) - (h_k(z - i\tau_k) + i\tau_{k+1})| < \delta_k.
\]
Fig. 1. Schematic of the domains and functions in the statement of Theorem 2.1 and Corollary 2.2. The entire function $f$ will map the domains $S^{-\varepsilon_k} + i\tau_k$ and $W_n$ (in light gray) to a circle around $i\tau_0$, which belongs to an attracting basin, $A$. The wandering domains $\{U_n\}_{n \geq 1}$ lie in the complement of these domains, and for each $n$, $U_n$ contains $S^{-\varepsilon_n} + i\tau_n$, in dark gray. In white, between $S^{-\varepsilon_n} + i\tau_n$ and $W_n$, the strips where there is no control over $f$ other than an upper bound.

(2) For every $k \geq 0$ and $z \in W_k := \{w : \tau_k + 1/2 + \varepsilon_k < \text{Im}(w) < \tau_{k+1} - 1/2 - \varepsilon_{k+1}\}$, $|f(z) - i\tau_0| < \delta_k$.

(3) If $\text{Im}(z) \leq \tau_{k+1} - \frac{3}{2}$, then

$$|f(z)| \leq 4 \exp \left( a_k \exp \left( \frac{\pi}{\varepsilon_k} |\text{Re}(z)| \right) \right).$$

The following corollary shows that the function $f$ constructed in Theorem 2.1 has an orbit of unbounded wandering domains, which converge to horizontal strips. Moreover, the translations, $\tau_k$, can be chosen to be large enough, in a precise way, so that the wandering domains are fast escaping.

**Corollary 2.2.** Let $h_k : S \to S$ be holomorphic maps satisfying that for every $k$, $h_k(S^{-\varepsilon_k}) \subset S^{-2\varepsilon_{k+1}}$ and let $f$ be the entire function resulting from Theorem 2.1. Then, $f$ has an orbit of unbounded escaping wandering domains $\{U_k\}_{k \geq 1}$ such that for every $k \geq 1$,

(1) $S^{-\varepsilon_k} + i\tau_k \subseteq U_k \subseteq S^{\varepsilon_k} + i\tau_k$.

(2) If, in addition, $\tau_k \to \infty$ fast enough, namely, if for all $k \geq 1$

$$\tau_{k+1} > 4 \exp \left( a_{k-1} \exp \left( \frac{\pi}{\varepsilon_{k-1}} \left( \frac{\tau_k}{2} \right) \right) \right) + \frac{3}{2}, \tag{2.2}$$

then $U_k \subset A(f)$. 
Proof of Corollary 2.2, using Theorem 2.1. Note that following property (1) of $f$, for every $k \geq 0$ we have

$$f\left(S^{-\varepsilon_k} + i\tau_k\right) \subset \left[h_k\left(S^{-\varepsilon_k}\right) + i\tau_{k+1}\right]^{\delta_k}.$$

For $k = 0$,

$$f(S^{-\varepsilon_0} + i\tau_0) \subset \left[h_0\left(S^{-\varepsilon_0}\right) + i\tau_1\right]^{\delta_0} = B\left(i\tau_0, \delta_0\right) \subset S^{-\varepsilon_0} + i\tau_0,$$

implying, by Montel’s theorem, that $S^{-\varepsilon_0} + i\tau_0$ is contained in an unbounded Fatou component, $\mathcal{A}$, which must be an attracting basin. For every $k \geq 1$, we get

$$f\left(S^{-\varepsilon_k} + i\tau_k\right) \subset \left[h_k\left(S^{-\varepsilon_k}\right) + i\tau_{k+1}\right]^{\delta_k} \subset S^{-\varepsilon_{k+1}} + i\tau_{k+1},$$

since, by assumption, $h_k(S^{-\varepsilon_k}) \subset S^{-2\varepsilon_k+1}$, and $\delta_k < \varepsilon_{k+1}$. We conclude that the orbit of every point in $S^{-\varepsilon_k} + i\tau_k$ does not intersect the set $\{\text{Im}(z) < 0\}$. By Montel’s theorem, $S^{-\varepsilon_k} + i\tau_k$ is contained in a Fatou component, $U_k$.

A similar argument shows that, following property (2) of the function $f$, for every $z \in W_k$, $f(z) \in B\left(i\tau_0, \delta_k\right) \subset \mathcal{A}$. Denote by $A_k$, $k \geq 1$, the Fatou component containing $W_k$. Observe that since points in $U_k$ escape to infinity and $A_k$ lies between $U_k$ and $U_{k+1}$, all Fatou components $\{A_k\}, \{U_k\}$ are pairwise disjoint. We conclude that

$$S^{-\varepsilon_k} + i\tau_k \subseteq U_k \subseteq S^{+\varepsilon_k} + i\tau_k.$$ 

Lastly, since for all $k \geq 1$, $S^{-\varepsilon_k} + i\tau_k \subseteq U_k$ and

$$f\left(S^{-\varepsilon_k} + i\tau_k\right) \subseteq S^{-\varepsilon_{k+1}} + i\tau_{k+1} \subseteq U_{k+1},$$

we see that $f(U_k) \cap U_{k+1} \neq \emptyset$. Thus, $\{U_k\}_{k \geq 1}$ is an orbit of unbounded escaping wandering domains, proving part (1) of the corollary.

To see part (2), suppose that $f$ results from a sequence $\{\tau_k\} \subset \mathbb{R}^+$ such that $\tau_0 \geq \frac{3}{2}$ and for every $k \geq 1$, equation (2.2) holds. Let $R_1 := \tau_2 - \frac{3}{2}$. Note that $\min_{z \in J(f)} |z| < \tau_1 - 1/2 + \varepsilon_1 < R_1$ and so for every $r \geq R_1$ we have $M_f(r) > r$, (since otherwise, by Montel’s theorem, we would have $B(0, r) \subset F(f)$). Next, for every $k \geq 1$, define $R_{k+1} := M^k_f(R_1)$. We will show by induction that

$$R_k \leq \tau_{k+1} - \frac{3}{2}.$$ 

For $k = 1$ it holds by the way it was defined. Assuming it holds for $R_{k-1}$, and using property (3) of $f$ and (2.2),

$$R_k \leq \tau_{k+1} - \frac{3}{2}.$$
Let \( z \in S^{-\varepsilon_1} + i\tau_1 \subset U_1 \). Then, by part (1) of the corollary, for every \( k \geq 1 \), \( f^k(z) \in U_{k+1} \subset S^{+\varepsilon_{k+1}} + i\tau_{k+1} \), implying that

\[
|f^k(z)| \geq |\text{Im}(f^k(z))| \geq \tau_{k+1} - \frac{1}{2} - \varepsilon_{k+1} > R_k,
\]

i.e., \( z \in A(f) \), see e.g. [31, Corollary 4.2]. We see that \( U_k \subset A(f) \) is a fast escaping wandering domain for all \( k \geq 1 \). \( \square \)

In order to prove Theorem 1.2, we include the classification from [4] of simply connected wandering domains, in terms of convergence to the boundary.

**Theorem 2.3 ([4, Theorem C]).** Let \( U \) be a simply connected wandering domain of a transcendental entire function \( f \) and let \( U_n \) be the Fatou component containing \( f^n(U) \), for \( n \geq 0 \). Then exactly one of the following holds:

Case (a) \( \liminf_{n \to \infty} \text{dist}(f^n(z), \partial U_n) > 0 \) for all \( z \in U \), that is, all orbits stay away from the boundary;

Case (b) there exists a subsequence \( n_k \to \infty \) for which \( \text{dist}(f^{n_k}(z), \partial U_{n_k}) \to 0 \) for all \( z \in U \), while for a different subsequence \( m_k \to \infty \) we have that

\[
\liminf_{k \to \infty} \text{dist}(f^{m_k}(z), \partial U_{m_k}) > 0, \quad \text{for } z \in U;
\]

Case (c) \( \text{dist}(f^n(z), \partial U_n) \to 0 \) for all \( z \in U \), that is, all orbits converge to the boundary.

**Proof of Theorem 1.2.** Let us fix for the rest of the proof the sequence \( \varepsilon_k := 8^{-k}, k \geq 1 \), noting that \( \sum_{k=1}^\infty \varepsilon_k = 1/7 \). Moreover, given sequences of maps \( \{h_k\} \) and translations \( \{\tau_k\} \) satisfying the requirements of Theorem 2.1, for each \( n \geq 1 \), let \( H_n : S + i\tau_1 \to S + i\tau_{n+1} \) given by

\[
H_n(z) := h_n \circ h_{n-1} \circ \cdots \circ h_1(z - i\tau_1) + i\tau_{n+1}.
\]

Next we construct examples of wandering domains for the three cases in Theorem 2.3. We first prove (a), then (c) and finally (b), which is straightforward combining the arguments used in (a) and (c).
Case (a) Suppose first that \( h_k(z) := z \) for every \( k \geq 1 \). Since \( 2\varepsilon_{k+1} < \varepsilon_k \), \( h_k(S^{-\varepsilon_k}) = S^{-\varepsilon_k} \subset S^{-2\varepsilon_{k+1}} \), and \( H_k(z) = z - i\tau_1 + i\tau_{k+1} \). Let \( \{\tau_k\} \) be a sequence satisfying the requirements of Theorem 2.1, as well as (2.2) in Corollary 2.2. Let \( f \) be the entire function resulting from Theorem 2.1, with this choice of parameters. Moreover, following Corollary 2.2, let \( \{U_n\}_{n \geq 1} \) be the corresponding orbit of unbounded fast escaping wandering domains.

We want to show that Case (a) in Theorem 2.3 holds for all \( z \in U_1 \). Note that by the trichotomy in the statement of Theorem 2.3, it suffices to show that Case (a) holds for one specific point in \( U_1 \), as then it must hold for all points in \( U_1 \). Let us choose \( z := i\tau_1 \in U_1 \).

Since the maps \( h_k \) do not increase Euclidean distances, that is, \(|h_k(w_1) - h_k(w_2)| \leq |w_1 - w_2| \) for all \( k \geq 1 \), \( w_1, w_2 \in S \), an inductive argument shows that for all \( n \geq 1 \),

\[
|f^n(z) - H_n(z)| \leq |f(f^{n-1}(z)) - (h_n(f^{n-1}(z) - i\tau_n) + i\tau_{n+1})| + |h_n(f^{n-1}(z) - i\tau_n) + i\tau_{n+1} - (h_n(H_{n-1}(z) - i\tau_n) + i\tau_{n+1})| \\
\leq \delta_n + |f^{n-1}(z) - H_{n-1}(z)| \leq \sum_{k=1}^{n} \delta_k \leq \sum_{k=1}^{n} \varepsilon_{k+1} \leq \frac{1}{56},
\]

where we have used (2.1) and property (1) of \( f \). Since, by Corollary 2.2, \( S^{-\varepsilon_n} + i\tau_n \subset U_n \), we have

\[
\text{dist}(f^n(z), \partial U_{n+1}) \geq \text{dist}(H_n(z), \partial U_{n+1}) - \frac{1}{56} \geq \frac{1}{2} - \varepsilon_n - \frac{1}{56} > \frac{1}{5} > 0,
\]

as desired.

Case (c) Next, for every \( k \geq 1 \), define \( h_k(z) := \frac{i}{2} - 3\varepsilon_{k+1} \), so that \( h_k(S^{-\varepsilon_k}) = \frac{i}{2} - 3\varepsilon_{k+1} \subset S^{-2\varepsilon_{k+1}} \) and \( H_k(z) = h_k(z) + i\tau_{k+1} \) in \( S^{-\varepsilon_1} \). We can again choose a sequence \( \{\tau_k\} \) satisfying the requirements of Theorem 2.1, as well as (2.2) in Corollary 2.2, to obtain an entire function \( f \) with an orbit \( \{U_n\}_{n \geq 1} \) of fast escaping unbounded wandering domains.

Observe that this time, since \( h_k(z) \) is a constant function for every \( k \), instead of to a sum of errors, property (1) of \( f \) leads to

\[
|f^n(z) - H_n(z)| \leq \delta_n \leq \varepsilon_n \quad \text{for every } n \geq 1.
\]

To see that Case (c) in Theorem 2.3 holds, choose \( z := i\tau_1 \in U_1 \). Since \( i/2 \in \partial S \), and by Corollary 2.2, \( U_n \subset S^{+\varepsilon_n} + i\tau_n \), we have that

\[
\text{dist}(f^n(z), \partial U_{n+1}) \leq \text{dist}(f^n(z), H_n(z)) + \text{dist}(H_n(z), \partial U_{n+1}) \leq \varepsilon_n + 4\varepsilon_n = 5\varepsilon_n,
\]

which tends to 0 as \( n \to \infty \), as we wanted to show.
Case (b) Finally, a wandering domain satisfying Case (b) can be constructed using the sequence of maps

$$h_k(z) := \begin{cases} \frac{i}{2} - 3\varepsilon_k, & k = 2m + 1 \text{ for some } m \in \mathbb{N}, \\ 0, & \text{otherwise}. \end{cases}$$

Indeed, let $f$ and $\{U_n\}_{n \geq 1}$ be constructed as before, and choose $z := i\tau_1 \in U_1$. Then, arguing as in our first example, one can show that $\text{dist}(f^{2n}(z), \partial U_{2n+1})$ is uniformly bounded away from zero, while $\text{dist}(f^{2n+1}(z), \partial U_{2n+2}) \to 0$ as $n \to \infty$, arguing this time as in our second example. □

**Observation 2.4.** In [4, Theorem A], wandering domains are classified into contracting, semi-contracting and eventually isometric in terms of hyperbolic distances. Our method can be used to construct unbounded fast escaping wandering domains of contracting type with any of the three behaviours described in Theorem 2.3. A simply connected wandering domain $U_1$ is contracting if $\text{dist}_{U_{n+1}}(f^n(z), f^n(w)) \to 0$ for all $z, w \in U_1$. In our setting, it suffices to show that if $T_{n+1} := S^{-\varepsilon_{n+1}} + i\tau_{n+1}$, then $\text{dist}_{T_{n+1}}(f^n(z), f^n(w)) \to 0$ for some $z, w \in U_1$. In case (c) in the previous proof, if $\tau_n$ is chosen large enough such that $\frac{\delta_n}{2\varepsilon_{n+1}} \to 0$, then since $h_n(z) = \frac{i}{2} - 3\varepsilon_{n+1}$ we have

$$\text{dist}_{T_{n+1}}(f^n(z), f^n(w)) \leq \text{dist}_{T_{n+1}}(f^n(z), H_n(z)) + \text{dist}_{T_{n+1}}(H_n(z), H_n(w)) + \text{dist}_{T_{n+1}}(H_n(w), f^n(w)) \leq 2\log \left( 1 + \frac{|f^n(z) - H_n(z)|}{\min\{\text{dist}(f^n(z), \partial T_{n+1}), \text{dist}(H^n(z), \partial T_{n+1})\}} \right) \leq 4\log \left( 1 + \frac{\delta_n}{2\varepsilon_{n+1}} \right) \to 0,$$

for $n \to \infty$, where the second inequality is deduced by [33, p.157]. Similarly, case (b) in the previous proof gives a contracting wandering domain whenever parameters are chosen so that $\frac{\delta_n}{2\varepsilon_{n+1}} \to 0$. To obtain a contracting wandering domain where orbits stay away from the boundary, we can use the sequence $h_k(z) = 0$ for all $k \geq 1$ (instead of the sequence $h_k(z) = z$ that was used in case (a) above).

Our method only provides an approximation of our function on an unbounded subset strictly contained in the wandering domain. This prevents us from constructing examples of eventually isometric type. Also, for the semi-contracting case one would need an approach similar to the above, and in particular, the sum of errors (see top of p.8) to shrink. In our case, this can only be achieved using contracting model maps, which would then result to a contracting wandering domain.
Proof of Theorem 1.1. It is a direct consequence of Theorem 1.2. □

The rest of this section is devoted to proving Theorem 2.1. To be able to define the entire function \( f \), that approximates the different maps, \( h_k \), in disjoint regions, we will use Hörmander’s theorem on the solution to a \( \bar{\partial} \)-equation. In what follows, subharmonic functions play an important role. For a definition and basic properties see [20, Chapter 2].

**Hörmander’s Theorem** ([23, Theorem 4.2.1]). Let \( u : \mathbb{C} \to \mathbb{R} \) be a subharmonic function. Then, for every locally integrable function \( g \) there is a solution \( \alpha \) of the equation \( \bar{\partial} \alpha = g \) such that

\[
\int_{\mathbb{C}} |\alpha(z)|^2 \frac{e^{-u(z)}}{(1 + |z|^2)^2} dm(z) \leq \frac{1}{2} \int_{\mathbb{C}} |g(z)|^2 e^{-u(z)} dm(z),
\]

(2.3)

provided that the integral on the right hand side is finite.

Roughly speaking, the proof of Theorem 2.1 will proceed as follows: the entire function \( f \) will aim to approximate a model map \( h \) that is equal to \( h_k \) on most of a translated copy of \( S \), \( S + i\tau_k \), and to \( i\tau_0 \) on \( W_k \). Our entire map will then be \( f = h - \alpha \), where \( \alpha \) results from applying Hörmander’s theorem to the equation \( g = \bar{\partial} h \) and to a subharmonic function \( u \), carefully chosen. In particular, \( f \) will be entire, as

\[
\bar{\partial} f(z) = \bar{\partial} (h(z) - \alpha(z)) = \bar{\partial} h(z) - \bar{\partial} \alpha(z) = \bar{\partial} h(z) - g(z) = 0.
\]

(2.4)

More precisely, the function \( u \) interacts with \( f \) in the following way. On one hand, we would like to choose \( u \) as negative as possible where we want a good approximation of the model map by \( f \) (Lemma 2.5 (2)(ii)). Moreover, anywhere in the plane, \(|f|\) will be bounded roughly by \( \exp(u) \) and so one would want to make \( u \) as small as possible to have a minimal possible bound on \(|f|\) (Lemma 2.5(1)). On the other hand, in order for the integral on the right hand side in Hörmander’s theorem to converge, \( u \) will need to be large in the support of \( g \) (Lemma 2.5 (2)(i)). We start by constructing the subharmonic function \( u \):

**Lemma 2.5.** Given a sequence \( \tau_k \nearrow \infty \) with \( \tau_0 \geq \frac{3}{2} \) and \( \tau_{k+1} \geq \tau_k + 1 + \varepsilon_k + \varepsilon_{k+1} \), a sequence of weights \( a_k \nearrow \infty \) with \( a_0 \geq 10 \cdot \tau_0 \), and a sequence \( \varepsilon_k \searrow 0 \), there exists a subharmonic function \( u : \mathbb{C} \to \mathbb{R} \) so that

1. If \( \text{Im}(z) \leq \tau_{k+1} - \frac{1}{2} \), then

\[
u(z) \leq 2a_k \exp \left( \frac{\pi}{\varepsilon_k} |\text{Re}(z)| \right);
\]

(2) For every \( z \) with \( \text{Im}(z) > \tau_0 - \frac{1}{2} + \frac{\varepsilon_0}{4} \),
(i) If \(z \in (S^{3\varepsilon_k} \setminus S^{-\varepsilon_k}) + i\tau_k\) for some \(k \geq 0\), then

\[ u(z) \geq \frac{a_k}{3} \exp \left( \frac{\pi}{\varepsilon_k} |\text{Re}(z)| \right) - 8 \log |z| ; \]

(ii) If \(z \notin \bigcup_{k=0}^{\infty} (S \setminus S^{-\varepsilon_k}) + i\tau_k\), then

\[ u(z) = -8 \log |z| . \]

Proof. For every \(\varepsilon \in (0, 1)\), define \(v_{\varepsilon} : \mathbb{C} \to \mathbb{R}\) by

\[ v_{\varepsilon}(z) = v_{\varepsilon}(x + iy) := \begin{cases} \cosh \left( \frac{\pi}{\varepsilon} x \right) \cdot \cos \left( \frac{\pi}{\varepsilon} y \right), & |y| < \frac{\varepsilon}{2}, \\ 0, & \text{otherwise}. \end{cases} \]

This function is subharmonic as a local maximum of subharmonic functions. (Note that a continuous function \(u\) is subharmonic if and only if it satisfies the mean value inequality and the later is preserved under taking maximum). If \(|y| < \frac{\varepsilon}{2}\), then, by monotonicity of the cosine function,

\[ v_{\varepsilon}(z) \geq \cosh \left( \frac{\pi}{\varepsilon} x \right) \cdot \cos \left( \frac{\pi}{\varepsilon} \cdot \frac{\varepsilon}{4} \right) \geq \frac{1}{\sqrt{2}} \cosh \left( \frac{\pi}{\varepsilon} x \right) \geq \frac{e^{\frac{\pi}{2} x}}{3}, \]

where we have used that

\[ \frac{\exp(x)}{2} < \cosh(x) \leq 2 \exp(x) \quad \text{for all } x > 0. \quad (2.5) \]

For each \(k \geq 0\), let \(\omega_k := \frac{1 - \varepsilon_k}{2}\) and define \(u_k : \mathbb{C} \to \mathbb{R}\) as

\[ u_k(z) := v_{\varepsilon_k}(z - i \cdot (\tau_k - \omega_k)) + v_{\varepsilon_k}(z - i \cdot (\tau_k + \omega_k)), \]

noting that it is supported in \((S \setminus S^{-\varepsilon_k}) + i\tau_k\).

Since the map \(z \mapsto -8 \log |z|\) is not well defined at the origin, we will 'attach it' to \(u_0\) by using the fact that the local maximum of subharmonic functions is a subharmonic function. We define the function

\[ \tilde{u}_0(z) := \begin{cases} 0, & \text{Im}(z) \leq \tau_0 - \frac{1}{2}, \\ \max \{0, a_0 \cdot u_0(z) - 8 \log |z|\}, & \text{Im}(z) - \tau_0 + \frac{1}{2} \in (0, \frac{\varepsilon_0}{2}), \\ a_0 \cdot u_0(z) - 8 \log |z|, & \text{otherwise}. \end{cases} \]

In each of the domains the function \(\tilde{u}_0\) is subharmonic. It is left to see it is well defined on their boundaries. Note that if \(\text{Im}(z) = \tau_0 - \frac{1}{2}\), then
\[
|\text{Im}(z - i(\tau_0 - \omega_0))| = \tau_0 - \omega_0 - \text{Im}(z) = \tau_0 - \omega_0 - \left(\tau_0 - \frac{1}{2}\right) = \frac{\varepsilon_0}{2},
\]

implying that \( v_{\varepsilon_0}(z - i(\tau_0 - \omega_0)) = 0 \). On the other hand, \( |z| \geq |\text{Im}(z)| = \tau_0 - \frac{1}{2} \geq 1 \) and therefore

\[
a_0 \cdot v_{\varepsilon_0}(z - i(\tau_0 - \omega_0)) - 8 \log |z| = -8 \log |z| \leq 0.
\]

If \( \text{Im}(z) = \tau_0 - \frac{1}{2} + \frac{a_0}{4} \), then since \( a_0 > 10 \cdot \tau_0 \),

\[
a_0 \cdot v_{\varepsilon_0}(z - i(\tau_0 - \omega_0)) - 8 \log |z| \geq a_0 \cdot \cosh\left(\frac{\pi}{\varepsilon_0} x\right) \cos\left(\frac{\pi}{4}\right) - 4 \log (x^2 + \tau_0^2)
\]

\[
= \frac{a_0}{\sqrt{2}} \cdot \cosh\left(\frac{\pi}{\varepsilon_0} x\right) - 4 \log (x^2 + \tau_0^2) > 0.
\]

Thus, \( \tilde{u}_0 \) is well defined and subharmonic as a local maximum of subharmonic functions.

Define the function \( u : \mathbb{C} \to \mathbb{R} \) as

\[
u(z) := \tilde{u}_0(z) + \sum_{k=1}^{\infty} a_k \cdot u_k(z).
\]

To see Property (1) holds, note that if \( \text{Im}(z) \leq \tau_{k+1} - \frac{1}{2} \), then for every \( \nu \geq k+1 \), \( z \) does not intersect the support of \( u_\nu \). On the other hand, since the strips are disjoint, there exists at most one index, \( 0 \leq \nu_0 \leq k \), such that \( z \) is in the support of \( u_{\nu_0} \) and since the sequence \( \{a_k\} \) is monotone increasing and \( \{\varepsilon_k\} \) is monotone decreasing, using (2.5),

\[
u(z) \leq a_{\nu_0} \cdot u_{\nu_0}(z) \leq a_{\nu_0} \cosh\left(\frac{\pi}{\varepsilon_{\nu_0}} |\text{Re}(z)|\right) \leq a_k \cosh\left(\frac{\pi}{\varepsilon_k} |\text{Re}(z)|\right)
\]

\[
\leq 2a_k \exp\left(\frac{\pi}{\varepsilon_k} |\text{Re}(z)|\right).
\]

To see Property (2), note that if \( z \) belongs to the support of one of the functions \( u_k \), then \( k \) is unique and either \( \text{Im}(z) \in (\tau_k - \frac{1}{2} + \frac{\varepsilon_k}{4}, \tau_k - \frac{1}{2} + \frac{3\varepsilon_k}{4}) \) or \( \text{Im}(z) \in (\tau_k + \frac{1}{2} - \frac{3\varepsilon_k}{4}, \tau_k + \frac{1}{2} - \frac{\varepsilon_k}{4}) \). In the first case we see that there exists \( y \in (\frac{\varepsilon_k}{4}, \frac{3\varepsilon_k}{4}) \) satisfying

\[
u(z) = a_k \cdot u_k(z) - 8 \log |z| = a_k \cdot \cos\left(\frac{\pi}{\varepsilon_k} \cdot \left(\omega_k - \frac{1}{2} + y\right)\right) \cosh\left(\frac{\pi}{\varepsilon_k} \cdot \text{Re}(z)\right) - 8 \log |z|
\]

\[
\geq a_k \cdot \cos\left(\frac{\pi}{4}\right) \cosh\left(\frac{\pi}{\varepsilon_k} \cdot \text{Re}(z)\right) - 8 \log |z| \geq \frac{\sqrt{2}a_k}{2} \exp\left(\frac{\pi}{\varepsilon_k} \cdot |\text{Re}(z)|\right) - 8 \log |z|.
\]

The second case is identical with \((-y)\) replacing \( y \). Lastly, if \( z \) does not belong to any strip \((S \setminus S^{-\varepsilon_k}) + i\tau_k\), then it does not belong to the support of any function \( u_k \), \( k \geq 0 \), and therefore
Fig. 2. Schematic of the values that the subharmonic function $u$ from Lemma 2.5 and the function $\chi$ from the proof of Theorem 2.1 take in the strip $S + i\tau_k$ for $k \geq 1$.

$$u(z) = \tilde{u}_0(z) = -8 \log |z|,$$

concluding the proof of the lemma. \( \square \)

In our calculations, we will use the following observation:

**Observation 2.6.** For every polynomial $P$ and every $\varepsilon > 0$ there exists $a_0 = a_0(P, \varepsilon) > 0$ such that for all $a \geq a_0$,

$$\int_0^\infty |P(x)| \exp(-a \cdot x) dx < \varepsilon.$$

**Proof of Theorem 2.1.** We start with the following claim.

**Claim.** We can choose a smooth map $\chi: \mathbb{C} \to [0, 1]$ so that:

(i) For every $z \notin \bigcup_{k=0}^\infty \left( S^{-\frac{2\varepsilon_k}{4}} \setminus S^{-\frac{3\varepsilon_k}{4}} \right) + i\tau_k$, $\chi(z) = 1$.

(ii) For every $z \in \bigcup_{k=0}^\infty \left( S^{-\frac{3\varepsilon_k}{8}} \setminus S^{-\frac{5\varepsilon_k}{8}} \right) + i\tau_k$, $\chi(z) = 0$.

(iii) $\nabla \chi$ is supported on $\bigcup_{k=0}^\infty \left( S^{-\frac{2\varepsilon_k}{4}} \setminus S^{-\frac{3\varepsilon_k}{4}} \right) + i\tau_k$ and there exists a numerical constant $C > 1$ so that for every $k \geq 0$,

$$\sup_{z \in \left( S^{-\frac{2\varepsilon_k}{4}} \setminus S^{-\frac{3\varepsilon_k}{4}} \right) + i\tau_k} |\nabla \chi(z)| \leq \frac{C}{\varepsilon_k}.$$

**Proof of claim.** Recall the bump function $b: \mathbb{C} \to [0, \infty)$ defined by
Fig. 3. Schematic of the values that the functions $\beta$ and $\chi$ take in $(S \setminus S^{-\varepsilon_k}) + i\tau_k$ for $k \geq 1$.

\begin{align*}
b(z) := \begin{cases} A \exp \left( \frac{-1}{1-|z|^2} \right), & |z| < 1, \\
0, & |z| \geq 1,
\end{cases}
\end{align*}

where the constant $A$ is chosen so that $\int b(z)dm(z) = 1$. Note that this function is supported on the unit disk. For every $k \geq 0$, let $t_k$ be the convolution of the function $\alpha(z) := \frac{32^2}{\varepsilon_k^2} \cdot b\left(\frac{32z}{\varepsilon_k}\right)$, supported on $\{|z| < \frac{\varepsilon_k}{32}\}$, with the function $\beta$ defined by

\begin{align*}
\beta(z) = \beta(x + iy) := \begin{cases} 1, & z \notin \bigcup_{k=0}^{\infty} S^{-\frac{9\varepsilon_k}{32}} \setminus S^{-\frac{23\varepsilon_k}{32}}, \\
0, & z \in \bigcup_{k=0}^{\infty} S^{-\frac{11\varepsilon_k}{32}} \setminus S^{-\frac{21\varepsilon_k}{32}}, \\
-\frac{16}{\varepsilon_k} (y + \frac{1}{2}) + \frac{11}{2}, & y \in \left( -\frac{1}{2} - \frac{9\varepsilon_k}{32}, -\frac{1}{2} + \frac{11\varepsilon_k}{32} \right), \\
\frac{16}{\varepsilon_k} (y + \frac{1}{2}) - \frac{21}{2}, & y \in \left( -\frac{1}{2} + \frac{21\varepsilon_k}{32}, -\frac{1}{2} + \frac{23\varepsilon_k}{32} \right), \\
-\frac{16}{\varepsilon_k} (y - \frac{1}{2}) - \frac{21}{2}, & y \in \left( \frac{1}{2} - \frac{23\varepsilon_k}{32}, \frac{1}{2} - \frac{21\varepsilon_k}{32} \right), \\
\frac{16}{\varepsilon_k} (y - \frac{1}{2}) + \frac{11}{2}, & y \in \left( \frac{1}{2} - \frac{11\varepsilon_k}{32}, \frac{1}{2} - \frac{9\varepsilon_k}{32} \right),
\end{cases}
\end{align*}

see Fig. 3.

The function $t_k$ is smooth as convolution of a smooth function, $\alpha$, with a continuous function, $\beta$, and it satisfies the following properties:

(1) If $z \notin \bigcup_{k=0}^{\infty} \left(S^{-\frac{3\varepsilon_k}{4}} \setminus S^{-\frac{5\varepsilon_k}{4}}\right)$, then $B \left( z, \frac{\varepsilon_k}{32} \right) \subset \mathbb{C} \setminus \left( S^{-\frac{9\varepsilon_k}{32}} \setminus S^{-\frac{23\varepsilon_k}{32}} \right)$, and so $\beta(z) = 1$. Therefore

\begin{align*}
t_k(z) = \int_{B(0,\frac{\varepsilon_k}{32})} \frac{32^2}{\varepsilon_k^2} \cdot b\left(\frac{32w}{\varepsilon_k}\right)dw = \int b(w)dw = 1.
\end{align*}
(2) If \( z \in S^{-\frac{3\varepsilon_k}{8}} \setminus S^{-\frac{5\varepsilon_k}{8}} \), then \( B(z, \frac{\varepsilon_k}{32}) \subset S^{-\frac{11\varepsilon_k}{32}} \setminus S^{-\frac{21\varepsilon_k}{32}} \) and therefore

\[
t_k(z) = \int 0dw = 0.
\]

(3) If \( z \notin \bigcup_{k=0}^{\infty} \left( S^{-\frac{\varepsilon_k}{4}} \setminus S^{-\frac{3\varepsilon_k}{8}} \right) \), then

\[
\frac{d}{dz} t_k(z) = \int 0dw,
\]

and if \( z \in S^{-\frac{\varepsilon_k}{4}} \setminus S^{-\frac{3\varepsilon_k}{8}} \), then \( \beta'(z) = \frac{16}{\varepsilon_k} \) and

\[
\left| \frac{d}{dz} t_k(z) \right| \leq \int \frac{32^2}{\varepsilon_k^2} b(\frac{32z}{\varepsilon_k}) \cdot \frac{16}{\varepsilon_k} dw = \frac{16}{\varepsilon_k};
\]

Let \( C := 16 \) and define the function

\[
\chi(z) := \prod_{k=1}^{\infty} t_k(z - i\tau_k) = \begin{cases} t_k(z - i\tau_k), & z \in S + i\tau_k \text{ for some } k \geq 0, \\ 1, & \text{otherwise}, \end{cases}
\]

see Fig. 2. This function satisfies (i), (ii), and (iii) as needed. △

We define the model map \( h: \mathbb{C} \rightarrow \mathbb{C} \) by

\[
h(z) := \begin{cases} \chi(z)(h_k(z - i\tau_k) + i\tau_{k+1}), & z \in S^{-\frac{5\varepsilon_k}{8}} + i\tau_k, \\ 0, & \chi(z) = 0, \\ \chi(z) \cdot i\tau_0, & \text{otherwise}. \end{cases}
\]

Then, define the function \( g: \mathbb{C} \rightarrow \mathbb{C} \) as \( g(z) := \overline{\partial} h(z) \), and observe that by the definition of \( h \), the properties of \( \chi \), and since the maps \( h_k \) are holomorphic,

\[
g(z) = \begin{cases} \overline{\partial} \chi(z) \cdot (h_k(z - i\tau_k) + i\tau_{k+1}), & z \in \left( S^{-\frac{5\varepsilon_k}{8}} \setminus S^{-\frac{3\varepsilon_k}{8}} \right) + i\tau_k, \\ \overline{\partial} \chi(z) \cdot i\tau_0, & z \in \left( S^{-\frac{\varepsilon_k}{4}} \setminus S^{-\frac{3\varepsilon_k}{8}} \right) + i\tau_k, \\ 0, & \text{otherwise}. \end{cases}
\]

Next, we want to apply Hörmander’s Theorem to \( g \) and the subharmonic function \( u \) provided by Lemma 2.5, for which we will show that the integral in the statement of the theorem is finite.

Claim. There exists a sequence \( a_k \xrightarrow{\sim} \infty \) with \( a_0 > 10 \cdot \tau_0 \) such that:
(1) For all $z$ with $\text{Im}(z) < \tau_{k+1} - \frac{1}{2}$,

$$2|h(z)| \leq \exp\left( a_k \exp\left( \frac{\pi}{\varepsilon_k} |\text{Re}(z)| \right) \right).$$  

(2.7)

(2) For every $k \geq 0$, $a_k$ depends only on $\{h_j\}_{j=0}^{k+1}$, $\{\varepsilon_j\}_{j=0}^{k+1}$ and $\{\tau_j\}_{j=0}^{k+1}$.

(3) If $u: \mathbb{C} \to \mathbb{R}$ is the subharmonic function provided by Lemma 2.5 for this choice of $\{a_k\}$, then

$$\int_{\mathbb{C}} |g(z)|^2 e^{-u(z)} dm(z) < \frac{1}{2}.$$  

(2.8)

**Proof of claim.** Recall that by assumption, for each $k \geq 0$, $|h_k(z)|^2 \leq (|z|^{n_k} + b_k)^2$ for some $n_k, b_k \in \mathbb{N}$. Let

$$P_k(|z|) := (|z|^{n_k} + b_k)^2 + 	au_0^2 + \tau_{k+1}^2,$$

therefore, for every $z$ such that $0 < \text{Im}(z) < \tau_{k+1} - \frac{1}{2}$, we can choose $a_k$ such that

$$|h(z)| \leq P_k(|z|) \leq P_k\left( \left( |\text{Re}(z)| \right)^2 + \left( \tau_{k+1} - \frac{1}{2} \right)^2 \right)^{1/2} \leq \frac{1}{2} \exp\left( a_k \exp\left( \frac{\pi}{\varepsilon_k} |\text{Re}(z)| \right) \right).$$  

(2.9)

Since for every $z$ with $\text{Im}(z) \leq 0$ we have that $h(z) = i\tau_0$ we deduce that (1) holds for the above choice of $a_k$. For our estimates, we will use the polynomial

$$Q_k(x) := C^2 \cdot P_k(x^2 + (\tau_k + 1)^2) \cdot \left( x^2 + (\tau_k + 1)^2 \right)^4,$$

where $C > 1$ is the constant from property (iii) of the function $\chi$. Then, by Observation 2.6, for each $k$, we can choose $a_k > a_{k-1}$ big enough such that

$$\int_0^{\infty} Q_k(x) e^{-\frac{a_k}{2} x} dx < \frac{\varepsilon_k}{2 \cdot 3^k}.$$  

(2.10)

also holds. Note that $a_k$ only depends on $h_k$, $\tau_k$, $\tau_{k+1}$ and $a_{k-1}$, and so (2) holds. It is left to show (3). Let $u: \mathbb{C} \to \mathbb{R}$ be the subharmonic function provided by Lemma 2.5 for this choice of $\{a_k\}$. Then, by property (iii) of the function $\chi$, property (2)(i) of $u$ and (2.10),
\[
\int_{\mathbb{C}} |g(z)|^2 e^{-u(z)} \, dm(z) \leq C^2 \sum_{k=0}^{\infty} \frac{1}{\varepsilon_k^2} \int_{S^{-\frac{3k}{2}} \setminus S^{-\frac{\varepsilon_k}{2}}} |h(z + i\tau_k)|^2 e^{-u(z + i\tau_k)} \, dm(z)
\]

\[
\leq C^2 \sum_{k=0}^{\infty} \frac{1}{\varepsilon_k^2} \cdot \frac{\mathcal{P}_k(x^2 + (\tau_k + 1)^2)}{2} \cdot e^{-\frac{\alpha_k}{\varepsilon_k} \exp\left(\frac{\alpha_k}{\varepsilon_k} |x|\right)} \left(x^2 + (\tau_k + 1)^2\right)^4 \, dx
\]

\[
\leq \sum_{k=0}^{\infty} \frac{1}{\varepsilon_k} \int_{0}^{\infty} Q_k(x) e^{\frac{-\alpha_k}{\varepsilon_k} x} \, dx \leq \sum_{k=0}^{\infty} \frac{1}{\varepsilon_k} \int_{0}^{\infty} Q_k(x) e^{\frac{-\alpha_k}{\varepsilon_k} x} \, dx < \frac{1}{2},
\]

concluding that (3) holds. \(\triangle\)

Let \(\alpha\) be the solution to the \(\partial\)-equation \(\partial \alpha(z) = g(z)\) from Hörmander's Theorem and define \(f: \mathbb{C} \rightarrow \mathbb{C}\) by

\[
f(z) := h(z) - \alpha(z),
\]

recalling from (2.4) that \(f\) is entire.

Let \(z \in \mathbb{C}\) and \(r \in (0, 1]\) be such that for all \(w \in B(z, r)\), we have \(\chi(w) = 1\), implying that \(h\) is holomorphic in \(B(z, r)\) and therefore so is \(\alpha = f - h\). Using Cauchy’s integral formula applied to multiple circles, Cauchy–Schwarz inequality, Hörmander’s Theorem and (2.8),

\[
|f(z) - h(z)| = \frac{1}{\pi r^2} \left| \int_{B(z, r)} \alpha(w) \, dm(w) \right| \leq \frac{1}{\sqrt{\pi} r} \sqrt{\int_{B(z, r)} |\alpha(w)|^2 \, dm(w)}
\]

\[
\leq \frac{1}{r} \max_{w \in B(z, r)} e^{\frac{1}{2} u(w)} \left(1 + |w|^2\right) \sqrt{\int_{B(z, r)} |\alpha(w)|^2 \cdot \frac{e^{-u(w)}}{(1 + |w|^2)^2} \, dm(w)}
\]

\[
\leq \frac{1}{r} \max_{w \in B(z, r)} e^{\frac{1}{2} u(w)} \left(1 + |w|^2\right) \sqrt{\int_{\mathbb{C}} |g(w)|^2 e^{-u(w)} \, dm(w)}
\]

\[
\leq \frac{1}{2r} \max_{w \in B(z, r)} e^{\frac{1}{2} u(w)} \left(1 + |w|^2\right).
\]

If \(z \in (S^{-\varepsilon_k + i\tau_k}) \cup W_k\) for some \(k \geq 0\), then, following property (2)(ii) of the subharmonic function \(u\), with \(r := \varepsilon_k/4\), we have

\[
|f(z) - h(z)| \leq \frac{2}{\varepsilon_k} \max_{w \in B(z, \varepsilon_k/4)} \frac{1 + |w|^2}{|w|^4} \leq \frac{2 + \frac{1}{2}}{\varepsilon_k |z|^2} \leq \frac{3}{\varepsilon_k \tau_k^2} = \delta_k,
\]

proving properties (1) and (2) of the function \(f\).
Arguing similarly, with \( r = 1 \), using Cauchy’s integral formula, Cauchy–Schwarz inequality, Hörmander’s Theorem, property (1) of the subharmonic function \( u \), and the choice of \( a_k \) in (2.7), the following holds. For every \( z \) with \( \text{Im}(z) \leq \tau_{k+1} - \frac{3}{2} \),

\[
|f(z)| = \frac{1}{\pi} \left| \int_{B(z,1)} f(w) dm(w) \right| \leq \frac{1}{\sqrt{\pi}} \left[ \int_{B(z,1)} |h(w) - \alpha(w)|^2 dm(w) \right] \\
\leq 2 \max_{w \in B(z,1)} |h(w)| + \frac{2}{\sqrt{\pi}} \left[ \int_{B(z,1)} |\alpha(w)|^2 dm(w) \right] \\
\leq 2 \max_{w \in B(z,1)} |h(w)| + \max_{w \in B(z,1)} e^{\frac{3}{2} \cdot u(w)} \left( 1 + |w|^2 \right) \\
\leq 2 \max_{w \in B(z,1)} |h(w)| + 3 \exp \left( a_k \exp \left( \frac{\pi}{\varepsilon_k} |\text{Re}(z)| \right) \right) \\
\leq 4 \exp \left( a_k \exp \left( \frac{\pi}{\varepsilon_k} |\text{Re}(z)| \right) \right).
\]

We have thus shown property (3) of \( f \), concluding our proof. \( \square \)

3. Functions of small order with unbounded wandering domains

The goal of this section is to prove Theorem 1.4. In a rough sense, the idea is as follows: given \( 0 < \varepsilon \leq 1/2 \), we will choose a sector of angle \( \varepsilon \) around \( \mathbb{R}_- \), and a sequence of pairwise disjoint disks, \( B_n \), of increasingly large radii, tending to infinity. The model map \( h \) we use sends the sector to the centre of the first disk, and each disk to the centre of the next; see Fig. 4. In Theorem 3.1 we construct an entire function \( f \) approximating \( h \) and of order \( \rho(f) = 1/2 + \varepsilon \). In Corollary 3.2, we show that for the right choice of parameters, this function has a fast escaping wandering domain containing an unbounded domain.

**Theorem 3.1.** There exists a constant, \( C > 800 \), so that for every \( \varepsilon \in (0, \frac{1}{2}] \) the following holds. For any \( z_1 > \exp\left( \frac{e}{\varepsilon} \right) \), define the sequence \( z_n \rightarrow \infty \) by

\[
z_{n+1} := \exp \left( \frac{1}{6} \frac{z_n^{3+\varepsilon} + \varepsilon}{n} \right). \tag{3.1}
\]

Moreover, for every \( n \geq 1 \), define the disk \( B_n := B\left( z_n, \frac{z_n}{9} \right) \), and the map

\[
h(z) := \begin{cases} 
    z_{n+1}, & z \in 3B_n, \\
    z_1, & z \in \{|\text{Arg}(z)| > \pi - \varepsilon\}^{n+1}.
\end{cases} \tag{3.2}
\]
Then there exists an entire function, $f$, with $\rho(f) = \frac{1}{2} + \varepsilon$ such that

1. For every $z \in \{ |\text{Arg}(z)| > \pi - \frac{\varepsilon}{4} \}^{-\frac{1}{4}} \cup \bigcup_{n=1}^{\infty} B \left( z_n, \frac{1}{4} \right)$,
   $$|f(z) - h(z)| \leq \frac{C \cdot z_1}{\varepsilon} \left| z \right|^2 \exp \left( -\frac{\varepsilon}{C} |z|^\frac{1}{2} + \varepsilon \right).$$

2. For every $z \in \mathbb{C}$,
   $$|f(z)| \leq \frac{C \cdot z_1}{\varepsilon} \exp \left( |z|^\frac{1}{2} + \varepsilon \right).$$

**Corollary 3.2.** Let $C > 800$ be the constant from Theorem 3.1 and let $\varepsilon \in \left( 0, \frac{1}{2} \right]$ be fixed. For every $z_1 \geq \exp \left( \frac{C}{\varepsilon} \right)$ the corresponding entire function $f$, constructed in Theorem 3.1, has an unbounded wandering domain, $U_0$, satisfying

$$V := \left\{ |z| > z_1 \text{ and } |\text{Arg}(z)| > \pi - \frac{\varepsilon}{4} \right\}^{-\frac{1}{4}} \subseteq U \subset A(f),$$

and such that $f^n(V) \subset B(z_n, \frac{1}{4}) \subset U_n$ for all $n \geq 1$.

**Proof of Theorem 1.4.** It is a direct consequence of Theorem 3.1 and Corollary 3.2. □

**Proof of Corollary 3.2, using Theorem 3.1.** The function $t \mapsto t^2 \exp \left( -\frac{\varepsilon}{C} \sqrt{t} \right)$ is strictly decreasing on $[z_1, \infty) \subset \left[ \frac{16C^2}{\varepsilon^2}, \infty \right)$, since $\frac{16C^2}{\varepsilon^2} \leq \exp \left( \frac{C}{\varepsilon} \right) < z_1$, and satisfies that for every $t > z_1$

$$\frac{C \cdot z_1}{\varepsilon} \cdot t^2 \exp \left( -\frac{\varepsilon}{C} \sqrt{t} \right) < \frac{C \cdot z_1^3}{\varepsilon} \cdot \exp \left( -\frac{\varepsilon}{C} \sqrt{z_1} \right) < \frac{1}{4}.$$
\[ |f(z) - h(z)| = |f(z) - z_1| \leq \frac{C \cdot z_1 |z|^2}{\varepsilon} \exp \left( -\frac{\varepsilon}{C} |z|^{\frac{1}{2} + \varepsilon} \right) \]
\[ \leq \frac{C \cdot z_1 |z|^2}{\varepsilon} \exp \left( -\frac{\varepsilon}{C} \sqrt{|z|} \right) < \frac{1}{4}, \]

following property (1) of \( f \) and the lower bound imposed on \( z_1 \). We conclude that \( f(V) \subset B(z_1, \frac{1}{4}) \). Similarly, for every \( n \geq 1 \) we have

\[ f(B(z_{n-1}, 1/4)) \subset B(z_n, 1/4). \quad (3.3) \]

In particular, for every \( z \in V \) the iterates \( \{f^n(z)\}_{n=1}^{\infty} \subset \{\text{Re}(z) > 0\} \). Hence, by Montel’s theorem, \( V \) is contained in an unbounded Fatou component, \( U_0 \), of \( f \), and for every \( n \geq 1 \), \( B(z_n, \frac{1}{4}) \) is contained in a Fatou component \( U_n \) of \( f \).

Next, let

\[ N := \min \left\{ n \geq 100 : \frac{z_n}{100} > \min_{z \in J(f)} |z| \right\} \quad \text{and} \quad \frac{C \cdot z_1}{\varepsilon} \exp \left( \frac{z_{k+1}^2}{10} \right) < \frac{\exp \left( \frac{1}{N} \right)}{100k} \quad \text{for all} \ k \geq n, \]

and define \( R_0 := \frac{z_n}{100} \), noting that, as in the proof of Corollary 2.2, for every \( r > R_0 \) we have \( M_f(r) > r \). Let \( R_n := M_f(R_{n-1}) \). We will show by induction that

\[ R_n \leq \frac{z_n + N}{100}. \]

Note that this holds for \( n = 0 \). Assume it holds for \( R_{n-1} \). Then, following property (2) of \( f \) and the choice of the sequence \( \{z_n\} \),

\[ R_n = M_f(R_{n-1}) \leq M_f \left( \frac{z_{n-1} + N}{100} \right) \leq \frac{C \cdot z_1}{\varepsilon} \exp \left( \frac{z_{n-1} + N}{100} \right) \]
\[ \leq \frac{C \cdot z_1}{\varepsilon} \exp \left( \frac{1}{N} \frac{z_{n-1} + N}{100(n-1+N)} \right) = \frac{z_n + N}{100}. \]

Lastly, for every \( z \in V \) and \( n \geq N \),

\[ |f^n(z)| > z_n - \frac{1}{4} > \frac{z_n}{100} \geq R_{n-N}, \]

and so \( V \subset A(f) \).

We conclude that \( U_n \subset A(f) \) is a wandering domain for all \( n \geq 0 \), see e.g. [31, Corollary 4.2]. In particular, \( U := U_0 \) is an unbounded wandering domain, and \( f^n(V) \subset B(z_n, \frac{1}{4}) \subset U_n \) for all \( n \geq 1 \), as claimed. \( \square \)
As in the proof of Theorem 2.1, we will approximate our model map \( h \) using Hörmander’s Theorem. This time, the construction of the subharmonic function \( u \) we shall use, will focus on keeping the order small, and therefore different tools will be used. See Fig. 5 for a schematic of the values that \( u \) takes.

**Lemma 3.3.** There exists a constant \( c_0 > 4 \) so that for every \( \varepsilon \in \left(0, \frac{1}{2}\right] \) and sequences \( \{z_n\}, \{B_n\} \) as described in Theorem 3.1, there exists a subharmonic function, \( u: \mathbb{C} \to \mathbb{R} \), such that:

1. For all \( z \in \mathbb{C} \),
   \[
   u(z) \leq |z|^{\frac{1}{2} + \varepsilon};
   \]

2. For every \( n \in \mathbb{N} \),
   - \( u|_{B(z_n,1)} \leq 0 \).
   - \( u|_{B(z_n,\frac{1}{2})} \leq -c |z_n|^{\frac{1}{2} + \varepsilon} \) for some uniform constant \( c \in (0, 1) \).

3. If \( |\text{Arg}(z)| > \pi - \frac{\varepsilon}{2} \), then \( u(z) \leq 0 \).
   - If \( |\text{Arg}(z)| > \pi - \frac{\varepsilon}{4} \), then \( u(z) \leq -\frac{\varepsilon}{8} |z|^{\frac{1}{2} + \varepsilon} \).

4. If \( |\text{Arg}(z)| \in \left(\frac{\pi}{2}, \pi - \varepsilon\right) \), then \( u(z) \geq \frac{\varepsilon}{4} |z|^{\frac{1}{2} + \varepsilon} \).
   - If \( |\text{Arg}(z)| \leq \frac{\pi}{3} \) and \( z \notin \bigcup_{n=1}^{\infty} B_n \), then \( u(z) \geq \frac{1}{2} |z|^{\frac{1}{2} + \varepsilon} \).
Proof. The plan of this construction is to create a subharmonic function that is at most zero on the domain \( \{ z : |\text{Arg}(z)| > \pi - \frac{\varepsilon}{2} \} \) and then use Poisson integrals to create ‘puddles’, i.e., open disks where the function \( u \) is very negative, in the disks \( B_n \).

For the rest of the proof, let us fix \( \varepsilon \in (0, \frac{1}{2}] \). We begin with constructing a subharmonic function, \( v \), satisfying properties (1), (3) and (4). Let

\[
v(z) := |z|^\alpha \cos (\beta \cdot \text{Arg}(z)), \quad \text{for } \alpha := \frac{1}{2} + \varepsilon \quad \text{and} \quad \beta := \frac{1}{2} + \frac{\varepsilon}{4\pi - 2\varepsilon}.
\]

Note that

\[
\frac{\pi}{2\beta} = 2 \left( \frac{1}{2} + \frac{\varepsilon}{4\pi - 2\varepsilon} \right) = \frac{1}{2} + \frac{\varepsilon}{2\pi - \varepsilon} = \pi - \frac{\varepsilon}{2}.
\]

Therefore, if \( z \) is such that \( |\text{Arg}(z)| \geq \frac{\pi}{2\beta} = \pi - \frac{\varepsilon}{2} \), then \( \cos(\beta \cdot \text{Arg}(z)) < 0 \), and so the first part of property (3) holds for \( v \). To see the second part of this property, let \( z \) be such that \( |\text{Arg}(z)| \geq \pi - \frac{\varepsilon}{4} \). Then, for every \( \varepsilon \in (0, \frac{1}{2}] \)

\[
\cos (\beta \cdot \text{Arg}(z)) \leq \cos \left( \beta \cdot \left( \pi - \frac{\varepsilon}{4} \right) \right) < -\frac{\varepsilon}{8},
\]

implying that

\[
v(z) \leq -\frac{\varepsilon}{8} |z|^{\frac{1}{2} + \varepsilon}.
\]

Similarly, if \( z \) is such that \( |\text{Arg}(z)| \in \left( \frac{\pi}{2}, \pi - \varepsilon \right) \), then for every \( \varepsilon \in (0, \frac{1}{2}] \)

\[
\cos (\beta \text{Arg}(z)) \geq \cos (\beta (\pi - \varepsilon)) \geq \frac{\varepsilon}{4},
\]

and so

\[
v(z) \geq \frac{\varepsilon}{4} |z|^{\frac{1}{2} + \varepsilon},
\]

implying the first part of property (4). For the second part note that if \( |\text{Arg}(z)| < \frac{\pi}{3} \), then since cosine is monotone decreasing,

\[
\cos (\beta \cdot \text{Arg}(z)) \geq \cos \left( \frac{\pi}{3} \right) = \frac{1}{2},
\]

implying that

\[
v(z) = |z|^\alpha \cos (\beta \cdot \text{Arg}(z)) \geq \frac{1}{2} |z|^{\frac{1}{2} + \varepsilon},
\]

as required. Lastly,
\[ \Delta v(z) = |z|^{\alpha - 2} \cos (\beta \text{Arg}(z)) \left( \alpha (\alpha - 1) + \alpha - \beta^2 \right) \\
= |z|^{\alpha - 2} \cos (\beta \text{Arg}(z)) (\alpha^2 - \beta^2) > 0, \]

as \( \alpha > \beta \) and so \( v \) is a subharmonic function.

Next, we will attach the ‘puddles’ in \( B_n \) using Poisson integral formula (see, for example, [28, Definition 1.2.3]). For every \( n \geq 1 \), let \( v_n(z) := v(r_n \cdot z + z_n) \), where \( r_n := z_n/9 \) is the radius of \( B_n \), so that \( v_n(\mathbb{D}) = v(B_n) \), and define

\[ u(z) := \begin{cases} 
    P_B(v_n) \left( \frac{z - z_n}{r_n} \right) + A_n \cdot \log \left( \frac{|z - z_n|}{r_n} \right), & z \in B_n, \\
    v(z), & \text{otherwise},
\end{cases} \]

where \( A_n > 0 \) are constants that will be chosen momentarily, and \( P_B(v_n) \) is the Poisson integral of \( v_n \). It is immediate to see that properties (3) and (4) hold for \( u \). Also since (1) holds for \( v \), by the maximum modulus principle, it also holds for \( u \). It remains to prove property (2) and that \( u \) is subharmonic. Note that, by definition, for every \( n \), \( u(z_n) = -\infty \) and, therefore, if \( A_n \) is large enough, then property (2) holds. On the other hand, in order for the function \( u \) to be subharmonic, we will see that \( A_n \) cannot be too large. The rest of the proof is dedicated to proving that \( A_n \) can be chosen to satisfy both requirements.

**Lower bound:** Note that for the first part of property (2) to hold for \( u \), \( A_n \) needs to be chosen large enough so that

\[
\max_{|z - z_n| = 1} \left( P_B(v_n) \left( \frac{z - z_n}{r_n} \right) + A_n \log \left( \frac{|z - z_n|}{r_n} \right) \right) \leq \max_{z \in B_n} v(z) - A_n \log(r_n) \\
\leq (|z_n| + r_n)^{\frac{1}{2} + \varepsilon} - A_n \log(r_n) < 0 \\
\iff A_n \geq \frac{(|z_n| + r_n)^{\frac{1}{2} + \varepsilon}}{\log(r_n)}. \quad (3.4)
\]

**Upper bound:** To preserve subharmonicity, we will use the following claim.

**Claim.** Let \( \Omega \subseteq \mathbb{C} \) be a domain, and let \( \Omega_1 \subset \subset \Omega \) be a domain, so that \( \partial \Omega_1 \) is an orientable smooth curve. Every function \( u \) which is continuous on \( \Omega \) and subharmonic on \( \Omega_1 \cup \Omega \setminus \overline{\Omega_1} \), is subharmonic on \( \Omega \) if on \( \partial \Omega_1 \) it satisfies

\[ \frac{\partial u}{\partial n_1} \leq \frac{\partial u}{\partial n_2}, \]

where \( n_1 \) is the outer normal to \( \Omega_1 \) along \( \partial \Omega_1 \) and \( n_2 \) is the outer normal to \( \Omega \setminus \Omega_1 \) along \( \partial \Omega_1 \).
Sketch of proof. One can show that $\Delta u \geq 0$ on $\Omega$ as a measure. This can be deduced by using Green’s second identity ([20, Theorem 1.9]) to show that the integral of $u\Delta \varphi$ with respect to the Lebesgue measure is non-negative for any smooth function $\varphi$ compactly supported on a neighbourhood of $\Omega \setminus \Omega_1$. △

We will use it with $\Omega := B(z_n, r_n + \frac{1}{2})$, and $\Omega_1 := B_n$. In this case, $\frac{\partial u}{\partial n_2} = \frac{\partial u}{\partial n_1}$. To calculate $\frac{\partial u}{\partial n_1}$ we will use Poisson-Jensen’s formula (see, for example, [28, Theorem 4.5.1]).

The problem is then reduced to showing that for every $\xi \in \partial \mathbb{D}$:

$$
\frac{\partial u}{\partial n_1}(z_n + r_n\xi) = \lim_{r \to 1^-} \frac{v(z_n + r_n\xi) - P_Dv_n(r\xi)}{1 - r} + A_n
$$

$$
= r_n \frac{\partial v}{\partial n}(z_n + r_n\xi) + \lim_{r \to 1^-} \frac{G_D(r\xi)}{1 - r} + A_n
$$

$$
= r_n \frac{\partial v}{\partial n}(z_n + r_n\xi) - \frac{\partial G_D}{\partial r}(\xi) + A_n
$$

$$
\leq r_n \frac{\partial u}{\partial n_2}(z_n + r_n\xi) = r_n \frac{\partial v}{\partial n}(z_n + r_n\xi),
$$

where if $g_\mathbb{D}$ denotes Green’s function for the unit disk, $\mathbb{D}$, then

$$
G_\mathbb{D}(\xi) := \frac{1}{2\pi} \int_\mathbb{D} g_\mathbb{D}(\xi, y) \Delta v_n(y) dm(y).
$$

We conclude that in order to show subharmonicity of $u$, it is enough to restrict $A_n$ so that for every $\xi \in \partial \mathbb{D}$,

$$
A_n \leq \frac{\partial G_\mathbb{D}}{\partial r}(\xi).
$$

(3.5)

Let us begin by finding a lower bound for $\frac{\partial G_\mathbb{D}}{\partial r}(\xi)$ to get an upper bound on $A_n$. Because the collection $\{\frac{\partial g_\mathbb{D}}{\partial n}(\xi, \cdot)\}_{\xi \in \partial \mathbb{D}}$ is uniformly integrable, we may switch between the integral and the derivative. By the way we chose $\alpha$ and $\beta$, for every $n \in \mathbb{N}$ and $y \in \mathbb{D}$,

$$
\Delta v_n(y) = r_n^2 \Delta v(z_n + r_n \cdot y) = r_n^2 \cdot \frac{v(z_n + r_n \cdot y)}{|z_n + r_n \cdot y|^2} \cdot (\alpha^2 - \beta^2) > \frac{v(z_n + r_n \cdot y)}{|z_n + r_n \cdot y|^2} \cdot \frac{\varepsilon}{2}.
$$

We see that

$$
\frac{\partial G_\mathbb{D}}{\partial r}(\xi) = \frac{\partial}{\partial r} \left( \frac{1}{\pi} \int_{\mathbb{D}} g_\mathbb{D}(\xi, y) \Delta v_n(y) dm(y) \right) = \frac{1}{2\pi} \int_{\mathbb{D}} \frac{\partial g_\mathbb{D}(\cdot, y)}{\partial r}(\xi) \Delta v_n(y) dm(y)
$$

$$
\geq \inf_{y \in \mathbb{D}} \Delta v_n(y) \frac{1}{2\pi} \int_{\mathbb{D}} \frac{\partial g_\mathbb{D}(\cdot, y)}{\partial r}(\xi) dm(y) \geq c \cdot \varepsilon \cdot (|z_n| - r_n)^{\frac{1}{2} + \varepsilon}.
$$
for some numerical constant \( c \in (0, 1) \), where we have used property (4). Thus, for \( A_n \) to satisfy both (3.4) and (3.5), we need to choose

\[
\frac{(|z_n| + r_n)^{\frac{1}{2} + \varepsilon}}{\log(r_n)} \leq A_n \leq c \cdot \varepsilon \cdot (|z_n| - r_n)^{\frac{1}{2} + \varepsilon}. \tag{3.6}
\]

Note that

\[
\frac{(|z_n| + r_n)^{\frac{1}{2} + \varepsilon}}{\log(r_n)} \leq c \varepsilon (|z_n| - r_n)^{\frac{1}{2} + \varepsilon} \iff \log(r_n) > \left( \frac{|z_n| + r_n}{|z_n| - r_n} \right)^{\frac{1}{2} + \varepsilon} \frac{1}{c \varepsilon} = \left( \frac{5}{4} \right)^{\frac{1}{2} + \varepsilon} \frac{1}{c \varepsilon},
\]

and the inequality on the right holds if \( z_1 > \exp(\frac{c_0}{\varepsilon}) \) for some numerical constant \( c_0 \) that can be chosen bigger than 4. Thus, (3.6) holds for \( A_n := c \cdot \varepsilon \cdot (|z_n| - r_n)^{\frac{1}{2} + \varepsilon} \).

We are only left to show the second part of property (2). For \( |z - z_n| \leq \frac{1}{2} \), we have

\[
u(z) = P_B(v_n) \left( \frac{z - z_n}{r_n} \right) + A_n \log \left( \frac{|z - z_n|}{r_n} \right) \leq P_B(v_n) \left( \frac{z - z_n}{r_n} \right) + A_n \log \left( \frac{1}{r_n} \right) - A_n \log(2) \leq -A_n \log(2),
\]

concluding the proof. \( \Box \)

**Proof of Theorem 3.1.** Fix \( \varepsilon \in (0, 1/2] \) and let \( c_0 > 4 \) be the numerical constant from Lemma 3.3. For any \( z_1 > \exp(\frac{c_0}{\varepsilon}) \), let \( \{z_n\} \subset \mathbb{C} \) be a collection of points as in the statement of the theorem, with the corresponding disks \( B_n := B(z_n, r_n) \) for \( r_n := \frac{z_n}{9} \).

Note that a simple calculation shows that for our choice of \( z_1 \), the sequence \( \{z_n\} \) is monotone increasing, and for every \( n \),

\[
3B_n \cap 3B_{n-1} = \emptyset
\]

since otherwise,

\[
z_n - z_{n-1} < 3(r_n + r_{n-1}) < 6 \cdot r_n = \frac{2}{3} z_n,
\]

which forms a contradiction as \( z_n \gg z_{n-1} \).

Define

\[
T := \{|\mathrm{Arg}(z)| > \pi - \varepsilon\}^{+1} \setminus \{|\mathrm{Arg}(z)| > \pi - \varepsilon\}.
\]

**Claim.** We can choose a smooth map \( \chi: \mathbb{C} \to [0, 1] \) such that:

(i) For every \( z \in \bigcup_{n=1}^{\infty} 2B_n \cup \{|\mathrm{Arg}(z)| > \pi - \varepsilon\}, \chi(z) = 1. \)

(ii) For every \( z \in \mathbb{C} \setminus \left( \bigcup_{n=1}^{\infty} 3B_n \cup \{|\mathrm{Arg}(z)| > \pi - \varepsilon\}^{+1} \right), \chi(z) = 0. \)
(iii) $\nabla \chi$ is supported on $T \cup \bigcup_{n=1}^{\infty} (3B_n \setminus 2B_n)$ and there exists a numerical constant $\bar{C} > 1$ so that

$$|\nabla \chi(z)| \leq \begin{cases} \bar{C}, & z \in T, \\ \frac{\bar{C}}{z_n}, & z \in \bigcup_{n=1}^{\infty} (3B_n \setminus 2B_n). \end{cases}$$

Proof of claim. To prove the existence of such a smooth map, one repeats the argument presented in the proof of Theorem 2.1, with $\varepsilon_k = r_n$ and defines $t_k$, for $k \geq 1$, using convolution of the function $b(z)$, see (2.6), with

$$\beta(z) := \begin{cases} 1, & z \in \bigcup_{n=1}^{\infty} B(z_n, 2r_n + 1), \\ 0, & z \notin \bigcup_{n=1}^{\infty} B(z_n, 3r_n - 1), \\ \frac{1}{r_n - 2}(3r_n - 1 - |z - z_n|), & z \in \bigcup_{n=1}^{\infty} (B(z_n, 3r_n - 1) \setminus B(z_n, 2r_n + 1)). \end{cases}$$

A map $t_0$ can be constructed in a similar way to accommodate the set $T$ and define the desired function as $\chi(z) := \sum_{k=0}^{\infty} t_k(z)$. △

Define $g: \mathbb{C} \to \mathbb{C}$ as $g(z) := \partial \chi(z) \cdot h(z)$, where the map $h$ is defined in (3.2), noting that $g(z) = \partial \chi(z) \cdot h(z)$. Moreover, let $u: \mathbb{C} \to \mathbb{R}$ be the subharmonic function provided by Lemma 3.3. We shall obtain our entire function $f$ by applying Hörmander’s Theorem to the functions $u$ and $g$. For that, we first require to show finiteness of the integral in the statement of the theorem.

Claim. For the functions $g$ and $u$ specified above, we have

$$\int_{\mathbb{C}} |g(z)|^2 e^{-u(z)} \, dm(z) < \left( \frac{10\bar{C}z_1}{\varepsilon} \right)^2, \quad (3.7)$$

where $\bar{C} > 1$ is the constant from property (iii) of the function $\chi$.

Proof of claim. Following property (iii) of $\chi$ and (3.2) we see that

$$\int_{\mathbb{C}} |g(z)|^2 e^{-u(z)} \, dm(z) \leq \bar{C}^2 \left( \int_{T} z_1^2 e^{-u(z)} \, dm(z) + \sum_{n=1}^{\infty} \frac{z_{n+1}^2}{z_n^2} \int_{3B_n \setminus 2B_n} e^{-u(z)} \, dm(z) \right).$$

We will begin by bounding the integral on each disk, $B_n$. Note that if $z \in 3B_n$, then

$$|\text{Arg}(z)| \leq \arctan \left( \frac{3r_n}{z_n - 3r_n} \right) = \arctan \left( \frac{1}{2} \right) < \frac{\pi}{3}.$$

Using the second part of property (4) of $u$,
\[
\int_{3B_n \setminus 2B_n} e^{-u(z)} dm(z) \leq m(3B_n \setminus 2B_n) \cdot \sup_{z \in 3B_n \setminus 2B_n} e^{-u(z)} \leq 5\pi \cdot r_n^2 \cdot e^{-\frac{1}{4} \inf_{z \in 3B_n \setminus 2B_n} |z|^{1+\varepsilon}} \\
\leq 5\pi \cdot r_n^2 \cdot e^{-\frac{1}{4}(z_n-3r_n)^{1+\varepsilon}} \leq 5\pi \cdot r_n^2 \cdot e^{-\frac{1}{4}z_n^{1+\varepsilon}} = \frac{5\pi \cdot r_n^2}{z_n^{n+1} \cdot n^2},
\]

by the way the sequence \( \{z_n\} \) is defined.

Next, along the sides of the sector, on the set \( T \), we will use the first part of property (4) of \( u \),

\[
\int_T z_1^2 e^{-u(z)} dm(z) = z_1^2 \cdot 2 \int_0^\infty \exp \left( -\frac{\varepsilon}{4} \cdot t^{\frac{1}{2}+\varepsilon} \right) dt \leq \frac{64z_1^2}{\varepsilon^2}.
\]

Combining both estimates together we see that,

\[
\int_C |g(z)|^2 e^{-u(z)} dm(z) \leq \tilde{C}^2 \left( \int_T z_1^2 e^{-u(z)} dm(z) + \sum_{n=1}^\infty \frac{z_n^{n+1}}{z_n^2} \int_{3B_n \setminus 2B_n} e^{-u(z)} dm(z) \right)
\leq \tilde{C}^2 \left( \frac{64z_1^2}{\varepsilon^2} + \sum_{n=1}^\infty \frac{5\pi \cdot r_n^2}{81 \cdot n^2} \right) = \tilde{C}^2 \left( \frac{64z_1^2}{\varepsilon^2} + \sum_{n=1}^\infty \frac{5\pi}{81 \cdot n^2} \right) \leq 100\tilde{C}^2 \cdot \frac{z_1^2}{\varepsilon^2},
\]

concluding the proof. \( \triangle \)

By Hörmander’s Theorem, there exists a smooth function \( \alpha \) so that \( \bar{\partial}\alpha(z) = g(z) \) and (2.3) holds. Define \( f: \mathbb{C} \to \mathbb{C} \) as

\[
f(z) := \chi(z) \cdot h(z) - \alpha(z),
\]

and note that arguing as in (2.4), it follows that \( f \) is entire.

To prove the properties of \( f \) we argue similarly as in the proof of Theorem 2.1. For the rest of the proof, let us fix the constant

\[
C := 800 \left( \tilde{C} + \frac{1}{c} + c_0 \right) > 800, \quad (3.8)
\]

where \( c \in (0, 1) \) is the constant from Lemma 3.3(2).

To show property (1) of \( f \), let \( z \in B(z_n, \frac{1}{4}) \cup \{ |\text{Arg}(z)| > \pi - \frac{\varepsilon}{4} \} \), and observe that \( B(z, \frac{1}{4}) \subset B(z_n, \frac{1}{2}) \cup \{ |\text{Arg}(z)| > \pi - \frac{\varepsilon}{4} \} \). Then, by properties (2) and (3) of the subharmonic function \( u \),

\[
u|_{B(z, \frac{1}{4})}(w) \leq \begin{cases} -\frac{\varepsilon}{2} |z_n|^{1+\varepsilon}, & w \in B(z_n, \frac{1}{2}) , \\
-\varepsilon |z|^{1+\varepsilon}, & w \in \{ |\text{Arg}(z)| > \pi - \frac{\varepsilon}{4} \}
\end{cases}
\]
while \( \chi|_{B(z, \frac{1}{4})} \equiv 1 \), i.e., \( \alpha \) is holomorphic in \( B(z, \frac{1}{4}) \). In particular,

\[
\max_{w \in B(z, \frac{1}{4})} e^{\frac{1}{2}u(w)} \leq \exp \left(-\frac{\varepsilon}{C}|z|^{1+\varepsilon}\right).
\] (3.9)

Using Cauchy’s integral formula, Cauchy–Schwarz inequality, Hörmander’s Theorem, and equations (3.7), (3.9) and (3.8), we have that

\[
|f(z) - h(z)| = |\alpha(z)| = \frac{16}{\pi} \left| \int_{B(z, \frac{1}{4})} \alpha(w)dm(w) \right| \leq 3 \left( \int_{B(z, \frac{1}{4})} |\alpha(w)|^2dm(w) \right)^{\frac{1}{2}}
\]

\[
\leq 3 \max_{w \in B(z, \frac{1}{4})} e^{\frac{1}{2}u(w)} \cdot \left( 1 + |w|^2 \right) \sqrt{\int_{C} |\alpha(w)|^2 \frac{e^{-u(w)}}{(1 + |w|^2)^2}dm(w)}
\]

\[
\leq 10 \cdot |z|^2 \max_{w \in B(z, \frac{1}{4})} e^{\frac{1}{2}u(w)} \cdot \frac{10\tilde{C}z_1}{\varepsilon} \leq \frac{C \cdot z_1 |z|^2}{\varepsilon} \exp \left(-\frac{\varepsilon}{C}|z|^{1+\varepsilon}\right),
\]

concluding the proof of (1).

To show that (2) holds for \( f \), note that for every \( z \in \mathbb{C} \),

\[
|\chi(z) \cdot h(z)| \leq z_1 \exp \left(|z|^{1+\varepsilon}\right) \quad (3.10)
\]

by the way the sequence \( \{z_n\} \) was defined in (3.1). Then, using Cauchy’s integral formula, Cauchy–Schwarz inequality, (3.10), Hörmander’s Theorem, property (1) of the subharmonic function \( u \) and (3.8), the following holds.

\[
|f(z)| = |\chi(z) \cdot h(z) - \alpha(z)| = \frac{1}{\pi} \left| \int_{B(z, 1)} \chi(w) \cdot h(w) - \alpha(w)dm(w) \right|
\]

\[
\leq \frac{1}{\sqrt{\pi}} \left( \int_{B(z, 1)} |\chi(w) \cdot h(w) - \alpha(w)|^2dm(w) \right)^{\frac{1}{2}}
\]

\[
\leq 2 |\chi(z) \cdot h(z)| + 2 \left( \int_{B(z, 1)} |\alpha(w)|^2dm(w) \right)^{\frac{1}{2}}
\]

\[
\leq 2z_1 \exp \left(|z|^{1+\varepsilon}\right)
\]

\[
+ 2 \max_{w \in B(z, 1)} e^{\frac{1}{2}u(w)} \cdot \left( 1 + |w|^2 \right) \cdot \left( \int_{B(z, 1)} |\alpha(w)|^2 \frac{e^{-u(w)}}{(1 + |w|^2)^2}dm(w) \right)^{\frac{1}{2}}
\]
\[
\leq 2z_1 \exp \left( |z|^{\frac{1}{2} + \varepsilon} \right) + 2 \max_{w \in B(z, \varepsilon)} e^{\frac{1}{2} |w|^{\frac{1}{2} + \varepsilon}} \left( 1 + |w|^2 \right) \cdot 10 \cdot \frac{10 \zeta z_1}{\varepsilon} \\
\leq \frac{C \cdot z_1}{\varepsilon} \exp \left( |z|^{\frac{1}{2} + \varepsilon} \right).
\]

It is left to prove that the order of growth of \( f \) is exactly \( \frac{1}{2} + \varepsilon \). To bound the growth rate from above, note that using (2), for every \( z \in \mathbb{C} \),

\[
\frac{\log \log |f(z)|}{\log |z|} \leq \frac{\log \left( \frac{C \cdot z_1}{\varepsilon} \exp \left( |z|^{\frac{1}{2} + \varepsilon} \right) \right)}{\log |z|} \leq \frac{\log \left( \frac{C \cdot z_1}{\varepsilon} \right) + \log \left( |z|^{\frac{1}{2} + \varepsilon} \right)}{\log |z|} \leq \frac{1}{2} + \varepsilon + \frac{\log \left( \frac{C \cdot z_1}{\varepsilon} \right)}{\log |z|}.
\]

In particular, \( \rho(f) \leq \frac{1}{2} + \varepsilon \). To see a bound from below note that for every \( z \in B \left( z_n, \frac{1}{4} \right) \) we have

\[
\frac{\log \log |f(z)|}{\log |z|} \geq \frac{\log \left( z_{n+1} - |f(z) - h(z)| \right)}{\log \left( z_n + \frac{1}{4} \right)} \geq \frac{\log \left( z_{n+1} - \frac{C \cdot z_1 |z|^2}{\varepsilon} \cdot e^{-\frac{\varepsilon}{2} |z|^{\frac{1}{2} + \varepsilon}} \right)}{\log \left( z_n + \frac{1}{4} \right)} \geq \frac{\log \left( \frac{\exp \left( \frac{1}{2} z_n^{\varepsilon} \right) \cdot n}{z_n} \right)}{\log(z_n)} - o(1) \geq \left( \frac{1}{2} + \varepsilon \right) - o(1),
\]

as \( n \to \infty \) implying that \( \rho(f) \geq \frac{1}{2} + \varepsilon \) concluding the proof. \( \Box \)
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