Main Drivers of Fecundity Variability of Mussels along a Latitudinal Gradient: Lessons to Apply for Future Climate Change Scenarios
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Abstract: Bivalve relevance for ecosystem functioning and human food security emphasize the importance of predictions of mussel performance under different climate stressors. Here, we address the effect of a latitudinal gradient of temperature and food availability on the fecundity of the Mediterranean mussel to try to better parameterize environmental forcing over reproductive output. We show that temperature plays a major role, acting as a switching on–off mechanism for gametogenesis, while food availability has a lower influence but also modulates the number of gametes produced. Temperature and food availability also show different effects over fecundity depending on the temporal scale evaluated. Our results support the view that the gametogenesis responds non-linearly with temperature and chlorophyll concentration, an issue that is largely overlooked in growth, production and energy budgets of bivalve populations, leading to predictive models that can overestimate the capability of the mussel’s populations to deal with climate change future scenarios.
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1. Introduction

The accumulation of evidence on climate change impact on marine ecosystems increasingly points towards complex cascading effects at different levels of biological organization [1–5]. Rising atmospheric CO$_2$ has consequences not only for ocean temperature and acidification, but also on circulation patterns, stratification, or oxygen content [3,4]. Physical and chemical changes derived from anthropogenic activity have direct and indirect effects on physiology, behaviour and interactions of marine organisms, with consequences at population and community levels, compromising ecosystem functioning and finally its ability to provide a range of goods and services to humans [2–5].

Understanding and foreseeing the response of marine populations to climate change is crucial for human planning and development of mitigation and adaptation measures [3,6,7]. A commonly employed approach is to couple population and climate models to test for the effect of different climate scenarios on species distribution, performance or productivity [3,7–9]. Many of these studies agree to identify reef forming calcified organisms (corals, mussels, oysters, etc.) as one of the most vulnerable, because of their particular sensitivity to ocean acidification and other cascading effects related to the rising temperatures [1,3,10].

Mussels are amongst the most studied reef forming organisms, not just because of their interest as ecological engineers, driving biodiversity patterns [11] or regulating benthic-pelagic coupling process and water quality [12,13], but also because of their relevance for aquaculture and food security [14]. Recommendations of scientific advisory committees...
for a sustainable response to the increasing human demand of animal protein include an increment of bivalve production by 100 Mt before 2030 [15]. The large vulnerability of bivalves coupled to their relevance for food security emphasizes the importance of accurate predictions of mussel performance under different climate change scenarios, and has prompted the use of this species as a model for the study of the impact of several stressors [16–19].

Reproductive success is a key process controlling population dynamics, and identifying the environmental drivers that control reproductive output is key to be able to forecast the consequences of climate change [7,20,21]. The reproductive cycle of bivalves and other invertebrates comprises a sequence of biological events comprising gametogenesis, spawning and a resting period before gonad restoration [22]. This cycle is controlled by endogenous and environmental factors, and their interactions influence the onset and the duration of the reproductive cycle [22]. Among these environmental factors, temperature and food availability are considered to be the main factors regulating reproduction in marine invertebrates [20–24]. Temperature is usually regarded as a trigger for spawning, but also regulates the rate of gonadal development with a cumulative effect [20–24]. Food availability has been directly associated to fecundity (number of gametes produced) [24,25] although some authors also pointed to phytoplankton blooms as a spawning cue, which allows matching larval development with optimal environmental conditions [26].

Under unfavourable environmental conditions, bivalves activate costly defence and repair mechanisms, which reallocate energy away from reproduction towards somatic maintenance [16,20]. Therefore, reabsorption of gametes and fecundity loss are expected consequences of stressing scenarios which will become more persistent in the future [1,3]. Nonetheless, studies forecasting reproductive output and performance of bivalve populations, based on the Dynamic Energy Budget (DEB) principle, consistently predict a maintenance or a slight increase of reproductive output for bivalves in all the locations where warming future scenarios don’t overpass thermal tolerance of the species [7,9,20,23,27–30].

DEB and other models assume that physiological rates are proportional to size and follow at least a temperature-dependent relationship according to the optimal physiological range for somatic maintenance of the species, but do not usually consider specific environmental limits for gamete development [31–33]. Even when many attempts have been made to increase the complexity of the description of energy allocation to reproduction to make it more realistic [23], specific non-linear responses of gamete production to environmental conditions are not taken into account. Optimum values of temperature and food availability might differ between somatic and gametogenic processes. For example, while temperature tolerance ranges of *Mytilus galloprovincialis* range from 5 °C to 35 °C, with an optimum for somatic maintenance around 17.5 °C [28], some studies have determined a reproduction limiting temperature of 19 °C for the same species, with an optimum for the production of vitellogenic oocytes around 14 °C [34].

A correct parameterization of the complex relationships between environmental drivers and gamete production requires a better understanding of the underlying processes. Knowledge about the scales of spatial and temporal variability in reproductive output coupled to environmental variability is essential to gain a better understanding of the reproductive physiology, and to be able to incorporate it properly in the prediction of future scenarios.

In this study, we examined the variability in reproductive outputs of a series of populations of *Mytilus galloprovincialis* along a latitudinal gradient covering the Portuguese coast during the main reproductive season (Spring) for two different years. Consistency of latitudinal patterns of fecundity between years along with environmental variability was explored to identify relationships along an environmental gradient. Our goal was to identify non-linear relationships between gamete production and environmental variables at different temporal scales, to understand their influence when looking at the complete gametogenesis process (≈4 months) or to the last phases of gamete maturation. That
information might help to provide a better parameterization of reproduction, and to develop more accurate models for mussel populations forecasting.

2. Materials and Methods

2.1. Sampling Design

Mediterranean mussels, *Mytilus galloprovincialis*, were collected at 7 sites along the Portuguese coastline in 2014 and 2017 (Figure 1) following a latitudinal gradient from North to South: Póvoa do Varzim, Costa Nova, Peniche, Cascais, Galapos and Zavial. Sampling locations ranged from around 37° N to 41° N (distance ≈ 560 km, mesoscale), and took place during spring in 2014 and 2017 (14 April to 4 May 2014 and 18 May to 22 June 2017). At each site, 150 individuals were collected randomly along the intertidal, for length frequency and fecundity analysis.

![Figure 1. Fecundity sampling locations along the Portuguese coastline.](image)

2.2. Environmental Variables

Sea Surface Temperature (SST), Sea Surface Salinity (SSS) and Chlorophyll-a concentration (Chl-a) as environmental variables were obtained from the beginning of the year to the sampling date at each location. Daily averaged values of SST (°C) and SSS of 2014 were provided by Hycom model ([http://www.hycom.org](http://www.hycom.org)) and values of Chl-a concentration (mg/m³) were obtained from interpolation of satellite data (MODIS, SeaWiFS and
MERIS) supplied by CERSAT/IFREMER (http://ftp.ifremer.fr/ifremer/cersat/products/gridded/ocean-color/atlantic/EURL4-CHL-ATL-v01) (both accessed on 4 July 2014). The SST and SSS values of 2017 were obtained from the Mercator Ocean (Daily Global Analysis and Forecast of Ocean Physics, http://www.mercator-ocean.fr, EU Copernicus Marine Environment Monitoring Service, accessed on 7 November 2017), resolution 1/12° (=7 km for medium latitudes). Values of Chl-a concentration (mg/m³) were obtained from CMEMS Products (Copernicus-GlobColour Project, ACRI-ST, EU Copernicus Marine Environment Monitoring Service, accessed on 7 November 2017), which consist of daily data interpolated and reprocessed (multi-year time series) from satellite observations (SeaWIFS, MODIS-Aqua, MERIS and VIIRSN), and have a horizontal resolution of 1 km. Based on these data, a set of variables regarding temperature and food availability were created to identify different effects of environmental variability, at long and short-time scales, on fecundity. Concerning short-term effects, monthly averaged SST (average SST, °C) and Chl-a concentration (average Chl-a, mg/m³) during the month preceding the sampling date were calculated for each location. Data from 2014 for Cascais, Sines and Zavial were unavailable, so these were not included in the analysis. Looking at the long-term effects, we calculated the averaged Chl-a concentration during 10 days around the peak of the spring transition (Max Chl-a) and the number of days with SST over 14 °C (T > 14 °C) during the 4 months previous to the sampling date for each location to match the expected gametogenesis duration [35,36]. The threshold of 14 °C was selected based on the temperature optimum reported in laboratory experiments for the production of vitellogenic oocytes [34].

2.3. Fecundity Analysis

All mussels collected were measured along their anterior–posterior axis to calculate their total length (L, mm), using a digital calliper. Samples were divided into size classes with 10 mm intervals, from 5 mm to 95 mm (no individuals larger than 100 mm were detected in the intertidal). From each size class, 5 females were randomly selected for fecundity analysis. Females were first identified visually based on the orange coloration of their gonads and the presence of oocytes confirmed under a stereomicroscope. From the gonads of each female, a 1 cm diameter sample was taken to assess fertility, according to the methodology presented in Sukhotin and Flyachinskaya [37]. Each gonad sample was weighed, gently macerated and diluted with 20–25 mL of salted water. From this dilution, 3 sub-samples between 150–250 µL were taken to count the oocytes under a microscope, with the help of a Bogorov counting chamber. Another gonad sample (1 cm) was taken to estimate the weight of the tissue used for oocytes quantification. The rest of the gonad was separated from the remaining soft tissues to estimate the weight of gonads with regard to the rest of tissues. After dissecting, all samples were dried at 60 °C for 24 h to obtain dry weights.

Absolute fecundity (AF, number of oocytes/female) and relative fecundity (RF, number of oocytes/g gonad) were estimated according to the following formulas:

\[
AF = \bar{N}\left(\frac{W_g}{W_s}\frac{V_d}{V_s}\frac{100}{95}\right)
\]

\[
RF = \frac{AF}{W_g}
\]

where \(\bar{N}\) is the average number of oocytes observed in 3 subsamples, \(W_g\) is the dry weight of the total gonad (g), \(W_s\) is the dry weight of the gonad sample extracted for the oocyte count (g), \(V_d\) is the volume of water where the oocytes were diluted (mL), and \(V_s\) is the volume used in the subsamples for counting oocytes (mL). Since the extraction of oocytes from the samples is only 95% efficient, with 5% of oocytes remaining in the tissues during the extraction process [37], a 100/95 correction factor was applied to the estimate of AF.

2.4. Statistical Analysis

In order to evaluate the temporal and spatial variability of the AF and RF we used factorial ANOVAs with location and year as fixed factors. The relationship between size
and AF was analysed with ANCOVA (Separate Slopes model), separately for each year, including size (L, mm) as a covariable and location (Loc, 7 levels) as a fixed factor. In these analysis AF, RF and Size were log-transformed. The data and residues were evaluated for normality (Q-Q plot and Shapiro-Wilk Normality Test) and homoscedasticity (Levene’s Test). ANOVAs and ANCOVAs were performed using the software Statistica 12 (Stat Soft, Tulsa, OK, USA).

Generalized additive models (GAM), as implemented in the mgcv library of R 3.6.2 [38], were used to investigate the seasonal patterns (day of the year) and local variation (location) of the environmental variables measured (SST, SSS and Chl-a). GAM models were also employed to investigate the relationships between the environmental parameters (days > 14.5, average SST, average SSS, max Chl-a) on RF (log-transformed). The Akaike information criterion (AIC) was used to select the optimal set of variables for inclusion in the model. Model validation included the verification of homogeneity, normality and independence assumptions [39].

3. Results
3.1. Environmental Variables

Seasonality largely explained the variability observed in temperature and salinity (77.7 to 86.5% of deviance explained by the variables location and day of the year; Table 1, Figure 2). Latitudinal patterns were consistent during both sampling years, with a temperature and salinity increase from North to South (Table 1). Nonetheless, the estimated coefficients revealed warmer temperatures and lower salinities in 2017 (Table 1).

Figure 2. Estimated smoothing curves of day of the year for Sea Surface Temperature (SST, °C), Sea Surface Salinity (SSS) and Chlorophyll-a concentration (Chl-a, mg/m^3) from 2014 and 2017, expressed as a mean between locations along the Portuguese coastline. Results of the General Additive Model showing the effect of the variable “day of the year” (Julian year). Dashed lines show a 95% Confidence Interval and tick marks along the x-axis represent when observations occurred. Vertical dashed line (2017) is a reference to the last day from 2014 (day 120).
Table 1. Structure of the General Additive Model describing Sea Surface Temperature (°C), Sea Surface Salinity (SSS) and Chlorophyll-a concentration (mg/m$^3$) variability along the coastline from January to May 2014 and January to June 2017. S.E.: standard error; e.d.f.: estimated degrees of freedom.

| Location       | SST (°C) | SSS | Chl-a (mg/m$^3$) |
|----------------|----------|-----|------------------|
|                | Parametric Coefficients | Parametric Coefficients | Parametric Coefficients |
|                | Location | Estimate | S.E. | t | p | Estimate | S.E. | t | p | Estimate | S.E. | t | p |
| Póvoa do Varzim (Intercept) | 13.357 | 0.031 | 436.581 | $p < 0.001$ | 35.294 | 0.017 | 2051.909 | $p < 0.001$ | 2.499 | 0.138 | 21.488 | $p < 0.001$ |
| Costa Nova     | 0.287 | 0.044 | $-6.541$ | $p < 0.001$ | 0.103 | 0.024 | $-4.239$ | $p < 0.001$ | 0.476 | 0.196 | $-6.427$ | $p < 0.001$ |
| Peniche        | 0.486 | 0.044 | 11.077 | $p < 0.001$ | 0.611 | 0.024 | 25.197 | $p < 0.001$ | $-1.258$ | 0.196 | $-6.427$ | $p < 0.001$ |
| Cascais        | 0.667 | 0.052 | 12.883 | $p < 0.001$ | 0.418 | 0.029 | 14.651 | $p < 0.001$ | - | - | - | - |
| Galapos        | 0.730 | 0.044 | 16.614 | $p < 0.001$ | 0.512 | 0.024 | 21.103 | $p < 0.001$ | $-0.698$ | 0.196 | $-3.563$ | $p < 0.001$ |
| Sines          | 1.103 | 0.052 | 21.310 | $p < 0.001$ | 0.611 | 0.029 | 24.423 | $p < 0.001$ | - | - | - | - |
| Zavial         | 1.571 | 0.062 | 25.430 | $p < 0.001$ | 0.746 | 0.034 | 21.903 | $p < 0.001$ | - | - | - | - |
|                | Smooth terms (non parametric) | Smooth terms (non parametric) | Smooth terms (non parametric) |
| Day of the Year | e.d.f | F | p | e.d.f | F | p | e.d.f | F | p |
|                | 8.94 | 302.6 | $p < 0.001$ | 6.07 | 34.04 | $p < 0.001$ | 8.61 | 16.3 | $p < 0.001$ |

| Location       | Chl-a (mg/m$^3$) |
|----------------|------------------|
|                | Parametric Coefficients |
|                | Location | Estimate | S.E. | t | p | Estimate | S.E. | t | p |
| Póvoa do Varzim (Intercept) | 15.051 | 0.057 | 276.091 | $p < 0.001$ | 33.215 | 0.032 | 1059.370 | $p < 0.001$ | 1.718 | 0.080 | 24.625 | $p < 0.001$ |
| Costa Nova     | 0.623 | 0.080 | $-7.757$ | $p < 0.001$ | 1.112 | 0.046 | $-24.270$ | $p < 0.001$ | 0.224 | 0.113 | $-0.198$ | 0.843 |
| Peniche        | 0.174 | 0.080 | 2.168 | $p < 0.001$ | 0.667 | 0.046 | 14.550 | $p < 0.001$ | $-0.496$ | 0.113 | $-4.384$ | $p < 0.001$ |
| Cascais        | 0.569 | 0.080 | 7.064 | $p < 0.001$ | 0.940 | 0.046 | 20.520 | $p < 0.001$ | $-0.180$ | 0.113 | $-1.593$ | 0.111 |
| Galapos        | 0.921 | 0.080 | 11.477 | $p < 0.001$ | 1.484 | 0.046 | 30.640 | $p < 0.001$ | $-0.495$ | 0.113 | $-4.373$ | $p < 0.001$ |
| Sines          | 1.149 | 0.080 | 14.306 | $p < 0.001$ | 1.562 | 0.046 | 34.090 | $p < 0.001$ | $-1.132$ | 0.113 | $-10.004$ | $p < 0.001$ |
| Zavial         | 1.489 | 0.080 | 18.544 | $p < 0.001$ | 1.759 | 0.046 | 38.380 | $p < 0.001$ | $-1.241$ | 0.113 | $-10.970$ | $p < 0.001$ |
|                | Smooth terms (non parametric) | Smooth terms (non parametric) | Smooth terms (non parametric) |
| Day of the Year | e.d.f | F | p | e.d.f | F | p | e.d.f | F | p |
|                | 8.94 | 767.6 | $p < 0.001$ | 8.88 | 119.5 | $p < 0.001$ | 8.518 | 12.03 | $p < 0.001$ |

On the other hand, day of the year had a lower effect on the variability of Chl-a, with around 20%–30% of variance explained, much less than that observed for SSS or SST (Table 1; Figure 2). Both years maintained a similar latitudinal pattern for Chl-a, with a decreasing trend from North to South but with a maximum in Costa Nova (Table 1). Nonetheless, during 2014, the Chl-a peak related to spring transition was much more pronounced than during 2017 (Figure 2), and averaged estimated parameters also indicated larger concentrations of Chl-a during 2014 (Table 1).

3.2. Fecundity

Both indicators of fecundity, AF and RF, showed a significant interaction between location and year (Table 2). With regard to the absolute fecundity, larger values were observed in 2017 in comparison with 2014, and in spite of the significant interaction between year and location (Table 2), the latitudinal pattern was quite similar during both sampling years (Figure 3A). With the exception of Zavial, which showed an opposite trend between years, the larger number of eggs produced per individuals were consistently detected at Costa Nova Peniche and Cascais (Figure 3A). Average size of the mussel populations also showed a predominance of larger individuals at those locations (Figure 3B).
Table 2. Results of Factorial Analysis of Variance (ANOVA) of absolute fecundity (AF, log) and relative fecundity (RF, log) with locations and year as fixed factors (d.f.: estimated degrees of freedom, MS: mean squares).

| Effect       | df | MS     | F      | p    |
|--------------|----|--------|--------|------|
| Location     | 6  | 3.918  | 9.950  | <0.001|
| Year         | 1  | 15.472 | 39.280 | <0.001|
| Loc x Year   | 6  | 2.173  | 5.520  | <0.001|
| Error        | 255| 0.394  | -      | -    |

| Effect       | df | MS     | F      | p    |
|--------------|----|--------|--------|------|
| Location     | 6  | 1.490  | 8.030  | <0.001|
| Year         | 1  | 0.108  | 0.580  | 0.446|
| Loc x Year   | 6  | 2.590  | 13.960 | <0.001|
| Error        | 255| 0.186  | -      | -    |

A positive linear relationship between AF and female size was observed for both sampling years, in all locations but Sines in 2014 (Tables 3 and 4). In this case, the lack of relationship between both variables might be related to the narrow range of sizes sampled (25.5–35.9 mm) in that particular location and year. Although AF maintained a positive relationship with size in every location, the significant interaction between location and size indicates differences among locations on the relevance of size on determining the amount of oocytes produced (Table 3) and therefore on the value of the fitted slopes (Figure 3C; Table 4). Nonetheless, similar slopes were fitted for each location at different years (with the exception of Sines), suggesting this relationship to be quite stable at each location (Figure 3C; Table 4).

Table 3. Results of Analysis of Covariance (ANCOVA) with Separate Slopes of Absolute Fecundity (AF, log) in different locations with size (mm, log) as covariate (d.f.: estimated degrees of freedom, SS: sum of squares, MS: mean squares).

### ANCOVA with Separate Slopes: AF (log) vs. Location and Size (log)

#### 2014

| Effect       | Df | SS     | MS   | F      | p   |
|--------------|----|--------|------|--------|-----|
| Intercept    | 1  | 1.212  | 1.212| 5.197  | p < 0.05|
| Location × log size | 7 | 17.152 | 2.450| 10.506 | p < 0.05|
| Location     | 6  | 1.590  | 0.265| 1.137  | 0.346|
| Error        | 110| 25.653 | 0.233| -      | -   |
| Total        | 123| 59.150 | -    | -      | -   |

#### 2017

| Effect       | Df | SS     | MS   | F      | p   |
|--------------|----|--------|------|--------|-----|
| Intercept    | 1  | 2.343  | 2.343| 10.624 | p < 0.05|
| Location × log size | 7 | 28.736 | 4.105| 18.613 | p < 0.05|
| Location     | 6  | 4.015  | 0.669| 3.034  | 0.036|
| Error        | 131| 28.892 | 0.221| -      | -   |
| Total        | 144| 81.505 | -    | -      | -   |
Figure 3. Average and standard error of (A) absolute fecundity (AF, n°. oocytes per individual), (B) Size (mm) and (C) Coefficients Slopes of Analysis of Covariance (ANCOVA) between AF (logarithm-transformed) and Size (log), significant values ($p < 0.05$), except to Sines. Data of the different locations along the Portuguese coastline, from North (left) to South (right), during the years 2014 and 2017.
Table 4. Coefficients of ANCOVA with Separate Slopes analysis of absolute fecundity (AF, log) in different locations with size (mm, log) as covariate (d.f.: estimated degrees of freedom, SS: sum of squares, MS: mean squares).

| Location          | Slope  | S.E.  | t     | p      |
|-------------------|--------|-------|-------|--------|
| 2014              |        |       |       |        |
| Povoa do Varzim  | 2.268  | 0.871 | 2.603 | < 0.05 |
| Costa Nova       | 2.996  | 0.759 | 3.949 | < 0.05 |
| Peniche          | 3.565  | 1.270 | 2.807 | < 0.05 |
| Cascais          | 5.503  | 1.270 | 4.286 | < 0.05 |
| Galapos          | 3.862  | 1.034 | 3.734 | < 0.05 |
| Sines            | 0.687  | 2.737 | 0.251 | 0.802  |
| Zavial           | 5.209  | 1.576 | 3.305 | < 0.05 |
| 2017              |        |       |       |        |
| Povoa do Varzim  | 3.237  | 1.220 | 2.653 | < 0.05 |
| Costa Nova       | 1.848  | 0.829 | 2.229 | < 0.05 |
| Peniche          | 2.865  | 1.039 | 2.757 | < 0.05 |
| Cascais          | 5.669  | 0.797 | 7.117 | < 0.05 |
| Galapos          | 2.983  | 0.526 | 5.667 | < 0.05 |
| Sines            | 7.792  | 1.753 | 4.445 | < 0.05 |
| Zavial           | 2.612  | 0.915 | 2.855 | < 0.05 |

When looking at the relative fecundity values, larger RF values were reached in 2014 in comparison to 2014, but also a different spatial pattern was observed between years (Figure 4; Table 2). During 2014, RF values were low at the north and central coast locations and increased almost exponentially towards the southernmost populations (Galapos, Sines and Zavial). Conversely, during 2017, RF increased linearly from the northernmost location to the central coast, reaching a maximum at Cascais which was followed by a sharp drop in RF towards the southernmost locations (Figure 4).

According to the AIC, the four variables used to assess the effect of long-term (T > 14 °C and Max. Chl-a) and short-term (Average SST and Average Chl-a) environmental variability on RF were included in the GAM, explaining 26.6% of the variability observed across years and locations (Tables 5 and 6; Figure 5). Despite max. Chl-a not
showing a significant effect on RF, the variable was maintained in the model because of its traction over AIC (Tables 5 and 6; Figure 5D). The number of days with temperatures over 14 °C during the previous 4 months was the variable with the larger influence on RF (lowest p-value; Table 6). The highest positive effect of T > 14 °C was around 80 days, with a sharp detrimental effect on RF when warm days overpassed 100 days (Figure 5A). Average SST and Average Chl-a during the previous month had a similar influence on RF (p-values; Table 6), but while Average Chl-a showed a positive and linear relationship with RF (Figure 5C), Average SST only seemed to exert an effect when temperatures rose above 16 °C (Figure 5B).

Table 5. Summary of Akaike Information Criteria (AIC) for the selection of optimal set of variables for inclusion in the model to explaining relative fecundity (RF) along the Portuguese coastline during 2014 and 2017 (grouped years). Short-term variables: average Sea Surface Temperature (Av. SST, °C) and Average Chlorophyll-a concentration (Av. Chl-a, mg/m³), both at last month before the sampling. Long-term variable: number of days with Sea Surface Temperature over 14 °C (T > 14 °C) during the 4 months before the sampling date and Average Chl-a concentration during 10 days around the peak of the spring transition (Max. Chl-a). Variables values used for the analysis were average for each location and year (d.f.: estimated degrees of freedom).

| Model                                      | df   | AIC     |
|--------------------------------------------|------|---------|
| Av. SST                                    | 3.000| 403.786 |
| AV. Chl-a                                  | 4.799| 329.071 |
| Days T > 14 °C                             | 4.947| 370.316 |
| Max. Chl-a                                 | 3.000| 353.635 |
| Av. SST + Av. Chl-a                        | 6.656| 283.465 |
| Av. SST + Days T > 14 °C                   | 5.840| 330.819 |
| Av. SST + Max Chl-a                        | 6.700| 329.336 |
| Av. Chl-a + Days T > 14 °C                 | 7.042| 286.272 |
| Av. Chl-a + Max. Chl-a                     | 7.940| 296.542 |
| Max. Chl-a + Days T > 14 °C                | 4.950| 370.316 |
| Av. SST + Av. Chl-a + Days T > 14 °C       | 7.460| 284.044 |
| Av. SST + Av. Chl-a + Max. Chl-a           | 9.883| 278.559 |
| Days T > 14 °C + Av. Chl-a + Max. Chl-a    | 10.789| 278.181 |
| Av. SST + Days T > 14 °C + Av. Chl-a + Max. Chl-a | 9.943| 277.323 |

Table 6. Structure of the General Additive Model describing the best subset of environmental variables explaining relative fecundity (RF) along the Portuguese coastline from 2014 and 2017, grouped. Averages of Chlorophyll-a (Av. Chl-a, mg/m³) and Sea Surface Temperature (Av. SST, °C) at last month before samples. Number of days with Sea Surface Temperature higher than 14 °C at last 4 months (N Days SST > 14 °C). Average Chl-a concentration during 10 days around the peak of the spring transition (Max. Chl-a). S.E.: standard error; e.d.f.: estimated degrees of freedom.

| Parametric Coefficients | Estimate | S.E. | T     | p       |
|-------------------------|----------|------|-------|---------|
| Intercept               | 5.494    | 0.028| 198.300| < 2 × 10⁻¹⁶|

Smooth terms (non parametric)

| e.d.f | F     | p       |
|-------|-------|---------|
| N Days T > 14 °C | 3.0 | 8.277  | 2.9 × 10⁻⁵ |
| Av. SST | 2.4 | 7.150  | 0.0018 |
| Av. Chl-a | 1.0 | 8.105  | 0.0048 |
| Max. Chl-a | 1.6 | 0.530  | 0.4880 |

R² adjusted: 0.241 % Deviance explained: 26.6%
4. Discussion

Temperature latitudinal gradients are usually explored to understand the effects of thermal stress on marine invertebrates and to try to predict the subsequent impacts of future climate change scenarios over their distribution and population dynamics [21,40–42]. Our study explores the reproductive output of mussel populations along a latitudinal gradient at the North Atlantic south limit of *Mytilus galloprovincialis* distribution. The sampled populations cover a temperature range of 1.5 °C from the northernmost to the southernmost locations (Table 1) which encompass the predicted rise of SST by 2100 under certain climate change scenarios (1.2 to 3.6 °C for RCP2.6 and RCP8.5 respectively) [1]. The temperature latitudinal gradient observed in our study area goes along with a trend of rising salinity and decreasing Chl-a availability from North to South (Table 1). Nonetheless, while the temperature differences between extreme locations was stable between years (1.5 °C even when average temperature was much larger in 2017 than in 2014), for salinity and Chl-a, spatial variability was not so consistent (Table 1). Maximum Chl-a and minimum salinity values were detected at the northernmost location in both years, even if lower riverine inputs and a much larger phytoplankton bloom during spring transition occurred in 2014 (Figure 2), but the progressive trend towards the south was not monotonic (Table 1). Other local factors like riverine inputs, upwelling intensity or topography may have a larger influence over the spatio-temporal variability of those variables, preventing in many cases a direct correlation of Chl-a and salinity with latitude [21].

Figure 5. Results of the General Additive Model showing the best subset of environmental variables explaining relative fecundity (RF, log) along the Portuguese coastline, during 2014 and 2017 (grouped years). (A) Number of days with Sea Surface Temperature higher than 14 °C at last 4 months (N Days SST > 14 °C). (B) Average of Sea Surface Temperature (Av. SST, °C) and (C) Chlorophyll-a (Av. Chl-a, mg/m³) at last month before samples. (D) Chl-a concentration during 10 days around the peak of the spring transition (max. Chl-a). Dashed lines show 95% Confidence Interval and tick marks along the x-axis represent where the RF values (points) occurred.
The large spatio-temporal variability on relevant environmental variables (food availability, wave intensity, air exposure, topographical characteristics, etc.) coupled to complex interactions and trade-offs between them and temperature, has been frequently suggested as an explanation for the lack of detection of latitudinal gradients on physiological performance attributable to an increase of thermal stress [21,40–42]. Particularly, for mussel reproductive output, the lack of detection of a thermal stress latitudinal gradient is commonly attributed to the large influence of food availability on the reproductive processes [7,20,23]. Food availability regulates the number of oocytes produced [25], but also modulates stress response capability and metabolic activity in mussels, increasing their ability to cope with different sources of stress [43]. Some authors identify more complex interactions between environmental variables, but associated to oceanographic processes which lead to the persistence of multivariate mosaics of optimal environmental conditions and therefore maximum reproductive investment [21].

Our results showed that 3 locations in the Central-North coast of Portugal (Peniche, Cascais and Costa Nova) registered the largest absolute fecundity values during both years (Figure 3A). Egg production per individual was much higher in 2017 than in 2014, suggesting a larger influence of temperature over food availability for the reproductive output of those populations, since 2017 was characterized by warmer temperatures and lower food availability (Table 1; Figure 2). Nonetheless, the higher values observed for AF at those locations, both during 2014 and 2017, seems to be driven by the larger size of mussels at these three populations (Figure 3B). Mussels, as well as many iteroparous invertebrates, show a direct relationship between reproductive effort and body size, which is usually explained as an age-related increase on the proportion of energy allocated to reproduction [24,25,44,45]. Our results highlight the relationship between size and AF for all the populations and years studied (Table 3). Nonetheless, slopes describing the relationship between AF and size varied between locations (Figure 3C), which might be a consequence of the amount of stress experienced at each population. Previous studies have suggested that environmental stress can push populations of mussels to reach reproductive maturity at smaller sizes [46,47], as well as to attain earlier their maximum rate of reproductive investment, resulting in steeper slopes between reproductive effort and size [44]. Optimal environmental conditions usually lead to less stressed and faster growing populations, which reach reproductive maturity at larger sizes but also attain larger life spans [44–47]. Several authors have reported a decay on reproductive output on mussels over 50 mm, related to senescence processes [37,44,48], which can also flatten the slope of the relationship between oocyte production and size in populations where average size was larger (Figure 3). A combination of both processes might determine the relationship of reproductive output with size at each population [44], and agree with the hypothesis of persistent multivariate mosaics of environmental conditions which determine the adaptation of each population to their local habitat [21], and comply with the consistence of the slopes calculated for each location between years in the present study (Table 4; Figure 3C).

The standardization of AF by gonad weight (RF) allows for the integration of size on the reproductive output of each population, and for the detection of further latitudinal patterns which vary between years (Figure 4). In 2014, RF increased almost exponentially towards the south, suggesting almost a linear effect of temperature on reproductive output over certain thresholds (Table 1; Figure 2). Nonetheless, in 2017 maximum RF values were displaced towards the central coast of Portugal, with a sharp drop of RF farther South (Figure 4), which seems to indicate that the warmer temperatures detected that year (Table 1; Figure 2) overpassed reproductive optimums at those locations, even when temperatures recorded were far from the upper thermal limit reported for the species (≈27–35°C; [7,28]).

Gonadal development of mussels and many other bivalves takes place over a range of temperatures which are usually well below their thermal tolerance limit for survival [34,49–51]. Temperature influences metabolic rates, increasing energetic cost and limiting the energy
available for reproduction [24]. For *M. galloprovincialis*, energy allocation for reproduction seems to decrease fast when temperature rises over the optimum for somatic maintenance (≈17.5 °C; [28]), leading to a reproduction limiting temperature around 19 °C [34]. RF latitudinal gradients observed in the present study (Figure 4) might reflect the thermal history of mussels during gametogenesis according to those limits, reaching maximum values at those locations and years where temperature (Figure 2) was between the reported optimum (≈14 °C; [34]) for *M. galloprovincialis* gamete production and its upper limit (19 °C; [34]). Food availability can compensate for the extra demand of energy under certain stress conditions [43], but several studies report decreased rates of gametogenesis under high temperatures for bivalves, even under no limiting food conditions [34,50,51].

Our GAM model also reflects a larger effect of the temperature history over the food availability on gamete production (Table 6), supporting the role of temperature as a switching-on/off mechanism for gametogenesis (Figure 5A). The number of days with temperatures over the optimum for gamete production during gametogenesis (4 months) explained the largest amount of the variability observed on RF (p-value < 2.9 × 10^{-5}; Table 6). RF increases slightly with the number of warm days until those overpasses certain limit (≈80 days; Figure 5A) leading to a sharp drop on reproductive output. “Temperature windows” for gametogenesis are well documented for bivalves [25] and their evolution is usually associated with the advantage of matching reproduction with optimal conditions for larval development [52]. For *M. galloprovincialis* in the Iberian Coast, two peaks of reproduction are commonly reported (spring and autumn) [36,53], when food availability and oceanographic conditions optimize larval survival [52,54]. Therefore, having temperature thresholds for gametogenesis to avoid energy allocation for gamete production during winter and summer, when larval survival is limited by environmental conditions, might be a good strategy for energy optimization.

It is well known that temperature has multiple effects over bivalves’ gametogenesis, first acting as an on/off mechanism, and once activated regulating its kinetics [55]. Our results also highlighted a positive effect of temperature over RF when it rises over 16 °C during the last month of gametogenesis (Figure 5B). The average temperature values recorded during our study did not reach the reproduction limiting temperature (19 °C [34]) at any time (Figure 5B). Therefore, the positive relationship observed between temperature and RF during the last month of gametogenesis is not expected to be maintained over that temperature threshold.

We also detected a linear and positive effect of Chl-a concentration during the last month of gametogenesis over RF (Figure 5C), while the maximum Chl-a attained during the spring bloom had no significant effect on the reproductive output (Figure 5D; Table 6). These results might indicate that mussels are taking an opportunistic reproductive strategy, since the reproductive output is only dependent of the most recent food concentration. Food availability has a direct effect over the amount and quality of gametes produced by bivalves, but according to their reproductive strategy, species can be classified as opportunistic or conservative [24,56]. In opportunistic species the gametogenesis is linked to the food supply and occurs when feeding conditions are favourable, while in the conservative species the nutrients are stored before gametogenesis is initiated [24]. Mussels are, however, quite flexible and can exhibit both types of strategy, adapting it to the prevailing environmental conditions [24]. For some authors, gametogenesis initiation is mostly limited by nutrient availability, either as reserves or recently ingested food [45], while for others it is the temperature window which determines initiation/cessation of gametogenesis, and food availability modulates the amount of gametes produced [24]. Our results support better the second hypothesis, since we detected a much lower influence of food availability than temperature over RF (Table 6). The patterns observed (Figure 5) also agree with a major role of accumulative temperature conditions acting as a switching-on/off mechanism for gametogenesis, while more recent environmental conditions (temperature and food availability) regulate gamete production rates.
IPPC predicted a rise of SST by 2100 ranges from 1.2 to 3.6 °C (for RCP2.6 and RCP8.5 respectively; [1]). Our results suggest that under these climate predictions, temperature windows for gametogenesis will limit the number of reproductive events and might also alter the reproductive phenology of mussels to avoid persistent warm temperatures which will start earlier in the year and last for longer. Many studies agree on predicting changes on reproductive phenology of mussels [7,9,28,52], because an earlier activation of gametogenesis but an upper temperature limit controlling the decline of gametogenesis is not commonly included. Therefore, even when mismatch effects of dislodging reproduction towards less favourable conditions for larval survival might negatively affect mussel population dynamics [52,53], many studies based on DEB models consistently predict a maintenance or a slight increase of reproductive output for bivalves, and an increase of the population performance in all the locations where warming future scenarios don’t overpass thermal lethal tolerance of the species [7,9,20,23,27–30]. As mentioned before, those results might be related to the lack of specific parametrization of non-linear responses of gamete production to environmental conditions. DEB models establish general rules and priorities for energy allocation (somatic maintenance > growth > maturity maintenance > reproduction), and estimations of the cost of different physiological processes [31]. In addition, DEB models establish a series of assumptions for bivalve reproduction which usually include: a threshold of degree-days to activate gametogenesis, a threshold of gonadosomatic index to achieve ripe condition and a temperature threshold to trigger spawning [7,9,20,23,27–30]. However, those models do not include an upper limit for gametogenesis [9,20,23,27–30]. With the exception of some studies which incorporate a thermal upper limit for spawning [7], the lack of a specific upper limit for gametogenesis and the assumption that reproduction follows the same thermal tolerance rules than other physiological processes [31] forces the predictions towards large reproductive outputs [9,20,23,27–30], even at temperatures over the reported limit for reproduction [34]. The lack of correct parameterization of gametogenesis can therefore overestimate mussel population performance under future climate change scenarios.

Our results deepen the understanding of the underlying processes controlling the complex interactions between environmental drivers and gamete production, particularly highlighting the relevance of considering the thermal window for gametogenesis. Our study also points out the relevance of a correct parameterization of those processes, to be able to perform accurate predictions of population performance under future climate change scenarios.

5. Conclusions

Our study supports the view that gametogenesis responds non-linearly to temperature and chlorophyll concentrations, and that these variables show different effects over fecundity depending on the temporal scale evaluated. We found a major role of long-term temperature, acting as a switching on-off mechanism for gametogenesis, while short-term food availability has a lower influence but also modulates the amount of gametes produced. Our results highlight the complexity of gametogenesis environmental dependences, and how its inclusion in predictive models is vital to avoid overestimations on the capability of mussel populations to deal with climate change future scenarios.
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