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Abstract

Recently, machine learning has been used to substitute parts of conventional computational fluid dynamics, e.g. the cell-face reconstruction in finite-volume solvers or the curvature computation in the Volume-of-Fluid (VOF) method. The latter showed improvements in terms of accuracy for coarsely resolved interfaces, however at the expense of convergence and symmetry. In this work, a combined approach is proposed, addressing the aforementioned shortcomings. We focus on interface reconstruction (IR) in the level-set method, i.e. the computation of the volume fraction and apertures. The combined model consists of a classification neural network, that chooses between the conventional (linear) IR and the neural network IR depending on the local interface resolution. The proposed approach improves accuracy for coarsely resolved interfaces and recovers the conventional IR for high resolutions, yielding first order overall convergence. Symmetry is preserved by mirroring and rotating the input level-set grid and subsequently averaging the predictions. The combined model is implemented into a CFD solver and demonstrated for two-phase flows. Furthermore, we provide details of floating point symmetric implementation and computational efficiency.

1. Introduction

Multiphase flows with phase interfaces are omnipresent in nature and industrial applications. Therefore, the accurate simulation of such flows is subject of intense research. Over the years, numerous methods for the simulation of such flows have been developed, most notably the Volume-of-Fluid (VOF) [1] and level-set [2] method. Numerical models for surface tension in particular play an important role in the simulation of a wide range of multiphase flows. Here, the accurate computation of curvature is crucial. In the VOF method, the interface is tracked by the volume fraction field, for which discrete schemes are not suitable for direct evaluation of the curvature. In practice, the curvature is computed using a smoothly-varying function derived from a mapping of the volume fraction field, such as height functions [3].
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Recently, machine learning methods have been used to substitute certain parts of conventional computational fluid dynamics solvers. Examples are cell-face reconstruction in finite-volume solvers \[4\] and the curvature computation in VOF \[5, 6\] and Smoothed-particle hydrodynamic \[7\] codes. The general procedure can be described as follows: ML models are trained separately from the solver in a supervised fashion on a dataset generated by generic, circular interface configurations. Subsequently, trained models are used within a CFD solver substituting the conventional curvature computation. While the ML models display improvements with regard to accuracy for coarsely resolved interfaces, both symmetry and convergence are not provided.

In the level-set method, the interface is tracked by a scalar field whose values represent the signed distance to the interface. Since this is a smooth function, discrete schemes can easily be constructed to compute the curvature from the level-set field \[8\]. These schemes are fast and accurate (see Appendix B). Even more so, if the curvature values computed are corrected for the distance of the interface from the cell center as described by Luo et al. \[9\]. However, the interface reconstruction in the level-set method, i.e. the computation of the volume fraction and apertures, poses a bigger challenge. Conventionally, the interface reconstruction in the level-set method is done via linear interpolation \[10\] of the level-set field. While this approach exhibits first order convergence and approaches (recovers) the exact solution for highly resolved (linear) interfaces, it yields poor results for curved interfaces that are coarsely resolved.

In the present work, we introduce a consistent and symmetry-preserving data-driven interface reconstruction for the level-set method. We substitute the linear interface reconstruction with a regression neural network, improving the accuracy for coarsely resolved interfaces. Additionally, a classification neural network is trained to choose between neural network and linear interface reconstruction depending on the local resolution of the interface. Thus, the combined model recovers the linear interface reconstruction for highly resolved interfaces and first order convergence. Furthermore, symmetry is preserved by mirroring and rotating the neural network input with regard to all symmetries and subsequently averaging over the predictions. The combined model is implemented into ALPACA \[11, 12\], a block-based multiresolution compressible two-phase solver, and validated on a rising bubble test case. We provide implementation details with regard to floating point symmetry, speed and flexibility.

The remainder of the paper is structured as follows. Section 2 presents a description of the linear and neural network interface reconstruction. The data generation process and various data sets used to train and test the models are described in section 3. We display the accuracy of various model complexities outside the solver in section 4, followed by the performance inside the solver in section 5. The paper concludes with final remarks in section 6.
2. Methodology

The level-set field $\phi$ represents the signed distance from the interface of each cell center within the mesh of the finite-volume discretization. This implies that there is a positive phase ($\phi > 0$) and a negative phase ($\phi < 0$) with the interface being located at the zero level-set of $\phi$. We normalize the level-set values with the cell size. A cell that is intersected by the interface is referred to as cut cell. In Figure 1, a schematic of the finite-volume discretization on a 2D Cartesian grid including a cut cell with circular interface is shown.

In the following, we describe the conventional linear interface reconstruction. We then explain fundamentals of multilayer perceptrons and convolutional neural networks. Finally, we introduce the novel data-driven interface reconstruction model.
2.1. Linear interface reconstruction

The level-set field is assumed to have a linear distribution along the cell faces of the cut cell. The first step in reconstructing the interface is to approximate the level-set values at the corners of the cut cell via bilinear interpolation from the level-set input \( \phi_{i,j} = [\phi_{i-1,j+1}, \phi_{i,j+1}, \ldots, \phi_{i,j}, \ldots, \phi_{i+1,j-1}] \in \mathbb{R}^9 \). The corner values for the cell \((i, j)\) are given by

\[
\begin{align*}
\phi_{i+\frac{1}{2},j+\frac{1}{2}} &= \frac{1}{4}(\phi_{i,j} + \phi_{i+1,j} + \phi_{i,j+1} + \phi_{i+1,j+1}) \\
\phi_{i+\frac{1}{2},j-\frac{1}{2}} &= \frac{1}{4}(\phi_{i,j} + \phi_{i+1,j} + \phi_{i,j-1} + \phi_{i+1,j-1}) \\
\phi_{i-\frac{1}{2},j+\frac{1}{2}} &= \frac{1}{4}(\phi_{i,j} + \phi_{i-1,j} + \phi_{i,j+1} + \phi_{i-1,j+1}) \\
\phi_{i-\frac{1}{2},j-\frac{1}{2}} &= \frac{1}{4}(\phi_{i,j} + \phi_{i-1,j} + \phi_{i,j-1} + \phi_{i-1,j-1}).
\end{align*}
\]

If the level-set function is changing its sign along a cell face, the cell face is cut by the interface. In this case, the apertures \( A_{i,j} = [A_{i,j+\frac{1}{2}}, A_{i,j-\frac{1}{2}}, A_{i+\frac{1}{2},j}, A_{i-\frac{1}{2},j}] \in \mathbb{R}^4 \) are computed as

\[
\begin{align*}
A_{i,j+\frac{1}{2}} &= b_{i,j+\frac{1}{2}} \text{ if } \phi_{i+,j+\frac{1}{2}} > 0 \text{ else } 1 - b_{i,j+\frac{1}{2}}, \\
A_{i,j-\frac{1}{2}} &= b_{i,j-\frac{1}{2}} \text{ if } \phi_{i-,j-\frac{1}{2}} > 0 \text{ else } 1 - b_{i,j-\frac{1}{2}}, \\
A_{i+\frac{1}{2},j} &= a_{i+,\frac{1}{2},j} \text{ if } \phi_{i+,\frac{1}{2},j} > 0 \text{ else } 1 - a_{i+,\frac{1}{2},j}, \\
A_{i-\frac{1}{2},j} &= a_{i-,\frac{1}{2},j} \text{ if } \phi_{i-,\frac{1}{2},j} > 0 \text{ else } 1 - a_{i-,\frac{1}{2},j},
\end{align*}
\]

with

\[
\begin{align*}
a_{i+,\frac{1}{2},j} &= \frac{|\phi_{i+,\frac{1}{2},j}|}{|\phi_{i+,\frac{1}{2},j} + |\phi_{i-,\frac{1}{2},j}|}, \\
b_{i,j+\frac{1}{2}} &= \frac{|\phi_{i+,\frac{1}{2},j}|}{|\phi_{i+,\frac{1}{2},j} + |\phi_{i-,\frac{1}{2},j}|}.
\end{align*}
\]

If there is no sign change along the cell face, the aperture is either 0 or 1, depending on the level-set sign at the cut cell center. Note that both the apertures and the volume fraction are computed according to the positive fluid (\( \phi > 0 \)).

The interface segment-length \( \Delta \Gamma_{i,j} \) and the volume fraction \( \alpha_{i,j} \) are evaluated as

\[
\begin{align*}
\Delta \Gamma_{i,j} &= \left[(A_{i+\frac{1}{2},j} - A_{i-\frac{1}{2},j})^2 + (A_{i,j+\frac{1}{2}} - A_{i,j-\frac{1}{2}})^2 \right]^{\frac{1}{2}} \\
\alpha_{i,j} &= \frac{1}{2} \left( \frac{1}{2} A_{i+,\frac{1}{2},j} + \frac{1}{2} A_{i-,\frac{1}{2},j} + \frac{1}{2} A_{i+j+\frac{1}{2}} + \frac{1}{2} A_{i+j-\frac{1}{2}} + \Delta \Gamma_{i,j} \phi_{i,j} \right)
\end{align*}
\]

As depicted in Figure 2, the volume fraction is the sum of the area of triangles that meet at the cell center.

To increase the accuracy of the described linear interface reconstruction, Luo et al. [9] proposed a subcell-resolution interface reconstruction scheme. Here, the cut cell is refined once into four cells. Subsequently, the above described scheme is applied to each subcell. The final volume fraction and apertures are then computed by averaging the corresponding subcell apertures and volume fractions. The subcell reconstruction is used in this work.
2.2. Deep learning models

2.2.1. Multilayer perceptron

Neural networks are parameterizable nonlinear compound functions that map an input vector $\mathbf{x}$ onto an output $\mathbf{y} = \mathcal{N}(\mathbf{x}, \boldsymbol{\theta})$, where the free and learnable parameters of the network $\boldsymbol{\theta} = \{ \mathbf{W}^i, \mathbf{b}^i \}$ are comprised of the weights and biases of the network layers. Deep neural networks (DNNs) consist of multiple hidden layers of units (neurons) between in- and output layer. The numerical values in each layer are called activations.

The basic neural network model is the multilayer perceptron (MLP), where neurons in adjacent layers are densely connected. The vector of activations $\mathbf{a}^l$ in layer $l$ is computed from the activations of the previous layer $\mathbf{a}^{l-1}$ as

$$
\mathbf{a}^l = \sigma (\mathbf{W}^{l-1} \mathbf{a}^{l-1} + \mathbf{b}^{l-1}),
$$

where $\mathbf{W}^{l-1}$ indicates the weight matrix linking layers $(l-1)$ and $l$, $\mathbf{b}^{l-1}$ is the bias vector, and $\sigma(\cdot)$ is an elementwise nonlinearity. A suitable set of parameters $\boldsymbol{\theta}$ is found by approximately minimizing the error $\mathcal{L}(\mathbf{y}, \hat{\mathbf{y}})$ between network output $\mathbf{y}$ and target output $\hat{\mathbf{y}}$, e.g. mean squared error. Typically, the loss function is minimized via mini-batch gradient descent or the popular Adam optimizer [13].

2.2.2. Convolutional neural network

Convolutional neural networks (CNNs) are a special type of deep neural network for structured input data. CNNs exploit sparsity and weight sharing to increase learning efficiency. First, neuron activations are computed only by local sparse interactions with neurons from the previous layer. The local weight matrix is called the filter kernel. Second, CNNs make use of parameter sharing, i.e. the same weight matrix is used for each neuron in a given layer, and, therefore, are translational invariant.

Figure 2: Schematic of the volume fraction computation in the linear interface reconstruction.
Each CNN layer is typically made out of multiple feature maps, each of which is computed by a corresponding filter.

2.3. Combined model

The data-driven combined interface model uses neural networks for the calculation of the volume fraction and the apertures of cell \((i, j)\), i.e.

\[
\alpha_{i,j} = N_{\alpha}(\phi_{i,j}, \theta_{\alpha}),
\]

\[
A_{i,j} = N_{A}(\phi_{i,j}, \theta_{A}),
\]

where \(N_{\alpha}\) is the volume fraction neural network and \(N_{A}\) the aperture neural network, respectively.

We pose two requirements with respect to the data-driven interface reconstruction model: Firstly,
we want the model to be equivariant under symmetric transformations (e.g. reflection of the input). Secondly, we want the model to converge upon mesh refinement.

We preserve symmetry at the additional cost of multiple neural network evaluations by mirroring and rotating the input level-set grid and subsequently averaging the predictions. The left half of Fig. 3 shows a schematic of the implemented symmetries on the example of a circular interface. Starting from the the original configuration (OG), up to 7 symmetric and rotational variations are generated.

In practice, the absolute error of neural networks can be significantly smaller than that of classical discrete schemes for certain resolution ranges. However, the asymptotic error behavior of neural networks models is often limited by the level of the generalization error, and convergence upon mesh refinement is not guaranteed. Therefore, we propose to use a hybrid approach in which we use a neural network interface reconstruction for coarse resolutions while switching to the classical linear reconstruction in the asymptotic limit. A second smaller neural network works as a classifier and decides based on the input level-set field whether the interface reconstruction should be handled by the conventional method or by the neural network reconstruction.

The whole algorithm is illustrated in Fig. 6. First, all user-specified symmetric/rotational variations of the level set input are generated. Based on the properties of the input field, the classifier \( \epsilon \) decides whether the linear or the data-driven reconstruction are to be preferred. In particular, we choose a classifier probability threshold \( \epsilon_{nn} > 0.3 \) for all presented tests in the following sections. The linear reconstruction is inherently equivariant to symmetries and can be evaluated directly. The neural network is evaluated for each variation of the original input, the results are then averaged.

All neural networks - the classifier, the volume fraction and aperture model - are trained outside of the CFD solver on generic interface configurations. Details of the training process are provided in
In the ALPACA CFD solver the reconstruction of the volume fraction and the apertures is computed in different parts of the code. To minimize computational overhead, we train a separate reconstruction network for each geometric quantity. A single model for multiple quantities would require a deeper neural network, as the prediction task is more complex, and would result in a worse performance as only one part of the output would be used.

In previous work, only multilayer perceptrons were used to perform the regression task. Here, we are also training convolutional neural networks to investigate whether the regression task benefits from their capability to account for the spatial structure of the level-set grid. The linear interface reconstruction utilizes a $3 \times 3$ level-set grid as input to compute volume fraction and apertures. To make both reconstructions comparable, we use the same stencil width as input for the regression neural networks. For the classification task, we only consider convolutional type networks. However, for the classification neural network, we are using input grids of size $3 \times 3$ and $5 \times 5$.

In Fig. 4, the architecture of the MLP is illustrated. The $3 \times 3$ level-set grid is flattened and used as input for the network. The amount of hidden layers and the amount of nodes per hidden layer is represented by $N_{h1}$ and $N_{h2}$, respectively. Depending on the model, the output layer consists of one (volume fraction) or four (apertures) nodes. The naming convention to describe the MLP architecture in this work is $NumberOfLayers\ NumberOfNodesPerLayer$. As an example, the model $2 \ 50$ describes an MLP consisting of 2 hidden layers with 50 nodes each.

The architecture of the convolutional neural network is displayed in Fig. 5. The $3 \times 3$ (or $5 \times 5$) level-set grid is processed by a single convolutional layer with $N_f$ filters of size $3$ (or $5$). The output of the convolutional layer is flattened to a vector and used as input for $N_{h1}$ subsequent dense layers with $N_{h2}$ nodes each. Depending on the model, the output layer consists of one (volume fraction) or four (apertures) nodes. For the classifier, the output layer contains a node for each class, i.e. two nodes. The naming convention to describe the CNN architecture in this work is $KernelWidth\ NumberOfFilters\ NumberOfDenseLayers\ NumberOfNodesPerLayer$. As an example, the model $3 \ 16 \ 2 \ 20$ describes a CNN consisting of a convolutional layer composed of 16 filters, each with a kernel width of 3 and 2 subsequent dense layers with 20 nodes each.

3. Data generation and datasets

The ML models are trained using generic interfaces described by lines, circles and ellipses. Furthermore, the test set contains star shaped interfaces, i.e. circles whose radius has a sinusoidal dependency.
The parametric representation $\Xi(\theta)$ of the circles, ellipses and stars are given by

\[
\begin{align*}
\begin{pmatrix} x \\
y \end{pmatrix} &= \Xi_c(\theta) = \begin{pmatrix} R_c \cos(\theta) \\
R_c \sin(\theta) \end{pmatrix} & \text{circles (9)} \\
\Xi_e(\theta) &= \begin{pmatrix} a_e \cos(\theta) \cos(\psi) - b_e \sin(\theta) \sin(\psi) \\
& a_e \cos(\theta) \sin(\psi) + b_e \sin(\theta) \cos(\psi) \end{pmatrix} & \text{ellipses} \\
\Xi_s(\theta) &= \begin{pmatrix} (R_s + A_s \cos(n_s \theta)) \cos(\theta) \cos(\psi) - (R_s + A_s \cos(n_s \theta)) \sin(\theta) \sin(\psi) \\
& (R_s + A_s \cos(n_s \theta)) \sin(\psi) + (R_s + A_s \cos(n_s \theta)) \sin(\theta) \cos(\psi) \end{pmatrix} & \text{stars}
\end{align*}
\]

Here, $R_c$ represents the radius of the circles and $a_e$ and $b_e$ are the semi-major and semi-minor of the ellipses, respectively. The stars are described by the base radius $R_s$, the amplitude $A_s$ and the number of fingers $n_s$, respectively. The parameter $\theta$ describes the angle along the curve perimeter and $\psi$ represents a rotation angle. Note that all parameters that represent length scales are given as normalized with the cell size, i.e. larger radii indicate higher numerical resolution.

The general approach to generate a sample for any given parametric representation is as follows:

1. Define a 2D Cartesian coordinate system with origin $(0, 0)$ used as center of the parametric curve.
2. Draw parameters describing the shape $(R_c, a_e, b_e, R_s, A_s, n_s)$ of the curve from a random uniform distribution. Pick any cut cell along the perimeter by drawing $\theta_0$ from a random uniform distribution.
3. Identify the cut cell center by rounding $\Xi(\theta_0)$ and subsequently generate a $3 \times 3$ (or $5 \times 5$) grid dataset.
of cells surrounding the cut cell, with $x_{i,j}^\phi$, $\forall i,j = \{1,2,3\}$ being the cell centers of the grid.

4. Compute the levelset field $\phi_{i,j}$: The distance of the cell centers $x^\phi$ to the interface is computed by finding the minimum of $||x^\phi - \Xi(\theta)||$ using the Newton method. To infer the sign of the levelset value, the implicit form of the curve is used for circles ($0 = R_c - \sqrt{x^2 + y^2}$) and ellipses ($0 = 1 - \sqrt{(x \cos(\psi) + y \sin(\psi))^2/a^2 + (x \sin(\psi) - y \cos(\psi))^2/b^2}$). For stars, the radius at the cell centers $||x_{i,j}^\phi||$ is compared to the radius of the curve at the corresponding angle.

5. Compute the apertures $A_{i,j}$: Find the intersections of the parametric curve with all cell faces of the cut cell using the Newton method and distinguish between positive and negative fluid using the normal.

6. Compute the volume fraction $\alpha$: Analytical integration for circles and numerical integration (Simpson's rule) for ellipses and stars.

7. Decide whether to flip the sample from convex to concave, i.e. multiply the levelset field with -1, by drawing from a random uniform distribution.

For lines, the cut cell center is placed at the origin of the 2D Cartesian coordinate system. Subsequently, two points within the cut cell, i.e. $(x, y) \in [-0.5, 0.5]$, are randomly picked from a uniform distribution. The line is defined by connecting both points. The apertures are computed by finding the intersection of the line with the cut cell faces. The volume fraction is then computed according to (5) (compare Figure 2).

Figure 7 illustrates exemplary levelset grids for all considered shapes. In Figure 8 a histogram of the volume fraction over all samples in the used test set is displayed. This shows, that the above described method yields a uniform distribution over labels preventing training data induced biases.

As best practiced in ML, we distinguish between training, validation and test set. The used datasets are summarized in Table 1. Dataset 1 and 2 represent the training set for the regression and classification neural network, respectively, where 17.5% of the samples are used as validation data. Dataset 3 is the test set, that is evaluated after training for final model comparison and selection. Note, that the training sets are mirrored for all symmetries (compare Figure 3), i.e. the actual amount of samples is 8 times larger than what is described in the table. In addition, a fourth dataset is generated that is used to assess the convergence of the models. For this dataset, 4000 circles and 4000 ellipses are generated.
at each of the radii and semi-majors $R_c = a_c = 10^r$, $r \in \{0.6, 1.2, 1.5, 1.8, 2.1, 2.4, 2.7, 3.0, 3.3, 3.6, 3.9\}$. The semi-minor $b_c$ for each individual sample is computed by drawing an aspect ratio $a_c/b_c \in [2, 4]$ from a random uniform distribution.

The labels of the training set for the classification neural networks are generated as follows: For a given sample from the training set of the classification neural network (dataset 2), we perform a neural network and linear interface reconstruction and subsequently compare the resulting volume fractions and apertures to the analytical result. Depending on which model yields a lower absolute error, we generate a corresponding label for the given classifier training set sample. This implies that every classification neural network model corresponds to a specific regression neural network model.

4. Model performance

4.1. Influence of active symmetries

As described previously, we preserve symmetry by mirroring and rotating the input levelset grid and subsequently averaging the predictions (compare Figure 3). In Figure 9, the logarithmic absolute error of the linear and neural network volume fraction to the exact values for a star shape is depicted. We compare different numbers of active symmetries. While the linear reconstruction is inherently symmetric, it can be seen that the error pattern goes from random ($S = 0$) to fully symmetric ($S = 8$) for the neural network reconstruction. The corresponding mean absolute errors $MAE$ along the perimeter of the star are displayed in the caption of the figure.

In Figure 10, the mean absolute error of the neural network and linear reconstruction to the exact solution over the interface resolution $R$ for different numbers of active symmetries is displayed. Note that the radius represents a normalized (with cell size) value. The neural network reconstruction achieves accuracy improvements up to an order of magnitude for coarsely resolved structures. This particular network (architecture 250) outperforms the linear reconstruction even for resolutions up to $R = 500$ (volume fraction) and $R = 200$ (apertures). It can be seen that the mean absolute error decreases successively with the number of active symmetries. For a detailed description of the used dataset for the evaluation of the convergence, the reader is referred to section 3.

![Figure 8: Histogram of volume fraction over samples in the test set (dataset 3 in Table 1).](image-url)

Figure 8: Histogram of volume fraction over samples in the test set (dataset 3 in Table 1).
Figure 9: Logarithmic absolute error of the neural network and the linear volume fraction to the exact solution evaluated on a star ($R_s = 8, A_s = 5, n_s = 4$) for different numbers of active symmetries $S$. (a) linear, $MAE = 2.157e-2$ (b) $S = 0$, $MAE = 1.322e-3$, (c) $S = 4$, $MAE = 6.957e-4$, (d) $S = 8$, $MAE = 6.349e-4$. The architecture of the used regression neural network is $2\ 50$. The color scheme is ranging from maximum (blue) to minimum (red) absolute error.

Figure 10: Mean absolute error $MAE$ of pure neural network and linear interface reconstruction on the convergence dataset for different numbers of active symmetries. The radius $R$ represents the normalized (with cell size) radius of the interface shapes, namely circles and ellipses. For a detailed description of the dataset, the reader is referred to section 3. The used architectures for the regression neural networks is $2\ 50$. 

\[ \text{volume fraction} \quad \text{apertures} \]
4.2. Network architectures and types

In Figure 11, the mean absolute error $MAE$ of the neural network and linear reconstruction to the exact solution over the interface resolution $R$ for various MLP architectures is displayed. For this, we set the number of active symmetries to $S = 8$. It is shown that the accuracy of the MLP is successively increasing with model complexity, i.e. with the number of hidden layers and with the number of nodes per layer. However, looking at the volume fraction in particular, the accuracy does not increase beyond a certain model complexity, indicating that larger models than $2\ 200$ or $3\ 100$ will not lead to better performance, and merely increase cost.

In Table 2, a comparison of the mean squared error $MSE$ on the training, validation and test set is displayed for the regression neural networks. Both MLP and CNN types for various architectures are shown. Additionally, the amount of parameters for each architecture is listed. To provide a meaningful comparison between MLP and CNN, we only picked CNN architectures that result in similar amount of parameters compared to the MLP. The networks that are reasonably comparable across neural network types are highlighted with the same color. It is observed that there is no significant difference in MSE between both neural network types. It may be necessary to increase the input levelset grid...
the following, we will choose the MLP type for the regression task. MLP shows slightly better performance with regard to training, validation and testing. Therefore, in the following, we will choose the MLP type for the regression task.

### 4.3. Combined model

As described in section 2.3, the combined model consists of a classification neural network deciding whether to use a neural network or the linear approach to reconstruction the interface, depending on

![Figure 12: Mean absolute error MAE of the combined model and the linear interface reconstruction on the convergence dataset. The black lines indicate the MAE of the linear (cross marker) and the pure neural network (circle marker) reconstruction. The red lines indicate the MAE of the combined model. The blue lines represent the mean classifier accuracy. The dashed and solid lines distinguish between the classification neural network architectures 3 2 1 5 and 5 2 1 5, respectively. The used architecture for the regression neural networks is 2 50.](image-url)
its resolution. In Figure 12 the mean absolute error of the combined model and the linear interface reconstruction to the exact solution over the interface resolution $R$ is depicted. Furthermore, the mean accuracy of the classifier is shown. We compare two classification neural network architectures. In particular, the architectures differ only in the kernel width, i.e. the input levelset grid. We observe a significant increase of classification accuracy for the $5 \times 5$ input grid, compared to the $3 \times 3$ input grid. The combined model uses the neural network reconstruction for coarsely resolved structures and recovers the linear interface reconstruction upon mesh refinement.

5. Model performance coupled with CFD solver

5.1. Implementation details

The feed-forward operations of the ML models mainly consist of basic linear arithmetic operations, i.e. matrix/matrix multiplications and matrix/vector additions. For optimal performance, the neural networks are implemented using blaze, a high-performance C++ library for dense matrix arithmetic, making use of e.g. SIMD instructions, data structure padding, and smart cache usage. In particular, we are using Intel MKL as BLAS backend.

Weights and biases are stored in dynamic containers and can thus be loaded at runtime. This increases flexibility regarding the usage of varying model complexities without the need to recompile the executable. However, the amount of active symmetries is set at compile time for optimal performance.

ALPACA [11] is a block-based multiresolution solver. A block is the smallest computational unit with regard to contiguous memory. The computational domain consists of multiple blocks and a single block is usually composed of 16 to 32 cells, referred to as internal cells. Thus, within the solver, there exist an outer loop over the blocks and an inner loop over the internal cells. This implies that the computation of the volume fraction and the apertures happens cell-wise. MPI parallelization is realized by assigning ranks to multiple blocks. When using a neural network however, predicting single samples at a time is slow. To make optimal use of BLAS, matrix/matrix multiplications should be favored over (multiple) matrix/vector multiplications. In other words, performing a single feed forward for multiple samples (cells) is faster than performing a feed forward for each sample (cell). To make use of this within ALPACA, there exist in principle two options: 1) Gather all cut cell indices within the whole computational domain and subsequently do a single feed-forward operation for the whole domain. 2) Gather all cut cells within each block and perform a feed-forward operation for each block. While option 1) is faster when solely considering the speed of the neural network, this approach has a drawback: It introduces communication overhead between ranks as the rank performing the feed forward must receive all cut cell indices and subsequently must send the result to the corresponding ranks. Furthermore, this implementation requires major code restructure. We therefore implement the first option.
The apertures need special treatment with regard to symmetry preservation. This is due to the fact that the aperture predictions of a cell face shared by two adjacent cut cells are not equal for both input levelset grids. Hence, it is necessary to average the aperture predictions across cell faces. This is done by simply computing the mean value of the aperture at a cell face shared by two adjacent cut cells. Additionally, symmetry breaking floating point errors are addressed by sorting the symmetry predictions in descending order before computing the mean.

To show the floating point symmetric implementation, we simulate a static drop without surface tension in a single block of $16 \times 16$ cells. Floating point errors resulting from the computations at the interface are displayed in Figure 13. In particular, the absolute velocity is illustrated. It can be seen that, depending on the amount of active symmetries (compare Figure 3), the velocity noise shows a random ($S = 0$) to fully symmetrical ($S = 8$) pattern.

5.2. Efficiency comparison

We assess the speed of the proposed method by comparing the wall clock time $T$ necessary to fill the volume fraction and aperture buffer for a circular interface within a single block of $16 \times 16$ cells (compare Figure 3). Of the 256 cells within the block, 14% are cut cells, i.e. cells for which an interface reconstruction is performed. We average the wall clock time over 10000 runs on a Intel i5-4690K CPU.

In Table 3, the ratio $T_{nn}/T_{linear}$ is depicted, with $T_{nn}$ and $T_{linear}$ being the wall clock time for the neural network and the linear interface reconstruction, respectively. In particular, the values for the volume fraction / aperture neural network are listed separately. It is distinguished between active and inactive classifier, i.e. combined and pure neural network reconstruction. Note that the filling of the aperture buffer in the neural network reconstruction requires additional overhead compared to the linear reconstruction due to the averaging procedure across cell faces. Furthermore, while these values give insight into the sample-wise speed of the proposed approach, they are not representative for full simulations. This is due to the fact that the wall clock time needed to perform the interface reconstruction is minor compared to the computational time for a single time step.
5.3. Rising bubble

A bubble is immersed into another, heavier fluid. Buoyancy causes the bubble to rise and subsequently undergo moderate shape deformations. This test case was studied by [14] as a benchmark case to compare various two-phase solver. Figure [14] shows a schematic of the initial and boundary conditions on the left. The two fluids are bound by the spatio-temporal domain \((x,y)\) ∈ Symmetries

| Architecture | 0   | 2   | 4   | 8   |
|--------------|-----|-----|-----|-----|
| 1 50         | 0.39/1.00 | 0.97/1.17 | 1.35/1.97 | 2.66/3.69 |
| 1 100        | 0.84/0.89 | 0.82/1.26 | 1.65/2.29 | 3.31/5.54 |
| 2 50         | 0.69/1.82 | 1.98/1.73 | 2.57/3.17 | 5.11/6.15 |
| 3 50         | 1.00/2.02 | 3.24/2.43 | 3.83/4.42 | 7.55/8.61 |
| 2 100        | 2.50/1.69 | 2.25/2.65 | 4.38/5.11 | 8.99/12.00 |

classifier inactive

| Architecture | 0   | 2   | 4   | 8   |
|--------------|-----|-----|-----|-----|
| 1 50         | 4.89/5.78 | 7.62/7.32 | 9.78/10.76 | 18.5/19.54 |
| 1 100        | 5.75/5.53 | 6.62/7.29 | 10.79/11.69 | 19.92/24.61 |
| 2 50         | 5.54/7.07 | 9.35/8.73 | 12.9/12.9  | 23.16/24.24 |
| 3 50         | 6.54/8.03 | 11.51/10.15 | 15.25/16.10 | 28.63/30.15 |
| 2 100        | 9.35/8.00 | 10.8/11.7   | 19.13/19.17 | 35.04/42.11 |

classifier active

Table 3: Comparison of wall clock time to fill the volume fraction and aperture. The table shows the ratio \(T_{nn}/T_{linear}\), where \(T_{nn}\) and \(T_{linear}\) are the wall clock times required by the neural network and the linear interface reconstruction, respectively. The used classifier architecture is 5 2 1 5. (For interpretation of the model architectures see section 2.3)

Figure 14: Schematic of the rising bubble setup.
Figure 15: Rising bubble at times $t \in \{0,0.1,2.5,3\}$. The color of the cells indicate the decision of the classification neural network. In particular, green cells indicate neural network interface reconstruction and red cells indicate linear interface reconstruction.

Figure 16: Comparison of mass, rise velocity and center of mass of the rising bubble (from left to right) for neural network and linear interface reconstruction. The reference result is generated with the linear reconstruction on a mesh with twice the resolution.

$[-0.5, 0.5] \times [-1.0, 1.0]$ and $t \in [0.0, 3.0]$, with a resolution of $64 \times 128$. The initial bubble radius is $R = 0.25$. The densities and viscosities are $\rho_1 = 100, \rho_2 = 1000, \mu_1 = 1$ and $\mu_2 = 10$, respectively. The surface tension coefficient is $\sigma = 24.5$ and the gravitational acceleration is $g = [0, -0.98]^T$. At the north and south boundary, the no slip condition $u = 0$ and $v = 0$ is imposed, while the east and west boundaries are periodic. To simulate this case, we choose the regression neural network $2 50$ and the classifier $5 2 1 5$ with active symmetries $S = 8$.

In Figure 15, the temporal evolution of the interface is depicted. We highlight the cut cells, where
Table 4: Comparison of wall clock time for the rising bubble for different amount of active symmetries. The table shows the relative difference in percent to the linear interface reconstruction. The used classifier architecture is 5 2 1 5 (For interpretation of the model architectures see section 2.3.)

the classifier chooses a neural network/linear reconstruction in green/red. In Figure 16 a comparison of the exact mass, the rising velocity and the center of mass over time is illustrated. The combined model runs stably and achieves more accurate results with regard to the mass.

In Table 4, we compare the wall clock time needed to perform the simulate the rising bubble. Note, that this simulation was run on two CPUs. For larger simulations, the overhead resulting from increased communication between hundreds of CPUs would result in a significant reduction of the reported values.

6. Conclusion

Machine learning (ML) has recently been used to improve certain parts of conventional CFD codes, e.g. the cell-face reconstruction in finite-volume solvers or the curvature computation in the Volume-of-Fluid method. While the latter improved the accuracy for coarsely resolved interfaces, the resulting ML models do not provide convergence or symmetry. In this work, we shift the focus on the interface reconstruction in the Levelset method, i.e. the computation of the volume fraction and the portions of the fluids along the cell faces, and adress aforementioned shortcomings. We propose a combined model, consisting of a classification neural network that chooses between conventional (linear) and neural network reconstruction. While the linear interface reconstruction is inherently symmetric and has first order convergence, it yields poor results for coarsely resolved interfaces. Our experiments show that the pure neural network reconstruction delivers much better approximations in the coarse regime. However, the error level of the neural network model does not converge upon mesh refinement. The classification neural network decides, based on the given levelset field, whether evaluation of the conventional or the neural network model is preferable. For coarsely resolved interfaces the classifier chooses the neural network reconstruction and switches to the conventional model for finely resolved structures. Thereby, the proposed combined approach achieves significant accuracy improvements for resolutions up to 200 cells per effective radius of the interface, while at the same time recovering the first order convergence of the linear interface method in the asymptotic limit. Symmetries are preserved by evaluating the neural network on mirrored and rotated variations of the original levelset
field and subsequently averaging over these predictions. The combined model is implemented into ALPACA, a block-based multiresolution solver for compressible flows. For the rising bubble test case, the proposed model is stable and preserves the mass of the bubble better than the conventional model. The performance in the solver depends on the depth of the neural network and the number of active symmetries.

In multiphase flows with low Weber numbers the surface tension plays a significant role. Initial results of curvature neural networks showed that these models yield better results than the conventional method for circular interfaces in the coarse regime. However, to make the use of neural networks for the curvature feasible, higher accuracy improvements have to be achieved for a broader range of interface shapes. This is left for future work. Validation of the proposed data-driven model with more complex test cases, e.g. test cases with merging interfaces, and the extension to 3D simulations are subject of current research.
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Appendix A. Model training

In the following, we describe details of the neural network training process. All networks and training routines are implemented in TensorFlow 2 [15]. For MLPs, we use the same number of neurons in each hidden layer. For the convolutional networks, a single convolutional layer is followed by densely connected layers. For all neural networks, we are using the ReLU activation function in the hidden layers. For the classifier we use the softmax activation in the output layer. For the regression models, we use the hardSigmoid activation function in the output layer,

\[
\text{hardSigmoid}(x) = \begin{cases} 
0.0, & \text{if } x < -2.5, \\
0.2x + 0.5, & \text{if } -2.5 \leq x \leq 2.5, \\
1.0, & \text{if } x > 2.5.
\end{cases}
\]

The network weights are initialized with the Xavier normal initialization [16]. The training data is provided in Tab. 1. We use the Adam optimizer [13] with a batch size of 1000. Regression models are trained for 200 epochs. We start with a learning rate with $1e^{-3}$ and divide it by 10 after 50, 100, and 150 epochs. Classification models are trained for 10 epochs with a constant learning rate of $1e^{-3}$.
Appendix B. Regression neural network for curvature

In the Volume-of-Fluid method, the phases are distinguished by an abruptly-varying volume fraction field. This scalar field is not suitable for direct evaluation of the curvature using discrete schemes. In the Levelset method on the other hand, the interface is tracked by a scalar field whose values represent the signed distance to the interface. The curvature can be directly evaluated from the smooth levelset field \( \phi \) by discretizing the equation (B.1), e.g. with central finite differences (FD). With this approach, the curvature is approximated at the cell center. Using equation (B.2), this value is corrected for the distance of the cell center from the interface by approximating the interface locally by a sphere. Here \( d \) is the spatial dimension, thus in the present case \( d = 2 \).

\[
\kappa = -\nabla \cdot \frac{\nabla \phi}{|\nabla \phi|} \quad (B.1)
\]

\[
\kappa_I = \frac{(d - 1)\kappa}{d - 1 - \phi \kappa} \quad (B.2)
\]

We train multilayer perceptrons to predict the curvature, similar to what is presented for the volume fraction and apertures (compare section 2). From experience, we have seen that to achieve a predictive accuracy that is competitive to central finite differences, it is necessary to restrict the training data to only concave (or convex) interfaces, i.e. only positive (or negative) curvature values. In particular, we compare two training sets: The first one consists of only circular interfaces with \( R_c = [2, 100] \). The second one contains the first one plus ellipsoidal interfaces with \( a_e = [2, 50] \) and an aspect ratio \( [2, 4] \). For interpretation of the parameters and a detailed description of the sample generation, the reader is referred to the main text (Section 3).

In Figure B.17, the mean absolute error \( MAE \) of the neural network and second order central finite difference to the exact curvature over the radius \( R \) of the interface structures is displayed. Note that the radius \( R \) is normalized using the cell size, i.e. the larger the radius the higher the resolution of the interface. It can be seen, that the model trained using only circles achieves accuracy improvements until \( R = 15 \) on circular interfaces. When including ellipses in the training set, the neural network accuracy is outperformed by the finite differences on circular interfaces practically over the whole resolution range. There is a tradeoff between accuracy on circular interfaces and generalization to different interface shapes. To make these models feasible within a solver, it is necessary to achieve improvements both on circles and on other interface shapes.

We implement the curvature neural network into a CFD solver and test the performance on a Young Laplace, i.e. a static drop with surface tension. The exact pressure jump across the interface is given by \( \Delta p = \sigma / R_0 \), where \( \sigma \) is the surface tension coefficient and \( R_0 \) is the drop radius. The relative error for neural network and finite differences over the interface resolution is shown in Figure B.18. In particular, we are using the neural network that has been trained only on circular interfaces \( c \geq 100 \).
Figure B.17: Mean absolute error $\text{MAE}$ of neural network and finite difference curvature to the exact solution over the interface resolution for a dataset consisting of (a) circular interfaces only and (b) circular and ellipsoidal interfaces. The red and blue line represent the neural networks trained using only circular and using circular and ellipsoidal interface shapes, respectively. The black line indicates the central finite difference. For interpretation of the model architectures see section 2.3.

Figure B.18: Relative error of the pressure jump $\Delta p$ in the Young Laplace case for neural network and finite differences to the exact solution over the interface resolution.

To compute the pressure jump in the CFD, the mean pressure within the drop is used. In accordance to the convergence tests discussed previously, accuracy improvements until $R \approx 12$ are observed.
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