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Abstract
We introduce semantic form mid-tuning, an approach for transferring semantic knowledge from semantic meaning representations into transformer-based language encoders. In mid-tuning, we learn to align the text of general sentences—not tied to any particular inference task—and structured semantic representations of those sentences. Our approach does not require gold annotated semantic representations. Instead, it makes use of automatically generated semantic representations, such as from off-the-shelf PropBank and FrameNet semantic parsers. We show that this alignment can be learned implicitly via classification or directly via triplet loss. Our method yields language encoders that demonstrate improved predictive performance across inference, reading comprehension, textual similarity, and other semantic tasks drawn from the GLUE, SuperGLUE, and SentEval benchmarks. We evaluate our approach on three popular baseline models, where our experimental results and analysis concludes that current pre-trained language models can further benefit from structured semantic frames with the proposed mid-tuning method, as they inject additional task-agnostic knowledge to the encoder, improving the generated embeddings as well as the linguistic properties of the given model, as evident from improvements on a popular sentence embedding toolkit and a variety of probing tasks.

Introduction
The basic transformer architecture, first proposed by Vaswani et al. (2017), has quickly replaced recurrent cells as the “go-to” neural architecture. Pre-trained models like BERT (Devlin et al. 2019) have shown how to build effective language encoders via a set of two, simple pre-training tasks: an indirect language modeling task (next sentence prediction), and a direct language modeling task (masked language modeling). Those two pre-training tasks have been shown to be effective in leveraging implicit language understanding to better address semantic-oriented inference tasks.

However, while BERT may be effective at encoding contextually meaningful representations, we wonder: how can we incorporate general meaning and semantics more directly into BERT, but in as straightforward a way as possible? Broadly, our aim is to incorporate semantics from structured meaning representations in ways that can improve the encoded representation of surface (lexical), syntactic (rules of language), and semantic (meaning and logistics of sentence) information. While we wish to directly and explicitly inject knowledge into the encoding process, we are not looking for a new transformer architecture. Nor are we looking for a resulting encoder that depends on having access to knowledge in downstream uses. Rather, we are looking for the adaptation of an existing encoder that enables broad-domain (i.e., end-task agnostic) semantic representations to yield improvements in downstream tasks.

To accomplish this, we introduce a method that we call “semantic mid-tuning”, where we incorporate automatically extracted semantic representations into a pre-training-like objective. Our approach guides a language encoder to incorporate a richer formalism of semantics by synchronously learning to embed structured meaning representations and then using those learned embeddings in an indirect language modeling pre-training task. We demonstrate that our semantic mid-tuning approach is flexible, by experimenting with two common semantic representations that operate at different levels of granularity: a rather coarse-grained PropBank-style (Palmer, Gildea, and Kingsbury 2005) semantic parse, and a fine-grained FrameNet (Baker, Fillmore, and Lowe 1998) semantic parse. Our goal is not to get SOTA, but instead demonstrate consistent improvements by using our alignment approach. When evaluated on the well-known GLUE, SuperGLUE, and SentEval benchmarks, we find that our approach improves a number of inference, semantic similarity, and sentiment analysis tasks across these datasets. The core contributions of our method are: (1) we demonstrate that sentence-based structured semantic representations can be incorporated into transformer-based learning in a way that adds additional semantic knowledge to the transformer; (2) we demonstrate that this task-agnostic knowledge transfer improves downstream semantic inference task performance; (3) we demonstrate that this additional mid-tuning step improves the linguistic properties of sentence embedding models. Upon publication, our code and data will be made publicly available.

Method
The approach we use is inspired by Sentence-BERT (Reimers and Gurevych 2019, SBERT), a popular approach for learning improved language encoders. SBERT fine-tunes BERT (or generally, any language encoder) using...
a parallel network architecture to generate efficient sentence embeddings: two copies of a base encoding function take two input sequences, embed them, and compare the embeddings to determine how similar they are. The embedding function is then (further) trained such that inputs that are related to each other yield similar embeddings. In our case, one input sequence is the text of a sentence, and the other is the structured meaning representation.

Datasets

We define a semantic form as a structured semantic representation, such as a semantic parse. To show the impact that providing even a small amount of semantic forms can have, we take approximately 250,000 sentences from an existing English Wikipedia archive (Ferraro et al. 2014). We chose Wikipedia as its more general encyclopedic knowledge has been shown to be a useful resource for broader knowledge extraction (Ponzetto and Strube 2007). This is a very small amount of extra task-agnostic data, amounting to only 0.5% of English Wikipedia. For our core experiments, we obtain a PropBank-style (“PB”) semantic parse from Zhang et al. (2019) which provides methods to generate semantically-rich PropBank annotations using the He et al. (2017) approach. From a sentence, the meaning representations contain extracted frames, roles, triggering lexical predicates, and lexical arguments (role fillers). We provide the structured semantic forms to the semantic form encoder and mid-tuning adjusts the encoder to embed this structure.

Learning and Aligning Encoders

We learn a sentence encoder $E_1$ and a semantic form encoder $E_2$. Both are initialized with off-the-shelf transformers. We encode the sentence with $E_1$ and the semantic form with $E_2$. These encoders produce initial embeddings of the sentence $s_a$ (respectively, semantic form $r$), which are then aligned to be “close.” During the training, we prepend special tokens to each input pair which helps us further differentiate between a sentence and meaning representation. Once trained, we use the sentence encoder $E_1$ for fine-tuning on different benchmarks.

A number of different objectives can train this parallel architecture. We use cross-entropy and triplet loss, which we argue are forms of semantic manifold alignment: the sentence and semantic embeddings that a non-mid-tuned transformer produces potentially live in different spaces, where

our mid-tuning aligns the embeddings, and in doing so transfers semantic meaning. Both rely on negative sampling to get training negative instances. We use multiple deletion functions to filter parts of the original representation $r$ by either removing roles and/or their fillers, or swapping the fillers of different roles.

Explicit Alignment via Triplet Loss

Triplet loss uses a contrastive loss to mid-tune $E_1$ and $E_2$. We encode both the extracted meaning representation ($r_+$) and some other meaning representation ($r_-\ldots$). We treat $s_a$ as the “anchor”, and using a distance $d$, triplet loss learns $E_1$ and $E_2$ so that $d(s_a, r_+)$ is small while $d(s_a, r_-\ldots)$ is large. We use Euclidean distance for $d$, so our objective is:

$$\max \left( ||s_a - r_+||^2 - ||s_a - r_-\ldots||^2 + \epsilon, 0 \right).$$

In doing so, triplet loss explicitly aligns $s$ and $r$.

Experiments

To measure the effectiveness of our approach, we perform a number of experiments on three popular NLP language modeling benchmarks. A pre-trained language model can be applied to a given supervised downstream task in two ways, i.e., feature extraction or fine-tuning. In feature extraction, the pre-trained model weights are kept frozen and the output representations are fed to another model. Whereas, in fine-tuning, the pre-trained model itself is trained on the target task, which allows faster convergence compared to the random initialization, as the pre-trained model acts as a starting point for the target model. The benchmarks GLUE and SuperGLUE measures the performance of fine-tuning while the SentEval toolkit measures the effectiveness of the feature extraction approach. These experiments help us understand the strength and weakness of our method, and analyze the linguistic knowledge it improves within transformers. We do not compare our mid-tuning results with previous embedding approaches like InferSent (Conneau et al. 2017) or Universal Sentence Encoder (Cer et al. 2018), as such comparisons would not be fair. Our goal is to demonstrate that semantic mid-tuning improves a given baseline transformer model, not to best all previous approaches.

We acknowledge other approaches similar to semantic mid-tuning have been proposed, such as

---

1While the SRL parses we use are automatically obtained, we acknowledge that our training approach relies on resources that are not available for all languages.

2To get a fixed-size vector/embedding of each, a mean-pooling method is used where each pair is passed to the encoding model separately, and a fixed-sized embedding is computed by averaging the contextualized output vectors for all tokens.

3We take the idea of adding a special token id/tag to each input sentence in our mid-tuning dataset, from Gao et al. (2020) and Liu et al. (2020). It helps the model to differentiate between sentence $s_a$ and semantic form $r$. We use the token “[\_EN\_]” for sentence, and “[\_SRLMR\_]” for the PropBank representations. This is quite simple in terms of code but impacts the overall scores nicely.
Table 1: Results on SentEval Probing tasks. Probing datasets evaluate the linguistic properties of a model. We present the test set scores here. † presents the best performing model against each baseline model. Our mid-tuning models outperform all probing tasks in comparison to each baseline model.
and fine-tune for 10 epochs) on a different baseline model (they use large cased, we use base uncased) for all tasks. For fine-tuning BERT models, we use default settings of parallel settings of per-GPU-batch-size of 8, learning rate 5e-5, warm-up ratio of 0.06, gradient accumulation steps of 8, and a weight decay of 0.01.

Mid-Tuning Improves Linguistic Encodings

In our first round of experiments, we analyze what type of information the model stores and evaluate them based on predicate-argument structure, logic/semantics, knowledge, and common sense. We do this via the SentEval probing tasks that evaluate the linguistic properties encoded in sentence embeddings. As seen in Table 1, incorporating semantic representations outperforms all probing tasks over the baseline models, which continues to suggest that these structured meaning representations improve not only the surface (lexical) but syntactic (rules of language) and semantic (meaning and logistics of sentence) information as well.

Looking into the probing tasks, we note that Conneau et al. (2018, p. 2) concludes that the Surface tasks (Len, WC) “can be solved by simply looking at tokens in the input sentences, and do not require linguistic knowledge.” While it would be reasonable then to assume that lexical-only methods (i.e., the base models) would have an advantage, we see that mid-tuning provides non-trivial improvements. The Syntactic tasks (Depth, TConst, BShift) are based on the syntactic structure of the sentences. Notably TConst is designed to reflect encoded and clustered syntactic structures, like (latent) constituents, while BShift addresses lexical correspondence. Finally, Semantic tasks (Tense, SbjNum, ObjNum, OMO, CoInv) also “rely on syntactic structure, but they further require some understanding of what a sentence denotes” (Conneau et al. 2018, p. 3). When we consider that one goal of semantic representation is to be able to use a representation that abstracts away from the lexical and even syntactic choices one can make, the results suggest that mid-tuning enables that abstraction to be captured.

The results on probing tasks show that the linguistic properties of an encoder can be improved when structured frames are aligned with our method, and we see improvements with almost all probing tasks over the baselines models we evaluate our proposed approach upon. They support our argument that mid-tuning adds additional general semantic knowledge to the encoders.

Mid-Tuning Improves Semantic Text Similarity

Next, we evaluate our approach on 7 different semantic similarity tasks, presented in Table 2. Mid-tuning greatly improves all STS tasks with a great margin (some with 20-30 point absolute improvement). Implicit alignment with cross-entropy proves to be very helpful for STS tasks with both BERT and XLNet models. We note significant improvements over the SBERT model too, which itself has very strong performance on these STS tasks. While the off-the-shelf SBERT-base is already trained via a task-relevant classification objective, it benefits further from our task-agnostic triplet alignment mid-tuning.

Mid-Tuning Provides Consistent Downstream Inference Improvements

Overall we observe notable impact of our mid-tuning method when applied to supervised downstream tasks. First, we look at the supervised downstream SentEval tasks presented in Table 3, then we look at the downstream GLUE and SuperGLUE performance in Table 4.

For SentEval, we divide the results into “Polarity Assessment” and “Inference” tasks. Mid-tuning was competitive with the baseline methods on the polarity assessment tasks, often coming within 0.1 point of the baseline. On the other hand, all mid-tuning models outperformed all three baseline models for all inference tasks. In contrast to the near competitive performance on the polarity tasks, mid-tuning consistently resulted in multiple point improvements, with some notably large improvements: mid-tuning with triplet loss brought RTE from 56.32 to 62.45 for BERT-base, and from 50.28 to 58.43 for XLNet-base. Additionally, XLNet is the only model where mid-tuning also outperforms all polarity assessment tasks, whereas BERT and SBERT does not show any improvement, but remain equally effective.

| Model | STS12 | STS13 | STS14 | STS15 | STS16 | STSb | SICK-R |
|-------|------|------|------|------|------|------|-------|
| BERT-base | 0.27/0.32 | 0.22/0.23 | 0.25/0.28 | 0.32/0.35 | 0.42/0.51 | 0.52/0.51 | 0.70/0.64 |
| + PB + Ctls. † | 0.53/0.54 | 0.55/0.56 | 0.60/0.60 | 0.62/0.63 | 0.61/0.62 | 0.65/0.64 | 0.81/0.75 |
| + PB + Triplet † | 0.28/0.33 | 0.24/0.24 | 0.27/0.28 | 0.34/0.36 | 0.43/0.51 | 0.58/0.57 | 0.75/0.69 |
| SBERT-base | 0.64/0.62 | 0.67/0.69 | 0.73/0.73 | 0.74/0.75 | 0.70/0.73 | 0.74/0.74 | 0.84/0.79 |
| + PB + Triplet † | 0.67/0.66 | 0.75/0.74 | 0.71/0.72 | 0.76/0.78 | 0.73/0.76 | 0.77/0.77 | 0.84/0.79 |
| + PB + Ctls. † | 0.49/0.53 | 0.54/0.56 | 0.63/0.63 | 0.63/0.64 | 0.57/0.60 | 0.71/0.71 | 0.83/0.76 |
| XLNet-base | 0.18/0.23 | 0.02/0.02 | 0.07/0.12 | 0.08/0.13 | 0.20/0.25 | 0.37/0.39 | 0.48/0.49 |
| + PB + Ctls. † | 0.30/0.37 | 0.25/0.33 | 0.31/0.36 | 0.33/0.35 | 0.34/0.40 | 0.43/0.41 | 0.67/0.63 |
| + PB + Triplet † | 0.08/0.20 | 0.08/0.13 | 0.09/0.16 | 0.09/0.17 | 0.17/0.28 | 0.38/0.39 | 0.61/0.59 |

Table 2: Results on the test sets for the SentEval Textual Similarity tasks. We report Pearson and Spearman correlation for all tasks. Best results are presented in bold faces while dagger † represents the best performing model over the baseline.
For space and readability, we present select GLUE and SuperGLUE results in Table 4a and Table 4b, respectively. For both BERT and SBERT, mid-tuning outperforms a number of tasks on GLUE when compared to the baseline model. While the margin of improvement may not be large, we note that mid-tuning retains accuracy on the rest of the tasks. In contrast, we see good improvements against XLNet-base (Yang et al. 2019) model, where it outperforms 6 out of 9 GLUE tasks with a decent margin. Note that both BERT and SBERT are autoencoders, while XLNet is autoregressive: this suggests that mid-tuning knowledge transfer can overcome downstream limitations in autoregressive models.

Specifically for SuperGLUE, overall we see that mid-tuning provides consistent improvements over the base models. While neither triplet-based mid-tuning nor classification-based mid-tuning dominates the other, both provide consistent improvement over BERT-base and SBERT-base. The main exceptions occur with SBERT-base on COPA and BoolQ. However, we note that SBERT-base has already undergone additional training that is relevant to the inference-related COPA and BoolQ tasks. In contrast, our mid-tuning approach is agnostic to the downstream tasks. We see that using task-relevant data to do additional training of the encoders can be beneficial, but in the vast majority of tested cases, it does not conflict with semantic mid-tuning. This suggests that the two approaches can be used jointly and beneficially.

Consistent with the SentEval inference-style tasks, we continue to see overall improvement on GLUE and SuperGLUE inference-style tasks. Looking at the GLUE benchmark results from Table 4a, RTE and WNLI are inference tasks, whereas, from SuperGLUE Table 4b, the mid-tuning models greatly improve CB, a 3-class entailment task; as well as RTE and SICK-E from SentEval Table 4a all of which are inference tasks. The effect of mid-tuning alignment on inference/entailment tasks is noteworthy as in some cases, we see notable improvements over the baseline models (10 – 20 points absolute improvement) with XLNet on SentEval, and CB from SuperGLUE.

### Analysis
This section includes a detailed study on the impact of incorporating semantic representations into our mid-tuning alignment task. We examine how our approach helps to integrate additional semantic knowledge into the pre-trained models and improve transfer learning tasks.

#### Impact of incorporating semantic representations
Overall, we have seen that mid-tuning yields language encoders that are no worse, and in many cases better, at a variety of downstream tasks and diagnostic tests. Our results, especially those across the inference-style and text similarity tasks, support our research aims to develop mid-tuning coders that are no worse, and in many cases better, at a variety of downstream tasks and diagnostic tests. Our results, especially those across the inference-style and text similarity tasks, support our research aims to develop mid-tuning coders that are no worse, and in many cases better, at a variety of downstream tasks and diagnostic tests.

Specifically for SuperGLUE, overall we see that mid-tuning provides consistent improvements over the base models. While neither triplet-based mid-tuning nor classification-based mid-tuning dominates the other, both provide consistent improvement over BERT-base and SBERT-base. The main exceptions occur with SBERT-base on COPA and BoolQ. However, we note that SBERT-base has already undergone additional training that is relevant to the inference-related COPA and BoolQ tasks. In contrast, our mid-tuning approach is agnostic to the downstream tasks. We see that using task-relevant data to do additional training of the encoders can be beneficial, but in the vast majority of tested cases, it does not conflict with semantic mid-tuning. This suggests that the two approaches can be used jointly and beneficially.

Consistent with the SentEval inference-style tasks, we continue to see overall improvement on GLUE and SuperGLUE inference-style tasks. Looking at the GLUE benchmark results from Table 4a, RTE and WNLI are inference tasks, whereas, from SuperGLUE Table 4b, the mid-tuning models greatly improve CB, a 3-class entailment task; as well as RTE and SICK-E from SentEval Table 4a all of which are inference tasks. The effect of mid-tuning alignment on inference/entailment tasks is noteworthy as in some cases, we see notable improvements over the baseline models (10 – 20 points absolute improvement) with XLNet on SentEval, and CB from SuperGLUE.

#### Table 3: Results on SentEval Supervised Downstream tasks. RTE, SICK-E, and MRPC fall in the inference category while the rest are classification tasks. We present the test set scores here. RTE tasks have been manually added here by modifying the scripts for MRPC. The best results are shown in bold faces, whereas † represents the best performing model.

| Model       | MR  | CR  | SUBJ | MPQA | SST2 | TREC | MRPC | SICK-E | RTE  |
|-------------|-----|-----|------|------|------|------|------|--------|------|
| BERT-base   | 82.19 | 87.58 | 95.52 | 88.52 | 86.88 | 93.8 | 71.25 | 73.84  | 56.32 |
| + PB + Triplet † | 82.12 | 87.05 | 95.22 | 88.17 | 86.71 | 92.2 | 73.68 | 76.4   | 62.45 |
| + PB + Cls.  | 75.45 | 81.19 | 90.28 | 89.05 | 80.51 | 85.4 | 74.2  | 79.76  | 59.57 |
| SBERT-base  | 82.49 | 88.8 | 94.25 | 90.2 | 88.36 | 86.4 | 75.48 | 82.28  | 59.57 |
| + PB + Triplet † | 82.27 | 88.72 | 94.11 | 89.93 | 87.92 | 87.4 | 75.77 | 82.57  | 59.93 |
| + PB + Cls.  | 73.2  | 80.27 | 89.36 | 88.82 | 76.94 | 84.6 | 72.75 | 83.3   | 56.68 |
| XLNet-base  | 78.4  | 83.23 | 91.38 | 87.26 | 81.82 | 90.2 | 66.49 | 56.69  | 50.28 |
| + PB + Cls.  | 80.41 | 87.29 | 92.54 | 89.24 | 85.94 | 91.4 | 72.93 | 76.38  | 58.43 |
| + PB + Triplet | 78.84 | 85.01 | 90.6 | 84.72 | 84.73 | 87.0 | 68.87 | 71.02  | 52.53 |

The best results are shown in bold faces, whereas † represents the best performing model.
Classification vs. Triplet Alignment

Overall, we observe that the mid-tuning alignment with the triplet objective performs better than the classification approach in most cases. We note that in case a network is sparse or includes a large number of classes in the output layer, the classification objective is less effective. In the triplet objective, a sentence is passed along with both positive and negative semantic forms as a single input pair into the same projection space, where the distributed embeddings of data points are trained in a way that contextually similar points (anchor sentence and positive representation) in the high dimensional vector space are projected close to each other and at the same time dissimilar points (anchor sentence and negative representation) are pushed far away from each other, resulting in better embeddings. Comparing SentEval classification task results, we see notable improvements with the triplet objective over the tasks where the classification approach performs poorly, i.e. MR, CR, SUBJ, and TREC.

Looking at the scores on the probing tasks, we see that the triplet approach more efficiently integrates linguistic properties in the mid-tuning models.

However, in the case of XLNet, we see that cross-entropy is more effective and outperforms most of the SentEval tasks when compared to triplet loss. Secondly, we also note that cross-entropy alignment is highly effective for STS tasks, in case of both BERT and XLNet baseline models. In addition, we see that the implicit alignment with cross-entropy can be effective even for similarity judgments that traditionally have been learned with explicit alignment approaches unless the base model has been additionally trained with task-inspired sentences (SBERT). This may seem counter-intuitive initially, but recall that our explicit alignment is beneficial in most cases. We note that in case a network is ready trained with additional task-relevant information, supporting the intuitive notion that the benefit of task-agnostic knowledge can be dampened in the presence of task-relevant examples. Regardless, performance of mid-tuned SBERT was broadly competitive with the baseline, suggesting that the task-agnostic knowledge is generally at worst neither affirmatively beneficial nor harmful. However, these same mid-tuned models can greatly and affirmatively benefit tasks such as STS.

Effect of Semantic Frames

In this section, we perform additional experiments to examine the effect of using different types of semantic parses. We additionally provide qualitative examples of mid-tuning’s impact on semantic retrieval.

Using Different Frames: We use the existing automatically extracted FrameNet parses provided by Ferraro et al. (2014). We mid-tune the BERT baseline model on these frames and evaluate on the selected inference and STS tasks. Due to space and readability limitations, we present an illustrative excerpt of these results in Table 5. We see that our approach effectively and positively makes use of other representations. Philosophically, PropBank and FrameNet provide different granularities of semantic information; the complementary performance reflects these differences. Our results suggest that mid-tuning on different representations can provide alternative avenues for improvement, depending on the level of semantic granularity available or desired.
Table 6: A KNN analysis from mid-tuning on a single Wikipedia file. Both baseline and mid-tuned models are compared against a given query and top-3 K nearest matches are presented.

KNN Experiments

In this section, we perform a semantic search experiment to see the effect of mid-tuning alignment within a vector space. We embed all entries from a given set/corpus of sentences into a vector space. At search time, we select a query, embed it into the same vector space, and find the closest embeddings from the set using a K-Nearest-Neighbor search. For this experiment, we pick the BERT baseline model and compare the results with the best performing PropBank+Triplet model. We use KNN as it is a simple, well-known algorithm that calculates the distance between two data points using cosine similarity.

We present two different examples of top-3 K-nearest matches against two random queries, where an entire wiki file with around 250k sentences is embedded into a vector space, and both BERT baseline and a mid-tuned model (PropBank+Triplet) are used to find the top nearest matches. In Table 6 For the query “The Statue of Liberty was built in 1875”, all top matches with the mid-tuned models include some reference to either the keyword building or built, as represented by the underlined text in the table. Note also the third match for mid-tuning: “sculpture” is thematically relevant to “building.” We see that the mid-tuned model gives top-three matches which are more thematically related to the given query, as well as the notable difference between the cosine-similarity score of baseline model and mid-tuned models, which suggests that mid-tuning provides improved semantic alignment.

Related Work

Given a sentence, different meaning representation methods incorporate different semantic information, e.g. an Event or Frame that consists of a predicate (evokes the frame) and tells us what the event is about arguments and relations. Each representation method differs in how they handle predicate-argument relations, category of arguments (semantic roles), and the relation between events. Zhang et al. (2019) adds structured-specific semantic features (contextual semantic clues) alongside plain context-specific features and presents a modified language representation model named SemBERT, which improves accuracy over a large number of current SOTA models used for NLU and NLI tasks. In the past few years, various other semantic representation methods of text have also been introduced.

Conclusion

We present a semantic mid-tuning approach that enhances the general understanding of a language encoder. We jointly encode semantic parses generated by FrameNet and SRL methods, which adds additional semantic knowledge to the encoders. We study both Classification and Triplet objective functions. This results in good improvement in a number of classification, semantic textual similarity, and inference tasks on GLUE, SuperGLUE, and SentEval benchmarks. Our work shows how semantic meaning can be effectively encoded from structured representations and transferred to non-structured encoders.

Acknowledgements and Funding Disclosure

Some experiments were conducted on the UMBC HPCF, supported by the National Science Foundation under Grant No. CNS-1920079. This
material is based in part upon work supported by the National Science Foundation under Grant Nos. IIS-1940931 and IIS-2024878. This material is also based on research that is in part supported by the Air Force Research Laboratory (AFRL), DARPA, for the KAIROS program under agreement number FA8750-19-2-1003. The U.S. Government is authorized to reproduce and distribute reprints for Governmental purposes notwithstanding any copyright notation thereon. The views and conclusions contained herein are those of the authors and should not be interpreted as necessarily representing the official policies or endorsements, either express or implied, of the Air Force Research Laboratory (AFRL), DARPA, or the U.S. Government.

References
Abend, O.; and Rappoport, A. 2013. Universal Conceptual Cognitive Annotation (UCCA). In Proceedings of the 51st Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), 228–238. Sofia, Bulgaria: Association for Computational Linguistics.
Arase, Y.; and Tsujii, J. 2019. Transfer fine-tuning: A BERT case study. arXiv preprint arXiv:1909.00931.
Baker, C. F.; Fillmore, C. J.; and Lowe, J. B. 1998. The Berkeley frame net project. In 36th Annual Meeting of the Association for Computational Linguistics and 17th International Conference on Computational Linguistics, Volume 1, 86–90.
Bojanowski, P.; Grave, E.; Joulin, A.; and Mikolov, T. 2017. Enriching word vectors with subword information. Transactions of the Association for Computational Linguistics, 5: 135–146.
Bowman, S. R.; Angeli, G.; Potts, C.; and Manning, C. D. 2015. A large annotated corpus for learning natural language inference. In Proceedings of the 2015 Conference on Empirical Methods in Natural Language Processing, 632–642. Lisbon, Portugal: Association for Computational Linguistics.
Cer, D.; Yang, Y.; Kong, S.-y.; Hua, N.; Limtiaco, N.; John, R. S.; Constant, N.; Guajardo-Cespedes, M.; Yuan, S.; Tar, C.; et al. 2018. Universal Sentence Encoder for English. In Proceedings of the 2018 Conference on Empirical Methods in Natural Language Processing: System Demonstrations, 169–174.
Conneau, A.; and Kiela, D. 2018. SentEval: An Evaluation Toolkit for Universal Sentence Representations. In Proceedings of the Eleventh International Conference on Language Resources and Evaluation (LREC 2018).
Conneau, A.; Kiela, D.; Schwenk, H.; Barrault, L.; and Bordes, A. 2017. Supervised Learning of Universal Sentence Representations from Natural Language Inference Data. In Proceedings of the 2017 Conference on Empirical Methods in Natural Language Processing, 670–680.
Conneau, A.; Kruzhevskii, G.; Lample, G.; Barrault, L.; and Baroni, M. 2018. What you can cram into a single vector: Probing sentence embeddings for linguistic properties. In Proceedings of the 56th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), 2126–2136.
Devlin, J.; Chang, M.-W.; Lee, K.; and Toutanova, K. 2019. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. In Proceedings of the 2019 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, Volume 1 (Long and Short Papers), 4171–4186. Minneapolis, Minnesota: Association for Computational Linguistics.
Dor, L. E.; Mass, Y.; Halfon, A.; Venezian, E.; Shnayderman, I.; Aharonov, R.; and Slonim, N. 2018. Learning thematic similarity metric from article sections using triplet networks. In Proceedings of the 56th Annual Meeting of the Association for Computational Linguistics (Volume 2: Short Papers), 49–54.
Ein-Dor, L.; Mass, Y.; Halfon, A.; Venezian, E.; Shnayderman, I.; Aharonov, R.; and Slonim, N. 2018. Learning Thematic Similarity Metric Using Triplet Networks. In Proceedings of the 55th Annual Meeting of the Association for Computational Linguistics (ACL 2018), Melbourne, Australia, 15–20.
Ferraro, F.; Thomas, M.; Gornley, M. R.; Wolfe, T.; Harman, C.; and Van Durme, B. 2014. Concretely annotated corpora. In 4th Workshop on Automated Knowledge Base Construction (AKBC).
Gao, L.; Dai, Z.; Fan, Z.; and Callan, J. 2020. Complementing Lexical Retrieval with Semantic Residual Embedding. arXiv preprint arXiv:2004.13969.
He, L.; Lee, K.; Lewis, M.; and Zettlemoyer, L. 2017. Deep semantic role labeling: What works and what’s next. In Proceedings of the 55th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), 473–483.
Hoffer, E.; and Ailon, N. 2015. Deep metric learning using triplet network. In International workshop on similarity-based pattern recognition, 84–92. Springer.
Kiros, R.; Zhu, Y.; Salakhutdinov, R.; Zemel, R. S.; Torralba, A.; Urtasun, R.; and Fidler, S. 2015. Skip-thought vectors. In Proceedings of the 28th International Conference on Neural Information Processing Systems-Volume 2, 3294–3302.
Liu, Y.; Gu, J.; Goyal, N.; Li, X.; Edunov, S.; Ghazvininejad, M.; Lewis, M.; and Zettlemoyer, L. 2020. Multilingual denoising pre-training for neural machine translation. arXiv preprint arXiv:2001.08210.
Palmer, M.; Gildea, D.; and Kingsbury, P. 2005. The Proposition Bank: An Annotated Corpus of Semantic Roles. Computational Linguistics, 31(1): 71–106.
Phang, J.; Févry, T.; and Bowman, S. R. 2018. Sentence encoders on stilts: Supplementary training on intermediate labeled-data tasks. arXiv preprint arXiv:1811.01088.
Ponzetto, S. P.; and Strube, M. 2007. Deriving a large scale taxonomy from Wikipedia. In AAAI, volume 7, 1440–1445.
Reimers, N.; and Gurevych, I. 2019. Sentence-BERT: Sentence Embeddings using Siamese BERT-Networks. In Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing and the 9th International Joint Conference on Natural Language Processing (EMNLP-IJCNLP), 3973–3983.
Rudinger, R.; Naradowsky, J.; Leonard, B.; and Van Durme, B. 2018. Gender Bias in Coreference Resolution. In Proceedings of the 2018 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, Volume 2 (Short Papers), 8–14. New Orleans, Louisiana: Association for Computational Linguistics.

Vaswani, A.; Shazeer, N.; Parmar, N.; Uszkoreit, J.; Jones, L.; Gomez, A. N.; Kaiser, L.; and Polosukhin, I. 2017. Attention is all you need. In Advances in neural information processing systems, 5998–6008.

Wang, A.; Pruksachatkun, Y.; Nangia, N.; Singh, A.; Michael, J.; Hill, F.; Levy, O.; and Bowman, S. 2019. Superglue: A stickier benchmark for general-purpose language understanding systems. In Advances in Neural Information Processing Systems, 3266–3280.

Wang, A.; Singh, A.; Michael, J.; Hill, F.; Levy, O.; and Bowman, S. 2018. GLUE: A Multi-Task Benchmark and Analysis Platform for Natural Language Understanding. In Proceedings of the 2018 EMNLP Workshop BlackboxNLP: Analyzing and Interpreting Neural Networks for NLP, 353–355.

Wang, B.; and Kuo, C.-C. J. 2020. SBERT-WK: A Sentence Embedding Method by Dissecting BERT-based Word Models. arXiv preprint arXiv:2002.06652.

White, A. S.; Reisinger, D.; Sakaguchi, K.; Vieira, T.; Zhang, S.; Rudinger, R.; Rawlins, K.; and Van Durme, B. 2016. Universal Decompositional Semantics on Universal Dependencies. In Proceedings of the 2016 Conference on Empirical Methods in Natural Language Processing, 1713–1723. Austin, Texas: Association for Computational Linguistics.

Williams, A.; Nangia, N.; and Bowman, S. R. 2017. A broad-coverage challenge corpus for sentence understanding through inference. arXiv preprint arXiv:1704.05426.

Yang, Z.; Dai, Z.; Yang, Y.; Carbonell, J.; Salakhutdinov, R. R.; and Le, Q. V. 2019. Xlnet: Generalized autoregressive pretraining for language understanding. In Advances in neural information processing systems, 5753–5763.

Zhang, Z.; Wu, Y.; Zhao, H.; Li, Z.; Zhang, S.; Zhou, X.; and Zhou, X. 2019. Semantics-aware bert for language understanding. arXiv preprint arXiv:1909.02209.