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ABSTRACT

We present the results of a deep, wide-area variability survey in the Southern hemisphere, the first of its kind. As part of the Catalina Sky Surveys, the Siding Spring Survey (SSS) has covered 14,800 square degrees in the declination range of \(-75^\circ \leq \delta \leq -15^\circ\). To mine the enormous SSS dataset efficiently we have developed two algorithms: Automatic Period Selection (APS) and Automatic Fourier Decomposition (AFD), which aim to sharpen the period estimation and produce robust lightcurve models. Armed with the APS and AFD outputs we classify 10,540 ab-type RR Lyrae (RRab) stars (\(~90\%\) of which are new) across the Southern sky. As well as the positional information we supply photometric metallicities, and unreddened distances.

For the RRab stars in the halo, a study of the photometric metallicity distribution reveals a nearly Gaussian shape with a mean metallicity of \([\text{Fe}/\text{H}] = -1.4\) dex and a dispersion of 0.3 dex. A spatial study of the RRab metallicities shows no significant radial gradient in the first \(~7\) kpc from the Galaxy center. However, further out, a small negative gradient is clearly present. This is complemented by a very obvious correlation of the mean RR Lyrae metallicity with distance above the Galactic plane, \(z\). We have also carried out an initial substructure search using the discovered RRab, and present the properties of the candidates with significance greater than \(2\ \sigma\). Most prominent among these is a southern extension of the Sagittarius dwarf galaxy’s stream system, reaching down to declinations \(~-40\) deg.
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1 INTRODUCTION

The search is on to identify the fragments of those dwarf satellites that fell into the Milky Way many Gyrs ago. Even the most massive of these unfortunate galaxies must have had their star-formation throttled rather rapidly as the halo appears to be dominated by the old and metal-poor population (see e.g. Tolstoy et al. 2009). Scattered over hundreds of kiloparsecs, these low surface brightness tidal debris are outnumbered by the much closer disc and bulge stars with a ratio of at least 100:1. Luckily, the halo archetypal constituent, the RR Lyrae are easily recognized even at faint magnitudes provided that their lightcurves are measured with sufficient precision. Indeed, these old pulsating horizontal-branch stars have long been used as fundamental distance probes, shedding flickering light on the history of the Galaxy formation (e.g., Catelan 2009, and references therein).

Within the generally accepted \(\Lambda\)CDM paradigm, the formation of the stellar halo reflects the evolution of the shadowy one, made of dark matter. Both are assembled through the action of gravity mostly, but the links between the two are complex and their subtleties are only starting to be explored (e.g. Deason et al. 2013). Even if the “uniqueness” of the Milky Way is often viewed as both virtue and
vice, its place as a laboratory to study the structure formation in the low-mass regime is not contested. Only here, at home, the fine details of the hierarchical processes driven by the gravitational forces of the large-scale distribution of cold dark matter can be scrutinized with ample resolution and rigor (see e.g. Freeman & Bland-Hawthorn 2002). As shown by both data and simulations (e.g. Weisz et al. 2014, Brooks & Zolotov 2014), the lives of the accreted dwarfs are always severely affected. Even if some of them survive, their gas is stripped and as a result their star-formation hindered or altogether put out. Recently, such cinders of ancient star-formation have been uncovered within the Galactic halo in large numbers (Willman 2010; Belokurov 2013). While it is still not possible to compare directly the properties of the observed and the simulated dwarf satellites, it appears that the number of puzzling discrepancies is slowly growing (see e.g. Klypin et al. 1999; Bovill & Ricotti 2011, Boylan-Kolchin et al. 2011).

It is predicted that if the Galactic tides are strong enough, the infalling dwarf satellites are pulled apart leaving trails of stars that can be recognized as coherent overdensities in the halo (e.g., Johnston et al. 1996; Harding et al. 2001). With the advent of deep all-sky surveys, the examples of prehistoric and ongoing disruption events have been seen all around the Galaxy (e.g., Vivas et al. 2001, Newberg et al. 2002; Majewski et al. 2003; Belokurov et al. 2004; Grillmair 2006; Belokurov et al. 2007a,b; Drake et al. 2013a). Despite the abundance of the Galactic tidal debris detections, a detailed quantitative comparison with state-of-the-art numerical simulations has not yet been carried out. Curiously, the few studies that do attempt to gauge the lumpiness of the Milky Way stellar halo in both real and mock datasets, tend to conclude that the Galaxy is somewhat smoother than predicted (see e.g. Helmi et al. 2013, Deason et al. 2011). This might simply be because the total stellar mass in the myriad of the recently discovered substructures is relatively small. Such estimates of the halo lumpiness rely on the knowledge of the global properties of the stellar halo, including its integrated luminosity and overall extent. These, however, are poorly determined, as large portions of the Galaxy remain unexplored: the most obvious lacunae being the low-latitude inner portions of the halo as well as large swathes of the Southern sky.

The Catalina Sky Survey has collected multi-epoch imaging data from three different observing sites, covering most of the accessible sky, namely the area from $\delta = -75^\circ$ to $\delta = +65^\circ$. The Survey's results in the Northern hemisphere have been presented recently (Drake et al. 2013a,b). Here, we analyse data from the Southern hemisphere segment of Catalina, the Siding Spring Survey (SSS). The aim of our analysis is to fill in the obvious gap in the South, and discover and characterize a-type RR Lyrae stars with $-75^\circ < \delta < -15^\circ$. RR Lyrae stars, and in particular those of the a-type (RRab), have long been known as a trusted tracer of the Galactic halo. The RRab's are relatively easy to differentiate from other types of variable stars due to the characteristic asymmetric shape of the lightcurve. We, therefore, concentrate solely on RRab's which allows us to assemble a comparatively clean sample of stars over $\sim 14,800$ square degrees. As a result, when combined with the previously published Catalina Sky Survey catalogues, our total RR Lyrae sample covers more than $33,000$ square degrees and reaches distances in excess of $50$ kpc.

Thanks to the immense, un-interrupted spatial extent of our survey, we can, for the first time, build a global inventory of the halo sub-structures. Most importantly, it is now possible to quantify large-scale asymmetries (e.g. Pawlowski et al. 2012) if any are indeed present. Recently, several bloated halo structures covering hundreds of square degrees have been identified in the Northern sky, including the Hercules-Aquila Cloud (HAC, Belokurov et al. 2007a) and Virgo Overdensity (VOD; Vivas et al. 2008; Juric et al. 2008). In their morphology, these stellar “clouds” are distinct from narrow tidal tails or “streams”, and were likely produced as a result of nearly radial in-fall of relatively massive galaxies, but their exact origin is still unknown. With the data from one half of the sky missing, it has been impossible so far to establish whether several large inner halo structures are connected in any way. Given that both Virgo (see e.g. Dufau et al. 2014) and HAC (Simon et al. 2014) contain copious amounts of RR Lyrae, we hope that our new sample will help to complete the puzzle.

Finally, we also hope to leverage thousands of precise distances across the Southern sky to understand better the most prominent un-relaxed structure in the outer Galaxy, the Sagittarius stream. The Sagittarius dwarf spheroidal galaxy (Ibata et al. 1994) and its associated tidal tails (see e.g. Majewski et al. 2003) are probably the best-studied example of the Galactic halo sub-structure. However, after two decades and dozens of published papers (see e.g. Jiang & Binney 2000, Fellhauer et al. 2006, Law & Majewski 2010, Yanny et al. 2003, Kopysov et al. 2014; Belokurov et al. 2014b) there remain many unanswered questions about the Sgr accretion event. The Sgr stream is so long that its wraps overlap in many locations on the sky thus confusing the interpretation. Our data possesses the necessary accuracy to resolve the sub-structure along the line of sight, therefore helping to untangle Sgr’s intertwined tidal tails.

The main objective of this paper is to automate the RR Lyrae catalog production. Therefore, we start by introducing the survey data in Section 2 and then go on to describe the algorithms designed to find and classify the RRab in Section 3. In Section 4 we give the details of the calculation of the RRab fundamental parameters. Finally, the properties of the discovered RRab stars are presented in Section 5.

2 DATA AND CALIBRATION

In this paper we analyze 18,288 periodic variable candidates found in the SSS, the Southern part of the Catalina Sky Survey. The Catalina Sky Survey began in 2004 and utilized three telescopes at three different observing sites to cover the sky between declination $-75^\circ < \delta < +65^\circ$. Acquiring images of the sky across more than $33,000$ square degrees, the principal aim of the Catalina Sky Survey was to discover Near-Earth Objects (NEOs) and Potential Hazardous Asteroids (PHAs; Larson et al. 2003). Its counterpart, the Catalina Real-time Transient Survey (CRTS), involves the analysis of the same data in order to detect and classify stationary optical transients (Drake et al. 2004). Both surveys work collaboratively to extract the maximum scien-
sific return from the data of the three telescopes operated by the Catalina Sky Surveys. These consist of the Catalina Schmidt Survey (CSS) telescope, the Mount Lemmon Survey (MLS) telescope, and the SSS telescope in Siding Spring, Australia. Each telescope is equipped with a 4k×4k CCD camera, with the field of view of 8.2, 1.1 and 4 square degrees for the CSS, MLS and SSS, respectively. The focus of this work, the SSS uses the Uppsala 0.5-m Schmidt telescope equipped with a CCD camera nearly identical to the one used by its northern counterpart, the CSS, which is an obvious advantage in terms of homogeneity of the resulting photometry. The pixel size is 2 arc minutes giving a field of view of 4 square degrees. In the SSS observations, the Galactic plane region (|b| < 15°) is avoided due to crowding. Images are unfiltered to maximize throughput, and taken in sequences of four observations separated by ten minutes with exposures that last approximately 30 seconds. SExtractor (Bertin & Arnouts 1996) is employed to obtain photometry of individual objects in an automated fashion.

The initial selection of variable objects and the subsequent photometric transformations are all part of the general Catalina pipeline and are identical to those described in Drake et al. (2013a), and therefore are only briefly summarized here. First, variable source candidates were identified from the SSS data using the Welch-Stetson variability index \( I_{ws} > 0.6 \) (Welch & Stetson 1993). Then, for all objects in the list of potential variables, the Lomb-Scargle period finding method (Lomb 1976; Scargle 1982) was applied and periodic variable candidates with periods between 0.1 and 4 days were selected. These boundaries are chosen to be broader than the expected range of periods for RRab stars (∼ 0.4 – 1 days) to make sure that we also recover RRab stars affected by aliasing in the Lomb-Scargle analysis. The sample of periodic variables consists of ∼ 20,000 objects with unfiltered magnitudes between 10.5 and 19.2 and ∼ 100 epochs each. Figure 1 shows locations of all candidate periodic objects in equatorial coordinates, to give an idea of the spatial extent of the sample.

Since the CCD used by the SSS matches closely the one used by the CSS (implying, of course, that the responses are nearly identical), we can apply the calibration equations implemented by the CSS to transform between the unfiltered Catalina SSS data and the standard Johnson V filter. This is given in equation 1 of Drake et al. (2013a):

\[
V = V_{SSS} + 0.31(B - V)^2 + 0.04.
\]

This relation has a dispersion of \( \sigma = 0.059 \) mag. Since in this work we focus on RRab stars, we investigate the impact of color variations on the recovered properties of these variables. If we consider an average color for RRab stars of \( (B - V) \sim 0.3 \) mag and the possible color range of 0.1 mag \( \lesssim (B - V) \lesssim 0.5 \) mag (Guldenschuh et al. 2005), the maximum difference in color is \( \sim 0.2 \) mag in \( (B - V) \). This adds an extra uncertainty of \( \sim 0.05 \) mag to eq. (1) which combined in quadrature with the dispersion of the relation gives a total dispersion of 0.077 mag in the \( V \) magnitude. However, because RRab’s change color during their pulsation cycle, taking the average color might cause measurable effects to the lightcurve shape, which in turn could lead to a bias in the estimation of the metallicity and the average magnitude of the star. We tested these effects by making a simple model of the RRab color change as a function of the lightcurve phase, following the typical color variations of the RRab during their pulsation cycles as seen in Figure 2 of Guldenschuh et al. (2005). We used this model to transform the \( V_{SSS} \) mag to \( V \) mag as a function of phase and estimate the metallicity and the average magnitude. We then compared these quantities with the one obtained by taking a constant value of \( (B - V) = 0.3 \) mag, and found that the differences have a dispersion of 0.05 dex for the metallicity and 0.004 mag for the average magnitude. These values are an order of magnitude smaller than the typical uncertainty induced by photometric error. Since we lack the color information in the SSS data, and given that the effects of the color variation over the pulsation cycle are small, we believe that we are justified in using an average color of \( (B - V) = 0.3 \) mag to transform between \( V_{SSS} \) and Johnson V.

3 PERIOD DETERMINATION

Efficient detection of RRab in a dataset like SSS is possible solely thanks to their characteristic lightcurve shapes. However, the asymmetry in the RRab pulses only reveals itself if the lightcurve is phased (folded) with the correct period. Moreover, the metallicity and the intrinsic luminosity of such a variable star both require accurate lightcurve morphology measurements. Getting the period right is therefore absolutely crucial for both the identification of RR Lyrae as well as the subsequent inference of their properties. We tackle the problem of automating the RR Lyrae discovery and characterization by developing two routines, the Automatic Fourier Decomposition (AFD), which builds robust lightcurve models, and the Automatic Period Selection (APS), which makes use of different periodograms to home in on the correct period. With these tools in hand, the process of the classifying variables based on the shapes of their lightcurves is fast, robust and reproducible. In sections 3.1 and 3.2 the two routines are introduced and discussed in detail.

3.1 Automatic Fourier Decomposition

The essence of the AFD method is that the complexity of the lightcurve model is dictated by the data’s signal-to-noise ratio as well as the details of the lightcurve morphology. In other words, the number of harmonics in the Fourier decomposition of a phased lightcurve is increased as long as the fit continues to be statistically significant. To find the parameters of the harmonics in the Fourier decomposition we carry out a weighted least-squares fitting procedure where the model lightcurve is described by:

\[
f(x) = A_0 + \sum_{n=1}^{n_{max}} A_n \sin \left( \frac{2n \pi}{P} x + \phi_n \right),
\]

where \( A_n \) are the amplitudes, \( \phi_n \) the phases, \( P \) the period and \( n_{max} \) the number of harmonics in the decomposition. To determine the value of \( n_{max} \), we perform several fits with increasing number of harmonics until it is not statistically significant to add an extra harmonic. The process starts with just one harmonic:
$f(x) = A_0 + A_1 \sin \left( \frac{2\pi t}{P} + \phi_1 \right)$.  

We perform a least-squares fit to determine $A_0$, $A_1$, and $\phi_1$, and quantify the goodness of the fit through the reduced $\chi^2$ statistic, calculated as follows:

$$\chi^2 = \frac{1}{N - n - 1} \sum_{k=1}^{N} \left( \frac{O_k - E_k}{\sigma_k} \right)^2,$$

where $N$ is the number of observations, $n$ the number of parameters of the Fourier decomposition, $\sigma$ the error of the observation, $O$ the observed value, and $E$ the expected value as given by the Fourier series. We then compare the quality of this fit to a Fourier decomposition with one extra harmonic and with two extra harmonics. To determine if the series with extra harmonics gives us a significant improvement on the quality of the fit, we perform a statistical F-test to check if the null hypothesis (i.e., the two fits are statistically equal in terms of their performance) can be discarded. The $F$ statistic is calculated as follows:

$$F = \left( \frac{\chi^2_1 - \chi^2_2}{b} \right) \frac{b}{a},$$

where $b = N - p^2$ is the number of degrees of freedom of the second fit, and $a = p^2 - p1$ is the difference in the number of parameters $p$ between the second and the first fit (note that $p^2 > p1$ always). The test statistic is then compared to a critical value, $\alpha$; if $F$ is less than the critical value, the null hypothesis cannot be discarded and the two models are statistically equal in their ability to describe the observed data. To determine $\alpha$, we require that the rejection probability is 0.99, that is, the null hypothesis is discarded when we are 99% sure that adding a new order to the series is statistically significant. In addition to this, we set the maximum number of harmonics to 6, to avoid over-fitting. In Figure 2 we show three lightcurves that were fit by the AFD with different number of harmonics. It is reassuring to see that in each case, the algorithm appears to have set the series truncation according to the complexity of the lightcurve.

3.2 Automatic Period Selection

APS makes period estimation given the available multi-epoch data more robust. Our approach is to compare periods singled out by different period finding algorithms and quantify the goodness of fit by applying the AFD lightcurve model (see Section 3.1). In particular, we compare the periods proposed by two algorithms, namely Analysis Of Variance (AOV; Schwarzenberg-Czerny 1989, 1996; Schwarzenberg-Czerny & Beaulieu 2006) and Lomb-Scargle Periodogram (LS; Lomb 1976; Scargle 1982). The comparison is done by phasing the lightcurve with the five best periods proposed by each routine and calculating the goodness-of-fit parameter to discriminate between the periods and converge on the best one. Since the SSS photometry occasionally has some spurious measurements, we apply a simple cleaning routine by removing the most obvious outliers. In order to do this, we find the mean magnitude and the overall amplitude of the lightcurve from an initial AFD and remove all datapoints that lie more than 3$\sigma$ from the mean, where $\sigma$ is the standard deviation of the mean lightcurve magnitude. With the outliers removed we then perform a second AFD run. Figure 3 displays both the first AFD model as well as the result of the second AFD run after the outliers.
Discovery of ∼ 9,000 new RR Lyrae in the South

Figure 2. Illustration of the AFD lightcurve fitting (see text for more detail). This shows three examples of phased lightcurves (red triangles show the SSS photometric data, while the associated error-bars are shown in blue) of three different periodic variables as well as their AFD models (black curves). From Left to Right: examples of lightcurves that are well fit with two (left), four (middle), and six (right) Fourier harmonics, respectively.

Figure 3. Impact of the first sigma clipping on model selection. The dashed black line represents the AFD model without sigma clipping, while the green line shows the AFD fit after sigma clipping. Horizontal black lines give the threshold, 3σ away from the mean, outside which the data is clipped. The impact of the outlier present at φ ∼ 0.1 is clearly visible as the model shown by black dashed line is “pulled” towards the discrepant datapoint.

(i.e. datapoints above the sigma-clipping limits shown) have been removed.

Additionally, there are two extra processes to further clean the lightcurve if need be: the conventional outlier clipping and the so-called gap-filling. Note, however, that the clipping algorithm does not work well on lightcurves of deep eclipsing binaries, but can, in principle, be applied to RR Lyrae variables. The process consists of clipping all datapoints of the lightcurve that lie more than 3σ from the recently computed AFD model at a given phase, rather than from the overall mean of the lightcurve. In this case, σ is the mean error of the observations. Figure 3 shows the lightcurve clipping boundaries and how these can be used to excise some of the outliers that have survived the first cut. The gap-filling process is triggered when there is a gap of more than 0.1 in the lightcurve phase. When this condition is satisfied, a “data” point is included in the lightcurve based on the previously calculated AFD. The synthetic observation is positioned according to a simple linear interpolation between the phase values at the edges of the gap. The interpolation points are chosen as the mean of the three points closest to the edges on each side of the gap (in phase space). This process relies on the previous AFD run to assign the appropriate magnitudes around the edge. As seen in Figure 3 this helps to remove extreme wriggles from the model lightcurve. The post-processing techniques described above are used to improve the lightcurve shape estimation when applying the AFD. Subsequently, we utilize the AFD goodness-of-fit to discriminate between possible test periods.

To select the best period the following rules are applied. First, if two period candidates have a difference of more than 10% in reduced χ², the best period is selected. If this condition is not met, but the two first candidates of AOV and LS are similar (i.e. their difference is lower than 10⁻³ days), and match one of the two best periods ranked by the reduced χ² test, that period is selected. If neither of the two criteria is met, but the first two periods are aliases (either double or half the period), then, since the AOV periodogram is able to damp the detection sensitivity for aliased periods (Schwarzenberg-Czerny [1996]), the one ranked higher by AOV is chosen. Finally, if neither of these conditions is met, the star is flagged as having a problematic period. We also flag stars with reduced χ² > 3 and those with periods greater than 4 days, since given the pre-selection condition mentioned in 2 we do not expect to find stars with periods that long, and they are usually associated with spurious period candidates. The χ² distribution of the accepted lightcurves peaks at ∼ 0.3 rather than 1. There are several possibilities to explain the location of the peak. First, the
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error of the SSS observations might be overestimated. Second, we might be over-fitting the lightcurves, and finally, of course, there could be a combination of the first two. While overfitting is difficult to avoid in some cases, we point out that the main point of the AFD is to avoid this and provide better lightcurve characterizations at the same time. Therefore, we believe that the peak value of the $\chi^2$ distribution might be due to a combination of an overestimation of the errors of the observations, and somewhat over-zealous removal of the outliers which are, of course, the main causes of high $\chi^2$.

Finally, we test the performance of the APS algorithm on $\sim 1000$ randomly chosen phased lightcurves. Visual inspection of this sub-set confirms that the method can correctly select the periods when both AOV and LS agree, when they do not agree, and even when they both fail with their most significant period candidate. Note that, in order to avoid contamination, we have made this method very restrictive. In other words, if the $\chi^2$ test described above, that out of these only $\sim 1\%$ have wrong periods.

4 SELECTION OF RRAB. DISTANCE AND METALLICITY INFERENCE

4.1 The M Test

Armed with the period and the lightcurve shape information, we proceed to select the most likely RRab stars from the sample of variable objects. Note that all objects flagged to have unreliable periods (as described in the previous sections) are removed, which leaves a total number of 16,500 candidates. Within the period range occupied by RRab’s, the other common periodic variables are eclipsing binaries. To differentiate between pulsating and eclipsing stars, we introduce the M-test, a simple lightcurve shape statistic motivated by Kinemuchi et al. (2006), and already utilized in Drake et al. (2013a,b). This is defined as follows:

$$T_m = \frac{M_{\text{max}} - M_{\text{mean}}}{M_{\text{max}} - M_{\text{min}}}.$$  \hspace{1cm} (6)

where $M$ denotes magnitude. In essence, the M-statistic $T_m$ measures the amount of time the star spends above $(T_m > 0.5)$ or below $(T_m < 0.5)$ a baseline defined by the mean magnitude. To mitigate the destructive action of outliers, all parameters used to calculate $T_m$ are extracted from the AFD model. This is the principal difference with the original method as proposed by Kinemuchi et al. (2006), where the actual lightcurve data is used to calculate the M-
statistic. Different types of variables occupy different positions, in a period vs. \( T_m \) diagram. To determine the exact boundaries of the different classes in this plane, ~150 randomly selected variables were classified by eye into three groups: RRab’s, detached eclipsing binaries and RRc/W UMa-type eclipsing binaries. Figure 6 shows the locations of these groups in period-\( T_m \) space. As is obvious from this figure, RRab’s form a tight and fairly isolated group with high values of the M-statistic. To further clean our sample, we removed all lightcurves that have more than one peak in phase space. This is achieved by tagging all the stars whose amplitude in the higher harmonics of the AFD model is larger than the amplitude of the first harmonic. With regards to the RR Lyrae of c type, there possibly exists a region in Figure 6, i.e. at low periods and intermediate \( T_m \), which is predominantly populated by these pulsators. However, the levels of contamination with W UMa stars are still high. Accordingly, in order to have the simplest and the cleanest selection possible, we do not attempt to disentangle RRc’s and W UMa’s, and focus on RRab stars only. Table 1 gives a summary of all selection cuts imposed to identify RRab stars.

### 4.2 Photometric Metallicities and Absolute Magnitudes

Photometric metallicities for the stars in our sample are based on the relation established in Jurcsik & Kovács (1996):

\[
[\text{Fe/H}]_{jW} = \frac{1}{1.431} \left( [\text{Fe/H}]_{j} - 0.88 \right),
\]

which in turn can be transformed to the UVES high resolution spectroscopic scale of Carretta et al. (2009) using:

\[
[\text{Fe/H}]_{\text{UVES}} = 1.105 [\text{Fe/H}]_{jW} + 0.16.
\]

To check the reliability of these metallicity estimates, we calculate the \( D_m \) factor (see Jurcsik & Kovács 1996, eq 6). Note that at least 6 orders in Fourier decomposition of the lightcurve are required to calculate this parameter. Many RRab stars in our sample have 3 or more orders in their AFD model. Therefore, we produce two \( D_m \) estimates, one using the available orders only (that we called \( D_{mp} \)), and second forcing the AFD to have all 6 orders, as in the calculations originally made by Jurcsik & Kovács. Note that there are known issues with this metallicity estimate, as the relation tends to overestimate [Fe/H] at the metal poor end by ~0.3 dex (see e.g. Nemec 2004, Smerdel 2005).

Given the possibility that values based on the Jurcsik & Kovács (1996) expression can overestimate the RR Lyrae metallicity at the low end, it is worth considering possible alternatives to test the robustness of our results. Recently, a new period-\( \phi_{31} \)-metallicity relation has been published by Nemec et al. (2013). The authors use the RR Lyrae in the Kepler satellite’s field of view to establish the following transformation:

\[
[\text{Fe/H}] = -8.65 - 40.12 P + 5.96 \phi_{31} + 6.27 P \phi_{31} - 0.72 \phi_{31}^2,
\]

where \( P \) is the period of the star in days. Note that this relation uses the Kepler \( K_p \) system; therefore, it is necessary to transform it to the standard Johnson V by applying equation 2 of Nemec et al. (2013), i.e. \( \phi_{31}(V) = \phi_{31}(K_p) - 0.151(\pm0.026) \). Nemec et al. (2013) suggest that [Fe/H] values obtained in this way are in the UVES scale, but we have checked that, at intermediate metallicities (as applicable to most of the stars in our sample), they are also in good agreement with the [Fe/H] values provided by Jurcsik & Kovács (1996), accordingly, we compare them di-

---

### Table 1. Discrimination criteria used to select RRab type stars.

| Criteria | Limits |
|----------|--------|
| Period   | 0.4 – 1.0 days |
| \( n_{max} \) | \( \geq 3 \) |
| Amplitude | \( \leq 2 \) mag |
| \( T_m \) | \( \geq 0.5 \) |

Notes: \( n_{max} \) is the number of Harmonics used by the AFD, and \( T_m \) is the value of the M-statistic as given by equation 6.

where \( P \) is the period in days, \( \phi_{31} = \phi_3 - 3 \phi_1 \), and the metallicity is given on the scale of Jurcsik (1995). It is important to note that, when computing the Fourier decomposition coefficients (eq 2), we require that all amplitudes are positive and the phases are restricted to the range between 0 and 2\( \pi \). We transform the metallicity in equation 7 to the standard Johnson V using:

\[
[\text{Fe/H}]_{\text{UVES}} = 1.105 [\text{Fe/H}]_{jW} + 0.16.
\]

---

**Figure 6.** M-statistic as a function of the variable star period for a small sub-sample of objects inspected visually. Blue crosses are confirmed RRab stars, green triangles are possible RRc type stars and/or W UMa variables, while red filled circles are eclipsing binaries (excluding W UMa systems). This figure clearly demonstrates how simple lightcurve symmetry statistic helps to discriminate between the RRab stars and the rest of the variables.
rectly, which is the same approach that Nemec et al. (2013) uses to compare their results with those of Jurešik & Kovács (1996). The relation has an intrinsic scatter of only 0.084 dex; however, we cannot carry out the conventional error propagation as no details of the covariance matrix are provided by the authors. This makes it impossible to gauge realistic errors for stars with poorly determined $\phi_3$. To this end, even when we use both scales to study the metallicity distribution in the halo, we must retain the Jurešik & Kovács (1996) metallicity measures for the estimation of the RRab distances.

Given the metallicity, the absolute magnitude of a RRab star is calculated according to the following expression, from Catelan & Cortés (2008):

$$M_V = (0.23 \pm 0.04)[\text{Fe/H}]_{ZW} + (0.95 \pm 0.13),$$  \hspace{1cm} (11)

which can be converted to obtain absolute magnitudes from the Carretta et al. (2009) scale using equation 9 to obtain:

$$M_V = (0.21 \pm 0.04)[\text{Fe/H}]_{UVES} + (0.92 \pm 0.13).$$  \hspace{1cm} (12)

Finally, the unreddened magnitudes are obtained by applying the dust extinction corrections from the Schlegel et al. (1998) reddening maps. Note that the color excess, $E(B - V)$, might be overestimated for values greater than 0.15 mag (Arce & Goodman 1999). These values might be corrected by using the relation given in equation 1 of Bonifacio et al. (2000). Note, however, that these corrections are small ($\sim 10\%$) for $E(B - V) < 0.3$. Since our stars are typically located in zones of high Galactic latitude, where the extinction is low, we do not take into account this effect. Nevertheless, we include the values of $E(B - V)$ with the detected RRab’s, lower than 0.33.

### 4.3 Completeness and Reliability

To check the reliability of our algorithms, we generate synthetic lightcurves based on Layden (1998) RRab templates. To make the lightcurves as similar as possible to the ones observed by SSS, we studied how the error of the observations change with magnitude. Figure 7 shows the behaviour of the error evolution as a function of magnitude, an exponential model is used:

$$\sigma_M(M) = 0.04 + 1.84 \times 10^{-3} \exp(0.55[M - M_{min}]),$$  \hspace{1cm} (13)

where $M_{min} = 9.51$ corresponds to the brightest star in our sample. To generate the synthetic RRab, pulse amplitudes as well as phases of random stars in the sample are used; the errors are obtained from equation 13 and the noise is drawn from a normal distribution with sigma as given by equation 13. For each magnitude bin, 100 synthetic RRab are generated, in the range $12 < V < 18$. We then run the APS algorithm and count the number of mock RRab we can recover as a function of apparent magnitude. Figure 5 illustrates that at least 60% of the RRab with $V = 18$ are recovered. The same figure also reveals that the efficiency of the period estimation is even higher, reaching $\sim 90\%$. It is important to mention that the APS was set to have the cleanest sample possible in a fully automatic mode which explains why the efficiency drops down at the faint end. This is, of course, unavoidable since at these magnitudes the photometric error becomes comparable to the pulse amplitudes of RRab stars, making it difficult for a fully automated procedure to identify correctly the exact type of variability. Nevertheless, as part of the output of the program, the information on the rejected stars is recorded, so that the faint RRab discarded by our search algorithm can be recovered in the future.

The analysis described above concerns only the efficiency of the period determination and the RRab classification. The actual completeness of our sample, i.e. the amount of stars expected to be recovered versus the actual number of stars measured, needs to take into account the variability and the periodicity checks described in Section 2. An example of an empirical approach to check the completeness of the RRab sample can be found in Drake et al. (2013a), which reports an efficiency of $\sim 70\%$ for the RRab sample found by the CSS. Since both the CSS and the SSS performed the same steps to classify RRab, this could serve as an adequate estimate of the overall completeness of the SSS RRab sample presented in this paper. In fact, we have verified this statement by counting all stars that lie in the SSS footprint and are recorded as RRab in the VST catalog (Watson 2009). There are 1919 RRab in the VST of which we identify 1321, resulting in a completeness level of $\sim 69\%$. If we now remove detections along the borders of the survey, where objects can be spuriously included even if they were not observed sufficiently often by the SSS, we identify 1075 out of 1521 stars, raising the completeness to $\sim 71\%$. These tests illustrate that our efficiency is a strong function of the temporal sampling, increasing in the areas of the sky visited by the SSS more frequently. For example, if we fur-
ther limit the region of interest to $190 < \alpha (\text{deg}) < 235$ and $-23 < \delta (\text{deg}) < -35$, i.e. the area sampled the densest by the SSS, we detect $84\%$ of the RRab’s in the VSX database. While this is encouraging, completeness estimates based on a comparison between our detections and the VSX entries should be taken with due caution, as the VSX catalog is highly inhomogeneous and has a much brighter cutoff with respect to SSS. Most importantly, we note that the VSX catalog is highly incomplete in the Southern hemisphere, as it contains less than $10\%$ of the total number of RRab’s we have discovered.

5 GALACTIC STELLAR HALO WITH NEW RR LYRAE

From the original sample of 18,288 variable star candidates with periods between 0.3 and 4 days, we have selected 10,540 RRab stars, of which 8,869 correspond to new discoveries, 231 correspond to stars previously reported as RRab by Drake et al. (2013a), and the remaining 1,440 correspond to stars previously available in the literature. Figure 8 displays several examples of light curves for the RR Lyrae identified in our search. Figure 11 presents the distribution of RRab on the sky, using discoveries from all three Catalina surveys. For all stars in the SSS we provide metallicity, distance, Galactic position, and lightcurve shape information (through the AFD parameters). Table 2 shows an extract from our RRab catalog.

Figure 11 presents the distribution of the discovered RRab stars across the period-amplitude diagram (also known as Bailey diagram). As shown previously by Drake et al. (2013a), amplitudes of RRab stars in our sample are systematically reduced by 0.15 mag when compared to the typical RRab amplitudes. As a result, we provide a correction to the amplitudes to account for this effect. The diagram shows the Zorotovic et al. (2010) Oosterhoff type-I (OoI) and Oosterhoff type-II (OoII) lines, and the period shift with respect to the OoI line is shown on the right panel. This suggests that our data is composed of stars belonging to both OoI and OoII types, with the OoI population clearly being the dominant one. As in Drake et al. (2013a), we too find that the distribution is bimodal, with relatively few stars present between the canonical OoI and OoII loci.

5.1 Halo Metallicity

Carretta et al. (2009) presents a new homogeneous metallicity scale, which is calibrated using high resolution spectra from UVES. It also provides transformations from the most used metallicity scales. The fact that this scale has been calibrated using a large sample of GC red giants with homogeneously measured metal abundances from high resolution spectroscopy, makes this scale a good candidate to homogenize the metallicity measurements for RR Lyrae. In this sense, we transform all our metallicities to the UVES metallicity scale provided by Carretta et al. (2009). The total number of RRab stars with metallicities in our sample is 10,540. This number is reduced slightly after the removal
Table 2. RRab sample selection

| ID             | RA (deg) | Dec (deg) | $m_V$ (mag) | Period (days) | Amp (mag) | $n_{obs}$ | $d_H$ (Kpc) | [Fe/H] (dex) | E(B-V) | $D_m$ (Kpc) | $\phi_{31}$ (rad) | ID$_{alt}$ |
|----------------|----------|-----------|-------------|---------------|-----------|-----------|-------------|--------------|--------|-------------|---------------------|------------|
| SSS J055136.9-143214 | 87.90386 | -14.5371  | 12.87       | 0.571901     | 0.77      | 82        | 2.24        | -1.38        | 0.176  | 5.3         | 4.97                | BFH.ep     |
| SSS J095855.1-151229 | 134.72958 | -15.2081  | 15.8        | 0.58286      | 0.75      | 95        | 10.32       | -1.87        | 0.047  | 42.7        | 4.29                | XX                     |
| SSS J090949.5-153559 | 137.45624 | -15.59973 | 12.9        | 0.57775      | 1.05      | 119       | 1.75        | -1.16        | 0.082  | 5.6         | 5.38                | VSX        |
| SSS J094138.1-151229 | 137.45624 | -15.59973 | 12.9        | 0.57775      | 1.05      | 119       | 1.75        | -1.16        | 0.082  | 5.6         | 5.38                | VSX        |
| SSS J091750.5-151433 | 139.46041 | -15.24257 | 12.9        | 0.69385      | 0.38      | 124       | 3.05        | -2.59        | 0.055  | 85.8        | 5.47                | VSX J091750.5-151433 |
| SSS J092942.0-154231 | 142.42155 | -15.70864 | 15.61       | 0.49154      | 1.14      | 126       | 8.48        | -1.46        | 0.0686 | 5.5         | 4.99                | XX         |
| SSS J095318.0-404823 | 144.21208 | -15.0463  | 17.57       | 0.52288      | 1.00      | 115       | 23.52       | -1.46        | 0.0699 | 12.7        | 6.18                | XX         |
| SSS J095433.0-150350 | 143.92933 | -15.03502 | 15.1        | 0.64336      | 0.20      | 115       | 6.96        | -1.27        | 0.0764 | 131.7       | 5.49                | XX         |
| SSS J095433.0-150350 | 143.92933 | -15.03502 | 15.1        | 0.64336      | 0.20      | 115       | 6.96        | -1.27        | 0.0764 | 131.7       | 5.49                | XX         |
| SSS J132715.0-420152 | 148.21227 | -14.54792 | 16.31       | 0.5016       | 1.19      | 118       | 12.46       | -1.31        | 0.0574 | 4.5         | 4.5                 | SSS J095250.0-143253 |
| SSS J132904.0-403743 | 147.4988  | -14.17755 | 15.89       | 0.57123      | 0.77      | 114       | 10.85       | -1.56        | 0.052  | 6.9         | 4.66                | SSS J099059.6-141035 |
| SSS J133443.4-414935 | 150.0344  | -15.66008 | 17.08       | 0.49428      | 1.15      | 126       | 16.16       | -1.54        | 0.0506 | 12.3        | 5.66                | XX         |

Notes: Column 1 gives the SSS id; Column 2 and 3 give the right ascension and declination; Column 4 gives the average magnitude, as given by the AFD; Column 5 gives the period; Column 6 gives the amplitude of the lightcurve, as given by the AFD; Column 7 gives the number of photometric observations; Column 8 gives the distance to the Sun, in kpc; Column 9 gives the metallicity, as given by eq. [1] and transformed to the UVES scales with eq. [9]; Column 10 gives the reddening, as given by Schlegel et al. (1998). Column 11 gives the value of $D_m$, which gives us an estimate of the reliability of the photometric metallicities according to Jurcsik & Kovács (1996). Column 12 gives the value of $\phi_{31}$. Column 13 gives the id for sources that were previously known.

This table is available in its entirety in a machine-readable form in the online journal. A portion is shown here for guidance regarding its form and content.

Of obvious outliers, that is, the stars whose metallicities fall outside the range $-3.0 < [\text{Fe/H}] < 0.5$. This leaves a total of 10,369 stars with photometric metallicities, an ample resource to probe the properties of the Galactic halo out to 40 kpc. Figure 12 shows two metallicity distributions, one found using the Jurcsik & Kovács (1996) relation (green) and the results of the alternative [Fe/H] determination with formulae from Nemec et al. (2013) (blue). As the error propagation cannot presently be implemented for the latter, in order to compare the two distributions, we have to assign...
Figure 10. Distribution of all RRab stars discovered in the three Catalina surveys in equatorial coordinates. The color represents the magnitude of each star, following the color code on the right. The obvious stream-like pattern running across the Figure is the Sagittarius tidal tail system. The new RRab found in the SSS lie below Dec = $-20^\circ$. These trace the beginning of the trailing arm starting at RA $\sim 290^\circ$ and Dec $\sim -30^\circ$.

Figure 11. *Left:* Period-amplitude diagram of the selected RRab stars. For reference, lines corresponding to the OoI (solid) and OoII (dashed) objects based on Equation 11 of Zorotovic et al. (2010) are overlayed. *Right:* Histogram of the period difference (at fixed amplitude) between the detected RRab’s and the OoI reference line. The red lines shows a two-Gaussian fit to the histogram. This distribution is similar to what is shown in Drake et al. (2013a) for the RRab identified in the Northern hemisphere. Similarly, our result suggests an overall bi-modal population composed by both OoI and OoII RRab stars, with the OoI sub-sample being notably larger compared to the OoII one. The excess of stars observed in low-period-shift regime may be caused by RR Lyraes that present the Blazhko effect.
uncertainties found using the Jurcsik & Kovács (1996) relation to [Fe/H] values obtained according to Nemec et al. (2013). For the Jurcsik & Kovács (1996) metallicities, the histogram has a shape that can be well approximated by a Gaussian with a mean metallicity of $[\text{Fe/H}] = -1.41$ dex and a standard deviation of 0.27 dex. Note that if we limit the sample to the stars with reliable metallicity estimates in accordance with the criteria from Jurcsik & Kovács (i.e., with values of $D_m < 5$; this gives a total of 1,880 stars), the mean of the distribution remains the same at $[\text{Fe/H}] = -1.40$ dex, but the dispersion shrinks slightly, to 0.20 dex. This result appears to be in good agreement with independent, spectroscopic analyses of the halo RR Lyrae and blue horizontal-branch stars (e.g., Kinman et al. 2000; Drake et al. 2013b and references therein). Small differences, such as the presence of a metal-rich tail and/or lack of an extremely metal-poor tail ($[\text{Fe/H}] < -2$ dex), could be due to small systematic differences in the metallicity scale adopted, as well as the lack of very metal-poor calibrators in the Jurcsik & Kovács (1996) sample. Naturally, the RR Lyrae metallicity distribution cannot be directly compared with the one derived using other stellar tracers, be it main-sequence stars (e.g., Catelan & de Freitas Pacheco 1993; Layden 1993; Kinman et al. 2000). Note that the distribution of the Nemec et al. (2013) metallicities mostly agrees with that built using the Jurcsik & Kovács (1996) prescription, except for the appearance of a metal-poor tail, confirming that the Jurcsik & Kovács (1996) method does indeed overestimate the metallicities at the very low end. Interestingly, we also find an excess of stars in the metal-rich end, where it seems that the Jurcsik & Kovács (1996) method is underestimating the [Fe/H] values.

Let us study the spatial variations of the RRab metallicity in the halo. For the analysis described below, to obtain reliable space coverage, we choose to include stars with $D_m > 5$ as their metallicity distribution does not look significantly different from that of the stars with reliable [Fe/H]. Figure 13 shows the mean RRab metallicity as a function of Galactic cylindrical radius, $r_{xy} = \sqrt{x^2 + y^2}$ (top panel), and as a function of the distance from the Galactic plane $z$ (bottom panel). The bin size for each of the x axes is chosen adaptively so that there are 500 stars in each bin. The figure gives the mean and its error for each bin, for both the Nemec et al. (2013) metallicities (black), as well as the Jurcsik & Kovács (1996) metallicities (red). Note that while the [Fe/H] spread in each bin is large ($\sigma \sim 0.35$ dex), the uncertainty of the mean, due to probable uncertainties in individual metallicities and large number of stars in our sample, remains small ($\sim 0.02$ dex).

The top panel of Figure 13 reveals a small but nonetheless very clear negative metallicity gradient both in Galactocentric distance and in distance from the Galactic plane, regardless of the [Fe/H] recipe used. Note that as a function of Galactocentric radius, the mean metallicity starts to drop at $\sim 7$ kpc, having remained approximately constant in the first few kpc. This is in good agreement with previous studies of the metallicity gradient (e.g., Szczygieł et al. 2004; Kinemuchi et al. 2006), where the authors claim a lack of evidence for a metallicity gradient in the first $\sim 10$ kpc. However, as Figure 13 makes apparent, this behaviour changes at larger distances from the Galactic center. Out to $r_{xy} \sim 10$ kpc, the Nemec et al. (2013) estimate of metallicity is consistently higher (by approximately one standard deviation) as compared to that of Jurcsik & Kovács (1996), which suggests that the excess of stars with [Fe/H] $> -1$ according to Nemec et al. (2013) (as seen in Figure 12) is preferentially located within the Solar radius. Moreover, as the lower panel illustrates, these stars live very close to the Galactic disk. This panel also reveals an obvious dependence of the mean RRab metallicity on $|z|$ as well as a concentration of high metallicity RRab in the first few kpc, which is consistent
with the hypothesis that the high metallicity RRab’s belong primarily to the Milky Way’s disk (Kinemuchi et al. 2006). We also note the possible detection of a small bump in the radial profile of the mean R Rab metallicity at $r_{250} \sim 13$ kpc. We have checked the possibility that the bump is due to presence of the Sagittarius stream in our dataset. However, the removal of the likely Sgr members has no noticeable affect on this feature.

5.2 A sweep for obvious halo sub-structure

In this section we carry out a simple overdensity search using the discovered RRab as tracers. Our method takes advantage of the available 3D information and picks up the most obvious (largely, previously unknown) overdensity candidates in the southern celestial hemisphere. To find significant enhancements in RRab density, we calculate the local stellar density around every star and compare it to the prediction of a smooth stellar halo model. We keep track of those positions where the observed number of stars is substantially higher than the expected number, as given by the model. The coordinates as well as some of the structural properties of the detected candidates are given in Table 3.

The observed density is calculated using the N-th neighbor method, originally proposed by Dressler (1980). At each trial position, this algorithm takes the distance to the N-th nearest star as the radius of the sphere containing N stars. Then the number density at the selected position is simply given by:

$$\rho_l = \frac{N}{d_N^n}, \quad (14)$$

where $d_N$ is the distance to the N-th star from the selected position. The local density estimate is then compared to the prediction of the halo model, in particular, we use the model proposed by Sesar et al. (2010). This is a flattened power-law as defined by:

$$\rho_m = \rho_0 \left( \frac{R_h}{\sqrt{x^2 + y^2 + (z/q_H)^2}} \right)^{n_H}, \quad (15)$$

where $\rho_0 = 4.2$ kpc$^{-3}$ is the number density of RRab stars at $R_h = 8.0$ kpc (Vivas & Zinn 2006), $q_H = 0.64$ stipulates the oblateness of the halo (Sesar et al. 2010), $n_H = 2.77$ is the power-law index (Juric et al. 2008), and $x$, $y$, and $z$ are Cartesian coordinates in the Galacto-centric system. In order to select the stars associated with each overdensity candidate, we determine the extent of the sub-structure by calculating 3D density contours around its peak. The outermost contour is set to a density 0.5 times smaller than the peak density of the candidate. The significance is then obtained by assuming the Poissonian statistics for the incidence of the sub-structure member stars.

By applying the method described above to our sample of SSS RR Lyrae, we have discovered several interesting candidates; in particular, there are 12 possible objects each with significance greater than 3 $\sigma$. Table 3 summarizes the properties of all candidates with significance greater than 2 $\sigma$. This table includes information regarding the shape of the candidate by listing its extent in RA and Dec, as well as its heliocentric distance. To illustrate the distribution of the sub-structure candidates in the Galaxy, we have plotted their approximate shapes in equatorial coordinates in Figure 13. Here, the color of each polygon represents the mean heliocentric distance of the stars bounded by the region. All SSS variable candidates are plotted in greyscale in the background of the figure, to show the survey’s limits. Please bear in mind that the objects that are located closer will naturally appear bigger in this figure. Additionally, it is also worth noting that the second most prominent candidate, Hya 1, situated very close to the Galactic center, has a very large size. This may simply be caused by the algorithm selecting too big an area around a genuine overdensity close to the MW center (note that the significance, in this specific case, is $\sim 9$ $\sigma$). This could be due to the model (see equation 15) producing an underestimate of the true number of RRab stars in this region of the Galaxy. Note that the same may apply to Col 1 and Tel 1 which are close to the MW disk. In their case, its significance might also be inflated due to a poor estimation of the amount of background stars by the model. Conversely, some of the candidates in the range $130^\circ \lesssim RA \lesssim 250^\circ$ could plausibly be related to the VOD. To confirm the nature of these overdensity candidates, deep wide- area imaging and spectroscopic data would be necessary.

5.3 Sagittarius stream in SSS data

The most prominent of the sub-structure candidates detected by the algorithm described above has a striking significance of $> 15$ $\sigma$, and an impressive total of 327 RRab stars associated with it. The mean position of the constituent stars is at $\alpha = 307.53^\circ$, $\delta = -32.13^\circ$, at a distance of $\sim 24$ kpc from the Sun and $\sim 18$ kpc from the Galactic center. The overdensity has an elongated, stream-like shape, with a length of about 17 kpc and a width of about 6 kpc. Given its 3D position, it is almost certainly a part of the Sagittarius stream. Therefore, its designated name is Sgr 1.

To visualize the overdensity and to highlight its connection to the Sagittarius dwarf, Figure 14 presents the density distribution of all RRab stars detected by CRTS in the plane spanned by right ascension and heliocentric distance, after subtracting a model stellar halo. The RRab overdensities are colored according to the logarithm of the ratio of the observed and model density, log ($\rho_{obs}/\rho_{mod}$). Here $\rho_{obs}$ is the observed local density defined by equation 14 and $\rho_{mod}$ is the model density defined by equation 15. In this plotting scheme, the color is saturated at 1 and -1, and the size of the points is scaled to represent the logarithm of the ratio of the densities in order to improve the visualization.

According to previous studies (e.g., Majewski et al. 2003, Belokurov et al. 2014), Sgr 1, the overdensity picked up in the South in the SSS dataset, is a portion of the Sgr trailing stream. Correspondingly, the structure in the north, visible in the CSS data, is the leading tidal tail. The portion of the trailing stream found using the SSS data is located at approximately $\alpha \sim 300^\circ$, $D_h \sim 30$ kpc. It is curious to see that along the line of sight, the debris seem to spray over a large range of distances. At the moment, it is difficult to conclude with certainty whether this apparent clutter is a genuine sub-structure in the Sgr trailing tail, or actually bits of other, overlapping tidal streams like, for example, Cetus.
### Table 3. Overdensity Candidates in the Galactic Halo

| ID (1) | ID (2) | S (σ) | RA (deg) | Dec (deg) | n_{RRL} | V_m (mag) | V_{min} (mag) | V_{max} (mag) | ΔD (kpc) | Δα cos δ (deg) | Δδ (deg) |
|--------|--------|-------|----------|-----------|---------|----------|-------------|-------------|---------|----------------|---------|
| Sgr 1  | SSSOc | 1203007-320757 | 15.79 | 307.53 | -32.13 | 327 | 17.71 | 16.71 | 18.38 | 13.0 | 48.6 | 20.8 |
| Hya 1  | SSSOc | 1130248-320118 | 4.74 | 195.70 | -32.02 | 46 | 15.63 | 15.30 | 16.05 | 2.4 | 15.3 | 20.5 |
| Cen 1  | SSSOc | 1123907-394650 | 4.41 | 172.28 | -39.37 | 35 | 16.72 | 16.32 | 17.12 | 4.4 | 17.8 | 13.0 |
| Hya 2  | SSSOc | 1100540-245134 | 4.15 | 151.42 | -24.86 | 29 | 15.61 | 15.27 | 15.97 | 2.7 | 19.0 | 17.9 |
| Sgr 2  | SSSOc | 1202727-372132 | 4.06 | 306.87 | -37.36 | 36 | 13.67 | 12.83 | 14.18 | 2.0 | 23.0 | 14.6 |
| Hya 3  | SSSOc | 111948-252007 | 3.84 | 169.95 | -25.34 | 21 | 16.75 | 16.53 | 17.11 | 3.8 | 9.6 | 7.2 |
| Hya 4  | SSSOc | 124106-281257 | 3.84 | 190.28 | -28.22 | 27 | 16.18 | 15.98 | 16.61 | 2.9 | 11.3 | 8.3 |
| Tel 1  | SSSOc | 1184232-533460 | 3.46 | 280.64 | -55.58 | 21 | 14.09 | 13.73 | 14.48 | 1.1 | 8.0 | 16.2 |
| Cen 2  | SSSOc | 1114153-393448 | 3.33 | 175.47 | -39.58 | 20 | 15.92 | 15.60 | 16.37 | 3.3 | 8.3 | 7.7 |
| Cen 3  | SSSOc | 124936-391616 | 3.20 | 191.40 | -39.27 | 16 | 15.62 | 15.30 | 15.98 | 1.3 | 9.4 | 6.3 |
| Ant 1  | SSSOc | 1101002-282309 | 3.03 | 152.51 | -28.39 | 24 | 14.95 | 14.68 | 15.32 | 2.1 | 23.5 | 15.3 |
| Crv 1  | SSSOc | 1122414-155910 | 2.99 | 191.06 | -15.99 | 15 | 16.00 | 15.71 | 16.31 | 2.6 | 9.1 | 5.6 |
| Tel 2  | SSSOc | 1194146-495134 | 2.82 | 295.44 | -49.86 | 17 | 12.39 | 11.87 | 12.95 | 0.9 | 10.0 | 34.1 |
| Sgr 3  | SSSOc | 1193812-382555 | 2.76 | 294.55 | -38.50 | 17 | 15.10 | 14.77 | 15.34 | 0.8 | 6.3 | 4.4 |
| Cen 5  | SSSOc | 113306-331937 | 2.75 | 203.28 | -33.33 | 18 | 14.41 | 14.21 | 14.66 | 0.8 | 9.1 | 13.0 |
| Lib 1  | SSSOc | 1153446-265727 | 2.75 | 233.69 | -26.95 | 22 | 15.01 | 14.62 | 15.38 | 1.2 | 11.3 | 7.5 |
| Ant 2  | SSSOc | 1101614-331524 | 2.56 | 154.06 | -33.26 | 13 | 16.94 | 16.76 | 17.05 | 1.1 | 5.7 | 7.7 |
| Cen 1  | SSSOc | 1140450-143546 | 2.50 | 211.21 | -41.60 | 13 | 14.78 | 14.57 | 15.03 | 0.7 | 5.1 | 5.7 |
| Hya 5  | SSSOc | 1103240-212215 | 2.50 | 158.17 | -21.37 | 11 | 17.00 | 16.81 | 17.16 | 1.9 | 7.6 | 7.0 |
| Cap 1  | SSSOc | 1120404-230214 | 2.46 | 311.02 | -23.04 | 10 | 14.68 | 14.59 | 14.80 | 0.5 | 5.3 | 3.7 |
| Cen 7  | SSSOc | 115216-365325 | 2.45 | 178.07 | -36.89 | 7 | 14.28 | 14.09 | 14.42 | 0.4 | 6.7 | 5.4 |
| Lep 1  | SSSOc | 1061057-254429 | 2.44 | 92.74 | -25.74 | 9 | 15.59 | 15.41 | 15.79 | 1.5 | 13.2 | 5.6 |
| Col 1  | SSSOc | 1069294-321527 | 2.37 | 92.35 | -32.26 | 12 | 14.89 | 14.44 | 15.39 | 2.5 | 12.3 | 18.6 |
| Sgr 4  | SSSOc | 1202138-435633 | 2.36 | 305.41 | -43.94 | 9 | 16.72 | 16.60 | 16.89 | 1.6 | 2.9 | 5.4 |
| Scl 1  | SSSOc | 1016393-313912 | 2.18 | 19.16 | -31.65 | 9 | 15.72 | 15.46 | 15.95 | 1.9 | 15.0 | 6.7 |
| Crt 1  | SSSOc | 111824-181426 | 2.17 | 169.60 | -18.24 | 10 | 15.64 | 15.44 | 15.81 | 1.1 | 8.2 | 6.0 |

Notes: Column 1 gives a reference id; Column 2 gives the Overdensity id; Column 3 gives the significance in standard deviations; Columns 4 and 5 give the mean right ascension and declination of the stars of the overdensity; Column 6 gives the number of stars associated with the overdensity; Column 7 gives the mean magnitude of the stars of the overdensity; Columns 8 and 9 give the minimum and maximum magnitude of the stars of the overdensity, respectively; Column 10 gives the overdensity’s extension along the line of sight, in kpc; Columns 11 and 12 give the extension in equatorial coordinates.

---

**Figure 14.** Locations and shapes of the SSS RRab overdensity candidates as presented in Table 3. The shapes are labeled according to the reference ID given in Column 1 of the table, and the color of each shape reflects the mean heliocentric distance to the constituent stars (see color-bar for reference in kpc). The background greyscale distribution shows all SSS variable candidates; the shades of grey are coded according to the logarithm of the number of observations.
6 CONCLUSIONS

With the aim to find and classify RR Lyrae, we have carried out a systematic study of a large variable star database covering most of the Southern celestial hemisphere (−75° ≤ δ ≤ 22°). Using the data from the extension of the Catalina Sky Surveys, the SSS, we have discovered more than 10,500 ab-type RR Lyrae, ~90% of which are new. Our sample covers a range in apparent brightness from 10.5 ≤ V ≤ 19.3, corresponding to heliocentric distances from ~1 to ~50 kpc. The RRab stars have been found using fully automated procedures that could be applied to any other variability survey. These algorithms boast, depending on the quality of the photometry, a completeness of RRab classification greater than 60% at V = 18, and an efficiency of the period estimation >90%. The software leaves the possibility of manual classification of the faintest stars, including other types of periodic variables, using the lightcurve shape and period information recorded.

We take advantage of the metallicity information available as a result of the RRab lightcurve shape analysis to study the abundance patterns in the Galactic stellar halo. The [Fe/H] distribution appears roughly Gaussian with a mean metallicity of [Fe/H] = −1.4 dex and a dispersion of 0.3 dex, which is consistent with previous work. A comparison between the Nemec et al. (2013) period-φ3-metallicity relation reveals clear differences at both the metal-poor end, where the presence of a significant tail is highlighted, as well as in the metal-rich range, where there seems to be an excess of stars with metallicities between -1.0 and -0.5 dex, according to estimates based on the Nemec et al. (2013) relation.

A spatial study of the metallicity gradients reveals a modest but statistically significant [Fe/H] trend with both the Galactocentric distance and the height above the disc plane. We confirm that the RRab stars with lower metallicities are more common further away from the Galactic
Figure 16. Distribution of RRab stars near the Sgr orbital plane in equatorial coordinates. This shows the Aitoff projection of the distribution of all stars with $|Z_{\text{Sgr}}| < 2.5$ kpc. The color gives, according to the same scale used in Figure 15, the ratio of the observed local density and the expected local density according to Equation 15. Note that the size of the points also scales with the density ratio. The scale and the continuity of the Sgr stream system is obvious, with the leading debris dominating the picture above the celestial equator and the trailing tail visible mostly in the south.

The radial gradient appears approximately flat in the first $\sim 7$ kpc but starts to steepen at larger distances. When compared to the [Fe/H] behaviour with $z$, this flattening is not present in the first few kpc. On the contrary, an accumulation of high-metallicity RRab stars in the first $\sim 2$ kpc is apparent, which is consistent with the hypothesis that high-metallicity RRab stars belong primarily to the Galactic disc population. This low-$z$, high-metallicity concentration is even more pronounced when the Nemec et al. (2013) [Fe/H] estimates are considered.

A preliminary analysis of possible halo sub-structure using the RRab detected in the Southern hemisphere shows the presence of several interesting overdensities. The locations and the structural properties of the most significant twenty-seven of these are given in tabular format. We have presented the properties of the most obvious of the overdensity candidates discovered in our sample, the one with the significance $> 15\sigma$ and some $\sim 330$ RRab associated. Given its shape, spatial orientation, and position, this candidate, which we call Sgr 1, is almost certainly associated with the Sagittarius stream system, in particular, with the trailing arm. To fully confirm this, and to compare our detection with the stream models available, it would be beneficial to measure line-of-sight velocities of the RRab stars within the bounds of the sub-structure. The second most significant overdensity candidate, with a significance of $\sim 9\sigma$, is located near the Galactic center. It is stretched over many tens of degrees in right ascension, which makes it difficult to pinpoint its origin. Finally, we present all the overdensity candidates found in our procedure with significances in excess of $2\sigma$. In order to confirm or discard these candidates, a wide-area imaging and spectroscopic survey is necessary. Our highly complete catalog of the southern RR Lyrae fills in a large gap which has been so far precluding a detailed and unbiased analysis of the Galactic stellar halo, both in terms of its constituent sub-structure as well as its shape and extent.
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