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Abstract

Machine learning methods are used to discover complex nonlinear relationships in biological and medical data. However, sophisticated learning models are computationally unfeasible for data with millions of features. Here we introduce the first feature selection method for nonlinear learning problems that can scale up to large, ultra-high dimensional biological data. More specifically, we scale up the novel Hilbert-Schmidt Independence Criterion Lasso (HSIC Lasso) to handle millions of features with tens of thousand samples. The proposed method is guaranteed to find an optimal subset of maximally predictive features with minimal redundancy, yielding higher predictive power and improved interpretability. Its effectiveness is demonstrated through applications to classify phenotypes based on module expression in human prostate cancer patients and to detect enzymes among protein structures. We achieve high accuracy with as few as 20 out of one million features — a dimensionality reduction of 99.998%. Our algorithm can be implemented on commodity cloud computing platforms. The dramatic reduction of features may lead to the ubiquitous deployment of sophisticated prediction models in mobile health care applications.

1 Introduction

Life sciences are going through a revolution thanks to the possibility to collect and learn from massive biological data \cite{1}. Efficient processing of such “big data” is extremely important for many medical and biological applications, including disease classification, biomarker discovery, drug development and scientific discovery \cite{2}. The complexity of biological data is dramatically increasing due to improvements in measuring devices such as next-generation sequencers, microarrays and mass spectrometers \cite{3}. As a result, we must deal with data that includes many observations (hundreds to tens of thousands) and even larger numbers of features (thousands to millions). Machine learning algorithms are charged with learning patterns and extracting actionable information from biological data. These techniques have been used successfully in various analytical tasks, such as genome-wide association studies \cite{4} and gene selection \cite{2}.

However, the scale and complexity of big biological data pose new challenges to existing machine learning algorithms. There is a trade-off between scalability and complexity: linear methods scale better to large data, but cannot model complex patterns. Nonlinear models can handle complex relationships in the data but are not
scalable to the size of current datasets. In particular, learning nonlinear models requires a number of observations that grows exponentially with the number of features [2, 5]. Biological data generated by modern technology has as many as millions of features, making the learning of nonlinear models unfeasible with existing techniques. To make matters worse, current nonlinear approaches cannot take advantage of distributed computing platforms.

A promising approach to make nonlinear analysis of big biological data computationally tractable is to reduce the number of features. This method is called feature selection [2]. Biological data is often represented by matrices where rows denote features and columns denote observations. Feature selection aims to identify a subset of features (rows) to be preserved, while eliminating all others. There are two reasons why the predictive capability of the data may be preserved or even improved when many features are excluded. First, measurements generate many features automatically and their quality is hard to control [6]. Second, biological features are often highly redundant, so that the number of useful features is small. For example, among millions of Single Nucleotide Polymorphisms (SNPs), only a few are useful to predict a certain disease [5]. Although state-of-the-art feature selection algorithms, such as minimum redundancy maximum relevance (mRMR) [7], have been proven to be effective and efficient in preparing data for many tasks, they cannot scale up to biological data with millions of features. Moreover, mRMR uses greedy search strategies such as forward selection/backward elimination and tends to produce locally optimal feature sets.

Here we propose a novel feature selection framework for big biological data that makes it possible for the first time to identify very few relevant, non-redundant features among millions. The proposed method is based on two components: Least Angle Regression (LARS), an efficient feature selection method [8], and the Hilbert-Schmidt Independence Criterion (HSIC), which enables the selection of features that are non-linearly related [9]. These properties are combined to obtain a method that can exploit nonlinear feature dependencies efficiently, and furthermore enables distributed implementation on commodity cloud computing platforms. We name our algorithm Least Angle Nonlinear Distributed (LAND) feature selection. Experiments demonstrate that the proposed method can reduce the number of features in real-world biological datasets from one million to tens or hundreds, while preserving or increasing prediction accuracy for biological applications.

The following sections present the proposed LAND method in detail and show performance evaluation of LAND on three large, high-dimensional datasets related to the problems of discovering mutations in the tumor suppressor protein p53, classifying cancer phenotypes in a cohort of human prostate cancer patients, and detecting enzymes among protein structures. While existing feature selection methods cannot consider nonlinear dependencies among features in these problems, we show that our approach can reduce the dimensionality by five orders of magnitude.

These results are achieved in minutes to hours of cluster computing time. The selected features are relevant and non-redundant, making it possible to obtain accurate and interpretable models that can be run on a laptop computer.

Contribution:

• We scale up the novel Hilbert-Schmidt Independence Criterion Lasso (HSIC Lasso) [10] to handle ultra high-dimensional and large-scale datasets. To the best of our knowledge, this is the first minimum redundancy maximum relevance feature selection method that can handle tens of thousand data samples with millions of features.

• We propose the first implementation of nonlinear feature selection on distributed computing platforms.

• We demonstrate that LAND feature selection outperforms state-of-the-art methods on three real-world, large, high-dimensional datasets.

2 Related Work

In this section, we review existing nonlinear feature selection methods and show their drawbacks.

Maximum Relevance (MR) feature selection is a popular approach that selects $m$ features with the largest relevance to the output [7]. The feature screening method [11] is also an MR-method. Usually, the mutual
information and a kernel-based independence measures such as HSIC are used as the relevance score \( f \). MR-based methods are simple yet efficient and can be easily applicable to high-dimensional and large sample problems. However, since MR-based approaches only use input-output relevance and not use input-input relevance, they tend to select redundant features (i.e., the selected features can be very similar to each other). As a result it may not help in improving overall classification/regression accuracy and interpretability.

Minimum Redundancy Maximum Relevance (mRMR) \( \text{[7]} \) was proposed to deal with the feature redundancy problem; it selects features that have high relevance with respect to an output and are non-redundant. It has been experimentally shown that mRMR outperforms MR feature selection methods \( \text{[7]} \). Moreover, there exists an off-the-shelf C++ implementation of mRMR, and it can be applicable to a large and high dimensional feature selection. Fast Correlation based filter (FCBF) can also be regarded as an mRMR method, in which it uses symmetrical uncertainty to calculate dependences of features and finds best subset using backward selection with sequential search strategy \( \text{[12]} \). Note that, it has also been reported that FCBF compares favorably with mRMR \( \text{[13]} \). However, both mRMR and FCBF use greedy search strategies such as forward selection/backward elimination and tends to produce locally optimal feature set.

To obtain a globally optimal feature set, a convex relaxed version of mRMR called the Quadratic Programming Feature Selection (QPFS) and SPEC were proposed in \( \text{[14]} \) \( \text{[15]} \). An advantage of QPFS and SPEC over mRMR is that it can find a globally optimal solution by just solving a QP problem. The authors showed that QPFS compares favorably with mRMR for large sample size but low-dimensional cases (e.g., \( d < 10^3 \) and \( n > 10^5 \)). However, QPFS and SPEC tend to be computationally expensive for large and high-dimensional cases, since they need to compute \( d(d - 1)/2 \) mutual information scores. To deal with the computational problem in QPFS, a Nyström approximation based approach was proposed \( \text{[14]} \), and it has been experimentally shown that QPFS with Nyström approximation compares favorably with mRMR both in accuracy and time. However, for large and high-dimensional settings, computational cost for mutual information is still very high.

Forward/Backward elimination based feature selection with HSIC (FOHSIC/BAHSIC) is also a widely used feature selection method \( \text{[10]} \). An advantage of HSIC-based feature selection over mRMR is that the HSIC score can be accurately estimated. Moreover, HSIC can be implemented very easily. However, similar to mRMR, it selects features using greedy search algorithm and tends to have a locally optimal feature set. To obtain a better feature set, HSFS was proposed \( \text{[17]} \) as a continuously relaxed version of FOHSIC/BAHSIC that could be solved by limited-memory BFGS (L-BFGS) \( \text{[18]} \). However, HSFS is a non-convex method and restarting from many different initial points would be necessary to select good features which is computationally expensive.

For small and high-dimensional feature selection problems (e.g., \( n < 100 \) and \( d > 10^4 \)), \( l_1 \) regularized based approaches such as Lasso are useful \( \text{[19]} \) \( \text{[20]} \). In addition, Lasso is known to scale well with both number of samples as well as dimensionality \( \text{[19]} \) \( \text{[20]} \). However, Lasso can only capture linear dependency between input features and output values. To handle non-linearity, HSIC Lasso was proposed recently \( \text{[10]} \). In HSIC Lasso, with specific choice of kernel functions, non-redundant features with strong statistical dependence on output values can be found in terms of HSIC by simply solving a Lasso problem. Although, empirical evidence \( \text{[10]} \) shows that HSIC Lasso outperforms most existing feature selection methods, in general HSIC Lasso tends to be expensive compared to simple Lasso when the number of samples increases. Moreover, statistical properties of HSIC Lasso is not well studied. Recently, a few wrapper type of feature selection methods including the feature generating machine \( \text{[21]} \) and SVM based approach \( \text{[22]} \) were proposed. These methods are state-of-the-art feature selection methods for high-dimensional and/or large-scale data. However, those wrapper methods are computationally expensive for ultra high-dimensional and large-scale datasets.

Sparse Additive Models (SpAM) are useful for high-dimensional feature selection problems \( \text{[23]} \) \( \text{[24]} \) \( \text{[25]} \) \( \text{[26]} \) and can be efficiently solved by the back-fitting algorithms \( \text{[24]} \) resulting in globally optimal solutions. Also, statistical properties of the SpAM estimator are well studied \( \text{[23]} \). However, a potential weakness of SpAM is that it can only deal with additive models and may not work well for non-additive models. Hierarchical Multiple Kernel Learning (HMKL) \( \text{[27]} \) \( \text{[28]} \) is also a nonlinear feature selection method and can fit complex functions such as non-additive functions. However, the computation cost of HMKL is rather expensive. In particular, since HMKL searches the combination of kernels from \( (m + 1)^d \) combinations (\( m \) is the total number of selected kernels), the computation cost heavily depends on the dimensionality \( d \).
3 Least Angle Nonlinear Distributed feature selection

We first formulate the supervised feature selection problem and propose the Least Angle Nonlinear Distributed (LAND) feature selection.

3.1 Problem Formulation

Let $X = [x_1, \ldots, x_n] = [u_1, \ldots, u_d]^T \in \mathbb{R}^{d \times n}$ denotes the input data, a matrix where a column $x_i \in \mathbb{R}^d$ represents an observation vector composed of $d$ elements (features) and a row $u_j \in \mathbb{R}^n$ represents a feature vector composed of $n$ elements (observations). Let $y = [y_1, \ldots, y_n]^T \in \mathbb{R}^n$ denotes the output data or labels so that $y_i \in \mathcal{Y}$ is the label for $x_i$. The output domain $\mathcal{Y}$ can be either continuous (as in regression problems) or categorical (as in classification problems).

The goal of supervised feature selection is to find $m$ features ($m \ll d$) that are most relevant for predicting the output $y$ for observations $X$.

To efficiently solve a large and high-dimensional feature selection problem, next we propose a nonlinear extension of LARS [8] leveraging HSIC [9]. Then, we introduce an approximation to reduce the memory and computational requirements of the algorithm. This approximation enables our feature selection method to be deployed on a distributed computing platform, scaling up to big biological data.

3.2 HSIC Lasso with Least Angle Regression

Let us define the kernel (similarity) matrix of the $k$-th feature observations

$$[K^{(k)}]_{ij} = K(u_{ki}, u_{kj}), \quad i, j = 1, \ldots, n,$$

and outputs

$$[L]_{ij} = L(y_i, y_j), \quad i, j = 1, \ldots, n,$$

where $u_{ki}$ is the $i$-th element of $k$-th feature vector $u_k$ and $K(u, u')$ and $L(y, y')$ are kernel functions. In principle, any universal kernel function such as the Gaussian or Laplacian kernels can be used [9]. Here, we first normalize feature $u$ to have unit standard deviation and then use the Gaussian kernel

$$K(u, u') = \exp \left( -\frac{(u - u')^2}{2\sigma_u^2} \right),$$

where $\sigma_u$ is the kernel width.

For the outputs, in regression cases ($y \in \mathbb{R}$) we similarly normalize $y$ to have unit standard deviation and then use the Gaussian kernel

$$L(y, y') = \exp \left( -\frac{(y - y')^2}{2\sigma_y^2} \right).$$

In this paper, we use $\sigma_u = 1$ and $\sigma_y = 1$. In classification cases (i.e., $y$ is categorical) we use the delta kernel, which has been shown to be useful for multi-class problems [16]:

$$L(y, y') = \begin{cases} 
1/n_y & \text{if } y = y' \\
0 & \text{otherwise}, 
\end{cases}$$

where $n_y$ is the number of observations in class $y$.

LAND (HSIC Lasso) is formulated as [10]

$$\min_{\alpha \in \mathbb{R}^d} \left\| \tilde{L} - \sum_{k=1}^{d} \alpha_k \tilde{K}^{(k)} \right\|_F^2 + \lambda \|\alpha\|_1, \quad (1)$$

s.t. $\alpha_1, \ldots, \alpha_d \geq 0$, 

\[ \text{s.t. } \alpha_1, \ldots, \alpha_d \geq 0, \]
where $\lambda \geq 0$ is a regularization parameter, $\| \cdot \|_1$ is the $\ell_1$ norm, $\| \cdot \|_F$ is the Frobenius norm ($\|M\|_F = \sqrt{\text{tr}(MM^\top)}$), and $\tilde{K}$ and $\tilde{L}$ are the normalized kernel matrices such that $1_n^\top \tilde{K} 1_n = 1_n^\top \tilde{L} 1_n = 0$ and $\|\tilde{K}\|_F = \|\tilde{L}\|_F = 1$. In this paper, we employ the least angle regression [8] to solve Eq. (1) (See Algorithm 1), and we name the LARS variant of Eq. (1) as Least Angle Nonlinear Distributed (LAND).

The solution of the LAND problem enables the selection of the most relevant, least redundant features. To illustrate why, we can rewrite the objective function in Eq. (1) as:

$$1 - 2 \sum_{k=1}^{d} \alpha_k \text{NHSIC}(u_k, y) + \sum_{k,l=1}^{d} \alpha_k \alpha_l \text{NHSIC}(u_k, u_l),$$

(2)

where NHSIC$(u, y) = \text{tr}(\tilde{K} \tilde{L})$ is the normalized version of HSIC [29], an independence measure such that NHSIC$(u, y) = 1$ if $u = y$ and NHSIC$(u, y) = 0$ if and only if the two random variables $u$ and $y$ are independent (see proof in Section 3.5). In the original paper [10], the un-normalized HSIC was employed. However, since the un-normalized HSIC takes some positive number when input and output variables are dependent. That is, HSIC$(u_k, y) > \text{HSIC}(u_l, y)$ may not mean that $u_k$ is more highly associated with $y$ than $u_l$. Thus, it is natural to normalize HSIC for feature selection problems.

If output $y$ has high dependence on the $k$-th feature $u_k$, NHSIC$(u_k, y)$ is large and thus $\alpha_k$ should also be large, meaning that the feature should be selected. On the other hand, if $u_k$ and $y$ are independent, NHSIC$(u_k, y)$ is close to zero; $\alpha_k$ should thus be small and the $k$-th feature will not be selected. Furthermore, if $u_k$ and $u_l$ are strongly dependent on each other, NHSIC$(u_k, u_l)$ is large and thus either $\alpha_k$ or $\alpha_l$ will be small; only one of the redundant features will be selected.

In practice, LAND iteratively selects non-redundant features with a strong relevance for determining the output. To select the $k$-th feature we first need to consider its relevance with respect to the output, indicated by NHSIC$(u_k, y)$. Second, a feature is discounted based on its redundancy with respect to previously selected features, given by $\sum_{i>0} \alpha_i \text{NHSIC}(u_k, u_i)$. Hence we define the selection score of the $k$-th feature as $c_k = \text{NHSIC}(u_k, y) - \sum_{i>0} \alpha_i \text{NHSIC}(u_k, u_i)$. After the feature is selected, we update the $\alpha$ coefficients.

A key challenge of solving problem (1) is that it requires huge memory ($O(dn^2)$) to store all kernel matrices $\tilde{K}^{(k)}$. For example in the enzyme dataset described below ($d=1,062,420$, $n=15,328$), the naive implementation requires more than a petabyte of memory, which is not feasible. Moreover, the computing time for matrix multiplications scales as $O(mdn^2)$, making it unfeasible when both $d$ and $n$ are large. We address these issues by applying a kernel approximation.

### 3.3 Nyström Approximation for NHSIC

The Nyström approximation [29] allows us to rewrite NHSIC$(u, y) = \text{tr}(\tilde{K} \tilde{L}) \approx \text{tr}(FF^\top GG^\top)$, where, in the regression case,

$$F = \Gamma K_{nb} K_{bb}^{-1/2} / (\text{tr}((K_{bb}^{-1/2} K_{nb} K_{bb}^{-1/2})^2))^{1/4},$$

$$G = \Gamma L_{nb} L_{bb}^{-1/2} / (\text{tr}((L_{bb}^{-1/2} L_{nb} L_{bb}^{-1/2})^2))^{1/4}.$$

Here, $FF^\top$ is a low-rank approximation of $\tilde{K}$, such that $K_{nb} \in \mathbb{R}^{n \times b}$ and $K_{nb} = K(u_i, u_{b,j})$, where $u_i \in \mathbb{R}^b$ is a basis vector (See the experimental section for more details). Analogously, $K_{bb} \in \mathbb{R}^{b \times b}$, $L_{nb} \in \mathbb{R}^{n \times b}$, and $L_{bb} \in \mathbb{R}^{b \times b}$. The parameter $b$ is an upper bound on the rank of the $K_{nb}$ and $L_{nb}$ matrices. The higher $b$, the better the approximation, but the higher the computational and memory costs. If the number of observations $n$ is very large, we can make the problem tractable by using $b \ll n$ without sacrificing the predictive power of the selected features, as shown in the next section. The resulting complexity of kernel computation and multiplication for selecting $m$ features is $O(dnb + mdb^2n) = O(mdb^2n)$. Moreover, for each dimension, we only need to store the $F \in \mathbb{R}^{b \times n}$ matrix, yielding space complexity $O(dbn)$. The approximation reduces the overall time complexity of the algorithm by a factor $O(n^2/b^2)$ and the memory requirements by a factor $O(n/b)$ (see Table 1). Note that, the original LAND formulation Eq. (1) can find a globally optimal solution without the Nyström approximation.
Table 1: Summary of computational complexity and memory size of different implementations of LAND. The total time complexity is obtained by adding the kernel computation and multiplication times, which are dominated by the latter.

| Method     | Kernel     | Multiplication | Memory   |
|------------|------------|----------------|----------|
| Naïve      | $O(dn^2)$  | $O(md^2n^3)$   | $O(dn^2)$|
| Nyström    | $O(dbn)$   | $O(mb^2dn)$    | $O(dbn)$ |
| MapReduce  | $O(dbn/M)$ | $O(mb^2/Mdn)$  | $O(dbn)$ |

However, in practice, since each kernel Gram matrix (i.e., $K^{(k)}$) is computed from only one feature, we can accurately approximate each kernel Gram matrix by the Nyström approximation. Thus, we can empirically find a good solution if we set the number of bases in the Nyström approximation relatively large (in this paper, we found $b = 10, 20$ works well).

In the classification case, we can use the above technique to approximate the kernel matrix $F$ and compute $G$ as

$$G_{k,j} = \begin{cases} \frac{1}{\sqrt{n}} & \text{if } k = y_j \\ 0 & \text{otherwise} \end{cases},$$

where $G \in \mathbb{R}^{C \times n}$ and $C$ is the number of classes. The computational complexity of kernel computation and multiplication is $O(mb^2n(b+C))$ and the memory complexity is $O(dn(b+C))$. These too are dramatic reductions in computational time and memory.

### 3.4 Distributed computation

While the Nyström approximation is useful for data with many observations (large $n$), the computational cost of LAND makes it unfeasible on a single computer for ultra high-dimensional cases, i.e., when the number of features is extremely large (e.g., $d \geq 10^6$). Fortunately, we can compute the kernel matrices $\{F_k\}_{k=1}^d$ in parallel. The selection scores $c_k$ can be computed independently as well. These properties make it possible to further speed up LAND with a distributed computing framework. The resulting computational complexity is $O(mb^2n/M)$, where $M$ is the number of mappers (Table 1).

The proposed LAND algorithm is implemented on a cluster for scalability to large datasets. Map-Reduce is a widely adopted distributed computing framework. It consists of a map procedure that breaks up the problem into many small tasks that can be performed in parallel, and distributes these tasks to multiple computing nodes (mappers). A reduce procedure then is executed on multiple nodes (reducers) to aggregate the computed results. For example, we denote the map function with inputs $\{F_k\}_{k=1}^d$, $G$ and the corresponding reduce function as

$$\text{map}((\{F_k\}_{k=1}^d, G) : \langle k, \text{tr}((F_k^\top G)^2) \rangle)$$

$$\text{reduce}(\langle k, \text{tr}((F_k^\top G)^2) \rangle : f_k = \text{tr}((F_k^\top G)^2))$$

where the map function returns key-value pairs and the reduce function stores the key-value pairs into a vector $f_k$.

We employ two Map-Reduce frameworks. Hadoop (hadoop.apache.org) is used for computing $F_k$’s in the Nyström approximation. Spark (spark.apache.org) reduces the data access cost by storing intermediate results in memory, and is used for the iteration operations. Our Map-Reduce implementation is shown in Algorithm 1.

We use $b = 20$ for the p53 data and the prostate cancer data, and $b = 10$ for the enzyme data.

### 3.5 Relation to high-dimensional feature screening method

Let us establish a relation between the proposed method, LAND, and the feature screening method [2]. Feature screening is a maximum relevance [15] approach used widely in the statistics community. It aims to select a
subset of features with the goal of dimensionality reduction, without affecting the statistical properties of the data. The idea is to rank the covariates between the input variables \( u \) and the output response \( y \) according to some degree of dependence. For example, one can choose NHSIC as an independence measure and rank the \( d \) features \( u_1, \ldots, u_d \) according to the values of NHSIC(\( u_k, y \)). The top \( m \) features are then selected. The MR-NHSIC baseline can be regarded as a feature screening method.

**Proposition 1** If any pair of features \( u_k \) and \( u_{k'} \) are assumed to be independent, then there exists a pair \((\lambda, m)\) such that the top \( m \) features obtained by the feature screening method \[2\] are the same of those obtained by solving Eq. \[1\].

**(Proof)** According to Theorem 4 by Gretton et al. [14], \( \text{HSIC}(u_k, u_{k'}) = 0 \) if and only if two features \( u_k \) and \( u_{k'} \) are independent. Hence, if the pair of features \( u_k \) and \( u_{k'} \) is independent, we have the following result using the definition of NHSIC:

\[
\text{NHSIC}(u_k, u_{k'}) = \text{tr}(\bar{K}^{(k)} \bar{K}^{(k')}) \\
= \frac{\text{HSIC}(u_k, u_{k'})}{\sqrt{\text{tr}(\bar{K}^{(k)} \bar{K}^{(k)})} \sqrt{\text{tr}(\bar{K}^{(k')} \bar{K}^{(k')})}} \\
= \begin{cases} 
0 & \text{if } k \neq k' \\
1 & \text{if } k = k'. 
\end{cases} \tag{3}
\]

Since the two features \( u_k \) and \( u_{k'} \) are assumed to be independent (i.e., \( \| \sum_{k=1}^{d} \alpha_k \bar{K}^{(k)} \|_F^2 = \| \alpha \|_2^2 \) and \( \| \bar{L} \|_F^2 = \text{NHSIC}(y, y) = 1 \) by the definition of NHSIC (Eq. \[2\]), the optimization problem in Eq. \[1\] is equivalent to:

\[
\max_{\alpha \in \mathbb{R}^d} \sum_{k=1}^{d} \alpha_k \text{NHSIC}(u_k, y) - \frac{1}{2} \| \alpha \|_2^2 - \frac{\lambda}{2} \| \alpha \|_1, \\
\text{s.t. } \alpha_1, \ldots, \alpha_d \geq 0. \tag{4}
\]

Next we prove by contradiction that the largest NHSIC values correspond to the largest \( \alpha_k \) values in the solution of Eq. \[4\]. Suppose there exists a pair \((i, j)\) such that \( \text{NHSIC}(u_i, y) > \text{NHSIC}(u_j, y) \) and \( \alpha_i < \alpha_j \). Then one can simply switch the values of \( \alpha_i \) and \( \alpha_j \) to obtain a higher value in the objective function of Eq. \[4\]. This contradiction proves that the largest \( \alpha_k \) correspond to the largest values of NHSIC(\( u_k, y \)).

The above proposition draws the connection to high-dimensional feature screening [2]. Since the feature screening method tends to select redundant features, an iterative screening approach is used to filter out redundant features.

### 4 Experiments

We first illustrate LAND on a synthetic data and small-scale benchmark datasets. Then, we evaluate LAND using three biological datasets with \( d \) ranging from thousands to over a million features.

#### 4.1 Evaluation metrics

We employ the average area under the ROC curve (AUC) as a measure of accuracy that is robust with respect to unbalanced classes [31]. Values above 0.5 indicate better-than-random performance; one signifies perfect accuracy.

Let us also define the *dimensionality reduction rate* as \( 1 - \frac{m}{d} \) where zero represents the original full set of features and higher values indicate smaller sets of selected features.
Algorithm 1 LAND (MapReduce Spark version)

Initialize: $\alpha = 0$, $A = \emptyset$ (active set), and $I = \{1, 2, \ldots, d\}$ (non-active set).
Compute $G$ and store it memory.

/* Compute $\{F_k\}_{k=1}^d$ and store them in memory.*/
\[ \{F_k\}_{k=1}^d = \text{map}(\{u_k\}_{k=1}^d : <k, F_k>) \]

/* Compute NHSIC($u_k, y$)*/
\[ \text{map}(\{F_k\}_{k=1}^d, G : <k, \text{tr}(F_k^\top G)^2>) \]
\[ \text{reduce}(<k, \text{tr}(F_k^\top F_j)^2 > : f_k = \text{tr}(F_k^\top G)^2)) \]

\[ R = [] \]

/* Select $m$ features */
while $|A| < m$ do
  /* Compute $c_k = \text{NHSIC}(u_k, y) - \sum_{i=1}^d \alpha_i \text{NHSIC}(u_k, u_i)$ */
  \[ c = f - R\alpha_A \]

  Find feature index: $j = \arg\max_{c_k} c_k > 0$

  Update sets: $A = [A \cup j], I = I \setminus j$

  Update coefficients:
  \[
  \alpha_A = \alpha_A + \hat{\mu} Q_A^{-1} 1,
  [Q_A]_{i,j} = \text{NHSIC}(u_{A,i}, u_{A,j})
  \]
  \[ \hat{\mu} = \min_{\mu} \left\{ \exists \ell \in I : \tilde{c}_\ell = c_A = 0 \right\} \]

/* Compute $\text{NHSIC}(u_j, u_k)$ */
\[ \text{map}(\{F_k\}_{k=1}^d, F_j : <k, \text{tr}(F_k^\top F_j)^2>) \]
\[ \text{reduce}(<k, \text{tr}(F_k^\top F_j)^2 > : r_{k,j} = \text{tr}(F_k^\top F_j)^2)) \]

\[ R = [R r_j] \]
end while

Finally, to check whether an algorithm can successfully select non-redundant features, we define the independence rate:

\[ I = 1 - \frac{1}{m(m-1)} \sum_{u_k, u_l, k \neq l} |\rho_{k,l}|, \]

where $\rho_{k,l}$ is the Pearson correlation coefficient between the $k$-th and $l$-th features. A large $I$ means that the selected features are more independent, or less redundant. In fact, $I$ is closely related to the redundancy rate \[20\].

4.2 Synthetic dataset

We consider a regression problem from a 2000-dimensional input, where input data $(X_1, \ldots, X_{2000})$ includes three groups of variables. The first group of three variables $(X_1, X_2, X_3)$ are relevant for the output $Y$, which is generated according to the following expression:

\[ Y = X_1 \ast \exp(X_2) + X_3 + 0.1 \ast E, \]

where $E \sim N(0, 1)$. All variables are normally distributed. In particular, for the first 1000 variables, $(X_1, \ldots, X_{1000}) \sim N(\mathbf{0}_{1000}, \mathbf{I}_{1000})$. Here, $N(\mathbf{\mu}, \Sigma)$ denotes the multi-variate Gaussian distribution with mean
\[ \mu \text{ and covariance matrix } \Sigma. \] We define the remaining 1000 variables as: \[ X_{1001} = X_1 + 0.01 \ast E, \ldots, X_{2000} = X_{1999} + 0.01 \ast E. \] The second group of variables \((X_1, \ldots, X_{1999})\) and \((X_{1004}, \ldots, X_{2000})\) are uncorrelated with the output, and therefore irrelevant. The third group \(X_{1001}, X_{1002},\) and \(X_{1003}\) are redundant features of \(X_1,\) \(X_2,\) and \(X_3,\) respectively.

Figure 1(a) shows the regularization path for 10 features, and this illustrates that LAND can select non-redundant features. Figure 1(b) plots the computational time for LAND on a Xeon 2.4GHz (16 cores) with 24GB memory. As can be seen, the computational cost of LAND without using the Nyström approximation and distributed computing increases dramatically with the number of observations. Moreover, since LAND needs \(O(dn^2)\) memory space, it is not possible to solve LAND even if the number of observations is small \((n = 1000)\). Thus, the Nyström approximation and distributed computation are necessary for the proposed method to solve high-dimensional and large sample cases.

### 4.3 Benchmark datasets

Here, we evaluate the accuracy of LAND using real-world benchmark datasets (see Table 2 for details).

#### 4.3.1 Classification

We first consider classification benchmarks with relatively small \(d\) and \(n\)\(^\text{1}\), allowing us to compare LAND with several baseline methods that are computationally slow. For these classification experiments, we use 80\% of samples for training and the rest for testing. In each experiment, we apply feature selection on the training data to select the top \(m = 10, 20, \ldots, 50\) features and then measure accuracy using the selected features in the test data. We run the classification experiments 100 times by randomly selecting training and test samples and report the average classification accuracy. Since all datasets are multi-class, we use multi-class kernel logistic regression (KLR) \(^{32}\). For KLR we use a Gaussian kernel where the kernel width and the regularization parameter are chosen based on 3-fold cross-validation.

\(^{1}\)http://featureselection.asu.edu/datasets.php
Figure 2: The results for the benchmark datasets. (A)-(F): Mean classification accuracy for six classification benchmark datasets. The horizontal axis denotes the number of selected features, and the vertical axis denotes the mean classification accuracy. (G): Mean squared error for the TRIM32 data. The horizontal axis denotes the number of selected features, and the vertical axis denotes the mean squared error (lower is better).

Table 2: Summary of benchmark datasets.

| Type       | Dataset   | Features (d) | Samples (n) |
|------------|-----------|--------------|-------------|
| Classification | AR10P     | 2400         | 130         |
| Classification | PIE10P    | 2400         | 210         |
| Classification | PIX10P    | 10000        | 100         |
| Classification | ORL10P    | 10000        | 100         |
| Classification | TOX       | 5748         | 171         |
| Classification | CLL-SUB   | 11340        | 111         |

Regression | TRIM32   | 31098        | 120         |

Figures 2(A)-(F) show the average classification accuracy versus the number of selected features. With the single exception of the CLL-SUB benchmark, LAND compares favorably with all baselines, including HSIC Lasso, a state-of-the-art high-dimensional feature selection method.

4.3.2 Regression

Our last benchmark is the Affymetric GeneChip Rat Genome 230 2.0 Array dataset [33]. In this dataset, there are 120 rat subjects (n = 120). The real-valued expression for over 30 thousand genes (d = 31098) in the mammalian eye is important for eye disease. In this paper, we focus on finding genes that are related to the TRIM32 gene [33, 34], which was recently found to cause the Bardet-Biedl syndrome.

For this regression experiment, we use 80% of samples for training and the rest for testing. We again select the top $m = 10, 20, \ldots, 50$ features having the largest absolute regression coefficients in the training data. As earlier, we run the regression experiments 100 times by randomly selecting training and test samples, and compute the average mean squared error. We employ kernel regression [30] with the Gaussian kernel. The Gaussian width and the regularization parameter are chosen based on 3-fold cross-validation. In this experiment, most existing
Figure 3: Results on the p53 benchmark. (A) Accuracy vs. number of selected features $m$. Circles indicate the methods achieving the best average accuracy according to a one-tailed t-test ($p < 0.05$). Differences between LAND and all baselines are statistically significant for all dimensionality reduction levels except $m = 10$ (vs. mRMR) and $m \geq 90$ (vs. Lasso). (B) Independence rate vs. $m$: all differences are significant as indicated by circles.

Table 3: Sizes of biological datasets and computational times (in seconds) to select 100 features using the nonlinear methods.

| Dataset | $d$  | $n$  | MR-NHSIC | mRMR | LAND |
|---------|------|------|----------|------|------|
| p53     | 5408 | 26120| 290      | 544  | 1709 |
| PC      | 276322| 302  | 383      | 4018 | 1284 |
| Enzyme  | 1062420| 13794| 5328     | n/a  | 10630|

methods are too slow to finish. Thus, we only include the LAND, HSIC Lasso, linear Lasso, and mRMR results.

Figure 2(G) shows the mean squared error over 100 runs as a function of the number of selected features. As can be observed, the accuracy obtained with features selected by LAND is better than Lasso, comparable with mRMR, and slightly worse than HSIC Lasso. This is because in this regression experiment, the HSIC measure of independence performs better than NHSIC. If we use HSIC instead of NHSIC, LAND can achieve the same accuracy as HSIC Lasso.

4.4 High dimensional and large-scale datasets

In this section, we evaluate LAND using real-world high-dimensional and/or large-scale datasets.

We evaluate all feature selection methods by passing the selected features to a supervised learning algorithm. For this purpose we employ gradient boosting decision trees (GBDT) [35] as an off-the-shelf nonlinear classifier.

4.4.1 Prediction of p53 transcriptional activities

We first consider the p53 mutant dataset [36], where the goal is to predict whether any of $n = 31420$ mutations is active or inactive based on $d = 5408$ features. Class labels are obtained via in vivo assays [36]. For this data, we compared LAND with Lasso, mRMR, and MR-NHSIC baselines (see Methods) on the task of selecting
Figure 4: Overview of prostate cancer data. As part of The Cancer Genome Atlas (TCGA) project [37], mRNA sequence based gene expression profiles of tumor and normal cells were obtained from a cohort of prostate adenocarcinoma patients. The data was downloaded from the TCGA data portal. Using OptDis [38], we extracted connected subnetworks of maximum size 7 from the STRING v10 protein-protein interaction network [39] using only edges with score above 0.9. We finally used the average expression of the component genes of each subnetwork as a feature.

$m = 100$ features. We present results for LAND using $b = 20 \ll n$ and setting the basis vector heuristically to $u_b = [-5, -4.47, \ldots, 4.47, 5.0]^T \in \mathbb{R}^{20}$.

Accuracy and independence rate metrics for features selected by LAND are compared with those obtained by three state-of-the-art feature selection baselines. We split the data into 26,420 observations used for training the learning algorithm and 5,000 observations for testing. We run the classification experiments 20 times by randomly selecting training and test samples, and report the average accuracy and independence rate metrics. We select the $m$ most relevant features ($m = 10, 20, \ldots, 100$) and employ 100 trees with 20 nodes in the GBDT classifier.

Runtimes are shown in Table 3. Given the small dimensionality $d$ of this problem, the speed up from distributed feature selection algorithms is not sufficient to offset their cluster overhead. Therefore the single-machine linear algorithm (Lasso) is the most efficient. LAND, however, selects better features. Fig. 3(a) shows that high accuracy (80% AUC) can be achieved by LAND with a dimensionality reduction of over 99%. Considering more than $m = 20$ features yields marginal improvements in accuracy. If one selects a small number of features, LAND outperforms the state-of-the-art nonlinear methods in accuracy. Conversely, the same accuracy can be achieved with fewer features. For this small-size benchmark, the performance of the state-of-the-art in linear feature selection (Lasso) is comparable. Fig. 3(B) plots the independence of the selected features versus $m$. The features selected by LAND are significantly less redundant compared to the baselines, irrespective of the dimensionality.
Figure 5: Results on the prostate cancer dataset. (A) Accuracy vs. number of selected features $m$. Circles indicate the methods achieving the best average accuracy according to a one-tailed t-test ($p < 0.05$). Differences between LAND and the baselines are statistically significant for $m \geq 60$. (B) Independence rate vs. $m$: all differences are significant.

In summary, LAND selects the most independent features and achieves the top accuracy.

4.4.2 Subnetwork markers for prostate cancer classification

Next, we applied our approach to a cohort of $n = 383$ prostate cancer (PC) patients. We aim to separate malignant tumors from normal tissues based on $d = 276322$ features (Fig. 4). For LAND, we used $b = 20 \ll n$ and $\mathbf{u}_b = [-5, -4.47, \ldots, 4.47, 5.0]^\top \in \mathbb{R}^{20}$.

Accuracy and independence rate of features selected by LAND are compared with those obtained by the three baselines. We split the data into 344 patients used for training the learning algorithm and 39 patients for testing. We ran the classification experiments 20 times by randomly selecting training and test observations, and report average performance. We select $m$ most relevant features ($m = 10, 20, \ldots, 100$). The classifier employs 100 trees with 20 nodes.

As shown in Fig. 5(A), LAND achieves the best accuracy (AUC above 95%) with as few as $m = 80$ features — a dimensionality reduction over 99.97%. Lasso selects more independent features (Fig. 5(B)), however its accuracy is lower. As shown in Table 3, LAND is more efficient than mRMR on a cluster. The time required by mRMR increases dramatically with the dimensionality of the data, while the computing time for LAND does not. MR-NHSIC is even faster, however it does not select independent features (Fig. 5(B)).

4.4.3 Enzyme protein structure detection

Our third task is to distinguish between enzyme and non-enzyme protein structures. Enzyme data contains all homomeric protein structures from the Protein Data Bank (PDB) as of February 2015 such that (i) each structure is at least 50 amino acid residues long; and (ii) protein structure is determined by X-ray crystallography with resolution below 2.5Å. All proteins with 100% sequence identity to any other protein in the dataset are filtered out. In the case of multiple exact matches, the structure with best resolution is selected. To generate the features, the protein structures are modeled as contact graphs, where each residue is represented as a labeled vertex and two spatially close residues, with Euclidean distance between any two atoms below 4.5Å, are linked by
Figure 6: Results for the enzyme dataset. (A) Differences in accuracy are significant for \( m = 5, 20, 30, 40 \). We also ran two linear Lasso baselines (not shown) with regularization parameter \( \lambda = 10^{-6} \) and \( 0.5 \times 10^{-6} \). These settings yield low accuracy (AUC between 0.75 and 0.85) with many features (an average of \( m = 1665 \) and 7675, respectively). (B) Independence rate vs. \( m \). (C) Feature selection runtime vs. \( d \). We ran the algorithms on reduced-dimensionality datasets. We estimated the mRMR runtime for \( d > 50,000 \), given that it scales linearly with \( d \) (dotted line).

an undirected edge. Each feature is obtained by counting labeled rooted graphlets with up to four vertices [41]. More details on rooted graphlets can be found in the literature [42, 43, 44]. There are \( n = 15328 \) observation vectors (7,767 enzymes and 7,561 non-enzymes), each of dimensionality \( d = 1062420 \). We split the observations into 90% (13794) for training and 10% (1534) for testing. We report average performance across five random splits. We use classifiers with 500 trees and 20 nodes, and select \( m = 5, 10, 20, \ldots, 100 \) features. Circles indicate best accuracy/independence rate according to t-tests (\( p < 0.05 \)).

To explore the complexity stemming from the ultra-high dimensionality of this problem, we trained a state-of-the-art classifier based on the graph kernel method [41] on the full dataset. The resulting model achieved high accuracy (AUC above 90%), but needed roughly 18 days of computing time using our fastest server (a machine with 64 2.4 GHz processors and 512 GB of RAM). This demonstrates the need for feature selection.

The naive version of LAND requires memory that scales as \( O(dn^2) \) (cf. Table [1]) for storing the kernel matrices. Due to the very large number of features and the large number of observations in this dataset, this is prohibitive — approximately 1.5 petabytes. By using \( b = 10 \ll n \), we reduce the space complexity to \( O(dbn) \) (cf. Table [1]) and the memory requirement to a more manageable one terabyte for LAND. We also use \( \mathbf{u}_b = [-5, -3.89, \ldots, 3.89, 5.0] \top \in \mathbb{R}^{10} \).
Figure 7: Structural signatures of enzymes. Illustration of four distinct protein structures from PDB containing the DH structural motif. Catalytic residues, shown in red, were experimentally determined and extracted from Catalytic Site Atlas. (A) Peptidyl-tRNA hydrolase (chain A of PDB entry 2pth) where residues N10, H20 and D93 form a catalytic triad. (B) Basic phospholipase A2 piratoxin-3 (chain A of PDB entry 1gmz) with catalytic residues H47 and D89. (C) Plasminogen (chain A of PDB entry 1qrz) with catalytic residues H603, D646, S741 and G742. (D) 2-hydroxy-6-oxo-6-phenylhexa-2,4-dienoate hydrolase (chain A of PDB entry 1c4x) where residues S110, D236 and H263 form a catalytic triad.

Due to the size of this dataset, running the mRMR baseline would require hundreds of gigabytes of memory. Since this is unfeasible, we only compare LAND with one nonlinear baseline (MR-NHSIC). LAND achieves higher accuracy when selecting very few features, reducing the dimensionality of the problem by over 99.99% (Fig. 6(A)). This also implies more interpretable results and an enormous speed up in classification/prediction time. Accuracy is only slightly lower than what is obtained with the state-of-the-art classifier using all d features. Two linear (Lasso) baselines yielded lower accuracy with a worse dimensionality reduction. The features selected by LAND have lower redundancy than those selected by the baseline (Fig. 6(B)). Although Lasso does not achieve good performance, it is the most efficient and can select features in 973 seconds. Fig. 6(C) compares the computational time of LAND, MR-NHSIC, and mRMR. LAND runs in just 3 hours on a computer cluster — about double the MR-NHSIC runtime (cf. Table 3). This is a trade-off for the independence of the selected features.
5 Discussion

The proposed LAND feature selection method is guaranteed to find a globally optimal solution, and does so efficiently by exploiting a non-negative variant of the LARS algorithm where the parameter space is sparse. Our experimental results demonstrate that LAND scales up to large and high-dimensional biological data by allowing a distributed implementation on commodity cloud computing platforms.

Let us further investigate the structural motifs identified by LAND from the enzyme data. Our initial requirement was that the method be able to identify catalytic site-related features, as well as other features relevant for the signatures of enzymatic structures. One of the most interesting motifs is the DH graphlet, containing aspartic acid and histidine, which is also the most commonly seen motif in the Catalytic Site Atlas [45]. Combined with a variety of other residues, such as serine and asparagin, the DH motif frequently forms catalytic sites. Fig. 7 shows four different protein structures with an identified DH motif. LAND is therefore able to identify biologically-relevant motifs in extremely large feature spaces and can be readily used to speed up structure-based models in computational biology. It could also enhance data exploration, e.g., via a recursive study of all DH enzymes, which would result in subtyping of catalytic sites. While identification of structural motifs is not novel in computational biology [46], scaling up such methods to extremely high dimensions is an important new step in the field.
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