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Abstract. We study a linear-quadratic optimal control problem involving a parabolic equation 
with fractional diffusion and Caputo fractional time derivative of orders \( s \in (0,1) \) and \( \gamma \in (0,1] \), 
respectively. The spatial fractional diffusion is realized as the Dirichlet-to-Neumann map for a 
nonuniformly elliptic operator. Thus, we consider an equivalent formulation with a quasi-stationary 
equation with a dynamic boundary condition as state equation. The rapid decay of the 
solution to this problem suggests a truncation that is suitable for numerical approximation. We 
consider a fully-discrete scheme: piecewise constant functions for the control and, for the state, first-
dergree tensor product finite elements in space and a finite difference discretization in time. We 
show convergence of this scheme and, for \( s \in (0,1) \) and \( \gamma = 1 \), we derive a priori error estimates. 
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1. Introduction. We are interested in the design and analysis of efficient so-
lution techniques for a linear-quadratic optimal control problem involving an initial 
boundary value problem for a space-time fractional parabolic equation. Let \( \Omega \) be 
an open and bounded domain in \( \mathbb{R}^n \) \( (n \geq 1) \), with boundary \( \partial \Omega \). Given \( s \in (0,1) \), 
\( \gamma \in (0,1] \), and a desired state \( u_d : \Omega \times (0,T) \rightarrow \mathbb{R} \), we define 
\[
J(u,z) = \frac{1}{2} \int_0^T \left( \|u - u_d\|_{L^2(\Omega)}^2 + \mu \|z\|_{L^2(\Omega)}^2 \right) \, dt,
\]
where \( \mu > 0 \) is the so-called regularization parameter. Let \( f : \Omega \times (0,T) \rightarrow \mathbb{R} \) and 
\( u_0 : \Omega \rightarrow \mathbb{R} \) be fixed functions. We will call them the right hand side and initial datum, 
respectively. We shall be concerned with the following optimal control problem: Find 
\[
\min J(u,z), 
\]
subject to the \textit{space-time fractional state equation} 
\[
\partial_t^\gamma u + L^s u = f + z \text{ in } \Omega \times (0,T), \quad u(0) = u_0 \text{ in } \Omega, 
\]
and the \textit{control constraints} 
\[
a(x',t) \leq z(x',t) \leq b(x',t) \quad \text{a.e. } (x',t) \in Q := \Omega \times (0,T).
\]

The functions \( a \) and \( b \) both belong to \( L^2(Q) \) and satisfy the property \( a(x',t) \leq b(x',t) \) 
for almost every \( (x',t) \in Q \). The operator \( L^s \), with \( s \in (0,1) \), is the fractional power 
of the second order elliptic operator 
\[
Lw = -\text{div}_{x'}(A \nabla_{x'} w) + cw \text{ in } \Omega, \quad w = 0 \text{ on } \partial \Omega,
\]
where \( 0 \leq c \in L^\infty(\Omega) \) and \( A \in C^{0,1}(\Omega, GL(n, \mathbb{R})) \) is symmetric and positive definite.

The fractional derivative in time \( \partial_t^\gamma \) for \( \gamma \in (0, 1) \) is understood as the \textit{left-sided Caputo fractional derivative of order} \( \gamma \) with respect to \( t \), which is formally defined by

\[
\partial_t^\gamma u(x', t) = \frac{1}{\Gamma(1 - \gamma)} \int_0^t \frac{1}{(t-r)^\gamma} \partial_r u(x', r) \, dr,
\]

\([1.5]\)

where \( \Gamma \) is the Gamma function. For \( \gamma = 1 \), we consider the usual derivative \( \partial_t \).

For convenience, we will refer to the optimal control problem \([1.1]–[1.3]\) as the \textit{space-time fractional optimal control problem}; see section \([3]\) for its precise description and analysis. One of the main difficulties in the study of the state equation \([1.2]\) is the nonlocality of the fractional time derivative and the fractional space operator (see \([6, 7, 18, 32, 33]\)). A possible approach to overcome the nonlocality in space is given by the nonlocality of the fractional time derivative and the fractional space operator (see \([6, 7, 33]\), \([\ast]\)).

We briefly elaborate on these ideas in \([2.5]\). A rigorous analysis is provided in \([27, 29]\).

The study of solution techniques for elliptic and parabolic problems involving fractional derivatives is a relatively new but rapidly growing area of research. We refer the reader to \([27, 29, 30]\) for an overview of the state of the art. Numerical strategies for solving a discrete optimal control problem with PDE constraints have been widely studied in the literature; see \([14, 15, 16, 25]\) for an extensive list of references. Mainly, these references are concerned with control problems governed by elliptic and parabolic PDEs, both linear and semilinear. The common feature here is that, in contrast to \([1.1]–[1.3]\), the state equation is local.

The numerical analysis of optimal control problems involving evolution equations with fractional diffusion and fractional time derivative is still at its infancy. To the best of our knowledge, the first work that provides a comprehensive treatment of an optimal control problem involving fractional elliptic operators in space is \([3]\). Concerning fractional control derivatives in time, the first work that attempts to study an optimization problem constrained by a fractional order ODE is \([1]\) where, through...
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completely formal calculations, the author derives optimality conditions and a numerical scheme. However, no justification is provided for either the optimality conditions nor the numerical scheme. Later, similar optimization problems have been discretized via a finite element method \[2\], a modified Grünwald-Letnikov approach \[4, 10\] and a rational approximation approach \[34\]. However, fundamental mathematical results such as stability and convergence of the proposed numerical schemes are missing in these works. Recently, convergence of spectral based techniques has been explored in \[22, 23\] for an optimization problem restricted to fractional order ODEs. Optimal control problems for one dimensional evolution equations with only fractional time derivatives have been recently studied in \[37, 38\]. In these references, the authors derive rigorously first order necessary optimality conditions, propose numerical schemes based on spectral methods and obtain a priori error estimates. These error estimates, however, are derived using regularity assumptions that are verified only in very restricted cases \[24, 27\].

We provide a comprehensive treatment of a linear-quadratic optimal control problem involving evolution equations with fractional diffusion and fractional time derivative: \(s \in (0, 1)\) and \(\gamma \in (0, 1]\). To the best of our knowledge this is the first work addressing such a problem from a mathematical point of view. We rigorously derive optimality conditions, present a numerical scheme and prove its convergence. In addition, for \(s \in (0, 1)\) and \(\gamma = 1\), we derive a priori error estimates. We overcome the nonlocality of \(L^s\) by using the results of Caffarelli and Silvestre \[6\]. We realize the state equation \(1.2\) by \(1.6\) so that, our problem can be equivalently written as: Minimize \(J\) subject to the extended state equation \(1.6\) and the control constraints \(1.3\).

Inspired by \[3, 27, 29\], we propose a simple strategy to find the solution to the space-time fractional optimal control problem \(1.1, 1.3\): given \(f\) and \(u_d\), we realize \(1.2\) by \(1.6\) and apply standard techniques to solve this problem. We thus obtain an optimal control \(\bar{z}: \Omega \times (0, T) \to \mathbb{R}\) and an optimal state \(\bar{W}: C \times (0, T) \to \mathbb{R}\). Letting \(\bar{u}: \Omega \times (0, T) \ni (x', t) \mapsto \bar{W}(x', 0, t) \in \mathbb{R}\) we obtain \((\bar{u}, \bar{z})\) that solves \(1.1-1.3\).

The outline of this paper is as follows. In section 2 we introduce notation, recall elements from fractional calculus, define fractional powers of elliptic operators via spectral theory and show the equivalence with the Caffarelli-Silvestre extension. This allows us to study \(1.6\) and provide some energy estimates. On the basis of this, in section 3 we study the space-time fractional optimal control problem. We derive existence and uniqueness results together with first order sufficient and necessary optimality conditions. In 4 we begin the numerical analysis of our problem. We introduce a truncation of the state equation and derive approximation properties of its solution. In section 5 we recall the fully discrete scheme of \[27\] that approximates the solution to the state equation \(1.2\). For \(s \in (0, 1)\) and \(\gamma = 1\), we derive a novel \(L^2(Q)\)-error estimate in \(5.4\). Subsection 6.1 is devoted to the design of a numerical scheme to approximate the control problem \(1.1, 1.3\), and in 6.2 we derive a priori error estimates for \(s \in (0, 1)\) and \(\gamma = 1\). The convergence of the scheme is analyzed in \(6.3\) for \(s \in (0, 1)\) and \(\gamma \in (0, 1]\). Finally, section 7 presents numerical experiments that illustrate the theory developed in 6.2.

2. Notation and preliminaries. Let us set notation and recall some facts that will be useful later.

2.1. Notation. Throughout this work \(\Omega\) is an open, bounded and connected subset of \(\mathbb{R}^n, n \geq 1\), with polyhedral boundary \(\partial \Omega\). If \(T > 0\) is a fixed time, we set \(Q = \Omega \times (0, T)\). We will follow the notation of \[27, 29\] and define the semi-infinite
cylinder with base $\Omega$ and its lateral boundary, respectively, by $C = \Omega \times (0, \infty)$ and $\partial_t C = \partial \Omega \times (0, \infty)$. For $\gamma > 0$, we define the truncated cylinder $C_\gamma = \Omega \times (0, \gamma)$ and $\partial_t C_\gamma$ accordingly. Since we will be dealing with objects defined on $\mathbb{R}^n$ and $\mathbb{R}^{n+1}$, it will be convenient to distinguish the extended $n + 1$-dimension. If $x \in \mathbb{R}^{n+1}$, we write $x = (x', y)$, with $x' \in \mathbb{R}^n$ and $y \in \mathbb{R}$.

If $\mathcal{X}$ and $\mathcal{Y}$ are normed spaces, $\mathcal{X} \hookrightarrow \mathcal{Y}$ means that $\mathcal{X}$ is continuously embedded in $\mathcal{Y}$. We denote by $\mathcal{X}'$ and $\| \cdot \|_{\mathcal{X}}$ the dual and norm of $\mathcal{X}$, respectively. The relation $a \lesssim b$ indicates that $a \leq C b$, with a nonessential constant $C$ that might change at each occurrence.

If $D \subset \mathbb{R}^N$ is open, $N \geq 1$, and $\phi : D \times (0, T) \to \mathbb{R}$, we will regard $\phi$ as a function of $t$ with values in a Banach space $\mathcal{X}$, i.e., $\phi : (0, T) \ni t \mapsto \phi(t) \equiv \phi(\cdot, t) \in \mathcal{X}$. For $1 \leq p \leq \infty$, $L^p(0, T; \mathcal{X})$ is the space of $\mathcal{X}$-valued functions whose $\mathcal{X}$-norm is in $L^p(0, T)$. This is a Banach space for the norm

$$\| \phi \|_{L^p(0, T; \mathcal{X})} = \left( \int_0^T \| \phi(t) \|_{\mathcal{X}}^p \, dt \right)^{1/p}, \quad 1 \leq p < \infty, \quad \| \phi \|_{L^\infty(0, T; \mathcal{X})} = \text{esssup}_{t \in (0, T)} \| \phi(t) \|_{\mathcal{X}}.$$

### 2.2. Fractional derivatives and integrals.

The left Caputo fractional derivative is defined in [32, Definition 2.1]. The right-sided Caputo fractional derivative is [32, Definition 2.1, §2]

$$\partial^\gamma_{T-t} g(t) = -\frac{1}{\Gamma(1-\gamma)} \int_t^T \frac{g^\prime(\xi)}{(\xi-t)^\gamma} \, d\xi, \quad \gamma \in (0, 1). \quad (2.1)$$

For $g \in L^1(0, T)$ and $\sigma > 0$, the left and right Riemann-Liouville fractional integrals of order $\sigma$ are, respectively, [32, Definition 2.1, §2]

$$(I^\sigma_T g)(t) = \frac{1}{\Gamma(\sigma)} \int_0^t \frac{g(\xi)}{(t-\xi)^{1-\sigma}} \, d\xi, \quad (I^\sigma_{T-t} g)(t) = \frac{1}{\Gamma(\sigma)} \int_t^T \frac{g(\xi)}{(\xi-t)^{1-\sigma}} \, d\xi. \quad (2.2)$$

§2.2-2.3 provides a motivation for these definitions inspired by the Abel equation.

**Proposition 2.1** (continuity of fractional integrals). For $\sigma > 0$ and $1 \leq p \leq \infty$, then $I^\sigma_T$ and $I^\sigma_{T-t}$ are continuous from $L^p(0, T)$ into itself and

$$\| I^\sigma_T g \|_{L^p(0, T)} \leq \frac{T^\sigma}{\Gamma(\sigma+1)} \| g \|_{L^p(0, T)}; \quad \| I^\sigma_{T-t} g \|_{L^p(0, T)} \leq \frac{T^\sigma}{\Gamma(\sigma+1)} \| g \|_{L^p(0, T)},$$

for all $g \in L^p(0, T)$. These maps also are continuous from $C([0, T])$ into itself.

**Proof.** For the proof of continuity in $L^p(0, T)$ see [32, Theorem 2.6, §2]. To obtain the continuity in $C([0, T])$ we use the continuity in $L^\infty(0, T)$, together with the fact that if $g \in C([0, T])$ then its fractional integrals are continuous as well. This can be easily shown by recalling that $g$ is also uniformly continuous. □

We also define the left and right Riemann-Liouville fractional derivatives of order $\gamma \in (0, 1)$, respectively, by [32, Definition 2.2, §2.3]

$$D^\gamma_T g(t) = \frac{1}{\Gamma(1-\gamma)} \frac{d}{dt} \int_0^t \frac{g(\xi)}{(t-\xi)^\gamma} \, d\xi, \quad D^\gamma_{T-t} g(t) = -\frac{1}{\Gamma(1-\gamma)} \frac{d}{dt} \int_t^T \frac{g(\xi)}{(\xi-t)^\gamma} \, d\xi.$$

A relation between the Caputo and Riemann-Liouville derivatives is given below.

**Lemma 2.2** (relation between fractional derivatives). Let $\gamma \in (0, 1)$ and $g \in W^1_1(0, T)$, then $D^\gamma_T g$ and $D^\gamma_{T-t} g$ exist almost everywhere on $[0, T]$. In addition,
$D_1^\gamma g, D^\gamma_{T-t} g \in L^r(0, T)$ for $1 \leq r < \frac{1}{\gamma}$, and

$$D_1^\gamma g(t) = \partial_1^\gamma g(t) + \frac{1}{\Gamma(1 - \gamma)} \frac{g(0)}{t^\gamma}, \quad D^\gamma_{T-t} g(t) = \partial^\gamma_{T-t} g(t) + \frac{1}{\Gamma(1 - \gamma)} \frac{g(T)}{(T-t)^\gamma}. \quad (2.3)$$

**Proof.** See [32] Lemma 2.2, §2.3. \(\square\)

We now derive an integration by parts formula for Caputo derivatives that will be fundamental in our analysis. For $\gamma \in (0, 1)$ we define

$$\mathbb{L}_\gamma = \{ f \in C([0, T]) : \partial^\gamma_1 f \in L^2(0, T) \}, \quad \mathbb{R}_\gamma = \{ g \in C([0, T]) : \partial^\gamma_{T-t} g \in L^2(0, T) \}.$$

**Lemma 2.3** (fractional integration by parts formula). If $f \in \mathbb{L}_\gamma$ and $g \in \mathbb{R}_\gamma$, then the following fractional integration by parts holds:

$$\int_0^T \partial^\gamma_1 f(t)g(t) \, dt + f(0)\,(I^{1-\gamma}_{T-t} g)(0) = \int_0^T f(t)\partial^\gamma_{T-t} g(t) \, dt + g(T)\,(I^\gamma_1 f)(T). \quad (2.4)$$

**Proof.** If $f$ and $g$ are smooth, recall that [32] Corollary 2, §2.6:

$$\int_0^T D_1^\gamma f(t)g(t) \, dt = \int_0^T f(t)D^\gamma_{T-t} g(t) \, dt; \quad (2.4) \text{ now follows from } (2.3) \text{ and } (2.2); \text{ the point values are well defined since } f \in C([0, T]) \text{ implies } I^\gamma_1 f, I^{1-\gamma}_{T-t} f \in C([0, T]); \text{ see Proposition 2.1. Conclude by density. } \square$$

It is important to remark that there is another definition, not completely equivalent, of fractional derivatives: the so-called Grünwald-Letnikov derivative [18]. Among all possible definitions of fractional derivatives, we adopt the left-sided Caputo fractional derivative as $\partial^\gamma_1$ in problem [12]: the Caputo approach leads to an initial condition of the form $u = u_0$ which is physically meaningful. The Riemann-Liouville approach leads to initial conditions containing the limit values of the Riemann-Liouville fractional derivatives at $t = 0$, something that does not have a clear physical meaning.

### 2.3. Fractional powers of second order elliptic operators.

Spectral theory for the operator $\mathcal{L}$ yields the existence of $\{(\lambda_k, \varphi_k)\}_{k \in \mathbb{N}} \subset \mathbb{R}^+ \times H^1_0(\Omega)$ such that

$$\mathcal{L}\varphi_k = \lambda_k \varphi_k \text{ in } \Omega, \quad \varphi_k = 0 \text{ on } \partial \Omega, \quad k \in \mathbb{N}. \quad (2.5)$$

$\{\varphi_k\}_{k \in \mathbb{N}}$ is an orthonormal basis of $L^2(\Omega)$. Fractional powers of $\mathcal{L}$, are defined by

$$\mathcal{L}^s w := \sum_{k=1}^{\infty} \lambda_k^s w_k \varphi_k, \quad \forall w \in C_0^\infty(\Omega), \quad s \in (0, 1), \quad w_k = \int\varphi_k. \quad (2.6)$$

By density, (2.6) can be extended to $H^s(\Omega) = [L^2(\Omega), H^1_0(\Omega)]_s$. If we denote by $\mathbb{H}^{-s}(\Omega)$ the dual of $H^s(\Omega)$, then $\mathcal{L}^s : \mathbb{H}^s(\Omega) \to \mathbb{H}^{-s}(\Omega)$ is an isomorphism.

### 2.4. Weighted Sobolev spaces.

To study [16] we consider Sobolev spaces with the weight $|y|^{\alpha}$, $\alpha \in (-1, 1)$. For $D \subset \mathbb{R}^{n+1}$ we define

$$H^1(|y|^{\alpha}, D) = \{ w \in L^2(|y|^{\alpha}, D) : |\nabla w| \in L^2(|y|^{\alpha}, D) \},$$

with norm

$$\|w\|_{H^1(|y|^{\alpha}, D)} = \left(\|w\|^2_{L^2(|y|^{\alpha}, D)} + \|\nabla w\|^2_{L^2(|y|^{\alpha}, D)}\right)^{1/2}. \quad (2.7)$$
Since \( \alpha \in (-1, 1) \), \(|y|^\alpha \) belongs to the Muckenhoupt class \( A_2(\mathbb{R}^{n+1}) \); see [12]. Then, \( H^1(|y|^\alpha, D) \) is Hilbert and \( C^\infty(D) \cap H^1(|y|^\alpha, D) \) is dense in \( H^1(|y|^\alpha, D) \) (cf. [36 Proposition 2.1.2, Corollary 2.1.6], [19] and [12, Theorem 1]).

We also defined the weighted Sobolev space
\[
\tilde{H}^1_{L}(y^\alpha, C) = \{ w \in H^1(y^\alpha, C) : w = 0 \text{ on } \partial L \}
\] (2.8)
As [29] (2.21)] shows, the following weighted Poincaré inequality holds:
\[
\|w\|_{L^2(y^\alpha, C)} \lesssim \|\nabla w\|_{L^2(y^\alpha, C)}, \quad \forall w \in \tilde{H}^1_{L}(y^\alpha, C),
\] (2.9)
thus \( \|\nabla w\|_{L^2(y^\alpha, C)} \) is equivalent to \( (2.7) \) in \( \tilde{H}^1_{L}(y^\alpha, C) \). For \( w \in H^1(y^\alpha, C) \), \( \text{tr}_\Omega w \) denotes its trace onto \( \Omega \times \{0\} \). We recall ([29 Prop. 2.5])
\[
\text{tr}_\Omega \tilde{H}^1_{L}(y^\alpha, C) = \mathbb{H}^s(\mathbb{S}),
\] (2.10)
\[
\|\text{tr}_\Omega w\|_{\mathbb{H}^s(\Omega)} \lesssim \|w\|_{\tilde{H}^1_{L}(y^\alpha, C)}.
\]

2.5. The state equation. We follow [27] and define
\[
\mathcal{W} := \{ w \in L^\infty(0, T ; L^2(\Omega)) \cap L^2(0, T; \mathbb{H}^s(\Omega)) : \partial_t^2 w \in L^2(0, T; H^{-s}(\Omega)) \},
\]
\[
\mathcal{Y} := \{ w \in L^2(0, T ; \tilde{H}^1_{L}(y^\alpha, C)) : \partial_t^2 \text{tr}_\Omega w \in L^2(0, T; H^{-s}(\Omega)) \}.
\]
The Caffarelli-Silvestre extension result for problem \([1.2]\) reads [9] [7] [33] [27]: Given \( f, z \in L^2(0, T; H^{-s}(\Omega)) \), the function \( u \in \mathcal{W} \) solves \([1.2]\) if and only if its harmonic extension \( \mathcal{Y} \in \mathcal{Y} \) solves the following version of \([1.6]\): Find \( \mathcal{Y} \in \mathcal{Y} \) such that \( \text{tr}_\Omega \mathcal{W}(0) = u_0 \) and for a.e. \( t \in (0, T) \)
\[
\langle \text{tr}_\Omega \partial_t^2 \mathcal{Y}, \text{tr}_\Omega \partial_t \phi \rangle + a(\mathcal{Y}, \phi) = \langle f + z, \text{tr}_\Omega \phi \rangle \quad \forall \phi \in \tilde{H}^1_{L}(y^\alpha, C),
\] (2.11)
where \( \langle \cdot, \cdot \rangle \) is the duality pairing between \( \mathbb{H}^s(\mathbb{S}) \) and \( \mathbb{H}^{-s}(\mathbb{S}) \) and
\[
a(\mathcal{W}, \phi) = \frac{1}{d_s} \int_\mathcal{L} y^\alpha (A(x') \nabla \phi + c(x') w \phi) \, dx' \, dy.
\] (2.12)
The regularity of \( A \) and \( c \) implies that \( a \) is bounded and coercive in \( \tilde{H}^1_{L}(y^\alpha, C) \). In what follows, we shall use repeatedly that \( a(w, w)^{1/2} \) is a norm equivalent to \( |\cdot|_{\tilde{H}^1_{L}(y^\alpha, C)} \).

Denote
\[
\Lambda^2_x(v, g) := I^1_{\gamma} \|v\|^2_{L^2(\Omega)}(T) + \|g\|^2_{L^2(0, T; H^{-s}(\Omega))},
\] (2.13)
\[
\Sigma^2(v, g) := \|v\|^2_{L^2(\Omega)}(T) + \|g\|^2_{L^2(0, T; H^{-s}(\Omega))},
\] (2.14)
where \( I^1_{\gamma} \) is the left fractional integral of order \( 1 - \gamma \) defined in \( (2.2) \).

THEOREM 2.4 (existence and uniqueness of \( u \) and \( \mathcal{Y} \)). Given \( s \in (0, 1) \), \( \gamma \in (0, 1) \), \( f, z \in L^2(0, T; H^{-s}(\Omega)) \) and \( u_0 \in L^2(\Omega) \), problems \([1.2]\) and \([2.11]\) have a unique solution. In addition, we have the following energy estimates for \( u \), solution to \([1.2]\):
\[
I^1_{\gamma} \|u\|^2_{L^2(\Omega)}(T) + \|u\|^2_{L^2(0, T; H^{-s}(\Omega))} \lesssim \Lambda^2_x(u_0, f + z),
\] (2.15)
\[
\|u\|^2_{L^2(0, T; L^2(\Omega))} + \|u\|^2_{L^2(0, T; H^{-s}(\Omega))} \lesssim \Sigma^2(u_0, f + z),
\] (2.16)
In addition, we have following energy estimates for \( \mathcal{Y} \), solution to \([2.11]\):
\[
I^1_{\gamma} \|\text{tr}_\Omega \mathcal{Y}\|^2_{L^2(\Omega)}(T) + \|\mathcal{Y}\|^2_{L^2(0, T; \tilde{H}^1_{L}(y^\alpha, C))} \lesssim \Lambda^2_x(u_0, f + z),
\] (2.17)
\[
\|\text{tr}_\Omega \mathcal{Y}\|^2_{L^2(0, T; \tilde{H}^1_{L}(y^\alpha, C))} + \|\mathcal{Y}\|^2_{L^2(0, T; H^s(\Omega))} \lesssim \Sigma^2(u_0, f + z),
\] (2.18)
where the hidden constants do not depend on \( u, \mathcal{U} \) nor the problem data.

Proof. The well-posedness of (1.2) and (1.6), together with (2.15) and (2.17) are presented in [27] Theorem 2.6 and Corollary 3.8. The estimates (2.16) and (2.18) follow from the arguments developed in [27] [31].

Remark 2.5 (\( \gamma = 1 \)). Given \( g \in L^p(0, T) \), we have \( I^p g \to g \) in \( L^p(0, T) \) as \( \sigma \downarrow 0 \)

Remark 2.6 (continuity in time). An adaption of [31] Theorems 2.1–2.2 shows that, for every \( \gamma \in (0, 1) \) and \( s \in (0, 1) \), the solution \( \text{tr}_g \mathcal{U} = u \in C([0, T]; L^2(\Omega)) \). This is not only necessary to make sense of the initial condition, but also to derive optimality conditions, as we will see in section 3.

We conclude with an elementary extension of Lemma 2.3

Lemma 2.7 (fractional integration by parts). Let \( \gamma \in (0, 1] \). If \( v, w \in \mathcal{W} \cap C([0, T]; L^2(\Omega)) \), then we have the following integration by parts formula:

\[
\int_0^T \langle \partial_\tau^\gamma v(t), w(t) \rangle - \langle \partial_\tau^\gamma w(t), v(t) \rangle \, dt = \langle w(T), (I^1 - \gamma \partial_\tau^\gamma v(T)) \rangle - \langle v(0), (I^1 - \gamma \partial_\tau^\gamma w(0)) \rangle,
\]

where \( \langle \cdot, \cdot \rangle = \langle \cdot, \cdot \rangle_{L^2(\Omega)} \) and \( \langle \cdot, \cdot \rangle \) is the duality pairing between \( H^s(\Omega) \) and \( H^{-s}(\Omega) \).

Proof. When \( v \) and \( w \) are smooth we integrate (2.4). Conclude by density. \( \square \)

3. The fractional control problem. In this section, we analyze the space-time fractional optimal control problem. We derive existence and uniqueness results together with first order necessary and sufficient optimality conditions.

For \( J \) defined in (1.1) the fractional control problem reads: Find \( \min \ J(u, z) \), subject to the state equation (1.2) and the control constraints (1.3). The set of admissible controls is defined by

\[
Z_{ad} := \{ w \in L^2(Q) : a(x', t) \leq w(x', t) \leq b(x', t), \text{ a.e. } (x', t) \in Q \},
\]

which is a nonempty, bounded, closed and convex subset of \( L^2(Q) \). To study this problem, following [35] [33], we introduce the control to state operator.

Definition 3.1 (control to state operator). The map \( S : L^2(0, T; H^{-s}(\Omega)) \ni z \mapsto u(z) \in \mathcal{W}, \) where \( u(z) \) solves (1.2), is called the fractional control to state operator.

\( S \) is an affine and, by the estimates of Theorem 2.7, continuous operator. Moreover, since \( \mathcal{W} \hookrightarrow L^2(0, T; H^{-s}(\Omega)) \), we may also consider the operator \( S \) as acting from \( L^2(Q) \) into itself. For simplicity, we keep the notation \( S \). We now define the optimal fractional state-control pair.

Definition 3.2 (optimal fractional state-control pair). A state-control pair \( (\tilde{u}(z), \tilde{z}) \in \mathcal{W} \times Z_{ad} \) is called optimal for the problem (1.1)–(1.3) if \( \tilde{u}(z) = Sz \) and

\[
J(\tilde{u}(z), \tilde{z}) \leq J(u(z), z),
\]

for all \( (u(z), z) \in \mathcal{W} \times Z_{ad} \) such that \( u(z) = Sz \).

The existence and uniqueness of an optimal state-control pair is as follows.

Theorem 3.3 (existence and uniqueness). The optimal control problem (1.1)–(1.3) has a unique solution \( (\tilde{u}(z), \tilde{z}) \in \mathcal{W} \times Z_{ad} \).

Proof. Using the operator \( S \), problem (1.1)–(1.3) reduces to: Minimize

\[
f(z) := \frac{1}{2} \| Sz - u_d \|^2_{L^2(Q)} + \frac{H}{2} \| z \|^2_{L^2(Q)},
\]

over \( Z_{ad} \). Since \( \mu > 0 \) the strict convexity of \( f \) is immediate. \( S \) is continuous, so \( f \) is weakly lower semicontinuous. \( Z_{ad} \) is weakly sequentially compact. The direct method of the calculus of variations [9] Theorem 1.15] allows us to conclude. \( \square \)
3.1. Formal Lagrangian formulation. We now formally derive first-order necessary and sufficient optimality conditions for the control problem [12, 13]. We proceed via the Lagrangian approach described in [35, §3.1]. We must emphasize that, although these computations are merely formal, they are quite insightful as they allow us to determine what is the correct form of the optimality conditions with a simple and intuitive procedure.

Let \( p \) denote the adjoint variable, the Lagrangian \( \mathbb{L} : \mathbb{W} \times \mathbb{Z}_{ad} \times \mathbb{W} \to \mathbb{R} \) is

\[
\mathbb{L}(u, z, p) \mapsto J(u, z) - \int_Q (\partial_t^* u + \mathcal{L}^* u - f - z) \, p.
\]

We expect the following necessary and sufficient optimality conditions [35, §3.1]:

\[
\begin{align*}
\int_Q \mathcal{D}_p \mathbb{L}(\bar{u}, \bar{z}, \bar{p}) h &= 0 \quad \forall h \in \mathbb{W}, \quad (3.3) \\
\int_Q \mathcal{D}_u \mathbb{L}(\bar{u}, \bar{z}, \bar{p}) h &= 0 \quad \forall h \in \mathbb{W}, \text{ with } h(0) = 0, \quad (3.4) \\
\int_Q \mathcal{D}_z \mathbb{L}(\bar{u}, \bar{z}, \bar{p})(z - \bar{z}) &\geq 0 \quad \forall z \in \mathbb{Z}_{ad}, \quad (3.5)
\end{align*}
\]

We start with a formal computation which uses the integration by parts formula (2.4):

\[
\int_Q (\partial_t^* u + \mathcal{L}^* u - f - z) \, \bar{p} = \int_Q (\partial_t^* \bar{p} + \mathcal{L}^* \bar{p}) \, \bar{u} - \int_Q (f + z) \, \bar{p} - \int_{\Omega} \bar{u}(0) (I_{1-}^1 \bar{p})(0) + \int_{\Omega} \bar{p}(T) (I_{1-}^1 \bar{u})(T).
\]

Based on the previous computation, we rewrite expression (3.4) as follows:

\[
\begin{align*}
\int_Q \mathcal{D}_u \mathbb{L}(\bar{u}, \bar{z}, \bar{p}) h &= (\bar{u} - u_d, h)_{L^2(Q)} - (\partial_t^* \bar{p} + \mathcal{L}^* \bar{p}, h)_{L^2(Q)} \\
&\quad - (\bar{p}(T), (I_{1-}^1 h)(T))_{L^2(\Omega)} = 0, \quad (3.6)
\end{align*}
\]

for all \( h \in \mathbb{W} \) such that \( h(0) = 0 \).

Let \( \phi \in C_0^{\infty}(0, T), \psi \in C_0^{\infty}(\Omega) \) be arbitrary and define \( h = \psi \varphi \) where \( \varphi \) solves the Abel equation \((I_{1-}^1 \varphi)(t) = \phi(t)\). This is possible because of the unique solvability of the Abel equation given in [32] Theorem 2.1, §2.2]. Notice that with this definition \((I_{1-}^1 h)(T) = 0\). Using this particular choice of \( h \) in (3.6) yields

\[
\int_0^T \varphi(t) \left( \partial_t^* \bar{p} + \mathcal{L}^* \bar{p} - (\bar{u} - u_d), \psi \right)_{L^2(\Omega)} \, dt = 0.
\]

Owing to the results of [32] Theorem 13.2, Theorem 13.5], the range of the fractional integral \( I_{1-}^1 \) contains all smooth functions. In other words the relation above must hold for all smooth and compactly supported \( \varphi \), which implies

\[
\partial_t^* \bar{p} + \mathcal{L}^* \bar{p} = \bar{u} - u_d. \quad (3.7)
\]

It remains to obtain a terminal condition for \( \bar{p} \). To do so, we notice that we have

\[
(\bar{p}(T), (I_{1-}^1 h)(T))_{L^2(\Omega)} = 0.
\]
If we were allowed to set \( h \) constant in time this would yield \( \tilde{p}(T) = 0 \). However, since \( h(0) = 0 \), the only admissible and constant in time function is \( h \equiv 0 \). To circumvent this we set \( h = \ell_\epsilon(t) \chi \) with \( \chi \in C^\infty_0(\Omega) \) arbitrary and \( \ell_\epsilon(t) \in C^{0,1}([0,T]) \) given by
\[
\ell_\epsilon(t) = \epsilon^{-\gamma} T^{-\gamma} t^\gamma, \quad 0 < t \leq \epsilon T, \quad \ell_\epsilon(t) = 1, \quad \epsilon T < t \leq T.
\]
This particular choice of \( h \) yields
\[
(\tilde{p}(T), \chi)_{L^2(\Omega)} (I^{1-\gamma}_t \ell_\epsilon)(T) = 0.
\]
To conclude, it remains to notice that \( \lim_{\epsilon \to 0} (I^{1-\gamma}_t \ell_\epsilon)(T) = (I^{1-\gamma}_t 1)(T) > 0 \). Collecting the derived equations, our formal argument yields the following strong system for the adjoint variable \( p \).

**Definition 3.4 (fractional adjoint state).** The solution \( p = p(z) \in W \) of
\[
\partial_{T^{1-\gamma}} p + \mathcal{L}^\gamma p = u - u_d \quad \text{in } Q, \quad p(T) = 0 \quad \text{in } \Omega,
\]
for \( z \in L^2(0,T; \mathbb{H}^{-s}(\Omega)) \), is called the fractional adjoint state associated to \( u = u(z) \).

**Remark 3.5 (\( \gamma \to 1 \)).** For \( g \in W^1_2(0,T) \), \( \partial_{T^{1-\gamma}} g \to \partial_t g \) as \( \gamma \uparrow 1 \) and we recover
\[
-\partial_t p + \mathcal{L} p = u - u_d \quad \text{in } Q, \quad p(T) = 0 \quad \text{in } \Omega,
\]
a standard backwards parabolic problem with terminal condition.

Well-posedness of (3.8) follows from a change of variables. If \( \tilde{\psi} : [0,T] \to \mathbb{R} \) define \( \tilde{\psi}(t) := \tilde{\psi}(T-t) \) and notice that \( \tilde{\psi}'(t) = -\tilde{\psi}'(T-t) \). Therefore, with \( c_\gamma = \Gamma(1-\gamma) \),
\[
c_\gamma \tilde{\psi}'(T-t) = \int_0^{T-t} -\tilde{\psi}'(T-\xi) (T-t-\xi)^\gamma \, d\xi = -\int_t^T \frac{\tilde{\psi}'(\mu)}{(\mu-t)^\gamma} \, d\mu = c_\gamma \partial_{T^{1-\gamma}} \tilde{\psi}(t).
\]
As a consequence, the backwards in time problem (3.8) with a right Caputo fractional derivative can be equivalently written as a forward in time problem with a left Caputo fractional derivative as (1.2). The well-posedness of (3.8) then follows from (2.5).

We conclude this formal analysis with the following variational inequality:
\[
(\mu \bar{z} + \tilde{p}, z - \bar{z})_{L^2(Q)} \geq 0, \quad \forall z \in Z_{ad},
\]
which follows from (3.5).

**Remark 3.6 (Lagrangian approach).** Although formal, this approach is systematic and useful to derive optimality conditions of a control problem, specially in our case, where the state equation (1.2) involves fractional derivatives in time and space.

### 3.2. Optimality conditions

**Lemma 3.7 (variational inequality).** Let \( f \) be defined by (3.2). The function \( \bar{z} \in Z_{ad} \) minimizes the functional \( f \) if and only if
\[
(f'(\bar{z}), z - \bar{z})_{L^2(Q)} \geq 0, \quad \forall z \in Z_{ad},
\]
for every \( z \in Z_{ad} \).

**Proof.** See [35] Lemma 2.21. \( \square \)

To derive first-order optimality conditions, we need the following result.

**Lemma 3.8 (auxiliary result 1).** Let \( \bar{z} \) denote the optimal control given by Theorem 3.3 and \( \bar{u} = S\bar{z} \). Then, for every \( z \in Z_{ad} \), we have
\[
(\bar{u} - u_d, u - \bar{u})_{L^2(Q)} = (\tilde{p}, z - \bar{z})_{L^2(Q)},
\]
for every \( z \in Z_{ad} \).
where \( u = Sz \in \mathcal{W} \) and \( p = p(z) \in \mathcal{W} \) solve problems (1.2) and (3.8), respectively.

**Proof.** Define \( \phi := u - \bar{u} \in \mathcal{W} \) and notice that \( \phi(0) = 0 \) in \( \Omega \). Moreover

\[
\langle \partial_t^T \phi + L^* \phi, w \rangle = (z - \bar{z}, w)_{L^2(\Omega)} \quad \forall w \in H^s(\Omega), \text{ a.e. } (0, T). \tag{3.12}
\]

Since \( \bar{p} \in \mathcal{W} \) setting \( w = \bar{p}(t) \) in (3.12) and integrating over time yields

\[
\langle \bar{p}, z - \bar{z} \rangle_{L^2(Q)} = \int_0^T \langle \partial_t^T \phi + L^* \phi, \bar{p} \rangle dt.
\]

Lemma 2.7 and the fact that the operator \( L^* \) is self-adjoint allow us to write

\[
\langle \bar{p}, z - \bar{z} \rangle_{L^2(Q)} = \int_0^T \langle \partial_t^T p + L^* \bar{p}, \phi \rangle dt,
\]

where we used the terminal and initial conditions \( \bar{p}(T) = 0 \) and \( \phi(0) = 0 \), respectively, which are well defined in view of Remark 2.6. On the other hand, setting \( \phi \) as test function in the weak version of (3.8) and integrating in time yields

\[
\int_0^T \langle \partial_t^T p + L^* \bar{p}, \phi \rangle dt = (\bar{u} - u_d, \phi)_{L^2(Q)}.
\]

The desired identity (3.11) follows easily from the derived expressions. \( \square \)

**Theorem 3.9** (first-order optimality conditions). \( z \in Z_{ad} \) is the optimal control of problem (1.1)–(1.3) if and only if it solves (3.9), where \( \bar{p} = \bar{p}(z) \) solves (3.8).

**Proof.** We recall the control to state operator \( S : L^2(0, T, \mathbb{H}^{-s}(\Omega)) \to \mathcal{W} \) defined by \( S(z) = u(z) \), where \( u(z) \in \mathcal{W} \) solves problem (1.2). Next, we write \( S(z) = S_0(z) + \psi_0 \), where \( S_0(z) \) denotes the solution to (1.2) with \( f = 0 \) and \( u_0 = 0 \), while \( \psi_0 \) solves (1.2) with \( z = 0 \). Since \( S_0 \) is linear, in our setting the variational inequality (3.10) reads

\[
(\bar{u} - u_d, S_0(z - \bar{z}))_{L^2(Q)} + \mu(z, z - \bar{z})_{L^2(Q)} \geq 0.
\]

Since \( S_0(z - \bar{z}) = S_0(z + \psi_0 - (\psi_0 + S_0\bar{z}) = u(z) - \bar{u} \), the previous expression becomes

\[
(\bar{u} - u_d, u(z) - \bar{u})_{L^2(Q)} + \mu(z, z - \bar{z})_{L^2(Q)} \geq 0.
\]

Using identity (3.11) of Lemma 3.8 we arrive at

\[
\langle \bar{p}, z - \bar{z} \rangle_{L^2(Q)} + \mu(z, z - \bar{z})_{L^2(Q)} \geq 0,
\]

which is (3.9) and concludes the proof. \( \square \)

**3.3. Regularity of the optimal control.** Since we shall be concerned with approximating the solution to the control problem (1.1)–(1.3), it is essential to study its regularity. Here, on the basis of a bootstrap argument, we obtain such results.

In what follows we will, without explicit mention, make the following regularity assumption concerning the domain \( \Omega \):

\[
\|w\|_{H^2(\Omega)} \lesssim \|Lw\|_{L^2(\Omega)}, \quad \forall w \in H^2(\Omega) \cap H^1_0(\Omega), \tag{3.13}
\]

which is valid, for instance, if the domain \( \Omega \) is convex [13]. In addition, we will need the following assumption on \( a \) and \( b \) defining the set \( Z_{ad} \):

\[
a \leq 0 \leq b \text{ on } \partial\Omega \times (0, T). \tag{3.14}
\]
Theorem 3.10 (regularity of $z$). Let $\gamma = 1$. Assume that, for every $\epsilon > 0$, we have $f, u_d \in L^2(0, T; H^{1-\epsilon}(\Omega))$ and that $u_0 \in H^{1-\epsilon}(\Omega)$. If $a, b \in H^1(\Omega)$ and (3.14) holds then $\bar{z}$, the solution to the optimal control problem (1.1)–(1.3), satisfies
\[
\|\bar{z}\|_{L^2(0, T; H^1(\Omega))} + \|\bar{z}\|_{H^1(0, T; L^2(\Omega))} \lesssim \|f\|_{L^2(0, T; H^{1-\epsilon}(\Omega))} + \|u_d\|_{L^2(0, T; H^{1-\epsilon}(\Omega))} + \|u_0\|_{H^{1-\epsilon}(\Omega)},
\]
where the hidden constant does not depend on the problem data. Moreover, $\bar{z} \in L^2(0, T; H^2(\Omega))$.

Proof. The proof is based on a bootstrap argument as in [3] Lemma 4.9, so we merely sketch it. By assumption, the right hand side of the state equation (1.2) satisfies $f + z \in L^2(Q)$, while the initial condition satisfies $u_0 \in H^s(\Omega)$. Standard regularity arguments yield that the solution verifies $\bar{u} \in H^1(0, T; L^2(\Omega)) \cap L^\infty(0, T; H^2(\Omega))$. In addition, by writing the problem as
\[
L^* \bar{u} = f + z - \partial_t \bar{u} \in L^2(Q),
\]
we realize that $\bar{u} \in L^2(0, T; H^2(\Omega))$. The right hand side of (3.8) verifies $\bar{u} - u_d \in L^2(Q)$ so $\bar{p}$ has the same regularity that $\bar{u}$ possesses. From [3] §3.6.3 we have
\[
\bar{z} = \max \left\{ a, \min \left\{ b, -\frac{1}{\mu} \bar{p} \right\} \right\}.
\]  
This immediately yields $\bar{z} \in H^1(0, T; L^2(\Omega))$.

To obtain the claimed space regularity we recall that $\bar{p} \in L^2(0, T; H^2(\Omega))$ and consider two cases:
1. $s \in \left[ \frac{1}{2}, \frac{3}{4} \right)$: Since $\bar{p} \in L^2(0, T; H^1(\Omega))$, formula (3.15) yields $\bar{z} \in L^2(0, T; H^2(\Omega))$. Notice that assumption (3.14) is needed here to preserve the boundary values.
2. $s \in (0, \frac{1}{2})$: We now begin the bootstrapping argument. A nonlinear operator interpolation argument as in [3] Lemma 4.9 yields that $\bar{z} \in L^2(0, T; H^{2s}(\Omega))$. From this and condition (3.14) we conclude that $\bar{z} \in L^2(0, T; H^{2s}(\Omega))$. Define $w_3 = L^* \bar{u}$ and notice that, since $f + z \in L^2(0, T; H^{2s}(\Omega))$, $w_3$ solves $\partial_t w_3 + L^* w_3 = L^* (f + z) \in L^2(Q)$ with initial condition $w_3(0) = L^* u_0 \in L^2(\Omega)$. Therefore $w_3 \in L^2(0, T; H^{2s}(\Omega))$, which implies $\bar{u} = L^{-s} w_3 \in L^2(0, T; H^{2s}(\Omega))$. Define now $q_3 = L^* \bar{p}$ and notice that the same arguments yield that $q_3 \in L^2(0, T; H^{2s}(\Omega))$ and, therefore $\bar{p} \in L^2(0, T; H^{2s}(\Omega))$. We consider, again, two cases:
2.1. $s \in \left[ \frac{1}{2}, \frac{3}{4} \right)$: As in step 1 we have that $\bar{z} \in L^2(0, T; H^2(\Omega))$.
2.2. $s \in (0, \frac{1}{2})$: Nonlinear operator interpolation and (3.14), again, give us that $\bar{z} \in L^2(0, T; H^{2s}(\Omega))$. Define now $w_4 = L^s/2 w_3$, which solves $\partial_t w_4 + L^* w_4 = L^{3s/2} (f + z) \in L^2(Q)$ with $w_4(0) = L^{3s/2} u_0 \in L^2(\Omega)$. This again yields that $\bar{u}, \bar{p} \in L^2(0, T; H^{2s}(\Omega))$. We consider, one more time, two cases:
2.2.1. $s \in \left[ \frac{1}{2}, \frac{3}{4} \right)$: In this case $\bar{z} \in L^2(0, T; H^2(\Omega))$.
2.2.2. $s \in (0, \frac{1}{2})$: Define $w_5 = L^{3s/2} w_4$ and argue as before.
Proceeding in this way we can conclude, after a finite number of steps, that for any $s \in (0, \frac{1}{2})$ we have $\bar{z} \in L^2(0, T; H^2(\Omega))$. This concludes the proof. \[\square]\n
Remark 3.11 (regularity of $\bar{u}$ and $\bar{p}$). Notice that while proving Theorem 3.10 we have also shown that $\bar{u}, \bar{p} \in H^1(0, T; L^2(\Omega)) \cap L^2(0, T; H^2(\Omega))$.

3.4. The extended control problem. To circumvent the nonlocality of the operator $L^*$ in problem (1.1)–(1.3) we realize it using the Caffarelli-Silvestre extension. In what follows we consider the equivalent problem: Find $\min \{ J(\operatorname{tr}_\Omega \bar{w}, \bar{z}) : \bar{w} \in $
\$V, z \in Z_{\text{ad}} \}$ subject to the \textit{extended state equation}: Find \$W \in V \$ such that \$tr_\Omega W(0) = u_0 \$ in \$\Omega \$ and, for a.e. \$t \in (0,T),$

\[
(\text{tr}_\Omega \partial_t^2 W, \text{tr}_\Omega \phi) + a(W, \phi) = (f + z, \text{tr}_\Omega \phi) \quad \forall \phi \in \hat{H}^1_\text{L}(y^\alpha, C).
\]

(3.16)

To describe the optimality conditions we introduce the \textit{extended adjoint problem}: Find \$\mathcal{P} \in V \$ such that \$\text{tr}_\Omega \mathcal{P}(T) = 0 \$ in \$\Omega \$ and, for a.e. \$t \in (0,T),$

\[
(\text{tr}_\Omega \partial_t \mathcal{P}, \text{tr}_\Omega \phi) + a(\mathcal{P}, \phi) = (\text{tr}_\Omega W - u_d, \text{tr}_\Omega \phi)_{L^2(\Omega)}, \quad \forall \phi \in \hat{H}^1_\text{L}(y^\alpha, C).
\]

(3.17)

The optimality conditions in this setting now read as follows: the pair \$(\hat{W}(z), \hat{z}) \in V \times Z_{\text{ad}} \$ is optimal if and only if \$\hat{W}(z) \$ solves (3.16) and

\[
(\text{tr}_\Omega \mathcal{P} + \mu \hat{z}, z - \hat{z})_{L^2(Q)} \geq 0 \quad \forall z \in Z_{\text{ad}},
\]

(3.18)

where \$\mathcal{P} = \mathcal{P}(z) \in V \$ solves (3.17).

4. \textbf{A truncated optimal control problem.} The state equation (3.16) is posed on the infinite cylinder \$C = \Omega \times (0, \infty) \$, therefore it cannot be directly approximated with finite element-like techniques. The first step towards discretization is to truncate \$C \$ to a bounded cylinder \$C_\gamma = \Omega \times (0, \gamma) \$, which is possible because the energy decreases exponentially in \$\gamma \$; see [27, Proposition 4.1] for details.

\textbf{Proposition 4.1 (exponential decay).} If, for a given \$\gamma \in (0,1) \$ and \$s \in (0,1), \ W = W(z) \in V \ $$ solves (3.16), then for every \$\gamma > 1 \$ we have

\[
\|\nabla W\|_{L^2(0,T; L^2(y^\gamma, \Omega \times (\gamma, \infty)))} \lesssim e^{-\sqrt{\lambda_\gamma}/2} \Lambda_\gamma(u_0, f + z),
\]

(4.1)

where \$\Lambda_\gamma \$ is defined in (2.13).

Proposition 4.1 motivates a \textit{truncated control problem} as follows. We first define

\[
\hat{H}^1_\text{L}(y^\alpha, C_\gamma) = \{ w \in H^1(y^\alpha, C_\gamma) : w = 0 \text{ on } \partial_L C_\gamma \cup \Omega \times \{\gamma\} \},
\]

\[
\forall \gamma = \{ w \in L^2(0,T; \hat{H}^1_\text{L}(y^\alpha, C_\gamma)) : \partial_t^2 \text{tr}_\Omega w \in L^2(0,T; H^{-1}(\Omega)) \},
\]

and, for \$w, \phi \in \hat{H}^1_\text{L}(y^\alpha, C_\gamma) \$, the bilinear form

\[
a_\gamma(w, \phi) = \frac{1}{d_s} \int_{C_\gamma} y^\alpha (A(x') \nabla w \cdot \nabla \phi + c(x')w\phi) \, dx' \, dy.
\]

(4.2)

We define the \textit{truncated control problem} as: Find \$\min\{J(\text{tr}_\Omega v, r) : v \in V_\gamma, r \in Z_{\text{ad}}\} \$, subject to the \textit{truncated state equation}: Find \$v \in V_\gamma \$ with \$\text{tr}_\Omega v(0) = u_0 \$ in \$\Omega \$ and

\[
(\text{tr}_\Omega \partial_t^2 v, \text{tr}_\Omega \phi) + a_\gamma(v, \phi) = (f + r, \text{tr}_\Omega \phi), \quad \forall \phi \in \hat{H}^1_\text{L}(y^\alpha, C_\gamma), \quad \text{a.e. } t \in (0,T).
\]

(4.3)

As an instrument we define \$H_\alpha : \mathbb{H}^\gamma(\Omega) \to \hat{H}^1_\text{L}(y^\alpha, C_\gamma) \$, the \$\alpha \$-harmonic extension to \$C_\gamma \$, i.e., if \$w \in \mathbb{H}^\gamma(\Omega) \$, then \$w = H_\alpha w \$ solves

\[
\text{div}(y^\alpha \nabla w) = 0 \text{ in } C_\gamma, \quad w = 0 \text{ on } \partial_L C_\gamma \cup \Omega \times \{\gamma\}, \quad w = w \text{ on } \Omega \times \{0\}.
\]

(4.4)

\textbf{Remark 4.2 (initial datum).} The initial datum \$u_0 \$ of (1.2) determines \$v(0) \$ only on \$\Omega \times \{0\} \$ in a trace sense. We thus define \$v(0) = H_\alpha u_0 \$. Remark 3.4 in [29] provides the estimate \$\|\nabla v(0)\|_{L^2(y^\alpha, C_\gamma)} \lesssim \|u_0\|_{\mathbb{H}^\gamma(\Omega)} \$. 


Let us now provide, for \( \gamma = 1 \), an energy estimate that will be useful to derive an \( L^2(Q) \) error estimate for the fully-discrete scheme of [5.3]

**THEOREM 4.3 (energy estimate: \( \gamma = 1 \)).** Let \( s \in (0,1) \) and \( \gamma = 1 \) and denote by \( v \in \mathcal{V}_f \) the solution to (4.3). If \( f \) and \( r \) belong to \( L^2(Q) \) and \( u_0 \in H^s(\Omega) \), then

\[
\| \text{tr}_\Omega \partial_t v \|_{L^2(Q)} + \| \nabla v \|_{L^\infty(0,T; L^2(\Omega))} \lesssim \| f + r \|_{L^2(Q)} + \| u_0 \|_{H^s(\Omega)},
\]

where the hidden constant does not depend on \( v \) nor the problem data.

**Proof.** Set \( \phi = \partial_tv \) in (4.3), integrate over time and use the estimate of Remark 4.2, \( \| \nabla v(0) \|_{L^2(\Omega)} \lesssim \| u_0 \|_{H^s(\Omega)}. \)

As in §3.2 we introduce the **truncated adjoint problem**: Find \( p \in \mathcal{V}_f \) such that \( \text{tr}_\Omega p(T) = 0 \) and, for a.e. \( t \in (0,T) \),

\[
\langle \text{tr}_\Omega \partial_t^\gamma p, \text{tr}_\Omega \phi \rangle + a(\phi) = \langle \text{tr}_\Omega v - u_d, \text{tr}_\Omega \phi \rangle, \quad \forall \phi \in \dot{H}^1_0(y^a,C_f).
\]

The same arguments provided in Theorem 3.9 allow us to conclude that the pair \((\bar{v}(\bar{r}), \bar{r}) \in \mathcal{V}_f \times \mathcal{Z}_{ad} \) is optimal if and only if \( \bar{v}(\bar{r}) \) solves (4.3) and \( \bar{r} \) satisfies

\[
(\text{tr}_\Omega \bar{p} + \mu \bar{r}, \bar{r} - \bar{r})_{L^2(Q)} \geq 0 \quad \forall \bar{r} \in \mathcal{Z}_{ad},
\]

where \( \bar{p} = \bar{p}(\bar{r}) \in \mathcal{V}_f \) solves (4.6).

The next result shows how \((\bar{v}(\bar{r}), \bar{r}) \) approximates \((\hat{V}(\bar{z}), \bar{z})\).

**LEMMA 4.4 (exponential convergence).** For every \( \gamma' \geq 1 \) we have

\[
\| \bar{z} - \bar{z} \|_{L^2(Q)} \lesssim e^{-\frac{\sqrt{\gamma'}}{2}} (\bar{z}^\gamma(u_0, f) + \| \bar{z} \|_{L^2(0,T; H^{-\gamma'}(\Omega))} + \| u_d \|_{L^2(0,T; H^{-\gamma'}(\Omega))}),
\]

and

\[
\| \hat{V} - \bar{v} \|_{L^2(0,T; H^1_0(y^a,C_f))} \lesssim e^{-\frac{\sqrt{\gamma'}}{2}} (\gamma^\gamma(u_0, f) + \| \bar{z} \|_{L^2(0,T; H^{-\gamma'}(\Omega))} + \| u_d \|_{L^2(0,T; H^{-\gamma'}(\Omega))}),
\]

where \( \Lambda_\gamma \) is defined in (2.13).

**Proof.** We proceed in four steps:

1. Set \( z = \bar{r} \in \mathcal{Z}_{ad} \) and \( r = \bar{z} \in \mathcal{Z}_{ad} \) in the variational inequalities (3.18) and (4.7), respectively, and add the obtained inequalities to arrive at

\[
\| \bar{r} - z \|_{L^2(Q)} \lesssim \| \bar{r} - z \|_{L^2(Q)} \leq (\text{tr}_\Omega(\hat{V} - \hat{V}, \bar{r} - z)_{L^2(Q)} = (\text{tr}_\Omega(\hat{V} - \hat{V}(\bar{r}) - \bar{r} - z)_{L^2(Q)} + (\text{tr}_\Omega(\hat{V}(\bar{r}) - \bar{p}, \bar{r} - z)_{L^2(Q)}).
\]

2. Consider \((\text{tr}_\Omega(\hat{V} - \hat{V}, \bar{r} - z)_{L^2(Q)}). \) Define \( \psi := \hat{V} - \hat{V}(\bar{r}) \in \mathcal{V} \) and observe that \( \text{tr}_\Omega \psi(T) = 0 \) and, for all \( \phi_p \in \dot{H}^1_0(y^a,C) \), we have

\[
\int_0^T (\text{tr}_\Omega \partial_t \psi, \text{tr}_\Omega \phi_p) \ dt = \int_0^T (\text{tr}_\Omega(\hat{V} - \hat{V}(\bar{r})), \text{tr}_\Omega \phi_p) \ dt.
\]

Analogously, define \( \phi := \hat{V} - \hat{V}(\bar{r}) \in \mathcal{V} \), which satisfies \( \text{tr}_\Omega \phi(0) = 0 \) and

\[
\int_0^T (\text{tr}_\Omega \partial_t \phi, \text{tr}_\Omega \phi_u) + a(\phi, \phi_u) \ dt = \int_0^T (\bar{z} - \bar{r}, \text{tr}_\Omega \phi_u) \ dt, \quad \forall \phi_u \in \dot{H}^1_0(y^a,C).
\]

Set \( \phi_p = \phi, \phi_u = \psi \) and apply Lemma 2.7. Since \( \text{tr}_\Omega \psi(T) = \text{tr}_\Omega \phi(0) = 0 \) we get

\[
(\text{tr}_\Omega(\hat{V} - \hat{V}(\bar{r}), \bar{r} - z)_{L^2(Q)} = -\| \text{tr}_\Omega(\hat{V} - \hat{V}(\bar{r})) \|^2_{L^2(Q)} \leq 0.
\]
The previous step shows that proving (4.8) reduces to obtaining a bound for \( \| \text{tr}_\Omega (\mathcal{H}(\bar{r}) - \bar{p}) \|_{L^2(\Omega)} \) and [27] Lemma 4.3 yields such a bound.

In order to prove (4.9), we write
\[
\mathcal{U}(\bar{z}) - \bar{v}(\bar{r}) = (\mathcal{U}(\bar{z}) - \mathcal{U}(\bar{r})) + (\mathcal{U}(\bar{r}) - \bar{v}(\bar{r})).
\]
The first term satisfies (2.11) with right hand side \( \bar{z} - \bar{r} \) so that by (4.8) this term is bounded. For the second term we again apply [27] Lemma 4.3. □

Remark 4.5 (regularity of \( \bar{r} \) vs. \( \bar{z} \)). In Theorem 3.10 we studied the regularity of \( \bar{z} \). The techniques of [27, Remark 4.4] allow us to transfer these results to \( \bar{r} \), the solution of the truncated optimal control problem. In a similar fashion, we can establish the regularity results of Remark 3.11 for \( \text{tr}_\Omega \bar{v} \) and \( \text{tr}_\Omega \bar{p} \). For brevity we skip the details.

5. Approximation of the state equation. We recall the numerical approximation of the state equation (2.11) developed in [27]. The scheme employs first degree tensor product finite elements in space and finite differences in time. The latter is the backward Euler scheme for \( \gamma = 1 \) whereas, for \( \gamma \in (0, 1) \), it is the scheme of [20, 21], which was studied under appropriate time-regularity conditions on the solution \( \mathcal{U} \) in [27]. We also derive a novel \( L^2(\Omega) \) a priori error estimate for the fully discrete approximation of the state equation (2.11) with \( \gamma = 1 \) and \( s \in (0, 1) \).

5.1. Time discretization. Let \( K \in \mathbb{N} \) denote the number of time steps. Define the uniform time step \( \tau = T/K > 0 \), and set \( t_k = k\tau \) for \( 0 \leq k \leq K \). We denote the time partition by \( T := \{t_k\}_{k=0}^K \). If \( \phi \in C([0,T], \mathcal{X}) \), we denote \( \phi^k = \phi(t_k) \) and \( \phi^\tau = \{\phi^k\}_{k=0}^K \). On such sequences we define the norms

\[
\| \phi^\tau \|_{\ell^\infty(\mathcal{X})} = \max_{0 \leq k \leq K} \| \phi^k \|_\mathcal{X}, \quad \| \phi^\tau \|_{\ell^2(\mathcal{X})}^2 = \sum_{k=1}^K \tau \| \phi^k \|_\mathcal{X}^2.
\]

Over sequences \( \phi^\tau \subset \mathcal{X} \) we define the discrete time derivative \( \delta^1 \) by

\[
\delta^1 \phi^{k+1} = \tau^{-1} (\phi^{k+1} - \phi^k), \quad k = 0, \ldots, K - 1.
\]

As in [27 §3.2] we also define, for \( \gamma \in (0, 1) \), the discrete fractional derivative \( \delta^\gamma \) as

\[
\Gamma(2 - \gamma) \delta^\gamma \phi^{k+1} := \sum_{j=0}^k \frac{a_j}{\tau^{j-1-\gamma}} \delta^1 \phi^{k+1-j} = \frac{\phi^{k+1}}{\tau^\gamma} - \sum_{j=0}^{k-1} \frac{a_j - a_{j+1}}{\tau^{j-\gamma}} \phi^{k-j} - \frac{a_k}{\tau^\gamma} \phi^0,
\]

where \( a_j = (j + 1)^{1-\gamma} - j^{1-\gamma} \) and provided the sum for \( k = 0 \) is defined to be zero.

We remark that, any sequence \( \phi^\tau \subset \mathcal{X} \) can be equivalently understood as a piecewise constant, in time, function \( \phi \in L^\infty(0,T; \mathcal{X}) \):

\[
\phi(t) = \phi^k, \quad \forall t \in (t_{k-1}, t_k), \quad k = 1, \ldots, K.
\]

This identification will be very useful and, in what follows, we will use it repeatedly and without explicit mention.

5.2. Space discretization. The space discretization is based on truncation and the finite element method. The truncation is as in [27] Lemma 4.3, which shows that truncating \( \mathcal{C} \) to \( \mathcal{C}_\gamma \) induces an exponentially small error. Since we are now dealing with the bounded domain \( \mathcal{C}_\gamma \), we can discretize using finite elements.
The finite element discretization follows [20, §4]. Let \( \mathcal{R}_0 = \{ K \} \) be a conforming triangulation of \( \Omega \) into cells \( K \) (simplices or \( n \)-rectangles). We denote by \( \mathbb{T}_\Omega \) the collection of all conforming refinements of an original mesh \( \mathcal{R}_0^\alpha \) and assume \( \mathbb{T}_\Omega \) is shape regular [3]. If \( \mathcal{R}_1 \in \mathbb{T}_\Omega \) we define \( h_{\mathcal{R}_1} = \max_{K \in \mathcal{R}_1} h_K \). We define \( \mathcal{R}_\gamma \) to be a partition of \( \mathcal{C}_\gamma \) into cells of the form \( T = K \times I \), where \( K \in \mathcal{R}_0 \) and \( I \) is an interval that comes from the partition \( \{ y_m \}_{m=0}^M \) of \([0, \gamma]\) defined by

\[
y_m = \left( \frac{m}{M} \right) \gamma, \quad m = 0, \ldots, M, \tag{5.4}
\]

where \( \zeta = \zeta(\alpha) > 3/(1 - \alpha) > 1 \). The set of all such triangulations is denoted by \( \mathcal{T} \).

Note that the following weak regularity condition is valid: there is a constant \( \sigma \) such that, for all \( \mathcal{R}_\gamma \in \mathcal{T} \), if \( T_1 = K_1 \times I_1, T_2 = K_2 \times I_2 \in \mathcal{R}_\gamma \) have nonempty intersection, then \( h_{T_1}/h_{T_2} \leq \sigma \), where \( h_I = |I| \); see [28, 29]. For \( \mathcal{R}_\gamma \in \mathcal{T} \), we denote by \( \mathcal{N}(\mathcal{R}_\gamma) \) the set of its nodes and \( \mathcal{N}(\mathcal{R}_\gamma) \) the set of its interior and Neumann nodes, respectively. We also denote by \( N = #\mathcal{N}(\mathcal{R}_\gamma) \) the number of degrees of freedom of \( \mathcal{R}_\gamma \). We assume that \#\( \mathcal{R}_\Omega \approx M^n \) so that \( N \approx M^n+1 \).

The main motivation to consider elements as in \( \mathcal{R}_\gamma \) is to compensate the rather singular behavior of \( \mathcal{W} \), solution to problem (2.11) as \( y \approx 0^+ \); see [27] for details.

For \( \mathcal{R}_\gamma \in \mathcal{T} \) and \( \Gamma_D = \partial_D \mathcal{C}_\gamma \cup \Omega \times \{ \gamma \} \) we define the finite element space

\[
\mathcal{V}(\mathcal{R}_\gamma) = \{ W \in C(\mathcal{C}_\gamma) : W|_T \in P_1(K) \otimes P_1(I) \forall T = K \times I \in \mathcal{R}_\gamma, \ W|_{\Gamma_{\partial_D}} = 0 \},
\]

If \( K \) is a simplex, then \( P_1(K) = P_1(K) \), whereas if \( K \) is a cube, then \( P_1(K) = Q_1(K) \).

We also define \( \mathcal{V}(\mathcal{R}_\Omega) = \mathcal{V}(\mathcal{R}_\gamma) \), i.e., a \( P_1 \) finite element space over the mesh \( \mathcal{R}_\Omega \).

### 5.3. A fully discrete scheme.

The fully discrete scheme to solve (1.6) combines the space discretization of (5.2) with the time discretization of (5.1). To define it, we first consider the weighted elliptic projector \( G_{\mathcal{R}_\gamma} \) studied in [27, §4.3]:

\[
w \in \mathcal{H}_2^1(\gamma^\alpha, \mathcal{C}_\gamma) : \quad a_{\mathcal{R}_\gamma}(G_{\mathcal{R}_\gamma}w, W) = a_{\mathcal{R}_\gamma}(w, W), \quad \forall W \in \mathcal{V}(\mathcal{R}_\gamma). \tag{5.5}
\]

The fully-discrete scheme computes \( V_{\mathcal{R}_\gamma}^0 \subset \mathcal{V}(\mathcal{R}_\gamma) \), an approximation of the solution to (4.3), with \( r = 0 \), at each time step. We initialize the scheme by setting

\[
V_{\mathcal{R}_\gamma}^0 = \mathcal{I}_{\mathcal{R}_\Omega} u_0 = G_{\mathcal{R}_\gamma} \circ \mathcal{H}_\alpha u_0, \tag{5.6}
\]

where \( \mathcal{I}_{\mathcal{R}_\Omega} = G_{\mathcal{R}_\gamma} \circ \mathcal{H}_\alpha \) and \( \mathcal{H}_\alpha \) is the \( \alpha \)-harmonic extension operator defined in [41]. Notice that \( \mathcal{I}_{\mathcal{R}_\Omega} V_{\mathcal{R}_\gamma}^0 = \mathcal{T}_{\mathcal{R}_\Omega} G_{\mathcal{R}_\gamma} v(0) \), where \( v(0) \) solves (4.4) with \( w = u_0 \).

For \( k = 0, \ldots, K - 1 \), \( V_{\mathcal{R}_\gamma}^{k+1} \in \mathcal{V}(\mathcal{R}_\gamma) \) solves

\[
(\delta \mathcal{T}_{\mathcal{R}_\Omega} V_{\mathcal{R}_\gamma}^{k+1}, \mathcal{T}_{\mathcal{R}_\Omega} W)_{L^2(\Omega)} + a_{\mathcal{R}_\gamma}(V_{\mathcal{R}_\gamma}^{k+1}, W) = (f^{k+1}, \mathcal{T}_{\mathcal{R}_\Omega} W), \quad \forall W \in \mathcal{V}(\mathcal{R}_\gamma), \tag{5.7}
\]

where \( \delta \mathcal{T} \) is defined by (5.2) for \( \gamma \in (0, 1) \) and by (5.1) for \( \gamma = 1 \) and \( f^{k+1} = \tau^{-1} \int_{t_k}^{t_{k+1}} f dt \). An approximate solution of problem (1.2) is \( U_{\mathcal{R}_\Omega} \subset \mathcal{V}(\mathcal{R}_\Omega) \) with

\[
U_{\mathcal{R}_\Omega} = \mathcal{T}_{\mathcal{R}_\Omega} V_{\mathcal{R}_\gamma}. \tag{5.8}
\]

To present error estimates for scheme (5.6)-(5.7), for \( \gamma \in (0, 1) \), we introduce

\[
\mathcal{A} = \mathcal{A}(v, g) = \|v\|_{\mathcal{H}^{2}(\Omega)} + \|g\|_{H^2(0,T;\mathcal{H}^{-\gamma}(\Omega))},
\]

\[
\mathcal{B} = \mathcal{B}(v, g) = \|v\|_{\mathcal{H}^{1+2\gamma}(\Omega)} + \|g\|_{L^2(0,T;\mathcal{H}^{-\gamma}(\Omega))} + \|g\|_{W^{1,\infty}_{\gamma}(0,T;\mathcal{H}^{1/(1-2\gamma)}(\Omega))},
\]

\[
\mathcal{C} = \mathcal{C}(v, g) = \|v\|_{L^2(0,T;\mathcal{H}^{1+2\gamma}(\Omega))} + \|g\|_{W^{1,\infty}_{\gamma}(0,T;\mathcal{H}^{-\gamma}(\Omega))}.
\]
where \( \nu > 0 \) is arbitrary. Theorem 5.3 in \cite{10} provides the following error estimates for the scheme \((5.6)-(5.7)\) with \( \gamma \in (0,1) \) and \( s \in (0,1) \).

**Theorem 5.1** (error estimates: \( s, \gamma \in (0,1) \)). Let \( r = 0 \) and \( s, \gamma \in (0,1) \). If \( v \) solves \((4.3), V_{\mathcal{B}} \) solves \((5.6)-(5.7), A(u_0,f)B(u_0,f) < \infty \) and \( \mathcal{B} \) verifies \((5.4)\), then

\[
[I_1^{1-\gamma}||\text{tr}_\Omega(v^r - V_{\mathcal{B}})||^2_{L^2(\Omega)}(T)]^{\frac{1}{2}} \lesssim \tau^\theta A(u_0,f) + ||\log N||^{2s} N^{-\frac{s-r+1}{s}}B(u_0,f),
\]

and

\[
\|v^r - V_{\mathcal{B}}\|_{L^2(\Omega)} \lesssim \tau^\theta A(u_0,f) + ||\log N||^{s} N^{-\frac{1}{s}}B(u_0,f),
\]

where \( \theta \in (0,\frac{1}{2}) \), and the hidden constant does not depend on \( v, V_{\mathcal{B}} \) nor the problem data, but blows up as \( \theta \uparrow \frac{1}{2} \).

**5.4.** \( L^2(Q) \)-error estimate: \( s \in (0,1) \) and \( \gamma = 1 \). We now derive a novel \( L^2(Q) \)-error estimate for \((5.6)-(5.7)\) with \( \gamma = 1 \), which is inspired by classical techniques developed, for instance, in [9, 20]. To obtain it, we set \( r = 0 \) and consider, as a technical instrument, a semi-discrete approximation to \((4.3)\): Set \( V^0 = \mathcal{H}_s u_0 \) and, for \( k = 0, \ldots, K - 1 \), compute \( V^{k+1} \in \hat{H}^1_L(y^\alpha, \mathcal{C}_\gamma) \), that solves

\[
(\delta^1 \text{tr}_\Omega V^{k+1}, \text{tr}_\Omega \phi)_{L^2(\Omega)} + a_{\gamma}(V^{k+1}, \phi) = (t^{k+1}, \text{tr}_\Omega \phi), \quad \forall \phi \in \hat{H}^1_L(y^\alpha, \mathcal{C}_\gamma),
\]

where \( \delta^1 \) is defined by \((5.1)\). We present the following stability result.

**Lemma 5.2** (stability). Let \( V^r \subset \hat{H}^1_L(y^\alpha, \mathcal{C}_\gamma) \) solve \((5.11)\). If \( f \in L^2(Q) \) and \( u_0 \in H^s(\Omega) \), then we have

\[
\|\text{tr}_\Omega \delta^1 V^r\|_{L^2(L^2(\Omega))}^2 + \|\nabla V^r\|_{L^2(L^2(y^\alpha, \mathcal{C}_\gamma))}^2 \lesssim \|f\|_{L^2(L^2(\Omega))}^2 + \|u_0\|_{H^s(\Omega)}^2,
\]

where the hidden constant does not depend on \( V^r \) nor the problem data.

**Proof.** Set \( \phi = V^{k+1} - V^k \) and use the estimate of Remark 4.2.

Define the piecewise linear function \( \hat{V} \in \mathcal{C}^{0,1}([0,T]; \hat{H}^1_L(y^\alpha, \mathcal{C}_\gamma)) \) by \( \hat{V}(0) = V^0 \)

\[
\hat{V}(t) = V^k + (t - t_k)\delta^1 V^{k+1}, \quad t \in (t_k, t_{k+1}],
\]

for \( k = 0, \ldots, K - 1 \). Using this notation, we rewrite equation \((5.11)\) as

\[
(\text{tr}_\Omega \partial_t \hat{V}(t), \text{tr}_\Omega \phi)_{L^2(\Omega)} + a_{\gamma}(V^r(t), \phi) = (t^r(t), \text{tr}_\Omega \phi), \quad \forall \phi \in \hat{H}^1_L(y^\alpha, \mathcal{C}_\gamma),
\]

for a.e. \( t \in (0,T) \). We are now in position to derive an error estimate for \((5.11)\).

**Theorem 5.3** (semi-discrete error estimate: \( \gamma = 1 \)). Let \( v \) and \( V^r \) solve \((4.3)\) and \((5.11)\), respectively. If \( f \in L^\infty(0,T; L^2(\Omega)) \) and \( u_0 \in H^s(\Omega) \), then

\[
\|\text{tr}_\Omega(v - V^r)\|_{L^2(0,T;L^2(\Omega))} \lesssim \tau \left( ||f||_{L^\infty(0,T;L^2(\Omega))} + ||u_0||_{H^s(\Omega)} \right),
\]

where the hidden constant does not depend on \( v, V^r \) nor the problem data.

**Proof.** Define \( \tilde{v} = v - \hat{V} \) and \( \tilde{v} = v - V^r \). Set \( \gamma = 1 \) and \( r = 0 \) in \((4.3)\) and then subtract from it \((5.14)\). Integrating with respect to time the result we obtain

\[
(\text{tr}_\Omega \check{v}(t), \text{tr}_\Omega \phi)_{L^2(\Omega)} + a_{\gamma} \left( \int_0^t \check{v}(\xi, \phi) \, d\xi \right) = \left( \int_0^t (f(\xi) - f^r(\xi)) \, d\xi, \text{tr}_\Omega \phi \right)
\]

\[
+ (\text{tr}_\Omega(\check{v}(t) - \tilde{v}(t)), \text{tr}_\Omega \phi)_{L^2(\Omega)}, \quad \forall \phi \in \hat{H}^1_L(y^\alpha, \mathcal{C}_\gamma).
\]
Set, for a.e. \( t \in (0, T) \), \( \phi = \bar{e}(t) \in \dot{H}_L^1(y^\alpha, C_\gamma) \). Integrating over time once more yields

\[
\int_0^T \| \text{tr}_\Omega \bar{e}(t) \|_{L^2(\Omega)}^2 \, dt \leq \left| \int_0^T \left( \int_0^t \left( f(\xi) - f^\gamma(\xi) \right) \, d\xi, \text{tr}_\Omega \bar{e}(t) \right) \, dt \right| \\
+ \left| \int_0^T \left( \text{tr}_\Omega (\bar{e}(t) - \bar{e}(t)), \text{tr}_\Omega \bar{e}(t) \right)_{L^2(\Omega)} \, dt \right|, \tag{5.16}
\]

where we used that

\[
\int_0^T a_\gamma \left( \int_0^t (f(\xi) - f^\gamma(\xi)) \, d\xi, \bar{e}(t) \right) \, dt = \frac{1}{2} a_\gamma \left( \int_0^T \bar{e}(t) \, dt, \int_0^T \bar{e}(t) \, dt \right) \geq 0.
\]

Notice that, since \( f^{k+1} = \tau^{-1} \int_{t_k}^{t_{k+1}} f(t) \, dt \),

\[
\int_0^{t_{k+1}} (f(\xi) - f^\gamma(\xi)) \, d\xi = \sum_{k=1}^l \int_{t_{k-1}}^{t_k} (f(\xi) - f^\gamma(\xi)) \, d\xi = 0.
\]

Consequently, if \( t_1 \leq t < t_{l+1} \), we have

\[
\int_0^t (f(\xi) - f^\gamma(\xi)) \, d\xi = \int_{t_1}^t (f(\xi) - f^\gamma(\xi)) \, d\xi \lesssim \tau \| f \|_{L^\infty(0, t)}.
\]

In conclusion, the first term on the right hand side of (5.16) can be bound by

\[
\left| \int_0^T \left( \int_0^t (f(\xi) - f^\gamma(\xi)) \, d\xi, \text{tr}_\Omega \bar{e}(t) \right) \, dt \right| \lesssim \tau^2 \| f \|_{L^\infty(0, t, L^2(\Omega))}^2 + \frac{1}{4} \| \text{tr}_\Omega \bar{e} \|_{L^2(\Omega)}^2.
\]

Since, on \((t_k, t_{k+1}]\), we have that \( |\bar{e}(t) - \bar{e}(t)| \leq \delta f^{k+1} \), estimate (5.12) yields

\[
\int_0^T \| \text{tr}_\Omega (\bar{e}(t) - \bar{e}(t)) \|_{L^2(\Omega)}^2 \, dt \leq \tau^2 \| \delta f^\gamma \|_{L^2(\Omega)}^2 \lesssim \tau^2 \left( \| f^\gamma \|_{L^2(\Omega)}^2 + \| u_0 \|_{H^r(\Omega)}^2 \right),
\]

and, therefore, the second term on the right hand side of (5.16) can be bounded by

\[
\left| \int_0^T \left( \text{tr}_\Omega (\bar{e}(t) - \bar{e}(t)), \text{tr}_\Omega \bar{e}(t) \right)_{L^2(\Omega)} \, dt \right| \leq \frac{1}{4} \| \text{tr}_\Omega \bar{e} \|_{L^2(0, T; L^2(\Omega))}^2 \\
+ C \tau^2 \left( \| f^\gamma \|_{L^2(\Omega)}^2 + \| u_0 \|_{H^r(\Omega)}^2 \right).
\]

Collecting all the derived bounds we arrive at the desired error estimate (5.15). □

With this estimate at hand we can control the difference between the fully and the semi-discrete problems.

**Theorem 5.4 (auxiliary error estimate: \( \gamma = 1 \)).** Let \( \gamma = 1 \) and assume that \( u_0 \in \HH^{1+s}(\Omega) \) and \( f \in L^2(0, T; \HH^{1-s}(\Omega)) \). If \( V^\gamma \) and \( V^\gamma_{\beta^\gamma} \) solve (5.11) and (5.7), respectively, then

\[
\| \text{tr}_\Omega (V^\gamma - V^\gamma_{\beta^\gamma}) \|_{L^2(\Omega)} \lesssim |\log N|^{2s} N^{-\frac{\alpha+1}{\alpha+2}} \left( \| f^\gamma \|_{L^2(0, T; \HH^{1-s}(\Omega))} + \| u_0 \|_{\HH^{1+s}(\Omega)} \right),
\]

where the hidden constant does not depend on \( v, V^\gamma \) nor the problem data.
where \( G_{\mathcal{F}_\tau} \) is defined in (5.5). We estimate \( \theta^\tau \) by invoking the approximation properties [27] Proposition 4.1 of \( G_{\mathcal{F}_\tau} \) and the regularity results of [27] Theorem 2.7:

\[
\| \text{tr}_{\mathcal{O}} \theta^\tau \|_{L^2(\mathcal{L}(\Omega))} \lesssim (\| f^\tau \|_{L^2(\mathcal{H}^{1-\gamma}(\Omega))} + \| u_0 \|_{H^{1+\gamma}(\Omega)}) ,
\]

The estimate of \( \rho^\tau_{\mathcal{F}_\tau} \) follows along the same lines of [5] Lemma 5.6. For brevity, we skip the details.

We collect the estimates of Theorems 5.3 and 5.4 to derive a \( L^2(Q) \)-error estimate.

**Theorem 5.5** (error estimate for \( v; \gamma = 1 \)). Assume that \( \gamma = 1 \) and let \( v \) and \( V_{\mathcal{F}_\tau} \) solve (4.3) and (5.7), respectively. If \( f \in L^\infty(0,T;L^2(\Omega)) \cap L^2(0,T;\mathbb{H}^{1-s}(\Omega)) \) and \( u_0 \in H^{1+\gamma}(\Omega) \), then

\[
\| \text{tr}_{\mathcal{O}}(v - V^\tau_{\mathcal{F}_\tau}) \|_{L^2(Q)} \lesssim \tau \left( (\| f \|_{L^\infty(0,T;L^2(\Omega))} + \| u_0 \|_{H^{\gamma}(\Omega)}) \right) + | \log N |^{2\gamma} N^{-\frac{1}{2\gamma}} \left( (\| f \|_{L^2(0,T;\mathbb{H}^{1-s}(\Omega))} + \| u_0 \|_{H^{1+\gamma}(\Omega)}) \right) ,
\]

where the hidden constant does not depend on \( v, V^\tau \) nor the problem data.

**Corollary 5.6** (error estimate for \( u; \gamma = 1 \)). Assume that \( \gamma = 1 \) and let \( u \) solve (1.2) with \( z = 0 \) and \( U^\tau_{\mathcal{F}_\tau} \) be defined by (5.8). If \( f \in L^\infty(0,T;L^2(\Omega)) \cap L^2(0,T;\mathbb{H}^{1-s}(\Omega)) \) and \( u_0 \in H^{1+\gamma}(\Omega) \), then

\[
\| u - U^\tau_{\mathcal{F}_\tau} \|_{L^2(0,T;L^2(\Omega))} \lesssim \tau \left( (\| f \|_{L^\infty(0,T;L^2(\Omega))} + \| u_0 \|_{H^{\gamma}(\Omega)}) \right) + | \log N |^{2\gamma} N^{-\frac{1}{2\gamma}} \left( (\| f \|_{L^2(0,T;\mathbb{H}^{1-s}(\Omega))} + \| u_0 \|_{H^{1+\gamma}(\Omega)}) \right) ,
\]

where the hidden constant does not depend on \( v, V^\tau \) nor the problem data.

**Proof.** We start by defining the error

\[
E^\tau = (V^\tau - G_{\mathcal{F}_\tau} V^\tau) + (G_{\mathcal{F}_\tau} V^\tau - V^\tau_{\mathcal{F}_\tau}) = \theta^\tau + \rho^\tau_{\mathcal{F}_\tau} ,
\]

(5.17)

As stated in Theorem 5.1 in order to have the error estimates (5.9) and (5.10) for the approximation of the state equation (1.2), we have to require that \( A(u_0, f + \tau) < \infty \). This strong \( H^2 \) in time regularity assumption is not satisfied by the optimal control \( \tilde{r} \), meaning that we are not able to apply the results of Theorem 5.1. This is in sharp contrast with the case \( \gamma = 1 \) which, according to Theorem 5.5 only requires \( f, \tilde{r} \in L^\infty(0,T;L^2(\Omega)) \cap L^2(0,T;\mathbb{H}^{1-s}(\Omega)) \) which, by imposing (5.14) and invoking Remark 4.3 and Theorem 3.10 is satisfied by the optimal control \( \tilde{r} \). Due to this regularity restriction we can obtain an error analysis for \( \gamma = 1 \) only. We remark that \( L^2(Q) \)-error estimates, for \( s, \gamma \in (0,1) \) are not available in the literature, especially under the correct regularity assumptions. In 6.2 we will present error estimates for \( \gamma = 1 \) and \( s \in (0,1) \), and in 6.3 we will show the convergence, without rates, for the remaining range of parameters.

Finally, to simplify the exposition, in what follows we assume that \( a \) and \( b \) are constants that satisfy (3.14).
6.1. An implicit fully discrete-scheme. To discretize the control we introduce the finite element space of piecewise constant functions over $\mathcal{T}_\Omega$

$$Z(\mathcal{T}_\Omega) = \{ Z \in L^\infty(\Omega) : Z|_K \in \mathbb{P}_0(K), \quad \forall K \in \mathcal{T}_\Omega \},$$

and the space of piecewise constant functions in time and space

$$Z(\mathcal{T}, \mathcal{R}_\Omega) = \{ Z^\tau \subset L^\infty(Q) : Z^k \in Z(\mathcal{T}_\Omega) \}. \quad (6.1)$$

We define the space of discrete admissible controls as follows:

$$Z_{ad}(\mathcal{T}, \mathcal{R}_\Omega) = Z_{ad} \cap Z(\mathcal{T}, \mathcal{R}_\Omega). \quad (6.2)$$

It will be useful to introduce the $L^2(Q)$-orthogonal projection onto $Z(\mathcal{T}, \mathcal{R}_\Omega)$. The operator $\Pi_{\mathcal{T}_\Omega} : L^2(Q) \to Z(\mathcal{T}, \mathcal{R}_\Omega)$ is defined by

$$r \in L^2(Q) : (r - \Pi_{\mathcal{T}_\Omega} r, Z)_{L^2(Q)} = 0 \quad \forall Z \in Z(\mathcal{T}, \mathcal{R}_\Omega), \quad (6.3)$$

and, for all $r \in H^1(0,T;L^2(\Omega)) \cap L^2(0,T;H^1(\Omega))$, satisfies:

$$\| r - \Pi_{\mathcal{T}_\Omega} r \|_{L^2(Q)} \lesssim h_{\mathcal{T}_\Omega} \| \nabla_x r \|_{L^2(Q)} + \tau \| \partial_t r \|_{L^2(Q)}. \quad (6.4)$$

Notice also that, since $a$ and $b$ are constant, $\Pi_{\mathcal{T}_\Omega} Z_{ad} \subset Z_{ad}(\mathcal{T}, \mathcal{R}_\Omega)$.

We define the discrete functional

$$J^\tau_{\mathcal{F}_T}(V^\tau_{\mathcal{F}_T}, Z_{\mathcal{F}_T}) = \frac{1}{2} \| \text{tr}_\Omega V^\tau_{\mathcal{F}_T} - u^d \|^2_{L^2(\Omega)} + \mu \| Z^\tau_{\mathcal{F}_T} \|^2_{L^2(Q)}$$

where the $\ell^2$-norm is defined in [5.1]. The identification between a sequence $\phi^\tau$ and the piecewise constant function (6.3) will be used repeatedly below. For instance, if $u^d = u_d$ we would have that $J^\tau_{\mathcal{F}_T}(w, r) = J(w, r)$ whenever $w^\tau = w$ and $r^\tau = r$, that is, the arguments are piecewise constant over $\mathcal{T}$. This was already implicitly used in (6.2), when we defined $Z_{ad}(\mathcal{T}, \mathcal{R}_\Omega)$.

The numerical scheme reads: Find $\min J^T_{\mathcal{F}_T}(V^\tau_{\mathcal{F}_T}, Z^\tau_{\mathcal{F}_T})$, subject to the discrete state equation: initialize as in (5.6) and for $k = 0, \ldots, K - 1$, let $V^{k+1}_{\mathcal{F}_T} \in \mathcal{V}(\mathcal{F}_T)$ solve

$$(\delta^\gamma \text{tr}_\Omega V^{k+1}_{\mathcal{F}_T}, \text{tr}_\Omega W)_{L^2(\Omega)} + a_{\mathcal{F}_T}(V^{k+1}_{\mathcal{F}_T}, W) = (f^{k+1} + Z^{k+1}_{\mathcal{F}_T}, \text{tr}_\Omega W), \quad (6.5)$$

for all $W \in \mathcal{V}(\mathcal{F}_T)$ and the control constraints $Z^\tau_{\mathcal{F}_T} \subset Z_{ad}(\mathcal{T}, \mathcal{R}_\Omega)$. If $(\tilde{V}^\tau_{\mathcal{F}_T}, \tilde{Z}^\tau_{\mathcal{F}_T})$ denote the solution to this problem, setting

$$\tilde{U}_{\mathcal{R}_T} = \text{tr}_\Omega \tilde{V}^\tau_{\mathcal{F}_T} \quad (6.6)$$

we obtain a fully-discrete approximation $(\tilde{U}^\tau_{\mathcal{R}_T}, \tilde{Z}^\tau_{\mathcal{R}_T}) \in \mathcal{U}(\mathcal{R}_T)^K \times Z_{ad}(\mathcal{T}, \mathcal{R}_\Omega)$ to the fractional control problem (1.1)–(1.3).

REMARK 6.1 (locality). The main advantage of the scheme (6.5) approximating the fractional control problem (1.1)–(1.3) via (6.6) is its local nature.

6.2. A priori error analysis: $\gamma = 1$ and $s \in (0, 1)$. Let us consider $s \in (0, 1)$ and $\gamma = 1$ in (3.16)–(3.17) and provide an a priori error analysis for the fully-discrete scheme proposed in (6.1). To do so, we provide first order necessary and sufficient optimality conditions of the fully-discrete problem. We define the discrete adjoint
problem: Find \( P^*_{\mathcal{F}_r} \subset \mathcal{V}(\mathcal{F}_r) \) such that \( \text{tr}_\Omega P^k_{\mathcal{F}_r} = 0 \), and for \( k = K - 1, \ldots, 0 \), \( P^k_{\mathcal{F}_r} \in \mathcal{V}(\mathcal{F}_r) \) solves

\[
(3^1 \text{tr}_\Omega P^k_{\mathcal{F}_r}, \text{tr}_\Omega W)_{L^2(\Omega)} + a_2(P^k_{\mathcal{F}_r}, W) = \left( \text{tr}_\Omega V^{k+1} - u_d^{k+1}, \text{tr}_\Omega W \right),
\]

for all \( W \in \mathcal{V}(\mathcal{F}_r) \). Here \( 3^1 \) denotes \( 3^1 \phi_k = -\tau^{-1} (\phi^{k+1} - \phi^k) \). The optimality condition reads: \( (\tilde{V}_{\mathcal{F}_r}, \tilde{Z}_{\mathcal{F}_r}) \) is optimal if and only if \( \tilde{V}_{\mathcal{F}_r} \) solves \( 6.5 \) and \( 6.6 \) and

\[
(\text{tr}_\Omega \tilde{P}_{\mathcal{F}_r} + \mu \tilde{Z}_{\mathcal{F}_r}, Z - \tilde{Z}_{\mathcal{F}_r})_{L^2(Q)} \geq 0 \quad \forall Z \in \mathcal{Z}(T, \mathcal{F}_r),
\]

where \( \tilde{P}_{\mathcal{F}_r} \) solves \( 6.6 \). Notice that \( 6.8 \) can be equivalently written as

\[
(\text{tr}_\Omega \tilde{P}_{\mathcal{F}_r} + \mu \tilde{Z}_{\mathcal{F}_r}, Z - \tilde{Z}_{\mathcal{F}_r})_{L^2(Q)} \quad \forall Z \in \mathcal{Z}(\mathcal{F}_r), \quad a \leq Z \leq b, \quad \forall k = 1, \ldots, K.
\]

To see this, it suffices to set \( Z^* = Z \chi_{(t_k-1,t_k)} \), with \( Z \in \mathcal{Z}(\mathcal{F}_r) \) and \( a \leq Z \leq b \). This greatly simplifies the implementation.

Let us now introduce two auxiliary problems. The first one reads: Find \( Q^*_{\mathcal{F}_r} \subset \mathcal{V}(\mathcal{F}_r) \) such that \( \text{tr}_\Omega Q^k_{\mathcal{F}_r} = 0 \) and, for \( k = K - 1, \ldots, 0 \), \( Q^k_{\mathcal{F}_r} \in \mathcal{V}(\mathcal{F}_r) \) solves

\[
(3^1 \text{tr}_\Omega Q^k_{\mathcal{F}_r}, \text{tr}_\Omega W)_{L^2(\Omega)} + a_2(Q^k_{\mathcal{F}_r}, W) = \left( \text{tr}_\Omega \bar{v}^{k+1} - u_d^{k+1}, \text{tr}_\Omega W \right),
\]

for all \( W \in \mathcal{V}(\mathcal{F}_r) \), and where \( \bar{v} = \bar{v}(\bar{r}) \) solves \( 4.3 \). The second one is: Find \( R^*_{\mathcal{F}_r} \subset \mathcal{V}(\mathcal{F}_r) \) such that \( \text{tr}_\Omega R^k_{\mathcal{F}_r} = 0 \), and for \( k = K - 1, \ldots, 0 \), \( R^k_{\mathcal{F}_r} \in \mathcal{V}(\mathcal{F}_r) \) solves

\[
(3^1 \text{tr}_\Omega R^k_{\mathcal{F}_r}, \text{tr}_\Omega W)_{L^2(\Omega)} + a_2(R^k_{\mathcal{F}_r}, W) = \left( \text{tr}_\Omega V^{k+1}(\bar{r}) - u_d^{k+1}, \text{tr}_\Omega W \right),
\]

for all \( W \in \mathcal{V}(\mathcal{F}_r) \). These auxiliary problems will allow us to derive error estimates for the fully-discrete scheme proposed in \( 6.1 \).

**Lemma 6.2** (error estimate for the control: \( \gamma = 1 \) and \( s \in (0,1) \)). Let \( \bar{r} \) be the solution to the truncated optimal control problem of \( 6.4 \) and let \( Z^*_r \) be the solution to the fully-discrete optimal control problem of \( 6.1 \). Assume that \( u_0 \in H^{1+s}(\Omega) \) and, for every \( \epsilon > 0 \), \( u_\epsilon \in L^2(0,T;\mathcal{H}^{1-s}(\Omega)) \cap H^1(0,T;L^2(\Omega)) \) and \( f \in H^1(0,T;\mathcal{H}^{1-s}(\Omega)) \). Then

\[
\| \bar{r} - \bar{Z}^*_r \|_{L^2(Q)} \lesssim \tau + \| \log N \|^2 N^{-\frac{s}{1+s}},
\]

where the hidden constant is independent of the discretization parameters but depends on the problem data.

**Proof.** We proceed in several steps.

1. Setting \( r = \bar{Z}^*_r \) and \( Z = \Pi^r_{\mathcal{F}_r} \bar{r} \) in \( 4.7 \) and \( 6.8 \), respectively, and adding the derived inequalities we arrive at

\[
\mu \| \bar{r} - \bar{Z}^*_r \|_{L^2(Q)} \leq (\text{tr}_\Omega (\bar{p} - \bar{P}^*_{\mathcal{F}_r}), \bar{Z}^*_r - \bar{r})_{L^2(Q)} + (\text{tr}_\Omega \bar{P}^*_{\mathcal{F}_r} + \mu \bar{Z}^*_r, \Pi^r_{\mathcal{F}_r} \bar{r} - \bar{r})_{L^2(Q)},
\]

where \( \Pi^r_{\mathcal{F}_r} \) is defined in \( 6.3 \).

2. Using the solution to \( 6.9 \) we write \( \bar{p} - \bar{P}^*_{\mathcal{F}_r} = (\bar{p} - Q^*_{\mathcal{F}_r}) + (Q^*_{\mathcal{F}_r} - \bar{P}^*_{\mathcal{F}_r}) \). The first term is estimated by using the results of Theorem 5.5 as follows:

\[
\| \text{tr}_\Omega (\bar{p} - Q^*_{\mathcal{F}_r}) \|_{L^2(Q)} \lesssim \tau \left( \| \text{tr}_\Omega \bar{v} \|_{L^\infty(0,T;L^\infty(\Omega))} + \| u_\epsilon \|_{L^\infty(0,T;L^\infty(\Omega))} + \| u_0 \|_{H^{1-s}(\Omega)} \right)
\]

\[
+ \| \log N \|^2 N^{-\frac{s}{1+s}} \left( \| \text{tr}_\Omega \bar{v} \|_{L^2(0,T;\mathcal{H}^{1-s}(\Omega))} + \| u_\epsilon \|_{L^2(0,T;\mathcal{H}^{1-s}(\Omega))} + \| u_0 \|_{H^{1-s}(\Omega)} \right).
\]
To estimate the difference $\text{tr}_\Omega(Q_{\mathcal{F}_R}^r - R_{\mathcal{F}_R}^r)$, we write $Q_{\mathcal{F}_R}^r - P_{\mathcal{F}_R}^r = (Q_{\mathcal{F}_R}^r - R_{\mathcal{F}_R}^r) + (R_{\mathcal{F}_R}^r - P_{\mathcal{F}_R}^r)$, where $R_{\mathcal{F}_R}^r$ solves (6.10). Employing the stability estimate established in [27, Lemma 5.1] and Theorem 5.5, we arrive at

$$\|\text{tr}_\Omega(Q_{\mathcal{F}_R}^r - R_{\mathcal{F}_R}^r)\|_{L^2(Q)} \lesssim \|\text{tr}_\Omega(\bar{v} - V_{\mathcal{F}_R}^{k+1}(\tau))\|_{L^2(Q)}$$

$$\lesssim \tau \left(\|\bar{r}\|_{L^\infty(0,T;L^2(\Omega))} + \|u_0\|_{H^s(\Omega)}\right)$$

$$+ |\log N|^{2s} \left(\|\bar{r}\|_{L^2(0,T;H^{1+s}(\Omega))} + \|u_0\|_{H^{1+s}(\Omega)}\right).$$

To handle the term $R_{\mathcal{F}_R}^r - P_{\mathcal{F}_R}^r$, we invoke the discrete counterpart of Step 2 in Lemma 4.4 that is an argument based on summation by parts, to arrive at

$$(\text{tr}_\Omega(R_{\mathcal{F}_R}^r - P_{\mathcal{F}_R}^r), \bar{Z}_{\mathcal{F}_R}^r - \bar{r})_{L^2(Q)} \leq 0.$$  

Using the solutions to (6.9) and (6.10), we write

$$(\text{tr}_\Omega P_{\mathcal{F}_R}^r + \mu \bar{Z}_{\mathcal{F}_R}^r, \Pi_{\mathcal{F}_R}^T \bar{r} - \bar{r})_{L^2(Q)} = (\text{tr}_\Omega \bar{p} + \mu \bar{r}, \Pi_{\mathcal{F}_R}^T \bar{r} - \bar{r})_{L^2(Q)}$$

$$+ (\text{tr}_\Omega (P_{\mathcal{F}_R}^r \pm Q_{\mathcal{F}_R}^r - \bar{p}), \Pi_{\mathcal{F}_R}^T \bar{r} - \bar{r})_{L^2(Q)} + \mu (Z_{\mathcal{F}_R}^r - \bar{r}, \Pi_{\mathcal{F}_R}^T \bar{r} - \bar{r})_{L^2(Q)} = I + II + III.$$ 

Using the properties of the projector $\Pi_{\mathcal{F}_R}^T$ and the smoothness of $\bar{p}$ and $\bar{r}$, we have

$$I = (\text{tr}_\Omega \bar{p} + \mu \bar{r} - \Pi_{\mathcal{F}_R}^T (\text{tr}_\Omega \bar{p} + \mu \bar{r}), \Pi_{\mathcal{F}_R}^T \bar{r} - \bar{r}) \lesssim \tau \left(\|\text{tr}_\Omega \bar{p} + \mu \bar{r}\|_{H^1(0,T;L^2(\Omega))}\right)$$

$$+ h_{\mathcal{F}_R}\|\text{tr}_\Omega \bar{p} + \mu \bar{r}\|_{L^2(0,T;H^s(\Omega))}) (\tau\|\bar{r}\|_{H^1(0,T;L^2(\Omega))} + \|u_0\|_{H^{1+s}(\Omega)}).$$

The term II can be handled by repeating the arguments of Steps 2 and 3, while III is controlled by a trivial application of the Cauchy Schwarz inequality.

5 The assertion follows from collecting all the estimates we obtained in previous steps and recalling that $h_{\mathcal{F}_R} \approx N^{-\frac{1}{s+1}}$.

On the basis of Lemma 6.2 we derive the following important result.

**Theorem 6.3** (control error estimates: $s \in (0,1)$ and $\gamma = 1$). Let $\bar{z}$ be the solution to the space-time fractional optimal control problem (1.1) and (1.3) and let $\bar{Z}_{\mathcal{F}_R}^r$ be the solution to the fully-discrete optimal control problem of (6.1). In the framework of Lemma 6.2 we have the following error estimate

$$\|\bar{z} - \bar{Z}_{\mathcal{F}_R}^r\|_{L^2(Q)} \lesssim \tau + |\log N|^{2s} N^{-\frac{1}{s+1}},$$

where the hidden constant is independent of the discretization parameters but depends on the problem data.

**Proof.** The result follows from Lemmas 4.4 and 6.2 in conjunction with an appropriate selection of the parameter $\gamma$, as detailed in [29, Remark 5.5] and Corollary 5.17.

We conclude with an error estimate for the state in the $L^2(0,T;H^s(\Omega))$-norm.

**Theorem 6.4** (state error estimates: $s \in (0,1)$ and $\gamma = 1$). Let $\bar{u}$ be the optimal state of the space-time fractional optimal control problem (1.1) and (1.3) and let $\bar{U}_{\mathcal{F}_R}^r$ be defined as in (6.6). In the framework of Lemma 6.2, we have the following error estimate

$$\|\bar{u} - \bar{U}_{\mathcal{F}_R}^r\|_{L^2(0,T;H^s(\Omega))} \lesssim \tau + |\log N|^{2s} N^{-\frac{1}{s+1}}.$$
where the hidden constant is independent of the discretization parameters but depends on the problem data.

Proof. We first write
\[ \| \bar{u} - \bar{U}_{\partial \Omega} \|_{L^2(0,T;H^s(\Omega))} \leq \| \text{tr}_\Omega (\bar{W} - \bar{v}) \|_{L^2(0,T;H^s(\Omega))} + \| \text{tr}_\Omega \bar{v} - \bar{U}_{\partial \Omega} \|_{L^2(0,T;H^s(\Omega))}, \]
and note that the first term is controlled in \((4.9)\). The second term is handled by noticing that
\[ \| \text{tr}_\Omega \bar{v} - \bar{U}_{\partial \Omega} \|_{L^2(0,T;H^s(\Omega))} = \| \text{tr}_\Omega (\bar{v} - \bar{V}_{\partial \Omega}) \|_{L^2(0,T;H^s(\Omega))} \]
\[ \leq \| \text{tr}_\Omega (\bar{v} - \bar{V}_{\partial \Omega}(\bar{r})) \|_{L^2(0,T;H^s(\Omega))} + \| \text{tr}_\Omega (V_{\partial \Omega}(\bar{r}) - \bar{V}_{\partial \Omega}) \|_{L^2(0,T;H^s(\Omega))}. \]

Since \( f + \bar{r} \in H^1(0,T;L^2(\Omega)) \), the first term on the right hand side of this inequality is estimated using the error estimates for the discrete scheme presented in \([27, \text{Theorem 5.4}]\). The second one can be handled by invoking the stability of the discrete scheme and the error estimates of Theorem 6.3. Collecting these bounds we obtain the result. \( \Box \)

6.3. Convergence. Let us now consider the case when either \( \gamma, s \in (0,1) \), or the problem data is not smooth enough to yield the error estimates of \([6.2]\) and elucidate the general convergence properties of the fully discrete scheme. Notice that we are not only approximating the state equation via discretization, but we are also approximating the cost, so convergence of discrete optimal controls to the continuous one is not immediate. To begin, as in Definition 5.1, we introduce the discrete control to state operator
\[ S^T_{\mathcal{F}_\gamma} : Z(\mathcal{F}_\gamma) \ni Z_{\mathcal{F}_\gamma} \mapsto V^T_{\mathcal{F}_\gamma} \in \mathcal{V}(\mathcal{F}_\gamma), \]
where \( V^T_{\mathcal{F}_\gamma} \) solves the discrete state equation \((6.5)\). Notice that the stability estimates implicit in Theorems 5.1 and 5.3 \([27, \text{Lemma 5.1}]\) yield that, for all \( \gamma, s \in (0,1) \) the family \( \{ S^T_{\mathcal{F}_\gamma} \} \) is uniformly bounded for \( f, Z_{\mathcal{F}_\gamma} \in L^2(Q) \). Moreover, the error estimates imply the pointwise convergence of these operators so that, by the uniform boundedness principle, they converge uniformly to \( S \). This will be crucial in showing convergence.

With the discrete control to state operators at hand, like in \((3.2)\), we define the reduced cost functional by
\[ F^T_{\mathcal{F}_\gamma}(Z_{\mathcal{F}_\gamma}) = J^T_{\mathcal{F}_\gamma}(S^T_{\mathcal{F}_\gamma} Z_{\mathcal{F}_\gamma}, Z_{\mathcal{F}_\gamma}) \]
\[ = \frac{1}{2} \| \text{tr}_\Omega S^T_{\mathcal{F}_\gamma} Z_{\mathcal{F}_\gamma} - u_d^2 \|^2_{L^2(H^s(\Omega))} + \frac{\mu}{2} \| Z_{\mathcal{F}_\gamma} \|^2_{L^2(H^s(\Omega))}. \]

The convergence of the fully discrete scheme is the content of the next result.

THEOREM 6.5 (convergence). The family \( \{ Z_{\mathcal{F}_\gamma} \}_{\mathcal{F}_\gamma} \) is uniformly bounded and it contains a subsequence that converges \( L^2(Q) \)-weak to \( \bar{r} \), the solution to the truncated optimal control problem. Moreover, if \( \gamma = 1 \) the convergence is strong.

Proof. Boundedness follows immediately from the fact that \( Z_{\mathcal{F}_\gamma} \) minimizes \( F^T_{\mathcal{F}_\gamma} \). If \( z_0 \in Z_{\text{ad}} \), then
\[ F^T_{\mathcal{F}_\gamma}(Z_{\mathcal{F}_\gamma}) \leq F^T_{\mathcal{F}_\gamma}(\Pi^T_{\mathcal{F}_\gamma} z_0) \lesssim \| z_0 \|^2_{L^2(Q)} + \| u_d \|^2_{L^2(Q)}, \]
where we used the uniform boundedness of \( \Pi^T_{\mathcal{F}_\gamma} \) and \( S^T_{\mathcal{F}_\gamma} \). This implies the existence of a (not relabeled) weakly convergent subsequence.
To show convergence of this subsequence to $\bar{r}$ we appeal to the theory of $\Gamma$-convergence, for which we need to verify several assumptions:

1. **Lower bound inequality:** Assume that $Z_{\mathcal{T}_{\mathcal{F}_1}}^\tau \rightharpoonup z$ in $L^2(Q)$. For $w \in L^2(Q)$, we have
   \[
   (S_{\mathcal{T}_{\mathcal{F}_1}}^\tau Z_{\mathcal{F}_1}^\tau - Sz, w)_{L^2(Q)} = (S_{\mathcal{T}_{\mathcal{F}_1}}^\tau z - Sz, w)_{L^2(Q)} + (S_{\mathcal{T}_{\mathcal{F}_1}}^\tau (Z_{\mathcal{F}_1}^\tau - z), w)_{L^2(Q)} = I + II.
   \]

The pointwise convergence of $S_{\mathcal{T}_{\mathcal{F}_1}}^\tau$ to $S$ shows that $I \to 0$, while their uniform convergence that $II \to 0$. In conclusion $S_{\mathcal{T}_{\mathcal{F}_1}}^\tau Z_{\mathcal{F}_1}^\tau \to Sz$. Lower semicontinuity of the norms and $u_d^\tau \to u_d$ in $L^2(Q)$ imply
   \[
   f(z) \leq \liminf F_{\mathcal{T}_{\mathcal{F}_1}}^\tau(Z_{\mathcal{F}_1}^\tau),
   \]
   which is what we needed to show.

2. **Existence of a recovery sequence:** Let $z \in Z_{\text{ad}}$, then $\Pi_{\mathcal{F}_1}^\tau z \in Z_{\text{ad}}(T, \mathcal{F}_1)$ converges strongly to $z$ in $L^2(Q)$. Consequently, $S_{\mathcal{T}_{\mathcal{F}_1}}^\tau \Pi_{\mathcal{F}_1}^\tau z \to Sz$ in $L^2(Q)$ as well. The continuity of $F_{\mathcal{T}_{\mathcal{F}_1}}^\tau$ then implies
   \[
   f(z) \geq \limsup F_{\mathcal{T}_{\mathcal{F}_1}}^\tau(\Pi_{\mathcal{F}_1}^\tau z).
   \]

3. **Equicoerciveness:** Since
   \[
   F_{\mathcal{T}_{\mathcal{F}_1}}^\tau(Z) \geq \frac{\mu}{2} \| Z \|_{L^2(Q)}^2,
   \]
   we have, by [9] Proposition 7.7, that the family $\{ F_{\mathcal{T}_{\mathcal{F}_1}} \}$ is equicoercive.

4. Steps 1 and 2 show the $\Gamma$-convergence of the discrete reduced costs $F_{\mathcal{T}_{\mathcal{F}_1}}^\tau$ to the reduced cost $f$. This implies, using [9] Corollary 7.20, that minimizers of $F_{\mathcal{T}_{\mathcal{F}_1}}^\tau$, if they converge, must do so to a minimizer of $f$. Step 3 and the uniqueness of the minimizer of the reduced cost $f$ are the conditions for the fundamental lemma of $\Gamma$-convergence [9] Corollary 7.24). In conclusion, $\{ Z_{\mathcal{F}_1}^\tau \}$ converges weakly to $\bar{r}$, the minimum of the truncated cost functional.

We conclude with the strong convergence for the case of $\gamma = 1$, which follows from the a priori estimates. Namely, a basic energy estimate for scheme (6.5), together with a slight modification of Lemma 5.2 imply that
   \[
   \tau^{-1} \| \tau \Omega(S_{\mathcal{T}_{\mathcal{F}_1}}^\tau Z_{\mathcal{F}_1}^\tau - Sz, S_{\mathcal{T}_{\mathcal{F}_1}}^\tau Z_{\mathcal{F}_1}^\tau) \|_{L^\infty(\tau; T; L^2(\Omega))} + \| \tau \Omega S_{\mathcal{T}_{\mathcal{F}_1}}^\tau Z_{\mathcal{F}_1}^\tau \|_{L^2(0, T; H^1(\Omega))} \lesssim 1,
   \]
   where $\tau \Omega$ indicates the backward shift (in time) operator. These are, according to [11] Theorem 1], sufficient conditions for relative compactness of the family
   \[
   \{ S_{\mathcal{T}_{\mathcal{F}_1}}^\tau Z_{\mathcal{F}_1}^\tau \}_{\mathcal{T}_{\mathcal{F}_1} \in T_0, \tau > 0}.
   \]

By passing to a subsequence we get strong convergence. Denote now by $\bar{P}_{\mathcal{F}_1}$ the solution to the discrete adjoint equations (6.7) with right hand side $S_{\mathcal{T}_{\mathcal{F}_1}}^\tau Z_{\mathcal{F}_1}^\tau - u_d^\tau$. Stability of (6.7) implies that the sequence $\{ \bar{P}_{\mathcal{F}_1} \}$ converges strongly in $L^2(Q)$.

Set $\tau = Z_{\mathcal{F}_1}^\tau$ and $Z = \Pi_{\mathcal{F}_1}^\tau \bar{r}$ in (4.7) and (6.8), respectively. Adding the derived inequalities we arrive at
   \[
   \mu \| \bar{r} - Z_{\mathcal{F}_1}^\tau \|_{L^2(Q)}^2 \leq (\tau \Omega(\bar{p} - \bar{P}_{\mathcal{F}_1})^\tau Z_{\mathcal{F}_1}^\tau - \bar{r})_{L^2(Q)} + (\tau \Omega \bar{P}_{\mathcal{F}_1} + \mu Z_{\mathcal{F}_1}^\tau, \Pi_{\mathcal{F}_1}^\tau \bar{r} - \bar{r})_{L^2(Q)}
   \]
   where $\bar{p}$ and $\bar{P}_{\mathcal{F}_1}$ solve (4.6) and (6.7), respectively. Using the definition of $\Pi_{\mathcal{F}_1}$ we immediately have that $(\tau \Omega \bar{P}_{\mathcal{F}_1} + \mu Z_{\mathcal{F}_1}^\tau, \Pi_{\mathcal{F}_1}^\tau \bar{r} - \bar{r})_{L^2(Q)} \to 0$. We handle the remaining term using the strong convergence of $\bar{P}_{\mathcal{F}_1}$.

This concludes the proof. \[\square\]
7. Numerical experiments. Let us illustrate the performance of the fully discrete scheme proposed in [6,1] for \( \gamma = 1 \) and the error estimates derived in [6,2].

7.1. Implementation. The implementation has been carried out in MATLAB\textsuperscript{©}. The stiffness and mass matrices of the discrete system (6.5) are assembled exactly, and the respective forcing boundary term are computed by a quadrature formula which is exact for polynomials of degree 4. The resulting linear system is solved by using the built-in direct solver of MATLAB\textsuperscript{©}. To solve the minimization problem, we use the projected BFGS method with Armijo line search; see [17]. The optimization algorithm is terminated when the \( \ell^2 \)-norm of the projected gradient is less or equal to \( 10^{-9} \).

To illustrate the error estimates of [6,2] we need an exact solution to the fractional control problem (1.1)–(1.3). Let \( n = 2, \mu = 1, \Omega = (0, 1)^2 \), and \( L = -\Delta \). In this setting, the eigenpairs of \( L \) are:

\[
\lambda_{k,l} = \pi^2 (k^2 + l^2), \quad \varphi_{k,l}(x_1', x_2') = \sin(k\pi x_1') \sin(l\pi x_2') \quad k, l \in \mathbb{N}.
\]

Set \( \bar{u} = e^t \sin(2\pi x_1') \sin(2\pi x_2') \), which yields \( f = (1 + \lambda_{2,2})e^t \sin(2\pi x_1') \sin(2\pi x_2') - \bar{z} \). Set also \( \bar{p} = -\mu(T-t)e^t \sin(2\pi x_1') \sin(2\pi x_2') \). Definition (3.4) then yields \( u_0 = [1 - \mu(-1 + (1 - \lambda_{2,2})(T-t))]e^t \sin(2\pi x_1') \sin(2\pi x_2') \). Finally, we set \( a = 0 \) and \( b = 0.5 \). The projection formula (3.15) gives the value of \( \bar{z} \). This defines, for any \( s \in (0, 1) \), the data and solution to the optimal control problem (1.1)–(1.3).

7.2. Convergence rates in space. Let \( K = 1400 \). The asymptotic relations

\[
\| \bar{z} - \bar{Z}_{G_0} \|_{L^2(0,T;L^2(\Omega))} \approx N^{-\frac{1}{4}}, \quad \| \bar{u} - \bar{U}_{G_0} \|_{L^2(0,T;L^2(\Omega))} \approx N^{-\frac{3}{4}},
\]

are shown in Figure 7.1. The left panel illustrates the quasi-optimal rate of convergence for the optimal control with respect to the number of degrees of freedom \( N \) for all choices of the parameter \( s \) considered. As noted in [3, 27], in order to recover optimality, the state and adjoint equations must be discretized with the anisotropic refinement, in the extended dimension, dictated by (5.4).

From Figure 7.1 we can also observe that the approximate optimal state converges with a rate \( N^{-\frac{5}{4}} \). This rate is not discussed in this paper and will be part of a future work. The theoretical rate of convergence for the approximation of the optimal state...
A fractional space-time optimal control problem

is dictated by the results Corollary 5.6, \( N^{-\frac{1+s}{3}} \), which, in fact, is a consequence of the error estimate derived in [27, Proposition 4.7].

7.3. Convergence rates in time. Let \( N = 927828 \). The asymptotic relation

\[
\|z - \tilde{Z}\|_{L^2(0,T;L^2(\Omega))} \approx K^{-1},
\]

is shown in Figure 7.2 and illustrates the optimal decay rate in the control with respect to \( K \), for all choices of the parameter \( s \) considered.
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