Revisiting the Mazur bound and the Suzuki equality
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Among the few known rigorous results for time-dependent equilibrium correlations, important for understanding transport properties, are the Mazur bound and the Suzuki equality. The Mazur inequality gives a lower bound, on the long-time average of the time-dependent auto-correlation function of observables, in terms of equilibrium correlation functions involving conserved quantities. On the other hand, Suzuki proposes an exact equality for quantum systems. In this paper, we discuss the relation between the two results and in particular, look for the analogue of the Suzuki result for classical systems. This requires us to examine as to what constitutes a complete set of conserved quantities required to saturate the Mazur bound. We present analytic arguments as well as illustrative numerical results from a number of different systems.

**I. INTRODUCTION**

Time dependent equilibrium auto-correlation functions of physical observables play an important role in understanding dynamical properties of a system. In particular they tell us about the ergodicity of a given Hamiltonian system. In a seminal paper [1], Mazur discussed the long time average of such auto-correlation functions in the context of ergodicity. A rigorous lower bound was obtained for this quantity. In the classical description, we consider systems with phase space degrees of freedom $(x, p) = \{x_i, p_i\}, \, i = 1, 2, \ldots, N$ and $A = A(x, p)$ is some function of the phase space variables and describes some physical observable. The system dynamics is described by a Hamiltonian $H(x, p)$ and let us assume that apart from $H$ there are $R − 1$ other conserved quantities, not necessarily independent ones. We denote the set of conserved quantities as $I_R = \{I_1, I_2, \ldots, I_R\}$, with $I_1 = H − \langle H \rangle$, where $\langle \ldots \rangle$ denotes a thermal average over the Gibbs distribution $\rho = e^{−βH}/Z$ with $Z = \int dxdpe^{−βH}$. Without loss of generality, one can assume that $(I_k) = 0$ for all $k$. We define the correlations $C_{ij} = \langle I_i I_j \rangle$, and consider the quantity

$$D_A := \sum_{k, \ell} \langle I_k A \rangle C_{k\ell}^{-1} \langle I_\ell A \rangle,$$

which we will refer to as the Mazur bound. Let us also define the long time average of the temporal auto-correlation function of the observable $A$:

$$C_A := \lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau dt \langle A(t) A(0) \rangle,$$

where the average is again over the equilibrium Gibbs distribution. Mazur proved that

$$C_A \geq D_A.$$  

In [1] it was shown that this result could provide insights on the ergodicity of the variable or its absence. We briefly discuss the notion of ergodicity as indicated in the behavior of the correlation function. Let $\bar{A}(E) = \int dqdp \, A(q, p) \delta(E − H)/\int dqdp \, \delta(E − H)$ denote the microcanonical average of the observable. Then ergodicity implies $C_A = \langle \bar{A}^2(E) \rangle$ and in the thermodynamic limit this leads to the equality,

$$C_A = \frac{\langle A ΔH \rangle^2}{\langle (ΔH)^2 \rangle},$$

where $ΔH = H − \langle H \rangle$. Allowing for the presence of extra conservation laws, the notion of sub-ergodicity was discussed in [2], which in modern terms relates to the idea of generalized Gibbs ensembles.

The Mazur bound can be proven for both classical and quantum systems as already noted in the original paper. For the case of quantum systems, an exact Mazur-type equality was derived by Suzuki, which hold when one includes a “sufficient” number of constants of motion. For example, in a quantum system with a Hilbert space of finite dimension $D$, a trivial complete set of constants of motion are the energy projection operators $\hat{P}_n = |n⟩⟨n|$ where $|n⟩$, with $n = 1, 2, \ldots, D$, denotes the energy eigenstates. Then (see later) it is easy to show that one obtains the equality in the Mazur relation in Eq. (3). Two natural questions that one could ask are: (i) instead of the projection operators, is it possible to obtain the equality with a smaller number of “local” constants of motion and (ii) does this result have a classical analogue. One of the aims of the present work is to discuss these questions and provide illustrative examples that clarify some subtle issues.

An important application of the Mazur relation has been in the context of transport properties of integrable systems [3, 10]. The auto-correlation functions involving currents corresponding to conserved quantities are
related to transport coefficients via the Green-Kubo formulas. In particular, the asymptotic long time saturation value of the auto-correlation, $C_A$, gives the so-called Drude weight which is the strength of the zero-frequency component of the conductivity and implies ballistic transport. It was pointed out in [1] that the Mazur bound can be used to prove the presence of a finite Drude weight for integrable systems. This was used to prove ballistic transport in one-dimensional systems such as the quantum spin-1/2 XXZ chain [2] and the Toda lattice [3].

For classical integrable systems with $N$ degrees of freedom, the set of exactly $N$ independent constants of motion, which we denote by $\{Q_i\}$, is in some sense special and in fact their existence defines integrability (e.g. one can construct action-angle variables). One might expect that this set should be sufficient to saturate the Mazur bound. However, the numerical study in [11] found that one needs to include bilinear combinations of the conserved quantities, of the form $Q_i Q_k$, in order to approach the equality. The study was restricted to systems of sizes $N = 4, 6, 8$ and an important question is whether the contribution of the bilinear terms vanishes in the thermodynamic limit. On the other hand, the situation is even more complicated in the quantum case since the notion of quantum integrability is not so well defined and a basic question is on the choice of the set of constants $I$ required to saturate the Mazur bound. These aspects will also be discussed in this paper.

The plan of the paper is as follows: In Sec. (II) we outline the proofs of the Mazur inequality and the Suzuki equality. In Sec. (III) we describe a procedure which leads to the classical analogue of the Suzuki equality. As illustrative examples, we then provide in Sec. (IV) explicit results, both numerical and analytical, on the application of the Mazur-Suzuki results in different physical systems. We conclude with a discussion in Sec. (V).

II. PROOF OF THE MAZUR AND SUZUKI RELATIONS

The Mazur bound: We start the discussion for a classical system. Consider an observable $Y$ whose time evolution is given by $Y(t) = Y(q_t, p_t)$ and let $\langle ... \rangle$ denotes an average over the canonical distribution $e^{-\beta H}/Z$. Using stationarity $\langle Y(t_1)Y(t_2) \rangle = \langle Y(t_1 - t_2)Y(0) \rangle$ and time reversal invariance $\langle Y(t)Y(0) \rangle = \langle Y(-t)Y(0) \rangle$ one can show, via the Wiener-Khinchine theorem, that the correlation can be expressed in terms of the power spectral density of the signal. Thus one has

$$\langle Y(t)Y(0) \rangle = \int_{-\infty}^{\infty} df S(f)e^{-2\pi ift}$$ \hspace{1cm} (5)

where $S(f) = \lim_{\tau \rightarrow \infty} \frac{1}{\tau} \int_{-\tau/2}^{\tau/2} Y(t)e^{-2\pi ift}^2 \geq 0$ \hspace{1cm} (6)

Application of the Wiener-Khinchine theorem then leads to the result

$$\langle Y(t)Y(0) \rangle = \lim_{\tau \rightarrow \infty} \frac{1}{\tau} \int_{0}^{\tau} \langle Y(t)Y(0) \rangle = S(0) \geq 0 .$$ \hspace{1cm} (7)

For a quantum system where now $Y, H$ are now Hermitian operators and with time evolution of $Y$ given by $Y(t) = e^{iHt}Y e^{-iHt}$ we note that

$$\langle Y(t)Y(0) \rangle = \sum_{n,m} |Y_{n,m}|^2 e^{i(E_n - E_m)t/\hbar} e^{-\beta E_n} Z ,$$ \hspace{1cm} (8)

where $Y_{n,m} = \langle n | Y | m \rangle$ are the matrix elements of the operator in the energy basis specified by states $|n \rangle$ and eigenvalues $E_n$. Performing a time average, all oscillatory terms with $E_n \neq E_m$ vanish and we get

$$\lim_{\tau \rightarrow \infty} \frac{1}{\tau} \int_{0}^{\tau} \langle Y(t)Y(0) \rangle = \sum_{n,m} \langle Y_{n,m} \rangle^2 e^{-\beta E_n} \geq 0 .$$ \hspace{1cm} (9)

Let us consider that our system has a set of conserved quantities $I_k, k = 1, 2, \ldots, R$ satisfying $\langle I_k \rangle = 0$, that we denote as $I_R$ and define the correlation matrix

$$C_{ij} = \langle I_i I_j \rangle .$$ \hspace{1cm} (10)

The correlation matrix is positive definite, so has a positive determinant and is invertible. In this case Mazur proves that for an observable $A$, one has the following bound:

$$C_A = \langle A(t)A(0) \rangle \geq \sum_{k,l} \langle I_k A \rangle C_{kl}^{-1} \langle I_l A \rangle .$$ \hspace{1cm} (11)

We denote the quantity on the right hand side, constructed out of $R$ conserved quantities, as $M_A^R$. The proof, valid for both classical and quantum systems, starts with the inequality in Eqs. (7, 9). Let us take $Y = A - \sum_{k=1}^{R} z_k I_k = A - z^T I$, where we denote any set of $R$ constants $\{I_k\}$ by the column vector $I$ and $z^T = (z_1, z_2, \ldots, z_R)$ is a set of arbitrary real numbers. Then we get

$$\langle Y(t)Y(0) \rangle = \langle (A(t) - z^T I)(A(0) - I^T z) \rangle$$

$$= \langle (A(t)A(0)) + z^T (I T Z) z - 2 (A I T) z \rangle .$$ \hspace{1cm} (12)

This quadratic form, in the variables $z$, is minimized for the choice $z = C^{-1} \langle A I \rangle$ which gives

$$\langle Y(t)Y(0) \rangle = \langle A(t)A(0) \rangle - \langle A I T \rangle C^{-1} \langle A I \rangle .$$ \hspace{1cm} (13)

Using Eq. (7) or Eq. (9) we then immediately get the Mazur inequality Eq. (11). Note that, without loss of generality, we can consider a new set of constants labeled $J_k$, linearly related to the earlier set $J = O^T I$ by the orthogonal transformation $O$ which diagonalizes the correlation matrix $C$. Then we get $\langle J J^T \rangle = O^T (I I^T) O = O^T C O = \text{Diag}([J_k^2])$. And then $\langle A I T \rangle C^{-1} = \langle A I \rangle = \ldots$
\[\langle AJ^T\rangle C^{-1} O \langle AJ\rangle = \sum_k \langle J_k A \rangle^2 / \langle J_k^2 \rangle.\] Hence, without loss of generality we can write Eq. \(11\) in the form
\[C_A \geq \sum_k \langle J_k A \rangle^2 / \langle J_k^2 \rangle.\] (14)

**The Suzuki equality:** On the other hand, Suzuki considers quantum systems with a discrete energy spectrum where, in the energy eigenbasis, the operator \(\hat{A}\) we have a complete basis of projection operators \(\rho_{\alpha} \) with \(\epsilon_\alpha = 1, 2, \ldots, \), and the Hilbert space could be finite or infinite dimensional. Then let us assume that there exist constants of motion \(I_k, k = 1, 2, \ldots, R\) (and \(R\) could be infinite) such that we can decompose the operator as
\[\hat{A} = \sum_k c_k I_k + \hat{A}',\] (15)
where, in the energy eigenbasis, the operator \(\hat{A}'\) satisfies \(\langle \alpha | \hat{A}' | \alpha \rangle = 0\) for all \(\alpha = 0\) and \(\langle \alpha | \hat{A}' | \alpha' \rangle = 0\) for degenerate levels with \(\epsilon_\alpha = \epsilon_\alpha'\). Then using \(Y = A\) in Eq. \(9\), Suzuki proves the equality
\[C_A = \sum_{k,\ell} \langle I_k A \rangle C_{-1} \langle I_\ell A \rangle = \sum_k \langle J_k A \rangle^2 \langle J_k^2 \rangle,\] (16)
where the second equality again follows on choosing the set \(J\) as linear combinations of the set \(I\) so that the correlation matrix \(C\) is diagonal. A trivial choice of the set \(J_k\) is simply to choose them as the projection operators corresponding to energy eigenstates (which is chosen to be orthonormal), i.e., we choose
\[J_n = |n > < n|,\] (17)
where \(|n\rangle\) runs through the full set of \(D\) energy eigenstates. Note that even when degeneracies are present, we can always choose a linear combination of the degenerate states such that the conditions on \(A'\) are satisfied. To get the strict equality, we need to take the full set of eigenstates. Thus, for systems with an infinite Hilbert space, such as a harmonic oscillator we need to consider a “generalized” microcanonical ensemble as
\[\bar{A}(x, p) = \lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau dt A(x_t, p_t),\] (18)
where \((x, p)\) is the initial condition, is by definition a conserved quantity. Let us also define the average of \(A\) in a “generalized” microcanonical ensemble as
\[\langle A \rangle_m (q) = \int dx dp A(x, p) \prod_{k=1}^\tau \delta(Q_k(x, p) - q_k) / \int dx dp \prod_{k=1}^\tau \delta(Q_k(x, p) - q_k),\] (19)
where \(q_k, k = 1, 2, \ldots, r\), are the constrained values of the constants of motion. For an ergodic function the time average obtained by starting from almost any initial condition satisfying the constrained values of the constants of motion, should be equal to the microcanonical average, i.e.
\[\bar{A}(x, p) = \langle A \rangle_m (Q) = a^{(0)} + \sum_k a^{(1)}_k Q_k + \sum_{k,l} a^{(2)}_{kl} Q_k Q_l + \ldots,\] (20)
where we assume that a Taylor series expansion of \(\langle A \rangle_m (I)\) is possible. This then implies that we can write
\[A(x_t, p_t) = a^{(0)} + \sum_k a^{(1)}_k Q_k + \sum_{k,l} a^{(2)}_{kl} Q_k Q_l + \ldots + g(x_t, p_t),\] (21)
For a non-degenerate spectrum, the determinant of the matrix above is non-vanishing and so we can invert the above equation to express the \(J_n\)s in terms of \(H\) and its higher powers. This means that for a generic quantum system with \(H\) as the only conserved quantity, the choice \(I = (I, H, H^2, \ldots, H^{D-1})\) will provide an equality for the corresponding Mazur bound.

Now we consider the following two questions, which are closely related:
(a) Is there a classical analogue to the Suzuki equality Eq. \(16\)?
(b) In the Suzuki equality, is it possible to replace the projection operators by more conventional conserved quantities, for e.g involving local operators? We expect that a finite and smaller number of such observables can give stronger bounds or exact equality than the energy projectors.

We shall attempt to answer the first question in the next section and then, in Sec. \(IV\), we will discuss specific examples which throw some light on both these questions.

**III. CLASSICAL ANALOGUE OF SUZUKI EQUALITY**

Consider a classical Hamiltonian system with \(N\) positional and \(N\) momentum degrees of freedom, and having \(r\) independent conserved quantities \(\{Q_j\}\). Then the finite time average
\[\bar{A}(x, p) = \lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau dt A(x_t, p_t),\] (22)
where \( g(t) = g(x_t, p_t) \) includes oscillatory contributions which average to zero. Constructing the set of conserved quantities \( \{ l_i \} = \{ 1, Q_1, Q_2, \ldots Q_r, Q_1^2, Q_1Q_2, \ldots, Q_1^3, \ldots \} \), we thus see that, in general we require the following infinite series expansion

\[
\tilde{A}(x, p) = \sum_s c_s l_s .
\] (23)

We now define averages \( \langle \ldots \rangle \) over the generalized Gibbs ensemble defined by \( \rho(x, p) = e^{-\sum_k \lambda_k Q_k}/Z_{\text{GGE}} \), where \( \lambda_k \) are intensive parameters that are conjugate to the variables \( Q_k \). Clearly this is an invariant measure. Taking averages over this distribution, we get \( c_r = \sum_s C_{rs} \langle A I_s \rangle \) where \( C_{rs} = \langle I_r I_s \rangle \). We further observe that

\[
\langle A I_r \rangle = \lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau dt \langle A(t) I_r \rangle
\]

\[
= \lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau dt \langle A(t) I_r(t) \rangle = \langle A I_r \rangle ,
\] (24)

where we used \( I_r = I_r(t) \) since this is a constant of motion, and the fact that the averaging is over a time invariant distribution. Thus, in matrix form, we have \( c = C^{-1} \langle A I \rangle \). Using this and Eq. (23) we finally get

\[
\lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau dt \langle A(t) A(0) \rangle
\]

\[
= \int \prod_{k=1}^r dQ_k e^{\sum_k \lambda_k Q_k} \lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau dt \langle A(t) A(0) \rangle_m(Q)
\]

\[
= \int \prod_{k=1}^r dQ_k e^{\sum_k \lambda_k Q_k} \langle \tilde{A}^2 \rangle
\]

\[
= \sum_{r,s} c_r c_s C_{rs} = c^T C c = \langle A I^T \rangle C^{-1} \langle A I \rangle .
\] (25)

This then is the expected form of the Suzuki equality for a classical system, the main point being that it is not sufficient to take a finite number of conserved quantities but, in general, it is required to take an infinite set comprising of powers of the standard independent conserved quantities. Secondly, we used the notion of ergodicity within the generalized constant \( Q \) ensemble and this is a necessary condition for the equality to be obtained. Note that while the above result has been derived for the GGE, the special case with \( Q_1 = H, \lambda_1 = \beta \) and \( \lambda_k = 0 \) for \( k = 2, 3, \ldots, R \), recovers the case with the usual Gibbs ensemble.

In the next section we will discuss specific examples to illustrate these points.

We note that for a classical system the usual definition of integrability for a system of \( 2N \) degrees of freedom is that there are \( N \) “independent” conserved quantities (i.e with vanishing Poisson brackets). This ensures that the system has a description in terms of action-angle variables and the Lyapunov exponent vanishes. However, the notion of “independent” conserved variables is different as far as the Mazur relation is concerned. Independence is now defined in terms of the scalar product \( \langle I_k I_k \rangle \). We show below that we can add a new conserved variable which is orthogonal to the existing set and this will always improve the bound, provided this new variable has some overlap with the measured observable \( A \).

**Results on bounds:** Let us denote the bound obtained for the choice of the orthonormal set \( \{ J_1, J_2, \ldots, J_{n-1} \} \) by \( B_{n-1} \). We add another conserved quantity \( I_n \) and ask as to how the new bound \( B_n \) changes.

**Proof that \( B_n > B_{n-1} \):** Note that the new vector \( I_n \) need not be orthogonal to the earlier vectors, so that in general \( \langle I_n J_i \rangle \neq 0 \) for \( i = 1, 2, \ldots, n - 1 \). Let \( \Delta_n \) be the determinant of the correlation matrix \( C \). Then one can show

\[
(B_n - B_{n-1}) \Delta_n = \left[ \sum_{k \neq n} \langle A J_k \rangle \langle J_k J_k \rangle \right] \prod_{k=1}^{n-1} \langle J_k J_k \rangle .
\] (26)

This proves that the addition of any linearly independent vector will in general improve the bound. We can construct the new vector \( I_n = J_n \) such that it is orthogonal to the previous existing set. In that case Eq. (26) leads to the expected result

\[
B_n - B_{n+1} = \frac{\langle A J_n \rangle^2}{\langle J_n J_n \rangle} .
\] (27)

**IV. EXAMPLES**

In this section we discuss a number of examples to illustrate and clarify the Mazur-Suzuki bounds and their applications.

**A. Classical anharmonic oscillator with a single conserved quantity**

We consider a single anharmonic oscillator described by the Hamiltonian

\[
H = \frac{p^2}{2} + \frac{k x^2}{2} + \alpha x^4 .
\] (28)

In this case we note that the system is always ergodic even when the non-linear term is absent (\( \alpha = 0 \)).

Let us first consider the harmonic case with \( \alpha = 0 \), for which both \( C_A \) and \( D_A \) can be computed exactly. In this case, if we set \( A = x^2 \) then \( C_A = 2 \langle x^4 \rangle \) and we can also verify that \( D_A = \langle AH \rangle^2/\langle H \rangle^2 = 2 \langle x^2 \rangle^4 \). So we see that the Mazur equality is satisfied with the choice \( I = \{ H \} \). However, for the observable \( A = x^4 \) we find \( C_A = 54 \langle x^8 \rangle \) but \( \langle AH \rangle^2/\langle H \rangle^2 = \langle (8/2)(x^2)^2 \rangle^2 \). In this case, one can easily verify that the Mazur equality occurs for the choice \( I = \{ H, H^2 \} \).
FIG. 1. Classical anharmonic oscillator: Parameter values — $k = 0.0, \alpha = 1.0$. Plots of auto-correlation functions for of the observable $A = x^2$, as obtained from direct simulations, compared with Mazur bounds for different choices of sets of conserved variables: $D_A^{(2)} = 0.609262$ is for the set $I_2 = \{1, H\}$, while $D_A^{(3)} = 0.620142$ is for the set $I_1 = \{1, H, H^2\}$, $D_A^{(4)} = 0.623109$ is for the set $I_1 = \{1, H, H^2, H^3\}$. We see a rapid convergence to $C_A$, the saturation value of the auto-correlation $A(t)A(0)$.

For the anharmonic case with $k = 0$ and $\alpha \neq 0$, it is no longer possible to compute either $C_A$ or $D_A$ analytically. For $A = x^2$ we plot in Fig. 1 the results from simulations and compare with the Mazur bound for different choices of the set $I$. Performing the required integrations numerically we find the following Mazur bounds for different $I$: $D_A = 0.456947$ for the set $I_1 = \{1\}$, $D_A^{(1)} = 0.543984$ for the set $I_1 = \{H\}$, $D_A^{(2)} = 0.609262$ is for the set $I_2 = \{1, H\}$, while $D_A^{(3)} = 0.620142$ for the set $I_3 = \{1, H, H^2\}$, $D_A^{(4)} = 0.623109$ for the set $I_4 = \{1, H, H^2, H^3\}$, and $D_A^{(5)} = 0.624347$ for the set $I_5 = \{1, H, H^2, H^3, H^4\}$. With increasing number of the conserved charges, we see a clear convergence of the Mazur bound to the numerically obtained saturation value for the autocorrelation, $C_A$.

**Main conclusions:** For the harmonic case, a finite number of conserved quantities in the set $I$ is sufficient to saturate the Mazur bound. However, the number of conserved quantities required, depends on the degree of the observable. In the nonlinear case, for any observable, one requires an infinite number of conserved variables, though the convergence to the Mazur bound is quite fast.

**B. Two site XXZ model: classical and quantum**

We consider the XXZ spin model with a transverse external magnetic field described by the following Hamiltonian

$$H = -(S_1^x S_2^x + S_1^y S_2^y) - \Delta(S_1^z S_2^z) - h(S_1^z + S_2^z).$$

(29)
For $h = 0$ the system has two conserved quantities $H$ and $S^z = S^z_1 + S^z_2$, while for $h \neq 0$, we expect $H$ to be the only conserved quantity. As the physical observable we consider the following three quantities:

$$A = S^z_1, \ (S^z_1)^2, \ S^x_1. \quad (30)$$

**Classical case:** In Figs. (2,3,4) we show plots of the corresponding correlation functions for the parameter sets $(\Delta, h) = (0.5, 0), \ (1.5, 1.0), \ (1.5, 0.1)$. For the integrable case, we use the set $I = (1, S^z, H, (S^z)^2, S^x H, H^2, \ldots)$ as our basis set for the Mazur bound, while for the non-integrable case, when $h \neq 0$, we use the set $I = (1, H, H^2, \ldots)$. We set $\beta = 1$ in all cases. We find that for the integrable case $h = 0$, shown in Fig. (2), we get convergence to the Mazur bound with the basic set of independent conserved quantities $I = (1, S^z, H)$, for the case of the observables $S^z_1$ and $S^z_2$. On the other hand, for the observable $[S^z_1]^2$, convergence to the Mazur value requires us to increase the number of conserved variables by considering products. Thus, this system exhibits ergodicity within the restricted phase space of constant $H$ and $S^z$.

However, for the non-integrable case shown in Figs. (3,4), it is clear that we do not get a convergence to the Mazur bound even on including higher powers of $H$. This is especially clear for the weak field case where it is expected that the system is highly non-ergodic and the non-convergence to the Mazur bound is a manifestation of this.

**Quantum case:** We next consider the quantum case where the Hamiltonian consists of 1/2 spins. We use the same parameter set $(\Delta, h) = (0.5, 0)$ for the integrable system, and the sets $(0.5, 1.0)$ and $(0.5, 0.1)$ for the non-integrable system. The set of conserved quantities that we use for integrable system is $I_1 = (1, S^z, H, S^z H)$, while we consider three cases for non-integrable case, i.e., $I_2 = (1, H), \ I_3 = (1, H, H^2), \ and \ I_4 = (1, H, H^2, H^3)$. Then, we use the formula in Eq. (25) to compute the corresponding Mazur bounds. We set $\beta = 1$ in all cases.

In Figs. (5,6,7) we show the results for the three parameter sets. As expected for a finite quantum system with a discrete spectrum, the oscillations of the auto-correlation do not die down, unlike the classical case. However, the long time average still exists of course, and we compare this with the Mazur bound.

For the integrable case, the numerical calculation of the exact long time limit for $A = S^z_1$ gives $C_A = 0.133106$, while that for $A = S^z_2$ gives $C_A = 0$. These values are perfectly reproduced by the formula (25) with the set $I_1$. For the non-integrable case with $(\Delta, h) = (0.5, 1.0)$, the exact value in the long time limit for $A = S^z_1$ is 0.173527. For each set of conserved quantities, one can obtain the value by the formula (25): 0.164074 for $I_2$, 0.164189 for $I_3$, and 0.173527 for $I_4$. Thus we get the equality $C_A = D_A$ with a finite set of powers of $H$. For $A = S^z_2$, we get $C_A = 0$, and $D_A = 0$ for all the choices of the set $I$. As seen in Fig. (7), this is also seen for the parameter set $(\Delta, h) = (0.5, 0.1)$. The fact that we need up to $H^3$ for saturation of the Mazur bound, follows from the discussion around Eq. (18).
FIG. 6. Quantum spins: Parameter values — $\Delta = 1.5, h = 1.0$. Plots of auto-correlation functions for $A = S^z_1$ and $A = S^z_{\hat{n}}$, as obtained from direct simulations, compared with Mazur bounds for different choices of sets of conserved variables. The dashed lines indicate integrals $t^{-1} \int_0^t dt' \langle A(t')A(0) \rangle$. We see that the saturation values quickly converge to the bound with a finite number of terms. For $A = S^z_1$, we get $C_A = 0.173$ and the bounds $D^{(1)}_A = 0.164074$ (green solid line), $D^{(2)}_A = 0.164189$ (dashed green line) and $D^{(3)}_A = 0.173$ (green dashed-dotted line), obtained respectively for the sets $I = (1, H), I = (1, H, H^2)$ and $I = (1, H, H^2, H^3)$. For $A = S^z_{\hat{n}}, D^{(n)}_A = 0$ value (black line) is obtained for all $n$.

C. Quadratic many-particle Hamiltonians

For the quantum case, we consider a fermionic system whose Hamiltonian can be expressed in the form

$$H = \sum_{i,j=1}^N \left[ \gamma_{ij} a_i^\dagger a_j + \sum \Delta_{ij} (a_i^\dagger a_j^\dagger + a_j a_i) \right], \quad (31)$$

and we take $\gamma$ and $\Delta$ to be real symmetric matrices. One can always consider a linear transformation to new fermionic variables $\{c_p\}, p = 1, 2, \ldots, N$, such that the Hamiltonian is reduced to the form $H = \sum c_p \hat{n}_p$, where $\hat{n}_p = c_p^\dagger c_p$ are then conserved quantities. Let us take $A = \sum_{pq} \alpha_{pq} c_p^\dagger c_q$ and let $\Delta A = A - \langle A \rangle$. Then we have

$$\langle A(t)A(0) \rangle = \sum_{pq} \sum_{rs} \alpha_{pq} \alpha_{rs} e^{i(\epsilon_p - \epsilon_q)t} \langle c_p^\dagger c_r^\dagger c_s c_q \rangle$$

$$= \langle A \rangle^2 + \sum_{pq} \sum_{rs} \alpha_{pq}^2 e^{i(\epsilon_p - \epsilon_q)t} \langle c_p^\dagger c_p^\dagger \rangle \langle c_q c_q \rangle$$

$$= \langle A \rangle^2 + \sum_{pq} \alpha_{pq}^2 e^{i(\epsilon_p - \epsilon_q)t} n_p (1 - n_q), \quad (32)$$

where $\langle A \rangle = \sum_k \alpha_{pp} n_p$. \quad (33)

Performing a time average and assuming non-degenerate $\epsilon_p$ we get

$$C_A = \langle \Delta A(t) \Delta A(0) \rangle = \sum_p \alpha_{pp}^2 n_p (1 - n_p). \quad (34)$$

Next we compute the Mazur bound with the set $I = (\Delta n_1, \Delta n_2, \ldots, \Delta n_N)$, where $\Delta n_p = n_p - \langle n_p \rangle$. We use the results

$$\langle (\Delta \hat{n}_p)^2 \rangle = n_p (1 - n_p)$$

$$\langle \Delta A \Delta \hat{n}_p \rangle = \langle A \hat{n}_p \rangle - \langle A \rangle n_p$$

$$\alpha_{pp} n_p (1 - n_p), \quad (35)$$

to get the Mazur bound

$$D_A = \sum_p \frac{\langle \Delta A \Delta \hat{n}_p \rangle^2}{\langle (\Delta \hat{n}_p)^2 \rangle} = \sum_p \alpha_{pp}^2 n_p (1 - n_p), \quad (36)$$

and so we get equality to $C_A$ obtained in Eq. (34).

For the harmonic crystal we consider the classical case though an extension to the quantum case is straightforward.

$$H = \sum_i \frac{p_i^2}{2} + \frac{1}{2} \sum_{l,m} \phi_{l,m} x_l x_m \quad (37)$$

$$= \frac{p^T p}{2} + \frac{1}{2} \phi^T x, \quad (38)$$
where $\phi$ denotes the force matrix. Let $U$ be the normal mode transformation that is orthogonal $U^TU = I$ and diagonalizes $\phi$, i.e., $U^T \phi U = \Omega^2$. Transforming to normal mode coordinates $X = U^{-1}x$, where $X$ is a column vector $X_1, X_2, \ldots, X_N$ we get

$$H = \frac{P^T P}{2} + \frac{X^T \Omega^2 X}{2} = \sum_k H_k,$$  
where $H_k = \frac{P_k^2}{2} + \frac{X_k^2}{2}$. (40)

For simplicity we will assume that the spectrum $\Omega_k$ is non-degenerate. For our observable we consider a quadratic form expressed in terms of the normal mode variables as $A(t) = \sum_{k,p} \alpha_{kp} X_k X_p$, where $\alpha_{kp} = \alpha_{pk}$ and then define $\Delta A(t) = A(t) - \langle A \rangle$. Then we have

$$\langle A(t)A(0) \rangle = \sum_{pqrs} \alpha_{pq} \alpha_{rs} \left[ \langle X_p \cos \Omega_p t + P_p \sin \Omega_p t \rangle \right] X_r X_s \times \left[ \langle X_q \cos \Omega_q t + P_q \sin \Omega_q t \rangle \right] = \langle A \rangle^2 + 2T^2 \sum_{pq} \frac{\alpha_{pq}^2}{\Omega_p^2} \cos \Omega_p t \cos \Omega_q t,$$
\[
\text{where } \langle A \rangle = T \sum_k \frac{\alpha_{kk}}{\Omega_k}.
\]

Hence, on performing a time average we get

$$C_A = \langle \Delta A(t) \Delta A(0) \rangle = \langle A(t)A(0) \rangle - \langle A \rangle^2 = 2T^2 \sum_p \frac{\alpha_{pp}^2}{\Omega_p^2}.$$  
(42)

For the Mazur bound we use the set $I = (\Delta H_1, \Delta H_2, \ldots, \Delta H_N)$, where $\Delta H_p = H_p - \langle H_p \rangle$. We note that

$$\langle H_p \rangle = T, \langle H_p^2 \rangle = 2T^2,$$
$$\langle \Delta H_p \Delta H_p \rangle = T^2 \delta_{pq},$$
$$\langle \Delta A \Delta H_p \rangle = \langle AH_p \rangle - \langle A \rangle \langle H_p \rangle = T^2 \frac{\alpha_{pp}}{\Omega_p^2}.$$  
(43)

Using these we compute $\sum_p \frac{\langle \Delta A \Delta H_p \rangle^2}{\langle \Delta H_p \rangle^2}$ and find that this precisely gives the expression in Eq. (42) and so we verify that the Mazur bound gives us the equality $C_A = D_A$.

D. Toda chain

We next consider the many-body classical Toda chain which is an example of an interacting integrable system with non-trivial decay of current correlations [12]. It is defined with the Hamiltonian [13]:

$$H(\{p_i, r_i\}) = \sum_{i=1}^N \epsilon_i = \sum_{i=1}^N \frac{p_i^2}{2} + V(r_i),$$  
(44)

where $r_i = x_{i+1} - x_i$ and $V(r) = e^{-r}$. We write the equations of motion in the form

$$\dot{r}_i = p_{i+1} - p_i,$$
$$\dot{p}_i = e^{-r_{i-1}} - e^{-r_i},$$  
(45)

for $i = 1, 2, \ldots, N$, and with the periodic boundary conditions $p_{n+1} = p_1$, $r_0 = r_N$. These equations of motion can be cast in a Lax matrix form, namely, $\frac{dL}{dt} = [M, L]$, where the matrix $L$ is defined as

$$L = \begin{pmatrix}
    b_1 & a_1 & \ldots & a_N \\
    a_1 & b_2 & a_2 & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    a_N & 0 & \ldots & b_N,
\end{pmatrix},$$  
(47)

with $b_i = p_i/2$ and $a_i = \frac{1}{2}e^{-r_i/2}$, while $M = L_+ - L_-$ is the difference between the upper and lower triangular parts of matrix $L$. Since $M$ is an antisymmetric matrix, the eigenvalues of $L$ are time-independent [14, 15] and the $N$ local independent conserved quantities $Q_n, n = 1, 2, \ldots, N$, of the Toda lattice can be written as

$$Q_n = \frac{2}{(n - 1)!} \text{Tr} [L^n] = \frac{2}{(n - 1)!} \sum_{i=1}^N (L^{n})_{i,i}.$$  
(48)

In particular we see that $Q_1 = \sum_i p_i$ is the total momentum, and $Q_2 = \sum_i \epsilon_i$ is the total energy of the system. Note that the above form means that the $n$-th conserved quantity can be written as a sum over local conserved densities $Q_n = \sum_i q_n(i)$, where $q_n(i) = [2/(n - 1)!] (L^n)_{i,i}$ depends on the degrees of freedom of $n$ neighboring particles. The explicit expressions of the first few conserved quantities up to an overall constant are given in [11]. Apart from the $N$ independent conservation laws, there is an extra conserved quantity $Q_0 = \sum_{i=1}^N r_i$, which is the total length of the periodic ring and is important for the hydrodynamic description of the system [16, 17].

Corresponding to the local conserved densities, $q_n(j)$ we can construct local currents. Using the Lax-matrix equation of motion one finds $\frac{d}{dt} q_n(i) = \frac{1}{(n - 1)!} (-2a_i L_{i+1}^n + 2a_{i-1} L_{i-1}^n)$, which has the form of a continuity equation $dq_n(i)/dt = j_n(i) - j_n(i+1)$ with the local current given by $j_n(i) = \frac{1}{(n - 1)!} a_i L_{i-1}^n$. We define the corresponding total current $J_n = \sum_i j_n(i)$.

The first few local currents are the stretch current, $j_0(i) = -p_i$, the momentum current, $j_1(i) = -V'(r_i)$, and the energy current, $j_2(i) = -p_i V'(r_i)$. In the thermodynamic limit, the average currents in the Generalized Gibbs ensemble in the Toda chain have recently been computed explicitly using the framework of generalized hydrodynamics [18, 19].

Here we focus on the decay of the correlations of the total momentum and energy currents, $J_1$ and $J_2$ in finite chains. Subtracting the mean we define

$$A_n(t) = J_n(t) - \langle J_n \rangle,$$  
(49)
where the average \(<\ldots>\) is over the Gibbs ensemble \(\rho = e^{-\beta(H+P\sum_r r_i)}/Z(\beta, P)\), with \(Z\) the normalization being specified by the inverse temperature \(\beta\) and pressure \(P > 0\). We compute the quantity \(\frac{1}{N} \langle A_n(t)A_n(0)\rangle\), \(n = 1, 2\) and its long time average from microscopic evolution of Eq. \((10)\). At large times the correlation is bounded by the Mazur value given by Eq. \((25)\). We compute this bound numerically, for different choices of the set \(\{I_r\}\), as an equilibrium average over the same Gibbs ensemble and compare with the corresponding time average.

The decay of the energy current in this model was studied in \([11]\), where it was found that for finite chains \((N = 4, 6, 8)\), it was in fact necessary to consider projections of the energy current to products of the independent conserved quantities, in order to obtain saturation of the Mazur bound. Here, using the ideas developed in \([13]\) we use a numerical approach that uses the Lax-matrix construction to compute the equal time correlations. The basic idea is to first note that the Gibbs measure is in the product form \(\rho = \prod_{i=1}^N e^{-\beta(p_i^2+V(r_i)+P r_i)}/Z\), with \(Z = \int_0^\infty dp \int_0^\infty dr e^{-\beta(p^2+V(r)+Pr)}/Z\), which means that the elements of the Lax-matrix, \(b_i\) are Gaussian distributed, while the \(a_i\) are from a Chi-square distribution \([13]\). Secondly, we have seen that the currents are expressible in terms of the Lax-matrix. Hence an efficient numerical scheme is to generate an ensemble of \(L\) matrix copies and find the required averages. Using this approach we are able to study systems up to size \(N = 10\). In our studies we set \(\beta = 1, P = 1\) and the averages, for both sides of Eq. \((25)\), are obtained over \(\approx 10^6 - 10^8\) samples.

We test Mazur bounds for the momentum current \(\langle A_1(t)\rangle\) and the energy current \(\langle A_2(t)\rangle\) of the Toda chain in Fig. \((8)\) for \(N = 4\) and for \(N = 6\) in Fig. \((9)\). The long time decay of current auto-correlation is compared with Mazur bounds for two different choices of sets of conserved variables: the first set involves \(N + 1\) conserved quantities \(\{I_1 = \{Q_n\}, n = 0 \ldots N\}\), while the second set has the \(N + 1\) conserved quantities along with their \((N+1)(N+2)/2\) products \(\{I_2 = \{Q_n Q_m\}, n = 0 \ldots N\}\). Note that \(A_1\) is even under time reversal symmetry which makes its non-zero overlap only with even conserved charges (i.e. 0, 2, 4, ...), while \(A_2\) is odd under time reversal which has non-zero overlap with odd conserved charges or products of conservation charges which are odd.

In Figs. \((8, 9, 10, 11)\), we plot the auto-correlation functions of \(A_1\) and \(A_2\) and compare them with the Mazur bounds obtained with the two conserved sets \(\{I_1\}\) and \(\{I_2\}\). The time-averaged correlation value, \(C_A\) and the Mazur bounds are tabulated in Tables \((11)\).
| \( N \) | \( D_{A}^{(1)} \) | \( D_{A}^{(2)} \) | \( C_{A} \) | \( C_{A} - D_{A}^{(1)} \) |
|-----|-----|-----|-----|-----|
| 4   | 0.7805 ± 0.0003 | 0.8349 ± 0.0003 | 0.8360 ± 0.00016 | 0.056 |
| 6   | 0.7804 ± 0.0003 | 0.8165 ± 0.0003 | 0.8176 ± 0.00016 | 0.037 |
| 8   | 0.7802 ± 0.0003 | 0.8083 ± 0.0003 | 0.8083 ± 0.00018 | 0.028 |
| 10  | 0.7811 ± 0.0003 | 0.8036 ± 0.0003 | 0.8035 ± 0.00017 | 0.022 |

TABLE I. Values of the time-averaged momentum current auto-correlation, \( C_{A} = \frac{1}{T} \int_{0}^{T} \langle A_{1}(t)A_{1}(0) \rangle dt \), and the Mazur values \( D_{A}^{(1)} \) and \( D_{A}^{(2)} \) for increasing system sizes.

| \( N \) | \( D_{A}^{(1)} \) | \( D_{A}^{(2)} \) | \( C_{A} \) | \( C_{A} - D_{A}^{(1)} \) |
|-----|-----|-----|-----|-----|
| 4   | 1.3742 ± 0.0005 | 1.4094 ± 0.0007 | 1.4109 ± 0.0003 | 0.037 |
| 6   | 1.3757 ± 0.0005 | 1.3988 ± 0.0007 | 1.3993 ± 0.0003 | 0.023 |
| 8   | 1.3766 ± 0.0005 | 1.3937 ± 0.0002 | 1.3933 ± 0.0003 | 0.017 |
| 10  | 1.3770 ± 0.0005 | 1.3905 ± 0.0003 | 1.3901 ± 0.0003 | 0.013 |

TABLE II. Values of the time-averaged energy current auto-correlation, \( C_{A} = \frac{1}{T} \int_{0}^{T} \langle A_{2}(t)A_{2}(0) \rangle dt \), and the Mazur values \( D_{A}^{(1)} \) and \( D_{A}^{(2)} \) for increasing system sizes.

**Main observation**: Consistent with the observations in [11] we see here that, for both the momentum and energy currents, for finite chains the equality \( C_{A} = D_{A}^{(2)} \) seems to be obtained (up to our numerical error bars), where \( D_{A}^{(2)} \) is constructed from the set \( I_{2} \) that includes both the independent conserved quantities \( \{ Q_{n} \} \), as well as all products \( \{ Q_{n}Q_{j} \} \). Secondly as seen from the entries in the fifth column of Tables I,II, we see that with increasing chain length the relative difference \((C_{A} - D_{A}^{(1)})/C_{A}\) seems to be decreasing. In Fig. 12 we see that the absolute difference \( C_{A} - D_{A}^{(1)} \) decreases as 1/\( N \) with increasing system size. It is thus plausible that the equality \( C_{A} = D_{A}^{(1)} \) is obtained in the thermodynamic limit.

**V. DISCUSSION**

We examined the relation between the Mazur inequality and the Suzuki equality. In particular we asked as to when, for classical systems, the Mazur inequality become an equality. In that case the time averaged autocorrelation, \( C_{A} \), of an observable \( A \) would be exactly equal to the Mazur bound, \( D_{A} \). A crucial point is the choice of conserved quantities to be included while constructing the \( D_{A} \). In general, a classical system with \( N \) coordinate degrees of freedom will have a small number of independent conserved quantities, while integrable systems have exactly \( N \) independent conserved quantities. We label these independent conserved quantities as \( Q \). Then we argue that an equality between \( C_{A} \) and \( D_{A} \) can be obtained if the dynamics is ergodic in the restricted phase-space (microcanonical surface with fixed constants of motion). However, for a finite system, while constructing \( D_{A} \) it is not sufficient to consider only the set \( Q \) but also in general, all higher powers such as

![Fig. 11. Toda chain with \( N = 10 \): Plots of auto-correlation functions for momentum current \( \langle A_{1}(t)A_{1}(0) \rangle \) and energy current \( \langle A_{2}(t)A_{2}(0) \rangle \) (solid lines). The Mazur bounds for momentum current \( D_{A}^{(1)} = 0.7811 \) from the set \( I_{1} \) and \( D_{A}^{(2)} = 0.8036 \) from the set \( I_{2} \) are shown as dashed lines. For the energy current, the corresponding Mazur bounds are \( D_{A}^{(1)} = 1.3772 \) and \( D_{A}^{(2)} = 1.3905 \). All parameters are as in Fig. 8.](image1)

![Fig. 12. Toda chain: The difference of \( C_{A} - D_{A}^{(1)} \), plotted in log-log scale, as a function of \( N \) for the momentum current (left panel) and the energy current of the Toda chain. The data is enumerated in Tables I and II. The solid lines have slopes \(-1\) and indicate a \( \sim 1/N \) decay.](image2)
equality, one needs to consider not just the \( \{Q_j Q_k, Q_j Q_k Q_l, \ldots \} \). The set of conserved quantities used in constructing \( D_A \) was denoted by \( I \). The numerical examples of an anharmonic oscillator and two coupled spins were used to illustrate these points. The coupled spin system is on example where the equality is not satisfied, presumably because of lack of ergodicity.

The set \( I \) required to get the equality of course depends on the observable. We showed that for quadratic Hamiltonians, either classical or quantum, for a quadratic observable, the set \( Q \) was sufficient while for a quartic observable, the set \( \{Q_j, Q_k\} \) has to be added. We note that related ideas have been discussed in the context of eigenstate hypothesis (ETH), where it has been pointed out that in order to quantify diagonal fluctuations, it is necessary to take not just projections on local conserved quantities but also products of conserved quantities [20].

Finally we considered the integrable Toda chain and numerically studied the momentum and energy current correlations and found that, in order to get the Mazur equality, one needs to consider not just the \( N \) independent constants of motion, but also higher powers. We presented evidence that the contribution of higher powers decrease with system size as \( 1/N \) and could vanish in the thermodynamic limit. We are not aware of a proof of this, though one can imagine one along the lines leading to Eq. [4]. While this seems straight-forward for a system with a finite number of constants of motion, this may be less trivial to demonstrate for classical integrable system with a macroscopic number of constants of motion.
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