Detecting Requirements Smells With Deep Learning: Experiences, Challenges and Future Work
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Abstract—Requirements Engineering (RE) is one of the initial phases when building a software system. The success or failure of a software project is firmly tied to this phase, based on communication among stakeholders using natural language. The problem with natural language is that it can easily lead to different understandings if it is not expressed precisely by the stakeholders involved. This results in building a product which is different from the expected one. Previous work proposed to enhance the quality of the software requirements by detecting language errors based on ISO 29148 requirements language criteria. The existing solutions apply classical Natural Language Processing (NLP) to detect them. NLP has some limitations, such as domain dependability which results in poor generalization capability. Therefore, this work aims to improve the previous work by creating a manually labeled dataset and using ensemble learning, Deep Learning (DL), and techniques such as word embeddings and transfer learning to overcome the generalization problem that is tied with classical NLP and improve precision and recall metrics using a manually labeled dataset. The current findings show that the dataset is unbalanced and which class examples should be added more. It is tempting to train algorithms even if the dataset is not considerably representative. Whence, the results show that models are overfitting; in Machine Learning this issue is addressed by adding more instances to the dataset, improving label quality, removing noise, and reducing the learning algorithms complexity, which is planned for this research.

Index Terms—RE, Deep Learning, Natural Language Processing

I. INTRODUCTION

A crucial activity in the software development life cycle is RE [1]–[3]. RE involves three key activities, requirements elicitation, specification, and validation [4], [5]. This research focus on improving the requirements specification activity, and improvement in requirements itself mean making them fathomable; therefore, this can be helpful for the validation activity too. Requirements for the software to be developed are expressed in natural language by the stakeholders who have limited or lack knowledge in the software engineering domain [5]–[8]. Sommerville [4] states that “customers for a system often find it difficult to translate their goals into measurable requirements,” which results in the requirements being taint with ambiguities and general terms [9]. Therefore, [4] proposes that the requirements should be rewritten quantitatively to test them objectively. For example, ISO 29148 suggests words to be avoided in software requirements [9]: superlatives, subjective language, vague pronouns, ambiguous adverbs and adjectives, open-ended and non-verifiable terms, comparatives phrases, loopholes, incomplete references, and negative statements.

Imprecise requirement specifications can lead to disputes between software engineers and customers because they can be misinterpreted [4]. Software requirements that are ambiguous and are expressed in general terms heavily cost the software project both in terms of time and budget [5].

One approach for validating requirements to support quality management and reduce time and budget can be manual inspection to follow the language criteria prescribed within ISO 29148 to determine the defects in the requirements [9].

Another approach would be to build a tool to enhance requirements quality automatically. Although there is limited research in this specific area [10], [11] and [12] are reasonable attempts using NLP in this direction. However, both studies are presenting a low precision and recall. Moreover, both report a poor generalization capability of the approach over the domain as the most significant limitation of their work.

Nevertheless, a more robust approach to detect requirements smell[1] and precise method to this challenge is combining Deep Learning with classical NLP since Deep Learning is recognized for greater generalization and solid prediction capability, which has recently proven successful for binary or multi-class requirements classification [13]–[19]. Since tackling this challenge with machine learning means multi-class multi-label classification, Deep Learning should perform outstanding in the presence of a rich dataset as well.

Therefore, this research plans to create a rich, manually labeled dataset; each language criterion defined in ISO 29148 is considered a label, and deploying Deep Learning to improve the previously observed precision and recall in [11], [12], which increases practitioners’ trust in using this tool. Once a Deep Learning model is trained, it usually makes better predictions than classical Machine Learning approaches or classical NLP [20], which could overcome the poor generalization

1The term requirements smells is introduced by Femmer et al. [11]; this refers to a quality violation in requirements. This paper picks this term to refer to defects in requirements.
capability of [11], [12] since these models are less sensitive to domain. Besides, most recent studies reveal that applying transfer learning which is a technique used in Deep Learning, is successful since RE suffers from a lack of datasets [13]–[19], [21]. Furthermore, this work plans to build an ensemble of already trained models, which has been helpful for other domains [22]–[24] and will be done for the first time in this research for RE.

II. RELATED WORK

Various research efforts exist to enhance quality for software requirements; some focus on practicing classical NLP, such as [11], [12], where others use Artificial Intelligence (AI) [25], [26]. We regard [11], [12] closer to our work, although they use NLP approaches, whereas [25], [26] employ AI approaches. Additionally, [11], [12] are recently published and focus on almost the same criteria for requirements smells.

Rosadini et al. [12] investigate to what extent NLP can be practically applied to detect defects in requirements in the railway domain. They develop a dataset manually annotated by domain experts. They reach an average of 85.6% precision on the domain requirements dataset. The paper concludes that it is essential to develop the tools tailored for the patterns specific to the company’s needs and that the NLP tools should be used by requirements editors to limit the amount of poor writing style. One of the limitations of the study is the significant amount of false positives generated by the NLP-based approach, which is planned to be addressed by further adjustments in the future. Nevertheless, they say, “NLP is part of the solution.”

Another significant milestone in this direction is a paper [11] by Femmer et al. that also applies NLP to detect requirements smells based on ISO 29148 language criteria. This approach yields an average precision of 59% and recall of 82%. Moreover, Femmer et al. [11] conclude that interviewed practitioners agreed on the usefulness of the developed tool. Additionally, the authors report that the practitioners have different views on integrating this tool in the quality assurance process. However, all the interviewed practitioners state that the requirements smell tool can be used by the person writing requirements as a support, not as the primary tool for requirements quality check. The achieved recall is likely the culprit. A lower recall means categorizing faulty requirements (true positive) as non-faulty requirements (false negative); for the person responsible for writing requirements, this means almost the same effort to search for those faulty requirements.

Both [11], [12] are solid studies that highlight the importance of quality assurance for RE. Although all the cited efforts are in a way or another related to the aims of this research, we see issues. For example, [11], [12] suffer from limitations; they have a poor generalization capability and present a low precision and recall. We argue that this is heavily tied with the use of classical NLP. Most NLP approaches are domain-dependent [27]–[29]; as tool decisions are often based on some set of rules, rather than learning like Deep Learning approaches and if they do not match, it fails. Therefore, our research takes a step forward in improving preceding works’ performance metrics and breaking their limitations by leveraging Deep Learning, Machine Learning, and NLP.

III. PLANNED APPROACH

We aim to apply Deep Learning to improve requirements smell detection and pursue the following research questions (RQ):

- **RQ1**: Is Deep Learning improving NLP-based solutions for requirements smell detection?
- **RQ2**: To what degree does Deep Learning improve classical NLP’s generalization disability for requirements smells’ detection?
- **RQ3**: Do pre-trained models offer a better performance on a small size requirements dataset with multi-labels and multi-classes?
- **RQ4**: To what degree does data from closed-source projects influence the generalization capability?
- **RQ5**: Can the Deep Learning-based requirements smell detection tool be trusted as a primary quality assurance tool during RE?

RQ 5 is qualitative and will be addressed once questions 1 – 4 is fulfilled. For RQ 1–4 we plan to build a customized preprocessing pipeline to clean and represent requirements as a set of word embedding features. Then we deploy Deep Learning, using transfer learning which is suitable when low-quality data is available. The selected models for transfer learning are BERT [30], fastText, [31] and ELMo [32]; since recently they have shown promising performance for alike tasks [13]–[19], [21], [28]. Eventually, we aim to accomplish ensemble learning. Based on our experience with machine learning, combining weak learners with strong learners makes ensemble learning solid. SVM and Naive Bayes will be trained to put together with the Deep Learning models for ensemble learning. The current challenge is a multi-class multi-label classification task since one requirement can be tainted with different defects simultaneously; this implies instances to be classified in several classes.

Multi-class multi-label classification is a complex task requiring further research [33] since most studies are dedicated to binary classification. Pant et al. [34] report that handling dimensionality, data cleaning, label dependency, label uncertainty, label drifting, and data imbalance are the challenges to be tackled for multi-class multi-label classification. This paper finds very little support for multi-class multi-label classification tasks provided by machine learning API based on initial experiments and results. To solve this issue, researchers either have to develop tools from scratch or tweak the current machine learning APIs to provide support. Another hurdle for multi-class multi-label classification is the lack of a rich dataset specifically in the RE domain; training Deep Learning models requires showing many instances to reach solid generalization capability. Therefore, this study proposes adding support in machine learning APIs and rich datasets to the list of challenges for multi-class multi-label classification.
A gap in employing deep learning models to the RE domain is lack of datasets [6], [13], [35]. Hence, to make this work thriving, an important milestone is to assemble requirements for creating a dataset that satisfies the task. We gathered requirements specification documents from 28 closed-source projects. We extract 454 requirements from closed-source projects and 2792 requirements from the PURE dataset [36]. Our work intends to expand the dataset size to around 15000–20000 instances.

IV. CURRENT RESULTS

Our effort combines requirements from all projects to get an initial insight about the currently collected requirements, which results in a dataset size of 3246. Then, we adopt a technique called self-supervised learning to generate labels for each instance automatically. Self-supervised learning is the application of generating labels from data [20]. The ultimate goal of this study is to carry manual labeling once data collection is complete, not to use self-supervised learning. Nevertheless, to achieve a quick insight, NLP is applied as previous studies for each sample from the culled dataset to capture five smells: subjective language (JJ), ambiguous adverbs and adjectives (RB), superlatives (JJS), comparatives (JJR), and vague pronouns (WDT).

![Fig. 1: Current dataset's class and label distribution](image)

Self-supervised learning does not fit perfectly in this context. However, some game-changing information can be retrieved at this stage; the insights shifts this work towards the best direction. From Fig. 1, it is easy to construe two critical features to be considered while developing the final dataset; subplot (a) and (b).

Subplot (a) depicts frequencies per requirement category. It can be seen that the dataset is highly unbalanced. Therefore, more instances with superlatives, comparatives, and vague pronouns must be added to the final dataset to correct the classifier’s shun bias predictions for dominant classes. Furthermore, one can observe that most of the requirements are taint with subjective language (JJ), and ambiguous adverbs and adjective (RB) smells. Besides, subplot (b) shows the requirements having multiple labels. As it is evident, most of the instances either have one or two labels. It can be inferred that the dataset is less inclined to label drifting; this is a good thing to have “since the interest in labels starts drifting as it is hidden conceptually” [34], which makes the decision making harder. Yet, let us not celebrate, i.e., this is a small portion of the dataset with poorly labeled instances.

Even though the data quality is not considered at this stage, it is tempting to run a few basic machine learning algorithms to observe their performance. Therefore, the dataset is fed to a direct preprocessing pipeline, and then they are converted to their vector representation applying word-1-grams and TFIDF. Next, Synthetic Minority Oversampling Technique (SMOTE) [35] is employed to balance the class distributions dataset. The chosen models are Multilayer Perceptron (MLP) and SVM. Next, algorithm hyperparameters are fine-tuned and trained with five-fold cross-validation.

![Fig. 2: Model’s learning curves](image)

From Table I, both models show a considerable performance. However, since this is a multi-class multi-label classification problem which is different from binary classification, directly looking at the precision, recall and $f_1$ score, or calculating loss can be deceiving. One approach is to check model performance with hamming loss, but this is just a number and not intuitive. Therefore, average learning curves over all classes for each algorithm are plotted (Fig. 2) to show how the algorithms perform during training and validation.

| Models | Precision | Recall | $f_1$ |
|--------|-----------|--------|-------|
| MLP    | 0.87      | 0.79   | 0.83  |
| SVM    | 0.89      | 0.81   | 0.84  |

From Fig. 2, one can easily pick that both models are overfitting (surprise!). There is a big gap between each’ two curves. Both models perform significantly better on the training set (green curve) than the validation set (yellow curve). When a model is overfitting, it is either due to poor data quality or if the model is complex. Our selected models are not complex with a lot of hyperparameters to reduce them, implying that the problem is with the dataset since it suffers from insufficient instances, aberrant labeling, and noise.

V. CONCLUSION AND FUTURE WORK

This paper presents the importance of requirements for smell detection. Then, it proposes solutions based on Deep Learning to address the limitations developed by applying pure
Natural Language Processing. Our work is at its early stage; it describes the building process and experience learned up until this point. The achievements in this effort are so far promising. Some of the findings can be used for other studies. To the best of our knowledge, this is the first study of multi-class multi-label classification using Deep Learning for RE, which already suggests API support for multi-class multi-label to build and lack of requirements dataset with multi-label instances.

As this is ongoing research, our current efforts are to build a dataset to address the lack of a dataset for this purpose which also solves the current overfitting problem. Once all requirements are collected from donated software requirements specifications, experts will label them manually. Then, a customized input pipeline will be developed to clean and represent requirements as a set of word embedding features. Ultimately, an ensemble of already trained models will be deployed to fit it for the data. Recently, transfer learning has proven to be the best tool in the RE domain since the lack of dataset, or it for the data. Recently, transfer learning has proven to be the best tool in the RE domain since the lack of dataset, or it for the data. Ultimately, requirements as a set of word embedding features. Ultimately, a framework for knowledge-based requirements engineering, “REInDetector,” in Proceedings of the 27th IEEE/ACM international conference on automated software engineering. IEEE/ACM, 2012, pp. 386–389.
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