AROUND UNCERTAINTY PRINCIPLES OF INGHAM-TYPE ON $\mathbb{R}^n$, $\mathbb{T}^n$ AND TWO STEP NILPOTENT LIE GROUPS
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Abstract. Classical results due to Ingham and Paley-Wiener characterize the existence of nonzero functions supported on certain subsets of the real line in terms of the pointwise decay of the Fourier transforms. We view these results as uncertainty principles for Fourier transforms. We prove certain analogues of these uncertainty principles on the $n$-dimensional Euclidean space, the $n$-dimensional torus and connected, simply connected two step nilpotent Lie groups. We also use these results to show a unique continuation property of solutions to the initial value problem for time-dependent Schrödinger equations on the Euclidean space and a class of connected, simply connected two step nilpotent Lie groups.

1. Introduction

Uncertainty principles in harmonic analysis are results which are based on the general principle that a nonzero function and its Fourier transform both cannot be small simultaneously. Several versions of uncertainty principles have been proved over the years on Euclidean spaces and other noncommutative groups (see [8, 23]). In this paper we shall be interested in some classical uncertainty principles due to Ingham and Paley-Wiener which characterize the existence of a nonzero function supported on a certain subset of the real line in terms of the pointwise decay of its Fourier transform. For example, if we consider a compactly supported function $f \in L^1(\mathbb{R})$ such that its Fourier transform satisfies the estimate

$$|\hat{f}(y)| \leq C e^{-a|y|},$$

for some $a > 0$, then $f$ extends as a holomorphic function to a strip in the complex plane containing the real line and hence $f$ is identically zero.

Instead of the positive real number $a$ in (1.1), Ingham considered a nonnegative even function $\theta(y)$ on $\mathbb{R}$ decreasing to 0 as $|y| \to \infty$ and gave a characterization of the existence of a nonzero compactly supported function in terms of an integrability condition on $\theta$.
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Theorem 1.1. Let \( \theta(y) \) be a nonnegative even function on \( \mathbb{R} \) such that \( \theta(y) \) decreases to zero when \( y \to \infty \). There exists a nonzero continuous function \( f \) on \( \mathbb{R} \), equal to zero outside any interval \((-l, l)\), having Fourier transform \( \hat{f} \) satisfying the estimate
\[
|\hat{f}(y)| = O(e^{-\theta(y)|y|}), \quad \text{when } |y| \to \infty,
\]
if and only if
\[
\int_1^\infty \frac{\theta(t)}{t} dt < \infty. \tag{1.2}
\]
In fact, we shall see that a stronger result holds true. Precisely, instead of considering a nonzero compactly supported function \( f \) it is enough to consider a nonzero function \( f \) which vanishes on any open interval to prove the necessity of condition (1.2) (see Theorem 2.2).

On the other hand, if we consider a locally integrable function \( \psi(y) \) instead of \( a|y| \) in (1.1), a result due to Paley and Wiener (Theorem II, [18]; Theorem XII, P. 16, [17]) gives a characterization of the existence of a nonzero \( f \in L^2(\mathbb{R}) \) vanishing on a half-line whose Fourier transform satisfies an estimate analogous to (1.1) in terms of an integrability condition on \( \psi \).

Theorem 1.2. Let \( \psi \) be a nonnegative locally integrable even function on \( \mathbb{R} \). There exists a nonzero \( f \in L^2(\mathbb{R}) \) vanishing for \( x \geq x_0 \) for some \( x_0 \in \mathbb{R} \) such that
\[
|\hat{f}(y)| = O(e^{-\psi(y)}), \quad \text{for almost every } y \text{ as } |y| \to \infty,
\]
if and only if
\[
\int_{\mathbb{R}} \frac{\psi(t)}{1 + t^2} dt < \infty.
\]
It is easy to see that the necessity of the condition (1.2) in Theorem 1.1 follows readily from Theorem 1.2. However, as mentioned before, we are interested in a stronger version of Ingham’s uncertainty principle which will not follow from Theorem 1.2. Similar results on the real line have also been studied in [18, 15, 10, 17, 14, 12]. Recently we have established similar results for continuous compactly supported functions on the Euclidean motion group in [2].

The main purpose of this paper is to prove certain analogues of Theorem 1.1 and Theorem 1.2 on the Euclidean space \( \mathbb{R}^n \), the \( n \)-dimensional torus \( \mathbb{T}^n \) and connected, simply connected two step nilpotent Lie group \( G \). We shall prove a several variable analogue (Theorem 2.2) of the stronger version of Theorem 1.1 where we consider a nonzero function vanishing on any open set in \( \mathbb{R}^n \). We shall also prove a several variable analogue (Theorem 2.3) of Theorem 1.2 where we consider functions supported on a half-space in \( \mathbb{R}^n \). Since there is no obvious analogue of compactly supported functions or functions supported on a half-space in \( \mathbb{T}^n \), we shall prove an analogue (Theorem 2.7) of Theorem 2.2 on \( \mathbb{T}^n \) where we consider a nonzero function vanishing on any open subset in \( \mathbb{T}^n \). To prove analogues (Theorem 3.5 and Theorem 3.6) of Theorem 2.2 and Theorem 2.3 on a connected, simply connected two step nilpotent Lie group \( G \), we shall consider functions vanishing on open sets and half-spaces respectively in the center of \( G \).
It has recently been observed in [7, 13, 5, 3, 16, 20] that it is possible to relate some of the uncertainty principles to the study of unique continuation properties of solutions to the Schrödinger Equation. We shall prove such a result (Theorem 4.1) relating Theorem 2.3 to the problem of unique continuation of solutions to the Schrödinger Equation on \( \mathbb{R}^n \) corresponding to a large class of second order left invariant differential operators. Our last result (Theorem 4.4) in this paper attempts to relate the uncertainty principles of both Ingham and Paley-Wiener to the unique continuation property of solutions to the initial value problem for the time-dependent Schrödinger Equation on a class of connected, simply connected two step nilpotent Lie groups.

The paper is organized as follows: In the next section we prove analogues of a stronger version of Theorem 1.1 and Theorem 1.2 for functions on \( \mathbb{R}^n \) and an analogue of Theorem 2.2 on \( \mathbb{T}^n \). In section 3, we first describe the required preliminaries on a connected, simply connected two step nilpotent Lie group \( G \) and then prove analogues of Theorem 2.2 and Theorem 2.3 on \( G \). In the last section we prove the unique continuation property of solutions to the initial value problem for time-dependent Schrödinger equation for a large class of operators on \( \mathbb{R}^n \) and subsequently for the sublaplacian on a certain class of connected, simply connected two step groups.

We shall use the following notation in this paper: \( C_c(X) \) denotes the set of compactly supported continuous functions on \( X \), \( C_c^\infty(X) \) denotes the set of compactly supported smooth functions on \( X \), \( \mathcal{S}(X) \) denotes the space of Schwartz class functions on \( X \), \( \text{supp} \, f \) denotes the support of the function \( f \) and \( C \) denotes a constant whose value may vary. For a finite set \( A \) we shall use the symbol \( \# A \) to denote the number of elements in \( A \). \( B(0, r) \) denotes the ball of radius \( r \) centered at 0 in \( \mathbb{R}^n \). For \( x, y \in \mathbb{R}^n \), we shall use \( |x| \) to denote the norm of the vector \( x \) and \( x \cdot y \) to denote the Euclidean inner product of the vectors \( x \) and \( y \). We shall interpret a radial function on \( \mathbb{R}^n \) as an even function on \( \mathbb{R} \) or a function on \( [0, \infty) \) whenever required.

2. Uncertainty Principles of Ingham and Paley-Wiener on \( \mathbb{R}^n \) and \( \mathbb{T}^n \)

In this section we prove analogues of the results of Ingham and Paley-Wiener on \( \mathbb{R}^n \) and \( \mathbb{T}^n \).

2.1. Uncertainty Principles of Ingham and Paley-Wiener on \( \mathbb{R}^n \). In this subsection our aim is to prove several variable analogues of Theorem 1.1 and Theorem 1.2. Our method of proof uses the several variable analogue of the classical Denjoy-Carleman theorem regarding quasi-analytic class of functions proved by Bochner and Taylor [4] and the notion of Radon transform.

First we briefly recall some standard facts regarding Radon transform. For \( \omega \in S^{n-1} \) and \( t \in \mathbb{R} \) let \( H_{\omega, t} = \{ x \in \mathbb{R}^n : x \cdot \omega = t \} \) denote the hyperplane on \( \mathbb{R}^n \) with normal \( \omega \) and distance \( |t| \) from the origin. It is clear that \( H_{\omega, t} = H_{-\omega, -t} \). For \( f \in C_c(\mathbb{R}^n) \) the Radon transform \( Rf \) of the function \( f \) is defined by

\[
Rf(\omega, t) = \int_{H_{\omega, t}} f(x) dm(x),
\]
where \( dm(x) \) is the \( n - 1 \) dimensional Lebesgue measure of \( H_{\omega,t} \). For \( f \in L^1(\mathbb{R}^n) \) we define the Fourier transform \( \hat{f} \) of \( f \) by

\[
\hat{f}(y) = \int_{\mathbb{R}^n} f(x)e^{-2\pi ix \cdot y}dx, \quad y \in \mathbb{R}^n.
\]

The one dimensional Fourier transform of \( Rf \) and the Fourier transform of \( f \) are closely connected by the slice projection theorem (P. 4, [9]):

\[
(2.1) \quad \hat{f}(\lambda \omega) = F_1(Rf(\omega, \cdot))(\lambda),
\]

where \( F_1(Rf(\omega, \cdot)) \) denotes the one dimensional Fourier transform of the function \( t \mapsto Rf(\omega, t) \).

Clearly, if \( f \) is a radial function on \( \mathbb{R}^n \), then \( Rf(\omega, t) \) is independent of \( \omega \) and we can consider \( Rf \) as an even function on \( \mathbb{R}^n \).

Let \( C^\infty_c(\mathbb{R}^n) \) denote the set of compactly supported, smooth, radial functions on \( \mathbb{R}^n \) and \( C^\infty_c(\mathbb{R})_e \) denote the set of compactly supported, smooth, even functions on \( \mathbb{R} \). By Theorem 2.10 of [9] it is known that

\[
(2.2) \quad R: C^\infty_c(\mathbb{R}^n)_0 \longrightarrow C^\infty_c(\mathbb{R})_e
\]

is a bijection with the property that if \( g \in C^\infty_c(\mathbb{R})_e \) with \( \text{supp} \ g \subset [-r, r] \) then there exists a unique \( f \in C^\infty_c(\mathbb{R}^n)_0 \) with \( \text{supp} \ f \subset B(0, r) \) and \( Rf = g \).

Now, we need the several variable analogue of the classical Denjoy-Carleman theorem regarding quasi-analytic class of functions. To state the result we need some more notation. For a \( C^\infty \) function \( f \) on \( \mathbb{R}^n \) we define

\[
D_kf(x) = \left\{ \sum_{|\alpha|=k} \left| \frac{\partial^k f(x)}{\partial x_1^{\alpha_1} \cdots \partial x_n^{\alpha_n}} \right|^2 \right\}^{1/2},
\]

where \( k \in \mathbb{N}, \alpha = (\alpha_1, \alpha_2, \cdots, \alpha_n) \in \{\mathbb{N} \cup \{0\}\}^n \) and \(|\alpha| = \alpha_1 + \alpha_2 + \cdots + \alpha_n\).

**Theorem 2.1** (Theorem 1, [4]). Let \( f \) be a smooth function defined on a connected domain \( \Omega \subset \mathbb{R}^n \) and \( x_0 \) be an interior point of \( \Omega \). Then the conditions

i) \( D_k f(x) \leq m_k \) for all \( x \in \Omega, k \in \mathbb{N} \cup \{0\} \),

ii) \( D_k f(x_0) = 0 \) for all \( k \in \mathbb{N} \cup \{0\} \),

iii) \( \sum_{k \in \mathbb{N}} m_k^{-1} = \infty \)

imply that \( f \) is zero throughout \( \Omega \).

Now we are in a position to present an analogue of the stronger version of Theorem 1.1.

**Theorem 2.2.** Let \( \theta: \mathbb{R}^n \to [0, \infty) \) be a decreasing radial function with \( \lim_{|y| \to \infty} \theta(y) = 0 \) and

\[
I = \int_{|y| \geq 1} \frac{\theta(y)}{|y|^n} dy.
\]
(a) Let $f \in L^1(\mathbb{R}^n)$ be a function satisfying the estimate

\begin{equation}
|\hat{f}(y)| \leq C e^{-\theta(y)|y|},
\end{equation}

for all $y \in \mathbb{R}^n$. If $f$ vanishes on a nonempty open set and $I = \infty$ then $f(x) = 0$ for almost every $x \in \mathbb{R}^n$.

(b) If $I$ is finite then there exists a nontrivial $f \in C_c^\infty(\mathbb{R}^n)$ satisfying (2.3).

\textbf{Proof.} We shall first prove (b). We shall show that if $I$ is finite then given any $l > 0$ there exists a nontrivial $f \in C_c^\infty(\mathbb{R}^n)$ which is supported in $B(0, l)$ and satisfies (2.3). First of all, we can obtain a nontrivial function $g_1 \in C_c(\mathbb{R})$ with $\text{supp } g_1 \subset [-l/4, l/4]$ such that

\begin{equation}
|\hat{g}_1(y)| \leq C e^{-\theta(y)|y|},
\end{equation}

for all $y \in \mathbb{R}$ by Theorem 1.1. Here we have used radiality of the function $\theta$ to interpret it as an even function on $\mathbb{R}$. Let $\phi \in C_c^\infty(\mathbb{R})$ be a nontrivial function with $\text{supp } \phi \subset [-l/4, l/4]$. We consider the function $g = g_1 * \phi \in C_c^\infty(\mathbb{R})$ and note that $\text{supp } g \subset [-l/2, l/2]$ and

\begin{equation}
|\hat{g}(y)| \leq C e^{-\theta(y)|y|},
\end{equation}

for all $y \in \mathbb{R}$. Since the condition (2.4) is true for translates of $g$, by translating $g$ if necessary, we can get a nontrivial even function $(g(x) + g(-x))/2$ supported on $(-l, l)$ whose Fourier transform also satisfies the condition (2.4). So we can assume the function $g$ to be nontrivial and even with $\text{supp } g \subset (-l, l)$. From (2.2) and (2.1) it now follows that there exists a nontrivial $f \in C_c^\infty(\mathbb{R}^n)_0$ such that $Rf = g$ with $\text{supp } f \subset B(0, l)$ and for all $y \in \mathbb{R}^n$

\begin{equation}
|\hat{f}(y)| = |\mathcal{F}_1 Rf(|y|)| = |\hat{g}(|y|)| \leq C e^{-\theta(|y|)|y|}.
\end{equation}

This, in particular, proves (b).

We now prove (a) under the following restriction on the function $\theta$,

\begin{equation}
\theta(y) \geq 2|y|^{-\frac{1}{2}}, \quad \text{for all } |y| \geq 1.
\end{equation}

Using this restriction and (2.3) it follows that $\hat{f}$ satisfies the estimate

\begin{equation}
|\hat{f}(y)| \leq C e^{-2|y|}, \quad \text{for all } |y| \geq 1.
\end{equation}

Using this exponential decay it follows that $\hat{f} \in L^1(\mathbb{R}^n)$ and by the Fourier inversion $f \in C^\infty(\mathbb{R}^n)$. Hence

\begin{equation}
\left| \frac{\partial^k f(x)}{\partial x_1^{\alpha_1} \ldots \partial x_n^{\alpha_n}} \right| = \left| \frac{\partial^k}{\partial x_1^{\alpha_1} \ldots \partial x_n^{\alpha_n}} \left( \int_{\mathbb{R}^n} \hat{f}(\xi) e^{2\pi i \xi \cdot x} d\xi \right) \right|
\end{equation}

\begin{equation}
\leq (2\pi)^k \int_{\mathbb{R}^n} \left| \xi_1^{\alpha_1} \ldots \xi_n^{\alpha_n} |\hat{f}(\xi)| \right| d\xi,
\end{equation}

where $\alpha_1, \ldots, \alpha_n$ are multiindices.
for $|\alpha| = k$. Differentiation under the integral sign is being justified by (2.6). We now want to apply Theorem 2.1 to the function $f$. This requires estimating the supremum of the functions $D_k f$ which we do now. If $k > n - 1$ then by (2.7) we get

$$D_k f(x) \leq (2\pi)^k \left[ \sum_{|\alpha| = k} \left( \int_{\mathbb{R}^n} |\xi|^{|\alpha_1|} \cdots |\xi|^{|\alpha_n|} |\widehat{f}(\xi)| d\xi \right)^2 \right]^{1/2}$$

$$\leq (2\pi)^k \left[ \sum_{|\alpha| = k} \left( \int_{\mathbb{R}^n} |\xi|^k |\widehat{f}(\xi)| d\xi \right)^2 \right]^{1/2}$$

$$\leq C(2\pi)^k \binom{k + n - 1}{k}^{1/2} \int_{\mathbb{R}^n} |\xi|^k e^{-\theta(\xi)} |\xi| d\xi$$

$$\leq C(2\pi)^k k^{n/2} \left( \int_0^4 r^{k+n-1} e^{-\theta(r)r} dr + \int_4^\infty r^{k+n-1} e^{-\theta(r)r} dr \right).$$

Here we have interpreted the radial function $\theta$ as a function on $\mathbb{R}$ and have used the elementary estimate for $k > n - 1$,

$$\# \left\{ (\alpha_1, \ldots, \alpha_n) \mid \sum_{i=1}^n \alpha_i = k, \alpha_i \in \mathbb{N} \cup \{0\}, i = 1, \ldots, n \right\} = \binom{k + n - 1}{k} \leq C k^n,$$

where $C$ depends on $n$ but not on $k$. Using the decreasing property of $\theta$ in the first integral and the condition (2.3) in the second integral it follows that

$$D_k f(x) \leq C(2\pi)^k k^{n/2} \left( \int_0^4 r^{k-1} e^{-\theta(k^4)r} dr + \int_4^\infty r^{k+n-1} e^{-2\sqrt{r} dr} \right)$$

$$\leq C(2\pi)^k k^{n/2} \left( \int_0^\infty r^{k-1} e^{-\theta(k^4)r} dr + e^{-k^2} \int_0^\infty r^{k+n-1} e^{-\sqrt{r} dr} \right).$$

Applying the change of variables $\theta(k^4)r = u$ and $\sqrt{r} = u$ in the respective integrals we obtain

$$D_k f(x) \leq C(2\pi)^k k^{n/2} \left( \frac{k^{4n}}{\theta(k^4)} \int_0^\infty u^{k-1} e^{-u} du + 2e^{-k^2} \int_0^\infty u^{2k+2n-1} e^{-u} du \right)$$

$$\leq C(2\pi)^k k^{n/2} \left( \frac{k^{4n}(k-1)!}{\theta(k^4)} + 2e^{-k^2} (2k + 2n - 1)! \right)$$

(as $\Gamma(m) = (m-1)!$, $m \in \mathbb{N}$)

$$\leq C(2\pi)^k \left( k^{4n+\frac{n}{2}-1} \frac{k!}{\theta(k^4)} + 2k^{\frac{n}{2}} e^{-k^2} (2k + 2n - 1)! \right)$$

$$\leq C \left\{ (4\pi k)^k \left( \frac{4\pi (3k)^3}{e^k} \right)^k \right\}.$$
In the last inequality we have used the trivial estimates \( k! \leq k^k \), \( 2k + 2n - 1 \leq 3k \) and \( k^N \leq 2^k \) for fixed \( N \) and large enough \( k \). Clearly the second term goes to zero as \( k \) goes to infinity. Hence, it follows that for large \( k \), we have

\[
D_k f(x) \leq C \left\{ \frac{4\pi k}{\theta(k^4)} \right\}^k, \quad \text{for all} \ x \in \mathbb{R}^n.
\]

Applying the change of variable \( y = u^4 \) in the integral defining \( I \), it follows that

\[
\int_{1}^{\infty} \frac{\theta(u^4)}{u} du = \infty.
\]

As \( \theta \) is decreasing this in turn implies that

\[
(2.9) \sum_{k \in \mathbb{N}} \frac{\theta(k^4)}{k} = \infty.
\]

If \( f \) vanishes on any open set then for any interior point \( x_0 \) of that set \( D_k f(x_0) = 0 \) for all \( k \in \mathbb{N} \cup \{0\} \). Applying Theorem 2.1 with \( m_k = C(4\pi k)^k \theta(k^4)^{-k} \) and using (2.9) it follows that \( f = 0 \).

Now we consider the general case, that is, \( \theta \) is any nonnegative radial function on \( \mathbb{R}^n \) decreasing to zero as \( |y| \to \infty \). Since translation of \( f \) does not change the absolute value of \( \hat{f} \), without loss of generality we can assume that \( f \) vanishes on a ball \( B(0,l) \). We consider the function

\[
\theta_1(y) = \frac{4}{\sqrt{|y|} + 1}, \quad y \in \mathbb{R}^n.
\]

It is clear that the integral \( I \) is finite if \( \theta \) is replaced by \( \theta_1 \). Hence, by (b) there exists a nontrivial \( f_1 \in C_c^\infty(\mathbb{R}^n)_0 \) such that \( \text{supp} \ f_1 \subset B(0,l/2) \) and

\[
|\hat{f}_1(\xi)| \leq C e^{-\theta_1(\xi)|\xi|}, \quad \xi \in \mathbb{R}^n.
\]

We now consider the function \( h = f * f_1 \). We claim that \( h \) vanishes on the open set \( B(0,l/2) \). Indeed, if \( |x| < l/2 \) then

\[
|h(x)| = \left| \int_{\mathbb{R}^n} f(x-y)f_1(y)dy \right| \leq C \int_{B(0,\frac{l}{4})} |f(x-y)|dy = 0,
\]

as \( f \) vanishes on \( B(0,l) \). Using the inequality

\[
\theta(\xi) + \theta_1(\xi) \geq 2|\xi|^{-1/2}, \quad \text{for} \ |\xi| \geq 1,
\]

and the trivial estimate

\[
|\hat{h}(\xi)| = |\hat{f}(\xi)||\hat{f}_1(\xi)| \leq C e^{-\theta(\xi) + \theta_1(\xi)|\xi|},
\]

it follows that \( h \) satisfies all the conditions used to prove the special case of (a). Consequently \( h(x) = 0 \) for all \( x \in \mathbb{R}^n \). This implies that \( \hat{h}(\xi) = \hat{f}(\xi)\hat{f}_1(\xi) = 0 \) for all \( \xi \in \mathbb{R}^n \). As \( f_1 \in C_c^\infty(\mathbb{R}^n) \) it follows that \( \hat{f}_1 \) extends to an entire function on \( \mathbb{C}^n \). In particular, \( \hat{f}_1 \) is a real analytic function.
on $\mathbb{R}^n$ and so it cannot vanish on a set of positive measure in $\mathbb{R}^n$. So $\hat{f}(x) = 0$ for almost every $x \in \mathbb{R}^n$. This completes the proof. □

We now present a higher dimensional version of Theorem 1.2.

**Theorem 2.3.** Let $\psi : \mathbb{R}^n \to [0, \infty)$ be a locally integrable radial function such that

$$I = \int_{\mathbb{R}^n} \frac{\psi(x)}{(1 + |x|)^{n+1}} dx. \quad (2.10)$$

(a) Let $f \in L^2(\mathbb{R}^n)$ be a nonzero function satisfying the estimate

$$|\hat{f}(y)| \leq C e^{-\psi(y)}, \quad \text{for almost every } y \in \mathbb{R}^n. \quad (2.11)$$

Suppose $\text{supp } f \subset \{ x \in \mathbb{R}^n \mid x \cdot \eta \leq t \}$ for some $\eta \in S^{n-1}$ and some $t \in \mathbb{R}$. If $I = \infty$ then $f(x) = 0$ for almost every $x \in \mathbb{R}^n$.

(b) If $I$ is finite and $\psi$ is nondecreasing then given any $l > 0$ there exists a nontrivial $f \in C_c^\infty(\mathbb{R}^n)$ supported in the ball $B(0, l)$ satisfying (2.11).

**Proof.** We define $g(x) = f(x + t\eta)$ for almost every $x \in \mathbb{R}^n$. Since

$$(x + t\eta) \cdot \eta = x \cdot \eta + t > t, \quad \text{for } x \cdot \eta > 0,$$

we get that $\text{supp } g \subset \{ x \in \mathbb{R}^n \mid x \cdot \eta \leq 0 \}$. Consider $T \in SO(n)$ such that $T^t \eta = e_1$ where $e_1 = (1, 0, \ldots, 0)$ and define $h(x) = g(Tx)$ for almost every $x \in \mathbb{R}^n$. Since $\langle Tx, \eta \rangle = \langle x, e_1 \rangle$, we get that $\text{supp } h \subset \{ x \in \mathbb{R}^n \mid x \cdot e_1 \leq 0 \}$. Moreover, for almost every $y \in \mathbb{R}^n$,

$$|\hat{h}(y)| = |\hat{g}(Ty)| = |\hat{f}(Ty)|.$$  

Since $\psi$ is radial, it is thus enough to prove the result for $f \in L^2(\mathbb{R}^n)$ with $\text{supp } f \subset \{ x \in \mathbb{R}^n \mid x \cdot e_1 \leq 0 \}$.

Since $\psi$ is radial and locally integrable, we can consider $\psi$ as a locally integrable even function on $\mathbb{R}$ and then the given condition is equivalent to

$$\int_M^\infty \frac{\psi(r)}{1 + r^2} dr = \infty, \quad \text{for large } M.$$ 

For a fixed $y \in \mathbb{R}^{n-1}$, we define a locally integrable function $\psi_y$ on $\mathbb{R}$ by $\psi_y(x) = \psi(x, y)$ for almost every $x \in \mathbb{R}$. Note that $y \in \mathbb{R}^{n-1}$ is taken from a full measure set as $\psi$ is defined pointwise almost everywhere on $\mathbb{R}^n$. Now, for fixed $y \in \mathbb{R}^{n-1}$ using the change of variable $r^2 = x^2 + |y|^2$
it follows that

\[
\int_M \frac{\psi_y(x)}{1 + x^2} \, dx \geq \int_M \frac{\psi \left( \sqrt{x^2 + |y|^2} \right)}{1 + x^2 + |y|^2} \, dx \\
= \int_{M^2 + |y|^2} \frac{\psi(r)}{1 + r^2} \sqrt{r^2 - |y|^2} \, dr \\
\geq \int_{M^2 + |y|^2} \frac{\psi(r)}{1 + r^2} \, dr \\
= \infty.
\]

We define \( g_y(x) = \mathcal{F}_{n-1} f(x,y) \) for almost every \( x \in \mathbb{R} \) where \( \mathcal{F}_{n-1} \) denotes the \((n-1)\) dimensional Fourier transform of the function \( u \mapsto f(x,u) \), \( u \in \mathbb{R}^{n-1} \). Since \( f \in L^2(\mathbb{R}^n) \), by Plancherel Theorem it follows that \( g_y \in L^2(\mathbb{R}) \) and

\[
g_y(x) = 0, \quad \text{for } x > 0.
\]

It follows that

\[
\hat{g}_y(\xi) = \mathcal{F}_n f(\xi, y), \quad \text{for almost every } \xi \in \mathbb{R},
\]

where \( \mathcal{F}_n \) denotes the \( n \) dimensional Fourier transform of the function \( f \) and \( |\hat{g}_y(\xi)| = O(e^{-\psi_y(\xi)}) \) as \( |\xi| \to \infty \). By Theorem 1.2 we conclude that \( g_y = 0 \). Since this is true for almost every \( y \in \mathbb{R}^{n-1} \) we get that \( f = 0 \). This proves (a).

To prove (b) we observe that by Lemma 4 of [15] there exists \( g_1 \in C_c(\mathbb{R}) \) such that

\[
|\hat{g}_1(\xi)| \leq e^{-\psi(\xi)}, \quad \text{for all } \xi \in \mathbb{R}^n.
\]

We now use Radon transform and proceed exactly as in Theorem 2.2 to construct the required function \( f \in C^\infty_c(\mathbb{R}^n) \).

The following is a simple corollary of Theorem 2.3.

**Corollary 2.4.** Let \( \psi, I \) be as in Theorem 2.3 and suppose \( T \) is a compactly supported distribution on \( \mathbb{R}^n \) such that

\[
(2.12) \quad |\hat{T}(x)| \leq C e^{-\psi(x)}, \quad \text{for all } x \in \mathbb{R}^n.
\]

If \( I = \infty \) then \( T = 0 \).

**Proof.** We consider \( \phi \in C^\infty_c(\mathbb{R}^n) \) and define \( \tilde{\phi} \in C^\infty_c(\mathbb{R}^n) \) by

\[
\tilde{\phi}(x) = \phi(-x), \quad \text{for } x \in \mathbb{R}^n.
\]

Then \( T \ast \tilde{\phi} \in C^\infty_c(\mathbb{R}^n) \) and it’s Fourier transform satisfies (2.12). If \( I = \infty \) then it follows from Theorem 2.3 that \( T \ast \tilde{\phi} \) is zero. Therefore

\[
T(\phi) = (T \ast \tilde{\phi})(0) = 0.
\]

Since this is true for any \( \phi \in C^\infty_c(\mathbb{R}^n) \) we get that \( T \) is zero. \( \square \)
It is easy to see that one can use the same technique as in Theorem \[\text{2.3}\] to prove the following.

**Corollary 2.5.** Let \( \psi : \mathbb{R}^n \rightarrow [0, \infty) \) be a locally integrable function such that for almost every \( x' \in \mathbb{R}^{n-1} \),

\[
\int_{\mathbb{R}} \frac{\psi(x,x')}{{1 + x'}^2} \, dx = \infty.
\]

If \( f \in L^2(\mathbb{R}^n) \) is a nonzero function with \( \text{supp } f \subset \{ x \in \mathbb{R}^n \mid x \cdot e_1 \leq 0 \} \) such that \( |\hat{f}(y)| = O(e^{-\psi(y)}) \) pointwise almost everywhere as \( |y| \rightarrow \infty \), then \( f = 0 \).

**Remark 2.6.**

1. If we consider \( f \in C_c(\mathbb{R}^n) \) in the first part of Theorem \[\text{2.3}\] there is a simpler proof using Radon transform. To be precise, for fixed \( \omega \in S^{n-1} \) we apply Theorem \[\text{1.2}\] in the introduction to the compactly supported function \( Rf(\omega, \cdot) \) on \( \mathbb{R} \) and use the slice projection theorem \[\text{2.1}\] to get that \( f = 0 \).

2. If \( \psi \) is not assumed to be a radial function then \( I = \infty \) in \[\text{2.10}\] does not imply that \( f = 0 \). We illustrate this by the following example. By Theorem \[\text{1.2}\] there exists a nonzero \( f \in L^2(\mathbb{R}) \) supported in the set \( \{ x \in \mathbb{R} \mid x \leq x_0 \} \) for some \( x_0 \in \mathbb{R} \) such that

\[
|\hat{f}(y)| \leq C e^{-|y|^{1/2}}, \quad \text{for all large } y \in \mathbb{R}.
\]

We define \( F(x,y) = f(x) P_1(y) \), for almost every \( (x,y) \in \mathbb{R}^2 \) where

\[
P_\alpha(x) = \frac{1}{\pi} \frac{\alpha}{\alpha^2 + x^2}, \quad \text{for } \alpha > 0, \ x \in \mathbb{R},
\]

denotes the standard Poisson kernel of the upper half plane \( \{ (x,y) \in \mathbb{R}^2 \mid x \in \mathbb{R}, y > 0 \} \). Clearly \( F \in L^2(\mathbb{R}^2) \) with \( \text{supp } F \subset \{ (x,y) \in \mathbb{R}^2 \mid x \leq x_0 \} \) and

\[
|\hat{F}(u,v)| = |\hat{f}(u)||\hat{P}_1(v)| \leq C e^{-\psi(u,v)}, \quad \text{for almost every } (u,v) \in \mathbb{R}^2,
\]

where \( \psi(u,v) = |u|^{1/2} + 2\pi|v| \). However, it is easy to see that the integral

\[
\int_{\mathbb{R}^2} \frac{\psi(u,v)}{(1 + |(u,v)|)^3} \, du\, dv = \int_0^\infty \int_0^{2\pi} \frac{r^{\frac{1}{2}} \cos \theta \frac{1}{r} + r |\sin \theta| \frac{1}{r}}{(1 + r)^3} \, r\, dr\, d\theta = \infty.
\]

2. **Ingham’s theorem for the torus \( \mathbb{T}^n \).** In this subsection our aim to prove an analogue of Theorem \[\text{2.2}\] for the torus \( \mathbb{T}^n = \{(e^{2\pi i x_1}, \ldots, e^{2\pi i x_n}) \in \mathbb{C}^n \mid (x_1, \ldots, x_n) \in [0,1]^n \} \). Consequently we can identify \( \mathbb{T}^n \) with the set \( [0,1]^n = \{ x = (x_1, \ldots, x_n) \mid x_j \in [0,1], 1 \leq j \leq n \} \). If \( f \in L^1(\mathbb{T}^n) \) then we define its Fourier transform \( \hat{f} \) by the formula

\[
\hat{f}(m) = \int_{\mathbb{T}^n} f(x)e^{-2\pi im \cdot x} \, dx, \quad m \in \mathbb{Z}^n.
\]

If \( \theta \) is a radial function on \( \mathbb{R}^n \) then it is basically a function of \( |x| \) for all \( x \in \mathbb{R}^n \) and hence can be thought of as a function on \([0, \infty)\). In the following we are going to restrict \( \theta \) on the set of natural numbers \( \mathbb{N} \) which is well defined by the preceding observation.
Theorem 2.7. Let $\theta : \mathbb{R}^n \rightarrow [0, \infty)$ be a decreasing radial function with $\lim_{|y| \rightarrow \infty} \theta(y) = 0$ and

$$S = \sum_{m \in \mathbb{N}} \frac{\theta(m)}{m}.$$

(a) Let $f \in L^1(\mathbb{T}^n)$ be such that

$$|\hat{f}(m)| \leq Ce^{-\theta(m)|m|},$$

for all $m \in \mathbb{Z}^n$. If $f$ vanishes on any nonempty open set $U \subset \mathbb{T}^n$ and $S = \infty$ then $f(x) = 0$ for all $x \in \mathbb{T}^n$.

(b) If $S$ is finite then there exists $f \in L^1(\mathbb{T}^n)$ supported on any given open set $U \subset \mathbb{T}^n$ satisfying (2.13).

Proof. We shall first prove (b). Since $\theta$ is a decreasing function it follows from the hypothesis about $S$ in (b) that

$$\int_1^{\infty} \frac{\theta(y)}{y} dy < \infty.$$

Hence by Theorem 2.2 given any $\epsilon > 0$, there exists a radial function $g \in C_c^\infty(\mathbb{R}^n)$ with supp $g \subset B(0, \epsilon)$ and

$$|\hat{g}(\xi)| \leq Ce^{-\theta(\xi)|\xi|}, \quad \text{for all } \xi \in \mathbb{R}^n.$$

We now define

$$f(x) = \sum_{m \in \mathbb{Z}^n} g(x + m), \quad x \in \mathbb{T}^n.$$

Then $f \in L^1(\mathbb{T}^n)$ and by the Poisson summation formula (Theorem 2.4, [22])

$$|\hat{f}(m)| = |\hat{g}(m)| \leq Ce^{-\theta(m)|m|}, \quad m \in \mathbb{Z}^n.$$

Moreover, (2.14) is also true for any translate of $f$. So, we can choose $\epsilon > 0$ in such a way that some translate of $f$ is supported inside the given open set $U \subset \mathbb{T}^n$. This completes the proof of (b). To prove (a) we start with the special case

$$\theta(m) \geq \frac{2}{\sqrt{|m|}}, \quad \text{for all large } |m|, \ m \in \mathbb{Z}^n.$$

It follows from (2.13) that $\hat{f}$ satisfies the estimate

$$|\hat{f}(m)| \leq Ce^{-2\sqrt{|m|}}, \quad \text{for all } m \in \mathbb{Z}^n.$$
Hence by the Fourier inversion $f \in C^\infty(\mathbb{T}^n)$ and

\[
D_k f(x) \leq (2\pi)^k \left\{ \sum_{|\alpha|=k} \left( \sum_{m \in \mathbb{Z}^n} |m_1|^\alpha_1 \cdots |m_n|^\alpha_n |\hat{f}(m)| \right) \right\}^{\frac{1}{2}} \\
\leq (2\pi)^k \left\{ \sum_{|\alpha|=k} \left( \sum_{m \in \mathbb{Z}^n} |m|^k |\hat{f}(m)| \right)^2 \right\}^{\frac{1}{2}} \\
\leq C(2\pi)^k k^\frac{n}{2} \sum_{m \in \mathbb{Z}^n} |m|^k e^{-\theta(m)|m|} \\
= C(2\pi)^k k^\frac{n}{2} \sum_{p \in \mathbb{N}} \sum_{|m|^2 = p} |m|^k e^{-\theta(m)|m|} \\
\leq C(2\pi)^k k^\frac{n}{2} \left( \sum_{p=1}^{k^8} p^\frac{k}{2} e^{-\theta(\sqrt{p})\sqrt{p}} + \sum_{p=k^8}^\infty p^\frac{k}{2} e^{-\theta(\sqrt{p})\sqrt{p}} \right).
\]

In the above we have used the estimate (2.8) and the fact that

\[
\# \left\{ (m_1, \ldots, m_n) | \sum_{i=1}^n m_i^2 = p, m_i \in \mathbb{Z}, i = 1, \ldots, n \right\} \leq Cp^n,
\]

where $C$ is independent of $p$. We now use the decreasing property of $\theta$ in the first expression and (2.15) in the second expression to get that for all large $k$,

\[
D_k f(x) = C(2\pi)^k k^\frac{n}{2} \left( \sum_{p=1}^{k^8} p^\frac{k}{2} + n e^{-\theta(\sqrt{p})\sqrt{p}+1} + \sum_{p=k^8}^\infty p^\frac{k}{2} + n e^{-\theta(\sqrt{p})\sqrt{p}} \right) \\
\leq C(2\pi)^k k^\frac{n}{2} \left( \sum_{p=1}^{k^8} p^\frac{k}{2} + n e^{-\theta(\sqrt{p})\sqrt{p}+1} + \sum_{p=k^8}^\infty p^\frac{k}{2} + n e^{-\theta(\sqrt{p})\sqrt{p}} \right) \\
\leq C(2\pi)^k k^\frac{n}{2} \left( \sum_{p=1}^{k^8} p^\frac{k}{2} + n e^{-\theta(\sqrt{p})\sqrt{p}+1} + \sum_{p=k^8}^\infty p^\frac{k}{2} + n e^{-2p^\frac{k}{2}} \right) \\
\leq C(2\pi)^k k^\frac{n}{2} \left( \sum_{p=1}^{k^8} \int_p^{p+1} y^\frac{k}{2} + n e^{-\theta(\sqrt{p})\sqrt{y}} dy + \sum_{p=k^8}^\infty \int_p^{p+1} y^\frac{k}{2} + n e^{-2(y-1)^\frac{k}{2}} dy \right) \\
\leq C(2\pi)^k k^\frac{n}{2} \left( \int_1^{k^8} y^\frac{k}{2} + n e^{-\theta(k^4)\sqrt{y}} dy + \int_{k^8-1}^\infty (y+1)^\frac{k}{2} + n e^{-y^\frac{k}{2}} dy \right).
\]
\[
\leq C(2\pi)^k k^{\frac{n}{2}} \left( k^{8(n+1)} \right) \int_0^{\infty} y^{\frac{k}{2} - 1} e^{-\theta(k^4)} \sqrt{y} dy + e^{-(k^8 - 1)^{\frac{1}{2}}} \int_{k^8 - 1}^{\infty} (2y)^{\frac{k}{2} + n} e^{-y^\frac{k}{4}} dy
\]
\[
\leq C(2\pi)^k k^{\frac{n}{2}} k^{8(n+1)} \int_0^{\infty} y^{\frac{k}{2} - 1} e^{-\theta(k^4)} \sqrt{y} dy + C(2\pi)^k k^{\frac{n}{2}} 2^k e^{-k^2} \int_0^{\infty} y^{\frac{k}{2} - n} e^{-y^\frac{k}{4}} dy.
\]

In the above we have used the trivial estimates
\[
y + 1 \leq 2y, \quad \text{for } y \geq k^8 - 1,
\]
\[
(k^8 - 1)^{1/4} \geq k^2/2, \quad \text{for large } k.
\]

Applying change of variables \(\sqrt{y} = u\) and \(y^{\frac{1}{4}} = u\) in the respective integrals we obtain that for all large \(k\),
\[
D_k f(x) \leq C(2\pi)^k k^{8n + \frac{n}{2} + 8} \int_0^{\infty} u^{k - 1} e^{-\theta(k^4)} u du + C k^2 (4\pi)^k e^{-k^2} \int_0^{\infty} u^{2k + 4n + 3} e^{-u} du
\]
\[
= C(2\pi)^k k^{8n + \frac{n}{2} + 8} \left( \frac{\theta(k^4)}{k^4} \right)^k + C k^2 (4\pi)^k e^{-k^2} (2k^2 + 4n + 3)!
\]
\[
\leq C \left( \frac{4\pi k}{\theta(k^4)} \right)^k + C \left( \frac{8\pi^3 k^3}{e^{k^2/2}} \right)^k, \quad \text{for large } k.
\]

In the above we have used the trivial estimates
\[
k^{8n + \frac{n}{2} + 8} \leq 2k, \quad k! \leq k^k, \quad 2k + 4n + 3 \leq 3k,
\]
for all large \(k\). Clearly the second term goes to zero as \(k\) goes to infinity. It follows that for large \(k\), we have
\[
D_k f(x) \leq C \left\{ \frac{4\pi k}{\theta(k^4)} \right\}^k, \quad \text{for all } x \in \mathbb{R}^n.
\]

Since \(\theta\) is decreasing and \(S\) is infinite it follows that
\[
\int_1^{\infty} \frac{\theta(y)}{y} dy = \infty.
\]

From this it follows exactly as in the proof of Theorem 2.2 that
\[
\sum_{k=1}^{\infty} \frac{\theta(k^4)}{k} = \infty.
\]

By Theorem 2.1 we now conclude that \(f(x) = 0\) for all \(x \in \mathbb{T}^n\). We now take care of the general case. Consider the non negative radially decreasing function \(\theta_1\) on \(\mathbb{R}^n\) given by
\[
\theta_1(x) = \frac{4}{\sqrt{|x| + 1}}, \quad \text{for } x \in \mathbb{R}^n.
\]

Clearly
\[
\sum_{m \in \mathbb{N}} \frac{\theta_1(m)}{m} < \infty,
\]
and hence by (b) there exists \( g \in L^1(\mathbb{T}^n) \) such that \( \text{supp } g \) is contained in a small open set \( U \) in \( \mathbb{T}^n \) and
\[
|\hat{g}(m)| \leq C e^{-\theta_1(m)|m|}, \quad \text{for all } m \in \mathbb{Z}^n.\tag{2.16}
\]
If we define \( F(x) = f \ast g(x) \) for \( x \in \mathbb{T}^n \), then by choosing \( U \) appropriately it follows exactly as in Theorem 2.2 that \( F \) vanishes on an open set in \( \mathbb{T}^n \). Moreover, \( \hat{F} \) satisfies the estimate
\[|\hat{F}(m)| \leq C e^{-|m|(|\theta(m)| + \theta_1(m))}, \quad m \in \mathbb{Z}^n.\]
Since,
\[\theta(m) + \theta_1(m) \geq \frac{4}{\sqrt{|m| + 1}}, \quad m \in \mathbb{Z}^n,
\]
it follows from the special case proved already that \( F(x) = 0 \) for all \( x \in \mathbb{T}^n \). Consequently,
\[\hat{f}(m)\hat{g}(m) = 0, \quad \text{for all } m \in \mathbb{Z}^n.
\]
Since \( g \) is nonzero there is a \( m_0 \in \mathbb{Z}^n \) such that \( \hat{g}(m_0) \) is nonzero. This implies that \( \hat{f}(m_0) \) is zero. Our aim is to prove that
\[\hat{f}(m) = 0, \quad \text{for every } m \in \mathbb{Z}^n.
\]
We now fix \( m \in \mathbb{Z}^n \) and define a function \( g_m \) on \( \mathbb{T}^n \) by
\[g_m(x) = e^{2\pi i (m-m_0) \cdot x} g(x), \quad \text{for } x \in \mathbb{T}^n,
\]
so that
\[\hat{g}_m(l) = \hat{g}(l + m_0 - m), \quad \text{for all } l \in \mathbb{Z}^n.
\]
Defining
\[F_m(x) = f \ast g_m(x), \quad \text{for } x \in \mathbb{T}^n,
\]
and using (2.13), (2.10) and the fact that \( \theta_1 \) is decreasing, we get that for any \( l \in \mathbb{Z}^n \),
\[
|\hat{F}_m(l)| = |\hat{f}(l)\hat{g}(l + m_0 - m)|
\leq C e^{-|l|\theta(l)} e^{-|l+m_0-m|\theta_1(l+m_0-m)}
\leq C e^{-|l|\theta(l)} e^{-|l|\theta_1(l+m_0-m)} e^{|m_0-m|\theta_1(0)}
\leq C e^{-|l|\theta(l)} e^{-\sqrt{|l+m_0-m| + 1}}.
\]
Now, for large \( |l| \), the quantity \( |l + m_0 - m| + 1 \) can be dominated by \( 4|l| \). Hence
\[|\hat{F}_m(l)| \leq C e^{-\left(\frac{1}{\sqrt{|l|}} + \frac{\theta(l)}{4|l|}\right)|l|}.
\]
Using translation as before, we can make \( F_m \) vanish on an open set in \( \mathbb{T}^n \). It follows from the special case proved before that \( F_m \) vanishes identically. Since \( \hat{g}_m(m) = \hat{g}(m_0) \) is nonzero we conclude that \( \hat{f}(m) \) is zero. As \( m \in \mathbb{Z}^n \) was arbitrary it follows that \( f = 0 \).
3. Step Two Nilpotent Lie Groups

In this section we present analogues of the results of Ingham and Paley-Wiener on connected, simply connected two step nilpotent Lie groups. We start with the required preliminaries on two step nilpotent Lie groups.

3.1. Representations of Step Two Nilpotent Lie Groups. A complete account of representation theory for general connected, simply connected nilpotent Lie groups can be found in [6]. Representations of step two connected, simply connected nilpotent Lie groups and the Plancherel theorem is described in [1, 21, 19]. We briefly describe the basic facts to make the paper self contained.

Let $G$ be a step two connected, simply connected nilpotent Lie group. Then its Lie algebra $\mathfrak{g}$ has the decomposition $\mathfrak{g} = \mathfrak{v} \oplus \mathfrak{z}$, where 

$\{0\} \neq [\mathfrak{g}, \mathfrak{g}] = [\mathfrak{v}, \mathfrak{v}] \subset \mathfrak{z}$, $[\mathfrak{g}, \mathfrak{z}] = \{0\}$.

Since $G$ is nilpotent the exponential map from $\mathfrak{g}$ to $G$ is an analytic diffeomorphism. We can identify $G$ with $\mathfrak{v} \oplus \mathfrak{z}$ and write $(\mathfrak{V} + \mathfrak{Z})$ for $\exp(\mathfrak{V} + \mathfrak{Z})$ and denote it by $(\mathfrak{V}, \mathfrak{Z})$ where $\mathfrak{V} \in \mathfrak{v}$ and $\mathfrak{Z} \in \mathfrak{z}$. The product law on $G$ is given by the Baker-Campbell-Hausdorff formula

$$(V, Z)(V', Z') = \left(V + V', Z + Z' + \frac{1}{2}[V, V']\right), \quad \text{for all } V, V' \in \mathfrak{v}, \ Z, Z' \in \mathfrak{z}.$$  

Let $\mathfrak{g}^*$ and $\mathfrak{z}^*$ be the dual vector spaces of $\mathfrak{g}$ and $\mathfrak{z}$ respectively. For each $\nu \in \mathfrak{z}^*$ we consider the bilinear form $B_\nu$ on $\mathfrak{v}$ defined by

$B_\nu(V, V') = \nu([V, V'])$, \quad for all $V, V' \in \mathfrak{v}$.

Let

$\tau_\nu = \{V \in \mathfrak{v} \mid \nu([V, V']) = 0, \ \text{for all } V' \in \mathfrak{v}\}.$

We fix an orthonormal basis $\mathcal{B} = \{V_1, V_2, \ldots, V_m, Z_1, \ldots, Z_k\}$ of $\mathfrak{g}$ such that

$$\mathfrak{v} = \text{span}_\mathbb{R}\{V_1, \ldots, V_m\},$$

$$\mathfrak{z} = \text{span}_\mathbb{R}\{Z_1, \ldots, Z_k\}.$$  

Let $m_\nu$ be the orthogonal complement of $\tau_\nu$ in $\mathfrak{v}$. Then $\mathcal{U} = \{\nu \in \mathfrak{z}^* \mid \dim(m_\nu) \text{ is maximum}\}$ is a Zariski open subset of $\mathfrak{z}^*$. We shall denote by $S_\nu$ the $m \times m$ matrix whose $(i, j)$-th entry is $B_\nu(V_i, V_j)$ for $1 \leq i, j \leq m$.

**Definition 3.1.** The index $i$ is called a jump index for $\nu \in \mathfrak{z}^*$ if the rank of the $i \times m$ submatrix of $S_\nu$, consisting of the first $i$ rows, is strictly greater than the rank of the $(i - 1) \times m$ submatrix of $S_\nu$, consisting of the first $i - 1$ rows.
Then we have the decomposition $\nu$ exists of Definition 3.2. Let $G$ be a connected, simply connected two step nilpotent Lie group. If there exists $\nu \in \mathfrak{z}^*$ such that $B_\nu$ is nondegenerate then we call $G$ a step two nilpotent Lie group with MW condition or step two MW group.

In the following two subsections, we shall give an explicit description of the group Fourier transform of a function defined on $G$ and the Plancherel measure. These are going to be crucial for the proof of Theorem 3.5 and Theorem 3.6.

3.1.1. Step two non MW groups. In this case $\tau_\nu \neq \{0\}$ for each $\nu \in \mathcal{U}$. Then $B_\nu|_{m_\nu}$ is nondegenerate and hence $\dim m_\nu = 2n$. From the properties of an alternating bilinear form there exists an orthonormal basis $\{X_1(\nu), Y_1(\nu), \ldots, X_n(\nu), Y_n(\nu), U_1(\nu), \ldots, U_r(\nu)\}$ of $\mathfrak{v}$ and positive numbers $d_i(\nu) > 0$ such that

1. $\tau_\nu = \text{span}_\mathbb{R}\{U_1(\nu), \ldots, U_r(\nu)\}$,
2. $\nu([X_i(\nu), Y_j(\nu)]) = \delta_{i,j}d_j(\nu), 1 \leq i, j \leq n$.

We call the basis $\{X_1(\nu), \ldots, X_n(\nu), Y_1(\nu), \ldots, Y_n(\nu), U_1(\nu), \ldots, U_r(\nu), Z_1, \ldots, Z_k\}$ of $\mathfrak{g}$ an almost symplectic basis. Let

$$\xi_\nu = \text{span}_\mathbb{R}\{X_1(\nu), \ldots, X_n(\nu)\},$$
$$\eta_\nu = \text{span}_\mathbb{R}\{Y_1(\nu), \ldots, Y_n(\nu)\}.$$ 

Then we have the decomposition

$$\mathfrak{g} = \xi_\nu \oplus \eta_\nu \oplus \tau_\nu \oplus \mathfrak{z} = \{X + Y + U + Z \mid X \in \xi_\nu, Y \in \eta_\nu, U \in \tau_\nu, Z \in \mathfrak{z}\}.$$
We shall denote the element \( \exp(X + Y + U + Z) \) of \( G \) by \((X, Y, U, Z)\). We shall write

\[
(X, Y, U, Z) = \sum_{j=1}^{n} x_j(\nu)X_j(\nu) + \sum_{j=1}^{n} y_j(\nu)Y_j(\nu) + \sum_{j=1}^{r} u_j(\nu)U_j(\nu) + \sum_{j=1}^{k} z_jZ_j
\]

and denote it by \((x, y, u, z)\) suppressing the dependence of \( \nu \) which will be understood from the context. If we take \( \lambda \in \Lambda \) then it can be written as \( \lambda = (\mu, \nu) \), where \( \mu \in \tilde{A}_Q^r \) and \( \nu \in U \). Therefore

\[
\lambda = (\mu, \nu) = \sum_{i=1}^{r} \mu_i V_{\mu_i}^* + \sum_{i=1}^{m} \nu_i Z_i^*.
\]

We can extend \( \lambda \) to a linear functional \( \lambda' \) on \( g \) simply by defining it to be zero on \( A_P \). We define

\[
\tilde{\mu}_i = \lambda'(U_i(\nu)), \quad \text{for } 1 \leq i \leq r
\]

and consider the linear map

\[
(3.1) \quad M_\nu : \tilde{A}_Q^r \to \text{span}_\mathbb{R}\{U_1(\nu)^*, \cdots, U_r(\nu)^*\}
\]

given by

\[
M_\nu(\mu_1, \cdots, \mu_r) = (\tilde{\mu}_1, \cdots, \tilde{\mu}_r).
\]

It has been shown in [21] that

\[
| \det(J_{M_\nu}) | = \frac{| Pf(\nu) |}{d_1(\nu) \cdots d_n(\nu)},
\]

where \( J_{M_\nu} \) is the Jacobian matrix of \( M_\nu \) and \( Pf(\nu) \) is the Pfaffian of \( \nu \) given by

\[
Pf(\nu) = \sqrt{\det(B'_\nu)}, \quad (B'_\nu)_{is} = \nu([V_{j,i}, V_{j,s}]), \quad V_{j,i}, V_{j,s} \in A_P.
\]

Using the almost symplectic basis we now describe an irreducible unitary representation \( \pi_{\mu,\nu} \) of \( G \) realized on \( L^2(\eta_\nu) \) by the following action

\[
(\pi_{\mu,\nu}(x, y, u, z)\phi)(\xi) = e^{2\pi i (\sum_{j=1}^{k} \nu_j z_j + \sum_{j=1}^{r} \tilde{\mu}_j u_j + \sum_{j=1}^{r} d_j(\nu) (x_j \xi_j + \frac{1}{2} x_j y_j))} \phi(x + y),
\]

for all \( \phi \in L^2(\eta_\nu) \). We define the Fourier transform of \( f \in L^1(G) \) by the operator valued integral

\[
\pi_{\mu,\nu}(f) = \int_{\mathbb{R}} \int_{\tau_\nu} \int_{\xi_\nu} \int_{\eta_\nu} f(x, y, u, z) \pi_{\mu,\nu}(-x, -y, -u, -z) \, dx \, dy \, du \, dz,
\]

for \( \lambda = (\mu, \nu) \in \Lambda \). For \( \nu \in \mathbb{R}^* \) we consider the Euclidean Fourier transform of \( f \) in the central variable given by

\[
(3.2) \quad f^\nu(x, y, u) = \int_{\mathbb{R}} e^{-2\pi i \sum_{j=1}^{k} \nu_j z_j} f(x, y, u, z) \, dz.
\]

We also define for \( \tilde{\mu} \in \tau_\nu^* \)

\[
f^{\nu}_{\tilde{\mu}}(x, y) = \int_{\tau_\nu} \int_{\mathbb{R}} e^{-2\pi i \sum_{j=1}^{k} \nu_j z_j - 2\pi i \sum_{j=1}^{r} \tilde{\mu}_j u_j} f(x, y, u, z) \, dz \, du.
\]
If \( f \in L^1(G) \cap L^2(G) \) then \( \pi_{\mu,\nu}(f) \) is an Hilbert-Schmidt operator and we have (see [21])

\[
\prod_{j=1}^n d_j(\nu) \|\pi_{\mu,\nu}(f)\|_{HS}^2 = \int_{\eta_\nu} \int_{\xi_\nu} |f_{\tilde{\mu},\nu}(x, y)|^2 dx dy.
\]

Here and elsewhere \( \| \cdot \|_{HS} \) denotes the Hilbert-Schmidt norm. Now integrating both sides on \( \tilde{A}_Q^* \) with respect to the Lebesgue measure and applying the transformation given by the function \( M_\nu \) in (3.1) we get

\[
|Pf(\nu)| \int_{\tilde{A}_Q^*} \|\pi_{\mu,\nu}(f)\|_{HS}^2 d\mu = \int_{\tau_\nu} \int_{\eta_\nu} \int_{\xi_\nu} |f_{\tilde{\mu},\nu}(x, y)|^2 dx dy d\bar{\mu} = \int_{\nu} |f(\nu)|^2 dv.
\]

Using the Euclidean Plancherel theorem on the center \( 3 \) we get the Plancherel formula for \( G \) given by

\[
\int_{\Lambda} \|\pi_{\mu,\nu}(f)\|_{HS}^2 |Pf(\nu)| d\mu d\nu = \int_G |f(v, z)|^2 dv dz.
\]

The above holds for all \( L^2 \)-functions on \( G \) by a standard density argument.

### 3.1.2. Step two MW groups.

In this case there exists \( \nu \in 3^* \) such that \( B_\nu \) is nondegenerate. So \( \mathcal{U} = \{ \nu \in 3^* : B_\nu \text{ is nondegenerate} \} \) and the representations are parametrized by the Zariski open set \( \Lambda = \mathcal{U} \). The representations are given by

\[
(\pi_\nu(x, y, z)\phi)(\xi) = e^{2\pi i \sum_{j=1}^k \nu_j z_j + 2\pi i \sum_{j=1}^n d_j(\nu)(x_j \xi_j + \frac{1}{2} x_j y_j)} \phi(\xi + y), \quad \phi \in L^2(\eta_\nu).
\]

It turns out that in this case

\[
|Pf(\nu)| = \prod_{j=1}^n d_j(\nu), \quad \nu \in \Lambda.
\]

We define the Fourier transform of \( f \in L^1(G) \) by

\[
\pi_\nu(f) = \int_{\eta_\nu} \int_{\xi_\nu} f(x, y, z)\pi_\nu(-x, -y, -z) dx dy dz, \quad \nu \in \Lambda.
\]

If \( f \in L^1(G) \cap L^2(G) \) then \( \pi_\nu(f) \) is a Hilbert-Schmidt operator and

\[
|Pf(\nu)| \|\pi_\nu(f)\|_{HS}^2 = \int_{\eta_\nu} \int_{\xi_\nu} |f(\nu)(x, y)|^2 dx dy = \int_{\nu} |f(\nu)(x, y)|^2 dx dy,
\]

where \( f(\nu) \) is the Euclidean Fourier transform of \( f \) in the central variable defined as in (3.2). The Plancherel formula now takes the following form

\[
\int_{\Lambda} \|\pi_\nu(f)\|_{HS}^2 |Pf(\nu)| d\nu = \int_G |f(v, z)|^2 dv dz,
\]

which holds for all \( L^2 \)-functions on \( G \) by density argument.
3.2. **Uncertainty Principles of Ingham and Paley-Wiener on Step Two Nilpotent Lie Groups.** In order to state and prove analogues of the results of Ingham and Paley-Wiener on connected, simply connected two step nilpotent Lie groups, first we need to prove two lemmas which are essentially modified versions of the Euclidean results with a polynomial occurring in the estimate of the Fourier transform. It is a well known fact that the Pfaffian, which occurs in the Plancherel formula, is a homogeneous polynomial in its variables. This is the reason behind the polynomials occurring in the estimate of the Fourier transform unlike the Euclidean case.

We shall often consider a radial function on $\mathbb{R}^n$ as a function on $[0, \infty)$.

**Lemma 3.3.** Let $P$ be a polynomial on $\mathbb{R}^n$ and $\theta : \mathbb{R}^n \to [0, \infty)$ be a decreasing radial function with $\lim_{|y| \to \infty} \theta(y) = 0$ and

$$I = \int_{|y| \geq 1} \frac{\theta(y)}{|y|^n} dy.$$

(a) Let $f \in L^1(\mathbb{R}^n)$ be a nontrivial function satisfying the estimate

$$|\hat{f}(y)| \leq C |P(y)| e^{-|y|^\theta(y)}, \quad \text{for all } y \in \mathbb{R}^n.$$

If $f$ vanishes on a nonempty open set then $I$ must be finite.

(b) If $I$ is finite then there exists a nontrivial $f \in C^\infty_c(\mathbb{R}^n)$ satisfying (3.5).

**Proof.** We write the polynomial

$$P(y) = \sum_{|\alpha| \leq N} a_\alpha y^\alpha, \quad \text{for } a_\alpha \in \mathbb{C}, N \in \mathbb{N},$$

where

$$y^\alpha = y_1^{\alpha_1} \cdots y_n^{\alpha_n}, \quad \text{for } y = (y_1, \ldots, y_n) \in \mathbb{R}^n,$$

$$\alpha = (\alpha_1, \ldots, \alpha_n) \in (\mathbb{N} \cup \{0\})^n.$$

Now we define the differential operator

$$D_P = \sum_{|\alpha| \leq N} \frac{a_\alpha}{(2\pi)^{|\alpha|}} \frac{\partial^{\alpha_1}}{\partial x_1^{\alpha_1}} \cdots \frac{\partial^{\alpha_n}}{\partial x_n^{\alpha_n}}.$$

It follows that

$$|(D_P \phi)(y)| = C |P(y)||\hat{\phi}(y)|, \quad \text{for } \phi \in C^\infty_c(\mathbb{R}^n), y \in \mathbb{R}^n.$$

Let $f$ satisfy the hypothesis in (a). We consider $\phi \in C^\infty_c(\mathbb{R}^n)$ such that $f * \phi$ is nontrivial and vanishes on an open set in $\mathbb{R}^n$. For $y$ not in the zero set of $P$ from (3.6) and (3.5) we have

$$|(f * \phi)(y)| = C \frac{1}{|P(y)|} |(D_P \phi)(y)||\hat{f}(y)| \leq C e^{-|y|^\theta(y)}.$$

This is true for almost every $y \in \mathbb{R}^n$. Since $\hat{f}(y)$ is zero for $y$ in the zero set of $P$ the estimate (3.7) is true for all $y \in \mathbb{R}^n$. Applying Theorem 2.2 to the function $f * \phi$ we get that $I$ is finite.
To prove (b) let us assume that $I$ is finite. By Theorem 2.2 we can find a nonzero $f_1 \in C_c^\infty(\mathbb{R}^n)$ such that
\[
|\hat{f}_1(y)| \leq C e^{-|y|\theta(y)}, \quad \text{for } y \in \mathbb{R}^n.
\]
From (3.6) we get that $f = D_P f_1 \in C_c^\infty(\mathbb{R}^n)$ satisfies the estimate
\[
|\hat{f}(y)| \leq C |P(y)| e^{-|y|\theta(y)}, \quad \text{for } y \in \mathbb{R}^n.
\]

Lemma 3.4. Let $P$ be a polynomial on $\mathbb{R}^n$ and $\psi : \mathbb{R}^n \to [0, \infty)$ be a locally integrable radial function with
\[
I = \int_{\mathbb{R}^n} \frac{\psi(x)}{(1 + |x|)^{n+1}} dx.
\]

(a) Let $f \in L^2(\mathbb{R}^n)$ be a nontrivial function satisfying the estimate
\[
|\hat{f}(y)| \leq C |P(y)| e^{-\psi(y)}, \quad \text{for almost every } y \in \mathbb{R}^n.
\]
If $f$ is supported on a half space then $I$ must be finite.

(b) If $\psi$ is nondecreasing and $I$ is finite then there exists a nontrivial $f \in C_c^\infty(\mathbb{R}^n)$ satisfying (3.8).

Proof. It can be proved in a manner similar to the proof of Lemma 3.3.

Let $G$ be a connected, simply connected two step nilpotent Lie group. We can identify $\Lambda$ with $\mathbb{R}^{r+k}$ as measure spaces by identifying $\tilde{A}_Q^*$ with $\mathbb{R}^r$ and $U$ with a full measure set in $\mathbb{R}^k$. We now present analogues of Theorem 2.2 and Theorem 2.3 respectively for connected, simply connected two step nilpotent Lie groups.

Theorem 3.5. Let $\theta : \mathbb{R}^k \to [0, \infty)$ be a radial decreasing function with $\lim_{|t| \to \infty} \theta(t) = 0$ and
\[
I = \int_{|t| \geq 1} \frac{\theta(t)}{|t|^k} dt.
\]

(a) Let $f \in L^1(G) \cap L^2(G)$ be such that
\[
\|\pi_{\mu,\nu}(f)\|_{HS} \leq C |H(\mu)||Pf(\nu)|^{1/2} e^{-|\nu|\theta(\nu)}, \quad \text{for all } (\mu, \nu) \in \Lambda,
\]
where $H \in L^1(\mathbb{R}^r) \cap L^2(\mathbb{R}^r)$. Suppose there exists $\epsilon > 0$ such that $f(\nu, z)$ is zero for $|z| < \epsilon$ and all $\nu \in \mathfrak{v}$. If $I = \infty$ then $f = 0$.

(b) Suppose $G$ is a MW group. If $I$ is finite then there exists a nontrivial $f \in C_c(G)$ satisfying the estimate
\[
\|\pi_{\nu}(f)\|_{HS} \leq C |Pf(\nu)|^{1/2} e^{-|\nu|\theta(\nu)}, \quad \text{for } \nu \in U.$
Proof. For a fixed \( \phi \in C_c(v) \) we consider the function \( F_\phi \) on \( J \) defined by

\[
F_\phi(z) = \int_v f(v, z) \overline{\phi(v)} \, dv,
\]
for almost every \( z \in J \).

Clearly \( F_\phi \in L^1(\mathbb{R}^k) \). For \( \nu \in U \) the Euclidean Fourier transform \( \hat{F}_\phi \) of \( F_\phi \) is given by

\[
\hat{F}_\phi(\nu) = \int_v f^\nu(\nu) \phi(\nu) \, dv,
\]

where \( f^\nu \) is defined as in (3.2). Applying Cauchy-Schwartz inequality and using (3.3) and (3.9) we get that for \( \nu \in U \)

\[
|\hat{F}_\phi(\nu)|^2 \leq C \int_v |f^\nu(\nu)|^2 \, dv \leq C |P f(\nu)|^2 \|H\|_{L^2(\mathbb{R}^r)}^2 e^{-|\nu|^2(\nu)}.
\]

It follows that

\[
|\hat{F}_\phi(\nu)| \leq C |P f(\nu)| e^{-|\nu|^2(\nu)}, \quad \text{for } \nu \in U.
\]

Clearly \( F_\phi(z) \) is zero if \( |z| < \epsilon \). Applying Lemma 3.3 to the function \( F_\phi \) on \( \mathbb{R}^k \) we get that \( F_\phi \) is zero. Since this is true for all \( \phi \in C_c(v) \) we conclude that \( f \) is zero. This proves (a).

We shall now prove (b). By Lemma 3.3 there exists \( g \in C_c(\mathbb{R}^k) \) satisfying the estimate

\[
|g(\nu)| \leq C |P f(\nu)| e^{-\theta(\nu)|\nu|}, \quad \text{for } \nu \in \mathbb{R}^k,
\]

where \( P f(\nu) \) is the Pfaffian which is a polynomial in \( \nu \). We consider a fixed \( h \in C_c(v) \) and define

\[
f(v, z) = h(v)g(z), \quad \text{for } v \in v, z \in J.
\]

Clearly \( f \in C_c(G) \) and for \( \nu \in \Lambda \pi_\nu(f) \) is a Hilbert-Schmidt operator. By (3.4) we get that

\[
|P f(\nu)|\|\pi_\nu(f)\|^2_{HS} = \int_v |f^\nu(\nu)|^2 \, dv = |g(\nu)|^2 \int_v |h(v)|^2 \, dv \leq C |P f(\nu)|^2 e^{-2|\nu|^2(\nu)}.
\]

Hence we obtain

\[
\|\pi_\nu(f)\|_{HS} \leq C |P f(\nu)|^{1/2} e^{-|\nu|^2(\nu)}, \quad \text{for } \nu \in U.
\]

\( \square \)

Theorem 3.6. Let \( \psi : \mathbb{R}^k \to [0, \infty) \) be a locally integrable radial function and

\[
I = \int_{\mathbb{R}^k} \frac{\psi(t)}{(1 + |t|)^{k+1}} \, dt.
\]

(a) Suppose \( f \in L^2(G) \) satisfies the estimate

\[
\|\pi_{\mu,\nu}(f)\|_{HS} \leq C |H(\mu)| |P f(\nu)|^{1/2} e^{-\psi(\nu)}, \quad \text{for almost every } (\mu, \nu) \in \Lambda,
\]

where \( H \in L^1(\mathbb{R}^r) \cap L^2(\mathbb{R}^r) \). Suppose that \( \text{supp } f \subset \{(v, z) \in G \mid z \cdot \eta \leq p\} \) for some \( \eta \in S^{k-1} \) and some \( p \in \mathbb{R} \). If \( I = \infty \) then \( f(g) = 0 \) for almost every \( g \in G \).
(b) Suppose $G$ is a MW group. If $I$ is finite and $\psi$ is nondecreasing then there exists a nontrivial $f \in C_c(G)$ satisfying the estimate

$$\|\pi_\nu(f)\|_{HS} \leq C|Pf(\nu)|^{1/2}e^{-\psi(\nu)}, \quad \text{for } \nu \in U.$$ 

Proof. For the proof of (a), we again consider the function $F_\phi$ on $z$ as in the proof of Theorem 3.5 (a) and get the estimate

$$|\hat{F}_\phi(\nu)| \leq C|Pf(\nu)|^{1/2}e^{-\psi(\nu)} \quad \text{for } \nu \in U.$$ 

Applying Lemma 3.4 to $F_\phi$ we similarly obtain that $f = 0$. Proof of (b) is similar to that of Theorem 3.5(b). □

4. Unique Continuation Property of Solutions to the Schrödinger Equation

We consider the initial value problem for the time-dependent Schrödinger equation on $\mathbb{R}^n$ given by

$$\begin{cases}
\frac{\partial w}{\partial t}(x,t) - i\Delta w(x,t) = 0, & \text{for } (x,t) \in \mathbb{R}^n \times \mathbb{R}, \\
w(x,0) = f(x), & \text{for } x \in \mathbb{R}^n.
\end{cases} \quad (4.1)$$

Our aim is to obtain sufficient conditions on the behaviour of the solution $u$ at two different times $t = 0$ and $t = t_0$ which guarantee that $u \equiv 0$ is the unique solution of the above equation. It has recently been observed that uncertainty principles can be used to obtain such sufficient conditions. We refer the reader to [7] and the references therein for results in this regard. These results were further generalized in the context of noncommutative groups in [3, 5, 16, 20]. In this section we wish to relate the theorems of Ingham and Paley-Wiener to the above mentioned problem on a connected, simply connected two step MW group.

Let $A = (a_{ij})$ be a real, symmetric matrix of order $n$ and we define the differential operator $\Delta_A$ on $\mathbb{R}^n$ as

$$\Delta_A = \sum_{i,j=1}^n a_{ij} \frac{\partial^2}{\partial x_i \partial x_j}.$$ 

Consider the Schrödinger equation corresponding to $\Delta_A$ given by

$$\begin{cases}
\frac{\partial w}{\partial t}(x,t) - i\Delta_A w(x,t) = 0, & \text{for } (x,t) \in \mathbb{R}^n \times \mathbb{R}, \\
w(x,0) = f(x), & \text{for } x \in \mathbb{R}^n.
\end{cases} \quad (4.2)$$

We first prove a unique continuation result for the solution of the Schrödinger equation (4.2) using Theorem 2.3 in the context of $\mathbb{R}^n$.

**Theorem 4.1.** Let $w$ be a solution to the equation (4.2) and $\psi : \mathbb{R}^n \to [0, \infty)$ be a non-negative, locally integrable, radial function. Assume that $f \in C^\infty_c(\mathbb{R}^n)$ and

$$|w(x,t_0)| \leq Ce^{-\psi(x)}, \quad \text{for some } t_0 \neq 0, \ x \in \mathbb{R}^n. \quad (4.3)$$
If
\[
\int_0^\infty \frac{\psi(r)}{1 + r^2} dr = \infty,
\]
then \( w = 0 \).

To prove the theorem we shall need the following lemma corresponding to the case when \( A \) is a diagonal matrix of the form
\[
A = \begin{pmatrix}
a_1 & 0 & \cdots & 0 \\
0 & a_2 & \cdots & 0 \\
0 & \cdots & \cdots & a_n
\end{pmatrix},
\]
where each \( a_1, \cdots, a_k \) is nonzero and each \( a_{k+1}, \cdots, a_n \) is zero for some \( 1 \leq k \leq n \). We note that \( A \) is nonsingular if \( k \) equals \( n \) and \( A \) is singular if \( k \) is strictly less than \( n \). Let \( \sigma \) be the difference of the number of positive eigenvalues of \( A \) and the number of negative eigenvalues of \( A \).

**Lemma 4.2.** If \( A \) is of the form (4.5) the fundamental solution of the equation (4.2) is given by
\[
w(x, t) = e^{it\Delta_A} f(x) = f \ast \beta_t(x), \quad \text{for } x \in \mathbb{R}^n.
\]

(a) If \( A \) is nonsingular the kernel \( \beta_t \) is given by the function \( \gamma_t \) on \( \mathbb{R}^n \) defined as
\[
\gamma_t(x) = \frac{1}{\sqrt{|a_1 \cdots a_n|(4\pi t)^n}} e^{-\frac{\pi}{4} \sum_{j=1}^n \frac{x_j^2}{a_j}}, \quad \text{for } x = (x_1, \cdots, x_n) \in \mathbb{R}^n.
\]

(b) If \( A \) is singular the kernel \( \beta_t \) is given by a tempered distribution on \( \mathbb{R}^n \) defined as
\[
\beta_t(\phi) = \int_{\mathbb{R}^k} \phi(x', 0) \gamma_t(x') dx', \quad \text{for } \phi \in \mathcal{S}(\mathbb{R}^n), \ x' \in \mathbb{R}^k \text{ and } 0 \in \mathbb{R}^{n-k}.
\]

**Proof.** In this proof we shall use the same notation to denote the Euclidean Fourier transform on \( \mathbb{R}^n \) or \( \mathbb{R}^k \) which will be evident from the context. The proof of (a) follows easily because the Fourier transform of \( \gamma_t \) is given by (see Ch. 4, [24])
\[
\hat{\gamma}_t(\xi) = e^{-4it\pi^2 \sum_{j=1}^n a_j \xi_j^2}, \quad \text{for } \xi = (\xi_1, \cdots, \xi_n) \in \mathbb{R}^n.
\]

It remains to prove (b). For a given test function \( \phi \in \mathcal{S}(\mathbb{R}^n) \) we define a function \( h_\phi \) on \( \mathbb{R}^k \) by
\[
h_\phi(x') = \int_{\mathbb{R}^{n-k}} \phi(x', x'') dx'', \quad \text{for } x' \in \mathbb{R}^k.
\]

It is easy to see that for \( \xi' \in \mathbb{R}^k \) and \( 0 \in \mathbb{R}^{n-k} \)
\[
\hat{\phi}(\xi', 0) = \int_{\mathbb{R}^k} \left( \int_{\mathbb{R}^{n-k}} \phi(x', x'') dx'' \right) e^{-2\pi i x' \cdot \xi'} dx' = \hat{h}_\phi(\xi').
\]
For a given test function $\phi \in \mathcal{S}(\mathbb{R}^n)$ we get that
\[
\hat{\beta}_t(\phi) = \beta_t(\hat{\phi}) = \int_{\mathbb{R}^k} \widehat{\phi}(\xi', 0) \, \gamma_t(\xi') \, d\xi'
\]
\[
= \int_{\mathbb{R}^k} \widehat{h}_\phi(\xi') \, \gamma_t(\xi') \, d\xi'
\]
\[
= \int_{\mathbb{R}^k} h_\phi(\xi') \, \widehat{\gamma}_t(\xi') \, d\xi'
\]
\[
= \int_{\mathbb{R}^k} \int_{\mathbb{R}^{n-k}} \phi(\xi', \xi'') \, \widehat{\gamma}_t(\xi') \, d\xi'' \, d\xi'.
\]
It follows that the distributional Fourier transform of $\beta_t$ is given by the function
\[
\hat{\beta}_t(\xi) = \widehat{\gamma}_t(\xi'), \quad \text{for } \xi = (\xi', \xi''), \xi' \in \mathbb{R}^k, \xi'' \in \mathbb{R}^{n-k}.
\]
On the other hand it is easy to see that the convolution of $f \in C^{\infty}_c(\mathbb{R}^n)$ with the tempered distribution $\beta_t$ is given by the function
\[(4.8) \quad f * \beta_t(x) = \int_{\mathbb{R}^k} f(y', x'') \gamma_t(x' - y') \, dy', \quad \text{for } x = (x', x''), \, x' \in \mathbb{R}^k, \, x'' \in \mathbb{R}^{n-k}.
\]
It turns out that the tempered distribution $\beta_t$ satisfies (4.6) because of the following equality
\[(e_{it\Delta} f)(\xi) = e^{-4\pi^2 it \sum_{j=1}^{k} a_j^2} f(\xi) = \widehat{\gamma}_t(\xi') \widehat{f}(\xi) = \hat{\beta}_t(\xi) \hat{f}(\xi),
\]
where $\xi = (\xi', \xi'')$, $\xi' = (\xi_1, \ldots, \xi_k) \in \mathbb{R}^k$, $\xi'' \in \mathbb{R}^{n-k}$. \hfill \halmos

Proof of Theorem 4.1. We shall first prove the theorem for the special case when $A$ is of the form (4.5). Further, if $A$ is singular it follows from Lemma 4.2 (b) and the relation (4.8) that
\[(4.9) \quad w(x, t_0) = e^{it_0 \Delta} f(x) = f_{x''} * \gamma_{t_0}(x'), \quad \text{for } x = (x', x''), \, x' \in \mathbb{R}^k, \, x'' \in \mathbb{R}^{n-k},
\]
where for fixed $x'' \in \mathbb{R}^{n-k}$, $f_{x''}$ is defined on $\mathbb{R}^k$ as
\[f_{x''}(x') = f(x', x''), \quad \text{for } x' \in \mathbb{R}^k.
\]
Note that the convolution above is on $\mathbb{R}^k$. Using the expression of $\gamma_t$ given in (4.7) we obtain
\[f_{x''} * \gamma_{t_0}(x') = \frac{e^{-i\pi \sigma/4} e^{\frac{1}{4t_0} \sum_{j=1}^{k} x_j^2/a_j}}{\sqrt{|a_1 \cdots a_k|(4\pi|t_0|)^{\frac{k}{2}}}} \int_{\mathbb{R}^k} f_{x''}(y') e^{\frac{i}{4t_0} \sum_{j=1}^{k} \frac{y_j^2}{a_j}} e^{-2\pi i \sum_{j=1}^{k} x_j y_j/a_j} \, dy'.
\]
It is easy to see using change of variables $z_j = y_j/(4\pi t_0 a_j)$ for each $1 \leq j \leq k$ that
\[(4.10) \quad |f_{x''} * \gamma_{t_0}(x')| = \sqrt{|a_1 \cdots a_k|(4\pi|t_0|)^{\frac{k}{2}}} |g_{x''}(z')|,
\]
where $g_{x''}$ is defined on $\mathbb{R}^k$ as
\[g_{x''}(z') = f_{x''}(4\pi t_0 a_1 z_1, \ldots, 4\pi t_0 a_k z_k) e^{4\pi^2 i t_0 (a_1 z_1^2 + \cdots + a_k z_k^2)}, \quad \text{for } z' = (z_1, \ldots, z_k) \in \mathbb{R}^k.
\]
Since \( f \in C^\infty_c(\mathbb{R}^n) \), it follows that \( f_{x''} \in C^\infty_c(\mathbb{R}^k) \) for each \( x'' \in \mathbb{R}^{n-k} \) and therefore so is \( g_{x''} \). From (4.10), (4.9) and (4.3) we get that for fixed \( x'' \in \mathbb{R}^{n-k} \\
\begin{align*}
|\hat{g}_{x''}(x')| & \leq C e^{-\psi_{x''}(x')}, \quad \text{for } x' \in \mathbb{R}^k,
\end{align*}
where \( \psi_{x''}(x') = \psi(x', x'') \) for \( x' \in \mathbb{R}^k \). Since \( \psi \) is a radial function on \( \mathbb{R}^n \), using the change of variable \( s^2 + |x''|^2 = r^2 \) it follows from (4.4) that
\[
\int_{|x'| \geq M} \frac{\psi_{x''}(x')}{|x'|^{k+1}} dx' = C \int_{M}^{\infty} \frac{\psi(\sqrt{s^2 + |x''|^2})}{s^{k+1}} s^{k-1} ds
\]
\[
= C \int_{\sqrt{M^2 + |x''|^2}}^{\infty} \frac{\psi(r)}{r^{2 - |x''|^2}} \frac{r}{\sqrt{r^2 - |x''|^2}} dr
\]
\[
\geq C \int_{\sqrt{M^2 + |x''|^2}}^{\infty} \frac{\psi(r)}{1 + r^2} dr
\]
\[
= \infty.
\]
Applying Theorem 2.3 to the function \( g_{x''} \) on \( \mathbb{R}^k \) we get that \( g_{x''} \) is zero on \( \mathbb{R}^k \) and hence so is \( f_{x''} \). Since this is true for each \( x'' \in \mathbb{R}^{n-k} \) it follows that \( f \) is zero on \( \mathbb{R}^n \) and hence so is \( w \). If \( A \) is nonsingular the result follows in a similar fashion from Lemma 4.2 (a). This proves the theorem for the special case when \( A \) is of the form (4.5).

Now we consider \( A \) to be a real symmetric matrix of order \( n \), not necessarily diagonal. However there exists an orthogonal matrix \( P = (P_{ij}) \) of order \( n \) such that \( D = P^t A P \) is a diagonal matrix of the form (4.5) having diagonal entries \( d_1, \ldots, d_n \) where each \( d_1, \ldots, d_k \) is nonzero and each \( d_{k+1}, \ldots, d_n \) is zero for some \( 1 \leq k \leq n \). Here \( P^t \) denotes the transpose of the orthogonal matrix \( P \) and by orthogonality \( P^t \) equals \( P^{-1} \). Now we shall consider the operator \( \Delta_A \) in terms of the variable \( v = P^t x \). Indeed, if \( X = \left( \frac{\partial}{\partial x_1}, \ldots, \frac{\partial}{\partial x_n} \right)^t \), \( V = \left( \frac{\partial}{\partial v_1}, \ldots, \frac{\partial}{\partial v_n} \right)^t \) then \( P^t X = V \) and
\[
(4.11) \quad \Delta_A = \sum_{i,j=1}^{n} a_{ij} \frac{\partial^2}{\partial x_i \partial x_j} = X^t A X = (P^t X)^t D (P^t X) = V^t D V = \sum_{j=1}^{k} d_{jj} \frac{\partial^2}{\partial v_j^2} = \Delta_{D,v},
\]
where the operator \( \Delta_{D,v} \) is of the diagonal form corresponding to the diagonal matrix \( D \) with respect to the variable \( v \). Let us define a function \( f_P \in C^\infty_c(\mathbb{R}^n) \) by
\[
f_P(x) = f(PP^t x), \quad \text{for } x \in \mathbb{R}^n.
\]
Using chain rule, the relation \( V = P^t X \) and the orthogonality of the matrix \( P \) it is easy to see that for \( 1 \leq j \leq n \) and \( x \in \mathbb{R}^n \)
\[
(4.12) \quad \frac{\partial f_P}{\partial x_j}(P^t x) = \left( P_{1j} \frac{\partial f}{\partial x_1} + \cdots + P_{nj} \frac{\partial f}{\partial x_n} \right) (PP^t x) = \frac{\partial f}{\partial v_j}(x).
\]
It follows from (4.11) and (4.12) that for $x \in \mathbb{R}^n$

\begin{equation}
\sum_{i,j=1}^{n} a_{ij} \frac{\partial^2 f}{\partial x_i \partial x_j}(x) = \sum_{j=1}^{k} d_{j} \frac{\partial^2 f}{\partial v_j^2}(x) = \sum_{j=1}^{k} d_{j} \frac{\partial^2 f_P}{\partial x_j^2}(P^t x) = \Delta_D f_P(P^t x),
\end{equation}

where the operator

$$\Delta_D = \sum_{j=1}^{k} d_{j} \frac{\partial^2}{\partial x_j^2}$$

corresponds to the diagonal matrix $D$ with respect to the variable $x$. Taking Fourier transform in (4.13) we get that

\begin{equation}
\sum_{i,j=1}^{n} a_{ij} \xi_i \xi_j \widehat{f}(\xi) = \sum_{j=1}^{k} d_{j} \eta_j^2 \widehat{f_P}(\eta),
\end{equation}

where $\eta = (\eta_1, \cdots, \eta_n) \in \mathbb{R}^n$ and $\xi = (\xi_1, \cdots, \xi_n) \in \mathbb{R}^n$ are related by $\eta = P^t \xi$. Consequently, it is easy to see that

$$e^{it_0 \sum_{i,j=1}^{n} a_{ij} \xi_i \xi_j \widehat{f}(\xi)} = e^{it_0 \sum_{j=1}^{k} d_{j} \eta_j^2 \widehat{f_P}(\eta)}, \quad \text{for } \xi = P\eta \in \mathbb{R}^n.$$

Hence it follows that

\begin{equation}
e^{it_0 \Delta_A f}(x) = e^{it_0 \Delta_D f_P(P^t x)}, \quad \text{for } x \in \mathbb{R}^n.
\end{equation}

Using (4.3), (4.6), (4.14) and the radiality of $\psi$ we get that

$$|e^{it_0 \Delta_D f_P(x)}| \leq C e^{-\psi(x)}, \quad \text{for } x \in \mathbb{R}^n.$$

By what we have already proved in the previous case for diagonal matrices of the form (4.5), we can conclude that the function $f_P \in C^\infty_c(\mathbb{R}^n)$ is zero. It follows that $f$ is zero and hence so is $w$.

**Remark 4.3.** If we consider $A$ to be nonsingular and diagonal, stronger unique continuation results corresponding to Theorem 2.2 and Theorem 2.3 can be proved. Precisely, for the result corresponding to Theorem 2.2 if we assume that $\psi(x) = |x| \theta(x)$ for $x \in \mathbb{R}^n$ and $I = \infty$ where $\theta$, $I$ are as in Theorem 2.2 and if $f \in S(\mathbb{R}^n)$ vanishes on any open set in $\mathbb{R}^n$, then $w$ is zero. On the other hand, for the result corresponding to Theorem 2.3 if $f \in S(\mathbb{R}^n)$ vanishes on any half space in $\mathbb{R}^n$, then $w$ is zero.

We shall now prove a unique continuation result for solution of Schrödinger equation in the context of connected, simply connected two step nilpotent Lie group with MW condition using Theorem 2.2 and Theorem 2.3. Our method of proof is similar to that in [16] and will use some of their notation and calculations. For more details see [16] and the references therein.

Let $G$ be a connected, simply connected two step nilpotent Lie group with MW condition. Corresponding to any $X$ in the Lie algebra $\mathfrak{g}$ of $G$, there exists a left invariant differential
operator acting on $f \in C^\infty(G)$ defined as

$$Xf(g) = \left. \frac{d}{dt} \right|_{t=0} f(g \exp tX), \quad \text{for } g \in G.$$ 

Let $\{X_i, \ i = 1, \cdots, m\}$ be an orthonormal basis of $\mathfrak{v}$ as defined in Section 3.1 and define the left invariant differential operator

$$\mathcal{L} = \sum_{i=1}^{m} X_i^2$$

to be the sublaplacian on $G$. The Schrödinger equation in this case is given by

$$\begin{cases} 
\frac{\partial w}{\partial t}(g,t) = i\mathcal{L}w(g,t), & \text{for } g \in G, \ t \in \mathbb{R}, \\
w(g,0) = f(g), & \text{for } g \in G,
\end{cases}$$

(4.15)

where $f \in L^2(G)$. If we assume that $w \in C^1(\mathbb{R}, L^2(G))$ then the solution to the Schrödinger equation (4.15) is given by

$$w(g,t) = e^{it\mathcal{L}}f(g), \quad \text{for } g \in G, \ t \in \mathbb{R}.$$ 

Our main aim in this section is to prove a unique continuation result for solutions to the Schrödinger equation (4.15). We shall need few results from [16] and the notation introduced in Section 3. For a MW group $G$, we have seen that $\Lambda = \{\nu \in \mathfrak{z}^* \mid B_\nu \text{ is nondegenerate}\}$. It is known that on an open, dense subset $U$ of the unit sphere in $\mathfrak{z}^*$, the almost symplectic basis $\{X_1(\nu), \cdots, X_m(\nu)\}$ can be chosen to depend analytically on $\nu$, that is, the matrix coefficients of the transformation matrix from the basis $\{X_1, \cdots, X_m\}$ to $\{X_1(\nu), \cdots, X_m(\nu)\}$ are analytic functions of $\nu$ (see P. 2107, [16]). We define an open set $C = \Lambda \cap \mathbb{R}^*_+ U$ where $\mathbb{R}^*_+ U = \{\lambda \nu \mid \lambda > 0, \nu \in U\}$. For $\nu \in C$, $t \in \mathbb{R}$ and $v \in \mathfrak{v}$ we define

$$f_t^\nu(v) = e^{\frac{i}{2}(v,S_\nu \coth(tS_\nu/2)v)} f^\nu(v).$$

(4.16)

The following expression (see P. 2111, [16]) relates the Fourier transform in the central variable of the solution to (4.15) at the time $t/4\pi$ with the Euclidean Fourier transform $\hat{f_t^\nu}$ of $f_t^\nu$ as follows

$$\left(e^{\frac{i}{4\pi} \mathcal{L}} f\right)^\nu(v) = c_{t,\nu} e^{\frac{i}{2}(v,S_\nu \coth(tS_\nu/2)v)} \hat{f_t^\nu}(v'),$$

(4.17)

where

$$v' = \frac{S_\nu}{2}(\coth(tS_\nu/2) + I)v,$$

(4.18)

and $c_{t,\nu}$ is a constant depending on $t, \nu$.

**Theorem 4.4.** Let $w$ be the solution to the system (4.15) satisfying
(a) \( f(v, z) \) is continuous and compactly supported in the \( v \)-variable and
\[
|f(v, z)| \leq Ce^{-|z|^2} \frac{e^{-|z|\theta(|z|)}}{(1 + |z|^2)^k}, \quad \text{for all } v, z \in \mathfrak{g},
\]
where \( \theta \) is a nonnegative decreasing function on \([0, \infty)\) such that \( \lim_{|z| \to \infty} \theta(z) = 0 \).

(b)
\[
|w((v, z), t_0)| \leq Ce^{-\psi(|v|)} \frac{e^{-|z|\theta(|z|)}}{(1 + |z|^2)^k},
\]
for some nonzero \( t_0 \in \mathbb{R} \) where \( \psi \) is a nonnegative nondecreasing function on \([0, \infty)\).

If
\[
\int_{\mathfrak{g}} \frac{\psi(r)}{1 + r^2} dr = \infty \quad \text{and} \quad \int_1^{\infty} \frac{\theta(r)}{r} dr = \infty,
\]
then \( w \) is zero on \( G \times \mathbb{R} \).

Proof. We shall first show that for \( t_1 = 4\pi t_0 \neq 0 \) and sufficiently small \( \nu \in \mathcal{C} \) the function \( f^{\nu}_{t_1} \) defined in (4.16) is zero. For small \( \nu \in \mathcal{C} \) we have
\[
\coth \left( t_1 S_{\nu}/2 \right) + I = \left( I + O(|\nu|^2) \right) \left( t_1 S_{\nu}/2 \right)^{-1} + I = \left( I + O(|\nu|^2) + t_1 S_{\nu}/2 \right) \left( t_1 S_{\nu}/2 \right)^{-1} = \left( I + O(|\nu|) \right) \left( t_1 S_{\nu}/2 \right)^{-1}.
\]
It follows that \( S_{\nu}(\coth(t_1 S_{\nu}/2) + I) \) is invertible and
\[
\left( \frac{S_{\nu}}{2} (\coth(t_1 S_{\nu}/2) + I) \right)^{-1} = (t_1 + O(|\nu|)) I.
\]
From (4.18) we obtain for small \( \nu \in \mathcal{C} \)
\[
(4.19) \quad \nu = (t_1 + O(|\nu|)) v'.
\]
It follows from (4.17) and (4.19) that
\[
|\hat{f}^{\nu}_{t_1}(v')| = |c_{t_1, \nu}|^{-1} \left| e^{it_0 \mathcal{L}} f^{\nu} (t_1 v' + O(|\nu|) v') \right|.
\]
Since \( f \) is continuous and compactly supported in the \( v \)-variable, by (4.13) \( f^{\nu}_{t_1} \) is also compactly supported. Using assumption (b) in the hypothesis and (3.2) we have
\[
(4.20) \quad |\hat{f}^{\nu}_{t_1}(v')| \leq |c_{t_1, \nu}|^{-1} e^{-\psi(t_1 v' + O(|\nu|) v')},
\]
Given \( \epsilon > 0 \), we choose \( \delta > 0 \) such that for every \( v' \in \mathfrak{g} \) and \( \nu \in \mathcal{C} \) with \( |\nu| < \delta \), we have
\[
|t_1 v' + O(|\nu|) v'| \geq \frac{|t_1||v'|}{1 + \epsilon}.
\]
Since \( \psi \) nondecreasing, we get that
\[
\psi \left( |t_1 v' + O(|\nu|) v'| \right) \geq \psi \left( \frac{|t_1||v'|}{1 + \epsilon} \right).
\]
From (4.20) we obtain

\[ |\hat{f}_{tt}^\nu(v')| \leq c_{t_1,\nu} e^{-\psi(k|v'|)}, \quad \text{for some } k > 0. \]

Since \( f^\nu_{tt} \) is compactly supported we can apply Theorem 2.3 to \( f^\nu_{tt} \) on \( v \cong \mathbb{R}^m \) to get that \( f^\nu_{tt} \) is zero. From (4.16) it follows that \( f^\nu \) is zero. This is true for any \( \nu \) in \( C \) which is contained in a sufficiently small neighbourhood of the origin in \( z^* \). Now for fixed \( v \in v \) consider the function \( F_v : z^* \to \mathbb{C} \) given by

\[ F_v(\nu) := f^\nu(v), \quad \text{for } \nu \in z^*. \]

It follows from assumption (a) in the hypothesis that the Euclidean Fourier transform \( \hat{F}_v \) of \( F_v \) satisfies the estimate

\[ |\hat{F}_v(z)| = |f(v, -z)| \leq C e^{-|z|^{\theta(\|z\|)}}, \quad \text{for } z \in z. \]

Since \( f^\nu \) vanishes for \( \nu \) in a small open set in \( C \) (thereby open in \( z^* \) since \( C \) is open), we can apply Theorem 2.2 to the function \( F_v \) on \( z^* \cong \mathbb{R}^k \) to get that \( f \) is zero. Hence so is \( w \).

\[ \square \]

**Remark 4.5.** In [16] Ludwig and Müller proved a unique continuation property for solution to the Schrödinger equation on any connected, simply connected two-step nilpotent Lie group \( G \) corresponding to Hardy’s uncertainty principle for a large class of second order left-invariant differential operators on \( G \) given by

\[ \mathcal{L}_A = \sum_{i,j=1}^m a_{ij} V_i V_j, \]

where \( A = (a_{ij}) \) is a real, symmetric matrix of order \( m \). They first proved the result assuming \( G \) to be a MW group. For a non MW group \( G \) they embedded \( G \) inside a bigger MW group \( H \) and considered a lift \( \tilde{\mathcal{L}}_A \) on \( H \) of the operator \( \mathcal{L}_A \) on \( G \). The result then follows from the proof for MW groups in the case where \( A \) is singular. It is not very difficult to see that the proof of Theorem 4.4 can be extended to the case where \( A \) is nonsingular for a MW group \( G \). However at present it is not clear to us how to extend the proof of Theorem 4.4 for the case when \( A \) is singular.
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