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1 Introduction

In condensed matter physics, Lifshitz — or anisotropic — scaling symmetry is expected to arise in several phenomena that involve a phase transition, in particular close to quantum critical points [1, 2]. Though several features are well understood, prevalent methods in field theory often proved unsatisfying when trying to investigate such systems that are governed by strong interaction. Due to its weak/strong duality, the AdS/CFT correspondence [3] provides an intriguing way to approach these problems from a new angle and has developed into a rich field of research during the last years — see [4–6] for reviews. An idea to use this framework for problems with anisotropic scaling was presented in [7], where starting from a metric that incorporates Lifshitz invariance a gravitational dual for the description of critical phenomena was conjectured. Since then, several gravity models that contain spacetimes with such a symmetry — at least asymptotically or locally — were analyzed. In particular, models with a dynamical exponent $z = 2$, which will be in the focus of this paper, are in the mean time quite well understood. These models were
originally derived from a more phenomenological and bottom-up point of view, but recent years have seem many successful ways to realize them as well by a top-down approach via an embedding into a string theory framework, see e.g. [8–12] to just name a few. This provides stronger evidence that there is a consistent and well-defined way to establish a gauge/gravity correspondence in these systems.

The following deals with $z = 2$ Lifshitz solutions of the equations of motion for an Einstein-Proca — or massive vector — action [13]. It was shown in [11, 12] that this model can be uplifted to a string theory framework and, furthermore, that there is a procedure to holographically renormalize this action even in the presence of a logarithmic divergence, which will be crucial later on. Thus, for simplicity, calculations will be performed in the four-dimensional bulk action. The aforementioned logarithmically diverging mode can be identified as a source of a logarithmic partner of the energy, in a sense similar to how the concept was introduced in a CFT context [14]. Schematically, these are theories that contain representations that are indecomposable but not diagonalizable and hence contain non-trivial Jordan cells. This has several consequences for the properties of the fields involved, in particular, a tower of logarithmic terms in correlation functions appears according to a specific scheme. Since they were put on a solid theoretical footing, LCFTs have found a plethora of applications, such as gravitationally dressed CFTs, (multi)critical polymers, percolation, two-dimensional (magnetohydrodynamic) turbulence, the (fractional) quantum Hall effect, the sandpile model and disordered systems. A comprehensive overview of the theory of LCFTs as well as detailed references to the aforementioned applications can be found in [15–17]. In the absence of conformal symmetry, the study of field theories with such logarithmic features has not yet enjoyed much attention. First attempts to extend these features to models with Lifshitz scaling symmetry were made [18], but in order to obtain an understanding on the same level as LCFT’s there is still a lot more work to be done.

The paper is organized as follows. Section 2 contains a short review of the notation of an asymptotically Lifshitz fixed point of Einstein Gravity coupled to a Proca Field and a summary of results and features that were obtained so far. In section 3 follows an analysis of the problem in a linearized approximation. This is sufficient to extract the necessary information to calculate two-point functions for the different modes involved. These modes can be split into transversal and longitudinal modes, often referred to as the shear and sound channel. A treatise of the shear modes follows in section 4, the one for sound modes in section 5. In both cases, quasi-normal frequencies will have a negative imaginary part, indicating that the system is stable. In addition, the two-point correlation functions in the sound channel are found to exhibit features of a logarithmic field theory.

---

1It is this feature that will be used as a criterion to call a field theory logarithmic, in this paper.
2 Einstein gravity with Proca field

As mentioned in the introduction, the following treatise deals with a bulk action consisting of Einstein gravity coupled minimally to a Proca field,

$$ S = \frac{1}{2\kappa} \int (R - 2\Lambda) v - \frac{1}{4\kappa} \int (dP \wedge \ast dP + c P \wedge \ast P) . $$ (2.1)

The variation of this action leads to the equations of motion,

$$ G_{\mu\nu} + \Lambda g_{\mu\nu} = T^P_{\mu\nu} , $$

$$ d \ast dP = -c \ast P , $$ (2.2a, 2.2b)

with the stress tensor for the Proca field,

$$ T^P_{\mu\nu} = \frac{1}{2} \left( P_{\mu} P_{\nu} + [dP]_{\mu\lambda}[dP]_{\nu\lambda} - \frac{1}{2} P\lambda P\lambda g_{\mu\nu} - \frac{1}{4} [dP]_{\lambda\kappa}[dP]_{\lambda\kappa} g_{\mu\nu} \right) . $$ (2.3)

As has become standard when investigating asymptotically Lifshitz fixed points of this theory, $c$ and $\Lambda$ can be parameterized as,

$$ c = 2z , \quad \Lambda = -\frac{z^2 + z + 4}{2} . $$ (2.4)

Apart from asymptotically AdS spacetimes, (2.2) is also solved by the so-called Lifshitz spacetime [7, 13] with dynamical exponent $z$, where a tetrad and the massive vector field can be parameterized as follows,

$$ e^0 = \frac{1}{r^z} dt , \quad e^1 = \frac{1}{r} dx_1 , \quad e^2 = \frac{1}{r} dx_2 , \quad e^3 = -\frac{1}{r} dr , \quad P = \sqrt{\frac{2(z-1)}{z}} \frac{1}{r^z} dt . $$ (2.5)

It is called Lifshitz because the metric associated with it,

$$ ds^2 = -\frac{dt^2}{r^{2z}} + \frac{dx_1^2 + dx_2^2 + dr^2}{r^{2z}} , $$ (2.6)

is left invariant under so-called Lifshitz rescaling,

$$ t \to \lambda^z t , \quad x_i \to \lambda^z x_i , \quad r \to \lambda^z r . $$ (2.7)

Metrics that asymptotically, i.e. for $r \to 0$, approach the structure of (2.5) can be called asymptotically Lifshitz fixed points of (2.2) and were already studied thoroughly in previous work. What follows next is mainly a summary of known results, the reader familiar with this work can likely skip this and go ahead to the next section.

\footnote{An overall length scale has been omitted for simplicity.}
2.1 Asymptotically Lifshitz

In more general terms, an asymptotically locally Lifshitz spacetime could be characterized as follows [19, 20]. The main conditions are already quite explicitly suggested in (2.5) and (2.7), i.e. that the timelike component of the tetrad must have a different asymptotic scaling than the spacelike ones. Thus, a metric can be called asymptotically (locally) Lifshitz with dynamical exponent \( z \) if there is a function \( r \) with spatial infinity at \( r = 0 \) and a semi-orthonormal basis \( e^A \) such that,

\[
\lim_{r \to 0} r^z e^0 = \bar{e}^0, \quad \lim_{r \to 0} re^j = \bar{e}^j,
\]

(2.8)

with well defined \( \bar{e}^j \). Additional, more subtle conditions can arise when more stringent conditions on the boundary geometry are imposed. In particular, demanding that there must be a global identification of the time direction imposes the condition that \( e^0 \) must give rise to a foliation of the boundary manifold into surfaces that are orthogonal to a globally defined timelike vector field. In addition to (2.8), this would also imply that there is a global time-coordinate \( t \) and a well-defined function \( \bar{\Omega} \), such that,

\[
\bar{e}^0 = \bar{\Omega} dt.
\]

(2.9)

A violation of this condition means that there is not any more a clear splitting of the boundary manifold into a timelike and a spacelike part. The solution (2.5) clearly satisfies (2.9), but a general fluctuation around that fixed point might very well cause instabilities in the sense that they drive the system towards a different class of boundary geometries. When just considering infinitesimal perturbations in order to calculate correlation functions these issues might seem less relevant, it should be kept in mind though, that the degrees of freedom — and thus the number of operators in the dual field theory — might get reduced when only variations are considered that stay on a class of solutions that satisfy (2.9).

The most straightforward way to study the behavior of such an asymptotically Lifshitz solution is to make a general ansatz,

\[
e^0 = \frac{\bar{\Omega}}{r^z} dt + \bar{\Sigma} \frac{dr}{r}, \quad e^j = \frac{\bar{\Theta}^j}{r} dt + \bar{e}^j \frac{dr}{r}, \quad e^3 = \frac{dr}{r}, \quad P = \frac{\bar{a}}{r^z} dt + \frac{\bar{b}}{r^z} + \bar{c} \frac{dr}{r^{z-1}},
\]

(2.10)

with functions \( \bar{\Omega}, \bar{a}, \bar{c} \) and spacelike 2-forms \( \bar{\Sigma}, \bar{\Theta}^j, \bar{e}^j, \bar{b} \), then plug it into the equations of motion (2.2) and solve recursively order by order as a generalized power series in \( r \), analogous to the Fefferman-Graham expansion of asymptotically AdS spacetimes [21]. Schematically, using \( \xi \) to represent a generic degree of freedom, this series will be of the form,

\[
\xi = r^\Delta \sum_{k,l,m,n \geq 0} \xi^{(k,l,m,n)} r^{2k+2lz+m\lambda_1+n\lambda_2},
\]

(2.11)

where \( \Delta \) denotes a certain exponent that depends on which mode was picked and,

\[
\lambda_{1,2} = \frac{1}{2} \left( z + 2 \mp \sqrt{9z^2 - 20z + 20} \right).
\]

(2.12)
Figure 1. The exponents $\lambda_1$ and $\lambda_2$ as functions of the dynamical exponent $z$. $\lambda_1$ is only positive for $1 \leq z \leq 2$, indicating that the corresponding mode becomes non-renormalizable outside this range.

A plot of how $\lambda_{1,2}$ behave as a function of $z$ is given in figure 1. For $1 < z < 2$ all exponents on the right hand side of (2.11) are positive, when $z > 2$ the exponent $\lambda_1$ is negative and the associated mode needs to be tuned to zero because it would otherwise drive the system away from the asymptotically Lifshitz fixed point. A quite comprehensive analysis of the degrees of freedom can be found in [19, 20]. Summarized,

- $\Delta = 0$ : components of a triad describing the geometry in the boundary field theory, these are interpreted as sources for an energy density $\mathcal{E}$, energy flux $\epsilon^j$ and stress tensor $\Pi^j_a$
- $\Delta = z + 2$ : expectation values for $\mathcal{E}$, $\epsilon^j$ and $\Pi^j_a$
- $\Delta = 2(z - 1)$ : two degrees of freedom, which are interpreted as the source for a vector operator in the boundary field theory — the latter was identified with the momentum $p_a$ in [19]
- $\Delta = 3z$ : expectation value for $p_a$
- $\Delta = \lambda_1$ : a single degree of freedom, interpreted as source of a scalar operator $O_P$ in the boundary field theory — or the expectation value of an operator $\tilde{O}_P$ in alternative quantization
- $\Delta = \lambda_2$ : expectation value for $O_P$ — or source for $\tilde{O}_P$ in alternative quantization

What can be noted is that $\tilde{b}$ does not source a vector operator in the boundary by itself,

---

For illustrative purposes in the following discussion and the case $z \to 2$, the sum in (2.11) is expressed explicitly with $\lambda_1$ and $\lambda_2$, but it should be noted that this formally introduces a certain redundancy since $\lambda_1 + \lambda_2 = z + 2$. 
but it combines with $\Sigma$ to provide sources for independent $\epsilon^j$ and $p_a$. The same can be said about $\bar{a}$ and $\bar{\Omega}$, which combine to source $E$ and $O_P$, respectively $\tilde{O}_P$.

Once the degrees of freedom are identified, the question becomes which fluctuations are stable and which ones would drive the system away from the Lifshitz fixed point. As already mentioned above, there is obviously an instability if $\lambda_1 < 0$ since the backreaction to the geometry would fail to satisfy (2.8) unless the $\lambda_1$-mode is fine-tuned to zero. On the field theory side, this condition means that only alternative quantization is viable and $\langle \tilde{O}_P \rangle = 0$.

A further reduction of the allowed degrees of freedom might come from considering Green’s functions of fluctuations around a Lifshitz background and demanding that all quasinormal frequencies must have negative imaginary part. For $z > 2$ such instabilities were found in certain cases [22], but explicit calculation for $z = 2$ in the following will reveal that all quasinormal frequencies are in the lower half-plane.

### 2.2 Stress-energy complex

According to the standard dictionary in gauge/gravity duality, a stress-energy tensor for the dual field theory is sourced by the boundary metric. Given that the dual in the case at hand is expected to have Lifshitz scaling symmetry and to be non-relativistic, it seems less convenient to work with a tensor. Instead, a formalism is adopted that uses a tetrad instead of a metric [19, 23]. First, use $\star$ to denote the Hodge star operator on each of the slices with constant $r$ and consider,

$$\star \pi_P = \frac{\delta S}{\delta P}, \quad \star \tau^A = \eta_{AB} \frac{\delta S}{\delta e^B}. \quad (2.13)$$

The former is simply the dual momentum of $P$, the latter can be seen as the dual momenta of the tetrad $e^A$. In [19], the frame $e^A$ was chosen such that $P = \xi e^0$ for some function $\xi$. That choice conveniently associates the components of $e^A$ with the sources of a stress-energy-complex and reduces the remaining degrees of freedom from the vector $P$ to those of a scalar field, as was already indicated in the previous section. This allows to define a stress-energy complex consisting of energy, energy flux, momentum and stress,

$$\mathcal{E} \longleftrightarrow \tau^0(\partial_t), \quad \epsilon^j \longleftrightarrow \tau^0|_{\partial_t^j}, \quad p_a \longleftrightarrow \tau^a(\partial_t), \quad \Pi^j_a \longleftrightarrow \tau^a|_{\partial_t^j}. \quad (2.14)$$

These quantities are not completely independent, but subject to some constraints,

$$\langle \dot{\mathcal{E}} + \text{div} \epsilon \rangle = 0, \quad (2.15a)$$

$$\langle \dot{p} + \text{div} \Pi \rangle = 0, \quad (2.15b)$$

$$\langle z \mathcal{E} + \text{tr} \Pi \rangle = 0. \quad (2.15c)$$

The first two are conservation equations, the last one can be considered as the Lifshitz-equivalent of what in CFT would be having a vanishing trace of the stress-energy tensor. The correspondence (2.14) may at first sight suggest that it is necessary to choose a specific frame to define a dictionary. This is not really the case. While (2.14) gives a clear physical interpretation of the actual degrees of freedom of the system, it would be possible to proceed, without major circumstances, to define a dictionary for a generic frame — which
seems sensible, given that the latter is only determined by the metric up to an $O(1,3)$ transformation. What however must be kept in mind is a condition that was already implicitly used in the frame in \([19]\). Namely, in order to ensure to stay on the space of asymptotically Lifshitz solutions it is not allowed to vary all components of $e^A$ and $P$ independently. In other words, when choosing a generic parameterization, for example (2.10), then requiring that the ansatz satisfies (2.2) and (2.8) simultaneously leads to on-shell conditions that also relate the values of the fields at spatial infinity,

$$\mathcal{X} [\bar{\Omega}, \bar{\Sigma}, \bar{\Theta}, \bar{e}^i, \bar{a}, \bar{b}, \bar{c}] \bigg|_{r=0} = 0 .$$

Once the degrees of freedom have been identified, the standard gauge/gravity dictionary can be used when considering derivatives with respect to the degrees of freedom instead of the components of $e^A$ and $P$ directly. E.g. with the example (2.10), $\bar{\Omega}$ can be identified as the source for the energy $E$, which can be seen through boosting and rotating the frame $e^A$ such that $e^0 \parallel P$. Then, it is straightforward to calculate the expectation value either in a direct way or by doing a variation under condition (2.16) and using Leibnitz’s rule,

$$\langle \mathcal{E} \rangle = \frac{\delta S}{\delta \bar{\Omega}} = \star \left[ \frac{\partial e^0}{\partial \bar{\Omega}} \wedge \star \tau^0 + \frac{\partial e^1}{\partial \bar{\Omega}} \wedge \star \tau^1 + \frac{\partial e^2}{\partial \bar{\Omega}} \wedge \star \tau^2 + \frac{\partial P}{\partial \bar{\Omega}} \wedge \star \pi P \right]_{\mathcal{X}} .$$

2.3 The case $z = 2$ and logarithmic field theories

As already could be seen in figure 1, the case $z = 2$ is of particular interest and was thus also subject to some more detailed investigations \([12, 24-27]\). At that value, the scalar operator $O_P$ has the same scaling dimension as $\mathcal{E}$ and $\Pi$ since $\lambda_2 = 4$, and, furthermore there is a marginal mode as $\lambda_1 = 0$. It was shown in \([24]\) that this mode is marginally stable and, on the gravity side, changes the asymptotics of the metric such that the general Fefferman-Graham expansion (2.11) must be modified to contain a series of logarithmic terms. The degrees of freedom are the same as for $z \neq 2$, only now the ones associated to $\lambda_{1,2}$ have become degrees of freedom in logarithmic terms occurring at order 0 and 4 respectively. Furthermore, having $z + 2$ being a multiple of 2 also results in anomalous terms in the expectation values for the stress-energy complex, i.e. (2.15) can contain non-zero terms on the right hand side,

$$\langle \dot{E} + \text{div}\, \epsilon \rangle = \mathcal{A}_1 ,$$
$$\langle \dot{p} + \text{div}\, \Pi \rangle = \mathcal{A}_2 ,$$
$$\langle 2E + \text{tr}\, \Pi \rangle = \mathcal{A}_3 .$$

An analysis of the anomalous terms $\mathcal{A}_j$ is a somewhat tedious affair and for further details will therefore be referred to \([12, 25-27]\). The remainder of the paper deals with two-point correlation functions at the Lifshitz fixed point in the presence of the aforementioned logarithmic terms. The leading order term was often discarded in an analysis of $z = 2$ Lifshitz spacetimes so far, as it fails to satisfy (2.8). Being logarithmic, it is however a rather mild violation of the asymptotically Lifshitz condition. Such logarithmic deformations have already enjoyed a range of studies in asymptotically AdS spacetimes, like topologically...
massive gravity (TMG) [28, 29] new massive gravity (NMG) [30, 31] and other higher-derivative gravity theories [32, 33]. They were argued to be duals of a logarithmic conformal field theory (LCFT) [14], which is distinguished from ordinary CFT in that it contains an indecomposable but not diagonalizable highest weight representation. This means that some of the highest weight states form a non-trivial Jordan cell, the size of which is usually called the rank of the indecomposable representation. A comprehensive review of LCFT’s and their features can for example be found in [15–17]. What will be relevant in the following is that the presence of a Jordan cell will cause the appearance of logarithmic terms in correlation functions. For example, in rank two, assume Ψ is a field of weight h and ˜Ψ is its (first) logarithmic partner. Then, under some general assumptions about the form of the OPE, two-point correlation functions look as follows,

\begin{align}
\langle Ψ(z)Ψ(0)\rangle &= 0 , \\
\langle ˜Ψ(z)Ψ(0)\rangle &= \frac{a}{z^{2h}} , \\
\langle ˜Ψ(z)˜Ψ(0)\rangle &= -\frac{2a \log z + b}{z^{2h}} ,
\end{align}

for some constants a, b that depend on the normalization of the fields. In the absence of conformal symmetry, the study of field theories with such logarithmic features has not yet enjoyed much attention. First attempts to extend these features to models with Lifshitz scaling symmetry were made [18], but a thorough understanding of these kind of systems is still in its infancy.

Nevertheless, the structure of the modes at the z = 2 Lifshitz fixed point of the massive vector model (2.1) is quite suggestive about the latter being dual to a field theory where the energy operator E and a scalar operator OP combine to form a logarithmic pair. Some more concrete evidence to justify this conjecture will be presented in section 5.1, by the calculation of the two-point correlation functions in this model.

3 Linearization

A general solution to the system (2.2) is not known, but according to the prescription in [35], it is sufficient to linearize the equations of motion around (2.5) in order to calculate two-point correlation functions in that background. A perturbation around that fixed point can be parameterized as

\begin{align}
δe^{0} &= \frac{Ω}{2r^2} dt + \frac{Σ_1}{2r^2} dx_1 + \frac{Σ_2}{2r^2} dx_2 , \\
δe^{1} &= \frac{h_{11}}{2r} dx_1 + \frac{h_{12}}{2r} dx_2 , \\
δe^{2} &= \frac{h_{12}}{2r} dx_1 + \frac{h_{22}}{2r} dx_2 , \\
δe^{3} &= 0 , \\
δP &= \frac{a}{r^2} dt + \frac{b_1}{r^2} dx_1 + \frac{b_2}{r^2} dx_2 + \frac{c}{r} dr .
\end{align}

For a recent review of the AdS/LCFT correspondence see e.g. [34].
What can also be seen, with regard to the general parameterization (2.10), is that $\Theta^i = 0$, i.e. there are no timelike components in $e^i$. Since $e^A$ is only defined up to a $O(1, 3)$ transformation, this choice is possible without loss of generality.

### 3.1 Linearized equations

Plugging the ansatz (3.1) into the equations of motion (2.2) and going to Fourier space leads to a set of linear ODEs for the perturbations,

\[
r^2\Omega'' - 4r\Omega' + \left(-\frac{k^2 r^2}{2} + 6\right)\Omega - \frac{r}{2}h_1' + \left(\frac{\omega^2 r^4}{2} + \frac{k^2 r^2}{2}\right)h_{11}
\]

\[
-\frac{r}{2}h_2' + \left(\frac{\omega^2 r^4}{2} + \frac{k^2 r^2}{2}\right)h_{22} - k_1 k_2 r^2 h_{12} + 3\alpha' - 12a
\]

\[
\omega k_1 r^2 \Sigma - \omega k_2 r^2 \Sigma_2 + 3i r^2 \omega c = 0 \tag{3.2a}
\]

\[
r^2 a'' - 3\alpha' + r^2 \left(-k_1^2 - k_2^2\right) a + r\Omega' - rh'_1 - rh''_2
\]

\[
-k_1 r^2 \omega b_1 - k_2 r^2 \omega b_2 + i r^2 \omega c' = 0 \tag{3.2b}
\]

\[
r^2 h''_1 - \frac{5}{2}r h'_1 + \left(\frac{\omega^2 r^4}{2} - \frac{k_2^2 r^2}{2}\right) h_{11} + \left(\frac{k_1^2 - k_1^2}{2} r^2 - 2\right) \Omega
\]

\[
-\omega k_1 r^2 \Sigma + \omega k_2 r^2 \Sigma_2 - i r^2 \omega c = 0 \tag{3.2c}
\]

\[
r^2 h''_2 - \frac{5}{2}r h'_2 + \left(\frac{\omega^2 r^4}{2} - \frac{k_2^2 r^2}{2}\right) h_{22} + \left(\frac{k_1^2 - k_1^2}{2} r^2 - 2\right) \Omega
\]

\[
-\omega k_1 r^2 \Sigma + \omega k_2 r^2 \Sigma_2 - i r^2 \omega c = 0 \tag{3.2d}
\]

\[
r^2 h''_{12} - 3rh'_1 + \omega^2 r^4 h_{12} - k_1 k_2 r^2 \Omega - \frac{1}{2} k_2 r^2 \omega \Sigma_1 - \frac{1}{2} k_1 r^2 \omega \Sigma_2 = 0 \tag{3.2e}
\]

\[
r^2 \Sigma''_1 - 5r \Sigma'_1 + \left(-k_1^2 r^2 + 8\right) \Sigma_1 - 2k_1 r^4 \omega h_{22} + 2k_2 r^4 \omega h_{12} + k_1 k_2 r^2 \Sigma_2
\]

\[
+4r b_1' - 16b_1 - 4ik_1 r^2 c = 0 \tag{3.2f}
\]

\[
r^2 \Sigma''_2 - 5r \Sigma'_2 + \left(-k_1^2 r^2 + 8\right) \Sigma_2 - 2k_2 r^4 \omega h_{11} + 2k_1 r^4 \omega h_{12} + k_1 k_2 r^2 \Sigma_1
\]

\[
+4r b_2' - 16b_2 - 4ik_2 r^2 c = 0 \tag{3.2g}
\]

\[
r^2 b''_1 + \left(\omega^2 r^4 - k^2 r^2 + 4\right) b_1 + \omega k_1 r^4 a + k_1 k_2 r^2 b_2 + r \Sigma'_1 - 2\Sigma_1 - ik_1 r^3 c' = 0 \tag{3.2h}
\]

\[
r^2 b''_2 + \left(\omega^2 r^4 - k^2 r^2 + 4\right) b_2 + \omega k_2 r^4 a + k_1 k_2 r^2 b_1 + r \Sigma'_2 - 2\Sigma_2 - ik_2 r^3 c' = 0 \tag{3.2i}
\]

\[
\left(-\omega^2 r^4 + k^2 r^2 + 4\right) c + i\omega^2 \Omega + i\omega r^3 a' + 2i\omega r^2 \omega a - i\omega^2 h_{11} - i\omega r^2 h_{22}
\]

\[
+ik_1 \Sigma_1 + ik_2 \Sigma_2 + ik_1 b_1 + ik_2 b_2 - 2ik_1 b_2 = 0 \tag{3.2j}
\]
that are subject to some additional constraints,

\[ -r'\Omega' - \frac{k^2 \gamma^2}{2} \Omega - ra' - \frac{3r}{2} h'_{11} + \left( \frac{\omega^2 r^4}{2} - \frac{k^2 \gamma^2}{2} \right) h_{11} + k_1 k_2 r^2 h_{12} \\
- \frac{3r}{2} h''_{22} + \left( \frac{\omega^2 r^4}{2} - \frac{k^2 \gamma^2}{2} \right) h_{22} - \frac{\omega k_1 r^2}{2} \Sigma_1 - \frac{\omega k_2 r^2}{2} \Sigma_2 - i r^2 \omega c = 0, \quad (3.2k) \]

\[ -i k_1 r' \Omega' + \frac{1}{2} k_1 \Omega - \frac{i k_2 r}{2} h''_{12} - \frac{i k_1 r}{2} h''_{22} - i \omega r \Sigma_1' + i \omega \Sigma_1' - \omega b_1 = 0, \quad (3.2l) \]

\[ -i k_2 r' \Omega' + \frac{1}{2} k_2 \Omega - \frac{i k_2 r}{2} h''_{11} + \frac{i k_1 r}{2} h''_{12} - i \omega r \Sigma_2' + i \omega \Sigma_2' - \omega b_2 = 0, \quad (3.2m) \]

\[ \frac{i \omega r^3}{2} h''_{11} + \frac{i \omega r^2}{2} h''_{11} + \frac{i \omega r^3}{2} h''_{22} + \frac{i \omega r^2}{2} h''_{22} - \frac{i k_1 r \Sigma_1'}{4} - \frac{i k_2 r \Sigma_2'}{4} - 2c = 0. \quad (3.2n) \]

It should be mentioned that \( c \) does not contain any additional degrees of freedom, it is completely determined by the other functions. Nevertheless, introducing \( c \) in (3.1e) is crucial, as it would not be possible to solve the equations with all constraints in a meaningful way otherwise. To proceed, it is convenient to split the functions involved into shear and sound modes. For this purpose,

\[ h = \begin{bmatrix} h_{11} & h_{12} \\ h_{12} & h_{22} \end{bmatrix}, \quad g = \begin{bmatrix} 1 \\ -1 \end{bmatrix}, \quad \Sigma = \begin{bmatrix} \Sigma_1 \\ \Sigma_2 \end{bmatrix}, \quad b = \begin{bmatrix} b_1 \\ b_2 \end{bmatrix}, \quad k = \begin{bmatrix} k_1 \\ k_2 \end{bmatrix}. \quad (3.3) \]

Using the shorthand introduced above,

\[ \hat{h} = \frac{1}{k^2} k \cdot h \cdot g \cdot k, \quad \hat{\Sigma} = k \cdot g \cdot \Sigma, \quad \hat{b} = k \cdot g \cdot b, \quad (3.4) \]

span the modes of the shear channel that will be analyzed in section 4. The sound modes are spanned by

\[ \Omega, \quad a, \quad c, \quad \text{tr} h, \quad \hat{h} = \frac{1}{k^2} k \cdot h \cdot k, \quad \hat{\Sigma} = k \cdot \Sigma, \quad \hat{b} = k \cdot b, \quad (3.5) \]

and a solution for these modes will be discussed in section 5.

### 3.2 Renormalization and on-shell action

In the standard gauge/gravity dictionary, the on-shell gravity action is identified with the generating functional for correlation functions in the dual field theory,

\[ \langle O_1(x_1) \cdots O_n(x_n) \rangle = (-i)^{n+1} \frac{\delta^n S}{\delta J_1(x_1) \cdots \delta J_n(x_n)}. \quad (3.6) \]

As is often the case, the action functional is not finite for general solutions to the equations of motion and needs to be renormalized,

\[ S_{\text{ren}} = S_{\text{bulk}} + S_{\text{GH}} + S_{\text{ct}} + S_{\text{ct, anom}}, \quad (3.7) \]

where \( S_{\text{GH}} \) denotes the usual Gibbons-Hawking term needed to make the variation of the action well-defined, and the remaining terms on the right hand side are needed to make
$S^{\text{ren}}$ finite on-shell. The term $S^{\text{ct, anom}}$ denotes anomalous counterterms, i.e. terms needed to cancel logarithmic divergences that arise in the bulk action and are expected to appear for even $z$. These must not be confused with the mechanism behind the appearance of logarithmic terms in the correlation functions, which will be the main topic in section 5.1. The former appear due to the dimension of the energy, $z + 2$, being a multiple of 2. Those terms do not introduce new degrees of freedom and are, in fact, completely determined by the curvature and other derivatives of the boundary fields. The logarithmic terms that arise when the exponents of two or more different modes coincide exactly, however, do contain actual degrees of freedom. This is the feature that leads to Jordan cells in the decomposition of the on-shell solution into Eigenstates with respect to the normal Lie derivative $L_n$. The expectation is that this is related to a similar structure of Jordan cells in representations of the field theory dual.

A systematic procedure to construct $S^{\text{ct}}$ and $S^{\text{ct, anom}}$ is holographic renormalization, where an on-shell solution is expanded into a Fefferman-Graham expansion in a radial coordinate $r$ and counterterms are calculated order by order — see e.g. [36, 37] to get an overview. This procedure is in the meanwhile well understood for asymptotically AdS spacetimes. First attempts to extend these results to asymptotically Lifshitz spacetime were presented in [13, 19, 23], more sophisticated descriptions followed [20, 25, 38]. A detailed analysis for the case $z = 2$ can be found in [26, 27], where also much attention was devoted to calculating the anomalous terms arising in this case. A maybe somewhat more convenient and elegant way for a holographic renormalization of a $z = 2$ Lifshitz spacetime was presented in [12], via an embedding into an asymptotically AdS spacetime where holographic renormalization is well understood. This procedure also included the leading logarithmic divergence that was discarded in most of the previously mentioned publications.

For the purpose of this paper, however, using the full formalism for holographic renormalization and calculating anomalous terms seems a bit like breaking a butterfly upon a wheel. As already mentioned before, two-point functions can be calculated via a linearization of the equations of motion. This means that in order to obtain all necessary information it is sufficient to know the action up to quadratic order. Counterterms that render the action finite at this level of detail can be constructed in a rather straightforward way — an explicit expression can be found in appendix A. There is a certain ambiguity in these counterterms, as they are only determined up to finite contributions by the requirement to cancel divergences of the action on-shell. Knowing these contributions would be crucial in order to calculate anomalous terms in one-point functions, but for two-point functions they would only contribute as contact terms and will thus be of no significance in the following.

Renormalization results in an explicit expression for the on-shell action at quadratic order. As mentioned above, an asymptotic expansion for a general solution of (3.2) can perturbatively be found by making a generalized power series ansatz,

\[
\xi = \sum_{n \geq 0} \xi^{(n)} r^{2n} + \log r \sum_{n \geq 0} \tilde{\xi}^{(n)} r^{2n},
\]  

(3.8)
and demanding that this series solves the equations of motion. This will result in various
conditions relating the coefficients, which can be calculated order by order. To find an
explicit expression for the on-shell action at the boundary at quadratic order it is sufficient
to calculate these coefficients up to order 6 and then inserting the series into (3.7). After
a somewhat tedious calculation, the on-shell action can be expressed as,

$$S_{\text{on-shell}} = \frac{1}{2\kappa} \left( \frac{1}{(2\pi)^3} \int \langle X, M X \rangle \ d\omega \ d^2k + \mathcal{O}(x_3, (\omega + k^2)^2) \right).$$

(3.9)

The last term on the right hand side is there to remind that the on-shell action is determined
up to quadratic order and derivative corrections that would only contribute as contact
terms in two-point functions and will thus not be considered in the following. Using the
notation (3.3), expressions for $X$ and $M$ can be given,

$$X = \left( \Omega^{(0)}, \tilde{\Omega}^{(0)}, \Sigma^{(2)}, \tilde{\Sigma}^{(2)}, \hat{\Sigma}^{(0)}, \hat{\Sigma}^{(0)}, \tr h^{(0)}, \hat{h}^{(0)}, \tilde{h}^{(0)}, \hat{u}, \tilde{v}, v, T, \tilde{T} \right),$$

(3.10)

$$M = \frac{1}{2} \begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
\omega & \omega & \omega & \omega & \omega & \omega & \omega & \omega \\
-2\omega & -2\omega & -2\omega & -2\omega & -2\omega & -2\omega & -2\omega & -2\omega \\
\hat{\omega} & \hat{\omega} & \hat{\omega} & \hat{\omega} & \hat{\omega} & \hat{\omega} & \hat{\omega} & \hat{\omega} \\
-2 & -2 & -2 & -2 & -2 & -2 & -2 & -2
\end{pmatrix}.$$  

(3.11)

In (3.10), the index $(2j)$ refers to the order of the coefficient in the generalized power
series (3.8), the last five terms are,

$$\tilde{T} = -\tilde{\Omega}^{(4)}, \quad T = 2\Omega^{(4)} - \frac{5}{2} \tilde{\Omega}^{(4)}, \quad \hat{v} = \frac{1}{2k^2} \hat{\Sigma}^{(4)} \quad \tilde{\hat{v}} = \frac{1}{2k^2} \tilde{\Sigma}^{(4)} \quad \hat{u} = \frac{3}{2k^2} \hat{\Sigma}^{(6)}.$$  

(3.12)

As explained in section 2.1, the modes $\Omega^{(0)}, h^{(0)}, \Sigma^{(0)}$ and $\Sigma^{(2)}$ can be associated with
the sources for the energy $\mathcal{E}$, stress $\Pi$, energy flux $\epsilon$ and momentum $p$. In accordance
with (2.18) follows,

$$\langle \dot{\mathcal{E}} + \text{div} \epsilon \rangle = \mathcal{O}((\omega + k^2)^2), \quad \langle \dot{p} + \text{div} \Pi \rangle = \mathcal{O}((\omega + k^2)^2), \quad \langle 2\mathcal{E} + \tr \Pi \rangle = \mathcal{O}((\omega + k^2)^2).$$

(3.13a, 3.13b, 3.13c)

Again, the term on the right hand side is there to remind that derivative correction are
expected, but they will not be of importance for the following calculations. Despite the few
shortcomings in the calculation of expectation values, the quadratic on-shell action (3.9) contains all necessary information to extract the data for two-point functions. These correspond to the Green’s functions of the fields in the linearized equations (3.2). Examining these in the next sections will also allow to shed some light on the role of the operator sourced by $\tilde{\Omega}^{(0)}$.

4 Shear channel

The shear modes (3.4) can be combined into two master fields,

$$X = \hat{h} + \frac{1}{2\omega r^2} (\tilde{\Sigma} - 2\hat{b}) , \quad \gamma' = \frac{1}{\omega^2 r^4} (\tilde{\Sigma}' - 2\hat{b}') - \frac{2}{\omega r^4} (\tilde{\Sigma}' - 2\hat{b}').$$  \hspace{1cm} (4.1)

These solve a set of decoupled second order differential equations,

$$v^2 \chi'' - v \chi' + v(2v - \lambda) \chi = 0 ,$$  \hspace{1cm} (4.2a)

$$v^2 \gamma'' + v \left( v - \frac{\lambda}{2} \right) \gamma' = 0 ,$$  \hspace{1cm} (4.2b)

which used the substitution of variables,

$$v = \frac{r^2}{2\omega} , \quad \lambda = \frac{k^2}{\omega} .$$  \hspace{1cm} (4.3)

A general analytic solution to (4.2) can be written as follows,

$$X = A_X e^{iv} \Gamma \left( 1 + \frac{i\lambda}{4}, 0, -2iv \right) + B_X e^{-iv} \Gamma \left( 1 - \frac{i\lambda}{4}, 0, 2iv \right) ,$$  \hspace{1cm} (4.4a)

$$\gamma = A_{\gamma} e^{iv} v^2 \Gamma \left( \frac{6 + i\lambda}{4}, 3, -2iv \right) + B_{\gamma} e^{-iv} v^2 \Gamma \left( \frac{6 - i\lambda}{4}, 1, 2iv \right) .$$  \hspace{1cm} (4.4b)

In these expressions, $U$ stands for the Tricomi function which is a solution to the confluent hypergeometric differential equation. This function has a branch cut in the third argument along the negative real axis. Explicit expressions for the shear modes follow immediately,

$$\hat{h} = X + \frac{1}{2} \int \gamma' ,$$  \hspace{1cm} (4.5a)

$$\tilde{\Sigma} = -2\lambda X + 2\gamma' - 2v\gamma'' - 2v \int \gamma' ,$$  \hspace{1cm} (4.5b)

$$\hat{b} = -\lambda X + \gamma' - v\gamma'' .$$  \hspace{1cm} (4.5c)

As the intent is to calculate retarded Green’s functions, (4.4) will be subject to infalling wave condition in the interior, which means $A_{X,\gamma} = 0$. Demanding (2.9) to be satisfied would furthermore induce a relation between $B_X$ and $B_{\gamma}$. However, in order to calculate correlation functions, this condition will not be imposed on-shell in the following. Keeping in mind that there is an integration constant in (4.5), this leaves three degrees of freedom.
These could be parameterized by \( \tilde{h}^{(0)}, \tilde{\Sigma}^{(0)} \) and \( \tilde{\Sigma}^{(2)} \), other modes in the shear channel can then be expressed via those coefficients,

\[
\begin{align*}
\tilde{v} &= \frac{\omega [\psi_1 + 4 \ln (-i\omega)]}{32} \tilde{h}^{(0)} + \frac{\psi_1 + 4 \ln (-i\omega)}{64} \tilde{\Sigma}^{(2)} + \frac{\omega^2 - 4 + \lambda \psi_2}{64\lambda} \tilde{\Sigma}^{(0)}, \\
\tilde{u} &= \frac{\omega^2 \psi_2}{32} \tilde{h}^{(0)} + \frac{\omega \psi_2}{64} \tilde{\Sigma}^{(2)} \\
&\quad + \frac{\omega^2 \{24 (\lambda^2 + 2) \psi_2 - \lambda (\lambda^2 + 4) [3 \psi_1 - 28 + 12 \ln (-i\omega)]\}}{3072\lambda} \tilde{\Sigma}^{(0)}.
\end{align*}
\]

The \( \psi \) are substitutions for expressions that involve the Euler-Mascheroni constant \( \gamma \) and the digamma function \( \psi \),

\[
\begin{align*}
\psi_1 &= 2i\lambda - 6 + 8\gamma - \lambda^2 \psi \left( \frac{i\lambda}{4} + \left( \frac{i\lambda + 2}{4} \right) \right), \\
\psi_2 &= \frac{1}{4} \left[ 2i\lambda^2 - 4\lambda^2 + 8i - \lambda (\lambda^2 + 4) \psi \left( \frac{i\lambda}{4} + \lambda (\lambda^2 + 4) \psi \left( \frac{i\lambda + 2}{4} \right) \right) \right].
\end{align*}
\]

Following the standard prescription [35] it is now straightforward to obtain the retarded Green’s functions, respectively two-point correlation functions, for the operators in the shear channel from these expressions. These operators are the transversal components of the stress \( \Pi \), the momentum \( \hat{p} \) and the energy flux \( \hat{\epsilon} \). The identity (3.13a) induces certain relations between various correlators,

\[
\langle \hat{p} \hat{p} \rangle = \lambda \langle \Pi \hat{p} \rangle = \lambda^2 \langle \Pi \Pi \rangle, \quad \langle \hat{p} \hat{\epsilon} \rangle = \lambda \langle \Pi \hat{\epsilon} \rangle,
\]

leaving three independent two-point correlation functions. These can be expressed via derivatives of (4.6) with respect to the sources \( \tilde{h}^{(0)}, \tilde{\Sigma}^{(0)} \) and \( \tilde{\Sigma}^{(2)} \). Up to contact terms,

\[
\begin{align*}
\langle \hat{p} \hat{p} \rangle &= \frac{i\omega^2 \lambda}{32(2\pi)^2 \kappa} \left[ \psi_1 + 4 \ln (-i\omega) \right], \\
\langle \hat{p} \hat{\epsilon} \rangle &= -\frac{i\omega^3 \lambda^2 \psi_2}{32(2\pi)^3 \kappa}, \\
\langle \hat{\epsilon} \hat{\epsilon} \rangle &= \frac{i\omega^4 \lambda}{512(2\pi)^3 \kappa} \left[ \lambda (\lambda^2 + 4) \psi_1 - 8(\lambda^2 + 2) \psi_2 + 4\lambda (\lambda^2 + 4) \ln (-i\omega) \right].
\end{align*}
\]

These correlators can only have poles where \( \psi_{1,2} \) have, that is for \( \lambda = 2in, \ n \geq 2 \). This implies that all quasinormal frequencies of the shear channel are on the negative imaginary half-axis and fluctuations in these modes do not cause instabilities.

5 Sound channel

To construct a general solution for the sound modes (3.5), it is convenient to introduce the master field \( Z = \Omega - 2a \), which can be shown to satisfy a sixth order differential equation,

\[
\mathcal{D}^3 \frac{1}{\nu} \mathcal{D}^2 \frac{1}{\nu} \mathcal{D} \frac{1}{\nu} Z = 0,
\]
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which used the substitutions (4.3). The $\mathcal{D}^j$ denote second order differential operators,

\begin{align}
\mathcal{D}^1 &= v^2 \partial_v^2 + v \left( v - \frac{\lambda}{2} \right), \\
\mathcal{D}^2 &= v^2 \partial_v^2 + v \partial_v + v \left( v + 2i - \frac{\lambda}{2} \right), \\
\mathcal{D}^3 &= v^2 \partial_v^2 + v \partial_v + v \left( v - 2i - \frac{\lambda}{2} \right).
\end{align}

(5.2)

A general analytic solution for (5.1) can be found by introducing functions $\Upsilon^j$ which parameterize the kernels of the operators (5.2), i.e. $\mathcal{D}^j \Upsilon^j = 0$. Explicitly,

\begin{align}
\Upsilon^1 &= A_1 e^{iv} \Gamma \left( 1 + \frac{i\lambda}{4} \right) U \left( \frac{i\lambda}{4}, 0, -2iv \right) + B_1 e^{-iv} \Gamma \left( 1 - \frac{i\lambda}{4} \right) U \left( -\frac{i\lambda}{4}, 0, 2iv \right), \\
\Upsilon^2 &= A_2 e^{iv} \Gamma \left( \frac{6 + i\lambda}{4} \right) U \left( \frac{6 + i\lambda}{4}, 1, -2iv \right) + B_2 e^{-iv} \Gamma \left( \frac{-2 - i\lambda}{4} \right) U \left( -\frac{-2 - i\lambda}{4}, 1, 2iv \right), \\
\Upsilon^3 &= A_3 e^{iv} \Gamma \left( \frac{-2 + i\lambda}{4} \right) U \left( \frac{-2 + i\lambda}{4}, 1, -2iv \right) + B_3 e^{-iv} \Gamma \left( \frac{6 - i\lambda}{4} \right) U \left( \frac{6 - i\lambda}{4}, 1, 2iv \right).
\end{align}

(5.3)

Again, imposing that viable solutions must satisfy ingoing boundary conditions in the interior implies $A_j = 0$. By means of (5.3) a solution for $Z$ can then be constructed explicitly and from there it is straightforward to successively find expressions for the other functions in the sound channel. Summarized, they are all of the form,

\begin{equation}
q_0(v) + q_1(v) \Upsilon^j(v) + q_2(v) \Upsilon^j'(v) + q_3(v) I^j(v),
\end{equation}

(5.4)

with

\begin{equation}
I^j(v) = \int_v^\infty \left[ p_1(w) \Upsilon^j(w) + p_2(w) \Upsilon^j'(w) \right] dw,
\end{equation}

(5.5)

and polynomial expressions $q_j$ and $p_j$. For explicit formulæ is referred to appendix B. From these results follows a parameterization for the boundary values of the bulk fields,

\begin{align}
\Omega^{(0)} &= [\psi_3 + \lambda \ln(-i\omega)] v_1 + [\psi_4 + (\lambda^2 + 4) \ln(-i\omega)] v_2 + 2\lambda^2 v_3 - 2(\lambda^2 - 4) v_4 - 8 v_5 - v_6, \\
\hat{\Omega}^{(0)} &= \lambda v_1 + (\lambda^2 + 4) v_2, \quad \text{tr } \hat{h}^{(0)} = (\lambda^2 + 4) v_3, \quad \hat{h}^{(0)} = (\lambda^2 + 4) v_4, \\
\hat{\Sigma}^{(2)} &= \omega (\lambda^2 + 4) v_5, \quad \hat{\Sigma}^{(0)} = \lambda v_6.
\end{align}

(5.6)

\textsuperscript{5}Note that $\Upsilon^1$ is of the same form as $X$. 

and their conjugate momenta,

\[
T = \frac{\omega^2 [3\lambda(\lambda^2 + 4) - \lambda^2 \psi_3 - \lambda^3 \ln(-i\omega)]}{64} v_1 + \frac{\omega^2 [3(\lambda^2 + 4)^2 - (\lambda^2 - 4)\psi_4 - (\lambda^2 - 16) \ln(-i\omega)]}{64} v_2
\]

\[
+ \frac{\omega^2(\lambda^2 + 2)}{2} v_3 - \frac{\omega^2\lambda^2}{2} v_4 - \omega^2 v_5 ,
\]

\[
\tilde{T} = \frac{\omega^2\lambda(\lambda^2 + 8)}{64} v_1 + \frac{\omega^2(\lambda^2 + 4)^2}{64} v_2 ,
\]

\[
\hat{\nu} = \frac{\omega(\lambda^2 + 4) [7\lambda - 4\psi_3 - 4\lambda \ln(-2i\omega)]}{64} v_1 + \frac{\omega [7\lambda^2 - 4 - 4\psi_4 - 4(\lambda^2 + 4) \lambda \ln(-i\omega)]}{64} v_2
\]

\[
+ \frac{\omega [-2(3\lambda^2 + 8) + \psi_4 + (\lambda^2 + 4) \ln(-i\omega)]}{16} v_3 = \frac{\omega [(3\lambda^2 + 4) - \psi_4 - (\lambda^2 + 4) \ln(-i\omega)]}{8} v_4
\]

\[
+ \frac{\omega [8 + \psi_4 + (\lambda^2 + 4) \ln(-i\omega)]}{16} v_5 .
\]

\[
(5.7a)
\]

\[
\eta = \frac{\omega^2 \lambda^2}{64} v_1 + \frac{\omega^2(\lambda^2 + 4)^2}{64} v_2 ,
\]

\[
\hat{\nu} = \frac{\omega}{(\lambda^2 + 4) [7\lambda - 4\psi_3 - 4\lambda \ln(-2i\omega)]} v_1 + \frac{\omega [7\lambda^2 - 4 - 4\psi_4 - 4(\lambda^2 + 4) \lambda \ln(-i\omega)]}{64} v_2
\]

\[
+ \frac{\omega [-2(3\lambda^2 + 8) + \psi_4 + (\lambda^2 + 4) \ln(-i\omega)]}{16} v_3 = \frac{\omega [(3\lambda^2 + 4) - \psi_4 - (\lambda^2 + 4) \ln(-i\omega)]}{8} v_4
\]

\[
+ \frac{\omega [8 + \psi_4 + (\lambda^2 + 4) \ln(-i\omega)]}{16} v_5 .
\]

\[
(5.7b)
\]

\[
\hat{\psi}_3 = \frac{1}{2} \left[ -3\lambda + 4\gamma \lambda - 4i + \lambda \psi \left( \frac{\lambda}{4} \right) \right] ,
\]

\[
\psi_4 = \frac{1}{2} \left[ -3\lambda^2 + 4 + 4\gamma(\lambda^2 + 4) + (\lambda^2 + 4) \psi \left( \frac{\lambda^2 + 2}{4} \right) \right] .
\]

\[
(5.8)
\]

\[
(5.9)
\]

The $\nu_j$ are just auxiliary variables to parameterize degrees of freedom, and, again, the $\psi_j$ stand for expressions that involve the Euler-Mascheroni constant and the digamma function,

\[
(5.10a)
\]

\[
(5.10b)
\]

\[
(5.10c)
\]

\[
(5.10d)
\]

\[
(5.10e)
\]

The operators sourced by (5.6) are the energy $E$, an other scalar operator $\tilde{E}$ that will be identified as the logarithmic partner of the energy, as well as the longitudinal components of the stress $\hat{\Pi}$, the momentum $\hat{p}$ and the energy flux $\hat{\epsilon}$. Due to the conservation equation (2.18b) and the trace condition (2.18c) the correlators of these operators satisfy a series of identities,

\[
(5.10a)
\]

\[
(5.10b)
\]

\[
(5.10c)
\]

\[
(5.10d)
\]

\[
(5.10e)
\]

This leaves six independent two-point functions. Extracting these from the on-shell solution is a bit more involved than it was in the shear channel, but despite a little bit of algebra
to invert (5.6) it is again rather straightforward,

\[
\langle E E \rangle = \frac{-i\omega^2 \lambda (\lambda^2 + 4)}{8\kappa (2\pi)^3 \Phi},
\]

\[
\langle \tilde{E} \tilde{E} \rangle = \frac{i\omega^2 \lambda (\lambda^2 + 4)}{8\kappa (2\pi)^3 \Phi} \ln (-i\omega) + \frac{i\omega^2 [(\lambda^2 + 4)\psi_3 + \lambda \psi_4]}{16\kappa (2\pi)^3 \Phi},
\]

\[
\langle \hat{p} E \rangle = \frac{i\omega^2 \lambda^2}{\kappa (2\pi)^3 \Phi},
\]

\[
\langle \hat{p} \tilde{E} \rangle = -\frac{2i\omega^2 \lambda [\psi_3 + \lambda \ln (-i\omega)]}{\kappa (2\pi)^3 \Phi},
\]

\[
\langle \hat{p} \hat{p} \rangle = -\frac{i\omega^2 \lambda^2}{8\kappa (2\pi)^3 (\lambda^2 + 4)} \left[ \frac{64\lambda}{\Phi} - \psi_4 - (\lambda^2 + 4) \ln (-i\omega) \right].
\]

The function \( \Phi \) appearing in the denominator of the expressions above is related to the determinant of the set of linear equations (5.6) and can be expressed in closed form,

\[
\Phi = 2i\lambda^2 + 8\lambda + 8i - (\lambda^2 + 4) \lambda \psi \left( \frac{i\lambda}{4} \right) + (\lambda^2 + 4) \lambda \psi \left( \frac{i\lambda + 2}{4} \right).
\]

Though it may not appear so at first sight, the correlator in (5.11f) is actually regular at \( \lambda = -2i \). It easily can be verified that the residue at that point vanishes due to \( \psi_4 (-2i) = 8 \) and \( \Phi (-2i) = -16i \). Furthermore, \( \Phi \) cancels the poles coming from the numerator. Thus, with the exception of \( \langle \hat{p} \hat{p} \rangle \) that additionally contains poles at \( \lambda = 2(2n + 1)i, \ n \geq 1 \), all quasinormal modes are determined by the zeros of (5.12). A closed expression for those values is not at hand, but it is possible to argue stability in the sound channel by showing that these zeros must all be located in the upper half of the complex \( \lambda \)-plane. For this purpose, define,

\[
\xi(\mu, \nu) = \Re \Phi(\mu + i\nu), \quad \eta(\mu, \nu) = \Im \Phi(\mu + i\nu).
\]

The zeros of \( \Phi \) then correspond to the intersections of the set of curves defined by \( \xi = 0 \) and \( \eta = 0 \). The non-existence of zeros in the lower half-plane follows if it can be shown that \( \eta \) is nowhere zero in that region. This will be done by excluding all other possibilities. As \( \eta \) is a harmonic function that asymptotes to \( 6\nu \left( 1 + \frac{2}{\mu^2 + 4\nu^2} \right) \) for large \( |\mu| \) and \( |\nu| \), the set \( \eta = 0 \) in the lower half-plane must be a collection of smooth curves, each of which must be in one of three possible categories,

(i) a bounded closed curve in \( \mathbb{R} \times \mathbb{R}_{<0} \),

(ii) a bounded curve that intersects with the real axis \( \nu = 0 \),

(iii) a curve that asymptotes to the real axis \( \nu = 0 \) for large \( |\nu| \).
Case (i) would imply that the curve would encircle a pole. This is impossible as all poles of $\Phi$ are in the upper half-plane. Case (ii) can be excluded by examining $\eta$ on the real axis,

$$
\eta(\mu, 0) = -\frac{\pi \mu (4 + \mu^2)}{\sinh \left(\frac{\pi \mu}{2}\right)},
$$

which is strictly negative. Finally, to exclude case (iii), consider

$$
\frac{\partial \eta(\mu, 0)}{\partial \nu} \overset{\mu \to \pm \infty}{\longrightarrow} 6 + \frac{12}{\mu^2}.
$$

Together with $\eta(\mu, 0)$ being strictly negative on the real axis, this implies that the curve that asymptotes to the real axis must lie in the upper half-plane. This finishes the proof that $\Phi$ has no zeros with negative imaginary part.

Analyzing the positions of zeros in the upper half-plane is more complicated. What can be shown in a straightforward way is that there can be no zeros on the imaginary axis. The condition $\Phi(0, \nu) = 0$ is equivalent to finding real solutions of

$$
2\pi \nu \left(\nu - \frac{2}{4}\right) \sin \left(\frac{\pi \nu}{2}\right) = \nu (\nu - 2) \left[\psi \left(\frac{\nu + 2}{4}\right) - \psi \left(\frac{\nu + 4}{4}\right)\right] + 2 \left(\frac{\nu^2 - 4\nu - 4}{\nu + 2}\right).
$$

For positive $\nu$, the right hand side is a negative function bounded from below by $-6$, whereas the minimum of the absolute value of the left hand side in this range is $2\pi$. Hence, (5.16) can have no real solutions. There are however zeros of $\Phi$ away from the imaginary axis. In a similar fashion as before, it is possible to analyze what restrictions the poles and extrema on the imaginary axis impose on the curves $\xi = 0$ and $\eta = 0$. The conclusion is that there must be an infinite set of intersections of these curves away from the imaginary axis and the zeros of $\Phi$ therefore consist of an infinite set of pairs $\{\lambda, -\bar{\lambda}\}$. For large $n \in \mathbb{N}$, there must be one such pair with $4n > \Im \lambda > 4n - 2$, but finding exact values for zeros was beyond the scope of analytic methods and it was necessary to resort to numerics, a plot is shown in figure 2.

5.1 Logarithmic structure in two-point correlation functions

This section deals with $\mathcal{E}$ and $\tilde{\mathcal{E}}$, i.e. the operators sourced by $\Omega^{(0)}$ and $\tilde{\Omega}^{(0)}$ respectively. The aim is to identify $\tilde{\mathcal{E}}$ as a logarithmic partner of the energy operator $\mathcal{E}$ by comparing their two-point functions to (2.19), that is to the structure of increasing powers of logarithmic terms appearing when operators belong to an indecomposable non-diagonalizable representation. The correlators (5.11) are already quite suggestive about the existence of such a tower of logarithmic terms, though in order to have a more elementary comparison it would be desirable to have an expression in position space. Unfortunately, given the complicated form of the denominator, translating the momentum space correlators back to position space in all generality seems out of question. Though, due to a general knowledge of the position of poles and other features of the functions, it is still possible to qualitatively
Figure 2. The zeros of $\Phi$ in the right upper half-plane. Red curves mark the vanishing of the real part, blue curves the vanishing of the imaginary part. The intersections, marked by the purple dots, are the zeros.

deduce the underlying structure of two-point correlation functions,

$$
\langle \mathcal{E}(t,x) \mathcal{E}(0,0) \rangle = \frac{\theta(t)}{t^4} g^{(0)}(\chi),
$$

(5.17a)

$$
\langle \tilde{\mathcal{E}}(t,x) \mathcal{E}(0,0) \rangle = \frac{\theta(t) \ln t}{t^4} g^{(0)}(\chi) + \frac{\theta(t)}{t^4} g^{(1)}(\chi),
$$

(5.17b)

$$
\langle \tilde{\mathcal{E}}(t,x) \tilde{\mathcal{E}}(0,0) \rangle = \frac{\theta(t) \ln^2 t}{t^4} g^{(0)}(\chi) + \frac{\theta(t) \ln t}{t^4} g^{(2)}(\chi) + \frac{\theta(t)}{t^4} g^{(3)}(\chi).
$$

(5.17c)

The functions $g^{(i)}$ solely depend on the ratio $\chi = x^2/4t$, as is to be expected for a theory with $z = 2$ Lifshitz scaling. Further details about the transformation back to position space can be found in appendix C. The structure of these two-point functions bears a resemblance to the logarithmic field theory with Lifshitz scaling developed in [18]. The power in the prefactor suggests that $\mathcal{E}$ and $\tilde{\mathcal{E}}$ are operators with dimension 2 with respect to $t$, respectively 4 with respect to $x$, consistent with the interpretation of energy in a theory with Lifshitz scaling.

The mechanism behind the appearance of this logarithmic pair in the dual field theory can be argued as follows. For general dynamical exponent $z$, a Lifshitz fixed point can occur when there is a certain relation between the timelike component of the tetrad $e^0$ and the Proca field $P$. The modes of these two fields combine to form sources for a set of
operators in the dual field theory\textsuperscript{6} — in particular $\mathcal{E}$ and $O_P$ — which, generically, would be part of a diagonalizable representation of the underlying algebra. The limit $z \to 2$ induces a degeneracy that requires to introduce Jordan cells to get a complete description and, taking CFT as a guideline, it is exactly the appearance of such cells that would make the field theory logarithmic.

From the bulk point of view, these Jordan cells are in correspondence with a degeneracy of the equations of motion (3.2) at the singular point $r = 0$. Though, in order to unveil the existence of such a degeneracy, it might be more convenient to just consider (5.1), i.e. the equation of motion for the master field $Z$ in the sound channel. This equation is singular at the point $v = 0$, where it has the exponents 0 and 1 with multiplicity 1, as well as the exponents 2 and 3 with multiplicity 2. The latter are responsible for the appearance of logarithmic terms and the degrees of freedom associated with them when the general solution, constructed from (5.3), is expanded into a generalized power series at $v = 0$. It is this degeneracy that leads to the logarithmic mixing seen in the correlation functions.

The most striking difference from other results on similar subjects is the presence of the function $g^{(0)}$. When comparing to the LCFT correlators (2.19) or the toy model in [18], one would rather expect $g^{(0)} = 0$. However, the vanishing of the right hand side of (2.19a) is only stringent for a LCFT with proper primaries and it thus could have a non-zero value if the OPE of two primaries contains logarithmic fields. Beyond that, other conditions that require the vanishing of this two-point function are related to the underlying conformal symmetry. Therefore, it stands to reason that requiring a less stringent level of symmetry — like anisotropic scaling — would also be less restrictive about the values of certain coefficients in the correlation functions.

The function $g^{(0)}$ also distinguishes itself from $g^{(1,2,3)}$ in that it incorporates a certain ultralocal and oscillatory behavior for $t \ll x^2$, respectively $x \gg 1$. In this limit,

$$g^{(0)} \propto \chi^3 e^{-3\lambda_{\min} \chi} \Re \left[ A L_3 \left( -i\lambda_{\min} \chi \right) e^{i\Re \lambda_{\min} \chi} \right],$$

where $A$ is an amplitude that depends on $\lambda_{\min}$, the latter being a zero of $\Phi$ with minimal imaginary part. The other functions are only expected to follow a power law in this limit, such that for fixed $t > 0$ and $x^2 \gg t$,

$$\langle \mathcal{E}(t,x) \mathcal{E}(0,0) \rangle \xrightarrow{x^2 \gg t} 0,$$
$$\langle \tilde{\mathcal{E}}(t,x) \mathcal{E}(0,0) \rangle \xrightarrow{x^2 \gg t} \frac{A^{(1)}}{x^8},$$
$$\langle \tilde{\mathcal{E}}(t,x) \tilde{\mathcal{E}}(0,0) \rangle \xrightarrow{x^2 \gg t} \frac{A^{(2)} \ln x}{x^8} + \frac{A^{(3)}}{x^8},$$

with some constants $A^{(j)}$. Interestingly, up to normalization, this agrees well with (2.19), i.e. the expected form of two-point functions in a LCFT and can be seen as a further indication that the underlying structure in the correlators (5.17) is indeed an extension of the concept of logarithmic field theories to the case of anisotropic scaling symmetry. In

\textsuperscript{6}Cf section 2.1.
the opposite limit, i.e. fixed $x$ and $t \gg x^2$, the functions $g^{(j)}$ can be expanded in a power series. Including terms up to first order,

$$
\langle E(t,x)E(0,0) \rangle \xrightarrow{t \gg x^2} \frac{\chi C^{(0)}}{t^4},
$$

(5.20a)

$$
\langle \tilde{E}(t,x)E(0,0) \rangle \xrightarrow{t \gg x^2} \frac{\chi C^{(0)} \ln t}{t^4} + \frac{(B^{(i)} + \chi C^{(i)})}{t^4},
$$

(5.20b)

$$
\langle \tilde{E}(t,x)\tilde{E}(0,0) \rangle \xrightarrow{t \gg x^2} \frac{\chi C^{(0)} \ln^2 t}{t^4} + \frac{(B^{(ii)} + \chi C^{(ii)}) \ln t}{t^4} + \frac{(B^{(iii)} + \chi C^{(iii)})}{t^4},
$$

(5.20c)

with constants $B^{(j)}$ and $C^{(j)}$. Also here, the leading logarithmic term is subleading, though not exponentially suppressed as in the previous case.

6 Summary and outlook

This paper dealt with an investigation of perturbations around an asymptotically $z = 2$ Lifshitz fixed point of the Einstein-Proca action. The main focus was on calculating two-point correlation functions and what information can be gained from this about the dual Lifshitz scaling invariant field theory. It was found that a degeneracy which resulted in the appearance of logarithmic modes in the Fefferman-Graham expansion also lead to logarithmic terms in two-point correlation functions in Fourier space. When transforming back to position space, correlators containing these terms fail to be ultralocal in the limit $x^2 \gg t$, which otherwise seems the generic behavior. A second, and more interesting, feature caused by those terms was the structure of correlation functions involving the energy $E$ and a second operator $\tilde{E}$. The latter was identified as a logarithmic partner of the former, due to the similarities of their correlators to properties of LCFTs and a toy model for a logarithmic field theory with Lifshitz scaling invariance. This substantiates the conjecture that $z = 2$ Lifshitz solutions of the Einstein-Proca model are candidates for gravitational duals of logarithmic Lifshitz theories.

What further could be extracted from the investigation of two-point functions was the position of quasinormal modes in the complex frequency plane. In the shear channel these can be calculated explicitly and are all found to lie on the negative imaginary axis. The sound channel also contains quasinormal modes on the negative imaginary axis and, in addition to that, a set of modes that come in pairs $\{\omega, -\bar{\omega}\}$ with non-vanishing real part. For the latter, analytic values could not be obtained, but it was possible to prove that they are all located in the lower half-plane of complex frequencies. This indicates the stability of fluctuations around this Lifshitz spacetime — at least at linearized level.

The model considered in this paper was a specific $z = 2$ Lifshitz theory in $2 + 1$ dimensions, leaving the question of how results could be generalized. Logarithmic modes are certainly a rather specific feature of the case at hand and can not be expected to appear for generic $z$. Considering a $z = n$ Lifshitz theory in $n+1$ dimensions seems straightforward, given that it indeed contains similar degeneracies in the Fefferman-Graham expansion as the $z = 2$ case. However, explicit results could not be obtained directly as an analytic solution to the equations of motion was not found. It would nonetheless be possible to
search for the appearance of logarithmic correlators by numerical analysis, but this will be left for future study.

An other possible direction to go from the results obtained here would be the analysis of three-point functions and other higher order correlators. Though it would in principle be straightforward to get analytic results, obtaining them will likely require a certain level of tenaciousness and endurance, if not a more suitable formalism for these kind of calculations, as the equations of motion and the renormalized action tend to become rather cumbersome when higher order expansions are considered. Nevertheless, it would be interesting to see whether the similarities between LCFTs and the model considered here persist to that level.
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A Counterterms

In order to write down the counterterms, the boundary is written as $\mathbb{R} \times C$ with a 2-manifold $C$, i.e. split into timelike and spacelike parts. Using this decomposition,

$$e^0 = e^0 \bigg|_{C^T}, \quad \bar{\Sigma} = e^0 \bigg|_{C}, \quad \bar{e}^j = e^j \bigg|_{C}, \quad \bar{a} = P - \Sigma \bigg|_{C^T}, \quad \bar{b} = P - \Sigma \bigg|_{C}. \quad (A.1)$$

A differential $\bar{d}$ on $C$ is also naturally understood via restriction of $d$ to $C$. Furthermore, a Hodge star operator on $C$ can be defined,

$$\bar{\ast} e^1 = \bar{e}^1 \wedge \bar{e}^2 = \bar{v}, \quad \bar{\ast} \bar{e}^1 = \bar{e}^2, \quad \bar{\ast} \bar{e}^2 = -\bar{e}^1. \quad (A.2)$$

This allows to define codifferential $\bar{\delta}$ and Laplacian $\bar{\Delta}$ in a standard way. In order to construct terms which are invariant under a rotation of $\{\bar{e}^1, \bar{e}^2\}$, define for $\xi$, a general vector field,

$$\bar{\xi} \bar{e}^1 = \mathcal{L}_\xi \bar{e}^1 + \frac{1}{2} \left[ \bar{e}^1 \mathcal{L}_\xi \bar{e}^2 - \bar{e}^2 \mathcal{L}_\xi \bar{e}^1 \right] \bar{e}^2, \quad (A.3a)$$

$$\bar{\xi} \bar{e}^2 = \mathcal{L}_\xi \bar{e}^2 + \frac{1}{2} \left[ \bar{e}^2 \mathcal{L}_\xi \bar{e}^1 - \bar{e}^1 \mathcal{L}_\xi \bar{e}^2 \right] \bar{e}^1. \quad (A.3b)$$

Furthermore, in the following the notation is used that the action of spacelike derivative operations on the timelike components is to be understood as the action on a 0-form on $C$. Timelike derivatives can be generated by $\mathcal{L}_{\bar{e}^0}$,

$$\dot{\bar{a}} = (e^0 \mathcal{L}_{\bar{e}^0} \bar{a}) \bar{e}^0, \quad \dot{\bar{\Sigma}} = \mathcal{L}_{\bar{e}^0} \bar{\Sigma}, \quad \dot{\bar{b}} = \mathcal{L}_{\bar{e}^0} \bar{v}, \quad \dot{\bar{e}}^1 = \mathcal{L}_{\bar{e}^0} \bar{e}^1 + \frac{1}{2} \left[ e^1 \mathcal{L}_{\bar{e}^0} \bar{e}^2 - \bar{e}^2 \mathcal{L}_{\bar{e}^0} \bar{e}^1 \right] \bar{e}^2, \quad \dot{\bar{e}}^2 = \mathcal{L}_{\bar{e}^0} \bar{e}^2 + \frac{1}{2} \left[ \bar{e}^2 \mathcal{L}_{\bar{e}^0} \bar{e}^1 - \bar{e}^1 \mathcal{L}_{\bar{e}^0} \bar{e}^2 \right] \bar{e}^1. \quad (A.4)$$
With this notation, explicit expressions for counterterms that make the on-shell action finite, at quadratic order, are as follows,

\[ S^{\text{ct}} = \int \mathcal{E}^0 \otimes \left[ (K + 6 + \bar{R}) \bar{\mathcal{E}} - 2 \mathcal{E}^1 \otimes \mathcal{E}^2 + \frac{1}{4} \bar{\Sigma} \otimes \bar{\Sigma} - \bar{\mathcal{E}} \otimes \bar{\mathcal{E}} \right] \]

\[ \quad + \frac{1}{4} d\delta \bar{\Sigma} \otimes \bar{\Sigma} - \frac{1}{4} \bar{\delta} \bar{\Sigma} \otimes \bar{\Sigma} - \bar{\mathcal{E}} \otimes \bar{\mathcal{E}} - \mathcal{E}^1 \otimes \mathcal{E}^1 \]

\[ \quad + \bar{a} \otimes \left( 2 - \bar{R} \right) \bar{\mathcal{E}} + \bar{\mathcal{E}} + \frac{1}{2} \bar{\mathcal{E}} \otimes \bar{\mathcal{E}} - \frac{3}{4} \bar{\mathcal{E}} \otimes \bar{\mathcal{E}} - \frac{1}{4} \bar{\mathcal{E}} \otimes \bar{\mathcal{E}} \right] \]

\[ S^{\text{ct, anom}} = \int \ln r \mathcal{E}^0 \otimes \left[ 2 \mathcal{E}^1 \otimes \mathcal{E}^2 - \frac{1}{2} \bar{\mathcal{E}} \otimes \bar{\mathcal{E}} - \frac{1}{2} \bar{\mathcal{E}} \otimes \bar{\mathcal{E}} - \mathcal{E}^1 \otimes \mathcal{E}^1 \right] \]

\[ + \frac{1}{8} d\Sigma \otimes \bar{d}\Sigma + \frac{1}{4} d\delta \otimes \bar{d}\delta + \frac{1}{2} \bar{R} \delta \Sigma \otimes \bar{\Sigma} - \bar{\mathcal{E}} \otimes \bar{\mathcal{E}} \right] \]

\[ + 2 \mathcal{E}^1 \otimes \bar{\mathcal{E}} \otimes \mathcal{E}^1 \otimes \bar{\mathcal{E}} - \frac{1}{2} \mathcal{E}^1 \otimes \mathcal{E}^1 \otimes \bar{\mathcal{E}} \otimes \mathcal{E}^1 \]

\[ \quad + \frac{1}{2} \mathcal{E}^1 \otimes \bar{\mathcal{E}} \otimes \mathcal{E}^1 \otimes \bar{\mathcal{E}} + \frac{1}{2} \mathcal{E}^1 \otimes \bar{\mathcal{E}} \otimes \mathcal{E}^1 \otimes \bar{\mathcal{E}} \right] \]

\[ \text{(B.1a)} \]

\[ \text{(B.1b)} \]

\[ \text{(B.1c)} \]

\[ \text{(B.1d)} \]

\[ \text{(B.1e)} \]

\[ \text{(B.1f)} \]

\[ \text{(B.1g)} \]

The other contribution vanish in the limit \( v \to \infty \) while satisfying infalling boundary conditions. They come from the functions \( \mathcal{Y}^j \), as they are given by the expressions (5.3). In order to proceed, first define,

\[ I^1(v) = \int_v^\infty \left( (4 + 3i\lambda - 8iw)\mathcal{Y}^1(w) + (4i - \lambda + 8w)\mathcal{Y}^1(w) \right) dw \]

\[ I^2(v) = \int_v^\infty \mathcal{Y}^2(w) dw \]

\[ I^3(v) = \int_v^\infty \left( (4 + \lambda^2 - 16(\lambda + i)w + 32w^2)\mathcal{Y}^3(w) - 8iw(\lambda - 4w)\mathcal{Y}^3(w) \right) dw \]
Expanding these into a power series around \( v = 0 \) requires the explicit calculation of the integrals \( v^j = I^j(0) \). These can be evaluated by elementary methods,

\[
\begin{align*}
\varepsilon^1 &= \frac{(4 + i\lambda)\lambda}{4} \left[ \psi \left( \frac{12 + i\lambda}{8} \right) - \psi \left( \frac{8 + i\lambda}{8} \right) \right], \\
\varepsilon^2 &= \frac{i}{2} \left[ \psi \left( \frac{6 + i\lambda}{8} \right) - \psi \left( \frac{10 + i\lambda}{8} \right) \right], \\
\varepsilon^3 &= \frac{i(4 + i\lambda^2)}{2} \left[ \psi \left( \frac{6 + i\lambda}{8} \right) - \psi \left( \frac{10 + i\lambda}{8} \right) \right].
\end{align*}
\]

An explicit general solution for the functions in the sound channel can now be given in terms of \( I^j, \Upsilon^j \) and \( \Upsilon^{j'} \).

\( \Upsilon^1 \):

\[
\begin{align*}
\Omega^1 &= \frac{i}{2\lambda(4i - \lambda)} \left[ (8 - \lambda^2 + 4v^2) I^1 \\
&\quad + \left( 32i + 16\lambda + 6i\lambda^2 + \lambda^3 - 8 (8 + \lambda^2) v - 4(\lambda + 4i)v^2 + 32v^3 \right) \Upsilon^1 \right] \\
&\quad - 2 (16 + 4i\lambda + (32i - 4\lambda + 3i\lambda^2) v) - 2(4 + i\lambda)v^2 - 16iv^3 \Upsilon^{1'}
\right], \\
\frac{a^1}{4\lambda} &= \frac{i}{4\lambda} \left[ (4 + \lambda^2 - 2\lambda v) I^1 \\
&\quad - (16i + 4\lambda + 4i\lambda^2 + \lambda^3 - 2 (16 + 4i\lambda + 5\lambda^2) v + 16\lambda v^2) \Upsilon^1 \right] \\
&\quad - 2i (8i - 2\lambda - (16 + 4i\lambda + 3\lambda^2) v + 8\lambda v^2) \Upsilon^{1'}
\right], \\
\frac{\forall h^1}{\lambda(4i - \lambda)} &= \frac{i}{\lambda(4i - \lambda)} \left[ (2 + \lambda^2 - 2\lambda v) I^1 \\
&\quad - (8i - 6\lambda + 2i\lambda^2 + \lambda^3 - 2 (8 + 4i\lambda + 5\lambda^2) v + 16\lambda v^2) \Upsilon^1 \right] \\
&\quad - 2i (4i - \lambda - (8 + 4i\lambda + 3\lambda^2) v + 8\lambda v^2) \Upsilon^{1'}
\right], \\
\frac{\forall \hat{h}^1}{2(4i - \lambda)} &= \frac{i}{2(4i - \lambda)} \left[ (16 + \lambda^2 - 4\lambda v - 12v^2) I^1 \\
&\quad - (64i + 8\lambda + 2i\lambda^2 + \lambda^3 - 4 (32 - 4i\lambda + \lambda^2) v - 4(12i + 11\lambda)v^2 + 96v^3) \Upsilon^1 \right] \\
&\quad + 2v (64i - 4\lambda + 3i\lambda^2 - 2(12 - 5i\lambda)v - 48iv^2) \Upsilon^{1'}
\right], \\
\frac{\forall \hat{\Sigma}^1}{4i - \lambda} &= \frac{i}{4i - \lambda} \left[ (16 + \lambda^2 - 4\lambda v) I^1 \\
&\quad - (64i + 8\lambda + 2i\lambda^2 + \lambda^3 - 4(4i + \lambda)v^2 - 8 (8 - 2i\lambda + \lambda^2) v + 32v^3) \Upsilon^1 \right] \\
&\quad + 2v (64i - 4\lambda + 3i\lambda^2 - 2(4 + i\lambda)v - 16iv^2) \Upsilon^{1'}
\right], \\
\frac{\forall \hat{b}^1}{4(4i - \lambda)} &= \frac{i}{4} \left[ (16 + \lambda^2 - 4\lambda v) I^1 \\
&\quad - (64i + 8\lambda + 2i\lambda^2 + \lambda^3 - 4(4i + \lambda)v^2 - 8 (8 - 2i\lambda + \lambda^2) v + 32v^3) \Upsilon^1 \right] \\
&\quad + 2v (64i - 4\lambda + 3i\lambda^2 - 2(4 + i\lambda)v - 16iv^2) \Upsilon^{1'}
\right], \\
\frac{c^1}{\lambda(4i - \lambda)} &= - \frac{2v}{\lambda(4i - \lambda)} \left[ I^1 - (4i + \lambda - 8v) \Upsilon^1 + (4 + i\lambda + 8iv) \Upsilon^{1'} \right].
\end{align*}
\]
$\Upsilon^2$:
\[
\Omega^2 = \frac{1}{3} \left[ \lambda I^2 + (-2 + 4iv) \Upsilon^2 + 4v \Upsilon^2 \right], \quad \text{(B.5a)}
\]
\[
a^2 = \frac{\lambda}{6} I^2 + \frac{1 + 4iv}{3} \Upsilon^2 + v \Upsilon^2, \quad \text{(B.5b)}
\]
\[
\text{tr} h^2 = -\frac{1}{3} \left[ \lambda I^2 + (-2 + 4iv) \Upsilon^2 + 4v \Upsilon^2 \right], \quad \text{(B.5c)}
\]
\[
h^2 = -\frac{1}{3\lambda} \left[ \lambda I^2 - (\lambda + 8v - 8iv) \Upsilon^2 + 2v (2i + \lambda + 4v) \Upsilon^2' \right], \quad \text{(B.5d)}
\]
\[
\tilde{\Omega}^2 = -\frac{1}{3} \left[ \lambda (\lambda + 2v) I^2 - 16v (1 - iv) \Upsilon^2 + 2v (4i + \lambda + 8v) \Upsilon^2' \right], \quad \text{(B.5e)}
\]
\[
\tilde{h}^2 = -\frac{1}{3} \left[ \lambda I^2 - 16v (1 - v) \Upsilon^2 + 2v (4i + \lambda + 8v) \Upsilon^2' \right], \quad \text{(B.5f)}
\]
\[
c^2 = \frac{iv}{3} \Upsilon^2. \quad \text{(B.5g)}
\]

$\Upsilon^3$:
\[
\Omega^3 = \frac{1}{12 (4 + \lambda^2)} \left[ -i \lambda I^3 \\
+ 2 \left( i (4 + \lambda^2) - 2 (4 + 8i\lambda + 3\lambda^2) v + 16\lambda v^2 \right) \Upsilon^3 \\\n- 4iv (4 + 4i\lambda + \lambda^2 - 8\lambda v) \Upsilon^3' \right], \quad \text{(B.6a)}
\]
\[
a^3 = \frac{1}{24 (4 + \lambda^2)} \left[ -i \lambda I^3 \\
2 \left( i (4 + \lambda^2) - 8 (\lambda^2 + 2i\lambda + 2) v + 16\lambda v^2 \right) \Upsilon^3 \\\n- 2iv (4 + 4i\lambda + \lambda^2 - 8\lambda v) \Upsilon^3' \right], \quad \text{(B.6b)}
\]
\[
\text{tr} h^3 = \frac{1}{12 (4 + \lambda^2)} \left[ i \lambda I^3 \\
- 2 \left( i (4 + \lambda^2) - 2 (4 + 8i\lambda + 3\lambda^2) v + 16\lambda v^2 \right) \Upsilon^3 \\\n- 2iv (4 + 4i\lambda + \lambda^2 - 8\lambda v) \Upsilon^3' \right], \quad \text{(B.6c)}
\]
\[
h^3 = \frac{1}{12 (4 + \lambda^2)} \left[ i \lambda I^3 \\
- (i\lambda(4 + \lambda^2) + 8 (4i - 3i\lambda^2 - \lambda^3) v - 8(4 - 3\lambda^2)\lambda v^2) \Upsilon^3 \\\n+ 2v (8 + 4i\lambda - 6\lambda^2 + i\lambda^3 + 4i (4 - 3\lambda^2)\lambda v^2) \Upsilon^3' \right], \quad \text{(B.6d)}
\]
\[
\tilde{\Omega}^3 = \frac{1}{12 (4 + \lambda^2)} \left[ i \lambda (\lambda + 2v) I^3 \\
+ 4v (-8i + 2i\lambda^2 + \lambda^3 + 8(1 + i\lambda)v - 8\lambda v^2) \Upsilon^3 \\\n+ 2v (16 + 4i\lambda - 4\lambda^2 + i\lambda^3 + 8 (4i - 2\lambda + i\lambda^2) v - 32i\lambda v^2) \Upsilon^3' \right], \quad \text{(B.6e)}
\]
\[
\tilde{h}^3 = \frac{1}{24 (4 + \lambda^2)} \left[ i \lambda I^3 \\
- 8v (8i - 2i\lambda^2 - \lambda^3 - 4v (4 - \lambda^2) v) \Upsilon^3 \\\n+ 2v (16 + 4i\lambda - 4\lambda^2 + i\lambda^3 + 8i (4 - \lambda^2) v) \Upsilon^3' \right], \quad \text{(B.6f)}
\]
\( c^3 = \frac{v}{12} \Gamma^3 \). \hspace{1cm} (B.6g)

**C Green’s functions in position space**

This appendix deals with some details about the Fourier transformation of the correlators \((5.11)\) back to position space. A useful for this purpose is the Bessel transform,

\[
\int_0^\infty k^{2\alpha-1} e^{-\beta k^2} J_0(kx) dk = \frac{\Gamma(\alpha) e^{-\frac{x^2}{4\beta}}}{2\beta^{\alpha}} {}_1F_1 \left( 1 - \alpha; 1; \frac{x^2}{4\beta} \right). \hspace{1cm} (C.1)
\]

As a direct consequence of this,

\[
2^n \int_0^\infty k^{2\alpha-1} (\ln k)^n e^{-\beta k^2} J_0(kx) dk = e^{-\frac{x^2}{4\beta}} \beta^\alpha \sum_{n \geq 0} \binom{n}{l} (-\ln \beta)^{n-l} \left. \Gamma(\alpha) {}_1F_1 \left( 1 - \alpha; 1; \frac{x^2}{4\beta} \right) \right|_{\alpha=4} \left. \partial_l^l \right|_{\alpha=4}. \hspace{1cm} (C.2)
\]

Thus, for later convenience, for \( n \in \mathbb{N} \) define,

\[
l_n(y) = \partial^n_\alpha \left. \Gamma(\alpha) \right|_{\alpha=4} \left. {}_1F_1 \left( 1 - \alpha; 1; y \right) \right|_{\alpha=4}. \hspace{1cm} (C.3)
\]

From the properties of confluent hypergeometric functions follows a recursion relation,

\[
y l_n'' + (1 - y) l_n' + 3 l_n + n l_{n-1} = 0. \hspace{1cm} (C.4)
\]

This could be used to successively derive expressions for the \( l_n \) in terms of more elementary functions, they however turn out to become rather complicated with increasing \( n \). The first two, though, are still relatively simple expressions,

\[
l_0(y) = L_3(y), \hspace{1cm} (C.5a)
\]
\[
l_1(y) = L_3(y) \left[ E_1(-y) - \ln(-y) \right] - \frac{(y^2 - 8y + 11)e^y}{6} + \frac{36y^2 - 180y + 132}{36}, \hspace{1cm} (C.5b)
\]

where \( L_3 \) denotes the Laguerre polynomial of order 3 and \( E_1 \) an exponential integral. The expression for \( l_2 \) is already a rather lengthy expression involving integrals over products of exponential and \( E_1 \) functions that will not be written out explicitly here. It will just be noted that for small values of \( y \), the functions \( l_n(y) \) approach a finite value that can be expressed with polygamma functions and for large values,

\[
l_n(y) \xrightarrow{y \to \infty} \frac{6n(\ln y)^{n-1}e^y}{y^4}. \hspace{1cm} (C.6)
\]

It might not seem apparent, but by considering that the definition \((C.3)\) represents an absolutely converging series it can be verified that \( l_n \) are entire functions on the complex plane and do not contain poles or branch cuts. Furthermore, by integrating \((C.4)\),

\[
\int_0^\infty e^{-y} l_n dy = \frac{n}{3} \int_0^\infty e^{-y} l_{n-1} dy = \ldots = \frac{\Gamma(n+1)}{(-3)^n} \int_0^\infty e^{-y} l_0 dy = 0, \hspace{1cm} (C.7)
\]
where last step used (C.5a) and that the \( L_n \) form a set of orthogonal polynomials with respect to the weight \( e^{-y} \). Proceeding in a similar fashion,

\[
\int_0^\infty y^s e^{-yt} n dy = 0 \quad , \quad s = 0, 1, 2 .
\] (C.8)

Now, with regard to (5.11), define,

\[
\Psi(0)(\lambda) = \lambda(\lambda^2 + 4) , \quad \Psi(1)(\lambda) = (\lambda^2 + 4)\psi_3(\lambda) + \lambda\psi_4(\lambda) , \quad \Psi(2)(\lambda) = \psi_3(\lambda)\psi_4(\lambda) ,
\] (C.9)

and then consider,

\[
h^{(j)}(t, x) = \frac{1}{(2\pi)^2} \int e^{-i\omega t + ik \cdot x} \frac{\omega^2 \Psi^{(j)}(\frac{k^2}{\omega})}{\Phi(\frac{k^2}{\omega})} dk d\omega ,
\]

\[
= \frac{1}{(2\pi)^2} \int k J_0(kx) e^{-i\omega t} \frac{\omega^2 \Psi^{(j)}(\frac{k^2}{\omega})}{\Phi(\frac{k^2}{\omega})} dk d\omega .
\] (C.10)

where \( J_0 \) is a Bessel function. After changing the integration variable from \( \omega \) to \( \lambda = \frac{k^2}{\omega} \) and using (C.1) to evaluate the integral over \( k \),

\[
h^{(j)}(t, x) = \frac{1}{(2\pi)^2t^t} \int k^7 J_0(kx) e^{-\frac{i\lambda^2}{4\lambda^4} \frac{\Psi^{(j)}(\lambda)}{\Phi(\lambda)}} dk d\lambda ,
\]

\[
= \frac{3}{(2\pi)^2t^t} \int e^{\frac{i\lambda^2}{4\lambda^4} \lambda_1} \ln(-i\omega) e^{-i\omega t} \frac{\Psi^{(j)}(\lambda)}{\Phi(\lambda)} d\lambda .
\] (C.11)

It is now manifest that, up to the prefactor, the Green’s function depends only on the ratio \( \chi = \frac{x^2}{4t} \), as it is expected from a theory with \( z = 2 \) Lifshitz scaling symmetry. For negative \( \chi \), i.e. \( t < 0 \), the contour can be closed around the lower half-plane and since all poles of the integrand have positive imaginary part, the residue theorem can be used to conclude that it must evaluate to zero. Thus,

\[
h^{(j)}(t, x) = \frac{3i}{2\pi t^t} \theta(t) b_0^{(j)}(\chi) ,
\] (C.12)

where, in foresight, already for general \( s \in \mathbb{N} \),

\[
b_s^{(j)}(\chi) = \frac{1}{2\pi i} \int_{-\beta}^{\beta} e^{i\lambda \chi} (-i\lambda) \frac{\Psi^{(j)}(\lambda)}{\Phi(\lambda)} d\lambda ,
\] (C.13)

with \( \Re \beta, \Im \beta > 0 \) and the contour is chosen such that all poles of the integrand lie above it. Next, consider the part of the Green’s function that contains a logarithm in \( \omega \),

\[
k_1^{(j)}(t, x) = \frac{1}{(2\pi)^2} \int k J_0(kx) \ln(-i\omega) e^{-i\omega t} \frac{\omega^2 \Psi^{(j)}(\lambda)}{\Phi(\lambda)} d\omega dk .
\] (C.14)
The analysis of this integral can be worked out along the same lines as above, i.e. by first changing the integration variable from $\omega$ to $\lambda$ and then using (C.2) to integrate over $k$,

$$
\hat{k}_1^{(j)}(t, x) = \frac{3}{(2\pi)^2} \int \left[ \ln \left( \frac{-i}{\lambda} \right) \right] e^{i\lambda x} \frac{\Psi^{(j)}(\lambda)}{\Phi(\lambda)} d\lambda + \frac{3}{(2\pi)^2} \int e^{i\lambda \frac{x^2}{4t}} \frac{\Psi^{(j)}(\lambda)}{\Phi(\lambda)} d\lambda . \quad (C.15)
$$

For $t < 0$ the integral over $\lambda$ can again be performed by closing the contour around the lower half-plane and will therefore evaluate to zero as there are no poles or branch cuts inside the contour. For $t > 0$ there is a branch cut along the positive imaginary axis that needs to be taken into account. Though, along the real axis $\ln \left( \frac{-2\lambda}{\chi} \right) - \ln \left( \frac{2\lambda}{\chi} \right) = -\pi i \text{sgn} \lambda$. Thus, by defining,

$$
\tilde{h}_s^{(j)}(\chi) = \frac{1}{2\pi i} \int_0^{\beta \infty} e^{i\lambda \chi} \left(-i\chi\lambda\right) \frac{\Psi^{(j)}(\lambda)}{\Phi(\lambda)} d\lambda + \frac{1}{2\pi i} \int_0^{-\beta \infty} e^{i\lambda \chi} \frac{\Psi^{(j)}(\lambda)}{\Phi(\lambda)} I_s (-i\chi) d\lambda , \quad (C.16)
$$

where the contour is again chosen such that no poles lie below it, (C.14) reduces to

$$
\hat{k}_1^{(j)}(t, x) = \frac{3i}{2\pi} \frac{\theta(t)}{t^4} \left[ - \ln \left( t \right) \Psi_0^{(j)}(\chi) + \Phi_1(\chi) - \pi i \tilde{h}_0^{(j)}(\chi) \right] . \quad (C.17)
$$

It is straightforward to work out that the terms in the Green’s functions that contain higher powers of logarithms in $\omega$,

$$
\hat{k}_m^{(j)}(t, x) = \frac{1}{(2\pi)^2} \int k J_0(kx) \left[ \ln(\omega) \right]^m e^{-i\omega t} \frac{(\omega^2 \Psi^{(j)}(\lambda))}{\Phi(\lambda)} d\omega dk , \quad (C.18)
$$

translate to polynomial expressions in $\ln t$,

$$
\hat{k}_m^{(j)}(t, x) = \frac{3i}{\pi} \frac{\theta(t)}{t^4} \sum_{m \geq q \geq 0} \binom{m}{q} \tilde{h}_q(\chi) (-\ln t)^{m-q} . \quad (C.19)
$$

The coefficients $\tilde{h}_q^{(j)}$ can be expressed in terms of $h_s^{(j)}$ and $\tilde{h}_s^{(j)}$,

$$
\tilde{h}_{2q} = \sum_{q \geq s \geq 0} \binom{2q}{2s} \left(-\pi^2\right)^s h_{2(q-s)-1}^{(j)} - \pi i \sum_{q > s \geq 0} \binom{2q}{2s+1} \left(-\pi^2\right)^s \tilde{h}_{2(q-s)-1}^{(j)} , \quad (C.20a)
$$

$$
\tilde{h}_{2q+1} = \sum_{q \geq s \geq 0} \binom{2q+1}{2s} \left(-\pi^2\right)^s h_{2(q-s)+1}^{(j)} - \pi i \sum_{q > s \geq 0} \binom{2q+1}{2s+1} \left(-\pi^2\right)^s \tilde{h}_{2(q-s)+1}^{(j)} . \quad (C.20b)
$$

An exact analytic evaluation of $h_s^{(j)}$ and $\tilde{h}_s^{(j)}$ for positive values of $t$, respectively $\chi$ could not be obtained. Nevertheless, it is possible to find estimates for large and small values. For this purpose, the integrals need to be regularized such that they represent uniformly convergent expressions. Therefore, consider,

$$
\int_0^{\beta \infty} e^{i\lambda \chi} \frac{\Psi^{(j)}(\lambda)}{\Phi(\lambda)} I_s (-i\chi) d\lambda = \int_0^{\beta \infty} e^{i\lambda \chi} I_s (-i\chi) \left[ \frac{\Psi^{(j)}(\lambda)}{\Phi(\lambda)} - q^{(j)}_+ (\lambda) \right] d\lambda 
$$

$$
+ \int_0^{\infty} e^{-\epsilon \lambda} e^{i\lambda \chi} I_s (-i\chi) q^{(j)}(\lambda)_+ d\lambda , \quad (C.21)
$$
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where $\beta$ is again chosen such that no poles lie below the contour and $q_{\pm}^{(j)}(\lambda)$ is a function that does neither contain poles nor branch cuts in the upper half-plane and $\frac{\psi^{(j)}(\lambda)}{\Phi(\lambda)} - q_{\pm}^{(j)}(\lambda) = o(1/\lambda)$ for $|\lambda| \gg 1$ in the first quadrant. Similarly, $q_{\pm}^{(j)}$ can be defined for the integrals on the negative half axis. In the case at hand, $q_{\pm}^{(j)}$ can for example be chosen as a combination of quadratic polynomials and terms involving the $\psi$ function. The second term in (C.21) can then be analyzed by elementary methods and it is found that, up to terms involving the $\delta$ distribution, the contribution from this correction term is at most a constant for $\chi \ll 1$ whereas is it is exponentially suppressed for $\chi \gg 1$.

Having established these schemes to regularize the integrands, the functions $b_s^{(j)}$ and $\tilde{b}_s^{(j)}$ can now be analyzed in the aforementioned limits. For small values of $\chi$, generically,

$$b_s^{(j)} \xrightarrow{\chi \ll 1} \frac{L_s(0)}{\pi i} \int_0^\infty \text{Re} \left[ \frac{\psi^{(j)}(\lambda)}{\Phi(\lambda)} \right]_{\text{reg}} d\lambda, \quad (C.22a)$$

$$\tilde{b}_s^{(j)} \xrightarrow{\chi \ll 1} \frac{L_s(0)}{\pi i} \int_0^\infty \text{Im} \left[ \frac{\psi^{(j)}(\lambda)}{\Phi(\lambda)} \right]_{\text{reg}} d\lambda. \quad (C.22b)$$

What needs to be treated with special care is $b_s^{(0)}$. Since $\left[ \frac{\psi^{(0)}(\lambda)}{\Phi(\lambda)} \right]_{\text{reg}}$ can be chosen such that there are no poles in the lower half plane, the integral on the right hand side of (C.22a) would evaluate to zero. It is however straightforward to expand in $\chi$ and redo the regularization at the first order,

$$b_s^{(0)} \xrightarrow{\chi \ll 1} - \frac{\chi [L_s(0) - L_s'(0)]}{\pi i} \int_0^\infty \text{Im} \frac{\lambda^2(\lambda^2 + 4)}{\Phi(\lambda)} d\lambda. \quad (C.23)$$

For large values of $\chi$, the theorem of residues can be applied to find

$$b_0^{(j)} \xrightarrow{\chi \gg 1} \text{Res}_{\lambda_{\min}} e^{i\lambda\chi} L_3(-i\lambda\chi) \frac{\psi^{(j)}(\lambda)}{\Phi(\lambda)} + \text{Res}_{-\lambda_{\min}} e^{i\lambda\chi} L_3(-i\lambda\chi) \frac{\psi^{(j)}(\lambda)}{\Phi(\lambda)}, \quad (C.24)$$

where $\{\lambda_{\min}, -\lambda_{\min}\}$ denotes the pair of zeros of $\Phi$ with smallest imaginary part. For $s > 0$ the integrand is not any more exponentially suppressed for large values. Thus, consider,

$$\int_0^{\beta_{\max}} e^{i\lambda\chi} L_3(-i\lambda\chi) \left[ \frac{\psi^{(j)}(\lambda)}{\Phi(\lambda)} \right]_{\text{reg}} d\lambda = \frac{1}{\chi} \int_0^{\lambda_{\max}} e^{i\sigma} L_3(-i\sigma) \left[ \frac{\psi^{(j)}(\sigma/\chi)}{\Phi(\sigma/\chi)} \right]_{\text{reg}} d\sigma$$

$$+ \frac{1}{\chi} \int_{\lambda_{\min}}^{\beta_{\max}} e^{i\sigma} L_3(-i\sigma) \left[ \frac{\psi^{(j)}(\sigma/\chi)}{\Phi(\sigma/\chi)} \right]_{\text{reg}} d\sigma, \quad (C.25)$$

where $|\lambda_{\max}| < |\lambda_{\min}|$. Using (C.6) and (C.8) it is then straightforward to conclude that,

$$b_s^{(j)} \leq O \left( \frac{(\ln \chi)^{s-1}}{\chi^4} \right), \quad s \geq 1, \chi \gg 1, \quad (C.26a)$$

$$\tilde{b}_s^{(j)} \leq O \left( \frac{(\ln \chi)^{\max\{s-1,0\}}}{\chi^4} \right), \quad s \geq 0, \chi \gg 1. \quad (C.26b)$$
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