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We consider one loop graviton corrections to scalar field Green’s functions in the de Sitter phase of an inflationary space-time, a topic relevant to the computation of cosmological observables beyond linear order. By embedding de-Sitter space into an ultraviolet complete theory such as M-theory we argue that the ultraviolet (UV) cutoff of the effective field theory should be taken to be fixed in physical coordinates, whereas the infrared (IR) cutoff is expanding as space expands. In this context, we demonstrate how to implement three different regularization schemes — the brute force cutoff regularization, dimensional regularization and Pauli-Villars regularization — obtaining the same result for the scalar propagator if we use any of the three regularization schemes.
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I. INTRODUCTION

The study of quantum fields in an expanding universe has become a cornerstone of modern cosmology. It is believed that the fluctuations of a scalar quantum field induce the gravitational fluctuations which in an inflationary universe scenario evolve into the inhomogeneities in the distribution of galaxies and into the anisotropies of the cosmic microwave background which we observe today. The computation of the generation and evolution of cosmological perturbations is typically performed at linear order (see e.g. [1] for an overview of the theory of cosmological perturbations), i.e. at tree level. Recently, however, there has been a great deal of interest in studying perturbations at higher order (see e.g. [2] for recent reviews). There are both phenomenological and purely theoretical reasons for this interest. On the phenomenological side, an important issue has been the study of non-Gaussianities induced by the non-linearities in the underlying field equations (see e.g. [3] for some recent reviews and [4] for two early papers on this subject). On the purely theoretical side, there are various questions. Foremost, there is the question of divergences which arise in computing perturbatively to higher orders. There will clearly be ultraviolet (UV) divergences as there are in any quantum field theory. Furthermore, in a theory which involves massless modes like gravity there is the possibility of infrared (IR) divergences. In inflationary cosmology, these divergences were noticed in early work [5] and lead to a linear growth of the coincident point of the two point function of a scalar field \( \phi \) in the de Sitter phase

\[
\langle \phi^2(x) \rangle \sim H^3 t,
\]

where \( H \) is the Hubble constant and \( t \) is physical time. The role of these divergences for cosmological perturbations was first discussed in [5]. They could have both interesting and also dangerous effects. For one, they could invalidate the entire perturbative approach (see e.g. [7]). On the other hand, there have been speculations that IR divergences in the gravity wave sector [8] or in the sector of scalar metric fluctuations [2] could lead to a dynamical relaxation mechanism for the cosmological constant, a mechanism which would leave behind a remnant cosmological constant of exactly the right magnitude to explain dark energy [10].

The interest has focused on studying quantum fields in a de Sitter background since such a background is a good approximation for the phase of inflationary expansion in the very early universe. Free quantum fields in non-trivial gravitational backgrounds have been studied extensively (see e.g. [11] for a textbook treatment), and the study of such fields has evolved into a mature subject.

In comparison, the study of interacting fields in cosmological backgrounds is a field still in its infancy. A good understanding of this topic, however, is vital if we are to compute correlation functions of cosmological fluctuation variables to higher than tree order. In particular, we are interested in correlation function of the variable commonly denoted by either \( \zeta \) or \( R \) [1, 12] which represents the curvature perturbation in comoving gauge. Since General Relativity is intrinsically non-linear, non-linearities will be important for the evolution of \( \zeta \) even if the matter field is a free field. It is particularly important to consider the interactions of scalar fields (such as \( \zeta \)) with gravitons. For early work on the quantum theory of gravitons in de Sitter space the reader is referred to [8]. Early work on interacting quantum fields in de Sitter-like backgrounds see e.g. [13–16]. For a mathematical physics approach to interacting quantum field theory in cosmological backgrounds see e.g. [17].
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A few years ago, Weinberg[18] wrote a seminal paper studying quantum contributions to correlation functions of curvature perturbations in de Sitter space. Using dimensional regularization, and working in the “in-in formalism”[20] he found the one loop result

$$\langle \zeta^2 \rangle \sim \frac{1}{k^3} \frac{H^4}{M_{Pl}^2} \log \left( \frac{k}{\mu} \right),$$

(1.2)

where $k$ is a co-moving wavenumber, $\mu$ is a physical ultraviolet renormalization scale, and $H$ is the Hubble constant during the de Sitter phase. As expected, there are both ultraviolet and infrared divergences. The former are removed via renormalization, but the latter persist and could have an important effect.

Similar calculations to those of Weinberg were then performed using a “brute-force” cutoff regularization[24–27] yielding consistent results. However, in[28] the result of Weinberg[18] was questioned on the basis of the fact that $k$ is a co-moving scale whereas $\mu$ is physical. The authors of[28] found the result

$$\langle \zeta^2 \rangle \sim \frac{1}{k^3} \frac{H^4}{M_{Pl}^2} \log \left( \frac{H}{\mu} \right).$$

(1.3)

The difference between the results of [18] and [28] can be traced to different assumptions made about the nature of the UV and IR cutoff scales (see e.g.[24, 29] for other recent work). Recently, Weinberg[30] has reconsidered the problem and now advocates that one should use Pauli-Villars regularization instead of dimensional regularization. However, one should be able to obtain the same result using different renormalization schemes.

The purpose of this note is to address the two issues mentioned in the previous paragraph. First, by putting the scalar quantum field theory model in the context of an ultraviolet-complete theory, we will be able to argue that the correct way to impose the cutoffs is to use a fixed physical ultraviolet cutoff scale but a co-moving infrared cutoff. Secondly, we will show in terms of a simple example that all three regularization schemes commonly used - brute-force cutoff, dimensional regulations, and Pauli-Villars regularization - all give the same result.

In the following section we will discuss what we can learn about renormalization issue of quantum fields in de Sitter space by embedding de Sitter into an ultraviolet-complete theory such as string or M-theory. From this discussion, we can draw conclusions on how an effective quantum field theory of one low-mass scalar field is embedded in the ultraviolet-complete theory. In particular, this teaches us how to impose the ultraviolet cutoff. In Section III we review the quantization of fields in de Sitter space-time. We then turn to the computation of the Green’s function for a massless scalar field in de Sitter space. In Sections IV - VI we perform the calculation of the one loop corrections to the Green’s function using, in turn, brute-force cutoff, dimensional regularizations, and Pauli-Villars regularization. We obtain the same results. In the final section we discuss our results.

II. INDUCED EFFECTIVE FIELD THEORY IN FOUR SPACE-TIME DIMENSIONS FROM STRING THEORY

General Relativity is not renormalizable, and its quantization is an outstanding challenge. Cosmological perturbations (both scalar metric fluctuations associated with matter perturbations, and gravitational waves) can be quantized at the linear level[32, 33], but in the absence of an ultraviolet complete theory of quantum gravity which reduces to General Relativity in the low energy limit questions of consistency of the quantization scheme remain.

By embedding the de Sitter phase of an inflationary universe into an ultraviolet complete quantum theory of gravity, it is possible to study how the conventional theory of fields on de Sitter space arises as a low-energy effective field theory. This, in turn, will help us justify the cutoff scales which need to be introduced in order to eliminate UV and IR divergences.

In spite of “no-go” theorems[34] derived in the context of supergravity, it has been possible in the past years to construct inflationary solutions of string theory, using input from string theory which goes beyond simple supergravity.
String theory (M-theory) is defined in 10 (11) space-time dimensions. In order to make contact with four-dimensional physics at low energies, it is crucial to compactify the extra spatial dimensions and to stabilize their sizes and shapes (which are the geometrical moduli). String theory also admits branes and fluxes and they lead to more moduli, i.e. more degrees of freedom which from the four dimensional point of view act as fields. There are Kaluza-Klein modes of the higher dimensional fields which once again yield four dimensional fields. The upshot of this is that string or M-theory give rise to a vast number of scalar fields in the four-dimensional effective field theory.

If all of the moduli are successfully stabilized, then only a very small number of fields remain light, including the graviton and the scalar field which plays the role of the inflaton. All other fields obtain a mass which is characterized by a combination of the compactification scale and the string scale. We will denote this scale as $M$.

Since there are an infinite number of scalar fields in four-dimension, all interacting with each other, the UV theory is highly non-trivial at energy scales larger than $M$. This scale is the natural cutoff scale of the low energy effective field theory. This cutoff scale must be fixed (at least at late cosmological times) in physical coordinates to avoid time-dependent coupling constants at low energies. Thus, we learn that the ultraviolet cutoff energy scale is fixed in physical coordinates and hence increasing in comoving coordinates (as used in most works, in particular in [28]).

![Diagram of de Sitter spacetime](image)

**FIG. 1:** Fields in a de-Sitter space can be arranged succinctly in a five-dimensional space. The horizontal plane represents our four space-time dimensional expanding universe (the spatial dimensions in the plane of the paper, the time direction into the paper), and the fifth dimension is the energy scale $\Lambda \equiv (\Lambda_{\text{UV}}, \Lambda_{\text{IR}})$ of the field. As the universe expands, the energy of a mode decreases. Thus, as $t$ increases, the mode moves downwards in the cube. The modes tracked in the effective field theory lie between the UV and IR cutoffs. If the $x$-axis represents physical energy, then the UV cutoff is at a height which is fixed in time, whereas the IR cutoff scale is decreasing as $t$ increases. New modes continually enter the region of the effective field theory from the UV sea as $t$ increases.

If we follow a mode with initial frequency smaller than $M$ forwards in time as space expands, its physical frequency decreases while the comoving frequency stays the same. If we imagine setting initial conditions for all modes at the beginning of the inflationary period, or at some fixed time in de Sitter space (using the cosmological slicing of de Sitter space), then there is a natural infrared cutoff, as can be seen by the following argument: Physics inside the initial Hubble radius $H^{-1}$ cannot determine the initial conditions on scales larger than $H^{-1}$. Hence, the initial conditions on initial super-Hubble scales depend on the pre-history of the cosmological model, the history before the onset on the inflationary phase. If we are interested in effects due to the de Sitter phase, we must cut out the modes which are

---

5 One example of an inflationary model arising from type IIB reduction of M theory [36–38] is obtained by considering a D3 brane moving in the presence of a stack of D7 branes. The D7 branes wrap the extra dimensions which are taken to have the form of a particular Calabi-Yau manifold. In the four dimensional effective field theory, a hybrid inflationary model of D-term type results: the separation between the D3 brane and the stack of D7 branes yields the inflaton field, and the scalar field $\chi$ whose condensation ends inflation can be identified with a D3-D7 string mode that becomes tachyonic at a critical value of the D3/D7 interbrane distance. It has been established [39] that fluxes about the internal dimensions can stabilize all complex structure moduli at tree level, and non-perturbative effects can stabilize the radial moduli $\chi$ [40, 41]. Alternatively, in a heterotic string theory, string gases winding the extra dimensions [42, 43] can stabilize all geometric moduli [44, 45], and gaugino condensation can be used to stabilize the dilaton [50]. In a separate paper we will revisit the geometry of this D3-D7 system, and show that from an M-theory starting point the geometry of our four-dimensional world becomes de Sitter space [51].
initially super-Hubble. Hence, the initial Hubble radius is the natural infrared wavelength cutoff. The wavelengths of modes are stretched as space expands, and hence the IR cutoff length will expand as well. The IR energy cutoff is fixed in comoving coordinates but decreasing in physical coordinates.

There is a geometrical picture which represents the setup we are considering here and which is illustrated in Figure 1. The horizontal plane represents our four space-time dimensional universe, the vertical axis is the energy scale. Each mode corresponds to a wave in the horizontal plane at a particular height. Modes which lie between the UV and IR cutoff scales are within the domain of the effective field theory. As the universe expands, the height of the wave decreases, and new waves enter the region of the effective field theory from the UV sea of modes. The IR cutoff scale decreases as $t$ increases.

The low energy effective action can be written completely in terms of a small number of low mass scalar fields $\sigma_i$ interacting with graviton fluctuations $h_{ij}$. The masses $m_i$ of all stringy modes and other moduli fields must be larger than the UV cutoff scale. Otherwise, the effective action would not make any sense beyond scale $m_i$ since these modes would have to be inserted in the loop diagrams of correlation functions of the light modes, e.g. of $\sigma$, which would change the behavior of the $\langle \sigma\sigma \rangle$ correlator.

The massive modes contain the KK reductions of all the ten-dimensional light states in four-dimensions over any compactifying manifold as well as the massive stringy modes and their KK reductions over the same six-dimensional internal manifold. All the massive states do couple to gravity, and correspondingly every low energy state has an infinite number of interaction terms. Thus, with all the massive modes and the infinite series expansion of the metric, the loop integrals for correlation functions of low mass fields at energies above the scale $M$ are completely out of control. However as is well known, the new stringy states that enter the Wilsonian action at the scale where Einstein gravity breaks down change the UV picture completely and in fact control the UV divergences. The final UV behavior is finite and show no divergences.

Thus, it makes sense to study the UV behavior of a single light state coupled to gravitational fluctuations up to a specified UV cut-off using the four-dimensional effective field theory of the low energy modes. Beyond the UV cutoff we expect the behavior that we discussed above will kick in.

But for an effective theory to make sense below $\Lambda_{UV}$ we should be able to regularize the loop integrals unambiguously without resorting to extra massive degrees of freedom. We must therefore study the effects of the choice of regulators and of the regularization schemes. These questions make sense within the effective four-dimensional action and will concern the rest of this article.

The simplified Lagrangian of the low energy effective theory, expressed using the Arnowittt-Deser-Misner (ADM) decomposition of the four-dimensional space-time metric into spatial metric $g_{ij}$ (the Latin indices run over the three spatial coordinates), shift vector $N_i$ and lapse function $N$, is

$$\mathcal{L} = \frac{1}{2} \int \sqrt{\det g_{ij}} \left[ NR^{(3)} + N^{-1} \left( E_{ij} E^{ij} - E^2 \right) + N^{-1} \left( \dot{\sigma} - N^i \partial_i \sigma \right) - Ng_{ij} \partial_i \sigma \partial_j \sigma \right],$$

(2.1)

where $E_{ij}$ represents the extrinsic curvature tensor, and $R^3$ denotes the Ricci scalar of the spatial metric. We can even insert a potential $-2NV$ for the scalar field $\sigma$. The above Lagrangian implies that there are at least two interaction vertices:

$$\mathcal{L}_1 \equiv \frac{a}{2} h_{ij} \partial_i \sigma \partial_j \sigma, \quad \mathcal{L}_2 \equiv -\frac{a}{4} h_{ij} h_{ij} \partial_i \sigma \partial_j \sigma$$

(2.2)

which enter into the computation of one-loop corrections of gravitons to $\langle \sigma\sigma \rangle$, i.e the two-point correlation function. In our five-dimensional picture, (2.2) will give rise to two distinct non-bifurcating surfaces. An alternative, but equivalent, viewpoint will be to take (2.1) as the Wilsonian action at the scale $\Lambda_{UV}$, and as we go down the scale we will only consider modes with momenta up to that scale. Clearly, the existence of any extra massive states will spoil this simple Wilsonian picture.

---

Note that we are not the first to use these IR and UV cutoff prescriptions - see e.g. [52].
III. QUANTIZATION AND MODES IN DE SITTER SPACETIME

To study the modes in de-Sitter space it is convenient to go to the co-moving frame in which the four-dimensional background metric becomes

\[ ds^2 = a^2(\eta) \left( -d\eta^2 + \sum_{i=1}^{3} dz_i dz_i \right) \]

(3.1)

For the sake of simplicity, we consider the spatial sections to be flat. Note that \( \eta \) is conformal time.

In the presence of scalar field matter, the metric contains 10 degrees of freedom for fluctuations, four of them scalar, four vector and two tensor (classifying the fluctuations according to how they transform under spatial rotations, the usual procedure in cosmology). Two scalar and two vector modes are gauge. We fix the gauge by setting four metric fluctuation variables to zero. Note that in this gauge there are no propagating ghosts \(^7\) or interactions, unlike what would happen if one were to use a covariant gauge-fixing procedure (see e.g. [53] for studies using covariant gauges). The Hamiltonian and momentum constraints eliminate four further variables, leaving us with one \(^8\) scalar mode (a combination of the scalar matter field and the scalar metric fluctuation) and the two tensor modes which are the two graviton polarization fields. The scalar field and the graviton obey the following differential equations (with a prime denoting the derivative with respect to conformal time):

\[ \sigma'' + 2aH\sigma' - \nabla^2 \sigma = 0 \]

\[ h''_{ij} + 2aHh'_{ij} - \nabla^2 h_{ij} = 0 \]

(3.2)

We can use the above equations to describe the modes of the scalar field and the metric. The mode expansion for the scalar field is the standard one. For the graviton we will use a basis of polarisation tensors \( e_{ij}(k, s) \) \((s = \pm)\) to describe the mode expansion as:

\[ h_{ij}(\mathbf{z}, \eta) = \int d^3k \sum_{s=\pm} \left[ a(k)e_{ij}(k, s)h_{s,k}(\eta)e^{ik \cdot \mathbf{z}} + a^\dagger(k)e_{ij}^\dagger(k, s)h_{s,k}^*(\eta)e^{-ik \cdot \mathbf{z}} \right], \]

(3.3)

where \( h_{s,k} \) denote the mode functions. The polarisation tensors satisfy the identity:

\[ \sum_s e_{ij}(\hat{p}, s)e_{kl}^\dagger(\hat{p}, s) = \delta_{ik}\delta_{jl} + \delta_{il}\delta_{kj} - \delta_{ij}\delta_{kl} + \delta_{kl}\hat{p}_i\hat{p}_j - \delta_{ik}\hat{p}_j\hat{p}_l - \delta_{jl}\hat{p}_i\hat{p}_k + \hat{p}_i\hat{p}_j\hat{p}_k\hat{p}_l, \]

(3.4)

and the subscript \( s \) of the graviton is the helicity. We have used \( \hat{p} \) to denote the unit momenta and \( k \) to denote the absolute value.

The mode functions in de-Sitter space are easy to obtain. We assume that the modes start out on sub-Hubble scales in their vacuum state, the usual assumption made in inflationary cosmology. Let us denote the scalar field modes that appear in the standard mode expansion by \( u_k \). The final result for these modes is:

\[ u_k = \frac{H}{(2\pi)^{3/2} \sqrt{2k^3}} (1 + ik\eta) e^{-ik\eta} \]

\[ h_{\pm,k} = \frac{H}{(2\pi)^{3/2} \sqrt{2k^3}} (1 + ik\eta) e^{-ik\eta}, \]

(3.5)

where we note that both the modes \( h_{+,k} \) and \( h_{-,k} \) are given by the same expression.

Now that we have identified the physical modes of the system, we can move on to study the behavior of these modes in a de-Sitter phase of an inflationary universe. Specifically, we need to understand what it means to impose IR and UV cut-offs in an expanding universe. The mode decomposition of the fields is defined in comoving coordinates. As we have argued in the previous section, the UV cutoff of the effective field theory should be at a fixed physical wavelength, and hence at a comoving wavelength which is decreasing as \( a(t)^{-1} \). The comoving high frequency cutoff is hence increasing. In physical coordinates, it is the UV cutoff which remains the same whereas the physical IR

---

\(^7\) We thank Alex Maloney and Guy Moore for asking probing questions which stimulated us to focus on this issue.

\(^8\) For \( n \) scalar fields there would be \( n \) scalar modes.
wavelength cutoff is increasing. Since the Hubble radius $H^{-1}(t)$, the length which separates the high frequency region where the modes are oscillating from the low frequency region where the modes are frozen out, is at a fixed value in physical coordinates, we conclude that the volume of phase space of short wavelength modes is constant, whereas that of the long wavelength modes is increasing. As short wavelength modes exit the Hubble radius during the inflationary expansion of space, new UV modes enter the region of validity of the effective field theory to replenish the phase space.

Figure 2 gives a sketch of the evolution of various scales in de Sitter space-time. The horizontal axis represents physical distance, the vertical distance time. The wavelength of a fixed mode increases as time proceeds. If $t_0$ is the beginning of inflation, then the mode whose wavelength is indicated by the distance between the two red solid slanted lines indicates the IR cutoff scale whose wavelength is growing with time. In contrast, the UV cutoff wavelength is fixed in physical coordinates - by the distance between C and D in the sketch. The Hubble radius has constant physical distance.

In the following, we will consider the one-loop graviton corrections to the two point function of $\sigma$. We perform the computation using three different regularization schemes:

- Brute cut-off regularization,
- Dimensional regularization,
- Pauli-Villars regularization.

and show that all the three regularization schemes yield identical results$^9$.

In an upcoming work [54] other interactions of $\sigma$ will be studied, and an extension of our method to higher $n$-correlation functions will be worked out. However, we want to point out that the steps presented in this paper to regularize the one-loop two-point function extend in a straightforward way to higher $n$-point functions, including non-trivial fermionic and gauge interactions.

$^9$ One might worry about preserving the Ward identity using the above regulators. The Pauli-Villars regulator (as like the dimensional regulator) does preserve the Ward identity. However, to preserve the Ward identity using the brute cut-off regulator one might need to add extra terms to the lagrangian. The final answer is that any violation of the Ward identity is cancelled by these extra terms without affecting the two-point correlation functions. Therefore in this work we will ignore these subtleties.
IV. BRUTE CUT-OFF REGULARIZATION

A. Preliminaries

The “Brute Cut-off” scheme consists of eliminating the contributions of modes with wavenumbers above a certain ultraviolet cutoff scale and below a certain infrared cutoff scale from the loop integrals. The specification of these cutoffs is the first place where all the subtleties that we mentioned above regarding UV and IR cut-offs will show up.

In scattering experiments one is interested in computing transition rates between prescribed in and out states. The questions in cosmology are very different. Here, one is interested in the evolution for a finite duration of time of a certain initial state. Thus, we are not interested in calculating S-matrix elements, but rather expectation values of operators at some later time \( t \) evaluated in a state set \( \Omega \) up at some initial time \( t_i \). The formalism appropriate for performing this computation is the Schwinger-Keldysh \([20]\) or “in-in” formalism.

We are interested in computing the expectation value

\[
\langle \Omega | \mathcal{O}(t) | \Omega \rangle \tag{4.1}
\]

of some operator \( \mathcal{O} \) evaluated at time \( t \gg t_i \) in some state \( \Omega \) prescribed at some early time \( t_i \) which we consider to tend to \(-\infty\). We take the state \( \Omega \) to be the initial vacuum state. Working in the interaction representation, the formula for this correlation function (4.1) becomes

\[
\langle \Omega | \mathcal{O}(t) | \Omega \rangle = \langle 0 | T e^{i \int_{-\infty}^{t} H_I(t') dt'} \mathcal{O}_I(t) e^{-i \int_{-\infty}^{t} H_I(t') dt'} | 0 \rangle \tag{4.2}
\]

where \( | \Omega \rangle \) is the vacuum in the interacting theory and \( | 0 \rangle \) is the free field vacuum. The right hand side of the equation is calculated in the interaction picture. \( T \) and \( \bar{T} \) denote time-ordered and anti-time-ordered products.

Considering a free scalar field theory for matter \(^{10}\), there are two diagrams which contribute to the above expectation value at the one loop level. They are shown in Figure 3. We will evaluate these diagrams in the following subsection.

**FIG. 3:** The two one-loop diagrams which we study here. They are related to the two amplitudes given in the text. The first diagram gives amplitude I and the second one amplitude II.

B. In-in calculation of loop corrections to the two point function

The contribution \( G_p^I(\eta) \) of the first diagram of Figure 3 to the one loop corrections of the scalar correlation is due to the three field interaction \([22]\) is given by the following expression:

\[
G_p^I(\eta) = -4(2\pi)^6 \text{Re} \int_{-\infty}^{\eta} d\eta_1 a^2(\eta_1) \int_{-\infty}^{\eta} d\eta_2 a^2(\eta_2) \int d^3q \ p^4 \sin^4 \theta
\]

\(^{10}\) The be complete, we should consider the self-coupling of \( \sigma \) which is unavoidable if the coupling of matter to scalar gravitational fluctuations is taken into account.
\[ \times \left[ \theta(q_1 - q_2) u_p^\dagger(\eta) u_p^*(\eta_1) u_p^*(\eta_2) u_p(\eta_1) u_p^*(\eta_2) h_q(\eta_1) h_q^*(\eta_2) \right] \]

where \( p \) is the momentum of the external line, \( q \) is the momentum of the graviton and \( p' \equiv p - q \) is the momentum of the internal scalar field. The factor \( p^4 \sin^4 \theta \) comes from summing over the graviton polarization states:

\[ \sum_s e_{ij}(\hat{p}, s) e_{kl}(\hat{p}, s) p_i p_j p_k p_l = p^4 \sin^4 \theta . \]

Note that in Eq. (4.3), the second part in the bracket is exponentially small in the UV because of the exponential oscillation of the modes. Therefore, when we calculate the UV divergence of Diagram I, we can just integrate the first part without effecting the result. In the UV limit, the correlation can then be simplified as:

\[ G_{p,UV}^I(\eta) = -4 \text{Re} \int_{-\infty}^{\eta_1} d\eta_2 \int_{-\infty}^{\eta} d\eta_1 u_p^2(\eta) u_p^*(\eta_1) \int \frac{d^3 q}{2 q^2} p^4 \sin^4 \theta e^{-2q(\eta_1 - \eta_2)} \]

\[ = -\lim_{\eta_1 \rightarrow \eta_2} \int_{-\infty}^{\eta} d\eta_1 \text{Im} \left[ u_p^2(\eta) u_p^*(\eta_1) \right] \int \frac{d^3 q}{q^2} p^4 \sin^4 \theta . \]

On the other hand, if we want to keep both the IR and UV effects, we can take (4.3), do the time integral first and then integrate over the loop momentum. The final result (writing only the divergent part) can be expressed in the following way:

\[ G_{p}^I(\eta = 0) = \frac{H^2}{(2\pi)^3 2 p^3} \frac{H^2}{(2\pi)^2} \left[ 2 \log(p/\Lambda_{IR}) + \frac{2}{3} \log(\Lambda_{UV}/p) \right] \]

(4.6)

where \( H \) is the Hubble constant and \( p \) is the incoming momentum of the scalar field.

Once we have the result for Diagram I of Figure 3, we can go to evaluate Diagram II. This follows by arguments more or less similar to those made when considering in (4.3). The one loop correction to the scalar correlation function from the four field interaction in (2.2) then takes the form:

\[ G_{p}^{II}(\eta) = (2\pi)^3 \int_{-\infty}^{\eta} d\eta_1 a^2(\eta_1) \text{Im} \left[ u_p^2(\eta) u_p^*(\eta_1) \right] \int d^3 q \ 2 p^2 \sin^2 \theta |h_q(\eta_1)|^2 \]

(4.7)

where now the quantity \( 2 p^2 \sin^2 \theta \) comes from the summation of the following graviton polarization:

\[ \sum_s e_{ij}(\hat{p}, s) e_{kl}(\hat{p}, s) p_i p_j p_k = 2 p^2 \sin^2 \theta . \]

(4.8)

To evaluate this one should once again first do the time integral and then integrate the loop momentum. The final result (once again writing only the divergent terms) is given by:

\[ G_{p}^{II}(\eta = 0) = \frac{H^2}{(2\pi)^3 2 p^3} \frac{H^2}{(2\pi)^2} \left[ 2 \log(\Lambda_{IR}/\Lambda_{UV}) - \frac{5}{6} \Lambda_{UV}^2 \right] \]

(4.9)

where all the terms appearing here have been defined above. So far, the two results (4.3) and (4.9) agree with those given in (4.3) (see also (4.3)).

Finally, we can rewrite (4.6) and (4.9) using the renormalisation scales \( \mu_{IR} \) and \( \mu_{UV} \). In this language the two amplitudes are re-expressed as:

\[ G_{p}^{I}(\eta = 0) = \frac{H^2}{(2\pi)^3 2 p^3} \frac{H^2}{(2\pi)^2} \left[ 2 \log(p/\mu_{IR}) + \frac{2}{3} \log(\mu_{UV}/p) \right] \]

\[ G_{p}^{II}(\eta = 0) = \frac{H^2}{(2\pi)^3 2 p^3} \frac{H^2}{(2\pi)^2} \left[ 2 \log(\mu_{IR}/\mu_{UV}) - \frac{5}{6} \Lambda_{UV}^2 \right] . \]

(4.10)

However, this is not the final answer because there is a subtlety associated with applying cut-offs in the co-moving and in the physical coordinate systems. To understand this and analyse the results correctly, we turn to the implementation of the cutoffs.
C. Physical UV and comoving IR cutoffs

In the previous subsection we have not carefully discussed the UV and IR cut-offs for our case. The subtlety about this has been discussed earlier in Section 2. It is now time to apply what we learned in that section to our two results (4.6) and (4.9) or equivalently to (4.10).

Note that the calculations in the above subsection are based on the assumption that the UV and IR cut-offs are both co-moving. During inflation, we know that the UV modes are generated and IR modes are stretched outside of the Hubble radius. Thus, the phase space is increasing in de Sitter space. Therefore (using for the moment a superscript “c” to designate a quantity in comoving coordinates), in the co-moving frame the IR cut-off \( \Lambda_{c \text{IR}}^c \) will remain unchanged, whereas the UV cut-off \( \Lambda_{c \text{UV}}^c \) will change because new high energy modes will enter the system.

Therefore we can rewrite \( \Lambda_{c \text{UV}}^c \) as

\[
\Lambda_{c \text{UV}}^c = \lambda_{c \text{UV}} a(\eta) \tag{4.11}
\]

such that \( \lambda_{c \text{UV}} \) is the physical UV cut-off (i.e which remains unchanged in the physical \((x^i, t)\) frame). Thus, we can re-express Eq. (4.7) as:

\[
G_{II}^p(\eta) = \frac{(2\pi)^3}{2} \int_{-\infty}^{\eta} d\eta a^2(\eta) \text{Im} \left[ u_p^2(\eta) u_p^2(\eta_1) \right] \int_{\Lambda_{1n}}^\lambda_{c \text{UV}} a(\eta_1) \int d^3q 2p^2 \sin^2 \theta |h_q(\eta_1)|^2 \tag{4.12}
\]

where both \( \lambda_{c \text{UV}} \) and \( \Lambda_{c \text{IR}} \) are constant. Thus, completing the above integral and replacing the cut-offs by the renormalisation scales \( \tilde{\mu}_{c \text{UV}} \) and \( \mu_{c \text{IR}} \), we get:

\[
G_{II}^p(\eta = 0) = \frac{H^2}{(2\pi)^3 2p^3 (2\pi)^{3/2}} \left[ 2 \log(\mu_{c \text{IR}} / \tilde{\mu}_{c \text{UV}}) + 2 \log(\tilde{\mu}_{c \text{UV}} / H) - \frac{\tilde{\mu}_{c \text{UV}}^2}{H^2} \right] . \tag{4.13}
\]

For the other one-loop diagram in Figure 3 i.e \( G_{I}^p \), we can use (4.3) and (4.5) to easily obtain the following result:

\[
G_{I}^p(\eta = 0) = \frac{H^2}{(2\pi)^3 2p^3 (2\pi)^{3/2}} \left[ 2 \log(p / \mu_{c \text{IR}}) + \frac{2}{3} \log(\tilde{\mu}_{c \text{UV}} / H) \right] \tag{4.14}
\]

where one may note the appearance of \( H \) inside the logarithm as above. Note also that \( \tilde{\mu}_{c \text{UV}} \) is the physical renormalization scale, whereas \( \mu_{c \text{IR}} \) is the comoving renormalisation scale.

V. DIMENSIONAL REGULARIZATION

Our next step is to analyse the dimensional regularization of the two one-loop diagrams of Figure 3. Dimensional regularization is rather subtle here because we need to first find the modes in de-Sitter space in \( d = 4 + \delta \) dimensions where \( \delta \rightarrow 0 \). This is related to one of the issues associated with dimensional regularization: absence of the usual analytic form of the action integrand as a function of the wave number. Of course a way out of this problem is to analyse the system in a slow roll inflationary scenario or an equivalent de-Sitter spacetime.

In the following we will start by finding the modes in \( d \) spacetime dimensions for the de-Sitter background.

A. Free field quantization

In \( d \) dimensional spacetime, the Lagrangian of the massless scalar field in the conformal FRW background metric is written as

\[
\mathcal{L} = \sqrt{- \det g} \left[ -\frac{1}{2} a^{-2} \eta^{\mu\nu} \partial_{\mu} \sigma \partial_{\nu} \sigma \right] = -\frac{1}{2} a^{d-2} \eta^{\mu\nu} \partial_{\mu} \sigma \partial_{\nu} \sigma . \tag{5.1}
\]

Canonical quantization requires that the field should be redefined. Considering the power of the scale factor \( a \) in Eq. (5.1), we are led to defining canonical variables \( v \) and \( \tilde{h} \) as

\[
v \equiv \sigma a^{-1-\delta/2}
\]
where $\delta = d - 4$. In the limit $\eta \to -\infty$, we get:

\[
\begin{align*}
\tilde{h} &= \frac{h}{\sqrt{2}} a^{-1-\delta/2}, \\
v_k &= \frac{1}{(2\pi)^{3/2} \sqrt{2k}} e^{-ik\eta} \\
\tilde{h}_{\pm,k} &= \frac{1}{(2\pi)^{3/2} \sqrt{2k}} e^{-ik\eta}
\end{align*}
\] (5.3)

Once we know the behavior for the redefined components at $\eta \to -\infty$, one may use them to determine the expressions for the modes $u_k$ and $h_{\pm,k}$. With the usual vacuum initial conditions $5.3$, the $d$-dimensional equation of motion of the free fields can be solved to give us the following mode expansions:

\[
\begin{align*}
u_k &= \frac{e^{i\pi(1+\frac{\delta}{2})} H^{1+\frac{\delta}{2}}(-k\eta)}{4\pi \sqrt{2k}} \mathcal{H}_{3+\delta}(-k\eta) \\
h_{\pm,k} &= \frac{e^{i\pi(1+\frac{\delta}{2})} H^{1+\frac{\delta}{2}}(-k\eta)}{4\pi k^{\frac{\delta}{2}}} \mathcal{H}_{3+\delta}(-k\eta),
\end{align*}
\] (5.4)

where $\mathcal{H}_{3+\delta}$ is a Hankel function. The $d$-dimensional modes can now be Taylor expanded around $\delta = 0$ to give us the following mode components:

\[
u_k = \frac{H}{(2\pi)^{3/2} \sqrt{2k^3}} (1 + ik\eta) e^{-ik\eta} \left(1 + \frac{\delta}{2} \log(-H\eta) + \ldots\right)
\] (5.5)

Note that there is an extra term $\delta \log(-H\eta)$ in the mode expansion. It is important to consider this term in dimensional regularization. As was pointed out in $28$, this correction term will change the one-loop final result from $\log(k/\mu)$ to $\log(H/\mu)$. In the following analysis we will carefully consider the implication of this term in the regularization process.

B. Zeroth order regularization

Let us start by ignoring the $\delta \log(-H\eta)$ term in the mode expansion. We will call this the zeroth order calculation and in the next section we will introduce the correction term. For dimensional regularization, it is useful to introduce the RG scale $\mu_D$ in the interaction lagrangians that modifies our earlier interactions $22$ in the following way:

\[
\begin{align*}
\mathcal{L}_1 &= \frac{a_{\mu_D}^{\delta}}{2} h_{ij} \partial_i \sigma \partial_j \sigma \\
\mathcal{L}_2 &= \frac{a_{\mu_D}^{\delta}}{2} h_{ii} h_{ij} \partial_i \sigma \partial_j \sigma.
\end{align*}
\] (5.6)

Using these, the value of the first diagram in Figure 3 can now be worked out in the following way:

\[
G^I_p(\eta) = -4(2\pi)^{2\delta+2} \text{Re} \int_0^\eta d\eta_1 a^{2+\delta}(\eta_1) \int_0^\eta d\eta_2 a^{2+\delta}(\eta_2) \int d^3q \ p^4 \sin^4 \theta \times \left[\theta(\eta_1 - \eta_2) u_p^2(\eta_1) u_p^4(\eta_1) u_p^4(\eta_2) u_p^4(\eta_1) h_q(\eta_1) h_q^*(\eta_2) - \frac{1}{2} |u_p^2(\eta_1) u_p^4(\eta_2) u_p^4(\eta_1) u_p^4(\eta_2) h_q(\eta_1) h_q^*(\eta_2)|^2\right].
\] (5.7)

The analysis of the above integral will be a little easier compared to the integrals arising in the brute cut-off scheme because in the current scheme the cut-off $\delta$ does not depend on time. This means that we can do the time integral first, yielding the following expression:

\[
G^I_p(\eta) = \frac{H^4}{(2\pi)^{2\delta+2}} \int d^3q \int d^{3+\delta} p' \delta^3(p + p' + q) f(p, p', q),
\] (5.8)
where we have kept all the momentum dependences from \(5.11\) in the function \(f(p, p', q)\). An immediate advantage in writing \(5.12\) in the form \(5.13\) is that we can use dimensional analysis to predict:

\[
\int d^{3+\delta}q \int d^{3+\delta}p' \delta^3 \left( p + p' + q \right) f \left( p, p', q \right) \propto p^{1+\delta} F,
\]

where the constant of proportionality will be determined below, and \(F\) represents the following functional form in either the UV or the IR:

\[
F = \frac{F_0}{\delta} + F_1
\]

where \(F_0\) and \(F_1\) are both independent of \(\delta\) as expected. In the above equation \(5.10\) one might wonder why \(F\) just has a single pole. This is because in flat spacetime one loop dimensional regularization has only a single pole. The curved spacetime cannot yield more poles.

In the limit of \(\delta \to 0\), the \(\delta\) appearing in the denominator cancels out in the standard way to give us the following result:

\[
\int d^{3+\delta}q \int d^{3+\delta}p' \delta^3 \left( p + p' + q \right) f \left( p, p', q \right) = p (F_0 \log p + \text{constant}),
\]

where the constant term in independent of \(p\) but allows a \(\delta^{-1}\) singular term. This divergence is not a problem as it will be renormalised by the UV completion of our theory.

Let us now choose a momentum scale \(p\) such that we can divide the \(d^3q\) momentum integral into two parts \(^{11}\)

\[0 \leq q \leq p\text{ and } p \leq q \leq \infty\.

We can equivalently divide \(F_0\) into two parts: \(F_0^{(UV)}\) and \(F_0^{(IR)}\) whose values can be read off from \(5.11\). This gives us \(^{12}\):

\[
\frac{2\pi F_0^{(UV)}}{3} \int_0^\infty \frac{dq}{q} \left( \frac{q}{\mu_{D,UV}} \right)^\delta \left[ \frac{2\pi F_0^{(UV)}}{3} \log \left( \mu_{D,UV}/p \right) + \text{constant} \right]
\]

\[
2\pi p F_0^{(IR)} \int_0^p \frac{dq}{q} \left( \frac{q^2}{\mu_{D,IR}(\eta_1)\mu_{D,IR}(\eta_2)} \right)^{\delta/2} \times p \left[ \frac{2\pi F_0^{(IR)} \log \left( a \mu_{D,IR}/p \right) + \text{constant} }{2} \right],
\]

where as before, the constant terms in the above equations are divergent but independent of \(p\). Note also that, since in dimensional regularization we always choose physical renormalization group (RG) scales, they are related to the RG scales used in the brute cut-off scheme of the previous section in the following way:

\[
\mu_{D,UV} = \tilde{\mu}_{UV}, \quad \mu_{D,IR} = \frac{\mu_{IR}}{a}.
\]

Combining \(5.12\) with \(5.7\), we get our final result for the zeroth order analysis:

\[
G_{p}^{(0)}(\eta = 0) = \frac{H^2}{(2\pi)^3} \frac{H^2}{2p^3 (2\pi)^2} \left[ 2 \log(p/\mu_{IR}) + \frac{2}{3} \log(\tilde{\mu}_{UV}/p) \right],
\]

\(^{11}\) This is because \(p\) is the only allowed scale for us here. Therefore this gives a natural demarkation between UV and IR physics.

\(^{12}\) It is easy to see that the UV and IR divergence are determined by the sign of \(\delta\). First consider the momentum integral, which contains UV and IR divergences simultaneously:

\[
\int_{\Lambda_{IR}}^{\Lambda_{UV}} \frac{dp}{p} = \log \frac{\Lambda_{UV}}{\Lambda_{IR}}.
\]

This integral, which is defined in four dimensions, can be rewritten in \(d = 4 + \delta\) dimensions by making the following change:

\[
\int \frac{dp}{p^{1-\delta}} = \frac{p^\delta}{\delta}.
\]

The \(\delta\) dependence of the above integral tells us that when we use dimensional regularization to deal with UV and IR divergences, different choices of \(\delta\) should be made. For example, when \(p \to \infty\), and \(\delta < 0\) can keep the UV divergence under control. Whereas when \(p \to 0\) then \(\delta > 0\) in order to keep the IR divergence under control.
where the subscript in $G_p^{I,0}$ denotes the one-loop term without the $\delta \log(-H \eta)$ correction. Note also that we have chosen the RG scales $\mu_{IR}$ and $\mu_{UV}$ as before.\(^\text{13}\)

For the second diagram in Figure 3 we can basically follow the same set of ideas to get the UV and IR divergence. The amplitude for the second diagram is given by:

$$G_p^{II}(\eta) = (2\pi)^{4+\delta} \int_{-\infty}^{\eta} d\eta_1 a^{2+\delta}(\eta_1) \text{Im} \left[ u_p^2(\eta) u_p^2(\eta_1) \right] \int d^{3+\delta} q \frac{2p^2 \sin^2 \theta |h_q(\eta_1)|^2}{8p^4 q^3}. $$

(5.15)

If we ignore the $\delta \log(-H \eta)$ correction to the modes, we can rewrite the amplitude as:

$$G_p^{II,0}(\eta = 0) \simeq \frac{H^4}{(2\pi)^{2+2p^3}} \int d^{3+\delta} q \log(H/p) \frac{\left(6p^2 + 5q^2\right) 2p^2 \sin^2 \theta}{8p^4 q^3} \delta \times \text{constant}. $$

(5.16)

**C. First order regularization**

Let us now add back the $\delta \log(-H \eta)$ correction term. In the following we will compute the effect of this addition to our loop regularization. Before we go about doing this, note that every mode has this kind of correction. In the loop integrals for the two diagrams, i.e (5.7) and (5.15), the $\delta \log(-H \eta)$ in the loop can be cancelled by the scale factor in the equation. This is because the correction disappears if the modes are multiplied with $a^{\delta/2}$. When the loop diagram is considered, there is a factor proportional to $a^{2+\delta}$ coming from the time integral. However the correction from $u_p^2(\eta)$ can be absorbed in the redefinition of the renormalisation scale, as we mentioned earlier.

Taking all the above into account, the correction to $G_p^{I}$ is as follows:

$$G_p^{II,1}(\eta = 0) \simeq \frac{H^4 \delta}{(2\pi)^{2+2p^3}} \int d^{3+\delta} q \log(H/p) \frac{\left(6p^2 + 5q^2\right) 2p^2 \sin^2 \theta}{8p^4 q^3} + \delta \times \text{constant}. $$

(5.17)

The above integral can be computed in exactly the way that we did in the previous subsection, i.e by dividing into two parts dealing with IR and UV divergences respectively. In fact there are no IR divergences because the prefactor $[a(\eta_1)a(\eta_2)]^\delta$ of (5.12) in the IR calculations will cancel the first order corrections from $u_p(\eta_1)u_p(\eta_2)$ in (5.7) and (5.15). Therefore combining $G_p^{II,1}$ and $G_p^{II,0}$, we get our final result:

$$G_p^{II}(\eta = 0) = G_p^{II,0} + G_p^{II,1} = \frac{H^2}{(2\pi)^{2+2p^3}} \frac{H^2}{(2\pi)^{2}} \left[2\log(\mu_{IR}/p) + 2\log(H/\tilde{\mu}_{UV})\right]. $$

(5.18)

Similarly one may also compute $G_p^{I,1}$. For this, if we are considering the UV divergence, we can use the approximation $\eta_2 \rightarrow \eta_1$. Since there are no IR divergences, this gives us:

$$G_p^{I,1}(\eta = 0) = \frac{H^2}{(2\pi)^{2+2p^3}} \frac{H^2}{(2\pi)^{2}} \left[2\log(p/H)\right] $$

(5.19)

which, when combined with $G_p^{I,0}$ in (5.14), gives us the following result:

$$G_p^{I}(\eta = 0) = \frac{H^2}{(2\pi)^{2+2p^3}} \frac{H^2}{(2\pi)^{2}} \left[2\log(\mu_{IR}/p) + \frac{2}{3}\log(\tilde{\mu}_{UV}/H)\right]. $$

(5.20)

---

\(^{13}\) Note that the additional $1 + \frac{\delta}{2} \log(-H \eta)$ correction term coming from $u_p^2(\eta)$ in (5.17) only adds a correction term to (5.13) that can be absorbed in the definition of the renormalisation scale.
One may now compare (5.18) and (5.20) with (4.13) and (4.14) respectively that we got using brute cut-off. They match precisely for the logarithmic terms. One might however wonder about the additional quadratic piece in (4.13):

\[- \frac{H^2}{2p^2(2\pi)^3} \tilde{\mu}^2_{UV} \]  

(5.21)

This term cannot be seen from the dimensional regularization because this method is optimised to capture the logarithmic divergences. Any divergences higher than logarithmic require a more involved regularization scheme.

VI. PAULI-VILLARS REGULARIZATION

Now that we have seen how the results from brute cut-off and dimension regularization match up precisely, it is time to analyse the UV/IR divergences using the Pauli-Villars regularization scheme. Our starting point is to take the interactions (2.2) along with a potential \( V(\sigma) \) that could in principle appear from moduli stabilisation in M-theory.

A. Pauli-Villars regulators

Pauli-Villars regularization is a scheme to cancel the divergences in loops by introducing one or a several massive fields, sacrificing general covariance or gauge symmetry of the underlying theory. In this regularization process, the propagator of a field becomes proportional to:

\[ \frac{1}{k^2} - \frac{1}{k^2 + M_n^2} = \frac{1}{k^2 + k^4/M_0^4}, \]  

(6.1)

where \( M \) is a cutoff mass. In the high energy \( E >> M_0 \) limit the propagator vanishes, cancelling the UV divergence by the heavy field. Similarly in the low energy \( E << M_0 \) limit the propagator regains its massless limit.

The above is the standard story behind Pauli-Villars regularization. To extend this to more complicated scenarios we need to add more than one type of Pauli-Villars fields. This would, for example, change (6.1) to the following propagator:

\[ \frac{1}{k^2} + \sum_n \frac{Z_n^{-1}}{k^2 + M_n^2} = \frac{1}{k^2 \prod_n (k^2 + M_n^2)/\prod_n M_n^2}, \]  

(6.2)

where \( Z_n^{-1} \) are the typical coefficients for the free parts of the Pauli-Villars Lagrangian and \( M_n \) are the masses of the regulator fields. These coefficients satisfy:

\[ \sum_n Z_n^{-1} = -1, \quad \sum_n Z_n^{-1} M_n^2 = 0. \]  

(6.3)

To apply the Pauli-Villars regularization scheme to our case, we need two sets of Pauli-Villars fields: one set for the scalar field \( \sigma \) and the other set for the graviton field \( h_{ij} \). We will call these fields as \( \chi_n \) and \( \gamma_n^{ij} \) respectively. The typical lagrangian for our scalar field \( \sigma \) in the presence of gravitational interaction is given by:

\[ \mathcal{L} = \sqrt{-g} \left[ \frac{R}{2} - \frac{\alpha^2}{2} \partial_{\mu} \sigma \partial^{\mu} \sigma - V_1(h_{ij}, \sigma) - V_2(\sigma) \right], \]  

(6.4)

where \( V_2(\sigma) \) is a potential term for \( \sigma \) whose form follows from the ultraviolet theory being considered, and \( V_1(h_{ij}, \sigma) \) is the minimal coupling of the metric \( h_{ij} \) with \( \sigma \) that generates the two interactions (2.2).

Once we switch on the two sets of Pauli-Villars fields the Lagrangian with the scalar field \( \sigma \) takes the following form:

\[ \mathcal{L}_s = \sqrt{-g} \left[ - \frac{\alpha^2}{2} \partial_{\mu} \sigma \partial^{\mu} \sigma - \frac{1}{2} \sum_n Z_n^{-1} (g^{\mu\nu} \partial_{\mu} \chi_n \partial_{\nu} \chi_n + M_n^2 \chi_n^2) - V_1 \left( h_{ij} + \sum_n \gamma_n^{ij}, \sigma + \sum_n \chi_n \right) - V_2 \left( \sigma + \sum_n \gamma_n \right) \right]. \]  

(6.5)
where we have shifted the fields \((h_{ij}, \sigma)\) by their corresponding regulator fields in the potential to generate the required couplings between them. The gravitational part of the Lagrangian can also be adjusted to take into account the action of the regulator fields:

\[
L_g = \sqrt{-g} \left[ \frac{1}{2} R_0 - \frac{1}{8} g^{\mu\nu} \partial_\mu h_{ij} \partial_\nu h_{ij} - \frac{1}{8} \sum_n \hat{Z}_n^{-1} \left( g^{\mu\nu} \partial_\mu \gamma_{ij}^n \partial_\nu \gamma_{ij}^n + \hat{M}_n^2 \gamma_{ij}^n \right)^2 \right],
\]

(6.6)

where \(R_0\) is the curvature associated with the background de-Sitter spacetime and \((\hat{Z}_n, \hat{M}_n)\) satisfy relations similar to (6.3). The above action for the graviton \(h_{ij}\) and the regulator fields \(\gamma_{ij}^n\) make sense because the free graviton field and free scalar field are the same up to some constant. Thus, adding the regulator fields should be identical for both cases.

Having obtained the full action for our case, let us investigate the interaction terms. The linear shift in the potential \(V_1(h_{ij}, \sigma)\) immediately gives us the following relevant interactions:

\[
L_3 = \frac{a^2}{2} \left( h_{ij} + \sum_n \gamma_{ij}^n \right) \partial_i \sigma \partial_j \sigma
\]

\[
L_4 = -\frac{a^4}{4} \left( h + \sum_n \gamma^m \right)_{ij} \left( h + \sum_m \gamma^m \right)_{ij} \partial_i \sigma \partial_j \sigma.
\]

(6.7)

The above are the two kinds of interactions that we will consider for our case. However there are additional interactions of the form:

\[
\frac{a}{2} \sum_{n,m,l} \left( h_{ij} + \gamma_{ij}^n \right) \left( \partial_i \sigma \partial_j \chi_m + \partial_l \chi_l \partial_j \chi_m \right) - V_2 \left( \sigma + \sum_k \chi_k \right) - \frac{a}{4} \sum_{n,m,k,p} \left( h + \gamma^m \right)_{ij} \left( h + \gamma^m \right)_{ij} \left( \partial_i \sigma \partial_j \chi_k + \partial_l \chi_l \partial_j \chi_k \right).
\]

(6.8)

Before we analyse the above interactions, it is easy to see from (6.5) that the interaction \(V_2 (\sigma + \sum_k \chi_k)\) leads to diagrams that are unambiguously regularized in \([30]\). So all we need to consider are the other interactions. Most of the interactions in (6.8) are not one-loop. The only one-loop diagrams are given in Figure 4. Since both diagrams have the same \(\chi_m\) fields propagating in the loop, the regularization for \(h_{ij}\) proceeds in exactly the same way as in the case of the first interaction in (6.7). This is evident when we incorporate the diagrams in Figure 4 in our computations.

![Diagram](image)

FIG. 4: The other one-loop interactions in the theory.

B. Quantization of the Pauli-Villars fields

As we see from (6.7), the only relevant Pauli-Villars fields that we need to consider in our case are the fields \(\gamma_{ij}^n\), since the \(\chi_n\) fields appear in diagrams that are not relevant in our case. Therefore, let us start by defining \(\gamma_{ij}^0 \equiv h_{ij}\)
with \( \tilde{Z}_0 \equiv 1, \tilde{M}_0 = 0 \), and \( \gamma^{ij}_n \) for \( n \geq 1 \) being the set of Pauli-Villars fields. We can then write down the following mode expansion:

\[
\gamma^{ij}_n(z, \eta) = \int d^3q \sum_{s=\pm} \left[ a(q) e_{ij}(q, s) \gamma^{n*}_{s,q}(\eta) e^{i q \cdot z} + a^\dagger(q) e_{ij}^\dagger(q, s) \gamma^{n*}_{s,q}(\eta) e^{-i q \cdot z} \right]
\]

(6.9)

where \( e_{ij} \) satisfy the identity (3.3) and \( \gamma^{n*}_{s,q} \equiv \gamma_s^n \) denote the modes of \( \gamma^{ij}_n \) for a given momentum \( q \). The creation and annihilation operators then satisfy:

\[
[a_n(k_1), a^\dagger_m(k_2)] = \delta^3(k_1 - k_2) \delta_{mn}.
\]

(6.10)

One may similarly quantise the other set of Pauli-Villars fields \( \chi_n \), but will not do so here. The mode expansion of the fields \( \chi_n \) is used to compute the two diagrams of Figure 4.

C. The regularization process

We are now ready to perform the actual regularization process using the two interactions (6.7). Our method will be very similar to the one recently developed in [30], which the reader may consult for additional information. Note that the analysis of [30] only dealt with the scalar field \( \sigma \) and its Pauli-Villars partners \( \chi_n \). We therefore extend the technique of [30] to apply to graviton fluctuation.

As before, our aim is to regularize the two-point functions using a Pauli-Villars field. To do this, note that the internal momentum integral may be separated into two parts, exactly as in [30]. As one part we choose an interval where the internal momenta are much smaller than the masses of the regulator fields, in the other part we take the internal momentum integral may be separated into two parts, exactly as in [30]. As one part we choose an interval where the internal momenta are much smaller than the masses of the regulator fields, in the other part we take the interval where the internal momenta are of the same order as the masses or larger. We will call the separation scale \( Q \) (following [30]). It plays no physical role. Therefore, the final two-point function should not depend on the scale \( Q \).

The two-point function for the second interaction in (6.7) is then given (using co-moving coordinates) by:

\[
G^{II}_p = (2\pi)^3 \int_{-\infty}^{\infty} d\eta_1 a^2(\eta_1) \text{Im} \left[ u_p^2(\eta) u_p^2(\eta_1) \right] p \cdot p_j \\
\times \sum_{s} \sum_{KMN} \tilde{Z}_K^{-1} \int d^3 q \, e_{ij}(\eta, s) e_{ij}(\eta_1, s) \gamma_{s,q}^K(\eta) \gamma_{s,q}^K(\eta_1).
\]

(6.11)

The above integral may now be divided into two intervals as discussed above by introducing the momentum scale \( Q \). If we also choose the masses \( \tilde{M}_n = M_n \) \((n \geq 1, \tilde{M}_0 = 0)\) for simplicity, then we can express (6.11) for \( q > Q \) in the following way:

\[
G^{II,>Q} = \frac{4 \pi}{3} \int_{-\infty}^{\infty} d\eta_1 a^2(\eta_1) \text{Im} \left[ u_p^2(\eta) u_p^2(\eta_1) \right] p^2 \\
\times \left[ \sum_n \tilde{Z}_m^{-1} M_n^2 \ln M_n + \left( \hat{H}(\eta_1) + 2H^2(\eta_1) \right) \ln \left( \frac{Q}{a(\eta_1)} \right) \right] \\
- \frac{Q^2}{a(\eta_1)^2} \left( \hat{H}(\eta_1) + 2H^2(\eta_1) \right) \ln \left( \frac{Q}{a(\eta_1)} \right) \\
= \frac{4 \pi}{3} \int_{-\infty}^{\infty} d\eta_1 a^2(\eta_1) \text{Im} \left[ u_p^2(\eta) u_p^2(\eta_1) \right] p^2 \\
\times \left[ \mu_A^2 + \left( \hat{H}(\eta_1) + 2H^2(\eta_1) \right) \log \left( \frac{\mu_B a(\eta_1)}{Q} \right) - \frac{Q^2}{a(\eta_1)^2} \right]
\]

(6.12)

where in the second equality we have chosen the renormalisation scales \( \mu_A \) and \( \mu_B \). These two scales will be related to each other, but we will make the identification after we add the contributions from amplitudes with \( q < Q \). For \( q < Q \) our result is:

\[
G^{II,<Q} = (2\pi)^3 \int_{-\infty}^{\infty} d\eta_1 a^2(\eta_1) \text{Im} \left[ u_p^2(\eta) u_p^2(\eta_1) \right] 2p^2 \int_{\Lambda_H} d^3q \sin^2 \theta |h_q(\eta_1)|^2.
\]

(6.13)
Once we restrict our result to the de-Sitter spacetime, the final amplitude will be given by the sum of the above two, i.e the sum of (6.12) and (6.13). This gives

\[ G_p^{II} \equiv C_p^{II,>Q} + C_p^{II,<Q} \]

\[ = \frac{8}{3}(2\pi)^3 \int_{-\infty}^{\eta} d\eta a^2(\eta) \text{Im} \left[ u_p^2(\eta) u_p^2(\eta) \right] p^2 \]

\[ \left[ \mu_\Lambda^2 + 2H^2(\eta) \log \left( \frac{\mu_R a(\eta)}{\Lambda_{IR}} \right) \right] \]

\[ = \frac{H^2}{(2\pi)^3 2p^3 (2\pi)^2} \left[ 2 \log(p/\mu_{IR}) + 2 \log(H/\tilde{\mu}_{UV}) - \frac{\tilde{\mu}_{UV}^2}{H^2} \right], \quad (6.14) \]

where to go from the second step to the final one, we have identified \( \mu_A = \mu_B = \tilde{\mu}_{UV} \) and \( \Lambda_{IR} \equiv \mu_{IRA} \). This matches precisely with the other two regularization schemes defined with physical UV cut-off and co-moving IR cut-off.

Finally, for the first interaction of (6.7) the amplitude is given by the following expression (again using co-moving coordinates):

\[ G_p^I = -4(2\pi)^6 \text{Re} \int_{-\infty}^{\eta} d\eta a^2(\eta) \int_{-\infty}^{\eta} d\eta_2 a^2(\eta_2) \]

\[ \times \sum_{s, KLMNM'N'} \tilde{Z}_K^{-1} \tilde{Z}_L^{-1} \int d^3q \ p_i p_j p_k p_l \epsilon_{ij}(\hat{q}, s) \epsilon_{kl}(\hat{q}, s) \]

\[ \times \left\{ \theta(\eta_1 - \eta_2) u_p^2(\eta) u_p^2(\eta_1) u_p^2(\eta_2) \gamma_{KL}^M(\eta_1) \gamma_{LM}^N(\eta_2) u_{N'}^L(\eta_1) u_{N'}^L(\eta_2) \right\} \]

\[ - \frac{1}{2} |u_p^2(\eta)|^2 u_p^2(\eta_1) u_p^2(\eta_2) \gamma_{KL}^M(\eta_1) \gamma_{LM}^N(\eta_2) u_{N'}^L(\eta_1) u_{N'}^L(\eta_2) \]. \quad (6.15)\]

The above integral can again be restricted to the two intervals exactly as before. For \( q > Q \), (6.15) takes the following form:

\[ G_p^{I,>Q} = \frac{16}{15} \pi \int_{-\infty}^{\eta} d\eta a^2(\eta) \text{Im} \left[ u_p^2(\eta) u_p^2(\eta_1) \right] p^4 \]

\[ \left[ \sum_{mn} \tilde{Z}_m^{-1} \tilde{Z}_n^{-1} \frac{M_n^2 \ln M_n - M_m^2 \ln M_m}{M_n^2 - M_m^2} + \sum_n \tilde{Z}_n^{-1} \ln M_n + \sum_n Z_n^{-1} \ln M_n + \ln \left( \frac{Q}{a(\eta)} \right) \right] \]

\[ = \frac{16}{15} \pi \int_{-\infty}^{\eta} d\eta a(\eta) \text{Im} \left[ u_p^2(\eta) u_p^2(\eta) \right] p^4 \log \frac{Q}{a(\eta) \tilde{\mu}_{UV}}, \quad (6.16) \]

where \( \tilde{\mu}_{UV} \) is the required physical UV renormalisation scale. On the other hand, for \( q < Q \) we have the following expression which is a slight variation of [439]:

\[ G_p^{I,<Q} = -4(2\pi)^6 \text{Re} \int_{-\infty}^{\eta} d\eta a^2(\eta) \int_{-\infty}^{\eta} d\eta_2 a^2(\eta_2) \int_{-\infty}^{Q} d^3q \ p^4 \sin^4 \theta \]

\[ \times \left\{ \theta(\eta_1 - \eta_2) u_p^2(\eta) u_p^2(\eta_1) u_p^2(\eta_2) h_q(\eta_1) h_q^*(\eta_2) \right\} \]

\[ - \frac{1}{2} |u_p^2(\eta)|^2 u_p^2(\eta_1) u_p^2(\eta_2) h_q(\eta_1) h_q^*(\eta_2) \]. \quad (6.17)\]

In de-Sitter space we can add up (6.17) and (6.16) to give us the following final expression for the one-loop interaction:

\[ G_p^I \equiv G_p^{I,>Q} + G_p^{I,<Q} \]

\[ = \frac{H^2}{(2\pi)^3 2p^3 (2\pi)^2} \left[ 2 \log(p/\mu_{IR}) + \frac{2}{3} \log(\tilde{\mu}_{UV}/H) \right], \quad (6.18) \]

which again matches precisely with the results that we got from the other two regularization schemes.
In this paper we have computed one loop graviton corrections to the Green’s function of a scalar matter field in de Sitter space using three different regularization schemes: brute-force cutoff, dimensional regularization and the Pauli-Villars prescription. We have shown that careful evaluation in the three cases leads to the identical result.

There are both infrared and ultraviolet divergences which appear in the one loop computation. By embedding the de Sitter phase into an ultra-violet complete theory we were able to justify the use of an ultraviolet cutoff at a fixed physical scale. This leads to the conclusion that the Hilbert space of modes of the effective low energy field theory is growing as space is expanding, and this in turn leads to the presence of a growing contribution of infrared modes to correlation functions.

The embedding of an inflationary model in the context of string theory allows us to study trans-Planckian “problem” for cosmological fluctuations in inflationary cosmology. In toy models of inflation, it is unclear what state to choose for the fluctuation modes when they arise from the “trans-Planckian sea”. The answer, however, will be well defined once the inflationary model is embedded in an ultraviolet complete theory. We are currently investigating this issue. We are also planning to study further consequences of the growth of the phase space of infrared modes which contribute to correlation functions.

Acknowledgements

This work is supported in part by NSERC Discovery grants to R.B. and K.D. and by funds from the Canada Research Chair program (R.B.). W.X. is supported by a Schulich fellowship, and R.B. is recipient of a Killam Research Fellowship. We would like to thank Yifu Cai, Alex Maloney, Guy Moore, Sachin Vaidya, and Yi Wang for helpful discussions, and S. Giddings, L. Senatore, M. Sloth and in particular R. Woodard for comments on the draft. Our interest in this topic was stimulated by the Perimeter Institute workshop on “IR Issues and Loops in de Sitter Space” held October 27 - 30, 2010. We thank C. Burgess, R. Holman, L. Leblond and S. Shandera for organizing this interesting workshop.

[1] V. F. Mukhanov, H. A. Feldman and R. H. Brandenberger, “Theory of cosmological perturbations. Part 1. Classical perturbations. Part 2. Quantum theory of perturbations. Part 3. Extensions,” Phys. Rept. 215, 203 (1992).
[2] V. Acquaviva, N. Bartolo, S. Matarrese et al., “Second order cosmological perturbations from inflation,” Nucl. Phys. B667, 119-148 (2003). [astro-ph/0209156].
[3] N. Bartolo, S. Matarrese, A. Riotto, “Non-Gaussianity from inflation,” Phys. Rev. D65, 103505 (2002). [hep-ph/0112261]; N. Bartolo, E. Komatsu, S. Matarrese et al., “Non-Gaussianity from inflation: Theory and observations,” Phys. Rept. 402, 103-266 (2004). [astro-ph/0406398].
[4] X. Chen, “Primordial Non-Gaussians from Inflation Models,” Adv. Astron. 2010, 638979 (2010) [arXiv:1002.1410 [astro-ph.CO]].
[5] T. J. Allen, B. Grinstein, M. B. Wise, “Nongaussian Density Perturbations In Inflationary Cosmologies,” Phys. Lett. B197, 66 (1987);
T. Falk, R. Rangarajan, M. Srednicki, “The Angular dependence of the three point correlation function of the cosmic microwave background radiation as predicted by inflationary cosmologies,” Astrophys. J. 403, L1 (1993). [astro-ph/9208001].
[6] A. Vilenkin, L. H. Ford, “Gravitational Effects upon Cosmological Phase Transitions,” Phys. Rev. D26, 1231 (1982); A. D. Linde, “Scalar Field Fluctuations in Expanding Universe and the New Inflationary Universe Scenario,” Phys. Lett. B116, 335 (1982); A. A. Starobinsky, “Dynamics Of Phase Transition In The New Inflationary Universe Scenario And Generation Of Perturbations,” Phys. Lett. B 117, 175 (1982).
[7] H. Suzuki, M. Sasaki, K. Yamamoto et al., “Probability distribution functional for equal time correlation functions in curved space,” Int. J. Mod. Phys. A9, 221-238 (1994); M. Sasaki, H. Suzuki, K. Yamamoto et al., “Superexpansionary divergence: Breakdown of perturbative quantum field theory in space-time with accelerated expansion,” Class. Quant. Grav. 10, L55-L60 (1993).
[8] B. Losic and W. G. Unruh, “Cosmological Perturbation Theory in Slow-Roll Spacetimes,” Phys. Rev. Lett. 101, 111101 (2008) [arXiv:0804.2296 [gr-qc]];
W. G. Unruh and B. Losic, “Aspects of nonlinear perturbations in cosmological models,” Class. Quant. Grav. 25, 154012 (2008).
[9] N. C. Tsamis and R. P. Woodard, “Relaxing The Cosmological Constant,” Phys. Lett. B 301, 351 (1993); N. C. Tsamis and R. P. Woodard, “The Physical basis for infrared divergences in inflationary quantum gravity,” Class. Quant. Grav. 11, 2969 (1994);
084012 (2008) [arXiv:0710.5282 [gr-qc]].

[20] J. Schwinger, Proc. Nat. Acad. Sci. US 46, 1401 (1961); L. Keldysh, Soviet Physics JETP 20, 1018 (1965);
K. T. Mahanthappa, “Multiple production of photons in quantum electrodynamics,” Phys. Rev. 126, 329 (1962);
P. M. Bakshi and K. T. Mahanthappa, “Expectation value formalism in quantum field theory. 1,” J. Math. Phys. 4, 1 (1963);
P. M. Bakshi and K. T. Mahanthappa, “Expectation value formalism in quantum field theory. 2,” J. Math. Phys. 4, 12 (1963).

[21] D. Seery, “Infrared effects in inflationary correlation functions,” Class. Quant. Grav. 27, 124005 (2010). [arXiv:1005.1649 [astro-ph.CO]].

[22] L. H. Ford, “Quantum Instability Of De Sitter Space-Time,” Phys. Rev. D 31, 710 (1985);
J. H. Traschen and C. T. Hill, “Instability Of De Sitter Space On Short Time Scales,” Phys. Rev. D 33, 3519 (1986);
A. M. Polyakov, “De Sitter Space and Eternity,” Nucl. Phys. B 797, 199 (2008) [arXiv:0709.2809 [hep-th]];
N. Bartolo, A. Riotto, “Possibly Large Corrections to the Inflationary Observables,” Mod. Phys. Lett. A23, 857-862 (2008) [arXiv:0711.4003 [astro-ph]];
N. Bartolo, S. Matarrese, M. Pietroni et al., “On the Physical Significance of Infra-red Corrections to Inflationary Observables,” JCAP 0801, 015 (2008) [arXiv:0711.4263 [astro-ph]];
Y. Urakawa, K. -i. Maeda, “One-loop Corrections to Scalar and Tensor Perturbations during Inflation in Stochastic Gravity,” Phys. Rev. D78, 064004 (2008) [arXiv:0801.0126 [hep-th]];
K. Enqvist, S. Nurmi, D. Podolsky et al., “On the divergences of inflationary superhorizon perturbations,” JCAP 0804, 025 (2008) [arXiv:0802.0395 [astro-ph]];
Y. Urakawa, T. Tanaka, “Influence on Observation from IR Divergence during Inflation. 1.,” Prog. Theor. Phys. 122, 779-803 (2009) [arXiv:0902.3209 [hep-th]];
A. M. Polyakov, “Decay of Vacuum Energy,” Nucl. Phys. B 834, 316 (2010) [arXiv:0912.5503 [hep-th]];
A. Rajaraman, J. Kumar, L. Leblond, “Constructing Infrared Finite Propagators in Inflating Space-time,” Phys. Rev. D82, 023525 (2010) [arXiv:1002.3241 [hep-th]];
S. B. Giddings, M. S. Sloth, “Semiclassical relations and IR effects in de Sitter and slow-roll space-times,” JCAP 1101, 023 (2011) [arXiv:1006.1056 [hep-th]];
C. T. Byrnes, M. Gerstenlauer, A. Hebecker, S. Nurmi and G. Tasinato, “Inflationary Infrared Divergences: Geometry of the Reheating Surface vs. delta N Formalism,” JCAP 1008, 006 (2010) [arXiv:1005.3307 [hep-th]];
D. Marolf and I. A. Morrison, “The IR stability of de Sitter: Loop corrections to scalar propagators,” Phys. Rev. D 82, 105032 (2010) [arXiv:1006.0335 [gr-qc]];
N. Bartolo, E. Dimastrogiovanni, A. Vallinotto, “One-loop corrections to the power spectrum in general single-field inflation,” JCAP 1011, 003 (2010) [arXiv:1006.0196 [astro-ph.CO]];
E. O. Kahya, V. K. Onemli and R. P. Woodard, “The Zeta-Zeta Correlator Is Time Dependent,” Phys. Lett. B 694, 101 (2010) [arXiv:1006.3999 [astro-ph.CO]];
Y. Urakawa, T. Tanaka, “IR divergence does not affect the gauge-invariant curvature perturbation,” Phys. Rev. D82, 121301 (2010) [arXiv:1007.0468 [hep-th]];
A. Rajaraman, “On the proper treatment of massless fields in Euclidean de Sitter space,” Phys. Rev. D82, 123522 (2010) [arXiv:1008.1271 [hep-th]];
D. Marolf and I. A. Morrison, “The IR stability of de Sitter QFT: results at all orders,” [arXiv:1010.5327 [gr-qc]];
M. Gerstenlauer, A. Hebecker and G. Tasinato, “Inflationary Correlation Functions without Infrared Divergences,” [arXiv:1102.0560 [astro-ph.CO]].

[23] A. A. Starobinsky and J. Yokoyama, “Equilibrium state of a selfinteracting scalar field in the De Sitter background,” Phys. Rev. D 50, 6357 (1994) [arXiv:astro-ph/9407016];
S. P. Miao and R. P. Woodard, “Leading log solution for inflationary Yukawa,” Phys. Rev. D 74, 044019 (2006) [arXiv:gr-qc/0602110];
N. C. Tsamis and R. P. Woodard, “Stochastic quantum gravitational inflation,” Nucl. Phys. B 724, 295 (2005) [arXiv:gr-qc/0505115];
T. Prokopec, N. C. Tsamis and R. P. Woodard, “Stochastic Inflationary Scalar Electrodynamics,” Annals Phys. 323, 1324 (2008) [arXiv:0707.0847 [gr-qc]];
F. Finelli, G. Marozzi, A. A. Starobinsky, G. P. Vacca and G. Venturi, “Generation of fluctuations during inflation: comparison of stochastic and field-theoretic approaches,” Phys. Rev. D 79, 044007 (2009) [arXiv:0808.1796 [hep-th]];
F. Finelli, G. Marozzi, A. A. Starobinsky, G. P. Vacca and G. Venturi, “Stochastic growth of quantum fluctuations during slow-roll inflation,” Phys. Rev. D 82, 064020 (2010) [arXiv:1003.1327 [hep-th]].

[24] M. S. Sloth, “On the one loop corrections to inflation and the CMB anisotropies,” Nucl. Phys. B748, 149-169 (2006) [astro-ph/0604488];
M. S. Sloth, “On the one loop corrections to inflation. II. The Consistency relation,” Nucl. Phys. B775, 78-94 (2007) [hep-th/0612138];
D. Seery, M. S. Sloth, F. Vernizzi, “Inflationary trispectrum from graviton exchange,” JCAP 0903, 018 (2009) [arXiv:0811.3934 [astro-ph]];
S. B. Giddings, M. S. Sloth, “Cosmological diagrammatic rules,” JCAP 1007, 015 (2010) [arXiv:1005.3287 [hep-th]].

[25] D. Seery, “One-loop corrections to a scalar field during inflation,” JCAP 0711, 025 (2007) [arXiv:0707.3377 [astro-ph]].
S. P. Patil and R. H. Brandenberger, “The cosmology of massless string modes,” JCAP **0601**, 005 (2006) [arXiv:hep-th/0502069].

[47] R. H. Brandenberger, “Moduli stabilization in string gas cosmology,” Prog. Theor. Phys. Suppl. **163**, 358-372 (2006). [hep-th/0509159].

[48] S. Watson and R. Brandenberger, “Stabilization of extra dimensions at tree level,” JCAP **0311**, 008 (2003) [arXiv:hep-th/0307044];
S. Watson, “Moduli stabilization with the string Higgs effect,” Phys. Rev. D **70**, 066005 (2004) [arXiv:hep-th/0404177].

[49] R. Brandenberger, Y. K. Cheung and S. Watson, “Moduli stabilization with string gases and fluxes,” JHEP **0605**, 025 (2006) [arXiv:hep-th/0501032].

[50] R. J. Danos, A. R. Frey and R. H. Brandenberger, “Stabilizing moduli with thermal matter and nonperturbative effects,” Phys. Rev. D **77**, 126009 (2008) [arXiv:0802.1557 [hep-th]].

[51] K. Dasgupta and W. Xue, to appear.

[52] S. B. Giddings, M. S. Sloth, “Semiclassical relations and IR effects in de Sitter and slow-roll space-times,” JCAP **1101**, 023 (2011). [arXiv:1005.1056 [hep-th]].

[53] M. Faizal, A. Higuchi, “On the FP-ghost propagators for Yang-Mills theories and perturbative quantum gravity in the covariant gauge in de Sitter spacetime,” Phys. Rev. D **78**, 067502 (2008). [arXiv:0806.3733 [gr-qc]]; N. C. Tsamis, R. P. Woodard, “The Structure of perturbative quantum gravity on a De Sitter background,” Commun. Math. Phys. **162**, 217-248 (1994);
N. C. Tsamis, R. P. Woodard, “Mode analysis and ward identities for perturbative quantum gravity in de Sitter space,” Phys. Lett. **B292**, 269-276 (1992).

[54] W. Xue, K. Dasgupta and R. Brandenberger, *Work in progress.*

[55] R. H. Brandenberger, “Inflationary cosmology: Progress and problems,” [arXiv:hep-ph/9910410]
J. Martin and R. H. Brandenberger, “The trans-Planckian problem of inflationary cosmology,” Phys. Rev. D **63**, 123501 (2001) [arXiv:hep-th/0005209];
R. H. Brandenberger and J. Martin, “The robustness of inflation to changes in super-Planck-scale physics,” Mod. Phys. Lett. A **16**, 999 (2001) [arXiv:astro-ph/0005432].

[56] R. Brandenberger, K. Dasgupta, Y. Wang and W. Xue, *Work in progress.*