EXTENSIONS OF SOLVABLE LIE ALGEBRAS WITH NATURALLY GRADED FILIFORM NILRADICAL
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Abstract. In this work we consider extensions of solvable Lie algebras with naturally graded filiform nilradicals. Note that there exist two naturally graded filiform Lie algebras $n_{n,1}$ and $Q_{2n}$. We find all one-dimensional central extensions of the algebra $n_{n,1}$ and show that any extension of $Q_{2n}$ is split. After that we find one-dimensional extensions of solvable Lie algebras with nilradical $n_{n,1}$. We prove that there exists a unique non-split central extension of solvable Lie algebras with nilradical $n_{n,1}$ of maximal codimension. Moreover, all one-dimensional extensions of solvable Lie algebras with nilradical $n_{n,1}$ whose codimension is equal to one are found and compared these solvable algebras with the solvable algebras with nilradicals are one-dimensional central extension of algebra $n_{n,1}$.

1. Introduction

From Levi’s theorem it is well-known that any finite-dimensional Lie algebra $L$ can be decomposed in a unique manner into a semi-direct sum of a semi-simple Lie algebra $S$ and a solvable ideal $R$, its radical $[17]$. Thus, the investigation and classification of solvable Lie algebras is an essential step in the theory of finite-dimensional Lie algebras over the field of characteristic zero. Moreover, the classification of finite-dimensional solvable Lie algebras was reduced to the nilpotent ones. For many years, researchers have used various methods to classify nilpotent and solvable Lie algebras and studied the problem of classification of low-dimensional Lie algebras. One of the effective methods of classifying low-dimensional nilpotent Lie algebras is the method of extensions. There are several types of extensions, such as trivial, central, split and others. Central extension is widely used in the classification of finite-dimensional nilpotent algebras.

Central extensions are needed in physics, because the symmetry group of a quantized system is usually a central extension of the classical symmetry group, similarly the corresponding symmetry Lie algebra of the quantum system is, in general, a central extension of the classical symmetry algebra. First, Skjelbred and Sund used method of central extension to obtain a classification of nilpotent Lie algebras [24]. But until the works [9], [10], [12], some researchers had suspected that this method requires very much computation and had not concentrated on this method. In [9] an algorithm for how to use Skjelbred-Sund method is given and introduced some notations which are very suitable to use central extensions method. Moreover, by A. Hegazi and others the analogue of Skjelbred-Sund method was presented for the Jordan and Malcev algebras [14, 15]. After that in recent years central extensions method have been used to the classification of various types of nilpotent algebras, and classification of many classes of low-dimensional nilpotent algebras is obtained [1, 3, 5, 7, 16, 18, 20]. Moreover, all central extensions of filiform associative algebras were classified in [19], central extensions of null-nilfiliform and some filiform Leibniz algebras were classified in [2, 23], and all central extensions of filiform Zinbiel algebras were classified in [8].

It should be noted that in [25] by T. Sund the method of central extension is generalized for the solvable Lie algebras. In [26] this generalized method of central extensions was applied to get a description of $n$-dimensional solvable Lie algebras with $(n-1)$-dimensional filiform nilradicals over the field of real numbers. T. Sund called such type of real solvable Lie algebras as filiform solvable Lie algebras and proved that any such $(n+1)$-dimensional filiform solvable Lie algebra is a one-dimensional extension of $n$-dimensional filiform solvable Lie algebra. However, there are not many works in which generalized method of central extension is used for the classification of solvable Lie algebras.

Since the solvable Lie algebras play significant role in the theory of finite-dimensional Lie algebras, there are many techniques to the classification of solvable Lie algebras. One of the effective methods was introduced by G.M. Mubarakzjanov, which he gave an approach for the investigation of solvable
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Lie algebras by using their nilradicals and nil-independent derivations of nilradical [22]. Owing to a result of [22], in the papers [4, 5, 21, 28, 29, 30] classification of solvable Lie algebras with the given nilradicals such as abelian, filiform, quasi-filiform and others is obtained.

Filiform Lie algebras are very important subclass in the class of nilpotent Lie algebras and these have the maximal index of nilpotency. Several works are devoted to the classification of filiform Lie algebras [11, 13, 31]. Natural gradations of nilpotent algebras are very helpful in investigations of properties of those algebras in general case without restriction on the gradation. This technique provides a rather deep information on the algebra and it is more effective when the length of the natural gradation is sufficiently large. It is well known that up to isomorphism there exist two types of naturally-graded deep information on the algebra and it is more effective when the length of the natural gradation is sufficiently large. It is well known that up to isomorphism there exist two types of naturally-graded filiform Lie algebras [31]. Solvable Lie algebras with naturally graded filiform nilradicals are classified in [4], [27].

The purpose of this article is to find all one-dimensional extension of solvable Lie algebras with naturally graded filiform nilradicals. In order to achieve our goal, we have organized the paper as follows: in Section 2, we present necessary definitions and results that will be used in the rest of the paper. We recall the Skjelbred-Sund central extension method for nilpotent Lie algebras after then we give generalized method of central extension for solvable Lie algebras. In Section 3, we give all one-dimensional central extensions of naturally graded filiform Lie algebras. In Section 4, we obtain extension of solvable Lie algebras with naturally graded filiform nilradicals, whose codimension of nilradical is maximal. In Section 5, we find all one-dimensional extensions of solvable Lie algebras with naturally graded filiform nilradicals with a codimension one. Finally, in Conclusion Section, we compare the solvable Lie algebras which are obtained in the Section 4 and Section 5 with the solvable Lie algebras with nilradicals such as abelian, filiform, quasi-filiform and others is obtained.

Definition 2.1. An algebra \((L, [-,-])\) over a field \(\mathbb{F}\) is called Lie algebra if for any \(x, y, z \in L\) the following identities

\[
[x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0
\]

\[
[x, x] = 0
\]

hold.

For an arbitrary Lie algebra \(L\) we define the derived and central series as follows:

\[
L^{[1]} = L, \quad L^{[s+1]} = [L^s, L^s], \quad s \geq 1,
\]

\[
L^1 = L, \quad L^{k+1} = [L^k, L], \quad k \geq 1.
\]

Definition 2.2. An \(n\)-dimensional Lie algebra \(L\) is called solvable (nilpotent) if there exists \(s \in N\) \((k \in N)\) such that \(L^{[s]} = 0\) \((L^k = 0)\). Such minimal number is called index of solvability (nilpotency).

The maximal nilpotent ideal of a Lie algebra is said to be the nilradical of the algebra.

Definition 2.3. An \(n\)-dimensional Lie algebra \(L\) is said to be filiform if \(\dim L^i = n-i\), for \(2 \leq i \leq n\).

Now let us define a natural gradation for the nilpotent Lie algebras.

Definition 2.4. Given a nilpotent Lie algebra \(L\) with nilindex \(s\), put \(L_i = L^i/L^{i+1}, 1 \leq i \leq s-1,\) and \(Gr(L) = L_1 \oplus L_2 \oplus \cdots \oplus L_{s-1}\). Define the product in the vector space \(Gr(L)\) as follows:

\[
[x + L^{i+1}, y + L^{j+1}] := [x, y] + L^{i+j+1},
\]

where \(x \in L^i \setminus L^{i+1}\), \(y \in L^j \setminus L^{j+1}\). Then \([L_i, L_j] \subseteq L_{i+j}\) and we obtain the graded algebra \(Gr(L)\). If \(Gr(L)\) and \(L\) are isomorphic, then we say that the algebra \(L\) is naturally graded.

It is well known that there are two types of naturally graded filiform Lie algebras. In fact, the second type will appear only in the case when the dimension of the algebra is even.
Theorem 2.5. \[31\] Any naturally graded filiform Lie algebra is isomorphic to one of the following non isomorphic algebras:

\[
\begin{align*}
Q_{n,1} : \quad [e_i, e_{i+1}] &= -e_{i+1}, \quad 2 \leq i \leq n - 1, \\
[e_i, x] &= e_i, \\
\end{align*}
\]

\[
\begin{align*}
Q_{2n} : \quad [e_i, e_{i+1}] &= -e_{i+1}, \quad 2 \leq i \leq 2n - 2, \\
[e_i, e_{2n+1-i}] &= (-1)^i e_{2n}, \quad 2 \leq i \leq n.
\end{align*}
\]

All solvable Lie algebras whose nilradical is the naturally graded filiform Lie algebra \(Q_{n,1}\) are classified in [27]. Further solvable Lie algebras whose nilradical is the naturally graded filiform Lie algebra \(Q_{2n}\) are classified in [1]. It is proved that the dimension of a solvable Lie algebra whose nilradical is isomorphic to an \(n\)-dimensional naturally graded filiform Lie algebra is not greater than \(n + 2\). Here we give the list of such solvable Lie algebras. We denote by \(s_{n,1}\) solvable Lie algebras with nilradical \(Q_{n,1}\) and codimension one, and by \(s_{n,2}\) with codimension two. Similarly, for the solvable Lie algebras with nilradical \(Q_{2n}\) we use notations \(\tau_{n,1}\) and \(\tau_{n,2}\):

\[
\begin{align*}
s_{n,1}^1(\beta) : \quad [e_i, e_{i+1}] &= e_{i+1}, \quad 2 \leq i \leq n - 1, \\
[e_i, x] &= e_i, \\
\end{align*}
\]

\[
\begin{align*}
s_{n,1}^2 : \quad [e_i, e_{i+1}] &= e_{i+1}, \quad 2 \leq i \leq n - 1, \\
[e_i, x] &= (i - 2 + \beta)e_i, \quad 2 \leq i \leq n.
\end{align*}
\]

\[
\begin{align*}
s_{n,1}^3 : \quad [e_i, e_{i+1}] &= e_{i+1}, \quad 2 \leq i \leq n - 1, \\
[e_i, x] &= e_i + e_{i+2}, \\
\end{align*}
\]

\[
\begin{align*}
s_{n,1}^4(\alpha_3, \alpha_4, \ldots, \alpha_{n-1}) : \quad [e_i, e_{i+1}] &= e_{i+1}, \quad 2 \leq i \leq n - 1, \\
[e_i, x] &= e_i + \sum_{l=i+2}^{n} \alpha_{l+1-i} e_l, \quad 2 \leq i \leq n.
\end{align*}
\]

\[
\begin{align*}
s_{n,2} : \quad [e_i, e_{i+1}] &= e_{i+1}, \quad 2 \leq i \leq n - 1, \\
[e_i, x_1] &= e_i, \\
[e_i, x] &= (i - 2)e_i, \quad 3 \leq i \leq n, \\
e_i, x_2 &= e_i, \quad 2 \leq i \leq n.
\end{align*}
\]

\[
\begin{align*}
\tau_{2n,1}^1(\alpha) : \quad [e_i, e_{i+1}] &= e_{i+1}, \quad 2 \leq i \leq 2n - 2, \\
[e_i, e_{2n+1-i}] &= (-1)^i e_{2n}, \quad 2 \leq i \leq n, \\
[e_i, x] &= e_i, \\
e_{2n}, x &= (2n - 3 + 2\alpha)e_{2n}.
\end{align*}
\]

\[
\begin{align*}
\tau_{2n,1}^2 : \quad [e_i, e_{i+1}] &= e_{i+1}, \quad 2 \leq i \leq 2n - 2, \\
[e_i, e_{2n+1-i}] &= (-1)^i e_{2n}, \quad 2 \leq i \leq n, \\
[e_i, x] &= e_i + e_{2n}, \\
e_i, x &= (i - n)e_i, \quad 2 \leq i \leq 2n - 1, \\
e_{2n}, x &= e_{2n}.
\end{align*}
\]

\[
\begin{align*}
\tau_{2n,1}^3(\alpha_4, \alpha_6, \ldots \alpha_{2n-2}) : \quad [e_i, e_{i+1}] &= e_{i+1}, \quad 2 \leq i \leq 2n - 2, \\
[e_i, e_{2n+1-i}] &= (-1)^i e_{2n}, \quad 2 \leq i \leq n, \\
[e_{i+2}, x] &= e_{i+2} + \sum_{k=2}^{\lfloor \frac{2n-3-i}{2} \rfloor} \alpha_{2k} e_{2k+1+i}, \quad 0 \leq i \leq 2n - 3, \\
e_{2n}, x &= 2e_{2n}.
\end{align*}
\]
2.1. Central extension of nilpotent Lie algebras. Let \((N, [-, -])\) be a nilpotent Lie algebra over \(\mathbb{C}\) and \(V\) be a vector space. The \(\mathbb{C}\)-linear space \(Z^2(N, V)\) is defined as the set of all anti-symmetric bilinear maps \(\psi: N \times N \rightarrow V\) such that

\[
\psi(x, y, z) + \psi(y, x, z) + \psi(y, z, x) = 0.
\]

These elements will be called 2-cocycles. For a linear map \(f: N \rightarrow V\), if we define \(\delta f: N \times N \rightarrow V\) by \(\delta f(x, y) = f([x, y])\), then \(\delta f \in Z^2(N, V)\). We define the set of 2-coboundaries as follows \(B^2(N, V) = \{\delta f \mid f \in \text{Hom}(N, V)\}\). Define the second cohomology space \(H^2(N, V)\) as the quotient space \(Z^2(N, V)/B^2(N, V)\).

For \(\theta \in Z^2(N, V)\), define on the linear space \(\tilde{N} = N \oplus V\) the bilinear product \([-,-]_\psi\) by

\[
[x + u, y + v]_\psi = [x, y] + \psi(x, y)
\]

for all \(x, y, u, v \in N, V\). The algebra \(N_\psi = (\tilde{N}, [-,-]_\psi)\) is called an \(s\)-dimensional central extension of \(N\) by \(V\). One can easily check that \(N_\psi\) is a Lie algebra if and only if \(\psi \in Z^2(N, V)\). Let \(\text{Aut}(N)\) be an automorphism group of \(N\) and let \(\varphi \in \text{Aut}(N)\). For \(\psi \in Z^2(N, V)\) define the action of the group \(\text{Aut}(N)\) on \(Z^2(N, V)\) by

\[
\varphi \psi(x, y) = \psi(\varphi(x), \varphi(y)).
\]

It is easy to verify that \(B^2(N, V)\) is invariant under the action of \(\text{Aut}(N)\). So, we have an induced action of \(\text{Aut}(N)\) on \(H^2(N, V)\). Call the set \(\text{Ann}(\psi) = \{x \in N \mid \psi(x, N) = 0\}\) the annihilator of \(\psi\) and \(Z(N) = \{x \in N \mid [x, N] = 0\}\) the center of an algebra \(N\). Observe that \(Z(N_\psi) = (\text{Ann}(\psi) \cap Z(N)) \oplus V\).

It is known that any Lie algebra with a non-zero center is a central extension of a lower dimensional algebra. Now we recall an algorithm of classification all nilpotent Lie algebras of dimension \(n\) with the central extension of nilpotent algebras of dimension less than \(n\). In order to solve the isomorphism problem we need to study the action of \(\text{Aut}(N)\) on \(H^2(N, V)\). To do that, let us fix a basis \(e_1, \ldots, e_s\) of \(V\) and \(\psi \in Z^2(N, V)\). Then \(\psi\) can be uniquely written as \(\psi(x, y) = \sum_{i=1}^{s} \psi_i(x, y) e_i\), where \(\psi_i \in Z^2(N, \mathbb{C})\). Moreover, \(\text{Ann}(\psi) = \text{Ann}(\psi_1) \cap \text{Ann}(\psi_2) \cap \ldots \cap \text{Ann}(\psi_s)\). Furthermore, \(\psi \in B^2(N, V)\) if and only if all \(\psi_i \in B^2(N, \mathbb{C})\). It is not difficult to prove that given a Lie algebra \(N_\psi\) with \(\psi(x, y) = \sum_{i=1}^{s} \psi_i(x, y) e_i \in Z^2(N, V)\) and \(\text{Ann}(\psi) \cap Z(N) = 0\), then \(N_\psi\) has an annihilator component if and only if \(\psi_1, \psi_2, \ldots, \psi_s\) are linearly dependent in \(H^2(N, \mathbb{C})\).

Let \(V\) be a finite-dimensional vector space over \(\mathbb{C}\). The Grassmannian \(G_k(V)\) is the set of all \(k\)-dimensional linear subspaces of \(V\). Let \(G_s(H^2(N, \mathbb{C}))\) be the Grassmannian of subspaces of dimension \(s\) in \(H^2(N, \mathbb{C})\). There is a natural action of \(\text{Aut}(N)\) on \(G_s(H^2(N, \mathbb{C}))\). Let \(\varphi \in \text{Aut}(N)\). For \(W = \langle [\psi_1], [\psi_2], \ldots, [\psi_s] \rangle \in G_s(H^2(N, \mathbb{C}))\) define \(\varphi W = \langle [\varphi \psi_1], [\varphi \psi_2], \ldots, [\varphi \psi_s] \rangle\).

We denote the orbit of \(W\) in \(G_s(H^2(N, \mathbb{C}))\) under the action of \(\text{Aut}(N)\) by \(\text{Orb}(W)\). Given

\[
W_1 = \langle [\psi_1], [\psi_2], \ldots, [\psi_s] \rangle, \quad W_2 = \langle [\vartheta_1], [\vartheta_2], \ldots, [\vartheta_s] \rangle \in G_s(H^2(N, \mathbb{C})),
\]

we easily have that if \(W_1 = W_2\), then \(\bigcap_{i=1}^{s} \text{Ann}(\psi_i) \cap Z(N) = \bigcap_{i=1}^{s} \text{Ann}(\vartheta_i) \cap Z(N)\) and therefore we can introduce the set

\[
T_s(N) = \left\{ W = \langle [\psi_1], [\psi_2], \ldots, [\psi_s] \rangle \in G_s(H^2(N, \mathbb{C})): \bigcap_{i=1}^{s} \text{Ann}(\psi_i) \cap Z(N) = 0 \right\},
\]

which is stable under the action of \(\text{Aut}(N)\).
Now, let \( V \) be an s-dimensional linear space and let us denote by \( E(N,V) \) the set of all non-split s-dimensional central extensions of \( N \) by \( V \). By above, we can write
\[
E(N,V) = \left\{ N_{\psi} : \theta(x,y) = \sum_{i=1}^{s} \psi_i(x,y) e_i \text{ and } \{[\psi_1], [\psi_2], \ldots, [\psi_s]\} \in T_s(N) \right\}.
\]

We also have the following result.

**Lemma 2.6.** Let \( N_{\psi}, N_\theta \in E(N,V) \). Suppose that \( \psi(x,y) = \sum_{i=1}^{s} \psi_i(x,y) e_i \) and \( \theta(x,y) = \sum_{i=1}^{s} \theta_i(x,y) e_i \). Then the Lie algebras \( N_{\psi} \) and \( N_\theta \) are isomorphic if and only if
\[
\text{Orb}(\{[\theta_1], [\theta_2], \ldots, [\theta_s]\}) = \text{Orb}(\{[\psi_1], [\psi_2], \ldots, [\psi_s]\})
\]

This shows that there exists a one-to-one correspondence between the set of \( \text{Aut}(N) \)-orbits on \( T_s(N) \) and the set of isomorphism classes of \( E(N,V) \).

### 2.2. Extension of solvable Lie algebras.

Now let \( L \) be a solvable Lie algebra and \( V \) be a vector space. Let \( \theta : L \to \text{End}V \) a representation, \( \psi : L \times L \to V \) an anti-symmetric bilinear mapping satisfying the condition
\[
\psi(x, [y,z]) + \psi(z, [x,y]) + \psi(y, [z,x]) + \theta(x)\psi(y,z) + \theta(z)\psi(x,y) + \theta(y)\psi(z,x) = 0, \quad (2.1)
\]
where \( x, y, z \in L \).

The bilinear mapping satisfying the previous condition is said to be a 2-cocycle on \( L \) with respect to \( \theta \). The set of all such 2-cocycles is denoted by \( Z^2(L, \theta, V) \). The 2-coboundaries on \( L \) with respect to \( \theta \) are defined as
\[
df(x,y) = f([x,y]) + \theta(\varphi(y))(f(x)) - \theta(\varphi(x))(f(y))
\]
for some linear map \( f : L \to V \) and \( \varphi \in \text{Aut}(L) \). The set of all such 2-coboundaries is denoted by \( B^2(L, \theta, V) \) and it is a subset of \( Z^2(L, \theta, V) \). A factor space \( Z^2(L, \theta, V) / B^2(L, \theta, V) \) denoted as \( H^2(L, \theta, V) \), i.e., \( H^2(L, \theta, V) = Z^2(L, \theta, V) / B^2(L, \theta, V) \).

Now we give the extension for the Lie algebra \( L \). On the vector space \( \tilde{L} = L \oplus V \) define Lie algebra structure \( L(\psi, \theta) \) for the given \( \psi \in Z^2(L, \theta, V) \) as follows:
\[
[x + u, y + v] = [x, y] + \psi(x,y) + \theta(x)v - \theta(y)u
\]
for all \( u, v \in V, x, y \in L \). Note that the algebra \( L(\psi, \theta) \) is an extension of \( L \) by \( V \).

Let us denote by \( N \) the nilradical of \( L \) and by \( Z(N) \) the center of \( N \). We study Lie algebras \( \tilde{L} = L(\psi, \theta) \) for which the nilradical \( \tilde{N} \) is central extension of \( N \) by \( V \). Denote
\[
\psi^0 = \psi|_{N \times N}, \quad \theta^0 = \theta|_N, \quad \text{Ann}(\psi^0) = \{x \in N \mid \psi^0(x,N) = 0\}.
\]

**Proposition 2.7.** \( \textit{[25]} \) Let \( \tilde{L} = L(\psi, \theta) \) be an extension of \( L \) by \( V \). Then
\begin{enumerate}
\item The nilradical \( \tilde{N} \) of \( \tilde{L} \) is a central extension of \( N \) by \( V \) if and only if \( \text{Ker}(\theta) \supseteq N \).
\item Let \( \text{Ker}(\theta) \supseteq N \). Then \( Z(\tilde{N}) = V \) if and only if \( \text{Ann}(\psi^0) \cap Z(N) = 0 \).
\end{enumerate}

From this Proposition we easily get that in the case of \( L \) is a nilpotent, this extension is central extension of nilpotent algebras if and only if \( \text{Ker}(\theta) = L \).

In \( \textit{[25]} \) it is proved that two extensions \( L(\psi_1, \theta_1) \) and \( L(\psi_2, \theta_2) \) are isomorphic if and only if the following equations hold
\[
\begin{align*}
\theta_2(\alpha(x))(\beta(a)) &= \beta(\theta_1(x)(a)), \\
\psi_2(\alpha(x), \alpha(y)) &= \beta(\psi_1(x,y)) + f([x,y]) + \theta_2(\alpha(y))(f(x)) - \theta_2(\alpha(x))(f(y))
\end{align*}
\quad (2.2)
\]
where \( \alpha \in \text{Aut}(L), \beta \in \text{Aut}(V), f \in \text{Hom}(L,V) \).

Using the equation \( 2.2 \) we obtain an action \( \text{Aut}(L) \times \text{Aut}(V) \) to the set \( \bigsqcup_{\theta} Z^2(L, \theta, V) \), which 2-cocycle \( \psi \) with respect to \( \theta \) acts 2-cocycle \( \psi' \) with respect to \( \theta' \) as follows:
\[
\begin{align*}
\theta'(x)(a) &= \beta(\theta(\alpha(x))(\beta^{-1}(a))), \\
\psi'(x,y) &= \beta(\psi(\alpha(x), \alpha(y))).
\end{align*}
\]
In this action we denote by $\theta' = \beta \circ (\theta \circ \alpha) \circ \beta^{-1}$ and $\psi' = \beta \circ \psi \circ \alpha$. We say that $\beta$ is an intertwining operator for representations $\theta'$ and $\theta \circ \alpha$. It implies from (2.2) that two extensions $L(\psi_1, \theta_1)$ and $L(\psi_2, \theta_2)$ are isomorphic if and only if there exist $\alpha \in \text{Aut}(L), \beta \in \text{Aut}(\mathcal{V})$ such that

$$\psi_2 - \beta \circ \psi_1 \circ \alpha \in B^2(L, \theta_2, \mathcal{V})$$

and $\beta$ is an intertwining operator for representations $\theta_2$ and $\theta_1 \circ \alpha$.

Note that the restricted action of $\text{Aut} L \times \text{Aut} \mathcal{V}$ in $H^2(N, \mathcal{V})$ induced an action of $\text{Aut} L$ in the set of all $k$-dimensional subspaces $G_k H^2(N, \mathcal{V})$ of the second cohomology group of $N$ if and only if $L(\psi, \theta)$ contains non abelian factor. We say that an $\text{Aut} L$– orbit $\Omega$ in $G_k H^2(N, \mathcal{V})$ has no kernel in the center $Z(N)$ if $\text{Ann}(\psi^0) \cap Z(N) = 0$ for all $\psi^0 \in \Lambda$, where $\Lambda$ runs through $\Omega$.

Denote by $H^2(L, L/N, \mathcal{V})$ the space $\bigcup H^2(L, \theta, \mathcal{V})$ where $\theta$ runs through those representations of $L$ in $\mathcal{V}$ which satisfy $\text{Ker} \theta \supset N$ and $\tilde{N}/\mathcal{V} \cong N$.

Theorem 2.8. Let $L$ be a solvable Lie algebra over the field $\mathbb{F}$ and $N$ a nilpotent niralradical of $L$. The isomorphism classes of solvable Lie algebras $\tilde{L}$ possessing niralradical $\tilde{N}$ with $k$-dimensional center $\mathcal{V}$, such that $\tilde{L}/\mathcal{V} \cong L, \tilde{N}/\mathcal{V} \cong N$, and without nonzero abelian direct factors, are in bijective correspondence with those $\text{Aut} L \times \text{Aut} \mathcal{V} - \text{ orbits } \Omega$ in $H^2(L, L/N, \mathcal{V})$ (under the action $(\alpha, \beta, \psi) \to (\beta \circ \psi \circ \alpha)$) which satisfy the following conditions:

1) If $\psi \in \Omega \cap H^2(L, \theta, \mathcal{V})$, then $\mathcal{V}$ can not be written $\mathcal{V} = B \oplus D$ where $B \supset \psi(L, \theta), \theta(L)B \subset B$, and $0 \neq D \subset C(\theta)$, where $C(\theta) = \{a \in A : \theta(L)a = 0\}$.

2) $\text{Ann}(\psi^0) \cap Z(N) = 0$.

Theorem 2.8 gives an algorithm for constructing all solvable Lie algebras of dimension $n$, given those algebras of dimension less than $n$.

3. **Central Extension of Naturally Graded Filiform Lie Algebras**

Let $L$ be a Lie algebra with a basis $e_1, e_2, \ldots, e_n$. Then by $\Delta_{ij}$ we denote the bilinear form $\Delta_{ij} : L \times L \rightarrow \mathbb{C}$ with $\Delta_{ij}(e_i, e_m) = \delta_{im} \delta_{jm}$. The set $\{\Delta_{ij} : 1 \leq i, j \leq n\}$ is a basis for the linear space of bilinear forms on $L$, so every $\psi \in Z^2(L, \mathcal{V})$ can be uniquely written as $\psi = \sum_{1 \leq i,j \leq n} c_{ij} \Delta_{ij}$, where $c_{ij} \in \mathbb{C}$.

In the following Propositions we give the description of 2-cocycles, 2-coboundaries and second cohomology space of the naturally graded filiform Lie algebras $n_{n,1}$ and $Q_{2n}$.

**Proposition 3.1.** For the filiform Lie algebra $n_{n,1}$ the followings are true

- A basis of $Z^2(n_{n,1}, \mathbb{C})$ is formed by the following 2-cocycles

$$Z^2(n_{n,1}, \mathbb{C}) = (\Delta_{i,1}, 2 \leq i \leq n, \sum_{i=2}^{k} (-1)^i \Delta_{i,2k+1-i}, 2 \leq k \leq \left\lceil \frac{n+1}{2} \right\rceil).$$

- A basis of $B^2(n_{n,1}, \mathbb{C})$ is formed by the following 2-coboundaries

$$B^2(n_{n,1}, \mathbb{C}) = (\Delta_{i,1}, 2 \leq i \leq n-1).$$

- A basis of $H^2(n_{n,1}, \mathbb{C})$ is formed by the following

$$H^2(n_{n,1}, \mathbb{C}) = \left\langle [\Delta_{n,1}], \sum_{i=2}^{k} (-1)^i \Delta_{i,2k+1-i} \right\rangle, 2 \leq k \leq \left\lceil \frac{n+1}{2} \right\rceil,$$

where $\lfloor n \rfloor$ is an integer part of $n$.

**Proof.** The proof follows directly from the definitions of the 2-cocycle and 2-coboundary. \(\square\)

**Proposition 3.2.** For the filiform Lie algebra $Q_{2n}$, the followings are true

- A basis of $Z^2(Q_{2n}, \mathbb{C})$ is formed by the following 2-cocycles

$$Z^2(Q_{2n}, \mathbb{C}) = (\Delta_{i,1}, 2 \leq i \leq 2n-1, \sum_{i=2}^{k} (-1)^i \Delta_{i,2k+1-i}, 2 \leq k \leq n).$$
• A basis of $B^2(Q_{2n}, \mathbb{C})$ is formed by the following 2-coboundaries

$$B^2(Q_{2n}, \mathbb{C}) = \langle \Delta_{i,1}, \ 2 \leq i \leq 2n-2, \sum_{i=2}^{n} (-1)^i \Delta_{i,2n+1-i} \rangle.$$ 

• A basis of $H^2(Q_{2n}, \mathbb{C})$ is formed by the following cocycles

$$H^2(Q_{2n}, \mathbb{C}) = \langle \Delta_{2n-1,1}, \sum_{i=2}^{k} (-1)^i \Delta_{i,2k+1-i}, \ 2 \leq k \leq n-1 \rangle.$$ 

Proof. The proof follows directly from the definitions of the 2-cocycle and 2-coboundary. \qed

From Propositions 3.2, we can easily get that $\text{Ann}(\psi) \cap Z(Q_{2n}) = \{e_n\}$ for any $\psi \in Z^2(Q_{2n}, \mathbb{C})$. Thus, there is no non-split central extension of the algebra $Q_{2n}$. Therefore, we consider central extensions only for the algebra $n_{n,1}$. For this purpose, first we give automorphism group of the algebra $n_{n,1}$. 

**Proposition 3.3.** Let $\varphi \in \text{Aut}(n_{n,1})$. Then

$$\varphi = \left( \begin{array}{cccccccc} a_1 & 0 & 0 & 0 & 0 & \ldots & 0 & 0 \\ a_2 & b_1 & 0 & 0 & 0 & \ldots & 0 & 0 \\ a_3 & b_1 & a_1b_2 & 0 & 0 & \ldots & 0 & 0 \\ a_4 & b_1 & a_1b_3 & a_1^2b_2 & 0 & \ldots & 0 & 0 \\ a_5 & b_2 & a_1b_3 & a_1^2b_3 & a_1^3b_2 & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ a_{n-1} & b_{n-1} & a_1b_{n-2} & a_1^2b_{n-3} & a_1^3b_{n-4} & \ldots & a_1^{n-3}b_2 & 0 \\ a_n & b_n & a_1b_{n-1} & a_1^2b_{n-2} & a_1^3b_{n-3} & \ldots & a_1^{n-3}b_3 & a_1^{n-2}b_2 \end{array} \right)$$

In the following theorem we give all one-dimensional non-split central extensions of the filiform Lie algebra $n_{n,1}$. 

**Theorem 3.4.** An arbitrary non-split central extension of the algebra $n_{n,1}$ is isomorphic to one of the following pairwise non-isomorphic algebras

$$n_{n+1,1}, \quad Q_{n+1} \quad \text{and} \quad L_k(2 \leq k \leq \left\lfloor \frac{n}{2} \right\rfloor): \left\{ \begin{array}{ll} [e_i,e_1] = e_{i+1}, & 2 \leq i \leq n, \\ [e_i,e_{2k+1-i}] = (-1)^i e_{n+1}, & 2 \leq i \leq k, \end{array} \right.$$ 

where $\left\lfloor \frac{n}{2} \right\rfloor$ is an integer part of $n$.

**Remark 3.5.** The algebra $Q_{n+1}$ appears only in case of $n$ is odd.

Proof. In the proof of the theorem we consider the cases $n$ is even and odd separately.

Case $n$ is even. Let us denote

$$\nabla_1 = [\Delta_{n,1}], \quad \nabla_j = \left[ \sum_{i=2}^{j} (-1)^i \Delta_{i,2j+1-i} \right], \quad 2 \leq j \leq \left\lfloor \frac{n}{2} \right\rfloor.$$ 

Since

$$\left( \begin{array}{cccccccc} 0 & 0 & 0 & 0 & 0 & \ldots & 0 & -\alpha_1^* \\ 0 & 0 & \alpha_2^* & 0 & \alpha_3^* & \ldots & \alpha_{\frac{n}{2}}^* & 0 \\ 0 & -\alpha_2^* & 0 & -\alpha_3^* & 0 & \ldots & 0 & 0 \\ 0 & 0 & \alpha_3^* & 0 & \alpha_4^* & \ldots & 0 & 0 \\ 0 & -\alpha_3^* & 0 & -\alpha_4^* & 0 & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & -\alpha_{\frac{n}{2}}^* & 0 & 0 & 0 & \ldots & 0 & 0 \\ \alpha_1^* & 0 & 0 & 0 & 0 & \ldots & 0 & 0 \end{array} \right) =$$

$$\left( \begin{array}{cccccccc} 0 & 0 & 0 & 0 & 0 & \ldots & 0 & -\alpha_1 \\ 0 & 0 & \alpha_2 & 0 & \alpha_3 & \ldots & \alpha_{\frac{n}{2}} & 0 \\ 0 & -\alpha_2 & 0 & -\alpha_3 & 0 & \ldots & 0 & 0 \\ 0 & 0 & \alpha_3 & 0 & \alpha_4 & \ldots & 0 & 0 \\ 0 & -\alpha_3 & 0 & -\alpha_4 & 0 & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & -\alpha_{\frac{n}{2}} & 0 & 0 & 0 & \ldots & 0 & 0 \\ \alpha_1 & 0 & 0 & 0 & 0 & \ldots & 0 & 0 \end{array} \right) \cdot \varphi$$

$$\varphi$$
for \( \varphi \in \text{Aut}(n_{i,1}) \), then for any \( \psi = (\alpha_1 \nabla_1 + \alpha_2 \nabla_2 + \ldots + \alpha_k \nabla_k) \), we have the action of the automorphism group on the subspace \( \langle \psi \rangle \) as

\[
\langle \alpha_1^* \nabla_1 + \alpha_2^* \nabla_2 + \ldots + \alpha_k^* \nabla_k \rangle
\]

where

\[
\alpha_i^* = \alpha_i a_i^{-1} b_2,
\]

\[
\alpha_k^* = a_k^{2k-3} \left( \sum_{i=2}^{t+1-k} (-1)^i \alpha_{i-2-k} b_i^2 + 2 \sum_{j=k+1}^{t} \sum_{i=1}^{j-k} (-1)^{i+1} \alpha_j b_{i+1} b_{j-i-(2k-3)} \right), \quad 2 \leq k \leq \frac{n}{2}.
\]

It is easy to see that \( \text{Ann}(\psi) \cap Z(n_{i,1}) = 0 \) if and only if \( \alpha_1 \neq 0 \). Let us consider the following cases:

- If \( \alpha_i = 0 \) for all \( i (2 \leq i \leq \frac{n}{2}) \), then \( \alpha_i^* = 0 \) and we have the representative \( \langle \nabla_1 \rangle \).
- If \( \alpha_2 \neq 0 \) and \( \alpha_1 = 0 \) for all \( i (3 \leq i \leq \frac{n}{2}) \), then

\[
\begin{cases}
\alpha_1^* = \alpha_1 a_1^{-1} b_2, \\
\alpha_2^* = a_2 a_1 b_2^2.
\end{cases}
\]

Choosing \( a_1 = 1, b_2 = \frac{a_1}{a_2} \), we have the representative \( \langle \nabla_1 + \nabla_2 \rangle \).

- Now we consider general case. Let \( \alpha_k \neq 0 \) for some \( k \) and \( \alpha_i = 0 \) for all \( i (k+1 \leq i \leq \frac{n}{2}) \). Then choosing \( a_1 = 1, b_2 = \frac{a_1}{a_k} \), and

\[
b_{2t} = -\frac{1}{2a_k b_2} \left( \sum_{i=2}^{t+1} (-1)^i \alpha_{i-1} b_i^2 + 2 \sum_{j=k+1}^{t} \sum_{i=1}^{j-k} (-1)^{i+1} \alpha_j b_{i+1} b_{j-i-(2k-3)} - 2a_k \sum_{i=2}^{t} (-1)^t b_{i+1} b_{2t+1-i} \right),
\]

where \( 2 \leq k \leq \frac{n}{2}, 2 \leq t \leq k-1 \), we have the representative \( \langle \nabla_1 + \nabla_k \rangle \).

It is easy to verify that all previous orbits are different, and we obtain

\[
T_1(n_{i,1}) = \text{Orb}(\nabla_1) \cup \text{Orb}(\nabla_1 + \nabla_2) \cup \text{Orb}(\nabla_1 + \nabla_3) \cup \ldots \cup \text{Orb}(\nabla_1 + \nabla_{\frac{n}{2}}).
\]

Note that for the orbit \( \text{Orb}(\nabla_1) \) corresponds the algebra \((n+1)\)-dimensional naturally graded filiform Lie algebra \( n_{n+1,1} \) and for the orbits \( \text{Orb}(\nabla_1 + \nabla_k) \) correspond the algebras \( L_k \) for \( 2 \leq k \leq \frac{n}{2} \).

Case \( n \) is odd. Let us denote

\[
\nabla_1 = [\Delta_{i,1}] , \quad \nabla_j = \left[ \sum_{i=2}^{j} (-1)^i \Delta_{i,2j+1-i} \right], \quad 2 \leq j \leq \frac{n+1}{2}.
\]

Then for any \( \psi = (\alpha_1 \nabla_1 + \alpha_2 \nabla_2 + \ldots + \alpha_{n+1} \nabla_{\frac{n+1}{2}}) \), we have the action of the automorphism group on the subspace \( \langle \psi \rangle \) as

\[
\langle \alpha_1^* \nabla_1 + \alpha_2^* \nabla_2 + \ldots + \alpha_{n+1}^* \nabla_{\frac{n+1}{2}} \rangle,
\]

where

\[
\alpha_i^* = a_i^{n-2} (\alpha_1 a_i - \alpha_{n+1} a_2), \quad \alpha_{n+1}^* = a_{n+1} a_1^{n-2} b_2,
\]

\[
\alpha_k^* = a_k^{2k-3} \left( \sum_{i=2}^{n+1} (-1)^i \alpha_{i-2-k} b_i^2 + 2 \sum_{j=k+1}^{n+1} \sum_{i=1}^{j-k} (-1)^{i+1} \alpha_j b_{i+1} b_{j-i-(2k-3)} \right), \quad 2 \leq k \leq \frac{n-1}{2},
\]

Note that \( \text{Ann}(\psi^0) \cap Z(n_{i,1}) = 0 \) if and only if \( (\alpha_1, \alpha_{n+1}) \neq (0, 0) \).

- Let \( \alpha_{n+1} \neq 0 \). Then choosing

\[
a_1 = 1, \quad a_2 = \frac{1}{\alpha_{n+1}}, \quad b_2 = \sqrt{\frac{1}{\alpha_{n+1}}},
\]

\[
b_{2t} = -\frac{1}{2\alpha_{n+1} b_2} \left( \sum_{i=2}^{t+1} (-1)^i \alpha_{i-1} b_i^2 + 2 \sum_{j=\frac{n+1}{2}}^{t} \sum_{i=1}^{j-\frac{n+1}{2}} (-1)^{i+1} \alpha_j b_{i+1} b_{j-i-1-(2k-3)} - 2a_{n+1} \sum_{i=2}^{t} (-1)^t b_{i+1} b_{2t+1-i} \right)
\]

where \( 2 \leq t \leq \frac{n+1}{2} \), we have the representative \( \langle \nabla_{\frac{n+1}{2}} \rangle \).

- Let \( \alpha_{n+1} = 0 \), then we consider following cases:

  - If \( \alpha_1 \neq 0 \) and \( \alpha_i = 0 \) for \( 2 \leq i \leq \frac{n-1}{2} \), then by choosing \( a_1 = 1, b_2 = \frac{1}{\alpha_1} \), we have the representative \( \langle \nabla_1 \rangle \).
Proposition 4.1. The proof follows directly from the definition of an automorphism.

- If $\alpha_2 \neq 0$ and $\alpha_i = 0$ for $3 \leq i \leq \frac{n-1}{2}$, then we get

$$\begin{align*}
\alpha_1^* &= \alpha_1 a_1^{n-1} b_2, \\
\alpha_2^* &= \alpha_2 a_1 b_2,
\end{align*}$$

and choosing $a_1 = 1, b_2 = \frac{\alpha_1}{\alpha_2}$, we have the representative $\langle \nabla_1 + \nabla_2 \rangle$.

- If $\alpha_k \neq 0$ for some $2 \leq k \leq \frac{n-1}{2}$ and $\alpha_i = 0$ for $k+1 \leq i \leq \frac{n-1}{2}$. Then choosing $a_1 = 1, b_2 = \frac{\alpha_1}{\alpha_k}$

$$b_{2t} = -\frac{1}{2\alpha_k b_2} \left( \sum_{i=2}^{k+1} (-1)^i \alpha_{k-i+1} b_i^2 + 2 \sum_{j=k+1}^{k-1} (-1)^{j-k} \alpha_{k-j} b_{k-j+1} b_{k-j+2} - 2 \alpha_k \sum_{i=2}^{k-1} (-1)^i b_{i+1} b_{2t-i} \right),$$

where $2 \leq t \leq k-1$, we have the representative $\langle \nabla_1 + \nabla_k \rangle$.

It is easy to verify that all previous orbits are different and we obtain

$$T_1(n_{n,1}) = \text{Orb}(\nabla_1) \cup \text{Orb}(\nabla_1 + \nabla_2) \cup \text{Orb}(\nabla_1 + \nabla_3) \cup \ldots \cup \text{Orb}(\nabla_1 + \nabla_{\frac{n-1}{2}}) \cup \text{Orb}(\nabla_{\frac{n+1}{2}})$$

Note that for the orbit $\text{Orb}(\nabla_{\frac{n+1}{2}})$ corresponds the algebra $Q_{n+1}$ and for the orbits $\text{Orb}(\nabla_1)$ and $\text{Orb}(\nabla_1 + \nabla_k)$ for $2 \leq k \leq \frac{n-1}{2}$ similarly to the case of $n$ is even corresponds the algebras $n_{n+1,1}$ and $L_k$ for $2 \leq k \leq \lfloor \frac{n}{2} \rfloor$.

\[\square\]

4. Extension of solvable Lie algebra with filiform nilradicals of codimension 2

In this section using an algorithm for constructing solvable Lie algebras which is given in Theorem 2.8 we obtain all extensions of solvable Lie algebras whose nilradical is the naturally graded filiform Lie algebras whose codimension is nilradical is maximal. Since the nilpotent algebra $Q_{2n}$ has not a non-split central extension, then the solvable algebra with this nilradical also has not a non-split extension. Thus, it is sufficient to consider extension of solvable Lie algebra $s_{n,2}$

Proposition 4.1. Any automorphism of the algebra $s_{n,2}$ has the following form:

$$\begin{align*}
\phi(x_1) &= x_1 + \beta e_1 + \sum_{k=3}^{n} \left( (k-2) b_k + \beta b_{k-1} \right) e_k, \\
\phi(x_2) &= x_2 + \sum_{k=2}^{n} b_k e_k, \\
\phi(e_1) &= \alpha_1 e_1 + \alpha_1 \sum_{k=3}^{n} b_{k-1} e_k, \\
\phi(e_i) &= \alpha_1^{i-2} \alpha_2 e_i + \alpha_1^{-2} \alpha_2 \sum_{k=3}^{n+2-i} \frac{(-1)^{k} b_{k-2} b_{n+2-k}}{(k-2)!} e_{i-2+k}, \quad 2 \leq i \leq n.
\end{align*}$$

Proof. The proof follows directly from the definition of an automorphism. \[\square\]

Now we give the description of $Z^2(s_{n,2}, \theta, \mathbb{C})$, i.e., 2-cocycle on $s_{n,2}$ with respect to $\theta$ with one-dimensional abelian algebra $\mathbb{C} = \{e_{n+1}\}$. Since we consider $\theta : s_{n,2} \rightarrow \text{End}(\mathbb{C})$ with condition $\ker \theta \supset n_{n,1}$, we obtain that

$$\theta(x_1)(e_{n+1}) = \alpha e_{n+1}, \quad \theta(x_2)(e_{n+1}) = \beta e_{n+1}.$$ 

Proposition 4.2. Any element $\psi \in Z^2(s_{n,2}, \theta, \mathbb{C})$ is formed by the following:

1) If $(\alpha, \beta) = (1-n, -1)$, then

| $\psi(x_1, x_2)$ | $b_{1,2}$, |
|------------------|-------------|
| $\psi(x_1, e_1)$ | $(n-2) b_{2,3}$, |
| $\psi(x_1, e_{j+1})$ | $(j-n) b_{3,j+2}$, |

2) If $(\alpha, \beta) = (2-n, -2)$, then

| $\psi(x_1, x_2)$ | $b_{1,2}$, |
|------------------|-------------|
| $\psi(x_1, e_1)$ | $\alpha_1^{-2} b_{2,3}$, |
| $\psi(x_2, e_1)$ | $b_{2,3}$, |
| $\psi(x_1, e_{j+1})$ | $(j-2) b_{2,j+2}$, |
| $\psi(e, e_{j-1})$ | $-b_{2,j+2}$, |

Note that in case of $n$ is even, $b_{4,n+2} = 0$. 

3) If \((\alpha, \beta) \neq (1 - n, -1)\) and \((\alpha, \beta) \neq (2 - n, -2)\), then
\[
\psi(x_1, x_2) = b_{1,2}, \quad \psi(x_1, e_1) = (1 + \alpha)b_{2,3}, \quad \psi(x_2, e_1) = \beta b_{2,3}, \\
\psi(x_1, e_2) = \alpha b_{2,4}, \quad \psi(x_2, e_2) = (1 + \beta)b_{2,4}, \\
\psi(x_1, e_j) = (j - 2 + \alpha)b_{2,j+2}, \quad \psi(x_2, e_j) = (1 + \beta)b_{2,j+2}, \quad \psi(e_1, e_{j-1}) = b_{2,j+2}, \quad 3 \leq j \leq n.
\]

Proof. For any \(\psi \in Z^2(s_{n,2}, \theta, \mathbb{C})\) denote by
\[
\psi(x_1, x_2) = b_{1,2}, \quad \psi(x_1, e_j) = b_{1,j+2}, \quad \psi(x_2, e_j) = b_{2,j+2}, \quad 1 \leq j \leq n, \\
\psi(e_i, e_j) = b_{i+2,j+2}, \quad 1 \leq i, j \leq n.
\]

From the condition of a 2-cocycle by straightforward computation we have the following restrictions
\[
\begin{align*}
&\begin{cases}
    b_{i,j} = -b_{i+1,j-1}, & 4 \leq i \leq n + 1, \quad i + 1 \leq j \leq n + 2, \\
    b_{i,n+2} = 0, & 5 \leq i \leq n - 1, \\
    \beta b_{1,3} = (1 + \alpha)b_{2,3}, & \\
    (1 + \beta)b_{1,j+2} = (j - 2 + \alpha)b_{2,j+2}, & 2 \leq j \leq n, \\
    b_{1,j+3} = ((j - 1) + \alpha)b_{3,j+2}, & 2 \leq j \leq n - 1, \\
    b_{2,j+3} = (1 + \beta)b_{3,j+2}, & 2 \leq j \leq n - 1, \\
    (n - 1 + \alpha)b_{3,n+2} = 0, & \\
    (i + j - 6 + \alpha)b_{i,j+2} = 0, & 4 \leq i \leq n + 1, \quad i - 1 \leq j \leq n, \\
    (1 + \beta)b_{3,n+2} = 0, & \\
    (2 + \beta)b_{i,j+2} = 0, & 4 \leq i \leq n + 1, \quad 3 \leq j \leq n.
\end{cases}
\end{align*}
\]

Since \(b_{i,j} = -b_{i+1,j-1}\), for \(4 \leq i \leq n + 1, i + 1 \leq j \leq n + 2\), we have that:

- If \(n\) is even, then \(b_{4,n+2} = -b_{5,n+1} = \ldots = b_{\frac{n}{2} + 3, \frac{n}{2} + 3} = 0\).
- If \(n\) is odd, then \(b_{4,n+2} = -b_{5,n+1} = \ldots = b_{\frac{n+1}{2}, \frac{n+1}{2} + \frac{n+1}{2}} = -b_{\frac{n+1}{2}, \frac{n+1}{2} + \frac{n+1}{2}}\).

Thus, in case of \(n\) is even, we have that \(b_{i,n+6-i} = 0\) for \(4 \leq i \leq \frac{n}{2} + 3\). Moreover, if \((\alpha, \beta) = (1 - n, -1)\), then we additionally have
\[
\begin{align*}
&\begin{cases}
    b_{1,3} = (n - 2)b_{2,3}, \\
    b_{1,j} = (j - 3 - n)b_{3,j-1}, & 5 \leq j \leq n + 2, \\
    b_{2,j+2} = 0, & 2 \leq j \leq n, \\
    b_{i,j+2} = 0, & 4 \leq i \leq n + 1, \quad 3 \leq j \leq n.
\end{cases}
\end{align*}
\]

If \((\alpha, \beta) = (2 - n, -2)\), then
\[
\begin{align*}
&\begin{cases}
    b_{1,3} = \frac{n-3}{2}b_{2,3}, \\
    b_{1,j} = (n + 2 - j)b_{2,j}, & 4 \leq j \leq n + 2, \\
    b_{3,j-1} = -b_{2,j}, & 5 \leq j \leq n + 2, \\
    b_{3,n+2} = 0, \\
    b_{i,j} = 0, & 4 \leq i \leq n + 1, \quad i + 1 \leq j \leq n + 2, \quad i + j \neq n + 6.
\end{cases}
\end{align*}
\]

Note that in case of \(n\) is even, \(b_{4,n+2}\) is also equal to zero.

If \((\alpha, \beta) \neq (1 - n, -1)\) and \((\alpha, \beta) \neq (2 - n, -2)\), then
\[
\begin{align*}
&\begin{cases}
    \beta b_{1,3} = (1 + \alpha)b_{2,3}, \\
    (1 + \beta)b_{1,j} = (j - 4 + \alpha)b_{2,j}, & 4 \leq j \leq n + 2, \\
    b_{2,j} = (1 + \beta)b_{3,j-1}, & 5 \leq j \leq n + 2, \\
    b_{3,n+2} = 0, \\
    b_{i,j+2} = 0, & 4 \leq i \leq n + 1, \quad i - 1 \leq j \leq n.
\end{cases}
\end{align*}
\]

\(\square\)
Now we determine the elements of the space $B^2(\mathfrak{s}_{n,2}, \theta, \mathbb{C})$. Putting
\[ f(x_1) = c_1 e_{n+1}, \quad f(x_2) = c_2 e_{n+1}, \quad f(e_i) = c_{i+2} e_{n+1}, \quad 3 \leq i \leq n, \]
for any automorphism $\phi \in \text{Aut}(\mathfrak{s}_{n,2})$ considering
\[ df(y, z) = f([y, z]) + \theta(\phi(z))(f(y)) - \theta(\phi(y))(f(z)) \]
we have
\[
\begin{align*}
  df(x_1, x_2) &= \beta c_1 - \alpha c_2, \\
  df(x_1, e_1) &= -(1 + \alpha)c_1, \\
  df(x_1, e_j) &= -\alpha c_4, \\
  df(x_1, e_j) &= -(j - 2 + \alpha)c_{j+2}, \quad 3 \leq j \leq n, \\
  df(x_2, e_1) &= -\beta e_3, \\
  df(x_2, e_j) &= -(1 + \beta)c_{j+2}, \quad 2 \leq j \leq n, \\
  df(e_1, e_j) &= -c_{j+3}, \quad 2 \leq j \leq n - 1.
\end{align*}
\]

It is not difficult to see that in cases of
- $(\alpha, \beta) \neq (1 - n, -1)$ and $(\alpha, \beta) \neq (2 - n, -2),$
- $(\alpha, \beta) = (2 - n, -2)$ and $n$ is even,
we have $\text{Ann}(\psi^0) \cap Z(n_{n,1}) = \{e_n\} \neq 0$. Therefore, to get a non-split extension of the solvable Lie algebra $\mathfrak{s}_{n,2}$ it is enough to consider the cases $(\alpha, \beta) = (1 - n, -1)$ and $(\alpha, \beta) = (2 - n, -2), n$ is odd.

In this two cases we have $\dim Z^2(\mathfrak{s}_{n,2}, \theta, \mathbb{C}) = n + 2$, $\dim B^2(\mathfrak{s}_{n,2}, \theta, \mathbb{C}) = n + 1$ which implies $\dim H^2(\mathfrak{s}_{n,2}, \theta, \mathbb{C}) = 1$ and a basis of $H^2(\mathfrak{s}_{n,2}, \theta, \mathbb{C})$ is formed by the following cocycle
\[
H^2(\mathfrak{s}_{n,2}, \theta, \mathbb{C}) = \langle \psi \rangle, \quad \psi(e_n, e_1) = e_{n+1}, \quad (\alpha, \beta) = (1 - n, -1),
\]
\[
H^2(\mathfrak{s}_{n,2}, \theta, \mathbb{C}) = \langle \psi \rangle, \quad \psi(e_{n+2-i}, e_i) = (-1)^i e_{n+1}, \quad 2 \leq i \leq \frac{n+1}{2}, \quad (\alpha, \beta) = (2 - n, -2).
\]

Now define new products of the extension algebra $\widetilde{L} = \mathfrak{s}_{n,2} \oplus \{e_{n+1}\}$. In case of $(\alpha, \beta) = (1 - n, -1)$ we have
\[
\begin{align*}
  [e_n, e_1] &= \psi(e_n, e_1) = e_{n+1}, \\
  [e_{n+1}, x_1] &= -\theta(x_1)e_{n+1} = (n-1)e_{n+1}, \\
  [e_{n+1}, x_2] &= -\theta(x_2)e_{n+1} = e_{n+1}.
\end{align*}
\]

In the case of $(\alpha, \beta) = (2 - n, -2)$ and $n$ is odd we have the following new products
\[
\begin{align*}
  [e_{n+2-i}, e_i] &= \psi(e_{n+2-i}, e_i) = (-1)^i e_{n+1}, \quad 2 \leq i \leq \frac{n+1}{2}, \\
  [e_{n+1}, x_1] &= -\theta(x_1)e_{n+1} = (n-2)e_{n+1}, \\
  [e_{n+1}, x_2] &= -\theta(x_2)e_{n+1} = 2e_{n+1}.
\end{align*}
\]

Therefore, we get the following main result of this Section.

**Theorem 4.3.** Let $\widetilde{L}$ be an extension of the solvable Lie algebra $\mathfrak{s}_{n,2}$, then $\dim(\widetilde{L}) = \dim(\mathfrak{s}_{n,2}) + 1$ and $\widetilde{L}$ is isomorphic to one of the algebras $\mathfrak{s}_{n+1,2}$ and $\mathfrak{t}_{n+1,2}$.

Note that the algebra $\mathfrak{t}_{n+1,2}$ appears only in case of $n$ is odd, i.e., in case of $n$ is even there exists only one extension $\mathfrak{s}_{n+1,2}$.

5. EXTENSION OF SOLVABLE LIE ALGEBRA WITH FILIFORM NILRADICALS OF CODIMENSION 1

In this section we obtain all one-dimensional extensions of solvable Lie algebras
\[
\mathfrak{s}^1_{n,1}(\beta), \quad \mathfrak{s}^2_{n,1}, \quad \mathfrak{s}^3_{n,1}, \quad \mathfrak{s}^4_{n,1}(\alpha_3, \alpha_4, \ldots, \alpha_{n-1}).
\]

First, we give the description of the group of automorphisms of these algebras.

**Proposition 5.1.** Any automorphism of the algebra $\mathfrak{s}^1_{n,1}(\beta)$ has the following form:
\[
\phi(x) = x + a_1 e_1 + \frac{1}{b_1} \sum_{k=2}^{n-1} (\beta + k - 2)b_{k+1} e_k + a_n e_n, \quad \phi(e_1) = b_1 e_1 + \sum_{k=3}^{n} b_k e_k,
\]
\[
\phi(e_2) = c_{2} \sum_{k=2}^{n} \frac{(-1)^k}{(k-2)!} k^{k-2} e_k, \quad \phi(e_i) = b_1^{i-2} c_{2} \sum_{k=i}^{n} \frac{(-1)^{k-i}}{(k-i)!} k^{k-i-2} e_k, \quad 3 \leq i \leq n.
\]
Any automorphism of the algebra $\mathfrak{g}^2_{n,1}$ has the following form:

$$
\phi(x) = x + \sum_{k=2}^{n} a_k e_k, \quad \phi(e_1) = b_1 e_1 + b_1 \sum_{k=3}^{n} a_{k-1} e_k,
$$

$$
\phi(e_2) = \sum_{k=2}^{n} c_k e_k, \quad \phi(e_i) = b_1^{-1} \sum_{k=1}^{n} c_{k-i+2} e_k, \quad 3 \leq i \leq n.
$$

Any automorphism of the algebra $\mathfrak{g}^3_{n,1}$ has the following form:

$$
\phi(x) = x + \sum_{k=1}^{n} a_k e_k, \quad \phi(e_1) = \sum_{k=1}^{n} b_k e_k,
$$

$$
\phi(e_i) = b_1^{-1} \sum_{k=1}^{n} (-1)^{k+2-i} \frac{a_k}{(k-i)!} e_k, \quad 2 \leq i \leq n.
$$

Any automorphism of the algebra $\mathfrak{g}^4_{n,1}(\alpha_3, \alpha_4, \ldots, \alpha_{n-1})$ has the following form:

$$
\phi(x) = x + \sum_{k=2}^{n-1} \left( b_{k+1} + \sum_{l=3}^{k-1} \alpha_l b_{k+2-l} \right) e_k + a_n e_n,
$$

$$
\phi(e_1) = e_1 + \sum_{k=3}^{n} b_k e_k, \quad \phi(e_i) = \sum_{k=i}^{n} c_{k+2-i} e_k, \quad 2 \leq i \leq n.
$$

**Proof.** The proof follows directly from the definition of an automorphism. \(\square\)

Now we give the description of 2-cocycles with respect to $\theta$ of these solvable Lie algebras with one-dimensional abelian algebra $\mathbb{C} = \{e_{n+1}\}$. Note that a basis of these algebras is $\{x, e_1, e_2, \ldots, e_n\}$ and the nilradical is $\mathfrak{n}_{n,1} = \{e_1, e_2, \ldots, e_n\}$. Thus, we have that

$$
\theta(x)(e_{n+1}) = \gamma e_{n+1}, \quad \theta(e_i)(e_{n+1}) = 0, \quad 1 \leq i \leq n.
$$

**Proposition 5.2.** Any element $\psi \in Z^2(\mathfrak{g}_{n,1}(\beta), \theta, \mathbb{C})$ is formed by the following:

1) If $\gamma = 1 - n - \beta$ and $\beta = n + 2 - 2k$ for some $k$ $(2 \leq k \leq \left\lfloor \frac{n+1}{2} \right\rfloor)$, then

$$
\psi(x, e_1) = b_{1,2}, \quad \psi(x, e_2) = b_{1,3},
$$

$$
\psi(e_1, e_{j-1}) = b_{2,j}, \quad \psi(x, e_j) = (j - 1 - n)b_{2,j}, \quad 3 \leq j \leq n,
$$

$$
\psi(e_1, e_n) = b_{2,n+1}, \quad \psi(e_1, e_{2k+1-i}) = (-1)^{i} b_{3,2k}, \quad 2 \leq i \leq k.
$$

2) If $\gamma = 1 - n - \beta$ and $\beta \neq n + 2 - 2k$ for any $k$ $(2 \leq k \leq \left\lfloor \frac{n+1}{2} \right\rfloor)$, then

$$
\psi(x, e_1) = b_{1,2}, \quad \psi(x, e_2) = b_{1,3},
$$

$$
\psi(e_1, e_{j-1}) = b_{2,j}, \quad \psi(x, e_j) = (j - 1 - n)b_{2,j}, \quad 3 \leq j \leq n,
$$

$$
\psi(e_1, e_n) = b_{2,n+1}.
$$

3) If $\gamma = 2 - n - 2\beta$ and $\beta \neq 1$, then

$$
\psi(x, e_1) = b_{1,2}, \quad \psi(x, e_2) = b_{1,3},
$$

$$
\psi(e_1, e_{j-1}) = b_{2,j}, \quad \psi(x, e_j) = (j - n - \beta)b_{2,j}, \quad 3 \leq j \leq n,
$$

$$
\psi(e_1, e_{n+2-i}) = (-1)^{i} b_{3,n+1}, \quad 2 \leq i \leq \left\lfloor \frac{n+1}{2} \right\rfloor.
$$

4) If $\gamma \neq 1 - n - \beta$, $\gamma \neq 2 - n - 2\beta$ and $\beta = \frac{3-2k-\gamma}{2}$ for some $k$ $(2 \leq k \leq \left\lfloor \frac{n}{2} \right\rfloor)$, then

$$
\psi(x, e_1) = b_{1,2}, \quad \psi(x, e_2) = b_{1,3},
$$

$$
\psi(e_1, e_{j-1}) = b_{2,j}, \quad \psi(x, e_j) = (j - 3 + \beta + \gamma)b_{2,j}, \quad 3 \leq j \leq n,
$$

$$
\psi(e_1, e_{2k+1-i}) = (-1)^{i} b_{3,2k}, \quad 2 \leq i \leq k.
$$

5) If $\gamma \neq 1 - n - \beta$, $\gamma \neq 2 - n - 2\beta$ and $\beta \neq \frac{3-2k-\gamma}{2}$ for any $k$ $(2 \leq k \leq \left\lfloor \frac{n}{2} \right\rfloor)$, then

$$
\psi(x, e_1) = b_{1,2}, \quad \psi(x, e_2) = b_{1,3},
$$

$$
\psi(e_1, e_{j-1}) = b_{2,j}, \quad \psi(x, e_j) = (j - 3 + \beta + \gamma)b_{2,j}, \quad 3 \leq j \leq n.
$$

Note that in case of $n$ is even $b_{3,n+1} = 0$. 
Proof. For any $\psi \in Z^2(\mathfrak{g}_{n,1}(\beta), \theta, \mathbb{C})$ denote by 
\[
\psi(x,e_j) = b_{1,j+1}, \quad 1 \leq j \leq n, \quad \psi(e_i,e_j) = b_{i+1,j+1}, \quad 1 \leq i, j \leq n.
\]
From the condition of a 2-cocycle by straightforward computation we have the following restrictions
\[
\begin{cases}
 b_{i,j} = -b_{i+1,j-1}, & 3 \leq i \leq n-2, \quad i + 3 \leq j \leq n + 1, \\
 b_{i,j} = (j - 3 + \beta + \gamma)b_{2,j-1}, & 4 \leq j \leq n + 1, \\
 (i + j - 6 + 2\beta + \gamma)b_{i,j} = 0, & 3 \leq i \leq n, \quad i + 1 \leq j \leq n + 1, \\
 b_{i,i+2} = 0, & 3 \leq i \leq n - 1, \\
 b_{n,n+1} = 0, & 4 \leq i \leq n, \\
 (n - 1 + \beta + \gamma)b_{2,n+1} = 0.
\end{cases}
\]
Since $b_{i,j} = -b_{i+1,j-1}$ for $3 \leq i \leq n - 2$, $i + 3 \leq j \leq n + 1$, we have that
- If $n$ is even, then $b_{3,n+1} = -b_{4,n} = \ldots = b_{\frac{n}{2}+2,\frac{n}{2}+2} = 0$,
- If $n$ is odd, then $b_{3,n+1} = -b_{4,n} = \ldots = b_{\frac{n+1}{2},\frac{n+1}{2}} = -b_{\frac{n+3}{2},\frac{n+3}{2}}$.

Thus, in the case of $n$ is even, we have that $b_{i,n+4-i} = 0$ for $3 \leq i \leq \frac{n}{2} + 2$. Moreover, we additionally have following subcases:

1. If $\gamma = 1 - n - \beta$ and $\beta = n + 2 - 2k$ for some $k$ ($2 \leq k \leq \left\lfloor \frac{n+1}{2} \right\rfloor$), then we get
\[
\begin{cases}
 b_{1,i} = (i - 2 - n)b_{2,i-1}, & 4 \leq i \leq n + 1, \\
 b_{i,j} = 0, & 3 \leq i \leq n, \quad i + 1 \leq j \leq n + 1, \quad i + j \neq 2k + 3, \\
 b_{i+1,2k+2-i} = (-1)^i b_{3,2k}, & 2 \leq i \leq k.
\end{cases}
\]

2. If $\gamma = 1 - n - \beta$ and $\beta \neq n + 2 - 2k$ for any $k$ ($2 \leq k \leq \left\lfloor \frac{n+1}{2} \right\rfloor$), then we have
\[
\begin{cases}
 b_{1,i} = (i - 2 - n)b_{2,i-1}, & 4 \leq i \leq n + 1, \\
 b_{i,j} = 0, & 3 \leq i \leq n, \quad i + 1 \leq j \leq n + 1.
\end{cases}
\]

3. If $\gamma = 2 - n - 2\beta$ and $\beta \neq 1$, then
\[
\begin{cases}
 b_{1,i} = (i - 1 - n - \beta)b_{2,i-1}, & 4 \leq j \leq n + 1, \\
 b_{2,n+1} = 0, \\
 b_{i,j} = 0, & 3 \leq i \leq n, \quad i + 1 \leq j \leq n + 1, \quad i + j \neq n + 4.
\end{cases}
\]

4. If $\gamma \neq 1 - n - \beta$, $\gamma \neq 2 - n - 2\beta$ and $\beta = \frac{3-2k-\gamma}{2}$ for some $k$ ($2 \leq k \leq \left\lfloor \frac{n}{2} \right\rfloor$), then we have
\[
\begin{cases}
 b_{1,j} = (i - 3 + \beta + \gamma)b_{2,j-1}, & 4 \leq j \leq n + 1, \\
 b_{2,n+1} = 0, \\
 b_{i,j} = 0, & 3 \leq i \leq n, \quad i + 1 \leq j \leq n + 1, \quad i + j \neq 2k + 3, \\
 b_{i+1,2k+2-i} = (-1)^i b_{3,2k}, & 2 \leq i \leq k.
\end{cases}
\]

5. If $\gamma \neq 1 - n - \beta$, $\gamma \neq 2 - n - 2\beta$ and $\beta \neq \frac{3-2k-\gamma}{2}$ for any $k$ ($2 \leq k \leq \left\lfloor \frac{n}{2} \right\rfloor$), then we have
\[
\begin{cases}
 b_{1,j} = (i - 3 + \beta + \gamma)b_{2,j-1}, & 4 \leq j \leq n + 1, \\
 b_{2,n+1} = 0, \\
 b_{i,j} = 0, & 3 \leq i \leq n, \quad i + 1 \leq j \leq n + 1.
\end{cases}
\]

Now we determine the space of 2-coboundaries with respect to $\theta$. Putting
\[
f(x) = c_0 e_{n+1}, \quad f(e_i) = c_i e_{n+1}, \quad 1 \leq i \leq n
\]
for any automorphism $\phi \in \text{Aut}(\mathfrak{g}_{n,1}(\beta))$ considering
\[
df(y,z) = f((y,z)) + \theta(\phi(z))(f(y)) - \theta(\phi(y))(f(z))\]
we have
\[
\begin{align*}
    df(x, e_1) &= -(1 + \gamma)c_1, \\
    df(x, e_i) &= -(i - 2 + \beta + \gamma)c_i, \quad 2 \leq i \leq n, \\
    df(e_1, e_i) &= -c_{i+1}, \quad 2 \leq i \leq n - 1.
\end{align*}
\]

Thus, we get
\[
\dim B^2(s_{n,1}^1(\beta), \theta, \mathbb{C}) = \begin{cases} 
    n & \text{if } \gamma \neq -1, \\
    n - 1 & \text{if } \gamma = -1.
\end{cases}
\]

It is not difficult to see that to get a non-split extension of the solvable Lie algebra \( s_{n,1}^1(\beta) \) it is enough to consider the cases \( \gamma = 1 - n - \beta \) and \( \gamma = 2 - n - 2\beta \), \( n \) is odd. In these cases we have the followings

1. If \( \gamma = 1 - n - \beta \) and \( \beta = n + 2 - 2k \) for some \( k \) \( (2 \leq k \leq \left\lfloor \frac{n+1}{2} \right\rfloor) \), then
   \[
   H^2(s_{n,1}^1(\beta), \theta, \mathbb{C}) = \langle [\Delta_{n+1,2}], \left[ \sum_{i=2}^{k} (-1)^i \Delta_{i+1,2k+2-i} \right] \rangle.
   \]

2. If \( \gamma = 1 - n - \beta \) and \( \beta \neq n + 2 - 2k \) for any \( k \) \( (2 \leq k \leq \left\lfloor \frac{n+1}{2} \right\rfloor) \), then
   \[
   H^2(s_{n,1}^1(\beta), \theta, \mathbb{C}) = \langle [\Delta_{n+1,2}] \rangle.
   \]

3. If \( \gamma = 2 - n - 2\beta \), \( \beta \neq -1 \), \( \gamma \neq -1 \), \( n \) is odd, then
   \[
   H^2(s_{n,1}^1(\beta), \theta, \mathbb{C}) = \langle \left[ \sum_{i=3}^{\frac{n+1}{2}} (-1)^i \Delta_{i,n+4-i} \right] \rangle.
   \]

4. If \( \gamma = -1, \beta = \frac{3-n}{2}, n \) is odd, then
   \[
   H^2(s_{n,1}^1(\beta), \theta, \mathbb{C}) = \langle [\Delta_{1,2}], \left[ \sum_{i=3}^{\frac{n+1}{2}} (-1)^i \Delta_{i,n+4-i} \right] \rangle.
   \]

Here for bilinear form \( \Delta_{i,j} \) we use the denotation similarly in Section 3, respect to the basis \( \{x, e_1, e_2, \ldots, e_n\} \).

**Theorem 5.3.** Let \( \widetilde{L} \) be a one-dimensional extension of the solvable Lie algebra \( s_{n,1}^1(\beta) \), then \( \widetilde{L} \) is isomorphic to one of the following algebras
\[
s_{n+1,1}^1(\beta), \quad \tau_{n+1,1}^1(\beta), \quad \tau_{n+1,1}^2
\]
and
\[
\widetilde{L}_k (2 \leq k \leq \left\lfloor \frac{n}{2} \right\rfloor): \begin{align*}
    [e_i, e_1] &= e_{i+1}, & 2 \leq i \leq n, \\
    [e_i, e_{2k+1-i}] &= (-1)^i e_{n+1}, & 2 \leq i \leq k, \\
    [e_1, x] &= e_1, \\
    [e_i, x] &= (n + i - 2k)e_k, & 2 \leq i \leq n + 1.
\end{align*}
\]

**Proof.** (1) Let \( \gamma = 1 - n - \beta \) and \( \beta = n + 2 - 2k \) for some \( 2 \leq k \leq \left\lfloor \frac{n+1}{2} \right\rfloor \). Denote by
\[
\nabla_1 = [\Delta_{n+1,2}], \quad \nabla_k = \left[ \sum_{i=2}^{k} (-1)^i \Delta_{i+1,2k+2-i} \right].
\]

Then any \( \psi = \langle \delta_1 \nabla_1 + \delta_k \nabla_k \rangle \), acts on the subspace \( \langle \delta_1 \nabla_1 + \delta_k \nabla_k \rangle \) by action of the automorphism group as
\[
\begin{align*}
    \delta_1^* &= \delta_1 c_2 b_1^{n-1}, & \delta_2^* &= \delta_k c_2 b_1^{2k-3} & \text{if } k < \frac{n+1}{2}, \\
    \delta_1^* &= c_2 b_1^{n-3} (\delta_1 b_1 + \delta_2 b_2^{n-2}), & \delta_k^* &= \delta_k c_2 b_1^{2k-2} & \text{if } k = \frac{n+1}{2}.
\end{align*}
\]

Note that in case of \( k < \frac{n+1}{2} \) we have \( \text{Ann}(\psi^0) \cap Z(n_{n,1}) = 0 \) if and only if \( \delta_1 \neq 0 \). Thus, we have

- If \( \delta_k = 0 \), then \( \delta_1^* = 0 \) and we have the representative \( \langle \nabla_1 \rangle \) and obtain the algebra \( s_{n+1,1}^1(\beta) \) for \( \beta = n + 2 - 2k \).
- If \( \delta_k \neq 0 \), then choosing by \( b_1 = 1, c_2 = \frac{\delta_k}{\delta_1} \), we have the representative \( \langle \nabla_1 + \nabla_k \rangle \) obtain the algebra \( \widetilde{L}_k, 2 \leq k \leq \left\lfloor \frac{n}{2} \right\rfloor \).
In case of $k = \frac{n+1}{2}$ (where $n$ is odd) we have that $\beta = 1$ and

- If $\delta_{\frac{n+1}{2}} = 0$, then $\delta_{\frac{n+1}{2}} = 0$ and we have the representative $\langle \nabla_1 \rangle$ and obtain the algebra $s^1_{n+1,1}(\beta)$ for $\beta = 1$.

- If $\delta_{\frac{n+1}{2}} \neq 0$, then choosing by $b_{\frac{n+1}{2}} = -\frac{\delta_{\frac{n+1}{2}}}{\delta_{\frac{n+1}{2}}}$, we have the representative $\langle \nabla_{\frac{n+1}{2}} \rangle$ and obtain the algebra $s^1_{n+1,1}(\beta)$ for $\beta = 1$.

(2) Let $\gamma = 1 - n - \beta$ and $\beta \neq n + 2 - 2k$ for any $2 \leq k \leq \lceil \frac{n+1}{2} \rceil$. Then we have only one orbit $\langle \Delta_{n+2}, \nabla_1 \rangle$ and obtain the algebra $s^1_{n+1,1}(\beta)$ for $\beta \neq n + 2 - 2k$.

(3) Let $\gamma = 2 - n - 2\beta$, $\beta \neq 1$ and $\gamma \neq -1$. Then we have the orbit

$$\left\langle \left[ \sum_{i=3}^{\lceil \frac{n+1}{2} \rceil} (-1)^i \Delta_{i,n+4-i} \right] \right\rangle$$

and obtain the algebra $s^1_{n+1,1}(\beta)$ for $\beta \neq 1$.

(4) Let $\gamma = -1$, $\beta = \frac{3-n}{2}$. Then denote by

$$\nabla_1 = [\Delta_{2,1}], \quad \nabla_2 = \left[ \sum_{i=3}^{\lceil \frac{n+1}{2} \rceil} (-1)^i \Delta_{i,n+4-i} \right].$$

Then any $\psi = \langle \delta_1 \nabla_1 + \delta_2 \nabla_2 \rangle$, acts on the subspace $\langle \delta_1^* \nabla_1 + \delta_2^* \nabla_2 \rangle$ by action of the automorphism group as

$$\delta_1^* = \delta_1 b_{1,1}, \quad \delta_2^* = \delta_2 c_2^2 b_{1,1}^{-1}.$$

If $\delta_1 = 0$, then we have the orbit $\langle \nabla_2 \rangle$ and obtain the algebra $s^1_{n+1,1}(\beta)$ for $\beta = \frac{3-n}{2}$.

If $\delta_1 \neq 0$, then we have the orbit $\langle \nabla_1 + \nabla_2 \rangle$ and obtain the algebra $s^2_{n+1,1}$. $\square$

Similar to the above, we give the description of $Z^2(s^2_{n,1}, \theta, C)$, i.e., 2-cocycles with respect to $\theta$ with one-dimensional abelian algebra $C = \{e_{n+1}\}$.

**Proposition 5.4.** Any element $\psi \in Z^2(s^2_{n,1}, \theta, C)$ is formed by the following:

1) If $\gamma = -1$, then

$$\psi(x, e_1) = b_{1,2}, \quad \psi(x, e_2) = b_{1,3}, \quad \psi(e_1, e_j) = b_{2,j+1}, \quad 2 \leq j \leq n.$$

2) If $\gamma = -2$, then

$$\psi(x, e_1) = b_{1,2}, \quad \psi(x, e_2) = b_{1,3}, \quad \psi(e_1, e_j) = b_{2,j+1}, \quad \psi(x, e_j) = -b_{2,j}, \quad 3 \leq j \leq n,$$

$$\psi(e_1, e_{2k+1-i}) = (-1)^i b_{3,2k}, \quad 2 \leq k \leq \lceil \frac{n+1}{2} \rceil, \quad 2 \leq i \leq k.$$

Note that in case of $n$ is even $b_{3,n+1} = 0$.

3) If $\gamma \neq -1$ and $\gamma \neq -2$, then

$$\psi(x, e_1) = b_{1,2}, \quad \psi(x, e_2) = b_{1,3}, \quad \psi(e_1, e_j) = b_{2,j}, \quad \psi(x, e_j) = (1 + \gamma)b_{2,j}, \quad 3 \leq j \leq n.$$

**Proof.** The proof is similar to the Proposition 5.2. $\square$

Now we determine the space of 2-coboundaries with respect to $\theta$. Putting

$$f(x) = c_i e_{n+1}, \quad f(e_i) = c_i e_{n+1}, \quad 1 \leq i \leq n$$

for any automorphism $\phi \in \text{Aut}(s^2_{n,1})$ considering

$$df(y, z) = f([y, z]) + \theta(\phi(z))(f(y)) - \theta(\phi(y))(f(z))$$

we have

$$df(x, e_1) = -\gamma c_1, \quad df(x, e_i) = -(1 + \gamma)c_i, \quad 2 \leq i \leq n, \quad df(e_1, e_i) = -c_{i+1}, \quad 2 \leq i \leq n - 1.$$
It is not difficult to see that in cases of $\gamma \neq -1$, $\gamma \neq -2$, and $\gamma = -2$, $n$ is even, we have $\text{Ann}(\psi^0) \cap Z(n_{n,1}) = \{e_n\} \neq 0$. Therefore, to get a non-split extension of the solvable Lie algebra $s_{n,1}^2$ it is enough to consider the cases $\gamma = -1$ and $\gamma = -2$, $n$ is odd.

In the first case we have $\dim Z^2(s_{n,1}^2, \theta, \mathbb{C}) = n + 1$, $\dim B^2(s_{n,1}^2, \theta, \mathbb{C}) = n - 1$ which implies $\dim H^2(s_{n,1}^2, \theta, \mathbb{C}) = 2$ and a basis of $H^2(s_{n,1}^2, \theta, \mathbb{C})$ is formed by the following cocycles

$$H^2(s_{n,1}^2, \theta, \mathbb{C}) = \langle [\Delta_{3,1}], [\Delta_{n+1,2}] \rangle, \quad \gamma = -1.$$ 

In second case we have $\dim Z^2(s_{n,1}^2, \theta, \mathbb{C}) = \frac{n-1}{2}$, $\dim B^2(s_{n,1}^2, \theta, \mathbb{C}) = n$ which implies $\dim H^2(s_{n,1}^2, \theta, \mathbb{C}) = \frac{n^2 - 1}{2}$ and a basis of $H^2(s_{n,1}^2, \theta, \mathbb{C})$ is formed by the following cocycles

$$H^2(s_{n,1}^2, \theta, \mathbb{C}) = \left\{ \sum_{i=2}^{k} (-1)^i \Delta_{i+1,2k+2-i} \right\}, \quad 2 \leq k \leq \frac{n+1}{2}, \quad \gamma = -2.$$

**Theorem 5.5.** Let $\bar{L}$ be a one-dimensional extension of the solvable Lie algebra $s_{n,1}^2$, then $\bar{L}$ is isomorphic to the following algebras

$$s_{n+1,1}^2, \quad s_{n+1,1}^4(0, 0, \ldots, 0, 1), \quad \tau_{n+1}^3(0, 0, \ldots, 0).$$

**Proof.** Let $\gamma = -1$. Denote by $\nabla_1 = [\Delta_{3,1}], \nabla_2 = [\Delta_{n+1,2}]$, then for any $\psi = \delta_1 \nabla_1 + \delta_2 \nabla_2$, we have the action of the automorphism group on the subspace $\langle \psi \rangle$ as $\langle \delta_1 \nabla_1 + \delta_2 \nabla_2 \rangle$, where

$$\delta_1 = \delta_1 c_2, \quad \delta_2 = \delta_2 b_1^{n-1} c_2.$$ 

It is easy to see that $\text{Ann}(\psi^0) \cap Z(n_{n,1}) = 0$ if and only if $\delta_2 \neq 0$. Let us consider the following cases:

- If $\delta_1 = 0$, then $\delta_1 = 0$ and we have the representative $\langle \nabla_2 \rangle$ and obtain the algebra $s_{n+1,1}^2$.
- If $\delta_1 \neq 0$, then choosing $b_1 = \sqrt{\frac{n}{2}}, c_2 = 1$, we have the representative $\langle \nabla_1 + \nabla_2 \rangle$ and obtain the algebra $s_{n+1,1}^4(0, 0, \ldots, 0, 1)$.

$\gamma = -2$. Let us denote

$$\nabla_{k-1} = \left\{ \sum_{i=2}^{k} (-1)^i \Delta_{i+1,2k+2-i} \right\}, \quad 2 \leq k \leq \frac{n+1}{2}.$$ 

Then for any $\psi = \langle \delta_1 \nabla_1 + \delta_2 \nabla_2 + \ldots + \delta_{n-1} \nabla_{n-1} \rangle$, we have the action of the automorphism group on the subspace $\langle \psi \rangle$ as $\langle \delta_1 \nabla_1 + \delta_2 \nabla_2 + \ldots + \delta_{n-1} \nabla_{n-1} \rangle$ with restriction

$$\delta^*_{k} = b_1^{2k-1} \left( \sum_{i=1}^{k} (-1)^{i+1} \delta_{i+1} c_{i+1}^2 + 2 \sum_{j=k+1}^{n} (-1)^j \delta_{j+1} c_j c_{j-1} -(2k-3) \right), \quad 1 \leq k \leq \frac{n-1}{2}.$$ 

Note that $\text{Ann}(\psi^0) \cap Z(n_{n,1}) = 0$ if and only if $\delta_{n-1} \neq 0$. Then choosing

$$b_1 = 1, \quad c_2 = \sqrt{\frac{1}{\delta_{n-1}}},$$

$$c_{2t} = -\frac{1}{2\delta_{n-1} c_2} \left( \sum_{i=1}^{t} (-1)^{i+1} \delta_{i+1} c_{i+1} c_{i+1}^2 + 2 \sum_{j=\frac{t+1}{2}}^{n-1} (-1)^{j+1} \delta_{j+1} c_j c_{2(j+1) - n+1} - 2\delta_{n-1} \sum_{i=2}^{t-1} (-1)^i c_{i+1} c_{2i+1} \right)$$

where $2 \leq t \leq \frac{n-3}{2}$, we have the representative $\langle \nabla_{n-2} \rangle$ and obtain the algebra $\tau_{n+1,1}^3(0, 0, \ldots, 0)$. \hfill \Box

**Proposition 5.6.** Any element $\psi \in Z^2(s_{n,1}^3, \theta, \mathbb{C})$ is formed by the following:

1) If $\gamma = -n$, then

$$\psi(x, e_1) = b_{1,2}, \quad \psi(x, e_2) = b_{1,3}, \quad \psi(x, e_i) = b_{i, n+1},$$

$$\psi(e_j, e_{j-1}) = b_{2,j}, \quad \psi(x, e_j) = (j - 1 - n)b_{2,j}, \quad 3 \leq j \leq n.$$
2) If $\gamma = 1 - 2k$ for some $k$ ($2 \leq k < \left\lfloor \frac{n+1}{2} \right\rfloor$), then
\[
\begin{align*}
\psi(x, e_1) &= b_{1,2}, \\
\psi(e_1, e_j) &= b_{2,j}, \\
\psi(x, e_2k) &= b_{3,2k}, \\
\psi(x, e_j) &= (j - 2k)b_{2,j}, \\
\psi(e_i, e_{2k+1-i}) &= (-1)^i b_{3,2k}, \\
\end{align*}
\]
3) If $\gamma \neq 1 - 2k$, for any $k$ ($2 \leq k < \left\lfloor \frac{n+1}{2} \right\rfloor$),
\[
\begin{align*}
\psi(x, e_1) &= b_{1,2}, \\
\psi(x, e_2) &= b_{1,3}, \\
\psi(e_1, e_{j-1}) &= b_{2,j}, \\
\psi(x, e_j) &= (j - 1 + \gamma)b_{2,j}, \\
\end{align*}
\]

**Proposition 5.7.** Any element $\psi \in Z^2(s^3_{n,1}(\alpha_3, \alpha_4, \ldots, \alpha_{n-1}), \theta, \mathbb{C})$ is formed by the following:

1) If $\gamma = -1$, then
\[
\begin{align*}
\psi(x, e_1) &= b_{1,2}, \\
\psi(x, e_2) &= b_{1,3}, \\
\psi(e_1, e_{j-1}) &= b_{2,j}, \\
\psi(x, e_j) &= \sum_{k=j+1}^n \alpha_k + b_{2,k-1}, \\
\end{align*}
\]
2) If $\gamma = -2$ and $\alpha_{2t-1} = 0$ for any $t$ ($2 \leq t \leq \left\lfloor \frac{n+1}{2} \right\rfloor$), then
\[
\begin{align*}
\psi(x, e_1) &= b_{1,2}, \\
\psi(x, e_2) &= b_{1,3}, \\
\psi(e_1, e_{j-1}) &= b_{2,j}, \\
\psi(x, e_j) &= -b_{2,j} + \sum_{k=j+1}^{n-1} \alpha_{k+2-j} b_{2,k+1}, \\
\end{align*}
\]
3) If $\gamma = -2$ and $\alpha_{2t-1} \neq 0$ for some $t$ ($2 \leq t \leq \left\lfloor \frac{n+1}{2} \right\rfloor$), then
\[
\begin{align*}
\psi(x, e_1) &= b_{1,2}, \\
\psi(x, e_2) &= b_{1,3}, \\
\psi(e_1, e_{j-1}) &= b_{2,j}, \\
\psi(x, e_j) &= -b_{2,j} + \sum_{k=j+1}^{n-1} \alpha_{k+2-j} b_{2,k+1}, \\
\end{align*}
\]
4) If $\gamma \neq -1$ and $\gamma \neq -2$, then
\[
\begin{align*}
\psi(x, e_1) &= b_{1,2}, \\
\psi(x, e_2) &= b_{1,3}, \\
\psi(e_1, e_{j-1}) &= b_{2,j}, \\
\psi(x, e_j) &= (1 + \gamma)b_{2,j} + \sum_{k=j+1}^{n-1} \alpha_{k+2-j} b_{2,k+1}, \\
\end{align*}
\]
It is not difficult to obtain that 2-coboundaries with respect to $\theta$ of this algebras are
\[
B^2(s^3_{n,1}, \theta, \mathbb{C}) = \begin{cases} 
\mathbb{C}, & \text{if } \gamma = -n \\
\mathbb{C}, & \text{otherwise}
\end{cases}
\]

**Theorem 5.8.** Any non-split extension of the solvable Lie algebra $s^3_{n,1}$ is isomorphic to the algebra $s^3_{n+1,1}$.

**Proof.** Note that in cases of $\gamma \neq -n$, we have $\text{Ann}(\psi^0) \cap Z(n_{n,1}) = \{e_n\} \neq 0$. Therefore, to get a non-split extension of the solvable Lie algebra $s^3_{n,1}$ it is enough to consider the case of $\gamma = -n$. In this case we have $\dim Z^2(s^3_{n,1}, \theta, \mathbb{C}) = n + 1$, $\dim B^2(S_{n+1,3}, \theta, \mathbb{C}) = n$ which implies $\dim H^2(s^3_{n,1}, \theta, \mathbb{C}) = 1$ and a basis of $H^2(s^3_{n,1}, \theta, \mathbb{C})$ is formed by the following cocycle
\[
H^2(s^3_{n,1}, \theta, \mathbb{C}) = \langle \psi \rangle, \quad \psi(e_n, e_1) = e_{n+1}, \quad \gamma = -n.
\]

New products of the extension algebra $s^3_{n,1} \oplus \{e_{n+1}\}$ is
\[
[e_{n+1}, e_1] = \psi(e_n, e_1) = e_{n+1}, \quad [e_{n+1}, x] = -\theta(x)e_{n+1} = ne_{n+1}
\]
and we obtain the algebra $s^3_{n+1,1}$. \qed
Theorem 5.9. One-dimensional extensions of the solvable Lie algebra \( S_{n+1,4}(\alpha_3, \alpha_4, \ldots, \alpha_{n-1}) \) are the algebras \( s_{n+1,1}^4(\alpha_3, \alpha_4, \ldots, \alpha_{n-1}, \alpha_n) \) and \( t_{n+1,1}^3(\alpha_4, \alpha_6, \ldots \alpha_{n-1}) \).

Proof. It is not difficult to see that to get a non-split extension of the solvable Lie algebra \( s_{n+1,1}^4(\alpha_3, \alpha_4, \ldots, \alpha_{n-1}) \) it is enough to consider the cases \( \gamma = -1 \) and \( \gamma = -2 \), \( n \) is odd, \( \alpha_{2t-1} = 0 \) for any \( t \) \( (2 \leq t \leq \frac{n+1}{2}) \). In these cases we have the followings

\[
\dim B^2(s_{n+1,1}^4(\alpha_3, \alpha_4, \ldots, \alpha_{n-1}), \theta, \mathbb{C}) = \begin{cases} n - 1 & \text{if } \gamma = -1, \\ n & \text{if } \gamma = -2, \end{cases}
\]

and

\[
H^2(s_{n+1,1}^4(\alpha_3, \alpha_4, \ldots, \alpha_{n-1}), \theta, \mathbb{C}) = \begin{cases} \langle [\Delta_3, 1], [\Delta_{n+1,2} - \sum_{i=4}^{n} \alpha_{n+3-i} \Delta_{i,1}] \rangle & \gamma = -1, \\ \langle [\sum_{i=3}^{n+1} (-1)^i \Delta_{i,n+4-i}] \rangle & \gamma = -2. \end{cases}
\]

Thus, we consider following cases

(1) Let \( \gamma = -1 \). Denote by

\[
\nabla_1 = [\Delta_{3,1}], \quad \nabla_2 = [\Delta_{n+1,2} - \sum_{i=4}^{n} \alpha_{n+3-i} \Delta_{i,1}].
\]

Then any \( \psi = \langle \delta_1 \nabla_1 + \delta_2 \nabla_2 \rangle \), we have the action of the automorphism group on the subspace \( \langle \psi \rangle \) as \( \langle \delta_1^* \nabla_1 + \delta_2^* \nabla_2 \rangle \), where \( \delta_1^* = \delta_1 c_2 \), \( \delta_2^* = \delta_2 c_2 \).

It is easy to see that \( \text{Ann}(\psi^0) \cap Z(n_{n,1}) = 0 \) if and only if \( \delta_2 \neq 0 \). Thus, we have the representative \( \langle \alpha_n \nabla_1 + \nabla_2 \rangle \) and obtain the algebra \( s_{n+1,1}^4(\alpha_3, \alpha_4, \ldots, \alpha_{n-1}, \alpha_n) \).

(2) Let \( \gamma = -2 \). Then we have the orbit \( \langle [\sum_{i=3}^{n+1} (-1)^i \Delta_{i,n+4-i}] \rangle \) and obtain the algebra \( t_{n+1,1}^3(\alpha_4, \alpha_6, \ldots \alpha_{n-1}) \).

\[ \square \]

6. Conclusion

In this work we obtain all one-dimensional non-split central extension of the algebra \( n_{n,1} \) and solvable Lie algebras with nilradical \( n_{n,1} \).

As it was shown in Section 3, the dimension of extension of the algebra \( n_{n,1} \), \( Q_{n+1} \) and \( L_k \) \( (2 \leq k \leq \left[ \frac{n}{2} \right]) \).

We know that solvable Lie algebras with nilradicals \( n_{n+1,1}, Q_{n+1} \) are

\[
s_{n+1,1}^1(\beta), \quad s_{n+1,1}^2, \quad s_{n+1,1}^3, \quad s_{n+1,1}^4(\alpha_3, \alpha_4, \ldots, \alpha_{n-1}), \quad s_{n+1,2}, \quad t_{n+1,1}^1(\alpha), \quad t_{n+1,1}^2, \quad t_{2n,1}^3(\alpha_4, \alpha_6, \ldots \alpha_{2n-2}), \quad t_{n+1,2}.
\]

Moreover, it is not difficult to obtain that Lie algebra with nilradical \( L_k \) is equal to one and this solvable algebra is isomorphic to the algebra \( \tilde{L}_k \) for any \( k \) \( (2 \leq k \leq \left[ \frac{n}{2} \right]) \).

Therefore, we have the following commute diagrams

\[
\begin{array}{ccc}
\text{n}_{n,1} & \xrightarrow{\text{codim}=2} & \text{s}_{n,2} & \xrightarrow{\text{extension}=1} & \text{s}_{n+1,2}, \\
\text{t}_{n+1,2}. & & & & \\
\end{array}
\]

\[
\begin{array}{ccc}
\text{n}_{n,1} & \xrightarrow{\text{extension}=1} & \text{Q}_{n+1} & \xrightarrow{\text{codim}=2} & \text{s}_{n+1,2}, \\
\text{L}_k \quad \text{codim}=2 & \xrightarrow{\text{codim}=2} & \text{t}_{n+1,2}, \\
& & & & \text{no algebra.}
\end{array}
\]

and
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