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Abstract. In this paper we derive a Newton type method to solve the non-linear system formed by combining the Tikhonov normal equations and Morozov’s discrepancy principle. We prove that by placing a bound on the step size of the Newton iterations the method will always converge to the solution. By projecting the problem onto a low dimensional Krylov subspace and using the method to solve the projected non-linear system we show that we can reduce the computational cost of the method.
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1. Introduction. In this paper we consider linear inverse problems of the form $Ax = b$ with $A \in \mathbb{R}^{m \times n}$, $x \in \mathbb{R}^n$ and $b \in \mathbb{R}^m$. Here, the right hand side $b$ is the perturbed version of the unknown exact measurements or observations $b_{ex} = b + e$, with $e \sim \mathcal{N}(0, \sigma^2 I_m)$. It is well known that for ill-posed problems some form of regularization has to be used in order to deal with the noise $e$ in the data $b$ and to find a good approximation for the true solution of $Ax = b_{ex}$. One of the most widely used methods to do so is Tikhonov regularization. In its standard from, the Tikhonov solution to the inverse problem is given by

$$x_\alpha = \arg\min_{x \in \mathbb{R}^n} \|Ax - b\|^2 + \alpha \|x\|^2,$$

where $\alpha > 0$ is a regularization parameter and $\|\cdot\|$ denotes the standard Euclidean norm.

The choice of the regularization parameter is very important since its value has a significant impact on the reconstruction. If, on the one hand, $\alpha$ is chosen too large, focus lies on minimizing the regularization term $\|x\|^2$. The corresponding reconstruction $x_\alpha$ will therefore no longer be a good solution for the linear system $Ax = b$, will typically have lost many details and be what is referred to as “oversmoothed”. If, on the other hand, $\alpha$ is chosen too small, focus lies on minimizing the residual $\|Ax - b\|^2$. This, however, means that the errors $e$ are not suppressed and that the reconstruction $x_\alpha$ will be “overfitted” to the measurements.

One way of choosing the regularization parameter is the L-curve method. If $x_\alpha$ is the solution of the Tikhonov problem (1.1), then the curve $(\|Ax_\alpha - b\|, \|x_\alpha\|)$ typically has a rough “L” shape, see figure 1. Heuristically, the value for the regularization parameter corresponding to the corner of this “L” has been proposed as a good regularization parameter because it balances model fidelity (minimizing the residual) and regularizing the solution (minimizing the regularization term) [1, 10, 12, 11]. The problem with this method is that in order to find this value, the Tikhonov problem has to be solved for many different values of $\alpha$, which can be computationally expensive and inefficient for large scale problems.
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Another way of choosing the regularization parameter is Morozov’s discrepancy principle [15]. Here, the regularization parameter is chosen such that

\[ \|Ax_\alpha - b\| = \eta \varepsilon \]

with \( \varepsilon = \|e\| \) the size of the error and 1 \( \leq \eta \) a tolerance value. The idea behind this choice is that finding a solution \( x_\alpha \) with a lower residual can only lead to overfitting. Similarly to the L-curve, we can look at the curve \((\alpha, \|Ax_\alpha - b\|)\), which we’ll refer to as the discrepancy curve or D-curve, see figure 1. If \( e \sim N(0, \sigma^2 I_m) \), then it is an easy verification to see that \( \varepsilon \approx \sigma \sqrt{m} \), but in general the size of the error may be unknown.

In this paper we describe a Newton type method that simultaneously updates the solution \( x \) and the regularization parameter \( \alpha \) such that the Tikhonov problem (1.1) and Morozov’s discrepancy principle (1.2) are both satisfied. This is done by combining both equations into one big non-linear system in \( x \) and \( \alpha \) and solving it using Newton’s method. However, starting from an arbitrary initial estimate, convergence of the classical Newton’s method cannot be guaranteed. In section 2 we prove that by starting from a specific initial estimate and placing a bound on the step size of the Newton updates the method will always converge. We also derive an estimate for this step size. For large scale problems computing the Newton search directions and this step size can, however, be computationally expensive. In section 4 we therefore combine our method with a projection onto a low dimensional Krylov subspace. In sections 3 and 6 we perform extensive numerical experiments in order to illustrate the workings of these methods and compare them with other regularization methods found in the literature, see section 5. Finally, in section 7, we end the paper with a short discussion on some open questions that remain.

2. Tikhonov-Morozov system. In order to find \((x, \alpha) \in \mathbb{R}^n \times \mathbb{R}_0^+\) that solves the Tikhonov problem and satisfies the discrepancy principle, we consider the non-linear system

\[
\begin{align*}
F_1(x, \alpha) &= (A^T A + \alpha I)x - A^T b \\
F_2(x, \alpha) &= \frac{1}{2}(Ax - b)^T (Ax - b) - \frac{1}{2} \varepsilon^2
\end{align*}
\]

for \( F : \mathbb{R}^n \times \mathbb{R}_0^+ \rightarrow \mathbb{R}^n \times \mathbb{R}_0^+ \). Here, \( F_1(x, \alpha) = 0 \) are the normal equations corresponding to the Tikhonov problem (1.1) with regularization parameter \( \alpha \) and \( F_2(x, \alpha) = 0 \). Fig. 1. Sketch of the L-curve (left) and the D-curve (right). The value for \( \alpha \) proposed by the L-curve method is typically slightly larger than the one proposed by the discrepancy principle [10].
The Jacobian system for the Newton search directions is now given by

\[ F(x, \alpha) = 0, \]

or in short

\[ \begin{pmatrix} A^T A + \alpha_{k-1} I & x_{k-1} \\ (Ax_{k-1} - b)^T A & 0 \end{pmatrix} \begin{pmatrix} \Delta x_k \\ \Delta \alpha_k \end{pmatrix} = -\begin{pmatrix} (A^T A + \alpha_{k-1} I)x_{k-1} - A^T b \\ \frac{1}{2}(Ax_{k-1} - b)^T(Ax_{k-1} - b) - \frac{1}{2} \eta^2 \end{pmatrix}, \]

or in short

\[ J(x_{k-1}, \alpha_{k-1}) \begin{pmatrix} \Delta x_k \\ \Delta \alpha_k \end{pmatrix} = -F(x_{k-1}, \alpha_{k-1}). \]

**Lemma 2.1.** For all Newton iterations with \( k \in \mathbb{N}_0 \), the following relationship holds:

\[ F(x_k, \alpha_k) = \begin{pmatrix} \Delta \alpha_k & \Delta x_k \\ \frac{1}{2} \Delta x_k^T A^T A \Delta x_k \end{pmatrix}. \]

**Proof.** Using the definition of \( F \), it is a straightforward calculation to find that

\[ F(x_k, \alpha_k) = F(x_{k-1} + \Delta x_k, \alpha_{k-1} + \Delta \alpha_k) \]

\[ = J(x_{k-1}, \alpha_{k-1}) \begin{pmatrix} \Delta x_k \\ \Delta \alpha_k \end{pmatrix} + F(x_{k-1}, \alpha_{k-1}) + \begin{pmatrix} \Delta \alpha_k & \Delta x_k \\ \frac{1}{2} \Delta x_k^T A^T A \Delta x \end{pmatrix}. \]

Because the search directions \( \Delta x_k \) and \( \Delta \alpha_k \) are found by solving (2.2), the sum of first two terms equals zero, proving the lemma.

This lemma implies that

\[ J(x_k, \alpha_k) \begin{pmatrix} \Delta x_{k+1} \\ \Delta \alpha_{k+1} \end{pmatrix} = -\begin{pmatrix} \frac{1}{2} \Delta x_k^T A^T A & 0 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} \Delta x_k \\ \Delta \alpha_k \end{pmatrix}, \]

resulting in a recurrence relation between two sequential Newton search directions. Another consequence of the lemma is that

\[ (A^T A + \alpha_k I)x_k - A^T b = \Delta \alpha_k \Delta x_k \]

\[ \Leftrightarrow A^T (Ax_k - b) = -\alpha_k x_k + \Delta \alpha_k \Delta x_k. \]

This means that if we rescale the last row of (2.2) with \( \alpha_{k-1} > 0 \) and instead solve

\[ \begin{pmatrix} A^T A + \alpha_{k-1} I & x_{k-1} \\ (Ax_{k-1} - b)^T A & 0 \end{pmatrix} \begin{pmatrix} \Delta x_k \\ \Delta \alpha_k \end{pmatrix} = -\begin{pmatrix} (A^T A + \alpha_{k-1} I)x_{k-1} - A^T b \\ \frac{1}{2\alpha_{k-1}}(Ax_{k-1} - b)^T(Ax_{k-1} - b) - \frac{1}{2\alpha_{k-1}} \eta^2 \end{pmatrix}, \]
then the same search directions are found and (2.3) and (2.4) remain valid.

2.2. At the discrepancy curve. Assume we have $\alpha > 0$ and $x$ such that $F_1(x, \alpha) = 0$. This means that $x$ is the solution of the Tikhonov normal equations

$$(A^T A + \alpha I)x = A^T b \iff \frac{1}{\alpha}(Ax - b)^T A = -x^T$$

and $(\alpha, \|Ax - b\|)$ is a point on the discrepancy curve, but not necessarily corresponding to the optimal value of the regularization parameter. In this case, the rescaled Jacobian matrix for the Newton system has the following simplified form:

$$D(x, \alpha) := \begin{pmatrix} A^T A + \alpha I & x \\ -x^T & 0 \end{pmatrix}.$$ 

We now look at the numerical range [7], which for a matrix $A \in \mathbb{C}^{n \times n}$ is defined as

$$W(A) = \left\{ x^*Ax \left| x \in \mathbb{C}^n, x \neq 0 \right\},$$

where $x^*$ denotes the complex conjugate of $x$. This is a useful tool since it contains the spectrum of the matrix and for $D(x, \alpha) \in \mathbb{R}^{(n+1) \times (n+1)}$ we find that

$$(u^* \quad v^*) \begin{pmatrix} A^T A + \alpha I & x \\ -x^T & 0 \end{pmatrix} \begin{pmatrix} u \\ v \end{pmatrix} = u^*(A^T A + \alpha I)u + u^*xv - v^*xtu$$

with $u \in \mathbb{C}^n$, $v \in \mathbb{C}$ and $(u^T, v^T)^T \neq 0$. Since $\alpha > 0$ and $x \in \mathbb{R}^n$, the first term is strictly positive and real and the last two terms add up to a pure imaginary number. This means that $\forall z \in W(D) : \text{real}(z) > 0$, implying that $0$ is not an eigenvalue and hence that $D$ is invertible.

**Lemma 2.2.** For any matrix $A \in \mathbb{R}^{m \times n}$, vector $x \in \mathbb{R}^n$ and $\alpha > 0$ the Schur complement of $D(x, \alpha)$ exists and is given by $s = x^T(A^T A + \alpha I)^{-1}x \in \mathbb{R}$. If we set $t := (A^T A + \alpha I)^{-1}x \in \mathbb{R}^n$, then it follows that the inverse of $D$ is given by

$$D^{-1}(x, \alpha) = \begin{pmatrix} (A^T A + \alpha I)^{-1} - \frac{t^Tt}{\alpha} & -\frac{t^T}{\alpha} \\ \frac{t^T}{\alpha} & \frac{1}{\alpha} \end{pmatrix}$$

and that the norm of this matrix is bounded:

$$\|D^{-1}\| \leq \left(1 + \frac{\|x\|}{\alpha}\right)^2 \max\left\{\frac{1}{\alpha}, \frac{\alpha + \lambda_1}{\|x\|}\right\}. \tag{2.5}$$

Here, $\lambda_1$ is the largest eigenvalue of $A^T A$.

**Proof.** First note that since $A^T A$ is positive semi-definite, the eigenvalues are given by $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n \geq 0$. This means that $(A^T A + \alpha I)$ is invertible because it has eigenvalues $\lambda_1 + \alpha \geq \lambda_2 + \alpha \geq \ldots \geq \lambda_n + \alpha > 0$. As a result, the Schur complement of $D$ exists and the formula for $D^{-1}$ can easily be verified, see for example [27]. It now also follows that the eigenvalues of $(A^T A + \alpha I)^{-1}$ are given by

$$\frac{1}{\alpha + \lambda_n} \geq \frac{1}{\alpha + \lambda_{n-1}} \geq \ldots \geq \frac{1}{\alpha + \lambda_1} > 0$$
and thus that
\[
\left\| (A^T A + \alpha I)^{-1} \right\| \leq \frac{1}{\alpha + \lambda_n} \leq \frac{1}{\alpha}
\]
and
\[
\|t\| \leq \frac{\|x\|}{\alpha} \quad \text{and} \quad \|s\| \leq \frac{\|x\|^2}{\alpha}.
\]
We now write
\[
D^{-1} = \begin{pmatrix} I & -t \\ 0 & I \end{pmatrix} \begin{pmatrix} (A^T A + \alpha I)^{-1} & 0 \\ 0 & \frac{1}{\tau} \end{pmatrix} \begin{pmatrix} I & 0 \\ t^T & I \end{pmatrix}
\]
and will estimate a bound on the norm of all three matrices. For the first matrix we find that for any unit vector \((u^T, v^T)^T \in \mathbb{R}^n \times \mathbb{R}^n:\)
\[
\left\| \begin{pmatrix} I & -t \\ 0 & I \end{pmatrix} \begin{pmatrix} u \\ v \end{pmatrix} \right\| = \left\| \begin{pmatrix} u - tv \\ v \end{pmatrix} \right\| \leq \sqrt{u^T u - 2u^T tv + v^2 t^T t + v^2} \\
\leq \sqrt{1 + 2\|t\| + \|t\|^2} \\
\leq \sqrt{(1 + \|t\|)^2} \\
\leq 1 + \frac{\|x\|}{\alpha}.
\]
Analogously, the same bound can be found for the third matrix. For the second matrix we have that
\[
\left\| \begin{pmatrix} (A^T A + \alpha I)^{-1} & 0 \\ 0 & \frac{1}{\tau} \end{pmatrix} \right\| = \max \left\{ \left\| (A^T A + \alpha I)^{-1} \right\|, \frac{1}{\tau} \right\}.
\]
It now follows from the min-max theorem [26] that
\[
s = x^T (A^T A + \alpha I)^{-1} x \geq \frac{\|x\|}{\alpha + \lambda_n}.
\]
Combining all these results proves the lemma.

2.3. Step size. We already showed that for points on the discrepancy curve, the inverse Jacobian exists and has a bounded norm. However, even when we start from a point on the discrepancy curve, there is no guarantee that the Newton iterations will remain on this curve. Hence, we are not certain that the linear systems for the Newton update will not become singular. In order to avoid this, we will consider two conditions which are sufficient for the Newton iterations to converge:

(C1) The inverse Jacobian exists in the next iteration \((x_k, \alpha_k)\).

(C2) The size of the Newton search direction \(\left\| (\Delta x_k^T, \Delta \alpha_k)^T \right\|\) decreases.

We now show that by placing a bound on the step size of the Newton iterations both conditions can be fulfilled.

In order to derive this bound, we write the Jacobian in any point as a perturbed version of the matrix \(D\) using (2.4):
\[
J(x_k, \alpha_k) = \begin{pmatrix} A^T A + \alpha_k I & x_k \\ -x_k + \frac{\Delta\alpha_k}{\alpha_k} \Delta x_k & 0 \end{pmatrix} \\
\begin{pmatrix} A^T A + \alpha_{k-1} I & x_{k-1} \\ -x_{k-1} + \frac{\Delta\alpha_{k-1}}{\alpha_{k-1}} \Delta x_k & 0 \end{pmatrix} - \begin{pmatrix} \frac{\Delta\alpha_k}{\alpha_k} \Delta x_k^T & \Delta x_k \end{pmatrix}.
\]
We also replace the Newton updates with a scaled version
\[ x_k = x_{k-1} + \gamma_k \Delta x_k \quad \text{and} \quad \alpha_k = \alpha_{k-1} + \gamma_k \Delta \alpha_k \]
with
\[ \gamma_k \in I_k := \begin{cases} [0, 1] & \text{if } \Delta \alpha_k > 0 \\ [0, 1] & \text{if } \Delta \alpha_k < 0 \text{ and } \alpha_{k-1} + \Delta \alpha_k > 0 \\ [0, -\omega \alpha_{k-1}/\Delta \alpha_k] & \text{if } \Delta \alpha_k < 0 \text{ and } \alpha_{k-1} + \Delta \alpha_k < 0 \end{cases} \]
and a tolerance value \( \omega \in [0, 1] \). This is to ensure that the iterates for \( \alpha_k \) remain positive and the reason why we consider three different cases will become clear in lemma 2.6. This means that (2.6) becomes
\[
J(x_k, \alpha_k) = \begin{pmatrix} A^T A + \alpha_{k-1} I & x_{k-1} \\ -x_{k-1}^T & 0 \end{pmatrix} \begin{pmatrix} \frac{\Delta \alpha_k I}{\omega} & \Delta x_k \\ 1/\omega \Delta x_k^T A & 0 \end{pmatrix}.
\]
with \( \zeta_k = \alpha_{k-1}/(\alpha_{k-1} + \gamma_k \Delta \alpha_k) \). We also define the matrix
\[
M_k := \gamma_k \begin{pmatrix} \Delta \alpha_k I & 0 \\ \frac{1}{2} \Delta x_k^T A & 0 \end{pmatrix}.
\]
Note that we have already shown that \( D_{k-1} = D(x_{k-1}, \alpha_{k-1}) \) has a bounded inverse, so we can use the following theorem:

**Theorem 2.3 (Trefethen and Embree).** Suppose \( D \) has a bounded inverse \( D^{-1} \), then for any \( E \) with \( \|E\| < 1/\|D^{-1}\| \), \( D + E \) has a bounded inverse \((D + E)^{-1}\) satisfying
\[
\| (D + E)^{-1} \| \leq \frac{\|D^{-1}\|}{1 - \|E\| \|D^{-1}\|}.
\]
Conversely, for any \( \mu > 1/\|D^{-1}\| \), there exists an \( E \) with \( \|E\| < \mu \) such that \((D + E)\mathbf{u} = 0 \) for some non zero \( \mathbf{u} \).

**Proof.** For a proof of this theorem we refer to [21, p. 28].

**Lemma 2.4.** For the matrices \( E_k, M_k \in \mathbb{R}^{(n+1)\times(n+1)} \) defined above, the following holds:
\[
\|E_k\| \leq \gamma_k \left( |\Delta \alpha_k| + \sqrt{1 + \zeta_k^2 \|\Delta x_k\|} \right) \\
\|M_k\| = \gamma_k \sqrt{\Delta \alpha_k^2 + \frac{1}{4} \|A^T A \Delta x_k\|^2}.
\]
As a consequence we have that
\[
\lim_{\gamma_k \to 0} \|E_k\| = 0 \quad \text{and} \quad \lim_{\gamma_k \to 0} \|M_k\| = 0.
\]

**Proof.** Using the triangle inequality we find that
\[
\|E_k\| \leq \gamma_k \left( \| \begin{pmatrix} \Delta \alpha_k I & 0 \\ 0 & 0 \end{pmatrix} \| + \left\| \begin{pmatrix} 0 & \Delta x_k \\ -\zeta_k \Delta x_k^T & 0 \end{pmatrix} \right\| \right).
\]
The first matrix is a diagonal matrix with entries $\Delta \alpha_k$ and 0, hence its norm is equal to $|\Delta \alpha_k|$. For the second matrix we take $u \in \mathbb{R}^n$ and $v \in \mathbb{R}$ and find that

\[
\left\| \begin{pmatrix} 0 & \Delta x_k \\ -\zeta_k \Delta x_k^T & 0 \end{pmatrix} \begin{pmatrix} u \\ v \end{pmatrix} \right\| = \left\| \begin{pmatrix} \Delta x_k v \\ -\zeta_k \Delta x_k^T u \end{pmatrix} \right\| = \sqrt{\|\Delta x_k v\|^2 + \|\zeta_k \Delta x_k^T u\|^2} \\
\leq \sqrt{v^2 + \zeta^2 \|u\|^2 \|\Delta x_k\|} \\
\Rightarrow \left\| \begin{pmatrix} 0 & \Delta x_k \\ -\zeta_k \Delta x_k^T & 0 \end{pmatrix} \right\| \leq \sqrt{1 + \zeta^2} \|\Delta x_k\|.
\]

The statement about $\|E_k\|$ now follows. Similarly, we find for $M_k$ that

\[
\left\| M_k \left( \begin{array}{c} u \\ v \end{array} \right) \right\| = \gamma_k \left( \frac{\Delta \alpha_k u}{\frac{1}{2} \Delta x_k^T A^T A u} \right) = \gamma \sqrt{\Delta \alpha_k^2 \|u\|^2 + \frac{1}{4} \|\Delta x_k^T A^T A u\|^2} \leq \gamma \sqrt{\Delta \alpha_k^2 + \frac{1}{4} \|A^T A \Delta x_k\|^2 \|u\|}.
\]

By taking $(u, v) = \frac{1}{\|A^T A \Delta x_k\|} (A^T A \Delta x_k, 0)$ this is an equality, proving the statement about $\|M_k\|$. Finally, it should be noted that $\lim_{\gamma_k \to 0} \zeta_k = 1$, so for $\gamma_k \to 0$, the norms of both matrices also go to 0.

**Theorem 2.5.** Starting from an initial point $(x_0, \alpha_0)$ satisfying the Tikhonov normal equations $F_1(x_0, \alpha_0) = 0$, there exist $\gamma_k \in I_k$ such that

\[
(2.7) \quad \|E_k\| \|D_{k-1}^{-1}\| < 1 \\
(2.8) \quad \frac{\|D_{k-1}^{-1}\|}{1 - \|E_k\| \|D_{k-1}^{-1}\|} \|M_k\| < 1.
\]

Scaling the Newton search direction with such a step size $\gamma_k$ is sufficient for the Newton iterations to converge.

**Proof.** If (2.7) holds, then it follows from theorem 2.3 that the inverse Jacobian $J^{-1}(x_k, \alpha_k) = (D_{k-1} + E_k)^{-1}$ exists, fulfilling condition (C1). Furthermore, from the recursion between the Newton updates (2.3) it also follows that

\[
\left\| J^{-1}(x_k, \alpha_k) \left( \begin{array}{c} \frac{\Delta \alpha_k I}{\frac{1}{2} \Delta x_k^T A^T A} \\ 0 \end{array} \right) \right\| < 1.
\]

is a sufficient condition for (C2) to hold. (2.8) is simply a stronger version of this condition using the bound on $\|J^{-1}(x_k, \alpha_k)\|$ given by theorem 2.3.

It now remains to be shown that such a $\gamma_k$ always exists. Since (2.8) is equivalent to

\[
\|M_k\| \|D_{k-1}^{-1}\| < 1 - \|E_k\| \|D_{k-1}^{-1}\|
\]

and the left hand side is positive, (2.7) is implied by (2.8). Also, since the left hand side goes to 0 when $\gamma_k \to 0$ and the right hand side goes to 1, there will always exist $\gamma_k \in I_k$ fulfilling both criteria. Finally, by starting from a point $(x_0, \alpha_0)$ satisfying the Tikhonov normal equations, we know that the inverse Jacobian exists in the first iteration.

From this theorem it follows that as long as $\gamma_k$ is chosen small enough, the Newton iterations will converge. Small values will however lead to slow convergence, so we will derive an upper bound for $\gamma_k$. In order to do this we will simplify the dependency of the upper bound for $\|E_k\|$ found in lemma 2.4 on $\sqrt{1 + \zeta_k^2}$. 


Lemma 2.6. For all $\omega \in ]0,1[$ the following holds:

\[
\sqrt{1 + \zeta^2} \leq \begin{cases} 
\sqrt{2} & \text{If } \Delta \alpha_k > 0 \\
\sqrt{1 + \left(\frac{\alpha_{k-1}}{\alpha_{k-1} + \Delta \alpha_k}\right)^2} & \text{If } \Delta \alpha_k < 0 \text{ and } \alpha_{k-1} + \Delta \alpha_k > 0 \\
\sqrt{1 + \frac{1}{(1 - \omega)^2}} & \text{If } \Delta \alpha_k < 0 \text{ and } \alpha_{k-1} + \Delta \alpha_k < 0
\end{cases}
\]

Proof. Finding an upper bound for

\[
\sqrt{1 + \zeta^2} = \sqrt{1 + \left(\frac{\alpha_{k-1}}{\alpha_{k-1} + \gamma_k \Delta \alpha_k}\right)^2}
\]

is equivalent to finding a lower bound on $|\alpha_{k-1} + \gamma_k \Delta \alpha_k|$. 

- If $\Delta \alpha_k > 0$, then $I_k = ]0,1]$ and this lower bound is found for $\gamma_k = 0$.
- If $\Delta \alpha_k < 0$ and $\alpha_{k-1} + \Delta \alpha_k > 0$ (meaning that using the unscaled Newton iteration would give a positive regularization parameter), then $I_k = ]0,1]$ and this lower bound is found for $\gamma_k = 1$.
- If $\Delta \alpha_k < 0$ and $\alpha_{k-1} + \Delta \alpha_k < 0$ (meaning that using the unscaled Newton iteration would give a negative regularization parameter), then $I_k = ]0,-\omega \alpha_{k-1}/\Delta \alpha_k]$. If $\omega \to 1$ then $\alpha_{k-1} + \gamma_k \Delta \alpha_k \to 0$ and $\sqrt{1 + \zeta^2} \to +\infty$. In order to avoid this we take $\omega \in ]0,1]$ to stay away from this singularity and find the lower bound for $\gamma_k = -\omega \alpha_{k-1}/\Delta \alpha_k$.

Substituting these values for $\gamma_k$ proves the lemma.

Corollary 2.7. If $\theta_k$ is the bound on $\sqrt{1 + \zeta_k^2}$ from lemma 2.6, then the following step size fulfils the conditions (2.7) and (2.8) of theorem 2.5:

\[
\gamma_k = \min \left\{ \max I_k, \frac{1}{\sqrt{\Delta \alpha_k^2 + \frac{1}{4} \| A^T A \Delta x_k \|^2 + |\Delta \alpha_k| + \theta_k \| \Delta x_k \|} \| D_{k-1}^{-1} \|} \right\}
\]

Proof. This result is found by replacing $\| E_k \|$, $\| M_k \|$ and $\sqrt{1 + \zeta^2}$ in (2.8) by their upperbounds found in lemmas 2.4 and 2.6.

Corollary 2.8. If $\theta_k$ is the bound on $\sqrt{1 + \zeta_k^2}$ from lemma 2.6, then the following step size only fulfils conditions (2.7) of theorem 2.5:

\[
\gamma_k = \min \left\{ \max I_k, \frac{1}{(|\Delta \alpha_k| + \theta_k \| \Delta x_k \|) \| D_{k-1}^{-1} \|} \right\}
\]

Proof. This result is found by replacing $\| E_k \|$ and $\sqrt{1 + \zeta^2}$ in (2.7) by their upperbounds found in lemmas 2.4 and 2.6.

Combining the results from this section leads to algorithm 2.1.

2.4. Remarks. The reason we consider two possible choices for the step size is because we observed in our numerical experiments that both corollary 2.7 and 2.8 seem to result in a small value for the step size. This is explained by the fact that the
Algorithm 2.1 Newton on the Tikhonov-Morozov system (NTM)

1: Choose initial $α_0 > 0$ and solve $F_1(x_0, α_0)$ for $x_0$.
2: for $k = 1, \ldots, \text{maxiter}$ do
3:   Solve the Jacobian system (2.2) for $Δx_k$ and $Δα_k$.
4:   Calculate $\|D^{-1}\|$.
5:   Calculate $θ_k$ using lemma 2.6.
6:   Calculate the step size $γ_k$ using corollary 2.7 or 2.8.
7:   $x_k = x_{k-1} + γ_k Δx_k$ and $α_k = α_{k-1} + γ_k Δα_k$.
8:   if $\|F(x_k, α_k)\| < \text{tol}$ then
9:      break
10: end if
11: end for

Constraints placed on $γ_k$ in theorem 2.5 are stronger than (C1) and (C2) and because we used various overestimations in order to derive an upper bound for $γ_k$.

Another thing to note is that it might not be necessary to start from a point $(x_0, α_0)$ on the discrepancy curve. We use this assumption because it guarantees the existence of the inverse Jacobian in the first iteration. However, as theorem 2.3 suggests, it would be sufficient to start from a point for which the perturbation $E$ in the Jacobian $J$ with respect to $D$ sufficiently small. Instead of choosing an $α_0$ and solving $F_1(x_0, α_0) = 0$ for $x_0$ exactly, it could suffice to only solve for $x_0$ up to a limited precision.

Finally, for large scale problems, solving the Jacobian system (2.2) and calculating $\|D_k^{-1}\|$ becomes computationally very expensive. We could use the upper bound from lemma 2.2 to partially solve this problem, but once again, this will only lead to a smaller step size and slower convergence. These issues will be discussed further on in this paper.

3. Numerical experiments I. To illustrate the method, we look at a problem with a small random matrix $A$ and solution $x$. More precisely, we take $A \in \mathbb{R}^{700 \times 500}$ and $x \in \mathbb{R}^{500}$ with i.i.d. entries drawn from the uniform distribution $\mathcal{U}(-1,1)$. Measurements are generated by adding 10% Gaussian noise to the exact right hand side $b_{\text{ex}} = Ax$ using $e \sim \mathcal{N}(0, σ^2 I_m)$ with $σ = 0.1 \|b_{\text{ex}}\|/\sqrt{m}$ and setting $b = b_{\text{ex}} + e$. For the discrepancy principle, we will approximate the error norm by $ε = σ\sqrt{m} = 0.10 \|b_{\text{ex}}\|$.

We repeat this experiment 1000 times and for each run we start with $α_0 = 1$ and solve the Tikhonov normal equations $F_1(x_0, α_0) = 0$ for $x_0$. After that, we start the Newton iterations with $ω = 0.9$ and stop when $\|F(x_k, α_k)\| < 1e-3$. The results are shown in figure 2 and table 1, where case 1 means that corollary 2.7 was used to calculate the step size and case 2 means that corollary 2.8 was used.

These results indicate that the overestimations used in our analysis of the method lead to a small step size. By using corollary 2.8 and weakening the constraints placed on $γ$, the method takes substantially larger steps and converges much faster. How much larger the step sizes can become by weakening the constraints is of course problem dependent and hard to predict. Nevertheless, (C2) seems to be a strong constraint placed on the iterations. Also, because both cases converge to the same solution, the same regularization parameter is found. The small standard deviation over all the runs indicates that the regularization parameter is quite similar in all the runs.
Fig. 2. Results for one of the runs. For each Newton iteration, we plot the point $(\alpha_k, \|Ax_k - b\|)$. The top left figure corresponds to case 1 and the top right figure to case 2. Bottom left: the value of the step size $\gamma$ used in each iteration. Bottom right: the value of the regularization parameter $\alpha$ in each iteration.

| # Iterations | $\alpha$          |
|---------------|-------------------|
| Case 1        | 85 (13) 15.6581 (1.0947) |
| Case 2        | 16 (2) 15.6581 (1.0947) |

Average number of iterations for the 1000 runs of the experiment and the standard deviation (rounded). Because both methods converge to the same solution, the same value for $\alpha$ is found in each run, but for all the different random matrices its value turns out to be quite similar, hence the low standard deviation.

4. Projected Tikhonov-Morozov system. The NTM algorithm can become computationally very expensive because in each iteration $\|D^{-1}\|$ needs to be computed and the Jacobian system (2.2) needs to be solved for $\Delta x$ and $\Delta \alpha$. Even for small matrices $A \in \mathbb{R}^{m \times n}$ this can quickly become a problem. However, it is possible to project the problem onto a Krylov subspace [20, 24] using a bidiagonal decomposition of $A$ [8, 18, 17]. In each outer Krylov iteration, the projected version of the Tikhonov-Morozov system (2.1) can then be solved using the NTM algorithm.

In this section we describe how this algorithm works using a number of heuristic choices and apply it to different test problems. Roughly speaking, each iteration of the method will consist of the following steps:

- Expand the bidiagonal decomposition of $A$.
- Choose an initial point for the NTM method on the projected equations.
- Calculate a number of NTM iterations on the projected equations.
- Check the convergence.

4.1. Bidiagonal decomposition.

**Theorem 4.1 (Bidiagonal decomposition).** If $A \in \mathbb{R}^{m \times n}$ with $m \geq n$, then there
exist orthonormal matrices

\[ U = (u_1, u_2, \ldots, u_m) \in \mathbb{R}^{m \times m} \quad \text{and} \quad V = (v_1, v_2, \ldots, v_n) \in \mathbb{R}^{n \times n} \]

and a lower bidiagonal matrix

\[
B = \begin{pmatrix}
\mu_1 & \nu_2 & \mu_2 & \nu_3 & \cdots & \mu_n \\
 & \nu_2 & \mu_2 & \nu_3 & \cdots & \mu_n \\
 & & \nu_3 & \mu_2 & \nu_3 & \cdots & \mu_n \\
 & & & \cdots & \cdots & \cdots & \mu_n \\
 & & & & \nu_{n+1} & \mu_{n+1} \\
 & & & & & \nu_{n+1} & \mu_{n+1}
\end{pmatrix} \in \mathbb{R}^{(n+1) \times n},
\]

such that

\[ A = U \begin{pmatrix} B \\ 0 \end{pmatrix} V^T. \]

Proof. This was proven by Golub and Kahan in [8].

Starting from a given unit vector \( u_1 \in \mathbb{R}^m \) it is possible to generate the columns of \( U, V \) and \( B \) recursively using the Bidiag1 procedure proposed by Paige and Saunders [17, 18], see algorithm 4.1. Here, the reorthogonalization is added for numerical stability. Note that this bidiagonal decomposition is the basis for the LSQR algorithm and that after \( k \) steps of Bidiag1 starting with the initial vector \( u_1 = b/\|b\| \) we have matrices \( V_k \in \mathbb{R}^{n \times k} \) and \( U_{k+1} \in \mathbb{R}^{m \times (k+1)} \) with orthonormal columns and a lower bidiagonal matrix \( B_{k+1,k} \in \mathbb{R}^{(k+1) \times k} \) that satisfy

\[
(4.1) \quad AV_k = U_{k+1} B_{k+1,k}
\]

Algorithm 4.1 bidiag1

1: Choose initial unit vector \( u_1 \) (typically \( b/\|b\| \)).
2: Set \( \nu_1 v_0 = \mu_{n+1} v_{n-1} = 0 \).
3: for \( k = 1, \ldots, n \) do
4: \( r_k = A^T u_k - \nu_k v_{k-1} \)
5: Reorthogonalize \( r_k \) with respect to the previous columns of \( V \).
6: \( \mu_k = \|r_k\| \) and \( v_k = r_k/\mu_k \).
7: \( p_k = A v_k - \mu_k u_k \)
8: Reorthogonalize \( p_k \) with respect to the previous columns of \( U \).
9: \( \nu_{k+1} = \|p_k\| \) and \( u_{k+1} = p_k/\nu_{k+1} \).
10: end for

In order to solve the Tikhonov-Morozov system (2.1), we will calculate a series of iterations in the Krylov subspace spanned by the columns of \( V \):

\[
x_k \in \text{span} \, V_k = K_k(A^T A, A^T b).
\]

This means that \( x_k = V_k y_k \) for some \( y_k \in \mathbb{R}^k \) and using (4.1), the orthonormality of the columns of \( U \) and \( V \) and the fact that \( u_1 = b/\|b\| \) it is possible to show that

\[
(4.2) \quad \min_{x_k \in \text{span} \, V_k} \|A x_k - b\|^2 + \alpha \|x_k\|^2 = \min_{y_k \in \mathbb{R}^n} \|B_{k+1,k} y_k - c_k\|^2 + \alpha \|y_k\|^2
\]
and

\[(4.3) \quad \|Ax_k - b\| = \|B_{k+1,k}y_k - c_k\|,\]

for \(c_k = (\|b\|, 0, \ldots, 0)^T \in \mathbb{R}^{k+1}\). We therefore set \(x_k = V_ky_k\) and solve the following projected version of (2.1):

\[
\begin{cases}
\bar{F}_1(y_k, \alpha_k) = (B_{k+1,k}^TB_{k+1,k} + \alpha I_k)y_k - B_{k+1,k}^Tc_k \\
\bar{F}_2(xy_k\alpha_k) = \frac{1}{2} (B_{k+1,k}y_k - c)^T (B_{k+1,k}y_k - c_k) - \frac{1}{2} \varepsilon^2
\end{cases}
\]

Similarly to the to original non-linear system, \(\bar{F}_1\) are the normal equations corresponding to the projected Tikhonov problem (4.2) and \(\bar{F}_2\) corresponds to the projected discrepancy principle (4.3).

### 4.2. Inner NTM iterations

In each outer Krylov iteration (numbered with \(k\)) (4.4) needs to be solved, which we will do using the NTM method. This means that in the inner Newton iterations (numbered with \(l\), the following Jacobian system needs to be solved:

\[
\begin{pmatrix}
\frac{B_{k+1,k}^TB_{k+1,k} + \alpha_{k,l-1}I_k}{\alpha_{k,l-1}} & y_{k,l-1} \\
B_{k+1,k}y_{k,l-1} - c_k & 0
\end{pmatrix}
\begin{pmatrix}
\Delta y_{k,l} \\
\Delta \alpha_{k,l}
\end{pmatrix}
= - \left(\frac{1}{2\alpha_{k,l-1}} \begin{pmatrix}
B_{k+1,k}^TB_{k+1,k} + \alpha_{k,l-1}I_k \\
B_{k+1,k}y_{k,l-1} - c_k
\end{pmatrix}^T (B_{k+1,k}y_{k,l-1} - c_k) - \frac{1}{2\alpha_{k,l-1}} \varepsilon^2\right).
\]

Note that the matrix \(B_{k+1,k}^TB_{k+1,k}\) has size \(k \times k\). This means that as long as the number of outer iterations remains small – which corresponds to the size of the constructed Krylov basis – calculating \(\|D_{l-1}^{-1}\|\) and solving the projected Jacobian system (4.5) of size \((k+1) \times (k+1)\) can be done efficiently. A full overview of the method can be found in algorithm 4.2 and below we discuss some of the steps.

As a starting point for the original NTM method, we used the solution to the Tikhonov normal equations \(\bar{F}_1(x_0, \alpha_0) = 0\) for a chosen \(\alpha_0\). Now, in each outer Krylov iteration, we will use the current best estimate for the regularization parameter, i.e. \(\alpha_{k,0} = \alpha_{k-1}\) and solve the projected Tikhonov normal equations \(\bar{F}_1(y_{k,0}, \alpha_{k,0})\). This \(k \times k\) linear system can be solved quickly as long as the number of Krylov iterations is small and its solution can be used to initialize the inner Newton iterations.

Another important question is how many inner Newton iterations should be performed before the Krylov subspace is expanded. If, on the one hand, the Krylov subspace is too small to contain the solution \(x\) of the inverse problem (or a good approximation of it), then the Newton iterations cannot converge. Therefore we would like the number of inner iterations to be small. If, on the other hand, the Krylov subspace is large enough to contain the solution, we don’t want to keep expanding it. The maximum number of inner Newton iterations should therefore be large enough for them to converge. This is why we initially limit the number of inner Newton iterations. However, the moment that the residual of the solution becomes less than the discrepancy level \(\varepsilon\), we will take a much larger number. This corresponds to lines 6–10 of algorithm 4.2.

Finally, we don’t change the stopping criterion for the inner Newton iterations, algorithm 4.2 line 16. However, because we are working with the the projected system, \(\bar{F}\) may be solved accurately before the original system \(F\) is. We therefore
don’t stop the outer Krylov iterations until the value for the regularization parameter $\alpha_k$ stagnates as well, algorithm 4.2 line 22. The necessity for this will become clear in the numerical experiments, where we will see that this corresponds to finding a solution $x_k$ that satisfied the discrepancy principle, but not the Tikhonov normal equations.

**Algorithm 4.2** Projected Newton on the Tikhonov-Morozov system (PNTM)

1: Choose initial $\alpha_0 > 0$.  
2: Set $\text{FLAG} = 0$.  
3: for $k = 1, \ldots, \text{outeriter}$ do  
4: Expand $U_{k+1}$, $B_{k+1,k}$ and $V_k$ using Bidiag1 (4.1).  
5: Set $\alpha_{k,0} = \alpha_{k-1}$ and solve $\tilde{F}_1(y_{k,0}, \alpha_{k,0})$ for $y_{k,0}$.  
6: if $\left\| B_{k+1,k} y_{k,0} - c_k \right\| > \varepsilon$ then  
   7: inneriter = $\min\{k, 10\}$  
   8: else  
   9: inneriter = 10000  
10: end if  
11: for $l = 1, \ldots, \text{inneriter}$ do  
12: Solve the projected Jacobian system (4.5) for $\Delta y_{k,l}$ and $\Delta \alpha_{k,l}$.  
13: Calculate $\left\| D_{l-1}^{-1} \right\|$.  
14: Calculate the step size $\gamma$ using corollary 2.7 or 2.8.  
15: $y_{k,l} = y_{k,l-1} + \gamma \Delta y_{k,l}$ and $\alpha_{k,l} = \alpha_{k,l-1} + \gamma \Delta \alpha_{k,l}$.  
16: if $\left\| \tilde{F}(y_{k,l}, \alpha_{k,l}) \right\| < \text{tol}$ then  
17: $\text{FLAG} = 1$  
18: break  
19: end if  
20: end for  
21: $x_k = V_k y_{k,l}$ and $\alpha_k = \alpha_{k,l}$.  
22: if $\text{FLAG} = 1$ and $\left| \alpha_k - \alpha_{k-1} \right| / \alpha_{k-1} < \text{tol}$ then  
23: break  
24: end if  
25: end for

5. Reference methods. In this section we briefly discuss two methods which we compare the PNTM method to. The first method iteratively solves the Tikhonov problem and also uses an iterative update scheme for the regularization parameter based on the discrepancy principle. The second method does not solve the Tikhonov problem, but combines an early stopping criterion with a right preconditioner in order to include prior knowledge and regularization.

5.1. Generalized bidiagonal-Tikhonov. In [4, 5, 6] a generalized Arnoldi-Tikhonov method (GAT) was introduced that iteratively solves the Tikhonov problem (1.1) using a Krylov subspace method based on the Arnoldi decomposition of the matrix $A$. Simultaneously, after each Krylov iteration, the regularization parameter is updated in order to approximate the value for which the discrepancy is equal to $\varepsilon$. This is done using one step of the secant method to find the intersection of the discrepancy curve with the tolerance for the discrepancy principle, see figure 1, but in the current Krylov subspace. Because the method is based on the Arnoldi decomposition, the method is connected to the GMRES algorithm and it only works for square matrices.
However, by replacing the Arnoldi decomposition with the bidiagonal decomposition we used in the previous section the method can be adapted to non-square matrices.

The update for the regularization parameter is done based on the regularized and the non-regularized residual. Let, in the \( k \)th iteration, \( z_k \) be the solution without regularization – i.e. \( \alpha = 0 \) – and \( y_k \) the solution with the current best regularization parameter – i.e. \( \alpha = \alpha_{k-1} \). If \( r(z_k) \) and \( r(y_k) \) are the corresponding residuals, then the regularization parameter is updates using

\[
\alpha_k = \frac{\varepsilon - r(z_k)}{r(y_k) - r(z_k)} \alpha_{k-1}.
\]

A brief sketch of this method is given in **Algorithm 5.1**, where we use the same stopping criterion as for PNTM, but for more information we refer to [4, 5, 6]. Note that in the original GAT method, the non-regularized iterates \( z_k \) are equivalent to the GMRES iterations for the solution of \( Ax = b \). Now, because the Arnoldi decomposition is replaced with the bidiagonal decomposition, they are equivalent to the LSQR iterations for the solution of \( Ax = b \).

**Algorithm 5.1 Generalized bidiagonal Tikhonv (GBiT)**

1. Choose initial \( \alpha_0 > 0 \).
2. \textbf{for} \( k = 1, \ldots, \text{maxiter} \) \textbf{do}
3. \hspace{1em} Expand \( U_{k+1}, B_{k+1,k} \) and \( V_k \) using Bidiag (4.1).
4. \hspace{1em} Solve \( \widetilde{F}_1(z_k,0) = 0 \) for \( z_k \).
5. \hspace{1em} Solve \( \widetilde{F}_1(y_k, \alpha) = 0 \) for \( y_k \).
6. \hspace{1em} Calculate \( \alpha_k \) using (5.1).
7. \textbf{if} \( \| \widetilde{F}(y_k, \alpha_k) \| < \text{tol} \) and \( |\alpha_k - \alpha_{k-1}|/\alpha_{k-1} < \text{tol} \) \textbf{then}
8. \hspace{1em} \text{break}
9. \textbf{end if}
10. \textbf{end for}

5.2. **General form Tikhonov and priorconditioning.** In its general form, the Tikhonov problem (1.1) is written as

\[
x_\alpha = \arg \min_{x \in \mathbb{R}^n} \| Ax - b \|^2 + \alpha \| L(x - x_0) \|^2,
\]

with \( x_0 \in \mathbb{R}^n \) an initial estimate and \( L \in \mathbb{R}^{p \times n} \) a regularization matrix, both chosen to incorporate prior knowledge or to place specific constraints on the solution [4, 11]. If \( L \) is a square invertible matrix, then the problem can be written in the standard form

\[
z_\alpha = \arg \min_{z \in \mathbb{R}^n} \| \overline{A} z - r_0 \|^2 + \alpha \| z \|^2,
\]

by using the transformation

\[
z = L(x - x_0), \quad \overline{A} = AL^{-1}, \quad r_0 = b - Ax_0.
\]

When \( L \) is not square invertible, some form of pseudoinverse has to be used, but the reformulation of the problem remains the same [11].

After solving (5.3), the solution can be found as

\[
x = x_0 + L^{-1} z.
\]
Instead of solving $Ax = b$, an alternative regularization method called priorconditioning is to solve

$$\begin{cases}
AL^{-1}z = b - Ax_0 \\
x = x_0 + L^{-1}z
\end{cases}$$

Here, the matrix $L$ is can be seen as a right preconditioner. Its functions is, however, not to improve the convergence of the iterative method, but to incorporate regularization and prior knowledge into the solution [2]. This priornixedd linear system can now be solved with CGLS combined with an early stopping criterion based on the discrepancy principle. Note that this method will find a solution in the same Krylov subspace as PNTM, but that PNTM selects another element of this space due to the presence of the regularization term.

6. Numerical Experiments II.

6.1. Large random matrix problem. As a first numerical experiment, we repeat the random matrix experiment from section 3. The only thing we change is the size of the matrices: $21000 \times 15000$. The results are shown in figure 3 and table 2, where we used $tol = 1e^{-3}$ for the stopping criterion. Similarly as with the smaller experiment, there is little difference between the different runs when it comes to the number of iterations (outer and inner) or the optimal regularization parameter. As a comparison, we also solved the problem with GBiT and see that while a similar value for the regularization parameter is found, PNTM requires less Krylov iterations in order to converge.

When we compare figure 2 and figure 3, we see that the behaviour of the method is quite different now. In the original NTM method we started from a point on the discrepancy curve and stayed close to it by limiting the step size. Now, with the PNTM method, we solve the problem in Krylov subspaces of increasing size. This means that in the first few iterations, we end up far away from the true discrepancy curve. At some point we have constructed a Krylov subspace in which we can solve the projected system up to the discrepancy principle, but as we observe, not necessarily the true Tikhonov normal equations. At this point we increase the maximum number of inner iterations and we keep performing outer Krylov iterations until the regularization parameter stagnates.

Whichever of the two corollaries we use to determine the step size produces similar results. The main difference is the number of inner iterations required to solve the projected system. Using corollary 2.8, the method once again requires a significantly lower number of Newton iterations to converge inside each of the Krylov subspaces.
Fig. 3. For each Newton iteration, we plot the point \((\alpha_k, \|Ax_k - b\|)\) to see where it lies with respect to the discrepancy curve. The top left figure corresponds to case 1, the top right figure to case 2. Middle left: the value of the step size used in each iteration. Middle right: the value of the regularization parameter in each iteration. Bottom: the number of inner Newton iterations per outer Krylov iteration.

6.2. Computed tomography. As a second numerical experiment, we consider x-ray computed tomography. Here, the goal is to reconstruct the attenuation factor of an object based on the loss of intensity in the x-rays after they passed through the object. Classically, the reconstruction is done using analytical methods based on the Fourier and Randon transformations [14]. In the last decades interest has grown in algebraic reconstruction methods due to their flexibility when it comes to incorporating prior knowledge and handling limited data. Here, the problem is written as a linear system \(Ax = b\), where \(x\) represents the attenuation of the object in each pixel, the right-hand side \(b\) is related to the intensity measurements of the x-rays and \(A\) is a projection matrix. The precise structure of \(A\) depends on the experimental set-up, but it is typically very sparse. For more information we refer to [13, 11, 16]. We also do not construct the matrix \(A\) explicitly, but use the ASTRA toolbox [22, 23] in order to calculate the matrix vector products on-the-fly using their GPU implementation [19].

As a test image we take the modified Shepp–Logan phantom of size 512 × 512 and take 720 projection angles in \([0, \pi]\), which corresponds to a matrix \(A\) of size \((720 \cdot 512) \times (512 \cdot 512)\). Similar to the previous experiments we add 10% noise to the exact right hand size (resulting here in \(\varepsilon = 4.3513e3\)), but we will only calculate
Details from the CT reconstructions. The Krylov method PNTM and GBiT require less iterations than SIRT, but again PNTM needs less iterations than GBiT. While the relative error is very similar, the SIRT reconstruction has a much larger SSIM. The total number of inner Newton iterations for PNTM is mentioned in parentheses.

| Method | # Iterations | Relative error | Residual | SSIM | \( \alpha \) |
|--------|--------------|----------------|----------|------|-----------|
| PNTM   | 19 (2714)    | 0.3159         | 4.3513e3 | 0.2507 | 2.0399e3 |
| GBiT   | 38           | 0.3164         | 4.3513e3 | 0.2499 | 2.0413e3 |
| SIRT   | 78           | 0.2832         | 4.3443e3 | 0.4117 |           |

The reconstructions are shown in figure 4, with further details in Figure 5 and table 3. Here, we used \( tol = 1e^{-3} \) for the PNTM and GBiT stopping criterion and stopped the SIRT iterations once the residual was smaller than the discrepancy tolerance \( \varepsilon \). Furthermore, because the 2-norm is not always a good measure for how closely two images visually resemble each other, we also consider the structural similarity index (SSIM)\([25]\). For two images \( x \) and \( y \) and default values \( C_1 = 0.01^2 \) and \( C_2 = 0.03^2 \), this index is given by:

\[
SSIM(x,y) = \frac{(2\mu_x \mu_y + C_1)(2\sigma_{xy} + C_2)}{(\mu_x^2 + \mu_y^2 + C_1)(\sigma_x^2 + \sigma_y^2 + C_2)}.
\]

Here, \( \mu_x \) and \( \mu_y \) are the mean intensity of the images, \( \sigma_x \) and \( \sigma_y \) their standard deviation and \( \sigma_{xy} \) the covariance. This index lies between 0 and 1 and the lower its value, the better the image \( x \) resembles the reference image \( y \).

When we look at the results, we see that there is little difference between the errors of the reconstructions, but that SIRT has a much larger SSIM. When looking at the reconstructed images, we see see that this images is indeed smoother than the others. Because SIRT is a stationary method, it also needs more iterations than PNTM and GBiT, which are both Krylov methods. Similarly as with the previous experiment, however, we see that GBiT needs almost twice as many Krylov iterations as PNTM. When we look at figure 5 we see that while the value for the regularization parameter stagnates at a similar pace, PNTM more quickly minimizes the value of \( \tilde{F} \).
Fig. 4. Top: original Shepp-Logan phantom with values in \([0, 1]\). Bottom: from left to right the PNTM, GBiT and SIRT reconstructions with values in \([-0.2074, 1.0899]\), \([-0.2071, 1.0899]\) and \([-0.1477, 1.1078]\) respectively. Here, all images are shown on a colorscale \([-0.3, 1.3]\).

6.3. Suite sparse matrix collection. As a final experiment we take the 26 matrices \(A \in \mathbb{R}^{m \times n}\) from the “SuiteSparse Matrix Collection” corresponding to a least squares problem \([3]\). For each matrix we generate a solution vector \(x_{\text{ex}} \in \mathbb{R}^n\) with entries \(x_{\text{ex},i} = \sin(ih)\) for \(h = 2\pi/(n + 1)\), calculate the right hand side \(b_{\text{ex}} = Ax_{\text{ex}} \in \mathbb{R}^m\) and add 10% noise. We then solve the resulting inverse problem with PNTM, GBiT and priorconditionned CGLS (CGLS-PC). Again, we use \(\text{tol} = 1e^{-3}\) for PNTM and GBiT and only consider the step size from corollary 2.8. The CGLS iterations are stopped once the residual is smaller than \(\varepsilon\). We also limit the maximum number of (outer) Krylov iterations to 100 and the number of inner Newton iterations for PNTM to 1000 (algorithm 4.2 line 9). Furthermore, because the \(x_{\text{ex}}\) is a sine wave, the Tikhonov problem in its standard form will result in poor reconstructions. We therefore consider the regularization matrix

\[
L = \begin{pmatrix}
-1 & 1 \\
-1 & 1 & & \ddots & \\
& \ddots & \ddots & \ddots & \ddots \\
& & \ddots & -1 & 1 \\
& & & -1 & 1
\end{pmatrix} \in \mathbb{R}^{n \times n},
\]

which can be seen as placing a smoothness condition on the derivative. We then solve the problem using the transformation \((5.4)\). Finally, we always start the iterations from \(\alpha_0 = 1\) and \(x_0 = 0\) for CGLS.

The results are listed in table 4, where the relative discrepancy, the relative error
and the relative residue are given by
\[ \varepsilon \frac{\|b\|}{\|x - x_{ex}\|} \quad \text{and} \quad \frac{\|Ax - b\|}{\|b\|} \]
respectively with \( x \) the reconstruction found by the algorithm. Here, we see that while all methods find a reconstruction with a similar relative error, there are a number of important differences. First of all note that it is logical that the priorconditionned CGLS approach requires the least Krylov iterations. This is because the iterations are stopped when the residual is smaller than \( \varepsilon \). It is, however, only at this point that the other two methods start to produce good values for the regularization parameter. Then again, due to the presence of the regularization parameter, PNTM and GBiT can be seen as more flexible. Also note that the regularization parameter \( \alpha \) is chosen by PNTM and GBiT such that the residual matches the discrepancy \( \varepsilon \). In the results we can see, however, that the PNTM method has only converged in a few cases. It turns out that the 1000 inner Newton iterations are insufficient for the method to converge in the constructed Krylov subspace. This is why the total number of Newton iterations is close to 10000 and the relative residual does not equal the relative discrepancy. Increasing the maximum number of inner Newton iterations could in theory solve this
issue. However, this also means that computational cost of the method increases.

7. Conclusions & remarks. In this paper we introduced two different numerical methods: Newton on the Tikhonov-Morozov system (NTM) and projected Newton on the Tikhonov-Morozov system (PNTM). We derived the NTM method based on theoretical results and illustrated two difficulties: the estimated step size and the computational cost. In order to reduce the computational cost we projected the problem onto a low dimensional Krylov subspace. The small estimate for the step size, however, remains an issue.

In the numerical experiments it is important to note the difference between GBiT (and by extension GAT) and PNTM. While both methods solve the inverse problem in increasingly larger Krylov subspaces, the value that is minimized in each Krylov subspace and the way the regularization parameter is updated are different. GBiT solves the projected Tikhonov normal equations in each Krylov subspace using a fixed regularization parameter and only afterwards updates the regularization parameter for the next Krylov iteration. This can be seen as alternating between minimizing $\tilde{F}_1$ using a Krylov method and minimizing $\tilde{F}_2$ using the secant method. The PNTM method minimizes both values simultaneously in the Krylov subspace using Newton’s method and only expands the Krylov subspace if the value for the regularization parameter has not stagnated yet. Our numerical experiments seem to indicate that the alternating approach of GBiT is less efficient than the simultaneous update approach of PNTM. This however assumes that the number of inner Newton iterations for PNTM is high enough for them to converge. As a result of the small estimate for the step size we currently use, this may take too many iterations to be a viable alternative. Improving the choice of the step size – possibly using a backtracking approach – is therefore necessary in order to improve this method.
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