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Abstract—Video surveillance is gaining increasing popularity to assist in railway intrusion detection in recent years. However, efficient and accurate intrusion detection remains a challenging issue due to: (a) limited sample number: only small sample size (or portion) of intrusive video frames is available; (b) low inter-scene dissimilarity: various railway track area scenes are captured by cameras installed in different landforms; (c) high intra-scene similarity: the video frames captured by an individual camera share a same background. In this paper, an efficient few-shot learning solution is developed to address the above issues. In particular, an enhanced model-agnostic meta-learner is trained using both the original video frames and segmented masks of track area extracted from the video. Moreover, theoretical analysis and engineering solutions are provided to cope with the highly similar video frames in the meta-model training phase. The proposed method is tested on realistic railway video dataset. Numerical results show that the enhanced meta-learner successfully adapts unseen scene with only few newly collected video frame samples, and its intrusion detection accuracy outperforms that of the standard randomly initialized supervised learning.

Index Terms—Railway intrusion detection, few-shot learning, meta-learner, video surveillance.

I. INTRODUCTION

RAILWAY intrusion detection plays an important role in railway management system and assists in safe operation of the trains with the rapid development of the railway system all over the world. Modern intrusion detection techniques have been extensively explored in the past two decades to improve the safety of both the railway users and the facilities [1], [2]. For example, a modern video surveillance system, as shown in Figure 1, is used to monitor the railway track areas and potential human intruders through video streaming. However, the unauthorised human intrusions and nature-caused track obstacles are still the main causes of railway traffic accidents in China, thus the railway safety is paid much more attention than ever before [1].

Railway intrusion detection methods can be broadly classified into two main categories, namely, contact and non-contact detection [3]. The former type of methods employ tools such as protective net, of which the physical deformation caused by human footsteps [4]. The latter type, non-contact detection, which often takes advantage of contactless sensing, is favoured by industrial practitioners in recent years. Successful applications include (but not limit to): infrared detection [5], laser detection [6], and detection using machine vision [7]. Amongst the various contactless techniques, intrusion detection using vision data collected by video surveillance camera is the one that attracts more and more attentions in the wake of its wide monitoring vision angle, easy installation and convenient maintenance features.

The success of deep learning techniques in computer vision applications inspires one to explore the potential of applying deep neural nets in railway video monitoring scenario. However, typical deep architecture in computer vision requires a considerable amount of labelled training data for the neural nets to learn the latent data distribution and to avoid overfitting [8]. Besides, three practical barriers exist that prevent one from exploring the technique in railway monitoring applications. Firstly, the ratio between non-intrusive and intrusive video frames is relatively large. In other words, only a small number of video frames contain intrusion events, while the rest remain unchanged. Secondly, practical video surveillance solutions often need to install hundreds and thousands of fixed pan-tilt-zoom (PTZ) video cameras along the railway tracks to cover as much monitoring areas as possible. New video streams with completely unseen landform are highly likely to appear out-of-sample, which can results in failure of intruder detection or frequent false alarms. Thirdly, the ‘effective’ training samples from an individual video camera can be very limited, as most of the video frames are highly similar under a same track scene. This clearly leads to a computer vision scenario with small samples. Moreover, data collection and labelling can be a time consuming and labour

Fig. 1. Intruder detection in a video surveillance system.
intensive task in railway applications. Thus, efficient intrusion detection using small sample size is of interests to a wide range of practitioners.

In this paper, an efficient video intrusion detection algorithm using deep learning techniques is developed. A few-shot meta-model of deep convolutional neural networks (CNN) is trained by incorporating the idea of model-agnostic meta-learning (MAML) algorithm [9]. The meta-model is further enhanced using a feature engineering scheme to improve algorithm performance. As far as we know, this is the first time an approach of this type is applied to solve the small sample problem in the smart railway video surveillance scenario. The contributions of this work are summarised as follows:

- An novel enhanced few-shot learning framework is introduced, which could be easily applied to other railway video intrusion applications. The algorithmic components of the framework can be replaced by alternative user chosen algorithms (or networks) without affecting the effectiveness of the whole enhanced few-shot learning pipeline.
- The trained meta-model requires only a few of unseen training samples and gradient descent steps to be adaptive to a new scene, which can be economically and computationally efficient in practical deployments.
- A feature engineering scheme is developed to further improve the prediction accuracy of the trained meta-learner. This is conducted by extracting rail track features using a pre-tuned fully convolutional networks (FCN) [10].
- A theoretical proof is provided to analyse the relationship between the highly similar video frames and the overfitting phenomenon observed in the meta-model training phase. Effective engineering solutions are supplied to address the high intra-scene similarity issue to prevent the meta-model from overfitting.

II. RELATED WORK

A. Vision-based railway intrusion detection

Vision-based intrusion detection has seen a rapid progress in recent years. Some lately developed video detection applications were proposed using existing techniques, such as principal components analysis (PCA) [11], Kalman filtering [12] and frame difference [13], [14]. One also sees blooming of CNN research in computer vision area as a powerful feature extraction tool. CNN now has been an important technique in smart railway and has been successfully applied in many railway research work [15], [16], [17]. Meanwhile, deep learning techniques brought in new ideas to the railway intrusion detection research field. For instances, Wang et al. [18] proposed a segmentation algorithm which utilised a simple designed CNN to classify all local areas of input image using a set of Gaussian kernels. Although this method has relatively higher runtime efficiency in GPU-free computing environment, it requires an extra classification module to perform the intrusion detection task. Huang et al. [19] employed an improved VGG-Net [20] to perform intrusion detection by training a classifier using aerial video images. However, collecting samples using the unmanned aerial vehicle (UAV) is a relatively expensive way than video cameras to maintain surveilliance. Guo et al. [21] used a single shot multibox detector (SSD) [22] to detect and bound the rail intrusions, where a deconvolution structure was introduced into the SSD to improve the detection ability of small objects. Combining the advantages of two state-of-the-art detectors, i.e., the Faster R-CNN [23] and SSD [22], Ye et al. [24] designed an efficient differential feature fusion CNN to detect obstacles on railway tracks. However, all the above methods require a considerable number of training samples to be collected and processed beforehand. As far as we know, no methodology has been proposed to solve the railway intrusion detection problem with a small sample size.

B. Meta-learning

Meta-learning, or learning to learn [25], aims to acquire inductive bias that can describes features of the entire task pool where each individual task has its own train/test sets. A wide range of research has been done in meta-learning field to extract ‘transferable knowledge’ from the training tasks [9], [26], [27], [28], [29]. An important variant of meta-learning algorithms is to train meta-models for unseen tasks with very limited samples (or supervision), also known as few-shot learning.

Among various meta-learning approaches, MAML is one of the powerful framework that has been successfully applied to solve the few-shot learning problem in many disciplines, such as compress sensing [30], internet of things (IoT) [31] and telecommunications [32]. Compared with classical pre-training methods that may require relatively slower pre-tuning of model parameters, MAML aims to quickly learn suitable initial condition set using gradient decent. The meta-learner is model-agnostic in the sense that it can be directly applied to any learning problem and model optimised using gradient decent.

III. PROBLEM FORMULATION

In the railway intruder detection example, one is interested in the occurrence of true intrusion events. From a machine learning perspective, this motivating application can be cast as a binary classification problem where the binary valued intrusion occurrence is predicted in light of video camera streaming data.
Consider a distribution over tasks $p(T)$. A task $T_i$ drawn from $p(T)$ is a $K$-shot learning problem where $K$ intrusive and $\bar{K}$ non-intrusive video frames are available for model training, i.e., $2K$ training samples in total. We also denote $Q$ as the testing sample number, with $Q$ samples for both intrusive and non-intrusive scenes. As shown in Figure 2, we denote the full data set as $\{D^{(i)}_t, D^{(i)}_te\}$, where the former represents training set and the latter represents testing set. Note that $T_i$ is a standard supervised learning task that consists training set $D^{(i)}_t$ and test set $D^{(i)}_{te}$. In the meta-learning settings, $D^{(i)}_t$ and $D^{(i)}_{te}$ are also called support set and query set, respectively. For the $i$th task, both the data set can be expressed in the form as:

$$D^{(i)} = \{x_{+k}^{(i)}, y_{+k}^{(i)}, x_{-k}^{(i)}, y_{-k}^{(i)}\}_{k=1}^K,$$

where $x$ denotes the input (tensor) that represents the raw video frames and $y$ denotes the corresponding one-hot label (binary event occurrence). Symbols $+$ and $-$ denote intrusion and non-intrusion scenes.

In practice, the $i$th classification task can be trained by its corresponding classifier $f_{\theta}^{(i)}$, where $\theta$ represents its model parameters. An essential step of meta-learning approaches is to learn initial condition (denoted as $\theta_0$) of the parameter set $\theta$ for base model (the meta-learner). This can be achieved by firstly updating $\theta_0$ in each classifier $f_{\theta}^{(i)}$ by standard gradient descent as follows:

$$\theta_0^{(i)} = \theta_0^{(i)} - \alpha \nabla_{\theta_0^{(i)}} L_u(f_{\theta_0^{(i)}}), \quad (1)$$

where $n = 1, \ldots, N$ denotes the recursive updating steps, $L_u(\cdot)$ represents the loss function on the support set, and $\alpha$ is a coefficient describes inner-loop learning rate.

Once the task-wise parameter sets $\{\theta_0^{(i)}\}_{i=1}^I$ of $I$ tasks have been updated, the meta-update of the initial condition $\theta_0$ can be computed by

$$\theta_0 \leftarrow \theta_0 - \beta \sum_{i=1}^I \nabla_{\theta_0} L_{te}(f_{\theta_0^{(i)}}), \quad (2)$$

where $L_{te}(\cdot)$ denotes the loss function on the query set, and $I$ denotes the meta-batch size and $\beta$ is the coefficient describes the meta-learning rate.

The gradient of loss function in Equation (2) can be further expanded by substitution using Equation (1), as

$$\nabla_{\theta_0} L_{te}(f_{\theta_0^{(i)}}) = \nabla_{\theta_0} L_{te}(f_{\theta_0^{(i)}}) \prod_{n=1}^{N} \nabla_{\theta_0} \left(\theta_0^{(i)} - \alpha \nabla_{\theta_0^{(i)}} L_u(f_{\theta_0^{(i)}})\right).$$

The second derivatives on the right hand side of the equation can be omitted (see [9] for details), and give a simplified Equation (2), rewritten as:

$$\theta_0 \leftarrow \theta_0 - \beta \sum_{i=1}^I \nabla_{\theta_0} L_{te}(f_{\theta_0^{(i)}}), \quad (3)$$

which significantly reduces computational expense but can achieve comparable performance as that in the standard MAML [9]. In this paper, we employ this simplified meta-learner as the basis of the proposed few-shot learning algorithm. Given the well tuned initial condition $\theta_0$ of the base model, the meta-learner can now quickly adaptive to the unseen scene with $2K$ new samples.

IV. FEW-SHOT LEARNING FOR INTRUSION DETECTION

The standard MAML framework has demonstrated its performance in various few-shot learning applications, which makes it a promising candidate for the railway video intrusion detection problem. However, before applying the powerful framework, some issues as identified earlier, i.e., low inter-scene dissimilarity and high intra-scene similarity, must be addressed.

To facilitate understanding in this paper, the similarity between two images corresponds to the pixel-wise difference. In addition, we denote $\text{Sim}(D^{(i)}, D^{(j)})$ as the similarity between two tasks which is formulated by

$$\text{Sim}(D^{(i)}, D^{(j)}) = \frac{1}{2K\sqrt{N}} \left(\left\|\sum_{k=1}^{K} (\bar{x}_{+k}^{(j)} - \bar{x}_{+k}^{(i)})\right\|_2 + \left\|\sum_{k=1}^{K} (\bar{x}_{-k}^{(j)} - \bar{x}_{-k}^{(i)})\right\|_2\right), \quad (4)$$

where $\bar{x}$ is a vector that denotes the flattened image $x$ and $N$ denotes the length of $\bar{x}$. The smaller the value of $\text{Sim}(D^{(i)}, D^{(j)})$, the higher the similarity between $D^{(i)}$ and $D^{(j)}$.

A. The datasets

This subsection details the datasets used in this paper. We compare the difference of both the local railway images dataset captured by video cameras and a bench-marking Minimagenet dataset used in the research community.

Example images of the railway dataset are shown in the left panel of Figure 3. This dataset was collected at railway ‘throat areas’, where a large number of turnouts and crossings exist. This typical ‘busy’ railway track region often requires intensive worker operations and maintenance, and therefore accurate intrusion detection and monitoring are desired. Particularly, the video frames data was collected from PTZ cameras deployed at 65 local throat areas along the railway tracks between December 2018 and April 2019 in China. The raw frames were cleaned by standard pre-processing steps to extract valid images and to remove the majority of similar frames in each scene. Specifically, we employed standard normalised cross correlation, mean square error (MSE) and
structure similarity (SSIM) metrics to evaluate the eligibility of the frames and thus filter out highly identical frames.

The ‘small samples’ issue also significantly affected the whole data collection process. Although an intruder event, once occurred, would greatly threaten railway passenger safety, it seldomly happened on a daily basis. In fact, some of the throat area scenes only contained a small portion of eligible frames for the training phase. To secure sufficient number of training samples in each of the meta-learning tasks, we fused the 65 subsets of eligible frames into 22 groups of scenes, i.e., each group was composed by 2 to 3 subsets frames. The processed scenes were then divided into three separate portions: 18 scenes were used for meta-training phase, 2 scenes for meta-cross-validation phase, and the rest 2 scenes for meta-test phase. The whole dataset contained 11,409 RGB images, which was composed by 5863 intrusion and 5546 non-intrusion images. An image would be manually labelled as ‘intrusion’ if workers or big animals (e.g. dog) appeared in the track area. All images were resized in a same 640 × 480 resolution.

The MiniImagenet dataset [29], which includes 64 training classes, is illustrated on the right panel of Figure 5. There are 64 × 64 types of binary classification tasks by permutation for training of the meta-learning models (see [29] for detailed description of the MiniImagenet dataset). A comparison worth to note is that the MiniImagenet dataset was ‘better’ constructed when compared to the railway dataset. In particular, images from the MiniImagenet dataset have much lower intra-similarity (where images within the same class are differ from each other), whereas railway data frames in a same scene have significantly high similarity as they share a same background scene. To verify that the MiniImagenet dataset is better constructed, we randomly select 5 types of binary classification tasks from the MiniImagenet dataset and 5 scenes from the railway dataset, we then draw 10 tasks with \( K = 10 \) from each type/scene. The cross-similarity of all 50 tasks is shown in Figure 4 where one sees that the railway scene tasks has low inter-scene dissimilarity and higher intra-scene similarity when compared to those of the MiniImagenet dataset.

B. An improved base model

One special feature of the railway video camera dataset is its high similarity across the video frames of a scene and its relatively high dissimilarity between video frames of different landform scenes. As demonstrated in Equation (3), the standard MAML framework updates model parameters through gradient descent. Thanks to the low inter-type dissimilarity and low intra-type similarity in MiniImagenet, the diversity of meta-training tasks and meta-testing tasks are relatively balanced which is helpful to reduce overfitting. However, the tasks of different local railway scenes are unbalanced due to the low inter-scene dissimilarity and higher intra-scene similarity, which may easily lead to overfitting of the meta-model under the special features of railway video frames.

This issue has been further illustrated in Figure 5 where samples in each railway video task contribute very similar similarity, which may easily lead to overfitting of the meta-model under the special features of railway video frames.

Proposition 1. Without loss of generality, consider a base model of standard CNN that has a convolution layer with a filter \( \omega \) followed by a linear layer with weight coefficients \( \eta = [\eta_0, \eta_1] \), a softmax layer and a binary cross-entropy loss \( L \). Given two training tasks \( \mathcal{D}_0 = \{x^{0}_{+,k}, y^{0}_{+,k}, x^{0}_{-,k}, y^{0}_{-,k}\}_{k=1}^{K} \) and \( \mathcal{D}_1 = \{x^{1}_{+,k}, y^{1}_{+,k}, x^{1}_{-,k}, y^{1}_{-,k}\}_{k=1}^{K} \), the difference of the gradients can be approximated by the following equations:

\[
\frac{\partial (L_{\mathcal{D}_0} - L_{\mathcal{D}_1})}{\partial \eta_0} \rightarrow \frac{1}{2K} \sum_{k=1}^{K} (D_\omega (x^{0}_{+,k} - x^{0}_{-,k}) + D_\omega (x^{0}_{-,k} - x^{1}_{-,k})) , \ (5)
\]

\[
\frac{\partial (L_{\mathcal{D}_0} - L_{\mathcal{D}_1})}{\partial \eta_1} \rightarrow \frac{1}{2K} \sum_{k=1}^{K} (D_\omega (x^{0}_{+,k} - x^{1}_{+,k}) + D_\omega (x^{1}_{-,k} - x^{0}_{-,k})) , \ (6)
\]

\[
\frac{\partial (L_{\mathcal{D}_0} - L_{\mathcal{D}_1})}{\partial \omega} \rightarrow \frac{1}{2K} \sum_{k=1}^{K} (D_{\eta_0} (x^{0}_{+,k} - x^{0}_{+,k}) + D_{\eta_1} (x^{1}_{-,k} - x^{0}_{-,k})) , \ (7)
\]

where \( \omega \) and \( \bar{\omega} \) denote the identities after the flattening operation of CNN. Functions \( D_\omega (\cdot) \), \( D_{\eta_0} (\cdot) \) and \( D_{\eta_1} (\cdot) \) represent the sparse Toeplitz matrices with respect to \( \omega \), \( \eta_0 \) and \( \eta_1 \), respectively.

Proof. Assume sample input \( x \) is an \( L \times L \) matrix, the forward propagation of the base model can be expressed as

\[
z_{l_1l_2} = \sum_{a=0}^{M-1} \sum_{b=0}^{M-1} \omega_{ab} x_{(l_1+a)(l_2+b)}, \ (8)
\]

\[
u = [u_0, u_1] = \eta^T z = [\eta_0, \eta_1]^T z, \ (9)
\]

\[
p = [p_0, p_1] = \text{softmax}(u), \ (10)
\]
where \( \omega, z, \bar{z}, \eta, u \) and \( p \) denote an \( M \times M \) filter of convolutional layer, \((L - M + 1) \times (L - M + 1)\) feature map, \((L - M + 1)^2 \times 1\) flattened feature map, \((L - M + 1)^2 \times 2\) weight of linear layer, \(2 \times 1\) output of linear layer and \(2 \times 1\) output of softmax layer, respectively. The binary cross-entropy loss is given by

\[
\mathcal{L}_x = -y_0 \log p_0 - y_1 \log p_1,
\]

where \( y = [y_0, y_1] \) is the one-hot label of \( x \).

The backward propagation of the filter and linear layer can be derived using the chain rule. The gradient component of fully-connected weights are given by

\[
\frac{\partial \mathcal{L}_x}{\partial \eta_0} = \left( \frac{\partial \mathcal{L}_x}{\partial p_0} \frac{\partial p_0}{\partial u_0} + \frac{\partial \mathcal{L}_x}{\partial p_1} \frac{\partial p_1}{\partial u_0} \right) \frac{\partial u_0}{\partial \eta_0} = (-y_0p_1 + y_1p_0) \bar{z},
\]

\[
\frac{\partial \mathcal{L}_x}{\partial \eta_1} = \left( \frac{\partial \mathcal{L}_x}{\partial p_0} \frac{\partial p_0}{\partial u_1} + \frac{\partial \mathcal{L}_x}{\partial p_1} \frac{\partial p_1}{\partial u_1} \right) \frac{\partial u_1}{\partial \eta_1} = (y_0p_1 - y_1p_0) \bar{z},
\]

Assume a simple even probability on the inference output of softmax layer, i.e., \( p_0, p_1 \to 0.5 \). Substituting the convolution operation in (8) by Toeplitz matrix gives

\[
\frac{\partial \mathcal{L}_x}{\partial \eta_0} = (-y_0p_1 + y_1p_0) D_\omega \bar{x} \to -\frac{1}{2} D_\omega \bar{x} \text{ if } x = x_+,
\]

\[
(12) \quad \frac{\partial \mathcal{L}_x}{\partial \eta_1} = (y_0p_1 - y_1p_0) D_\omega \bar{x} \to \frac{1}{2} D_\omega \bar{x} \text{ if } x = x_-,
\]

\[
\quad \text{where } D_\omega \in \mathbb{R}^{(L-M+1)^2 \times L^2} \text{ denotes the Toeplitz matrix with respect to the filter } \omega \text{ and } \bar{x} \text{ denotes the flattened } x. \text{ Note that } D_\omega \text{ is a sparse matrix. Hence Equation (5) and (6) can be obtained by substituting } \mathcal{D}^0 \text{ and } \mathcal{D}^1 \text{ into Equation (14) and (15).}
\]

The gradient component of the filter in convolution layer can be written as

\[
\frac{\partial \mathcal{L}_x}{\partial \omega_{ab}} = \sum_{l=0}^{L-M} \sum_{l=0}^{L-M} \mathcal{L}_x x_{(l+a)(l+b)}.
\]

We can further derive

\[
\frac{\partial \mathcal{L}_x}{\partial z} = \frac{\partial \mathcal{L}_x}{\partial p_0} \frac{\partial p_0}{\partial u_0} \frac{\partial u_0}{\partial \omega} + \frac{\partial \mathcal{L}_x}{\partial p_1} \frac{\partial p_1}{\partial u_1} \frac{\partial u_1}{\partial \omega} \quad \text{and} \quad \frac{\partial \mathcal{L}_x}{\partial \eta} = -y_0p_0 \eta - y_1p_0 \eta_1.
\]

And this gives

\[
\frac{\partial \mathcal{L}_x}{\partial \omega} = p_1 D_{y_0} \bar{x}_+ - \frac{1}{2} D_{y_0} \bar{x}_+ + (18)
\]

\[
\frac{\partial \mathcal{L}_x}{\partial \omega} = p_0 D_{y_1} \bar{x}_- - \frac{1}{2} D_{y_1} \bar{x}_- + (19)
\]

where \( D_{y_0}, D_{y_1} \in \mathbb{R}^{M^2 \times L^2} \) denote the sparse Toeplitz matrices with respect to the filter \( y_0 \) and \( y_1 \) as in Equation (17). Equation (7) can now be obtained by substituting \( \mathcal{D}^0 \) and \( \mathcal{D}^1 \) into Equation (18) and (19).

According to Proposition 1, the upper bound of the \( \ell_2 \)-norm of gradients difference has a positive correlation with the task similarity between \( \mathcal{D}^0 \) and \( \mathcal{D}^1 \). For instance, according to the definition of task similarity in Equation (4), the right part of Equation (5) satisfies

\[
\frac{1}{2K} \sum_{k=1}^{K} (D_\omega (\bar{x}^1_{+,k} - \bar{x}^0_{+,k}) + D_\omega (\bar{x}^0_{-,k} - \bar{x}^1_{-,k})) = L \lVert D_\omega \rVert_2 \text{ simil}(\mathcal{D}^0, \mathcal{D}^1).
\]

This clearly explains the overfitting issue observed when simply applying standard MAML onto the local railway dataset, as the difference of intrusive and non-intrusive images is a sparse matrix where non-zero elements only exist in a few pixels. The sparse difference over input image samples greatly affects the diversity of the derived gradients, and therefore results in the high risk of overfitting of the trained meta-model.

We now propose two established measures to mitigate the overfitting problem of standard MAML applied in the few-shot railway dataset, namely, shuffling labels and neuron dropout.

Shuffling labels. Conventional binary detection problem often assigns intrusion as label 1 and non-intrusion as label 0. This may result in overfitting of the base model in meta learning, and the issue is termed memorisation problem [33]. A studied solution is to shuffle the labels after drawing tasks from the distribution \( p(T) \), i.e. intrusive or non-intrusive images are randomly labelled by \( y = [1, 0] \) or \( y = [0, 1] \), each with probability 0.5. The technique ensures that the task-specific model cannot be inferred from the fixed class-to-label settings. The effectiveness of shuffling labels can be well explained according to Proposition 1.

For instance, shuffling labels makes Equation (7) be converted (with probability 0.5) to

\[
\frac{\partial (\mathcal{L}_{\mathcal{D}^0} - \mathcal{L}_{\mathcal{D}^1})}{\partial \omega} \rightarrow \frac{1}{2K} \sum_{k=1}^{K} (D_{y_0} (\bar{x}^1_{+,k} - \bar{x}^0_{+,k}) + D_{y_1} (\bar{x}^0_{-,k} - \bar{x}^1_{+,k}))
\]

which reduces the occurrence frequency zeros after subtraction of the background image samples while increases the diversity of differences in gradient directions.

Neuron dropout. It has been shown that overfitting issue can be effectively mitigated by adding dropout layers in CNN [34]. Unlike traditional supervised learning where only
Algorithm 1 Enhanced few-shot learning algorithm

Pre-requisition: railway scene dataset, pre-defined classifiers $f_g^{(i)}$, pre-defined step size $\alpha$ and $\beta$, meta-batch size $I$ and max iteration number $J$

1: Randomly initialise $\theta = \theta_0$
2: Draw tasks from meta scenes with cross validation.
3: for $j = 1 : J$ do
4: Randomly draw $I$ tasks from meta-training scenes
5: for $i = 1 : I$ do
6: Recursively compute the hyper-parameter sets of each classifier via Equation (1) $\theta_{N}^{(i)}$
7: Obtain $\theta_{N}^{(i)}$ after $N$ step iterations
8: end for
9: Update parameter set of base model $\theta_0$ via Equation (3)
10: if converge on validation tasks then break.
11: end if
12: end for

training phase and test phase need to be evaluated, there exists four phases to assess the state of task-specific dropout layer, these includes training phase of meta-training, test phase of meta-training, training phase of meta-test and test phase of meta-test. We add a dropout layer, which will only be activated in the training phase of meta-training, for the linear layer of CNN. According to Proposition 1 adding the dropout layer forces Equation (5) to be converted to

$$
\frac{\partial (L_{D_{\theta_0}} - L_{D_{\theta}})}{\partial \theta_0} \\
= \frac{1}{2R} \sum_{k=1}^{K} (d^1 \circ D_{\omega} (\bar{x}_{+,1,1} - \bar{x}_{-,1,1}) - d^0 \circ D_{\omega} (\bar{x}_{+,0,1} - \bar{x}_{-,0,1}))
$$

(21)

where symbol $\circ$ denotes the element-wise product and $d^0$ and $d^1$ are sparse vectors with the zero elements refer to the dropout neurons. The randomness brought in by dropout layer also effectively reduces the sparsity of the subtracted matrix as well as increases the diversity of gradient direction differences.

Another issue is that the model of CNN used in the meta-learning research community is designed for the MinImageNet images of size $84 \times 84$, which is not suitable for the railway images of size $640 \times 480$. Following the principle of not using more network neurons, which will not lead to more serious overfitting, we slightly modified the CNN structure. We report and compare the settings of the referenced CNN in [29] and the CNN in our proposed algorithm in Table 1.

C. Few-shot meta-learner enhanced by mask inputs

In addition to shuffling labels and neuron dropout, the proposed meta-learner is further enhanced by additional mask inputs that are extracted from the original video frames (of the training data). The automatically identified mask inputs highlight the essential spatial features of track areas in each scene, and therefore assist in guiding the meta-learner to perform more accurate classification.

In practice, the mask inputs are extracted by introducing a fully convolutional network (FCN) prior to the base model training phase. Unlike classical CNN, an FCN [10] transforms the height and width of the intermediate layer feature map back to the size of input image through the transposed convolution layer, so that the predictions have a one-to-one correspondence with input image in spatial dimension (height and width). Being a well studied neural network model, the FCN can be straightforwardly trained offline to achieve reasonably good performance. The input of the FCN are the same video frames of the whole training set and the output are the pre-labelled true masks of the corresponding frames. In fact, the training data of the FCN doesn’t necessary to be the same as those in the few-shot learning phase. A fairly larger size of data set can be used for this separate FCN training process to improve its generalisation ability and prediction performance. In this paper, we fed the same training set to both the meta-learner and the FCN.

The detailed design of the proposed few-shot meta-learning algorithm is shown in Figure 6. The procedure is described as follows:

1) The raw video frames (images) served as the input of a pre-trained FCN to extract the corresponding masks.
2) The masks are then concatenated as the 4th channel following the RGB channels of the raw video frames to compose the input tensor $x$ for meta-learner training.
3) The base model of the meta-learner can now be trained with input $x$ and the corresponding one-hot label $y$.
4) Training the CNN base model following the few-shot learning described in Algorithm 1.
5) The trained few-shot meta-learner can now adapt to new video frames of the unseen scene in a few steps of extra training on small samples.
6) The trained model can now work in the new scene, where the output of the model is the binary valued prediction of intrusion detection in light of new data streams.

Note that the proposed algorithm can be easily generalised to other small sample problems with similar inter-similarity/intra-similarity issues. For video/image processing applications, one often adopt CNN architecture as the basis of the meta-model. In this paper, the proposed CNN base model consists of 4 convolutional layers, 4 max-pooling layers, 1 linear layers and 1 softmax layers, as shown in the right half of Figure 6.

V. Numerical results

This section reports the experimental results of the enhanced few-shot learning algorithm in the two datasets. Supportive experiments for the Proposition 1 is firstly presented. The proposed algorithm is then tested against existing algorithms. Performance of different meta-learners with/without engineering tricks are also tested and analysed. All the numerical experiments were implemented by PyTorch in Python 3.

A. Supportive experiments of Proposition 1

In this subsection, we assess the Proposition 1 quantitatively on synthetic tasks. As shown in Figure 7 top panel, we select
As a result, the number of same images between $D_{tr}^{(0)}$ and $D_{tr}^{(i)}$ equals to $20 - 2i$, which decreases with the index $i$. These task sets are used to update the randomly initialised base model of $f^{(0)}_{th}$ via (1), where the gradient descent steps $N$ is set to 5. Then, we calculate the difference (via MSE and cosine similarity) of the gradients between using $D_{tr}^{(0)}$ and using $D_{tr}^{(i)}$ ($i = 1, \ldots, 9$).

The MSE and cosine value versus the number of similar images between using $D_{tr}^{(0)}$ and $D_{tr}^{(i)}$ ($i = 1, \ldots, 9$) are shown in Figure 8 where each curve is averaged over 50 trials. In Figure 8(a), one observes that the MSE between the gradient of each layer increased with index $i$ (or the decrease of the number of same images), and in Figure 8(b), one sees that the cosine value decreased with index $i$. These results imply that similar tasks can lead to similar level of gradients, which can easily result in overfitting during model training. Note that (5), (6) and (7) in Proposition 1 theoretically hold only in the simple case with $n = 1$. Similar trend can be observed in the Figure 8(c) and (d), where the base model in each task performs multiple gradient descent steps ($n > 1$). Although we cannot provide the derivations for a general CNN with multiple update steps, one could draw the same conclusion according the experiments.

To demonstrate that similar training scenarios will cause overfitting, in Figure 9 we further compare the simplified learning curves of original MAML in [9] using different constructed tasks from MiniImagenet, where the greater gap of accuracy between training and verification means the more severe overfitting of the meta model. In Figure 9(a), we can observe the overfitting is improved as the increasing of the number of training classes using $D_{tr}^{(0)}$-like tasks. However, when the number of meta-training classes is up to the maximum of 64, MAML still suffers from the severe overfitting by using the synthetic $D_{tr}^{(0)}$-like tasks as shown in Figure 9(b),
which supports our statement that similar training scenarios cause MAML overfitting.

**B. Ablation study of the improved base model**

Here we evaluate the proposed measures for improving the base model, involving shuffling label and neurons dropout.

Following the settings on MiniImagenet in [9], for $K$-shot intrusion detection, we set support set size $2K = 10$, query set size $2Q = 30$, meta-batch size $I = 2$, inner-loop learning rate $\alpha = 0.01$, meta-learning rate $\beta = 0.001$ and maximum iteration number $J = 60000$. The model is trained using $N = 5$ gradient steps and evaluated using 10 gradient steps. In the meta-training phase, the base model is evaluated per 200 iterations and early stopped when the accuracy no longer increases after 2000 iterations. These parameter settings are used in all following experiments unless otherwise specified.

There are two hyper-parameters need to be tuned involving the probability of shuffling and probability of dropout. After drawing a specific task from the local dataset, we need to decide what probability the intrusive images are labelled by $[0, 1]$, which is denoted as the probability of shuffling. Although it is treated as 0.5, it should be checked due to the imbalance of positive and negative samples. In our model $f^1_\theta$, we carry the 10-fold cross-validation using 18 meta-training scenes and 2 meta-cross-validation scenes. The mean validation accuracy versus probability of shuffling is shown in Figure 10(a), where each trained model adapts to 50 tasks drawn from 2 meta-cross-validation scenes. We can observe that the highest accuracy performance is achieved at the probability of shuffling 0.5. Further, we dropout neurons in linear layer with different probabilities and report the cross-validation results in Figure 10(b). We can observe that the high probability of dropout lead to the high variance of accuracy. We set probability of dropout as 0.3 owing the high accuracy and low variance.

We use the learning curves to find out whether the base model suffers more from a variance error or a bias error with the increase on the number of meta-training scenes. It helps to check out the overfitting for different base models. Three base models are evaluated involving our model $f^2_\theta$, $f^3_\theta$ with shuffling label and $f^1_\theta$ with shuffling label and neuron dropout for the linear layer. We perform 10-fold cross-validation with different numbers of meta-training scenes and report the mean validation accuracy in Figure 11. As shown in Figure 11(a), we can observe the high bias between the accuracy of training and cross-validation, which means that $f^2_\theta$ suffers severe overfitting. By using shuffling label, the overfitting of $f^3_\theta$ is improved due to the lower bias and smaller variance in Figure 11(b). In Figure 11(b) and Figure 11(c), the best accuracies of cross-validation without and with dropout are 81.98$\pm$2.60$\%$ and 82.28$\%$ ± 2.06$\%$, respectively, and the subtle difference also implies that adding dropout layer leads to better accuracy and smaller variance. According to Figure 11(c), we can observe that the final base model will probably not benefit much from more training scenes.

**C. Ablation study of the additional mask input**

In this paper, we train the FCNs using RailSem19$^2$ [36] which is a dataset for semantic rail scene understanding with dense label masks. The RailSem19 has 8500 images taken from the ego-perspective of rail vehicles. As shown in Figure 12 we select the pixel labels of rail and guardrail,
Fig. 11. Learning curves of different base models. (a) MAML of $f_1^{θ}$; (b) MAML of $f_1^{θ}$ with shuffling label scheme; (c) MAML of $f_1^{θ}$ with both shuffling label and neuron dropout schemes.

Fig. 12. An illustration of the pre-processing of the RailSem19 sample. (a) Original image; (b) Original mask; (c) Mask after selecting the label of rail and guardrail.

Fig. 13. An illustration of input images (top) in the railway dataset and output masks (bottom) of the FCN-8s. (a) Results of non-intrusive and intrusive images; (b) Failed extractions in the cases of bad weather and vertical shooting.

which are the bases to the rail track wheels, as segmented objects, and treat the other pixels as the background. After removing the images without these two labels, there are 7772 images left, in which 6997 (90%) images are used for training and 776 (10%) images are used for test. In addition, all the images are resize to $640 \times 480$.

The backbone network of FCNs in our experiments was VGG16 [20] pre-trained on ImageNet. We train FCN-32s, FCN-16s and FCN-8s, which combine different coarse low layer information with fine higher layer information, by stochastic gradient descent (SGD) with momentum. We set momentum to 0.7, initial learning rate to 0.01, mini-batch size of images to 4 and maximum number of epochs to 50. Two popular criteria are used to evaluate the segmentation performance involving pixel accuracy (PA) defined by $\frac{L \cap R}{L}$ and intersection over union (IU) defined by $\frac{L \cap R}{L \cup R}$, where $L$ denotes the set of the ground truth and $R$ denotes the set of segmentation result. Segmented masks with higher PA and IU are considered with better quality. The test performances of the FCNs are reported in Table II where the FCN-8s leads to the best IU and PA. We illustrate some segmented results of local image using the trained FCN-8s in Figure 13. As shown in Figure 13(a), we can observe that the track area can be located by the FCN and the intrusions affect the result of segmentation. However, there are also bad segmented results in the cases which RailSem19 dataset does not covers, as shown in Figure 13(b), track are hidden under snow or the image are shot in vertical angle. In this paper, the FCN-8s is selected as the segmenter for extracting track area.

We use the division pattern of training scenes and validation scenes in the local dataset that leads to the closest accuracy to the average performance of the base model in the cross-validation experiments. Note that we do not choose the best one due to it may lead to high bias between all training scenes and two test scenes that never been seen before. We drawn 50 tasks from test scenes each of which has $K$ intrusion samples and $K$ non-intrusion samples. The average test performances involve false-positive ratio (FPR, i.e., false alarm rate), false-negative ratio (FNR, i.e., missing rate), accuracy and speed of all trained base models with $K = 1, \ldots, 5$ are reported in Table III where the processing speed is evaluated on 1 GTX1080Ti GPU. We can observe that using the additional mask input leads to the better detection accuracy in different cases because it produces to the smaller FPR. Note that the detection process using the additional mask input is divided into two parts: segmentation and detection, and we can observe

| Index | FCN-32s | FCN-16s | FCN-8s |
|-------|---------|---------|--------|
| Mean PA | 95.49% | 96.54% | 96.70% |
| Mean IU | 90.66% | 92.76% | 93.08% |
that segmentation by FCN-8s is time consuming due to using more network parameters compared with detection.

D. Comparison with classical supervised learning method

Note that the benchmark of the proposed meta-learning intrusion detection method is the classical supervised learning method. The classical supervised learning initialises the network randomly but the proposed method of meta-learning initialises with the meta-trained \( \theta_0 \). In this subsection, we discuss the advantages of the proposed meta-learning method. We evaluate both two kinds of model with additional mask on 50 tasks drawn from the two test railway scenes in the local dataset. Then we train for each tasks in the two case with the same settings for fair comparison except the initial condition. The mean test accuracy versus the number of gradient descent steps is shown in Figure 14. Note that the meta initial conditions are meta-trained with updated steps \( N = 5 \) and here we evaluate them with \( N = 100 \) for comparison. It can be seen that learning with the meta initialisation adapts fast with a few number of gradient descent steps while learning with random initialisation converges more slowly. Moreover, we can observe that the meta initial condition leads to 4.8%, 3.9%, 3.7% and 2.3% average gains after 20 steps with the shot of \( K = 1, K = 3, K = 5 \) and \( K = 10 \), respectively, compared with the traditional random initialisation. This means the proposed meta learning method is more economical owing to the high accuracy using a few number of training steps when it is applied on railway scenes, as for the randomly initialised CNNs, only by using more training samples can it lead to the better performance than meta model.

E. Comparison with metric-based meta-learning method

In this subsection, we evaluate the detection performance of proposed method compared with another state-of-the-art meta-learning pipeline, i.e. metric-based meta-learning, of which the prototypical networks (ProtoNets) proposed in [27] is a representative method. In the meta-training phase, ProtoNets learn the metric space in which classification can be performed by computing distances to prototype centers of intrusion and non-intrusion images for each few-shot task, once the metric space is learned, they can be directly used to detect intrusions and do not require the fine-tuning process.

Following the settings in [27], we use the Euclidean distance and the SGD with Adam [37] to train all ProtoNets. The learning rate is initially set to \( 5 \times 10^{-4} \) and cut in half every 2000 meta-training tasks, and the same early-stop strategy is applied to the two algorithm. In Table IV we report the average 5-shot detection accuracy of 50 meta-test tasks with different techniques used in this paper. Note that there is no linear layer in ProtoNets so the dropout cannot be used. It can be observed that the proposed detection method based on MAML outperforms ProtoNets in all cases.

VI. Conclusion

This paper presents an enhanced few-shot learning solution for railway video intrusion detection with small samples. The railway video surveillance data suffers the low inter-similarity and high intra-similarity issues, which was addressed by the proposed algorithm. As far as we aware, this is the first time the few-shot learning algorithm applied to the small sample railway video intrusion detection problems. Numerical results demonstrate that the proposed method outperforms existing methods and achieve satisfactory results in terms of prediction accuracy and algorithm efficiency. Upon successful execution of the proposed algorithm, the trained meta-model can quickly adapt to an unseen railway scene with only a few new video frame samples (with a few number of gradient descent steps). The proposed method provides an economically and computationally efficient alternative to the railway video intrusion detection applications.

**TABLE III**

| Index | Without mask | With mask |
|-------|--------------|-----------|
|       | K=1 | K=2 | K=3 | K=4 | K=5 | K=1 | K=2 | K=3 | K=4 | K=5 |
| FPR   | 20.27% | 16.00% | 14.73% | 13.4% | 9.33% | 15.60% | 12.33% | 12.33% | 7.60% | 6.80% |
| FNR   | 18.47% | 16.27% | 12.47% | 9.60% | 8.20% | 20.40% | 13.53% | 12.53% | 12.40% | 9.40% |
| Accuracy | 61.27% | 67.73% | 72.80% | 76.99% | 82.47% | 64.00% | 74.13% | 75.13% | 80.00% | 83.80% |
| Processing speed | 0.34 ms/img | 33.91 ms/img (FCN-8s)+0.35 ms/img |

**Fig. 14.** The test performances of the base model with random initial conditions and meta initial conditions.

**TABLE IV**

| Technique | Method | Ori | +shuffling | +dropout | +mask | ProtoNets | proposed |
|-----------|--------|-----|------------|----------|-------|-----------|----------|
| ✓ | ✓ | ✓ | ✓ | ✓ | 78.27% | 78.80% |
| ✓ | ✓ | 78.53% | 80.41% |
| ✓ | ✓ | ✓ | ✓ | 79.33% | 82.60% |
| ✓ | ✓ | ✓ | ✓ | — | 83.80% |
