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Abstract

The subject of this dissertation is the Gysin homomorphism in equivariant cohomology for spaces with torus action. We consider spaces which are quotients of classical semisimple complex linear algebraic groups by a parabolic subgroup with the natural action of a maximal torus, the so-called partial flag varieties. We derive formulas for the Gysin homomorphism for the projection to a point, of the form

$$\int_X \alpha = \text{Res}_{z=\infty} Z(z, t) \cdot \alpha(t),$$

for a certain residue operation and a map $Z(z, t)$, associated to the root system. The mentioned description relies on two following generalizations of theorems in symplectic geometry. We adapt to the equivariant setting (for torus actions) the Jeffrey–Kirwan nonabelian localization and a theorem relating the cohomology of symplectic reductions by a compact Lie group and by its maximal torus, following the approach by Martin. Applying the generalized theorems to certain contractible spaces acted upon by a product of unitary groups we derive the push-forward formula for partial flag varieties of types $A$, $B$, $C$ and $D$.
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Streszczenie

Przedmiotem niniejszej rozprawy jest homomorfizm Gysina w kohomologiach ekwiwariantnych dla przestrzeni z działaniem torusa. Rozważane są przestrzenie będące ilorazami klasycznych półprostych zespolonych liniowych grup algebraicznych przez podgrupę paraboliczną, wraz z naturalnym działaniem torusa maksymalnego, zwane inaczej przestrzeniami częściowych flag. Niniejsza rozprawa opisuje homomorfizm Gysina dla rzutowania na punkt za pomocą wzorów postaci

$$\int_X \alpha = \text{Res}_{z=\infty} \mathcal{Z}(z, t) \cdot \alpha(t),$$

dał pewnego residuum i funkcji zespolonej wielu zmiennych \(\mathcal{Z}(z, t)\), związanej z układem pierwiastków grupy. Wspomniany opis opiera się na uogólnieniach dwóch twierdzeń z geometrii symplektycznej, udowodnionych w pierwszej części rozprawy. Pierwszym z nich jest uogólnienie (w kontekście ekwiwariantnym dla działania torusa) twierdzenia Jeffrey–Kirwan o nieabelowej lokalizacji, drugim zaś twierdzenie wiąŜące kohomologie redukcji symplektycznej przez zwiartą grupę Liego z kohomologiemi redukcji przez torus maksymalny w tej grupie, w sformułowaniu Martina. W drugiej części rozprawy uogólnione twierdzenia zostały uŜyte do redukcji symplektycznych pewnych przestrzeni ściągalnych z działaniem produktu grup unitarnych, w celu otrzymania wzorów opisujących homomorfizm Gysina dla przestrzeni częściowych flag typów \(A, B, C\) i \(D\).
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Introduction

The Gysin homomorphism, introduced under the name Umkehrungshomomorphismus in [Gys41], originally associated a homomorphism \( f^*: \text{H}^*(M) \rightarrow \text{H}^*(N) \) between cohomology groups to a map \( f: M \rightarrow N \) of closed oriented manifolds and was later generalized to many different settings. The Gysin map for fiber bundles and de Rham cohomology has a natural interpretation as integration along fibers. Gysin maps have become an important tool in algebraic geometry, due to the growing importance of characteristic classes. An illustrative example is the definition of Segre classes of a vector bundle \( E \rightarrow X \) as push-forwards of powers of the hyperplane class of the projective bundle \( \mathbb{P}(E) \) ([Ful13]).

Gysin maps have proved useful in singularity theory and have provided a tool to study the degeneracy loci of morphisms of flag bundles, which are related to Schubert cycles by the Thom–Porteous formula ([Por71]) and similar results of Kempf and Laksov ([KL74]), Lascoux ([Las74]) and Pragacz ([Pra88]). Most of the early results on push-forwards for flag bundles relied on inductive procedures, reducing the problem to studying projective bundles. The inductive approach is still used by numerous authors (see for example Fulton [Ful92], Kazarian [Kaz]). The study of the degeneracy loci of bundles lead to the development of combinatorial techniques, concentrating on the study of Schur polynomials and their generalizations and modifications. For example, the so-called factorial Schur polynomials represent the degeneracy loci in the Kempf–Laksov formula and provide a useful basis of the equivariant cohomology of the complex Grassmannian \( H^*_T(\text{Gr}(k, n)) \) over \( H^*_T(pt) \) ([KT03]). Analogous P- and Q-polynomials introduced in [Pra88] provide formulas for the Lagrangian and orthogonal degeneracy loci and Fulton’s universal Schubert polynomials ([Ful99]) generalize the previous notions. The case of isotropic Grassmannians was studied by Buch, Kresch and Tamvakis ([BKT15]), resulting in construction of the so-called theta polynomials.

Another direction of study of Gysin homomorphisms was motivated by Quillen’s description of the push-forward in the complex cobordism theory using a certain notion of a residue ([Qui69]), which provided a background for
the later results of Damon ([Dam73]) and Akyildiz and Carrell ([AC87]) expressing the Gysin maps for flag bundles as Grothendieck residues.

The adaptation of equivariant cohomology techniques ([Bor60]) to algebraic geometry had enriched the theory with new tools and a different perspective. Numerous classical theorems have been rephrased in terms of equivariant characteristic classes, including the mentioned formulas for degeneracy loci. Many formulas that had originally been proven geometrically have simpler proofs using equivariant cohomology, for example the proof of the Józefiak–Lascoux–Pragacz ([JLP81]) formula in [Web12].

A powerful tool to study Gysin maps in equivariant cohomology are localization theorems (see Ch. 1, Sect. 1.5 for details). For example, Bérczi and Szenes use localization techniques to prove a formula expressing the equivariant push-forward for flag bundles as a residue at infinity of a complex function ([BS12], Sect. 6).

In [Zie14] we have presented a new approach to push-forwards in equivariant cohomology of homogeneous spaces of classical Lie groups, inspired by the push-forward formula for flag varieties of Bérczi and Szenes in [BS12]. For a homogeneous space $G/P$ of a classical semisimple Lie group $G$ and its maximal parabolic subgroup $P$ with an action of a maximal torus $T$ in $G$ we express the Gysin homomorphism $\pi_* : H^*_T(G/P) \to H^*_T(pt)$ associated to a constant map $\pi : G/P \to pt$ in the form of an iterated residue at infinity of a certain complex variable function. The residue formula depends only on the combinatorial properties of the homogeneous space involved, in particular on the Weyl groups of $G$ and $P$ acting on the set of roots of $G$. The formulas were obtained using localization techniques.

In this dissertation we show how to obtain the formulas of [Zie14] in the context of symplectic reductions, using the Jeffrey–Kirwan nonabelian localization theorem to provide a natural geometric interpretation for the mentioned formulas. For a compact Lie group $K$ acting in a Hamiltonian way on a symplectic manifold $\mathcal{M}$, one considers the symplectic reduction $\mathcal{M}/\!/K$ together with the Kirwan map $\kappa : H^*_K(\mathcal{M}) \to H^*(\mathcal{M}/\!/K)$. By a theorem by Kirwan ([Kir84]), $\kappa$ is an epimorphism. Moreover, the push-forwards of images under $\kappa$ of singular cohomology classes can be expressed as residues at infinity of a certain expression. We extend this result to push-forwards to a point in equivariant cohomology, in the following theorem proven in Ch. 2. Let $K$ be a compact Lie group with a maximal torus $S$ and Weyl group $\mathcal{W}$ and let $T$ be a torus. Assume $\mathcal{M}$ is a compact manifold equipped with commuting actions of $K$ and $T$. Consider the action of $S$ on $\mathcal{M}$ via the restriction of the action of $K$ and assume this action has a finite number of fixed points. Assume $K$
acts in a Hamiltonian way and let $\kappa_T$ be the equivariant Kirwan map for the symplectic reduction of $\mathcal{M}$ with respect to $K$.

**Theorem 0.1.** Let $\alpha \in H^*_T(M \times K)$ be a $T \times K$-equivariant cohomology class. Let $\varpi$ denote the product of the roots of $K$. Then the $T$-equivariant push-forward of the class $\kappa_T(\alpha) \in H^*_T(M/K)$ is given by the following formula

$$\int_{\mathcal{M}/K} \kappa_T(\alpha) = \frac{1}{|\mathcal{W}|} \sum_{p \in D} \text{Res}_{z=\infty} \varpi \cdot i^*_p \alpha \cdot e_{T \times S}^T,$$

where $i_p : \{p\} \hookrightarrow \mathcal{M}$ denotes the inclusion of the fixed point $p$ and $e_{T \times S}^T$ is the $T \times S$-equivariant Euler class of the normal bundle at $p$. The set $D$ is a certain subset of the fixed point set $\mathcal{M}^S$, described in Ch. 2, Sect. 4.2.

The assumptions on the finite number of fixed points of the $S$-action can be removed, resulting in a more complex formula for the push-forward, indexed over a certain subset of connected components of the fixed point set.

The homogeneous spaces of compact semisimple Lie groups can be presented as symplectic reductions of symplectic manifolds by a Hamiltonian action, or embed in such a reduction. One can therefore use the above theorem to obtain residue-type formulas for push-forward in equivariant cohomology. Ch. 4 provides details on how to obtain such formulas for partial flag manifolds of types $A$, $B$, $C$ and $D$. The computations require a technical lemma, which is a generalization—in the context of equivariant cohomology—of the theorem by Martin ([Mar00]), as stated below and proven in Ch. 3.

**Theorem 0.2.** To a weight $\gamma$ of the $S$-action one associates a $T$-equivariant line bundle on $M//S$. We denote by $e^T$ the product of $T$-equivariant Euler classes $e^T(L_\gamma)$ over the set of roots of $K$,

$$e^T = \prod_{\gamma \in \Phi} e^T(L_\gamma) \in H^*_T(M//S).$$

Then the following relation between the push-forwards to a point in $T$-equivariant cohomology holds

$$\int_{\mathcal{M}/K} \alpha = \frac{1}{|\mathcal{W}|} \int_{\mathcal{M}/S} \tilde{\alpha} \cdot e^T.$$

The partial flag variety of type $d = (d_1, \ldots, d_k)$ in $W \simeq \mathbb{C}^n$ is defined as the quotient

$$\text{Fl}_d(W) = U(W)/U(n_1) \times U(n_2) \times \cdots \times U(n_k),$$

where $n_1 = d_1$ and $n_i = d_i - d_{i-1}$ for $i = 2, \ldots, k$. We consider the action of the maximal torus $T$ in $U(n_1) \times U(n_2) \times \cdots \times U(n_k)$ on $\text{Fl}_d(W)$. Using the presentation of $\text{Fl}_d(W)$ as a symplectic reduction due to Kamnitzer ([Kam]) we apply the Theorems 0.1 and 0.2 to provide a formula for push-forward in $T$-equivariant cohomology. The partial flag variety is a symplectic reduction of
a contractible space $\mathcal{M}$ by the Hamiltonian action of the group $K = U(d_1) \times \cdots \times U(d_k)$ (note that this is a different group than in the definition of the flag variety as a homogeneous space). Let $\kappa_T$ denote the equivariant Kirwan map. Then the equivariant Gysin map $\int_{\text{Fl}_d(W)} : H^*_T(\text{Fl}_d(W)) \to H^*_T(pt)$ is given by the following formula.

**Theorem 0.3.** Let $\alpha \in H^*_T \times K(\mathcal{M})$ and let $\{z_1, \ldots, z_{d_k}\}$ denote the characters of the last component of the maximal torus $S$ in $U(d_1) \times \cdots \times U(d_k)$. Then

$$\int_{\text{Fl}_d(W)} \kappa_T(\alpha) = \frac{1}{|W|} \text{Res}_{z_1, \ldots, z_{d_k} = \infty} \prod_{i \neq j (i,j) \in I_{\text{Fl}}} (z_i - z_j)$$

For the description of the indexing set $I_{\text{Fl}}$ see Ch. 4, Sect. 4.1. The push-forward formula is a simplification of a more involved residue, which takes into account variables corresponding to all the characters of the maximal torus $S$. We derive analogous formulas for partial flag varieties of types $B, C$ and $D$ in Sect. 4.2 and 4.3 of Ch. 4.

Recently, Darondeau and Pragacz have obtained push-forward formulas for flag bundles ([DP15]) in terms of Segre classes of the vector bundles involved. Both the techniques used and the resulting formulas differ from the approach and results presented here.

Possible future directions of the development of the ideas and techniques presented in this dissertation include the generalization of the results to homogeneous spaces of arbitrary semisimple Lie groups, including the exceptional cases, as well as the adaptation of the push-forward residue type formulas to equivariant K-theory by applying the Riemann-Roch theorem to our formulas.

The organization of the dissertation is as follows. In Chapter 1 we introduce the necessary definitions and notation and describe the nonabelian localization theorems of Jeffrey–Kirwan, Guillemin–Kalkman and Martin. Chapters 2 and 3 contain proofs of the analogues in equivariant cohomology of the Jeffrey–Kirwan and Martin theorems respectively. In Chapter 4 we derive formulas for the Gysin homomorphism for partial flag varieties of types $A, B, C$ and $D$. Finally, Chapter 5 provides and example of computation using the mentioned formulas. We reprove in a simple way the Pragacz–Ratajksi theorem on push-forwards of Schur classes on the Lagrangian Grassmannian. Two technical steps in the derivation of the push-forward formulas are the content of the Appendices A and B.
CHAPTER 1

Preliminaries

1. Equivariant cohomology

Let $G$ be a topological group and let $BG$ denote the classifying space of $G$ ([May99]). Let $EG \to BG$ be the universal principal $G$-bundle, in particular $EG$ is a contractible space on which $G$ acts freely.\(^1\) For a topological space $X$ with a right $G$-action, one defines the **homotopy quotient** of $X$ by $G$, denoted by $EG \times^G X$, to be the quotient of $EG \times X$ by the diagonal action of $G$

$$g(e, x) = (eg^{-1}, gx).$$

The homotopy quotient has a natural structure of a fiber bundle $EG \times^G X \to BG$ with fiber $X$, via the map induced by the projection on the first factor. The **equivariant cohomology** of $X$ with coefficients in a ring $R$ is, by definition, the singular cohomology of the homotopy quotient,

$$H^*_G(X; R) := H^*(EG \times^G X; R).$$

This definition is often referred to as the **Borel construction** of equivariant cohomology as it was introduced by Borel in [Bor60]. Other important constructions of equivariant cohomology for smooth manifolds with an action of a Lie group are the **Cartan construction**, described in Ch. 1, Sect. 1.2, and the **Weil construction** ([Car50]). Throughout this dissertation we consider cohomology theories with coefficients in a field of characteristic zero, usually $\mathbb{R}$, and abbreviate in notation $H^*(-) := H^*(-; \mathbb{R})$. The cup product of cohomology classes $\alpha, \beta$ is denoted by $\alpha \cdot \beta$.

Equivariant cohomology is functorial for equivariant maps. If $\varphi : G \to G'$ is a group homomorphism and $f : X \to X'$ is an **equivariant map**, i.e. $f(gx) = \varphi(g)f(x)$, then there is an induced map

$$H^*_G(X') \to H^*_G(X).$$

**Remark 1.1.** If $X$ is a point, then the equivariant cohomology is the one of the classifying space

$$H^*_G(pt) = H^*(BG).$$

\(^1\)For topological groups universal bundles exist under mild assumptions, it suffices to assume that the inclusion of the identity element in $G$ is a cofibration ([May99]). For algebraic groups universal bundles do not exist in general, instead one constructs a directed system of bundles approximating them (see [Tot14], [EG96]).
In particular, for cohomology with coefficients in a ring $R$ one has

1. $H^*_S(pt; R) = H^*(\mathbb{P}^\infty; R) = R[t]$, where $t = c_1(O(-1))$ is the first Chern class of the tautological bundle on the infinite projective space $\mathbb{P}^\infty$.

2. If $T = (S^1)^n$ is a torus, then
   \[ H^*_T(pt; R) = H^*((\mathbb{P}^\infty)^n; R) = R[t_1, \ldots, t_n]. \]
   For $i = 1, \ldots, n$ the generator $t_i = c_1(O_i(-1))$ is the first Chern class of the pullback of the tautological bundle $O(-1)$ on $(\mathbb{P}^\infty)^n$ along the projection on the $i$th factor.

3. If $G = GL_n$, then $H^*_G(pt) = R[e_1, \ldots, e_n]$, where $e_i = c_i(R)$ is the $i$th Chern class of the tautological bundle over the Grassmannian of $n$-planes in $\mathbb{C}^\infty$, $Gr(n, \infty)$.

The following theorem relates the $G$-equivariant cohomology of a point with the $T$-equivariant cohomology for a maximal torus $T < G$.

**Theorem 1.2 (Chevalley).** For a vector space $V$ denote by $\text{Sym} V$ its symmetric algebra. Let $\mathfrak{g}$ be a Lie algebra and let $\mathfrak{w}$ be the Weyl group of $\mathfrak{g}$. The restriction to a maximal commutative subalgebra $\mathfrak{t} \subseteq \mathfrak{g}$ induces an isomorphism of algebras

\[ (\text{Sym}^* \mathfrak{g}^*)^G \rightarrow (\text{Sym}^* \mathfrak{t}^*)^\mathfrak{w}. \]

In particular, for cohomology with coefficients in a ring $R$ in which the order of the Weyl group is invertible, one has $H^*_G(pt; R) = H^*_T(pt; R)^{\mathfrak{w}}$.

**1.1. Approximation spaces.** The total space of the universal bundle $E_G$ is typically infinite dimensional. While working with algebraic varieties with an action of a linear algebraic group, one often uses finite dimensional approximation spaces $E_m$, whose connectivity diverges to infinity as $m$ goes to infinity. The spaces $E_m$ allow to compute the equivariant cohomology of $X$, in the sense of the following lemma.

**Lemma 1.3.** Suppose $E_m$ is a connected space with a free $G$-action, such that $H^i(E_m) = 0$ for $0 < i < k(m)$ for some natural number $k(m)$. Then for any $X$ there are natural isomorphisms

\[ H^i(E_m \times^G X) \simeq H^*_G(X) \text{ for } i < k(m). \]

For example for $G = \mathbb{C}^*$ one can take $E_m = \mathbb{C}^m \setminus \{0\}$ as approximation spaces. These $E_m$ satisfy the assumptions of the Lemma 1.3 with $k(m) = 2m - 1$. For $G = GL(n, \mathbb{C})$, one can choose the approximation spaces to be $E_m = M^0_{m \times n}$, the set of full rank $m \times n$-matrices. These spaces satisfy the assumptions of the the Lemma 1.3 with $k(m) = 2(m - n)$. From the approximation spaces for $GL(n, \mathbb{C})$ one can construct approximation spaces for an arbitrary complex linear algebraic group $G$, in the category of nonsingular algebraic varieties over $\mathbb{C}$, by embedding $G$ into $GL(n, \mathbb{C})$ for some $n$. 
1. EQUIVARIANT COHOMOLOGY

The approximation spaces for the Chow ring of the classifying space for an arbitrary complex linear group $G$ are described by Totaro in [Tot14].

1.2. The Cartan model. In the category of compact smooth manifolds with an action of a compact Lie group, one can compute the equivariant cohomology with real or complex coefficients from the equivariant analogue of the de Rham complex, giving the strict meaning to the concept of an equivariant differential form.

Let $X$ be a compact smooth manifold with an action of a compact connected Lie group $G$ with Lie algebra $\mathfrak{g}$. Let $k = \mathbb{R}$ or $\mathbb{C}$ and let $\Omega(X)$ denote the $k$-valued differential forms on $X$. We define the equivariant differential forms of degree $q$ to be the elements of

$$\tilde{\Omega}_G^q(X) := \bigoplus_{i + 2j = q} (\Omega^i(X) \otimes \text{Sym}^j(\mathfrak{g}^*))^G,$$

where $\text{Sym}^j(\mathfrak{g}^*)$ is the symmetric algebra on the dual of the Lie algebra of $G$. The $G$-invariants are taken with respect to the natural action by translations on $\Omega^*(X)$ and the coadjoint action on $\mathfrak{g}^*$. One can think of elements of $\tilde{\Omega}_G^q(X)$ as being $G$-invariant, $\Omega^*_X$-valued polynomial functions on $\mathfrak{g}$. For $\xi \in \mathfrak{g}$, the fundamental vector field $v_\xi$ at the point $x \in X$ is defined by the formula

$$v_\xi(x) := \frac{d}{dt} \bigg|_{t=0} (\exp(t\xi) \cdot x).$$

The fundamental vector field is sometimes called the infinitesimal generator of the action.

Define the differential $d_G : \tilde{\Omega}_G^q(X) \to \tilde{\Omega}_G^{q+1}(X)$ for a $G$-invariant polynomial function $\alpha : \mathfrak{g} \to \Omega^*(X)$ by the formula

$$(d_G \alpha)(\xi) := d(\alpha(\xi)) + \iota(v_\xi)\alpha(\xi),$$

where $d$ is the differential on $\Omega^*(X)$ and $\iota$ denotes contraction with a vector field.

\textbf{Theorem 1.4 (Equivariant de Rham Theorem).} Let $G$ be a compact connected Lie group acting on a smooth manifold $X$. Let $(\tilde{\Omega}_G(X), d_G)$ be the Cartan complex. Then

$$H^*_G(X; k) \simeq \frac{\ker d_G}{\text{im} d_G}.$$

$^2$The differential $d_G$ can also be written explicitly in coordinates, as follows. Let $\{a\}$ be a basis of $\mathfrak{g}$ and $\{\mu^a\}$ the dual basis of $\mathfrak{g}^*$. Then $d_G$ is given by the formula

$$d_G = d \otimes 1 - \sum_a \iota(v_a) \otimes \mu^a.$$
The above theorem is due to Cartan ([Car50]).

A differential form $\omega \in \Omega(X)$ is called horizontal if

$$\iota(v_\xi)\omega = 0$$

for all $\xi \in g$.

The set of $G$-invariant horizontal forms is closed under differentiation and hence forms a subcomplex of $\Omega(X)$, the cohomology of which (with real coefficients) is isomorphic to the singular cohomology of $X/G$, provided the action of $G$ is proper (the result is due to Koszul ([Kos53]) for compact groups and Palais ([Pal61]) for proper actions). If the action is locally free, the $G$-invariant horizontal forms on $X$ are in bijection with differential forms on the orbifold $X/G$.

Finally, we introduce the notion of the connection form, which will be needed in Ch. 2. For a $G$-principal bundle $E \to X$ and $\xi \in g$, let us denote by $E_\xi$ the fundamental vector field on $E$ associated to $\xi$. There exists then a $g$-valued 1-form $\theta$ on $E$, called the connection form, which is $G$-invariant and satisfies

$$\theta(E_\xi) = \xi$$

for $\xi \in g$.

1.3. Equivariant formality. The equivariant cohomology $H^*_G(X)$ is naturally a module over the cohomology of a point $H^*_G(pt)$, the module structure being induced by the map $X \to pt$. The space $X$ is called equivariantly formal with respect to the action of a connected group $G$ if $H^*_G(X)$ is a free $H^*_G(pt)$-module. In particular, there is an isomorphism of $H^*_G(pt)$-modules

$$H^*_G(X) \simeq H^*(X) \otimes H^*_G(pt).$$

This condition is equivalent to saying that the Serre spectral sequence of the fibration $\mathbb{E}G \times^G X \to \mathbb{B}G$ degenerates at the $E_2$-term. In the case of compact Lie group actions, it suffices to consider equivariant formality for torus actions, due to the following proposition ([GKG02]), which is a consequence of Theorem 1.2.

**Proposition 1.5.** Let $G$ be a connected compact Lie group and let $T$ be a maximal torus in $G$. Let $X$ be a compact $G$-manifold. Then $X$ is equivariantly formal with respect to the $G$-action if and only if it is equivariantly formal with respect to the $T$-action.

There is a wide class of $T$-equivariant spaces ([GKM97]), including:

- Any $T$-space having a $T$-invariant CW-decomposition.
- Any $T$-space whose cohomology groups vanish in odd degrees.
- Compact symplectic manifolds with a Hamiltonian $T$-action.

Equivariant formality ensures the nice behavior of the equivariant cohomology groups, with two key properties stated as Propositions 1.6 and 1.7 below. For the proofs see [GKG02], Appendix C, Chapter 4.
1. EQUIVARIANT COHOMOLOGY

Proposition 1.6. Let $X$ be an equivariantly formal $T$-space. Then the map

$$H^*_T(X; \mathbb{Q}) \rightarrow H^*_T(X; \mathbb{Q}),$$

given by restriction to a fiber in the fiber bundle $EG \times^G X \rightarrow BG$, is an epimorphism.

Proposition 1.7. Let $X$ be an equivariantly formal $T$-space. Then the map induced by the inclusion of the fixed point set $i : X^T \hookrightarrow X$

$$H^*_T(X; \mathbb{Q}) \rightarrow H^*_T(X^T; \mathbb{Q})$$
is a monomorphism.

1.4. Gysin maps. Let $f : X \rightarrow Y$ be a map of closed oriented manifolds. The Gysin map $f_* : H^*(X) \rightarrow H^*(Y)$, also called the push-forward in cohomology, is defined by the following diagram, in which the vertical maps are Poincaré duality isomorphisms and the bottom map is the push-forward in homology.

$$
\begin{array}{ccc}
H^*(X) & \xrightarrow{f_*} & H^* \dim X + \dim Y(Y) \\
\downarrow \text{P.D.} & & \uparrow \text{P.D.} \\
H_{\dim X-\ast}(X) & \xrightarrow{f_*} & H_{\dim X-\ast}(Y)
\end{array}
$$

One analogously defines the push-forward of a proper map $f : X \rightarrow Y$ of noncompact manifolds, replacing the homology groups with the Borel-Moore homology groups.

In equivariant cohomology, the Gysin maps are defined as the standard Gysin maps applied to the approximation spaces. For a proper morphism $f : X \rightarrow Y$ one defines

$$f^G_* : H^*_G(X) \rightarrow H^*_{G+d}(Y),$$

where $d = \dim Y - \dim X$, as the classical Gysin homomorphism for the map

$$EG_m \times^G X \rightarrow EG_m \times^G Y.$$ 

In the case when $f : X \rightarrow pt$ is the constant map, the Gysin homomorphism $f^G_* : H^*_G(X) \rightarrow H^*_G(pt)$ associated to it is often denoted by $a \mapsto \int_X a$.

The Gysin homomorphism satisfies the following three fundamental properties\textsuperscript{3}.

\textsuperscript{3}The notion of the Gysin push-forward can be extended to an arbitrary complex-oriented multiplicative and additive generalized cohomology theory $\ast^*(-)$ ([Swi75]), as described in [LM07]. Proposition 1.8 holds in the general setting (for the proper notion of transversality in this setting see [LM07], Ch. 1.)
Proposition 1.8. (1) **Naturality:** For a composition $X \xrightarrow{f} Y \xrightarrow{g} Z$ one has $(g \circ f)_* = g_* \circ f_*$. 

(2) **Projection formula:** For $x \in H^*_G(X)$ and $y \in H^*_G(Y)$ one has $f_*(f^*(y) \cdot x) = y \cdot f_*(x)$.

(3) **Base change:** For a commutative diagram in which $X \times_Z Y$ is the fiber product of $X$ and $Y$ over $Z$ and the maps $f$ and $g$ are transverse

\[
\begin{array}{ccc}
X \times_Z Y & \xrightarrow{\pi} & Y \\
\downarrow \pi & \ & \downarrow g \\
X & \xrightarrow{f} & Z
\end{array}
\]

one has $f^* \circ g_* = g^* \circ f^*$.

For the proof of Proposition 1.8 see [Qui71a]. When studying push-forwards for manifolds we will need the following additional property of the Gysin map ([BT13]).

Proposition 1.9. Let $X$ be a compact oriented manifold.

(1) **Push-pull formula:** For an inclusion of a closed oriented submanifold $i : Z \to X$, the composition $i_* i^*$ is the multiplication by the Poincaré dual of the fundamental class of $Z$,

$$i_* i^* \alpha = \alpha \cdot [Z]^PD.$$ 

(2) **Normal bundle to the zero locus:** Let $p : E \to X$ be a vector bundle. A section $s : X \to E$ is called transverse if it is transverse to the zero section. Let $Z$ be the zero locus of a transversal section. Then $Z$ is a submanifold of $X$ and its normal bundle in $X$ is the restriction of $E$ to $Z$,

$$\nu_{Z/X} = E|_Z.$$ 

(3) **Euler class:** Let $p : E \to X$ be an oriented vector bundle over an oriented manifold $X$. Then the Euler class $e(E)$ of $E$ is Poincaré dual to the zero locus of a transversal section.

1.5. Localization. Localization theorems in equivariant cohomology enable one to recover some of the structure of $H^*_G(X)$ from the fixed point set of the action alone. The first results pointing towards localization theorems are due to Borel. The following localization theorem is due to Quillen ([Qui71b]).

**Theorem 1.10 (Quillen).** Let $X$ be a compact topological space equipped with an action of a torus $T$. Assume the set of identity components of the isotropy groups of points of $X$ is finite. Let $X^T$ be the fixed point set of this action. Then the restriction homomorphism

$$H^*_T(X) \to H^*_T(X^T)$$

4See for example [Bor60], Ch. IV, Proposition 3.6.
is an $H^*_T(pt)$-module isomorphism modulo torsion.

If $X$ is additionally a manifold, the following formula due to Atiyah and Bott ([AB84]) and independently to Berline and Vergne ([BV82]) describes the above isomorphism explicitly.\footnote{We state the theorem in the case when the action has a finite number of fixed points. However, the theorem works also for nonisolated fixed points, if one replaces the sum over fixed points with the sum over the fixed components, and the restriction to a point with the integral over the fixed component.}

**Theorem 1.11** (Atiyah–Bott, Berline–Vergne). Let $X$ be a compact manifold with an action of a torus $T$. Assume $T$ acts with a finite number of fixed points. For a fixed point $p$, let $i_p : p \hookrightarrow X$ denote the inclusion of $p$ into $X$. For an equivariant class $\alpha \in H^*_T(X)$ one has

$$\int_X \alpha = \sum_{p \in X^T} i_p^* \frac{e_p}{e_p},$$

where $e_p$ is the equivariant Euler class of the tangent bundle at the fixed point $p$, and $i_p^* : H^*_T(X) \to H^*_T(p)$ is induced by the inclusion $i_p$.

2. Homogeneous spaces of semisimple Lie groups

We introduce the necessary notation concerning Lie groups. For the definitions of the introduced notions we direct the reader to [Hum94].

For a compact **semisimple Lie group** $G$, we denote its **Lie algebra** by $\mathfrak{g}$. The complexification $\mathfrak{g}_\mathbb{C} = \mathfrak{g} \otimes \mathbb{C}$ of $\mathfrak{g}$ determines a reductive linear algebraic group $G_\mathbb{C}$. The group $G$ is then called the **compact real form** of $G_\mathbb{C}$. We choose a **Cartan subalgebra** $\mathfrak{t}$, which is a nilpotent, self-normalizing subalgebra of $\mathfrak{g}_\mathbb{C}$. Such a subalgebra is a Lie algebra of a maximal torus in $G$, which we denote by $T$. The choice of $\mathfrak{t}$ determines the **Cartan decomposition** of $\mathfrak{g}_\mathbb{C}$

$$\mathfrak{g}_\mathbb{C} = \mathfrak{t}_\mathbb{C} \oplus \sum_{\gamma \in \Phi} \mathfrak{g}_\gamma,$$

where for $\gamma \in \mathfrak{t}_\mathbb{C}$, the subspace $\mathfrak{g}_\gamma$ is defined as

$$\mathfrak{g}_\gamma = \{ x \in \mathfrak{g}_\mathbb{C} : \forall y \in \mathfrak{t}_\mathbb{C}, [y, x] = \gamma(y)x \}$$

and the sum is indexed over the set $\Phi$ of **roots** of $\mathfrak{g}_\mathbb{C}$, which is the set of those $\gamma \in \mathfrak{t}_\mathbb{C}$ for which the corresponding eigenspace $\mathfrak{g}_\gamma$ is nontrivial. The set of roots carries a natural action of the **Weyl group** of $G$, which is the quotient $\mathcal{W} := N(T)/T$ of the normalizer of the torus $T$ by the torus itself.

Choosing a maximal solvable Lie subalgebra $\mathfrak{b}$ in $\mathfrak{g}_\mathbb{C}$, called the **Borel subalgebra**, determines a decomposition of $\Phi$ as a sum of the sets $\Phi^+$ of
positive roots and $\Phi^-$ of negative roots, such that
\[ b = t_C \oplus \sum_{\gamma \in \Phi^-} g_\gamma. \]
A Lie subalgebra $p \subset g_C$ is called parabolic if it contains some Borel subalgebra. A Borel subalgebra corresponds to a maximal connected solvable subgroup $B \subseteq G_C$, called a Borel subgroup. A subgroup $P$ satisfying $B \subset P \subsetneq G_C$ for some Borel subgroup $B$ is called a parabolic subgroup. One of the distinguishing features of parabolic subgroups (for semisimple Lie groups) is that the quotients $G_C/P$ are compact complex manifolds.

3. Symplectic geometry

A smooth manifold $M$ is called a symplectic manifold if it is equipped with a symplectic form $\omega$, i.e. a closed, nondegenerate, skew-symmetric differential 2-form. Morphisms in the category of symplectic manifolds are the symplectomorphisms:
\[ \psi \in \text{Symp}(M_1, M_2) \iff \psi^* \omega_2 = \omega_1. \]

3.1. Hamiltonian actions and moment maps. Let $K$ be a Lie group with Lie algebra $\mathfrak{k}$ and denote by $\mathfrak{k}^*$ the dual of $\mathfrak{k}$, equipped with a natural pairing $\langle - , - \rangle : \mathfrak{k}^* \times \mathfrak{k} \rightarrow \mathbb{R}$.

Assume $K$ acts on $M$ by Hamiltonian symplectomorphisms meaning that the fundamental vector fields $v_\xi$ associated to the action satisfy
\[ dH_\xi = \iota(v_\xi)\omega, \]
for some smooth function $H_\xi$. Such an action is called Hamiltonian if the choice of functions $H_\xi$ is consistent in the sense that the association $\xi \mapsto H_\xi$ is a homomorphism of Lie algebras\(^6\) $\tilde{\mu} : \mathfrak{k} \rightarrow C^\infty(M)$. This homomorphism determines a map $\mu : M \rightarrow \mathfrak{k}^*$, called the moment map of the action, by dualization.\(^7\)

The moment map of a Hamiltonian action satisfy the following properties:

1. Let $H \rightarrow K$ be a Lie group homomorphism and $p_* : \mathfrak{k}^* \rightarrow \mathfrak{h}^*$ the induced Lie algebra homomorphism. Then if $K$ acts on $M$ with moment map $\mu_K$, then the induced action of $H$ is also Hamiltonian, with moment map $\mu_H = p^* \circ \mu_K$.
2. Let $M_1, M_2$ be two symplectic manifolds equipped with Hamiltonian actions of $K$ with moment maps $\mu_1 : M_1 \rightarrow \mathfrak{k}^*$ and $\mu_2 : M_2 \rightarrow \mathfrak{k}^*$. Then the diagonal action of $K$ on $M_1 \times M_2$ is Hamiltonian with moment map $\mu_1 + \mu_2$.
3. If $K, H$ act on $M$ with moment maps $\mu_K, \mu_H$ and the actions commute, then $K \times H$ acts on $M$ with moment map $\mu_K \oplus \mu_H : M \rightarrow \mathfrak{k}^* \oplus \mathfrak{h}^*$.

\(^6\) The Lie algebra structure on the set $C^\infty(M)$ of the smooth functions on $M$ is given by the Poisson bracket.
\(^7\) The formula for the moment map is $\mu(x) := \tilde{\mu}(-)(x)$.
For a torus action on a compact manifold $\mathcal{M}$, the following theorem due to Atiyah ([Ati82]) and independently to Guillemin and Sternberg ([GS82]) describes the image of the moment map.

**Theorem 1.12** (Atiyah, Guillemin–Sternberg). Let $T = (S^1)^m$ act on a compact connected symplectic manifold $\mathcal{M}$ in a Hamiltonian way. Then the image of the moment map is a convex polyhedron (the convex hull of the images of the fixed points of the action).

**3.2. Symplectic reduction.** Let $\mathcal{M}$ be a compact symplectic manifold equipped with a Hamiltonian action of a compact Lie group $K$, with moment map $\mu : \mathcal{M} \to \mathfrak{k}^*$. Assume 0 is a regular value of $\mu$. The symplectic reduction of $\mathcal{M}$ with respect to $K$ is defined as

$$\mathcal{M} \sslash K := \mu^{-1}(0)/K.$$  

The assumption that 0 is a regular value of the moment map is equivalent to each $m \in \mu^{-1}(0)$ having a finite stabilizer. It ensures that $\mu^{-1}(0)$ is a manifold and $K$ acts locally freely on it. In particular, the symplectic reduction $\mathcal{M} \sslash K$ is (at least) an orbifold, and moreover has an induced symplectic structure.

The **Kirwan map** $\kappa$ is a map relating the cohomology of the symplectic reduction with the equivariant cohomology of the unreduced manifold,

$$\kappa : H^*_K(\mathcal{M}) \to H^*(\mu^{-1}(0)/K),$$

and is defined as the following composition:

$$\kappa : H^*_K(\mathcal{M}) \xrightarrow{i^*} H^*_K(\mu^{-1}(0)) \xrightarrow{(\pi^*)^{-1}} H^*(\mu^{-1}(0)/K),$$

where $i^*$ is the map of $K$-equivariant cohomology induced by the inclusion $i : \mu^{-1}(0) \to \mathcal{M}$ and $\pi^*$ is the natural isomorphism induced by the quotient map $\pi : \mu^{-1}(0) \to \mu^{-1}(0)/K$.

**Remark 1.13.** Symplectic reduction is a certain quotient construction for symplectic manifolds. It is related to the GIT quotient in algebraic geometry by the Kempf–Ness theorem ([KN79]), which establishes a bijection between the underlying sets of the GIT quotient and the symplectic reduction in the following sense. Consider an action of a reductive complex linear group $G$ on a complex projective variety $\mathcal{M}$. The assumptions on $G$ imply that $G$ is a complexification of a compact real subgroup $K < G$, i.e. $\mathfrak{g} = \mathfrak{k} + i\mathfrak{k}$. Assume that $G$ acts on $\mathcal{M}$ via $SL$-transformations on the projective space and the compact real subgroup $K$ acts via $SU$-transformation, i.e.

$$\begin{array}{cccc}
K & < & G & \sim \mathcal{M} \\
\downarrow & & \downarrow & \downarrow \\
SU(n+1) & < & SL(n+1, \mathbb{C}) & \sim \mathbb{P}^n
\end{array}$$

---

8The map $q$ induces an isomorphism on the rational cohomology, because the action of $K$ on $\mu^{-1}(0)$ is locally free.
1. PRELIMINARIES

In this situation the action of \( K \) in \( \mathbb{P}^n \) preserves the standard symplectic form \( \omega \) (the Fubini–Study form\(^9\)) and moreover \( K \) acts by symplectomorphisms on \( \mathcal{M} \) ([Kir84]). The Kempf–Ness theorem identifies the polystable \( G \)-orbits with the zeros of the moment map, up to the action of \( K \). Semistable orbits are the ones that have a zero of the moment map in the closure.

**Remark 1.14.** In the examples considered in this dissertation the compact real subgroup in the linear algebraic group \( K < G \) will be:

\[
(S^1)^m < (\mathbb{C}^*)^m, SU(m) < SL(m, \mathbb{C}), Sp(n) < Sp(2n, \mathbb{C}), SO(n) < SO(n, \mathbb{C})
\]

4. The nonabelian localization theorems

The nonabelian localization theorems presented in this section relate the cohomology of the symplectic reduction of a symplectic manifold \( \mathcal{M} \), taken with respect to a given Hamiltonian action of a compact Lie group \( K \), with the cohomology of the symplectic reduction \( \mathcal{M}/S \) for a maximal torus \( S < K \). The Jeffrey–Kirwan and Guillemin–Kalkman theorems provide formulas for pushforwards in singular cohomology with complex coefficients of the symplectic reduction \( \mathcal{M}/K \). The outcome of the push-forward is computed as an iterated residue at infinity, taken with respect to a suitably chosen set of variables.

Throughout this dissertation, the iterated residue at infinity of a complex function \( f \) is defined as follows. Let \( z = (z_1, \ldots, z_n) \) and let \( f(z) \) be a meromorphic function on \( \mathbb{C}^n \). Assume the poles of \( f \) form a normal crossing divisor. We define the *iterated residue at zero* of the function \( f \), which we denote by \( \text{Res}_{z=0} f(z) \), to be the coefficient at \( z_1^{-1} \cdots z_n^{-1} \) in the multivariate Laurent series expansion of \( f \) at 0. The multivariate Laurent series expansion in general may depend on the order of variables with respect to which the expansion is taken. However, if the function being expanded has poles which are normal crossing the result does not depend on the order ([Gri79]). We define the *iterated residue at infinity* of the function \( f \) by the formula

\[
\text{Res}_{z=\infty} f(z) = (-1)^n \text{Res}_{z=0} \left( \frac{f(z^{-1})}{z^2} \right),
\]

where \( z^2 = z_1^2 \cdots z_n^2 \) and \( f(z^{-1}) = f(z_1^{-1}, \ldots, z_n^{-1}) \).

4.1. Jeffrey–Kirwan nonabelian localization theorem. Let \( \mathcal{M} \) be a compact symplectic manifold equipped with a Hamiltonian action of a compact Lie group \( K \), with moment map \( \mu_K : \mathcal{M} \to \mathfrak{k}^* \). Assume 0 is a regular value of \( \mu_K \). Let \( S \) be a maximal torus in \( K \) acting on \( \mathcal{M} \) by restriction of the \( K \)-action with moment map \( \mu_S \). Denote by \( \mathcal{M}/K \) the symplectic reduction of \( \mathcal{M} \) by the action of \( K \).

\(^9\)We choose the Fubini–Study form normalized in such a way, that \( \text{vol} \mathbb{P}^n = 1 \).
4. THE NONABELIAN LOCALIZATION THEOREMS

The Jeffrey–Kirwan nonabelian localization theorem states that the Kirwan map for the action of $K$ is an epimorphism, and its kernel can be explicitly described in terms of intersection pairings. From the point of view of the residue formulas in equivariant cohomology, the most interesting result is the following ([JK95], Theorem 8.1):

**Theorem 1.15 (Jeffrey–Kirwan).** Let $\omega$ be a symplectic form on $\mathcal{M}$ and $\omega_0$ the induced symplectic form on $\mathcal{M}/K$. Let $\eta \in H^*_K(\mathcal{M})$. Let $[\mathcal{M}/K]$ be the fundamental class of $\mathcal{M}/K$ in $H^*_K(\mathcal{M})$. Let $\Phi^+$ and $W$ be, respectively, the set of positive roots and the Weyl group of $K$. Denote by $\varpi$ the product of the roots of $K$.

\[ \varpi = \prod_{\gamma \in \Phi^+} \gamma. \]

Then one can choose a subset $\mathcal{F}$ of the set of components of the fixed point set of the action of $S$ such that the following formula holds.

\[ \kappa(\eta)e^{ia_0}[\mathcal{M}/K] = \]

\[ = \frac{1}{(2\pi)^{k-s}|\mathcal{W}|\text{vol}(S)} \text{Res} \left( \varpi \sum_{F \in \mathcal{F}} e^{i\mu_s(F)} \int_{F} i_F^*(\eta e^{i\omega}) e_F \right). \]

For $F \in \mathcal{F}$, the map $i_F$ is the inclusion of $F$ into $\mathcal{M}$ and $e_F$ is the equivariant Euler class of the normal bundle to $F$ in $\mathcal{M}$. The constant $\text{vol}(S)$ is the volume of the torus $S$, and $k, s$ denote the dimensions of $K$ and $S$ respectively.\(^{11}\)

4.2. Guillemin–Kalkman nonabelian localization theorem. The nonabelian localization theorem of Jeffrey–Kirwan has a more compact reformulation by Guillemin and Kalkman ([GK96]), stated as Theorem 1.16 below. The Guillemin–Kalkman theorem reduces the push-forward of the image under the Kirwan map of a cohomology class $\alpha \in H^*_K(\mathcal{M})$ to a sum of local contributions at fixed points.\(^{12}\) The indexing subset of fixed points is constructed using the moment map for the action, as we briefly recall below. For the detailed description see [GK96], Sect. 3.

Recall that by Theorem 1.12 the image of $\mu$ is a convex polytope. Let us denote this polytope by $\Delta \subseteq \mathfrak{s}^*$ and assume $0$ lies in its interior, for otherwise the symplectic reduction is trivial, meaning $\mathcal{M}/S = \emptyset$. The set $\Delta^0$ of the regular values of $\mu$ is a disjoint union of convex polytopes

\[ \Delta^0 = \Delta^0_1 \cup \cdots \cup \Delta^0_k, \]

\(^{10}\)In the original formulation in [JK95] $\varpi$ is the product of positive roots of $K$, so that the in the formulas $\varpi$ is replaced by $(-1)^{|\Phi^+|} \varpi^2$.

\(^{11}\)The residue in the Jeffrey–Kirwan theorem is defined as a certain contour integral (see def. 8.5 in [JK95]).

\(^{12}\)Or fixed components, if the fixed points are not isolated.
and by assumption 0 lies inside one of the polytopes $\Delta^0_i$. For any chosen element $\theta$ in the weight lattice of $s^*$, one can consider the ray through the origin in the direction of $\theta$,

$$l = \{ t\theta : t \in [0, \infty) \}.$$ 

Let us choose $\theta$ in such a way that the ray $l$ does not intersect any of the walls of $\Delta^0_i$ of codimension greater than one and hence intersects the codimension one walls transversally. Then the Lie subalgebra $\mathfrak{h} \subseteq s$ defined as

$$\mathfrak{h} = \{ v \in s : \langle \theta, v \rangle = 0 \}$$

is the Lie algebra of a codimension one subtorus $H \subseteq S$. The assumptions made on the ray $l$ and hence on the element $\theta$ imply that the moment map $\mu$ is transverse to $l$ and the action of $H$ on $\mu^{-1}(l)$ is locally free.

Let us choose the ray $l$ as described above, and call $l$ a main branch. Next, for every intersection point $p_j$ of $l$ with the codimension one walls of $\Delta^0_i$ one chooses a ray $l_j$ starting at $p_j$ and not intersecting any codimension three walls of $\Delta^0_i$. The rays $l_j$ are called secondary branches. One continues the procedure by considering the intersection points of secondary branches $l_j$ with codimension 2 walls of $\Delta^0_i$, and at each such point chooses ternary branches (rays not crossing the codimension 4 walls), and so on. Finally one arrives at a vertex of the moment polytope, which is an image of a fixed point (or fixed component) by the convexity theorem 1.12. One obtains what is called a dendrite $D$: a set of branches, consisting of sequences of rays $(l, l^{(1)}, \ldots, l^{(n)})$, where $l^{(j)}$ is a branch constructed in step $j$, and a set of points $(0, p_1, \ldots, p_n)$ on those branches, such that the branch $l^{(i)}$ starts at the point $p_i$ and intersects the codimension $i + 2$ wall at $p_i$.

We define the subset $D \subseteq M^S$ to be the set of those fixed points whose images under the moment map are the endpoints of all the branches of the dendrite $D$.

Using the dendrite procedure described above one obtains a sequence of subtori in $S$, determined by each branch in the dendrite

$$\{0\} = S^{(0)} < S^{(1)} < \cdots < S^{(n)} = S$$

with $\dim S^{(i)} = i$. Each such sequence of tori determines a sequence of symplectic submanifolds of $\mathcal{M}$

$$\mathcal{M} = \mathcal{M}^{(0)} \supset \mathcal{M}^{(1)} \supset \cdots \supset \mathcal{M}^{(n)} = \mathcal{M}^S$$

such that $\mathcal{M}^{(i)}$ is a connected component of the fixed point set of the subtorus $S^{(i)}$. One can choose a basis $z_1, \ldots, z_n$ of $s$ in such a way, that for each $i$ the elements $z_i^1, \ldots, z_i^*$ form a basis of the integer lattice in the Lie algebra of $S^{(i)}$. The following theorem describes the push-forward in the cohomology of $\mathcal{M}/K$.
THEOREM 1.16 (Guillemin–Kalkman). Let $\mathcal{M}$ be a compact symplectic manifold equipped with a Hamiltonian action of a compact Lie group $K$. Let $S$ denote the maximal torus in $K$ and assume the $S$-fixed points are isolated. Let $\mathcal{W} = N_K(S)/S$ denote the Weyl group of $K$. Denote by $z = (z_1, \ldots, z_n)$ the basis of $s^*$ chosen as above. For a fixed point $p$, let $i_p$ denote the inclusion of $p$ into $\mathcal{M}$ and let $\{\lambda_i(p)\}_{i=1}^{\dim S}$ be the weights of the isotropy representation of $S$ at $p$. Finally let $\varpi \in \mathbb{C}[z]$ be the product of the roots of $K$. Then for $\alpha \in H^*_K(\mathcal{M})$ one has

$$\int_{\mathcal{M}/K} \kappa(\alpha) = \frac{1}{|\mathcal{W}|} \sum_{p \in D} \text{Res}_{z=\infty} \varpi \cdot i_p^* \alpha \prod \lambda_i(p).$$

Note that the set $D$ depends only on the action of the torus $S$ and the choice of the splittings of $S$ as a product of one dimensional tori, and not on $K$. The reduction of the push-forward from the quotient with respect to the group $K$ to its maximal torus $S$ is compensated by the $\varpi$ factor under the residue and the $\frac{1}{|\mathcal{W}|}$ constant factor. For a detailed explanation see [Mar00] and Sect. 4.3 below.

The set $D$ depends on the choice of the dendrite, however the final sum over the points $p \in D$ in the above theorem does not. The residue at $z \in s^*$ is the iterated residue in the sense of Sect. 4, as the expression under the residue is a rational function in $z$. The $S$-equivariant cohomology of $\mathcal{M}$ can be computed from the Cartan complex

$$\tilde{\Omega} = \Omega^*(\mathcal{M})^S \otimes \mathbb{C}[z]$$

and the restriction of a form $\alpha \in H^*_K(\mathcal{M})$ to a fixed point $p$ is an element of $H^*_K(p) = \mathbb{C}[z]^{\mathcal{W}}$. The products of weights $\lambda_i(p)$ and $\varpi$ lie in $s^*$ hence can also be written as polynomials in $z$.

4.3. Martin integration formula. Let $\mathcal{M}$ be a compact symplectic manifold equipped with a Hamiltonian action of a compact Lie group $K$. Let $S$ be a maximal torus in $K$, acting on $\mathcal{M}$ by restriction of the $K$-action. Let $\mu_K : \mathcal{M} \to \mathfrak{k}^*$ be the moment map for the $K$-action, and $\mu_S$ its restriction to $\mathfrak{s}^*$. The following theorem of Martin ([Mar00]) relates the cohomology rings (with rational coefficients) of the symplectic reductions $\mathcal{M}/K$ and $\mathcal{M}/S$.

THEOREM 1.17 (Martin). Let $\mathcal{W}$ denote the Weyl group of $K$, acting naturally on $\mathcal{M}/S$. To any weight $\alpha$ of $S$ we associate the equivariant line bundle $L_\alpha$ over $\mathcal{M}/S$ and define $e(\alpha) := e(L_\alpha)$ to be the Euler class of this bundle. Denote $e = \prod_{\alpha \in \Phi} e(L_\alpha)$ and let $\text{ann}(e)$ be the ideal in $H^*(\mathcal{M}/S; \mathbb{Q})^{\mathcal{W}}$ consisting of cohomology classes whose cup product with $e$ vanishes. There is a natural ring isomorphism

$$H^*(\mathcal{M}/K; \mathbb{Q}) \simeq \frac{H^*(\mathcal{M}/S; \mathbb{Q})^{\mathcal{W}}}{\text{ann}(e)}.$$
In particular, with the notation as in theorem above, one has the following formula relating the push-forwards to the point in the rational cohomology of $\mathcal{M}/K$ and $\mathcal{M}/S$.

**Theorem 1.18 (Martin Integration Formula).** Let $i : \mu^{-1}_K(0)/S \to \mathcal{M}/S$ be the map induced by inclusion $\mu^{-1}_K(0) \hookrightarrow \mu^{-1}_S(0)$ and consider the map $\pi : \mu^{-1}_K(0)/S \to \mathcal{M}/K$, which is a fibration with fiber $K/S$. The class $\tilde{a} \in H^\ast(\mathcal{M}/S)$ is called a **lift** of the class $a \in H^\ast(\mathcal{M}/K)$ if $\pi^\ast a = i^\ast \tilde{a}$. Then if $\tilde{a}$ is a lift of $a$, the following formula holds

$$\int_{\mathcal{M}/K} a = \frac{1}{|W|} \int_{\mathcal{M}/S} \tilde{a} \cdot e.$$
CHAPTER 2

Equivariant Jeffrey–Kirwan localization theorem

The Guillemin–Kalkman reformulation 1.16 ([GK96]) of the Jeffrey–Kirwan nonabelian localization theorem 1.15 ([JK95]) provides a residue type formula for the non-equivariant push-forwards, as described in Ch. 1, Sect. 4. We generalize the result to equivariant push-forwards for torus actions by using approximation spaces for the Borel model of the equivariant cohomology and reducing the equivariant push-forwards to non-equivariant ones. We begin with reviewing the statement of the Guillemin–Kalkman formula 1.16, adapting it to the equivariant setting. We also weaken some of the original assumptions on the compactness of the spaces in question as the proof of the residue-type formula can be improved to work without them. We restrict our attention to the case of torus actions, and later in Ch. 3 we prove a theorem providing a transition between the action of a compact Lie group $K$ and a maximal torus $S < K$, hence obtaining the general result.

The surjectivity of the Kirwan map relies on the assumption of $\mathcal{M}$ being compact, the residue formula however can be proved under weaker assumptions, as described in Sect. 2 at the end of this chapter. For simplicity and compactness of the formulation of the theorems we first prove the equivariant version of the Guillemin–Kalkman formula with additional assumption of $\mathcal{M}$ being compact, and later describe how the compactness assumption can be weakened.

1. The equivariant Guillemin–Kalkman residue formula for torus actions

Let $\mathcal{M}$ be a compact symplectic manifold equipped with Hamiltonian actions of two tori $T$ and $S$ and assume the two actions commute. Denote by $\mu_S$ the moment map for the action of $S$ and assume $0$ is a regular value of $\mu_S$. Assume additionally that the set $\mu_S^{-1}(0)$ is $T$-invariant. We define a $T$-equivariant analogue of the Kirwan map for the $S$-action:

$$\kappa_T : H^*_T(\mathcal{M}) \xrightarrow{\iota^*} H^*_T(\mu_S^{-1}(0)) \xrightarrow{(q^*)^{-1}} H^*_T(\mu_S^{-1}(0)/S) = H^*_T(\mathcal{M}/S),$$

which is defined as the composition of the map induced on equivariant cohomology by the inclusion $i : \mu_S^{-1}(0) \hookrightarrow \mathcal{M}$ (or, equivalently, as the map induced

\footnote{This is the case for example if the moment map $\mu_S$ is $T$-equivariant, meaning that it comes from a moment map $\mu : \mathcal{M} \to (t + \mathfrak{s})^\ast$.}
on singular cohomology by the inclusion \( ET \times_T \mu_S^{-1}(0) \hookrightarrow ET \times_T \mathcal{M} \) with the inverse of the natural isomorphism \( q^* : H_T^*(\mu_S^{-1}(0)/S) \to H_{TXS}^*(\mu_S^{-1}(0)) \).

**Remark 2.1.** Since the actions of \( S \) and \( T \) are assumed to commute, the equivariant Kirwan map defined above is just the standard Kirwan map on the space \( ET \times_T \mathcal{M} \). By Lemma 1.3 one can approximate \( H_{TXS}^*(\mathcal{M}) \) by the \( S \)-equivariant cohomology of the approximation spaces \( \mathbb{E}_m \times_T \mathcal{M} \). Since \( T \) is a torus we can take \( \mathbb{E}_m = (S^{2m+1})^{\dim T} \). In particular the map \( \kappa_T \) can be approximated by the non-equivariant Kirwan maps \( \kappa_m : H^*(\mathbb{E}_m \times_T \mathcal{M}) \to H^*(\mathbb{E}_m \times_T \mathcal{M}/S) \), meaning that for every \( \alpha \in \mathbb{H}_{TXS}^k(\mathcal{M}) \) one can find an \( m \in \mathbb{N} \) such that \( \kappa_T(\alpha) = \kappa_m(\alpha) \), where on the right-hand side we identify \( \alpha \in \mathbb{H}_{TXS}^k(\mathcal{M}) \) with the corresponding element in \( H^k(\mathbb{E}_m \times_T \mathcal{M}) \).

**Remark 2.2.** The term "equivariant Kirwan map" has been used by several authors in various contexts, different from the one presented here. For example in [Gol02] Goldin introduces under the same name the map

\[
\kappa_T : H^K_*(\mathcal{M}) \to H^K_{K/S}(\mu^-1(0)/S),
\]

where \( S < K \) is a normal subtorus of a compact Lie group \( K \).

Let \( \mathcal{M}_{\text{critical}} \) be the set of critical points of the moment map \( \mu_S \). By the results of Guillemin and Sternberg [GS82] it admits a decomposition into a finite union

\[
\mathcal{M}_{\text{critical}} = \bigcup_j \mathcal{M}_j,
\]

where each \( \mathcal{M}_j \) is a fixed point set of a one-dimensional subgroup \( S_j \) of \( S \). Consider the equivariant Kirwan map for the action of \( H_j = S/S_j \) on \( \mathcal{M}_j \)

\[
\kappa^j_T : H_{TXH_j}^*(\mathcal{M}_j) \to H_T^*(\mathcal{M}_j//H_j),
\]

and let \( \kappa_T \) be the \( T \)-equivariant Kirwan map for the action of \( S \) on \( \mathcal{M} \)

\[
\kappa_T : H_{TXS}^*(\mathcal{M}) \to H_T^*(\mathcal{M}//S).
\]

Let \( i_j \) be the inclusion \( \mathcal{M}_j \to \mathcal{M} \) and let \( e^{T\times S}(\nu_j) \) be the equivariant Euler class of the normal bundle \( \nu_j \) to \( \mathcal{M}_j \) in \( \mathcal{M} \). We choose a generator \( x_j \) of \( H^1_{S_j}(pt) \). Define

\[
\text{res}_j(\alpha) := \text{res}_{x_j=\infty} \frac{i^*_j(\alpha)}{e^{T\times S}(\nu_j)}.
\]

A direct consequence of the Guillemin–Kalkman theorem 1.16 is the following result.

---

2By the assumption that \( \mu_S^{-1}(0) \) is \( T \)-invariant and that the two actions commute, the projection on the second factor \( \tilde{q} : ET \times \mu_S^{-1}(0) \to ET \times \mu_S^{-1}(0)/S \) descends to quotients, yielding a projection \( q : ET \times_T \mu_S^{-1}(0) \to ET \times_T \mu_S^{-1}(0)/S \). The map \( q^* \) is an isomorphism because the action of \( S \) on \( \mu_S^{-1}(0) \) is locally free by the assumption that \( 0 \) is a regular value of \( \mu_S \).
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Theorem 2.3. Let \( \alpha \in H^*_T(M//S) \). The \( T \)-equivariant push-forward to a point of \( \kappa_T(\alpha) \) is given by the following formula:

\[
\int_{M//S} \kappa_T(\alpha) = \sum_{j \in D} \int_{M_j//H_j} \kappa^j_T(\operatorname{res}_j(\alpha)).
\]

The summation is taken with respect to the subset of fixed components \( D \), as described in Ch. 1, Sect. 4.2.

Note that the above Theorem 2.3 and Theorem 1.16 have almost identical formulations, differing only by replacing all the cohomology rings \( H^*(\cdot) \) by their \( T \)-equivariant counterparts \( H^*_T(\cdot) \) and consequently replacing all subordinate notions like characteristic classes, Kirwan maps etc. by their equivariant analogues. Hence Theorem 2.3 is a straightforward consequence of the Theorem 1.16, applied to the approximation spaces \( E_m \times^T M \). More precisely, we prove the following proposition describing the \( T \)-equivariant push-forward in terms of the standard push-forwards in singular cohomology.

Proposition 2.4. Let \( \mathcal{M} \) be a compact manifold with Hamiltonian actions of a torus \( T \) and a torus \( S \), and assume that the two actions commute and \( \mu^{-1}_S(0) \) is \( T \)-invariant. We fix a decomposition \( T = (S^1)^n \). Assume \( \alpha \in H^*_{T\times S}(\mathcal{M}) \) and let \( p : \mathcal{M} \to pt \). Then the equivariant push-forward \( p_* : H^*_T(\mathcal{M//S}) \to H^*_T(pt) = \mathbb{C}[t_1, \ldots, t_n] \) of the image of Kirwan map on \( \alpha \) is given by the formula

\[
p_*\kappa_T(\alpha) = \sum_I \beta_I t^I,
\]

where the summation is over the multi-index \( I = (i_1, \ldots, i_n) \) of length \( n = \dim T \), such that \( |I| = \frac{1}{2}(k - \dim \mathcal{M//S}) \). The coefficients \( \beta_I \) are given by

\[
\beta_I = \int_{\mathcal{M} // S} j^* \kappa_T(\alpha),
\]

where \( \mathcal{M}_I = (S^{2i_1+1} \times S^{2i_2+1} \times \cdots \times S^{2i_n+1}) \times^T \mathcal{M} \) and \( j : \mathcal{M}_I \hookrightarrow ET \times^T \mathcal{M} \) denotes inclusion.

Proof of Proposition 2.4. More generally, if \( \mathcal{M} \) is a compact manifold with a \( T \)-action and \( p : \mathcal{M} \to pt \), then the push-forward \( p_* : H^*_T(\mathcal{M}) \to H^*_T(pt) \) is given by the formula

\[
p_*\alpha = \sum_I \beta_I t^I,
\]

where \( I = (i_1, \ldots, i_n) \) is the multi-index satisfying \( |I| = \frac{1}{2}(\deg \alpha - \dim \mathcal{M}) \). The coefficients \( \beta_I \) are given by

\[
\beta_I = \int_{\mathcal{M}_I} j^* \alpha,
\]
with \( \mathcal{M}_I = (S^{2i_1+1} \times S^{2i_2+1} \times \cdots \times S^{2i_l+1}) \times T \mathcal{M} \rightarrow \mathbb{E}T \times T \mathcal{M} \). It can easily be seen using de Rham cohomology in which the push-forward is given by integration along fibers. We can use de Rham cohomology since \( \mathcal{M} \) is a manifold and by Theorem 1.3 we can perform computations in the approximation spaces for the chosen model of \( \mathbb{E}T = S^\infty \times \cdots \times S^\infty \) which are compact manifolds as well, for example \( \mathbb{E}_m = S^{2m+1} \times \cdots \times S^{2m+1} \).

The push-forward \( p_* \) in equivariant cohomology is approximated by the push-forwards for maps \( p_m : \mathbb{E}_m \times T \mathcal{M} \rightarrow \mathbb{E}_m \). Writing \( (p_m)_* \alpha = \sum \beta^m_I t^I \), the coefficients \( \beta^m_I \) are given by

\[
\beta^m_I = \int_{S^{2i_1+1} \times \cdots \times S^{2i_l+1}} (p_m)_* \alpha = \int_{p_m^{-1}(S^{2i_1+1} \times \cdots \times S^{2i_l+1})} j^* \alpha = \int_{\mathcal{M}_I} j^* \alpha.
\]

Applying this to \( \mathcal{M} = \mathcal{M} / / S \) and using the commutativity condition for the two actions proves Prop. 2.4.

Theorem 2.3 reduces the push-forward over \( \mathcal{M} / / S \) to a sum of push-forwards over \( \mathcal{M} / / H_j \), where \( H_j \) are subtori of codimension 1 in \( S \) obtained as quotients of \( S \) by certain one-dimensional tori \( S_i \). In order to proceed inductively, one needs to ensure that one can apply the same procedure to the varieties \( \mathcal{M} / / H_j \), which is achieved by carefully choosing the one-dimensional tori \( S_i \). We check the needed details in Sect. 1.2. Once the technical problems are overcome, one arrives at the following \( T \)-equivariant generalization of the Guillemin–Kalkman Theorem 1.16.

**Theorem 2.5 (Equivariant Guillemin–Kalkman Theorem).** Let \( \alpha \) be a cohomology class in \( H^*_T \times S(\mathcal{M}) \). One can choose a subset \( \mathcal{F} \) of connected components of the fixed point set \( \mathcal{M}^S \) and for each \( F \in \mathcal{F} \) a sequence of subtori

\[
S_F^{(1)} \subseteq S_F^{(2)} \subseteq \cdots \subseteq S_F^{(N)} = S,
\]

with \( \dim S_F^{(i)} = i \) and a basis \( x_{F,1}, \ldots, x_{F,n} \) of \( s^* \) such that for each \( i \) the dual elements \( x_{F,1}, \ldots, x_{F,i} \) form a basis of the integer lattice in the Lie algebra \( s_F^{(i)} \) of \( S_F^{(i)} \), such that the \( T \)-equivariant push-forward to a point of \( \kappa_T(\alpha) \) is given by the following formula:

\[
\int_{\mathcal{M} / / S} \kappa_T(\alpha) = \sum_{F \in \mathcal{F}} \int_{F} \text{res}_{s_F^{(n)} = \infty} \cdots \text{res}_{s_{F,1} = \infty} \frac{i^*_F \alpha}{e^{T \times S(\nu)}}.
\]

In the above formula \( e^{T \times S(\nu)} \) denotes the \( T \times S \)-equivariant Euler class of the normal bundle to \( F \) in \( \mathcal{M} \).

In the next two sections we describe the details of the proofs. Sect. 1.1 contains a detailed proof of the case of the \( S^1 \)-action, which is a modification of the original Guillemin–Kalkman proof in the equivariant case. Sect. 1.2 provides details on the inductive procedure.
1.1. The case of the $S^1$-actions via approximation spaces. For one-dimensional torus actions one can prove a more general statement than claimed in Theorem 2.3. All symplecticity assumptions are in fact superfluous, one only needs a compact orientable manifold with boundary $(M, \partial M)$ together with an $S^1$-action which is locally free on the boundary. The quotient $\partial M/S^1$ plays the role of the symplectic reduction. The symplectic structure and the properties of the moment map are essential for higher dimensional tori actions.

We consider a compact oriented $S^1$-manifold with boundary $(M, \partial M)$ and assume $S^1$ acts locally freely on $\partial M$. The inclusion $i : \partial M \to M$ induces the map on $S^1$-equivariant cohomology

$$i^* : H^*_{S^1}(M) \to H^*_{S^1}(\partial M).$$

Recall that if the action on $\partial M$ is locally free, there is a canonical isomorphism $q^* : H^*(\partial M/S^1) \to H^*_{S^1}(\partial M)$, induced by the map $q : E S^1 \times S^1 \partial M \to \partial M/S^1$. We can therefore define the “Kirwan map” for this action as

$$\kappa = (q^*)^{-1} \circ i^* : H^*_{S^1}(M) \to H^*(\partial M/S^1).$$

Analogously as in Sect. 1, if $\partial M$ is $T$-invariant we define the $T$-equivariant Kirwan map in the $T$-equivariant cohomology

$$\kappa_T = (q^*)^{-1} \circ i^* : H^*_T(S^1 \times M) \to H^*_T(\partial M/S^1).$$

Note that the name “Kirwan map” in the literature is reserved for the Kirwan map associated with symplectic reduction as defined in Ch. 1, Sect. 3.2. To recover the original setup one can consider a Hamiltonian action of $S^1$ with the moment map $\mu$ on a manifold $M'$. Then the subspace $M := \{p \in M' : \mu(p) \geq 0\}$ is a manifold with boundary $\partial M = \mu^{-1}(0)$ and the “Kirwan map” defined as above coincides with the standard Kirwan map.

**Theorem 2.6.** Let $(M, \partial M)$ be a compact oriented $T \times S^1$-manifold with boundary and assume the $S^1$-action to be locally free on $\partial M$ and $\partial M$ is $T$-invariant. Let $\int_{\partial M/S^1}$ denote the $T$-equivariant push-forward to a point and let $\kappa_T$ be the Kirwan map defined above. Then the following formula holds:

$$\int_{\partial M/S^1} \kappa_T(\alpha) = \sum_{k=1}^N \int_{F_k} \res_{x=\infty} \frac{i_k^* \alpha}{e(\nu_k)}.$$

In the above formula $x$ is a generator of the $S^1$-equivariant cohomology of a point, $H^*_{S^1}(pt) \simeq \mathbb{C}[x]$ and the varieties $F_k$ are connected components of the fixed point set of the $S^1$-action, with normal bundles in $M$ denoted by $\nu_k$. 
Proof of Theorem 2.6. We begin by describing the Kirwan map $\kappa_T$ in terms of the Cartan complex. It is defined as a composition of the restriction map and the inverse of the isomorphism induced by the projection $q : \partial M \to \partial M/S^1$, so we need to describe the map $(q^*)^{-1}$ in detail. To do this we use the Cartan model of the $S^1$-equivariant cohomology, following the calculation in [GK96]. The Cartan complex for an $S^1$-action on a manifold $M$ is

$$\tilde{\Omega} = \Omega^*(M)^{S^1} \otimes \mathbb{C}[x]$$

with differential $\tilde{d} = d \otimes 1 + \iota(v) \otimes x$, where $\iota(v)$ denotes the contraction with the vector field generated by the unit vector $v$ tangent to $S^1$ at 1. Since we want to describe the map $(q^*)^{-1}$, whose domain is $H^{*}_T(M) = H^{*}_{S^1}(\mathbb{E}T \times T \partial M)$ we need to describe the $S^1$-cohomology of the space $\mathbb{E}T \times T \partial M$. However, for technical reasons we use approximation spaces $\mathbb{E}_m \times T \partial M$, which we denote by $\partial M_m$, which are the boundaries of the approximation spaces $M_m$ of $M$.

We work with the Cartan complexes

$$\tilde{\Omega}^*_m = \Omega^*(M_m)^{S^1} \otimes \mathbb{C}[x],$$

$$\tilde{\Omega}_m^*(\partial M) = \Omega^*(\partial M_m)^{S^1} \otimes \mathbb{C}[x].$$

In particular, for $k \in \mathbb{Z}$ we choose an $m \in \mathbb{Z}$ such that $\tilde{H}^T_{T \times S^1}(M) \simeq H^{k}_{T \times S^1}(M_m)$ for $i \leq k$ and identify an element $\alpha \in \tilde{H}^T_{T \times S^1}(M)$ with the class of an element in the Cartan complex $\tilde{\Omega}^*_m$, which we also denote by $\alpha$. By abuse of notation we will also denote by $\alpha$ its restrictions to $\partial M$, $\partial M_m$ and its representants in the corresponding Cartan complexes.

Let $\alpha \in \tilde{\Omega}^*_m(\partial M)$ be an equivariantly closed form. Our aim is to describe the inverse of the isomorphism

$$q^* : H^T_{T}(\partial M/S^1) \to H^T_{S^1}(\partial M).$$

The above isomorphism on cohomology implies that the form $\alpha$ can be written as

$$\alpha = \tilde{d} \nu + q^* \gamma,$$

for some closed forms $\nu \in \tilde{\Omega}^{k-1}_m(\partial M)$ and $\gamma \in \Omega^k(\partial M_m/S^1)$. In the non-equivariant case the explicit forms $\nu$ and $\gamma$ are constructed in the proof of the Berline–Vergne localization formula in [BV83] for $\deg \alpha \geq \dim M_m$ and improved to work for $\deg \alpha \geq \dim M_m - 1$ by Guillemin and Kalkman in [GK96]. Since the original proof depends on the degree of the form $\alpha$ with relation to the dimension of the manifold, we repeat the proof to make sure choosing the approximation spaces does not impact any step of the proof.

Let $\theta$ be the connection form on $\partial M_m$ as defined in Sect. 1.2, in particular $\theta$ is an $S^1$-invariant 1-form such that $\iota(v)\theta = 1$. Consider the element
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defined by the following power series expansion at infinity, with coefficients in $\Omega^*(\partial M_m)^{S^1}$,

$$\nu = \frac{\theta \alpha}{x + d\theta} = \frac{\theta \alpha}{x} \sum_{n \geq 0} \left(\frac{-d\theta}{x}\right)^n.$$  

Note that $\nu$ lies in $\tilde{\Omega}^*(\partial M)[x^{-1}] \subseteq \Omega^*(\partial M_m)^{S^1} \otimes \mathbb{C}[x][x^{-1}]$. Formally, $\tilde{d}\nu = \alpha$.

Since we study push-forwards in the cohomology of $\partial M_m/\mathbb{S}^1$, we can assume $\alpha$ has degree $k \geq \dim \partial M_m - 1$, since otherwise the push-forward is zero.

**Remark 2.7.** Note that one cannot make arbitrary assumptions on the degree of $\alpha$. By working with approximation spaces we automatically impose some restrictions on the degree of $\alpha$, because the isomorphism $H^i_{\mathbb{S}^1}(E_T \times \mathcal{M}) \simeq H^i_{\mathbb{S}^1}(E_m \times \mathcal{M})$ is only valid for gradations $i$ smaller than a certain integer $k(m)$ as stated in the Lemma 1.3. For an action of an $n$-dimensional torus we can take $E_m = S^{2m_1-1} \times \cdots \times S^{2m_n-1}$, in which case $k(m) = \min\{2m_i - 1\}$. In particular, it usually won’t be possible to have both $\deg \alpha = k = \dim \partial M_m - 1$ and $k < k(m)$. To avoid this problem we first choose $m$ such that $\deg \alpha = k = \dim \partial M_m - 1$ and then choose $m'$ (possibly a lot bigger than $m$) such that $H^k_{\mathbb{S}^1}(E_T \times^{T^*} \mathcal{M}) \simeq H^k_{\mathbb{S}^1}(E_{m'} \times^{T^*} \mathcal{M})$ and perform all the computations in $H^k_{\mathbb{S}^1}(E_{m'} \times^{T^*} \mathcal{M})$, restricting them to $H^k_{\mathbb{S}^1}(E_m \times^{T^*} \mathcal{M})$ via the inclusion $E_m \times^{T^*} \mathcal{M} \hookrightarrow E_{m'} \times^{T^*} \mathcal{M}$.

Assuming $\deg \alpha = \dim \partial M_m - 1$ and writing $\alpha$ as a polynomial in $x$ with coefficients in $\Omega^*(\partial M_m)^{S^1}$ we have

$$\alpha = \sum_i \alpha_i x^i$$

and substituting it into the definition of $\nu$ gives

$$\nu = \sum_{n,i} \theta \alpha_i (-d\theta)^n x^{i-n-1}.$$  

The coefficients of this series lie in $\Omega^*(\partial M_m)^{S^1}$, hence they vanish in degrees higher than $\dim \partial M_m$. In particular, the coefficient of $x^{i-n-1}$ in the series defining $\nu$ can only be nonzero provided that

$$\deg(\theta \alpha_i (-d\theta)^n) = 1 + \deg(\alpha_i) + 2n \leq \dim \partial M_m.$$  

Since $\deg \alpha = \dim \partial M_m - 1$, the only non-zero coefficients appear when $n \leq i$, so the only powers of $x$ that can occur in the Laurent series of $\nu$ are the positive ones and $x^{-1}$, so we can write

$$\nu = \nu_0 + \beta x^{-1}.$$
Recall that the residue at infinity is the coefficient at $x^{-1}$ in the Laurent series expansion at infinity of a function, hence

$$
\beta = \text{res}_{x=\infty} \nu \in \Omega^*(\partial M_m)^{S^1}.
$$

Note that even though $\nu$ was formally defined in the localized complex $\Omega^*(\partial M_m)^{S^1} \otimes \mathbb{C}[x][x^{-1}]$, both $\nu_0$ and $\beta$ are well-defined forms in the nonlocalized complexes. Since $\tilde{d}\nu = \alpha$, if one writes $\nu$ as $\nu = \nu_0 + \beta x^{-1}$ one gets (from the definition of the differential in the Cartan complex)

$$
\alpha = \tilde{d}\nu_0 + \iota(\nu)\beta,
$$

and the form $\iota(\nu)\beta$ is $S^1$-invariant and horizontal, so it comes from a form $\gamma \in \Omega^k(\partial M_m / S^1)$,

$$
\iota(\nu)\beta = q^*\gamma.
$$

This shows that the map $(q^*)^{-1}$ is given by the formula

$$(q^*)^{-1}(\alpha) = \text{res}_{x=\infty} \theta_{\alpha} \frac{x + d\theta}{x + d\theta}.
$$

Let $\{ (M_m)_i \}_{i=1,\ldots,N}$ be the connected components of the fixed point set of the action of $S^1$, and let $\{ U_i \}_{i=1,\ldots,N}$ be pairwise disjoint tubular neighbourhoods of the sets $(M_m)_i$ such that $U_i \cap \partial M_m = \emptyset$. Let $\alpha \in H^*_S(M)$ and let $\nu, \theta$ be as above. Assume that $\deg \alpha = \dim \partial M_m - 1$. Let us extend the form $\theta$ to $M_m \setminus M_m^{S^1}$ ($\theta$ is the connection form, hence is well defined outside $M_m^{S^1}$). The form $\nu$ can therefore also be extended to $M_m \setminus M_m^{S^1}$. Applying the Stokes theorem to $0 = \int_{M_m} \alpha = \int_{M_m} d\nu$ one gets

$$
\sum_{k=1}^N \int_{U_k} \theta_{\alpha} \frac{x + d\theta}{x + d\theta} = \int_{\partial M_m} \theta_{\alpha} \frac{x + d\theta}{x + d\theta} = \int_{\partial M_m / S^1} \pi^*_k \left( \theta_{\alpha} \frac{x + d\theta}{x + d\theta} \right).
$$

It was shown in [BV83]\(^3\) that by shrinking the radii of $U_i$ to zero the left-hand side converges to

$$
\sum_{k=1}^N \int_{(M_m)_k} \frac{i^*_k \alpha}{e(\nu_k)}.
$$

\(^3\)The computation is a step of the proof of a theorem announced in [BV82] and proven in [BV83]. The most detailed computation can be found in [GS99].
where \(i_k : (\mathcal{M}_m)_k \to \mathcal{M}_m\) is the inclusion map and \(e(\nu_k)\) denotes the Euler class of the normal bundle to \((\mathcal{M}_m)_k\) in \(\mathcal{M}_m\). Taking residues at \(x = \infty\) of both sides of the above expression one obtains
\[
\int_{\partial M_m/S^1} \text{res}_{x=\infty} \pi_*(\frac{\theta \alpha}{x + d\theta}) = \sum_{k=1}^N \int_{(\mathcal{M}_m)_k} \text{res}_{x=\infty} i_k^* \alpha \frac{e(\nu_k)}{e(\nu_k)}
\]
and the left-hand side equals \(\int_{\partial M_m/S^1} \kappa_T(\alpha)\) by equation (1).

Finally, we have shown that for \(\alpha \in H_{\dim \partial M_m-1}^\bullet(\mathcal{M}_m)\) one has
\[
\int_{\partial M_m/S^1} \kappa_T(\alpha) = \sum_{k=1}^N \int_{(\mathcal{M}_m)_k} \text{res}_{x=\infty} i_k^* \alpha \frac{e(\nu_k)}{e(\nu_k)}.
\]
so for a class \(\alpha \in H_{k}^\bullet(T \ltimes S^1(\mathcal{M}))\) one chooses \(m\) such that \(k = \dim \mathcal{M}_m - 1\) and considers the embedding of \(\mathcal{M}_m\) into \(\mathcal{M}_m'\) as described in Remark 2.7. It follows that for \(\alpha \in H_k^\bullet(T \ltimes S^1(\mathcal{M}))\) the equivariant push-forward satisfies
\[
\int_{\partial M/S^1} \kappa_T(\alpha) = \sum_{k=1}^N \int_{F_i} \text{res}_{x=\infty} i_k^* \alpha \frac{e(\nu_k)}{e(\nu_k)}.
\]

In the last equality, \(F_i\) denote the connected components of the fixed point set of the action of \(S^1\) on \(\mathcal{M}\). All the integrals in the formula above denote the push-forwards in \(T\)-equivariant cohomology.

\[\square\]

**Corollary 2.8 (Symplectic case).** Consider a symplectic manifold \(\mathcal{M}\) with a Hamiltonian action of \(S^1 \times T\) with moment map for the \(S^1\)-action \(\mu : \mathcal{M} \to \mathfrak{s}^*\). If 0 is a regular value of \(\mu\), then the manifold with boundary \(\mathcal{M}_+ = \{x \in \mathcal{M} : \mu(x) \geq 0\}\) is a compact \(S^1\)-manifold with a locally free \(S^1\)-action on the boundary \(\partial \mathcal{M}_+ = \mu^{-1}(0)\). Assume \(\partial \mathcal{M}_+\) is \(T\)-invariant. Let \(\mathcal{M}/S^1\) denote the quotient \(\partial \mathcal{M}_+/S^1\) and let \(\mathcal{M}_k\) denote the connected components of the fixed point set of the action on \(\mathcal{M}/S^1\). By the considerations above applied to \(\mathcal{M}_+\) one gets:
\[
\int_{\mathcal{M}/S^1} \kappa_T(\alpha) = \sum_{k: \mu|\mathcal{M}_k \geq 0} \int_{\mathcal{M}_k} \text{res}_{x=\infty} i_k^* \alpha \frac{e(\nu_k)}{e(\nu_k)}
\]

**Corollary 2.9 (Jeffrey–Kirwan formula).** In [JK95] the authors consider the case when \(\mathcal{M}\) is a symplectic manifold with an action of a compact Lie group \(K\) with the moment map \(\mu : M \to \mathfrak{k}^*\). The differential form which is being integrated is
\[
\kappa(\alpha) = \eta_0 e^{i\omega_0},
\]
where $\eta_0 = \kappa(\eta)$ is the image of the Kirwan map for some form $\eta \in H^*_K(M)$ and $\omega_0$ is the symplectic form on the symplectic reduction $M//K$. In the special case when $K = T = S^1$, one obtains the following formula for the push-forward:

$$\int_{M//S^1} \eta_0 e^{i\omega_0} = \sum_{F \subseteq F_+} \int_F \text{res}_{x=\infty} i_F^*(\eta e^{i(\omega + \mu)}) e(\nu_F),$$

where $F \subseteq F_+$ are the components of the subset $F_+$ of the fixed-point set on which $\mu$ is positive.

After a slight change of notation, this is almost the formula from Theorem 8.1 in [JK95] for torus actions, corrected by eliminating the $\frac{1}{2}$-factor and the $\psi^2$-factor under the residue.

Note that our notation for the residues is different than the one of Guillemin and Kalkman, who denote the residues by $\text{res}_{x=0}$, not by $\text{res}_{x=\infty}$. However, this is a matter of notation only. The residue in [GK96], like here, is defined to be the coefficient at $x^{-1}$ in the series expansion at infinity, which we choose to call the residue at infinity to remain consistent with the classical notation from calculus.

1.2. The inductive procedure equivariantly. The proof of the equivariant Guillemin–Kalkman theorem is based on induction. For one-dimensional torus actions the argument presented in the preceding section is more general, i.e. it does not require symplecticity assumptions, one only needs a compact orientable manifold with boundary $(M, \partial M)$ together with an $S^1$-action which is locally free on the boundary. Instead of the symplectic reduction one can then take $\partial M//S^1$. However, to proceed with the induction one needs to choose subsequent one-dimensional tori in $S$ in such a way that in every step the assumptions are satisfied, i.e. one needs to choose a splitting $S = S^1 \times H$, where $S^1$ is a one-dimensional torus, acting locally freely on $\partial M//H$. If we knew that $\partial M//H$ is the boundary of a compact manifold $\partial M//H = \partial M$, then applying the theorem in the one-dimensional case of $S = S^1$, we could express the integral

$$\int_{\partial M//H} \kappa(\alpha) = \int_{\partial M//S} \kappa(\alpha) = \sum_k \int_{M_k} \text{res}_{x=\infty} i_k^* \alpha e(\nu_k),$$

where the $M_k$ are the connected components of the fixed point set of $S^1$. In general one cannot claim that $\partial M//H$ is the boundary of some compact manifold. This is where we use the symplectic structure and the moment map of the action.
The assumptions that \( M \) is symplectic and the action is Hamiltonian enable one to use the moment map for the action for choosing a sequence of subtori as described in Sect. 4.2. Recall that for an element \( \theta \) in the weight lattice of \( s^* \), one considers a ray through the origin in the direction of \( \theta \)

\[
l = \{ t\theta : t \in [0, \infty) \},
\]

choosing \( \theta \) in such a way that the ray \( l \) does not intersect any of the walls of \( \Delta_0^i \) of codimension greater than one and hence intersects the codimension one walls transversely. Then the Lie subalgebra \( h \subseteq s \) defined as

\[
h = \{ v \in s : \langle \theta, v \rangle = 0 \}
\]

is the Lie algebra of a codimension one subtorus \( H \subseteq S \). The assumptions made on the ray \( l \) and hence on the element \( \theta \) imply that the moment map \( \mu \) is transverse to \( l \) and the action of \( H \) on \( \mu^{-1}(l) \) is locally free. Moreover, the action of \( S/H \cong S^1 \) on \( \mu^{-1}(l)/H \) is locally free on the boundary, which makes it possible to proceed with induction. Note that \( \mu^{-1}(l)/H \) might not be a symplectic manifold, but rather a symplectic orbifold. However, the proof can easily be adapted to the case of orbifolds, because most of the analysis is done locally, and the only global component of the proof is Stokes Theorem, which holds for orbifolds ([Sat57]).

2. Reducing the compactness assumptions

The Atiyah–Guillemin–Sternberg convexity theorem 1.12 plays a crucial role in the proof of Theorem 2.5. This is the fundamental reason why one assumes the compactness of the manifold \( M \), and not just the symplectic reduction \( M/S \). In the proof of Theorem 2.5 one needs the image of the moment map for the torus action to be convex. A result due to Prato ([Pra94]) assures that the convexity still holds if the assumption on \( M \) being compact is replaced by a weaker assumption on the moment map itself.

Assume \( M \) is a symplectic manifold equipped with a Hamiltonian action of a torus \( S \). Denote the moment map for the action by \( \mu \) and for \( s \in s \) denote by \( \mu_s \) the function defined as

\[
\mu_s(x) := \langle \mu_x, s \rangle \text{ for } x \in M.
\]

In [Pra94] Prato proves the following theorem.

**Theorem 2.10.** Assume there exists an integral element \( s_0 \in s \) such that \( \mu_{s_0} \) is a proper map which has a minimum at its unique critical value. Then the image of the moment map \( \mu(M) \) is a convex hull of a finite number of affine rays in \( s^* \), each of the rays stemming from an image of the \( S \)-fixed point.

Another condition assuring convexity of the image of the moment map has been given by Lerman, Meinreken, Tolman and Woodward in [LMTW98].
We apply the symplectic reduction construction to vector spaces, in which case either set of assumptions is satisfied.
CHAPTER 3

Equivariant Martin integration formula

This chapter generalizes the theorem by Martin ([Mar00]), describing the relation between the cohomology rings of symplectic reduct ions of a smooth symplectic manifold by a compact group $K$ and its maximal torus $S < K$. Martin's theorem relates the push-forwards to a point in nonequivariant cohomology of $\mathcal{M} / K$ and $\mathcal{M} / S$ by the formula

$$\int_{\mathcal{M} / K} \alpha = \frac{1}{|W|} \int_{\mathcal{M} / S} \tilde{\alpha} \cdot e,$$

where $\tilde{\alpha}$ is the lift of $\alpha \in H^*(\mathcal{M} / K)$ to $H^*(\mathcal{M} / S)$, in the sense explained below, and $e$ is the Euler class of a certain vector bundle. We prove an analogous formula for push-forwards in $T$-equivariant cohomology. Throughout the proof we use the minimal set of assumptions on the actions of $K$ and $T$, as stated below. In applications in Chapter 4, the moment map $\mu_K$ is in fact $T$-invariant, in which case the proof can be simplified.

Let $\mathcal{M}$ be a smooth symplectic manifold equipped with two commuting actions: a Hamiltonian action of a compact Lie group $K$ and an action of a torus $T$. Let $S$ be a maximal torus in $K$, acting by restriction of the action of $K$, and let 0 be a regular value of the moment map $\mu_K$. Assume that the symplectic reductions $\mathcal{M} / K, \mathcal{M} / S$ are compact. Assume that the sets $\mu_K^{-1}(0), \mu_S^{-1}(0)$ are $T$-invariant. Consider the following two maps:

$$\mu_K^{-1}(0) / S \xrightarrow{i} \mathcal{M} / S \ni \tilde{\alpha} \quad \pi: \mathcal{M} / K \ni \alpha$$

The map

$$i: \mu_K^{-1}(0) / S \hookrightarrow \mathcal{M} / S = \mu_S^{-1}(0) / S$$

is an inclusion induced by the inclusion $\mu_K^{-1}(0) \hookrightarrow \mu_S^{-1}(0)$ and

$$\pi: \mu_K^{-1}(0) / S \rightarrow \mathcal{M} / K$$

\footnote{In particular the moment map $\mu_S$ for the $S$-action is the composition of the moment map $\mu_K : \mathcal{M} \rightarrow \mathfrak{t}^*$ with a projection $\mathfrak{t}^* \rightarrow \mathfrak{s}^*$.}
is a fibration with fiber $K/S$. A cohomology class $\tilde{\alpha} \in H^*_T(\mathcal{M}\!\!\!/S)$ is called a lift of $\alpha \in H^*_T(\mathcal{M}\!\!\!/K)$, if $\pi^*\alpha = i^*\tilde{\alpha}$.

**Theorem 3.1 (Equivariant Martin Integration Formula).** For a weight $\gamma$ of the $S$-action let $\mathbb{C}_\gamma$ denote the vector space $\mathbb{C}$ with the action of $S$ given by $\gamma$. Let $e^T = \prod_{\gamma \in \Phi} e^T(\gamma) \in H^*_T(\mathcal{M}\!\!\!/S)$ be the product of $T$-equivariant Euler classes associated to the roots $\Phi$ of $K$, denoted $e^T(\gamma) := e(L^T_\gamma)$, where $L^T_\gamma = E^T \times^T \mu_S^{-1}(0) \times^S \mathbb{C}_\gamma \to \mathcal{M}\!\!\!/S$. Then

$$\int_{\mathcal{M}\!\!\!/K} \alpha = \frac{1}{|W|} \int_{\mathcal{M}\!\!\!/S} \tilde{\alpha} \cdot e^T,$$

where the integrals denote push-forwards to a point in $T$-equivariant cohomology i.e. the equivariant Gysin map for a projection to a point.

We begin with proving two lemmas.

**Lemma 3.2.** The $T$-equivariant normal bundle to $\mu_K^{-1}(0)/S$ in $\mu_S^{-1}(0)/S = \mathcal{M}\!\!\!/S$ can be decomposed as

$$\nu^T(\mu_K^{-1}(0)/S) \simeq \bigoplus_{\gamma \in \Phi^-} L^T_\gamma|_{\mu_K^{-1}(0)/S}.$$

**Proof of Lemma 3.2.** By Proposition 1.9 (2) it is sufficient to find a transversal section of the bundle $\bigoplus_{\gamma \in \Phi^-} L^T_\gamma \to \mathcal{M}\!\!\!/S$ whose zero locus is $\mu_K^{-1}(0)/S$.

The moment map for the $S$-action equals the composition of the map for the $K$-action and the natural projection

$$\mu_S : \mathcal{M} \xrightarrow{\mu_K} \mathfrak{k}^* \to \mathfrak{s}^*.$$  

We claim $\mu_K^{-1}(0)$ is a zero locus of a transversal section of the bundle

$$\bigoplus_{\gamma \in \Phi^-} L^T_\gamma \to \mathcal{M}\!\!\!/S.$$

To define the section, let us first consider the preimage of 0 under the natural projection $\mathfrak{k}^* \to \mathfrak{s}^*$, $V \subset \mathfrak{k}^*$, so that $\mu_S^{-1}(0) = \tilde{\mu}_K^{-1}(V)$. In terms of the roots of $K$ the set $V$ is just the sum of weight spaces corresponding to the negative roots, $V = \bigoplus_{\gamma \in \Phi^-} \mathbb{C}_\gamma$. The moment map $\mu_K$ restricts to a map $\tilde{s} = \mu_K|_{\mu_S^{-1}(0)}$

$$\tilde{s} : \mu_S^{-1}(0) \to V.$$

Because this map is obviously $S$-equivariant as a restriction of a $K$-equivariant map, it descends to a map

$$s : \mathcal{M}\!\!\!/S = \mu_S^{-1}(0)/S \to \mu_S^{-1}(0) \times^S V.$$
From this we produce a map:

\[ s^T : E^T \times T M/S \rightarrow E^T \times T \mu^{-1}_S(0) \times S V = \bigoplus_{\gamma \in \Phi} L^T_\gamma, \]

which does not change the zero locus, as follows.

Recall that \( \mu^{-1}_S(0) \) is \( T \)-invariant, by assumption. This implies that the section \( s : M/S \rightarrow \mu^{-1}_S(0) \times S V \) descends to the quotients by the \( T \)-action \( s : (M/S)/T \rightarrow (\mu^{-1}_S(0) \times S V)/T \) and thus defines a section

\[ s^T : E^T \times T M/S \rightarrow E^T \times T \mu^{-1}_S(0) \times S V, \]

as defined in the following diagram:

\[
\begin{array}{ccc}
E^T \times T & \mu^{-1}_S(0) \times S V & \rightarrow & (\mu^{-1}_S(0) \times S V)/T \\
\downarrow{id \times s} & & & \downarrow{s} \\
E^T \times T M/S & \rightarrow & (M/S)/T
\end{array}
\]

The zero locus of the section \( s^T \) is obviously \( E^T \times T Z \), where \( Z \) denotes the zero locus of the section \( s \). By construction, the zero locus of \( s \) is \( \mu^{-1}_S(0)/S \). The equivariant normal bundle to \( \mu^{-1}_S(0)/S \) in \( M/K \) is defined via \( t \cdot \mu_K(m) := \mu_K(tm) \). In examples considered later this action is in fact trivial.

\begin{lemma}
Let \( \beta^T = \prod_{\gamma \in \Phi^+} e^T(L^T_\gamma) \in H^*_T(M/S) \), where \( e^T(-) \) denotes the \( T \)-equivariant Euler class. Then

\[ \pi_* i^* \beta^T = \int_{K/S} e^T(T(K/S)) = |\mathcal{W}|. \]

\end{lemma}

\begin{proof}[Proof of Lemma 3.3] The cohomology class \( \beta^T = \prod_{\gamma \in \Phi^+} e^T(L^T_\gamma) \) lies in gradation \( 2|\Phi^+| \), hence also \( i^* \beta^T \in H^{2|\Phi^+|}_T(\mu^{-1}_S(0)/S) \). The map \( \pi \) is a fibration with fiber \( K/S \), so the push-forward \( \pi_* \) lowers the gradation by the codimension of \( M/K \) in \( \mu^{-1}_S(0)/S \), which equals the real dimension of \( K/S \), \( 2|\Phi^+| \). Hence \( \pi_* i^* \beta^T \in H^*_T(M/K) \). We can therefore restrict further the result to the cohomology of a point, without altering the result.\(^3\)

By the base change property of Gysin maps (Proposition 1.8, (3)) applied to the diagram

\(^2\)The action of \( T \) on \( V \) is defined via \( t \cdot \mu_K(m) := \mu_K(tm) \). In examples considered later this action is in fact trivial.

\(^3\)A map \( i_{pt} : pt \rightarrow M/K \) induces identity on the cohomology in gradation 0.
one has $i^*_p\pi_* = \int_{K/S} i^*_K/S$, hence

$$\pi_* i^* \beta^T = i^*_p \pi_* i^* \beta^T = \int_{K/S} i^*_K/S \beta^T =$$

$$= \int_{K/S} \prod_{\gamma \in \Phi^+} e^T(L^T_\gamma|K/S) = \int_{K/S} e^T(T(K/S)) = |\mathcal{W}|,$$

where the last equality follows from the identification of $T(K/S)$ with $\mathfrak{t}/\mathfrak{s}$ and its Euler class with the product of classes of line bundles corresponding to the positive roots.

$\square$

**Proof of Theorem 3.1.** Throughout this proof, $\int_{Y^-}$ denotes the push-forward to a point in $T$-equivariant cohomology and all push-forwards are considered in $T$-equivariant cohomology. Let $\alpha \in H^*_T(M/K)$ and let $\tilde{\alpha} \in H^*_T(S|K)$ be the lift of $\alpha$. Let us denote the $T$-equivariant analogs of the maps $i$, $\pi$ as in the following diagram

$$\mathbb{E}T \times^T \mu_{K}^{-1}(0)/S \xrightarrow{i^*_T} \mathbb{E}T \times^T M/K.$$

Finally, let $\beta^T = \prod_{\gamma \in \Phi^+} e^T(L^T_\gamma)$, as in the Lemma 3.3 above. Applying the equivariant push-forward composition formula of Proposition 1.8 (3) to $\pi^T : \mathbb{E}T \times^T \mu_{K}^{-1}(0)/S \to \mathbb{E}T \times^T M/K$ and $x = (\pi^T) \alpha \cdot i^*_T \beta^T$, one gets

$$\int_{\mu_{K}^{-1}(0)/S} (\pi^T)^* \alpha \cdot i^*_T \beta^T = \int_{M/K} \pi^*_T((\pi^T)^* \alpha \cdot i^*_T \beta^T).$$

By the projection formula 1.8 (2), $\pi^*_T((\pi^T)^* \alpha \cdot i^*_T \beta^T) = \alpha \cdot \pi^*_T i^*_T \beta^T$, and Lemma 3.3 implies $\pi^*_T i^*_T \beta^T = |\mathcal{W}|$, so one gets:

$$\int_{\mu_{K}^{-1}(0)/S} (\pi^T)^* \alpha \cdot i^*_T \beta^T = \int_{M/K} \alpha |\mathcal{W}|.$$

Finally, using $(\pi^T)^* \alpha = i^*_T \tilde{\alpha}$, one can write
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\[ \int_{\mu_{K}^{-1}(0)/S} (\pi^T)^* \alpha \cdot i_T^* \beta^T = \int_{\mu_{K}^{-1}(0)/S} i_T^* \tilde{\alpha} \cdot i_T^* \beta^T = \int_{\mathcal{M}/S} (i_T)_* i_T^* (\tilde{\alpha} \cdot \beta^T), \]

(2)

again by the composition of push-forwards rule. To compute \((i_T)_* i_T^*\) we need to use the approximation spaces:

\[ \cdots \to ET_m \times^T \mu_{K}^{-1}(0)/S \xrightarrow{j_m} ET_{m+1} \times^T \mu_{K}^{-1}(0)/S \xrightarrow{j_{m+1}} \cdots \]

\[ \xrightarrow{i_T^m} \]

\[ \cdots \to ET_m \times^T \mathcal{M}/S \xrightarrow{j_m} ET_{m+1} \times^T \mathcal{M}/S \xrightarrow{j_{m+1}} \cdots \]

For each \(m\), \((i_T^m)_* (i_T^m)^*\) is given by multiplication by the Euler class of the normal bundle to \(ET_m \times^T \mu_{K}^{-1}(0)/S\) in \(ET_m \times^T \mathcal{M}/S\) as a consequence of Proposition 1.9 (1) and (2). Note that Proposition 1.9 (1) is valid only for inclusions of closed submanifolds, which is why we needed to consider the "approximated" inclusion \(i_T^m\) instead of working directly with \(i_T\). The inclusions \(i_T^m\) are compatible, in particular the above diagram is commutative and the Euler classes of the normal bundles are mapped onto one another under the maps \(j_m^*\). The Euler class of the normal bundle to \(ET \times^T \mu_{K}^{-1}(0)/S\) in \(ET_m \times^T \mathcal{M}/S\) is the limit of the Euler classes of the "approximating" normal bundles (by definition). Therefore \((i_T)_* i_T^*\) is given by multiplication by the Euler class of the normal bundle, which is described in Lemma 3.2, hence by equation (2) one gets

\[ \int_{\mathcal{M}/K} \alpha \mid \mathcal{M} \mid = \int_{\mathcal{M}/S} (i_T)_* i_T^* (\tilde{\alpha} \cdot \beta^T) = \int_{\mathcal{M}/S} \tilde{\alpha} \cdot \beta^T \cdot \prod_{\gamma \in \Phi^+} e^T(L_{\gamma}) = \int_{\mathcal{M}/S} \tilde{\alpha} \cdot e^T, \]

where the last equality is just the definition of \(e^T\).
CHAPTER 4

Push-forward formulas

1. Classical Grassmannian

Consider the action of the group of unitary matrices \( U(k) \) on the space \( \text{Hom}(\mathbb{C}^k, \mathbb{C}^n) \) of linear maps \( \mathbb{C}^k \rightarrow \mathbb{C}^n \), given by matrix multiplication on the right. The space \( \text{Hom}(\mathbb{C}^k, \mathbb{C}^n) \) has a symplectic structure given by the symplectic form \( \omega(A, B) = 2 \text{Im}(\text{tr} AB^*) \). The moment map for this action \( \mu : \text{Hom}(\mathbb{C}^k, \mathbb{C}^n) \rightarrow \mathfrak{u}(k)^* \simeq \mathfrak{u}(k) \) is given by\(^1\)

\[ \mu(A) = A^* A - \text{Id} . \]

Hence \( \mu^{-1}(0) = \{ A^* A = \text{Id} \} \) and the column vectors of a matrix \( A \in \mu^{-1}(0) \) form a unitary \( k \)-tuple in \( \mathbb{C}^n \). This implies that the symplectic reduction with respect to the \( U(k) \)-action is the Grassmannian of \( k \)-planes in \( \mathbb{C}^n \),

\[ \text{Hom}(\mathbb{C}^k, \mathbb{C}^n) \sslash U(k) = \text{Gr}_k(\mathbb{C}^n) . \]

To make the notation more compact—especially while drawing the diagrams—we set \( \text{Hom}(k,n) := \text{Hom}(\mathbb{C}^k, \mathbb{C}^n) \) and \( \text{Gr}(k,n) := \text{Gr}_k(\mathbb{C}^n) \).

Let \( S \) denote the maximal torus in \( U(k) \), acting on \( \text{Gr}(k,n) \) via restriction of the action of \( U(k) \). Let \( z_1, \ldots, z_k \) denote the characters of the action of \( S \). Consider additionally the action of the maximal torus \( T \) in \( U(n) \) on \( \text{Gr}(k,n) \) with characters \( t_1, \ldots, t_n \) and consider the push-forward to a point in the \( T \)-equivariant cohomology of \( \text{Gr}(k,n) \). The following lemma is a consequence of the Martin integration formula 1.18 and reduces the integral over \( \text{Gr}(k,n) \) to the integral over the symplectic reduction \( \text{Hom}(k,n) \sslash S \).

**Lemma 4.1.** Let \( \kappa_T^S \) be the \( T \)-equivariant Kirwan map for the action of \( S \) on \( \text{Hom}(k,n) \) and let \( \mathfrak{W} \) denote the Weyl group of \( U(k) \). Let \( e = \prod_{\gamma \in \Phi} \gamma = \prod_{i \neq j}(z_i - z_j) \) be the product of the roots of \( U(k) \). Then the push-forwards to a point in \( T \)-equivariant cohomology of \( \text{Gr}(k,n) \) and \( \text{Hom}(k,n) \sslash S \) are related by the following formula.

\[
\int_{\text{Gr}(k,n)} \kappa_T(\alpha) = \int_{\text{Hom}(k,n) \sslash S} \kappa_T^S(\alpha) \cdot e .
\]

**Proof of the Lemma 4.1.** Denote by \( i^* \) the map induced on cohomology by the inclusion

\[
i : \mu_{U(k)}^{-1}(0)/S \hookrightarrow \mu_S^{-1}(0)/S = \text{Hom}(k,n) \sslash S
\]

\(^1\)This moment map is computed in [Kir84].
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and by $\pi^*$ the map induced by the map

$$\pi : \mu_{U(k)}^{-1}(0)/S \to \mu_{U(k)}^{-1}(0)/U(k),$$

which is a fibration with fiber $U(k)/S$. By the Martin integration formula 1.18 we have

$$\int_{Gr(k,n)} \kappa_T(\alpha) = \int_{\Hom(k,n)/S} \widetilde{\kappa_T}(\alpha) \cdot e,$$

where $\widetilde{\kappa_T}(\alpha)$ is the lift of $\kappa_T(\alpha)$ to $H^*_T(\Hom(k,n)/S)$ as defined in Ch. 1, Sect. 4.3. It remains to be checked that the lift of $\kappa_T(\alpha)$ is $\kappa^S_T(\alpha)$ i.e. that $i^*\kappa_T(\alpha) = \pi^*\kappa_T(\alpha)$. This requires the following diagram to commute:

$$\begin{array}{ccc}
H^*_T(\Hom(k,n)) & \xrightarrow{\kappa_T} & H^*_T(\Gr(k,n)) \\
\downarrow & & \downarrow \\
H^*_T(\Hom(k,n)) & \xrightarrow{\kappa^S_T} & H^*_T(\Hom(k,n)/S)
\end{array}$$

Since $\Hom(k,n)$ is contractible, one has

$$H^*_T(\Hom(k,n)) = H^*_T(pt) = \mathbb{C}[t_1, \ldots, t_n, z_1, \ldots, z_k].$$

By Theorem 1.2, for a Lie group $K$ with a maximal torus $S$ and Weyl group $W$, one has $H^*_K(pt) = H^*_S(pt)^{\Sigma_k}$. Hence

$$H^*_T(\Hom(k,n)) = H^*_T(\Hom(k,n)/S) = \mathbb{C}[t_1, \ldots, t_n, z_1, \ldots, z_k]^{\Sigma_k},$$

where the permutation group $\Sigma_k$ acts by permuting variables $z_1, \ldots, z_k$. From the construction and the naturality of the Kirwan map it follows that the Kirwan map $\kappa^S_T$ maps $\mathcal{W}$-invariants to $\mathcal{W}$-invariants. Moreover, the map $\pi$ induces an isomorphism

$$H^*_T(\Gr(k,n)) \xrightarrow{\pi^*} H^*_T(\mu_{U(k)}^{-1}(0)/S)^{\mathcal{W}},$$

by the following theorem of Borel [Bor53], applied to $S < K = U(k)$ and $\pi$ as above.

**Theorem 4.2.** Let $X \xrightarrow{\pi} Y$ be a $K$-principal bundle, let $S < K$ be a maximal torus and let $\mathcal{W}$ be the Weyl group of $K$. Then the projection $\pi$ induces an isomorphism

$$H^*(Y; \mathbb{Q}) \simeq H^*(X/S; \mathbb{Q})^{\mathcal{W}}.$$

Let $r : H^*_T(\Hom(k,n)) \to H^*_T(pt)$ denote the restriction map in $T$-equivariant cohomology induced by the inclusion $S \to U(k)$. From the Theorem 4.2 (and the naturality of the Kirwan maps) it follows that the following diagram is commutative:
The maps denoted with double-head arrows are epimorphisms by the Jeffrey–Kirwan theorem. The up-going arrows are restriction maps in cohomology induced by the inclusion \( i : \mu^{-1}_U(0) \hookrightarrow \mu^{-1}_S(0) \). In particular, for any class \( \alpha \in H^*_{T \times U(k)}(pt) = \mathbb{C}[t_1, \ldots, t_n, z_1, \ldots, z_k]^{S^k} \) we have \( \pi^* \kappa_T(\alpha) = i^* \kappa^*_S(\alpha) \), which proves the commutativity of the diagram (3) and completes the proof of Lemma 4.1.

\[ \kappa_T : H^*_{T \times U(k)}(pt) \longrightarrow H^*_{T \times U(k)}(\mu^{-1}_U(0)) \longrightarrow H^*_T(Gr(k,n)) \]
\[ \kappa_T \circ r : H^*_{T \times S}(pt) \overset{\cong}{\longrightarrow} H^*_{T \times S}(\mu^{-1}_U(0)) \overset{\cong}{\longrightarrow} H^*_T(\mu^{-1}_U(0)/S) \]
\[ \kappa_S : H^*_{T \times S}(pt) \longrightarrow H^*_{T \times S}(\mu^{-1}_S(0)) \longrightarrow H^*_T(\text{Hom}(k,n)/\!/S) \]

Let us now describe the symplectic reduction \( \text{Hom}(k,n)/\!/S \). The maximal torus \( S \) in \( U(k) \) acts diagonally on \( \text{Hom}(k,n) = \mathbb{C}^n \oplus \cdots \oplus \mathbb{C}^n \), with the action on each component \( \mathbb{C}^n \) given by multiplication. The moment map \( \mu_S : \text{Hom}(k,n) \rightarrow S^* \) for this action is given by projection of the moment map for the action of \( U(k) \), hence
\[ \mu_S(A) = (||v_1|| - 1, \ldots, ||v_k|| - 1), \]
where \( v_1, \ldots, v_k \) are the column vectors of \( A \). The symplectic reduction for the \( S \)-action is therefore
\[ \text{Hom}(k,n)/\!/S = \mu^{-1}_S(0)/S = (\mathbb{C}P^{n-1})^k, \]
since \( \mu^{-1}_S(0) \) consists of \( k \)-tuples of vectors of length 1 in \( \mathbb{C}^n \). The image of the moment map \( \mu_S \) is a product of half-lines \( (\mathbb{R}_{\geq 0})^k \). It is not a convex polytope, because the space \( \text{Hom}(k,n) \) is noncompact. However, we can still use the dendrite algorithm as in [GK96], only this time we have to make sure that in each step we choose rays \( l \) in such a way, that they intersect a codimension one wall (and not diverge to infinity). In our case this can be easily achieved - if the chosen ray \( l \) does not intersect a codimension one face of \( (\mathbb{R}_{\geq 0})^k \), then the ray \( -l \) does. Choosing the rays in this way always leads to a branch ending at the only fixed point of the action, the origin. Therefore, we get the following expression for the push-forward:

\[ \int_{Gr(k,n)} \kappa_T(\alpha) = \frac{1}{|W|} \text{res}_{z_1,\ldots,z_k=\infty} e \cdot i^*_S(\alpha) \]
where $e = \prod_{\gamma \in \Phi} \gamma = \prod_{i \neq j} (z_i - z_j)$ is the product of the roots of $U(k)$, $i_0^T(\alpha)$ denotes the restriction of $\alpha$ to $0 \in \text{Hom}(k,n)$ and $e^{T \times S}(0)$ is the $T \times S$-equivariant Euler class at zero, which equals $e^{T \times S}(0) = \prod_{i \neq j} (z_i - t_j)$, where $z_1, \ldots, z_k$ are the characters of the $S$-action and $t_1, \ldots, t_k$ are the characters of the $T$-action.

**Remark 4.3.** Since $\text{Hom}(k,n)$ is contractible, by abuse on notation for a class $\alpha \in H^{\ast}_{T \times U(k)}(\text{Hom}(k,n))$ we will denote the its restriction to $0 \in \text{Hom}(k,n)$ also by $\alpha$. The notation $\alpha(z_1, \ldots, z_k)$ means that we view $\alpha$ as a polynomial in $z_1, \ldots, z_k$ with coefficients in $\mathbb{C}[t_1, \ldots, t_k]$.

Finally, we obtain the following formula for the push-forward.

**Theorem 4.4.** Let $\alpha \in H^{\ast}_{T \times U(k)}(\text{Hom}(k,n))$. Then the push-forward of its image under the Kirwan map $\kappa_T$ equals the following residue taken with respect to the characters of the maximal torus in $U(k)$:

$$\int_{\text{Gr}(k,n)} \kappa_T(\alpha) = \frac{1}{|W|} \text{res}_{z_1, \ldots, z_k = \infty} \frac{\prod_{i \neq j} (z_i - z_j) \alpha(z_1, \ldots, z_k)}{\prod_{i,j} (z_i - t_j)}$$

Note that the fact that we push forward only forms which lie in the image of the the equivariant Kirwan map $\kappa_T$ is not a very restrictive condition, it means that we push-forward forms which at the fixed points of the action are given by $W$-symmetric polynomials. By the surjectivity of the Kirwan map, every form can be presented in such a way. As mentioned in the introduction, this formula can also be obtained combinatorically, using the Atiyah–Bott–Berline–Vergne formula and introducing the residue at infinity ad hoc, as described in [Zie14].

The description of the Grassmannian as the symplectic reduction for the natural $U(k)$-action has been used by Martin to give a description of the nonequivariant cohomology of the classical Grassmannian. For details, see [Mar00], Chapter 7.

### 2. Lagrangian Grassmannian

Let $\omega$ be the standard complex symplectic form on $\mathbb{C}^{2n}$ and consider the Lagrangian Grassmannian $LG(n)$ parametrizing maximal isotropic subspaces of $\mathbb{C}^{2n}$ i.e. subspaces $V$ of dimension $n$ satisfying

$$V = V^\perp = \{w : \omega(w, v) = 0 \text{ for all } v \in V\}.$$ 

The Lagrangian Grassmannian canonically embeds in $\text{Gr}(n,2n)$. The maximal torus in $Sp(n)$ consists of elements of the form

$$\text{diag}(t_1, t_2, \ldots, t_n, t_n^{-1}, \ldots, t_2^{-1}, t_1^{-1}),$$
so one has a natural inclusion of the maximal tori \( T_{Sp(n)} \hookrightarrow T_{U(2n)} \):

\[
\text{diag}(t_1, t_2, \ldots, t_n, t_n^{-1}, \ldots, t_2^{-1}, t_1^{-1}) \mapsto \text{diag}(t_1, t_2, \ldots, t_{2n}).
\]

We will derive the residue-type formula for the push-forward in the \( T_{Sp(n)} \)-cohomology of the Lagrangian Grassmannian from the formulas for the classical Grassmannian by considering the inclusion

\[
\text{LG}(n) \hookrightarrow \text{Gr}(n, 2n).
\]

### 2.1. Push-forward formula for \( \text{Gr}(n, 2n) \).

Assume \( U(n) \) acts on the space \( \text{Hom}(n, 2n) \) by matrix multiplication on the right, as in the previously considered example of the classical Grassmannian. Recall that the moment map for this action is

\[\mu(A) = A^* A - \text{Id}.\]

Let \( S \) be a maximal torus in \( U(n) \) and let \( T := T_{Sp(n)} \) be the maximal torus in \( Sp(n) \), canonically included in the maximal torus of \( U(2n) \). As before, we consider the symplectic reduction with respect to \( S \) and push-forwards to a point in \( T \)-equivariant cohomology. The push-forward \( \int_{\text{Gr}(n, 2n)} \kappa_T(\alpha) \) is given by the formula of Theorem 4.4,

\[
\int_{\text{Gr}(n, 2n)} \kappa_T(\alpha) = \frac{1}{|W|} \text{res}_{z_1, \ldots, z_n = \infty} e \cdot \alpha(z_1, \ldots, z_n),
\]

where \( e = \prod_{\gamma \in \Phi^+} \gamma = \prod_{i \neq j} (z_i - z_j) \) is the product of the roots of \( U(n) \), and \( e^{T \times S}(0) \) is the \( T \times S \)-equivariant Euler class at zero, which equals

\[e^{T \times S}(0) = \prod_{i,j=1}^n (z_i - t_j)(z_i + t_j),\]

because \( z_1, \ldots, z_n \) are the characters of the \( S \)-action and \( t_1, \ldots, t_n, -t_1, \ldots, -t_n \) are the characters of the \( T \)-action. One gets

\[
(5) \int_{\text{Gr}(n, 2n)} \kappa_T(\alpha) = \frac{1}{|W|} \text{res}_{z = \infty} \prod_{i \neq j} (z_i - z_j)^2 \alpha(z_1, \ldots, z_n) \prod_{i,j=1}^n (z_i^2 - t_j^2).
\]

### 2.2. Relating push-forwards for \( \text{Gr}(n, 2n) \) and \( \text{LG}(n) \).

Since the Lagrangian Grassmannian \( \text{LG}(n) \) is a subvariety of \( \text{Gr}(n, 2n) \), the push-forwards in equivariant cohomology are related by the following relation:

\[
\int_{\text{LG}(n)} \alpha = \int_{\text{Gr}(n, 2n)} \hat{\alpha} \cdot [\text{LG}(n)],
\]

where \([\text{LG}(n)]\) denotes the fundamental class of \( \text{LG}(n) \) in \( H_T^*(\text{Gr}(n, 2n)) \) and \( i^*\hat{\alpha} = \alpha \). Consider the following diagram:
\[ C_L \rightarrow j \rightarrow \text{Hom}(n, 2n) \]
\[ \downarrow_{q_{C_L}} \downarrow q \]
\[ LG(n) \rightarrow \text{Gr}(n, 2n) \]

where \( C_L \) is the preimage if \( LG(n) \) under the symplectic reduction map \( q \). The subset \( C_L \subseteq \text{Hom}(n, 2n) \), called the Lagrangian cone, consists on those maps \( \mathbb{C}^n \rightarrow \mathbb{C}^{2n} \) whose image is an isotropic subspace of \( \mathbb{C}^{2n} \). Note that the Lagrangian cone \( C_L \subseteq \text{Hom}(n, 2n) \) is not smooth, so we cannot directly use the approach we used for the classical Grassmannian and construct \( LG(n) \) as a symplectic reduction of a smooth symplectic manifold. One can solve this inconvenience either by considering a slightly more general singular symplectic reduction (c.f. for example [LMS93]), or by restricting the result obtained for \( \text{Gr}(n, 2n) \) and checking that the push-forwards are compatible with this restrictions. We will follow the later approach.

### 2.3. Kirwan maps and push-forwards.

Consider the \( T \)-equivariant Kirwan maps for the symplectic reductions \( \text{Hom}(n, 2n) \# S \) and \( C_L \# S \):

\[ \kappa_T^S : H_T^*(\text{Hom}(n, 2n)) \rightarrow H_T^*(\text{Hom}(n, 2n) \# S), \]
\[ \kappa_{T,C_L}^S : H_T^*(C_L) \rightarrow H_T^*(C_L \# S) = H_T^*(C_L \cap \mu_S^{-1}(0)/S). \]

Similarly, we have the Kirwan map for the quotients by the \( U(n) \) action:

\[ \kappa_T : H_T^*(\text{Hom}(n, 2n)) \rightarrow H_T^*(\text{Hom}(n, 2n) \# U(n)) = H_T^*(\text{Gr}(n, 2n)), \]
\[ \kappa_{T,C_L} : H_T^*(C_L) \rightarrow H_T^*(C_L \# U(n)) = H_T^*(C_L \cap \mu_{U(n)}^{-1}(0)/U(n)). \]

The results obtained in Sect. 1 can be summarized in the commutativity of the following diagram:

\[
\begin{array}{ccc}
H_T^*(\text{Hom}(n, 2n)) & \xrightarrow{\kappa_T} & H_T^*(\text{Gr}(n, 2n)) \\
\simeq & & \simeq \\
H_T^*(\text{Hom}(n, 2n)/S) & \simeq & H_T^*(\text{pt}) \\
\end{array}
\]

Restricting all maps via the map induced by \( j : C_L \rightarrow \text{Hom}(n, 2n) \) yields
We intend to describe the Gysin homomorphisms for the cohomology groups on the right-hand face of the above commutative cube. These Gysin maps are related by the equivariant Martin theorem 3.1, applied to each triangle in the diagram below:

\[ \int_{LG(n)} j^* \kappa_T(\alpha) = \int_{Gr(n,2n)} \kappa_T(\alpha) \cdot [LG(n)] = \int_{Gr(n,2n)} \kappa_T(\alpha \cdot \widetilde{LG(n)}), \]

2.4. Derivation of the push-forward formula for $LG(n)$. Bearing in mind the relation between the push-forwards in the cohomology of $Gr(n,2n)$ and $LG(n)$ one can write
where $\widetilde{LG(n)}$ is an element of $H^*_T \times U(n) (\text{Hom}(n, 2n))$ such that $\kappa_T(\widetilde{LG(n)}) = [LG(n)]$, and use equation (5) to obtain the result in a form of an iterated residue. We have

$$\int_{Gr(n, 2n)} \kappa_T(\alpha \cdot \widetilde{LG(n)}) = \frac{1}{2^n} \operatorname{Res}_{z=\infty} \prod_{i \neq j} (z_i - z_j)^{i_0^* \kappa_T^S(\alpha \cdot \widetilde{LG(n)})} \prod_{i, j=1}^n (z_i - t_j)(z_i + t_j).$$

The final step in obtaining the residue-type push-forward formula for $LG(n)$ is therefore identifying the polynomial in $C[z_1, \ldots, z_n]$ representing the class $i_0^* \kappa_T^S(\alpha \cdot \widetilde{LG(n)})$, which is the content of the Remarks 4.5, 4.6 and 4.7.

Remark 4.5. The Kirwan map $\kappa_T^S$ maps the fundamental class $[C_L] \in H^*_T \times S(\text{Hom}(n, 2n))$ to the class $[C_L//S] \in H^*_T(\text{Hom}(n, 2n)//S)$:

$$\kappa_T^S([C_L]) = [C_L//S].$$

This is obvious because Kirwan map is defined as the map induced by restriction followed by the natural isomorphism.

The fundamental class $[C_L] \in H^*_T \times S(\text{Hom}(n, 2n))$ can be computed by describing $C_L$ by equations. Let $A \in \text{Hom}(n, 2n)$ be represented by the matrix with column vectors $v_1, \ldots, v_n$,

$$A = \begin{bmatrix} v_1 & \ldots & v_n \end{bmatrix}$$

The maximal torus $S$ in $U(n)$ acts on $A$ by multiplication of each column vector by a corresponding character. For $A$ to be contained in the Lagrangian cone $C_L$, the column vectors of $A$ must satisfy:

$$\omega(v_i, v_j) = 0 \text{ for } i < j.$$  

Under the action of $S$ the function $\omega(v_i, v_j)$ is multiplied by $z_i z_j$, hence the weight of the $S$-action on this equation is $z_i + z_j$.\(^2\) The torus $T$ acts by multiplying rows of the matrix $A$ by $t_1, \ldots, t_n, t_n^{-1}, \ldots, t_1^{-1}$, hence acts on $\omega(v_i, v_j)$ trivially. The equations are clearly independent. The are $\frac{n(n-1)}{2}$ equations, which equals the codimension of $C_L$ in $\text{Hom}(n, 2n)$. This assures that $C_L$ is a complete intersection in $\text{Hom}(n, 2n)$ and the fundamental class equals the

\(^2\)We use the same notation $z_i$ to denote both the coordinate and the character of the torus action.
product of the weights of the equations:

\[ [C_L] = \prod_{i,j=1\atop i<j}^{n} (z_i + z_j). \]

**Remark 4.6.** Since the class \([C_L] \in H^*_{T\times S}(\text{Hom}(n, 2n))\) is obviously \(\mathcal{W}\)-invariant, an analogous statement is true for \([C_L] \in H^*_{T\times U(n)}(\text{Hom}(n, 2n))\):

\[ \kappa_T([C_L]) = [C_L/\!/S] \in H^*_T(\text{Gr}(n, 2n)). \]

On the other hand, from definition of the Kirwan map \(\kappa_T\) is is clear that \(\kappa_T\) maps \([C_L]\) to \([LG(n)]\) \(\in H^*_T(\text{Gr}(n, 2n))\), hence

\[ [LG(n)] = \kappa_T\left( \prod_{i,j=1\atop i<j}^{n} (z_i + z_j) \right). \]

**Remark 4.7.** The map \(\kappa^S_T\) maps the class \(\prod_{i\neq j} (z_i - z_j) \in H^*_{T\times S}(\text{Hom}(n, 2n))\) to the class \(e = \prod_{\gamma \in \Phi} e(L_\gamma) \in H^*_T(\text{Hom}(n, 2n)/S)\):

\[ \kappa^S_T\left( \prod_{i \neq j} (z_i - z_j) \right) = e. \]

It follows directly from the identification of the roots of \(U(n)\)—which are exactly \(\{z_i - z_j : i \neq j\}\)—with cohomology classes. Again, the class is \(\mathcal{W}\)-invariant, so the same statement is true in \(H^*_{T\times U(n)}(\text{Hom}(n, 2n))\).

We are now ready to prove the following theorem, expressing the push-forward to a point in \(T\)-equivariant cohomology of \(LG(n)\) as a residue at infinity.

**Theorem 4.8.** Let \(j : C_L \hookrightarrow \text{Hom}(n, 2n)\) denote the natural inclusion. Let \(\alpha \in H^*_{T\times U(n)}(\text{Hom}(n, 2n))\). Then

\[ \int_{LG(n)} j^*\kappa_T(\alpha) = \frac{1}{|\mathcal{W}|} \text{Res}_{z_1, \ldots, z_n = \infty} \frac{\alpha(z_1, \ldots, z_n) \prod_{i \neq j} (z_i - z_j) \prod_{i < j} (z_i + z_j)}{\prod_{i,j=1}^{n} (z_i - t_j)(z_i + t_j)}. \]
Proof of Theorem 4.8. One has

\[
\int_{LG(n)} j^* \kappa_T(\alpha) = \int_{Gr(n,2n)} \kappa_T(\alpha) \cdot [LG(n)]
\]

\[
\frac{1}{|W|} \int_{Hom(n,2n) / S} \kappa^S_T(\alpha \cdot \prod_{i,j=1}^n (z_i + z_j)) \cdot e
\]

\[
\frac{1}{|W|} \int_{Hom(n,2n) / S} \kappa^S_T(\alpha \cdot \prod_{i,j=1}^n (z_i + z_j) \cdot \prod_{i \neq j} (z_i - z_j))
\]

\[
\frac{1}{|W|} \text{Res}_{z_1, \ldots, z_n = \infty} \frac{\alpha(z_1, \ldots, z_n) \prod_{i<j} (z_i + z_j) \prod_{i \neq j} (z_i - z_j)}{\prod_{i,j=1}^n (z_i - t_j)(z_i + t_j)}
\]

where \(\alpha(z_1, \ldots, z_n) \in \mathbb{C}[t_1, \ldots, t_n, z_1, \ldots, z_n]^{\Sigma_n}\) is a \(\Sigma_n\)-symmetric polynomial representing the restriction of \(\kappa_S^T(\alpha)\) to \(0 \in \text{Hom}(n, 2n)\).

The above sequence of equalities follows from the following:

- Equation (1) is the relation between push-forwards for \(Gr(n, 2n)\) and \(LG(n)\), as described in Sect. 2.2.
- Equation (2) follows from the computation of \([LG(n)]\), as in Remark 4.6.
- Equation (3) follows from the fact that the Kirwan map is a ring homomorphism.
- Equation (4) is the Theorem 3.1 applied to \(\text{Hom}(n, 2n)\) and its symplectic reductions with respect to \(S < U(n)\).
- Equation (5) follows from the computation of the class \(e\), as in Remark 4.7.
- Equation (6) is a consequence of Theorem 2.5.

\[\square\]
Corollary 4.9. Let $\alpha \in H^*_{T \times U(n)}(\text{Hom}(n, 2n))$. Then

$$\int_{LG(n)} j^* \kappa_T(\alpha) = \frac{1}{|W|} \text{Res}_{z_1, \ldots, z_n = \infty} \prod_{i<j} (z_i - z_j) \alpha(z_1, \ldots, z_n) \prod_{i,j=1}^n (z_i^2 - t_j^2) \prod_{i<j} (t_i^2 - t_j^2)$$

**Proof of Corollary 4.9.** The proof is a straightforward computation. □

3. Orthogonal Grassmannians

Let $\Omega$ be a nondegenerate symmetric form on $\mathbb{C}^{2n}$ (or $\mathbb{C}^{2n+1}$ respectively). The orthogonal Grassmannian $OG(n, 2n)$ ($OG(n, 2n + 1)$ respectively) parametrizes the maximal isotropic subspaces. The residue-type formulas for the Gysin homomorphism for the orthogonal Grassmannians $OG(n, 2n)$ and $OG(n, 2n+1)$ can be derived analogously to the ones for the Lagrangian Grassmannian by using the embeddings $OG(n, 2n) \hookrightarrow \text{Gr}(n, 2n)$ and $OG(n, 2n + 1) \hookrightarrow \text{Gr}(n, 2n + 1)$. The cases of odd- and even-dimensional orthogonal Grassmannian are slightly different, so we consider them separately.

3.1. The even-dimensional orthogonal Grassmannian. The orthogonal Grassmannian $OG(n, 2n)$ canonically embeds in $\text{Gr}(n, 2n)$. The maximal torus in $SO(2n)$ consists of diagonal matrices of the form $\text{diag}(t_1, t_2, \ldots, t_n, t_n^{-1}, \ldots, t_2^{-1}, t_1^{-1})$, so we have a natural inclusion of the maximal tori $T_{SO(2n)} \hookrightarrow T_{U(2n)}$:

$$\text{diag}(t_1, t_2, \ldots, t_n, t_n^{-1}, \ldots, t_2^{-1}, t_1^{-1}) \mapsto \text{diag}(t_1, t_2, \ldots, t_{2n}).$$

We consider Gysin homomorphisms in $T$-equivariant cohomology of the classical and orthogonal Grassmannian, for $T = T_{SO(2n)}$, constructed as symplectic reductions with respect to an $U(n)$-action. As before, $S$ denotes the maximal torus on $U(n)$ and its characters are denoted by $z = \{z_1, \ldots, z_n\}$ and $W$ denotes the Weyl group of $U(n)$.

Since $OG(n, 2n)$ is a subvariety of $\text{Gr}(n, 2n)$, the push-forwards are related as follows:

$$\int_{OG(n, 2n)} \alpha = \int_{\text{Gr}(n, 2n)} \tilde{\alpha} \cdot [OG(n, 2n)],$$

where $[OG(n, 2n)]$ denotes the fundamental class of the orthogonal Grassmannian in $H^*_T(\text{Gr}(n, 2n))$ and $\tilde{\alpha}_{OG(n,2n)} = \alpha$.

---

3In the standard basis the form $\Omega$ is given by a matrix with ones on the antidiagonal.
Let \( C_O \) be the preimage of \( OG(n, 2n) \) under the symplectic reduction map \( q \).

\[
\begin{align*}
C_O & \xrightarrow{j} \text{Hom}(n, 2n) \\
\downarrow q_{C_O} & \quad \downarrow q \\
OG(n, 2n) & \xleftarrow{j} \text{Gr}(n, 2n)
\end{align*}
\]

The subset \( C_O \subseteq \text{Hom}(n, 2n) \) consists of linear maps \( \mathbb{C}^n \to \mathbb{C}^{2n} \) whose image is an isotropic subspace of maximal dimension in \( \mathbb{C}^{2n} \). We checked in Sect. 2.3 that the Kirwan maps commute with restrictions and we established the relation between corresponding push-forwards. The proof can be repeated for the embedding \( C_O \hookrightarrow \text{Hom}(n, 2n) \) instead of \( C_L \hookrightarrow \text{Hom}(n, 2n) \) (and, in fact, for any subvariety \( Z \hookrightarrow \text{Gr}(n, 2n) \) and its preimage in \( \text{Hom}(n, 2n) \)). We obtain the following commutative diagram:

\[
\begin{array}{ccc}
\text{H}_T^*(OG(n, 2n)) & \xleftarrow{j^*} & \text{H}_T^*(\text{Gr}(n, 2n)) \\
\downarrow & & \downarrow \\
\text{H}_T^*(\text{pt}) & \xleftarrow{j^*} & \text{H}_T^*(\text{pt})
\end{array}
\]

\[
\begin{array}{ccc}
\text{H}_T^*(C_O/\!/S)^\text{mot} & \xleftarrow{j^*} & \text{H}_T^*(\text{Hom}(n, 2n)/\!/S)^\text{mot} \\
\downarrow & & \downarrow \\
\text{H}_T^*(C_O/\!/S) & \xleftarrow{j^*} & \text{H}_T^*(\text{Hom}(n, 2n)/\!/S)
\end{array}
\]

It follows, that the push-forward is given by the formula:

\[
\int_{OG(n, 2n)} \kappa_T(\alpha) = \int_{\text{Gr}(n, 2n)} \kappa_T(\alpha \cdot OG(n, 2n))
\]

\[
= \frac{1}{|\mathcal{M}|} \lim_{z \to \infty} \prod_{i \neq j} (z_i - z_j) i_0^* \kappa_S^T(\alpha \cdot OG(n, 2n))
\]

\[
= \frac{1}{|\mathcal{M}|} \lim_{z \to \infty} \frac{\prod_{i \neq j} (z_i - z_j) i_0^* \kappa_S^T(\alpha \cdot OG(n, 2n))}{e^{T \times S}(0)}
\]

where \( OG(n, 2n) \in \text{H}_T^*(\text{Hom}(n, 2n)/\!/S)^\text{mot} \) is a class whose image under \( \kappa_T \) is the fundamental class of \( C_O/\!/S \). As before, \( e^{T \times S}(0) \) denotes the \( T \times S \)-equivariant Euler class of the normal bundle at 0.
Lemma 4.10. The lift of the fundamental class $[\text{OG}(n, 2n)]$ to $H^*_T \times S(\text{Hom}(n, 2n))$ equals

$$[\tilde{\text{OG}}(n, 2n)] = \prod_{i,j=1}^{n} (z_i + z_j).$$

Proof of Lemma 4.10. The fundamental class $[C_O] \in H^*_T \times U(n) \times S(\text{Hom}(n, 2n))$ can be computed by describing $C_O$ by equations, similarly as in Remark 4.5. Let $A \in \text{Hom}(n, 2n)$ be represented by the matrix with column vectors $v_1, \ldots, v_n$, then the maximal torus $S$ in $U(n)$ acts on $A$ by multiplication of each column vector by a corresponding character. The matrix $A$ is contained in $C_O$ if the column vectors of $A$ satisfy

$$\Omega(v_i, v_j) = 0 \text{ for } i \leq j.$$

Under the action of $S$ the function $\Omega(v_i, v_j)$ is multiplied by $z_i z_j$, while $T$ acts on $\Omega(v_i, v_j)$ trivially, hence the weight of the $S$-action on this equation is $z_i + z_j$. The equations are clearly independent. There are $\frac{n(n+1)}{2}$ equations, which equals the codimension of $C_O$ in $\text{Hom}(n, 2n)$. It follows that $C_O$ is a complete intersection in $\text{Hom}(n, 2n)$ and the fundamental class equals the product of the weights of the equations:

$$[C_O] = 2^n \prod_{i,j=1}^{n} (z_i + z_j) \prod_{i=1}^{n} z_i.$$

This class is obviously $\mathfrak{M}$-invariant, hence belongs to $H^*_T \times U(n) \times S(\text{Hom}(n, 2n))$ and the Kirwan map clearly maps it to $[\text{OG}(n, 2n)]$. □

Finally, since $e^{T \times S}(0) = \prod_{i,j=1}^{n} (z_i - t_j)(z_i + t_j)$ we get the final formula for the Gysin map:

Theorem 4.11. Let $j : C_O \hookrightarrow \text{Hom}(n, 2n)$ denote the natural inclusion. Let $\alpha \in H^*_T \times U(n) \times \text{Hom}(n, 2n)$. Then

$$\int_{\text{OG}(n, 2n)} \kappa_T(\alpha) = \frac{2^n}{|\mathfrak{M}|} \text{Res}_{z=\infty} \alpha(z_1, \ldots, z_n) \prod_{i \neq j} (z_i - z_j) \prod_{i<j} (z_i + z_j) \prod_{i=1}^{n} z_i.$$

3.2. The odd-dimensional orthogonal Grassmannian. The case of $\text{OG}(n, 2n+1)$ is very similar to the case of $\text{OG}(n, 2n)$, but there is one essential difference that should be pointed out. The Grassmannian $\text{OG}(n, 2n+1)$ canonically embeds in $\text{Gr}(n, 2n+1)$, and the corresponding embedding of the maximal tori $T_{\text{SO}(2n+1)} \hookrightarrow T_{\text{U}(2n+1)}$ is given by:

$$\text{diag}(t_1, t_2, \ldots, t_n, t_n^{-1}, \ldots, t_2^{-1}, t_1^{-1}, 1) \mapsto \text{diag}(t_1, t_2, \ldots, t_{2n}, 1).$$
Hence the weights of the action of $T = T_{SO(2n+1)}$ are $\{\pm t_i\} \cup \{0\}$ and the $T \times S$-equivariant Euler class in this case equals:

$$e^{T \times S}(0) = \prod_{i,j=1}^{n} (z_i - t_j)(z_i + t_j) \prod_{i=1}^{n} z_i.$$ 

All other computations from Sect. 3.1 remain valid. The fundamental class of $CO$ in $\text{Hom}(n, 2n + 1)$ is given by the same polynomial

$$[CO] = 2^n \prod_{i,j=1}^{n} (z_i + z_j) \prod_{i=1}^{n} z_i,$$

because the conditions on isotropy of the column vectors of a matrix representing an element of $\text{Hom}(n, 2n + 1)$ are the same.

The formula for the push-forward in $T$-equivariant cohomology is therefore the following.

**Theorem 4.12.** Let $j : CO \hookrightarrow \text{Hom}(n, 2n + 1)$ denote the natural inclusion. Let $\alpha \in H^*_T(\text{Hom}(n, 2n))$. Then

$$\int_{OG(n, 2n)} \kappa_T(\alpha) = \frac{2^n}{|W|} \text{Res}_{z=\infty} \frac{\alpha(z_1, \ldots, z_n) \prod_{i \neq j} (z_i - z_j) \prod_{i<j} (z_i + z_j)}{\prod_{i,j=1}^{n} (z_i - t_j)(z_i + t_j)}.$$ 

**4. Partial flag varieties**

The results obtained for Grassmannians can be generalized to an arbitrary partial flag variety (of type A, B, C or D). Partial flag varieties of type A can be realized as symplectic reductions as described in Sect. 4.1 below (the result is due to Kamnitzer [Kam]). The push-forward formulas for partial flag varieties of types B, C and D can be deduced from the type A case by considering their embeddings into type A partial flag varieties, analogously as in the Grassmannian case.

**4.1. Series A partial flag varieties.** Consider the partial flag variety of type $d = (d_1, \ldots, d_k)$ in $W \simeq \mathbb{C}^n$

$$\text{Fl}_d(W) = \{V_1 \subset V_2 \subset \cdots \subset V_k \subset W : V_i \text{ linear subspace of } W, \dim V_i = d_i\}.$$ 

One can show (see [Kam]) that $\text{Fl}_d(W)$ can be constructed as a symplectic reduction, as follows. Let $\{V_1, V_2, \ldots, V_k\}$ be a collection of vector spaces of dimensions $\dim V_i = d_i$. Define

$$\text{Hom}(V, W) := \bigoplus_{i=1}^{k-1} \text{Hom}(V_i, V_{i+1}) \oplus \text{Hom}(V_k, W).$$
This is a symplectic manifold, since each of the components \( \text{Hom}(V_i, V_{i+1}) \) is symplectic, with the symplectic form given by \( \omega(A, B) = 2 \text{Im}(\text{tr} AB^*) \). Let \( U(V) := U(V_1) \times \cdots \times U(V_k) \) and consider the action of \( U(V) \) on \( \text{Hom}(V, W) \) given by

\[
(g_1, \ldots, g_k)(A_1, \ldots, A_{k-1}, B) = (g_2 A_1 g_1^{-1}, \ldots, g_k A_{k-1} g_{k-1}^{-1}, B g_k^{-1}).
\]

This action is Hamiltonian with moment map \( \mu : \text{Hom}(V, W) \to u(V) \)

\[
\mu(A_1, \ldots, A_{k-1}, B) = (A_1^* A_1, A_2^* A_2 - A_1 A_1^*, \ldots, B^* B - A_{k-1} A_{k-1}^*).
\]

If we choose \( \lambda = (\lambda_1 \text{Id}_{d_1}, \ldots, \lambda_k \text{Id}_{d_k}) \in u(V) \) such that the real numbers \( (\lambda_1, \ldots, \lambda_k) \) are linearly independent over \( \mathbb{Q} \), then there is an isomorphism

\[
\text{Hom}(V, W)\,\text{//}_\lambda\, U(V) \cong \text{Fl}_{d}(W).
\]

Consider two torus actions on \( \text{Hom}(V, W) \):

- The action of the maximal torus \( S = S_1 \times \cdots \times S_k \) contained in \( U(V) = U(V_1) \times \cdots \times U(V_k) \) acting by the restriction of the above action.
- The action of the \( n \)-dimensional torus \( T \) acting in \( \text{Hom}(V, W) \) by matrix multiplication on the left on the last component \( \text{Hom}(V^k, W) \).

Let us denote the characters of \( T \) by \( t = \{t_1, \ldots, t_n\} \) and the characters of \( S \) by \( z \). The set \( z \) is the union of the sets of characters of the tori \( S_i \), which we denote by by \( z_{i,1}, \ldots, z_{i,d_i} \) for \( i = 1, \ldots, k \). Following the same procedure as for the classical Grassmannian we reduce the Gysin homomorphism for \( \text{Fl}_{d}(W) \) to the Gysin map for the symplectic reduction of \( \text{Hom}(V, W)\,\text{//}\,S \) using Theorem 3.1 and use Theorem 2.5 to convert it into a residue. Let \( \kappa_T \) be the \( T \)-equivariant Kirwan map for the action of \( U(V) \) on \( \text{Hom}(V, W) \) and let \( \kappa_T^S \) be the \( T \)-equivariant Kirwan map for the action of \( S \) on \( \text{Hom}(V, W) \). Denote by \( e \) the \( T \)-equivariant characteristic class corresponding to the product of roots of \( U(V) \) as in Ch. 3. Then

\[
\int_{\text{Fl}_{d}(W)} \kappa_T(\alpha) = \frac{1}{[2^{d}]} \int_{\text{Hom}(V, W)\,\text{//}\,S} \kappa_T^S(\alpha) \cdot e
\]

(6)

\[
= \frac{1}{[2^{d}]} \text{Res}_{w=\infty} \frac{i_0^* \kappa_T^S(\alpha \cdot \tilde{e})}{e^{t \times S}(0)},
\]

for a certain class \( \tilde{e} \) such that \( \kappa_T^S(\tilde{e}) = e \). The residue is taken with respect to the weights of the action of \( S \).

The last equality requires a comment on the point 0 appearing in the formula even though the original reduction was taken with respect to \( \lambda \). One can always modify the moment map by adding a constant, providing this constant is invariant with respect to the coadjoint action. In particular, after restricting to the action of the torus \( S \) we can modify the moment map so that the
The torus $S = S_1 \times \cdots \times S_k$ acts on $\text{Hom}(V, W)$ via the restriction of the action of $U(V)$,

$$(g_1, \ldots, g_k)(A_1, \ldots, A_{k-1}, B) = (g_2 A_1 g_1^{-1}, \ldots, g_k A_{k-1} g_{k-1}^{-1}, B g_k^{-1}).$$

In particular $S$ acts on $A_1 \in \text{Hom}(V_1, V_2)$ by multiplying the rows of the $d_2 \times d_1$-matrix $A_1$ by $z_{2,1}, z_{2,2}, \ldots, z_{2,d_2}$ and by multiplying the columns by $z_{1,1}, \ldots, z_{1,d_1}$ etc. The torus $T$ acts on $\text{Hom}(V, W)$ via

$$t \cdot (A_1, \ldots, A_{k-1}, B) = (A_1, \ldots, A_{k-1}, t \cdot B).$$

**Remark 4.13.** If we eliminate the matrix notation and choose the natural order of variables on $\text{Hom}(V, W)$, identifying it with a linear space of dimension $d_1 d_2 + d_2 d_3 + \ldots + d_{k-1} d_k + d_k n$, then the torus $S$ acts on the $\text{Hom}(V, W)$ with the set of characters:

$$\{z_{1,i} z_{2,j}\}_{i=1}^{d_1}, \{z_{2,i} z_{3,j}\}_{j=1}^{d_2}, \ldots, \{z_{k,i}^{-1}\}_{i=1}^{d_k},$$

with each set of characters indexed by all possible $i, j$ (for example $\{z_{1,i} z_{2,j}\}$ is indexed by $i = 1, \ldots, d_1$ and $j = 1, \ldots, d_2$ and so on).

For computational reasons it is better to work with coordinated "adjusted" to the action, which is why we consider the following substitution:

$$\begin{align*}
v_{i,j} &= z_{i+1,j} - z_{i,j} & \text{for } i = 1, \ldots, k - 1 \text{ and } j = 1, \ldots, d_i \\
u_i &= z_{k,i} & \text{for } i = 1, \ldots, d_k
\end{align*}$$

Denote by $v$ the set $\{v_{i,j}\}_{i=1}^{d_1}$ and by $u$ the set $\{u_i\}_{i=1}^{d_k}$. With this substitution the weights of the $S$ action are $u_i$, $v_{i,j}$ as above and their linear combinations. For details on this substitution see Appendix 2. However, we express all final results in the original coordinates $z$, referring to the substitution only while making simplifications in the computations.

**Proposition 4.14.** The class $\tilde{e}$ such that $\kappa_T^S(\tilde{e}) = e$ equals

$$\tilde{e} = \prod_{i,j=1}^{d_1} (z_{1,i} - z_{1,j}) \prod_{i,j=1}^{d_2} (z_{2,i} - z_{2,j}) \cdots \prod_{i,j=1}^{d_k} (z_{k,i} - z_{k,j})$$

Changing the variables to $u, v$ as in Remark 4.13 results in a polynomial $f_\xi \in \mathbb{C}[u, v]$ representing $\tilde{e}$. We would not need the exact form of this polynomial but the reader may find it in the Appendix 2.

By the considerations identical to the ones for the classical Grassmannian in Sect. 1 we get the following two consequences:
PROPOSITION 4.15. The $T \times S$-equivariant Euler class at zero equals

$$e^{T \times S}(0) = \prod_{i=1}^{k} \prod_{l=1}^{d_i} \prod_{m=1}^{d_{i+1}} (-z_{i,l} + z_{i+1,m}) \cdot \prod_{j=1}^{d_k} n \prod_{i=1}^{n} (-z_{k,j} + t_i)$$

In the variables $u, v$ this class equals

$$e^{T \times S}(0) = \prod_{m=1}^{k-1} \prod_{i=1}^{d_{m+1}} \prod_{j=1}^{d_{m}} (u_i - u_j - \sum_{n=m+1}^{k-1} v_{n,i} + \sum_{n=m}^{k-1} v_{n,j}) \prod_{j=1}^{d_k} n \prod_{i=1}^{n} (t_i - u_j)$$

PROOF OF PROPOSITIONS 4.14 AND 4.15. The proof of Proposition 4.14 is identical to the proofs of Proposition 4.7 for classical Grassmannian. Proposition 4.15 is a direct consequence of Remark 4.13.

PROPOSITION 4.16. Let $\alpha \in H^*_{T \times U(V)}(\text{Hom}(V, W))$, where $\mathfrak{W} = \Sigma_{d_1} \times \cdots \times \Sigma_{d_k}$ is the Weyl group of $U(V)$. Hence $\alpha$ is a polynomial in variables $z, t$, which is $\mathfrak{W}$-symmetric in the variables $z$.

$$\int \kappa_T(\alpha) = \frac{1}{|\mathfrak{W}|} \text{Res}_{w=\infty} \prod_{i,j=1}^{k} (-z_{i,l} + z_{i+1,m}) \prod_{i,j=1}^{d_k} n \prod_{i=1}^{n} (-z_{k,j} + t_m)$$

and the residue is taken with respect to $z_{2,j} - z_{1,i} = \infty, z_{3,j} - z_{2,i} = \infty, \ldots, z_{k,i} = \infty$, because these are the weights of the action.

PROOF OF PROPOSITION 4.16. Using the substitution as in Remark 4.13, the class $\alpha$ can be written as a polynomial in variables $u, v$, invariant under the induced action of the Weyl group. By equation (6) and Propositions 4.14 and 4.15 we get the following expression for the push-forward of a class $\kappa(\alpha)$.

$$\int_{\text{Fl}_d(W)} \kappa_T(\alpha) = \int_{\text{Hom}(V, W) / S} \kappa_T(\alpha \cdot \hat{e}) = \frac{1}{|\mathfrak{W}|} \text{Res}_{u=\infty} \alpha \cdot \star,$$

where the factor under the residue, $\star$, equals

$$\prod_{i,j=1, i \neq j}^{d_1} (u_i - u_j - \sum_{n=1}^{k-1} (v_{n,i} - v_{n,j})) \prod_{i,j=1, i \neq j}^{d_2} (u_i - u_j - \sum_{n=2}^{k-1} (v_{n,i} - v_{n,j})) \cdots \prod_{i,j=1, i \neq j}^{d_k} (u_i - u_j)$$

$$\prod_{m=1}^{k-1} \prod_{i=1}^{d_{m+1}} \prod_{j=1}^{d_{m}} (u_i - u_j - \sum_{n=m+1}^{k-1} v_{n,i} + \sum_{n=m}^{k-1} v_{n,j}) \prod_{i=1}^{n} \prod_{j=1}^{d_k} (t_i - u_j)$$

and the residue is taken with respect to all $v_{i,j} = \infty, u_i = \infty$. Coming back to the original variables $z$ proves Proposition 4.16.
One can further simplify this expression to a residue only with respect to the variables \( u_i = z_{k,i}, \ldots, u_k = z_{k,d_k} \), using the following computational lemma:

**Lemma 4.17.** Let \( f \in \mathbb{C}[\mathbf{v}, \mathbf{u}] \) be a polynomial. Let \(|\mathbf{v}| = d_1 + \cdots + d_{k-1}\) denote the number of the variables \( v_{i,j} \). Then the following equality holds:

\[
\text{Res}_{\mathbf{v}=\infty} \frac{f(\mathbf{v}, \mathbf{u})}{\prod_{m=1}^{k-1} \prod_{i=1}^{d_m+1} \prod_{j=1}^{d_m} (v_i - u_j - \sum_{n=m+1}^{k-1} v_{n,i} + \sum_{n=m}^{k-1} v_{n,j}) \prod_{i=1}^{n} \prod_{j=1}^{d_k} (t_i - u_j)} = (-1)^{|\mathbf{v}|} \frac{f(\mathbf{0}, \mathbf{u})}{\prod_{m=1}^{k-1} \prod_{i=1}^{d_m+1} \prod_{j=1}^{d_m} (u_i - u_j) \prod_{i=1}^{n} \prod_{j=1}^{d_k} (t_i - u_j)}.
\]

Note that unlike in the push-forward formula we intend to prove, in this lemma we only take the residue with respect to the \( v_{i,j} \)'s, ale leave the variables \( u_i \) untouched.

**Proof of Lemma 4.17.** We start by rewriting the denominator by extracting the product \( \prod_{m=1}^{k-1} \prod_{j=1}^{d_m} v_{m,j} \):

\[
\prod_{m=1}^{k-1} \prod_{i=1}^{d_m+1} \prod_{j=1}^{d_m} (u_i - u_j - \sum_{n=m+1}^{k-1} v_{n,i} + \sum_{n=m}^{k-1} v_{n,j}) \prod_{i=1}^{n} \prod_{j=1}^{d_k} (t_i - u_j) = \prod_{m=1}^{k-1} \prod_{j=1}^{d_m} v_{m,j} \prod_{m=1}^{k-1} \prod_{i=1}^{d_m+1} \prod_{j=1}^{d_m} (v_i - u_j - \sum_{n=m+1}^{k-1} v_{n,i} + \sum_{n=m}^{k-1} v_{n,j}) \prod_{i=1}^{n} \prod_{j=1}^{d_k} (t_i - u_j) = g(\mathbf{v}, \mathbf{u})
\]

The expression under the residue

\[
\frac{f(\mathbf{v}, \mathbf{u})}{g(\mathbf{v}, \mathbf{u})}
\]

has poles along the union of divisors defined by the factors of \( g(\mathbf{v}, \mathbf{u}) \), which form a normal crossing. Hence the iterated residue can be computed by taking the residues in whichever order.\(^4\) The residue at \( v_{m,j} = \infty \) equals minus the residue at \( v_{m,j} = 0 \) by the Residue Theorem, and taking the residue at the simple pole \( v_{i,j} = 0 \) removes the factor \( v_{i,j} \) from the denominator and substitutes \( v_{i,j} = 0 \) whenever \( v_{i,j} \) appears in the remaining expression. Hence taking the residues with respect to all the variables \( v_{i,j} \) results in removing the factor \( \prod_{m=1}^{k-1} \prod_{j=1}^{d_m} v_{m,j} \) from the denominator, multiplying the formula by \((-1)^N\), where \( N \) is the number of residues taken i.e. \( N = |\mathbf{v}| \) and substituting all \( v_{i,j} = 0 \) in the remaining formula.

\(^4\)See the definition of the iterated residue in Sect. 4 for explanation.
Using Lemma 4.17 we can get the following simplification of the push-forward formula for partial flag manifolds.

**Theorem 4.18.** Let $\alpha \in H^*_T \times U(V)(\text{Hom}(V,W))$. Identify $H^*_T \times U(V)(\text{Hom}(V,W))$ with the ring of $W$-symmetric polynomials in the variables $v, u, t$. The $T$-equivariant push-forward to a point is given by the following formula.

$$\int_{\text{Fl}_d(W)} \kappa_T(\alpha) = \frac{1}{|W|} \text{Res}_{u=\infty} \frac{\alpha \cdot \prod_{i \neq j} (u_i - u_j)}{\prod_{i=1}^n d_i \prod_{j=1}^k (d_i - u_j)},$$

where the indexing set $I_{Fl}$ is depicted on the following diagram (the indices coloured in grey belong to $I_{Fl}$, the white ones don’t). For an explicit description of the set $I_{Fl}$ see Appendix 2.

![Diagram](image)

**Proof of Theorem 4.18.** Applying the Lemma 4.17 to the numerator of $\star$, i.e. to the polynomial

$$\text{num}(v, u) := \alpha \cdot \prod_{i,j=1 \atop i \neq j}^d (u_i - u_j - \sum_{n=1}^{k-1} (v_{n,i} - v_{n,j})) \cdots \prod_{i,j=1 \atop i \neq j}^d (u_i - u_j),$$

one gets
\[
\text{Res}_{v=\infty} \frac{num(v, u)}{k-1 \prod_{m=1}^{d_{m+1}} \prod_{i=1}^{d_m} \prod_{j=1}^{d_m} (u_i - u_j) - \sum_{n=m+1}^{k-1} \sum_{i=1}^{k-1} v_{n,i} + \sum_{n=m}^{k-1} v_{n,j} \prod_{i=1}^{d_m} \prod_{j=1}^{d_m} (t_i - u_j)}
\]

\[
= (-1)^{|v|} \frac{num(0, u)}{k-1 \prod_{m=1}^{d_{m+1}} \prod_{i=1}^{d_m} \prod_{j=1}^{d_m} (u_i - u_j) \prod_{i=1}^{d_m} \prod_{j=1}^{d_m} (t_i - u_j)}
\]

\[
\alpha \cdot \prod_{i,j=1}^{d_1} (u_i - u_j) \prod_{i,j=1}^{d_2} (u_i - u_j) \cdots \prod_{i,j=1}^{d_k} (u_i - u_j)
\]

\[
= (-1)^{|v|} \alpha \cdot \prod_{i,j \in I_{Fl}} (u_i - u_j)
\]

where the last equality is a straightforward (but computationally involved) simplification of the numerator and the denominator, which are both products of \((u_i - u_j)\) only indexed by different sets of \(i, j\)'s. The detail of this computations can be found in the Appendix 2. The minus signs in front of the fraction compensate the changes of orders of variables.

The final formula is obtained by taking the residue both with respect to the variables \(v_{i,j}\) and \(u_i\), hence

\[
\int_{Fl_d(W)} \kappa_T(\alpha) = \frac{1}{|W|} \text{Res}_{v=\infty} \star
\]

\[
\alpha \cdot \prod_{i,j \in I_{Fl}} (u_i - u_j)
\]

\[
= \frac{1}{|W|} \text{Res}_{u=\infty} \frac{\alpha \cdot \prod_{i,j \in I_{Fl}} (u_i - u_j)}{\prod_{i=1}^{n} \prod_{j=1}^{d_k} (t_i - u_j)}.
\]
Coming back to the original variables $z$ we get the following formula for the push-forward.

**Theorem 4.19.** Let $\alpha \in H^*_T \times \mathcal{U}(V)(\text{Hom}(V, W))$. Identify $H^*_T \times \mathcal{U}(V)(\text{Hom}(V, W))$ with the ring of $W$-symmetric polynomials in the variables $z, t$. The $T$-equivariant push-forward to a point is given by the following formula.

$$
\int_{\text{Fl}_d(W)} \kappa_T(\alpha) = \frac{1}{|W|} \text{Res}_{z_{k,1}, \ldots, z_{k,d_k} = \infty} \prod_{i \neq j} (z_{k,i} - z_{k,j}) \prod_{l=1}^{d_k} \prod_{m=1}^{n} (-z_{k,l} + t_m).
$$

The residue is taken with respect to the variables $\{z_{k,1}, \ldots, z_{k,d_k} = \infty\}$ which correspond to the characters of the last component of the torus $S = S_1 \times \cdots \times S_k$, not with respect to all the characters.

### 4.2. Series C partial flag varieties

Let $\omega$ denote the symplectic form on $W \cong \mathbb{C}^{2n}$. A subspace $V \subseteq W$ is called an *isotropic subspace* if $\omega$ restricts to zero on $V$. Consider the variety of partial isotropic flags of type $d = (d_1, \ldots, d_k)$ in $W \cong \mathbb{C}^{2n}$

$$
\text{Fl}^C_d(W) = \{V_1 \subset \cdots \subset V_k \subset W : V_i \text{ isotropic subspaces of } W, \dim V_i = d_i\}.
$$

The variety $\text{Fl}^C_d(W)$ canonically embeds in $\text{Fl}_d(W)$. Moreover, the maximal torus in $Sp(n)$ embeds in the maximal torus in $U(2n)$, so there is a natural restriction map form $T_{U(2n)}$-equivariant cohomology to $T_{Sp(n)}$-equivariant cohomology, which at a point is given by

$$
\mathbb{C}[t_1, \ldots, t_{2n}] \rightarrow \mathbb{C}[t_1, \ldots, t_n, t_n^{-1}, \ldots, t_1^{-1}].
$$

We can thus obtain residue-type push-forward formulas in $T_{Sp(n)}$-equivariant cohomology of $\text{Fl}^C_d(W)$ by embedding $\text{Fl}^C_d(W) \hookrightarrow \text{Fl}_d(W)$ and restricting to $T = T_{Sp(n)}$-equivariant cohomology and then following the same procedure we used to deduce the push-forward formulas for $LG(n)$ from the formula for $Gr(n, 2n)$. Consider the following diagram

$$
\begin{array}{ccc}
C_T & \stackrel{j}{\hookrightarrow} & \text{Hom}(V, W) \\
\downarrow q_V & & \downarrow q \\
\text{Fl}^C_d(W) & \stackrel{j}{\hookrightarrow} & \text{Fl}_d(W)
\end{array}
$$

where $q$ is the symplectic reduction map for the action of $U(V) = U(V_1) \times \cdots \times U(V_k)$ on $\text{Hom}(V, W) = \bigoplus_{i=1}^{k} \text{Hom}(V_i, V_{i+1}) \oplus \text{Hom}(V_k, W)$ as defined in Sect. 4.1. Let $S$ denote the maximal torus in $U(V)$, acting on $\text{Hom}(V, W)$ by restriction of the action of $U(V)$ and let

$$
z = \{z_{1,1}, \ldots, z_{1,d_1}\} \cup \{z_{2,1}, \ldots, z_{2,d_2}\} \cup \cdots \cup \{z_{k,1}, \ldots, z_{k,d_k}\}
$$
denote the characters of the $S$-action.

The $T$-equivariant push-forwards to a point for $\text{Fl}_d^G(W)$ and $\text{Fl}_d(W)$ are related as follows

$$\int_{\text{Fl}_d^G(W)} \alpha = \int_{\text{Fl}_d(W)} \tilde{\alpha} \cdot [\text{Fl}_d^G(W)],$$

where $[\text{Fl}_d^G(W)]$ denotes the fundamental class of $\text{Fl}_d^G(W)$ in $H^*_T(\text{Fl}_d(W))$ and $\tilde{\alpha}$ is the lift of $\alpha \in H^*_T(\text{Fl}_d^G(W))$ to $H^*_T(\text{Fl}_d(W))$.

Let $\kappa_T$ denote the Kirwan map associated to the action of $U(V)$ on $\text{Hom}(V, W)$. One has

$$\int_{\text{Fl}_d^G(W)} j^* \kappa_T(\alpha) = \int_{\text{Fl}_d(W)} \kappa_T(\alpha) \cdot [\text{Fl}_d^G(W)] = \int_{\text{Fl}_d(W)} \kappa_T(\alpha \cdot \text{Fl}_d^G(W)),$$

where $[\text{Fl}_d^G(W)]$ is an element of $H^*_T \otimes U(V) \otimes \text{Hom}(V, W)$ such that $\kappa_T([\text{Fl}_d^G(W)]) = [\text{Fl}_d^G(W)]$. Once we compute the class $[\text{Fl}_d^G(W)]$ we would be able to write down the residue-type formula for the Gysin map.

**Remark 4.20 (The fundamental class of $C_I$).** The fundamental class $[C_I] \in H^*_T \otimes S \otimes \text{Hom}(V, W)$ can be computed analogously as the class of the Lagrangian cone in the classical Grassmannian in Remark 4.5. An element of $\text{Hom}(V, W)$ is represented by an $k$-tuple of matrices $(A_1, \ldots, A_{k-1}, B)$.

The case of matrix $B$ is completely analogous to the case of the Lagrangian Grassmannian. The subspace represented by $B \in \text{Hom}(W, V)$ is the span of the column vectors $b_1, \ldots, b_{d_k}$ of $B$. It is isotropic if the symplectic form in $W$ is zero on each pair of them:

$$\omega(b_i, b_j) = 0 \text{ for } i < j$$

(7)

The action of the torus $S = S_1 \times \cdots \times S_k$ on the matrix $B$ is given by $(g_1, \ldots, g_k) B = B g_k^{-1}$, hence it multiplies the column vector $b_i$ by $z_{k,i}^{-1}$. In particular, the weight of the $S$-action on $\omega(b_i, b_j)$ is $z_{k,i}^{-1} + z_{k,j}^{-1}$, and $T$ acts trivially on $\omega(b_i, b_j)$. Let us now consider the matrices $A_i$, $i = 1, \ldots, k - 1$. The matrix $A_i \in \text{Hom}(V_i, V_{i+1})$ determines a subspace of $W$ via the composition

$$V_i \xrightarrow{A_i} V_{i+1} \xrightarrow{A_{i+1}} V_{i+2} \xrightarrow{A_{i+2}} \cdots \xrightarrow{A_{k-1}} W \rightarrow B,$$

i.e. the subspace of $W$ represented by this composition is spanned by the column vectors $c_1, \ldots, c_d$ of the matrix $C = B A_{k-1} \ldots A_{i+1} A_i$. A $k$-tuple $(A_1, \ldots, A_{k-1}, B)$ lies in $C_I$ if and only if each $A_i$ and $B$ represent isotropic subspaces of $W$, which means that the symplectic form $\omega$ restricts to zero on these subspaces. Note, that no matter what the linear map

$$V_i \xrightarrow{A_i} V_{i+1} \xrightarrow{A_{i+1}} V_{i+2} \xrightarrow{A_{i+2}} \cdots \xrightarrow{A_{k-1}} B$$
looks like, as long as the image of the last map \( B \to W \) is an isotropic subspace of \( W \), the image of the whole composition \( V_i \xrightarrow{C} W \) is an isotropic subspace of \( W \). In particular, we do not get any more independent equations for \( C_I \). Hence the fundamental class of \( C_I \) in \( \text{Hom}(V, W) \) equals
\[
[C_I] = \prod_{i,j=1 \atop i<j}^{d_k} (z_{k,i} + z_{k,j}).
\]

**Remark 4.21.** The class \([C_I] \in H^*_T \times S(\text{Hom}(V, W))\) is obviously \( \mathfrak{W} \)-invariant, hence an analogous statement is true for the class \([C_I] \in H^*_T \times U(V)(\text{Hom}(V, W))\) (which is why we also don’t distinguish them in the notation). From the definition of the Kirwan map one sees that the class \([C_I] \) is mapped by the Kirwan map \( \kappa_T \) to \([\text{Fl}_d^C(W)] \in H^*_T(\text{Fl}_d(W))\), hence
\[
[\text{Fl}_d^C(W)] = \kappa_T(\prod_{i,j=1 \atop i<j}^{d_k} (z_{k,i} + z_{k,j})).
\]

Finally, we get the following expression for the push-forward of the image of a class \( \alpha \in H^*_T \times U(V)(\text{Hom}(V, W))^{2\mathfrak{W}} \).

**Theorem 4.22.** Let \( \alpha \in H^*_T \times U(V)(\text{Hom}(V, W))^{2\mathfrak{W}} \), where \( 2\mathfrak{W} = \Sigma_{d_1} \times \cdots \times \Sigma_{d_k} \) is the Weyl group of \( U(V) \). We get the following expression for the push-forward of a class \( \kappa(\alpha) \).

\[
\int_{\text{Fl}_d^C(W)} \kappa_T(\alpha) = \frac{1}{|2\mathfrak{W}|} \int_{\text{Hom}(V,W) \times S} \kappa_T^S(\alpha \cdot \tilde{e})
\]
\[
= \frac{1}{|2\mathfrak{W}|} \text{Res}_{z=\infty} \alpha \cdot \prod_{i,j=1 \atop i\neq j}^{d_1} (z_{1,i} - z_{1,j}) \cdots \prod_{i,j=1 \atop i\neq j}^{d_k} (z_{k,i} - z_{k,j}) \prod_{i,j=1 \atop i<j}^{d_k} (z_{k,i} + z_{k,j})
\]
\[
\prod_{i=1}^k \prod_{l=1}^{d_i} \prod_{m=1}^{d_{i+1} - d_i} (z_{i+1,m} - z_{i,l}) \prod_{l=1}^{d_k} \prod_{m=1}^n (t_m - z_{k,l})(t_m + z_{k,l})
\]

where the residue is taken with respect to \( z_{2,j} - z_{1,i} = \infty, z_{3,j} - z_{2,i} = \infty, \ldots, z_{k,i} = \infty \).

Similarly as in the case of series A partial flag variety in Sect. 4.1, this expression can be simplified to involve only the residues with respect to the variables \( z_{k,1}, \ldots, z_{k,d_k} \). Using the same substitution described in the Appendix 2 and taking the residue first with respect to the variables \( v \) one obtains (after coming back to the original variables \( z \)) the following simplified formula.
4. Push-forward formulas

**Theorem 4.23.** Under the assumptions of Theorem 4.22 the following holds.

\[ \int_{\text{Fl}^B_d(W)} \kappa_T(\alpha) = \frac{1}{\text{Hom}(V,W)\otimes S} \int_{\text{Hom}(V,W)\otimes S} \kappa^S_T(\alpha \cdot \tilde{e}) \]

\[ = \frac{1}{|V|} \text{Res}_{z=\infty} \prod_{i \neq j} \prod_{i,j \in I_{Fl}} \left( z_{k,i} - z_{k,j} \right) \prod_{i,j=1}^{d_k} \left( z_{k,i} + z_{k,j} \right) \prod_{l=1}^{d_k} \prod_{m=1}^{n} (t_m - z_{k,l})(t_m + z_{k,l}) \]

where the residue is taken with respect to \( z_{k,1} = \infty, \ldots, z_{k,d_k} = \infty \). The set \( I_{Fl} \) is the indexing set of Theorem 4.19.

**4.3. Series B and D partial flag varieties.**

**4.3.1. Series B.** Let \( \Omega \) be a symmetric bilinear form on \( W \simeq \mathbb{C}^{2n} \) as in Sect. 3. Consider the variety of partial orthogonal flags of type \( d = (d_1, \ldots, d_k) \) in \( W \).

\( \text{Fl}^B_d(W) = \{ V_1 \subset \cdots \subset V_k \subset W : V_i \text{ isotropic subspaces of } W, \dim V_i = d_i \} \).

The variety \( \text{Fl}^B_d(W) \) canonically embeds in \( \text{Fl}_d(W) \) and the maximal torus in \( SO(2n) \) embeds in the maximal torus in \( U(2n) \), which gives a natural restriction map form \( T_{U(2n)} \)-equivariant cohomology to \( T_{SO(2n)} \)-equivariant cohomology, which at a point is given by

\[ \mathbb{C}[t_1, \ldots, t_{2n}] \rightarrow \mathbb{C}[t_1, \ldots, t_n, t_n^{-1}, \ldots, t_1^{-1}] \].

We can therefore obtain push-forward formulas in \( T_{SO(2n)} \)-equivariant cohomology of \( \text{Fl}^B_d(W) \) by embedding \( \text{Fl}^B_d(W) \hookrightarrow \text{Fl}_d(W) \) and restricting to \( T_0 = T_{SO(2n)} \)-equivariant cohomology. As in the case of the isotropic flags, the only thing we need to compute in order to restrict the push-forward formulas for \( \text{Fl}_d(W) \) to \( \text{Fl}^B_d(W) \) is the element in \( \text{H}^*_T(\text{U}(V))(\text{Hom}(V,W))^\otimes \mathbb{C} \) mapping to the fundamental class of \( \text{Fl}^B_d(W) \) in \( \text{H}^*_T(\text{Fl}_d(W)) \) via the Kirwan map. The computation is completely analogous to the one for type \( C \) partial flag manifolds, yielding the following result.

**Remark 4.24.** The fundamental class \( [\text{Fl}^B_d(W)] \in \text{H}^*_T(\text{Fl}_d(W)) \) is the image of the Kirwan map of the following element:

\[ [\text{Fl}^B_d(W)] = \kappa_T(2^{dk} \prod_{i,j \in I_{Fl}} (z_{k,i} + z_{k,j})) \]

The residue-type formula (already simplified to include only the residues with respect to the variables \( z_{k,i} \)) is the following.
4. PARTIAL FLAG VARIETIES

**Theorem 4.25.** Let \( \alpha \in H^*_{T \times U(V)}(\text{Hom}(V, W)) \). Then

\[
\int_{\text{Fl}_d^D(W)} \kappa_T(\alpha) = \frac{1}{|W|} \int_{\text{Hom}(V, W)/S} \kappa_T^S(\alpha \cdot \tilde{e})
\]

\[
= \frac{1}{|W|} \text{Res}_{z=\infty} 2^{d_k} \alpha \cdot \prod_{i \not= j} (z_{k,i} - z_{k,j}) \prod_{i,j=1 \atop i \leq j}^{d_k} (z_{k,i} + z_{k,j}) 
\]

\[
\prod_{l=1}^{d_k} \prod_{m=1}^{n} (t_m - z_{k,l})(t_m + z_{k,l})
\]

where the residue is taken with respect to \( z_{k,1} = \infty, \ldots, z_{k,d_k} = \infty \). The set \( I_{Fl} \) is the indexing set of Theorem 4.19.

4.3.2. Series D. The only difference from the computations for type B partial flag variety is that now the inclusion is into the partial flags in a vector space \( W \) of dimension \( 2n+1 \),

\[
\text{Fl}_d^D(W) \hookrightarrow \text{Fl}_d(W),
\]

accompanied by the restriction from \( T_{SO(2n+1)} \)-equivariant to \( T_{U(2n+1)} \)-equivariant cohomology, at the point given by

\[
\mathbb{C}[t_1, \ldots, t_{2n+1}] \rightarrow \mathbb{C}[t_1, \ldots, t_n, t_n^{-1}, \ldots, t_1^{-1}, 1].
\]

The differences in computations are analogous as for the orthogonal Grassmannians \( OG(n, 2n) \) and \( OG(n, 2n+1) \).

The residue-type formula (already simplified to include only the residues with respect to the variables \( z_{k,i} \)) is the following.

**Theorem 4.26.** Let \( \alpha \in H^*_{T \times U(V)}(\text{Hom}(V, W)) \). Then

\[
\int_{\text{Fl}_d^D(W)} \kappa_T(\alpha) = \frac{1}{|W|} \int_{\text{Hom}(V, W)/S} \kappa_T^S(\alpha \cdot \tilde{e})
\]

\[
= \frac{1}{|W|} \text{Res}_{z=\infty} \alpha \cdot \prod_{i \not= j} (z_{k,i} - z_{k,j}) \prod_{i,j=1 \atop i \leq j}^{d_k} (z_{k,i} + z_{k,j}) \prod_{i=1}^{d_k} z_{k,i} 
\]

\[
\prod_{l=1}^{d_k} \prod_{m=1}^{n} (t_m - z_{k,l})(t_m + z_{k,l})
\]

where the residue is taken with respect to \( z_{k,1} = \infty, \ldots, z_{k,d_k} = \infty \). The set \( I_{Fl} \) is the indexing set of Theorem 4.19.
CHAPTER 5

Applications

As an application of our methods we present some examples of computations using our residue formulas.

1. Schur polynomials

A partition is a nonincreasing sequence \( \lambda = (\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n) \in \mathbb{N}^n \) for some \( n \). We fix such an \( n \). We define the sum \( \lambda + \mu \) of two partitions \( \lambda, \mu \) componentwise. Let \( \rho = (n, n-1, \ldots, 1) \) denote the standard partition.

To a partition \( \lambda \in \mathbb{N}^n \) we assign a certain polynomial, called the Schur polynomial, defined as follows.

\[
(8) \quad s(\lambda_1, \ldots, \lambda_n)(z_1, \ldots, z_n) = \frac{\det(z_j^{\lambda_i+n-i})_{1 \leq i, j \leq n}}{\prod_{i<j}(z_i - z_j)}.
\]

Schur polynomials were introduced by Jacobi in [Jac41]. They form an additive basis of the ring of symmetric polynomials with integer coefficients which is adapted for applications in representation theory and for the study of the geometry of complex Grassmannians. In representation theory, Schur polynomials are the characters of the finite-dimensional irreducible representations of \( GL_n \) ([Sch01]). In geometry, Schur polynomials represent the fundamental cohomology classes of the Schubert subvarieties of complex Grassmannians ([Ful99]).

2. The Pragacz–Ratajski theorem

We reformulate in the context of equivariant cohomology the well-known result of Pragacz and Ratajski ([PR97], Theorem 5.13) on push-forwards of Schur classes of vector bundles.

To any symmetric polynomial \( \phi \) in \( r \) variables and any equivariant vector bundle \( E \) of rank \( r \) we associate an equivariant characteristic class, denoted by \( \phi(E) \), defined as the specialization of the polynomial \( \phi \) with the equivariant Chern roots of \( E \).

Let \( T \) be a maximal torus in \( Sp(n) \) acting on \( LG(n) \) in the standard way. Lastly, we denote by \( R \) the tautological subbundle of \( LG(n) \), endowed with
the induced $T$ action. Set $p : LG(n) \to pt$ and let
\[
\int_{LG(n)} : H^*_T(LG(n)) \to H^*_T(pt)
\]
denote the push-forward to a point in $T$-equivariant cohomology.

**Theorem 5.1.** The Schur class $s_\lambda(R)$ has a nonzero image under $\int_{LG(n)}$ only if $\lambda = 2\mu + \rho$ for some partition $\mu$. If $\lambda = 2\mu + \rho$, then the image is
\[
\int_{LG(n)} s_\lambda(R) = s_\mu(t_1^2, \ldots, t_n^2).
\]

**Proof.** Applying the push-forward formula of Corollary 4.9 for the Lagrangian Grassmannian to the cohomology class represented by the polynomial $s_\lambda$, one gets
\[
\int_{LG(n)} s_{(\lambda_1, \ldots, \lambda_n)}(R) = \text{Res}_{z=\infty} s_\lambda(z_1, \ldots, z_n) \frac{\prod_{i<j}(z_j - z_i)}{\prod_{i=1}^n (t_i^2 - z_i^2)}. \prod_{i<j}(t_i^2 - t_j^2).
\]

Using the definition (8) of the Schur polynomial one has
\[
\int_{LG(n)} s_{(\lambda_1, \ldots, \lambda_n)}(R) = \frac{1}{\prod_{i<j}(t_i^2 - t_j^2)} \text{Res}_{z=\infty} \frac{\text{det}(z^\lambda_{i+n-1})}{\prod_{i=1}^n (t_i^2 - z_i^2)}. \prod_{i<j}(t_i^2 - t_j^2).
\]

The iterated residue at infinity in $n$ variables $z = (z_1, \ldots, z_n)$ is defined using the iterated residue at zero according to the following equality
\[
\text{Res}_{z=\infty} f(z_1, \ldots, z_n) = (-1)^n \text{Res}_{z=0} \frac{1}{z_1^2 \ldots z_n^2} f(z_1^{-1}, \ldots, z_n^{-1}). \prod_{i<j}(t_i^2 - t_j^2).
\]

It follows that
\[
\int_{LG(n)} s_{(\lambda_1, \ldots, \lambda_n)}(R) = \frac{(-1)^n}{\prod_{i<j}(t_i^2 - t_j^2)} \text{Res}_{z=0} \frac{\text{det}(z^{-\lambda_1+n-1})}{\prod_{i=1}^n (t_i^2 - z_i^2)}. \prod_{i<j}(t_i^2 - t_j^2).
\]

The iterated residue at zero equals the coefficient at $z_1^{-1} \ldots z_n^{-1}$ of the Laurent series expansion.

Since
\[
\frac{1}{z_1^2 \ldots z_n^2 \prod_{i=1}^n (t_i^2 - z_i^2)} = (-1)^n \sum_{k_1, \ldots, k_n \geq 0} (t_1 z_1)^{2k_1} \ldots (t_n z_n)^{2k_n},
\]
for $i_1, \ldots, i_n \geq 0$, one has
\[
\text{Res}_{z=0} \frac{z_1^{-i_1} \ldots z_n^{-i_n}}{z_1^2 \ldots z_n^2 \prod_{i=1}^n (t_i^2 - z_i^2)} = \begin{cases} 0 & \text{if } \exists j, i_j \text{ is even} \\ (-1)^n t_1^{i_1-1} \ldots t_n^{i_n-1} & \text{else} \end{cases}
\]
As a corollary,

\[
\int_{LG(n)} s_{\lambda}(\mathcal{R}) = \begin{cases} 
0 & \text{if } \exists i, \lambda_i + n - i \text{ is even} \\
\frac{1}{\prod_{i<j}(t^2_i - t^2_j)} \det(t^{\lambda_{i+n-i-1}}_j) & \text{else}
\end{cases}
\]

In the later case, each \( \lambda_i \) can be written as \( \lambda_i = n - i + 2\mu_i \) for some integers \( \mu_i \in \mathbb{Z} \). Since \( \lambda \) is a partition, the sequence \( \mu = (\mu_1, \ldots, \mu_n) \) is decreasing. Moreover, since \( \mu_n = \frac{\lambda_n - 1}{2} \) is nonnegative, it follows that \( \mu \) is a partition. Hence, one can write \( \lambda \) as a sum of two partitions

\[ \lambda = 2\mu + \rho. \]

Then

\[
\int_{LG(n)} s_{(\lambda_1, \ldots, \lambda_n)}(\mathcal{R}) = \frac{1}{\prod_{i<j}(t^2_i - t^2_j)} \det(t^{2(\mu_{i+n-i})}_j) = s_\mu(t^2_1, \ldots, t^2_n). \quad \square
\]
Appendix A

Let \( S = S_1 \times \cdots \times S_k \) be a product of tori of dimensions \( d_1, d_2, \ldots, d_k \) and let

- \( S_1^\# = \{ z_{1,1}, \ldots, z_{1,d_1} \} \) be a basis of characters of \( S_1 \),
- \( S_2^\# = \{ z_{2,1}, \ldots, z_{2,d_2} \} \) be a basis of characters of \( S_2 \),
- \( \vdots \)
- \( S_k^\# = \{ z_{k,1}, \ldots, z_{k,d_k} \} \) be a basis of characters of \( S_k \).

Consider the action of \( S \) on \( \text{Hom}(V, W) = \bigoplus_{i=1}^{k-1} \text{Hom}(V_i, V_{i+1}) \oplus \text{Hom}(V_k, W) \) defined by:

\[
(g_1, \ldots, g_k)(A_1, \ldots, A_{k-1}, B) = (g_2 A_1 g_1^{-1}, g_3 A_2 g_2^{-1}, \ldots, g_k A_{k-1} g_{k-1}^{-1}, B g_k^{-1}),
\]

where

\[
g_1 = \begin{bmatrix} z_{1,1} & & \\ z_{1,2} & \ddots & \\ & \ddots & z_{1,d_1} \end{bmatrix}, \quad g_2 = \begin{bmatrix} z_{2,1} & & \\ z_{2,2} & \ddots & \\ & \ddots & z_{2,d_2} \end{bmatrix}, \ldots
\]

The torus \( S \) acts on a \( d_2 \times d_1 \)-matrix \( A_1 \in \text{Hom}(V_1, V_2) \) via

\[
\begin{bmatrix} z_{2,1} & & \\ z_{2,2} & \ddots & \\ & \ddots & z_{2,d_2} \end{bmatrix} \cdot A_1 \cdot \begin{bmatrix} z_{1,1}^{-1} & & \\ z_{1,2}^{-1} & \ddots & \\ & \ddots & z_{1,d_1}^{-1} \end{bmatrix}
\]

so the action multiplies the rows of \( A_1 \) by \( z_{2,1}, z_{2,2}, \ldots, z_{2,d_2} \) and multiplies the columns by \( z_{1,1}^{-1}, \ldots, z_{1,d_1}^{-1} \). Analogously for the \( d_3 \times d_2 \)-matrix \( A_2 \in \text{Hom}(V_2, V_3) \) the action multiplies the rows of \( A_2 \) by \( z_{3,1}, z_{3,2}, \ldots, z_{3,d_3} \) and the columns by \( z_{2,1}^{-1}, z_{2,2}^{-1}, \ldots, z_{2,d_2}^{-1} \) and similarly for the remaining \( A_i \in \text{Hom}(V_i, V_{i+1}) \) for \( i < k \). The action is different on the last component of \( \text{Hom}(V, W) \)—the matrix \( d_k \times n \)-matrix \( B \in \text{Hom}(V_k, W) \) is only multiplied on the right—so the action multiplies the columns of \( B \) by \( z_{k,1}^{-1}, z_{k,2}^{-1}, \ldots, z_{k,d_k}^{-1} \).
Viewing $\text{Hom}(V, W)$ as a vector space $\mathbb{C}^N$ with $N = d_1 + \cdots + d_k$ and coordinates $\{a^m_{i,j}, b_{i,j}\}$, where for $m = 1, \ldots, k - 1$

$$\{a^m_{i,j}\}_{i=1,\ldots,d_{m+1}} \quad j=1,\ldots,d_m$$

are the coordinates of the matrix $A_m$ and

$$\{b_{i,j}\}_{i=1,\ldots,d_k} \quad j=1,\ldots,d_n$$

are the coordinates of the matrix $B$, the torus $S$ acts on $\text{Hom}(V, W)$ by multiplying the coordinate $a^m_{i,j}$ by $z_{m+1,i}z_{m,j}^{-1}$ and the coordinate $b_{i,j}$ by $z_{k,j}^{-1}$. It follows that the weights of the action of $S$ in $\text{Hom}(V, W)$ are

$$\bigcup_{m=1}^{k-1} \{z_{m+1,i} - z_{m,j}\}_{i=1,\ldots,d_{m+1}} \cup \{-z_{k,j}\}_{j=1,\ldots,d_m} = (S_2^# - S_1^#) \cup (S_3^# - S_2^#) \cup \cdots \cup S_k^#$$

Let us consider the following substitution, yielding a new basis of characters, motivated by the above set of weights of the action:

$$\begin{cases} v_{i,j} = z_{i+1,j} - z_{i,j} & \text{for } i = 1, \ldots, k - 1 \text{ and } j = 1, \ldots, d_i \\ u_i = z_{k,i} & \text{for } i = 1, \ldots, d_k \end{cases}$$

With this substitution the weights of the $S$ action are $u_i, v_{i,j}$ as above and their linear combinations. More precisely, $S$ acts on the coordinates $b_{i,j}$ with weights $u_i$, on the diagonal coordinates of the matrices $A_m$ by weights $v_{m,j}$ and on the remaining coordinates (the non-diagonal entries of $A_m$’s) as follows. The weight at $a^m_{i,j}$ equals $z_{m+1,i} - z_{m,j}$ and from the definition of $v_{k-1,i}$ one has $z_{k,i} = z_{k-1,i} + v_{k-1,i}$. By a basic recursion procedure one get

$$z_{k-l,i} = u_i - v_{k-1,i} - v_{k-2,i} - \cdots - v_{k-l,i},$$

or, equivalently

$$z_{m,i} = u_i - v_{k-1,i} - v_{k-2,i} - \cdots - v_{m,i}$$

Hence the weight of the action at $a^m_{i,j}$ equals

$$u_i - u_j - (v_{k-1,i} + v_{k-2,i} + \cdots + v_{m+1,i}) + (v_{k-1,j} + v_{k-2,j} + \cdots + v_{m,j}) =$$

$$= u_i - u_j - \sum_{n=m+1}^{k-1} v_{n,i} + \sum_{n=m}^{k-1} v_{n,j}$$

In particular, one can express in the new variables the cohomology classes in $H^*_T \times S(pt)$ which appear in computations in Ch. 4, Sect. 4.
The class $\tilde{e}$ such that $\kappa_2^S(\tilde{e}) = e$ equals

$$\tilde{e} = \prod_{i,j=1 \atop i \neq j}^{d_1} (z_{1,i} - z_{1,j}) \prod_{i,j=1 \atop i \neq j}^{d_2} (z_{2,i} - z_{2,j}) \cdots \prod_{i,j=1 \atop i \neq j}^{d_k} (z_{k,i} - z_{k,j})$$

$$= (-1)^M V(S_1^\#)^2 \cdots V(S_k^\#)^2,$$

where $V(A)$ for a finite ordered set $A$ denotes the Vandermonde determinant, $V(A) = \prod_{i<j}(a_i - a_j)$, and $M = \prod_{i=1}^k \binom{d_i}{2}$. In the new coordinates $u_i, v_{i,j}$ this expression equals

$$\prod_{i,j=1 \atop i \neq j}^{d_1} (u_i - u_j - \sum_{n=1}^{k-1} (v_{n,i} - v_{n,j})) \prod_{i,j=1 \atop i \neq j}^{d_2} (u_i - u_j - \sum_{n=2}^{k-1} (v_{n,i} - v_{n,j})) \cdots \prod_{i,j=1 \atop i \neq j}^{d_k} (u_i - u_j)$$

The $T \times S$-equivariant Euler class at zero equals

$$e^{T \times S}(0) = \prod_{m=1}^{k-1} \prod_{i=1}^{d_{m+1}} \prod_{j=1}^{d_m} (z_{m+1,i} - z_{m,j}) \cdot \prod_{i=1}^{n} \prod_{j=1}^{d_k} (t_i - z_{k,j})$$

In the variables $u_i, v_{i,j}$ this class equals

$$e^{T \times S}(0) = \prod_{m=1}^{k-1} \prod_{i=1}^{d_{m+1}} \prod_{j=1}^{d_m} (u_i - u_j - \sum_{n=m+1}^{k-1} v_{n,i}) + \sum_{n=m}^{k-1} v_{n,j}) \prod_{i=1}^{n} \prod_{j=1}^{d_k} (t_i - u_j).$$
Appendix B

In the proof of Theorem 4.18 one needs to simplify the following expression

\[
\frac{d_1 \prod_{i,j=1 \atop i \neq j} (u_i - u_j) d_2 \prod_{i,j=1 \atop i \neq j} (u_i - u_j) \cdots d_k \prod_{i,j=1 \atop i \neq j} (u_i - u_j)}{\prod_{m=1}^{k-1} d_m \prod_{j=1 \atop j \neq i} (u_i - u_j)}
\]

Both the numerator at the denominator are products of factors \((u_i - u_j)\), only indexed by different multisets. The quotient is indexed by the difference of these multisets (difference in the multiset sense, counting elements with multiplicities). To efficiently compute the multiset indexing the quotient we draw the multisets on the plane (more precisely on the \(d_k \times d_k\) grid, because the indices \(i, j\) range from 1 do \(d_k\)), depicting the multiplicities by colour intensity. For example, in the picture below

picture A depicts the multiset consisting of \((i, j)\) such that \(i = 1, \ldots, d_1\) and \(j = 1, \ldots, d_1\), each with multiplicity one, whereas picture B depicts the multiset consisting of \((i, j)\) such that \(i = 1, \ldots, d_1\) and \(j = 1, \ldots, d_k\), with all elements \((i, j)\) such that \(i, j = 1, \ldots, d_1\) have multiplicity two and the remaining ones have multiplicity one.

2.1. The numerator. The numerator of expression (9) is the following

\[
um(0, \mathbf{u}) := \prod_{i,j=1 \atop i \neq j}^{d_1} (u_i - u_j) \prod_{i,j=1 \atop i \neq j}^{d_2} (u_i - u_j) \cdots \prod_{i,j=1 \atop i \neq j}^{d_k} (u_i - u_j) = \star
\]
and is indexed by the multiset $\mathcal{A}$
$$\star = \prod_{(i,j) \in \mathcal{A}} (u_i - u_j),$$
where $\mathcal{A} = \mathcal{A}_1 \uplus \cdots \uplus \mathcal{A}_k$, with the multisets $\mathcal{A}_i$ given by
$$\mathcal{A}_1 = \{(i,j) : i,j = 1,\ldots,d_1\},$$
$$\mathcal{A}_2 = \{(i,j) : i,j = 1,\ldots,d_2\},$$
$$\vdots$$
$$\mathcal{A}_k = \{(i,j) : i,j = 1,\ldots,d_k\}.$$

The multiset $\mathcal{A} = \biguplus_{i=1}^k \mathcal{A}_i$ is depicted below.

In other words, $\mathcal{A} = \bigcup_{i=1}^k \mathcal{A}_i$ is a multiset with multiplicities denoted by colour intensity, ranging from 1 (for the south-east corner) and increasing by one with each colour change (hence reaching $k$ in the north-west corner $P_1$).

2.2. The denominator. The denominator of the expression (9) is the following
$$\prod_{m=1}^{k-1} \prod_{i=1}^{d_{m+1}} \prod_{j=1}^{d_m} (u_i - u_j)$$
and is a product indexed by the multiset $\mathcal{B} = \mathcal{B}_1 \uplus \cdots \uplus \mathcal{B}_{k-1}$, with the multisets $\mathcal{B}_i$ are given by
\[ \mathcal{B}_1 = \{(i, j) : i = 1, \ldots, d_2, j = 1, \ldots, d_1\}, \]
\[ \mathcal{B}_2 = \{(i, j) : i = 1, \ldots, d_3, j = 1, \ldots, d_2\}, \]
\[ \vdots \]
\[ \mathcal{B}_{k-1} = \{(i, j) : i = 1, \ldots, d_k, j = 1, \ldots, d_{k-1}\}. \]

The multiset \( \mathcal{B} = \bigcup_{m=1}^{k-1} \mathcal{B}_m \) is depicted below.

In other words, \( \mathcal{B} = \bigcup_{m=1}^{k-1} \mathcal{B}_m \) is a multiset with multiplicities denoted by colour intensity, ranging from 0 (for the south-east corner) and increasing by one with each colour change (hence reaching \( k - 1 \) in the north-west corner).

2.3. The quotient. The quotient (9) is indexed by the multiset \( \mathcal{C} = \mathcal{A} - \mathcal{B} \), which equals:
Hence the quotient is indexed over the set $\mathcal{C}$ consisting of pairs $(i,j)$ in the shaded area in the picture, each appearing with multiplicity one.
Bibliography

[AB84] M. Atiyah and R. Bott. The moment map and equivariant cohomology. *Topology*, 23(1):1 – 28, 1984.
[AC87] E. Akylidiz and J. Carrell. An algebraic formula for the Gysin homomorphism from $G/B$ to $G/P$. *Illinois J. Math.*, 31(2):312–320, 1987.
[Ati82] M. Atiyah. Convexity and commuting Hamiltonians. *Bull. London Math. Soc.*, 14(1):1–15, 1982.
[BKT15] A. Buch, A. Kresch, and H. Tamvakis. A Giambelli formula for even orthogonal Grassmannians. *J. Reine Angew. Math.*, 708:539–541, 2015.
[Bor53] A. Borel. Sur la cohomologie des espaces fibrés principaux et des espaces homogènes de groupes de Lie compacts. *Ann. of Math.* (2), 57:115–207, 1953.
[Bor60] A. Borel. *Seminar on Transformation Groups*. Annals of mathematics studies. Princeton University Press, 1960.
[BS12] G. Bérczi and A. Szenes. Thom polynomials of Morin singularities. *Ann. Math.*, 175(2):567–629, 2012.
[BT13] R. Bott and L.W. Tu. *Differential Forms in Algebraic Topology*. Graduate Texts in Mathematics. Springer New York, 2013.
[BV82] N. Berline and M. Vergne. Classes caractéristiques équivariantes. Formules de localisation en cohomologie équivariante. *C. R. Acad. Sci. Paris*, 295:539–541, 1982.
[BV83] N. Berline and M. Vergne. Zeros d’un champ de vecteurs et classes caractéristiques équivariantes. *Duke Math. J.*, 50(2):539–549, 1983.
[Car50] H. Cartan. Notions d’algèbre différentielle; application aux groupes de Lie et aux variétés ou opère un groupe de Lie. *Colloque de topologie (espaces fibres)*, page 15–27, 1950.
[Dam73] J. Damon. The Gysin homomorphism for flag bundles. *Amer. J. Math.*, 95(3):643–659, 1973.
[DP15] L. Darondeau and P. Pragacz. Universal Gysin formulas for flag bundles. arXiv:1510.07852, 2015.
[EG96] D. Edidin and W. Graham. Equivariant intersection theory. *Invent. Math*, 131:595–634, 1996.
[Ful92] W. Fulton. Flags, Schubert polynomials, degeneracy loci, and determinantal formulas. *Duke Math. J.*, 65(3):381–420, 1992.
[Ful99] W. Fulton. Universal Schubert polynomials. *Duke Math. J.*, 96(3):575–594, 1999.
[Ful13] W. Fulton. *Intersection Theory*. Ergebnisse der Mathematik und ihrer Grenzgebiete. 3. Folge / A Series of Modern Surveys in Mathematics. Springer Berlin Heidelberg, 2013.
[GK96] V. Guillemin and J. Kalkman. The Jeffrey-Kirwan localization theorem and residue operations in equivariant cohomology. *J. Reine Angew. Math.*, 470:123–142, 1996.
[GKG02] V. Guillemin, Y. Karshon, and V.L. Ginzburg. *Moment Maps, Cobordisms, and Hamiltonian Group Actions*. Mathematical surveys and monographs. American Mathematical Society, 2002.

[GKM97] M. Goresky, R. Kottwitz, and R. MacPherson. Equivariant cohomology, Koszul duality, and the localization theorem. *Invent. Math.*, 131(1):25–83, 1997.

[Gol02] R. Goldin. An effective algorithm for the cohomology ring of symplectic reductions. *Geom. Func. Anal.*, 12:567–583, 2002.

[Gri79] P. Griffiths. Complex analysis and algebraic geometry. *Bull. Amer. Math. Soc. (N.S.)*, 1(4):595–626, 1979.

[GS82] V. Guillemin and S. Sternberg. Convexity properties of the moment mapping. *Invent. Math.*, 67:491–514, 1982.

[GS99] V.W. Guillemin and S. Sternberg. *Supersymmetry and Equivariant de Rham Theory*. Mathematics past and present. Springer, 1999.

[Gys41] W. Gysin. Zur Homologietheorie der Abbildungen und Faserungen von Mannigfaltigkeiten. *Comment. Math. Helv.*, 14:61–122, 1941.

[Hum94] J. Humphreys. *Introduction to Lie Algebras and Representation Theory*. Graduate Texts in Mathematics. Springer New York, 1994.

[Jac41] C. Jacobi. De functionibus alternantibus earumque divisione per productum e differentiis elementorum conflatum. *J. Reine Angew. Math.*, 22:360–371, 1841.

[JK95] L. Jeffrey and F. Kirwan. Localization for nonabelian group actions. *Topology*, 34(2):291–327, 1995.

[JLP81] T. Józefiak, A. Lascoux, and P. Pragacz. Classes of determinantal varieties associated with symmetric and skew-symmetric matrices. *Izv. Akad. Nauk SSSR Ser. Mat.*, 45(3):662–673, 1981.

[Kam] J. Kamnitzer. Quiver varieties from a symplectic viewpoint. https://math.berkeley.edu/~alanw/242papers02/kamnitzer.pdf.

[Kaz] M. Kazarian. On Lagrange and symmetric degeneracy loci. http://www-old.newton.ac.uk/preprints/NI00028.pdf.

[Kir84] F. Kirwan. *Cohomology of Quotients in Symplectic and Algebraic Geometry*. Mathematical Notes - Princeton University Press. Princeton University Press, 1984.

[KL74] G. Kempf and D. Laksov. The determinantal formula of Schubert calculus. *Acta Math.*, 132:153–162, 1974.

[KN79] G. Kempf and L. Ness. The length of vectors in representation spaces, pages 233–243. Springer Berlin Heidelberg, Berlin, Heidelberg, 1979.

[Kos53] J. Koszul. Sur certains groupes de transformations de Lie. *Colloques Internationaux du Centre National de la Recherche Scientifique, Strasbourg*, pages 137–141, 1953.

[KT03] A. Knutson and T. Tao. Puzzles and (equivariant) cohomology of Grassmannians. *Duke Math. J.*, 119(2):221–260, 2003.

[Las74] A. Lascoux. Puissances extérieures, déterminants et cycles de Schubert. *Bull. Soc. Math. France*, 102:161–179, 1974.

[LM07] M. Levine and F. Morel. *Algebraic Cobordism*. Springer Monographs in Mathematics. Springer Berlin Heidelberg, 2007.

[LMS93] E. Lerman, R. Montgomery, and R. Sjamaar. *Examples of Singular Reduction*, volume 192 of London Mathematical Society Lecture Note Series, pages 127–155. Cambridge University Press, 1993.

[LMTW98] E. Lerman, E. Meinrenken, S. Tolman, and C. Woodward. Non-abelian convexity by symplectic cuts. *Topology*, 37(2):245–259, 1998.

[Mar00] S. Martin. Symplectic quotients by a nonabelian group and by its maximal torus. arXiv:math/0001002, 2000.
BIBLIOGRAPHY

[May99] J. May. *A Concise Course in Algebraic Topology*. Chicago Lectures in Mathematics. University of Chicago Press, 1999.

[Pal61] R. Palais. On the existence of slices for actions of non-compact Lie groups. *Ann. of Math.*, 73:295–323, 1961.

[Por71] I. Porteous. *Simple singularities of maps*, pages 286–307. Springer Berlin Heidelberg, Berlin, Heidelberg, 1971.

[PR97] P. Pragacz and J. Ratajski. Formulas for Lagranigian and orthogonal degeneracy loci; Q-polynomial approach. *Compositio Math.*, 107(1):11–87, 1997.

[Pra88] P. Pragacz. Enumerative geometry of degeneracy loci. *Ann. Sci. École Norm. Sup.*, 21(3):413–454, 1988.

[Pra94] E. Prato. Convexity properties of the moment map for certain non-compact manifolds. *Comm. Anal. Geom.*, 2(2):267–278, 1994.

[Qui69] D. Quillen. On the formal group laws of unoriented and complex cobordism theory. *Bull. Amer. Math. Soc.*, 75(6):1293–1298, 11 1969.

[Qui71a] D. Quillen. Elementary proofs of some results of cobordism theory using steenrod operations. *Advances in Mathematics*, 7(1):29 – 56, 1971.

[Qui71b] D. Quillen. The spectrum of an equivariant cohomology ring: I. *Ann. Math.*, 94(3):549–572, 1971.

[Sat57] I. Satake. The Gauss-Bonnet theorem for V-manifolds. *J. Math. Soc. Japan*, 9(4):464–492, 1957.

[Sch01] I. Schur. *Ueber eine Klasse von Matrizen, die sich einer gegebenen Matrix zuordnen lassen*. Dieterich in Göttingen, 1901.

[Swi75] R. Switzer. *Algebraic topology—homotopy and homology*. Grundlehren der mathematischen Wissenschaften. Springer-Verlag, 1975.

[Tot14] B. Totaro. The Chow ring of a classifying space. In *Group Cohomology and Algebraic Cycles*, pages 8–34. Cambridge University Press, 2014. Cambridge Books Online.

[Web12] A. Weber. Equivariant Chern classes and localization theorem. *J. Sing.*, 5:153–176, 2012.

[Zie14] M. Zielenkiewicz. Integration over homogeneous spaces for classical Lie groups using iterated residues at infinity. *Centr. Eur. J. Math.*, 12(4):574–583, 2014.