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Abstract—In this paper, we extend a famous motion planning approach, GPMP2, to multi-robot cases, yielding a novel centralized trajectory generation method for the multi-robot formation. A sparse Gaussian Process model is employed to represent the continuous-time trajectories of all robots as a limited number of states, which improves computational efficiency due to the sparsity. We add constraints to guarantee collision avoidance between individuals as well as formation maintenance, then all constraints and kinematics are formulated on a factor graph. By introducing a global planner, our proposed method can generate trajectories efficiently for a team of robots which have to get through a width-varying area by adaptive formation change. Finally, we provide the implementation of an incremental replanning algorithm to demonstrate the online operation potential of our proposed framework. The experiments in simulation and real world illustrate the feasibility, efficiency and scalability of our approach.

I. INTRODUCTION

Multi-robot teams have been popularized in a wide range of tasks, including surveillance, inspection and rescue. The multi-robot team is required to move in a proper formation in some scenarios, for instance, to survey an area collaboratively [1]. Trajectory generation is an indispensable component in multi-robot systems [2]. It is challenging for planning algorithms to efficiently compute the goal-oriented, collision-free trajectories while respecting kinematics and formation constraints because of a large number of robots sharing the same space [3].

Current multi-robot motion planning methods can be classified into two categories, namely decentralized methods and centralized methods [4]. In decentralized methods [3], local interactions between neighbors are employed to achieve group behaviors, so decentralized methods have attracted much attention due to the reduced communication requirements and scalability. However, it is hard for them to impose constraints at either the individual or system level. By comparison, centralized approaches [5] [6] provide global guarantees and are reasonable about constraints, but they often scale poorly with the growing number of robots. In this paper, we present a centralized method with good scalability. Its computational cost increases cubically with the size of state [7], rather than exponentially as described in other literatures. We demonstrate that our method can compute the whole trajectories for 10 robots within 0.39s in a complex task where a multi-robot team is required to get through a width-varying area in formation.

There are also a large body of existing works to address formation control and trajectory generation problems, including methods using reactive behaviors [8], potential fields [9], virtual structures [10], leader follower [11] and model predictive control [12]. Some other researchers have formulated the multi-robot formation navigation problem as a constrained optimization. In [11] [5], a sequential convex programming is used to navigate a multi-robot formation to the goal while reconfiguring the formation to avoid obstacles. However, most existing works are limited to hold a fixed formation, or transition between several predefined formations. In contrast, given a map, our proposed method can adaptively compute proper rectangular formations and then allocate execution time intervals for every formation so that the multi-robot team can get through a width-varying area without human designers.

In this work, we extend GPMP2 [7], a well-known motion planning algorithm using Gaussian Processes (GPs) and factor graphs, to the multi-robot formation case. We represent continuous-time trajectories of all robots in the formation as samples from a GP and then formulate the trajectory optimization problem as probabilistic inference expressed on a factor graph, which can be solved fast by exploiting the sparsity. Constraints on kinematics, obstacle avoidance, collision avoidance between individuals as well as formation maintenance are all formulated as factors deployed on the factor graph to ensure that the feasible trajectory for every robot in the team can be found by performing a non-linear least-square optimization.
The multi-robot team needs the ability to change the formation adaptively when moving through a width-varying area, as shown in Fig. 1. To this end, we introduce a global planner that includes two parts: formation planning and task assignment. Given a group of robots with known initial locations and the target point of the formation, as well as a map describing the environment, expected formations and their corresponding execution time intervals can be computed efficiently. Then a simple but effective task assignment method specific to rectangular formations is employed to allocate each robot to its unique position in the formation. In this way, conflicts during the formation transition can be avoided, which guarantees trajectory optimization to converge to the optimal solution. All these results are then used to define formation constraints that are respected in the trajectory optimization.

In most cases, centralized approaches run offline [4], which means a known global map is required in advance. However, in many tasks, only a limited sensing range around robots is available, or the destination of the formation is varying. To this end, we implement an incremental replanning algorithm for multi-robot formations following iGPMP2 [7] to illustrate the online operation potential of our framework.

II. GLOBAL PLANNING

A. Formation Planning

Inspired by [13] [14], we use Rectangular Safe Flight Corridor (RSFC) to generate expected formations. Then we allocate the corresponding execution time interval for each formation according to lengths of all path segments. To this end, we present three procedures: (i) RSFC construction, (ii) formation generation, and (iii) path updating and time allocation. Note that we focus on rectangular formations because they can cover most of the practical tasks.

1) RSFC Construction: As shown in Fig. 2, obstacles are represented by gray shaded areas. We adopt the convention used in [13]. A piece-wise linear path is donated as $P = \langle p_0 \rightarrow p_1 \rightarrow \ldots \rightarrow p_M \rangle$, where $p_i$ indicates a point in the free space and $p_i \rightarrow p_{i+1}$ is a directed line segment, donated as $L_i = \langle p_i \rightarrow p_{i+1} \rangle$. In our work, $p_i$ is initialized by the positions of width changes. The RSFC generated from $L_i$ is denoted as $C_i$. In this step we find a collision-free RSFC which includes the segment $L_i$. Robots are modeled as circles with radius of $\varepsilon$ and we expand the obstacle region with the thickness of $r$ ($r > \varepsilon$) to ensure robots obstacle-free (darkgray shaped areas in Fig. 2). Then $C_i$ is computed in two steps: (i) build an initial RSFC to derive the maximal width of the formation according to $p_i, p_{i+1}$ and the number of robots in the team; (ii) translate the initial RSFC in the direction perpendicular to $L_i$ or shrink it iteratively until it just fits into the obstacle-free region, so that we find $C_i$

2) Formation generation: With $C_i$ and the expected distance between robots $d_0$, we can calculate the number of robots that can be accommodated in each column of the formation, which is always set to the maximal feasible value for the robot team to get through.

3) Path updating and time allocation: To guarantee obstacle avoidance during the formation transition, we update $p_i$ ($i = 1, \ldots, M - 1$) according to the length of the desired formation (to ensure that the formation transition is carried out in the wider area, see Fig. 2 (d)). Then we allocate the corresponding execution time interval for each formation according to the path length percentage to updated $L_i$ in $P$. In addition, we allocate a small time gap $\tau$ for the formation transition to achieve trajectory smoothness.

B. Task Assignment

We introduce a task assignment algorithm for rectangular formations to allocate the unique position in the formation for each robot. By doing this, conflicts between individuals during the formation transition can be significantly reduced, so it is more likely and faster for the optimizer to find the feasible trajectories. On the other hand, given the goal of the formation, the goal of each robot can be calculated automatically using the result of the task assignment.

During formation transitions, our strategy is to encourage the relative position changes of all robots to be roughly in the same direction. In this paper, the “row-major” formation indicates that the rectangular formation has more elements in each row than column, and “column-major” denotes the opposite. A specific example of 8 robots is shown in Fig. 3. It can be seen that all robots’ relative position changes are roughly in the same direction in both two cases (lower left for the case of “row-major” to “column-major” and upper right for the opposite). By doing this, all robots can reach their expected positions in the new formation in a conflict-free style. In the implementation, a matrix is used to store the position assignment scheme of each formation. Taking the transition from “column-major” to “row-major” as an example, we iteratively cut elements in the previous formation with diagonal lines (marked in green dashed lines) from top to bottom, and store them in a queue in ascending order by column indexes, then fill them into the matrix representing the new formation by row. Note that if the number of elements in the queue is more than that of
 vacancies in the current row of the new formation (e.g. Cut 3 in Fig. 3), we first fill the remaining vacancies with the elements at the end of the queue, then use the elements left at the front of the queue to fill in a new row. The opposite is true in the inverse process. It can be proven that our method can adapt to any rectangular formation. If the robot number cannot be exactly divided by the expected formation width, there may be some vacancies in the formation. In this case, we first create virtual robots in the vacancies to make the rectangle full, in order to ensure that the proposed assignment strategy still works. When we use elements in the queue to fill in the new formation, virtual robots will be skipped.

III. TRAJECTORY OPTIMIZATION

Our work builds upon a well-developed motion planning algorithm GPMP2 [7]. For the sake of completeness, we briefly review GPMP2 first. Then we introduce the new constraints we add in order to extend it to the multi-robot formation case. Finally, we also provide an incremental re-planning method for the multi-robot formation by following iGPMP2 [7] to show the online operation potential of our proposed centralized method.

A. Review of GPMP2

1) Planning as inference on factor graphs: GPMP2 treats the motion planning problem as probabilistic inference. The goal is to find the maximum a posterior (MAP) trajectory given a prior distribution on the space of trajectories encouraging smoothness and a likelihood function that encourages the trajectory to be collision-free [15], as shown in

\[
\theta^* = \arg \max_{\theta} P(\theta | e) 
\]

where \( e \) is a set of random binary events of interest, for example, obstacle avoidance. The posterior distribution of \( \theta \) given \( e \) can be derived from the prior and likelihood by Bayes rule

\[
P(\theta | e) \propto P(\theta) L(e | \theta) 
\]

which can be represented as the product of a series of factors

\[
P(\theta | e) \propto \prod_{m=1}^{M} f_m(\Theta_m) 
\]

where \( f_m \) are factors on state subsets \( \Theta_m \). It is shown in [15] that this MAP problem can be expressed on a factor graph and solved in high efficiency by exploiting sparsity.

2) The GP prior: A vector-valued Gaussian Process (GP) is employed to represent a continuous-time trajectory: \( \theta(t) \sim \mathcal{GP}(\mu(t), K(t,t')) \), where \( \mu(t) \) is the mean and \( K(t,t') \) is the covariance, which is generated by a linear time-varying stochastic differential equation (LT-V-SDE) defined as

\[
\dot{\theta}(t) = A(t)\theta(t) + u(t) + F(t)w(t) 
\]

where \( A(t) \) and \( F(t) \) are system matrices, \( u(t) \) is the control input and the white noise is \( w(t) \sim \mathcal{GP}(0, Q, \delta(t-t')) \) with \( Q \) being the power-spectral density matrix and \( \delta(t-t') \) being the Dirac delta function. The first order moment (mean) and second order moment (covariance) can be derived from the solution to (4), given by

\[
\tilde{\mu}(t) = \Phi(t, t_0)\mu_0 + \int_{t_0}^{t} \Phi(t, s)u(s)ds 
\]

\[
\tilde{K}(t, t') = \Phi(t, t_0)K_0\Phi(t', t_0)^{\top} + \int_{t_0}^{\min(t,t')} \Phi(t, s)F(s)QF(s)^{\top}\Phi(t', s)^{\top}ds 
\]

where \( \Phi \) is the state transition matrix and \( \mu_0, K_0 \) are respectively mean and covariance at \( t_0 \). The Markov property of (4) results in the sparsity of the inverse kernel matrix \( K^{-1} \) which allows for fast inference. The proof of the sparsity can be found in [16]. Then the GP prior can be written as

\[
P(\theta) \propto \exp \left\{ -\frac{1}{2} \| \theta - \mu \|_K^2 \right\} 
\]

3) The likelihood function: GPMP2 formulates constraints as events that the trajectory has to obey. For example, the likelihood function of obstacle avoidance indicates the probability of being free from collisions with obstacles. All likelihood functions are defined as a distribution in the exponential family, given by

\[
L(\theta; e) \propto \exp \left\{ -\frac{1}{2} \| h(\theta) \|_\Sigma^2 \right\} 
\]

where \( h(\theta) \) is a vector-valued cost function and \( e \) is the corresponding events. For the proof of sparsity of the likelihood in GPMP2, please see [7].

4) MAP inference: Using (2) [7] [8], the MAP problem can be formulated as

\[
\theta^* = \arg \min_{\theta} \left\{ \frac{1}{2} \| \theta - \mu \|_K^2 + \frac{1}{2} \| h(\theta) \|_\Sigma^2 \right\} 
\]

which is a well-studied non-linear least square problem. Therefore, the optimal trajectory can be found by solving it using iterative algorithms such as Gauss-Newton method and Levenberg-Marquardt (L-M) method.

B. Likelihood specific to the multi-robot formation case

1) Formation Constraints: On the basis of GPMP2, we additionally include a formation constraint on the factor graph to enforce the robot team to maintain the expected formation.
Our definition of the formation is depicted in Fig. 4. The robot in the upper left corner is the origin point of the formation. The red points indicate the expected position of each robot, which is computed by the expected distance and the relative position to the origin point. The tolerant range of each robot is marked as yellow circles with the radius $\epsilon_{\text{form}}$ in Fig. 4. We achieve formation control by limiting the relative position of each robot to the origin. In contrast to giving an expected global position to every robot and controlling each alone to its goal, our strategy enables the robot team to act more flexibly, and their behaviors would be closer to a real intelligent swarm, instead of a set of individuals executing their own orders respectively.

2) Collision avoidance between individuals: Another constraint required in the multi-robot case is collision avoidance between each other during the movement, especially during the process of the formation transition.

We prevent collisions between each other by checking the distances between every two robots in the multi-robot team. If any two robots get too close to be safe, it will cause a rapid increase in the value of the corresponding cost function. In this way, robots will show mutual repulsion and keep a safe distance with each other.

C. Factor graph formulation

Having defined all factors, we now describe our graphical model for representing the problem of trajectory optimization for a multi-robot formation. An example is illustrated in Fig. 5. Compared with GPMP2, we add two types of unary factors: formation factors and collision factors, and their corresponding interpolated versions to the factor graph. Therefore, the useful sparsity exploited by GPMP2 is still available in our case. A simple explanation for interpolated factors is that we can compute the state of any time of interest between two support states and impose constraints on it (For more details about the GP interpolation, see [7] [17] [18]). Furthermore, this constraint can be equivalently allocated to two support states due to the property of GPs (Fig. 5). It is worth noting that we apply two different formation factors on the trajectories in Fig. 5 meaning that we are allowed to use different formation configurations at any time of interest.

1Note that collision factors here refer specifically to collisions between robots, those of static obstacle avoidance are indicated by obstacle factors.

Fig. 5. A factor graph of an example trajectory optimization problem for a multi-robot formation. The support states are marked as white circles and 4 types of factors (namely prior factors on the start and goal states, GP prior factors, obstacle factors and the corresponding interpolated versions between consecutive support states) which have already been implemented in GPMP2 are marked as black dots. The factors marked as squares are specific to the multi-robot formation, namely collision factors (black squares), formation factors (white squares) and their corresponding interpolated versions. Note that some white squares have cross marks, which means we can impose different formation constraints on states of different time, so that the adaptive formation change can be achieved.

In our work, we define the formation factors according to the result of the global planning, which includes a sequence of expected formations and their corresponding time intervals of execution.

D. Incremental inference for replanning

We also provide the implementation of an incremental replanning algorithm on the basis of iGPMP2, which is necessary when the target point of the formation have been moved or new obstacles are found by robots due to the limited sensing scope.

Given a set of optimized trajectories and the changed condition, the replanning task is to efficiently recompute new feasible trajectories for the robot team to achieve its goal on the premise of safety. Following iGPMP2, we adopt an incremental style to update the current solution by using the Bayes Tree [19] [20] data structure, instead of resolving a new entire MAP inference from scratch. By doing this, we can update trajectories fast to achieve the online operation, because the main body of the original problem is unchanged.

For a full treatment about how the incremental method works, see [7].

In the implementation, we use our proposed framework to solve the original trajectory generation problem. Then we update the factor graph according to the changed conditions and an incremental solver called iSAM2 [20] is adopted to
update the trajectories for all robots in the formation.

IV. IMPLEMENTATION DETAILS

We implement our global planner in C++ from scratch. The C++ implementation of our trajectory optimization part in the proposed framework builds upon open-source libraries: GPMP2 [7] and GTSAM [21]. Following GPMP2, we employ Levenberg-Marquardt algorithm to solve the non-linear least square problem and the default parameters are adopted. Similarly, our replanning implementation adopts iSAM2 incremental solver with default settings. It is worth noting that our trajectory optimizers are initialized by a constant-velocity straight line trajectory from the start to the goal for every robot, without any prior about the environment. Since it is straightforward for our trajectory optimization part to be extended to 3D cases, here we discuss 2D cases for brevity.

A. GP prior

We augment the state variable to include all robots’ positions and velocities

\[ \theta(t) = \begin{bmatrix} x_1(t) & \cdots & x_N(t) & \dot{x}_1(t) & \cdots & \dot{x}_N(t) \end{bmatrix}^T \]

(10)

where \( x_i(t) \) is the position of the \( i \)-th robot in the group and \( N \) is the number of robots.

Similar to GPMP2, we adopt a “constant velocity” prior model, then the LTV-SDE in (4) is given by

\[
A(t) = \begin{bmatrix} 0 & I \\ 0 & 0 \end{bmatrix}, \quad u(t) = 0, \quad F(t) = \begin{bmatrix} 0 \\ I \end{bmatrix}
\]

(11)

This prior model implies that our smoothness of trajectories is defined by minimizing the accelerations of all robots.

B. Obstacle avoidance likelihood

Similar to GPMP2, we compute a signed distance field (SDF) [22] with the map which indicates obstacles in the environment. Then we use the SDF to check the distance to the closest obstacle for every robot and impose a hinge loss

\[
c_{obs}(z, s_i) = \begin{cases} -d_o(z, s_i) + \epsilon_{obs} & \text{if } d_o < \epsilon_{obs} \\ 0 & \text{if } d_o \geq \epsilon_{obs} \end{cases}
\]

(12)

where \( d_o(z, s_i) \) is the distance to the closest obstacle for each robot \( s_i \) \((i = 1, \ldots, N)\). Then we have the cost function

\[
h_{obs}(\theta_k) = [c_{obs}(\theta_k, s_i)]_{1 \leq i \leq N}
\]

(13)

C. Collision avoidance likelihood

We check the distances between every two robots at each iteration and impose a hinge loss on them, given by

\[
c_{col}(z, s_i, s_j) = \begin{cases} -d_c(z, s_i, s_j) + \epsilon_{col} & \text{if } d_c < \epsilon_{col} \\ 0 & \text{if } d_c \geq \epsilon_{col} \end{cases}
\]

(14)

where \( d_c(z, s_i, s_j) \) indicates the distance between robot \( s_i \) and \( s_j \). The cost function can be written as

\[
h_{col}(\theta_k) = [c_{col}(\theta_k, s_i, s_j)]_{1 \leq i < j \leq N}
\]

(15)

D. Formation constraints

We again employ a hinge loss to encourage robots to hold the expected formation when required.

\[
c_{form}(z, s_i) = \begin{cases} 0 & \text{if } d_f \leq \epsilon_{form} \\ d_f(z, s_i) - \epsilon_{form} & \text{if } d_f > \epsilon_{form} \end{cases}
\]

(16)

where \( d_f(z, s_i) \) is the distance between robot \( s_i \) and its expected position. Then we have the cost function

\[
h_{form}(\theta_k) = [c_{form}(\theta_k, s_i)]_{1 \leq i \leq N}
\]

(17)

So far, we have defined all the cost functions depicted in Fig. 5. The weight of each term is defined by \( \sigma_{obs}, \sigma_{col}, \sigma_{form} \). Generally, a smaller \( \sigma \) correlates to a higher weight.

V. EXPERIMENT

We test the proposed framework with a team of quadrotors on three common scenarios: formation maintenance, replanning for a changed destination and adaptive formation change for moving through a width-varying area. Experiments in the real world are conducted with a group of Crazyflie nano-quadrotors flying under the supervision of a NOKOV motion capture system.

The global planning is applied to the cases involved formation change. The expected distance between quadrotors in the formation is \( d_0 = 0.5m \). The thickness of the expansion in the obstacle area is \( r = 0.3m \) and the time gap is \( \tau = 2s \).

As for the trajectory optimization, all GP trajectories are represented by 11 support states, and all tasks are required to be finished in the same time of 10s. Quadrotors are modeled as point robots with radius of \( 5cm \). Some other parameter settings are as follows: \( Q_c = I \), \( \epsilon_{obs} = \epsilon_{col} = 0.2m \), \( \epsilon_{form} = 0.01m \). The parameters indicating the weight of each term of likelihood are shown in TABLE I. It can be seen that the priority of formation constraints is much higher in the cases involved formation change. It implies that the formation configurations provided by the global planning are strong priors encouraging the trajectory optimization to achieve the optimal solution.

Since our work focuses on the trajectory generation problem, the output of our method is a set of trajectories represented by a sequence of discrete-time states. Therefore, we employ a post-process to convert trajectories to a set of polynomial curves with degree of 7, which can be deployed on Crazyflies. We use the CVXOPT package in Python to solve the quadratic programming. During experiments, converted trajectories are uploaded to Crazyflies in real time and executed by using CrazySwarm infrastructure support [23]. Crazyflies receive messages from the motion capture system through CrazyRadio PA for localization.

| Robot number | \( \sigma_{obs} \) | \( \sigma_{col} \) | \( \sigma_{form} \) |
|--------------|-----------------|-----------------|-----------------|
| 4            | 0.1             | 0.1             | 0.3             |
| 6            | 0.4             | 0.4             | 0.02            |
| 10           | 0.4             | 0.4             | 0.005           |

TABLE I

PARAMETER SETTINGS: A HIGHER \( \sigma \) INDICATES A LOWER WEIGHT
A. Formation maintenance of multiple quadrotors

In the first scenario, 4 quadrotors are expected to fly to the goal in a fixed square formation, while avoiding obstacles, see Fig. 6. It is worth noting that the quadrotor team makes trade-offs when necessary. In our case, the weight of formation constraints is smaller compared with the other two terms, so the formation has slight distortion during the turn but a smoother turn is achieved.

B. Replanning for a changed destination

We then extend the first scenario by modifying the target point suddenly while quadrotors are flying to their original goals. We move the target point in the opposite direction to the original target at $t = 7s$, as illustrated in Fig. 6. Our incremental replanning algorithm updates the trajectory to the new goal within 4ms, which meets the real-time requirement.

C. Adaptive formation change for a width-varying area

In the last scenario, as depicted in Fig. 7, 6 quadrotors are set to move through a corridor with three different widths: 2.5m, 1.5m, 3.5m, the corresponding formations and execution time intervals calculated by the global planner are (i) $1s - 2s : 3 \times 2$; (ii) $4s - 7s : 2 \times 3$; (iii) $9s - 10s : 6 \times 1$.

D. Runtime Evaluation

Finally, we present the result of runtime evaluation for all cases mentioned above, as shown in TABLE II. The configuration of the PC platform is Intel Core i7-10700F CPU @2.90GHz. Our method computes the full trajectories for 10 quadrotors with formation change within 0.39s, which is efficient for such a complex task. It can be seen that the trajectory optimization takes the most expensive computational cost, while growing cubically with the size of the state [7]. There is a rapid increase in runtime from 6 quadrotors to 10 quadrotors, because their scenario configurations are totally different (a four-fold map and more complex transitions), not just a growth in the dimension of states. Compared with GPMP2, we just add two new kinds of unary factors, and the useful sparsity is still available. Therefore, the description of scalability in [7] is still valid for our method. As for the global planning, formation planning and time allocation are independent of the number of robots, while task assignment is also insensitive to the scale of the quadrotor team.

VI. CONCLUSIONS

In this paper, we propose a novel trajectory generation framework for the multi-robot formation. In the global planning part, we present a formation planning method and a task assignment approach for rectangular formations, to compute the expected formation sequence and the corresponding assignment scheme, which provides strong priors to encourage the following trajectory optimization to converge to the optimal solution. Our trajectory optimization part is built upon GPMP2 by adding new constraints specific to
multi-robot formation cases, which has high efficiency and good scalability by exploiting the sparsity brought by GPs. Both simulations and real-world experiments, where a team of quadrotors move through a width-varying area, show the efficiency and feasibility of our method. Additionally, a fast incremental replanning approach is implemented to illustrate the possibility of online operation.
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