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The PHENIX Collaboration has reported third-order harmonic oscillations of the source radius parameters when measuring the Hanbury Brown-Twiss correlation function for charged hadrons relative to the triangular flow angle. We explore possible origins of such third-order oscillations with a simple Gaussian source featuring both a triangular geometric deformation and triangular flow. Third-order oscillations of the HBT radii can arise from a purely geometric triangular deformation superimposed on an azimuthally symmetric radial flow, or from a radially symmetric spatial distribution which expands anisotropically with a triangular component in the flow velocity profile. In both cases the final particle momentum distribution features triangular flow. We show that the two alternatives can be distinguished experimentally through the phase of the azimuthal oscillations of the HBT radii relative to the triangular flow plane.
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I. INTRODUCTION

Hanbury-Brown–Twiss (HBT) interferometry [1] (also known as femtoscopy [2–4]) has become an indispensable tool in the description and understanding of heavy-ion collisions. The observed particle output from heavy-ion collisions consists primarily of hadrons, whose momentum spectra and correlations contain information about the size and shape of the emission region when the particles last interacted with each other. This last scattering is commonly referred to as (kinetic) freeze-out, and the space-time locations of the last scatterings define a (generically fuzzy) “surface of last scattering” or “freeze-out surface”. Combined analyses of the observed particle momentum spectra and correlations yield not only geometric but also dynamical information about the fireball at freeze-out [1]. Because HBT interferometry yields both dynamical and geometric information, it provides a crucial window into the structure and evolution of the collision and its aftermath.

Azimuthally sensitive HBT (asHBT) analyses, where one studies the variation of the HBT correlator as a function of the emission direction perpendicular to the beam axis [5–10], are especially useful for probing anisotropies in the structure of the freeze-out surface. It was shown in [7, 8] that first and second order harmonic oscillations of the HBT radii are dominated by geometric deformations of the emitting source relative to the beam direction and reaction plane. Traditionally, one performs the asHBT analysis as a function of the pair emission angle \( \Phi \) relative to the elliptic flow angle (or second-order event plane angle [11, 12]) \( \Psi_2 \). Dynamical models for the evolution of the fireball created in the collision allow to relate these observed geometric deformations in the final state to the initial conditions of the fireball. For such a program of constraining from final state spectra and femtoscopic correlations the initial state of the fireball and its subsequent evolution, a proper understanding of the asHBT formalism is of paramount importance.

Recently the PHENIX collaboration [13] performed the first experimental analysis of the azimuthal dependence of the HBT radii relative to the triangular flow plane \( \Psi_3 \). (For an earlier theoretical study see [14].) Triangular flow is dominated by event-by-event fluctuations in the initial transverse density profile [15] and largely independent of the collision centrality [16–18]. In contrast to elliptic flow, which is strongly correlated with the direction of the impact parameter [19, 20], the direction \( \Psi_3 \) of triangular flow (the “triangular flow plane”) is randomly distributed relative to the reaction plane [16, 19, 20]. In two-pion correlations from central \((0–10\% \text{ centrality})\) Au+Au collisions at \( \sqrt{s_{NN}} = 200 \text{ GeV} \), PHENIX [13] saw clear third-order harmonic oscillations of the HBT radii relative to the triangular flow plane. The origin of these oscillations has not yet been understood. In this paper, we perform a model study to qualitatively explore several possible explanations of the observations in [13]. We show how the data distinguish between these alternatives, thereby favoring one specific scenario. A more quantitative analysis, based on a realistic hydrodynamic model for the expanding fireball created in these Au+Au collisions, will be published separately.

The outline of this paper is as follows. In the next section, we generalize the theoretical formalism of asHBT to higher order harmonic oscillations. In Section III we illustrate the general formalism for a simple Gaussian toy model and use it to obtain several qualitative results that appear to be robust and should survive a later analysis of realistic hydrodynamic sources. Our results and conclusions about the meaning of the experimental data are summarized in Sec. IV.

II. AZIMUTHALLY SENSITIVE FEMTOSCOPY

A. Basics

We study the two-particle correlation function

\[
C(p_1, p_2) = \frac{E_1 E_2 \frac{dN}{dp_1 dp_2}}{\left( \frac{dN}{dp_1} \right) \left( \frac{dN}{dp_2} \right)},
\]

(1)
Its dependence on the momenta $p_1$, $p_2$ of the two measured particles can be expressed through the pair momentum $K = (p_1 + p_2)/2$ and their relative momentum $q = p_1 - p_2$, $C(q, K)$. Assuming a "chaotic source" that emits the two particles independently (i.e. without dynamical correlations) and ignoring final state interactions between the two particles after their last scattering with the source medium, the two-particle phase-space distribution for the emitted particles factorizes, and for a pair of identical bosons this correlation function can be written as [1, 2, 21]

$$C(q, K) = 1 + \frac{\left| \int d^4x \left( \bar{S}(x, K) \right) e^{iq \cdot x} \right|^2}{\int d^4x S(x, K+q/2) \int d^4y S(y, K-q/2)} \approx 1 + \frac{\int d^4x \left( \bar{S}(x, K) \right) e^{iq \cdot x} \left| x \right|^2}{\int d^4x S(x, K)}.$$  \hspace{1cm} (2)

Here the emission function $S(x, K)$ is the one-particle Wigner density (i.e. the quantum mechanical phase space distribution) of the emitted particles, whose space-time integral gives the single-particle momentum distribution:

$$\bar{S}(x, K) \equiv \langle S(x, K) \rangle_{ev},$$  \hspace{1cm} (7)

where $\langle \ldots \rangle_{ev}$ stands for the average over an ensemble of collision events. More correctly, however, the measured correlator is obtained from ensemble-averaged true and mixed-event pair distributions:

$$\langle C(p_1, p_2) \rangle_{ev} = \frac{\langle \int d^4x f(x) S(x, K) \rangle_{true}}{\langle \int d^4x S(x, K) \rangle_{true}^2}.$$  \hspace{1cm} (8)

B. Femtoscopy of fluctuating sources

Extracting all source information contained in $C(q, K)$ requires to fully explore its 6-dimensional momentum dependence. Due to the limited number of final state particles, this is not possible for a single heavy-ion collision. Experimental HBT analyses are therefore based on a statistical average over large numbers (typically millions) of collision events. We now know that, even for tightly defined collision centrality, the initial density profile of the collision fireball, and therefore its final-state emission function $S(x, K)$, fluctuates from collision to collision. Its regions of homogeneity and thus its HBT radii are therefore stochastically fluctuating quantities. In the past, theoretical analyses of HBT data have implicitly assumed that the entire ensemble of collision events underlying the measurement can be characterized by a single "average emission function"

$$\bar{S}(x, K) \equiv \langle S(x, K) \rangle_{ev},$$  \hspace{1cm} (7)

where $\langle \ldots \rangle_{ev}$ stands for the average over an ensemble of collision events. More correctly, however, the measured correlator is obtained from ensemble-averaged true and mixed-event pair distributions:

$$\langle C(p_1, p_2) \rangle_{ev} = \frac{\langle \int d^4x f(x) S(x, K) \rangle_{true}}{\langle \int d^4x S(x, K) \rangle_{true}^2}.$$  \hspace{1cm} (8)

The numerator consists of pairs with both particles taken from the same event, the pairs in the denominator mix particles from different events. The denominator factorizes into a product of ensemble-averaged single particle spectra,

$$\langle C(p_1, p_2) \rangle_{ev} = \frac{\langle \int d^4p_1 d^4p_2 \rangle_{true}}{\langle \int d^4p_1 \rangle_{true} \langle \int d^4p_2 \rangle_{true}},$$  \hspace{1cm} (9)

corresponding to the theoretical expression

$$\langle C(q, K) \rangle_{ev} = 1 + \frac{\langle \int d^4x e^{iq \cdot x} S(x, K) \rangle_{ev}^2}{\langle \int d^4x S(x, K) \rangle_{ev}^2} \neq C(q, K) \equiv 1 + \frac{\langle \int d^4x e^{iq \cdot x} S(x, K) \rangle_{ev}^2}{\langle \int d^4x S(x, K) \rangle_{ev}^2}. $$  \hspace{1cm} (10)

So the correlator $\langle C(q, K) \rangle_{ev}$ measured in the event ensemble does not agree with the correlator $C(q, K)$ corresponding to the ensemble-averaged emission function.
Writing the emission function $S(x, K)$ of a given single event as the ensemble-averaged $S$ plus a fluctuation $\delta S$, \[ S(x, K) = \bar{S}(x, K) + \delta S(x, K), \] \[ \langle \delta S(x, K) \rangle_{ev} = 0, \] the numerator in the first line of Eq. (10) separates into \[
abla \delta S(x, K) \right|_{ev} + \left| \int d^4 x e^{iq \cdot x} \delta S(x, K) \right|_{ev}^2 \] such that \[
abla \langle C(q, K) \rangle_{ev} = \bar{C}(q, K) + \frac{1}{2} \int d^4 x e^{iq \cdot x} \delta S(x, K) \right|_{ev}^2 \] (13)

We denote the second term by $I(q, K)$; it gives the contribution to the measured two-particle correlation function arising from event-by-event fluctuations of the emission function. Its $q \to 0$ limit \[
abla I(q=0, K) = \frac{\left\langle \left| \int d^4 x e^{iq \cdot x} \delta S(x, K) \right|_{ev}^2 \right\rangle}{\int d^4 x S(x, K)} \] \[ = \frac{\left\langle \int d^4 x e^{iq \cdot x} \delta S(x, K) \right|_{ev}^2}{\int d^4 x S(x, K)} \] (14)

is the normalized variance of the single particle spectrum at momentum $K \equiv (K_\perp, \Phi, Y)$. This term is positive, causing $\langle C(q, K) \rangle_{ev}$ to approach an intercept slightly larger than 2 as $q$ goes to zero.\footnote{We here consider the idealized case, ignoring long-lived resonance decays and other effects that tend to reduce $\langle C(0, K) \rangle_{ev}$ [1, 2].}

For large $q$ the numerator of the last term in Eq. (13) oscillates to zero. A more detailed investigation of the effect of $I(q, K)$ on the HBT radii and the $q = 0$ intercept of the correlator are left for a separate study. We here focus on the properties of the ensemble-averaged emission function $S(x, K)$ and its correlator $C(q, K)$, dropping the bars over $S$ and $C$ for simplicity.

C. $n^{th}$-order flow angles

We are interested in the dependence of the correlator $C(q, K)$ and its associated HBT radii on the azimuthal angle $\Phi$ in which the particle pair is emitted. Due to the random orientation of the collision fireball in the transverse plane, only the relative angle between $\Phi$ and some direction associated with the event orientation has physical meaning. Experimentally, the orientation of each event can be characterized by its harmonic flow angles $\Psi_n$. They are defined through the expectation value of $e^{in\Phi}$ with the single-particle spectrum $E_K \frac{dN}{d^3K}$ [24]: \[ v_n e^{i n \Psi_n} \equiv \int_0^\infty dK_T K_T^{\frac{3}{2}} d\Phi e^{i n \Phi} \int d^4 x S(x, K) \left| \int d^4 x e^{i q \cdot x} \right|_{ev}^2. \] (15)

$v_n$ is the associated $n^{th}$-order harmonic flow coefficient. $\Psi_2$ and $\Psi_3$ define the elliptic and triangular flow planes, respectively, for each event. In this work we study the azimuthal dependence of the HBT radii as a function of $\Phi - \Psi_n$ in particular for $n = 2$ and 3.

D. Fourier expansion of the emission function and HBT radii

To simplify notation, we introduce the normalized emission function \[
abla S(x, K) = \frac{S(x, K)}{\int d^4 x S(x, K)}, \quad \int d^4 x \bar{S}(x, K) = 1. \] (16)

We use polar Milne coordinates, $x^\mu = (r, \tau, \phi, \eta)$ and $K^\mu = (M_\perp, K_\perp, \Phi, Y)$, where $x = r \cos \phi, y = r \sin \phi, r = \sqrt{r^2 - z^2}, \eta = \frac{1}{2} \ln \left( \frac{1 + z}{1 - z} \right), K_x = K_\perp \cos \Phi, K_y = K_\perp \sin \Phi, M_\perp = \sqrt{K_\perp^2 + m^2_r}$, and $Y = \frac{1}{2} \ln \left( \frac{E_r + K_\perp}{E_r - K_\perp} \right)$.

We perform a double Fourier expansion in both the spatial angle $\phi$ associated with $r$ and the momentum angle $\Phi$ associated with $K_\perp$:\[
abla \bar{S}(x, K) = \sum_{i, m= -\infty}^{\infty} S_{i,m} e^{-i l \phi - i m (\Phi - \Psi_n)} e^{-il\phi - im(\Phi - \Psi_n)}. \] \[ S_{i,m} = e^{-i m \Psi_n} \int_0^{\frac{\pi}{2}} d\phi e^{i l \phi} \int_{-\pi}^{\pi} \frac{d\Phi}{2\pi} e^{i m \Phi} \bar{S}(\phi, \Phi). \] (17)

Note that the first (second) index labels the spatial (momentum) Fourier component. Since $\bar{S}(x, K)$ is real, the Fourier coefficients satisfy \[ S_{i,m} = S_{-i,-m}^*, \quad S_{i,m} + S_{-i,-m} = 2 \Re S_{i,m}, \quad S_{i,m} - S_{-i,-m} = 2 \Im S_{i,m}. \] (18)

The Fourier expansion in $\Phi - \Psi_n$ permits decomposition of the HBT radii into oscillations of different harmonic order:

\[ R_{ij}^2(K) = R_{ij,0}^2 + 2 \sum_{k=1}^{\infty} \left( R_{ij,k}^{(2,c)} \cos[k(\Phi - \Psi_n)] + R_{ij,k}^{(2,s)} \sin[k(\Phi - \Psi_n)] \right) \] (19)

where the coefficients $R_{ij,k}^{(2,c,s)}$ are functions of $K_\perp$ and $Y$.

To derive mathematical expressions for the oscillation amplitudes $R_{ij,k}^{(2,c,s)}$ we recall that $R_{ij}^2 = (\langle \tilde{S}_i - \tilde{S}_j \rangle^2)$ can
be written explicitly as follows:

\[ R_s^2 = \langle x_s^2 \rangle - \langle x_s \rangle^2, \]
\[ R_o^2 = \langle (x_o - \beta \tau \cos \eta)^2 \rangle - \langle x_o - \beta \tau \cos \eta \rangle^2, \]
\[ R_o^2 = \langle (x_o - \beta \tau \sin \eta)^2 \rangle - \langle x_o - \beta \tau \sin \eta \rangle^2, \]
\[ R_{os}^2 = \langle (x_o - \beta \tau \cos \eta) x_s - \langle x_o - \beta \tau \cos \eta \rangle \langle x_s \rangle, \]
\[ R_{ot}^2 = \langle (x_o - \beta \tau \sin \eta) \tau (\sin \eta - \beta \tau \cos \eta) \rangle. \]

(20)

Here

\[ x_o = r \cos (\phi - \Phi), \quad x_s = r \sin (\phi - \Phi). \]

(21)

We write

\[ \tilde{S} = \sum_{l = -\infty}^{\infty} Z_l e^{-il(\phi - \Phi)}, \]

(22)

where

\[ Z_l \equiv \sum_{m = -\infty}^{\infty} S_{l,m-l} e^{-im(\Phi - \Psi_n)} \equiv \mathcal{X}_l + i \mathcal{Y}_l. \]

Clearly, \( Z_l^* = Z_{-l}, \) and \( \mathcal{X}_l, \mathcal{Y}_l \) are real functions of \( (r, \tau, \eta; K_1, Y) \) satisfying \( \mathcal{X}_l = \mathcal{X}_{-l}, \mathcal{Y}_l = -\mathcal{Y}_{-l}. \) Introducing the shorthand notation

\[ \int_x \equiv \int_{-\infty}^{\infty} d\eta \int_0^\infty \tau \, d\tau \int_0^\infty \, dr, \]

(24)

we find

\[ \langle x_s \rangle = \int_x 2 \pi r \mathcal{Y}_1, \quad \langle x_o \rangle = \int_x 2 \pi r \mathcal{X}_1, \]
\[ \langle z \rangle = \int_x 2 \pi r \tau \sin \eta \mathcal{X}_0, \quad \langle t \rangle = \int_x 2 \pi \tau \cos \eta \mathcal{X}_0, \]

(25)

and

\[ \langle x_o^2 \rangle = \int_x \pi r^2 (\mathcal{X}_0 - \mathcal{X}_2), \quad \langle x_o^2 \rangle = \int_x \pi r \mathcal{X}_0 + \mathcal{X}_2, \]
\[ \langle z^2 \rangle = \int_x 2 \pi r^2 \sin^2 \eta \mathcal{X}_0, \quad \langle t^2 \rangle = \int_x 2 \pi \tau^2 \sin^2 \eta \mathcal{X}_0, \]
\[ \langle x_o x_s \rangle = \int_x 2 \pi r \tau \mathcal{Y}_2, \quad \langle x_o t \rangle = \int_x 2 \pi r \tau \mathcal{X}_1, \]
\[ \langle x_s \rangle = \int_x 2 \pi r \tau \sin \eta \mathcal{Y}_1, \quad \langle x_s t \rangle = \int_x 2 \pi r \tau \sin \eta \mathcal{X}_1, \]
\[ \langle x_s z \rangle = \int_x 2 \pi r \tau \sin \eta \mathcal{Y}_1, \quad \langle z t \rangle = \int_x 2 \pi \tau^2 \sin \eta \mathcal{X}_0. \]

(26)

We now write

\[ \mathcal{Z}_l \equiv \sum_{m = -\infty}^{\infty} z_m^l e^{-im(\Phi - \Psi_n)}, \]

(27)

remembering that \( l \) is the spatial Fourier index and \( m \)
labels the harmonic in the emission angle \( \Phi. \) We note that

\[ z_m^l = x_m^l + i y_m^l \equiv e^{-il\Psi_n} S_{l,m-l} = (z_{-l}^m)^*, \]

(28)

which leads to the decomposition

\[ \mathcal{X}_l = x_l^0 + 2 \sum_{k=1}^{\infty} [x_k^l \cos(k(\Phi - \Psi_n)) + y_k^l \sin(k(\Phi - \Psi_n))], \]
\[ \mathcal{Y}_l = y_l^0 + 2 \sum_{k=1}^{\infty} [y_k^l \cos(k(\Phi - \Psi_n)) - x_k^l \sin(k(\Phi - \Psi_n))], \]

(29)

Equation (29) immediately yields the contributions to the oscillation amplitudes \( R_s^{(c,a)} \) in Eq. (19) that arise from the expressions listed in (26). The contributions from the terms involving products of the mean coordinates listed in Eq. (25) require a little more effort. We define

\[ \xi_{lt'}^k = \frac{1}{4} \sum_{m=-\infty}^{\infty} (z_{l}^m + z_{-l}^m)(z_{l'}^{k-m} + z_{l'}^{k+m}), \]
\[ \zeta_{lt'}^k = \frac{1}{4} \sum_{m=-\infty}^{\infty} (z_{l}^m + z_{-l}^m)(z_{l'}^{k-m} - z_{l'}^{k+m}), \]
\[ \tau_{lt'}^k = \frac{1}{4} \sum_{m=-\infty}^{\infty} (z_{l}^m - z_{-l}^m)(z_{l'}^{k-m} - z_{l'}^{k+m}), \]

(30)

where the prime on \( z' \) indicates that it depends on primed spatial coordinates \( (r', \tau', \eta'). \) These quantities satisfy \( (\xi_{lt'}^k)^* = \xi_{lt'}^{-k}, (\zeta_{lt'}^k)^* = \zeta_{lt'}^{-k}, \) and \( (\tau_{lt'}^k)^* = \tau_{lt'}^{-k}. \) After some algebra we find

\[ \mathcal{X}_l \mathcal{X}_{l'} = \xi_{lt'}^0 + 2 \sum_{k=1}^{\infty} \left[ \text{Re}\xi_{lt'}^k \cos(k(\Phi - \Psi_n)) \right. \]
\[ + \left. \text{Im}\xi_{lt'}^k \sin(k(\Phi - \Psi_n)) \right], \]
\[ \mathcal{Y}_l \mathcal{Y}_{l'} = \zeta_{lt'}^0 + 2 \sum_{k=1}^{\infty} \left[ \text{Re}\zeta_{lt'}^k \cos(k(\Phi - \Psi_n)) \right. \]
\[ + \left. \text{Im}\zeta_{lt'}^k \sin(k(\Phi - \Psi_n)) \right], \]
\[ \mathcal{Y}_l \mathcal{Y}_{l'} = \tau_{lt'}^0 + 2 \sum_{k=1}^{\infty} \left[ \text{Re}\tau_{lt'}^k \cos(k(\Phi - \Psi_n)) \right. \]
\[ + \left. \text{Im}\tau_{lt'}^k \sin(k(\Phi - \Psi_n)) \right]. \]

(31)

Inserting Eqs. (29,31) into Eqs. (25,26) and further into Eqs. (20) yields the desired Fourier expansions (19) for the HBT radii. For the sideward and outward radius parameters \( R_s^2 \) and \( R_o^2 \) these read explicitly as follows (explicit expressions for the remaining HBT radius parameters can be found in Appendix A):

\[ R_s^2 = \int_x \pi r^2 (\mathcal{X}_0 - \mathcal{X}_2) - \int_{x,x'} 4 \pi^2 r \mathcal{Y}_1 \mathcal{Y}_1'. \]

(32)
with (see Eq. (19))

\[
R_{s,0}^2 = \int_x \pi r^2 (x_0^2 - x_2^2) - \int_{x,x'} 4\pi r^2 r' \tau_{11}^0,
\]

\[
R_{s,k}^{2(c)} = \int_x \pi r^2 (x_0^k - x_2^k) - \int_{x,x'} 4\pi r^2 r' \Re \tau_{11}^k,
\]

\[
R_{s,k}^{2(s)} = \int_x \pi r^2 (y_0^k - y_2^k) - \int_{x,x'} 4\pi r^2 r' \Im \tau_{11}^k,
\]

and

\[
R_{o}^2 = \int_x \left[ \pi r^2 (x_0 + x_2) - 4\pi r^2 \beta_{\perp} \tau \chi_0 + 2\pi \beta_2 \tau^2 \eta \chi_0 \right]
- \int_{x,x'} \left[ 4\pi r^2 \tau \chi_0 x_1 - 8\pi r^2 \beta_{\perp} \tau' \chi_0' \chi_0 \eta \chi_0' \right],
\]

\[
R_{o,0}^2 = \int_x \left[ \pi r^2 (x_0^0 + x_2^0) - 4\pi r^2 \beta_{\perp} \tau \chi_0 x_1^0 + 2\pi \beta_2 \tau^2 \eta x_0^0 \right]
- \int_{x,x'} \left[ 4\pi r^2 \tau \chi_0 x_1^0 - 8\pi r^2 \beta_{\perp} \tau' \chi_0' \chi_0' \eta' \chi_0' \right],
\]

\[
R_{o,k}^{2(c)} = \int_x \left[ \pi r^2 (x_0^k + x_2^k) - 4\pi r^2 \beta_{\perp} \tau \chi_0 x_1^k + 2\pi \beta_2 \tau^2 \eta x_0^k \right]
- \int_{x,x'} \left[ 4\pi r^2 \tau \chi_0 x_1^k - 8\pi r^2 \beta_{\perp} \tau' \chi_0' \chi_0' \eta' \chi_0' \right],
\]

\[
R_{o,k}^{2(s)} = \int_x \left[ \pi r^2 (y_0^k + y_2^k) - 4\pi r^2 \beta_{\perp} \tau \chi_0 y_1^k + 2\pi \beta_2 \tau^2 \eta y_0^k \right]
- \int_{x,x'} \left[ 4\pi r^2 \tau \chi_0 y_1^k - 8\pi r^2 \beta_{\perp} \tau' \chi_0' \chi_0' \eta' \chi_0' \right].
\]

Already here a first important conclusion can be drawn. Remember that in Eq. (23) the subscript \( l \) on \( Z_l \) is the spatial Fourier index on the involved Fourier components \( S_{l,m} \). Eqs. (20,25) show that the HBT radii can be written entirely in terms of harmonic source coefficients with spatial Fourier indices \( l \in \{0,1,2\} \); conspicuously absent are any spatial harmonics with \( l \geq 3 \). This is ultimately a consequence of the definition of the HBT radii in terms of linear and quadratic space-time moments of the source. They can directly probe geometric fireball deformations only up to second harmonic order. The oscillations in \( R_o^2 \) and \( R_s^2 \) are therefore insensitive to spatial harmonics of order \( l \geq 3 \) in the source function. In particular, for a stationary (non-expanding) fireball, any spatial deformations of higher than second harmonic order (e.g. any triangular geometric deformation of the source) do not contribute to the oscillation amplitudes \( R_{ij,k}^{2(c,s)} \) [14]. Only if the spatial deformation couples to a collective flow pattern (which can be radially symmetric), thereby producing a momentum anisotropy of harmonic order \( m \geq 3 \), will we see azimuthal oscillations of the HBT radii with higher than second harmonic frequency.

This implies that the measurement of a triangular oscillation of the HBT radii cannot be automatically identified with the spatial triangularity at freeze-out. This is different from elliptic HBT oscillations: there it was shown that, for particles pairs with small pair momentum \( K_{\perp} \to 0 \), geometric deformation effects dominate over anisotropic flow effects [7, 8], and the following relation between the oscillation amplitude of the square of the sideward radius \( R_o^2 \) and final source ellipticity holds: \( \epsilon_{\text{final}} \approx 2R_{o,2}^2/R_{o,0}^2 \) [10, 12]. Eqs. (20,25) imply that a similar relation cannot hold for the triangular freeze-out eccentricity.

We also see from the equations above that the oscillation amplitudes \( R_{ij,k}^{2(c,s)} \) receive contributions from all harmonic orders \( m \) in the momentum angle \( \Phi - \Psi_n \). Therefore there is no restriction on which flow harmonics (i.e. which types of anisotropies in the collective flow pattern of the source) can contribute to oscillations of the HBT radii.

Summarizing these observations we conclude that a triangular oscillation in the \( R_o^2 \) may originate from at least three possible sources: (1) a non-zero triangular flow anisotropy in a spatially isotropic source; (2) a non-zero triangular eccentricity coupling to azimuthally symmetric radial flow; or (3) a combination of the two. In addition, higher-order flow harmonics can couple non-linearly to other spatial deformation components to produce third-order oscillations in \( \Phi \). In the next section we explore possibilities (1)-(3) with a toy model.
III. TRIANGULAR OSCILLATIONS FROM A TOY MODEL

Motivated by the PHENIX data in [13], we study in this section azimuthal oscillations of the sideward and outward HBT radii, $R_S^2$ and $R_{A}^2$, relative to the triangular flow angle $\Psi_3$. As already mentioned, we will focus on the correlator $C(q, K)$ associated with the ensemble-averaged emission function $\tilde{S}(x, K)$. Since triangular flow is driven by event-by-event fluctuations [19, 20], to get a nonzero triangular spatial deformation of $\tilde{S}(x, K)$ we must orient all events such that their triangular flow planes align before taking the average. As a result of this rotation, the ellipticities of the individual events will end up randomly oriented (since the elliptic and triangular event planes are uncorrelated [15, 16, 19, 20, 26, 27]), and the ensemble-averaged source is expected to exhibit no net elliptic deformation, at any impact parameter. We will therefore model $\tilde{S}(x, K)$ to feature triangular deformations in both space and hydrodynamic flow velocity, but no other anisotropies. Motivated by hydrodynamics, we will assume that any triangular hydrodynamic flow points in the direction of steepest descent of the density profile, i.e. the third-order participant plane angle $\Phi_3$ (pointing in the direction of one of the tips of the triangular spatial density distribution) and the hydrodynamic flow angle $\psi_3$ (pointing in the direction of largest hydrodynamic flow) are out of phase by $\pi/3$ [19, 20]. This allows for some relaxation of any initial triangular spatial source deformation before kinetic freeze-out, in response to triangular hydrodynamic flow, but not to the extent that the source “overshoots” the spatially azimuthally symmetric state and freezes out with a triangularly deformed final density distribution whose tips point into the direction of the triangular flow.

A. The model emission function

In this spirit, we generalize the well-studied hydrodynamically expanding Gaussian source model used in Refs. [6, 9, 10, 21, 25]) as follows:

$$\tilde{S}(x, K) = \frac{S_0(K)}{\tau} \exp \left[ \frac{- (\tau - \tau_f)^2}{2(\Delta \tau)^2} - \frac{(\eta - \eta_0)^2}{2(\Delta \eta)^2} \right. $$

$$\left. - \frac{r^2}{2R^2} \left( 1 + 2 \epsilon_3 \cos(3(\phi - \psi_3)) \right) \right] \frac{1}{T_0} \left( M_\perp \ch(\eta - Y) \ch_{\eta f} - K_\perp \ch(\phi - \Phi) \sh_{\eta f} \right), \quad (36)$$

where $S_0(K)$ normalizes $\tilde{S}(x, K)$ to $\int d^4x \tilde{S}(x, K) = 1$.

The first two lines specify a freeze-out density distribution that is Gaussian in longitudinal proper time and space-time rapidity and an azimuthally modulated Gaussian in the transverse coordinate $r$. The third line specifies the momentum structure of the source in terms of a flow-boosted Boltzmann factor $\exp[-p_u(x)/T_0]$ where the flow four-velocity $u^\mu(x)$ is parametrized in terms of a $(\tau, \eta)$-independent transverse flow rapidity profile:

$$\eta_t(r, \phi) = \eta_f(t) \frac{r}{R} \left( 1 + 2 \epsilon_3 \cos(3(\phi - \psi_3)) \right). \quad (37)$$

This source depends on the following parameters: $\tau_f$ is the mean emission (or freeze-out) time for the observed particles, $\Delta \tau \eta$ the emission duration. We assume $\Delta \tau \ll \tau_f$ such that time integrals $\int_{-\infty}^{\infty} dr \ldots$ can be replaced by $\int_{-\infty}^{\infty} dr \ldots$ without large error. In the calculations below we use $\tau_f = 10 \text{ fm}/c$ and $\Delta \tau = 1 \text{ fm}/c$. $\eta_0$ is the mean space-time rapidity of the emitted particles; for Au+Au collisions measured in the CM frame, $\eta_0 = 0$ is the appropriate choice. $\Delta \eta$ describes the width of the freeze-out space-time rapidity distribution; we assume approximately boost-invariant longitudinal flow such that, on average, $\eta$ equals the final momentum rapidity of the measured particles. For pions from 200 A GeV Au+Au collisions, the width of the measured rapidity distribution has been determined as $\sigma_\eta \approx 2.3$ [28], so we take $\Delta \eta = 2.3$. We compute 2-pion correlations at midrapidity, so we set $m = m_u = 139 \text{ MeV and } Y = 0$.

$R$ is the mean two-dimensional Gaussian source radius at freeze-out; for central Au+Au collisions, we take $R = 4.5 \text{ fm}$. The kinetic freeze-out temperature is set to $T_0 = 120 \text{ MeV}$. $\epsilon_3$ parametrizes the triangular spatial source deformation which will be varied. The transverse flow rapidity $\eta_t$ is taken to grow linearly with $r$, with average strength $\eta_t = 0.6$ at $r = R$, and modulated azimuthally by a triangular flow whose strength, parametrized by $\psi_3$, will be varied. The transverse flow rapidity is largest in direction $\phi = \psi_3$ which we call the hydrodynamic triangular flow direction. The second line in Eq. (36) shows that the effective source radius is smallest in direction $\psi_3$, so $\psi_3$ also denotes the direction of steepest descent of the spatial density profile.

It is important to conceptually differentiate between $\psi_3$, the direction of the hydrodynamic triangular flow in the source, and $\Psi_3$, the direction of the triangular flow angle extracted via Eq. (15) from the final particle momentum spectrum. To illustrate the issue, consider a source with non-zero radial flow $\eta_t$ modulated by a small anisotropy $\Psi_3$ that we hold fixed, and a variable spatial eccentricity $\epsilon_3$. For $\epsilon_3 = 0$ (i.e. an azimuthally symmetric spatial density distribution), the non-zero $\epsilon_3$ obviously induces triangular flow in direction $\psi_3$, hence $\Psi_3(\epsilon_3 = 0) = \psi_3$. As we increase $\epsilon_3$, the effective spatial source radius is reduced in direction $\psi_3$ and increased along the directions $\psi_3 \pm \frac{\pi}{3}$. Due to the linear radial flow profile, this reduces the transverse flow in direction $\psi_3$ while enhancing it in the directions $\psi_3 \pm \frac{\pi}{3}$. Eventually this stronger flow in directions $\psi_3 \pm \frac{\pi}{3}$ overwhelms the triangular flow in direction $\psi_3$, and $\Psi_3(\epsilon_3 \text{ large}) \approx \psi_3 \pm \frac{\pi}{3}$. This flip of $\Psi_3$ by $\pi/3$ as a function of geometric source triangularity is illustrated in Fig. 1. As we will see, it is the root source of our ability to distinguish experimentally between triangular HBT oscillations driven by triangular geometric deformations vs. those driven by...
trangular anisotropies in the hydrodynamic flow.

B. HBT oscillations from the toy model

The toy model study presented in this paper was motivated by recent experimental data from the PHENIX Collaboration, shown by T. Niida at the Quark Matter 2012 conference [13] and reproduced in Fig. 2. The data show clear triangular oscillations as a function of the pair emission angle $\Phi$, with $R_s$ being maximal and $R_o$ minimal in triangular flow direction $\Psi$. For the selected almost central Au+Au collisions ($0-10\%$ centrality), the oscillation amplitude for $R_s^2$ is much larger than for $R_o^2$.

As already discussed at the end of Sec. II, the observed small triangular oscillation amplitude $R_{s,3}^2$ of $R_s^2$ cannot [14] be directly interpreted as evidence for a small geometric triangularity of the source at freeze-out. What, then, is the correct interpretation of the experimental observations?

In Fig. 3 we show triangular oscillations relative to the triangular flow plane of $R_s^2$ and $R_o^2$ for pion pairs with $K_L = 0.5$ GeV from our toy model, for two opposite model assumptions: Thin red lines (solid for $R_o^2$, dashed for $R_s^2$) correspond to a triangular source with spatial deformation $\bar{\epsilon}_3 = 0.25$ expanding radially symmetrically ($\bar{v}_3 = 0$); in this case the triangular flow of the emitted hadrons is entirely due to the triangular geometric deformation which couples to the radial flow profile. Thick blue lines show the HBT radii from an azimuthally symmetric ($\bar{\epsilon}_3 = 0$) source density profile, superimposed by transverse flow with triangular anisotropy $\bar{v}_3 = 0.25$. We make several observations: (i) Due to the symmetry of the emission function, the coefficients $R_{s,3}^{2(c)}$ and $R_{o,3}^{2(c)}$ of the sine terms in Eq. (19) vanish; we therefore drop from hereon the superscript $(c)$ on the (non-vanishing) cosine amplitudes $R_{s,3}^{2(s)}$ and $R_{o,3}^{2(s)}$. (ii) For both sources, the oscillation amplitudes are larger in the outward than in the sideward direction. (iii) In both cases, the outward and sideward HBT radii oscillate out of phase by $\pi/3$. (i)–(iii) are in qualitative agreement with the experimental

---

**FIG. 1:** (Color online) The difference $\Psi_3 - \bar{\psi}_3$ between the triangular flow angle $\Psi_3$ of the emitted particles and the direction $\bar{\psi}_3$ of the triangular hydrodynamic flow anisotropy, as a function of the geometric triangularity $\bar{\epsilon}_3$, for several values of the magnitude of the triangular deformation of the flow velocity, $\bar{v}_3$. The critical value of $\bar{\epsilon}_3$ where $\Psi_3 - \bar{\psi}_3$ flips by $\pi/3$ is positively correlated with $\bar{\psi}_3$ but insensitive to the strength $\eta_f$ of the radial flow. Due to the symmetry of our toy model source function (36), $\langle \sin(3(\Phi - \psi_3)) \rangle = 0$ always (see Eq. (15)), and the sign of $\langle \cos(3(\Phi - \psi_3)) \rangle$ distinguishes between flow angles $\Phi_3 = \psi_3$ and $\Phi_3 = \psi_3 \pm \pi/3$.

**FIG. 2:** (Color online) Second and third order oscillations of $R_s^2$ and $R_o^2$ measured by the PHENIX Collaboration in central ($0-10\%$) 200 A GeV Au+Au collisions [13]. For better visibility, the average values $R_{s,2}^{2(s)}$, $R_{o,2}^{2(s)}$ of the two radius parameters were set by hand to 5 and 10 fm$^2$, respectively, when plotting the third- and second-order oscillations.

**FIG. 3:** (Color online) Triangular oscillations of $R_s^2$ (dashed) and $R_o^2$ (solid) for pion pairs with momentum $K_L = 0.5$ GeV, as a function of emission angle $\Phi$ relative to the triangular flow direction $\Psi_3$. Shown are results for two model scenarios: A deformed flow field ($\bar{\epsilon}_3 = 0.25$) in a spatially isotropic ($\bar{v}_3 = 0$) density distribution (thick blue lines), and a source with triangular geometric deformation ($\bar{\epsilon}_3 = 0.25$) expanding with radially symmetric ($\bar{v}_3 = 0$) flow (thin red lines). For the two scenarios the oscillations of both $R_s^2$ and $R_o^2$ are seen to be out of phase by $\pi/3$. 


For both $R_0^2$ and $R_3^2$, the oscillations for the geometrically deformed source and for the source with only a deformed flow profile are out of phase by $\pi/3$. Only for the flow-anisotropy-dominated case (thick red lines) do the HBT radii oscillate in phase with the experimental observations.

Fig. 4 illustrates that, in a coordinate system whose $x$ axis points along the triangular flow vector such that $\Psi_3=0$, the sources for these two scenarios appear rotated by $60^\circ$ relative to each other. The left sketch shows the 50% contour of the emission function for pions with $K_\perp=0$ for the source with $\bar{\epsilon}_3=0.25$, $\bar{v}_3=0$ while the source corresponding to the right sketch has $\bar{\epsilon}=0$ and $\bar{v}_3=0.25$.

![Half-maximum contour plots for the emission functions for $K_\perp=0$ pions, for two sources with $\bar{\epsilon}=0.25$, $\bar{v}_3=0$ ("geometry dominated", left) and with $\bar{\epsilon}=0$, $\bar{v}_3=0.25$ ("flow anisotropy dominated", right). In both cases the sources are oriented such that the triangular flow angle $\Psi_3$ points in $x$ direction.](image)

Of course, in general the source will exhibit flow and geometric anisotropies concurrently. Figure 5 shows the triangular oscillations of $R_{0,3}^2$ for a sequence of sources that all have the same triangular flow anisotropy $\bar{v}_3=0.25$ but feature varying degrees of spatial triangularity $\bar{\epsilon}_3$. The oscillation amplitudes, as well as the mean values, of both $R_2^2$ and $R_3^2$ increase monotonically with triangularity $\bar{\epsilon}_3$. As Fig. 1 shows, just after $\bar{\epsilon}_3$ reaches the value 0.26, the flow angle $\Psi_3$ flips from 0 to $\pi/3$. This is reflected in Fig. 5 by a sudden 60° phase shift relative to $\Psi_3$ of both $R_2^2$ and $R_3^2$ oscillations. For the given flow anisotropy $\bar{v}_3=0.25$, as long as $\bar{\epsilon}_3<0.26$, $R_3^2$ has a minimum for emission along the triangular flow plane, as observed in experiment; only for spatial deformation $\bar{\epsilon}_3>0.26$ the outward radius becomes maximal for emission in $\Psi_3$ direction. The observed phase of the sideward and outward HBT thus tells us only that the measured HBT oscillations correspond to a source in which triangular flow anisotropies dominate over geometric triangular deformation effects that are boosted by superimposed radial flow. Thus, while a direct measurement of $\bar{\epsilon}_3$ is not possible, the observed oscillation phase can perhaps be used to put limits on the ratio $\bar{\epsilon}_3/\bar{v}_3$ in theoretical models. It is, however, likely that such limits depend on the details of the model emission function.

![Triangular oscillations of $R_2^2$ (a) and $R_3^2$ (b) for pion pairs with momentum $K_\perp=0.5$ GeV, as a function of emission angle $\Phi$ relative to the triangular flow direction $\Psi_3$. Shown are results for a source with fixed triangular flow anisotropy $\bar{v}_3=0.25$, for a range of triangular spatial deformations $\bar{\epsilon}_3$. One sees that the phase of the HBT oscillations relative to the flow angle $\Psi_3$ flips by $\pi/3$ between $\bar{\epsilon}_3=0.25$ and 0.3, as a result $\Psi_3$ itself flipping by $\pi/3$ (see Fig. 1).](image)

To explore this last question a bit further, we return to the completely “geometry dominated” ($\bar{\epsilon}=0.25$, $\bar{v}_3=0$) and completely “flow anisotropy dominated” ($\bar{\epsilon}=0$, $\bar{v}_3=0.25$) sources studied in Figs. 3 and 4. In Fig. 6 we show for these extreme models the $K_\perp$-dependence of their third-order oscillation amplitudes $R_{0,3}^2$ and $R_{0,3}^2$. At low $K_\perp$, the opposite signs of the oscillation amplitudes $R_{0,3}^2$ and $R_{0,3}^2$ are reflected in Fig. 6 by a sudden change in $R_{0,3}^2$ values, of both $R_{0}^2$ and $R_{3}^2$, at $K_\perp=0.5$ GeV, as a function of momentum $K_\perp$. The oscillation amplitudes, as well as the mean values, of both $R_2^2$ and $R_3^2$ increase monotonically with $\Psi_3$ direction. The observed phase of the sideward and outward HBT thus tells us only that the measured HBT oscillations correspond to a source in which geometrical and triangular flow anisotropies dominate over geometric triangular deformation effects that are boosted by superimposed radial flow. Thus, while a direct measurement of $\bar{\epsilon}_3$ is not possible, the observed oscillation phase can perhaps be used to put limits on the ratio $\bar{\epsilon}_3/\bar{v}_3$ in theoretical models. It is, however, likely that such limits depend on the details of the model emission function.

![$K_\perp$-dependence of the third-order oscillation amplitudes of $R_{0}^2$ and $R_{3}^2$, for the “geometry dominated” (a) and “flow anisotropy dominated” (b) sources studied in Figures 3 and 4.](image)
oscillation amplitudes in Figs. 6a and 6b reflect the phase shift of the oscillations by \( \pi/3 \) between the two types of sources. For the flow-dominated source in Fig. 6b, the sign of \( R^2_{3,3} \) flips near \( K⊥ ≈ 0.6 \text{ GeV} \), causing the squares of the sideward and outward radii to oscillate in phase at large \( K⊥ \). This contradicts the out-of-phase oscillation pattern seen in the data (Fig. 2) which are integrated over \( K⊥ \) and thus, due to the exponentially falling single-particle spectra, dominated by \( K⊥ ≲ 0.5 \text{ GeV} \). On the other hand, the zero of \( R^2_{3,3} \) in Fig. 6b near \( K⊥ ≈ 0.6 \text{ GeV} \) provides an intriguing possible explanation for the experimentally observed much smaller oscillation amplitude in sideward than in outward direction: \( R^2_{3,3} \) passes through zero close to the most likely \( K⊥ \) value in the measured pion sample. Obviously, it is unsafe to assume that the experimentally measured source is characterized by zero triangularity \( \bar{\varepsilon}_3 \) as assumed in Fig. 6b. However, this figure strongly suggests that a careful experimental study of the \( K⊥ \)-dependence of the HBT oscillation amplitudes can provide significant quantitative constraints on the relative importance of spatial triangularity and triangular flow anisotropy in heavy-ion collision fireballs at freeze-out.

C. Emission contours as functions of emission angle

![Image of emission contours](image1)

**FIG. 7.** (Color online) Contours of the homogeneity regions for pion pairs with \( K⊥ = 0.5 \text{ GeV} \), as a function of the emission angle \( \Phi−\Psi_3 \) (increasing in steps of 30°), for “geometric dominated” sources with fixed \( \varepsilon_3 = 0.25 \) and varying \( \bar{\varepsilon}_3 \), as indicated in the panels.

We close this section by illustrating the characteristics of our toy model source, as seen by the HBT femtoscope, for a range of spatial triangularities \( \varepsilon_3 \) and triangular flow anisotropies \( \bar{\varepsilon}_3 \), by plotting the 50% contours of the effective emission regions (“regions of homogeneity”) as functions of emission angle \( \Phi−\Psi_3 \). We always orient the sources such that \( \Psi_3 = 0 \), and focus on pion pairs with \( K⊥ = 0.5 \text{ GeV} \).

![Image of emission contours](image2)

**FIG. 8.** (Color online) Similar to Fig. 7, but for “flow anisotropy dominated” sources with fixed \( \bar{\varepsilon}_3 = 0.25 \) and varying \( \varepsilon_3 \), as indicated in the panels.

*In Fig. 7 we study sources with fixed spatial triangularity \( \varepsilon_3 = 0.25 \) and variable triangular flow anisotropy \( 0 ≤ \bar{\varepsilon}_3 ≤ 0.25 \). In Fig. 8 the roles of \( \varepsilon_3 \) and \( \bar{\varepsilon}_3 \) are reversed: \( \bar{\varepsilon}_3 \) is fixed at 0.25, and \( \varepsilon_3 \) is varied between 0 and 0.25. In Fig. 9, finally, we set \( \varepsilon_3 = \bar{\varepsilon}_3 \) and vary both parameters together from 0 to 0.25. The emission angle \( \Phi \) is increased in steps of \( \pi/6 = 30° \).

By following the emission contours around the circle, focussing on the \( \Phi \)-dependence of their diameters in radial and tangential directions, one can qualitatively see the oscillations of the HBT radii in outward and sideward directions. Obviously, the flow-dominated sources with \( \bar{\varepsilon}_3 > \varepsilon_3 \) generate the most complicated shapes for the homogeneity regions. For the sources with \( \varepsilon_3 = \bar{\varepsilon}_3 \) in Fig. 9, the homogeneity regions are nearly elliptical for almost all parameter values and emission angles.
IV. CONCLUSIONS

Using a simple triangularly deformed Gaussian toy model for an expanding source with triangular flow anisotropy, we performed an exploratory study of the possible origins of the third-order harmonic oscillations of the HBT radius parameters as functions of the azimuthal emission angle around the beam axis that were recently discovered by the PHENIX collaboration in 200 A GeV Au+Au collisions at RHIC. We developed a general double Fourier expansion technique to study HBT oscillations of any harmonic order and applied the technique to our toy model for the case of triangular \( (n = 3) \) oscillations. We also pointed out that, since the oscillations are measured relative to the triangular flow which is generated by fluctuations in the initial colliding nucleon distribution around the smooth average Woods-Saxon density, one should in principle account for event-by-event fluctuations of the emitting source, and that the HBT radii of the ensemble-averaged emission function are not identical with those extracted from experiment by averaging the correlation function over pairs from a large ensemble of events. Exploring this theme further will be left to a future study. Here we focused on harmonic oscillations of the HBT radii from a smooth (but deformed) average source.

We showed that, in contrast to second-order oscillations which, in certain limits, can measure the elliptic geometric deformation of the source, third-order oscillations in general provide no direct information about the triangular geometric shape of the emitting source. A spatial triangular deformation can cause third-order HBT oscillations only by coupling to radial transverse flow, and this complicates their interpretation because the HBT radii depend also on the amount of radial flow.

Perhaps more naturally, third-order HBT oscillations can be driven by triangular hydrodynamic flow. We showed that these two alternatives generate triangular flows of the emitted particles whose directions differ by 60°, and that this causes a similar 60° phase shift of the HBT radii oscillations when measured as functions of the emission angle relative to the triangular flow direction. The phase of the oscillations seen in the PHENIX experiment was shown to be consistent with a source whose flow anisotropy \( \bar{v}_3 \) dominates over its spatial triangularity \( \bar{c}_3 \) in its effect on azimuthal HBT variations. Furthermore, we showed that in such a “flow anisotropy dominated” scenario the oscillation amplitude for the square of the sideward HBT radius \( R_{c_3}^2 \) flips sign at intermediate \( K_\perp \) values of order 0.5 GeV, providing a natural explanation for the observed weakness of the sideward oscillations relative to those in outward direction. A systematic study of the \( K_\perp \)-dependence of the HBT oscillation amplitudes can help to substantiate this interpretation of the data and constrain the relative magnitude of the triangular spatial deformation \( \bar{c}_3 \) and flow anisotropy \( \bar{v}_3 \).

Acknowledgments

We thank Zhi Qiu for many fruitful discussions. This work was supported by the U.S. Department of Energy under Grants No. DE-SC0004286 and (within the framework of the JET Collaboration) DE-SC0004104.

Appendix A: Fourier expansion of additional \( R_{ij}^2 \)

Here we complement the Fourier expansions for \( R_{s}^2 \) and \( R_{c_3}^2 \) given in Eqs. (32-35) by those for the remaining four HBT radius parameters:

\[
R_{ij}^2 = \int_x 2\pi r^2 \left( \text{sh} \beta r c \right)^2 \mathcal{X}_0 - \int_{x,x'} 4\pi^2 r r' \left( \text{sh} \beta r c \right) \left( \text{sh} \beta r' c \right) \mathcal{X}_0 \mathcal{X}_0', 
\]

\[
R_{ij,0}^2 = \int_x 2\pi r^2 \left( \text{sh} \beta r c \right)^2 x_0' - \int_{x,x'} 4\pi^2 r r' \left( \text{sh} \beta r c \right) \left( \text{sh} \beta r' c \right) \xi_0, 
\]

\[
R_{ij,k}^{(c)} = \int_x 2\pi r^2 \left( \text{sh} \beta r c \right)^2 x_k' - \int_{x,x'} 4\pi^2 r r' \left( \text{sh} \beta r c \right) \left( \text{sh} \beta r' c \right) \Re \epsilon_k, 
\]

\[
R_{ij,k}^{(s)} = \int_x 2\pi r^2 \left( \text{sh} \beta r c \right)^2 y_k' - \int_{x,x'} 4\pi^2 r r' \left( \text{sh} \beta r c \right) \left( \text{sh} \beta r' c \right) \Im \epsilon_k, 
\]

\[
R_{os}^2 = \int_x 2 \left[ r^2 \mathcal{Y}_2 - 2 \beta r c \mathcal{Y}_1 \right] - \int_{x,x'} 4\pi^2 \left[ r r' \mathcal{Y}_1 \mathcal{Y}_1' - \beta R r c \mathcal{Y}_0 \mathcal{Y}_0' \right], 
\]

\[
R_{os,0}^2 = \int_x 2 \left[ r^2 y_0' - 2 \beta r c \mathcal{Y}_1 \right] - \int_{x,x'} 4\pi^2 r r' \left[ r \zeta_0' - \beta \tau r c \zeta_0 \right], 
\]

\[
R_{os,k}^{(c)} = \int_x 2 \left[ r^2 y_k' - 2 \beta \tau c \mathcal{Y}_1 \right] - \int_{x,x'} 4\pi^2 r r' \left[ r \Re \zeta_0 - \beta \tau r c \Re \zeta_0 \right], 
\]

\[
R_{os,k}^{(s)} = -\int_x 2 \left[ r^2 x_k' - 2 \beta \tau c \mathcal{Y}_1 \right] - \int_{x,x'} 4\pi^2 r r' \left[ r \Im \zeta_0 - \beta \tau r c \Im \zeta_0 \right]. 
\]
\[ R_{t_{s,0}}^2 = \int_x 2\pi \tau (\text{sh} \theta - \beta_{t} \text{ch} \theta) y_1^0 - \int_{x,x' \neq x} 4\pi^2 \tau (\text{sh} \theta - \beta_{t} \text{ch} \theta) \zeta_{01} \],

\[ R_{t_{s,k}}^2 = \int_x 2\pi \tau (\text{sh} \theta - \beta_{t} \text{ch} \theta) y_1^k - \int_{x,x' \neq x} 4\pi^2 \tau (\text{sh} \theta - \beta_{t} \text{ch} \theta) \text{Re} \zeta_{01}^k \],

\[ R_{t_{s,k}}^{2(c)} = -\int_x 2\pi \tau (\text{sh} \theta - \beta_{t} \text{ch} \theta) x_1^k - \int_{x,x' \neq x} 4\pi^2 \tau (\text{sh} \theta - \beta_{t} \text{ch} \theta) \text{Im} \zeta_{01}^k \].
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