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Abstract

In the advent of the twenty-first century, human beings began to closely interact with technology. Today, technology is developing, and as a result, the world wide web (www) has a very important place on the Internet and the significant task is fulfilled by Web services. A lot of Web services are available on the Internet and, therefore, it is difficult to find matching Web services among the available Web services. The recommendation systems can help in fixing this problem. In this paper, our observation was based on the recommended method such as the collaborative filtering (CF) technique which faces some failure from the data sparsity and the cold-start problems. To overcome these problems, we first applied an ontology-based clustering and then the k-nearest neighbor (KNN) algorithm for each separate cluster group that effectively increased the data density using the past user interests. Then, user ratings were predicted based on the model-based approach, such as singular value decomposition (SVD) and the predictions used for the recommendation. The evaluation results showed that our proposed approach has a less prediction error rate with high accuracy after analyzing the existing recommendation methods.
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1. Introduction

Web services are supported by server-side data and information sharing between computers through the Internet. Humans commonly interact with technology, and as a result, the Web has been expanding to a large number of Web services which support developers in their making of products or services. Consequently, most Web service users face the problem of finding complementary Web services. Therefore, the solution to this problem is “recommendation” which can help Web users in discovering Web services effectively and efficiently.

This recommendation has been described with three types of classifications: [1] content-based, CF, and hybrid filtering. The CF technique is categorized into model-based, memory-based, and hybrid-based [2], [3] types of service recommendation. In our proposed approach we used a model-based CF method that was built with an SVD algorithm.

We selected the CF approach because the content-based approach has some drawbacks [4]. The main problem with the content-based approach is that it requires the users’ personal information. Collecting and using the users’ personal information is risky because hackers can breakdown or damage the system and filch users’ information. However, CF only uses the users’ past interests and assumes them to be their future interests. Therefore, users’ personal information is not highly affected. Hybrid filtering is a combination of CF and content-based filtering [5].

We focused on the main problems of the CF approach, such as data sparsity and cold-starting problems and solved them using the proposed approach. These problems occur from a weak user’s cooperation with the given rate on the rating mechanism and comments on a feedback mechanism. Therefore, it is difficult to recognize the similarity between users. However, CF also has problems with system scalability, shilling attack, and synonymy.

There are available methods for reducing data sparsity and cold-starting. Some of these methods use transitive association [6], make clustering for reducing dimensionality by latent semantic indexing [2],[7], use binary preferences for recommendation [8], and use correlation and cosine methods [3] that can be applied to give good recommendation results by reducing the data sparsity. We selected clustering-based methods for reducing the data sparsity and there are several available clustering methods [9]–[13]. We selected a specificity-based novel ontology generation method [13], [14] as our clustering approach to classifying the better cluster groups. This clustering approach presented higher precision, recall, and f-measure performance by comparing it with other existing clustering approaches. After classifying the cluster groups, we applied the KNN powerful machine learning algorithm for alleviating the sparsity in each cluster group [15] separately. This algorithm computes the nearest neighbors and assigns a similarity value for the user’s missing fields in the data set. Next, we applied the latent semantic analysis (LSA) method such as the SVD algorithm to predict user ratings using the updated user-service data set by KNN. The reason for applying SVD for the CF process is that it shows better performance than other existing model-based approaches. SVD-based recommendation algorithms can make high-quality recommendations quickly. The result showed that it can produce a low dimensional representation of the original user-service space and these predicted ratings were used to enhance the recommendation.

For calculating the accuracy of the predicted dataset, we used mean absolute error (MAE) and root mean square error (RMSE). We compared our approach with three different sparsity levels and a different number of Web service data, different sparsity alleviating methods including different clustering approaches, different types of SVD improvement techniques, and also compared it with the existing recommendation methods. Based on the result of the
comparison, we identified that our proposed method generated the best recommendation result with lower MAE and RMSE error rates.

We discussed the remainder of the paper as follows. In section two, we discuss related work, section three is the motivation, section four is the overview of the proposed recommendation approach, section five is the experiments and evaluations, and section six is the conclusion and implications for future work.

2. Related Work

2.1 Collaborative Filtering
The CF approach [2], [3] is applied to predict and recommend new services for a particular user based on other users’ opinions. Our proposed approach is based on the user service matrix and it gets the result by analyzing the matrix. The assumption is that “users who adopted the same behavior in the past will tend to agree also in the future” [16].

The CF approach can be constructed using the following methods: memory-based and model-based recommendations[16]. However, the memory-based recommendation method depends on the user-item correlation. The memory-based approach uses the neighborhood-based methods [17], like KNN [18], the Pearson correlation coefficient (PCC) [2]. This method computes the similarity between user and item and converts the preference knowledge into predictions [19], [20]. The drawback is that they want to access the entire dataset to be able to predict with specific indexing techniques. Therefore, the data scale is increasing. The model-based recommendation method considers the preference matrix and [19] uses online and offline phases to predict the recommendation. In the offline phase analyzed by the personalization model and in the online phase, the method predicts user interest with items. The dimensionality reduction technique [16] also uses the model-based method. The famous model-based techniques [21] are matrix factorization [22], artificial neural network [23], and Bayesian network. According to the matrix factorization, using SVD can capture the latent relationship between users and services. That allows us to compute the likeliness of a certain service by a user. Otherwise, SVD can produce a low dimensional representation of the original user-service space and then compute the neighborhood in reduced space [22]. Zainab Al-Zanbouri [24] has implemented a context-aware matrix factorization model to build a recommender system where energy consumption is the main Quality of Services (QoS) attribute considered for energy-efficient service recommendation. By considering these different techniques, we selected the SVD-based recommendation since it has a high accuracy with minimum wastage time [25].

Further study of the recommendation revealed that in addition to the above-mentioned methods, the recommendation made by deep learning gives more effective results [26].

2.2 Challenges of User-based CF Algorithms
One of the best recommendation methods is CF which can use the user-service matrix. However, when increasing the user services on the Web, the recommendation system is adapted to facing some problems. In the dataset, most users do not actively interact with the rating mechanism. Therefore, the dataset is filled with unrating (null) values. This problem is referred to as a data sparsity problem. CF faces other problems, such as new users or services coming into the system. This problem is called the cold-starting. These problems interrupt the system to find the user-service relationship and challenge to construct an effective recommendation.
2.2.1 Data Sparsity Problem

One of the main problems of CF is the data sparsity problem. This can reduce the recommendation performance. There are available approaches to reduce data sparsity. One of these approaches uses ontology-based cluster results [2] to overcome the sparsity problem and improve the recommendation performance. Another approach uses association retrieval technology [27] based on the user’s feedback data. Another approach is based on a simplified similarity measuring method [28]. They use ratings and then convert them into binary preference values and establish the similarity groups of users. The simple machine learning technique KNN that is used for sparsity data reduction [29] is that it selects a k number of users and finds their similarities. And using KNN for uncertain data [30], it makes KNN not to wait for test tuple, because it is categorized as a lazy learner. Therefore, the prediction time is less than that of other approaches and we selected the KNN-based sparsity reduction for our proposed approach. These methods support the sparsity reduction and improve the recommendation performance.

2.2.2 Cold Starting Problem

Another problem with CF is the cold-starting problem. These problems occur with empty ratings in user and item profiles.

Generating the ontology-based clustering method [2], the constructed item-based clustering groups and the clusters help to alleviate the item-based cold-starting problem. They also use the heuristic similarity measurement [31] method for avoiding cold-starting. Another existing method [32] for alleviating the cold-starting problem is the use of the social balance theory to check enemies and find available friends. Then they make a recommendation upon the preferred service of friends and non-preferred services of enemies of their target users.

3. Motivation

The main problems of collaborative filtering-based recommendations are data sparsity and cold starting. These problems in the user-service data set occur with limited user interaction with the user-service rating matrix or the empty user-service profiles. As a result, the recommendation system cannot predict the best recommendations. Therefore, this kind of system becomes a failure, because it has a high error rate.

| Users | Web Services | w_1 | w_2 | w_3 | w_4 | w_5 | w_6 | w_7 | w_8 |
|-------|--------------|-----|-----|-----|-----|-----|-----|-----|-----|
| u_1   |              | 1   | 0   | 1   | 0   | 0   | 0   | 0   | 0   |
| u_2   |              | 0   | 0   | 0   | 0   | 0   | 1   | 0   |     |
| u_3   |              | 1   | 0   | 0   | 1   | 0   | 0   | 0   | 1   |
| u_4   |              | 0   | 0   | 0   | 1   | 0   | 0   | 0   |     |
| u_5   |              | 0   | 0   | 0   | 1   | 0   | 0   | 0   |     |
| u_6   |              | 0   | 0   | 0   | 0   | 0   | 0   | 0   |     |
| u_7   |              | 0   | 1   | 0   | 0   | 0   | 0   | 1   |     |

Seven users and eight Web services ratings are shown in Table 1. There, all users do not actively interact with the rating system. When increasing the number of users and services, it is often difficult to generate good results.
3.1 Example of Data Sparsity Problem

See Table 1, let active user $u_4$. The user $u_4$ only interested to service $w_5$. Then find who interested in the $w_5$. But, except $u_4$ no one likes to $w_5$. Therefore, when the system cannot be built by any relations for $u_4$, the system struggles to make a prediction. This situation is called a data sparsity problem.

3.2 Example of Cold-start Problem

When $u_6$ and $w_6$ are not active yet, their profile is empty. That is, there is no information for making any kind of relationship with users and/or services. Therefore, the system cannot make predictions. This problem is called the cold-start.

When making the Web service recommendation, these sparsity and cold-start problems also exist. Web service users also have to face some troubles with wastage of time and cost as a result of these problems. This motivated us to use a proper approach to overcome these problems effectively.

According to the literature review, we found that clustering methods help to categorize the available services accurately and KNN is a powerful machine learning algorithm that makes the similarity between users. Also, the SVD method showed better results in the model-based collaborative filtering. Therefore, we chose the clustering approach for alleviating the above problems with the support of the KNN algorithm. That fills non-voting values calculating the similarity between users. Then we applied SVD and it helped to make better recommendation results.

4. Proposed Recommendation Approach

Fig. 1 shows the architecture of the proposed recommendation approach, which contains four main phases.

Step 1: First, we have collected the user service dataset.

Step 2: (i) For reducing the sparsity, initially we applied the ontology-based clustering method [13] to categorize Web services.

(ii) Then we applied the KNN algorithm for each categorized group. It calculated the similarities between each user and assigned ratings for non-votings.

Fig. 1. Architecture of the proposed method for recommending Web services
Step 3: After reducing the sparsity, we applied the SVD method to a new matrix dataset for the users’ rating prediction.
Step 4: These prediction results were used for getting the recommendation results.

4.1 Data Collection

First, we collected the user-service input data as 400 real Web services with 200 simulated users’ ratings. In the rating matrix \((u, w)\), its rows represent each user \((u)\) and its columns represent each service \((w)\). User \((u)\) can vote 1 to 5 value for each service \((w)\). If it has 0 ratings, that means user \(u\) cannot vote for Web service \(w\).

\[
    r_{u,w} = \begin{cases} 
    r, & r = 1, 2, 3, 4, 5 \text{ if user } u \text{ rated service } w, \\
    0, & \text{ Otherwise} 
    \end{cases}
\]

4.2 Resolving the CF Problems

As shown in Fig. 1, the sparsity alleviation process is used for resolving the CF problems before the rating prediction. It is highly important for maintaining the recommendation accuracy. Therefore, we first applied a clustering-based approach and then used the KNN algorithm to reduce the CF problems.

4.2.1 Resolving Sparsity Problem

\begin{algorithm}
\caption{Sparsity Alleviating}
\begin{algorithmic}[1]
\State \textbf{Input} \hspace{1cm} \text{W: Web Service Dataset}
\hspace{1cm} \text{U: User’s dataset}
\hspace{1cm} \text{R: User Service invoke data}
\hspace{1cm} \text{C: Web service clustering results}
\State \textbf{Output} \hspace{1cm} \text{O: Recommendation results}
\State \For{each user \(U\)}
\State \hspace{1cm} \(C_g\) = divided rating data \((r_{uw})\) in \(R\) separately for each \(C\) cluster groups;
\State \hspace{1cm} \For{each cluster \(C_g\)}
\State \hspace{1cm} \(R’\) = Update non-rate Web services in \(C_g\) using KNN;
\State \hspace{1cm} \end{for}
\State \hspace{1cm} \end{for}
\State \For{each user, invoke data \((r_{uw})\) in \(R’\)}
\State \hspace{1cm} \(N\) = new predicted rating using SVD;
\end{algorithmic}
\end{algorithm}
Since the user-service matrix is very sparse, we cannot capture the meaningful latent relationship. For reducing the sparsity, we first used the ontology-based clustering result. It divided Web services into preferred cluster groups. Therefore, similar users will come to the same cluster. After that, we applied the KNN algorithm for calculating user similarities in each cluster group. The KNN results were used for getting the rating values to fill in the non-rating services. Fig. 2 presents our method of solving the sparsity problem and algorithm 1 describes the overall process of solving the sparsity problem and continuing recommendation.

4.2.1.1 Apply Clustering

As a process of alleviating the sparsity problem, we first applied the clustering approach for re-coordinating the matrix. As a clustering approach, we used the previous ontology-based clustering results [15]. This clustering approach is applied only for Web services in our user-service data set. According to Fig. 3, we first selected real Web services from Web services repositories and Web Ontology Languages for Services (OWL-S) (http://projects.semwebcentral.org/projects/owls- tc/). This has Web service description languages (WSDL), documents related to the five domains of Film, Food, Medical, Vehicle, and Book. Then they extracted five features as the service name, operation name, port name, input, and output messages from each WDSL documents. After extracting the features, they calculated the domain specificity and similarity weight [15] based on each of the extracted terms, and using these calculation results, they generated ontology. Then they calculated the service similarity based on each of the node relationships of the generated ontology, and finally, they found cluster results using the similarity values and agglomerative clustering algorithm. All Web services were grouped into the above five cluster groups. The reason for using this approach is that it showed better clustering results than other existing approaches as described in [15].

4.2.1.2 KNN Calculation

As a process of alleviating the sparsity problem, we first applied the clustering approach for re-coordinating the matrix. As a clustering approach, we used the previous ontology-based clustering results [15]. This clustering approach is applied only for Web services in our user-service data set. According to Fig. 3, we first selected real Web services from Web services repositories and Web Ontology Languages for Services (OWL-S) (http://projects.semwebcentral.org/projects/owls- tc/). This has Web service description languages (WSDL), documents related to the five domains of Film, Food, Medical, Vehicle, and Book. Then they extracted five features as the service name, operation name, port name, input, and output messages from each WDSL documents. After extracting the features, they calculated the domain specificity and similarity weight [15] based on each of the extracted terms, and using these calculation results, they generated ontology. Then they calculated the service similarity based on each of the node relationships of the generated ontology, and finally, they found cluster results using the similarity values and agglomerative clustering algorithm. All Web services were grouped into the above five cluster groups. The reason for using this approach is that it showed better clustering results than other existing approaches as described in [15].

4.2.1.2 KNN Calculation

After re-coordinating the matrix according to the clustering result, as shown in Fig. 1, We applied KNN algorithm for these cluster groups (Film, Food, Medical, Vehicle, and Book)
separately. It calculated the similarities of the most similar users in there and filled missing ratings according to the similarity values. However, we did not use the KNN as a clustering approach. We used it here only to compare similarities and predict missing ratings.

We used KNN because KNN [33] is a simple and fast machine learning technique for CF (See Fig. 4, the process of KNN), it selected \( k \) number of nearest neighbors (Users), and \( k \) was used as a smoothing parameter. This method used \( k = 40 \), according to the [33] and they represented their result help with the 100K and 1M dataset with \( k=40 \) and proved that it has a better result with minimum time. And also we used evaluation for finding the value of \( k \) and we selected as \( k = 40 \). We found their similarities using Equation (4), and then used Equation (2) for generating the prediction.

In our KNN calculation, the prediction \( \hat{R}_{u,w} \) is set as:

\[
\hat{R}_{u,w} = \frac{\sum_{v \in N^k_w(u)} \text{sim}(u,v) \cdot r_{v,w}}{\sum_{v \in N^k_w(u)} \text{sim}(u,v)}; \quad r_{u,w} = 0; \quad (2)
\]

\[
\hat{R}_{u,w} = r_{u,w}; \quad r_{u,w} \in 1,2,3,4,5; \quad (3)
\]

\( N^k_w(u) \) - \( k \) nearest neighbors of user \( u \) that rated for the Web service \( w \)
\( K \) - max number of neighbors
\( r_{u,w} \) and \( r_{u,w} \) - actual rating values of user \( u \) and user \( v \) on the Web service \( w \)

The similarity is calculated using Equation (4).

\[
\text{sim}(u,v) = \frac{\sum_{w \in W} (r_{u,w} - \bar{r}_u)(r_{v,w} - \bar{r}_v)}{\sqrt{\sum_{w \in W} (r_{u,w} - \bar{r}_u)^2} \sqrt{\sum_{w \in W} (r_{v,w} - \bar{r}_v)^2}} \quad (4)
\]

\( \bar{r}_u \) and \( \bar{r}_v \) is the average rating values of different services of user \( u \) and user \( v \).

---

**Fig. 4.** Steps of KNN process

**Fig. 5.** Process of solving the cold-start problem
4.2.2 Resolving the Cold-start Problem

Cold-start is a difficult problem of the CF recommendation. If the rating matrix has a new user or service, CF cannot build a relationship between others. Therefore, we applied the following process to avoid the cold-start problem as shown in Fig. 5.

4.2.2.1 Avoiding User-based Cold-start Problem

Using the user-service rating matrix, we calculate the sum of the ratings in each service and then select the maximum ten ratings as top Web services (trendings). The rating values for those selected services are applied using the Gaussian random number generation (GRNG) and those ratings are used as the newly entered user's ratings. After that, we continue the process using the KNN. The overall process of avoiding the user-based cold-start problem and continuing the recommendation process is described in algorithm 2.

Algorithm 2: Avoiding the User-based Cold-start Problem

Input
- $W$: Web Service Dataset
- $U$: User’s dataset
- $R$: User Service invoke data
- $C$: Web service clustering results
- $C_g$: Selected cluster groups
- $U_{new}$: New users

Output $O$: Recommendation results

1. For each service $w$ do
2.   $W_s = \text{calculate summation of rating data (} r_{new} \text{)}$ in $R$;
3.   end-for
4. $W_{\text{Max}} = 10 \text{ Maximum } W_s$;
5. For each $U_{new}$ do
6.   For each $W_{\text{Max}}$ do
7.     $R' = \text{Update } W_{\text{Max}} \text{ using Gaussian distribution}$;
8.     end-for
9.   end-for
10. $C_{new} = C_g + R'$
11. For each cluster $C_g$ do
12.   $R'' = \text{Update non-rate Web services in } C_{new} \text{ using KNN}$;
13. end-for
14. For each user, invoke data $(r_{new})$ in $R''$ do
15.   $N = \text{new predicted rating using SVD}$;
16. end-for
17. $O= \text{Do recommendation using } N$;

4.2.2.2 Avoiding Service-based Cold-start Problem

When a new Web service is available in the system, we first apply ontology-based cluster generation into the new service, and through that, we can identify the relevant cluster group of the new service. Then we calculate each user's average of ratings in each separate cluster and identify each user’s preference cluster groups. Finally, GRNG is used to apply ratings for the new Web service based on the cluster group of the new service and preference users of that cluster. After that, we continue the process using the KNN. The overall process of avoiding the service-based cold-start problem and continuing the recommendation process is described in algorithm 3.
Algorithm 3: Avoiding the Service-based Cold-start Problem

**Input**

- $W$: Web Service Dataset
- $U$: User’s dataset
- $R$: User Service invoke data
- $C$: Web service clustering results
- $C_g$: Selected cluster groups
- $W_{new}$: New services

**Output**

- $O$: Recommendation results

1. For each $U_{new}$ do
2. $C_{new} =$ find related cluster group
3. end-for
4. For each user $U$ do
5. $C_i =$ calculate summation of rating data ($r_{uw}$) in $R$ separately for each $C$ cluster group; //for each user separately for five domain clusters
6. Maximum clusters $C_s$ = user’s preference clusters
7. end-for
8. For each $U_{new}$ do
9. If $C_{new} =$ Maximum clusters $C_i$;
10. If $r_{uw} == 0$
11. $R' =$ Update non-rate Web services in $C_{new}$ using Gaussian distribution;
12. end-if
13. end-if
14. end-for
15. $C_{new} = C_g + R'$
16. For each cluster $C_g$ do
17. $R'' =$ Update non-rate Web services in $C_{new}$ using KNN;
18. end-for
19. For each user, invoke data ($r_{uw}$) in $R''$ do
20. $N =$ new predicted rating using SVD;
21. end-for
22. $O =$ Do recommendation using $N$;

4.3 Rating Prediction

After reducing the sparsity using KNN, then we can turn it into the rating prediction and improve our results. In such a case, we apply the matrix factorization technique as the SVD method. SVD is built from linear algebra. It is used as a dimensionality reduction technique in generating better recommendation results. The rating prediction process is shown.
The prediction result $\hat{r}_{u,w}$ is set as:

$$\hat{r}_{u,w} = \mu + b_u + b_w + q_w^T p_u$$  \hspace{1cm} (5)

$\mu$ - mean of all ratings, it depends on our dataset.

$bu$, $bw$ - Observed deviation of user $u$, Web service $w$.

If user $u$ is unknown, then the $bu$ and $pu$ are assumed to be zero. The same applies to Web service $w$ with $bw$ and $qw$.

Then we minimize the regularized squared error for an estimate of all the unknown values.

$$\sum_{r_{u,w} \in R_T} (r_{u,w} - \hat{r}_{u,w})^2 + \lambda(b_w^2 + b_u^2 + ||q_u||^2 + ||p_u||^2)$$  \hspace{1cm} (6)

The minimization is performed by a very straightforward stochastic gradient descent:

$$b_u \leftarrow b_u + \gamma(e_{u,w} - \lambda b_u)$$

$$p_u \leftarrow p_u + \gamma(e_{u,w} q_w - \lambda p_u)$$

$$q_w \leftarrow q_w + \gamma(e_{u,w} p_u - \lambda q_w)$$

$$r_{u,w} \leftarrow \hat{r}_{u,w} - \gamma e_{u,w}$$  \hspace{1cm} (7)

$\gamma$ = learning rate

$\lambda$ = regularization term

$e_{u,w}$ = error of training and predicted dataset

$R_T$ = set of the $(u,w)$ pairs for which $r_{u,w}$ is known

$r_{u,w}$ = input dataset

For the above SVD calculation, we used $\gamma=0.005$, $\lambda=0.02$ and $\mu$. $\mu$ is the mean of all ratings and it depends on the dataset. $\gamma$ and $\lambda$ found by the evaluations. And also, according to [33], they represented their result help with the 100K and 1M dataset with those values and proved that it has a better result with minimum time.

With the support of SVD, we predicted all user ratings that could be used for service recommendations.

### 4.4 Recommendation

We combined the recommendation approach with the above-mentioned methods of resolving the CF problems (such as sparsity and cold-start) by clustering and KNN and then rating prediction by SVD. Those prediction results were used for the recommendation.
5. Experiments and Evaluations

For implementing this approach, we used the Surprise package [33], powered by the Python language on the Microsoft Windows 10 Operating System. That includes Intel Core i5-7200U at 2.5GHz and 6GB Random Access Memory (RAM).

First, we collected ratings according to the user-services. Our dataset has simulated 200 users’ ratings and 400 real Web services. We could not find actual rating data for these real Web services. Therefore, we used a simulated dataset generated by Rupasingha et al [2], [7] using the GRNG. The dataset has high accuracy since they [2], [7] used and proved by experiments. This simulated dataset helped us to measure and evaluate performance with MAE and RMSE. We used three sparsity levels (55%, 70%, and 85%) to represent and analyze performance properly.

\[
\text{Sparsity level} = \left(1 - \frac{\text{Number of specified ratings}}{\text{Number of all possible ratings}}\right) \times 100\% \tag{8}
\]

\[
\text{MAE} = \frac{1}{N} \sum_{w=1}^{N} |r_{u,w} - \hat{r}_{u,w}| \tag{9}
\]

\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{w=1}^{N} (r_{u,w} - \hat{r}_{u,w})^2} \tag{10}
\]

\(r_{u,w} = \) training dataset user \(u\), on Web service \(w\) \hspace{1cm} \(w = \) Web services

\(\hat{r}_{u,w} = \) predicted dataset user \(u\), on Web service \(w\) \hspace{1cm} \(N = \) number of predicted values

We used MAE for measuring the deviation between prediction and actual ratings and used RMSE for measuring the square root of the average of differences between prediction and actual ratings. When the result showed smaller measuring values, it meant this approach has better performance.

5.1 Evaluation with different techniques

We alleviated sparsity using the clustering approach with the KNN algorithm and then applied SVD for rating predictions in three sparsity levels (55%, 70%, 85%). Fig. 7 (a) and (b) draft the MAE and RMSE for recommendation prediction results. It compared performance as following,

1. Only SVD – Directly applied SVD algorithm for our dataset to rating prediction and recommendation.
2. KNN + SVD – Directly applied the KNN algorithm for finding users’ similarities and filling the missing ratings (sparsity alleviating) in our dataset. Then applied SVD algorithm for updated dataset to rating prediction and recommendation.
3. Clustering + KNN + SVD – Applied ontology-based clustering approach to classifying the Web services cluster groups and then applied KNN algorithm for these cluster groups separately. That finding users' similarities and filling the missing ratings (sparsity alleviating) in our dataset. Then applied SVD algorithm for updated dataset to rating prediction and recommendation.

As shown in Fig. 7, Our proposed approach of ontology-based clustering, KNN algorithm, and SVD combined method (Clustering + KNN + SVD) showed better performance, and its 55% sparsity level has the lowest error rate. Therefore, we can consider that this combined approach is better for improving the recommendation performance.

Next, we compared the new sparsity filling technique (KNN algorithm) with different types of sparsity filling techniques such as average, median, GRNG. Before applying the above-mentioned techniques we applied the clustering method for classifying Web services and classified groups are used for Fig. 8 evaluation.

Here, the average value was got using the average user rating value of the user-specific cluster group that previously user-rated, median value select as 2.5 since all ratings are in 1-5 range, Gaussian (GRNG) was used as the random number generation, and KNN algorithm.
The results are shown in Fig. 8 (a) and (b) and it presents KNN having a minimum error rate. We can see that KNN can successfully alleviate the sparsity by selecting the most suitable rating value compared with the nearest neighbors than other sparsity alleviating methods. It seems that in KNN comparing nearest neighbors’ ratings is able to improve the performance than other methods.

The next evaluation is based on a different number of Web services. We used 200 and 400 Web services and Fig. 9 (a) and (b) show the results. According to the results, when the matrix population increases, its performance decreases.

5.2 Evaluation with Existing Methods

Then we compared the new method with the following existing recommendation methods which were based on the rating prediction with sparsity alleviation such as binary method [28], association retrieval method [27], and ontology-based clustering with the PCC [2].

1. The binary method [28] solved the sparsity problem using the simplified similarity measure (SSM) approach. It converts ratings into binary values and therefore, easily finds similar users. Then PCC is used for predicting the ratings.

2. The associative retrieval method [27] used a transitive association of users’ feedback data and the relative distance between the users’ ratings. Then they calculated their similarities and then combined them for reducing the sparsity. Then PCC is used for predicting the ratings.
3. The Clustering+PCC method [2] used Ontology-based clustering results and GRNG for sparsity alleviating and PCC for predicting the ratings.

The comparison results of these methods are shown in Fig. 10 (a) and (b). We can see that our proposed method, alleviating the sparsity using clustering and KNN and rating prediction using SVD has better performance with minimum MAE and RMSE values. And also we can see that SVD showed better prediction results comparing with other methods such as PCC. SVD can capture the latent relation between users and Web services easily and quickly. It allows us to calculate the likeliness of certain Web services by the user and able to improve the performance.

Then we compared our method clustering approach with the following existing clustering approaches to find which clustering approach is best for use. See Fig. 11 (a) and (b), it presented without clustering, using the context-aware similarity (CAS) clustering method [11], using the hybrid term similarity (HTS) [10], [12] clustering method and using the specificity aware ontology-based clustering method [13].

1. Context-aware similarity (CAS) clustering method [11] calculated its similarity by applying the support vector machine (SVM) and visualization of the cluster groups taken by the spherical associated keyword space algorithm.
2. Hybrid term similarity (HTS) [10], [12] clustering method calculated similarity by generating ontology using the hidden semantic patterns existing within complex terms and used agglomerative clustering algorithm for the clustering.
3. Specificity-aware ontology-based clustering approach [13] is applied in our proposed method and it calculated its similarity by generating the ontology based on the domain specificity and continue clustering using the agglomerative clustering algorithm.

According to this result, the specificity-aware ontology-based clustering approach [13] showed a minimum error rate. That clustering approach uses information in specific terms rather than depend on more general terms. When analyzing the domain-related information, specific terms are more powerful than general terms and that helps to give better clustering results and able to improve the performance of our approach.

5.3 Evaluation with different parameter
Then we measure the proposed approach performance by changing different parameters. The value of the $k$ in the KNN algorithm in Equation (2) is presented in Fig. 12 below. However,
when the value of $K = 40$, its error rate appears to be lower. Next, we considered the $\lambda$ in Equation (5) and $\gamma$ in Equation (6) variants of the SVD algorithm separately. The results are presented in Fig. 13 and Fig. 14 below respectively. When $\gamma = 0.005$ and $\lambda = 0.02$, its error rate is kept to a minimum.
Analyzing the above all evaluations, only a 70% sparsity level of MAE evaluation has a small deviation with 85%. However, this is not highly impacted by our performance measurement because we also calculated RMSE and this kind of deviation for 70% did not occur.

A lot of existing approaches used KNN and SVD algorithms for recommendation [35]. However, the new point of our method is we used ontology-based clustering results with the KNN and SVD algorithms. In Fig. 15, Process 1 (KNN+SVD) applied KNN and SVD algorithms only and it is applied to the whole dataset directly. In Process 2 (clustering+KNN+SVD), applied clustering results before applying the KNN and SVD algorithms. Here, firstly dataset was clustered according to the different domains using the clustering result. And then KNN applied for the separate clusters rather than applying to the whole dataset. Then applied SVD for whole dataset. According to the evaluation in Fig. 7, Process 2 (clustering+KNN+SVD) shows the better performance. Here, identifying the domain first by the clustering help to improve the result. Process 2 reduced Process 1 error rate by nearly 2.5%. In Fig. 15, 1 used to represent the rated values, and 0 used to represent the non-rated values.

### 6. Conclusion and Future Work

Having CF problems such as data sparsity and cold-start problems in existing Web service recommendation approaches shows a low performance. In this paper, our objective is to improve the recommendation result by solving the above CF problems. To achieve this objective, we used the specificity aware ontology-based clustering method combined with the KNN algorithm. This method reduced the data sparsity and cold-start problems of the user rating matrix. After that, we used the matrix factorization-based SVD algorithm for rating prediction and those predictions were used to arrive at the recommendation results. The evaluation shows that our approach has better performance with a minimum MAE and RMSE rate by comparing the existing methods and different performance evaluation methods.

In future research, we plan to apply SVD++ to improve recommendation performance and solve other CF problems such as scalability and synonymy, and simultaneously we would like to link our ontology-based clustering method with deep learning to improve the recommendation results.
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