Spin-dependent electron transport along hairpin-like DNA molecules
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The chirality-induced spin selectivity (CISS), demonstrated in diverse chiral molecules by numerous experimental and theoretical groups, has been attracting extensive and ongoing interest in recent years. As the secondary structure of DNA, the charge transfer along DNA hairpins has been widely studied for more than two decades, finding that DNA hairpins exhibit spin-related effects as reported in recent experiments. Here, we propose a setup to demonstrate directly the CISS effect in DNA hairpins contacted by two nonmagnetic leads at both ends of the stem. Our results indicate that DNA hairpins present pronounced CISS effect and the spin polarization could be enhanced by using conducting molecules as the loop. In particular, DNA hairpins show several intriguing features, which are different from other chiral molecules. First, the local spin currents can flow circularly and assemble into a number of vortex clusters when the electron energy locates in the left/right electronic band of the stem. The chirality of vortex clusters in each band is the same and will be reversed by switching the electron energy from the left band to the right one, inducing the sign reversal of the spin polarization. Interestingly, the local spin currents can be greater than the corresponding spin component of the source-drain current. Second, both the conductance and the spin polarization can increase with molecular length as well as dephasing strength, contrary to the physical intuition that the transmission ability of molecular wires should be poorer when suffering from stronger scattering. Third, we unveil the optimal contact configuration of efficient electron transport and that of the CISS effect, which are distinct from each other and can be controlled by dephasing strength. The underlying physical mechanism is illustrated.

I. INTRODUCTION

Recent works have made an important breakthrough, the so-called chirality-induced spin selectivity (CISS), in the emerging field of spintronics (see Refs. 1,2 for a review). Since the original experiment by Göhler et al. that unpolarized photoelectrons passing through self-assembled monolayers of double-stranded DNA (dsDNA) are highly spin polarized at room temperature 3, the CISS effect has been validated by numerous established groups using different experimental techniques 5–10. For instance, Xie et al. have reported by means of atomic force microscopy that a two-terminal dsDNA device behaves as an efficient spin filter, by performing direct charge transport through a single dsDNA sandwiched between two leads 5. Zwang et al. have designed electrochemical experiments to explore DNA-mediated charge transport, finding that the spin selectivity exhibits a diode-like switch when the handedness of dsDNA flips between right-handed B-form and left-handed Z-form 3. Using fluorescence microscopy, Abendroth et al. have investigated spin-dependent charge transfer in dsDNA assemblies bound with dye molecules, revealing that the fluorescence intensities are sensitive to the magnetization direction of underneath ferromagnetic substrates 10. All these experiments reach a consensus of the CISS effect in dsDNA molecules, implying the equivalence of different experimental techniques. Motivated by these experimental observations, a number of theoretical models have been put forward to understand the CISS effect 17–33. Although these models may differ from one to another, a general perspective emerges that the helical structure and the resulting spin-orbit coupling (SOC) are key factors to yield spin-selective electron transmission through chiral molecules.

Aside from the traditional double helix studied extensively, DNA can self-assemble into other structural conformations such as hairpin. DNA hairpins consist of a Watson-Crick-paired stem and an unpaired loop, as illustrated by the double helix assembled from the blue and red balls and by the arc-shaped structure from the cyan balls in Fig. 1(a), respectively. By attaching a donor chromophore to one end of the hairpin stem, photoinduced charge transfer in DNA hairpins has been widely investigated by taking diverse acceptor chromophores as the hairpin loop 34–37. Besides the DNA sequence and the distance between donor and acceptor 38–41.
naud et al. have found the loop also plays an important role in the charge transfer along DNA hairpins. They have demonstrated a new charge transfer mechanism, deep-hole transfer, in DNA hairpins by choosing a suitable chromophore as the loop, where the holes propagate through low-lying electronic states of nucleobases and the charge transfer rates are enhanced by two orders of magnitude. In particular, recent experiments have reported the spin effects of DNA hairpins. Wasielewski et al. have prepared spin-entangled radical pairs within synthetic DNA hairpins possessing donor and acceptor chromophores, and probed their spin dynamics using electron paramagnetic resonance spectroscopy. These DNA hairpins can serve as molecular spin switches and are regarded as a promising platform for applications in quantum information science. Very recently, Stener et al. have applied ultraviolet photoelectron spectroscopy to measure surface charging in photoemission from monolayers of mercurated DNA hairpins on ferromagnetic substrates, unveiling that photoionization energy depends on substrate magnetization orientation as well as the molecular handedness, a signature of the CISS effect in DNA hairpins. Nevertheless, direct evidence of the CISS effect has not yet been provided in DNA hairpins.

In this paper, we report on a thorough study of spin-dependent electron transmission through DNA hairpins, which are connected by two nonmagnetic leads at the two ends of the stem, by considering various model parameters, as illustrated in Figs. I(b) and I(c). In fact, previous works have already designed such DNA hairpins to study their conformational fluctuations, where both ends of the stem are chemisorbed by a fluorophore and a quencher. They have shown that these DNA hairpins are very stable at room temperature and can be used as molecular beacons to discriminate DNA molecules at single-nucleobase resolution. We find that DNA hairpins behave as an efficient spin filter, especially when conducting molecules are chosen as the loop. In particular, they present several intriguing phenomena which are distinct from other chiral molecules. When the electron energy locates in the two electronic bands of the stem, the local spin currents can flow circularly in space, giving rise to a number of vortex clusters where a big vortex contains several small vortices. The chirality of vortex clusters in each oscillation region (electronic band) is identical and can be reversed by tuning the electron energy from the left oscillation region to the right one. It is interesting that the local spin currents can be much greater than the spin component of the source-drain current. Furthermore, contrary to the physical intuition that the transmission ability of molecular wires should be poorer when experiencing stronger scattering, the conductance of DNA hairpins can increase with molecular length as well as dephasing strength, so does the spin polarization. Finally, the optimal contact conditions of efficient electron transport and of the spin-selectivity effect are obtained, showing that they are different from each other and depend strongly on dephasing strength.

The rest of the paper is organized as follows. Section II introduces the model Hamiltonian of DNA hairpins with different loops, and the Green’s function to calculate the spin polarization and the local spin currents. In Sec. III the numerical results and discussion are presented. Section III A shows the dephasing effect on the spin transport along DNA hairpins and the distribution of the local spin currents, Section III B displays the effect of the molecular length on the spin transport, Section III C studies the influence of the interchain coupling on the spin transport, and Section III D investigates the contact effect on the spin transport. Finally, the results are summarized in Sec. IV.

II. MODEL AND METHOD

The spin transport along DNA hairpins can be simulated by the Hamiltonian $H = H_{bs} + H_{hl} + H_{d} + H_{ec}$. Here, $H_{bs}$ and $H_{hl}$ describe the hairpin stem and loop, respectively, $H_{d}$ is the dephasing term, and $H_{ec}$ represents the real leads including the molecule-lead coupling. The hairpin stem is identical to traditional dsDNA molecules and can be described by a two-leg ladder model with the

![FIG. 1: (a) Schematic of a DNA hairpin containing a Watson-Crick-paired stem (the double helix assembled from the blue and red balls) and an unpaired loop (the arc-shaped structure assembled from the cyan balls). All the blue and red balls represent the nucleobases, where the blue ones form the first helical chain and the red ones the second helical chain. The cyan balls could be the nucleobases or other organic groups. The dotted lines stand for the hydrogen bonding within Watson-Crick base pairs. (b)-(c) Two models used to simulate the spin transport properties of DNA hairpins, where each end of the hairpin stem is contacted by a normal-metal lead (lead 1 and lead 2, i.e., the source and the drain). Here, model I and model II correspond to the case that the hairpin loop exhibits conducting and insulating behavior, respectively (see text).](image-url)
SOC term [17]:

$$\mathcal{H}_{\text{hs}} = \sum_{j=1}^{2} \left\{ \sum_{n=1}^{N} \epsilon_{j} c_{jn}^{\dagger} c_{jn} + \sum_{n=1}^{N-1} [\mathcal{H}_{\text{so}} c_{jn}^{\dagger} (\sigma_{n}^{(j)} + \sigma_{n+1}^{(j)}) c_{jn+1} + t_{j} c_{jn}^{\dagger} c_{jn+1} + \text{H.c.}] + \sum_{n=1}^{N} (\lambda c_{n}^{\dagger} c_{n} + \text{H.c.}) \right\},$$

(1)

where $c_{jn}^{\dagger}$ is the creation operator at site $(j, n)$ of the hairpin stem whose length is $N$, with $j$ labeling the helical chain and $n$ the base-pair index. $\epsilon_{j}$ is the on-site energy, $\mathcal{H}_{\text{so}}$ is the SOC parameter, and $t_{j}$ (\lambda) is the intrachain (interchain) coupling. The SOC term is $\sigma_{n}^{(j)} = \sigma_{z} \cos \theta - (-1)^{j} [\sigma_{x} \sin(n \Delta \varphi) - \sigma_{y} \cos(n \Delta \varphi)] \sin \theta$, with $\sigma_{x,y,z}$ the Pauli matrices, $\theta$ the space angle between the helical chain and the $x$-$y$ plane normal to the helix axis ($z$ axis), and $\Delta \varphi$ the twist angle between neighboring base pairs [17].

The results obtained from the above Hamiltonian, Eq. (1), have shown that ssDNA molecules exhibit the CISS effect, the spin polarization increases with the molecular length, and no spin polarization appears in the single-stranded DNA (ssDNA) [17], in good agreement with the experiment [4].

Although a variety of ssDNA molecules and organic groups have been used as the hairpin loops [37, 39, 41], they can be divided into two categories, i.e., the conducting loops and the insulating ones. When conductive organics are covalently linked to the hairpin stem as the loop, such as the acceptor chromophores, the electrons can propagate through the loop. In this case, the hairpin loop is regarded as a nonmagnetic lead, lead 3 in Fig. (4b), with the net current flowing through lead 3 being zero, and the corresponding Hamiltonian is written as:

$$\mathcal{H}_{\text{hl}} = \sum_{k} \varepsilon_{hl} l_{k}^{\dagger} l_{k} + t_{hl} [l_{k}^{\dagger} (c_{1N} + c_{2N}) + (c_{1N}^{\dagger} + c_{2N}^{\dagger}) l_{k}].$$

(2)

Here, $l_{k}^{\dagger} = (l_{k+1}^{\dagger}, l_{k+1}^{\dagger})$ is the creation operator of mode $k$ in the hairpin loop and $t_{hl}$ is the coupling between the stem and the loop. The spin transport along DNA hairpins can then be described by model I, as illustrated in Fig. (4b). When the hairpin loop is insulating, such as ssDNA molecules, the electrons cannot transport through the loop and the Hamiltonian is written as:

$$\mathcal{H}_{\text{hl}} = 0.$$  

(3)

Then, the spin transport properties are simulated by model II, as can be seen in Fig. (4c).

The third term, $\mathcal{H}_{d}$, is the Hamiltonian of dephasing which takes place naturally during the electron transport process. Such dephasing can be induced by the electron-phonon scattering and the electron-electron interaction. Besides, the electrons may be scattered from the nuclear spins and the foreign impurities as well. Notice that previous works have clearly demonstrated the decoherence in DNA hairpins [37, 39, 41]. Such inelastic scatterings lead to the phase memory loss of the electrons and can be simulated by connecting each nucleobase of the hairpin stem to a B"uttiker’s virtual lead [17].

Finally, the last term, $\mathcal{H}_{\text{ec}}$, represents the real leads and their couplings to the hairpin stem. The Hamiltonian of $\mathcal{H}_{\text{ec}}$ is written as:

$$\mathcal{H}_{\text{ec}} = \sum_{k,j=1,2} \left[ \varepsilon_{jk} a_{jk}^{\dagger} a_{jk} + t_{ec} (a_{jk}^{\dagger} c_{j1} + c_{j1}^{\dagger} a_{jk}) \right],$$

(4)

where $a_{jk} = (a_{jk}^{\dagger}, a_{jk})$ is the creation operator of mode $k$ in the $j$th lead, and $t_{ec}$ is the coupling between the hairpin stem and the real leads. We stress that the real leads are attached to the two ends of the hairpin stem, as illustrated in Figs. (4b) and (4c).

By employing the Landauer-B"uttiker formula, the current in lead $p$ (real or virtual) with spin $\sigma = \uparrow, \downarrow$ is expressed as [54]:

$$I_{p\sigma} = \frac{e^{2}}{h} \sum_{q, \sigma'} T_{p\sigma, q\sigma'} (V_{q} - V_{p}),$$

(5)

where $V_{p}$ is the voltage of lead $p$ and

$$T_{p\sigma, q\sigma'} = \text{Tr} [\Gamma_{p\sigma} G^{<} \Gamma_{q\sigma'} G^{a}]$$

(6)

is the transmission coefficient from lead $q$ with spin $\sigma'$ to lead $p$ with spin $\sigma$. The Green’s function $G^{<} (E) = (G^{a} (E))^{\dagger} = [E \mathcal{H}_{\text{hs}} - \sum_{\sigma} \Sigma_{\sigma\sigma}]^{-1}$ and the linewidth function $\Gamma_{p\sigma} = i[\Sigma_{p\sigma} - (\Sigma_{p\sigma}^{\dagger})^{\dagger}]$, with $E$ the Fermi energy and $\Sigma_{p\sigma}$ the retarded self-energy due to the coupling to lead $p$. Here, we consider the wide-band limit, where the retarded self-energy is set to $\Sigma_{p\sigma} = -i \Gamma/2$ for the real leads, $\Sigma_{p\sigma} = -i \Gamma_{h} / 2$ for lead 3, and $\Sigma_{p\sigma} = -i \Gamma_{d} / 2$ for virtual leads, with $\Gamma_{d}$ the dephasing strength. Under the boundary condition that the net current flowing through lead 3 and each virtual lead is zero, their voltages can be calculated from Eq. (5) by applying a small external bias $V_{0}$ between the source and the drain, with $V_{1} = V_{0}$ and $V_{2} = 0$. Finally, the spin-up and spin-down conductances are written as:

$$G_{\sigma} = \frac{e^{2}}{h} \sum_{q, \sigma'} T_{2\sigma, q\sigma} \frac{V_{q}}{V_{0}},$$

(7)

and the spin polarization is defined as:

$$P_{\sigma} = \frac{G_{\uparrow} - G_{\downarrow}}{G_{\uparrow} + G_{\downarrow}}$$

(8)

Besides, the local spin current flowing from site $m$ with spin $\sigma$ to its neighboring one $n$ with $\sigma'$ is also calculated [54, 55]:

$$I_{m\sigma \rightarrow m\sigma'} = -\frac{2e}{h} \int_{-\infty}^{+\infty} \text{Re} [\text{Tr} (H_{\text{hs}})_{m\sigma n\sigma'} G_{\text{K}(m\sigma, n\sigma')}] d\xi,$$

(9)

where $G_{\text{K}}$ is the Keldysh Green’s function. By using the Keldysh equation $G^{<} = G^{*} (\sum_{p} \Gamma_{p} f_{p}) G^{a}$, with $f_{p}$
the Fermi-Dirac distribution function and \( \Gamma_p = \sum_\sigma \Gamma_{p\sigma} \), Eq. (9) can be rewritten as:

\[
I_{m\sigma \rightarrow n\sigma'} = \frac{2e}{h} \sum_p \int_{-\infty}^0 \text{Im} \left[ (H_{hs})_{m\sigma, n\sigma'} (G^p \Gamma_p G^\sigma)_{n\sigma', m\sigma} \right] d\xi
+ \frac{2e^2}{h} \sum_p \text{Im} \left[ (H_{hs})_{m\sigma, n\sigma'} G^p_{n\sigma', m\sigma} V_p \right],
\]

(10)

where \( G^p(E) = G^\sigma(E) \Gamma_p G^\sigma(E) \) is the electron correlation function. The first term of Eq. (10) denotes the equilibrium persistent current \( I^\text{eq}_{m\sigma \rightarrow n\sigma'} \) and the total equilibrium charge current \( \sum_{\sigma, \sigma'} I^\text{eq}_{m\sigma \rightarrow n\sigma} \) is equal to zero because the time-reversal symmetry is preserved for DNA hairpins. Then, the local transport spin current between neighboring sites \( m \) with \( \sigma \) and \( n \) with \( \sigma' \) can be simplified as:

\[
I_{m\sigma \rightarrow n\sigma'} = \frac{2e^2}{h} \text{Im} \sum_p \left[ (H_{hs})_{m\sigma, n\sigma'} (G^p \Gamma_p G^\sigma)_{n\sigma', m\sigma} V_p \right],
\]

and the local spin-up and spin-down currents are defined as:

\[
I^\sigma_{m \rightarrow n} = \sum_{\sigma'} I_{m\sigma \rightarrow n\sigma'}.
\]

The local current can be obtained by summing over the spin indices, which is consistent with previous works [59, 60]. The total spin current flowing through DNA hairpins can be calculated by summing the local spin current over the connection between other sites and site \{2, 1\} which is contacted by the drain. Then, we can obtain the spin polarization, which is the same as Eq. (8), demonstrating the correctness of our numerical results.

### III. RESULTS AND DISCUSSION

For DNA hairpins, the model parameters are taken as \( \epsilon_1 = 0, \epsilon_2 = 0.3, t_{ss} = 0.01, t_1 = 0.12, t_2 = -0.1, \lambda = -0.3 \), with the unit eV, and \( N = 30 \). The structural parameters are set to \( \theta \approx 0.66 \) and \( \Delta \varphi = \pi/5 \). For real leads, the parameter \( \Gamma = 1 \); for lead 3, \( \Gamma_h = 1 \); for virtual leads, the dephasing strength \( \Gamma_d = 0.005 \). All these parameters are the same as previous work [17], allowing direct comparison between spin transport properties of DNA hairpins and dsDNA molecules. The parameters \( \lambda, N, \Gamma, \) and \( \Gamma_d \) will be used throughout the paper, unless stated otherwise. Our results indicate that DNA hairpins exhibit pronounced spin-filtering effect in a very wide range of model parameters and unique features which are different from dsDNA molecules.

#### A. Dephasing effect on spin transport along DNA hairpins

We first consider the dephasing effect on the spin transport along DNA hairpins. Figures 2(a) and 2(b) show the spin-up conductance \( G^1 \) (black lines), spin-down conductance \( G^1 \) (cyan lines), and spin polarization \( P_s \) (red lines) for model I and model II with \( \Gamma_d = 0.005 \). \( G^\uparrow \) vs \( E \) (black lines) and \( P_s \) vs \( E \) (red lines) for (a) model I and (b) model II with \( \Gamma_d = 0 \). Here, the symbols of squares, circles, and down triangles in (c) and (d) indicate electron energies at which the local spin current distributions are displayed in Fig. 3.
is shifted towards higher (lower) energies, because of the increment of the scattering from the nucleobases.

The transmission profiles are, however, different in the smooth regions which are divided into three parts by the oscillation ones and absent in the dsDNA molecules [17]. In the smooth regions where \( E \) locates beyond the electronic bands, the oscillating behavior of \( G_{1/1} \) vs \( E \) vanishes as the quantum interference effect is negligible in these areas. In the central smooth region where \( E \) is close to the potential energies of all the nucleobases, \( G_{1/1} \) is very large and roughly independent of \( E \). While in the other smooth regions where \( E \) is far away from the potential energies, the electrons suffer strong scattering and \( G_{1/1} \) becomes small. By further separating \( E \) from the center of the energy spectrum, \( G_{1/1} \) is declined monotonically as the scattering is gradually enhanced.

Apart from the unique features mentioned above, one can see other important phenomena. In the oscillation regions, \( G_{1} \) is obviously distinct from \( G_{1} \) for both models, indicating the spin-filtering effect of DNA hairpins. The spin polarization is nonzero over the whole oscillation regions and can achieve 15.9% (16.3%) for model I (II). In particular, \( P_{s} \) oscillates with \( E \) as well [see the bumps of the red lines in Figs. 2(a) and 2(b)], which cannot be observed in the dsDNA molecules [17, 21]. In the right (left) oscillation region, \( P_{s} \) is positive (negative), which may correspond to the holes (electrons). In fact, a critical value \( E_{0} \simeq 0.19 \) is found in the curve \( P_{s}-E \) that \( P_{s} > 0 \) for \( E > E_{0} \) and \( P_{s} < 0 \) for \( E < E_{0} \). When the holes migrate along the direction from, e.g., the source to the drain, it could be regarded as the situation of electron transmission along the opposite direction, leading to the sign reversal of \( P_{s} \) in the two oscillation regions. Whereas in the smooth regions, no observable difference can be detected between \( G_{1} \) and \( G_{1} \), and \( P_{s} \) is very small with the order of magnitude being \( 10^{-4} \). Except for these similarities, one can see that the oscillating amplitude of \( G_{1/1}/P_{s} \) is smaller in model I as compared with model II, because of the extra lead—lead 3—in the former model. This is a universal phenomenon which holds for other model parameters, as demonstrated in the following numerical results, indicating that lead 3 in multi-terminal DNA devices can induce dephasing as well, just like the Büttiker’s virtual leads. Therefore, the electrons will lose their phase memory more quickly in model I.

To provide insight into the spin-filtering effect of DNA hairpins, Figs. 2(c) and 2(d) show \( G_{1} \) and \( P_{s} \) for model I and model II, respectively, as a function of \( E \) by disconnecting to any Büttiker’s virtual lead, \( \Gamma_{d} = 0 \). It is obvious that the transmission spectra of DNA hairpins can also be classified into the oscillation regions and the smooth ones. However, one can identify several distinct features in the absence of Büttiker’s virtual leads. The oscillating amplitude of \( G_{1} \) is significantly enhanced [see the black line in Fig. 2(c)], because the electrons do not experience any inelastic scattering from the nucleobases except for the last base pair and the quantum interference effect is strengthened. Interestingly, \( P_{s} \) is also nonzero in the oscillation regions and can reach greater value of 25.8% [see the bumps of the red line in Fig. 2(c)], which is comparable to the dsDNA molecules [17]. This is attributed to the fact that the device is switched into a multi-terminal one in the presence of lead 3 which plays a similar role as Büttiker’s virtual leads, giving rise to the spin-filtering effect of DNA hairpins. Contrarily, \( P_{s} \) is declined to zero exactly in the smooth regions. While for model II, the oscillating amplitude of \( G_{1} \) is even larger, as the electron transport process is completely coherent, due to the absence of lead 3 and Büttiker’s virtual ones. In this case, no spin polarization appears [see the red line in Fig. 2(d)], regardless of the model parameters and consistent with previous works [17, 24, 25]. This arises from the time-reversal symmetry and the phase-locking effect in two-terminal devices [21, 61].

In order to further understand the physical nature of the spin-filtering effect, the local spin currents of DNA hairpins with finite \( P_{s} \) are calculated and compared with the situation of \( P_{s} = 0 \). To this end, we consider both models in the absence of Büttiker’s virtual leads. Figures 3(a), 3(c), 3(d), and 3(f) plot the spatial distributions of the local spin-up current \( I_{m,n}^{\uparrow} \) (black arrows) and the local spin-down one \( I_{m,n}^{\downarrow} \) (cyan arrows) for model I at typical electron energies which are marked by the square, circle, and down triangle in Fig. 2(c), where \( P_{s} \sim -10.7\% \), 0, and 25.1%, respectively. As a comparison, Figs. 3(d) and 3(f) display the local spin current distributions for model II at the same electron energies with \( P_{s} = 0 \). Here, the size of the arrows is proportional to the magnitude of the local spin currents. We find that the local current flowing from site \( \{1,n\} \) to \( \{1,n+1\} \) is always identical to that from \( \{2,n+1\} \) to \( \{2,n\} \), i.e.,

\[
\sum_{\sigma=\uparrow,\downarrow} I_{\{1,n\} \rightarrow \{1,n+1\}}^{\subset \sigma} \equiv \sum_{\sigma=\uparrow,\downarrow} I_{\{2,n+1\} \rightarrow \{2,n\}}^{\subset \sigma}
\]

for \( n \in [1,N-1] \), because of the current conservation. Besides, \( G_{1/1} \) and \( P_{s} \) obtained from Fig. 3 are the same as Fig. 2, demonstrating the validity of our numerical results.

It is clear that in the oscillation regions, the electrons can propagate along the longitudinal direction of DNA hairpins [Figs. 3(a), 3(c), 3(d), and 3(f)], although the source and drain are connected to their left side [Figs. 1(b) and 1(c)], because \( E \) locates within the electronic bands of the hairpin stem. The local spin-up and spin-down currents flow almost in opposite directions except for only a few nucleobases neighboring to the source/drain [see the first and second base pairs in Figs. 3(a), 3(c), 3(d), and 3(f)]. Interestingly, the local spin currents can flow circularly in space, giving rise to vortex-like patterns, which have been reported in other molecular systems [59, 60, 62]. Let us consider \( I_{m,n}^{\uparrow} \) in Fig. 3(a) as an example and similar phenomena can be observed for \( I_{m,n}^{\downarrow} \). The local spin-up current can flow
and form a clockwise vortex [see the black arrows in the leftmost part of Fig. 3(a)]. Inside such a large vortex, there exist three small vortices, such as

\[ \{1, 2\} \rightarrow \{1, 3\} \rightarrow \{1, 4\} \rightarrow \{2, 4\} \rightarrow \{2, 5\} \rightarrow \{1, 5\} \rightarrow \{1, 2\}, \]

and form a clockwise vortex [see the black arrows in the leftmost part of Fig. 3(a)]. Inside such a large vortex, there exist three small vortices, such as

\[ \{1, 2\} \rightarrow \{1, 3\} \rightarrow \{1, 4\} \rightarrow \{2, 4\} \rightarrow \{2, 5\} \rightarrow \{1, 5\} \rightarrow \{1, 2\}, \]

and

\[ \{1, 3\} \rightarrow \{1, 4\} \rightarrow \{2, 4\} \rightarrow \{2, 3\} \rightarrow \{1, 3\}, \]

all of which have the same chirality as the large vortex. Subsequently, a vortex cluster appears where a big vortex contains several small vortices. The vortex clusters in either oscillation region possess identical chirality and inside a single cluster different vortices will interfere with each other, leading to the instructive quantum interference effect. As a result, \( G_\tau \) oscillates with \( E \) in the electronic bands [see the black lines in Figs. 3(c) and 3(d)], and the local spin currents inside a vortex cluster can be much greater than the corresponding spin component of the source-drain current [Figs. 3(a), 3(c), and 3(f)].

Besides, two neighboring vortex clusters are usually separated by a single vortex with opposite chirality. For instance, the aforementioned vortex cluster is separated from its neighboring one by a counterclockwise vortex

\[ \{1, 6\} \rightarrow \{1, 5\} \rightarrow \{2, 5\} \rightarrow \{2, 6\} \rightarrow \{1, 6\}. \]

By inspecting Figs. 3(a), 3(c), it is important to notice that the local spin currents flowing from \( \{1, 29\} \rightarrow \{2, 29\} \rightarrow \{1, 30\} \rightarrow \{2, 30\} \) are unequal to the corresponding spin current flowing within the last base pair, which holds for all \( E \)'s. In other words, a spin-flip-like process takes place at the last base pair when it is connected to lead 3, which is caused by the spin phase memory loss of the electrons when transmitting through this extra lead. In contrast, such process cannot occur at the last base pair in the absence of lead 3 [Figs. 3(d), 3(f)]. When \( E \) is adjusted from the left oscillation region to the right one, the chirality of the vortex clusters is reversed [Figs. 3(a) and 3(c)], which may correspond to the case that the type of charge carriers is switched from the electrons to the holes, thus inducing the sign reversal of \( P_3 \). It is interesting that in the left oscillation region where \( G_\tau \) is smaller than \( G_\parallel \) with \( P_\parallel < 0 \), conversely \( I_{m\rightarrow n}^{\uparrow} \) is larger than the corresponding \( I_{m\rightarrow n}^{\downarrow} \) [Fig. 3(a)]; while in the right oscillation region where \( G_\tau \) is larger than \( G_\parallel \), \( I_{m\rightarrow n}^{\uparrow} \) is smaller than \( I_{m\rightarrow n}^{\downarrow} \) [Fig. 3(c)].

Regarding the smooth regions, however, the local spin current distributions are totally different. The local spin currents decay exponentially and eventually become zero within the numerical accuracy when flowing along the longitudinal direction of DNA hairpins, as illustrated in Fig. 3(e) and the left part of Fig. 3(b), because \( E \) lo-

---

**FIG. 3:** Spatial distributions of the local spin currents for DNA hairpins, in the case of \( \Gamma_d = 0 \), at typical electron energies marked by the squares, circles, and down triangles in Figs. 2(c) and 2(d). Spatial distributions of the local spin-up current \( I_{m\rightarrow n}^\uparrow \) (black arrows) and the local spin-down one \( I_{m\rightarrow n}^\downarrow \) (cyan arrows) for model I at (a) \( E = -0.135 \), (b) \( E = 0.19 \), and (c) \( E = 0.465 \). Spatial distributions of \( I_{m\rightarrow n}^\uparrow \) (black arrows) and \( I_{m\rightarrow n}^\downarrow \) (cyan arrows) for model II at (d) \( E = -0.135 \), (e) \( E = 0.19 \), and (f) \( E = 0.465 \). Here, the blue and red circles represent the nucleobases in the first and second helical chains, respectively, just the same as Fig. 1. The size of the arrows is proportional to the magnitude of the local spin currents.
cates outside the electronic bands and all the nucleobases function as strong potential barriers. Subsequently, the electrons passing through DNA hairpins are mainly contributed by the first base pair [Figs. 3(b) and 3(e)], and the quantum interference effect is negligible. As a result, the oscillating behavior of \( G_{\uparrow} \) vs \( E \) cannot be observed in the smooth regions [Figs. 2(c) and 2(d)]. Besides, one notices that the local spin-up and spin-down currents possess identical direction and will not exhibit vortex-like patterns. In contrast, for model I the local spin currents reappear in the right part of DNA hairpins and are gradually enhanced when the nucleobases are farther away from the source/drain [see the right part of Fig. 3(b)], due to the finite voltage of lead 3. The local spin currents flow in opposite directions accompanied by a series of vortices. However, the spin polarization is exactly zero in the smooth regions as the source-drain current is hardly affected by lead 3.

As the transmission spectra of DNA hairpins are similar between the left energy range \( E < E_0 \) and the right one \( E > E_0 \), we focus on the right energy range for clarity. Figures 4(a) and 4(b) and 4(c) and 4(d) plot \( G_{\uparrow} \) vs \( E \) and \( P_s \) vs \( E \), respectively, for both models with typical values of \( \Gamma_d \). It clearly appears that the curves \( G_{\uparrow} \) vs \( E \) and \( P_s \) vs \( E \) oscillate around a certain one for different \( \Gamma_d \)'s. The oscillating amplitude of \( G_{\uparrow}/P_s \) is large in the weak dephasing regime (see the black lines in Fig. 4) and decreases with increasing \( \Gamma_d \) for both models as expected, because the electrons suffer stronger inelastic scattering from the nucleobases in the regime of larger \( \Gamma_d \) and the quantum interference effect becomes weaker. Although the oscillating amplitude of \( G_{\uparrow}/P_s \) is smaller in model I than that in model II, their difference becomes smaller with increasing \( \Gamma_d \), as the electrons lose their phase memory more quickly in the regime of larger \( \Gamma_d \) and then the phase memory loss induced by lead 3 will be reduced. In other words, the hairpin loop has little effect on the spin transport along DNA hairpins in the strong dephasing regime.

The transmission ability of DNA hairpins, however, is very robust against the dephasing. \( G_{\uparrow} \) is slightly declined in the smooth regions and can be enhanced around the valley regions even if \( \Gamma_d \) is increased by two orders of magnitude, in sharp contrast to the dsDNA molecules whose conductance decreases with \( \Gamma_d \) [17]. Further studies indicate that the averaged conductance \( \langle G_{\uparrow} \rangle \), obtained from the right oscillation region, increases with \( \Gamma_d \) for \( \Gamma_{\uparrow} < \Gamma_{\downarrow}^d \) and decreases with \( \Gamma_d \) for \( \Gamma_{\uparrow} > \Gamma_{\downarrow}^d \) [Figs. 4(a) and 4(b)]. Here, \( \Gamma_{\downarrow}^d \simeq 0.002 \) for model I, which is smaller than the critical value \( \Gamma_{\uparrow}^d \simeq 0.004 \) of model II, another signature that lead 3 indeed generates additional dephasing in the former model. This dephasing-assisted electron transport in the weak dephasing regime originates from the fact that with increasing \( \Gamma_d \), the electrons will preferentially pass through DNA hairpins via the base pairs neighboring to the source/drain and not suffer inelastic scattering from distant nucleobases, leading to the enhancement of the conductance.

More importantly, the spin-filtering effect of DNA hairpins is pronounced for different values of \( \Gamma_d \). \( P_s \) is nonzero within the entire oscillation regions and can also be enhanced around the valley regions. When \( \Gamma_d = 0.0001 \), \( P_s \) can be 25.5% (22.6%) for model I (II). When \( \Gamma_d = 0.01 \), \( P_s \) can still be 14.4% for both models. We then calculate the averaged spin polarization, \( \langle P_s \rangle \), which is defined as:

\[
\langle P_s \rangle = \frac{\langle G_{\uparrow} \rangle - \langle G_{\downarrow} \rangle}{\langle G_{\uparrow} \rangle + \langle G_{\downarrow} \rangle}.
\]  

(14)

Our results indicate that the dependence of \( \langle P_s \rangle \) on \( \Gamma_d \) is nonmonotonic as well, where \( \langle P_s \rangle \) increases with \( \Gamma_d \) for \( \Gamma_{\downarrow} < \Gamma_{\uparrow}^d \) and decreases with \( \Gamma_d \) for \( \Gamma_{\uparrow} > \Gamma_{\downarrow}^d \) [Figs. 4(c) and 4(d)]. Here, \( \Gamma_{\downarrow}^d \simeq 0.0035 \) (0.0055) for model I (II), which is slightly larger than \( \Gamma_{\uparrow}^d \) of model I (II). This nonmonotonic behavior arises from the competing effects of the openness and the phase memory loss induced by the connection to Büttiker’s virtual leads, where the former effect can generate the spin selectivity and conversely the latter one diminishes the spin polarization [17, 18]. In the weak dephasing regime, the system becomes more open for larger \( \Gamma_d \) and leads to higher \( \langle P_s \rangle \). While in the strong dephasing regime, the electrons have already lost their phase memory considerably and the spin polarization will be declined by further increasing \( \Gamma_d \).

B. Effect of molecular length on spin transport along DNA hairpins

As \( P_s = 0 \) always holds for model II in the absence of dephasing, we will consider three cases in the following:

1. \((S_1)\) Model I with \( \Gamma_d = 0.005 \),
2. \((S_2)\) Model II with \( \Gamma_d = 0.005 \), and
3. \((S_3)\) Model I with \( \Gamma_d = 0 \).

We then study the effect of the molecular length \( N \) on the spin transport along DNA hairpins. Figures 5(a) and 5(c) and 5(d) and 5(f) show \( G_{\uparrow} \) vs \( E \) and \( P_s \) vs \( E \), respectively, for \( S_i \) \( (i = 1, 2, 3) \) with several values of \( N \). One can see that
in the presence of Büttiker’s virtual leads, the curves $G_\uparrow$ vs $E$ and $P_\uparrow$ vs $E$ of both models also oscillate around a certain one for all investigated values of $N$ (Figs. 5(a), 5(b), 5(d), and 5(e)). The oscillating amplitude of $G_\uparrow/P_\uparrow$ is large for short DNA hairpins and declined by increasing $N$, because the electrons will suffer inelastic scattering from more and more nucleobases when transmitting through longer DNA hairpins in the case of $\Gamma_d \neq 0$ and consequently the quantum interference effect is weakened. While in the absence of Büttiker’s virtual leads, $G_\uparrow/P_\uparrow$ oscillates between two certain envelopes and the corresponding oscillating amplitude remains unchanged for different $N$’s (Figs. 5(c) and 5(f)), because the inelastic scattering that the electrons suffer only comes from lead 3 which is independent of $N$. Since the number of the electronic states is proportional to $N$, the oscillation frequency of $G_\uparrow/P_\uparrow$ increases with $N$.

Contrary to the physical intuition that the transmission ability should be poorer for longer molecular wires, just as in the dsDNA molecules 17, it is interesting that the averaged conductance, $\langle G_\uparrow \rangle$, could be enhanced by increasing $N$ for both models, as illustrated in Fig. 6(a). This arises from the increasing probability of electron transmission through DNA hairpins mediated by the base pairs close to the source/drain, similar to the aforementioned dephasing-assisted electron transport which can be further confirmed by the following phenomena. For model I, $\langle G_\uparrow \rangle$ is larger in the case of $\Gamma_d = 0.005$ than the case of $\Gamma_d = 0$ when the molecular length satisfies $N > 6$ (see the black-solid and red-dashed lines in Fig. 6(a)). Although additional dephasing is introduced by lead 3 in model I, its $\langle G_\uparrow \rangle$ is greater than that of model II for relatively short DNA hairpins with $N = 3 \sim 20$ (see the black-solid and blue-dotted lines in Fig. 6(a)). This implies that the transmission ability of short DNA hairpins is sensitive to their hairpin loops, in agreement with previous experiments 37, 42. While in the smooth regions, $G_\uparrow$ is almost independent of $N$ for all $S_i$’s as expected [Figs. 5(a)] 37, 42], because the electron transmission in these areas is dominated by the first base pair and will not be affected by distant nucleobases.

By inspecting Fig. 6(b), one may notice that the averaged spin polarization depends on the dephasing strength and the hairpin loop. This phenomenon is related to the openness induced by the connection to extra real/virtual leads. On the one hand, since the number of Büttiker’s virtual leads is proportional to $N$, the system becomes more open for longer DNA hairpins when $\Gamma_d \neq 0$. As a result, model I with $\Gamma_d = 0.005$ exhibits higher $\langle P_\uparrow \rangle$ as compared with the case of $\Gamma_d = 0$, and their difference increases with $N$ [see the black-solid and red-dashed lines in Fig. 6(b)]. On the other hand, since lead 3 promotes the openness of model I, its $\langle P_\uparrow \rangle$ can be greater than that of model II for short DNA hairpins with $N < 11$ [Fig. 6(b)], indicating that lead 3 plays an important role in the spin transport along short DNA hairpins. Nevertheless, the difference of $\langle P_\uparrow \rangle$ between both models is decreased by increasing $N$ [see the black-solid and blue-dotted lines in Fig. 6(b)], because the system cannot feel additional openness coming from lead 3 when it is sufficient open for long DNA hairpins. This implies that the spin transport properties are almost independent of the hairpin loop when the molecular length is sufficiently long.

Furthermore, one can see that $\langle P_\uparrow \rangle$ increases with $N$ for short DNA hairpins and then saturates at a critical molecular length $N_c$ for all $S_i$’s. The critical molecular length depends strongly on the dephasing strength and the hairpin loop, where $N_c = 21, 31,$ and 5 for $S_1$, $S_2$, and $S_3$, respectively. This behavior arises from the competition between the openness and the phase memory loss, which compensate for each other in the regime of
large $N$ and thus $\langle P_s \rangle$ saturates for long DNA hairpins. Despite their strong dependence upon the dephasing and the loop, DNA hairpins exhibit pronounced spin-filtering effect for different molecular lengths. When $N = 10$, $P_s$ can be 19.8% (22.8%) and $\langle P_s \rangle \approx 8.0\% (7.2\%)$ for model I (II); when $N = 100$, $P_s$ can still be 15.6% and $\langle P_s \rangle \approx 8.2\%$ for both models.

C. Effect of interchain coupling on spin transport along DNA hairpins

We now turn to study the influence of the interchain coupling $\lambda$ on the spin transport along DNA hairpins. Figures 7(a)-7(c) and 7(d)-7(f) show $G_\uparrow$ vs $E$ and $P_s$ vs $E$, respectively, with $\lambda$ changing from 0 to $-0.5$. When the interchain coupling is switched off, the two helical chains decouple with each other. Then, the electrons cannot transmit within the base pairs and the transport properties are mainly determined by the hairpin loop. For model I where the hairpin loop is conductive, the electrons can transport from the source to the drain mediated by the conducting loop and a transmission band, associated with the electronic structures of both helical chains, emerges around the band center [see the cyan lines in Figs. 7(a) and 7(c)]. In this case, however, the spin-filtering effect disappears for whatever the values of model parameters [see the cyan lines in Figs. 7(d) and 7(f)], because the system is simplified as a single-helical chain with only one transport pathway, consistent with previous works [4, 17, 18]. While for model II where the hairpin loop is insulating, there does not exist any transport pathway. Then, both $G_\uparrow$ and $G_\downarrow$ are exactly zero [see the cyan line in Fig. 7(b)], and $P_s$ is uncertain.

When the interchain coupling is switched on, the original transmission band at $\lambda = 0$ evolves into two oscillation regions which are separated by a smooth one, exhibiting distinct features in comparison to the case of $\lambda = 0$. With increasing $\lambda$, one can see several general phenomena for both models. (i) $G_\uparrow$ is considerably increased over the entire energy spectrum, because the electron transmission is enhanced along the transverse direction and suppressed along the longitudinal one. In other words, the probability of electron transmission from the source to the drain, mediated by the neighboring base pairs and not suffering any scattering from the distant nucleobases, is strongly increased, which is analogous to the electron transport mechanism found in the smooth regions. Subsequently, the quantum interference effect becomes weaker and the oscillating amplitude of $G_\uparrow$ decreases in general, accompanied by the decrement of $P_s$ [Figs. 7(d) and 7(e)]. (ii) The two oscillation regions are further separated from each other and become narrower, owing to the repulsion effect between the two helical chains driven by the interchain coupling, so do the energy regions with finite $P_s$ [Figs. 7(d)-7(f)]. In sharp contrast, the width of the smooth regions is dramatically increased, as can be seen from, e.g., the central smooth regions in Figs. 7(a)-7(c). As a result, the energy spectrum of finite $G_\uparrow$ becomes wider with increasing $\lambda$. (iii) More importantly, although $P_s$ is reduced by increasing $\lambda$ in the presence of Büttiker’s virtual leads, the spin-filtering effect remains significant for various $\lambda$’s, especially in the case of $\Gamma_d = 0$ [Fig. 7(f)]. For example, when $\lambda = -0.5$, $P_s$ can be 13.2% for model II with $\Gamma_d = 0.005$ and 25.3% for model I with $\Gamma_d = 0$.

D. Contact effect on spin transport along DNA hairpins

Finally, we investigate the contact effect on the spin transport along DNA hairpins. The contact between the molecule and the leads in various experiments can gener-
ally be divided into two categories, i.e., the physisorbed contact and the chemisorbed one. In the former case, the end sites of the molecule are directly attracted to the leads by electrostatic trapping and the contact is usually poor. In the latter case, the contact is realized by chemical bonding between the end sites and the leads via thiol groups, allowing reproducible transport measurements. The contact effect can then be simulated by considering different coupling strengths between the hairpin stem and the source/drain. Figures 8(d)-8(f) show $G_p$ vs $E$ and $P_s$ vs $E$, respectively, for typical values of $\Gamma$. When $\Gamma$ is small, the contact functions as a strong tunnelling barrier and majority of the electrons will be reflected at the interface between the source and the hairpin stem. As a result, $G_p$ is small in the oscillation regions and becomes smaller in the smooth ones due to the stronger suppression of the electron transmission along the first base pair [see the black lines in Figs. 8(a) and 8(c)]. By increasing $\Gamma$, the electron transmission across the interface is enhanced and the conductance is increased within most of the smooth regions (data not shown). Nevertheless, the conductance profiles in the oscillation regions are distinct and present nonmonotonic behavior, which can be further demonstrated in Figs. 8(a) and 8(b) where the two-dimensional (2D) plots of $\langle G_p \rangle$ for both models are displayed as functions of $\Gamma$ and $\Gamma_d$.

One can see from Figs. 8(a) and 8(b) that by fixing $\Gamma_d$, a turning point can always be observed in the curves $\langle G_p \rangle\Gamma$, where $\langle G_p \rangle$ increases with $\Gamma$ for $\Gamma < \Gamma^o$ and decreases with $\Gamma$ for $\Gamma > \Gamma^o$, regardless of $\Gamma_d$. This turning point increases almost linearly with $\Gamma_d$, from $\Gamma^o \approx 0.4$ at $\Gamma_d = 0$ to $\Gamma^o \approx 0.49$ at $\Gamma_d = 0.1$ for both models, as illustrated by the horizontal white-dashed lines in Figs. 8(a) and 8(b). This optimal contact configuration for efficient electron transport through DNA hairpins is different from other one-dimensional molecular wires \[63, 64\] and can be controlled by the dephasing. While fixing $\Gamma$, there also exists a turning point in the curves $\langle G_p \rangle\Gamma_d$ that $\langle G_p \rangle$ increases with $\Gamma_d$ for $\Gamma_d < \Gamma^o_d$ and decreases with $\Gamma_d$ for $\Gamma_d > \Gamma^o_d$, as can be seen from the vertical white-dashed lines in Figs. 8(a) and 8(b). This indicates that the dephasing-assisted electron transport is a general phenomenon for DNA hairpins in the weak dephasing regime. One may notice that $\Gamma^o_d$ of model I is always smaller than that of model II as lead 3 introduces additional dephasing in the former model I, and both $\Gamma^o_d$s increase slowly with $\Gamma$. Besides, although the electrons are strongly reflected at the interface in the regime of weak $\Gamma$, DNA hairpins exhibit strong transmission ability in a very wide range of $\Gamma_d$ and $\Gamma$ with $\langle G_p \rangle > 0.1 e^2/h$, as illustrated by the colorful areas except the blue ones in Figs. 8(a) and 8(b).

By inspecting Figs. 8(d)-8(f), it clearly appears that the spin polarization increases with $\Gamma$ at first and is then suppressed by further increasing $\Gamma$, accompanied by the increment of the oscillating amplitude of $P_s$. This non-monotonic behavior can also be detected in Figs. 8(c) and 8(d), where the 2D plots of $\langle P_s \rangle$ vs $\Gamma_d$ and $\Gamma$ are shown for both models. When $\Gamma_d$ is fixed, $\langle P_s \rangle$ increases with $\Gamma$ for $\Gamma < \Gamma^p$ and decreases with $\Gamma$ for $\Gamma > \Gamma^p$, for whatever the values of $\Gamma_d$, as illustrated by the oblique white-dashed lines in Figs. 8(c) and 8(d). Interestingly, this optimized contact condition of the spin-selectivity effect is distinct from that of efficient electron transport mentioned above, $\Gamma^p \neq \Gamma^o$. Here, $\Gamma^p$ is decreased from $\Gamma^o \approx 0.36$ (0.38) at $\Gamma_d = 0.0005$ to $\Gamma^p \approx 0.35$ at $\Gamma_d = 0.001$ (0.003) and then increased almost linearly to $\Gamma^p \approx 0.69$ at $\Gamma_d = 0.1$ for model I (II). When $\Gamma$ is fixed, the dependence of $\langle P_s \rangle$ on $\Gamma_d$ is also nonmonotonic that $\langle P_s \rangle$ increases with $\Gamma_d$ for $\Gamma < \Gamma^p_d$ and decreases with $\Gamma_d$ for $\Gamma > \Gamma^p_d$, regardless of $\Gamma$. This turning point depends weakly on $\Gamma$ and will be slightly increased from $\Gamma^o_d \approx 0.002$ (0.0035) at $\Gamma = 0.01$ to $\Gamma^p_d \approx 0.0035$ (0.0055) at $\Gamma = 1$ for model I (II) [see the vertical white-dashed lines in Figs. 8(c) and 8(d)]. Note that $\Gamma^o_d > \Gamma^p_d$ always for either model of DNA hairpins.

Besides, we find that $\langle P_s \rangle$ of model I is greater than that of model II in the weak dephasing regime [see the leftmost part of Figs. 8(c) and 8(d)], as lead 3 promotes the openness of the former model and plays a dominant role in this regime. While in the strong dephasing regime, there is no observable difference of $\langle P_s \rangle$ between both models, further demonstrating that the hairpin loop will hardly influence the spin transport properties of DNA hairpins. Despite the complicated dependence of the spin polarization on the dephasing strength and the molecule-lead coupling, the spin-filtering effect of DNA hairpins...
is pronounced in a wide range of $\Gamma_d$ and $\Gamma$. For example, when $\Gamma_d = 0.002$ and $\Gamma = 0.2$, $P_s$ can reach 22.8% (26.7%) and $\langle P_s \rangle \approx 8.8\%$ (8.1%) for model I (II); when $\Gamma_d = 0.05$ and $\Gamma = 0.8$, $P_s$ can still be 9.6% and $\langle P_s \rangle \approx 6.7\%$ for both models.

IV. CONCLUSIONS

In summary, the spin transport along DNA hairpins with either conducting loops or insulating ones has been studied, where two nonmagnetic leads are contacted, respectively, at the two ends of the hairpin stem. Using the nonequilibrium Green’s function, the conductance and the spin polarization are calculated by considering dephasing strength, molecular length, interchain coupling, and molecule-lead coupling. We find that DNA hairpins present pronounced spin-filtering effect in a wide range of model parameters. As compared with the insulating loops, the conducting loops simulated by a nonmagnetic lead could enhance the spin-filtering effect in the regimes of weak dephasing and of short molecular length. In particular, their spin transport properties exhibit some unique features which are different from double-stranded DNA molecules. (i) When the electron energy locates in the electronic bands of the hairpin stem, the electrons can propagate along the longitudinal direction of DNA hairpins, giving rise to a series of vortex clusters with identical chirality in either oscillation region. Besides, the chirality of the vortex clusters will be reversed by tuning the electron energy between the two oscillation regions, leading to the sign reversal of the spin polarization. The local spin currents can be greater than the corresponding spin component of the source-drain current. When the electron energy locates beyond the electronic bands, the electron transmission decays exponentially along the longitudinal direction and the oscillating behavior of the conductance disappears. (ii) Both the conductance and the spin polarization increase with the molecular length and saturate for sufficiently long DNA hairpins. With increasing the interchain coupling, the conductance is considerably enhanced over the entire energy spectrum and the two oscillation regions are further separated from each other. (iii) The dependence of the conductance and the spin polarization on either the dephasing strength or the molecule-lead coupling is similar among each other, all of which exhibit nonmonotonic behavior. Furthermore, we demonstrate the optimized contact configurations of efficient electron transport and of the spin-selectivity effect, revealing that they are distinct from each other and depend strongly on the dephasing strength.
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