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Abstract—In this article, we present a control strategy for the problem of safe autonomous docking for a planar floating platform (Slider) that emulates the movement of a satellite. Employing the proposed strategy, Slider approaches a docking port with the right orientation, maintaining a safe distance, while always keeping a visual lock on the docking port throughout the docking maneuver. Control barrier functions are designed to impose the safety, direction of approach and visual locking constraints. Three control inputs of the Slider are shared among three barrier functions in enforcing the constraints. It is proved that the control inputs are shared in a conflict-free manner in rendering the sets defining safety and visual locking constraints forward invariant and in establishing finite-time convergence to the visual locking mode. The conflict-free input-sharing ensures the feasibility of a quadratic program that generates minimally-invasive corrections for a nominal controller, that is designed to track the docking port, so that the barrier constraints are respected throughout the docking maneuver. The efficacy of the proposed control design approach is validated through various simulations.
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I. INTRODUCTION

Recent technological advancements in space have significantly altered our perception of space activities. Space organizations around the globe are looking forward to autonomous robotic missions enabling critical space operations such as on-orbit service, visual servoing in the proximity of small celestial bodies, docking and active debris removal. Such ambitious and challenging applications necessitate development of efficient and effective autonomous guidance, navigation, and control (GNC) technologies [1]. In order to support the complex technological progress and demonstrate and validate complex GNC strategies, hardware-in-the-loop spacecraft test-bed facilities have emerged as an economical alternative to the costlier in-space demonstrations [2], [3]. Most of these test-beds emulate spacecraft’s orbital motion by a floating platform over a flat table where an air cushion allows the platform to levitate over the surface.

In this article, we propose safe and autonomous docking strategies for the planar floating satellite platform (referred to as Slider in the rest of the article) [4], [5] that has been designed to emulate zero-gravity motion of a spacecraft. This floating platform (Figure 1) is supported by three air bearings, which release compressed air to form an air cushion that allows it to levitate over a smooth surface. The air cushion provides friction-less translation and rotational motion on a relatively flat surface. Such a floating platform, operating on the flat surface, provides a space-representative environment (though on the 2-D operational surface of the flat-table) to develop and evaluate advanced GNC algorithms. More insights on the platform’s design are documented in [4], [5].

In Figure 1, we illustrate an autonomous and safe docking scenario that is being investigated in this work. The aim is to design a control strategy for the Slider platform that achieves docking, while respecting the safety and direction of approach constraints (necessary for smooth docking). A layer of autonomy is added to the operation by requiring that a visual lock be maintained on the docking port throughout the maneuver.

In the past decade, the control barrier functions (CBF) approach has emerged as an elegant framework for enforcing state constraints in control systems [6], [7]. In this technique, barrier functions are constructed in such a way that their super-levels capture subsets of the state-space where the constraints are satisfied and the intersection of these sets (H) is rendered forward invariant and asymptotically stable, that is, x(t0) ∈ H implies x(t) ∈ H for all t ≥ t0 and x(t0) ∉ H implies x(t) → H as t → ∞. Methods have been devised for scenarios where the constraints are time-varying [8], [9] and where attractivity to the safe set is ensured in finite time [10]. Minimum-norm quadratic programs are then designed to enforce the barrier constraints, while minimally deviating from a nominal controller. In this article, we present a multi-
CBF based solution to the safe and autonomous docking problem for the Slider platform.

**Statement of contributions:** In contrast to the previously established state of the art, the contributions of this article are as follows. (a) A Control Barrier Functions based provably safe autonomous docking mechanism is presented for the Slider, that takes into account the safety aspects around the docking station and direction of approach constraints. A layer of autonomy is encoded into the design by imposing the constraint of visual lock on the docking port. This scenario presents us with an opportunity to analyse the unexplored and challenging scenario where multiple inputs are shared among multiple barrier functions. (b) The results from literature concerning single-input sharing among multiple barriers, presented in [11], [12] and multi-input sharing among barrier functions with non-intersecting boundaries in [13], cannot be employed for the scenario in this article. We present theoretical proof that three control inputs of the Slider are shared harmoniously among three barriers in rendering the sets defining safety and visual locking forward invariant.

(c) For the scenario where the Slider is initialized in the safe zone but with no visual lock on the docking port, we prove the asymptotic convergence to the visual locking mode and then present a control strategy to achieve finite-time convergence to the visual locking mode.

The rest of the article is organised as follows. In Section II, we define the notations used in this work and recall important results from the theory of control barrier functions. In Section III, we present the dynamics of the Slider platform, derive the barrier functions capturing safety and visual locking and define our problem statement. In Section IV, we present a two-loop control architecture used for the Slider and derive the control barrier functions that help in establishing safety and visual locking. In Section V, we define the control sharing property among multiple functions, analyze the feasibility of control sharing and show that the CBFs harmoniously share the control inputs in establishing invariance of the safe sets that ensure safety and visual locking throughout the docking maneuver. We present our simulation results in Section VI followed by concluding remarks in Section VII.

## II. NOTATIONS AND PRELIMINARIES

We denote the set of real numbers by $\mathbb{R}$ and by $\mathbb{S}^1$, we denote the unit circle. The notation $L_f(x)$, is used to denote the Lie derivative of a continuously differentiable function $h(x)$ along the vector field $f(x)$, that is, $\frac{\partial h(x)}{\partial x} f(x)$.

The boundary of a set $\mathcal{X}$ is denoted as $\partial \mathcal{X}$. A continuous function $\alpha : (-b, a) \to (\infty, -\infty)$ is said to be an extended class-$\mathcal{K}$ function if $\alpha(0) = 0$ and it is strictly increasing.

Next, we recall some results concerning control barrier functions (CBFs) from [6], [7], which will be used in this work to design a control strategy for the Slider platform that ensures safety and visual locking throughout the docking maneuver. Consider a control-affine dynamical system

$$\dot{x} = f(x) + g(x)u, \quad x \in \mathcal{X} \subset \mathbb{R}^n, u \in \mathcal{U} \subset \mathbb{R}^m \quad (1)$$

where $f$ and $g$ are Lipschitz continuous functions. Let $\mathcal{X} \subset \mathbb{R}^n$ be the region of the state-space, which is deemed as a safe region for the operation of (1). Let $h(x) : \mathbb{R}^n \to \mathbb{R}$ be a continuously differentiable function, with $\mathcal{X} \subset \mathbb{R}^n$, such that $\mathcal{X} := \{x \in \mathcal{X} | h(x) \geq 0\}$, that is, $\mathcal{X}$ is a zero super-level set of the function $h(x)$. The set $\mathcal{X}$ is rendered safe if the control input to (1) ensures positive invariance of the set $\mathcal{X}$, that is, $x(t_0) \in \mathcal{X}$ implies $x(t) \in \mathcal{X}$ for all $t \geq t_0$. In addition, if $\mathcal{X}$ is rendered asymptotically stable, when the system is initialized in $\mathbb{R} \setminus \mathcal{X}$, a measure of robustness can be incorporated into the notion of safety.

The following definition introduces the notion of a control barrier function and presents a condition, the verification of which ensures the safety of the dynamical system (1).

**Definition 1 (A control barrier function [6]):** A continuously differentiable function $h(x) : \mathbb{R}^n \to \mathbb{R}$ is a control barrier function, if there exists a real parameter $\gamma > 0$ and a generalized class-$\mathcal{K}$ function $\alpha$, such that for all $x \in \mathcal{X}$,

$$\sup_{w \in \mathcal{U}} \{L_f h(x) + L_g h(x) u + \gamma \alpha(h(x))\} \geq 0. \quad (2)$$

The forward invariance of $\mathcal{X}$ ($h \geq 0$ on $\partial \mathcal{X}$) and asymptotic stability of $\mathcal{X}$ ($h > 0$ in $\mathbb{R} \setminus \mathcal{X}$) are captured together in the condition (2). The existence of at least one input from the admissible set $\mathcal{U}$, which renders (2) feasible, enables the design of a control input that ensures safety of the dynamical system (1) under certain conditions. This is captured in the following proposition.

**Proposition 1 ([6]):** Let $\mathcal{X} \subset \mathbb{R}^n$ be the zero super-level set of a continuously differentiable function $h : \mathbb{R}^n \to \mathbb{R}$. If $h$ is a control barrier function on $\mathcal{X}$ and $\frac{\partial h(x)}{\partial x} \neq 0$ on $\partial \mathcal{X}$, then any Lipschitz continuous controller $u(x) \in \mathcal{K}_h(x)$, where

$$\mathcal{K}_h(x) = \{u \in \mathcal{U} | L_f h(x) + L_g h(x)u + \gamma \alpha(h(x)) \geq 0\} \quad (3)$$

for the system (1) renders $\mathcal{X}$ forward invariant and asymptotically stable in $\mathcal{X}$.

## III. PROBLEM FORMULATION

In this section, we present the dynamics of the Slider platform, derive the barrier functions that capture the safety and visual locking constraints and define our problem statement.

### A. Dynamics of the Slider platform

The design of the planar floating satellite platform and the coordinate frames used to describe its equations of motion are depicted in Figure 1. The inertial frame of reference (I = \{x_I, y_I, z_I\}) is attached at the end of the docking port, which is assumed to be fixed on a flat table. The body-fixed frame (B = \{x_B, y_B, z_B\}) is attached to the Slider’s Centre of Mass (CoM). The equations governing the motion of the Slider platform (derived in [4]) in the state-space form are:

$$\begin{bmatrix}
\dot{r}_x \\
\dot{r}_y \\
\dot{\theta} \\
\dot{v}_x \\
\dot{v}_y \\
\dot{\omega}_z
\end{bmatrix} = \begin{bmatrix}
v_x \cos \theta - v_y \sin \theta \\
v_x \sin \theta + v_y \cos \theta \\
\omega_z \\
\omega_z v_y + \frac{1}{m} f_x \\
-\omega_z v_x + \frac{1}{m} f_y
\end{bmatrix}$$

(4)
where, \( r_x, r_y \in \mathbb{R} \) describe the position of the Slider with respect to the inertial frame \( I \). The angle \( \theta \in \mathbb{S}^1 \) represents the orientation of the Slider with respect to the inertial frame. As various sensors and actuators are attached to the Slider’s body, we prefer to consider the linear velocities \( v_x, v_y \in \mathbb{R} \), directed along \( x_B \) and \( y_B \) and the rotational velocity \( \omega \) directed along \( z_B \), in the body-frame \( B \). The state of the Slider \((r_x, r_y, \theta, v_x, v_y, \omega)\) evolves in \( \mathbb{R}^5 \times \mathbb{S}^1 \). The torque applied along \( z_B \) is denoted by \( \tau \in \mathbb{R} \) and \( I_z \in \mathbb{R} \) denotes the principal moment of inertia along the \( z_B \) direction. The platform has been designed such that the other components of the moment of inertia matrix are negligible. The mass of the platform is denoted by \( m \) and the forces along \( x_B \) and \( y_B \) axes of the body frame are denoted by \( f_x \) and \( f_y \) respectively. The Coriolis effects influencing the motion of the Slider feature in the dynamics through the terms \( \omega v_y \) and \( -\omega v_x \).

B. Safe autonomous docking with visual locking

The docking maneuver proposed in this work comprises of three key features. We present their formulations and elaborate on the necessity of incorporating these features into the design of the docking maneuvers in the following subsections.

1) Tracking the docking port: The port onto which the Slider platform is expected to dock is fixed on a flat table and the inertial frame of reference \( I \) is fixed to the tip of the docking port (Figure 1). The docking port is oriented along the axis \( x_I \) of the inertial frame. The Slider is expected to approach the docking port asymptotically with the opposite orientation, that is \( \theta(t) \to \pi \) as \( t \to \infty \). If the Slider blindly tracks the docking port, there is a possibility of the Slider, on its way to the docking port, crashing into the docking station, which the docking port is part of. This necessitates the defining of unsafe zones around the docking port and the imposition of constraints on the direction of approach to the docking port.

2) Safe approach to the docking port: It is critical that the Slider approaches the docking port, while maintaining a safe distance from the docking station. We identify a region around the docking station (indicated in red, in Figure 2a) into which the Slider is prohibited from entering. It is also expected that the Slider approaches the docking port through a tapering funnel as illustrated in Figure 2a and identified in green. This is to enable smooth alignment of the ports as the Slider nears the docking port.

A Cardioid centered at the docking port (origin of the inertial frame) and oriented along the axis \( x_I \) is plotted in Figure 2b. At the origin, the slopes of the symmetric curves of the Cardioid above and below the \( x_I \)-axis are zero. This cusp at the origin encodes the tapering funnel region, indicated in green in Figure 2a. The docking station (shown in red in Figure 2b) is enclosed by the Cardioid and the safety constraint is encoded by defining as safe, the region outside the Cardioid

\[
(x^2 + y^2)^2 + 4ax(x^2 + y^2) - 4\alpha^2 y^2 \geq 0 \quad (5)
\]

where \( a \) is a positive real parameter that decides the size of the Cardioid. If it is ensured that the Slider remains outside the Cardioid throughout the docking maneuver, we indirectly ensure, in one shot, that both the safety and the direction of approach constraints are satisfied.

3) Visual lock on the docking port: By imposing the constraint that once the docking port comes into the visual range of the Slider, it must be contained within it throughout the docking maneuver, we add a layer of autonomy to the mission. We term this constraint as visual locking. This enables the Slider to accomplish the docking maneuver using on-board sensors and with minimal interaction with an external sensing infrastructure. Here we assume that a vision sensor on-board the Slider offers a range of \( \theta_v \) around the orientation of the Slider. As illustrated in Figure 3, the visual locking constraint is imposed by requiring that the line joining the Slider and the origin of the inertial frame (fixed at the docking port) be within the zone \([\theta_v - \theta_s, \theta_v + \theta_s]\). This leads us to the constraint

\[
\tan^{-1}\left( \frac{-r_y}{r_x} \right) \in [\theta_v - \theta_s, \theta_v + \theta_s]. \quad (6)
\]
Position of the Slider

Convergence. The vector $c$ (the outer-loop drives the errors $e$ linearization is first used to negate the nonlinearities in the range of visual sensing.

conditions in Definition 1, that help in establishing the two identities $\{b_1, c_1\}$ are satisfied. We then show that these functions are control barrier functions and satisfy the conditions in Definition 1.

B. Barrier functions for visual locking

From the visual locking condition (6), we derive the following barrier functions

$$h_2(x) = \tan^{-1}\left(\frac{-r_x}{-r_x^*}\right) - (\theta_x - \theta_x^*) \quad (9)$$

$$h_3(x) = (\theta_x + \theta_x^*) - \tan^{-1}\left(\frac{-r_y}{-r_y^*}\right) \quad (10)$$

If the state of the Slider $x = [r_x, r_y, \theta]^T \in \mathcal{D}_2$ remains in the zero super-level sets $\mathcal{Y}_2 = \{x \in \mathcal{D}_2 \mid h_2(x) \geq 0\}$ and $\mathcal{Y}_3 = \{x \in \mathcal{D}_2 \mid h_3(x) \geq 0\}$ for all $t \geq 0$, then a visual lock on the docking port, as formulated in (6), is maintained throughout the docking maneuver. The following Lemma presents verification that $h_2(x)$ and $h_3(x)$ are control barrier functions as in Definition 1 on a sets $\mathcal{D}_2 = \{x \in \mathcal{D}_2 \mid h_2(x) \in (-b_1, \infty), b_1 > 0\} \supset \mathcal{Y}_2$ and $\mathcal{D}_3 = \{x \in \mathcal{D}_2 \mid h_3(x) \in (-b_2, \infty), b_2 > 0\} \supset \mathcal{Y}_3$ respectively.

Note that the functions $h_2$ and $h_3$ are continuously differentiable functions except in $\mathcal{R} = \{0, 0\} \times \mathbb{S}^1$ $(r_x = r_y = 0)$, where the functions are undefined. This is expected and in practice not a concern, as the Slider is perfectly docked at this position and the visual locking condition need not be considered.

Lemma 1: The continuously differentiable functions $h_2(x)$ and $h_3(x)$ are control barrier functions in $\mathcal{D}_2 \setminus \mathcal{R}$, for the dynamics (8). The set of control inputs $K_{h_2}(x)$ and $K_{h_3}(x)$ as defined in (3) are non-empty for all $x \in \mathcal{D}_2$ and $x \in \mathcal{D}_3$ respectively and any Lipschitz continuous controller $u(x)$ in $K_{h_2}(x)$ and $K_{h_3}(x)$ render the sets $\mathcal{Y}_2$ and $\mathcal{Y}_3$ forward invariant and asymptotically stable in $\mathcal{D}_2$ and $\mathcal{D}_3$ respectively.

Proof: In showing that $h_2(x)$ and $h_3(x)$ are CBFs on $\mathcal{D}_2$ and $\mathcal{D}_3$ respectively, the existence of the constants $k_2, k_3 > 0$ and extended class $-\mathcal{K}$ functions $\alpha_2$ and $\alpha_3$ such that

$$\sup_{u \in \mathcal{U}} \left\{ b_{11}v_x + b_{12}v_y + b_{13}\omega_z \right\} \geq -k_2\alpha_2(h_2) \quad (11)$$

$$\sup_{u \in \mathcal{U}} \left\{ c_{11}v_x + c_{12}v_y + c_{13}\omega_z \right\} \geq -k_3\alpha_3(h_3) \quad (12)$$

where $(r_x, r_y, \theta) \in \mathcal{D}_2 = \mathbb{R}^2 \times \mathbb{S}^1$. We derive our control strategy for safe autonomous docking through these inputs. The velocity commands $(\tilde{v}_x, \tilde{v}_y)$ are then computed using the invertible transformation relating $\{v_x, v_y\}$ and $\{\tilde{v}_x, \tilde{v}_y\}$ in (8). Under the assumption that the magnitudes of the linear and angular velocities can be faithfully tracked by the inner-loop are bounded by $a > 0$ and $b > 0$ respectively, the admissible control input is set to $\mathcal{U} = [-a, a] \times [-b, b] \subset \mathbb{R}^3$.

Next, we define three continuously differentiable functions, whose zero super-level sets define the subsets of the state-space where the constraints of safety and visual locking are satisfied. We then show that these functions are control barrier functions and satisfy the conditions in Definition 1.
where
\[ b_{11} = \frac{\partial h_2}{\partial r_x} = -\frac{r_y}{(r_x^2 + r_y^2)} \]  
\[ c_{11} = \frac{\partial h_3}{\partial r_x} = \frac{r_y}{(r_x^2 + r_y^2)} \]  

are feasible for all \( x \) in \( \mathcal{P}_2 \) and \( \mathcal{P}_3 \) respectively, must be shown. The equality in the set definition

\[ K_{h_2}(x) = \{ u \in \mathcal{U} \mid b_{11}v_x + b_{12}v_y + b_{13} \omega \geq -k_2 \alpha_2(h_2) \} \]  
(13)

defines a hyper-plane in \( \mathbb{R}^3 \). For the subset of \( \mathcal{P}_2 \), where \( h_2(x) > 0 \), the hyper-plane is offset from the origin of \( \mathbb{R}^3 \) such that a ball of non-zero radius centered at the origin is contained in \( K_{h_2}(x) \). For the subset of \( \mathcal{P}_2 \), where \( h_2(x) < 0 \), the hyper-plane is offset such that the origin of \( \mathbb{R}^3 \) is not contained in \( K_{h_2}(x) \). Now, consider the length of the vector

\[ \bar{b} = \sqrt{b_{11}^2 + b_{12}^2 + b_{13}^2} \]  

is easy to see that \( \text{inf}(\bar{b}) = 1 \). Dividing both sides of the inequality in (13) by \( \bar{b} \), we have

\[ \frac{b_{11}}{\bar{b}} v_x + \frac{b_{12}}{\bar{b}} v_y + \frac{b_{13}}{\bar{b}} \omega \geq -k_2 \alpha_2(h_2) \geq \frac{-k_2 \alpha_2(h_2)}{\bar{b}} \]  
(14)

By choosing the constant \( k_2 > 0 \), the extended class-\( \mathcal{K} \) function \( \alpha_2 \) and the constant \( b_1 > 0 \) that parameterizes \( \mathcal{P}_2 \) such that \( \min(a,b) > k_2 \alpha_2(h_1) \), the feasibility of (11) is ensured in the set \( \mathcal{P}_2 \) due to the non-empty intersection between \( K_{h_2}(x) \) and a ball of radius \( \min(a,b) \) contained in the admissible input set \( \mathcal{U} \). Therefore \( h_2(x) \) is a CBF. By Proposition 1, any Lipschitz continuous controller chosen from \( K_{h_2}(x) \) establishes the forward invariance and asymptotic stability of \( \mathcal{P}_2 \).

We omit the proof that \( h_3(x) \) is a CBF, as it follows along the same lines as the proof for \( h_2(x) \).

C. A Cardioid as a barrier function for safety

To impose the safety and direction of approach constraints in the docking maneuver in one shot, we made a case in Subsection III-B.2, for the use of the region outside the Cardioid \( \mathcal{H} = \{ x \in \mathcal{P}_2 \mid h_1(x) \geq 0 \} \), where

\[ h_1(x) = (r_x^2 + r_y^2)^2 + 4a r_x(r_x^2 + r_y^2) - 4a^2 r_y^2 \]  
(15)

as the safe set. In showing that \( h_1(x) \) is a control barrier function as in Definition 1, the existence of the constants \( k_1 > 0 \) and class-\( \mathcal{K} \) function \( \alpha_1 \), such that

\[ \sup_{w \in \mathcal{U}} \{ L_f h_1(x) + L_g h_1(x) u \} \sup_{w \in \mathcal{U}} \{ a_{11} v_x + a_{12} v_y + a_{13} \omega \} \geq -k_1 \alpha_1(h_1(x)) \]  
(16)

where

\[ a_{11} = \frac{\partial h_1}{\partial r_x} = -(4(r_x^2 + r_y^2) + 8a r_x) \]  
\[ a_{12} = \frac{\partial h_1}{\partial r_y} = -(4(r_x^2 + r_y^2) + 8a r_x r_y - 8a^2 r_y) \]  
\[ a_{13} = \frac{\partial h_1}{\partial \theta} = 0 \]  
(17)

is feasible in a set \( \mathcal{P}_1 \supset \mathcal{H} \) must be shown. Note that the gradient of \( h_1(x) \) defined by the state-dependent parameters \( a_{1j} \) in (17) vanishes at the origin of the \( (r_x, r_y) \) plane and the parameters assume arbitrarily small values about the boundary \( \partial \mathcal{H} \). The arguments made through the equation (14) in the proof of Lemma 1 are not valid for the function \( h_1(x) \) in the presence of the input constraints defined through the set \( \mathcal{U} \). However, the feasibility of the condition (16) can be established for all \( x \in \mathcal{H} \), where \( h_1(x) \geq 0 \). The consequences of this fact with regards to invariance of the safe set are captured in the following Lemma.

Lemma 2. The set of control inputs \( K_{h_1}(x) \) as defined in (3) is non-empty for all \( x \in \mathcal{H} \) and any Lipschitz continuous controller \( u(x) \in K_{h_1}(x) \) renders the set \( \mathcal{H} \) forward invariant under the dynamics (8).

Proof: The feasibility of (16) in the set \( \mathcal{H} \) can be established using the arguments in the proof of Lemma 1 and it can be concluded that \( K_{h_1}(x) \) is non-empty for any \( k \geq 0 \) and any class-\( \mathcal{U} \) function \( \alpha_1 \). Through Proposition 1, we conclude that any Lipschitz continuous controller \( u(x) \in K_{h_1}(x) \) renders \( \mathcal{H} \) forward invariant.

Remark 1: The functions (9), (10) and (15) are defined in terms of the variables \((r_x, r_y, \theta)\). The functions have relative degree one, considering \((v_x, v_y, \omega)\) as the inputs and relative degree two, if \((f_x, f_y, \tau)\) are considered as inputs. In the multi-barrier and multi-input scenario, establishing that the functions are control barrier functions and verification of the control sharing property (to be presented in section V) becomes progressively challenging as the relative degree increases. In this work, by considering \((v_x, v_y, \omega)\) as the inputs, the functions \( h_i \) have relative degree one and our analysis is significantly eased. Moreover, a high-performance inner-loop is designed to set \((f_x, f_y, \tau)\) such that the desired velocities commanded by the outer-loop are tracked.

D. Quadratic programs for minimally invasive safety guarantees

In practice, the CBF formulation is amenable to efficient online computation of feasible control inputs that ensure safety. As the functions \( h_i(x) \) are CBFs, for a fixed \( x \), each of the constraints (16), (11) and (12) are feasible linear constraints and we set up a minimum-norm Quadratic program

\[ u^* = \arg \min_{u \in \mathcal{U}} \| u - u_{\text{nom}}(x) \|^2 \]  
subject to : \( L_f h_i(x) + L_g h_i(x) u \geq -k_i \alpha_i(h_i(x)) \), \( i \in \{1, 2, 3\} \) (18)

to determine a minimally invasive correction to a nominal controller \( u_{\text{nom}} \) that ensures safety. The nominal controller \( u_{\text{nom}} \) is designed to achieve a control objective with no consideration for the safety constraints. The classical Quadratic program (18) with the quadratic cost and linear constraints in the decision variable \( u = \{v_x, v_y, \omega\} \) can be efficiently solved at every sampling instant. In this work, we use a linear controller \( u_{\text{nom}}(x) = [-p_1 r_x - p_2 r_y - p_3 (\theta - \pi)]^T, \) \( p_i > 0 \) as the nominal controller for the Slider kinematics (8), to exponentially drive the Slider to the origin of the \((x,y)\).
plane with its orientation opposite to that of the orientation of the docking port. More sophisticated controllers, like the Model Predictive Controller (MPC) incorporating input and state constraints can also be chosen as a nominal controller. Establishing the Lipschitz continuity of \( u^r(x) \), as required by Proposition 1, is challenging and we consider this as part of our future work.

V. INPUT SHARING AMONG MULTIPLE CONTROL BARRIER FUNCTIONS

Although the barrier function \( h_1(x) \) has been shown to render the set \( \mathcal{H} \) forward invariant and the functions \( h_2(x) \) and \( h_3(x) \) have been shown to be valid CBFs in the sense of Definition 1, it remains to be shown if they can be enforced together. In other words, the three inputs \( \{v_x, v_y, \omega_z\} \) are shared by the three barrier constraints in the Quadratic program (18) and it remains to be established if (18) remains feasible in the zone of operation of the Slider.

We next recall the idea of control sharing CBFs from [11] and adapt it to the case of relative degree one and generalized to \( n \)-barrier functions, which is the case under consideration in this work. We refer to this scenario as multi-input sharing among multiple CBFs.

**Definition 2 (Control sharing CBFs [11]):** Consider the control system (1) and the CBFs \( h_i, i \in \{1, 2, \ldots, n\}, n > 1 \), defined on \( \mathcal{X} \). The CBFs \( h_i(x) \) are said to have the control sharing property, if there exists control \( u \in \mathcal{U} \) such that for any \( x \in \mathcal{X} \):

\[
\dot{h}_i = -k_i \alpha_i(h_i(x)), \quad i \in \{1, 2, \ldots, n\}.
\]  

(19)

In this work, we investigate the scenario where the three control inputs \( \{v_x, v_y, \omega_z\} \) are shared among three barrier functions. The conditions in (19) require that the control sharing be valid in establishing both forward invariance of the safe sets and asymptotic stability of the safe sets. In general, establishing control sharing in both scenarios is extremely challenging. In this work, we are tasked with the analysis of a relatively simpler scenario for the following reasons: 1) The function \( h_1(x) \) has been shown to render the set \( \mathcal{H} \) forward invariant but not asymptotically stable. 2) The functions \( h_2(x) \) and \( h_3(x) \) cannot simultaneously be negative. This is evident from Figure 3. In the region outside the red dashed lines, only one of \( h_2(x) \) and \( h_3(x) \) can be negative. This implies that, effectively, the control sharing needs to be investigated in two cases 1) \( h_i(x) \geq 0 \) for \( i \in \{1, 2, 3\} \) and 2) \( h_1(x) \geq 0 \) and \( h_2(x) < 0 \). In the second case, as \( h_2(x) < 0 \) implies \( h_3(x) \geq 0 \), the latter condition is not explicitly stated.

A. Invariance rendering CBFs

In this subsection, we show that the set \( \mathcal{I} = \mathcal{H} \cap \mathcal{Y}_2 \cap \mathcal{Y}_3 \) is rendered positively invariant when the three barrier constraints are enforced simultaneously through the Quadratic Program (18).

**Proposition 2:** The set of control inputs \( K_{h_1}(x) \cap K_{h_2}(x) \cap K_{h_3}(x) \) as defined in (3) for the functions \( h_1(x) \) is non-empty for all \( x \in \mathcal{I} \) and any Lipschitz continuous controller \( u(x) \in K_{h_1}(x) \cap K_{h_2}(x) \cap K_{h_3}(x) \) renders the set \( \mathcal{I} \) forward invariant under the dynamics (8).

**Proof:** Consider the three conditions (11), (12) and (16). For each \( x \), these conditions define half-spaces in the input space \( \mathbb{R}^3 \) denoted by \( H_i(x) \). When \( h_2(x) \geq 0 \) and \( h_3(x) \geq 0 \), the planes defining the boundaries of conditions (11) and (12) are parallel and offset on opposite sides of the origin, with the origin contained in their interior. The set \( H_2(x) \cap H_3(x) \) is non-empty and contains the origin and therefore \( K_{h_1}(x) \cap K_{h_2}(x) \) is non-empty. When \( h_1(x) \geq 0 \), the set \( H_1(x) \) is a half-space containing the origin in its interior and the plane constituting its boundary is parallel to the \( \omega_z \) axis. Therefore, for any \( x \in \mathcal{I} \), the intersection of the three half-spaces and \( K_{h_1}(x) \cap K_{h_2}(x) \cap K_{h_3}(x) \) are non-empty. The forward invariance of the set \( \mathcal{I} \) under any Lipschitz continuous controller \( u(x) \in K_{h_1}(x) \cap K_{h_2}(x) \cap K_{h_3}(x) \) is concluded by virtue of Proposition 1.

B. Visual lock in finite time

In this subsection, we begin by showing that the visual locking mode is asymptotically realized, when the system is initialized in the safe zone with no visual lock on the docking port.

**Proposition 3:** The set \( K_{h_1}(x) \cap K_{h_2}(x) \) as defined in (3) for the functions \( h_1(x) \) and \( h_2(x) \) is non-empty for all \( x \in \mathcal{H} \cap (\mathcal{D}_2 \setminus \mathcal{Y}_2) \) and any Lipschitz continuous control input \( u(x) \in K_{h_1}(x) \cap K_{h_2}(x) \) renders the set \( \mathcal{H} \) forward invariant and the set \( \mathcal{Y}_2 \) asymptotically stable for the dynamics (8).

**Proof:** By Lemma 1, \( h_2(x) \) is a CBF in the set \( \mathcal{D}_2 \) and \( K_{h_2}(x) \) is non-empty for all \( x \in \mathcal{D}_2 \). Similarly by Lemma 2, \( K_{h_1}(x) \) is non-empty for all \( x \in \mathcal{H} \). For all \( x \in \mathcal{H} \cap (\mathcal{D}_2 \setminus \mathcal{Y}_2) \), the set \( K_{h_1}(x) \cap K_{h_2}(x) \) is non-empty and by Proposition 1, any Lipschitz continuous controller \( u(x) \in K_{h_1}(x) \cap K_{h_2}(x) \) renders the set \( \mathcal{H} \) forward invariant and the set \( \mathcal{Y}_2 \) asymptotically stable.

For enhanced autonomy, it is desirable that visual locking mode is reached in finite time, so that autonomous operation can be resumed after visual locking. This can be achieved through the following strategy. When the absence of the visual lock is detected, the barrier functions \( h_2(x) \) and \( h_3(x) \) are redefined with the parameter \( 0 < \theta_v < \theta_1 \). By Proposition 3, the visual locking mode, parameterized by \( \theta_v \), is achieved asymptotically and this implies that the visual locking mode parameterized by \( \theta_v \), is reached in finite time, following which the parameter in \( h_2(x) \) and \( h_3(x) \) can be switched back to \( \theta_1 \).

VI. SIMULATION RESULTS

In the simulation results presented in this section, the design parameters defining the Cardioid and the range of the visual sensor are \( a = 0.75 \text{m} \) and \( \theta_1 = \frac{\pi}{2} \text{rad} \) respectively. The parameters of the Slider platform are \( m = 4.82 \text{kg} \) and \( I_z = 0.11 \text{kgm}^2 \). The admissible control set \( \mathcal{U} = [-0.5, 0.5]^3 \) restricts the magnitude of the linear velocities and the angular velocities to within 0.5 m/s and 0.5 rad/s respectively. The parameters \( p_i \) in the nominal linear controller from subsection IV-D are chosen to be 0.15. The parameters \( c_i \) in the inner-loop control (7) are chosen to be 20. The quadratic
program (19) is solved and the control loop is closed at 100 Hz.

1) Case 1 : Invariance of safety and visual locking for initialization in $\mathcal{H} \cap \mathcal{V}_2 \cap \mathcal{V}_3$: In Figure 4, we present simulation results for the case where the docking port is at the origin of the $(x,y)$ plane and orientated along the $x_I$-axis. The docking maneuver begins with the Slider in the safe zone and with a visual lock on the docking port. In Figure 4a, we see that the Slider reaches the docking port asymptotically while avoiding the area inside the Cardioid and while maintaining a visual lock on the docking port throughout the maneuver. In Figure 4b, we see that the position of the Slider goes to the origin asymptotically and the Slider reaches the origin pointing in the negative $x$-direction. From Figure 4c, we see that the kinematic inputs commanded by the Quadratic program (18) are contained within the set $\mathcal{W}$ and are faithfully tracked by the inner-loop controller (7). From Figure 4d, we see that the barrier functions $h_i(x)$ remain positive throughout the docking maneuver, indicating the positive invariance of the set $\mathcal{H}_s \cap \mathcal{V}_2 \cap \mathcal{V}_3$.

2) Case 2 : Finite time convergence to visual locking: In Figure 5, we validate the strategy proposed in V-B for establishing a visual lock on the docking port in finite time. The Slider is initialized in the safe zone, but with the docking port outside the visual range of the Slider. From Figure 5a, we see that visual locking is achieved in finite-time and the Slider approaches the docking station asymptotically, navigating through the safe zone. From Figure 5d, it can be verified that $h_2(x)$ turns positive in finite time and $h_1(x)$ is maintained positive, ensuring safety throughout the docking maneuver. In Figure 5c, we see that the velocities $\{v^c_x, v^c_y, \omega^c_z\}$ commanded by the Quadratic program (18) are faithfully tracked by the inner-loop controller (7).

VII. CONCLUSIONS

In this work, we presented a control strategy for safe and autonomous steering of a floating robotic emulation platform, the Slider, to a docking port on a stationary docking station. Control barrier functions (CBFs) were designed to enforce safe distance from the docking station and a correct direction of approach (in one-shot via the Cardioid CBF) and a visual lock on the docking port throughout the docking maneuver. We showed that the barrier functions exhibited the control sharing property in establishing positive invariance of the set defining safety and visual locking. We also presented a control strategy that results in finite-time convergence to the visual locking mode, when from Slider is initialized in the safe set but with no visual lock on the docking port.
The Slider achieves safe docking with finite-time convergence to the visual locking mode. The evolution of the states of the slider indicate that the Slider asymptotically reaches the docking port with orientation of π rad.

Simulation results were presented to validate the proposed control strategies. As part of our future work, we look to implement the docking strategies presented in this article on an experimental Slider platform and address the scenario of docking onto a moving station.

Fig. 5: Simulation results illustrating the finite time convergence to the visual locking mode when the Slider is initialized in the safe zone but with the docking port out of its visual range.
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