Optimal combination of energy storages for prospective power supply systems based on Renewable Energy Sources
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Abstract

Prospective power supply systems based on Renewable Energy Sources require measures to balance power generation and load at all times. The utilisation of storage devices and backup power plants is widely suggested for this purpose, whereas the best combination is still to be found. In this work, we present a modelling approach to systematically study scenarios of future power supply systems with a high share of electricity originating from wind and solar resources. By considering backup as a subordinate source of electricity with energy-only costs, the approach is independent of the actual full-load hours of the backup power plants. Applying the approach to multi-year meteorological data for Germany, cost-optimised combinations of storage devices and backup power are identified. We find that even in scenarios with significant excess generation capacities there is a need for storage devices or backup power plants with discharging power on the same order as the average load to balance the system at all times. Furthermore, these capacities seem to be required in some years of the multi-year period only. Our results imply that the societal need of having electricity available at all times can likely be satisfied by installing over-capacities only, whereas a balance has to be found between installing additional backup or storage or generation capacities.
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1. Introduction

Many countries throughout the developed world are currently in the long-term process of changing their electricity supply system from one based on fossil and nuclear fuels to one based on Renewable Energy Sources (RES). Multiple studies have shown that an electricity supply system based entirely on RES is possible – not only in large-interconnected systems like Europe (e.g. \cite{1,2}) and the United States (e.g. \cite{3,4}), but also in isolated national systems (e.g. \cite{5,6}).
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In many studies dealing with a prospective European power supply systems based on RES, a large share of the electricity will be provided by variable Renewable Energy sources (VRES), which are in particular solar and wind resources. A power supply system based mainly on VRES requires measures to cope with the natural variability of the power production from these resources in order to ensure our current high security of supply. An option widely considered is the utilisation of storage devices. Here, a combination of small, highly efficient storage capacities for balancing fluctuations in the order of a day or less and large, less efficient seasonal storage capacities for balancing long-term fluctuations appears suitable.

It is still an open question though, which storage dimensions – storage capacity and power requirements – are most suitable for integrating a very high share of VRES into a power supply system. Two large groups of approaches exist to address this question: Many studies rely on cost estimates to come up with possible good combinations of storage and generation capacities. Due to the often relatively high number of parameters and generally well-founded assumptions, the sensitivity with respect to individual parameters and even more to combinations thereof is often difficult to determine. A different approach is to be as general as possible by considering an abstract view on the system and focusing on the meteorological aspect of future power supply systems, since this aspect will play an important role in future power supply systems based on RES.

Using mainly long-term RES power production time-series and corresponding load data, these works have investigated e.g. the large-scale need for the installation of storage capacities in a 100%-RES scenario for Europe and how these needs can be reduced using excess generation as well as transmission capacities.

Besides the energy capacity of the storage devices, their power requirements are also an important dimension to be considered for future power systems based on (V)RES. Weiss et al. investigated the storage requirements for the German power supply system in which 80% of the total electricity consumption would be provided by a combination of solar, wind and hydropower resources; and it was found that in this case 31 GW of discharging power and slightly less for charging power would be required for the long-term storage devices when combined with the current pumped-hydro capacity of 8 GW as short-term storage. Like the need for the energy capacity of the storage devices rises with increasing share of RES penetration, so does the need for storage power. Using a holistic model with a hierarchical management approach, Bussar et al. recently found that a renewable power supply system for the EU-MENA region (Europe, Middle East and North Africa) would be most economic with a combination of storage devices having a total discharging power on the same order as the peak load, whereupon long-term storage was also found to need higher charging power than discharging power. Furthermore, the discharge power of the long-term storage was found to be higher than the combined discharge power of both short-term and medium-term storage, which stresses the importance of long-term storage in future power systems based on (V)RES.

In this work, we present an optimisation approach to systematically study power systems with multiple storage systems, well defined by their energy content, charging and discharging power as well as their efficiency. Here, a special focus is set on the power requirements of the storage systems. The modelling approach is an advancement of our previous modelling approaches and is intended to provide deeper insights into urgent questions in the design of prospective power systems based on energy generated...
from fluctuating renewable sources.

2. Modelling multiple storage systems

To investigate combinations of energy storages for the integration of high shares of VRES into power systems, we suggest a novel modelling approach using an economic optimisation procedure. For our approach we build on previous contributions on the integration of VRES in Germany and Europe [20, 21]. While these contributions were restricted to meteorological aspects of the integration and were by construction limited to the investigation of the effects of one single storage class, the optimisation approach developed here will allow to study economic aspects and power systems with multiple storages in a yet rather straightforward and instructive manner.

2.1. Optimisation of storages and backup

We start from time series data of the residual load for a certain area of interest, $R(t_i)$, sampled at time lag $\Delta t$, i.e. $t_i = t_1 + \Delta t(i - 1)$ with $i \in \{1, 2, \ldots, N\}$. $R(t_i)$ can be obtained by subtracting the power generation of both must-run units and variable, non-dispatchable renewable energy sources from the load, details will be described later in section 2.2. If $R(t_i) < 0$ there is a surplus of energy which could be curtailed, whereas at times $t_i$ with $R(t_i) > 0$ there is a lack of energy which needs to be compensated. For balancing of the loads – in particular in the second case – it is aimed to use either backup power plants or storages, with the latter being charged in times of surplus of energy.

A storage $j$ is characterised by its charging ($P_{CL}^j$) and discharging ($P_{DL}^j$) power, its round-trip efficiency $\eta_j$, and its maximum capacity in terms of energy $H_{max}^j$. We assume that each of these parameters implies costs, which are characterised by their respective equivalent annual installation and operating costs per unit, $q_{CL}^j$, $q_{DL}^j$, and $q_{H}^j$. If we for the time being neglect grid limitations and grid losses, storage units with the same technology (i.e. in particular with the same efficiencies for charging and discharging) can be combined to a single storage, which significantly reduces the amount of different storages which need to be considered.

The approach we would like to propose can be characterised as an economic optimisation approach to identify which combination of storages and backup power would be most beneficial from an economic perspective (i.e. ”cheapest”) to guarantee a non-positive residual load at each moment in time. The costs for installing and operating the generation capacities are explicitly not included in the optimisation approach, since these costs depend on the scenario considered and can be calculated and added separately (c.f. section 2.2). Other costs of prospective power systems which are not included in our approach (e.g. transmission costs, social costs) need to be investigated and compared in more detailed analyses in future work.

The linear optimisation problem with the corresponding cost function $Q_{SB}$ reflecting the annual costs for storage and backup is defined as:

\[ Q_{SB} = \text{cost of storages and backup} \]

---

3The round-trip efficiency $\eta$ is split equally between charging and discharging in this work. Individual values for charging efficiency ($\eta_{CL}^j$) and discharging efficiency ($\eta_{DL}^j$) can easily be implemented but would only influence the interpretation of the value of the storage capacity $H_{max}^j$. The storage capacity $H_{max}^j$ corresponds to the energy stored, e.g. in the form of chemical energy, while $\eta_{CL}^j$ and $\eta_{DL}^j$ determine the flow of electrical energy from/to the overall system (cf. eq. 4).
\[
Q_{SB} = P_{CL}^j \cdot q_{CL}^j + P_{DL}^j \cdot q_{DL}^j + H_{max}^j \cdot q_{H}^j + \frac{\Delta t}{N_a} \sum_{i=1}^{N} B(t_i) \cdot q_B
\]

subject to: \( R_{\alpha,\gamma}(t_i) + \sum_{j=1}^{m} (P_{c}^j(t_i) - P_{d}^j(t_i)) - B(t_i) \leq 0, \forall t_i \) (1)

\( 0 \leq P_{c}^j(t_i) \leq P_{CL}^j, \forall t_i, j = 1, \ldots, m \) (2)

\( 0 \leq P_{d}^j(t_i) \leq P_{DL}^j, \forall t_i, j = 1, \ldots, m \) (3)

\( 0 \leq S_j(t_i) \leq H_{max}^j, \forall t_i, j = 1, \ldots, m \) (4)

\( 0 \leq H_{0}^j \leq S_j(t_i = N) , j = 1, \ldots, m \) (5)

\( 0 \leq B(t_i) \leq P_{DL}^B, \forall t_i \) (6)

Here, the \( - \) generally not unique \( - \) time series \( P_{c}^j(t_i), P_{d}^j(t_i) \) and \( B(t_i) \) determine the charge and discharge of the respective storage and the backup power required (i.e. the operation of storages and backup). For the backup, \( B(t_i) \) describes the actual time series of backup usage, \( N_a := N \Delta t / a \) is the length of the time series in multiples of years, and \( q_B \) are the costs for backup per energy unit. The backup energy is modelled in this rather simple way to be able to include a wide variety of backup options, ranging from biogas power plants with high usage rates to peak power plants with low number of full-load hours as well as load shedding options, in a rather straightforward manner. A sufficiently high value for the backup costs \( q_B \) implies that backup energy is not primarily used in comparison to wind and solar energy. The real costs for some of the technologies considered as backup power might be cheaper if they achieve a high number of full-load hours. However, the latter is not known until the optimisation process is finished. For most of the investigated scenarios in this work, the maximum backup power \( P_{DL}^B \) is not limited so as to include the wide variety of backup options mentioned above. A closer look at the backup power plants is taken in section 3.4.

The constraints (1) – (6) guarantee that the parameters and the storage level

\[
S_j(t_i) := H_{0}^j + \Delta t \cdot \left( \sqrt{\eta_j} \sum_{k=1}^{t} P_{c}^j(t_k) - \frac{1}{\sqrt{\eta_j}} \sum_{k=1}^{t} P_{d}^j(t_k) \right)
\]

remain within the boundaries associated with the minimum required installation costs, namely (1) meeting the residual load at all times by (net) discharging the storages and utilisation of backup power,\(^4\) the (2) charging and (3) discharging power must not exceed the charging and discharging power limit of the respective storage, (4) the storage level for each storage is always between zero (empty) and the size of the storage \( H_{max}^j \), (5) the storage levels at the end of the simulation must not be lower than at the beginning.

\(^4\)Curtailment of the VRES generation is also allowed as the residual load may become negative.
and (6) backup power plants can only provide positive backup power. The structure of (OP) is related to a linear minimisation problem also referred to as linear program. The main difference to a deterministic linear optimisation problem is the fact that the upper boundaries of the constraints are not fixed during the optimisation process. To solve (OP) with flexible constraints, standard solver for linear programs (e.g. simplex or interior point methods) can be applied on piecewise equivalent subproblems [22, 23].

Additionally, the approach allows integration of other power plants by integrating them as a (virtual) storage. The storage size $H_{j}^{\text{max}}$ corresponds to the highest possible energy production in the period of investigation, while the charging power $P_{j}^{\text{CL}}$ of the corresponding storage / power plant would be set to zero, that is $P_{j}^{\text{CL}} = 0$. This procedure is not applied in this work.

Overall, the optimisation approach can be seen as an investment decision approach with a perfect and unlimited prediction horizon, while the actual dispatch of the individual units would have to be decided upon in a more detailed simulation with a much smaller prediction horizon.

2.2. Meteorological time series, residual loads and total system costs

For prospective power systems the residual load depends strongly on the amount of non-dispatchable solar and wind energy in the system. Provided that time series for the load ($L(t_i)$) and for the availability of solar ($S(t_i)$) and wind ($W(t_i)$) resources are available, it is straightforward to investigate the implications of their installation on the residual loads. For this purpose we follow a procedure outlined in [20].

With $\langle x \rangle_t := \frac{1}{N-1} \sum_{i=1}^{N} x(t_i)$ representing the long-term average of a time series, the residual load $R_{\alpha,\gamma}(t_i)$ is modelled by

$$R_{\alpha,\gamma}(t_i) = L(t_i) - \gamma \cdot \langle L \rangle_t \left( \alpha \frac{W(t_i)}{\langle W \rangle_t} + (1 - \alpha) \frac{S(t_i)}{\langle S \rangle_t} \right)$$

Here, the respective shares of wind and solar power generation of the gross electricity demand are given by $\gamma \alpha$ and $\gamma (1 - \alpha)$. The parameter $\gamma$ is termed the average renewable energy power generation factor and determines the total electricity which can be produced from VRES (cf. [16]). A value of $\gamma = 1.0$ corresponds to a scenario, in which the long-term averaged total generation from solar and wind resources is equal to the average demand.

In this work, we concentrate on the technical aspect of a future power system. Hence, we focus in our model on the costs for the installation and the operation of combinations of generation, storage and backup capacities. For every investigated scenario, the total equivalent annual costs $Q_{\text{tot}}$ are given by the costs for storage and backup $Q_{SB}$ – as reflected by the cost function of (OP) – and the costs for the generation capacities $Q_{G}$

$$Q_{\text{tot}} = Q_{SB} + Q_{G}$$

The generation costs $Q_{G}$ are given by

$$Q_{G} = P_{W} \cdot q^{W} + P_{S} \cdot q^{S} + Q_{MR}$$

Here, the parameters $P_{W}$ and $P_{S}$ describe the respective installed capacities of wind and solar as given by the wind share $\alpha$ and the generation factory $\gamma$ for each scenario.
The parameters $q^W$ and $q^S$ describe the equivalent annual installation and operating costs per power unit, which are fixed for each scenario (cf. section 3.1). The parameter $Q_{MR}$ reflects the costs for must-run units; the latter are not considered in this work. Overall, the generation costs are fixed for each investigated scenario and not relevant for the optimisation process described in the section 2.1.

3. Storage requirements for Germany

The modelling approach described in section 2 is now applied to data for Germany. Germany is chosen in this work as it has significantly increased its RES share over the last years with more than 32% of electricity originating from RES in 2015 [24]. Furthermore, it has also been the subject of our previous publication dealing with a more meteorologically focused perspective on the storage demand in future renewable power systems [20].

3.1. Data description

The modelling approach requires long-term power generation for renewable energy sources as well as corresponding load data. In this work, we use wind and solar power generation data with hourly resolution ($\Delta t=1h$). The division between wind and solar power generation is determined by the wind share $\alpha$ (cf. section 2.2), while for the wind data itself holds that 52% of the installed capacity is onshore. The data sets span the year 2006-2012 ($N_a=7$) and thus contain $N=61368$ data points each. This way, the variability of the power production from VRES over multiple years is included in the data. The load data originate from the data from the transmission system operators (TSOs) in Germany for the same period and are available from ENTSO-E. The average load in the period of investigation is $\langle L \rangle_t \approx 55.1 \text{ GW}$, subsequent energy values are normalised where appropriate to average load hours, abbreviated av.l.h., with 1 av.l.h. $\approx 55.1 \text{ GWh.}$ The data sets were also used in previous publications [20, 25]. More details regarding the wind and solar power generation data sets can be found in [25].

Three different storage technologies are used in this work to balance fluctuations. First are pumped hydro storages, which are nowadays mainly used in Germany to balance fluctuations on the scale of multiple hours (PHS, $\eta_{PHS} = 82\%$ [26]). The current installed capacity is around 39 GWh according to [27] with a small potential for additional capacities [28]. Given Germany’s proximity to the Alps region and the large hydro facilities there, we assume a maximum pumped-hydro storage size available to the German power system as $H_{PHS}^{max} = 4 \text{ av.l.h.} \approx 220.6 \text{ GWh.}$ As this value is still below the required storage capacities found in other works investigating fully renewable power supply systems [1, 16, 20], further storage technologies are considered. Batteries based on lithium-ion (LIB, $\eta_{LIB} = 88\%$ [26]) are the second storage technology considered in our work. Finally, as a rather long-term storage we use synthetic hydrogen stored in caverns (H2S, $\eta_{H2S} = 45\%$ [26]). By not including any restrictions on the operation of the storage devices, all storages can in principle be used as short-term and long-term storage.

The equivalent annual costs $q^X$ for the generation and storage units is composed of installation costs as well as annual operating and maintenance (O&M) costs. For consistency with respect to the underlying assumptions, the data are to a large extend based on a single source and are assumed costs for Germany by mid-century. More
precisely, the costs for storages and generation capacities used in this work are based on \[26\] (in turn based on \[29\]) as well as the updated version \[30\] and shown in table 1. The prices \(q^X\) are achieved by converting these costs to equivalent annual costs using a fixed interest rate of \(r=6\%\) throughout the work. Details regarding this conversion to equivalent annual costs can be found in Appendix A.

The costs for backup energy is generally set to \(q^B=0.15\text{ EUR }/\text{kWh}\). As mentioned already above in section 2.1, the backup energy is modelled this way to include a wide variety of backup options.

Table 1: Parameters for base case of economic evaluation: \(I_X\) are installation costs, \(f^{O,X}\) describe O&M costs in relation to installation costs, \(n\) is the lifetime (cf. Appendix A), data are based on \[26, 29, 30\].

| Technology        | \(I_X\) / € / kW | \(f^{O,X}\) / € / kWh | \(n\) % | years |
|-------------------|------------------|------------------------|------|------|
| wind (onshore)    | 1000             | 4.0                    | 18   |      |
| wind (offshore)   | 1400             | 5.5                    | 18   |      |
| photovoltaic      | 850              | 1.0                    | 20   |      |
| PHS (capacity)    | 250              | 1.0                    | 35   |      |
| PHS (discharging) | 250              | 1.0                    | 35   |      |
| LIB (capacity)    | 150              | 0.5                    | 25   |      |
| LIB (charging)    | 25               | 0.5                    | 30   |      |
| LIB (discharging) | 25               | 0.5                    | 30   |      |
| H2S (capacity)    | 700              | 2.5                    | 25   |      |
| H2S (charging)    | 350              | 2.5                    | 25   |      |

3.2. Total system costs

Let us start our investigation of the cost-optimal design of the prospective German power supply system by studying the influence of the wind share \(\alpha\) and the power generation factor \(\gamma\) on the total system costs \(Q_{\text{tot}}\). For this, we use the cost function as defined in equation (OP) and consider the three storage technologies mentioned in section 3.1.

Figure 1 shows the total equivalent annual costs \(Q_{\text{tot}}\) for scenarios with different combinations of \(\alpha\) and \(\gamma\) considering all three storage technologies \((j = 3)\). In these scenarios, the size of the pumped-hydro storages was limited to \(H_{\text{max}}^{\text{PHS}} = 4 \text{ av.l.h.} \approx 220.6 \text{ GWh}\) in order to reflect the limited resources for pumped hydro (see also section 3.1) and the backup power was in practical terms unlimited \((P_{\text{DL}}^B = 10 \cdot \langle L_t \rangle)\). As we can see from the figure, the sensitivity with respect to the wind share \(\alpha\) is higher than the sensitivity with respect to the capacity factor \(\gamma\). As an example, for a fixed generation factor \(\gamma = 1.0\), the total system costs \(Q_{\text{tot}}\) vary from \(Q_{\text{tot}} \approx 65.1 \text{ bn EUR}\) as equivalent annual costs for a solar-only scenario \((\alpha=0.0)\) to \(Q_{\text{tot}} \approx 41.1 \text{ bn EUR}\) as equivalent annual costs for a scenario with \(\alpha = 0.8\). With respect to the generation factor

---

5 This value corresponds e.g. to costs for backup power originating from CCGT in \[29\] and costs for biomass power plants in \[31\].

6 This limitation corresponds to an additional constraint for (OP): \(H_{\text{max}}^{\text{PHS}} \leq 4 \text{ av.l.h.}\).
\( \gamma \), the costs variation is significantly less, e.g. for \( \alpha = 0.8 \) from \( Q_{\text{tot}} \approx 40.8 \) bn EUR as equivalent annual costs for \( \gamma = 1.1 \) to \( Q_{\text{tot}} \approx 46.9 \) bn EUR as equivalent annual costs for \( \gamma = 1.5 \).

Overall, this figure illustrates that the total equivalent annual system costs \( Q_{\text{tot}} \) as defined in this work are strongly influenced by the costs for different technology (cf. table 1).

Based on the previous results, we will now investigate scenarios with two different wind shares as well as different capacity factors and draw comparisons between them. For this, we will focus on scenarios with a wind share of \( \alpha = 0.80 \) (cheapest option and also share in related works (e.g. [25]) as well as scenarios with a high solar share, that is \( \alpha = 0.50 \), in the upcoming investigations.

### 3.3. Optimal storage combinations

The total systems costs illustrated in figure 1 are made up of different components. Figure 2 shows the total equivalent annual costs \( Q_{\text{tot}} \) and its breakdown to system components for different values of the generation factor \( \gamma \) as well as for a wind share \( \alpha = 0.50 \) (fig. 2 left panel) and a wind share \( \alpha = 0.80 \) (fig. 2 right panel). It can be seen in this figure that the share of costs related to storage capacities in all investigated scenarios make up to only 11\% of the total costs, while in all scenarios the highest share of costs is related to wind and solar generation capacities as well as backup costs. The share of costs related to generation and backup is higher than the results found by Bussar et
al., where those costs were responsible for about 74% of the total costs (excluding grid costs). This is likely due to differences in the particular costs assumptions. The overall trend that the major share of costs is related to the production costs is consistent in both works though.

Furthermore, the figure illustrates that increasing the generation factor $\gamma$ significantly decreases the need for energy originating from backup power plants, while the costs for storage and hence its capacities are increased. As already seen in figure 1, the overall costs $Q_{tot}$ increase slightly only when the generation factor $\gamma$ is changed, implying that the increased costs for generation capacities are approximately equivalent to the combined costs of decreased costs for backup and increased costs for storage capacities.

Besides the overall difference in costs related to the higher generation costs in the high-solar scenario ($\alpha = 0.50$), a major difference between the scenarios with different wind shares $\alpha$ is the presence of lithium-ion batteries in scenarios with a wind share of $\alpha = 0.50$, while no lithium-ion batteries at all are present in the results for scenarios with a wind share of $\alpha = 0.80$. This can be explained by considering that lithium-ion batteries have rather low charging and discharging power costs and high capacity costs, and these are favourable for scenarios with a relatively high solar-share and hence strong daily fluctuations. On the contrary, the cost-minimised setup in wind-dominated scenarios requires the utilisation of hydrogen storage which is characterised by comparably high charging and discharging power costs and low capacity costs.

The aforementioned characteristics of the different storage technologies can also be identified when further splitting the storage costs into costs for charging and discharging power on one side and capacity on the other side. For all the scenarios shown in figure 2, the equivalent annual costs for charging and discharging power are significantly higher than the respective equivalent annual costs for capacity when pumped-hydro storage or synthetic hydrogen storage is considered. On the contrary, the equivalent annual costs for storage capacity of the lithium-ion batteries are found to be up to ten times the equivalent annual costs for the charging and discharging power.

With the actual power dimensioning of the storage being a focus of this work, figure 3 examines the previous results in more detail and illustrates the corresponding $P_{CL}^j$ and discharging power $P_{DL}^j$ for pumped-hydro storage, lithium-ion storage and hydrogen storage. A wind share of $\alpha = 0.50$ was used for the left panel and a wind share of $\alpha = 0.80$ for the right panel.

For scenarios with a wind share $\alpha = 0.50$, the charging $P_{PHS}^{CL}$ and discharging power $P_{PHS}^{DL}$ of the pumped-hydro storage is almost irrespective of the generation factor $\gamma$, whereas the discharging power $P_{PHS}^{CL}$ is always lower than the corresponding charging power $P_{PHS}^{CL}$. This can be understood by considering that there are clear daily patterns in the residual load of these high-solar scenarios with comparably high surpluses during the day. The charging $P_{LIB}^{CL}$ and discharging power $P_{LIB}^{DL}$ for the lithium-ion batteries reach their respective maximum value for a generation factor of $\gamma = 0.95$ and decreases for larger values of $\gamma$. For the latter, the deficit hours in the residual load are reduced, furthermore the peaks of the surplus generation at midday can be curtailed, leading to a reduced need for the rather expensive lithium-ion batteries. For scenarios with a generation factor $\gamma \geq 1.0$, the charging $P_{LIB}^{CL}$ and discharging power $P_{LIB}^{DL}$ of the hydrogen storage exceeds the corresponding values of the lithium-ion batteries. This implies that the hydrogen storage replaces the lithium-ion storage in some respects. Furthermore, it
is worth mentioning that the combined discharging power of all three storages increases with increasing generation factor $\gamma$, reaching a combined sum almost as high as the average load $\langle L \rangle_t$.

Comparing the high-solar scenario ($\alpha = 0.5$, figure 3, left panel) with the wind-dominated scenario ($\alpha = 0.8$, right panel) shows that the charging $P_{\text{CH}_{\text{H2S}}}$ and discharging power $P_{\text{DL}_{\text{H2S}}}$ of the pumped-hydro storage is significantly lower in the scenario with $\alpha = 0.8$. Furthermore, the synthetic hydrogen is found to be the storage technology with the highest charging $P_{\text{CH}_{\text{H2S}}}$ and discharging power $P_{\text{DL}_{\text{H2S}}}$.

The results presented in this section are meant to represent a base case of our investigations. Based on these results, we will continue by studying three different aspects of the scenarios. First, the backup energy and its power requirements (section 3.4). Second, the need of seasonal storage (section 3.5) as well as, third, the influence of the yearly variations on the results (section 3.6).

3.4. Minimal backup power

In the previous investigations in sections 3.2 and 3.3, the backup power $P_{\text{DL}}$ was not limited so as to include a variety of backup technologies. That was also the reason why we chose an energy-only price for backup usage and did not include any power price. In
Figure 3: Charging $P_{CL}^j$ and discharging power $P_{DL}^j$ for pumped-hydro, lithium-ion and hydrogen storage for different values of generation factor $\gamma$ and a wind share $\alpha = 0.50$ (left panel) and a wind share $\alpha = 0.80$ (right panel). In each block, the generation factor $\gamma$ increases from $\gamma=0.90$ to $\gamma=1.30$ in step sizes of 0.05. For all scenarios, the pumped-hydro storage size was limited to $H_{PHS} = 4$ av.l.h.≈ 220.6 GWh and the backup power was in practical terms unlimited ($P_{DL}^B = 10 \cdot \langle L \rangle_t$).

In this section, we aim to limit the backup power and investigate the resulting effects on the average equivalent full-load hours of the backup power plants (cf. condition 4 in section 2). For this, the average full-load hours of the backup power plants are defined as

$$FLH = \frac{\langle B \rangle_t \cdot 8760}{P_{DL}^B}.$$

Figure 4 shows the total equivalent annual costs $Q_{tot}$ (top) and corresponding average full-load hours FLH (bottom) as a function of the backup power limit $P_{DL}^B$ for different values of the generation factor $\gamma$, where a wind share $\alpha = 0.5$ was used for the left and a wind share $\alpha = 0.8$ was used for the right panel.

Starting with the upper end of the investigated backup power limits (right side of each half, $P_{DL}^B \approx 50$ GW), the total equivalent annual costs $Q_{tot}$ is almost equal to the corresponding costs without backup power limits. In this case, the average full-load hours reach values of up to about 1890 equivalent full-load hours per year for $\gamma = 0.9$ and $\alpha = 0.8$, slightly less for $\alpha = 0.5$, and as low as about 335 equivalent full-load hours for $\gamma = 1.2$ and $\alpha = 0.8$. Decreasing the backup power limit down to $P_{DL}^B \approx 30$ GW only increases the total equivalent annual costs $Q_{tot}$ for all investigated scenarios. However, even then the backup power plants reach about 3000 equivalent full-load hours only. Reduction of the backup power limit $P_{DL}^B$ below this threshold leads to a significant increase in total equivalent annual costs $Q_{tot}$. The most extreme values of $Q_{tot}$ should be ignored, as the backup power plants are almost used permanently in these scenarios, which would presumably result in production costs much below the fixed costs used in the approach and therefore does seem to be inconsistent with the assumptions.

In summary, the investigations in this section show that a compromise between the installation of excess generation capacities and backup power plant capacities is required.
3.5. Systems without hydrogen storage

For our base case scenarios, we assumed that the synthetic hydrogen storage technology will make large advancements in comparison to today and that cheap storage capacities in underground caverns will become available, leading to the costs assumptions in table 1. Using these assumptions, the hydrogen storage was found to be installed in large capacities, in particular in the scenarios with a wind share \( \alpha = 0.8 \) (cf. section 3.3). To further study the role of hydrogen storage, we also investigated scenarios where the proposed hydrogen technology does not exist, that is only pumped-hydro storage and lithium-ion batteries exist as storage technologies. Using this restriction, we find that the total equivalent annual costs \( Q_{\text{tot}} \) increase significantly in most of the investigated scenarios. As an example, for scenarios with a wind share of \( \alpha = 0.5 \) the total equivalent annual costs \( Q_{\text{tot}} \) increase from \( Q_{\text{tot}} \approx 45.2 \) bn EUR to \( Q_{\text{tot}} \approx 46.8 \) bn EUR for \( \gamma = 1.0 \), and from \( Q_{\text{tot}} \approx 48.5 \) bn EUR to \( Q_{\text{tot}} \approx 51.4 \) bn EUR for \( \gamma = 1.3 \). The increase in costs is largely due to an increase in costs for lithium-ion batteries as well as an increased backup usage. Reducing the backup costs to \( q_B = 0.12 \) EUR / kWh to take into account the latter effect was found to reduce the total equivalent annual costs \( Q_{\text{tot}} \), e.g. for a wind share \( \alpha = 0.50 \) and a generation factor \( \gamma = 1.0 \) to \( Q_{\text{tot}} \approx 44.4 \) bn EUR.
For scenarios with a wind share $\alpha = 0.8$, the increase in costs for scenarios without hydrogen storage is even higher. As an example, the total equivalent annual costs $Q_{tot}$ increase from $Q_{tot} \approx 41.1$ bn EUR to $Q_{tot} \approx 43.9$ bn EUR for $\gamma=1.0$, and from $Q_{tot} \approx 42.4$ bn EUR to $Q_{tot} \approx 47.2$ bn EUR for $\gamma=1.3$. In these cases, the lack of hydrogen storage is compensated to a large extent by increasing usage of backup power, while also the capacities for pumped-hydro storage are increased and small capacities of lithium-ion batteries are installed. In this case, the reduction of the backup costs to $q_B=0.12$ EUR / kWh led to a decrease in total system costs for e.g. a generation factor $\gamma=1.0$ to $Q_{tot} \approx 40.1$ bn EUR.

An iterative process could be used to adjust the backup costs to the resulting full-load hours for different backup technologies. However this would contradict the simple design of our approach and is beyond the scope of this work.

3.6. Influence of length of investigation period

As a final variation of our base case scenarios, we investigate an aspect which is related to the meteorological perspective of the investigated scenarios. In contrast to the previous parts of this work, we treat each year of the scenarios individually in this section, so as to reduce the statistical variation of the original data set. For this purpose, all years are treated individually, implying that the variations in average load are eliminated by normalisation and the installed capacities for wind and solar generation capacities are adjusted to the respective generation pattern in the corresponding year.

Figure 5 shows the standard variation of the total equivalent annual system costs $Q_{tot}$ between different years for different values of the wind share $\alpha$ and the generation factor $\gamma$. One can see that the variations are lowest with a low wind share $\alpha=0.5$ and low generation factor $\gamma=0.9$. In this case, a significant share of the energy is provided by backup power (cf. figure 2) which allows to overcome variations in the generation and load patterns to a large extent. Increasing the wind share $\alpha$ and the generation factor $\gamma$ increases the variations in the total equivalent annual costs $Q_{tot}$, reaching a standard variation of up to 4%. In absolute values and considering the variations in the original data sets, this corresponds to e.g. total equivalent annual system costs varying between $Q_{tot} \approx 38.9$ bn EUR for the year 2009 to $Q_{tot} \approx 43.8$ bn EUR for the year 2010 in scenarios with a wind share $\alpha=0.8$ and a generation factor $\gamma=1.0$. In comparison to the seven-years annual system costs of $Q_{tot} \approx 41.1$ bn EUR, these variations correspond to a deviation of up to 7%. In terms of the installed storage capacities, the differences between individual years lead to e.g. a discharging power $P^{DL}_{H2S}$ for the hydrogen storage of $P^{DL}_{H2S} \approx 10.0$ GW for the year 2009 and $P^{DL}_{H2S} \approx 17.0$ GW for the year 2010, while a value of $P^{DL}_{H2S} \approx 12.0$ GW was found for the seven-years data in the optimal case.

The system component which was found to vary most between different years is the size of the hydrogen storages $H^{max}_{H2S}$ with $H^{max}_{H2S} \approx 119$ av.l.h. for the year 2010 and $H^{max}_{H2S} \approx 364$ av.l.h. for the year 2006. It is worth noting that even the smallest value was found to be higher than the value for the seven-years data $H^{max}_{H2S} \approx 113$ av.l.h., indicating that particularly the required size of the hydrogen storage is overestimated when individual years are considered in comparison to long-term data.

Overall, these results illustrate the large variations in the underlying generation patterns for wind and solar energy and consequently the need to consider multi-year data when studying prospective power supply systems. Furthermore, this result implies that the previously found low average full-load hours might be even lower in some years, so
that some backup power capacities are not used for a year or longer while always being available on short-term basis.

Figure 5: Standard variation of the total equivalent annual system costs $Q_{tot}$ between different years for different values of the wind share $\alpha$ and the generation factor $\gamma$. For all scenarios, the pumped-hydro storage size was limited to $H_{max}^{P} = 4$ av.l.h. $\approx 220.6$ GWh and the backup power was in practical terms unlimited ($P_{DL}^{B} = 10 \cdot \langle \langle L \rangle \rangle_t$).

4. Conclusions

Future scenarios based on RES will have high shares of electricity originating from variable resources like wind and solar energy. To guarantee a stable system, measures have to be taken to balance load and generation at all times. In this work, we looked at prospective power supply systems with very high shares of VRES, in which the fluctuations are balanced using a combination of storage devices as well as fully-flexible backup power plants and curtailment. We presented a modelling approach to systematically study which combination of these balancing options leads to minimum costs.

In accordance with results from related works, we found that the highest shares in costs are related to the generation capacities, while only a minor share is related to the storage costs. For the storage, the costs for capacities were found to be generally lower compared to the costs for charging and discharging. Furthermore, our results indicate that storage based on synthetic hydrogen as well as pumped-hydro storages might be favourable to be installed in scenarios in which a significant share of the VRES generation originates from wind. Lithium-ion storage with its high efficiencies but high capacity costs was only found to be present in case of scenarios with high shares of PV. In this vein, we can confirm that the daily fluctuations in the solar scenarios lead to a need for efficient, small daily storage, whereas seasonal storage are required for scenarios
dominated by wind energy. This implies that the cheap capacity costs of hydrogen storage can partly overcome its low efficiency. Investigating scenarios without hydrogen storage being available significantly increased the overall system costs, which underlines the importance of this technology.

We also took a closer look at backup power need and found that backup would be needed with high backup power up to about 30 GW. These power plants would only run on average about 2000-3000 equivalent full-load hours. Furthermore, we found that the yearly variations reach values up to 4%, which corresponds to a difference up to five billion EUR equivalent annual costs between cheapest and most expensive year. In practical terms, these results imply that the system (operator and/or society) has to come up with solutions how to finance those large capacities which are used at rare intervals. Solutions such as demand-side management might help to shift consumption by a few hours, yet concepts need to be found how to deal with long periods of dead calm which occur only once every years and how many backup capacities should be kept as final reserve for this purpose.

We conclude this work with recommendations regarding future work: As we have seen in this work, the results vary significantly depending on the weather situation in the investigated scenario. Hence, future work should also be done with multi-year data so as to include the statistical variations of these long-term weather patterns. Furthermore, as also done in this work, we recommend to not explicitly include the generation costs in the optimisation part but instead study scenarios with different wind-solar-mixes and draw comparisons between them. Regarding the modelling approach presented in this work, a further development could trigger the modelling of the backup process by using e.g. an iterative approach to match the price of backup with resulting full-load hours. Including large capacities of controllable power plants like biomass or hydro power as virtual storage might lead to lower storage needs. This way, a stable and affordable power supply system based mainly on Renewable Energy Sources will likely be found.
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Appendix A. Conversion to equivalent annual costs

The parameters $q^X$ corresponding to the equivalent annual costs for technology $X$ are composed of $q^{I,X}$, an annual share of the installation costs $I^X$, and the annual operating & maintenance costs $q^{O,X}$:

$$q^X = q^{I,X} + q^{O,X}$$
with

\[ q^{I,X} = \frac{I^X}{A_{t,r}} \quad \text{where} \quad A_{t,r} = \frac{1}{(1+r)^n}, \]

and \( n \) being the lifetime in years and \( r \) being the interest rate. An interest rate of \( r = 0.06 \) is used throughout this work. The annual operating & maintenance costs \( q^{O,X} \) are directly related to the overall installation costs through the factor \( f^{O,X} \):

\[ q^{O,X} = f^{O,X} \cdot I^X. \]

The values for \( I^X, f^{O,X} \) and \( n \) are given in table [I].
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