Hybrid (dynamical-statistical) models to improve seasonal drought prediction: application to regional meteorological droughts in China
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Abstract

Accurate drought prediction is important for drought resistance and water resources management. However, the seasonal drought prediction is of low accuracy for both dynamical and statistical models. In this study, we combined dynamical models and machine learning to construct hybrid (dynamical-statistical) models. We used the random forest approach to identify representative regions based on geopotential height, sea-level pressure, and 2-m temperature. The least absolute shrinkage and selection operator (Lasso and an artificial neural network (ANN) were used to construct the statistical models, with atmospheric variables as predictors and 3-month Standardized Precipitation Index (SPI3) as the predictand. The atmospheric variables forecasted by the European Centre for Medium-Range Weather Forecasts (ECMWF) SEAS5 model were processed as predictors to force the statistical models. The resulting hybrid models, constructed using dynamical models and machine learning, were named as dynamic-Lasso (‘D-Lasso’) and dynamic-ANN (‘D-ANN’) separately. The results suggested that prediction skills were improved by the hybrid models; compared to the best available dynamical model (UK Met Office), D-ANN extends the forecast horizons by 6, 21, and 4 days in northern, eastern, and southern China, respectively. In spring and summer, the correlation skills were also improved. The effective prediction of the atmospheric anomalies over the eastern and southern Tibetan Plateau and the Northwest Pacific region was identified as the main contributor to successful seasonal drought prediction. Overall, the hybrid models were able to predict drought processes effectively, and D-ANN outperformed the D-Lasso in drought onset and persistence phases.
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1 Introduction

Droughts are natural disasters that occur under all climate regimes (Liu et al. 2016). Global chronically drought-prone areas have increased significantly, from 16.19% between 1902 and 1949 to 41.09% between 1950 and 2008 (Wang et al. 2014). Globally, an estimated 55 million people are affected by droughts every year, and as many as 700 million people are at risk of
being displaced as a result of drought by 2030 (World Health Organization 2019). According to the Food and Agriculture Organization (FAO) of the United States, developing countries suffered losses of $29 billion in agriculture due to droughts between 2005 and 2015 (Conforti et al. 2018). Therefore, effective drought prediction is important to improve drought resistance and water resources management, and reduce drought losses.

With the increase of our understanding of the climate system and computational capabilities, predicting droughts using general circulation models (GCMs) has become a fundamental approach (Hao et al. 2018). Seasonal drought indices, such as the Standardized Precipitation Index (SPI) and the Standardized Precipitation Evapotranspiration Index (SPEI), can be calculated from GCM precipitation and temperature outputs (Lang et al. 2020; Ma et al. 2015; Ujeneza and Abiodun 2015). The advantage of GCMs is that they are based on physical principles and can capture the nonlinear changes in the ocean, atmosphere, and on land. In recent years, significant advances have been made in drought prediction, with the widespread use of post-processing and multi-model ensembles (Li et al. 2020; Mo and Lyon 2015). Nevertheless, GCMs are limited by chaotic properties, initial value errors, and model biases, which lead to uncertainties in the forecasted precipitation with a lead time of more than two weeks (Li et al. 2017; Merryfield et al. 2020). Statistical methods usually first identify a range of predictors from historical hydroclimatic observations (reanalysis) which are then input into statistical models to predict drought. Statistical methods are less computationally demanding and usually provide a baseline level of skill (Kirtman et al. 2013). However, unclear physical mechanisms and unstable statistical relationships in climate change are always the problems of statistical methods (Hao et al. 2018). To combine the advantages of dynamical and statistical models, many researchers have attempted to construct hybrid (dynamical-statistical) models.

Hybrid models mainly involve two steps, first, calibration to correct the bias (and ensemble spread) of GCMs forecasts and, second, merging forecasts from multiple sources (Madadgar et al. 2016; Ribeiro and Pires 2016; Yan et al. 2017). Previous efforts have focused on combining forecasts from multiple dynamical and statistical models, which has achieved excellent results (Hao et al. 2016; Madadgar et al. 2016; Wang et al. 2012). Nevertheless, some variables, such as geopotential height and temperature, yield higher skill scores with long lead times and are often used to analyze atmospheric circulation anomalies during droughts but are rarely used for prediction. For seasonal drought, large-scale circulation is an important mechanism, and the role of atmospheric anomalies varies between droughts (Lhotka et al. 2020; Li et al. 2018b; Okumura et al. 2017; Zhuang et al. 2020). Thus, some studies have aimed to extract information from atmospheric circulation patterns to predict drought events. For example, Costa-Cabral et al. (2016) were able to project meteorological drought in California using the North Pacific High (NPC) sea-level pressure anomaly; in northeastern Europe, more than 65% of drought events were detected one month in advance by Lavaysse et al. (2018); and Richardson et al. (2020) explored the potential benefits of using weather pattern predictions to improve sub-seasonal forecasts of meteorological drought. In these studies, the selection of an appropriate method to obtain key information from atmospheric variables was critical.

With the explosive growth of observation (and reanalysis) data and the considerable increases in computing capabilities, climate prediction with machine learning (ML) has become an active area of research (Reichstein et al. 2019). The most significant advantage of ML is its ability to mine information from ‘big data’ for future prediction. In the past few years, ML
has helped improve climate predictions significantly as well as assist in interpreting the underlying mechanisms (Pan et al. 2020; Yoo-Geun et al. 2019), and this approach has also been used to improve drought prediction (Agana and Homaifar 2017; Khan et al. 2020; Rezaeianzadeh and Tabari 2012; Zhang et al. 2019). However, drought mechanisms vary between different regions and across temporal-spatial scales, meaning that further research is needed to determine whether ML is effective for seasonal drought prediction.

China has long been affected by drought due to its geographical location and climatic regime (Ayantobo et al. 2017), and in recent years, extreme droughts have become increasingly frequent and severe in eastern and southern China (Chen et al. 2018; Jin et al. 2013; Ma et al. 2020). For example, the great drought in southwestern China from September 2009 to March 2010 affected more than 69 million people and 6.6 million hectares of crops, with economic losses of more than 40 billion yuan (China Meteorological Administration 2011). In 2013, drought in southern China affected more than 80 million people and damaged 7.9 million hectares of crops (China Meteorological Administration 2014). While progress has been made in drought prediction in China using dynamical models, statistical methods, and hybrid models (Xu et al. 2018a; Xu et al. 2018b; Zhang et al. 2019; Zhu et al. 2020), there have been few attempts to employ atmospheric circulation datasets. Therefore, the applicability of ML for seasonal drought prediction in different regions of China remains unknown.

In this study, we combine dynamical models and ML to construct hybrid models. We use a random forest (RF) approach to identify typical regions from atmospheric circulation variables. The least absolute shrinkage and selection operator (Lasso) and an artificial neural network (ANN) are used to extract statistical relationships between atmospheric variables in representative regions and meteorological drought. The atmospheric variables forecasted by the dynamical models are then processed to generate drought-prediction models. The remainder of this paper is structured as follows: Section 2 introduces the study area and data; the ML models and predictor construction methods are described in Sect. 3; Section 4 presents the prediction results; we will discuss the study limitations and directions for future work in Sect. 5; and the conclusions are presented in Sect. 6.

2 Study areas and data

2.1 Study areas

Three of the nine drought regions of China (Fig. 1), namely Northern China (North), Eastern China (East), and Southern China (South), were selected as the study regions, covering approximately 0.69, 0.91, and 0.37 million km², respectively. The East Asian Monsoon climate greatly influences these regions, and precipitation shows large inter- and intra-annual variability (Cai et al. 2017; Liu and Huang 2019; Zhang 2015).
Fig. 1 The location of the drought regions of China and the coverage of atmospheric variables (30°-180°E, 10°S-90°N). The gray shaded areas are the study regions. 1-3 represent Northern, Eastern, and Southern China, respectively.

2.1 Data

2.2.1 Observations

Observed daily precipitation amounts from the Climate Data Centre (CDC) of the National Meteorological Information Centre, China Meteorological Administration (CMA), were used, providing 0.5° × 0.5° gridded data for the period 1979–2019 (http://data.cma.cn/data/detail/dataCode/SURF_CLI_CHN_PRE_DAY_GRID_0.5.html). These data were initially used to calculate area-averaged precipitation over the three selected regions.

The following atmospheric circulation information was obtained from the European Centre for Medium-Range Weather Forecasts (ECMWF) ERA5 reanalysis dataset (https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5) at a 2° × 2° resolution for the area 30–180° E, 10° S–90° N: geopotential heights at 200, 500, and 850 hPa (GH200, GH500, and GH850); 2-m temperature (T2M); and sea-level pressure (SLP).

2.2.2 GCM hindcast data

We focused on seasonal drought prediction for the next 90 days, corresponding to the ‘seasonal scale’ discussed throughout the paper. For this, data for the atmospheric variables (in 90-day blocks) were downloaded from the ECMWF SEAS5 hindcast
data set for the period 1993–2016 (https://cds.climate.copernicus.eu/cdsapp#!/dataset/seasonal-original-single-levels), including GH200, GH500, GH850, T2M, and SLP. For comparison, we selected hindcast data from the ECMWF, UK Met Office (UKMO), and Météo France (https://cds.climate.copernicus.eu/cdsapp#!/dataset/seasonal-original-single-levels) hindcast precipitation (Table 1).

**Table 1 Data used in this study**

| Data type               | Variable name                  | Pressure level (hPa) | Abbreviation | Data source                          |
|-------------------------|--------------------------------|---------------------|--------------|--------------------------------------|
| Atmospheric variables   | 2-m temperature surface        |                     | T2M          | Reanalysis: ERA5 reanalysis           |
|                         | Sea-level pressure surface     |                     | SLP          | Hindcast: ECMWF SEAS5                 |
|                         | Geopotential height 200/500/850 | GH200/GH500/GH850   |              | Observation: CMA ECWMF/UKMO/Météo France |
| Precipitation           | Total precipitation surface    |                     | TP           | Hindcast: ECMWF/UKMO/Météo France     |

**3 Methodology**

**3.1 Daily-updated Standardized Precipitation Index**

As a seasonal drought index, the SPI3 was calculated for the three study regions using area-averaged precipitation data. Traditionally, the SPI3 varies on a monthly scale, reflecting cumulative precipitation over the past three months; however, a monthly timescale does not well reflect the evolution of drought onset, persistence, and relief, presenting limitations for meeting the requirements for real-time monitoring and prediction for effective management. Therefore, we followed the World Meteorological Organization (WMO) recommendation to adjust the sliding time window of the SPI3 to 90 days (Svoboda et al. 2012). Thus, we obtained information on the daily variation of meteorological droughts while the mathematical treatment remained unchanged. Full calculation details are given by Liu et al. (2018).

**3.2 Predictor construction**

Hart and Grumm (2001) first used standardized anomalies to delineate weather-scale events, and this approach has been used in an increasing number of studies to identify atmospheric and oceanic anomalies (Duan et al. 2014; Liu et al. 2018; Liu et al. 2017). Here, we calculated 90-day standardized anomalies (SA90) using the following equation:

\[
SA90 = \frac{X_{90} - \mu_{90}}{\sigma_{90}}
\]

(1)

where \(X_{90}\) represents the mean values of atmospheric variables over the past 90 days; and \(\mu_{90}\) and \(\sigma_{90}\) are the mean and standard deviation of the 90-day period, respectively. The climatic background period selected for this study was 1981–2010. For example, \(X_{90}\) for 1 April 2000 represented the 90-day average for the period from 3 January 2000 to 1 April 2000; and \(\mu_{90}\) and \(\sigma_{90}\) are the 90-day average and standard deviation for the period from 3 January 1981 to 1 April 2010. The ERA5 reanalysis
dataset for the 40-year period between 1980 and 2019 was processed into SA90, from which we obtained the SA90 for all of the considered atmospheric variables (i.e. \(\text{SA90}_{\text{GH200}}, \text{SA90}_{\text{GH500}}, \text{SA90}_{\text{GH850}}, \text{SA90}_{\text{T2M}}, \) and \(\text{SA90}_{\text{SLP}}\)).

### 3.3 Machine learning models

#### 3.3.1 Construction of ML models

We constructed ML models for each of the three drought regions using 32 years of data from 1980 to 2011 for training and 8 years of data from 2012 to 2019 for validation. The models adopted the daily five-layer SA90 dataset as the predictor and the SPI3 as the predictand. The model structure is shown in Fig. 2. First, we flattened the five-layer SA90 into a column of \(5\times51\times61\) data points (the input neurons), extracted typical data through the RF, and then produced the output SPI3 data by forcing the Lasso and ANN. The ML models (RF, Lasso, and ANN) are described in detail in Supplement 1–3.

---

**Fig. 2 ML model structure**, where ANN contains a single layer and 16 nodes. \(\text{SA90}_{\text{GH200}}, \text{SA90}_{\text{GH500}}, \text{SA90}_{\text{GH850}}, \text{SA90}_{\text{T2M}}, \) and \(\text{SA90}_{\text{SLP}}\) are the 90-day standardized anomalies of GH200, GH500, GH850, SLP and T2M, respectively. Lasso is a linear model, while ANN is linear.

#### 3.3.2 Calculation of the prospective Nth-day SPI3

The ML models constructed in Sect. 3.3.1 incorporate the contemporaneous statistical relationships between the predictors and the SPI3 and, therefore cannot predict the future. During the training and validation periods, the models were forced with ERA5 data. For prediction, we first calculated SA90 using ERA5 reanalysis data for the past (90-1-N) days, ECMWF outputs
for the prospective N days, and then forced the ML models to predict the Nth-day SPI3, as shown in Fig. 3. Therefore, the drought prediction models we construct were hybrid (dynamical–statistical) models, which we name dynamic-Lasso (‘D-Lasso’) and dynamic-ANN (‘D-ANN’), respectively.

**Fig. 3** Schematic representation of the calculation process for the prospective Nth-day SPI3

### 3.3.3 GCM hindcast precipitation

The SPI3 calculated from the ECMWF, UKMO, and Météo France hindcast precipitation datasets were compared with the hybrid models. For prediction, we use observed precipitation for the past (90-1-N) days, GCM outputs for the prospective N days, and then calculated the Nth-day SPI3.

### 3.3.4 Evaluation metrics

Root-mean-square error (RMSE) was adopted as the loss function to describe the error between the model output and the observed data, and for the inverse calculation of the network residuals, as follows:

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n}(y_i-x_i)^2}{n}}.
\]  

(2)

where \(x_i\) represents the observed value, \(y_i\) represents the predictand, and \(n\) represents the sample size.

The correlation coefficient (Corr) was used as the performance evaluation function for ML to measure the correlation between the model output and the expected values:

\[
Corr = 1 - \frac{\sum_{i=1}^{n}(x_i-\bar{x})(y_i-\bar{y})}{\sqrt{\sum_{i=1}^{n}(x_i-\bar{x})^2} \sqrt{\sum_{i=1}^{n}(y_i-\bar{y})^2}}.
\]  

(3)

where \(x_i\) is the observed value, \(y_i\) is the predictand, \(\bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i\) (the sample mean), and analogously for \(\bar{y}\); and \(n\) represents the sample size.
4 Results

4.1 Identification of droughts

A drought event is defined as a number of consecutive days (> 60 days) with daily updated SPI3 values of < -0.5. Based on this approach, the droughts identified between 1979 and 2019 in the study regions are shown in Table 2.

Table 2 Drought events identified in the three study regions between 1979 and 2019

| Region  | North | East          | South         |
|---------|-------|---------------|---------------|
| Dates   |       | Start–End     | Start–End     |
| 1981/05/03–1981/08/16 | 1981/06/18–1981/10/06 | 1984/01/12–1984/04/07 | 1984/01/11–1984/04/17 |
| 1984/01/16–1984/05/23 | 1984/05/31–1984/09/23 | 1986/05/20–1985/09/05 | 1986/09/10–1986/11/17 |
| 1986/03/23–1986/08/09 | 1986/08/18–1986/11/14 | 1988/06/20–1988/06/22 | 1988/06/07–1988/08/31 |
| 1989/09/03–1989/11/11 | 1989/08/06–1989/09/04 | 1991/04/03–1991/08/15 | 1991/04/03–1991/08/15 |
| 1991/09/09–1992/01/25 | 1991/10/04–1992/01/04 | 1991/10/18–1991/12/26 | 1991/10/18–1991/12/26 |
| 1992/06/10–1992/09/22 | 1992/07/26–1993/01/13 | 1992/09/12–1993/01/13 | 1992/09/12–1993/01/13 |
| 1995/03/07–1995/06/19 | 1995/12/28–1996/03/25 | 1996/01/04–1996/03/27 | 1996/01/04–1996/03/27 |
| 1995/12/31–1996/05/02 | 1998/10/26–1999/04/23 | 1996/11/14–1997/01/23 | 1996/11/14–1997/01/23 |
| 1997/06/11–1997/11/14 | 2000/04/07–2000/06/22 | 1998/09/21–1998/12/01 | 1998/09/21–1998/12/01 |
| 1998/11/02–1999/04/10 | 2001/04/05–2001/06/19 | 1999/01/25–1999/05/25 | 1999/01/25–1999/05/25 |
| 1999/07/14–1999/10/31 | 2001/06/21–2001/08/30 | 2002/03/09–2002/06/17 | 2002/03/09–2002/06/17 |
| 2000/03/23–2000/06/26 | 2001/09/01–2001/11/04 | 2003/03/25–2003/06/13 | 2003/03/25–2003/06/13 |
| 2001/04/12–2001/08/18 | 2003/09/25–2003/12/10 | 2003/07/03–2004/02/04 | 2003/07/03–2004/02/04 |
| 2002/08/04–2002/12/05 | 2004/03/07–2004/05/14 | 2004/05/22–2004/08/03 | 2004/05/22–2004/08/03 |
| 2008/12/23–2009/02/24 | 2004/10/11–2005/01/08 | 2004/10/09–2005/02/05 | 2004/10/09–2005/02/05 |
| 2010/12/16–2011/02/27 | 2007/05/06–2007/07/11 | 2005/11/12–2006/02/26 | 2005/11/12–2006/02/26 |
| 2011/05/26–2011/08/25 | 2007/11/21–2008/01/27 | 2007/11/19–2008/01/30 | 2007/11/19–2008/01/30 |
| 2013/03/22–2013/05/25 | 2009/09/27–2009/12/02 | 2009/01/31–2009/04/19 | 2009/01/31–2009/04/19 |
| 2014/07/15–2014/09/27 | 2011/03/07–2011/08/04 | 2009/10/01–2009/12/01 | 2009/10/01–2009/12/01 |
| 2013/03/14–2013/05/15 | 2013/03/14–2013/05/15 | 2011/03/11–2011/10/24 | 2011/03/11–2011/10/24 |
| 2013/07/28–2013/10/09 | 2013/07/28–2013/10/09 | 2012/09/20–2012/11/21 | 2012/09/20–2012/11/21 |
| 2019/10/10–2019/12/21 | 2019/10/10–2019/12/21 | 2018/04/05–2018/07/06 | 2018/04/05–2018/07/06 |

4.2 Simulated SPI3 in validation periods

According to Sect. 3, we constructed ML models based on data for the period 1980–2011. To test the robustness of the models, we forced the Lasso and ANN models for the period between 2012 and 2019 (Fig. 4). Both of these models’ simulations were consistent with the observed SPI3 trends in all three regions, although ANN performed better overall, especially when simulating extreme values. This indicates that the ANN has a better information-extraction capability and better captures nonlinear atmospheric processes. In addition, the models performed much better for the east and south regions than the north study region, which may reflect the differing drought mechanisms in these regions.
Temporal trends in the observed and simulated SPI3 during the validation period (1 January 2012 to 31 December 2019). The black curve is the observed SPI3, and green and red curves are the Lasso and ANN simulations, respectively. The grey shading shows the identified drought events in Sect. 4.1.

4.3 Seasonal drought prediction

Between 1993 and 2016, ECMWF hindcasts data for the first day of each month, as do D-Lasso and D-ANN. Therefore, we generated five sets of seasonal drought prediction products (SPI3) based on the Météo France, ECMWF, UKMO, D-Lasso, and D-ANN datasets.

Fig. 5 shows the correlation results of the SPI3 between 1993 and 2016. The strength of the correlations between all five models decreases as the lead time increases. At three weeks or less, the correlation between the ECMWF and UKMO outputs...
is stronger than that of the hybrid models, indicating that dynamic models are more accurate in simulating precipitation with short lead times, which is consistent with other analyses (Lang et al. 2014; Li et al. 2017). However, when the lead time exceeds 20 days, the hybrid models always outperformed the dynamic models; in particular, D-ANN showed the best performance for lead times above 30 days, which indicates that nonlinear hybrid models further improved drought predictions.

Data correlations also differed between the study regions. For example, outputs from both the dynamical and hybrid models in the north region had lower correlation skills than the other two models. Among the three dynamical models, the UKMO model was best for seasonal drought prediction. Following Buizza and Leutbecher (2015), we determined the forecast lead times at which the correlation skills of the models were no longer higher than 0.5, defined as the forecast skill horizon. Based on this, D-ANN extended the forecast skill horizon by 6, 21, and 4 days in the north, east, and south regions, respectively, relative to the UKMO model. In particular, the correlation of D-ANN was higher than 0.5 with a 76-day lead time in the east region, while the correlations of the Météo France, ECMWF, and UKMO data were 0.18, 0.29, and 0.34, respectively.

**Fig. 5** Correlation skills between five models predicting SPI3 at different lead times. Black, purple, blue, green, and red curves represent Météo France, ECMWF, UKMO, D-Lasso, and D-ANN outputs, respectively. The grey dashed lines indicate a correlation of 0.5.
4.4 Prediction skills across all months

Figure 6 shows the SPI3 correlation skills for the UKMO and D-ANN models for all target months. Both underperform between September and December. To show the differences between the two models, the skills based on D-ANN were subtracted from the UKMO outputs (Fig. 6(e–i)). Compared to the UKMO outputs, D-ANN performed poorly from October to January but was more skillful across the spring and summer months. For lead times exceeding 30 days, D-ANN has a clear advantage. However, the correlation skills varied considerably among the regions, with higher skills in the east and south regions compared to the north.

Fig. 6 Comparison of the correlation skills of UKMO and D-ANN models in different target months in the study regions: a–c are Corr(UKMO), d–f are Corr(D-ANN), and e–i are Corr(D-ANN) – Corr(UKMO). Shaded areas represent Corr > 0.5. Horizontal coordinates indicate different lead times (pentads); the first pentad includes the 1–5-day predictions, the second includes 6–10-day predictions, and so on. Vertical coordinates are target months.
4.5 Interpretation of prediction mechanisms

Fig. 7(a–c) shows that D-ANN can effectively predict seasonal droughts across the different regions. The color maps (Fig. 7(d–e)) quantify the contribution of each grid predictor to the prediction, where positive and negative indicate that the predictor contributes to positive and negative to SPI3, respectively.

The representative regions identified by the RF for GH850 and SLP are mainly located in the east and south of the Tibetan Plateau and the Northwest Pacific. In addition, the representative regions in the north are sparser than in the east and south, which means the RF could not effectively extract key information from the atmospheric variables. Importantly, the East Asian Summer/Winter Monsoons are fundamental factors affecting droughts and floods in China (Ding et al. 2008; Wen et al. 2000; Yihui and Chan 2005; Zhou and Wu 2010). Interestingly, the representative regions were almost exclusively located in those areas where the CDC calculates the East Asian Summer/Winter Monsoons Indices (http://cmdp.ncc–cma.net/Monitoring/monsoon.htm). Further details of these indices are provided by Shi and Zhu (1996) and Zhang et al. (2003).

Fig. 7 Interpretations of the physical mechanisms of the D-ANN model: a–c, three droughts in the north, east, and south regions (black and red curves represent observations and D-ANN predictions, respectively, and blue dots are initial prediction moments); d–i, colors represent the contribution of the D-ANN model extracted from each grid, with positive values in red and negative values in blue; d–f, the two black boxes (10°–20° N, 100°–150° E and 25°–35° N, 100°–150° E) show the calculation areas of East
### 4.6 Predicting drought process

We divided individual drought periods into three phases of onset, persistence, and relief. For example, for the drought from 15 July 2014 to 27 September 2014, the onset, persistence, and relief periods correspond to 15 July–09 August, 10 August–3 September, and 4 September–27 September, respectively. Fig. 8 shows the analysis of all droughts in the east study region from 1993 to 2016, and results for the north and south regions are included in Supplement 4.

The UKMO and D-ANN models showed different prediction abilities for all drought phases. Importantly, effective prediction of the onset phases of droughts is crucial for drought resistance. The UKMO model performed better for lead times $< 45$ days, while D-ANN performed better with lead times $> 45$ days. For the drought persistence phase, D-ANN always produced better predictions, with correlation values of 0.59 with a 60-day lead time, indicating that this model is better at predicting drought intensity. However, D-ANN predictions during the relief phases of droughts were poorer with lead times $> 45$ days, which likely reflects the requirement for large precipitation inputs during this phase.

*Fig. 8 Predictions of drought phases with different lead times (days) in the east study region of China: UKMO and D-ANN outputs are shown in blue and red, respectively; a–e, drought onset phase; f–j, drought persistence phase; k–o, drought relief phase. Corr and RMSE represent correlation coefficient and root-mean-square error, respectively.*
5 Discussion

5.1 Network structure

All of our results are based on the single-layer, 16-node ANN model described in Sect. 3. In this discussion, we focus on two important parameters in the ANN model, namely the number of layers and nodes.

5.1.1 Hidden layer nodes: more or less?

If hidden layer nodes are too few, it is difficult for a network to learn and acquire information-processing capabilities. Conversely, too many nodes in a hidden layer result in over-fitting (Zou et al. 2009). We trained the model by modifying the hidden nodes in the network while maintaining the number of layers at 1, the results of which are shown in Table 3. We found that when fewer than 16 nodes are used, model performance was compromised, and when more than 16 nodes are included, the model provides greater complexity but does not out-perform the validation dataset.

| Regions | Metrics  | Nodes | 4 | 8 | 16 | 32 | 64 |
|---------|----------|-------|---|---|----|----|----|
|         |          |       | Training | Validation | Training | Validation | Training | Validation |
| North   | Corr      | 0.84  | 0.95 | 0.97 | 0.95 | **0.98** |
|         | Validation | 0.69  | 0.70 | **0.74** | 0.70 | 0.70 |
|         | Training  | 0.58  | 0.33 | 0.25 | 0.31 | **0.22** |
|         | Validation | 0.67  | 0.65 | **0.64** | 0.66 | 0.66 |
| East    | Corr      | 0.83  | 0.95 | 0.96 | **0.97** | 0.93 |
|         | Validation | 0.82  | 0.83 | **0.86** | 0.85 | 0.82 |
|         | Training  | 0.60  | 0.34 | 0.31 | **0.24** | 0.37 |
|         | Validation | 0.61  | 0.61 | **0.55** | 0.58 | 0.58 |
| South   | Corr      | 0.94  | 0.94 | **0.96** | 0.95 | 0.93 |
|         | Validation | 0.76  | 0.77 | **0.78** | **0.78** | 0.77 |
|         | Training  | 0.36  | 0.35 | **0.28** | 0.32 | 0.39 |
|         | Validation | 0.68  | 0.69 | 0.65 | 0.66 | **0.64** |

5.1.2 Hidden layers: deep or shallow?

The neural network learns from the data through the nodes in each layer, and the stacking of multiple layers allows the structure of complex applications to be learned (Pan 2019). However, it remains questionable a deeper network (i.e. with more layers) produced a stronger model (Tan 2020). To test this, keeping the number of nodes at 16, we varied the number of layers, as shown in Table 4. Based on this, we found that network performance did not improve as the number of layers was increased.

From the analyses in Sec. 5.1.1 and Sec. 5.1.2, we found that the relationship between contemporaneous atmospheric circulation parameters and regional meteorological drought may not be overly complex, meaning that a single-layer, 16-node ANN model was able to effectively represent nonlinear relationships.

| Regions | Metrics  | Layers | 1 | 2 | 3 |
|---------|----------|--------|---|---|---|
|         |          | Training | Validation | Training | Validation | Training | Validation |
| North   | Corr      | 0.84  | 0.95 | 0.97 | 0.95 | **0.98** |
|         | Validation | 0.69  | 0.70 | **0.74** | 0.70 | 0.70 |
|         | Training  | 0.58  | 0.33 | 0.25 | 0.31 | **0.22** |
|         | Validation | 0.67  | 0.65 | **0.64** | 0.66 | 0.66 |
| East    | Corr      | 0.83  | 0.95 | 0.96 | **0.97** | 0.93 |
|         | Validation | 0.82  | 0.83 | **0.86** | 0.85 | 0.82 |
|         | Training  | 0.60  | 0.34 | 0.31 | **0.24** | 0.37 |
|         | Validation | 0.61  | 0.61 | **0.55** | 0.58 | 0.58 |
| South   | Corr      | 0.94  | 0.94 | **0.96** | 0.95 | 0.93 |
|         | Validation | 0.76  | 0.77 | **0.78** | **0.78** | 0.77 |
|         | Training  | 0.36  | 0.35 | **0.28** | 0.32 | 0.39 |
|         | Validation | 0.68  | 0.69 | 0.65 | 0.66 | **0.64** |
|       | Corr  | RMSE  |
|-------|-------|-------|
| North |       |       |
|       | Training | 0.97  | 0.97  | 0.98  |
|       | Validation | 0.74  | 0.70  | 0.73  |
|       | Training   | 0.25  | 0.30  | 0.19  |
|       | Validation | 0.64  | 0.65  | 0.63  |
| East  | Corr  | RMSE  |
|       | Training | 0.96  | 0.95  | 0.98  |
|       | Validation | 0.86  | 0.77  | 0.82  |
|       | Training   | 0.31  | 0.39  | 0.31  |
|       | Validation | 0.55  | 0.67  | 0.69  |
| South | Corr  | RMSE  |
|       | Training | 0.96  | 0.81  | 0.98  |
|       | Validation | 0.78  | 0.65  | 0.75  |
|       | Training   | 0.28  | 0.62  | 0.24  |
|       | Validation | 0.65  | 0.78  | 0.72  |

5.2 Impact of forecast error from the ECMWF dataset

5.2.1 Anomaly correlation coefficients (ACC) of forecasted atmospheric variables

We used the forecasted atmospheric circulation dataset from the ECMWF as a predictor to force the hybrid models. Therefore, the models contained two kinds of error, first from the ML models and, second, from the GCM. This section focuses on the impact of the second error source. Fig. 9 shows that the ACC of all variables decreased with increasing lead time, which indicates that the error from the ECMWF dataset introduced a lot of uncertainty to the prediction. Indeed, forecasting skills are almost entirely lost for lead times above 50 days.

![Boxplots of ACC for all atmospheric variables (30°–180° E, 10°S–90° N) with increasing lead times. The top to bottom five lines of a box plot represent the minimum, first quartile, median, third quartile, and maximum values of data, respectively.](image)

5.2.2 Perfect drought prediction

We replaced all of the atmospheric data for the prospective 90 days with reanalysis data to re-force the hybrid models, which we named ‘Perfect-D-Lasso’ and ‘Perfect-D-ANN’ (Fig. 10). The correlation skills of the Perfect hybrid models were almost...
always above 0.8. Moreover, the performance of the models differed between the study regions, with the Perfect-D-ANN model performing best in the north region. Methods for post-processing GCM precipitation outputs have also been included in the dynamical-statistical prediction methods (Schepen et al. 2016), and so it is necessary to correct the forecasted atmospheric variables accordingly.

![Correlation skills of four models predicting the SPI3 with different lead times in the different study regions. The solid green curves represent D-Lasso model predictions; the solid red curves represent D-ANN model predictions; the dashed green curves represent Perfect-D-Lasso model predictions; and the dashed red curves represent the Perfect-D-ANN model predictions. The dashed grey lines indicate a correlation of 0.5](image)

**6 Conclusions**

Seasonal drought prediction is important for drought resistance and water resources management. Here, we constructed seasonal drought prediction models with atmospheric variables (GH200, GH500, GH850, T2M, and SLP) as predictors and the SPI3 as the predictand. The resulting models were applied and evaluated for the prediction of meteorological droughts in north, east, and south regions of China. The main conclusions can be summarized as follows: (1) the daily-updated SPI3 was used to identify droughts for the last 40 years in the three drought regions; (2) the five-layer atmospheric variables were processed as model predictors; (3) the Lasso and ANN models were trained using the ERA5 reanalysis dataset for the period...
1980–2011 and validated for the period 2012–2019, demonstrating good model robustness; (4) hybrid models (D-Lasso and D-ANN) were constructed by combining the ECMWF and ML models; (5) month-by-month drought prediction was performed for the period between 1993 and 2016. Compared to the dynamical models (Météo France, ECMWF, and UKMO), D-ANN not only extended the forecast skill horizons in all regions but offers higher predictive abilities in spring and summer; (6) we quantified the contribution of representative regions extracted using a RF approach, finding that these areas mainly correspond to those areas where the CDC calculates the East Asian Summer/Winter Monsoon indices; and (7) the D-ANN model is more skillful at predicting the onset and persistence phases of drought but performs comparatively poorly during the relief phase.

Important limitations of this study are that the selected predictors fail to incorporate the precursors of drought, such as sea surface temperature, sea ice, and plateau snow cover (Li et al. 2018a; Schubert et al. 2016; Wang et al. 2017), and second, the atmospheric variable outputs from the ECMWF model could not be adequately post-processed.
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