Fix $\alpha > 0$, then by Fejér's theorem $(\alpha(\log n)^A \mod 1)_{n>0}$ is uniformly distributed if and only if $A > 1$. We sharpen this by showing that all correlation functions, and hence the gap distribution, are Poissonian provided $A > 1$. This is the first example of a deterministic sequence modulo one whose gap distribution, and all of whose correlations are proven to be Poissonian. The range of $A$ is optimal and complements a result of Marklof and Strömbergsson who found the limiting gap distribution of $(\log(n) \mod 1)$, which is necessarily not Poissonian.

1 Introduction

A sequence $(x(n))_{n \geq 1} \subseteq [0,1)$ is uniformly distributed modulo 1 if the proportion of points in any subinterval $I \subseteq [0,1)$ converges to the size of the interval: $\#\{n \leq N : x(n) \in I\} \sim |I|$, as $N \to \infty$. The theory of uniform distribution dates back to 1916, to a seminal paper of Weyl [Wey16], and constitutes a simple test of pseudo-randomness. A well-known result of Fejér, see [KN74, p. 13], implies that for any $A > 1$ and any $\alpha > 0$ the sequence $(\alpha(\log n)^A \mod 1)_{n>0}$ is uniformly distributed. While for $A = 1$, the sequence is not uniformly distributed. In this paper, we study stronger, local tests for pseudo-randomness for this sequence.

Given an increasing $\mathbb{R}$-valued sequence, $(\omega(n)) = (\omega(n))_{n>0}$ we denote the sequence modulo 1 by $x(n) := \omega(n) \mod 1$.

Further, let $u_N(n) \subseteq [0,1)$ denote the ordered sequence, thus $u_N(1) \leq u_N(2) \leq \cdots \leq u_N(N)$. With that, we define the gap distribution of $(x(n))$ as the limiting distribution (if it exists): for $s > 0$

$$P(s) := \lim_{N \to \infty} \frac{\#\{n \leq N : N\|u_N(n) - u_N(n+1)\| < s\}}{N},$$

where $\| \cdot \|$ denotes the distance to the nearest integer, and $u_N(N+1) = u_N(1)$. Thus $P(s)$ represents the limiting proportion of (scaled) gaps between (spatially) neighboring elements in the sequence which are less than $s$. We say a sequence has Poissonian gap distribution if $P(s) = 1 - e^{-s}$, the expected value for a uniformly distributed sequence on the unit interval.

Figure 1: From left to right: the histograms represent the gap distribution density at time $N$ of $(\log n)_{n \geq 1}$, $(\log(n)^2)_{n>0}$, and $(\log(n)^3)_{n>0}$ when $N = 10^5$ and the curve is the graph of $x \mapsto e^{-x}$. Note that $(\log n)$ is not even uniformly distributed, and thus the gap distribution cannot be Poissonian.
Our main theorem is the following

**Theorem 1.1.** Let \( \omega(n) := \alpha \log(n)^A \) for \( A > 1 \) and any \( \alpha > 0 \), then \( x(n) \) has Poissonian gap distribution.

In fact, this theorem follows (via the method of moments) from Theorem 1.2 (below) which states that for every \( m \geq 2 \) the \( m \)-point correlation function of this sequence is Poissonian. By which we mean the following: Let \( m \geq 2 \) be an integer, and let \( f \in C_\infty^2(\mathbb{R}^{m-1}) \) be a compactly supported function which can be thought of as a stand-in for the characteristic function of a Cartesian product of compact intervals in \( \mathbb{R}^{m-1} \). Let \( [N] := \{1, \ldots, N\} \) and define the \( m \)-point correlation of \( (x(n)) \), at time \( N \), to be

\[
R^{(m)}(N, f) = \frac{1}{N} \sum_{n \in [N]^m} f(N|x(n_1) - x(n_2)|, N|x(n_2) - x(n_3)|, \ldots, N|x(n_m - 1) - x(n_m)|),
\]

(1.1)

where \( \sum \) denotes a sum over distinct \( m \)-tuples. Thus the \( m \)-point correlation measures how correlated points are on the scale of the average gap between neighboring points (which is \( N^{-1} \)). We say \( (x(n)) \) has Poissonian \( m \)-point correlation if

\[
\lim_{N \to \infty} R^{(m)}(N, f) = \int_{\mathbb{R}^{m-1}} f(x) dx =: \mathbb{E}(f) \text{ for any } f \in C_\infty^2(\mathbb{R}^{m-1}).
\]

(1.2)

That is, if the \( m \)-point correlation converges to the expected value if the sequence was uniformly distributed on the unit interval.

**Theorem 1.2.** Let \( \omega(n) := \alpha \log(n)^A \) for \( A > 1 \) and any \( \alpha > 0 \), then \( x(n) \) has Poissonian \( m \)-level correlations for all \( m \geq 2 \).

It should be noted that Theorem 1.2 is far stronger than Theorem 1.1. In addition to the gap distribution, Theorem 1.2 allows us to recover a wide-variety of statistics such as the \( i \)-th nearest neighbor distribution for any \( i \geq 1 \).

**Previous Work:** The study of uniform distribution and fine-scale local statistics of sequences modulo 1 has a long history which we outlined in more detail in a previous paper [LST21]. If we consider the sequence \( (\alpha n^\theta \mod 1)_{n \geq 1} \), there have been many attempts to understand the local statistics, in particular the pair correlation (when \( m = 2 \)). Here it is known that for any \( \theta \neq 1 \), then, if \( \alpha \) belongs to a set of full measure, the pair correlation function is Poissonian [RS98, AEBM21, RT22]. However there are very few explicit (i.e. non-metric) results. When \( \theta = 2 \) Heath-Brown [HB10] gave an algorithmic construction of certain \( \alpha \) for which the pair correlation is Poissonian, however this construction did not give an exact number. When \( \theta = 1/2 \) and \( \alpha^2 \in \mathbb{Q} \) the problem lends itself to tools from homogeneous dynamics. This was exploited by Elkies and McMullen [EM04] who showed that the gap distribution is not Poissonian, and by El-Baz, Marklof, Vinogradov [EBMV15] who showed that the sequence \( (\alpha n^{1/2} \mod 1)_{n \in \mathbb{N} \boxminus} \) where \( \boxminus \) denotes the set of squares, does have Poissonian pair correlation.

With these sparse exceptions, the only explicit results occur when the exponent \( \theta \) is small. If \( \theta \leq 14/41 \) the authors and Sourmelidis [LST21] showed that the pair correlation function is Poissonian for all values of \( \alpha > 0 \). This was later extended by the authors [LT21] to show that these monomial sequences exhibit Poissonian \( m \)-point correlations (for \( m \geq 3 \)) for any \( \alpha > 0 \) if \( \theta < 1/(m^2 + m - 1) \). To the best of our knowledge the former is the only explicit result proving Poissonian pair correlations for sequences modulo 1, and the latter result is the only result proving convergence of the higher order correlations to any limit.

The authors’ previous work motivates the natural question: what about sequences which grow slower than any power of \( n^\theta \)? It is natural to hypothesize that such sequences might exhibit Poissonian \( m \)-point correlations for all \( m \). However, there is a constraint, Marklof and Strömbergsson [MS13] have shown that the gap distribution of \( (\log(n)/(\log(b) \mod 1))_{n \geq 1} \) exists for \( b > 1 \), and is not Poissonian (thus the correlations cannot all be Poissonian). However, they also showed, that in the limit as \( b \) tends to 1, this limiting distribution converges to the Poissonian distribution (see [MS13, (74)])]. Thus, the natural question becomes: what can be said about sequences growing faster than \( \log(n) \) but slower than any power of \( n^\theta \)?

With that context in mind, our result has several implications. First, it provides the only example at present of an explicit sequence whose \( m \)-point correlations can be shown to converge to the Poissonian limit (and thus whose gap distribution is Poissonian). Second, it answers the natural question implied by our previous work on monomial sequences. Finally, it answers the natural question implied by Marklof and Strömbergsson’s result on logarithmic sequences.
1.1 Plan of Paper

The proof of Theorem 1.2 adds several new ideas to the method developed in [LT21], which is insufficient for the definitive results established here. Broadly we argue in three steps, detailing the difficulties and innovations in each step.

In the remainder we take \( \alpha = 1 \), the same exact proof applies to general \( \alpha \) leaving straightforward adaptations aside. Fix \( m \geq 2 \) and assume the sequence has Poissonian \( j \)-point correlation for \( 2 \leq j < m \).

[Step 1] Remove the distinctness condition in the \( m \)-point correlation by relating the completed correlation to the \( m \)-th moment of a random variable. This will add a new frequency variable, with the benefit of decorrelating the sequence elements. Then we perform a Fourier decomposition of this moment and using a combinatorial argument from [LT21, §3], we reduce the problem of convergence for the moment to convergence of one particular term to an explicit ‘target’. This step works quite similar to what we did in [LT21].

[Step 2] Using various partitions of unity we further reduce the problem to an asymptotic evaluation of the \( L^m([0,1]) \)-norm of a two dimensional exponential sum. Then we apply van der Corput’s B-process in each of these variables. In contrast to our argument in [LT21], we can no longer use the form of the sequence to perform explicit computations throughout. Instead a more fundamental understanding of how the two B-process work is now required. In fact, after the first application of the B-process we end up with an implicitly defined phase function. Surprisingly, after the second application of the B-process (in the other variable) that we can show that a manageable phase function arises! This is the content of Lemma 4.10, and we believe this by-product of our investigation to be of some independent interest. Being able to understand the arising phase function is crucial to perform the next step. Further, a simple computation yields that if we stop at this step and apply the triangle inequality the resulting error term is of size \( O((\log N)^{(A+1)m}) \).

[Step 3] Finally we expand the \( L^m([0,1]) \)-norm giving an oscillatory integral. Then using a localized version of Van der Corput’s lemma we achieve an extra saving to bound the error term by \( o(1) \). In [LT21] we used classical theorems from linear algebra to justify that that localized version of Van der Corput’s lemma is applicable, by showing that Wronskians of a family of relevant curves is uniformly bounded from below. In the present situation, the underlying geometry and Wronskians are considerably more involved. After several initial manipulations we boil matters down to determinants of generalized Vandermonde matrices. To handle those we rely on recent work of Khare and Tao [KT21], which is precise enough so that can barely (by some logarithmic gains) single out the largest contribution to the Wronskian and thereby complete the argument.

Notation: Throughout, we use the usual Bachmann–Landau notation: for functions \( f, g : X \to \mathbb{R} \), defined on some set \( X \), we write \( f \ll g \) (or \( f = O(g) \)) to denote that there exists a constant \( C > 0 \) such that \( |f(x)| \leq C |g(x)| \) for all \( x \in X \). Moreover let \( f \asymp g \) denote \( f \ll g \) and \( g \ll f \), and let \( f = o(g) \) denote that \( f(x) \to 0 \).

Given a Schwartz function \( f : \mathbb{R}^m \to \mathbb{R} \), let \( \hat{f} \) denote the \( m \)-dimensional Fourier transform:

\[
\hat{f}(\mathbf{k}) := \int_{\mathbb{R}^m} f(\mathbf{x})e(-\mathbf{x} \cdot \mathbf{k})d\mathbf{x}, \quad \text{for } \mathbf{k} \in \mathbb{Z}^m.
\]

Here, and throughout we let \( e(x) := e^{2\pi ix} \).

All of the sums which appear range over integers, in the indicated interval. We will frequently be taking sums over multiple variables, thus if \( \mathbf{u} \) is an \( m \)-dimensional vector, for brevity, we write

\[
\sum_{\mathbf{k} \in [f(\mathbf{u}),g(\mathbf{u})]} F(\mathbf{k}) = \sum_{k_1 \in [f(\mathbf{u}_1),g(\mathbf{u}_1)]} \cdots \sum_{k_m \in [f(\mathbf{u}_m),g(\mathbf{u}_m)]} F(\mathbf{k}).
\]

Moreover, all \( L^p \) norms are taken with respect to Lebesgue measure, we often do not include the domain when it is obvious. Let

\[
\mathbb{Z}^* := \mathbb{Z} \setminus \{0\}.
\]

For ease of notation, \( \varepsilon > 0 \) may vary from line to line by a bounded constant.

2 Preliminaries

The following stationary phase principle is derived from the work of Blomer, Khan and Young [BKY13, Proposition 8.2]. In application we will not make use of the full asymptotic expansion, but this will give us a particularly good error term which is essential to our argument.

\[ \]
Proposition 2.1. [Stationary phase expansion] Let \( w \in C^\infty \) be supported in a compact interval \( J \) of length \( \Omega_w > 0 \) so that there exists an \( \Lambda_w > 0 \) for which
\[
w^{(j)}(x) \ll_j \Lambda_w \Omega_w^{-j}
\]
for all \( j \in \mathbb{N} \). Suppose \( \psi \) is a smooth function on \( J \) so that there exists a unique critical point \( x_0 \) with \( \psi'(x_0) = 0 \). Suppose there exist values \( \Lambda_\psi > 0 \) and \( \Omega_\psi > 0 \) such that
\[
\psi''(x) \gg \Lambda_\psi \Omega_\psi^{-2}, \quad \psi^{(j)}(x) \ll_j \Lambda_\psi \Omega_\psi^{-j}
\]
for all \( j > 2 \). Moreover, let \( \delta \in (0, 1/10) \), and \( Z := \Omega_w + \Omega_\psi + \Lambda_w + \Lambda_\psi + 1 \). If
\[
\Lambda_\psi \geq Z^{3\delta}, \quad \text{and} \quad \Omega_w \geq \frac{\Omega_\psi Z^{2 \delta}}{\Lambda_\psi^{1/2}}
\]
hold, then
\[
I := \int_{-\infty}^{\infty} w(x)e(\psi(x)) \, dx
\]
has the asymptotic expansion
\[
I = \frac{e(\psi(x_0))}{\sqrt{\psi''(x_0)}} \sum_{0 \leq j \leq 3C/\delta} p_j(x_0) + O_{C, \delta}(Z^{-C})
\]
for any fixed \( C \in \mathbb{Z}_{\geq 1} \); here
\[
p_n(x_0) := \frac{e(1/8)}{n!} \left( \frac{i}{2\psi''(x_0)} \right)^n G(2n)(x_0)
\]
where
\[
G(x) := w(x)e(H(x)), \quad H(x) := \psi(x) - \psi(x_0) - \frac{1}{2} \psi''(x_0)(x - x_0)^2.
\]

In a slightly simpler form we have:

Lemma 2.2 (First order stationary phase). Let \( \psi \) and \( w \) be smooth, real valued functions defined on a compact interval \([a, b]\). Let \( w(a) = w(b) = 0 \). Suppose there exist constants \( \Lambda_\psi, \Omega_w, \Omega_\psi \geq 3 \) satisfying (2.1), with \( Z \) as in Proposition 2.1 and \( \Lambda_w = 1 \) so that
\[
\psi^{(j)}(x) \ll \frac{\Lambda_\psi}{\Omega_\psi^{j/2}}, \quad w^{(j)}(x) \ll \frac{1}{\Omega_w^{j/2}} \quad \text{and} \quad \psi^{(2)}(x) \gg \frac{\Lambda_\psi}{\Omega_\psi^{j/2}}
\]
for all \( j = 0, 1, 2, \ldots \) and all \( x \in [a, b] \). If \( \psi'(x_0) = 0 \) for a unique \( x_0 \in [a, b] \), and if \( \psi^{(2)}(x) > 0 \), then
\[
\int_a^b w(x)e(\psi(x)) \, dx = \frac{e(\psi(x_0) + 1/8)}{\sqrt{\psi^{(2)}(x_0)}} w(x_0) + O \left( \frac{\Omega_\psi^3}{\Lambda_\psi^{3/2} \Omega_w^{1/2}} + \frac{1}{Z^2} \right).
\]

If instead \( \psi^{(2)}(x) < 0 \) on \([a, b]\) then the same equation holds with \( e(\psi(x_0) + 1/8) \) replaced by \( e(\psi(x_0) - 1/8) \).

Proof. We apply Proposition 2.1 with \( \Lambda_w = 1 \) and \( C = 1 \). In which case the first error term comes from the term \( p_1 \) in the expansion. All higher order terms give a smaller contribution, see [BKY13, p. 20] for a more detailed explanation.

Moreover, we also need the following version of van der Corput’s lemma ([Ste93, Ch. VIII, Prop. 2]).

Lemma 2.3 (van der Corput’s lemma). Let \([a, b]\) be a compact interval. Let \( \psi, w : [a, b] \to \mathbb{R} \) be smooth functions. Assume \( \psi'' \) does not change sign on \([a, b]\) and that for some \( j \geq 1 \) and \( \Lambda > 0 \) the bound
\[
|\psi^{(j)}(x)| \geq \Lambda
\]
holds for all \( x \in [a, b] \). Then
\[
\int_a^b e(\psi(x))w(x) \, dx \ll \left( |w(b)| + \int_a^b |w'(x)| \, dx \right) \Lambda^{-1/j}
\]
where the implied constant depends only on \( j \).
3 Combinatorial Completion

The proof of Theorem 1.2 follows an inductive argument. Thus, fix \( m \geq 2 \) and assume \((x(n))\) has \( j \)-point correlations for all \( j < m \). Let \( f \) be a \( C_c^\infty(\mathbb{R}) \) function, and define
\[
S_N(s, f) = S_N := \sum_{n \in [N]} \sum_{k \in \mathbb{Z}} f(N(\omega(n) + k + s)).
\]

Note that if \( f \) was the indicator function of an interval \( I \), then \( S_N \) would count the number of points in \((x_n)_{n \leq N}\) which land in the shifted interval \( I/N + s/N \). Now consider the \( m^{th} \)-moment of \( S_N \), then one can show that (see [LT21, §3])
\[
M^{(m)}(N) := \int_0^1 S_N(s, f)^m ds
= \int_0^1 \sum_{n \in [N]^m} \sum_{k \in \mathbb{Z}^m} \prod_{\ell=1}^m f(N(\omega(n_\ell - k_\ell) + k_\ell)) \prod_{\ell=1}^m \omega(n_{m-\ell}) ds.
\]

where
\[
F(z_1, z_2, \ldots, z_{m-1}) := \int_{\mathbb{R}} f(s) f(z_1 + z_2 + \cdots + z_{m-1} + s) f(z_2 + \cdots + z_{m-1} + s) \cdots f(z_{m-1} + s) ds.
\]

As such we can relate the \( m^{th} \) moment of \( S_N \) to the \( m \)-point correlation of \( F \). Note that since \( f \) has compact support, \( F \) has compact support. To recover the \( m \)-point correlation in full generality, we replace the moment \( \int S_N(s, f)^m ds \) with the mixed moment \( \int \prod_{i=1}^m S_N(s_i, f_i) ds \) for some collection of \( f_i : \mathbb{R} \to \mathbb{R} \). The below proof can be applied in this generality, however for ease of notation we only explain the details in the former case.

In fact, we can use an argument from [Mar03, §8] to show that it is sufficient to prove convergence for functions \( f \) such that the support of \( \hat{f} \) is in \( C_c^\infty(\mathbb{R}) \) and \( f \) is positive valued. While this implies that the support of \( f \) is unbounded, the same argument, together with the decay of Fourier coefficients, applies and we reach the same conclusion about \( F \). In the following proof, the support of \( \hat{f} \) does not play a crucial role. Increasing the support of \( \hat{f} \) increases the range of the \( k \) variable by a constant multiple. But fortunately in the end we will achieve a very small power saving, so the constant multiple will not ruin the result. To avoid carrying a constant through we assume the support of \( \hat{f} \) is contained in \((-1, 1)\).

Extend all definitions previously made for \( f \in C_c^\infty(\mathbb{R}) \) functions to this new class of functions in the obvious way.
3.1 Combinatorial Target

We will need the following combinatorial definitions to explain how to prove convergence of the m-point correlation from (3.1). Given a partition $\mathcal{P}$ of $[m]$, we say that $j \in [m]$ is isolated if $j$ belongs to a partition element of size 1. A partition is called non-isolating if no element is isolated (and otherwise we say it is isolating). For our example $\mathcal{P} = \{\{1,3\}, \{4\}, \{2,5,6\}\}$ we have that 4 is isolated, and thus $\mathcal{P}$ is isolating.

Now consider the middle line of (3.1), we apply Poisson summation to each of the $k_i$ sums. That is, we insert

$$
\sum_{k \in \mathbb{Z}} f(N(\omega(n) + k + s)) = \frac{1}{N} \sum_{k \in \mathbb{Z}} e(k(\omega(n) + s)) \hat{f}(\frac{k}{N})
$$

yielding

$$
\mathcal{M}^{(m)}(N) = \frac{1}{N^m} \int_0^1 \sum_{n \in [N]^m} \sum_{k \in \mathbb{Z}^m} \hat{f}(\frac{k}{N}) e(k \cdot \omega(n) + k \cdot 1) ds,
$$

where $\omega(n) := (\omega(n_1), \omega(n_2), \ldots, \omega(n_m))$ and where

$$
\hat{f} \left( \frac{k}{N} \right) = \prod_{i=1}^m \hat{f} \left( \frac{k_i}{N} \right).
$$

In [LT21, §3] we showed that, if

$$
E(N) := \frac{1}{N^m} \int_0^1 \sum_{n \in [N]^m} \sum_{k \in (\mathbb{Z}^*)^m} \hat{f}(\frac{k}{N}) e(k \cdot \omega(n) + k \cdot 1) ds,
$$

then for fixed $m$, and assuming the inductive hypothesis, Theorem 1.2 reduces to the following lemma.

**Lemma 3.1.** Let $\mathcal{P}_m$ denote the set of non-isolating partitions of $[m]$. We have that

$$
\lim_{N \to \infty} E(N) = \sum_{\mathcal{P} \in \mathcal{P}_m} E \left( \left| f^{(i)} \right| \right) \ldots E \left( \left| f^{(j)} \right| \right),
$$

where the partition $\mathcal{P} = (P_1, P_2, \ldots, P_3)$, and $|P_i|$ is the size of $P_i$.

3.2 Dyadic Decomposition

It is convenient to decompose the sums over $n$ and $k$ within $S_N(s, f)$ into (nearly) dyadic ranges in a smooth manner. Given $N$, we let $Q > 1$ be the unique integer with $e^Q \leq N < e^{Q+1}$. Now, we describe a smooth partition of unity which approximates the indicator function of $[1, N]$. Strictly speaking, these partitions depend on $Q$, however we suppress it from the notation. Furthermore, since we want asymptotics of $E(N)$, we need to take a bit of care at the right end point of $[1, N]$, and so a tighter than dyadic decomposition is needed. Let us make this precise, and point out that a detailed construction can be found in the appendix. For $0 \leq q \leq Q$ we let $\mathcal{R}_q : \mathbb{R} \to [0, 1]$ denote a smooth function for which

$$
\text{supp}(\mathcal{R}_q) \subset [e^{q}/2, 3e^{q}], \quad \text{for} \quad 0 \leq q < Q,
$$

and such that $\mathcal{R}_q(x) + \mathcal{R}_{q+1}(x) = 1$ for $x \in [e^{q}, e^{q+1})$. Now for $q \geq Q$ we let $\mathcal{R}_q$ form a smooth partition of unity for which

$$
\sum_{q=0}^{2Q-1} \mathcal{R}_q(x) = \begin{cases} 
1 & \text{if} \ 1 < x < e^Q \\
0 & \text{if} \ x < 1/2 \text{ or } x > N + \frac{3N}{\log(N)}
\end{cases}
$$

and

$$
\text{supp}(\mathcal{R}_q) \subset \left\{ e^Q + (q - Q - 1.1) \frac{e^Q}{Q} ; e^Q + (3 + q - Q) \frac{Q}{Q} \right\} \quad \text{for} \quad Q < q \leq 2Q - 1,
$$

while $\text{supp}(\mathcal{R}_Q) \subset (0.9 \cdot e^{Q-1}, 1.1 \cdot e^Q)$. Let $\|g\|_{\infty}$ denote the sup norm of a function $g : \mathbb{R} \to \mathbb{R}$. We impose the following condition on the derivatives:

$$
\|\mathcal{R}_q^{(j)}\|_{\infty} \leq \begin{cases} 
e^{-qj} & \text{for } q < Q \\
(e^{Q}/Q)^{-j} & \text{for } Q < q,
\end{cases}
$$

for $j \geq 1$. For technical reasons, assume $\mathcal{R}_q^{(j)}$ changes sign only once.

Notice that (3.5) implies

$$
\sum_{n \in \mathbb{Z}} \sum_{q=0}^{2Q-2} \mathcal{R}_q(n) \sum_{k \in \mathbb{Z}} f(N(\omega(n) + k + s)) \leq S_N(s, f) \leq \sum_{n \in \mathbb{Z}} \sum_{q=0}^{2Q-1} \mathcal{R}_q(n) \sum_{k \in \mathbb{Z}} f(N(\omega(n) + k + s)).
$$

(3.7)
Ignoring the lower bound, which can be treated similarly, applying Poisson summation we then have
\[ S_N(s, f) \leq \frac{1}{N} \sum_{q=0}^{2Q-1} \mathfrak{g}_q(n) \sum_{k \in \mathbb{Z}} \hat{f}(k/N) e(k(\omega(n) + s)). \]

Next, by positivity, we have that
\[ \mathcal{M}^{(m)}(N) \leq \int_0^1 \left( \frac{1}{N} \sum_{q=0}^{2Q-1} \mathfrak{g}_q(n) \sum_{k \in \mathbb{Z}} \hat{f}(k/N) e(k(\omega(n) + ks)) \right)^m ds. \tag{3.8} \]

All frequencies \( k \) for which \( k_j = 0 \) for at least some index \( 1 \leq j \leq n \) contribute to \( \mathcal{M}^{(m)}(N) \) exactly
\[ \sum_{i=1}^n \binom{n}{i} \hat{f}(0)^i \int_0^1 \left( \frac{1}{N} \sum_{q=0}^{2Q-1} \mathfrak{g}_q(n) \sum_{k \neq 0} \hat{f}(k/N) e(k(\omega(n) + ks)) \right)^{m-i} ds. \]

Subtracting exactly the above term from both sides of (3.8), while using our inductive assumption that \( \mathcal{M}^{m-i}(N) \) converge (for \( 1 \leq i \leq m-2 \)), then yields
\[ \mathcal{E}(N) \leq \int_0^1 \left( \frac{1}{N} \sum_{q=0}^{2Q-1} \mathfrak{g}_q(n) \sum_{k \neq 0} \hat{f}(k/N) e(k(\omega(n) + ks)) \right)^m ds + o(1). \tag{3.9} \]

The same argument can be used to yield,
\[ \mathcal{E}(N) + o(1) \geq \int_0^1 \left( \frac{1}{N} \sum_{q=0}^{2Q-2} \mathfrak{g}_q(n) \sum_{k \neq 0} \hat{f}(k/N) e(k(\omega(n) + ks)) \right)^m ds. \]

We similarly decompose the \( k \) sums, although thanks to the compact support of \( \hat{f} \) we do not need to worry about \( k \geq N \). Let \( \mathcal{R}_u : \mathbb{R} \to [0, 1] \) be a smooth function such that, for \( U := \log N \)
\[ \sum_{u=-U}^{U} \mathcal{R}_u(k) = \begin{cases} 1 & \text{if } |k| \in [1, N) \\ 0 & \text{if } |k| < 1/2 \text{ or } |k| > 2N, \end{cases} \]
and the symmetry \( \mathcal{R}_{-u}(k) = \mathcal{R}_u(-k) \) holds true for all \( u, k > 0 \). Similarly
\[ \text{supp} (\mathcal{R}_u) \subset [e^u/3, 3e^u)] \quad \text{if } u \geq 0 , \quad \text{and} \quad \|\mathcal{R}_u^{(j)}\|_{\infty} \ll e^{-|u|j}, \quad \text{for all } j \geq 1. \]

As for \( \mathfrak{g}_q \), we also assume \( \mathcal{R}_u^{(1)} \) changes sign exactly once.

Therefore a central role is played by the smoothed exponential sums
\[ \mathcal{E}_{q,u}(s) := \frac{1}{N} \sum_{k \in \mathbb{Z}} \mathcal{R}_u(k) \hat{f}(k/N) e(k(s)) \sum_{n \in \mathbb{Z}} \mathfrak{g}_q(n) e(k(\omega(n))). \tag{3.10} \]

Notice that (3.9) and the compact support of \( \hat{f} \) imply
\[ \mathcal{E}(N) \ll \left\| \sum_{u=-U}^{U} \sum_{q=0}^{2Q-1} \mathcal{E}_{q,u} \right\|_{L^m(\mathbb{R})}^m. \]

Now write
\[ \mathcal{F}(N) := \frac{1}{N^m} \sum_{n \in [0, 2Q-1]^m} \sum_{u \in [-U,U]^m} \sum_{k,n \in \mathbb{Z}^m} \mathcal{R}_u(k) \mathfrak{g}_q(n) \int_0^1 \hat{f}(k/N) e(k(\omega(n) + k \cdot 1_s)) ds, \]
where \( \mathfrak{g}_q(n) := \mathfrak{g}_{q_1}(n_1) \mathfrak{g}_{q_2}(n_2) \cdots \mathfrak{g}_{q_m}(n_m) \) and \( \mathcal{R}_u(k) := \mathcal{R}_{u_1}(k_1) \mathcal{R}_{u_2}(k_2) \cdots \mathcal{R}_{u_m}(k_m) \). Our goal will be to establish that \( \mathcal{F}(N) \) is equal to the right hand side of (3.4) up to a \( o(1) \) term. Then, since we can establish the same asymptotic for the lower bound, we may conclude the asymptotic for \( \mathcal{E}(N) \). Since the details are identical, we will only focus on \( \mathcal{F}(N) \).

Fixing \( q \) and \( u \), we let
\[ \mathcal{F}_{q,u}(N) = \frac{1}{N^m} \int_0^1 \sum_{n,k \in \mathbb{Z}^m} \mathfrak{g}_q(n) \mathcal{R}_u(k) \hat{f}(k/N) e(k(\omega(n) + k \cdot 1_s)) ds. \]

Remark. In the proceeding sections, we will fix \( q \) and \( u \). Because of the way we have defined \( \mathfrak{g}_q \), this implies two cases: \( q < Q \) and \( q \geq Q \). The only real difference in these two cases are the bounds in (3.7), which differ by a factor of \( Q = \log(N) \). To keep the notation simple, we will assume we have \( q < Q \) and work with the first bound. In practice the logarithmic correction does not affect any of the results or proofs.
4 Applying the B-process

4.1 Degenerate Regimes

Fix $\delta = \frac{1}{m^d}$. We say $(q, u) \in [2Q] \times [-U, U]$ is degenerate if either one of the following holds

$$|u| < q^{\frac{d+1}{2}}, \text{ or } q \leq \delta Q.$$ 

Otherwise $(q, u)$ is called non-degenerate. Let $\mathcal{G}(N)$ denote the set of all non-degenerate pairs $(q, u)$. In this section it is enough to suppose that $u > 0$ (and therefore $k > 0$). Next, we show that degenerate $(q, u)$ contribute a negligible amount to $\mathcal{F}(N)$.

First, assume $q \leq \delta Q$. Expanding the $m$th-power, evaluating the $s$-integral and trivial estimation yield

$$\|\mathcal{E}_{q, u}\|_{L^m} = \int_0^1 \left( \sum_{k \in \mathbb{Z}} \mathcal{G}_u(k) \mathcal{G}(k) e(k) \sum_{n \in \mathbb{Z}} \mathcal{G}_q(n) e(k\omega(n)) \right)^m ds \leq \frac{1}{N^m} \sum_{k_i \leq e^m; i = 1, \ldots, m} \max_{i = 1, \ldots, m} \left( \int_0^1 e(k_1 + \cdots + k_m)s ds \right) \leq \frac{1}{N^m} \# \{ k_1, \ldots, k_m \in e^m : k_1 + \cdots + k_m = 0 \} N^d \ll N^{md-1}.$$ 

If $u < q^{(A-1)/2}$ and $q > \delta Q$, then we can apply the Euler summation formula, followed by van der Corput’s lemma with $j = 1$, to conclude that

$$\sum_{n \in \mathbb{Z}} \mathcal{G}_q(n) e(k\omega(n)) \ll \frac{e^q}{kq^{A-1}},$$

where the numerator is the size of the support of $\mathcal{G}_q$ and the denominator is the maximum value of $k\omega(x)$ for $x$ in that support. Hence

$$\|\mathcal{E}_{q, u}\|_\infty \ll \frac{1}{N} \sum_{k \leq e^m} \frac{e^q}{kq^{A-1}} \ll \frac{1}{N} q^{\frac{d}{2}}.$$ 

Note

$$\sum_{q \leq Q} q^{A-1} \ll \int_1^Q \frac{e^q}{q^{A-1}} dq = \int_1^{Q/2} \frac{e^q}{q^{A-1}} dq + \int_{Q/2}^Q \frac{e^q}{q^{A-1}} dq \ll e^{Q/2} + \frac{1}{Q^{A-1}} \int_{Q/2}^Q e^q dq \ll \frac{e^Q}{Q^{A-1}}.$$ 

Thus,

$$\left\| \sum_{Q \leq q \leq Q} \sum_{u \leq q^{(A-1)/2}} \mathcal{E}_{q, u} \right\|_\infty \ll \frac{1}{N} \sum_{q \leq Q} \sum_{u \leq q^{(A-1)/2}} \sum_{k \leq e^m} \frac{1}{k} q^{A-1} \ll \frac{1}{N} \sum_{u \leq Q^{(A-1)/2}} \frac{e^Q}{Q^{A-1}} \ll \frac{1}{Q^{A-1}}.$$ 

Taking the $L^m$-norm then yields:

$$\left\| \left( \sum_{(q, u) \in [2Q] \times [-U, U] \setminus \mathcal{G}(N)} \mathcal{E}_{q, u} \right) \right\|_{L^m} \ll \log(N)^{-\rho},$$

for some $\rho > 0$. Hence the triangle inequality implies

$$\mathcal{F}(N) = \left\| \sum_{(u, q) \in \mathcal{G}(N)} \mathcal{E}_{q, u} \right\|_{L^m} + O(N^{-\rho}). \quad (4.1)$$

Next, to dismiss the degenerate regimes, let $w, W$ denote strictly positive numbers satisfying $w < W$. Consider

$$g_{w, W}(x) := \min \left( \frac{1}{\|x\|}, \frac{1}{W} \right),$$

here $\| \cdot \|$ denotes the distance to the nearest integer. We shall need (as in [LT21, Proof of Lemma 4.1]):

**Lemma 4.1.** If $W < 1/10$, then

$$\sum_{e^u \leq |k| < e^{u+1}} g_{w, W}(k) \ll \left( e^u + \frac{1}{w} \right) \log(1/W)$$

where the implied constant is absolute.
Our next aim is to show that the smooth exponential sum

\[ Q \quad \text{holds uniformly in} \quad 2.3) \text{ with} \quad j \]

\[ \text{Err}(k) = 0 \quad \text{m} \quad \text{and} \quad |k| \leq e^w \text{ for all} \quad i \leq m. \]

Notice that Lemma 4.2. Consider produces the estimate \( \omega(k) \text{ where the implied constant is absolute.} \)

Specifically, when we apply the B-process, the first step is to apply Poisson summation. Depending on the new summation variable there may, or may not, be a stationary point. The following lemma allows us to dismiss the contribution when there is no stationary point. Fix \( k = e^w \) and let \( [a, b] := \text{supp}(\Phi_k) \).

Thus \( \text{Err}(k) \leq Q^{O(1)} \text{ to Err}(k_i) \text{ can be bounded by} \quad O(Q^{-C}) \text{ for any} \quad C > 0. \)

Hence, from van der Corput’s lemma (Lemma 2.3) with \( j = 2 \) and the assumption \( m_q(r) > 0 \), we infer

\[ \text{Err}(k) \leq Q^{O(1)} \min \left( \frac{1}{\|w^j(a) - r\|} , \frac{1}{(k\omega^j(a))^{1/2}} \right) = Q^{O(1)} \min \left( \frac{1}{\|w^j(a)\|} , \frac{1}{(k\omega^j(a))^{1/2}} \right) \]

where the implied constant is absolute. Notice that \( \omega^j(a) \approx q^{A-1}e^{-q} =: w, \) and \( k\omega^j(a) = (e^{w-2q}q^{A-1})^{1/2} =: W. \)

Thus \( \text{Err}(k) \leq g_{w,W}(k)Q^{O(1)}. \) Using \( \text{Err}(k_i) \leq g_{w,W}(k_i)Q^{O(1)} \) for \( i = m \) and \( \text{Err}(k_m) \leq Q^{O(1)}/W \) in (4.3) produces the estimate

\[ I_u \leq \frac{Q^{O(1)}}{W} \sum_{|k| < e^u} \left( \prod_{i < m} g_{w,W}(k_i) \right) = \frac{Q^{O(1)}}{W} \left( \sum_{|k| < e^u} g_{w,W}(k) \right)^{m-1}. \]

Suppose \( W \geq N^{-\varepsilon} \), then \( g_{w,W}(k) \leq N^\varepsilon \) and we obtain that

\[ I_u \leq Q^{O(1)}N^{e^u + \varepsilon u - m} \leq N^{m-1+\varepsilon m} \leq Q^{-C}N^m. \]

Now suppose \( W < N^{-\varepsilon} \leq 1/10. \) Then Lemma 4.1 is applicable and yields

\[ \sum_{|k| > e^u} g_{w,W}(k) \ll (e^u + 1/w) \log (1/W) \ll (e^u + e^u) \log (1/W) \ll NQ. \]
Plugging this into (4.4) and using $1/W \ll e^{q-u/2}q^{(1-A)/2} \ll Ne^{-\frac{u}{2}}$ shows that
\[
I_u \ll Q^{O(1)}\left(\frac{NQ}{W}\right)^{m-1} \ll Q^{O(1)}(NQ)^m e^{-\frac{u}{2}}.
\]
Because $u \geq Q^{\frac{A+1}{3}}$, we certainly have $e^{-\frac{u}{2}} \ll Q^{-C}$ for any $C > 0$ and thus the proof is complete.

4.2 First application of the $B$-Process

First, following the lead set out in [LST21] we apply the $B$-process in the $n$-variable. Assume without loss of generality that $k > 0$ (if $k < 0$ we take complex conjugates and the w.l.o.g. assumption that $f$ is even).

Given $r \in \mathbb{Z}$, let $x_{k,r}$ denote the stationary point of the function $k \omega(x) - rx$, thus:
\[
x_{k,r} := \frac{\omega'(x)}{k},
\]
where $\omega'(x) := (\omega')^{-1}(x)$, the inverse of the derivative of $\omega$. This is well defined as long as $x > e^{A-1}$ (the inflection point of $\omega$) which is satisfied in the non-degenerate regime. Then, after applying the $B$-process, the phase will be transformed to
\[
\phi(k, r) := k \omega(x_{k,r}) - rx_{k,r}.
\]
With that, the next lemma states that $\mathcal{E}_{q,u}$ is well-approximated by
\[
\mathcal{E}_{q,u}^{(B)}(s) := \frac{e^{-1/8}}{N} \sum_{k \geq 0} \mathcal{R}_n(k) \hat{f} \left( \frac{k}{N} \right) e(k s) \sum_{r \geq 0} \frac{\mathcal{R}_n(x_{k,r})}{\sqrt{k \omega'(x_{k,r})}} \phi(k, r).
\]

**Proposition 4.3.** If $u \geq Q^{(A-1)/2}$, then
\[
\|\mathcal{E}_{q,u} - \mathcal{E}_{q,u}^{(B)}\|_{L^m} \ll Q^{-100m},
\]
uniformly for all non-degenerate $(u, q) \in \mathcal{G}(N)$.

**Proof.** Let $[a, b] := \text{supp}(\mathcal{R}_n)$, let $\Phi_r(x) := k \omega(x) - rx$, and let $m(r) := \min\{ |\Phi'_r(x)| : x \in [a, b] \}$. As usual when applying the $B$-process we first apply Poisson summation and integration by parts:
\[
\sum_{n \in \mathbb{Z}} \mathcal{R}_n(n) e(k \omega(n)) = \sum_{r \in \mathbb{Z}} \int_{-\infty}^{\infty} \mathcal{R}_n(x) e(\Phi_r(x)) dx = M(k) + \text{Err}(k),
\]
where $M(k)$ gathers the contributions when $r \in \mathbb{Z}$ with $m(r) = 0$ (i.e with a stationary point) and $\text{Err}(k)$ gathers the contribution of $0 < m(r)$. In the notation of Lemma 2.2, let $w(x) := \mathcal{R}_n(x)$, $\Lambda_{\psi} := \omega(e^q)e^u = q^de^u$, and $\Omega_{\psi} := \Omega_{\omega} := e^q$. Since $(u, q)$ is non-degenerate we have that $\Lambda_{\psi}/\Omega_{\psi} \gg q$, and hence
\[
M(k) = e^{-1/8} \sum_{r \geq 0} \frac{\mathcal{R}_n(x_{k,r})}{\sqrt{k \omega'(x_{k,r})}} e(\phi(k, r)) + O\left( (q^{1/2} + O(\varepsilon))^{-1} \right).
\]
Summing (4.7) against $N^{-1}\mathcal{R}_n(k) \hat{f}(k/N)e(k s)$ for $k \geq 0$ gives rise to $\mathcal{E}_{q,u}^{(B)}$. The term coming from $\text{Err}(k)N^{-1}\mathcal{R}_n(k) \hat{f}(k/N)e(k s) = \frac{1}{N} \text{Err}_u(s)$ can be bounded sufficiently by Lemma 4.2 and the triangle inequality.

Since $x_{k,r}$ is roughly of size $e^q$, if we stop here, and apply the triangle inequality to (4.8) we would get
\[
\left| \mathcal{E}_{q,u}^{(B)}(s) \right| \leq \frac{1}{N} \sum_{k \geq 0} \mathcal{R}_n(k) e^q \frac{k}{\sqrt{k \omega'(x_{k,r})}} \leq \frac{1}{N} e^{3u/2} \ll N^{1/2}.
\]
Hence, we still need to find a saving of $O(N^{1/2})$. To achieve most of this, we now apply the $B$-process in the $k$ variable. This will require the following a priori bounds.
4.3 Amplitude Bounds

Before proceeding with the second application of the $B$-process, we require bounds on the amplitude function
\[ \Psi_{q,u}(k, r, s) = \Psi_{q,u} := \frac{\mathcal{N}_q(x_{k,r}) \Psi_u(k)}{k \sqrt{\omega''(x_{k,r})}} f\left(\frac{k}{N}\right), \]
and its derivatives; for which we have the following lemma

**Lemma 4.4.** For any pair $q, u$ as above, and any $j \geq 1$, we have the following bounds
\[ \| \partial_k^j \Psi_{q,u}(k, r, \cdot) \|_\infty \ll e^{-uj} Q^{O(1)} \| \Psi_{q,u} \|_\infty \]
where the implicit constant in the exponent depends on $j$, but not $q, u$. Moreover
\[ \| \Psi_{q,u} \|_\infty \ll e^{\gamma - u/2 q^{-1/2}}. \]

**Proof.** First note that since $\Psi_{q,u}$ is a product of functions of $k$, if we can establish (4.9) for each of these functions, then the overall bound will hold for $\Psi_{q,u}(k, r, s)$ by the product rule. Moreover the bound is obvious for $\Psi_u(k)$, $f(k/N)$, and $k^{-1/2}$.

Thus consider first $\partial_k \mathcal{N}_q(x_{k,r}) = \mathcal{N}_q'(x_{k,r}) \partial_k(x_{k,r})$. By assumption since $x_{k,r} \gg q$, we have that $\mathcal{N}_q'(x_{k,r}) \ll e^{-q}$. Again, by repeated application of the product rule, it suffices to show that $\partial_k^j x_{k,r} \ll e^{-uj} Q^{O(1)}$. To that end, begin with the following equation
\[ 1 = \partial_k(x) = \partial_k(\tilde{\omega}(\omega'(x))) = \tilde{\omega}'(\omega'(x)) \omega''(x). \]
Hence $\tilde{\omega}'(\omega'(x)) = \frac{1}{\omega''(x)}$ which we can write as
\[ \tilde{\omega}'(\omega'(x)) = x^2 f_1(\log(x)) \]
where $f_1$ is a rational function. Now we take $j - 1$ derivatives of each side. Inductively, one sees that there exist rational functions $f_j$ such that
\[ \tilde{\omega}^{(j)}(\omega'(x)) = x^{j+1} f_j(\log(x)). \]
Setting $x = x_{k,r} = \tilde{\omega}(r/k)$ then gives
\[ \tilde{\omega}^{(j)}(r/k) = x_{k,r}^{j+1} f_j(\log(x_{k,r})). \]

With (4.10), we can use repeated application of the product rule to bound
\[ \partial_k^j x_{k,r} = \partial_k^j \tilde{\omega}(r/k) \]
\[ \ll \tilde{\omega}^{(j)}(r/k) \left( \frac{r}{k^2} \right)^j + \tilde{\omega}'(r/k) \left( \frac{r}{k^{1+j}} \right)^j \]
\[ \ll x_{k,r}^{j+1} f_j(\log(x_{k,r})) \left( \frac{r}{k^2} \right)^j + x_{k,r}^2 f_1(\log(x_{k,r})) \left( \frac{r}{k^{1+j}} \right)^j. \]
Now recall that $k \gg q, x_{k,r} \gg q$, and $r \gg q^{1+j+1}$, thus
\[ \partial_k^j x_{k,r} \ll \left( e^{q(j+1)} e^{u-q} \right)^j + e^2 q \left( \frac{e^{u-q}}{e^{1+j+1}} \right) Q^{O(1)} \]
\[ \ll e^{q-ju} Q^{O(1)}. \]
Hence $\partial_k^j \mathcal{N}_q(x_{k,r}) \ll e^{-ju} Q^{O(1)}$.

The same argument suffices to prove that $\partial_k^j \frac{1}{\sqrt{\omega''(x_{k,r})}} \ll e^{-ju} Q^{O(1)}$.

\[ \square \]

4.4 Second Application of the $B$-Process

Now, we apply the $B$-process in the $k$-variable. At the present stage, the phase function is $\phi(k, r) + ks$.
Thus, for $h \in \mathbb{Z}$ let $\mu = \mu_{h, r, s}$ be the unique stationary point of $k \mapsto \phi(k, r) - (h - s)k$. Namely:
\[ (\partial_k \phi)(\mu, r) = h - s. \]
After the second application of the $B$-process, the phase will be transformed to
\[ \Phi(h, r, s) = \phi(\mu, r) - (h - s)\mu. \]

With that, let (again for $u > 0$)
\[ \mathcal{E}_q^{(BB)} (s) := \frac{1}{N} \sum_{r \geq 0} \sum_{h \geq 0} \hat{f} \left( \frac{\mu}{N} \right) R_u(\mu) \mathcal{N}_q(x_{\mu, r}) \frac{1}{\sqrt{|\mu\omega'(x_{\mu, r}) \cdot (\partial_{\mu\phi})|}} e(\Phi(h, r, s)). \]  

(4.11)

We can now apply the $B$-Process for a second time and conclude

**Proposition 4.5.** We have
\[ \| \mathcal{E}_q^{(BB)} - \mathcal{E}_q^{(B)} \|_{L^\infty([0, 1])} = O(N^{-\frac{1}{2} + \varepsilon}), \]  

(4.12)

uniformly for any non-degenerate $(q, u) \in \mathcal{G}(N)$.

Before we can prove the above proposition, we need some preparations. Note the following: we have
\[ k\omega'(n) = Ak \frac{(\log n)^{A-1}}{n} \leq 10Ae^{u-q}q^{A-1}. \]

If $u - q + (A - 1) \log q < -10$ then $10Ae^{u-q}q^{A-1} = 10Ae^{-10A} \leq 0.6$. Hence, there is no stationary point in the first application of the $B$-process. Thus the contribution from this regime is disposed of by the first $B$-process. Therefore, from now on we assume that
\[ u \geq q - (A - 1) \log q - 10A, \text{ in particular } e^u \gg e^q q^{1-A}. \]  

(4.13)

**Non-essential regimes**

In this section we estimate the contribution from regimes where $u$ is smaller by a power of a logarithm than the top scale $Q$. We shall see that this regime can be disposed off. More precisely, let
\[ \mathcal{T}(N) := \{ (q, u) \in \mathcal{G}(N) : u \leq \log N - 10A \log \log N \}. \]

We shall see that contribution $\mathcal{T}(N)$ is negligible by showing that the function
\[ T_N(s) := \sum_{(q, u) \in \mathcal{T}(N)} \mathcal{E}_q^{(B)}(s) \]  

(4.14)

has a small $\| \cdot \|_{\infty}$-norm (in the $s \in [0, 1]$ variable). To prove this, we need to ensure that in
\[ \mathcal{E}_q^{(B)}(s) = \frac{e(-1/8)}{N} \sum_{r \geq 0} \sum_{k \geq 0} \Psi_{q, u}(k, r, s)c(\phi(k, r) - ks) \]

the amplitude function
\[ \Psi_{q, u}(k, r, s) := \frac{\mathcal{N}_q(x_{k, r}) R_u(k)}{\sqrt{k\omega'(x_{k, r})}} \hat{f} \left( \frac{k}{N} \right) \]

has a suitably good decay in $k$.

**Lemma 4.6.** If $(4.13)$ holds, then
\[ \| k \mapsto \partial_k \Psi_{q, u}(k, r, s) \|_{L^1(\mathbb{R})} \ll e^{u/2} q^{-\frac{1}{2}(A-1)}, \]

uniformly for $r$ and $s$ in the prescribed ranges.

**Proof.** First use the triangle inequality to bound
\[ \| k \mapsto \partial_k \Psi_{q, u}(k, r, s) \|_{L^1(\mathbb{R})} \ll \left\| \partial_k \left( \frac{\mathcal{N}_q(x_{k, r}) R_u(k)}{\sqrt{k\omega'(x_{k, r})}} \hat{f} \left( \frac{k}{N} \right) \right) \right\|_{L^1(\mathbb{R})} + \left\| \frac{\mathcal{N}_q(x_{k, r}) R_u(k)}{\sqrt{k\omega'(x_{k, r})}} \partial_k \hat{f} \left( \frac{k}{N} \right) \right\|_{L^1(\mathbb{R})}. \]

Since $\hat{f}$ has bounded derivative, the term on the right can be bounded by $1/N$ times the supremum norm of $\hat{f}$. Since $\hat{f} \left( \frac{k}{N} \right)$ is bounded, and $\frac{\mathcal{N}_q(x_{k, r}) R_u(k)}{\sqrt{k\omega'(x_{k, r})}}$ changes sign finitely many times, we can apply the fundamental theorem of calculus and bound the whole by
\[ \| k \mapsto \partial_k \Psi_{q, u}(k, r, s) \|_{L^1(\mathbb{R})} \ll \left\| \frac{1}{\sqrt{k\omega'(x_{k, r})}} \right\|_{L^\infty(\mathbb{R})}. \]

\[ \square \]
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Now we are in the position to prove that the contribution from (4.14) is negligible thanks to a second derivative test. This is one of the places where, in contrast to the monomial case, we only win by a logarithmic factor. Moreover, this logarithmic saving goes to 0 as \( A \) approaches 1.

**Lemma 4.7.** The oscillatory integral

\[
I_{q,u}(h,r) := \int_{-\infty}^{\infty} \Psi_{q,u}(t,r,s) e(\phi(t,r) - t(h - s)) \, dt,
\]

satisfies the bound

\[
I_{q,u}(h,r) \ll e^{q1-A}
\]

uniformly in \( h \), and \( r \) in ranges prescribed by \( \Psi \).

**Proof.** We aim to apply van der Corput’s lemma (Lemma 2.3) for a second derivative bound. For that, first note that \( \partial_t \phi(t,r) = \omega(x_t,r) + t \partial_t(\omega(x_t,r)) - r \partial_t(x_t,r) \). Now, since

\[
\partial_t(\omega(x_t,r)) = \omega'(x_t,r) \partial_t(x_t,r) = \frac{r}{t} \partial_t(x_t,r),
\]

it follows that

\[
\partial_t \phi(t,r) = \omega(x_t,r).
\]

Now we bound the second derivative of \( \phi(t,r) - t(s + h) \). By (4.17) and (4.18), we have

\[
\partial_t^2 \phi(t,r) = \partial_t[\omega(x_t,r)] = \frac{r}{t} \partial_t[x_t,r],
\]

Thus

\[
\partial_t^2 \phi(t,r) = - \frac{1}{\omega'(x_t,r)} \frac{r^2}{t^2}.
\]

Taking \( x_t,r \propto e^q \) into account gives

\[
\partial_t^2 \phi(t,r) \asymp \frac{1}{e^{-2qA-1}} \frac{(e^{-u-qA-1})^2}{e^{nu}} = e^{-u}q^{A-1}.
\]

The upshot, by van der Corput’s lemma (Lemma 2.3), is that

\[
I_{q,u}(h,r) \ll \|\Psi\|_\infty (e^{-u}q^{A-1})^{-1/2} \ll e^{q1-A}.
\]

\( \square \)

Now we are in the position to prove:

**Lemma 4.8.** We have that, as a function of \( s \in [0,1] \), the sup-norm \( \|T_N\|_\infty \ll (\log N)^{-8A} \).

**Proof.** Note that

\[
\Xi^{(B)}(s) \ll \frac{1}{N} \sum_{r \ge e^{u-qA-1}} |\Xi(r)| \quad \text{where} \quad \Xi(r) := \sum_{k \ge 0} \Psi_{q,u}(k,r,s) e(\phi(k,r) - ks).
\]

By Poisson summation,

\[
\Xi(r) = \sum_{h \in \mathbb{Z}} I_{q,u}(h,r).
\]

We decompose the right hand side into the contribution \( \Xi_1(r) \) coming from \( |h| > (4Q)^A \), and a contribution \( \Xi_2(r) \) from the regime \( |h| \le (4Q)^A \). Next, we argue that \( \Xi_1(r) \) can be disposed off by partial integration. Because \( x_{k,r} \le 2N \), we have

\[
\omega(x_{k,r}) = (\log x_{k,r})^A \le (3Q)^A.
\]

Note for \( |h| > (4Q)^A \), by (4.18), the inequality

\[
\partial_k[\phi(k,r) - k(s + h)] \gg h
\]

holds true, uniformly in \( r \) and \( s \). As a result, partial integration yields, for any constant \( C > 0 \), the bound

\[
I_{q,u}(h,r) \ll \|k \mapsto \partial_k \Psi_{q,u}(k,r,s)\|_{L^1(\mathbb{R})} h^{-C}.
\]

Therefore,

\[
\Xi_1(r) \ll \|k \mapsto \partial_k \Psi_{q,u}(k,r,s)\|_{L^1(\mathbb{R})} \sum_{h \ge (4Q)^A} h^{-C}.
\]
Recall that we have $q \geq \frac{1}{m+\tau} Q$. Thus, taking $C$ to be large and using Lemma 4.6, we deduce that
\[ \Xi_1(r) \ll_{C_1} e^{\frac{r}{2} Q - C_1} \tag{4.21} \]
for any constant $C_1 > 0$. All in all, we have shown so far
\[ \Xi(r) \ll \Xi_2(r) + e^{\frac{r}{2} Q - C_1}. \]
In $\Xi_2(r)$ there are $O(Q^A)$ choices of $h$. By using Lemma 4.7 we conclude
\[ \Xi_2(r) \ll e^{\frac{1}{2} Q - A Q^A}. \tag{4.22} \]
By combining (4.21) and (4.22), we deduce from (4.20) that
\[ \left\| e^{(B)}_{q,u}(r) \right\|_{\infty} \ll \frac{1}{N} \sum_{r \geq e^{-\eta} q^{A-1}} e^{\frac{1}{2} Q - A Q^A} \ll \frac{1}{N} e^{\frac{1}{2} u Q^A}. \]
As a result,
\[ \left\| T_N(r) \right\|_{\infty} \ll \frac{1}{N} \sum_{(u,q) \in T(N)} e^{u Q^A} \ll \frac{1}{N} \sum_{u \leq \log N - 10 A \log \log N} e^{u Q^A + 1} \ll \frac{1}{(\log N)^{1/2}} (\log N)^{A+1} \ll \frac{1}{(\log N)^{1/4 A}}. \]

**Essential regimes**

At this stage, we are ready to apply our stationary phase expansion (Proposition 2.1), and thus effectively apply the $B$-process a second time. Recall that after applying Poisson summation, the phase will be $\psi_{r,h}(t) = \psi(t) := \phi(t,r) - t(h-s)$. Let
\[ W_{q,u}(t) := \frac{\mathbb{R}_q(x_{r,t}) \mathbb{R}_u(t)}{\sqrt{1 + \sigma^2(x_{u,t})}} \mathcal{E} \left( \frac{t}{N} \right) e\left( \psi(t) - \psi(\mu) - \frac{1}{2} (t - \mu)^2 \psi''(\mu) \right). \]
Further, define
\[ p_j(\mu) := c_j \left( \frac{1}{\psi''(\mu)} \right)^j W_{q,u}^{(2j)}(\mu), \]
where $p_0(\mu) = e(1/8) W_{q,u}(\mu)$. Note that, by (4.19), one can bound
\[ p_j(\mu) \ll p_1(\mu) \ll N^{\varepsilon} \frac{1}{\psi''(\mu)} \frac{1}{\mu^{1/2}} \frac{\omega''(x_{r,t}) (\partial_x x_{r,t}|_{t=\mu})^2}{\omega''(x_{r,t})^{3/2}} \ll e^{u/2 - q \varepsilon}, \quad j \geq 1. \tag{4.23} \]
Hence let
\[ P_{q,u}(h,r,s) := \frac{e(\psi(\mu))}{\sqrt{\psi''(\mu)}} (p_0(\mu) + p_1(\mu)), \]
and set
\[ E^{(BB)}_{q,u}(s) := \frac{e(-1/8)}{N} \sum_{r \geq 0} \sum_{h \geq 0} P_{q,u}(h,r,s). \]
Before proving Proposition 4.5 we need the following lemma.

**Lemma 4.9.** For any $c \in [0,1]$ and any $M > 10$, we have the bound
\[ \int_{0}^{1} \min(\|c + s\|^{-1}, M) \, ds \leq 2 \log M. \]

**Proof.** Decomposing into intervals where $\|c + s\|^{-1} \leq M$ as well as intervals where $\|c + s\|^{-1} > M$ and then using straightforward estimates imply the claimed bound. \qed

Now we can prove Proposition 4.5.

**Proof of Proposition 4.5.** Fix $s \in [0,1]$ and recall the definition of $I_{q,u}(h,r)$ from (4.15), then by Poisson summation
\[ E^{(B)}_{q,u}(s) = \frac{e(-1/8)}{N} \sum_{r \geq 0} \sum_{h \in \mathbb{Z}} I_{q,u}(h,r). \]
Let \([a,b] := \text{supp}(\rho_a)\), and

\[
m_r(h) := \min_{k \in [a,b]} |\psi_{r,k}^o(k)|.
\]

We decompose the \(h\)-summation into three different ranges:

\[
\sum_{h \in \mathbb{Z}} I_{q,u}(h,r) = \mathcal{E}_1 + \mathcal{E}_2 + \mathcal{E}_3,
\]

where the first contribution, \(\mathcal{E}_1(r,s)\) is where \(m_r(h) = 0\), the second contribution, \(\mathcal{E}_2(r,s)\) is where \(0 < m_r(k) \leq N^\varepsilon\), and the third contribution \(\mathcal{E}_3(r,s)\) is where \(m_r(h) \geq N^\varepsilon\). Integration by parts shows that

\[
\mathcal{E}_3(r,s) \ll N^{-100}.
\]

Next, we handle \(\mathcal{E}_1(r,s)\). To this end, we shall apply Proposition 2.1, in whose notation we have

\[
\Omega_w := e^u, \quad \Lambda_w := e^{q-u/2+\varepsilon}, \quad \Lambda_\psi := e^{u} q^{-A-1}, \quad \Omega_\psi := e^u.
\]

The decay of the amplitude function was shown in Lemma 4.4, the decay of the phase function follows from a short calculation we omit. Next, since we have disposed of the inessential regimes, we see

\[
\text{the decay of the amplitude function was shown in Lemma 4.4, the decay of the phase function follows from a short calculation we omit.}
\]

By exploiting Lemma 4.9 we see

\[
\text{the decay of the phase function follows from a short calculation we omit.}
\]

Finally, it remains to estimate \(\sum_{r \geq 0} \mathcal{E}_2(r,s)\). To see this set the derivative equal to 0:

\[
A \frac{\log(x_{t,r}) A^{-1}}{x_{t,r}} \partial_{x_{t,r}} = A \frac{\log(x_{t,r}) A^{-1}}{x_{t,r}} \omega^r \frac{r-1}{r} = 0.
\]

However, since \(x_{t,r} \approx e^q\), this implies \(\omega^r = 0\), which is a contradiction. Thus, by van der Corput’s lemma (Lemma 2.3) for the first derivative, and monotonicity, we have

\[
\mathcal{E}_2(r,s) \ll N^{1/4} \min \left(\|\omega(x_{t,r}) + s\|^{-1}, N^{1/4+o(1)}\right)
\]

where we used (4.19) and the fact that \(\partial_t \phi(t,r) = \omega(x_{t,r})\). Notice that

\[
\left\| \frac{1}{N} \sum_{r \geq 0} \mathcal{E}_2(r,:) \right\|_{L^m} \ll \left\| \frac{1}{N} \sum_{r \geq 0} \mathcal{E}_2(r,:) \right\|_{L^\infty} \left\| \frac{1}{N} \sum_{r \geq 0} \mathcal{E}_2(r,:) \right\|_{L^1}.
\]

By (4.16) we see

\[
\left\| \frac{1}{N} \sum_{r \geq 0} \mathcal{E}_2(r,s) \right\|_{L^\infty} \ll N^{O(\varepsilon)}.
\]

Hence it remains to estimate

\[
N^{O(\varepsilon)} \sum_{r \geq 0} \frac{1}{\sqrt{N}} \int_0^1 \min \left(\|\omega(x_{a,r}) + s\|^{-1}, N^{1/4+o(1)}\right) ds.
\]

By exploiting Lemma 4.9 we see

\[
\left\| \frac{1}{N} \sum_{r \geq 0} \mathcal{E}_2(r,:) \right\|_{L^m} \ll \sum_{r \geq 0} \frac{N^{o(1)}}{\sqrt{N}} \ll N^{o(1)} - \frac{1}{2}
\]

which implies the claim.

Finally, it remains to show that

\[
\left\| E_{q,u}^{(BB)}(\cdot) - E_{q,u}^{(BB)}(\cdot) \right\|_{L^m} = O(N^{-1/2+\varepsilon})
\]

from which we can apply the triangle inequality to conclude Proposition 4.5. For this, recall the bounds (4.23). Since \(E_{q,u}^{(BB)}\) is simply the term arising from \(p_0(\mu)\), we have that

\[
\left\| E_{q,u}^{(BB)}(\cdot) - E_{q,u}^{(BB)}(\cdot) \right\|_{L^m} \ll \frac{1}{N} \sum_{r \in \mathbb{Z}} p_1 \ll \frac{e^{u-q/2} N^\varepsilon}{N}.
\]
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and moreover

**Lemma 4.10.** Given, \( h, r, \) and \( s \) as above, we have

\[
\mu_{h, r, s} = \frac{r}{\omega'((\omega^{-1}(h - s)))}, \quad \Phi(h, r, s) = -r\omega^{-1}(h - s)
\]

and moreover

\[
\mu''(x_{\mu, r}) \cdot (\partial_{\mu}\phi)(\mu, r) = -\frac{r^2}{\mu^2}. \tag{4.24}
\]

**Proof.** Recall \( x_{k, r} = \tilde{\omega}(\frac{r}{k}) \). Now, to compute \( \mu \), we have:

\[
0 = \partial_\mu (\mu\omega(x_{\mu, r}) - rx_{\mu, r}) - (h - s) = \omega(x_{\mu, r}) + \mu\omega'(x_{\mu, r}) (\partial_{\mu}x_{\mu, r}) - r\partial_{\mu}x_{\mu, r} - (h - s).
\]

Consider first

\[
\partial_\mu x_{\mu, r} = \partial_\mu \left( \tilde{\omega} \left( \frac{r}{\mu} \right) \right) = \tilde{\omega}' \left( \frac{r}{\mu} \right) \left( -\frac{r}{\mu^2} \right).
\]

Furthermore, since \( \mu = \tilde{\omega}(\omega'(\mu)) \), we may differentiate both sides and then change variables to see

\[
\tilde{\omega}'(r/\mu) = \frac{1}{\omega'(\omega(r/\mu))}. \tag{4.25}
\]

Hence

\[
\partial_\mu (x_{\mu, r}) = -\omega \left( \tilde{\omega} \left( \frac{r}{\mu} \right) \right) \frac{r}{\mu^2\omega''(\omega(r/\mu))}.
\]

Hence

\[
0 = \omega(x_{\mu, r}) - r \left( \omega \left( \tilde{\omega} \left( \frac{r}{\mu} \right) \right) \frac{r}{\mu^2\omega''(\omega(r/\mu))} \right) + \omega \left( \tilde{\omega} \left( \frac{r}{\mu} \right) \right) \frac{r^2}{\mu^2\omega''(\omega(r/\mu))} - (h - s) = \omega(x_{\mu, r}) - (h - s).
\]

Hence \( \omega(\tilde{\omega}(r/\mu)) = h - s \). Solving for \( \mu \) gives:

\[
\mu = \frac{r}{\omega'(\omega^{-1}(h - s))}.
\]

Moreover, we can simplify the phase as follows

\[
\Phi(h, r, s) = \phi(\mu, r) - (h - s)\mu = \mu\omega(x_{\mu, r}) - rx_{\mu, r} - (h - s)\mu = \mu(\omega(\tilde{\omega}(r/\mu)) - r\tilde{\omega}(r/\mu) - (h - s)\mu = \frac{r(h - s)}{\omega'(\omega^{-1}(h - s))} - r\omega^{-1}(h - s) - (h - s)\frac{r}{\omega'(\omega^{-1}(h - s))} = -r\omega^{-1}(h - s).
\]

Turning now to (4.24), we note that since, by the definition of \( \mu \) we have that \( \partial_\mu \phi(\mu, r) = h - s \), and \( h - s = \omega(\tilde{\omega}(r/\mu)) \) we may differentiate both sides of the former to deduce

\[
\partial_{\mu\mu}\phi(\mu, r) = \partial_\mu (\omega(\tilde{\omega}(r/\mu))) = \omega'(\tilde{\omega}(r/\mu))\tilde{\omega}'(r/\mu)(-r/\mu^2) = -(r^2/\mu^3)\tilde{\omega}'(r/\mu).
\]

Now using (4.25) we conclude that

\[
\mu''(x_{r, \mu}) \cdot (\partial_{\mu\mu}\phi)(\mu, r) = -\mu''(\tilde{\omega}(r/\mu))(r^2/\mu^3)\tilde{\omega}'(r/\mu) = -(r^2/\mu^2)\omega''(\tilde{\omega}(r/\mu)) \frac{1}{\omega''(\omega(r/\mu))} = \frac{r^2}{\mu^2}.
\]

\[\square\]
Applying Lemma 4.10 and inserting some definitions allows us to write

$$E^{(BB)}_{q, u}(s) = \frac{1}{N} \sum_{r \geq 0} \sum_{h \geq 0} \hat{f} \left( \frac{\mu}{N} \right) \mathcal{R}_{u}(\mu) \mathcal{R}_{q}(r/\mu) \frac{\mu}{r} \epsilon(-r \omega^{-1}(h - s)).$$  \hspace{1cm} (4.26)

Returning now to the full $L^m$ norm, let $\sigma_i := \sigma(u_i) := \frac{u_i}{|u_i|}$. Proposition 4.3, Proposition 4.5 and expanding the $m$th-power yields

$$\mathcal{F}(N) = \frac{1}{N^m} \sum_{\sigma_1, \ldots, \sigma_m \in \{ \pm 1 \}} \sum_{(u_i, q_i) \in \mathcal{E}(N)} \int_0^1 \prod_{1 \leq \delta < \sigma_i < 0} E^{(BB)}_{q_i, u_i}(s) \prod_{1 \leq \delta \leq m} \mathcal{E}_{q_i, u_i}(s) \, ds + O(N^{-\varepsilon/2}).  \hspace{1cm} (4.27)$$

To simplify this expression, for a fixed $u$ and $q$, and $\mu = (\mu_1, \ldots, \mu_m)$ let $\mathcal{R}_u(\mu) := \prod_{1 \leq \delta \leq m} \mathcal{R}_{u}(\mu_i)$. The functions $\mathcal{R}_u(\mu, s)$ and $\hat{f}(\mu/N)$ are defined similarly. Aside from the error term, the right hand side of (4.27) splits into a sum over

$$\mathcal{F}_{q, u} := \frac{1}{N^m} \sum_{r \in \mathbb{Z}^m} \frac{1}{r_1 r_2 \cdots r_m} \int_0^1 \sum_{h \in \mathbb{Z}^m} \mathcal{R}_u(\mu) \mathcal{R}_q(\mu, s) \mathcal{A}_{h, r}(s) \epsilon(\varphi_{h, r}(s)) \, ds$$

where the phase function is given by

$$\varphi_{h, r}(s) := -(r_1 \omega^{-1}(h_1 - s) + r_2 \omega^{-1}(h_2 - s) + \cdots + r_m \omega^{-1}(h_m - s)),$$

and where

$$\mathcal{A}_{h, r}(s) := \hat{f} \left( \frac{\mu}{N} \right) \mu_1 \mu_2 \cdots \mu_m.$$

Now we distinguish between two cases. First, the set of all $(h, r)$ where the phase $\varphi_{h, r}(s)$ vanishes identically, which we call the diagonal; and its complement, the off-diagonal. Let

$$\mathcal{S} := \{ (r, h) \in \mathbb{N} \times \mathbb{N} : \varphi_{h, r}(s) = 0, \forall s \in [0, 1] \},$$

and let

$$\eta(r, h) := \begin{cases} 1 & \text{if } (r, h) \notin \mathcal{S} \\ 0 & \text{if } (r, h) \in \mathcal{S}. \end{cases}$$

The diagonal, as we show, contributes the main term, while the off-diagonal contribution is negligible (see section 6).

5 Extracting the Diagonal

First, we establish an asymptotic for the diagonal. The below sums range over $q \in \{0\}^m$, $u \in [-U, U]$, and $r, h \in \mathbb{Z}$. Let

$$\mathcal{D}_N = \frac{1}{N^m} \sum_{q, u, r, h} \frac{1}{r_1 r_2 \cdots r_m} \int_0^1 \mathcal{R}_u(\mu) \mathcal{R}_q(\mu, s) \mathcal{A}_{h, r}(s) \, ds.$$

With that, the following lemma establishes the main asymptotic needed to prove Lemma 3.1 (and thus Theorem 1.2).

Lemma 5.1. We have

$$\lim_{N \to \infty} \mathcal{D}_N = \sum_{P \in \mathcal{P}_m} \mathcal{E}(f^{[P_1]}) \cdots \mathcal{E}(f^{[P_d]}).$$

where the sum is over all non-isolating partitions of $[m]$, which we denote $\mathcal{P} = (P_1, \ldots, P_d)$.

Proof. Since the Fourier transform $\hat{f}$ is assumed to have compact support, we can evaluate the sum over $u$ and eliminate the factors $\mathcal{R}_u$. Hence

$$\mathcal{D}_N = \frac{1}{N^m} \sum_{q, r, h} \mathbb{1}(|\mu_i| > 0)(1 - \eta(r, h)) \frac{1}{r_1 r_2 \cdots r_m} \int_0^1 \mathcal{R}_q(\mu, s) \mathcal{A}_{h, r}(s) \, ds,$$

here the indicator function takes care of the fact that we extracted the contribution when $k_i = 0$.

The condition that the phase is zero, is equivalent to a condition on $h$ and $r$. Specifically, this happens in the following situation: let $\mathcal{P}$ be a non-isolating partition of $[m]$, we say a vector $(r, h)$ is
\( P \)-adjusted if for every \( P \in \mathcal{P} \) we have: \( h_i = h_j \) for all \( i, j \in P \), and \( \sum_{i \in P} r_i = 0 \). The diagonal is restricted to \( P \)-adjusted vectors. Now

\[
\chi_{\mathcal{P},1}(r) = \begin{cases} 1 & \text{if } \sum_{i \in P} r_i = 0 \text{ for each } P \in \mathcal{P}, \\ 0 & \text{otherwise,} \end{cases} \quad \chi_{\mathcal{P},2}(h) = \begin{cases} 1 & \text{if } h_i = h_j \text{ for all } i, j \in P \\ 0 & \text{otherwise,} \end{cases}
\]

Here \( \chi_{\mathcal{P},1}(r) \chi_{\mathcal{P},2}(h) \) encodes the condition that \((r, h)\) is \( P \)-adjusted. Thus, we may write

\[
\mathcal{D}_N = \frac{1}{N^m} \sum_{P \in \mathcal{P}_m} \sum_{q, r, h} \chi_{\mathcal{P},1}(r) \chi_{\mathcal{P},2}(h) \int_0^1 \eta_q(\mu, s) \left( \frac{\mu}{N} \right) \mu_1 \mu_2 \cdots \mu_m ds + o(1).
\]

Inserting the definition of \( \mu_i \) then gives

\[
\mathcal{D}_N = \frac{1}{N^m} \sum_{P \in \mathcal{P}_m} \sum_{P \in \mathcal{P}_q} \chi_{\mathcal{P},1}(r) \chi_{\mathcal{P},2}(h) \int_0^1 \eta_q(\mu, s) \left( \frac{\mu}{N} \right) \prod_{i=1}^m \left( \frac{1}{\omega'(\omega^{-1}(h_i - s))} \right) ds + o(1).
\]

Now note that the \( r \) variable only appears in \( \tilde{f}(\mu/N) \), that is

\[
\mathcal{D}_N = \frac{1}{N^m} \sum_{P \in \mathcal{P}_m} \sum_{P \in \mathcal{P}_q} \sum_{r, h} \chi_{\mathcal{P},1}(r) \chi_{\mathcal{P},2}(h) \int_0^1 \eta_q(\mu, s) \left( \frac{\mu}{N} \right) \prod_{i=1}^m \left( \frac{1}{\omega'(\omega^{-1}(h_i - s))} \right) ds(1 + o(1)),
\]

(5.2)

where \( \chi(r) \) is 1 if \( \sum_{i=1}^{|P|} r_i = 0 \) and where \( \eta_{q, P}(h) = \prod_{i \in P} \eta_q(\mu_i, s) \). We can apply Euler’s summation formula ([Apo76, Theorem 3.1]) to conclude that

\[
\sum_{r \in \mathcal{P}_|P|, r_i \neq 0} \chi(r) \tilde{f}\left( \frac{1}{N \omega'(\omega^{-1}(h))} \right) = \int_{\mathbb{R}^{|P|}} \chi(x) \tilde{f}\left( \frac{1}{N \omega'(\omega^{-1}(h))} x \right) dx (1 + o(1)).
\]

Changing variables then yields

\[
\int_{\mathbb{R}^{|P|}} \chi(x) \tilde{f}\left( \frac{1}{N \omega'(\omega^{-1}(h))} x \right) dx = N^{|P|-1} \omega'(\omega^{-1}(h)) |P|-1 \int_{\mathbb{R}^{|P|}} \chi_P(x) \tilde{f}(x) dx \left( 1 + O\left( N^{-\theta} \right) \right),
\]

Note that \( \chi(x) \) fixes \( x_{|P|} = -\sum_{i=1}^{|P|-1} x_i \). Plugging this into our (5.2) gives

\[
\mathcal{D}_N = \frac{1}{N^m} \sum_{P \in \mathcal{P}_m} \sum_{P \in \mathcal{P}_q} \eta_{q, P}(h) \omega'(\omega^{-1}(h)) \int_{\mathbb{R}^{|P|-1}} \tilde{f}(x_1, \ldots, x_{|P|-1}, -x \cdot 1) dx (1 + o(1)).
\]

Next, we may apply Euler’s summation formula and a change of variables to conclude that

\[
\mathcal{D}_N = \sum_{P \in \mathcal{P}_m} \sum_{P \in \mathcal{P}_q} \left( \int_{\mathbb{R}^{|P|-1}} \tilde{f}(x_1, \ldots, x_{|P|-1}, -x \cdot 1) dx \right) (1 + o(1)).
\]

From there we apply Fourier analysis as in [LT21, Proof of Lemma 5.1] to conclude (5.1).

\[ \square \]

6 Bounding the Off-Diagonal

Recall the off-diagonal contribution is given by

\[
\mathcal{O}_N = \sum_{q, u} \frac{1}{N^m} \sum_{r, h} \eta(r, h) \int_0^1 \frac{\mu_1 \mu_2 \cdots \mu_m}{r_1 r_2 \cdots r_m} \tilde{f}(\frac{\mu}{N}) \eta_u(\mu) \eta_q(\mu, s) e(\Phi(h, r, s)) ds.
\]

where \( r_i \sim e^{u_i - q_i A^{-1}} \), the variable \( h_i \sim q^4 \). Finally the phase function

\[
\Phi(h, r, s) = -\sum_{i=1}^m r_i \exp((h_i - s)^{1/4}).
\]

If we were to bound the oscillatory integral trivially, we would achieve the bound \( \mathcal{O}_N \ll (\log N)^{(A+1)m} \). Therefore all that is needed is a small power saving, for which we can exploit the oscillatory integral

\[
I(h, r) := \int_0^1 A_{h, r}(s) e(\Phi(h, r, s)) ds
\]
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where

\[ A_{h,t}(s) := \frac{\mu_1 \mu_2 \cdots \mu_m}{r_1 r_2 \cdots r_m} \hat{f} \left( \frac{\mu}{N} \right) a_\mu(\mu) n_q(\mu, s). \]

While bounding this integral is more involved in the present setting, we can nevertheless use the proof in [LT21, Section 6] as a guide. In Proposition 6.1, we achieve a power-saving, for this reason we can ignore the sums over \( q \) and \( u \) which give a logarithmic number of choices.

Since we are working on the off-diagonal we may write the phase as

\[ \Phi(h, r, s) = \sum_{i=1}^l r_i \exp((h_i - s)^{1/A}) - \sum_{i=l}^r r_i \exp((h_i - s)^{1/A}), \quad (6.1) \]

where we may now assume that \( r_i > 0 \), the \( h_i \) are pairwise distinct, and \( L < m \). We restrict attention to the case \( L = m \) (this is also the most difficult case and the other cases can be done analogously).

**Proposition 6.1.** Let \( \Phi \) be as above, then for any \( \varepsilon > 0 \) we have

\[ I(h, r) \ll N^s a_\mu(\mu_0, 0) \frac{e^{\mu_1 + \cdots + \mu_m}}{r_1 \cdots r_m} N^{1/m + \varepsilon} \]

as \( N \to \infty \), where \( \mu_0, i = \frac{r_i}{\omega^*((h_i))}. \) The implied constants are independent of \( h \) and \( r \) provided \( \eta_r(h) \neq 0 \).

**Proof.** As in [LT21] we shall prove Proposition 6.1 by showing that one of the first \( m \) derivatives of \( \Phi \) is small. Then we can apply van der Corput’s lemma to the integral and achieve the necessary bound. However, since the phase function is a sum of exponentials (as oppose to a sum of monomials as it was in our previous work), achieving these bounds is significantly more involved than in [LT21].

The \( j^{th} \) derivative is given by (we will send \( s \to -s \) to avoid having to deal with minus signs at the moment)

\[ D_j = \sum_{i=1}^m r_i \exp((h_i + s)^{1/A}) \left\{ A^{-j}(h_i + s)^{j/A-j} + c_{j,1}(h_i + s)^{(j-1)/A-j} + \cdots + c_{j,j-1}(h_i + s)^{(1/A-j)} \right\} \]

\[ =: \sum_{i=1}^m b_i P_j(h_i) \]

where the \( c_{j,k} \) depend only on \( A \) and \( j \), where \( b_i := r_i \exp((h_i + s)^{1/A}). \)

In matrix form, let \( D := (D_1, \ldots, D_m) \) denote the vector of the first \( m \) derivatives, and let \( b := (b_1, \ldots, b_m) \). Then

\[ D = bM, \quad \text{where } (M)_{ij} := P_j(h_i). \]

To prove Proposition 6.1 we will lower bound the determinant of \( M \). Thus we will show that \( M \) is invertible, and hence we will be able to lower bound the \( \ell^2 \)-norm of \( D \). For this, consider the \( j^{th} \) row of \( M \)

\[ (M)_{j} = (P_j(h_1), \ldots, P_j(h_m)). \]

We can write \( P_j(h_1) := \sum_{k=0}^{j-1} c_{j,k}(h_i + s)^{j/A-j} \), where \( t_k := j - k \). Since the determinant is multilinear in the rows, we can decompose the determinant of \( M \) as

\[ \det(M) = \sum_{t \in T} c_t \det((h_i + s)^{(j/A-j)})_{i,j \leq m} \quad (6.2) \]

where \( c_t \) are constants depending only on \( t \) and the sum over \( t \) ranges over the set

\[ T := \{ t \in \mathbb{N}^m : t_j \leq j, \forall j \in [1, m] \}. \]

Let \( X_t := ((h_i + s)^{(j/A-j)})_{i,j \leq m} \). We claim that \( \det(M) = c_{t_M} \det(X_{t_M})(1 + O(\max_i(h_i^{-1/A}))) \) as \( N \to \infty \), where \( t_M := (1, 2, \ldots, m) \).

To establish this claim, we appeal to the work of Khare and Tao, see Lemma 2.4. Namely, let \( H := (h_1 + s, \ldots, h_m + s) \) with \( h_1 > h_2 > \ldots \) let \( T(t) := (t_1/A - 1, \ldots, t_m/A - m) \). Then we can write

\[ X_t := H^{T(t)}. \]

Now invoking Lemma 2.4 we have

\[ \det(X_t) \asymp V(H)H^{T(t)-n_{\min}}. \]
Note that we may need to interchange the rows and/or columns of $X_t$ to guarantee that the conditions of Lemma 2.4 are met. However this will only change the sign of the determinant and thus won’t affect the magnitude.

Now, fix $t \in T$ such that $t \neq t_M$ and compare
\[
|\det(X_{tM})| - |\det(X_t)| \geq |V(H)| \left( \|H^{T(t_M)}\|_{\text{spec}} - \|H^{T(t)}\|_{\text{spec}} \right).
\]
Since $t_M \neq t$ we conclude that all coordinates $t_i \leq (t_M)_i$ and there exists a $k$ such that $t_k < (t_M)_k$. Therefore
\[
|\det(X_{tM})| - |\det(X_t)| = |V(H)H^{T(t_M)} - n_{\text{min}}| (1 + O(\max(h_i^{-1/A})) = |\det(X_{tM})| (1 + O(\max(h_i^{-1/A}))).
\]
This proves our claim.

Hence
\[
|\det(M)| = |c_{tM}| |\det(X_{tM})| (1 + O(\max(h_i^{-1/A}))
\]
\[
= |c_{tM}| V(H)H^{T(t_M)} - n_{\text{min}} (1 + O(\max(h_i^{-1/A}))
\]
\[
= |c_{tM}| \left( \prod_{j=1}^{m} (h_j + s)^{2/A - 2j + 1} \right) \prod_{1 \leq i < j \leq m} (h_i - h_j)(1 + O(\max(h_i^{-1/A}))
\]
which is clearly larger than 0 (since $h_i - h_j > 1$ and $s > -1$).

Hence $M$ is invertible, and we conclude that
\[
D M^{-1} = b,
\]
\[
\|D\|_2 \|M^{-1}\|_{\text{spec}} \geq \|b\|_2,
\]
\[
\|D\|_2 \geq \frac{\|b\|_2}{\|M^{-1}\|_{\text{spec}}},
\]
where $\| \cdot \|_{\text{spec}}$ denotes the spectral norm with respect to the $\ell^2$ vector norm. Recall that $\|M^{-1}\|_{\text{spec}}$ is simply the largest eigenvalue of $M^{-1}$. Hence $\det(M^{-1})^{1/m} \leq \|M^{-1}\|_{\text{spec}}$.

We can bound the spectral norm by the maximum norm
\[
\|M^{-1}\|_{\text{spec}} \ll \max_{i,j}(M^{-1})_{i,j}
\]
However each entry of $M^{-1}$ is equal to $\frac{1}{\det(X_{tM})}$ times a cofactor of $M$, by Cramer’s rule. This, together with the size of the $h_i$ is enough to show that
\[
\|D\|_2 \gg \|b\|_2 \log(N)^{-1000m}.
\]
Now using the bounds on $b$ (which come from the essential ranges of $h_i$ and $r_i$) we conclude
\[
\|D\|_2 \gg N^{1-\varepsilon}.
\]
From here we can apply the localized van der Corput’s lemma [TY20, Lemma 3.3] as we did in [LT21] to conclude Proposition 6.1.

\section{Proof of Lemma 3.1}

Thanks to the preceding argument, we conclude that
\[
\lim_{N \to \infty} K_m(N) = \sum_{P \in \mathcal{P}_m} E \left( f_{P_1} \right) \cdots E \left( f_{P_d} \right) + \lim_{N \to \infty} O_N.
\]
Moreover, the off-diagonal term can be bounded using Proposition 6.1 as follows:
\[
O_N = \frac{1}{N^m} \sum_{q_{1:m}} \sum_{r,h} \eta(r, h) f(h, r)
\]
\[
\ll \frac{1}{N^m} \sum_{q_{1:m}} \sum_{r,h} \beta_q(\mu_0) \eta_q(\mu_0, 0) \sum_{u_1 + \cdots + u_m} e^{u_1 + \cdots + u_n} \max_{1 \leq i \leq m} e^{-u_i/m} N^{\varepsilon}.
\]
Likewise there are logarithmically many $q, N, Q$. Choose large integers $e$.

**Appendix: A sublacunary Partition of Unity**
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### Appendix: A sublacunary Partition of Unity

Choose large integers $N, Q \geq 10$, with $e^2 \leq N < e^{Q+1}$. In this section, we justify that the functions $\mathcal{R}_q$, where $0 \leq q < 2Q - 1$, from Section 3.2 exist. We assume in the following that $Q$ is an odd integer. The case that $Q$ is even can be handled very similarly. We start from the disjoint decomposition

$$[1, N] = [1, e^{Q-1}] \cup [e^{Q-1}, N].$$

To construct a suitable partition of unity for the first and the second set we require somewhat different treatment. However the main idea is rather simple, and the mechanics are the same for both. We begin with the former. We cut $[1, e^{Q-1}]$ into a union of the dyadic intervals $[e^q, e^{q+1})$. Then we smooth out the corners of their indicators functions in the following way. We smooth every second indicator function (changing their support only marginally), and adjust the remaining ones so that neighboring functions always sum up to one. Further, to decompose $[e^{Q-1}, N]$ in a sublacunary manner, we use a similar strategy. This time we cut the interval into a union of sublacunary intervals, smoothing the ones with odd indices and then adjusting the corners of the even ones appropriately.

To execute this plan, fix a smooth function $\beta : \mathbb{R} \to \mathbb{R}_{\geq 0}$ which is supported in a compact interval. E.g.

$$\beta(x) := \begin{cases} \exp\left( -\frac{1}{1-|x|^2} \right) & \text{for } 0 \leq |x| < 1 \\ 0 & \text{otherwise} \end{cases}$$

is a viable choice. By translating (if need be) and scaling, we modify $\beta$ to obtain a function $B : \mathbb{R} \to \mathbb{R}_{\geq 0}$ which is smooth, supported in $[-1/100, 1/100]$, and $L^1$-normalised, that is

$$\int_{\mathbb{R}} B(x) dx = 1.$$  

Denote the convolution of functions $g_1, g_2 : \mathbb{R} \to \mathbb{R}$ by

$$(g_1 * g_2)(x) := \int_{\mathbb{R}} g_1(x - y) g_2(y) dy.$$  

Clearly, if $g_1$ is $j$ times continuously differentiable, then $g_1 * g_2$ is $j$ times continuously differentiable and

$$(g_1 * g_2)^{(j)} = g_1^{(j)} * g_2.$$  

**The regime $0 \leq q < Q$**

Denote the indicator function of an interval $I$ by $1_I$. The smooth function $B_q(x) := e^{-q} B(e^{-q} x)$ is important in what follows, and in particular that it is supported in the interval $[-e^q / 100, e^q / 100]$. For even index $q = 2t \in \{0, \ldots, Q - 1\}$, we let

$$\mathcal{R}_{2t}(x) := (1_{[e^q, e^{q+1}]}) * B_q)(x).$$

These functions inherit the smoothness of $B$. By (7.1), we have

$$\|\mathcal{R}_{2t}^{(j)}\|_\infty \ll e^{-qj}$$  

Note that we are summing over reciprocals of $r_i$ and recall that the $h_i$ have size $q^A$, thus, we may evaluate the sums over $h$ and $r$ and gain at most a logarithmic factor (which can be absorbed into the $\varepsilon$). Thus

$$O_N \ll \frac{1}{N^m} \sum_{q, u} e^{u_1 + \cdots + u_m} \max_{i \leq m} e^{-u_i / m} N^\varepsilon.$$  

Likewise there are logarithmically many $q$ and $u$. Thus maximizing the upper bound, we arrive at

$$O_N \ll N^{-1/m+\varepsilon},$$

this concludes our proof of Lemma 3.1. From there, Theorem 1.1 and Theorem 1.2 follow from the argument in Section 3.
for each integer $j \geq 0$. (The implied constant is allowed to depend on the choice of $B$, which is however fixed throughout and therefore this dependency is suppressed.) Next, for every odd index $q = 2t + 1 \in \{0, \ldots, Q - 1\}$ we define

$$
\mathcal{N}_{2t+1}(x) := \begin{cases} 
0, & \text{if } x < 0.98 \cdot e^{2t}, \\
1 - \mathcal{N}_{2t+2}(x), & \text{if } 0.98 \cdot e^{2t} \leq x < 1.02 \cdot e^{2t}, \\
1, & \text{if } 1.02 \cdot e^{2t} \leq x < 0.98 \cdot e^{2t+2}, \\
1 - \mathcal{N}_{2t+2}(x), & \text{if } 0.98 \cdot e^{2t+2} \leq x < 1.02 \cdot e^{2t+2}, \\
0, & \text{if } e^{2t+2} \leq x.
\end{cases}
$$

Since $\mathcal{N}_{2t+1}$ is given, piece-wise, by concatenating five smooth functions, we can infer that $\mathcal{N}_{2t+1}$ is a smooth function as soon as we establish that the four relevant boundary points do not cause issues. A quick inspection reveals that $\mathcal{N}_q$, for any $q < Q$, is supported in $[0.98 \cdot e^q, 1.02 \cdot e^{q+1}] \subseteq [e^q/2, 3e^q]$. Hence, $\mathcal{N}_{2t+1}$ is smooth. Further, $\mathcal{N}_{2t+1}$ is monotonically increasing (though not always strictly) on the interval $[0.98 \cdot e^q, 1.02 \cdot e^q]$, equal to one on $[1.02 \cdot e^q, 0.98 \cdot e^{q+1}]$, and monotonically decreasing (not always strictly) on $[0.98 \cdot e^{q+1}, 1.02 \cdot e^q + 1]$. The function $\mathcal{N}_2$ has analogous monotonicity properties. Hence, $\mathcal{N}_q$ also has exactly one sign change. By construction,

$$
\mathcal{N}_q(x) + \mathcal{N}_{q+1}(x) = 1
$$

whenever $e^q \leq x \leq e^{q+1}$, irrespective of the parity of $q$. Moreover, (7.2) implies that

$$
\|\mathcal{N}_q\|_{\infty} \ll e^{-q}. 
$$

Consequently, the family of functions $\{\mathcal{N}_q : 0 \leq q < Q\}$ satisfies (3.7).

### The regime $Q \leq q < 2Q$

Put $Q := 2.8 \cdot e^Q/\mathcal{Q}$. To render the subsequent formulas more transparent, define $a_t := e^Q + (t - 1/2) Q$. Observe that

$$
[e^Q, N] = [e^{Q-1}, e^Q] \cup [e^Q, N] \subseteq [e^{Q-1}, e^Q] \cup \bigcup_{0 \leq t \leq T+1} I_t \quad \text{where} \quad I_t := [a_t, a_t + 2Q)
$$

where $T$ is the unique integer so that $N \in I_T$. In fact, due to $e/2.8 < 0.971$, we see that $0 \leq T \leq 0.98Q$. Informally, our next step is to again smooth out every other partition interval in the aforementioned cover. However, this time we need to be mindful at the end points of the partition which, necessarily, play a distinguished role. The end points will be handled at the end of this paragraph, and we first deal with the bulk of the intervals. Writing any even index $q \in (Q + 1, Q + T + 1)$ in the form $q = Q + 2t + 1$, with $0 \leq t \leq T$, we define

$$
\mathcal{N}_{Q+2t+1}(x) := (1_{2t+1} \ast B_Q)(x).
$$

Next, writing any odd index $q \in (Q + 2Q + T + 1)$ in the form $q = Q + 2t$, with $1 \leq t \leq T$, we put

$$
\mathcal{N}_{Q+2t+2r}(x) := \begin{cases} 
0, & \text{if } x < a_{2t-2} - 0.02 \cdot Q, \\
1 - \mathcal{N}_{Q+2t-2r}(x), & \text{if } a_{2t-2} - 0.02 \cdot Q \leq x < a_{2t-2} + 0.02 \cdot Q, \\
1, & \text{if } a_{2t-2} + 0.02 \cdot Q \leq x < a_{2t-2} + 0.02 \cdot Q, \\
1 - \mathcal{N}_{Q+2t+2r}(x), & \text{if } a_{2t-2} + 0.02 \cdot Q \leq x < a_{2t-2} + 0.02 \cdot Q, \\
0, & \text{if } a_{2t+2} + 0.02 \cdot Q \leq x.
\end{cases}
$$

The function $\mathcal{N}_Q$ plays a distinguished role as it is the in between the dyadic partition of unity given provided by the functions $\{\mathcal{N}_q : 0 \leq q < Q\}$ and the sub-lacunary one furnished by $\{\mathcal{N}_q : Q < q < 2Q - 1\}$. To smoothly link these two, we let

$$
\mathcal{N}_Q(x) := \begin{cases} 
0, & \text{if } x < 0.98e^Q, \\
1 - \mathcal{N}_{Q-1}(x), & \text{if } 0.98e^Q \leq x < 0.98e^Q, \\
1, & \text{if } a_{2t-1} + 0.02 \cdot Q \leq x < a_{2t+1} + 0.02 \cdot Q, \\
1 - \mathcal{N}_{Q+1}(x), & \text{if } a_{2t-1} + 0.02 \cdot Q \leq x < a_{2t+1} + 0.02 \cdot Q, \\
0, & \text{if } a_{2t+1} + 0.02 \cdot Q \leq x.
\end{cases}
$$

To formally complete the construction, we put

$$
\mathcal{N}_q(x) := 0, \quad \text{for } q \in \{Q + T + 2, \ldots, 2Q - 1\}.
$$

By arguing very much as in the regime $0 \leq q < Q$, one can check that $\{\mathcal{N}_q : Q \leq q < 2Q\}$ has the required properties and in particular is so that (3.7) holds true.
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