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Abstract

Introduction: Development of practical post-quantum signature algorithms is a current challenge in the area of cryptography. Recently, several candidates on post-quantum signature schemes, in which the exponentiation operations in a hidden commutative group contained in a non-commutative algebra is used, were proposed. Search for new mechanisms of using a hidden group, while developing signature schemes resistant to quantum attacks, is of significant practical interest. Purpose: Development of a new method for designing post-quantum signature algorithms on finite non-commutative associative algebras. Results: A novel method for developing digital signature algorithms on non-commutative algebras. A new four-dimensional finite non-commutative associative algebra set over the ground field GF(p) have been proposed as algebraic support of the signature algorithms. To provide a higher performance of the algorithm, in the introduced algebra the vector multiplication is defined by a sparse basis vector multiplication table. Study of the algebra structure has shown that it can be represented as a set of commutative subalgebras of three different types, which intersect exactly in the set of scalar vectors. Using the proposed method and introduced algebra, a new post-quantum signature scheme has been designed. The introduced method is characterized in using one of the elements of the signature (e, S) in form of the four-dimensional vector S that is computed as a masked product of two exponentiated elements G and H of a hidden commutative group: S = B \cdot G \cdot H \cdot C, where non-permutable vectors B and C are masking multipliers, the natural numbers n and r are calculated depending on the signed document M and public key. The pair <G, H> composes a minimum generator systems of the hidden group. The signature verification equation has the form R = (Y, Z, Y, Z) = (Y, Z), where pairwise non-permutable vectors Y, Z, Y, and Z are element of the public key and natural number e that is computed depending on the value M and the vector R. Practical relevance: Due to sufficiently small size of public key and signature and high performance, the developed digital signature scheme represents interest as a practical post-quantum signature algorithm. The introduced method is very attractive to develop a post-quantum digital signature standard.
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Introduction

At present the most widely used digital signature algorithms are based on the computational complexity of the integer factorization problem [1, 2] and the discrete logarithm problem (DLP) [3, 4]. However, both of the said problems can be solved in polynomial time on a quantum computer [5–7]. The expected breakthrough in the technology of quantum computations in the near future makes it extremely urgent to develop practical post-quantum public-key signature algorithms (post-quantum are called algorithms that are resistant to attacks using quantum computers) [8]. Computationally difficult problems other than factorization problem and DLP are to be used as the base cryptographic primitive of post-quantum digital signature algorithms.

In the current field of development of public-key post-quantum cryptoschemes, considerable attention of the cryptographers is paid to the development of cryptoschemes on algebras [9, 10], on Boolean functions [11, 12], and on linear codes [13, 14].

A landmark event in the area of post-quantum cryptography is the worldwide algorithm competition announced by the US National Institute of Standards and Technology (NIST) for the period 2017–2024 with the aim of developing post-quantum standards for digital signature algorithms and public key agreement algorithms. The first round [15] of the competition ended with the selection of 10 signature algorithms and 16 public key agreement algorithms (i.e., 26 public-key algorithms out of 69 initially submitted for participation in the competition) as potential candidates for post-quantum standards. The second round [16] ended with the selection of three signature algorithms and four public key-agreement algorithms (called finalists) for the in-depth analysis in the third round. In addition, three alternative signature algorithms and five alternative key agreement algorithms were selected for consideration at the fourth round of the
competition. For the first time in the NIST cryptographic competitions, along with the finalists, alternative cryptoschemes were selected for final consideration.

However, the most interesting thing is that according to the results of the third round of the competition NIST intends to accept new post-quantum signature algorithms for consideration at the fourth round [17]. In a brief overview of the current results of the competition [17], it is noted: “We are most interested in a general purpose digital signature scheme which is not based on structured lattices”. Taking into account that algorithms Dilithium and Falcon, which are based on lattices, are considered the most promising for adopting the post-quantum signature standard, one can conclude that NIST remained somewhat dissatisfied with the current results of the competition in the nomination of signature algorithms. Thus, search for new methods, mechanisms, and algebraic supports for the development of practical post-quantum digital signature algorithms is still an urgent task.

One of attractive primitives of the post-quantum signature algorithms is the hidden discrete logarithm problem (HDLP) defined usually in finite non-commutative associative algebras (FNAAs). Earlier, many different forms of the HDLP were proposed to develop signature algorithms on FNAAs [18–20]. The main feature of the HDLP-based signature schemes is the use of the exponentiation operations in hidden commutative groups and computing the signature in the form of two integers. The latter defines possibility to forge signatures in the case of known secret value of the discrete logarithm in a hidden group, for calculation of the public key secret vectors are used as masking multipliers though. Separate HDLP-based algorithms are characterized by using an auxiliary signature element in the form of a vector \( S \). In the last type algorithms for eliminating attacks associated with the use of the vector \( S \) as a fitting parameter, a doubling of the signature verification equation is proposed [20].

In this paper, we propose a new method for developing the signature algorithms including the exponentiation operations in a hidden group, which is characterized in using a vector \( S \) as a main element of the signature \( (e, S) \) including the randomization integer \( e \). The vector \( S \) is included in the verification equation two or more times. The latter defines computational infeasibility of forging a signature by calculating the value of \( S \) from the verification equation. At the same time, with the knowledge of secret masking vectors, it is possible to calculate the vector \( S \) satisfying the verification equation for arbitrary fixed value of the randomizing signature element \( e \). Using the proposed method, a new candidate for post-quantum signature algorithm is developed. To provide higher performance a new four-dimensional FNAA set by a sparse basis vector multiplication table (BVMT) is proposed and used as algebraic support of the signature algorithm.

**Four-dimensional FNAA used as algebraic support**

A vector space of dimension \( m \), which is set over a finite ground field \( GF(p) \), with the additionally defined vector multiplication operation that is distributive at the left and at the right relatively the addition operation is called \( m \)-dimensional algebra. A vector \( A \) is presented as an ordered set of its coordinates: \( A = (a_0, a_1, ..., a_{m-1}) \) or as a sum of its components: \( A = a_0e_0 + a_1e_1 + ... + a_{m-1}e_{m-1} \), where \( e_i \) (\( i = 0, 1, ..., m - 1 \)) are formal basis vectors. If the vector multiplication is non-commutative and associative, then one gets \( m \)-dimensional FNAA.

Usually, the multiplication of two vectors \( A = \sum_{i=0}^{m-1} a_i e_i \) and \( B = \sum_{j=0}^{m-1} b_j e_j \) is defined by the following formula: \( AB = \sum_{i=0}^{m-1} \sum_{j=0}^{m-1} a_ib_j e_i e_j \), where the coordinates \( a_i \) and \( b_j \) are multiplied as elements of the field \( GF(p) \) and every the product of two formal basis vectors is to be replaced by an one-component vector indicated in a cell at the intersection of the \( i \)-th row and \( j \)-th column of so called BVMT. In general for the case \( m = 4 \), one vector multiplication operation is implemented as executing about 16 multiplications and 12 additions in \( GF(p) \). To reduce computational complexity of the vector multiplication we propose a new sparse BVMT shown as Table 1, which defines a four-dimensional FNAA with reduced two times complexity of the vector multiplication.

A left-sided unit \( E_p \) of the said algebra can be computed from the vector equation \( XA = A \) that can be reduced to the following two independent systems of two linear equations with unknown values of the coordinates of the vector \( X = (x_0, x_1, x_2, x_3) \):

| Table 1 | Multiplication of basis vectors \( i \neq 0 \) in the proposed four-dimensional FNAA with global two-sided unit \( E = (0, 1, 1, 0) \) |
|--------|--------------------------------------------------|
| \( \cdot \) | \( e_0 \) | \( e_1 \) | \( e_2 \) | \( e_3 \) |
| \( e_0 \) | 0 | 0 | \( e_0 \) | \( \lambda e_1 \) |
| \( e_1 \) | \( e_0 \) | \( e_1 \) | 0 | 0 |
| \( e_2 \) | 0 | 0 | \( e_2 \) | \( e_3 \) |
| \( e_3 \) | \( \lambda e_2 \) | \( e_3 \) | 0 | 0 |
From the last two systems one easily gets $E_2 = (0, 1, 1, 0)$. The right-sided unit $E_p$ can be computed from the vector equation $AX = E$. The latter gives $E_p = (0, 1, 1, 0) = E_2$. One can easily see that the vector $E = (0, 1, 1, 0)$ acts as global two-sided unit in the considered four-dimensional FNAA. One can show that for different fixed values $A$ the vector equation $AX = E$ has a unique solution or has no solutions. In the first case the vector $A$ is called invertible and in the second case it is called non-invertible. Inverse value of $A$ is denoted as the vector $A^{-1}$. Considering the vector equation $AX = E$ or equation $XA = E$, one can obtain the invertibility (non-invertibility) condition of the vector $A$:

\[
A_1 A_2 \neq \lambda A_0 A_3 (A_1 A_2 = \lambda A_0 A_3).
\]

Using the formulas (1) it is easy to find the number on non-invertible vectors (equal to $p^3 + p^2 - p$) and then the number $\Omega$ of invertible vectors (order of the multiplicative group of the algebra):

\[
\Omega = p(p^2 - 1)(p - 1).
\]

The structure of a FNAA from the view point of its decomposition into a set of commutative subalgebras represents significant interest while using it as algebraic support of the HDLP-based signature algorithms [18]. Next section describes the structure of the introduced four-dimensional FNAA.

**Structure of the algebra used as algebraic support**

To study the structure of the FNAA set by Table 1, we apply the method used earlier in the paper [18]. Consider the set of the vectors $X$ that are permutable with a fixed vector $A = (a_0, a_1, a_2, a_3)$. The set of vectors $X = (x_0, x_1, x_2, x_3)$ can be computed as solution space of the following vector equation:

\[
AX - XA = (0, 0, 0, 0).
\]

If $X_1$ and $X_2$ are two solutions, then $X_1 \pm X_2$ and $X_1 X_2$ are also solutions. One can show that the set of solutions of the equation (3) represents a subalgebra $\Psi_A$. The said vector equation can be reduced to the following system of four linear equations with the unknowns $x_0, x_1, x_2, x_3$:

\[
\begin{align*}
& a_1 x_0 + a_0 x_2 = a_0; \\
& a_2 x_0 + a_3 x_3 = a_2; \\
& a_1 x_1 + a_0 x_3 = a_1; \\
& a_3 x_1 + a_2 x_3 = a_2.
\end{align*}
\]

The system (4) reduces to the following system of three linear equations:

\[
\begin{align*}
& a_1 x_0 + a_0 x_2 - a_0 x_1 - a_2 x_0 + \lambda a_3 x_0 = 0; \\
& a_1 x_1 + \lambda a_0 x_3 - a_1 x_1 - \lambda a_3 x_0 = 0; \\
& a_1 x_2 + \lambda a_3 x_0 - a_2 x_2 - \lambda a_0 x_3 = 0; \\
& a_3 x_1 + a_2 x_3 - a_1 x_3 - a_3 x_2 = 0.
\end{align*}
\]

The system (5) reduces to the following system of three linear equations:

\[
\begin{align*}
& a_3 x_0 - a_0 x_3 = 0; \\
& (a_1 - a_2) x_0 + a_0 (x_2 - x_1) = 0; \\
& a_3 (x_1 - x_2) + (a_2 - a_1) x_3 = 0.
\end{align*}
\]

Depending on the vector $A$ there are possible the following cases.

I. Case $a_0 = a_3 = 0$. The system (5) reduces to the system

\[
\begin{align*}
& (a_1 - a_2) x_0 = 0; \\
& (a_1 - a_2) x_3 = 0.
\end{align*}
\]

If $a_1 \neq a_2$, then the subalgebra $\Psi_A$ includes the set of vectors described by the following formula:

\[
X = (x_0, x_1, x_2, x_3) = (0, d, h, 0),
\]

where $d, h = 0, 1, ..., p - 1$. The set (6) contains $2p - 1$ non-invertible vectors of the forms $(0, 0, h, 0)$ and $(0, d, 0, 0)$ and $(p - 1)^2$ invertible vectors, i.e., the multiplicative group $\Gamma_1$ of the $\Psi_A$ subalgebra has order $\Omega_1 = (p - 1)^2$. A generator system of the group $\Gamma_1$ includes two vectors or order $p - 1$. Such group is called a group possessing two-dimensional cyclicity. Subalgebras containing a multiplicative group of the $\Gamma_1$ type are called subalgebras of the $\Psi_1$ type.

If $a_1 = a_2$, then every vector of the considered FNAA is permutable with $A$. Indeed, in this subcase we have a scalar vector $A = (0, a_1, a_1, 0)$.

II. Case $a_0 \neq 0$; $a_3 = 0$. The system (5) reduces to the system

\[
\begin{align*}
& x_3 = 0; \\
& x_2 = x_1 - \frac{a_1 - a_2}{a_0} x_0.
\end{align*}
\]

The set of elements of the subalgebra $\Psi_A$ is described by the following formula

\[
X = \left( d, h, h - \frac{a_1 - a_2}{a_0} d, 0 \right),
\]

where $d, h = 0, 1, ..., p - 1$. Taking into account the non-invertibility condition in (1), for the non-invertible vectors contained in (6) one can write
\[ h \left( h - \frac{a_1 - a_2}{a_0} d \right) = 0. \]

For the subcase \( a_1 \neq a_2 \), from the latter formula one can conclude that the set (7) contains \( 2p - 1 \) non-invertible vectors and we have subalgebra of the \( \Psi_1 \) type.

For the subcase \( a_1 = a_2 \), from the non-invertibility condition in (1) we have \( h = 0 \) and \( p \) non-invertible vectors of the form \((d, 0, 0, 0)\). Respectively, the order of multiplicative group of the subalgebra \( \Psi_1 \) is equal to \( \Omega_2 = p^2 - p = p(p - 1) \). The multiplicative group is cyclic and is attributed to the \( \Gamma_2 \) type. Subalgebra containing a multiplicative group of the \( \Gamma_2 \) type is attributed to the \( \Psi_2 \) type.

III. Case \( a_0 = 0; a_3 \neq 0 \). The system (5) reduces to the system

\[
\begin{align*}
  x_3 & = 0; \\
  x_2 & = x_1 - \frac{a_1 - a_2}{a_3} x_3.
\end{align*}
\]

The set of elements of the subalgebra \( \Psi_1 \) is described by the following formula:

\[ X = \left\{ 0, d, d - h \frac{a_1 - a_2}{a_3}, h \right\}, \quad (8) \]

where \( d, h = 0, 1, ..., p - 1 \). Taking into account the non-invertibility condition in (1), for the non-invertible vectors contained in (8) one can write

\[ d \left( d - h \frac{a_1 - a_2}{a_3} d \right) = 0. \]

For the subcase \( a_1 \neq a_2 \), from the latter formula one can conclude that the set (8) contains \( 2p - 1 \) non-invertible vectors and we have subalgebra of the \( \Psi_1 \) type.

For the subcase \( a_1 = a_2 \), from the non-invertibility condition in (1) we have \( d = 0 \) and \( p \) non-invertible vectors of the form \((0, 0, 0, h)\). Respectively, the order of multiplicative group of the subalgebra \( \Psi_1 \) is equal to \( \Omega_2 = p^2 - p = p(p - 1) \). The multiplicative group is cyclic and is attributed to the \( \Gamma_2 \) type. Subalgebra containing a multiplicative group of the \( \Gamma_2 \) type is attributed to the \( \Psi_2 \) type.

IV. Case \( a_0 \neq 0; a_3 \neq 0 \). The system (5) reduces to the system

\[
\begin{align*}
  x_3 & = x_0 \frac{a_3}{a_0}; \\
  x_2 & = x_1 - \frac{a_1 - a_2}{a_0} x_0.
\end{align*}
\]

The set of all elements of the subalgebra \( \Psi_1 \) is described by the following formula:

\[ X = \left\{ d, h, h + \frac{a_2 - a_1}{a_0} d, \frac{a_3 d}{a_0} \right\}, \quad (9) \]

where \( d, h = 0, 1, ..., p - 1 \). Taking into account the conditions (1), for the non-invertible vectors contained in (9) we have

\[ \lambda d^2 \frac{a_2}{a_0} = h^2 + dh \frac{a_2 - a_1}{a_0}. \quad (10) \]

From the quadratic equation (10) one has solution

\[ h = \frac{a_1 - a_2}{2a_0} \pm \frac{\sqrt{\Delta}}{2a_0}, \quad (11) \]

where

\[ \Delta = (a_1 - a_2)^2 + 4\lambda a_0 a_3. \quad (12) \]

Depending on the value \( \Delta \) we have the following subcases.

IVA. Subcase \( \Delta \) is quadratic residue modulo \( p \) \((\Delta \neq 0)\). From (11) one can see that for every value of \( d = 1, 2, ..., p - 1 \) we have two different values of \( h \). This gives \( 2(p - 1) \) nonzero non-invertible vectors. Totally, the number of non-invertible vectors is equal to \( 2p - 1 \), therefore the set (9) describes subalgebras of the \( \Psi_1 \) type containing multiplicative group of \( \Gamma_1 \) type.

IVB. Subcase \( \Delta \) is quadratic non-residue modulo \( p \) \((\Delta \neq 0)\). The equation (11) has no solutions and the set (9) contains only one non-invertible vector, namely, the zero vector \((0, 0, 0, 0)\). The order of multiplicative group of the \( \Psi_1 \) algebra is \( \Omega_3 = p^2 - 1 \). This group is attributed to the third type denoted as \( \Gamma_3 \). A subalgebra described by formula (9) represents a field that is isomorphic to \( GF(p^2) \). Therefore, the groups of the \( \Gamma_3 \) type are cyclic.

IVC. Subcase \( \Delta = 0 \). From (11) one can see that for every value of \( d = 0, 1, ..., p - 1 \) we have exactly one value of \( h \). This gives \( p \) non-invertible vectors, therefore, the set (9) describes subalgebras of the \( \Psi_3 \) type containing multiplicative group of \( \Gamma_2 \) type, which has order equal to \( \Omega_3 = p(p - 1) \).

Like it has been shown in [18], one can prove the following formulas:

i) for the number \( \eta \) of different \( \Psi_1 \) subalgebras:

\[ \eta = p^2 + p + 1; \]

ii) for the number \( \eta_1 \) of different subalgebras of the \( \Psi_1 \) type:

\[ \eta_1 = \frac{p(p + 1)}{2}; \quad (13) \]
iii) for the number $\eta_2$ of different $\Psi_2$ subalgebras:

$$\eta_2 = p + 1; \quad (14)$$

iv) for the number $\eta_3$ of different $\Psi_3$ subalgebras:

$$\eta_3 = \frac{p(p-1)}{2}. \quad (15)$$

The number of commutative groups of the types $\Gamma_1$, $\Gamma_2$ and $\Gamma_3$, in which the group operation is the vector multiplication, is defined by the formulas (13)–(15), correspondingly.

**Proposed method**

Into the base of the proposed method for development post-quantum digital signature algorithm is put the idea of using the vectors $G$ and $H$ contained in a hidden group to compute both the public key in the form of several vectors, for example, $Y_1$, $Z_1$, $Y_2$, $Z_2$ (which are pairwise non-permutable) and the signature element of the form of vector $S = B^{-1}G^H \cdot C^{-1}$, where non-permutable vectors $B$ and $C$ are masking multipliers. The design of concrete signature scheme should be so that computation of the non-negative integers $n$ and $m$ allows one to get the value of $S$, which satisfies the signature verification equation with several occurrences of the signature element $S$ that is non-permutable with every element of the public key. For example, in the case of two occurrences of the vector $S$ one can use the verification equation of the following form

$$R = (Y_1SZ_1)^e \cdot (Y_2SZ_2)^{e^2}, \quad (16)$$

where $e$ is the signature randomization element in the form of a natural number computed as a hash function value from an electronic document $M$ (to be signed) and the vector $R$. Including in the signature generation procedure a step of computation of the vector $R$ in the form $R = AG^H \cdot A^{-1}$ provides potential possibility of finding the required values of the vector $S$.

To implement this method one needs to use a FNAA containing sufficiently large number of commutative groups. The proposed four-dimensional FNAA suits well as algebraic support of the method. Using the results on study its structure one can propose algorithms for generation of the vectors $G$ and $H$ defining the type of the hidden group ($\Gamma_1$, $\Gamma_2$, or $\Gamma_3$). In accordance with the formulas (13), (14), and (15), it appears that the most attractive is the use of hidden groups of the types $\Gamma_1$ and $\Gamma_3$. In the next section we describe a signature scheme in which the hidden group of the $\Gamma_1$ type is used. However, the number of the $\Gamma_2$ groups is also sufficiently large, therefore the use of a hidden group of the $\Gamma_2$ type seems to be not critical from the security point of view. Besides, there is no need to fix the hidden group type and the user can select it at stage of generating the public key.

**Proposed candidate for post-quantum signature scheme**

Suppose that the four-dimensional FNAA is defined over the field $GF(p)$ with prime characteristic $p = 2q + 1$, where $q$ is a 256-bit prime. It is easy to generate such primes, including the case, when the structure of primes $q$ and $p$ is such that the multiplication modulo $p$ and modulo $q$ can be executed without using the arithmetic division operation (this item has practical significance to get significantly higher performance of the digital signature algorithm described below). In the developed signature scheme a hidden group of the $\Gamma_1$ type is used as a hidden group. To set the latter the following algorithm for generating its minimum generator system $<G, H>$ is used.

1. Select at random an invertible vector $A = (a_0, a_1, a_2, a_3)$ such that $a_1a_2 \neq a_0a_3$ and, using the formula (12), compute the value of $\Lambda$.
2. If $\Lambda \neq 0$ is a quadratic non-residue, then go to step 1. Otherwise set integer variable $d = 1$.
3. Using the formula (11), compute the integer $h$.
4. Using the formula (9), compute the vector $X = (x_0, x_1, x_2, x_3)$.
5. If $a_1a_3 = \lambda a_0a_2$, then set the variable $d \leftarrow d + 1$ and go to step 3. Otherwise compute the vector $H = X^{(p-1)/q} = X^2 = (h_0, h_1, h_2, h_3)$.
6. If $H = E$ or $(h_0, h_3) = (0, 0)$, then set the variable $d \leftarrow d + 1$ and go to step 3. Otherwise generate a primitive element $\alpha \in GF(p)$ and compute the scalar vector $L = (0, \alpha, \alpha, 0)$.
7. Generate a random integer $k < q$ and compute the vector $G = LAH$. Then output the vectors $H$ and $G$.

In line with the proposed method, the following procedure of computing the public key is proposed.

**Algorithm for computation of the public key.**

1. Generate private vectors $G$ and $H$ that compose a minimum generator system $<G, H>$ of a of hidden group of the $\Gamma_1$ type (i.e., a primary group of order $q^2$, which possesses two-dimensional cyclicality).
2. Generate at random invertible vectors $A$, $B$, and $C$ that are pairwise non-permutable, every of which in also non-permutable with each of the vectors $G$ and $H$.
3. Generate uniformly random integers $u < q$ and $w < q$. Then compute the following four vectors serving as elements of the public key $(Y_1, Z_1, Y_2, Z_2)$:
\[ Y_1 = AG^u B; \quad Z_1 = CHA^{-1}; \]
\[ Y_2 = AH^w B; \quad Z_2 = CGA^{-1}. \]  \hspace{1cm} (17)

(Calculation of the vector \( A^{-1} \) can be executed as finding solution of the vector equation \( AX = E \).)

The size of the public key is equal approximately to 4096 bits (512 bytes). The private key is the following set of values: \( u, w, G, H, A, B, \) and \( C \). The size of the private key is equal approximately to 5632 bits (704 bytes).

**Signature generation algorithm.**

Suppose the owner of the public key wishes to sign an electronic document \( M \). Then he can use the following algorithm.

1. Generate uniformly random integers \( k < q \) and \( t < q \) and compute the vector \( R \):
\[ R = AG^k H^t A^{-1}. \]  \hspace{1cm} (18)
2. Using a pre-agreed hash function \( f \), compute the first signature element \( e = f(M, R) \).
3. Calculate the integers \( n \) and \( r \) as follows:
\[ n = \frac{k - u e - e^2}{e + e^2} \mod q; \]
\[ r = \frac{t - u e^2 - e}{e + e^2} \mod q. \]
4. Calculate the second signature element in the form of vector \( S \):
\[ S = B^{-1} G^u H^w C^{-1}. \]  \hspace{1cm} (19)

The size of the signature \( (e, S) \) is equal approximately to 1280 bits (160 bytes). Computational complexity of the signature generation algorithm can be estimated as 4 exponentiation operations in the FNAA set by Table 1 (≈12 288 multiplications in \( GF(p) \)).

**Signature verification algorithm.**

To verify the signature \( (e, S) \) assigned to document \( M \) one can use the following procedure.

1. Compute the vector \( R^x \):
\[ R^x = (Y_1 S Z_1)^e (Y_2 S Z_2)^e. \]  \hspace{1cm} (20)
2. Using a pre-agreed hash function \( f \), compute the value \( e^x = f(M, R^x) \).
3. Compare the values \( e^x \) and \( e \). If \( e^x = e \), then the signature \( (e, S) \) is accepted as genuine. Otherwise the signature is rejected.

Computational complexity of the signature verification algorithm can be estimated as 2 exponentiations in the FNAA used as algebraic support (≈6144 multiplications modulo \( p \)).

**Proof of the signature scheme correctness.**

Consider a signature \( (e, S) \) to document \( M \), which is computed correctly in full correspondence with the signature generation procedure, while using the correct signer's private key. In line with the signature verification algorithm, for the signature \( (e, S) \) one can write the following:

\[ R^x = (Y_1 S Z_1)^e (Y_2 S Z_2)^e = \]
\[ = (AG^u BB^{-1} G^w H^t C^{-1} CHA^{-1})^e \times \]
\[ \times (AH^w BB^{-1} G^w H^t C^{-1} CGA^{-1})^e = \]
\[ = (AG^u H^t A^{-1})^e (AH^w + r G^{n+1} A^{-1})^e = \]
\[ = (AG^{u+n} H^t A^{-1})^e (AH^w + r G A^{-1})^e = \]
\[ = AG^{(u+n)^e + (n+1)^e} H^{(r+1)^e (w+r)^e} G^{(n+1)^e A^{-1}} = \]
\[ = AG^{n e e^2 + u e^2 + e^2} H^{r e e^2 + w e^2 + e} A^{-1} = \]
\[ = AG^{k e^2 + u e^2 + e^2} H^{k e^2 + w e^2 + e} A^{-1} = \]
\[ = AG^{k e^2 + w e^2} H A^{-1} = \]
\[ \Rightarrow f(M, R^x) = f(M, R) \Rightarrow e^x = e. \]

The final equality means the input signature passes the verification procedure as a genuine signature, i. e., the signature scheme performs correctly.

**Discussion.**

The developed signature algorithm uses the exponentiation operation in a hidden commutative group and powers of these operations are secret, like in the known HDLP-based signature schemes [18–20]. However, in the latter schemes for computing a signature it is sufficient to use only the values of the said powers, while in the signature scheme described in the previous section, without using the secret vectors \( G, H, A, B, \) and \( C \) a valid signature cannot be directly generated. This is due to a new mechanism used for masking the hidden group, which is presented by formulas (17).

If a potential forger knows the powers \( u \) and \( w \) and the minimum generator system of the hidden group \( \langle G, H \rangle \), then he will be able to forge signatures as follows:

1. Compute the vectors \( U = G^u \) and \( W = H^w \).
2. Using the public key elements and considering the vectors \( A^t, B^{-1}, \) and \( C \) as unknowns compose the following system of four linear vector equations:
If the system (21) has a solution different from $d_{u}$ from previous section, generate a signature. Of the vectors (21) has a solution, namely, $A = A^{-1} = B^{-1}$, and $C = C^{-1}$.

3. Solve the system (21). Then, using the found values of $A$, $B^{-1}$, $C$ and signature generation procedure from previous section, generate a signature. If the system (21) has a solution different from $(A, B^{-1}, C') = (A, B^{-1}, C)$, then it will also provide generation of a valid signature.

Currently, the proposed method and the algorithm of the case is quite new and is still unclear what way the signature scheme can be efficiently attached, when no element of the private key is known for the attacker. One can propose the next general approach for forging a signature, which consists in finding an alternative representation of the public key, i.e., finding the values $A'$, $B'$, $C'$, $G$, $G'$, $H$, $H'$, where $G$, $G'$, $H$, and $H'$ are pairwise permutable vectors, such that they satisfy the following system of the vector equations

\[
\begin{aligned}
Y_1 B^{-1} &= A' G'; \\
Z_1 A' &= C' H'; \\
Y_2 B^{-1} &= A' H'; \\
Z_2 A' &= C' G'.
\end{aligned}
\] (22)

One can easily show that for such alternative representation of the public key a valid signature can be calculated using a signature verification algorithm which is similar to that described in previous section. However, all of the equations in (22) contain products of a couple of unknowns, therefore, solving the system (22) appears to be a computationally hard problem.

Indeed, the requirement of permutability on the unknown vectors $G$, $G'$, $H$, and $H'$ adds three vector equations to (22) and one gets the system of seven equations in the FNAA, which reduces to the system of 28 quadratic equations in $GF(p)$ with 28 unknowns. Finding a solution for such systems is a computationally difficult problem [21, 22]. One can suppose that the computational complexity of finding a solution of the system (22) defines the security level of the proposed signature scheme.

Development of the methods for solving the system (22) and estimation of their computational complexity is an independent research task. We would only like to note that improving the complexity of the solution of the mentioned computational problem can be achieved by increasing the size of the prime $p$ and/or increasing the public key size. The latter can be implemented by calculating two additional public-key elements $Y_3$ and $Z_3$, using additional private integers $b < q$ and $d < q$, which are also uniformly random values: $Y_3 = A H' B'$; $Z_3 = C G' A^{-1}$. Respectively, such modification of the public key requires updating the verification equation. For example the following one can be used:

\[
R = (Y_1 S Z_1)^e (Y_2 S Z_2)^{x e} (Y_3 S Z_3)^{x e^2}. \] (23)

(3) In line with the method presented in Section “Proposed method” and signature algorithm described in previous Section “Proposed candidate for post-quantum signature scheme”, the reader can easily update the signature generation procedure in correspondence with the modified versions of the public key and verification equation. The use of a hypothetical quantum computer is not effective for solving the specified problem of solving the system of equations (22). In addition, when analyzing the security of the proposed digital signature algorithm, there is no need to solve DLP or HDLP, despite the fact that the exponential operations play a significant role in the developed algorithm. For example, in contrast to the known

### Table 2. Comparison with some known post-quantum digital signature algorithms

| Signature scheme   | Signature size, byte | Public key size, byte | Signature generation rate, arb. un. | Signature verification rate, arb. un. |
|--------------------|----------------------|-----------------------|-------------------------------------|--------------------------------------|
| Falcon [24]        | 1280                 | 1793                  | 50                                  | 25                                   |
| Dilithium [25]     | 2701                 | 1472                  | 15                                  | 2                                    |
| HDLP-based [19]    | 192                  | 768                   | 50                                  | 80                                   |
| HDLP-based [20]    | 192                  | 512                   | 40                                  | 80                                   |
| HDLP-based [26]    | 96                   | 576                   | 30                                  | 40                                   |
| Proposed           | 160                  | 512                   | 140                                 | 290                                  |
HDLP-based algorithms in which the exponentiations play a fundamental role, the proposed algorithm can be modified in such a way that, when generating a public key, exponentiation operations will not be used.

Thus, in comparison with the known HDLP-based algorithms, the introduced method and the developed digital signature algorithm is characterized in that the appearance of computationally efficient algorithms for solving DLP and HLP does not mean that the signature algorithm has ceased to be safe. In this connection one can notice that the presence of a large-sized prime divisor in the decomposition of the order of the multiplicative group of the $GF(p)$ field is not a critical requirement. This feature simplifies the implementation of the algorithm when using the FNAA, set over a field $GF(2^n)$, as algebraic support.

A draft comparison of the developed signature algorithm with two finalists (Falcon and Dilithium) of the NIST competition [23] and some of the HDLP-based signature schemes are presented in Table 2. The algorithm proposed in this article has a significant advantage in the sizes of the signature and public key. Besides, it has higher performance.

### Conclusion

Like in a number of known HDLP-based signature schemes, in the developed algorithm a hidden group is used, but the latter algorithm more precisely should be called an algorithm with a hidden group. The proposed method can be used to develop many different algorithms with a hidden group, which are attractive as candidates for practical post-quantum signature algorithms.

The results of this article can be considered as a starting point for the formation of a new concept of the development of post-quantum digital signature algorithms on non-commutative algebras, in framework of which one will be able potentially to reduce significantly the size of the public key and the signature while simultaneous increasing performance.
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