COLOMBEAU ALGEBRA AS A MATHEMATICAL TOOL FOR INVESTIGATING STEP LOAD AND STEP DEFORMATION OF SYSTEMS OF NONLINEAR SPRINGS AND DASHPOTS
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ABSTRACT. The response of mechanical systems composed of springs and dashpots to a step input is of eminent interest in the applications. If the system is formed by linear elements, then its response is governed by a system of linear ordinary differential equations, and the mathematical method of choice for the analysis of the response of such systems is the classical theory of distributions. However, if the system contains nonlinear elements, then the classical theory of distributions is of no use, since it is strictly limited to the linear setting. Consequently, a question arises whether it is even possible or reasonable to study the response of nonlinear systems to step inputs. The answer is positive. A mathematical theory that can handle the challenge is the so-called Colombeau algebra. Building on the abstract result by (Průša & Rajagopal 2016, Int. J. Non-Linear Mech) we show how to use the theory in the analysis of response of a simple nonlinear mass–spring–dashpot system.

1. INTRODUCTION

The behaviour of systems governed by ordinary differential equations is of interest in many branches of mechanics. A prominent example of mechanical systems governed by ordinary differential equations are systems composed of springs and dashpots, which are of interest either by themselves or they can serve as reduced models of more complex systems.

In the applications one frequently needs to determine the response of spring-dashpot systems to a step input, which can be either a step loading or a step deformation. Since the behaviour of these systems is described in terms of ordinary differential equations, and the step input lacks differentiability, one immediately sees that the study of step inputs requires a proper generalisation of the standard notion of the derivative of a function.

If the system of interest is formed by linear elements, then the governing ordinary differential equations are linear. In such a case the classical theory of distributions, see Schwartz (1966), provides a suitable tool for extending the concept of the derivative even for discontinuous objects. However, if the elements of the spring–dashpot system are nonlinear, then the governing ordinary differential equations are also nonlinear, and the classical theory of distributions is of no use since it is essentially limited to the linear setting. In particular, the classical theory of distributions does not provide one a suitable definition of the product of two distributions (generalised functions), and it even seems that a theory extending the classical theory of distributions to a nonlinear setting can not exist at all, see for example the celebrated “impossibility result” by Schwartz (1954).

Moreover, if one is willing to ignore mathematical rigour, and extend the classical theory to a nonlinear setting by appealing to common sense and the standard calculus rules, then one immediately ends up with paradoxical results. For example, a naive calculation based on the apparently obvious equality $H^m = H^n$, where $H$ is the Heaviside step function

\begin{equation}
H(t) = \begin{cases} 
0, & t < 0, \\
1, & t \geq 0,
\end{cases}
\end{equation}

and $n, m \in \mathbb{N}$, $m \neq m$, would imply the following. The differentiation of $H^m = H^n$ would yield $mH^{m-1} \frac{dH}{dt} = nH^{n-1} \frac{dH}{dt}$, and consequently one would get

\begin{equation}
\frac{dH}{dt} = n \frac{dH}{dt},
\end{equation}

which is absurd. Consequently, if one can not handle nonlinear operations with Heaviside function that is the simplest possible function describing a step input, then it seems that the case is lost, and that one can not handle the step input in the nonlinear setting at all.

Fortunately, the contrary is true. There exists a generalisation of the theory of distributions—the so-called Colombeau algebra—that is suitable for the nonlinear setting, see Colombeau (1984, 1992) and Rosinger (1987, 1990).
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It would be futile to expect an existence of an extremely simple theory that can simultaneously handle discontinuity, the limitations of the “impossibility result” is a complex structure of Colombeau algebra. Differentiation and nonlinearity. More importantly, the complexity of Colombeau algebra does not prevent one from using it in the applications.

Indeed, using the calculus rules in Colombeau algebra Průša and Rajagopal (2016) have been able to solve the problem of the response $\sigma(t)$ of systems governed by general nonlinear differential equations of the type

$$\frac{d\sigma}{dt} + a(\varepsilon, \sigma)\sigma + b(\varepsilon, \sigma)\varepsilon + c(\varepsilon, \sigma)\frac{d\varepsilon}{dt},$$

$$\sigma + \sigma(\varepsilon, \varepsilon)\frac{d\varepsilon}{dt} + b(\varepsilon, \sigma)\varepsilon + c(\varepsilon, \sigma)\frac{d\varepsilon}{dt} + 2c(\varepsilon, \varepsilon)\sigma + d(\varepsilon, \varepsilon)\frac{d\sigma}{dt} + 2d(\varepsilon, \varepsilon)\sigma\frac{d\sigma}{dt},$$

(1.3a) (1.3b)

The classical “impossibility result” by Schwartz (1954) is still valid and no contradiction arises. The construction of Colombeau algebra is based on the weakening of one of the requirements imposed by Schwartz (1954) to the hypothetical nonlinear theory of distributions. The requirement that has been found too restrictive is the requirement on compatibility of the classical multiplication and the multiplication in the hypothetical nonlinear theory. Schwartz (1954) required the multiplication in the hypothetical nonlinear theory to coincide with the classical multiplication provided that one considers continuous functions. If this requirement is weakened to the compatibility of the multiplication only for smooth functions, then a nonlinear theory of distributions can be introduced. Consequently, the price to pay to overcome the limitations of the “impossibility result” is a complex structure of Colombeau algebra.

On the other hand, the complexity of Colombeau algebra is a natural consequence of the complexity of the problem. It would be futile to expect an existence of an extremely simple theory that can simultaneously handle discontinuity, differentiation and nonlinearity. More importantly, the complexity of Colombeau algebra does not prevent one from using it in the applications.

Figure 1. Nonlinear spring–dashpot system representing a generalisation of standard linear solid model.
2. Preliminaries

We need a lemma derived by Průša and Rajagopal (2016), see Lemma 9 below. The lemma deals with equation

\[ hH + \frac{d}{dt} \left( fH + g\delta \right) = 0, \]  

(2.1)

where \( H \) denotes the Heaviside function, \( \delta \) is the Dirac distribution, \( \delta = \text{def} \frac{dH}{dt} \), and \( f, g \) and \( h \) are smooth functions.

The solution of the equation proceeds as follows. First, \( H, f, g, h \) and \( \delta \) are interpreted as the corresponding elements—the generalised functions—in Colombeau algebra. The corresponding elements are denoted as \( \mathcal{H}, \mathcal{f}, \mathcal{g}, \mathcal{h} \) and \( \mathcal{\delta} \). Second, equality in (2.1) is interpreted as the equivalence in the sense of association in Colombeau algebra. Doing so, one gets restrictions on the point values of \( f, g \) and \( h \), see the lemma. The reader interested in details is kindly referred to Průša and Rajagopal (2016).

Lemma 9. Let \( f, g \) and \( h \) be continuously differentiable functions in \( \mathbb{R} \). The generalised function \( hH + \frac{d}{dt} \left( fH + g\delta \right) \) vanishes in the sense of association, that is

\[ hH + \frac{d}{dt} \left( fH + g\delta \right) = 0, \]  

(2.2)

if and only if \( f\big|_{t=0^+} = 0, \ g\big|_{t=0^+} = 0, \) and if the ordinary differential equation \( h + \frac{df}{dt} = 0 \), holds for all \( t \geq 0 \).

3. Spring–Dashpot System – a Generalisation of Standard Linear Solid Model

Let us now consider a specific spring–dashpot system namely the system shown in Figure 1a. The spring–dashpot system is composed of two springs and one dashpot. If all the components are linear and if the model is interpreted as model for the response of a viscoelastic material, then we would be working with the so-called standard linear solid model, see for example Wineman and Rajagopal (2000). However, we assume that the components are nonlinear, and that the stress–strain relations read

\[ \frac{d\varepsilon_1}{dt} = g_1(\sigma_1), \quad \varepsilon_2 = g_2(\sigma_2), \quad \sigma_3 = g_3(\varepsilon_3), \]  

(3.1)

where \( \{\sigma_i\}_{i=1}^3 \) and \( \{\varepsilon_i\}_{i=1}^3 \) denote the stress and strain in the respective element, and \( g_1, g_2 \) and \( g_3 \) are smooth invertible functions such that \( s = 0 \) implies \( g_i(s) = 0 \) for all \( i = 1, \ldots, 3 \). Let us now find the relation between the total strain \( \varepsilon \) and the stress \( \sigma \) acting on the system.

The relation between the total strain \( \varepsilon \) and the stress \( \sigma \) can be derived by appealing to the standard procedure. If \( A \) denotes the part that consists of the spring and the dashpot in series, see Figure 1a, then the stress–strain relation for this part of the system reads

\[ g_1(\sigma_A) = \frac{d}{dt} g_2(\sigma_A) = \frac{d\varepsilon_A}{dt}, \]  

(3.2)

where \( \sigma_A \) is the stress in this part of the system. (The equation follows from equations \( \sigma_A = \sigma_1 = \sigma_2 \) and \( \varepsilon_1 + \varepsilon_2 = \varepsilon_A \).) In the remaining part \( B \) of the system we have the stress–strain relation \( \sigma_B = g_3(\varepsilon_B) \). Consequently, appealing to relations \( \sigma = \sigma_A + \sigma_B \) and \( \varepsilon_A = \varepsilon_B = \varepsilon \), the sought global stress–strain relation reads

\[ g_1(\sigma) = g_3(\varepsilon) + \frac{d}{dt} \left[ g_2(\sigma - g_3(\varepsilon)) \right] = \frac{d\varepsilon}{dt}. \]  

(3.3)

Note that if the constitutive functions \( g_i \) are chosen as \( g_1(s) = \frac{1}{\mu_1} s, \ g_2(s) = \frac{1}{\mu_2} s \) and \( g_3(s) = E_3 s \), where \( \mu_1, E_1 \) and \( E_2 \) are constants, then (3.3) reduces to \( \frac{1}{E_2} \frac{d\sigma}{dt} + \frac{\sigma}{\mu_1} = \frac{E_3}{\mu_2} \frac{d\varepsilon}{dt} \), which is the standard formula known from the linear setting.

Now the problem of interest is the response of the system to the input in the form \( \varepsilon(t) = \varepsilon_s(t)H(t) \), where \( \varepsilon_s \) is a given smooth function. The response \( \sigma(t) \) takes the form \( \sigma(t) = \sigma_s(t)H(t) \), where \( \sigma_s \) is a smooth function. In virtue

\footnote{The numbering follows the work of Průša and Rajagopal (2016).}

\footnote{Usually, the stress–strain relations are written in the form \( \sigma_1 = h_1 \left( \frac{d\varepsilon_1}{dt} \right), \ sigma_2 = h_2(\varepsilon_2) \) and \( \sigma_3 = g_3(\varepsilon_3) \), that is the stress is expressed as an explicit function of the strain or the strain rate. This is not the optimal way as how to handle constitutive relations, and the way of writing down the constitutive relations we have chosen in (3.1) might be in some situations the preferable one, see for example Rajagopal (2003, 2010) and Prášek and Rajagopal (2013). But since we assume invertibility of functions \( g_1, g_2 \) and \( g_3 \) we can freely use either the classical way or the alternative way of writing the constitutive relations. The choice we make is convenient with respect to the ongoing calculations.

Moreover, in the context of spring–dashpot systems the quantities \( \{\sigma_i\}_{i=1}^3 \) should be referred to as the forces and quantities \( \{\varepsilon_i\}_{i=1}^3 \) should be referred to as the relative displacements, but we stick to the terminology that is used in the theory of viscoelasticity, and we shall refer to these quantities as stresses and strains.}
of Lemma\textsuperscript{9} we see that the algebraic equation relating the unknown jump in the response \( \sigma_+|_{t=0^+} \) to the known jump \( \varepsilon_+|_{t=0^+} \) in the input reads
\[ g_2 \left( \left. \sigma_+ \right|_{t=0^+} - g_1 \left( \left. \varepsilon_+ \right|_{t=0^+} \right) \right) = 0. \] (3.4)

Further, the stress–strain relation \( (3.3) \) holds everywhere except at the jump. In particular the differential equation we have used above, would bring us dangerously close to the equality
\[ g_1 \left( \sigma_+ - g_3 \left( \varepsilon_+ \right) \right) + \frac{d}{dt} \left( g_2 \left( \sigma_+ - g_3 \left( \varepsilon_+ \right) \right) \right) = \frac{d \varepsilon_+}{dt}, \] (3.5)

where solution to (3.4) determines the initial condition \( \sigma_+|_{t=0^+} \). Naive justification of the result is based on rewriting (3.3) as
\[ g_1 \left( \sigma - g_3 \left( \varepsilon \right) \right) + \frac{d}{dt} \left( g_2 \left( \sigma - g_3 \left( \varepsilon \right) \right) \right) = 0, \] (3.6)

which upon substituting formulae \( \varepsilon(t) = \varepsilon_+(t) H(t) \) and \( \sigma(t) = \sigma_+(t) H(t) \) yields as well
\[ g_1 \left( \sigma - g_3 \left( \varepsilon_+ \right) \right) H + \frac{d}{dt} \left[ \left( g_2 \left( \sigma - g_3 \left( \varepsilon_+ \right) \right) - \varepsilon_+ \right) H \right] = 0, \] (3.7)

where we have used the fact that \( g_1 \left( sH \left( s \right) \right) = g_1 \left( s \right) H \left( s \right) \) for \( i = 1, \ldots, 3 \). (This observation follows from the chosen form of the constitutive relations.) Equation (3.7) has the form discussed in Lemma\textsuperscript{9} and the jump condition (3.4) follows immediately.

Note that if we were using for example \( g_1 \left( s \right) = \text{def} \left( 1 + s \right)^n s \), where \( n \in \mathbb{N} \), then the equality \( g_1 \left( sH \left( s \right) \right) = g_1 \left( s \right) H \left( s \right) \) we have used above, would bring us dangerously close to the equality \( H^n = H \). However, using such equality could lead to paradoxical results, see the introduction, and extreme caution should be exercised. A rigorous justification of the manipulation used above is extremely desirable. The justification of the procedure the setting of Colombeau algebra follows from the work of Průša and Rajagopal (2016).

4. Mass–Spring–Dashpot System

Let us now investigate the response of a more complex system. If a mass \( m \) is attached to the spring–dashpot system, see Figure\textsuperscript{1b} then the time evolution of position \( x \) of the mass \( m \) is described by nonlinear ordinary differential equations
\[ m \frac{d^2 x}{dt^2} = F - \sigma, \] (4.1a)
\[ g_1 \left( \sigma - g_3 \left( \varepsilon \right) \right) + \frac{d}{dt} \left( g_2 \left( \sigma - g_3 \left( \varepsilon \right) \right) \right) = \frac{d \varepsilon}{dt}, \] (4.1b)

where \( F \) denotes the external force, \( \varepsilon \) is the strain \( \varepsilon = \text{def} \frac{x - x_{eq}}{x_{eq}}, \) and \( x_{eq} \) denotes the equilibrium length.

4.1. Response to a step input. Let us now assume that the time evolution of the position \( x \) is given as
\[ x = x_{eq} + (x_+ - x_{eq}) H, \] (4.2)

where \( x_+ \) is a known smooth function of time. This means that the mass \( m \) is suddenly moved from the equilibrium position \( x_{eq} \) to the position \( x_+|_{t=0^+} \), hence we are again dealing with a step input\textsuperscript{1}. The task is to find the force \( F \) that corresponds to such a motion/input.

The sought force \( F \) is interpreted as a generalised function \( F \), and it is assumed to take the form
\[ F = \text{def} \frac{d}{dt} \left( f_+ H + g_+ \delta \right), \] (4.3)

where \( f_+ \) and \( g_+ \) are smooth functions\textsuperscript{1} that need to be found. Similarly, function (4.2) describing the time evolution of the position \( x \) is understood as a generalised function
\[ x = x_{eq} + (x_+ - x_{eq}) H. \] (4.4)

The core of the problem is to find the values of \( f_+ \) and \( g_+ \) at \( t = 0^+ \). As we shall see completing this task requires one to find the stress \( \sigma \) in the spring–dashpot system at time \( t = 0^+ \), which is the problem that has been studied in the previous section.

\textsuperscript{1}In practice the mass cannot suddenly jump from one place to the other. But if the mass moves sufficiently fast compared to the observation time of the system then it makes sense to model its motion as a sudden jump, see Průša and Rajagopal (2016) for the discussion.

\textsuperscript{2}The ansatz can be found by experimenting with a general ansatz \( F = \text{def} u H + v \delta + u \frac{d u}{dt} \). Manipulating the general ansatz one quickly finds that the general ansatz must be of the special form (4.3), otherwise there is no chance to use Lemma\textsuperscript{9} that guarantees the solution being a generalised function that is associated to some classical distribution. Note that the counterpart of the Dirac distribution in Colombeau algebra is defined in the same manner as in the classical case, that is \( \delta = \text{def} \frac{d u}{dt} \).
In order to solve the new problem, we can proceed as follows. Substituting (4.4) and (4.3) into governing equations (4.1) with the equalities interpreted as the equivalences in the sense of association yields

\[
m \frac{d}{dt} \left[ \frac{dx}{dt} H + (x_+ - x_{eq}) \delta \right] \approx \frac{d}{dt} \left[ f_+ H + g_0 \delta \right] - \sigma,
\]

(4.5a)

\[
g_1(\sigma - g_3(\varepsilon_+)) + \frac{d}{dt} g_2(\sigma - g_3(\varepsilon_+)) = \varepsilon_+, \quad \frac{\text{d} \varepsilon_+}{\text{d} t} = \sigma_0,
\]

(4.5b)

where the strain \( \varepsilon \) is interpreted as the generalised function \( \varepsilon = \varepsilon_+ H \), where \( \varepsilon_+ = \text{def} \frac{x_+ - x_{eq}}{x_{eq}} \).

Concerning the solution to (4.5b) we can use the results obtained in the previous section. We know that \( \sigma \) is given by the formula \( \sigma = \sigma_+ H \), where \( \sigma_+ \) is for \( t > 0 \) the solution to the nonlinear ordinary differential equation

\[
g_1(\sigma_+ - g_3(\varepsilon_+)) + \frac{d}{dt} g_2(\sigma_+ - g_3(\varepsilon_+)) = \varepsilon_+, \quad \sigma_+|_{t=0^+} = \sigma_0,
\]

(4.6a)

and the initial condition (4.6b) is obtained as the solution to the algebraic equation

\[
g_2(\sigma_0 - g_3(\varepsilon_+|_{t=0^+})) = \varepsilon_+|_{t=0^+}, \quad \text{see condition (4.4)}. \]

Rearranging the terms in (4.5a) and utilising the fact that \( \sigma = \sigma_+ H \) is a known function yields the equation

\[
\sigma_+ H + \frac{d}{dt} \left[ m \frac{dx_+}{dt} - f_+ \right] H + m(x_+ - x_{eq} - g_0) \delta \approx 0.
\]

(4.8)

The equation takes the form analysed in Lemma 9 and the lemma gives us two pointwise conditions that has to hold at \( t = 0^+ \),

\[
(m(x_+ - x_{eq}) - g_0)|_{t=0^+} = 0, \quad \left( m \frac{dx_+}{dt} \right)|_{t=0^+} = 0.
\]

(4.9a) (4.9b)

These conditions fix the value of the unknown function \( g_0 \) at \( t = 0^+ \) and the value of \( f_+ \) at \( t = 0^+ \) in terms of the problem data, that is in terms of the given function \( x_+ \). The last condition in Lemma 9 yields the differential equation for the function \( f_+ \),

\[
m \frac{d^2 x_+}{dt^2} = \frac{df_+}{dt} - \sigma_+,
\]

(4.10)

which must be solved subject to the initial condition (4.9b). Solution to (4.10) then determines the function \( f_+ \) in the ansatz (4.3).

4.2. Summary. We can therefore conclude that the force response of the system shown in Figure [11b] to the prescribed step input

\[
x = x_{eq} + (x_+ - x_{eq}) H,
\]

(4.11)

where \( x_+ \) is a smooth function, is given by the formula

\[
F = \frac{d}{dt} \left( f_+ H + g_0 \right),
\]

(4.12)

where function \( f_+ \) is for \( t > 0 \) the solution to the system of nonlinear ordinary differential equations

\[
m \frac{d^2 x_+}{dt^2} = \frac{df_+}{dt} - \sigma_+,
\]

(4.13a)

\[
g_1(\sigma_+ - g_3(\varepsilon_+)) + \frac{d}{dt} g_2(\sigma_+ - g_3(\varepsilon_+)) = \frac{\varepsilon_+}{\varepsilon_+},
\]

(4.13b)

for unknown functions \( f_+ \) and \( \sigma_+ \) with initial conditions

\[
f_+|_{t=0^+} = m \frac{dx_+}{dt}|_{t=0^+}, \quad \sigma_+|_{t=0^+} = g_2^{-1}(\varepsilon_+|_{t=0^+}) + g_3(\varepsilon_+|_{t=0^+}),
\]

(4.13c) (4.13d)

where \( \varepsilon_+ = \text{def} \frac{x_+ - x_{eq}}{x_{eq}} \) denotes the total strain, \( g_2^{-1} \) stands for the inverse of function \( g_2 \) in the constitutive relation (3.3), and function \( g_+ \) is a smooth function that satisfies the condition

\[
g_+|_{t=0^+} = m(x_+|_{t=0^+} - x_{eq}).
\]

(4.13e)
Note that the solution works even if we invert the role of the input and the response. Indeed, if \( f_+ \) and \( g_\tau \) are given, then (4.13) is a system of equations that allows one to determine function \( x_\tau \), in the formula (4.11) for the motion caused by the force (4.12).

5. Sequential interpretation of the result and numerical experiments

Let us now document the utility of the derived formulae in a practical application. Let us assume that the task is to determine the force \( F \) such that the position of the mass \( m \) in the system shown in Figure 13 is given by the formula

\[
x = x_{eq} + (x_{jp^*} - x_{eq})H,
\]

(5.1)

where \( x_{jp^*} \) is a fixed constant. This means that we want to move the mass to a new position \( x_{jp^*} \), and then we want the mass to stay at rest at the new position. We have shown, see the previous section, that it is possible to explicitly write down the solution to this fictitious control problem, provided that we work in the setting of Colombeau algebra.

Moreover, Heaviside function \( H \) as an element in Colombeau algebra can be seen as a “cluster” of smooth functions that approximate the piecewise constant function \( H \) as defined in (3.1), see for example Pruša and Rajagopal (2016) for details. Let us now exploit this “sequential” interpretation of the elements in Colombeau algebra. We define the sequence of functions

\[
H_n \overset{\text{def}}{=} \begin{cases} 0, & t \in (-\infty, 0), \\ t^4(d_3t^3 + d_2t^2 + d_1t + d_0), & t \in \left[0, \frac{1}{n}\right], \\ 1, & t \in \left(\frac{1}{n}, +\infty\right), \end{cases}
\]

(5.2)

where \( d_3 = -20n^7, d_2 = 70n^6, d_1 = -84n^5 \) and \( d_0 = 35n^4 \), that for large \( n \in \mathbb{N} \) recovers the exact Heaviside function \( H \).

Further, the sequence of forces

\[
F_n \overset{\text{def}}{=} \frac{d}{dt} \left( f_+H_n + g_\tau \frac{dH_n}{dt} \right)
\]

(5.3)

approximates the exact force \( F \) given by the formula (4.12), provided that \( f_+ \) and \( g_\tau \) are calculated from the given \( x_{jp^*} \) by the formulae derived in Section 4.2. Since function \( H_n \) is for any \( n \in \mathbb{N} \) a continuous function and it has continuous first and second derivative, we see that the differential equation (4.1) has the classical solution for any approximate force \( F_n \).

Let us denote \( x_n \) the solution of (4.1) corresponding to the approximate force \( F_n \). The solution can be found either explicitly—which is not feasible except of some special cases—or numerically using modern solvers for stiff differential equations. The sequence \( x_n \) obtained as the sequence of responses to the approximated force inputs \( F_n \) should for large \( n \) recover the desired exact response (5.1). As we shall demonstrate below by a numerical experiment, this is indeed the case.

5.1. Specific constitutive relations for the numerical experiment. In order to do the numerical computations we need to fix the constitutive relations. We set

\[
g_1(s) \overset{\text{def}}{=} \frac{1}{\alpha \mu_1} (e^{\alpha s} - 1), \quad g_2(s) \overset{\text{def}}{=} \frac{1}{\beta E_2} \left( e^{\beta s} - 1 \right), \quad g_3(s) \overset{\text{def}}{=} E_3 \left( 1 + \gamma s^2 \right) s,
\]

(5.4)

where \( \alpha, \mu_1, E_2, \beta, E_3 \) and \( \gamma \) are positive constants.

5.2. Force necessary to cause the piecewise constant deformation – analytical solution. We see that the inverse to \( g_2 \) reads \( g_2^{-1}(s) = \frac{1}{\beta} \ln \left( 1 + \beta E_2 s \right) \), and from (4.13b) we get an explicit formula for \( \sigma_{jp^*} = \sigma_+|_{t=0^+} \),

\[
\sigma_+|_{t=0^+} = \frac{1}{\beta} \ln \left( 1 + \beta E_2 \varepsilon_{jp^*} \right) + E_3 \left( 1 + \gamma \varepsilon_{jp^*}^2 \right) \varepsilon_{jp^*}.
\]

(5.5)

Further, if we substitute the specific constitutive relations (5.4) into (4.13b), we see that (4.13b) can be rewritten as

\[
\frac{1}{\alpha \mu_1} \left( e^{\alpha u^+} - 1 \right) + \frac{1}{\beta E_2} \frac{d}{dt} \left( e^{\beta u^+} - 1 \right) = 0,
\]

(5.6)

where \( u^+ \overset{\text{def}}{=} \alpha (\sigma_+ - g_3(\varepsilon_{jp^*})) \), and the initial condition for (5.6) reads \( u^+|_{t=0^+} = \frac{1}{\alpha} \ln \left( 1 + \beta E_2 \varepsilon_{jp^*} \right) \). (The initial condition follows from the definition of \( u^+ \) and the initial condition (5.5).) Equation (5.6) can be solved explicitly provided that \( \alpha = \beta \), which is the case we shall study in the rest of the section. If \( \alpha = \beta \), then the solution to (5.6) reads

\[
u^+ = \ln \left( 1 + \left( e^{\alpha u^+|_{t=0^+}} - 1 \right) e^{\frac{\beta}{\alpha} t} \right),
\]

and going back to the original unknown \( \sigma_+ \) yields the sought explicit formula for \( \sigma_+ \),

\[
\sigma_+ = \frac{1}{\alpha} \ln \left( 1 + \left( e^{\ln(1+\beta E_2 \varepsilon_{jp^*})} - 1 \right) e^{\frac{\beta}{\alpha} t} \right) + g_3(\varepsilon_{jp^*}).
\]

(5.7)
Note that $\sigma(t) \to g_3(\epsilon_{jp, +})$ as $t \to +\infty$. This is an expected result from the physical point of view. If nothing moves, then the stress is controlled exclusively by the part B of the system, see Figure 1b.

Having solved the equation for $\sigma$, we are ready to solve \ref{4.13a} for $f_\ast$. Since $x_\ast$ is in our case a constant $x_\ast =_{def} x_{jp, +}$, we see that the solution to \ref{4.13a} subject to initial condition \ref{4.13c} is

\begin{equation}
  f_\ast = \int_0^t \sigma_\ast(s) \, ds.
\end{equation}

Finally, function $g_\ast$ is given by the equation \ref{4.13e}, hence

\begin{equation}
  g_\ast = m(x_{jp, +} - x_{eq}).
\end{equation}

Having found $f_\ast$ and $g_\ast$, we can substitute into the ansatz \ref{4.12}. Before doing so, we rewrite \ref{4.12} as $F = \frac{df}{dt}H + f_\ast \delta + \frac{d}{dt} \left( g_\ast \frac{dH}{dt} \right)$, that in virtue of \ref{5.8} reduces to

\begin{equation}
  F \approx \sigma_\ast H + \frac{d}{dt} \left( g_\ast \frac{dH}{dt} \right).
\end{equation}

Here we have used the fact that $f_\ast \delta = 0$ that follows from equality $f_\ast(0) = 0$. Finally, substituting the explicit formulæ for $\sigma_\ast$ and $g_\ast$, see \ref{5.7} and \ref{5.9}, into \ref{5.10} yields

\begin{equation}
  F = \left[ \alpha \ln \left( 1 + \beta E_2 \epsilon_{jp, +} e^{\frac{\epsilon_{jp, +}}{t_0}} \right) + E_3 \left( 1 + \gamma_2^2 \epsilon_{jp, +}^2 \right) \epsilon_{jp, +} \right] H + \frac{d}{dt} \left( m(x_{jp, +} - x_{eq}) \frac{dH}{dt} \right).
\end{equation}

This result corresponds to the intuition we have on the behaviour of such a simple system. The force necessary to instantaneously move the mass from one place to the other is composed of two parts.

The first contribution to the total force originates in the necessity to instantaneously deform the spring–dashpot system. However, the instantaneous deformation of the system is the elastic one, meaning that the elastic elements—the springs—are the only active elements in the instantaneous response. Indeed, at $t = 0+$ the response is given by \ref{5.5}, which is in fact the sum of the stresses in the springs $\sigma_\ast = \sigma_1 \delta_{t \to 0^+} + \sigma_2 \delta_{t \to 0^+} + g_2^{-1} (\epsilon_{jp, +}^2) + g_3 (\epsilon_{jp, +})$. Note that if $\alpha = \beta \to 0^+$ and $\gamma \to 0^+$, that is if the springs are linear springs, then $\sigma_\ast \approx (E_2 + E_1) \epsilon_{jp, +}$, which is the standard result obtained in the linear setting.

The second contribution to the total force comes from the fact that one needs infinite acceleration to initiate the motion, and the acceleration must be straight away followed by an infinite deceleration to instantaneously stop the motion at the right place. This contribution is captured by the term $\frac{d}{dt} \left( m(x_{jp, +} - x_{eq}) \frac{dH}{dt} \right)$, and it is exclusively due to the inertia of the system.

5.3. Numerical solution. Let us now take the sequence

\begin{equation}
  F_n = \left[ \alpha \ln \left( 1 + \beta E_2 \epsilon_{jp, +} e^{\frac{\epsilon_{jp, +}}{t_0}} \right) + E_3 \left( 1 + \gamma_2^2 \epsilon_{jp, +}^2 \right) \epsilon_{jp, +} \right] H_n + \frac{d}{dt} \left( m(x_{jp, +} - x_{eq}) \frac{dH_n}{dt} \right)
\end{equation}

of continuous functions $F_n$ approximating the exact force \ref{5.11} that leads to the step change \ref{5.1} in the position $x$. Some members of the sequence of the approximated forces is shown in Figure 2a. Further, let us find numerically the sequence of the functions $x_n$ that correspond to the sequence of approximated forces $F_n$. The numerical solution to \ref{4.1} is obtained by solving the equivalent first order system

\begin{align}
  \frac{d\sigma}{dt} &= F - \sigma, \\
  \frac{dx}{dt} &= \nu, \\
  \frac{d\sigma}{dt} &= \frac{\nu_{eq} - g_1 (\sigma - g_3 \frac{x-x_{eq}}{x_{eq}})}{\frac{d\sigma_3}{ds} \frac{x-x_{eq}}{x_{eq}}} \frac{\nu}{x_{eq}}.
\end{align}

for the triple $x_n$, $\nu_n$ and $\sigma_n$, and it is plotted for various values of $n$ in Figure 2. Response $x_n$, $\nu_n$ and $\sigma_n$ to the approximated input $F_n$ indeed approaches for large values of $n$ the exact response predicted by the theory. In particular, the response $x_n$ tends to the desired step response \ref{5.1}, see Figure 2b and the stress sequence $\sigma_n$ recovers the jump response with the predicted jump height $\sigma_{jp, +}$, see Figure 2d.

\footnote{Note that $f_\ast \delta \neq 0$ if the equality is understood as the strict equality in Colombeau algebra. This is one of the substantial differences between the classical theory of distributions and Colombeau algebra. In the classical theory one has $f \delta = 0$, provided that $f$ is a smooth function vanishing at zero. However, since the governing differential equations are formulated in terms of the equality in the sense of association, then we can use $f_\ast \delta = 0$, which is true in Colombeau algebra, see for example Pr˚uˇsa and Rajagopal (2016) for detailed discussion.}
The lesson learned from the numerical experiment is that extremely fast but smooth changes can be modelled as changes with jump discontinuities and vice versa. Indeed, the fast changes—large values of $n$—are virtually indistinguishable from the step change. The benefit of using Colombeau algebra is that the theory guarantees such correspondence for some nonlinear systems. (Note, however, that there exist nonlinear systems where the jump in the response is sensitive to the particular way of smoothing the jump in the input, see Průša and Rajagopal (2011) for details.) Moreover, the theory provides an exact characterisation of the behaviour at the jump discontinuity. Such result can not be obtained on the basis of numerical calculations.

6. CONCLUSION

Colombeau algebra is an extension of the classical theory of distributions into the nonlinear setting. Despite its apparent complexity, Colombeau algebra can be used, as shown above, in symbolic calculations with almost the same ease as the classical theory of distributions. In particular, Colombeau algebra provides one a concept of solution to a nonlinear ordinary differential equation with jump discontinuities, and it allows one to explicitly characterise the behaviour of the solution at the point of jump discontinuity. The existence of a relatively easy to handle nonlinear theory of distributions opens up the possibility to analyse the response of various systems governed by nonlinear ordinary differential equations to inputs with jump discontinuities.
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