I show that helicity plays an important role in the development of rules for computing higher loop effective Lagrangians. Specifically, the two-loop Heisenberg-Euler effective Lagrangian in quantum electrodynamics is remarkably simple when the background field has definite helicity (i.e., is self-dual). Furthermore, the two-loop answer can be derived essentially algebraically, and is naturally expressed in terms of one-loop quantities. This represents a generalization of the familiar “integration-by-parts” rules for manipulating diagrams involving free propagators to the more complicated case where the propagators are those for scalars or spinors in the presence of a background field.

1. Basic Strategy

The basic strategy of the approach described in this talk is as follows:

- There has been dramatic progress in recent years in computing multiloop amplitudes in both gauge and gravitational theories, for small numbers of external legs\(^1\),\(^2\). A fundamental role has been played by helicity amplitudes\(^3\),\(^4\),\(^5\). Other key ideas\(^1\),\(^2\) include color decompositions, master diagrams, recurrence relations and differential equations, as well as the development of efficient algebraic manipulation programs such as FORM\(^6\).

- Multiloop effective actions are generating functionals for multiloop amplitudes. They therefore encapsulate information about multiloop amplitudes with any number of external legs. Unfortunately, very little is known about such effective actions beyond one loop\(^7\).

- The main goal here is to report on the development of computational rules for higher-loop effective Lagrangians, along the lines of the rules, such as “integration-by-parts”\(^8\), developed for computing amplitude diagrams. This approach requires computing vacuum diagrams using propagators in background fields, rather than diagrams involving only free propagators.
Here we show that for two-loop effective actions helicity plays an important role, leading to dramatic simplifications. In particular, the rules for manipulating diagrams involving propagators in a self-dual background are surprisingly simple\textsuperscript{9}.

In light of recent advances by Witten and collaborators\textsuperscript{10} concerning a twistor-space approach to (tree and one-loop) helicity amplitudes, it would be interesting to see if these methods might be naturally extended to higher-loop amplitudes and possibly to higher-loop effective Lagrangians. As is familiar from instanton physics\textsuperscript{11}, twistor space is the natural language in which to describe propagators in self-dual backgrounds, so such an extension appears natural.

2. Brief review of one loop results

In classical field theory the Lagrangian encapsulates the relevant classical equations of motion and the symmetries of the system. In quantum field theory the effective Lagrangian encodes quantum corrections to the classical Lagrangian, corrections that are induced by quantum effects such as vacuum polarization. The seminal work of Heisenberg and Euler\textsuperscript{12}, and Weisskopf\textsuperscript{13} produced the paradigm for the entire field of effective Lagrangians by computing the nonperturbative, renormalized, one-loop effective action for quantum electrodynamics (QED) in a classical electromagnetic background of constant field strength:

\[
S^{(1)}_{\text{spinor}} = -i \ln \det(i\mathcal{D} - m) = -i \frac{1}{2} \ln \det(\mathcal{D}^2 + m^2),
\]

where the Dirac operator is \(\mathcal{D} = \gamma^\nu (\partial_{\nu} + ieA_{\nu})\), \(A_{\nu}\) is a fixed classical gauge potential with field strength tensor \(F_{\mu\nu} = \partial_{\mu}A_{\nu} - \partial_{\nu}A_{\mu}\), and \(m\) is the electron mass. This one-loop effective action has a natural perturbative expansion in powers of the external photon field \(A_{\mu}\), as illustrated diagrammatically in Figure 1. By Furry’s theorem (charge conjugation symmetry of QED), the expansion is in terms of even numbers of external photon lines.

![Figure 1. The diagrammatic perturbative expansion of the one loop effective action (1).](image)
In the low energy limit for the external photon lines, in which case the background field strength $F_{\mu\nu}$ could be taken to be constant, Heisenberg and Euler\textsuperscript{12} found a simple closed-form expression for the effective Lagrangian, which generates all the perturbative diagrams in Figure 1:

$$L_{\text{sp}}^{(1)} = \frac{1}{8\pi^2} \int_0^\infty \frac{dt}{t^3} e^{-m^2 t} \left\{ \frac{e^2 a b t^2}{\tanh(ebt) \tan(eat)} - 1 - \frac{e^2 t^2}{3} (b^2 - a^2) \right\}.$$ (2)

Here $a$ and $b$ are related to the Lorentz invariants characterizing the background electromagnetic field strength: $a^2 - b^2 = \vec{E}^2 - \vec{B}^2$, and $ab = \vec{E} \cdot \vec{B}$.

Weisskopf\textsuperscript{13} computed the analogous quantity for scalar QED

$$S_{\text{scalar}}^{(1)} = \frac{i}{2} \ln \det(D^2_{\mu} + m^2),$$ (3)

which involves the Klein-Gordon operator rather than the Dirac operator:

$$L_{\text{sc}}^{(1)} = \frac{1}{16\pi^2} \int_0^\infty \frac{dt}{t^3} e^{-m^2 t} \left\{ \frac{e^2 a b t^2}{\sinh(ebt) \sin(eat)} - 1 + \frac{e^2 t^2}{6} (b^2 - a^2) \right\}.$$ (4)

The Heisenberg and Euler result (2) leads immediately to a number of important physical insights and applications, such as the low energy limit of light-light scattering, and the existence of vacuum pair production in a background electric field.

3. Two-Loop Heisenberg-Euler effective Lagrangian

In principle, the computation of the two-loop Heisenberg-Euler effective Lagrangian in QED is completely straightforward, as we only need to compute a single vacuum diagram (see Figure 2) with an internal photon line and a single fermion (or scalar) loop, where these spinor (or scalar) propagators are in the presence of the background field. These background field propagators are well-known\textsuperscript{14}. However, at two-loop we need to perform mass renormalization in addition to charge renormalization. Ritus\textsuperscript{15} found exact

![Figure 2. The two loop diagram for the two loop effective Lagrangian. The double line refers to a propagator in the presence of the constant background field, while the wavy line represents the internal virtual photon.](image-url)
integral representations for the fully renormalized two loop Heisenberg-Euler effective Lagrangian in both spinor and scalar QED. These are impressive computations, but unfortunately the answers are very complicated double-parameter integrals.

3.1. Self-dual magic at two-loop

Consider restricting the constant electromagnetic background to be self-dual: $F_{\mu\nu} = \tilde{F}_{\mu\nu}$, where $\tilde{F}_{\mu\nu} \equiv \frac{1}{2} \epsilon_{\mu\nu\rho\sigma} F^{\rho\sigma}$ is the standard dual electromagnetic field strength. Then the fully renormalized two-loop Heisenberg-Euler effective Lagrangian takes a remarkably simple closed-form (involving simple functions and no integrals!), for both spinor and scalar QED:

$$L^{(2)}_{\text{spinor}} = -\alpha^2 \frac{f^2}{2\pi^2} \left[ 3 \xi^2(\kappa) - \xi'(\kappa) \right],$$

$$L^{(2)}_{\text{scalar}} = \alpha^2 \frac{f^2}{4\pi^2} \left[ \frac{3}{2} \xi^2(\kappa) - \xi'(\kappa) \right].$$

(5) (6)

Here $f$ is the field strength parameter, $\frac{1}{4} F_{\mu\nu} F^{\mu\nu} = f^2$, and $\kappa$ is the natural dimensionless parameter $\kappa \equiv \frac{m^2}{2ef}$. The ubiquitous function $\xi(\kappa)$ is essentially the Euler digamma function $\psi(\kappa) = \frac{d}{d\kappa} \ln \Gamma(\kappa)$:

$$\xi(\kappa) \equiv -\kappa \left( \psi(\kappa) - \ln(\kappa) + \frac{1}{2\kappa} \right).$$

(7)

The subtraction of the first two terms of the asymptotic expansion of $\psi(\kappa)$ correspond to renormalization subtractions, as shown below. It is also interesting to note that in such a self-dual background, the one-loop Heisenberg-Euler effective Lagrangians (2) and (4) for spinor and scalar QED are also naturally expressed in terms of this same function $\xi(\kappa)$.

The dramatic simplicity of the two loop results (5,6), compared to the complicated forms obtained by Ritus, raises three obvious questions.

1. Why are these expressions so simple?
2. Why are the spinor and scalar expressions so similar?
3. Why is the particular function $\xi(\kappa)$ so special?

The answers lie in the three-way relationship between self-duality, helicity and (quantum mechanical) supersymmetry.
3.1.1. Simplicity of self-dual results

Self-dual fields have definite helicity\(^{17}\). Indeed, the self-duality condition is just another way of writing the helicity projection:

\[
F_{\mu\nu} = \tilde{F}_{\mu\nu} \Leftrightarrow \sigma_{\mu\nu} F_{\mu\nu} \left( \frac{1 + \gamma_5}{2} \right) = 0.
\]  

(8)

For anti-self-dual fields the other helicity projection vanishes, so that the photon field has the opposite helicity.

It is well-known that scattering amplitudes for external field lines with like helicities are particularly simple\(^3,4\). Since the effective action for a self-dual field is the generating function for like-helicity amplitudes, it is consistent that the effective action in a self-dual background should be simple. However, almost all of these helicity amplitude results are for massless particles on internal lines (but see for example\(^18\)), while here we see a generalization to massive particles.

A more prosaic reason for the simplicity of the two-loop expressions (5) and (6) is that for a self-dual field the square of the matrix \(F_{\mu\nu}\) is proportional to the identity matrix: \(F_{\mu\nu} F_{\nu\rho} = -f^2 \delta_{\mu\rho}\). This dramatically simplifies the propagators of spinors or scalars in the background field. For example, for a scalar particle

\[
G_{\text{scalar}}(p) = \int_0^\infty \frac{dt}{\cosh^2(eft)} e^{-m^2 t - \frac{p^2}{2} e^t} \tanh(eft).
\]  

(9)

Note that this propagator is a function of \(p^2\), rather than of individual components of the momentum, which greatly simplifies the background field computations. The propagator satisfies a simple differential equation:

\[
(p^2 + m^2)G(p) = 1 + \left( \frac{ef}{2} \right)^2 \frac{\partial^2 G(p)}{\partial p_\mu^2}.
\]  

(10)

3.1.2. Similarity of spinor and scalar results in self-dual background

Another consequence of the self-duality of the background is that the corresponding Dirac operator has a quantum mechanical supersymmetry. That is, apart from zero modes, the Dirac operator has the same spectrum (but with a multiplicity of 4) as the corresponding scalar Klein-Gordon operator\(^{19,20}\). At one-loop this implies

\[
\mathcal{L}^{(1)}_{\text{spinor}} = -2\mathcal{L}^{(1)}_{\text{scalar}} + \frac{1}{2} \left( \frac{ef}{2\pi} \right)^2 \ln \left( \frac{m^2}{\mu^2} \right),
\]  

(11)
where \( N_0 = \left( \frac{\kappa}{2\pi} \right)^2 \) is the zero mode number density. The logarithmic term in (11) corresponds to the zero mode contribution. Renormalizing on-shell (i.e., \( \mu^2 = m^2 \)), we find that the spinor and scalar effective Lagrangians (2) and (4) are proportional to one another for a self-dual background, in such a way that the SUSY combination vanishes: \( \mathcal{L}_{\text{spinor}}^{(1)} + 2\mathcal{L}_{\text{scalar}}^{(1)} = 0 \).

Now consider the implications of self-duality of the background at the two loop level. The two-loop effective action is not simply a log determinant, so the situation is more complicated. Nevertheless, the quantum mechanical SUSY of the Dirac operator relates the spinor propagator to the scalar propagator via simple helicity projections, which has the consequence that after just doing the Dirac traces in the spinor two loop effective Lagrangian, one finds that it can be written as the sum of two terms involving matrix elements of the scalar propagator. Moreover, these are the same two matrix elements of the scalar propagator that appear in the scalar QED effective Lagrangian, but with different numerical coefficients. This structure explains why the two loop answers (5) and (6) for spinor and scalar QED have such a similar form, involving just two terms with different numerical coefficients.

### 3.1.3. Significance of \( \xi \) and \( \xi' \)

An important question to address is why are the simple expressions (5) and (6) for the two loop Heisenberg-Euler effective Lagrangians in a self-dual background expressed in terms of the particular function \( \xi(\kappa) \) and its derivative [recall that \( \xi \) was defined in (7) as essentially the Euler digamma function]. The first hint comes from the following facts that for a self-dual background the following scalar propagator loops, evaluated using the background field propagator (9), are simply related to the \( \xi(\kappa) \) function:

\[
\begin{align*}
\begin{array}{c}
\includegraphics[width=0.1\textwidth]{loop_diagram1} \\
\includegraphics[width=0.1\textwidth]{loop_diagram2}
\end{array}
\end{align*}
\]

where the double lines refer to scalar propagators in the self-dual background and the single line is the free scalar propagator, while the dot on a propagator refers to the propagator being squared. Thus, \( \xi \) and \( \xi' \) are natural one loop traces for the propagator in a self-dual background.

Given (12) and (13), we can write the closed-form expressions (5) and
(6) for the two loop effective Lagrangians in diagrammatic form:

spinor QED :
\[
\begin{align*}
\left( \begin{array}{c}
\text{\includegraphics{diagram1}} \\
\text{\includegraphics{diagram2}}
\end{array} \right) &= -6e^2 \left( \begin{array}{c}
\text{\includegraphics{diagram3}} \\
\text{\includegraphics{diagram4}}
\end{array} \right)^2 + \frac{(ef)^2}{2\pi^2} \left( \begin{array}{c}
\text{\includegraphics{diagram5}} \\
\text{\includegraphics{diagram6}}
\end{array} \right), \\
\text{scalar QED} &:
\left( \begin{array}{c}
\text{\includegraphics{diagram1}} \\
\text{\includegraphics{diagram2}}
\end{array} \right) = \frac{3}{2}e^2 \left( \begin{array}{c}
\text{\includegraphics{diagram3}} \\
\text{\includegraphics{diagram4}}
\end{array} \right)^2 - \frac{(ef)^2}{4\pi^2} \left( \begin{array}{c}
\text{\includegraphics{diagram5}} \\
\text{\includegraphics{diagram6}}
\end{array} \right).
\end{align*}
\]  

(14)

(15)

Here the notation is that the triple line loop on the LHS of (14) refers to a spinor propagator in a self-dual background, while the double-line loops [including those on the RHS of (14)] refer to a scalar propagator in the self-dual background. This shows the remarkable result that the two loop fully renormalized answers are expressed naturally in terms of one loop quantities. Qualitatively, we can write:

\[
\text{two loop} = (\text{one loop})^2 + (\text{one loop})
\]  

(16)

Interestingly, such a relation with two loop quantities being expressed as squares of one loop quantities plus a one loop remainder has been found recently in the amplitudes of 4 dimensional super Yang-Mills theory, which is a very different theory from QED. Also, the same function \(\xi(\kappa)\), and its derivatives appear naturally in recent studies of \(\mathcal{N} = 2\) SUSY QED and YM effective Lagrangians at two-loop. This suggests something deeper is at work here.

4. Background field loopology

It is natural to ask if the remarkable simplifications of the two loop results for a self-dual background might extend to even higher loops. To go beyond two loops one should take advantage of the great progress that has been made recently in understanding the structure of higher-loop quantum field theory (without background fields). The general strategy is to manipulate diagrams to reduce the number to a much smaller set of so-called "master diagrams" which need to be computed. This has led, for example, to many new two-loop results for QCD scattering amplitudes. I conclude this talk with some comments and speculations about how these techniques can be extended to incorporate background fields.
Indeed, we can go further than the qualitative statement (16) and derive the results (14) and (15) by algebraic means. First, we identify the source of the coefficient factors $-6e^2$ and $\frac{3}{2}e^2$ which appear in front of the (one loop)$^2$ terms in (14) and (15). Note that in free QED (i.e., with no background field) it is a straightforward exercise to show that in 4 dimensions

$$\text{spinor QED : } \begin{array}{c} \bigcirc \bigcirc \end{array} = -6e^2 \left[ \begin{array}{c} \bigcirc \end{array} \right]^2, \quad (17)$$

$$\text{scalar QED : } \begin{array}{c} \bigcirc \bigcirc \end{array} = \frac{3}{2}e^2 \left[ \begin{array}{c} \bigcirc \end{array} \right]^2. \quad (18)$$

(The loop on the RHS is a scalar loop in each case.) Thus, the two loop free vacuum diagram can be expressed in terms of a simpler one loop diagram. These results can either be derived by computing each side using dimensional regularization, or a quicker proof follows from an integration-by-parts argument (see below). Notice that the coefficients of the (one loop)$^2$ parts in this free case are exactly the same as the corresponding coefficients in the background field expressions (14) and (15), for both spinor and scalar QED. This is no accident, as I now illustrate for the case of scalar QED (for spinor QED the argument is similar).

Consider the derivation of (18) using dimensional regularization and integration-by-parts. By purely algebraic manipulations

$$\begin{align*}
\begin{array}{c} \bigcirc \bigcirc \end{array} &= \frac{e^2}{2} \int \frac{d^dp \, d^dq}{(2\pi)^{2d}} \frac{(p+q)^2}{(p-q)^2(p^2+m^2)(q^2+m^2)} \\
&= \frac{e^2}{2} \int \frac{d^dp \, d^dq}{(2\pi)^{2d}} \left[ -(p-q)^2 + 2(p^2 + m^2) + 2(q^2 + m^2) - 4m^2 \right] \\
&= -\frac{e^2}{2} \left[ \begin{array}{c} \bigcirc \end{array} \right]^2 - 2e^2m^2 \left[ \begin{array}{c} \bigcirc \bigcirc \end{array} \right], \quad (19)
\end{align*}$$

where the dotted line denotes a massless scalar propagator. The first term has been written as the square of a one loop diagram but the second term is apparently still two loop. However, using simple integration-by-parts manipulations, this two loop diagram can also be written as a square of a
one loop diagram:

\[
0 = \int \frac{d^4p \, d^4q}{(2\pi)^{2d}} \frac{\partial \partial p_\mu}{\partial (p - q)^2(p^2 + m^2)(q^2 + m^2)} \left( (p - q)_\mu \right) = \frac{2p \cdot (p - q)}{2(p - q)^2(p^2 + m^2)^2(q^2 + m^2)}
\]

\[
= (d - 2) \left[ \begin{array}{c}
\left( \begin{array}{c}
\vdots
\end{array} \right) \end{array} \right] - \int \frac{d^4p \, d^4q}{(2\pi)^{2d}} \frac{2p \cdot (p - q)}{(p - q)^2(p^2 + m^2)^2(q^2 + m^2)}
\]

\[
= (d - 2) \left[ \begin{array}{c}
\left( \begin{array}{c}
\vdots
\end{array} \right) \end{array} \right] - \int \frac{d^4p \, d^4q}{(2\pi)^{2d}} \left[ \frac{(p - q)^2 + (p^2 + m^2) - (q^2 + m^2)}{(p - q)^2(p^2 + m^2)^2(q^2 + m^2)} \right]
\]

\[
= (d - 3) \left[ \begin{array}{c}
\left( \begin{array}{c}
\vdots
\end{array} \right) \end{array} \right] - \left[ \begin{array}{c}
\left( \begin{array}{c}
\bullet
\end{array} \right) \end{array} \right] \left[ \begin{array}{c}
\left( \begin{array}{c}
\circ
\end{array} \right) \end{array} \right]
\]

\[
= (d - 3) \left[ \begin{array}{c}
\left( \begin{array}{c}
\vdots
\end{array} \right) \end{array} \right] - \frac{(d - 2)}{2m^2} \left[ \begin{array}{c}
\left( \begin{array}{c}
\circ
\end{array} \right) \end{array} \right]^2.
\]

Thus, the apparently 2-loop term on the RHS of (19) is a square of a one loop diagram, leading to

\[
\left( \begin{array}{c}
\begin{array}{c}
\vdots
\end{array} \end{array} \begin{array}{c}
\begin{array}{c}
\bullet
\end{array} \end{array} \begin{array}{c}
\begin{array}{c}
\circ
\end{array} \end{array} \end{array} \right) = \frac{e^2}{2} \left( \frac{d - 1}{d - 3} \right) \left[ \begin{array}{c}
\left( \begin{array}{c}
\circ
\end{array} \right) \end{array} \right]^2.
\] (21)

This reduces to (18) in \( d = 4 \), and I stress that this result has been derived without doing any integrations, only making simple algebraic manipulations on the integrands.

Now consider the analogous manipulation in a self-dual background\(^9\). First, we extend the scalar propagator in a self-dual background to arbitrary dimensions by taking multiple copies of the block diagonal structure of \( F_{\mu\nu} \). This is equivalent to dimensional regularization in the worldline formalism\(^24\). Then the scalar propagator (9) becomes

\[
G(p) = \int_0^\infty \frac{dt}{\cosh^{d/2}(e\mu t)} e^{-m^2 t - \frac{d}{2}\tanh(e\mu t)}.
\] (22)

Then we can repeat the algebraic steps in (19) to obtain

\[
\left( \begin{array}{c}
\begin{array}{c}
\vdots
\end{array} \begin{array}{c}
\begin{array}{c}
\bullet
\end{array} \end{array} \begin{array}{c}
\begin{array}{c}
\circ
\end{array} \end{array} \end{array} \right) = \frac{e^2}{2} \int \frac{d^4p \, d^4q}{(2\pi)^{2d}} \frac{1}{(p - q)^2} \left\{ (p + q)^2 G(p) G(q) - (e\mu)^2 \frac{\partial G(p)}{\partial p_\mu} \frac{\partial G(q)}{\partial q_\mu} \right\}
\]

\[
= \frac{e^2}{2} \left( \frac{d - 1}{d - 3} \right) \left[ \begin{array}{c}
\left( \begin{array}{c}
\circ
\end{array} \right) \end{array} \right]^2 + O(f^2),
\] (23)

where we have chosen to isolate this particular coefficient of the square of the one loop propagator trace motivated by the free-field result (21).
The advantage of the manipulation in (23) is that it makes the mass renormalization (which was a very difficult part of previous two loop computations) almost trivial. To see this we subtract the free field two loop diagram from the background field diagram

\[
\left( \begin{array}{c}
\text{mass} \\
\text{renormalization}
\end{array} \right) = \frac{e^2}{2} \left( \frac{d-1}{d-3} \right) \left\{ \left( \begin{array}{c}
\text{mass} \\
\text{diagram}
\end{array} \right) - \left( \begin{array}{c}
\text{diagram}
\end{array} \right) \right\} + O(f^2),
\]

(24)

and then simply complete the square in the first terms:

\[
\left( \begin{array}{c}
\text{mass} \\
\text{diagram}
\end{array} \right) - \left( \begin{array}{c}
\text{diagram}
\end{array} \right) = \left( \begin{array}{c}
\text{cross-term}
\end{array} \right) + 2 \left( \begin{array}{c}
\text{charge}
\end{array} \right) \left( \begin{array}{c}
\text{charge}
\end{array} \right) \left( \begin{array}{c}
\text{mass}
\end{array} \right). (25)

The cross-term in (25) is immediately identified with the mass renormalization because

\[
\delta m^2 = \left[ \begin{array}{c}
\text{cross-term}
\end{array} \right]_{p^2=-m^2} = e^2 \left( \frac{d-1}{d-3} \right) \left( \begin{array}{c}
\text{mass}
\end{array} \right), (26)

which can also be derived algebraically. Furthermore,

\[
\left( \begin{array}{c}
\text{charge}
\end{array} \right) = -\frac{\partial L^{(1)}}{\partial (m^2)} + (f^2 \text{ term}). (27)

The \( f^2 \) term in (27) contributes to the charge renormalization, and so (24) can be written as

\[
\left( \begin{array}{c}
\text{mass} \\
\text{renormalization}
\end{array} \right) = \frac{e^2}{2} \left( \frac{d-1}{d-3} \right) \left[ \begin{array}{c}
\text{cross-term}
\end{array} \right] \left[ \begin{array}{c}
\text{charge}
\end{array} \right] - \delta m^2 \frac{\partial L^{(1)}}{\partial (m^2)} + O(f^2). (28)

Observe that the first term is now completely finite, so that we can set \( d = 4 \), and by (12) we obtain the first term of the final answer (15), the (one loop)\( ^2 \) piece, without doing any integrals at all! The second term is manifestly the mass renormalization term, and so is absorbed by mass renormalization. The only remaining divergence can be proportional to the bare Maxwell Lagrangian \( f^2 \), which is then subtracted by charge renormalization. It is simple to isolate and subtract this piece, leaving an \( O(f^4) \) term, whose kernel in the \( d \to 4 \) limit reduces to a momentum delta function:

\[
O(f^4) \to -4\pi^2 c^2 (ef)^2 \int \frac{d^4p d^4q}{(2\pi)^8} [G(p)G(q) - G_0(p)G_0(q)] \delta(p-q)
\]

\[
= -\frac{e^2}{4\pi^2} (ef)^2 \left[ \begin{array}{c}
\text{charge}
\end{array} \right], (29)
\]
where in the last step we have used (13). Thus, we have derived the diagrammatic form (15) of the fully renormalized two loop scalar QED effective Lagrangian in a self-dual background by essentially algebraic manipulations. It would be interesting to develop these background field “integration-by-parts” rules into a fully systematic set of rules that might be applied to even higher loop order.

5. Conclusions

To conclude, I reiterate that self-duality appears to be playing a remarkable simplifying role in the computation of higher-loop effective Lagrangians. Analogously, self-duality is an important simplifying principle in the computation of higher-loop amplitudes. This talk is a first attempt to bring together these two aspects of higher-loop computations. The main goal is the development of computational techniques for computing higher-loop vacuum diagrams involving propagators in the presence of background fields, generalizing the integration-by-parts rules developed for higher-loop diagrams involving free propagators. Such background field vacuum diagrams are the building blocks of higher-loop effective Lagrangians. For a self-dual background this can be done explicitly to the two-loop level, and it is suggested that expansion about the self-dual background will provide a starting point for more general backgrounds. Furthermore, for a self-dual background, such algebraic rules for manipulating diagrams should facilitate the computation of even higher-loop effective Lagrangians. Finally, it would be interesting to investigate whether Kreimer’s Hopf algebra structure underlying Feynman diagrams\textsuperscript{25} can be usefully applied to these background field computations.
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