ON THE EXTENDED RANDOMIZED MULTIPLE ROW METHOD FOR SOLVING LINEAR LEAST-SQUARES PROBLEMS
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Abstract. The randomized row method is a popular representative of the iterative algorithm because of its efficiency in solving the overdetermined and consistent systems of linear equations. In this paper, we present an extended randomized multiple row method to solve a given overdetermined and inconsistent linear system and analyze its computational complexities at each iteration. We prove that the proposed method can linearly converge in the mean square to the least-squares solution with a minimum Euclidean norm. Several numerical studies are presented to corroborate our theoretical findings. The real-world applications, such as image reconstruction and large noisy data fitting in computer-aided geometric design, are also presented for illustration purposes.

Key words. randomized algorithm, extended row method, convergence analysis, real-world application

AMS subject classifications. 65F10, 65F20, 65F25, 65D10, 68W20

1. Introduction. In a wide variety of scenarios, such as subroutines of tomographic imaging [1] and data fitting in computer-aided geometric design (CAGD) [18], the research of efficient algorithms for solving large linear systems therein becomes an important topic. To be specific, we consider the linear system of the following form

\[ Ax = b, \]

where \( A \in \mathbb{R}^{m \times n} \) is an \( m \)-by-\( n \) (\( m > n \)) real coefficient matrix and \( b \in \mathbb{R}^m \) is an \( m \)-dimensional right-hand side, and \( x \in \mathbb{R}^n \) is an unknown \( n \)-dimensional vector to be solved.

With any \( b \in \mathbb{R}^m \), we can uniquely write it as \( b = b_R + b_N \), where \( b_R := AA^\dagger b \) and \( b_N := (I_m - AA^\dagger) b \) are the projections of \( b \) onto the range of \( A \) (denoted by \( \mathcal{R}(A) \)) and the null space of \( A^T \) (denoted by \( \mathcal{N}(A^T) \)), respectively, the symbol \( ^\dagger \) denotes the Moore-Penrose pseudoinverse, and \( I_m \) is the identity matrix of size \( m \). In the computed tomography community, \( b_R \) and \( b_N \) also name the vectors of exact data and corruptions, respectively. A challenge in the practical settings is that there is almost always corruption present in the large-scale real-world data, or rather, \( b_N \neq 0 \). It may be caused by data collection, transmission, or modern storage systems. A common and widely studied approach is to seek the least-squares solution \( x_{LS} = \arg \min_{x \in \mathbb{R}^n} \| b - Ax \|^2 \), where \( \| \cdot \| \) is used to represent the 2-norm of either a vector or a matrix. It exists and is unique, and has the analytical expression \( x_{LS} := A^\dagger b + (I_n - P_{A^T}) y \) in which \( y \) is an \( n \)-dimensional vector and \( P_{A^T} \) is the orthogonal projection onto \( \mathcal{R}(A^T) \). By orthogonality it implies that \( \| x_{LS} \|^2 = \| A^\dagger b \|^2 + \| (I_n - P_{A^T}) y \|^2 \) and follows that \( x^* := A^\dagger b \) has the minimum Euclidean norm [6, 12]. Many classic while effective iterative methods have been devised to compute \( x^* \), e.g., the extended row algorithm [22, 23].

Kaczmarz method is a well-studied row-oriented method due to its simplicity, efficiency, and intuitive geometric meaning [16], which has been proved to be convergent to the least Euclidean norm solution of the consistent linear system. Popa utilized two Kaczmarz iterates and extended them to solve the inconsistent linear system [22, Algorithm (R)]. At the \( k \)th iteration, the updates are given by

\[
\begin{align*}
\begin{cases}
  x^{(k+1)} = x^{(k)} + \frac{b_i - y^{(k)}_i - A_i x^{(k)}}{\| A_i \|_2} A_i^T \\
y^{(k+1)} = y^{(k)} - A_i^T \frac{y^{(k)}_i - A_i x^{(k)}}{\| A_i \|_2} A_i
\end{cases}
\end{align*}
\]
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for \( k = 0, 1, 2, \cdots \), where \( A_{i, i} \) and \( A_{T, j} \) individually denote the \( i \)th and \( j \)th rows of \( A \) and \( A^T \), the indices \( i \in [m] \) and \( j \in [n] \) are chosen in the cycle orders, and the range of integers from 1 to \( \ell \) is written \( [\ell] \). Zouzias and Freris separately selected the indices \( i \) and \( j \) with probabilities \( \|A_{i, i}\|^2/\|A\|^2 \) and \( \|A_{j, j}\|^2/\|A\|^2 \) and provided the randomized extended Kaczmarz (REK) method [31]. Since \( y^{(k+1)} \) is a better approximation to \( b \) [9, Theorem 1], Du applied the Kaczmarz iterate to the linear system \( Ax = b - y^{(k+1)} \) at the second-half step and obtained a slightly different REK iteration scheme. In [3], Bai and Wu selected the index \( j \) in a given cyclic order and proposed a partially randomized extended Kaczmarz method. Shortly afterwards, to further accelerate REK, they transformed the inconsistent system (1.1) into a consistent augmented linear system, directly applies the greedy randomized Kaczmarz method [2] to it, and presented the greedy randomized augmented Kaczmarz method [4].

The selection of \( A_{i, i} \) equals to use of an independent random variable \( \mu_i^T \) to multiply the left of \( A \), where \( \mu_i \) denotes the \( i \)th standard unit coordinate vector with size \( m \). Wu and Xiang generalized it into matrix form and developed a framework for the analysis and design of REK. Some new iteration schemes were also given, such as the Gaussian extended Kaczmarz (GEK) method [28], defined by

\[
\begin{align*}
\{ y^{(k+1)} & = y^{(k)} - \frac{\xi^T y^{(k)}}{\|A\|^2} A \xi \\
\{ x^{(k+1)} & = x^{(k)} + \frac{\eta^T (b - y^{(k+1)}) - A \eta^{(k)}}{\|A^T \eta\|^2} A^T \eta,
\end{align*}
\]

where the non-zero vectors \( \xi \) and \( \eta \) obey the standard normal distribution.

Variants of REK that exploit more than a single row at each iteration, often referred to as block methods, are extensively studied. Two particular methodologies have proven popular. The first one is the projective block method, in which each iteration is projected onto the subspace defined by multiple rows, such as the randomized double block Kaczmarz method [20]. This kind of method is difficult to parallelize and needs to calculate the Moore-Penrose inverse. The second one is the pseudoinverse-free method, in which the projections of the previous iterate onto each row in a block are computed; see, e.g., the two-subspace randomized extended Kaczmarz method for a related fast solver [29] and the randomized extended average block Kaczmarz (REABK) for a survey on the latter [10].

We call \( \{T_i\}_{i=1}^s \) a partition of \([m]\) if \( T_i \cap T_j = \emptyset \) for \( i \neq j \) and \( \bigcup_{i=1}^s T_i = [m] \). Similarly, let \( \{J_j\}_{j=1}^t \) be a partition of \([n]\). REABK generates a new estimate \( x^{(k+1)} \) via

\[
\begin{align*}
\{ y^{(k+1)} & = y^{(k)} - \alpha \frac{A_{T, j} y^{(k)}}{\|A_{T, j}\|} \\
\{ x^{(k+1)} & = x^{(k)} + \alpha \frac{A_{T, j}^T (b - y^{(k)} - A_{T, j} x^{(k)})}{\|A_{T, j}^T\|}.
\end{align*}
\]

where \( i \in [s] \) (resp., \( j \in [t] \)) is picked with probability \( \|A_{T, i}\|/\|A\| \) (resp., \( \|A_{T, j}\|/\|A\| \)). \( A_{T, i} \) (resp., \( A_{T, j}^T \)) denotes the row submatrix of \( A \) (resp., \( A^T \)) indexed by \( T_i \) (resp., \( J_j \)), and \( \alpha \) is a step size.

In this work, we give a block extended row method to deal with the general linear least-squares problems. Our approach is based on several ideas and tools, including an extended row iteration scheme and the promising random index selection strategy. The convergence analysis reveals that the resulting algorithm has a linear (sometimes referred to as exponential) convergence rate, which is bounded by explicit expression. As with many iterative methods in the row family [3, 9, 10, 22, 28, 29, 31], our method relies on the information on the right-hand side. The underlying idea is that first using an additional row iterate to output an approximation of \( b \) and then utilizing another row iterate to an asymptotical consistent linear system. The theoretical results are derived in Section 3. Furthermore, we develop a short recursion to update the new approximation efficiently. In Section 4, we show some numerical experiments which verify our theoretical analysis and demonstrate that, in comparison with some often used conventional least-squares solvers, faster convergence has been obtained by our method. Finally, we end this work with some conclusions in Section 5.
2. Preparation. Using Petrov-Galerkin (PG) conditions, Saad gave a prototype projection iteration format as follows [24, Section 5.1.2].

\[
x^{(k+1)} = x^{(k)} + V(W^TAV)^TW^T(b - Ax^{(k)})
\]

for \(k = 0, 1, 2, \ldots\), where \(V \) and \(W \) are two parameter matrices. By varying \(V \) and \(W \), one can obtain many popular iterations as special cases, including the following multiple row iterate scheme.

Let \(W = \eta_k \) and \(V = ATW \), where \(\eta_k \in \mathbb{R}^m \) is any non-zero vector. The iteration step in (2.1) reduces to

\[
x^{(k+1)} = x^{(k)} + \frac{\eta_k^T(b - Ax^{(k)})}{\|AT\eta_k\|^2}AT\eta_k.
\]

In particular, if \(\eta_k = [\eta_{k,i}]_{i=1}^m \in \mathbb{R}^m \) is a Gaussian vector with \(\eta_{k,i} \sim \mathcal{N}(0,1)\), Gower and Richtárik [13] called (2.2) the Gaussian Kaczmarz (GK) method. From the fact that \(\eta_k^T A = \sum_{i=1}^m \eta_{k,i} A_{k,i} \) is a linear combination of rows of \(A \), we know that GK needs operate all of them at each iteration. Very recently, in Chen and Huang’s work [7], they proposed a fast deterministic block Kaczmarz method, in which a set \(U_k \) is first computed according to the greedy index selection strategy [2] and then the vector \(\eta_k \) is constructed by \(\eta_k = \sum_{i \in U_k} (b_i - A_{i,\cdot}x^{(k)})\mu_i \). It follows that only partial rows indexed by \(U \) are used. Its relaxed version was given by [26]. However, this way may suffer from the time-consuming calculation. This is because, to compute \(U_k \), one has to scan the residual vector from scratch during each iteration. It is unfavorable when the size of \(A \) is large. For more variants and studies of row iterative methods, we refer to [4, 5, 11, 14, 25, 27, 30] and the references therein.

Randomization has several benefits, e.g., the resulting algorithm is easy to analyze, simple to implement, and often effective in practice [2, 13, 19]. Here, we combine both ideas of randomization technique and multiple row iterative schemes and propose a randomized multiple row (RMR) method and its variant respectively described in Algorithms 1 and 2.

**Algorithm 1** The RMR method for \(Ax = b\).

**Input:** partition \(\{I_t\}_{t=1}^T \), initial vector \(x^{(0)} \in \mathbb{R}^n\), and maximum iteration number \(\ell\).

**Output:** \(x^{(\ell)}\).

1. **for** \(k = 0, 1, 2, \ldots, \ell\) **do**
2. **pick** \(i \in [s]\) with probability \(p_i = \frac{\|A_{i,\cdot}\|_F^2}{\|A\|_F^2}\),
3. **compute**

\[
x^{(k+1)} = x^{(k)} + \frac{\eta_k^T(b - Ax^{(k)})}{\|AT\eta_k\|^2}AT\eta_k,
\]

where \(\eta_k = \sum_{i \in I_k} (b_i - A_{i,\cdot}x^{(k)})\mu_i\);
4. **endfor**

Let \(\mathbb{E}[\cdot] \) denote the expectation taken over the random choice of the algorithm. The convergence of RMR is characterized by two rates \(\rho_1 \) and \(\rho_2 \in [0, 1)\) that depend on the smallest and largest singular values of a matrix respectively defined by

\[
\rho_1 = 1 - \frac{1}{\beta^2_{\text{max}}} \frac{\sigma^2_{\text{min}}(A)}{\|A\|_F^2} \quad \text{and} \quad \rho_2 = 1 - \frac{1}{\beta^2_{\text{max}}} \frac{\sigma^2_{\text{min}}(A)}{\|A\|_F^2},
\]

where \(\beta^2_{\text{max}} := \max_{i \in [s]} \{\sigma^2_{\text{max}}(A_{i,\cdot})/\|A_{i,\cdot}\|_F^2\}\) and \(\beta^2_{\text{max}} := \max_{j \in [l]} \{\sigma^2_{\text{max}}(A_{:,j})/\|A_{:,j}\|_F^2\}\).

**Theorem 2.1.** For any given consistent linear system \(Ax = b\), let \(x^{(k)}\) be the vector generated by Algorithm 1 with \(x^{(0)}\) being in the space \(\mathcal{R}(A^T)\). It holds that

\[
\mathbb{E}[\|x^{(k)} - x^*\|^2] \leq \rho_1^k \|x^{(0)} - x^*\|^2,
\]
Algorithm 2 The RMR method for $A^T y = 0$.

**Input:** partition $\{J_j\}_{j=1}^t$, initial vector $y^{(0)} \in \mathbb{R}^m$, and maximum iteration number $\ell$.

**Output:** $y^{(\ell)}$.

1. for $k = 0, 1, 2, \ldots, \ell$ do
   2. pick $j \in [t]$ with probability $q_j = \frac{\|A_j \eta_j\|^2}{\|A\eta\|^2}$;
   3. compute
      \[
      y^{(k+1)} = y^{(k)} - \frac{\eta_k^T A^T y^{(k)}}{\|A^T \eta_k\|^2} A \eta_k,
      \]
      where $\eta_k = \sum_{j \in J_k} (-A_j^T y^{(k)}) \nu_j$;
4. endfor

where the constant $\rho_1$ is defined by formula (2.5).

Instead of projecting directly onto the range of $A$ to find $x^*$, Algorithm 1 considers iterative projection on the range of smaller sketched matrix $\eta_k^T A$, where the random sketching vector $\eta_k$ is sampled from the partition of $[m]$. This projection-based method satisfies the following PG conditions. Specifically,

$$x^{(k+1)} \in x^{(k)} + \text{span}\{A^T \eta_k\} \quad \text{and} \quad b - A x^{(k+1)} \perp \text{span}\{\eta_k\}.$$  

This problem can be solved directly and is equivalent to the iterative step in (2.3). Theorem 2.1 shows that the approximation $x^{(k+1)}$ converges linearly in the mean square to the solution $x^*$ when the linear system is consistent. Details of proving this theorem are in the Appendix.

An interesting generalization is to use Algorithm 1 to solve a homogeneous linear system of equations $A^T y = 0$, as shown in Algorithm 2. This system is underdetermined and consistent with infinitely many solutions. It has been shown that the orthogonal projection of $b$ onto $\mathcal{N}(A^T)$, equals $b_N$, is one of the least-squares solutions with minimum Euclidean norm; see, e.g., [28]. In the following, we give a convergence result of the algorithm.

**Theorem 2.2.** For any given homogeneous linear system $A^T y = 0$, let $y^{(k)}$ be the vector generated by Algorithm 2 with $y^{(0)}$ being in the affine space $b + \mathcal{R}(A)$. It holds that

$$\mathbb{E} \left[ \|y^{(k)} - b_N\|^2 \right] \leq \rho_2^k \|y^{(0)} - b_N\|^2,$$

where the constant $\rho_2$ is defined by formula (2.5).

Theorem 2.2 bounds the convergence rate of Algorithm 2 in the mean square. Initially, it starts with $y^{(0)} \in b + \mathcal{R}(A)$. At the $k$th iteration, the algorithm randomly selects the index $j$ from $[t]$ and updates $y^{(k)}$ by projecting it onto the orthogonal complement of $\mathcal{R}(A)$.

The claim is that randomly selecting the index with a probability implies that the algorithm converges to $b_N$ in the mean square. After $k$ iterations, the algorithm outputs $y^{(k)}$ and by orthogonality $b - y^{(k)}$ serves as an approximation of $b - b_N = b_R$ when $k \to \infty$. We defer the proof of Theorem 2.2 to the Appendix.

3. The extended randomized multiple row method. The analyses and discussions in the previous section mainly focus on consistent systems. In practice, we usually have access only to a contaminated right-hand side with $b_N \neq 0$. This type of problem arises in many real-world applications; see, e.g., [1, 8, 15, 18].

When system (1.1) is not consistent, from the convergence analysis of RMR, we mention that

$$x^{(k+1)} - x^* = \left( I_n - \frac{A^T \eta_k \eta_k^T A}{\|A^T \eta_k\|^2} \right) (x^{(k)} - x^*) + \frac{\eta_k^T b_N}{\|A^T \eta_k\|^2} A^T \eta_k.$$
with $Ax^* = b_R$. By orthogonality, it follows that

$$
E \left[ \|x^{(k+1)} - x^*\|^2 \right] = E \left[ \|x^{(k)} - x^*\|^2 \right] - E \left[ \frac{\eta_k^T A (x^{(k)} - x^*)}{\|A^T \eta_k\|^2} \right]^2 + E \left[ \frac{\eta_k^T b_N}{\|A^T \eta_k\|^2} \right].
$$

This fact tells us that RMR may not converge to the least-squares solution due to the existence of $b_N$. To resolve this problem, inspired by the extended row method in [10, 19, 20, 28], we provide the following extended variant of RMR (ERMR) and analyze its convergence and computational complexity.

### 3.1. The proposed method

At the $k$th iterate, ERMR first carries out Algorithm 2 on the homogeneous linear system $A^T y = 0$ and output $y^{(k+1)}$, and then applies Algorithm 1 to the asymptotical consistent linear system $Ax = b - y^{(k+1)} \approx b_R$ and output $x^{(k+1)}$. The ERMR method is formally described in Algorithm 3.

**Algorithm 3** The ERMR method for $Ax = b$.

**Input:** partitions $\{I_i\}_{i=1}^s$ and $\{J_j\}_{j=1}^t$, initial vectors $x^{(0)} \in R^n$ and $y^{(0)} \in R^m$, and maximum iteration number $\ell$.

**Output:** $x^{(\ell)}$.

1. for $k = 0, 1, 2, \ldots, \ell$
2.   pick $j \in [t]$ with probability $q_j = \|A_{\cdot,j}\|^2 / \|A\|_F^2$;
3.   compute

\[
(3.1) \quad y^{(k+1)} = y^{(k)} - \frac{\zeta_k^T A^T y^{(k)}}{\|A \zeta_k\|^2} A \zeta_k,
\]

where $\zeta_k = \sum_{j \in J} (-A_{\cdot,j} y^{(k)}) \nu_j$;
4.   pick $i \in [s]$ with probability $p_i = \|A_{i,\cdot}\|^2 / \|A\|_F^2$;
5.   compute

\[
(3.2) \quad x^{(k+1)} = x^{(k)} + \eta_k (b - y^{(k+1)} - Ax^{(k)}) A^T \eta_k,
\]

where $\eta_k = \sum_{i \in I_i} (b_i - y_i^{(k+1)} - A_{i,\cdot} x^{(k)}) \mu_i$;
6. endfor

In the following, we give two remarks to illustrate the relationships between ERMR and several existing extended randomized row iterative methods, including REABK [10] and GEK [28].

**Remark 3.1.** The updates in our method are reminiscent of GEK [28], defined by (1.3). Indeed they are all the pseudoinverse-free REK methods. At the $k$th iterate, the quantity $\eta_k A^T$ (resp., $\zeta_k A^T$) in updating $x^{(k)}$ (resp., $y^{(k)}$) is in the form of a linear combination of all rows of $A$ (resp., $A^T$). It enables GEK that accesses all rows of $A$ and $A^T$ each iteration. Nonetheless, in general, computing this way is very demanding in terms of computational efficiency. To compute the next update at each ERMR iteration step, our method only partially utilizes the rows concerning the randomized index sets $I_i$ and $J_j$. This local format can save computational resources significantly. For more details, we refer to the computational complexity analysis of ERMR in Section 3.3.

**Remark 3.2.** In fact, each half REABK iterate, defined by (1.4), is the projection of the previous iterate onto each row indexed by a set and then averaged. By direct computation, the
updates (3.1) and (3.2) respectively become

\[ y^{(k+1)} = y^{(k)} - \sum_{j \in J} \frac{(-A^T_j y^{(k)})\nu_j A^T y^{(k)}}{\|A \xi_k\|^2} \sum_{j \in J} (-A^T_j y^{(k)}) A \nu_j \]

\[ = y^{(k)} - \frac{\| \xi_k \|^2}{\|A \xi_k\|^2} A_{j} A^T \xi_j y^{(k)} \]

\[ = y^{(k)} - \bar{\alpha}_k \frac{A_{j} A^T \xi_j y^{(k)}}{\|A_{j} A^T \xi_j\|^2_F} \]

and

\[ x^{(k+1)} = x^{(k)} + \frac{\| \eta_k \|^2}{\|A^T \eta_k\|^2} \frac{A^T_{i} (b_\xi - y^{(k)}_i - A_{i} x^{(k)})}{\|A_{i} x^{(k)}\|^2_F} \]

\[ = x^{(k)} + \bar{\alpha}_k \frac{A^T_{i} (b_\xi - y^{(k)}_i - A_{i} x^{(k)})}{\|A_{i} x^{(k)}\|^2_F} \]

where the adaptive step sizes \( \bar{\alpha}_k = \frac{\| \xi_k \|^2}{\|A \xi_k\|^2} \|A \xi_k\|^2 \) and \( \bar{\alpha}_k = \frac{\| \eta_k \|^2}{\|A \xi_k\|^2} \|A \xi_k\|^2 \). Then, ERMR can be viewed as an asynchronous REABK in which the latter uses a constant step size, see [10, Algorithm 1].

### 3.2. Convergence analysis

In this section, we will prove that ERMR linearly converges in the mean square to \( x^* \) when the system (1.1) is not inconsistent.

**Theorem 3.1.** For any given inconsistent linear system \( Ax = b \), let \( x^{(k)} \) be the vector generated by Algorithm 3 with \( x^{(0)} \) being in the space \( \mathcal{R}(A^T) \) and \( y^{(0)} \) being in the affine space \( b + \mathcal{R}(A) \). It holds that

\[ \mathbb{E} \left[ \|x^{(k)} - x^*\|^2 \right] \leq \omega \rho^k, \]

where \( \rho = \max\{\rho_1, \rho_2\} \) (\( \rho_1 \neq \rho_2 \)) with \( \rho_1 \) and \( \rho_2 \) being defined by formula (2.5) and \( \omega \) is defined by

\[ \omega := \|x^{(0)} - x^*\|^2 + \frac{s}{|\rho_1 - \rho_2|} \frac{\|y^{(0)} - b_N\|^2}{\|A\|^2_F \beta_{\min}^T}, \]

with \( \beta_{\min}^T = \min_{i \in [n]} \left\{ s_{\min}(A_{i} x^*) / \|A_{i} x^*\|^2_F \right\} \).

**Proof.** For \( k = 0, 1, 2, \ldots \), define an auxiliary vector

\[ \tilde{x}^{(k+1)} = x^{(k)} + \frac{\eta_k^T (b_N - Ax^{(k)})}{\|A^T \eta_k\|^2} A^T \eta_k. \]

The error \( x^{(k+1)} - x^* \) consists of \( x^{(k+1)} - \tilde{x}^{(k+1)} \) and \( \tilde{x}^{(k+1)} - x^* \). More specifically,

\[ x^{(k+1)} - \tilde{x}^{(k+1)} = \frac{\eta_k^T (b_N - y^{(k+1)})}{\|A^T \eta_k\|^2} A^T \eta_k \]

and

\[ \tilde{x}^{(k+1)} - x^* = \left( I_n - \frac{A^T \eta_k \eta_k^T A}{\|A^T \eta_k\|^2} \right) \left( x^{(k)} - x^* \right). \]

By the orthogonality, namely,

\[ (A^T \eta_k)^T \left( I_n - \frac{A^T \eta_k \eta_k^T A}{\|A^T \eta_k\|^2} \right) \left( x^{(k)} - x^* \right) = 0, \]
the expected squared error admits

\begin{equation}
\mathbb{E} \left[ \| \mathbf{x}^{(k+1)} - \mathbf{x}^* \|^2 \right] = \mathbb{E} \left[ \| \mathbf{x}^{(k+1)} - \tilde{\mathbf{x}}^{(k+1)} \|^2 \right] + \mathbb{E} \left[ \| \tilde{\mathbf{x}}^{(k+1)} - \mathbf{x}^* \|^2 \right]
\end{equation}

with

\begin{equation}
\| \mathbf{x}^{(k+1)} - \tilde{\mathbf{x}}^{(k+1)} \|^2 = \frac{\| \eta_k^T (\mathbf{b}_N - y^{(k+1)}) \|^2}{\| A^T \eta_k \|^2}
\end{equation}

and

\begin{equation}
\| \tilde{\mathbf{x}}^{(k+1)} - \mathbf{x}^* \|^2 = \| \mathbf{x}^{(k)} - \mathbf{x}^* \|^2 - \frac{\| \eta_k^T A (\mathbf{x}^{(k)} - \mathbf{x}^*) \|^2}{\| A^T \eta_k \|^2}.
\end{equation}

We proceed to analyze them individually.

**Term 1:** As already known, we use the same notation in [10, 31]. The conditional expectation conditioned on the first \(k\) iterations is defined by

\[ \mathbb{E}_k [\cdot] = \mathbb{E}[\cdot | j_0, i_0, j_1, i_1, \ldots, j_k, i_k], \]

where \(i_\ell\) and \(j_\ell\) mean that the index sets \(\{I_k\}_{k=0}^s\) and \(\{J_k\}_{k=0}^t\) are chosen as

\[ \mathcal{E}_k^1 [\cdot] = \mathbb{E}[\cdot | j_0, i_0, \ldots, j_k, i_k, j_{k+1}] \quad \text{and} \quad \mathcal{E}_k^2 [\cdot] = \mathbb{E}[\cdot | j_0, i_0, \ldots, j_k, i_k, j_{k+1}], \]

respectively. Since the random variables \(i\) and \(j\) are independent of each other, by the law of total expectation, we have

\[ \mathbb{E}_k [\cdot] = \mathcal{E}_k^1 [\mathbb{E}_k^2 [\cdot]] \quad \text{and} \quad \mathbb{E}_k [\cdot] = \mathcal{E}_k^2 [\mathbb{E}_k^1 [\cdot]]. \]

An elementary computation shows that

\[ \frac{\| A_{I_{\ell}} \|^2}{\| A^T \eta_k \|^2} = \frac{\| A_{I_{\ell}} \|^2}{\| A^T \eta_k \|^2} \cdot \frac{\| A_{I_{\ell}} \|^2}{\| A^T \eta_k \|^2} \leq \frac{1}{\beta_{\min}^2} \frac{\| A_{I_{\ell}} \|^2}{\| A_{I_{\ell}} \|^2} \cdot \frac{\| A_{I_{\ell}} \|^2}{\| A_{I_{\ell}} \|^2} \leq \frac{1}{\beta_{\min}^2} \frac{1}{\| A_{I_{\ell}} \|^2} \]

where the second line is from the fact that \(\mathbf{b}_{I_{\ell}} - y^{(k+1)}_{I_{\ell}} - A_{I_{\ell}}, \mathbf{x}^{(k)} \in \mathcal{R}(A_{I_{\ell}})\), it follows that

\[ \frac{\| \eta_k^T (\mathbf{b}_N - y^{(k+1)}) \|^2}{\| A^T \eta_k \|^2} \leq \frac{\| \eta_k \|^2 \| y^{(k+1)} - b_N \|^2}{\| A^T \eta_k \|^2} \leq \frac{1}{\beta_{\min}^2} \frac{\| y^{(k+1)} - b_N \|^2}{\| A_{I_{\ell}} \|^2}. \]

Then, we have

\[ \mathbb{E}_k \left[ \| \mathbf{x}^{(k+1)} - \tilde{\mathbf{x}}^{(k+1)} \|^2 \right] \leq \frac{1}{\beta_{\min}^2} \mathcal{E}_k^1 \left[ \mathcal{E}_k^2 \left[ \| y^{(k+1)} - b_N \|^2 \right] \right] \leq \frac{1}{\beta_{\min}^2} \sum_{k=1}^{s} \| A_{I_{\ell}} \|^2 \| A_{I_{\ell}} \|^2 \| y^{(k+1)} - b_N \|^2 \| A_{I_{\ell}} \|^2 \]

\[ = \frac{s}{\| A \|^2 \beta_{\min}^2} \mathcal{E}_k \left[ \| y^{(k+1)} - b_N \|^2 \right]. \]
By unrolling the recurrence, we obtain the estimate

\[
\mathbb{E} \left[ \| x^{(k+1)} - \bar{x}^{(k+1)} \|^2 \right] \leq \frac{s}{\| A \|_F^2 \beta_{\min}^2} \mathbb{E} \left[ \| y^{(k+1)} - b_N \|^2 \right] \leq \frac{s \rho_2^{k+1}}{\| A \|_F^2 \beta_{\min}^2} \| y^{(0)} - b_N \|^2.
\]

**Term 2**: Based on the following two facts that

\[
| \eta_k^T A (x^{(k)} - x^*) |^2 = \left| \sum_{i \in I_k} (b_i - y_i^{(k+1)} - A_i : x^{(k)}) \right|^2 \\
= \| (b_i - y_i^{(k+1)} - A_i : x^{(k)})^T A_i : (x^{(k)} - x^*) \|^2 \\
\leq \| b_i - y_i^{(k+1)} - A_i : x^{(k)} \|^2 \| A_i : (x^{(k)} - x^*) \|^2
\]

and

\[
\frac{\| A_{I_k} \|^2}{\| A^T \eta_k \|^2} \geq \frac{\| A_{I_k} \|^2}{\sigma_{\max}^2 (A_{I_k}) \| b_i - y_i^{(k+1)} - A_{I_k} : x^{(k)} \|^2} \\
\geq \frac{1}{\beta_{\max}^2} \frac{\| b_i - y_i^{(k+1)} - A_{I_k} : x^{(k)} \|^2}{\| A_{I_k} \|^2}
\]

the conditioned expectation for the second term on the right of formula (3.6) is bounded by

\[
\mathbb{E}_k \left[ - \frac{\eta_k^T A (x^{(k)} - x^*)}{\| A^T \eta_k \|^2} \right] = \mathbb{E}_k \left[ - \frac{\| A_{I_k} \|^2}{\| A^T \eta_k \|^2} \cdot | \eta_k^T A (x^{(k)} - x^*) |^2 \cdot \frac{1}{\| A_{I_k} \|^2} \right] \\
\leq - \frac{1}{\beta_{\max}^2} \mathbb{E}_k \left[ \frac{\| A_{I_k} \|^2}{\| A^T \eta_k \|^2} \cdot | \eta_k^T A (x^{(k)} - x^*) |^2 \cdot \frac{1}{\| A_{I_k} \|^2} \right] \\
= - \frac{1}{\beta_{\max}^2} \sum_{i=1}^s \frac{\| A_{I_k} \|^2}{\| A \|_F^2} \frac{\| A_{I_k} \|^2}{\| A \|_F^2} \| A_{I_k} \|^2 \| A_{I_k} \|^2 \\
\leq \frac{1}{\beta_{\max}^2} \frac{\sigma_{\min}^2 (A)}{\| A \|_F^2} \| x^{(k)} - x^* \|^2.
\]

By taking expectation for both sides of the above inequality, it holds that

\[
(3.8) \quad \mathbb{E} \left[ \| x^{(k+1)} - x^* \|^2 \right] \leq \rho_1 \mathbb{E} \left[ \| x^{(k)} - x^* \|^2 \right].
\]

Combining formulas (3.4), (3.7), and (3.8), it indicates that

\[
\mathbb{E} \left[ \| x^{(k+1)} - x^* \|^2 \right] \leq \frac{s \rho_2^{k+1}}{\| A \|_F^2 \beta_{\min}^2} \| y^{(0)} - b_N \|^2 + \rho_1 \mathbb{E} \left[ \| x^{(k)} - x^* \|^2 \right].
\]

By unrolling the recurrence, we obtain the estimate

\[
\mathbb{E} \left[ \| x^{(k)} - x^* \|^2 \right] \leq \rho_1^k \| x^{(0)} - x^* \|^2 + \frac{s}{\| A \|_F^2 \beta_{\min}^2} \sum_{\ell=0}^{k-1} \rho_2^{k-\ell} \rho_1^\ell \| y^{(0)} - b_N \|^2.
\]

Note that if \( \rho_1 < \rho_2 \), we have

\[
\sum_{\ell=0}^{k-1} \rho_2^{k-\ell} \rho_1^\ell = \rho_2^k \sum_{j=0}^{k-1} \left( \frac{\rho_1}{\rho_2} \right)^j \leq \frac{\rho_2^k}{\rho_2 - \rho_1} \leq \frac{\rho_2^k}{| \rho_1 - \rho_2 |}.
\]
If $\rho_2 < \rho_1$, the result also holds. It follows that

$$\mathbb{E} \left[ \| \mathbf{x}^{(k)} - \mathbf{x}^* \|^2 \right] \leq \rho^k \| \mathbf{x}^{(0)} - \mathbf{x}^* \|^2 + \rho^k \frac{s}{|\rho_1 - \rho_2|\|A\|_{r}^2 \beta_{\min}} \| \mathbf{y}^{(0)} - \mathbf{b}_N \|^2 \leq \omega \rho^k.$$  

This concludes the proof of the theorem.

**Remark 3.3.** By iteratively removing the component in $\mathbf{b}_N$, the current vector $\mathbf{x}^{(k)}$ converges to $\mathbf{x}^*$. Step 3 in Algorithm 3 plays an important role in ERMR. But, when the linear system is consistent, we do not need the iteration of $\mathbf{y}^{(k)}$ anymore. In this case, we set $\mathbf{y}^{(k)} = 0$ for $k = 0, 1, 2, \cdots$ in ERMR and compute $\mathbf{x}^{(k)}$ according to the RMR method in Algorithm 1.

### 3.3. Computational complexity

In this section we will discuss the computational complexity of Algorithm 3 as follows.

**Theorem 3.2.** For any given inconsistent linear system $A\mathbf{x} = \mathbf{b}$, let $\mathbf{x}^{(k)}$ be the vector generated by Algorithm 3 with $\mathbf{x}^{(0)}$ being in the space $\mathcal{R}(A^T)$ and $\mathbf{y}^{(0)}$ being in the affine space $\mathbf{b} + \mathcal{R}(A)$. Given an accuracy tolerance $\epsilon$ and a confidence level $\beta$, when the iteration number satisfies $k \geq (1 - \rho)^{-1} \ln(\omega/(\epsilon(1 - \beta)))$, it holds that

$$\mathbb{P} \left[ \| \mathbf{x}^{(k)} - \mathbf{x}^* \|^2 < \epsilon \right] \geq \beta,$$

where the constants $\omega$ and $\rho$ are defined by Theorem 3.1.

**Proof.** When $k \geq (1 - \rho)^{-1} \ln(\omega/(\epsilon(1 - \beta)))$, we can check that for $0 < \rho < 1$,

$$\rho^k \leq e^{-(1-\rho)k} \leq e^{-\ln(\frac{\omega}{\epsilon(1-\beta)})} = \frac{\epsilon(1 - \beta)}{\omega}.$$  

Using Markov’s inequality, which says that for a positive random variable $x$ and an accuracy parameter $\epsilon \in (0, 1)$, the probability that $x$ is greater than or equal to $\epsilon$ is less than or equal to the expected value of $x$ divided by $\epsilon$, the claim is concluded as follows.

$$\mathbb{P} \left[ \| \mathbf{x}^{(k)} - \mathbf{x}^* \|^2 \geq \epsilon \right] \leq \frac{1}{\epsilon} \mathbb{E} \left[ \| \mathbf{x}^{(k)} - \mathbf{x}^* \|^2 \right] \leq \frac{\omega}{\epsilon} \rho^k \leq 1 - \beta,$$

where the second inequality is from formula (3.3).

When the probability of the squared error $\| \mathbf{x}^{(k)} - \mathbf{x}^* \|^2$ below $\epsilon$ is at least $\beta$, Theorem 3.2 bounds the number of iterations required by the algorithm to terminate. After that, we analyze the flopping operations (flops) per iteration. Let $\hat{A} = A^T A$ and $\bar{A} = A^T \hat{A}$. The pre-processing of computing them is dominant in flops, but these can be very efficiently performed by the high-level basic linear algebra subroutine, e.g., BLAS3. Thus, we always assume the availability of $\hat{A}$ and $\bar{A}$.

At step 3 in Algorithm 3, define an additional vector $\tilde{r}^{(k)} = -A^T \mathbf{y}^{(k)}$ for $k = 0, 1, 2, \cdots$. We have the following recursive formula.

$$\begin{align*}
\tilde{r}^{(k+1)} &= \tilde{r}^{(k)} - \frac{\sum_{j \in J} \tilde{r}^{(k)}_j \nu_j^T \tilde{r}^{(k)} \nu_j \sum_{j \in J} \tilde{r}^{(k)}_j A^T A \nu_j}{\sum_{j \in J} \sum_{h \in J} \rho_j^{(k)} \tilde{r}^{(k)}_j \nu_j A^T \nu_h^T} \sum_{j \in J} \tilde{r}^{(k)}_j A^T A \nu_j \\
&= \tilde{r}^{(k)} - \frac{\sum_{j \in J} \rho_j^{(k)} \tilde{r}^{(k)}_j \nu_j^T \tilde{r}^{(k)} \nu_j A^T A \nu_j}{\sum_{j \in J} \sum_{h \in J} \rho_j^{(k)} \tilde{r}^{(k)}_j \nu_j A^T \nu_h^T} \sum_{j \in J} \tilde{r}^{(k)}_j A \nu_j.
\end{align*}$$

As for $\mathbf{y}^{(k)}$, there is a recursion

$$\begin{align*}
\mathbf{y}^{(k+1)} &= \mathbf{y}^{(k)} - \frac{\sum_{j \in J} \rho_j^{(k)} \tilde{r}^{(k)}_j \nu_j^T \tilde{r}^{(k)} \nu_j A \nu_j}{\sum_{j \in J} \sum_{h \in J} \rho_j^{(k)} \tilde{r}^{(k)}_j \nu_j A \nu_h^T} \sum_{j \in J} \rho_j^{(k)} A \nu_j.
\end{align*}$$
At step 5 in Algorithm 3, let \( \mathbf{r}^{(k)} = \mathbf{b} - \mathbf{y}^{(k+1)} - A\mathbf{x}^{(k)} \) on \( \mathbf{x}^{(k)} \) be another supplementary vector for \( k = 0, 1, 2, \ldots \). It follows that

\[
\mathbf{r}^{(k+1)} = \mathbf{r}^{(k)} - \frac{\sum_{i \in \mathcal{I}} \sum_{j \in \mathcal{J}} \tilde{r}_i^{(k)} \tilde{A}_i \mathbf{r}_j^{(k)}}{\sum_{i \in \mathcal{I}} \sum_{j \in \mathcal{J}} \tilde{r}_i^{(k)} \mathbf{r}_j^{(k)} \tilde{A}_i} \sum_{i \in \mathcal{I}} \tilde{r}_i^{(k)} A \mathbf{u}_i
\]

Then, the next approximation is computed by

\[
\mathbf{x}^{(k+1)} = \mathbf{x}^{(k)} + \frac{\sum_{i \in \mathcal{I}} \sum_{j \in \mathcal{J}} \tilde{r}_i^{(k)} \tilde{A}_i \mathbf{r}_j^{(k)}}{\sum_{i \in \mathcal{I}} \sum_{j \in \mathcal{J}} \tilde{r}_i^{(k)} \sum_{i \in \mathcal{I}} \tilde{r}_i^{(k)} \tilde{A}_i} \sum_{i \in \mathcal{I}} \tilde{r}_i^{(k)} A \mathbf{u}_i.
\]

Based on the recursive update formulas of \( \mathbf{y}^{(k)} \) and \( \mathbf{x}^{(k)} \), Algorithm 3 can be implemented efficiently because we do not have to directly compute \( A \mathbf{x}^{(k)} \) and \( A^T \mathbf{x}^{(k)} \). We emphasize that the algorithm updates only two vector \( \mathbf{y}^{(k)} \) and \( \mathbf{x}^{(k)} \) (and uses two intermediate vectors \( \mathbf{r}^{(k)} \) and \( \mathbf{r}^{(k)} \)). We always apply blocking strategy to the matrix-vector multiplication, e.g.,

\[
\sum_{j \in \mathcal{J}} \tilde{A}_{i,j} \mathbf{r}_j^{(k)} \mathbf{A}_{i,j} = 0 \quad \text{and} \quad \sum_{j \in \mathcal{J}} \sum_{h \in \mathcal{J}} \tilde{A}_{i,j} \mathbf{r}_j^{(k)} \mathbf{A}_{i,j} = \sum_{j \in \mathcal{J}} \sum_{h \in \mathcal{J}} \mathbf{r}_j^{(k)} \mathbf{A}_{i,j} \mathbf{A}_{i,j} = \left( \mathbf{r}_j^{(k)} \mathbf{A}_{i,j} \right)^T \left( \mathbf{A}_{i,j} \mathbf{r}_j^{(k)} \right).
\]

The computational processes are summarized in Table 3.1. Totally, it requires \( \mathcal{O}(m) \) flops.

| Computing \( \mathbf{y}^{(k+1)} \) |
|---|
| **Step 1** | \( g_1 = \left( \mathbf{r}^{(k)} \right)^T \mathbf{r}^{(k)} \) |
| **Step 2** | \( g_2 = \left( \mathbf{r}^{(k)} \right)^T \left( \tilde{A}_{i,j} \mathbf{r}_j^{(k)} \right) \) |
| **Step 3** | \( g_3 = g_1/g_2 \) |
| **Step 4** | \( g_1 = \tilde{A}_{i,j} \mathbf{r}_j^{(k)} \) |
| **Step 5** | \( \mathbf{r}^{(k+1)} = \mathbf{r}^{(k)} - g_3 \cdot g_1 \) |
| **Step 6** | \( g_2 = A \mathbf{A}_{i,j} \mathbf{r}_j^{(k)} \) |
| **Step 7** | \( \mathbf{y}^{(k+1)} = \mathbf{y}^{(k)} - g_3 \cdot g_2 \) |

| Computing \( \mathbf{x}^{(k+1)} \) |
|---|
| **Step 1** | \( g_4 = \left( \mathbf{r}^{(k)} \right)^T \mathbf{r}^{(k)} \) |
| **Step 2** | \( g_5 = \left( \mathbf{r}^{(k)} \right)^T \left( \tilde{A}_{i,j} \mathbf{r}_j^{(k)} \right) \) |
| **Step 3** | \( g_6 = g_4/g_5 \) |
| **Step 4** | \( g_3 = A \mathbf{A}_{i,j} \mathbf{r}_j^{(k)} \) |
| **Step 5** | \( \mathbf{r}^{(k+1)} = \mathbf{r}^{(k)} - g_6 \cdot g_3 \) |
| **Step 6** | \( g_4 = A \mathbf{A}_{i,j} \mathbf{r}_j^{(k)} \) |
| **Step 7** | \( \mathbf{x}^{(k+1)} = \mathbf{x}^{(k)} + g_6 \cdot g_4 \) |

The symbol \( |\mathcal{I}| \) denotes the cardinality of a set \( \mathcal{I} \).
4. Experimental results. In this section we will give a few examples, including synthetic and real-world data, to demonstrate the convergence behaviors of RMR and ERMR.

In the spirit of randomization technique given by [10], we suppose that the subsets \( \{ I_i \}_{i=1}^s \) and \( \{ J_j \}_{j=1}^t \) are respectively computed by

\[
I_i = \begin{cases} 
(i-1)\tau + 1, (i-1)\tau + 2, \ldots, i\tau, & i \in [s-1], \\
(s-1)\tau + 1, (s-1)\tau + 2, \ldots, m, & i = s,
\end{cases}
\]

and

\[
J_j = \begin{cases} 
(j-1)\tau + 1, (j-1)\tau + 2, \ldots, j\tau, & j \in [t-1], \\
(t-1)\tau + 1, (t-1)\tau + 2, \ldots, n, & j = t,
\end{cases}
\]

where \( \tau \) is the size of \( I_i \) and \( J_j \). The discrete sampling is realized by applying MATLAB built-in function, e.g., \texttt{randsample}.

For comparisons, we use the implementations of REABK [10, Algorithm 1] and GEK [28]. As shown in [10], we execute REABK using an empirical optimal step size \( \alpha = 1.75/\beta_{\text{max}} \) with \( \beta_{\text{max}} = \max \{ \beta_{\text{max}}^t, \beta_{\text{max}}^r \} \). Note that REABK is performed without explicitly forming \( \alpha \). The algorithms are carried out on a Founder desktop PC with Intel(R) Core(TM) i5-7500 CPU 3.40 GHz.

4.1. Synthetic data. The following coefficient matrix is generated from synthetic data.

**Example 4.1.** As in Du et al. [10], for given \( m, n, r, \) and \( \kappa > 1 \), we construct a dense matrix \( A \) by \( A = UDV^T \), where \( U \in \mathbb{R}^{m \times r} \), \( D \in \mathbb{R}^{r \times r} \), and \( V \in \mathbb{R}^{n \times r} \). Using MATLAB colon notation, these matrices are generated by \([U, \sim] = \text{qr}([\text{rand}(m, r), 0]), [V, \sim] = \text{qr}([\text{rand}(n, r), 0]), \) and \( D = \text{diag}(1 + (\kappa - 1) \cdot \text{rand}(r, 1)) \).

This example gives us many flexibilities to adjust the input parameters \( m, n, r, \) and \( \kappa \) and yield various specific instantiations about the linear systems. In the following, we consider two types of rank-deficient cases by setting \( m = 30n, r = n/2, \) and \( \kappa = n/10 \), which results in a mildly ill-posed test problem.

Since \( A \) is rank-deficient, the right-hand side in (1.1) is constructed by \( b = Ax^* + \delta \cdot \hat{b}/\|\hat{b}\| \) with \( x^* = A^T\hat{b} \), where \( \hat{b} \in \mathbb{R}^{n} \) is generated from a standard normal distribution, \( \hat{b} \in \mathcal{N}(A^T) \) is obtained by the MATLAB function, e.g., null, and \( \delta \) is the noise level. The test starts from two initial vectors \( x^{(0)} = 0 \) and \( y^{(0)} = b \). The performance is compared in terms of iteration number, relative solution error, and computing time in seconds, which are respectively abbreviated as IT, RSE, and Time(s). RSE is defined by \( \text{RSE} = \|x^{(k)} - x^*\|/\|x^*\| \) for \( k = 0, 1, 2, \ldots \) and Time(s) is measured by the MATLAB built-in function tic-toc.

![Fig. 4.1. The convergence behaviors of RSE versus IT given by RMR for Example 4.1 with \( n = 100 \) (left) and \( n = 200 \) (right) when the noise levels \( \delta = 0, 0.01, \) and \( 0.1 \).](image)

To begin with we depict the convergence behaviors of RSE versus IT, given by RMR, in Figure 4.1 with \( \delta = 0, 0.01, \) and \( 0.1 \). In this figure, a heavy line represents median performance and
the shaded region spans the minimum to the maximum value across all trials after repeatedly running this randomized iterative method 10 times. When \( \delta = 0 \), the system (1.1) is consistent. In this setting, we can see that RMR converges to the least-squares solutions successfully. When \( \delta = 0.01 \text{ and } 0.1 \), the system (1.1) is inconsistent. It is shown that the RMR iteration initially converges toward a good approximation of \( x^* \) while continuing the iteration leads to corruption in the iteration vectors by noise and the approximation starts to stagnate and hovers around \( x^* \). This implies that RMR has the semi-convergence behavior when solving the inconsistent linear system, and the number of iteration steps acts as a regularization parameter.

Besides, we track the convergence behaviors of RSE versus IT and Time(s), given by ERMR, REABK, and GEK, and compare their performances for solving these same inconsistent linear systems. We take the noise level \( \delta = 0.1 \) as an example. The results are shown in Figure 4.2. We can observe the following phenomena. (I) The convergence curves of ERMR, REABK, and GEK break the semi-convergence horizons of RMR, and all the tested methods converge to the least-squares solution linearly. (II) The relative solution error of ERMR decay faster than that of REABK and much faster than that of GEK when the number of iteration steps and computing time increase.

![Graphs showing convergence behaviors](image)

**Fig. 4.2.** The convergence behaviors of RSE versus IT (left) and Time(s) (right) given by ERMR, REABK, and GEK for Example 4.1 with various \( m, n, r, \) and \( \kappa \) when the noise level \( \delta = 0.1 \).

### 4.2. Image reconstruction
In the following experiments, we investigate some numerical tests taken from the field of tomography image reconstruction.

**Example 4.2.** We solve the least-squares problem chosen from AIR Tools II toolbox for MATLAB (available from https://github.com/jakobsj/AIRToolsII) [15]. We select two types of test problems: 2-dimension seismic travel-time tomography and spherical Radon transform tomography. They are represented by \( [A, b, x^*] = \text{seismictomo}(N, s, p) \) and \( \text{sphericaltomo}(N, \theta, p) \), which generate a coefficient matrix \( A \), an exact solution \( x^* \), and an exact right-hand side \( b = Ax^* \) by adjusting the input parameters, such as the size of the discrete domain \( (N) \), the number of sources \( (s) \), the projection angles in degrees \( (\theta) \), and the number of rays \( (p) \).

This example presents a sparse matrix \( A \) with a full column-rank. In particular, \( s \) equals the length of \( \theta \). The resulting matrix is of size \( (sp) \times (N^2) \). In this setting, the inconsistent linear system is realized by setting the noisy right-hand side as \( b = Ax^* + \hat{b}/\|\hat{b}\| \), where \( \hat{b} \)
is a nonzero vector in the null space of $A^T$ generated by null. From the illustration of the measurement geometries in the test problems [15], we know that a loop displays the rows of $A$ reshaped into an $N \times N$ image. Then, we fix the block sizes of ERMR and REABK as $\tau = N$.

In the seismic travel-time tomography test problem, we assign values to the input parameters as $N = 10$, $s = 180$, and $p = 30$. The numerical results of RSE, IT, and Time(s), given by ERMR, REABK, and GEK, are listed in Table 4.1. It shows that ERMR and REABK successfully compute an approximate solution, but GEK fails due to the number of iteration steps exceeding $2 \times 10^6$. For the convergent cases, the iteration counts and computing times of ERMR are appreciably smaller than those of REABK. Hence, ERMR considerably outperforms REABK in terms of both iteration counts and computing times. In Figure 4.3, we give the $N \times N$ images of the exact tectonic phantom, and the approximate solutions obtained by ERMR and REABK. We see that the images constructed by them converge to the exact solution accurately.

Table 4.1

|        | GEK     | REABK   | ERMR    |
|--------|---------|---------|---------|
| RSE    | #       | 1.006 \times 10^{-6} | 9.169 \times 10^{-7} |
| IT     | $> 2 \times 10^6$ | 1.398 \times 10^6 | 2.928 \times 10^5 |
| Time(s)| #       | 441.3   | 101.7   |

The item ‘$> 2 \times 10^6$’ represents that the number of iteration steps exceeds $2 \times 10^6$. In this case, the corresponding RSE and Time(s) are expressed by ‘#’.

Fig. 4.3. Images of the exact phantom (a), and the approximate solutions obtained by REABK (b) and ERMR (c) for the seismic travel-time tomography.

In the spherical Radon transform tomography test problem, the input parameters are assigned by $N = 40$, $\theta = 0 : 1 : 359$, and $p = 20$. We list the numerical results of RSE, IT, and Time(s), given by ERMR, REABK, and GEK, in Table 4.2. We can also see that ERMR outperforms REABK and GEK in terms of both iteration counts and computing times. The exact tectonic phantom and the approximate solutions computed by ERMR and REABK are shown in Figure 4.4. We observe that these two methods successfully construct the exact image.

Table 4.2

|        | GEK     | REABK   | ERMR    |
|--------|---------|---------|---------|
| RSE    | #       | 1.000 \times 10^{-6} | 9.996 \times 10^{-7} |
| IT     | $> 2 \times 10^6$ | 4.857 \times 10^5 | 2.542 \times 10^5 |
| Time(s)| #       | 2207.9  | 989.7   |

The numerical results of RSE, IT, and Time(s) obtained by ERMR, REABK, and GEK for the spherical Radon transform tomography.
4.3. Noisy data fitting. The subsequent numerical experiments consider the linear systems in CAGD research.

Rather than the traditional fitting methods directly solving a linear system, the geometric iterative method (GIM) generates a series of fitting curves by a fixed parameter [18]. Let us fit the ordered point set \( \{ q_i : i \in [n] \} \). Assume that \( \{ \mu_j(x) : j \in [n] \} \) is a basis sequence and \( p_j^{(k)} \) is the \( j \)-th control point at \( k \)-th iterate. The \( k \)-th GIM curve,

\[
C^{(k)}(x) = \sum_{j=1}^{n} \mu_j(x)p_j^{(k)}, \quad x \in [x_1, x_m],
\]

progressively approximates a target curve by updating the control points according to

\[
p_j^{(k+1)} = p_j^{(k)} + \delta_j^{(k)},
\]

where \( \delta_j^{(k)} \in \mathbb{R}^3 \) is called the adjust vector and computed by \( q_i \) and \( p_j^{(k)} \). Let the \( x \), \( y \), and \( z \)-coordinates of the control point \( p_j^{(k)} \) (resp., the adjust vector \( \delta_j^{(k)} \)) be respectively stored in the vectors \( p_j^{(k)} \), \( \delta_j^{(k)} \), and \( p_z^{(k)} \) (resp., \( \delta_x^{(k)} \), \( \delta_y^{(k)} \), and \( \delta_z^{(k)} \)). From algebraic aspects, the GIM iterative processes,

\[
p_{z}^{(k+1)} = p_{z}^{(k)} + \delta_{z}^{(k)}, \quad p_{y}^{(k+1)} = p_{y}^{(k)} + \delta_{y}^{(k)}, \quad \text{and} \quad p_{x}^{(k+1)} = p_{x}^{(k)} + \delta_{x}^{(k)},
\]

are equal to solving three linear systems. Therefore, ERMR is suitable to deal with such problems.

The implementation detail of ERMR curve fitting is presented as follows. Let the data points be arranged into \( q = [q_1, q_2, \cdots, q_m]^T = [q_x, q_y, q_z] \in \mathbb{R}^{m \times 3} \). We input the collocation matrix \( A \), two partitions of \( [n] \), initial vectors \( p_x^{(0)} \in \mathbb{R}^{n} \) (resp., \( p_y^{(0)} \) and \( p_z^{(0)} \)) and \( y_i^{(0)} \in \mathbb{R}^{n} \) (resp., \( y_x^{(0)} \), \( y_y^{(0)} \)), the right-hand side \( q_{x} \in \mathbb{R}^{m} \) (resp., \( q_{y} \), \( q_{z} \)), and compute the next vector \( p_{x}^{(k)} \) (resp., \( p_{y}^{(k)} \), \( p_{z}^{(k)} \)) using the ERMR update rule in Algorithm 3. Then, the approximate curve is formulated according to formula (4.1).

Example 4.3. Consider the least-squares problems in data fitting; see, e.g., the survey in [18]. We fit the data points \( \{ q_i : i \in [n] \} \) sampled from the granny knot curve, whose parametric equation is given as follows (available from http://paulbourke.net/geometry/). \( x = -22 \cos(t) - 128 \sin(t) - 44 \cos(3t) - 78 \sin(3t), \quad y = -10 \cos(2t) - 27 \sin(2t) + 38 \cos(4t) + 46 \sin(4t), \) and \( z = 70 \cos(3t) - 40 \sin(3t) \) for \( 0 \leq t \leq 2\pi \). As other researchers do, we first assign a parameter sequence \( \nu \) and a knot vector \( \mu \) of cubic B-spline basis, which is simple and has a wide range of applications in CAGD; see, e.g., [8], and then obtain the collocation matrix using the MATLAB built-in function as \( A = \text{spcol}(\mu, 4, \nu) \).

For more details on the formulations of generating \( \nu \) and \( \mu \), we respectively refer to equations (9.5) and (9.69) in the book by Piegl and Tiller [21]. Though ERMR can be started with
arbitrary initial control points, the works in [17, 18] suggest that equation (23) in [8] is an appropriate and effective selection strategy. At $k$th iterate, the relative solution error is defined by $RSE = \frac{E_k}{E_0}$, where $E_k = \|p^{(k)} - p^*\|_F$ and $p^* = A^*q$ is the least-square solution.

In the following, we discuss the capability of ERMR to fit the noisy data $q = Ap^* + \tilde{q}/\|\tilde{q}\|_F$, where $\tilde{q}$ is a nonzero vector in the null space of $A^T$ generated by null. The noisy initial data points are shown in Figure 4.5 (a) with $m = 3000$ as an example. For solving this least-squares fitting problem, we use $n$ control points to fit $m = 15n$ data points and list the RSE, IT, and Time(s) given by ERMR, REABK, and GEK in Table 4.3 when $n = 200, 400$, and $600$. We can see that ERMR outperforms REABK and GEK in terms of both iteration counts and computing times. In Figure 4.5 (b)-(d), we plot the limit curves constructed by ERMR, REABK, and GEK. It implies that these three methods achieve success in converging to the least-squares solution.

| $n$ | RSE | IT | Time(s) |
|-----|-----|----|--------|
| GEK | REABK | ERMR |
| 200 | $1.000 \times 10^{-6}$ | $9.689 \times 10^{-7}$ | $9.780 \times 10^{-7}$ |
| 400 | $9.941 \times 10^{-7}$ | $9.869 \times 10^{-8}$ | $9.950 \times 10^{-8}$ |
| 600 | $1.000 \times 10^{-6}$ | $9.675 \times 10^{-7}$ | $9.950 \times 10^{-7}$ |

Fig. 4.5. The initial data points (a) and the limit curves given by GEK(b), REABK(c), and ERMR(d) for Example 4.3 when $n = 200$ and $m = 3000$.

5. Conclusions. In this paper, the ERMR iterative method is presented for solving the inconsistent linear system. ERMR uses two randomized multiple row iterations in each step.
and finds the Moore-Penrose inverse solution, i.e., the least-squares solution with minimum Euclidean-norm. It is shown that the proposed method has a linear convergence rate in the mean square. We also provide the computational complexity analysis for ERMR. Some numerical examples, including the synthetic data and real-world applications, are given to demonstrate the convergence behavior of ERMR when the coefficient matrix is dense or sparse, full rank or rank deficient. Numerical results show that ERMR provides significant computational advantages compared with the existing extended pseudoinverse-free block row iterative methods. It means that ERMR is a competitive row-type variant for solving the inconsistent linear system.

6. Appendix. Before we present the proofs of Theorems 2.1 and 2.2 for completeness, we may need the following lemmas, whose proofs can be found in [10, Lemmas 2.4 and 2.5].

**Lemma 6.1.** Let \( A \in \mathbb{R}^{m \times n} \) be any nonzero real matrix. For every \( u \in \mathcal{R}(A) \), it holds that \( \| A^T u \| \geq \sigma_{\text{min}}(A) \| u \| \), where \( \sigma_{\text{min}}(A) \) denotes the smallest nonzero singular value of \( A \).

**Lemma 6.2.** Let \( A \in \mathbb{R}^{m \times n} \) be any nonzero real matrix. For every \( u \in \mathbb{R}^m \), it holds that \( \| AA^T u \| \leq \sigma_{\text{max}}(A) \| A^T u \| \), where \( \sigma_{\text{max}}(A) \) denotes the largest nonzero singular value of \( A \).

**Proof.** [of Theorem 2.1] For \( k = 0, 1, 2, \cdots \), the iteration in Algorithm 1 satisfies that

\[
x^{(k+1)} - x^* = x^{(k)} - x^* + \frac{\eta_k^T (b - Ax^{(k)})}{\| A^T \eta_k \|^2} A^T \eta_k
\]

\[
= \left( x^{(k)} - x^* \right) + \frac{\eta_k^T A (x^* - x^{(k)})}{\| A^T \eta_k \|^2} A^T \eta_k
\]

\[
= \left( I_n - \frac{A^T \eta_k \eta_k^T A}{\| A^T \eta_k \|^2} \right) \left( x^{(k)} - x^* \right). \]

It is easy to show that

\[
\| x^{(k+1)} - x^* \|^2 = \| x^{(k)} - x^* \|^2 - \frac{\| \eta_k^T A (x^{(k)} - x^*) \|^2}{\| A^T \eta_k \|^2}.
\]

The expected squared error follows that

\[
E \left[ \| x^{(k+1)} - x^* \|^2 \right] = E \left[ \| x^{(k)} - x^* \|^2 \right] - E \left[ \frac{\| \eta_k^T A (x^{(k)} - x^*) \|^2}{\| A^T \eta_k \|^2} \right].
\]

According to the following two properties that

\[
\eta_k^T A (x^{(k)} - x^*) = \sum_{i \in I_i} (b_i - A_{i,:}x^{(k)}) \mu_i^T A (x^{(k)} - x^*)
\]

\[
= \sum_{i \in I_i} (b_i - A_{i,:}x^{(k)}) \mu_i^T (Ax^{(k)} - b)
\]

\[
= -\| b_{I_i} - A_{I_i,:}x^{(k)} \|_2
\]

and

\[
\| A^T \eta_k \|^2 = \| \sum_{i \in I_i} (b_i - A_{i,:}x^{(k)}) A^T \mu_i \|^2
\]

\[
= \| A_{I_i,:} (b_{I_i} - A_{I_i,:}x^{(k)}) \|_2^2
\]

\[
\leq \sigma_{\text{max}}^2 (A_{I_i,:}) \| b_{I_i} - A_{I_i,:}x^{(k)} \|^2,
\]
where the last inequality is from Lemma 6.2, it yields that

$$\frac{\|\eta_k^TA(x^{(k)} - x^*)\|^2}{\|A^T\eta_k\|^2} \geq \frac{1}{\sigma_{\max}^2(A_{k,:})} \frac{\|b_{k,:} - A_{k,:}x^{(k)}\|^2}{\|A_{k,:}\|^2_F} \geq \frac{1}{\beta_{\max}^2} \frac{\|b_{k,:} - A_{k,:}x^{(k)}\|^2}{\|A_{k,:}\|^2_F}. $$

Let $E_k[\cdot]$ denote the conditional expectation conditioned on the first $k$ iterations in RMR. It follows that

$$E_k \left[ \frac{\|\eta_k^TA(x^{(k)} - x^*)\|^2}{\|A^T\eta_k\|^2} \right] \geq \frac{1}{\beta_{\max}^2 \|A\|^2_F} \sum_{i=1}^{s} \|A_{k,:}\|^2_F \frac{\|b_{k,:} - A_{k,:}x^{(k)}\|^2}{\|A_{k,:}\|^2_F} \geq \frac{\|b - Ax^{(k)}\|^2}{\beta_{\max}^2 \|A\|^2_F}. $$

Since $x^{(0)}$, $x^* \in \mathcal{R}(A^T)$, it is easy to show $x^{(k)} - x^* \in \mathcal{R}(A^T)$ by induction. Lemma 6.1 indicates that

$$E_k \left[ \frac{\|\eta_k^TA(x^{(k)} - x^*)\|^2}{\|A^T\eta_k\|^2} \right] \geq \frac{\sigma_{\min}^2(A)}{\beta_{\max}^2 \|A\|^2_F} \|x^{(k)} - x^*\|^2. $$

Taking expectation again gives

$$E \left[ \frac{\|\eta_k^TA(x^{(k)} - x^*)\|^2}{\|A^T\eta_k\|^2} \right] \geq \frac{\sigma_{\min}^2(A)}{\beta_{\max}^2 \|A\|^2_F} E \left[ \|x^{(k)} - x^*\|^2 \right]. $$

Then, the recurrence yields the result from the expected squared error equality.

**Proof.** [of Theorem 2.2] This proof is similar to that of Theorem 2.1 and yet the involved technicalities are somewhat different. For completeness and simplicity, we divide this proof into the following two parts.

First, the expected squared error follows that

$$E \left[ \|y^{(k+1)} - b_N\|^2 \right] = E \left[ \|y^{(k)} - b_N\|^2 \right] - E \left[ \frac{\|\zeta_k^TA^T(y^{(k)} - b_N)\|^2}{\|A\eta_k\|^2} \right]. $$

Second, based on several properties of $\zeta_k$, including

$$\zeta_k^TA^T(b_N - y^{(k)}) = \|A_{k,:}^y y^{(k)}\|^2 \quad \text{and} \quad \|A\eta_k\|^2 \leq \sigma_{\max}^2(A_{k,:}) \|A_{k,:}^y y^{(k)}\|^2, $$

it yields that

$$\frac{\|\zeta_k^TA^T(y^{(k)} - b_N)\|^2}{\|A\eta_k\|^2} \geq \frac{1}{\beta_{\max}^2 \|A\|^2_F} \|A_{k,:}^y y^{(k)}\|^2. $$

As a result, we have

$$E \left[ \frac{\|\zeta_k^TA^T(y^{(k)} - b_N)\|^2}{\|A\eta_k\|^2} \right] \geq \frac{\sigma_{\min}^2(A)}{\beta_{\max}^2 \|A\|^2_F} E \left[ \|y^{(k)} - b_N\|^2 \right]. $$

Then, the recurrence yields the result from the expected squared error equality. □
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