Highly efficient optical quantum memory with long coherence time in cold atoms
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Optical quantum memory is an essential element for long distance quantum communication and photonic quantum computation protocols. The practical implementation of such protocols requires an efficient quantum memory with long coherence time. Beating the no-cloning limit, for example, requires efficiencies above 50%. An ideal optical fibre loop has a loss of 50% in 100 µs, and until now no universal quantum memory has beaten this time-efficiency limit. Here, we report results of a gradient echo memory (GEM) experiment in a cold atomic ensemble with a 1/є coherence time up to 1 ms and maximum efficiency up to 87 ± 2% for short storage times. Our experimental data demonstrates greater than 50% efficiency for storage times up to 0.6 ms. Quantum storage ability is verified beyond the ideal fibre limit using heterodyne tomography of small coherent states.

I. INTRODUCTION

A universal optical quantum memory can store an unknown input state of light and release it on demand with high efficiency and without added noise. The development of such memories is likely to be integral to the development of future quantum information technologies such as the quantum repeater [1, 2], quantum internet [3] and photonic quantum computation [4].

A number of techniques have been developed and explored. Electromagnetically induced transparency (EIT) has been used to show efficiencies up to 78% [5] and storage lifetimes [6] close to one minute [7]. Raman schemes have shown to have very large time-bandwidth products with efficiencies up to 30% [8, 9] and may be particularly suitable for high bandwidth on-demand single photon sources. The atomic frequency comb (AFC) has shown efficiencies up to 56% in a cavity [10] and on-demand storage lifetimes up to 1 ms [11]. To date the highest efficiency protocol has been the gradient echo memory (GEM) scheme, which has shown 87% recall in warm vapour [12] and 60% in solid state [13]. The storage lifetimes in these experiments were on the order of 10 µs. Laser cooled atoms have yielded a GEM efficiency of 80% [14] combined with a lifetime of about 120 µs.

When considering the efficiency of a quantum memory there are numerous possible benchmarks depending on the application. One important threshold is 50% total storage and recall efficiency. In the absence of added noise, a quantum memory performing above this level can beat the no-cloning limit without post-selection [15]. It is also a limit that must be surpassed for error correction in some photonic quantum computing protocols [16]. Although recent experimental demonstrations have shown efficiency of greater than 50% in different systems, so far the coherence time at 50% efficiency is limited to tens of µs [5, 10, 12, 14, 17, 19]. Achieving high storage efficiency and long coherence time simultaneously is still a challenging goal.

In this work, we present results of a GEM experiment in an ultra-high optical depth (OD) ensemble of laser cooled 87Rb atoms. The storage efficiency reaches 87% for storage times on the order of the pulse width. The memory lifetime is 1 ms, allowing us to recall at an efficiency above 50% for times up to 0.6 ms. This is six times longer than could be achieved in an ideal fibre loop. To show that this system is also capable of preserving quantum states, we use optical heterodyne tomography to map out the added noise, showing that our system beats the quantum no-cloning limit.

II. PREPARATION OF COLD ATOMS

Our 87Rb atoms are cooled in a magneto-optical trap (MOT), as shown in Fig. 1 (a). To obtain a large optical depth (OD), our cold atomic medium has an elongated shape. We use rectangular (2D) coils to produce a 2-dimensional quadrupole field for radial confinement and capping-coils that provide axial confinement near the edges of the ensemble [14, 20]. The resulting cloud contains around 1010 atoms and has a length of 5 cm. Three pairs of coils mounted around the optical table are used to compensate static magnetic fields. During the loading phase, the trapping (or cooling) laser is red detuned by 35 MHz from the D2 F = 2 → F' = 3 transition, while the repumping laser is resonant with the D2 F = 1 → F' = 2 transition.

After a 170 ms loading phase, we employ a temporal dark spontaneous-force optical trap technique [21] to compress the MOT radially, thereby increasing the atomic density. We use the 2D MOT coils to smoothly ramp up the magnetic field gradient in the radial direction over a period of 20 ms while red-detuning the repumping laser by 25 MHz. The 2D MOT and axial coils are then switched off and the cooling laser is further detuned by 63 MHz to apply polarisation gradient cooling for 1.3 ms. Because our memory relies on one particular Zeeman coherence, it is favourable to pump atoms into a single Zeeman sublevel [22]. Zeeman optical pumping is therefore employed for 470 µs after the polarisation gradient cooling phase to pump atoms into the m_F = +1 state.
Zeeman state.

The light storage experiments were done with all optical and magnetic MOT fields switched off. The decay of the magnetic trapping fields and eddy currents induced in nearby metallic objects was found to have an exponential time constant of \( \sim 0.7 \) ms. The probe-field to be stored in the atoms was injected 2.2 ms after the coils were switched off to allow sufficient decay of magnetic field fluctuations. The typical OD at this time is \( \approx 600 \) on the D1 \( F = 1 \rightarrow F' = 2 \) transition.

III. IMPLEMENTATION OF THE GEM SCHEME

The GEM scheme \([12,17]\) uses an atomic medium that is inhomogeneously broadened by a magnetic field gradient. Light is absorbed into the atomic ensemble to create an atomic coherence, which then dephases due to the applied broadening gradient. The reversal of the gradient gives rise to the rephasing of the atomic coherence and thus recall of the stored light.

Figure 1 (a) illustrates the experimental setup of the memory system. Both the control and probe-fields are derived from a Ti:Sapphire laser (not shown), where the frequencies and the amplitudes are independently controlled by acousto-optic modulators and an electro-optic modulator \([13]\). The probe-field is focused at the centre of the MOT with a beam waist of 110 \( \mu \)m. The collimated control-field has a large beam waist of \( \approx 10 \) mm to cover the interaction region with a near homogenous intensity. Spatial filtering is used to separate the probe light from the much more powerful control field. The probe is focussed through a 100 \( \mu \)m diameter pinhole and a knife-edge is used when there is an angle, \( \theta \), between the beams. We achieve \( > 34 \) dB attenuation of the control-field while allowing \( > 92\% \) transmission for the probe. The probe-field is then measured either by an avalanche photodiode (APD) or a balanced heterodyne detection system.

The GEM coils are used to create a magnetic field with a \( z \)-component that has a near-uniform gradient in the \( z \)-direction. This creates a controllable spatial atomic frequency detuning, \( \delta(z,t) \), that is close to linear in \( z \). This gradient can be reversed to activate the recall of the stored light \([12]\). Using only two coils allows adequate optical access, although this does affect the homogeneity of the atomic frequency gradient. This can impact the memory decay rate, as we will describe in section IV.

As shown by the level scheme in Fig. 1 (a), the probe and control beams are used to form a Raman absorption line. It is this line that is used to absorb the probe light. As in previous GEM experiments using three-level atoms, the mapping of the probe into and out of the memory is then mediated by the control-field and the applied magnetic field gradient \([12]\).

IV. RAMAN LINE MEASUREMENT

We consider the off-resonant Raman lines in the \(^{87}\)Rb D1 line using the level scheme shown in Fig. 1 (a). Both the control and probe fields were blue detuned by \( \Delta = 325 \) MHz from the excited state \( F' = 2 \) and set to be have the same \( \sigma^+ \) polarisations. The Zeeman degeneracy was lifted by a constant uniform bias field of 0.5 Gauss, which was generated using the GEM coils. We took data for various control laser powers and fitted the measured spectrum to an analytic model. This allowed us to calibrate the control laser power to the square of the Rabi frequency \( |\Omega_c|^2 \) and OD for each Raman transition. Fig-
V. HIGH EFFICIENCY STORAGE

A probe pulse with a Gaussian full-width-half-maximum (FWHM) of 6.66 µs was coherently absorbed into the atoms, and then recalled by changing the sign of the magnetic field gradient. Figure 2 (a) shows the balanced heterodyne signal for input and recall, where the input reference signal was obtained without the MOT. Fig. 2 (b) shows the corresponding demodulated signals averaged over 15 pulses. By directly integrating the area below the input and output pulses, we estimate the efficiency in this experiment to be 87 ± 2%. Efficiency measurements using an APD were within experimental uncertainty of the heterodyne results. The APD, however, could only be used when the angle, θ, between the control and probe beams was > 0.2° so that adequate spatial filtering could be employed to avoid saturating the APD.

The output pulses experience only slight distortion as a result of storage. For a single shot, the amplitude overlap of the output with a Gaussian reference is (99.3 ± 0.1)%.

Four wave mixing (4WM) can lead to noise and amplification in coherent atom-light systems [20]. In order to estimate the impact of 4WM in our experiment we numerically solve the Maxwell-Bloch equations with experimental parameters. These numerical results [23] are compared to the experimental data in Fig. 2 (b). The numerical simulation predicts a recall efficiency of 89% which is within experimental uncertainty of our measured value. Comparing simulations with and without 4WM shows that the power contained in the idler is expected to be 0.9% of the probe input power, leading to gain in the probe output of 0.9%. This result is consistent with previous work in warm vapour which found little additional noise in the GEM protocol with similar storage times and efficiencies [17].

Figure 2 (c) shows results for different storage times, obtained by changing the gradient field switching time. For this data, both the control-field and the magnetic gradient were left on during storage. Both these fields have an impact on the storage lifetime. An exponential decay with a rate Γ_c/2π ≃ Γ(Ω_c/2Δ)^2/2π is expected due to the control-field induced scattering. The magnetic gradient, on the other hand, was observed to give non-exponential decay. We attribute this to the geometry of the GEM coils. We modelled the atomic detuning, δ(z),
induced by the coils up to second order in \( z \) by assuming \( \delta(z) = \delta_0 + \eta^{(1)}z + \eta^{(2)}z^2 \). The constant offset \( \delta_0 \) lifts the degeneracy of the \( m_F \) states. In our experiment, swapping the current in the coils leaves \( \delta_0 \) unchanged, inverts the sign of \( \eta^{(1)} \), but does not invert the sign of \( \eta^{(2)} \). Swapping the currents, therefore, does not give full spatial inversion of the field gradient when there is a non-zero \( \eta^{(2)} \). From here we derived a magnetic field dependent model of decay assuming a Gaussian input pulse [23]:

\[
\mathcal{E}(t) = \frac{\mathcal{E}_0}{\sqrt{1 - i\zeta(t - t_0)/\sqrt{2}\tau}} \left\{ \frac{\sigma}{\sqrt{2}(t - t_0)^2 + 1} \right\}^2 e^{-\Gamma_{set}t},
\]

where \( \zeta = 4\eta^{(2)}\sigma^2 \), \( \sigma \) is the spatial width of the spinwave envelope, the initial efficiency is normalised by \( \mathcal{E}_0 \) and \( t_0 \) is an offset to compensate for the read and write durations. This model shows good agreement with the measured data, as shown in Fig. 3.

With the control and gradient fields on, GEM is an effective memory for multiple temporal modes. The result for \( \Omega_c = 2\pi \times 5.19 \text{ MHz} \) shows a fractional delay of 8.1 at 50% efficiency, where the fractional delay is defined as the ratio of storage time to FWHM pulse width. We have also directly demonstrated the multimode capacity by storing and recalling a pulse train of 20 Gaussian pulses with an average efficiency of 14%. [23]. Large multimode capacity and fractional delay is important for time-bin qubit storage and multiplexing [24].

VI. LONG-LIFETIME SINGLE MODE STORAGE

To achieve the best memory lifetime we are free to turn off both the control-field and the gradient magnetic field during the storage duration. Note that the uniform bias magnetic field is still present to mitigate the impact of ambient magnetic field fluctuations which would otherwise severely limit the memory lifetime. Figure 4 shows the experimental results. For the co-propagating case \( \theta = 0^\circ \), we obtained a memory lifetime of 1 ms. Furthermore, we observed storage with efficiency above 50% for times up to 0.6 ms with a fractional delay of 84.

In the absence of the control-field, the decay in memory efficiency is due now to other mechanisms. As shown in Fig. 3, there is a strong dependence of the memory lifetime on the angle between probe and control beam. This is due to the thermal motion of the atoms. For a cold atomic ensemble at temperature \( T \), the mean atomic velocity is \( \bar{v} = \sqrt{k_BT/m} \), where \( k_B \) and \( m \) are the Boltzmann constant and the atomic mass, respectively.

Both the radial and longitudinal motion will contribute to the decay of the memory. The radial motion leads to atom loss out of region that contributes to the detected output mode of the memory. The radial position of an atom can be modelled as \( \rho(t) = \sqrt{\rho(0)^2 + 2w_0^2t^2} \) to give a characteristic time for the atom loss of \( \tau_1 = w_0/\bar{v} \), where \( w_0 \) is the waist of the detected mode.

![FIG. 4. The memory lifetime is extended by turning off both the control and the magnetic gradient field.](image)

(a) Measured efficiency as a function of storage time. For \( \theta = 0^\circ \), the coherence time is limited by the atom loss, see text for details. The corresponding \( e^{-1} \) decay time is 1 ms. Solid lines are the theoretical fit with Eq. (2). For \( \theta = 0.2^\circ \), 0.55°, and 0.84°, the coherence times are limited by the longitudinal dephasing. (b) Measured coherence time due to the longitudinal dephasing as a function of the angle \( \theta \). Solid line shows the calculated curve for \( T = 100 \mu \text{K} \). The shaded region shows the bounds for fits at \( T = 110 \mu \text{K} \) (lower bound) and \( T = 90 \mu \text{K} \) (upper bound).

The longitudinal motion is more complicated to analyse. If \( \bar{v}t \gg \lambda_{SW}/|k_{SW}| \), where \( k_{SW} \) is the spatial frequency of the GEM spinwave, the atomic coherence will be washed out. The characteristic time for the longitudinal dephasing is given as \( \tau_d = \lambda_{SW}/2\bar{v} \). Then, the overall efficiency is found to be [23]

\[
\mathcal{E}(t) = \frac{\mathcal{E}_0}{\sqrt{1 + (t/\tau_1)^2}} \exp\left[-(t/\tau_d)^2\right].
\]

Unlike the EIT polariton, the GEM polariton propagates in \( k \)-space at a velocity given by the frequency gradient \( \eta^{(1)} \) [24, 27], i.e. \( k_{SW}(t) \cdot \hat{z} = k_0^{(1)} \cdot \hat{z} + \eta^{(1)}(t) \cdot \hat{z} \). The initial spatial frequency is given by \( k_{SW} = k_p - k_c \) where \( k_p \) and \( k_c \) are the k-vectors of the probe and control fields, respectively. This initial spatial frequency will be increased for any \( \theta \neq 0 \). For a given atomic temperature, longitudinal dephasing can be minimised by keeping \( |k_{SW}(t)| \) small. This means minimising \( \theta \) and leaving the magnetic gradient off where possible, not only to reduce the impact the quadratic gradient term discussed above, but also to keep the wavelength of the spinwave larger.
Given the temperature of our atoms is \( T = 100 \, \mu \text{K} \) and the beam waist is \( w_0 = 110 \, \mu \text{m} \), we estimate characteristic times of \( \tau_l = 1.12 \, \text{ms} \) and \( \tau_d = 71 \, \text{ms} \) for \( \theta = 0^\circ \), indicating that we are in a regime dominated by radial diffusion out of the mode of the memory. Fitting the experimental data at \( \theta = 0^\circ \) (shown in Fig. 4(a)) with \( E(t) \approx E_0/[1 + (t/\tau_l)^2]^2 \), we find \( \tau_l = 1.24 \, \text{ms} \), which is in good agreement with the estimated value.

As expected, the memory lifetime is much reduced as the angle (\( \theta \)) between control and probe beams is increased. Fixing the longitudinal time constant at \( \tau_l = 1.24 \, \text{ms} \), Eq. (2) can be used to find \( \tau_d \) as we increase \( \theta \). The data points in Fig. 4(b) show the angular dependence of \( \tau_d \) determined in this way. These points are in excellent agreement with the curve found by assuming \( T = 100 \, \mu \text{K} \). An independent determination of the temperature based on measurements of the optical depth as a function of time gave 95 \( \mu \text{K} \). Based on this model, we expect that further improvement is possible by increasing the probe beam size and lowering the temperature. For example, we expect \( \tau_l = 6.3 \, \text{ms} \) with \( T = 10 \, \mu \text{K} \) and \( w_0 = 220 \, \mu \text{m} \). Eventually, given the horizontal geometry of our experiment, we would become limited by the free-falling atoms leaving the memory mode [28].

**VII. ANALYSIS OF THE QUANTUM PERFORMANCE OF THE MEMORY**

To directly verify that the memory can store and recall quantum states without introducing significant decoherence, we performed balanced heterodyne measurements of weak coherent states before and after storage in the memory. The quantum state of the probe-field was measured by increasing the local oscillator power such that the shot noise was above technical noise within the detection frequency band of \( (3.0 \pm 0.1) \, \text{MHz} \). The detected heterodyne signal was then demodulated with sine and cosine functions that were referenced to the phase of a bright pulse. This reference pulse was sent through the memory, with the control-field off, just prior to the input of the probe-field.

The heterodyne detection provides a direct sampling of the Husimi Q-function [29], which we estimated from ensembles of heterodyne measurements of individual pulses. The corresponding Wigner functions are then found by performing a deconvolution with the vacuum state. Figure 5(a) shows the measured Wigner functions of the input and output states along with the corresponding photon number and the fidelity between the input and output states. Results show a high recall fidelity (99.6\%) for the vacuum state. This result indicates no significant background noise is present in the memory. As the photon number increases the phase-space overlap between the input and output is reduced. This is due to the non-unity efficiency of the memory, which reduces the coherent amplitude of the output relative to the input. The memory efficiency in the heterodyne data was 73\% for 10 \( \mu \text{s} \) storage.

![Figure 5](image-url)

**FIG. 5.** (a) Measured Wigner functions of a selection of coherent states at the input and output of the memory. The parameter \( m \) is the number of pulses in the dataset, \( t \) is the storage time. The mean measured photon numbers are indicated in the plots. The input states (top row) were recorded in the absence of trapped atoms while the output states (bottom row) were recorded after being stored in the memory and recalled. (b) \( T-V \) characterisation of the quantum performance of the memory. The classical limit assumes the state is measured and recreated with the applicable vacuum penalties for each quadrature. The linear loss limit is a lower physical bound that an ideal fibre would follow, assuming it adds no noise. Indicated on this line are some accessible ideal fibre storage times, where 100 \( \mu \text{s} \) is at the \( T=1 \) boundary of the no-cloning limit. This is because we were forced to reduce the Raman transition detuning to 160MHz (10 \( \mu \text{s} \) data) and 200 MHz (125 \( \mu \text{s} \) data) to enable the laser locking required to maintain stability for the collection of statistical data. (See [23] for details.)

To obtain a state-independent characterisation of the quantum performance, we use the \( T-V \) representation [30] [31]. The \( T \) coefficient is a measure of how well the signal-to-noise ratio of the quantum state is preserved while the \( V \) coefficient is a measure of the noise added to the output state. This allows the definition of three performance regimes, as shown in Fig. 6(b). The classical limit is the weakest, followed by the EPR (Einstein-Podolsky-Rosen) preservation regime in the lower left quadrant, and finally the no-cloning regime in the lower right quadrant. All physical systems are bounded to be above the linear loss limit. A state of light delayed or stored in an ideal fibre loop, where the only source of
state degradation is attenuation, would have $T-V$ parameters that track along the linear loss limit. We have indicated some sample fibre storage times on in the figure, assuming best case fibre attenuation of 0.15 dB/km at 1550 nm.

When calculating the $T-V$ parameters, detection losses and noise could obscure noise added by the memory and must be taken into account to avoid overestimating the quantum performance. The total effective detection efficiency is calculated from the losses due to spatial filtering, heterodyne fringe visibility, the heterodyne detection penalty, the quantum efficiency of our detectors and shot-noise to dark-noise ratio (See [23] for details). The 10 $\mu$s and 125 $\mu$s storage data had total detection efficiencies of 17% and 24% respectively. Correction for detection efficiency reduces $T$, increases $V$ and also increases the error bounds that appear in our $T-V$ data.

The experimental $T-V$ points are shown in Fig. 5(b). We see that they lie above the linear loss limit indicating that there is some additional noise in our system, to which the $T-V$ parameterisation is sensitive. Analysis of our heterodyne data indicates this noise is in the phase quadrature of the output states. We believe that our system is affected by shot-to-shot variation of the MOT parameters, leading to small fluctuations in the recalled phase. The amount of added noise is not observed to increase as we lengthen the storage time. For a storage time of 125 $\mu$s we are more than one standard deviation within the no-cloning regime. By comparison we see the 125 $\mu$s point for the ideal fibre is well outside this regime. It is also worth noting that a real fibre may not achieve ideal noiseless performance due to acoustic fluctuations of the fibre length adding phase noise to states delayed in a fibre.

VIII. COMPARISON OF MEMORY SYSTEMS

For quantum repeaters in optical fibre networks, the point of the memory is to overcome losses in fibre. An obvious benchmark for a memory is therefore the performance of optical storage compared to an ideal fibre loop. In Fig. 6 we plot the efficiency of our memory as a function of time with the shaded region showing what is accessible by fibre delay. The ideal fibre loses 50% of the input light after 100 $\mu$s. Our system beats this time by a factor of 6 and is, to the best of our knowledge, the only coherent optical memory that has demonstrated storage above 50% efficiency for a time that beats delay in an ideal fibre.

Also shown in Fig. 6 is a comparison of various published quantum-compatible memory schemes, restricted to ensemble systems that are capable of giving an optical output state. Ensemble systems are the most general form of quantum memory as they can store both single and multi-photon quantum states. In this plot we have included data from a range of different published experiments, not all of which provide an analysis of the quantum performance of the experiment, although all the protocols used have been shown to be compatible with quantum storage. We have categorised the experiments according to platform and protocol, as labelled. Most of these experiments work as universal capture-and-release memories that accept some travelling mode of light as an input. A few recent experiments (indicated by dashed lines) make use of photon sources that are built into the memory. Since in-coupling of light is not required such a system is attractive for building deterministic single photon sources. One must, however, be mindful of the success rate of preparing a photon in the memory. This preparation efficiency is not included in Fig. 6. Furthermore, some quantum repeater protocols require universal memories 2. It is also worth noting that only 100 52 work directly at 1550 nm, at the same wavelength as the ideal fibre loop, making these schemes more readily compatible with fibre-optic networks. All other memories on this plot would require wavelength translation 53 54 to work at telecom wavelengths, as demonstrated in 54 with 20% conversion efficiency.

This plot does not explicitly show a third important memory property, namely the time-bandwidth product. For many of the memories shown, however, there is an implicit indication of this property. To get the best efficiency a short storage time is advantageous, which means making the shortest pulse that will fit into the memory and recalling it as soon as possible, i.e. about one pulse-width later. For this reason, the shortest recorded storage time is, for most experiments, a proxy for the inverse bandwidth of the memory. If the storage time is much longer than the shortest storable pulse width then the decay curve shows a long flat plateau, which is indicative of a memory where the experimental data has shown a high time-bandwidth product. A notable exception is the Raman memory 54, which used a pulse width of 300 ps, although the shortest reported storage time was 100 ns.

In terms of memory platform, cold-atom based systems have the distinction of providing both very long storage 65 and the highest recorded efficiency, presented in this paper. It is unlikely that these characteristics can be combined, however, as the long storage times shown in 65 made use of an optical lattice, which is not conclusive to the high optical depth required for maximising the efficiency. Solid state systems appear to hold the best prospects for combining long storage and high optical depth 59, although this has yet to be demonstrated in an experiment.

IX. CONCLUSION

Extending the memory lifetime while maintaining high storage efficiency is an important step toward a practical quantum memory. In addition to efficiencies up to 87%, our system demonstrates millisecond storage lifetime which translates into 0.6 ms of storage above the 50% no-cloning threshold. Our results and modelling
FIG. 6. Comparison of the efficiency and storage time of quantum memories that output an optical state. Not all the experiments in this graph were done in the quantum regime, but all the techniques are at least theoretically compatible with quantum storage. Both universal capture-and-release (solid lines) and recall-only (dashed lines) memories are included. Note that preparation efficiencies for recall-only memories are not taken into account. The vertical axis of the plot shows measured efficiency; above 0.1 with a linear scale and below 0.1 with a logarithmic scale. The horizontal axis shows storage time, which spans nearly 15 orders of magnitude. For each experiment a point is plotted on the graph indicating the maximum storage efficiency, which always occurs for the shortest reported storage time. Where a decay model is given, or data is available, a curve is also plotted showing how the storage efficiency decreases with storage time. The curves are plotted down to the point where the efficiency reaches $e^{-1}$ of the maximum recorded efficiency. The yellow curve and shaded region indicate region accessible by an ideal fibre loop at 1550 nm, neglecting losses from input and output coupling. In method CRIB, DLCZ, ROSE and HYPER refer to controlled reversible inhomogeneous broadening, Duan-Lukin-Cirac-Zoller scheme, revival of silenced echo, and hybrid photon echo rephasing, respectively. Published data is labeled by institute, year and citation. Citations that appear in this plot, but not in the text: [32–49]

suggest that our quantum memory exhibits good phase stability as well as negligible added photon noise from residual nonlinear optical process. The decay mechanisms that limit the storage time have been characterised, and this work points the way to further improvements in storage time.
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