A Related work

A.1 Manual segmentation

In manual MRI scan segmentation, human raters (e.g., expert physicians) manually delineate and label regions of interest in the scans\(^1\). Although this method is considered the gold standard, it is cumbersome and has low reproducibility. Manual segmentation of 3D volume scans is generally performed slice-by-slice and typically requires the segmentation of 80 slices, being tedious and time-consuming. While various brain structures have been used to diagnose central nervous system diseases (e.g., stroke, Alzheimer’s disease), certain brain structures are used for diagnosing atypical Parkinsonism. The putamen, globus pallidus, midbrain, and pons are the main brain structures that show changes in atypical Parkinsonism and are often segmented for diagnosis and differentiation. However, manual segmentation of these structures in a brain MRI scan is time-consuming and strenuous, even for an experienced radiologist or neurologist who can accurately recognize these structures. In addition, manual segmentation is prone to inter- and intra-rater variability\(^2\)–\(^4\). Moreover, the segmentation quality depends on rater proficiency, and even experienced specialists may show variability from their previous annotations. Hence, validation by at least two raters is required for the analysis. Given the challenges and problems of manual segmentation, automated methods are preferred for large-scale datasets in clinical trials or when accurate and quantitative analyses of brain MRI scans are required, such as when measuring the volume or intensity of signals in a brain structure.

A.2 Automated segmentation: Atlas-based method

Automated image segmentation has been dominated by atlas-based methods that formulate segmentation as an image-registration problem\(^5\). A labeled image (i.e., an atlas) is transformed (i.e., registered) using a deformation model for mapping onto an unlabeled image (i.e., test scan). The established spatial correspondence is then used to transfer labels from the atlas to the target MRI scan\(^6\)–\(^8\). Initially, a single atlas delineated by medical experts was used, but segmentation could be highly biased depending on the quality of registration (i.e., the similarity between the atlas and scan)\(^9\). Subsequently, multiple labeled atlases have been used to mitigate bias and capture wide anatomical variations\(^9\). Accordingly, two strategies have been proposed: 1) multi-atlas and 2) Bayesian segmentation. Multi-atlas segmentation registers atlases individually onto the test scan and applies label fusion (majority voting) to propagate the most frequently selected labels\(^10\)–\(^11\). Bayesian segmentation uses a single probabilistic atlas that summarizes all atlases\(^12\)–\(^13\). This entails propagating label probabilities (prior) and image voxel intensities (likelihood) to deduce a generative model (posterior probability) using Bayes’ rule. This strategy can be adapted to MRI scans\(^12\)–\(^14\)–\(^16\) and is faster than multi-atlas segmentation because it requires only one computationally intensive registration step per scan. Bayesian segmentation is implemented in various tools such as FS\(^17\), statistical parametric mapping\(^12\), and the FMRIB software library (FSL) FMRIB integrated registration and segmentation tool (FIRST)\(^18\).
For our six target brain structures, the average specificity, positive predictive value, and Dice score of FS as higher than those of FSL-FIRST\textsuperscript{19}. Additionally, compared with other automated approaches (i.e., statistical parametric mapping and FSL), FS had the highest sensitivity and specificity for brain volume changes in ROC analysis, achieving more consistency, less susceptibility to noise, and better image quality\textsuperscript{20–23}. Furthermore, with several segmentation tools introduced for general brain segmentation, FS is frequently used in PD diagnosis\textsuperscript{24–27}. Therefore, with the extensive and automated analysis of key features in the human brain, FS has been widely recognized as the most representative atlas-based automated segmentation method for brain structure analysis. Thus, it served as a reference in our study.

A.3 Automated segmentation: DL model

Modern automated image segmentation relies on DL techniques, with the two most generalized DL models being CNNs and ViTs. As for other computer vision tasks, CNNs are predominant in image segmentation owing to the effectiveness of the convolution operation. Convolution deals with sparse interactions (local connections), weight (parameter) sharing, and translation equivariance, giving CNNs a strong and useful inductive bias (prior knowledge) and allowing them to converge quickly with reduced computational complexity. Owing to the effectiveness of the convolution operation, the UNet architecture\textsuperscript{28} has achieved outstanding results in the medical field\textsuperscript{29–34}, being widely used for segmentation. UNet has a U-shaped symmetric encoder–decoder architecture, typically including 1) a convolutional encoder (or downsampling network) to extract relevant features from the inputs at different resolutions, followed by 2) a convolutional decoder (or upsampling network) to synthesize the extracted features as a high-resolution image to obtain pixel- or voxel-wise precision, and 3) a skip connection between layers to recover spatial information lost during downsampling. V-Net\textsuperscript{35} is a representative variant of UNet for 3D medical image segmentation.

Despite their efficiency, CNNs have a limited ability to learn long-distance dependencies owing to the locality of receptive fields in the convolutional layers\textsuperscript{36, 37}. Thus, transformer-based models, which use self-attention mechanisms as core operators, have recently enabled attractive solutions for computer vision tasks. The key idea of the self-attention mechanism, which has shown great success in natural language processing, is to learn the relative importance (self-alignment) of a single token relative to all other tokens in a sequence\textsuperscript{38}. In other words, calculating the pairwise interactions between all input units has essentially the same effect as having a global receptive field of long-range dependencies\textsuperscript{39}. Inspired by this mechanism, ViT\textsuperscript{40} was introduced to interpret an image as a sequence of patches, adapting self-attention for computer vision applications. ViT and its variants have demonstrated excellent performance in many computer vision tasks\textsuperscript{41–45}. UNETR\textsuperscript{46} is a representative ViT-based 3D image segmentation model that improves the segmentation performance by reducing the loss of encoding information by converting the encoder of an existing CNN-based segmentation model into a ViT. However, transformer-based approaches have limitations, such as the need for large amounts of training data owing to the lack of inductive bias and the quadratic computational complexity of self-attention according to the input image size\textsuperscript{40}.

Although the medical community is greatly interested in DL models for image segmentation, few studies have been conducted on segmenting intricate brain structures to diagnose diseases. To the best of our knowledge, no existing research has investigated DL methods for segmenting the biomarkers of Parkinsonian syndromes. FS was used as an automated segmentation tool toward diagnosing Parkinsonian syndromes but neglecting DL methods\textsuperscript{47, 48}. Similarly, a method for fully automated segmentation of the brain without relying on DL was proposed\textsuperscript{49}. They introduced a pipeline that uses FS labeling to provide information in a highly nonlinear transformation method (i.e., large deformation diffeomorphic metric mapping). In this study, we used high-performance DL models based on CNN and ViT to segment the brain structures of patients with Parkinsonian syndromes. We established that DL models can yield equal or more effective results than FS. These models can substantially shorten the segmentation time while retaining the accuracy of non-DL FS segmentation.
B Additional qualitative results

Figure S1. Study overview and performance comparisons. Using FS and DL V-Net and UNETR for segmentation, we analyzed the segmentation time, Dice score, and AUC of disease diagnosis considering each brain structure. In addition, a comparison of AUC was conducted using ML methods for disease diagnosis considering all brain structures.
### Additional quantitative result

|               | CNN          | ViT          |
|---------------|--------------|--------------|
| Midbrain      | 0.9385 ± 0.020 | 0.9642 ± 0.001 |
| Pons          | 0.9661 ± 0.010 | 0.9748 ± 0.006 |
| V3            | 0.9254 ± 0.036 | 0.9550 ± 0.001 |
| Caudate       | 0.8892 ± 0.038 | 0.9456 ± 0.001 |
| Putamen       | 0.8917 ± 0.028 | 0.9474 ± 0.002 |
| Pallidum      | 0.8495 ± 0.045 | 0.9274 ± 0.002 |

**Table S1.** Dice scores of CNN-based V-Net and ViT-based UNETR for brain structures: midbrain, pons, third ventricle (V3), caudate, putamen, and pallidum. The mean ± standard deviation for threefold cross-validation is provided.
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