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Abstract

Monaural speech dereverberation is a very challenging task because no spatial cues can be used. When the additive noises exist, this task becomes more challenging. In this paper, we propose a joint training method for simultaneous speech denoising and dereverberation using deep embedding features, which is based on the deep clustering (DC). DC is a state-of-the-art method for speech separation that includes embedding learning and K-means clustering. As for our proposed method, it contains two stages: denoising and dereverberation. At the denoising stage, the DC network is leveraged to extract noise-free deep embedding features. These embedding features are generated from the anechoic speech and residual reverberation signals. They can represent the inferred spectral masking patterns of the desired signals, which are discriminative features. At the dereverberation stage, instead of using the unsupervised K-means clustering algorithm, another supervised neural network is utilized to estimate the anechoic speech from these deep embedding features. Finally, the denoising stage and dereverberation stage are optimized by the joint training method. Experimental results show that the proposed method outperforms the WPE and BLSTM baselines, especially in the low SNR condition.
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1. Introduction

In many real-world speech communication applications, speech signals recorded by receivers not only contain the desired speech signals, but also the reverberation and additive noises. However, these reverberations and noises can degrade speech intelligibility and sound quality for human listeners\textsuperscript{1,2,3,4}. In this paper, we focus on the single-channel simultaneous speech denoising and dereverberation.

In order to address the speech dereverberation problem, many algorithms have been proposed in the past decades\textsuperscript{5,6,7}. Weighted prediction error (WPE)\textsuperscript{5,7} methods deal with reverberation on a signal level, which have been suggested to be very efficient at suppressing room acoustic effects. They are based on delayed linear prediction. WPE first obtains the frequency-dependent linear prediction filters by a number of history frames. Then the enhanced signal is acquired by subtracting the filtered signal from the original reverberant signal in the subband domain. These algorithms can reduce reverberation well in clean condition. However, when there are the additive noises and reverberation simultaneity, the performance of these algorithms are suffered severely.

In recent years, deep neural networks (DNNs) have emerged as a powerful learning method and have been gradually applied to speech dereverberation\textsuperscript{8,9,10,11}. In\textsuperscript{8}, Han et al. propose to use DNN to learn a spectral mapping from reverberation to anechoic speech. While at low reverberation time (RT60) the performance is still limited. And direct spectral magnitude estimation performs worse than mask estimation\textsuperscript{12}. Williamson and Wang\textsuperscript{10} propose to do the speech dereverberation in the complex domain, they use a DNN to estimate a complex ideal ratio mask (cIRM) rather than the spectral magnitude. And the magnitude and phase spectrum are enhanced jointly. Although this method can get a better performance than\textsuperscript{5}, the computational cost is too expensive.

In our previous work, we proposed a deep embedding features method for speech separation\textsuperscript{13,14,15}, which was based on deep clustering (DC)\textsuperscript{16}. These deep embedding features can be regarded as very discriminative features for speech dereverberation, which can discriminate the anechoic speech and the reverberant signals very well. Motived by this, in this study, we propose a joint training method for simultaneous speech denoising and dereverberation using deep embedding features. The proposed method includes two stages: denoising and dereverberation. Firstly, a DC network is trained to extract deep embedding features without noise signals, which is the denoising stage. These embedding features are generated from the anechoic speech and residual reverberation signals. They are noise-free vectors. In addition, they can represent the inferred spectral masking patterns of the desired signals, which have an advantage in discriminating anechoic and reverberation. Secondiy, at the dereverberation stage, instead of using the unsupervised K-means clustering algorithm, another supervised neural network is applied to learn the mask of anechoic speech from these deep embedding features. In this stage, the objective function can be directly defined at the desired signals not the embedding vectors, which is conducive to dereverberation.

The rest of this paper is organized as follows. Section 2 presents the signal channel speech dereverberation based on mask. The proposed method is stated in section 3. Section 4 shows detailed experiments and results. Section 5 draws conclusions.

2. Single Channel simultaneous denoising and dereverberation method Based on Mask

Let $x(t)$ and $h(t)$ denote anechoic speech and room impulse response (RIR), respectively. $n(t)$ represents the additive noise.
The noisy and reverberant speech $y(t)$ can be represented as:

$$y(t) = x(t) * h(t) + n(t)$$  \hspace{1cm} (1)

After the short-time Fourier transformation (STFT), this following relationship is still satisfied:

$$Y(t, f) = X(t, f) \times H + N(t, f)$$  \hspace{1cm} (2)

where $Y(t, f)$, $X(t, f)$ and $N(t, f)$ denote the STFT of $y(t)$, $x(t)$ and $n(t)$, respectively.

The objective of this study is to estimate the clean anechoic speech from $y(t)$ or $Y(t, f)$. As for speech separation task, it is well known that mask based speech separation can obtain a better result \cite{13, 17, 18, 19}. Similarly, we apply the mask $M(t, f)$ for speech dereverberation in this paper. According to the commonly used masking method, the estimated magnitude $|\tilde{X}(t, f)|$ of anechoic can be estimated by

$$|\tilde{X}(t, f)| = |Y(t, f)| \odot M(t, f)$$  \hspace{1cm} (3)

where $\odot$ indicates element-wise multiplication. Finally, the estimated magnitude $|\tilde{X}(t, f)|$ and the phase of noisy reverberant signal are used to reconstruct anechoic speech by inverse STFT (ISTFT).

3. Our proposed method

In this paper, we extend our previous work\cite{13} to simultaneous speech denoising and dereverberation as shown in Fig. 1.

It includes two stages: speech denoising and speech dereverberation. Firstly, at the speech denoising stage, we utilize the DC network to extract the deep embedding features, which are noise-free vectors. Secondly, at the speech dereverberation stage, instead of using the unsupervised K-means clustering algorithm, another supervised neural network is applied to learn the mask of the target signals from these deep embedding features. The reason is that these features can discriminate the anechoic speech and reverberant signals very well. Finally, in order to improve the performance of the proposed system, these two stages are optimized by the joint training method.

3.1. Speech denoising stage

At the speech denoising stage, we firstly train a DC \cite{16} network based on BLSTM as the extractor of D-dimensional deep embedding features $V \in \mathbb{R}^{TF \times D}$. The embedding $V$ can be regarded as a noise-free and discriminative feature encoding of the signal partition. Here we consider a unit-norm embedding, so

$$|v_i|^2 = 1, \hspace{0.5cm} v_i = v_{i,d}$$  \hspace{1cm} (4)

where $v_{i,d}$ is the value of the $d$-th dimension of $V$ for element $i$. We let the embeddings $V$ to implicitly represent an $TF \times TF$ estimated affinity matrix $VV^T$.

The loss function of deep embedding features network is defined as follow:

$$J_{DC} = ||VV^T + BB^T||_F^2$$
$$= ||VV^T||_F^2 + 2||V^TB||_F^2 + ||BB^T||_F^2$$  \hspace{1cm} (5)

where $|| \cdot ||_F^2$ is the squared Frobenius norm. $B \in \mathbb{R}^{TF \times 2}$ is the target membership indicator for each T-F bin. In order to remove the noise firstly, we define the indicator $B$ between anechoic speech and reverberation signal. Therefore, the indicator $B$ maps each element $t,f$ to each cluster of anechoic speech or reverberant signal. If the anechoic speech has the highest energy at time $t$ and frequency $f$ compared to the reverberant signal, $B_{t,f,1} = 1$ and $B_{t,f,2} = 0$. Otherwise, $B_{t,f,1} = 0$ and $B_{t,f,2} = 1$. In this case, $BB^T$ is considered as a binary affinity matrix that represents the cluster assignments.

3.2. Speech dereverberation stage

The dereverberation stage aims to estimate the anechoic speech from the noise-free deep embedding features. Because these embedding features can represent the inferred spectral masking patterns of the desired signals and they are discriminative. We use them as the input features of our dereverberation stage.

As for DC \cite{16}, it utilizes the supervised network to extract the deep embedding vectors. However, it uses the unsupervised K-means clustering algorithm to estimate the target mask. In this study, instead of using the unsupervised K-means, we apply another supervised BLSTM network to learn the mask of anechoic speech so that the proposed method can remove the reverberation very well.

As shown in Fig. 1, when these deep embedding features (noise-free vectors) are extracted, they are input to the BLSTM network to estimate the target mask:

$$\tilde{M}(t, f) = \psi_{BLSTM}(V)$$  \hspace{1cm} (6)

where $\tilde{M}(t, f)$ denotes the estimated mask of anechoic speech and $\psi_{BLSTM(*)}$ is a mapping function based on the BLSTM network.

3.3. Joint training

In order to improve the performance of the proposed system, the joint training method is applied to optimize the denoising stage and dereverberation stage, simultaneously. We directly
apply the mean square error (MSE) between estimated magnitude and true magnitude as the training criterion. Therefore, the loss function of our proposed method is defined as the following:

\[ J = \frac{1}{TF} \sum |||Y(t, f)\rangle \cdot \hat{M}(t, f) - \langle X(t, f)\rangle||_F^2 \]  

(7)

In order to get better deep embedding features, we train the DC network firstly with loss function Eq. 5. Then the denoising stage and dereverberation stage are optimized by the joint training with loss function Eq. 7.

### 4. Experiments and Results

#### 4.1. Dataset

The experiment is conducted using the TIMIT database [20], which has 630 speakers each speaking 10 utterances. We create the training, validation and test sets in the same manner. The reverberant microphone signals are generated by convolving the clean utterances with different RIRs, which is similar to [21]. The RIRs are generated using the image-source method [22]. The noises used in the training and validation sets include 100 different noise types, which can be downloaded from [23].

In order to generate the training dataset, 4620 clean utterances from the TIMIT training database are used. And they are convolved with 10 RIRs, resulting in 46200 training utterances in total. The development dataset is generated using 551 utterances from the TIMIT training database and 9 RIRs, resulting in 4959 utterances in total. Then the training and development dataset are mixed with 100 Nonspeech Sounds database [23] at 4 signal-to-noise ratio (SNR) (-5, 0, 5 and 10 dB). Detailed configuration is listed in Table 1 and Table 2. Finally, the testing dataset is generated using 268 clean utterances from the TIMIT testing database and 18 RIRs, resulting in 4824 utterances in total. As for the test set, besides the 100 different seen noise types, twelve unseen noises are used, which are from NISEX-92 dataset [24].

| Dataset | 4620 utterances in training set from the TIMIT training database |
|---------|---------------------------------------------------------------|
| RT60    | 0.2s to 2s with a step size of 0.2s                            |
| Noise database | 100 Nonspeech Sounds                                         |
| SNR(dB) | -5, 0, 5, 10                                                  |

| Dataset | 551 utterances in training set from the TIMIT training database |
|---------|---------------------------------------------------------------|
| RT60    | 0.3s to 1.9s with a step size of 0.2s                           |
| Noise database | 100 Nonspeech Sounds                                         |
| SNR(dB) | -5, 0, 5, 10                                                  |

#### 4.2. Experimental setups

The sampling rate of all generated data is 8 kHz before processing to reduce computational and memory costs. The 129-dim spectral magnitudes of the noisy speech are used as the input features, which are computed using a STFT with 32 ms length hamming window and 16 ms window shift. Our models are implemented using Tensorflow deep learning framework [25].

In this work, the deep embedding network has two BLSTM layers with 512 units. In order to acquire a better performance, we select four different numbers of embedding dimension D (10, 20, 30 and 40). A tanh activation function is followed by the embedding layer. As for the speech dereverberation stage, it has only one BLSTM layer with 512 units. Therefore, there are three BLSTM layers for our proposed method. A Rectified Linear Unit (ReLU) activation function is followed by the dereverberation stage, which is the mask estimation layer.

All models contain random dropouts with a dropout rate 0.5. Each minibatch contains 20 randomly selected utterances. The minimum number of epoch is 30. The learning rate is initialized as 0.0005 and scaled down by 0.7 when the training objective function value increased on the development set. Our models are optimized with the Adam algorithm [26].

#### 4.3. Baseline systems

We use the BLSTM-based system and WPE-based system as our baselines.

- **WPE**: For WPE-based system, we use the Matlab p-code provided by the authors of [6, 7].
- **BLSTM**: For BLSTM-based system, there are three BLSTM layers with 512 units, which keeps the network configuration the same as our proposed method. It also does the speech denoising and dereverberation simultaneously. Compared with our proposed method, the differences in the BLSTM-based system are that it does the speech denoising and dereverberation at one stage and without the deep embedding features.

#### 4.4. Evaluation metric

In this work, in order to evaluate the quality of the enhanced speech, we compute the following objective measures. The perceptual evaluation of speech quality (PESQ) [27], the Cepstral Distance (CD) [28] and log likelihood ratio (LLR) [29] measures.

#### 4.5. Experimental results

Table 3 shows the results of PESQ, CD (dB) and LLR (dB) for different methods on seen, unseen and average(AVG.) conditions. The seen condition is for the 100 Nonspeech Sounds

---

1http://www.kecl.ntt.co.jp/icl/signal/wpe/
Table 4: Different methods results on seen, unseen and average(AVG.) conditions. D is the dimension of embedding features.

| Methods          | D  | PESQ | CD(dB) | LLR(dB) | PESQ | CD(dB) | LLR(dB) | AVG. |
|------------------|----|------|--------|---------|------|--------|---------|------|
| Unprocessed      | -  | 1.93 | 5.45   | 0.97    | 2.05 | 5.52   | 0.88    | 1.94 |
| WPE(baseline)    | -  | 1.96 | 5.40   | 0.96    | 2.06 | 5.48   | 0.87    | 1.97 |
| BLSTM(baseline)  | -  | 2.61 | 5.03   | 0.81    | 2.58 | 4.92   | 0.83    | 2.60 |
| Our proposed     | 10 | 2.67 | 4.48   | 0.71    | 2.62 | 4.49   | 0.71    | 2.67 |
|                  | 20 | 2.70 | 4.39   | 0.68    | 2.64 | 4.44   | 0.70    | 2.70 |
|                  | 30 | 2.71 | 4.42   | 0.68    | 2.62 | 4.47   | 0.69    | 2.70 |
|                  | 40 | 2.71 | 4.41   | 0.68    | 2.65 | 4.46   | 0.70    | 2.70 |

Table 5: The results of PESQ, CD(dB) and LLR(dB) for different methods on different SNRs.

| SNR(dB) | D   | PESQ | CD(dB) | LLR(dB) |
|---------|-----|------|--------|---------|
| Unprocessed | -  | 1.53 | 1.85   | 2.05    | 2.35 |
| WPE(baseline) | -  | 1.55 | 1.90   | 2.07    | 2.37 |
| BLSTM(baseline) | -  | 2.17 | 2.57   | 2.75    | 2.92 |
| Our proposed | 10 | 2.30 | 2.64   | 2.78    | 2.94 |
|           | 20 | 2.33 | 2.67   | 2.82    | 2.97 |
|           | 30 | 2.34 | 2.67   | 2.82    | 2.97 |
|           | 40 | 2.34 | 2.67   | 2.83    | 2.97 |

In order to acquire better deep embedding features, we select four different numbers of embedding dimension D (10, 20, 30 and 40) in this study. From Table 4 and Table 5 we can make several observations. First, different embedding dimensions have different performances of speech dereverberation, but they all have similar performance. They all show a better performance than baselines, which proves the robustness of our proposed method. Second, when D = 20, the proposed method gets the best performance in most of cases. However, as for the D = 10, it shows a slightly decreased performance no matter seen and unseen conditions. This indicates that too low dimension of the deep embedding features will damage speech dereverberation performance. This is because that low dimension can’t represent the discriminative relation between the anechoic speech and reverberation very well. Therefore, the higher dimension of the deep embedding features can reduce the reverberation better. However, the dimension should not be very high, as we can see that when D = 30 or 40, performance gets slightly worse than D = 20 in some cases. The reason is that the higher dimension has more expensive computational cost, which may damage the performance of speech dereverberation.

4.5.1. The effectiveness of our proposed method

From Table 4 we can find that our proposed speech dereverberation methods are superior to WPE and BLSTM baselines in all objective measures no matter seen or unseen condition. Compared with the BLSTM baseline, the proposed method produces a relative improvement of 3.8% for PESQ measure, and a relative descending of 12.3% and 19.1% for CD and LLR measures. In addition, from Table 5 we can know that the performance of our proposed methods outperform the WPE and BLSTM baselines for all of the SNRs, especially in the low SNR condition. These results indicate the effectiveness of our proposed method. The reason is that our proposed method is a two-stage algorithm with joint training to optimize the enhanced model. Firstly, the noisy spectrums are mapped to noise-free vectors (deep embedding features), which is the speech denoising stage. Secondly, the dereverberation stage learns the target mask from these vectors. Finally, joint training is applied to optimize these two stages. Besides, the deep embedding features are more easily removed the reverberation than the amplitude spectral features. Because they contain the potential mask of anechoic speech and they are discriminative features. Therefore, they are conducive to speech dereverberation so that they can improve the performance of speech dereverberation.

4.5.2. The effect of different embedding dimensions

In this paper, we propose a joint training method for speech denoising and dereverberation using deep embedding features. The proposed method includes two stages: denoising and dereverberation. At the denoising stage, a DC network is trained to extract deep embedding features that are noise-free vectors. At the dereverberation stage, it directly learns the target mask form these deep embedding features. Finally, these two stages are optimized by the joint training method. Results show that our proposed method outperforms to WPE and BLSTM baselines. Compared to the BLSTM-based method, the proposed method produces a relative improvement of 3.8% for PESQ measure, and a relative descending of 12.3% and 19.1% for CD and LLR measures. In the future, we will explore the proposed method for multi-channel speech dereverberation to make full use of the spatial information.

5. Conclusions
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