Effect of Powder Bed Fusion Process Parameters on Microstructural and Mechanical Properties of FeCrNi MEA: An Atomistic Study
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Abstract
In our study, molecular dynamics (MD) simulations of laser powder bed fusion (LPBF) have been conducted on equimolar FeNiCr medium entropy alloy (MEA) powders. With the development of newer LPBF technologies capable of printing at the microscale, an even deeper understanding of the underlying atomistic effects of the process parameters on the microstructural and mechanical properties of the manufactured FeNiCr MEA products is required. In accordance with previous literature, the parameters of the LPBF process have been systematically varied, including layer resolution from 1 to 6, laser power from 100 µW to 220 µW, bed temperature from 300 to 600 K, and laser scan speed from 0.5 Å/ps to 0.0625 Å/ps. Consistent with prior macroscopic experimental findings, the atomistic results suggest that additive manufacturing using thinner layers imparts higher ultimate tensile strength (UTS) than fabricating with thicker layers. The latter, however, requires a shorter process time but induces keyhole defect formation if the laser-induced temperature is not sufficiently high enough. Increasing the temperature proves useful in mitigating this problem. Enhancement of UTS for the multi-rowed powders has been observed by raising the substrate temperature to 600 K, slowing down the laser or by raising the power to 160 µW during production. Beyond certain critical power, however, the UTS of the product diminishes due to the emergence of multiple vacancies. These results will help researchers to find a good balance between the production speed and strength of additive manufactured products at the nanoscale.
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1 Introduction
The demand and utilization of 3D printing have been on the rise since printing machines became affordable and consumer-friendly. Additive Manufacturing (AM) is a 3D printing process in which an object is built up layer by layer through depositing materials according to the digital data provided [1–3]. Additive Manufacturing has revolutionized the manufacturing industry owing to its numerous benefits. AM reduces cost, time, and carbon footprint compared to the traditional methods of manufacturing. It minimizes raw material wastage in contrast to subtractive manufacturing processes and produces better quality parts for prototyping. It is possible to fabricate and customize complex geometries without the use of tools or molds. Using optimum parameters, the finished product can be manufactured with less porosity translating to better mechanical properties. Thus, it is widely used in aerospace, automotive, medical, and architectural industries [3–5].

Laser powder bed fusion (LPBF), one of the many 3D printing technologies, is being used to build metallic components with complex shapes [6, 7]. To perform LPBF, a layer of metal powder is placed over a substrate/bed. A high energy density laser is then used to selectively melt and fuse a specific region of the powder according to computer-aided design (CAD) data. The substrate is then lowered and another layer of powder is placed on top for the laser to scan again. Repeating this process enables the structure to be built following the design data. The final product has a near-net shape and up to 99.9% relative density [8]. Previous studies
have reported various effects of different LPBF parameters on the structural integrity of numerous metals and alloys [9, 10]. It is reported that the LPBF process is associated with a high degree of porosity [11, 12]. These porosities can initiate micro-crack formation due to stress concentrations. Recently, studies have been performed on pore evolution to develop strategies to diminish porosity by varying process parameters. Aboulkhair et al. [13], for instance, improved the relative density of AlSi_{10}Mg alloy processed parts by using a trade-off between process parameters and scan strategies. On top of that, Maskery et al. [14] perceived correlations between scanning strategies, porosity levels, pore size, and their positions using X-ray computed tomography and have provided quantitative analysis methods to refine LPBF process parameters.

Numerous studies have adopted experimental and numerical methods to understand the physical phenomena like melt pool behavior and surface morphology during macroscale LPBF processing [15, 16]. In the LPBF process, melting and solidification occur at very small lengths and time scales. Thus, the high cost, low resolution, and complexity of measurement techniques make the experimental study of the thermo-fluid-mechanical behavior challenging. Also, numerical methods have been previously used to investigate the formation of LPBF products along with their melt pool geometry, temperature distribution, microstructural evolution, etc. Though continuum methods such as Computational Fluid Dynamics (CFD), Finite Element Method (FEM), Discrete Element Method (DEM) are used to study AM processes as well, working with the microscale powder bed fusion is more effective to understand the underlying physics during the LPBF process. Microscale-selective laser melting (μ-SLM) is a newly developing LPBF process, in which the melting phenomenon is dominated by nanoparticle composition, which the continuum models fail to present. Kurian et al. [17] in their study demonstrated that such emerging μ-SLM process could also be analyzed using molecular dynamics (MD) simulation at the nanoscale. As such, in this study, MD simulation would provide an exceptional way to visualize and understand why varying certain parameters can influence the overall mechanical and microstructural properties of a material.

Medium-entropy alloys (MEAs) such as FeNiCr are a newly emerging type ofmulticomponent alloys that have been developed recently. They are useful for applications such as dental implants [18], superconductivity [19], inert electrodes [20], etc. MEAs are defined as alloys that have a mixing entropy between 1R and 1.5R, where R is the gas constant [21]. MEA consists of 3 to 4 principle elements with equiatomic or near-equatomic composition. MEAs are selected for the LPBF processes because of their superior mechanical properties, high thermodynamic stability, and excellent microstructure [22–24]. Yan et al. studied a medium-entropy alloy Zr_{50}Ti_{35}Nb_{15} with a disordered body-centered cubic (BCC) structure which showed outstanding mechanical performances and corrosion resistance [25]. Recent advancements in the cost-effective production of equimolar Fe–Ni-Cr MEA prepared by the LPBF process. They concluded that higher energy density and lower scanning speed can improve surface morphology. In their analysis, they have also found that Cr atom segregation occurs during the LPBF process but were able to control their size by varying the process parameters. Li et al. studied the effects of the solution and double aging treatment on the microstructures of the IN718 superalloy. Under the same aging condition, it is seen that the hardness of the alloy increased and then decreased with the increase of the solution temperature [28]. An experimental study by Sufiyan et al. [29] found dependency between layer thickness and the strength of a nickel-based superalloy produced through the LPBF process. They concluded that higher layer thickness in the LPBF process produces lower strength properties. Tang et al. [30], in their study, reported that decreasing scan speed has a similar effect to that of increasing laser power and that for a single layer of stainless steel 316L, faster scan speed worsens the wettability of the powders over the substrate and gives rise to the interlayer defects with irregular patterns. Experimental observations by Aboulkhair et al. [13] also support their claim. Li et al. [31] experimentally studied the layer-by-layer construction of varying compositions of Fe–Ni-Cr based samples but using a melt deposition process. With the help of X-ray diffraction, they were able to identify different phases of the material in the manufactured product. All these studies described microstructural evolutions through the LPBF process. However, to the best of the authors’ knowledge, a few questions remain to be answered, such as, which of these parameters has a more significant effect on the strength of the manufactured product at the nanoscale, and what are some of the other drawbacks, such as fabrication period. Although the strength of an additively manufactured product at the macroscale may not be completely consistent with that produced at the nanoscale using the same alloy due to numerous external factors, answering such questions would still provide some reasonable understanding of the atomistic effects varying the process parameters would have on the manufactured alloy product.

Taking motivation from the aforementioned research works, we have investigated the LPBF of multilayer equimolar FeNiCr MEA powders using molecular dynamics (MD) simulations in the present study. Process parameters
such as layer resolution, laser power, bed temperature, and laser scan speed are systematically varied to analyze the particular effects they have on the strength properties of the manufactured products at the nanoscale.

2 Methodology

2.1 Atomic Structure Details

Figure 1 illustrates a simulation model consisting of 150 spherical equimolar FeNiCr MEA powders over a Fe substrate. The orientations of the simulation cell are considered to be X [1 0 0], Y [0 1 0], and Z [0 0 1]. Periodic boundary conditions are set in X and Y directions, whereas Z-direction has been kept free. Every row contains 25 spherical powders of radius 2.49 nm. Each equimolar powder is composed of 5727 Fe, Ni, and Cr atoms that are randomly distributed. Approximating the powders to be equisized perfect spears, in accordance with prior literature [27, 32, 33], opens up opportunities for future studies featuring more practical representations with varying sizes and shapes. The substrate bed, having a dimension of 25 nm × 25 nm × 1.7 nm, consists of 98,000 Fe atoms in the FCC lattice which are divided into three sections along the Z direction: first, second, and third bed layers. The first bed layer atoms (Z: 0 nm to 0.2 nm) are fixed in place, whereas the motion of the second bed layer atoms (Z: 0.2 nm to 0.6 nm), third bed layer atoms (Z: 0.6 nm to 1.7 nm), and powder atoms are integrated using the Velocity-Verlet algorithm. The temperature of the second bed layer atoms, also referred to as the thermostat bed layer, is set using a Langevin thermostat. These atoms are responsible for heating the simulation cell to the required bed temperature as well as dissipating heat during cooling. Similar simulation setups were also adopted in previous studies [27, 32, 34–36].

2.2 Interatomic Potential

An embedded atom method (EAM) potential has been utilized to characterize the interatomic interaction forces. The potential developed by Bonny et al. [37] is used for this investigation since it has been successfully employed in the previous studies focusing on balling effect [27], melting metal powder [38], phase transformation, thermal conductivity, and vacancy formations [39–49]. In the EAM method, the total energy of the embedded atoms of the system is approximated as:

$$E_{total} = \sum_i F_i(\rho_i) + \frac{1}{2} \sum_{j \neq i} \Phi(R_{ij})$$  \hspace{1cm} (1)

For atoms, $i$ and $j$, isolated by a distance of $R_{ij}$, $\Phi(R_{ij})$ represent the short-range electrostatic piecewise potential between them. $F_i$ is the embedding energy of atom $i$ in the host electron density which is denoted by the following equation:

$$\rho_i = \sum_{j \neq i} \rho^a_j(R_{ij})$$ \hspace{1cm} (2)

where the electron density $\rho^a_j$ at atom $i$ is due to another atom isolated by a length of $R_{ij}$.

2.3 Simulation Procedures

The calculations of the simulation cell are performed with a time step of 1 fs. The cell is equilibrated using the microcanonical ensemble (NVE) for 400 ps after adding new layers of powder. A cylindrical region of diameter ($d$) 10 nm [17, 27, 36] is modeled to add energy constantly to the system while moving along the Y-direction. This dynamic heating region simulates the motion of a laser beam during the LPBF process, which is depicted in Fig. 1. Kurian et al. [17] bridged the gap between simulating µ-SLM at the micro-scale in FEA, and nanoscale in MD by approximating the melt pool temperature derived from the continuum approach.
However, other relating studies [32, 34–36] modeled the laser directly onto the MD domain thus opening up opportunities for exploring the effects of variation of its process parameters. The peak laser power density of some 3D laser metal sintering [50] systems can be as high as \(2.8 \times 10^{12} \text{ W/m}^2\). Thus, with regards to the atomic scale laser spot of the current simulation domain, a maximum of 222 \(\mu\text{W}\) laser powers might be applicable. This range also encompasses the laser powers reported in the previously referenced literature, such as 80–128 \(\mu\text{W}\) utilized by Zhang et al. [36]. Additionally, these studies have also incorporated laser scan speeds up to of 2.0 Å/ps [34]. As such, the base velocity of the beam in this study is modeled to be 0.5 Å/ps, and once the powder bed fusion process is complete, the laser is turned off, and the system is allowed to cool down to the bed temperature.

After simulating all 6 rows of powder and cooling the simulation cell back to 300 K, a test zone of dimension 10 nm \(\times\) 10 nm with a height of 9.6 nm (Z: 6.4 nm to 16 nm) is cut away from the middle of the cell. This region is common to all the simulations performed and ignores the first layer as it remains partially unmelted at higher layer resolutions or lower temperatures. Since the section is cut off from the main cell and is snipped to remove atoms in the surrounding regions, the shrink-wrapped boundary conditions are imposed and the tensile test is carried out following the methods adopted by Kurian et al. [17], as is depicted in Fig. 2. The section is first relaxed by performing energy minimization using the conjugate gradient method. The block is then equilibrated at 300 K and 0 bar pressure along the Z-axis for 60 ps with a time step of 0.5 fs. An NPT ensemble is used for this process that employs Nose–Hoover style non-Hamiltonian equations of motion to perform time integration. After equilibration, a strain-controlled uniaxial tensile test along the Z-direction is performed by displacing two thin layers of atoms at the edges in opposite directions at a constant engineering strain rate of \(10^9\text{ s}^{-1}\) up to 30% strain, as reported by Kurian et al. [17].

All MD simulations are performed using the large-scale atomic/molecular massively parallel simulator (LAMMPS) [51]. The open visualization tool Ovito [52] is used for post-processing to visualize, perform common neighbor analysis (CNA), and dislocation analysis (DXA) from the data generated during MD simulations.

### 3 Results and Discussions

#### 3.1 Process Parameter Overview and Control Simulation

Table 1 summarizes the parameters varied in order to investigate the interrelationship between strength, process time, microstructure evolution for the LPBF of multilayer equimolar FeNiCr MEA. The term layer resolution is used to indicate the number of powder rows stacked over each other for the LPBF process. A low resolution of 1 means a single row of powders, representing a layer, is being melted by the laser at a time. After cooling, another row/layer is added, and the process is repeated until the laser has melted six layers. High resolution 6 means all six rows of powder stacked over each other are being acted upon by the layer at the same time. The summation of laser movement periods and the associated cooling intervals for each layer is considered to be the process time. The energy density \(E_d\) of the laser is calculated by the equation described by Donik et al. [53]:

\[
E_d = \frac{P}{v \times d \times l}
\]

where \(P\) = laser power, \(v\) = laser scan speed, \(d\) = laser spot diameter, and \(l\) = layer thickness.

Fe, Ni, and Cr form stable face-centered cubic (FCC) crystal lattices. The percentage of atoms in FCC structure within the isolated blocks is represented by the formula:

\[
\%\text{FCC} = \frac{n_{\text{FCC}}}{N_{\text{atoms}}} \times 100\%
\]

where \(n_{\text{FCC}}\) = number of atoms in FCC lattice within the block and \(N_{\text{atoms}}\) = total number of atoms in block. During the heating process, the powders lose their shapes resulting in...
in an overall decrease in the final product’s height compared to the starting material. The percentage difference between the equilibrated height of six unmelted rows of powders stacked over each other and the average height of solidified melt is referred to as shrinkage. It is calculated using the following formula:

\[ \text{Shrinkage} = \frac{H - h}{H} \times 100\% \]  

where \( H \) = equilibrated height of 6 rows of unmelted powder over the bed and \( h \) = average height of solidified melt above the same bed. It is of utmost importance for a designer to consider the material’s shrinkage to ensure the dimensional accuracy of the final product. During the cooling stage, amorphously scattered atoms try to rearrange themselves into a stable FCC lattice. However, due to the interactions between different cooling fronts, dislocations form. The dislocation density of the blocks is defined as dislocation length per unit volume and is expressed by the formula:

\[ \text{Dislocation Density} = \frac{L_d}{V} \]  

where \( L_d \) = total dislocation length within the block and \( V \) = volume of the block. The partial dislocations develop stacking faults which results in the formation of hexagonal closed packed (HCP) structures, and the percentage of atoms in the HCP lattice within the isolated blocks is represented by the formulas:

\[ \% \text{HCP} = \frac{n_{\text{HCP}}}{N_{\text{atoms}}} \times 100\% \]  

where \( n_{\text{HCP}} \) = number of atoms in HCP lattice within the block.

Following Kurian’s method [17], a control simulation has been performed on a non-heat-treated equimolar FeNiCr MEA block at 300 K, having the same dimensions as described earlier, to determine the stress–strain relationship and establish a standard for the nanoscale multilayer LPBF simulation results to be compared to. The equilibrated density of the material is determined to be about 8.16 g/cm³. Figure 3 shows the results of the uniaxial tensile test performed on the block. Stress appears to have a non-linear relationship with strain, being stiffer initially. Since non-periodic boundary conditions are used, the block oscillates when strained along the Z-axis, translating to an uneven stress–strain curve. For a strain rate of \( 10^9 \) s⁻¹, the sample block achieves a peak ultimate tensile strength (UTS) of 8.28 GPa at about 15.6% strain, after which necking occurs. Such high strain rate was also used in prior MD studies [54–59], and lowering the strain rate to \( 10^8 \) s⁻¹ only reduces the UTS by 4%. In fact, Zhang et al. [56] demonstrated that significant difference in UTS is observed for much higher strain rates, such as \( 10^{10} \) s⁻¹, for a wide variety of grain sizes. Thus, to save computational time, a strain rate of \( 10^9 \) s⁻¹ is used in the following sections since their results are discussed in a comparative manner.

### 3.2 Effect of Layer Resolution

Experiments performed, at the macroscale, by Sufiiarov et al. [29] suggest a correlation between layer thickness and the strength of Inconel 718 produced through the LPBF process. Inconel 718 is primarily constituted of Fe, Ni, and Cr atoms, with trace elements such as Nb, Mo, and Ti, etc. However, Wang et al. [60] demonstrated that simulating it as a FeNiCr alloy with a greater nickel content produces good agreement with experimental observations. Based on their

| Case | Process Parameters | Laser Energy Density, \( E_d \) (J/mm³) |
|------|-------------------|----------------------------------------|
| A    | 1 100 300 0.5 80.32|                                        |
| B    | 3 100 300 0.5 26.77|                                        |
| C    | 6 100 300 0.5 13.39|                                        |
| D    | 6 130 300 0.5 17.40|                                        |
| E    | 6 160 300 0.5 21.42|                                        |
| F    | 6 220 300 0.5 29.45|                                        |
| G    | 6 100 400 0.5 13.39|                                        |
| H    | 6 100 500 0.5 13.39|                                        |
| I    | 6 100 600 0.5 13.39|                                        |
| J    | 6 100 300 0.25 26.77|                                        |
| K    | 6 100 300 0.125 53.55|                                        |
| L    | 6 100 300 0.0625 107.10|                                      |
findings, three layer resolutions (R): 1, 3, and 6 are studied to gain atomistic insight into the effects of layer height on the LPBF of FeNiCr MEA. The bed temperature ($T_{\text{bed}}$) is set to 300 K and the laser is moved along the Y-direction at a speed of $v = 0.5 \, \text{Å/ps}$ with a power of $P = 100 \, \mu\text{W}$. Since the laser energy density is inversely proportional to the layer thickness as well, $E_d$ decreases as $R$ is increased. Figure 4 depicts the layer addition mechanism for each resolution, while the end structures of the additive manufacturing process are shown in Fig. 5. The post-cooling structures reveal that for resolution 1 the laser is able to effectively melt only the powders in its track without significantly affecting the surrounding ones. This signifies that smaller layer heights have good selective melting control. In the case of the other resolutions, the laser is not able to melt the bottommost row of powders completely.

The uniaxial tensile test on the cut-off blocks in Fig. 6 shows that higher layer resolutions induce inferior material properties during the additive manufacturing process of FeNiCr MEA, a major reason being the formation of key-hole defects due to a lack of fusion as depicted in Fig. 7 for the default laser power of 100 µW. This interpretation is consistent with what Sufiiarov et al. [29] observed experimentally for Inconel 718 at the macroscale, where they deduced that such defects serve the purpose of stress concentrators, thereby deteriorating manufactured product's strength. Hence, in addition to Wang’s [60] estimate of Inconel 718’s representability as a FeNiCr alloy for MD simulations, the outcomes of this nanoscopic investigation can therefore be validated. Consequently, other MD studies featuring predefined defected structures of the alloy [61] has reported strengths in range similar to Fig. 6, whereas experimentations with the present MEA shows tensile strengths are expected to be lower [26]. The difference could be attributed to a number of physical aspects including the fact that MD simulations uses a much smaller volume at the nanoscale compared to the macroscopic counterpart thus inheriting fewer faults, such as vacancies, in the structure. Furthermore, at such scale the atom-to-atom interactions are strongly influenced by the EAM potential, which was developed with several approximations, thus lading to an overestimation of the material strength. Nonetheless, the validation proves that the current simulation setup in well enough to predict the effects of LPBF process parameters, even if comparatively, until a better EAM potential can be developed using proper experimentation in future studies.
Just like the control blocks, the test zone blocks also exhibit nonlinear stress–strain relationships to some extent. Resolution 1, with $E_d = 80.32$ J/mm$^3$, yields a comparable UTS of about 7.17 GPa to that of the control simulation but achieves peak strength only at about 9.8% strain. Resolution 3 follows closely behind, being about 10.2% weaker than the former. A combination of different sized isolated imperfections in the solidified resolution 3 simulation cell contributes to the lower %FCC, material density, and the greater dislocation density of the block. Resolution 6, on the other hand, with much lower $E_d$ of 13.39 J/mm$^3$, manifests much lower UTS and density due to larger voids within the simulation block. It is visible from Fig. 5a, that increasing R tends to produce larger voids resulting in the decrease of both %FCC and material densities in Fig. 6c. As expected, a decrease in %FCC means an increase in %HCP since most of the atoms settle in one of these two lattice structures. It appears that the stacking faults containing atoms in the HCP lattice are more prominent near the voids in Fig. 5a. It suggests that the dislocation originates from these voids during the cooling process since the dislocation density shows an increasing trend similar to %HCP in Fig. 6c. It is perceptible from Fig. 6b that the shrinkage decreases linearly with the increase in layer height, while the process time decreases at a diminishing rate. It is noteworthy that resolution 1 is about 2.3 times slower than resolution 3 and about 2.8 times slower than resolution 6.
While resolution 1 might seem more compelling due to better control over selective melting and higher UTS than resolution 3, the greater shrinkage and process time associated with it might suggest otherwise. On the contrary, resolution 6 might be the weakest but it has the least shrinkage and process time. All in all, resolution 3 achieves a good balance between the UTS and the process time. Although it is only about 18% slower than resolution 6 in this study, the actual process time gap between them will be much larger if the system is scaled up. As such, variations in laser power, scan speed, and bed temperature are investigated in the following sections in an attempt to mitigate the problems linked with the higher layer resolution, while considering simulation C as the baseline. Alleviating the imperfections of melting multi rowed powder structure would enable the use of thicker layers for the LPBF process, thereby lowering the production periods without compromising the UTS of the additively manufactured product.

### 3.3 Effect of Laser Power

Resolution 6, as compared to others, has a much lower material density and a greater dislocation density due to the development of large voids as discussed in the earlier section. For better understandings of the defect evolution mechanisms, simulations are performed for 100 µW, 130 µW, 160 µW, and 220 µW laser powers, in accordance with some current machine settings [50] and prior literature [32, 34–36] as previously mentioned. For comparison, the layer resolution, laser scan speed, and bed temperature constant at 6, 0.5 Å/ps, and 300 K, respectively, thus allowing $E_d$ to proportionally with laser power, as observable in Table 1. Figure 7 reveals the formation of voids with time for different laser powers in resolution 6 simulation cell. Keyhole defects are prominent at lower laser power, while numerous vacancies are observable for higher laser powers. Laser-induced keyhole defects, as visible for $P = 100$ µW, were also reported in previous studies involving LPBF and the laser welding process [33, 62–64]. During the laser melting period, the melting front originates from the top and progressively moves downward and outward as the dynamic heating region passes rightward in the positive Y direction. The progression speeds of the fronts are noticeably higher at elevated temperatures induced by higher laser powers. As the laser moves forward, a void initiate from inter-powder spacing that gradually gets larger as the atoms of the melted powder coalesce to form the melt pool surrounding it. With time the temperature of the liquid melt continues to rise, shrinking the void in the process. The thermal energy of the melt is transferred downwards to be dissipated by the thermostat bed layer. The cooling front appears later in the heating stages, slowly moving upwards while settling the atoms in the melt pool into crystal lattices. The velocities of these fronts determine the cooling rate. A comparably low temperature, 1274 K, of the melt pool at the end of the heating stage for $P = 100$ µW with the low $E_d$ of 13.39 J/
mm$^3$ means that the solidifying front moves fast enough to prevent the complete compression of the void, resulting in keyhole defect. However, if the melt pool temperature is too high, 1852 K as for the case of $P = 220$ µW or $E_d = 29.45$ J/mm$^3$, the cooling rate is too aggressive, leading to the formation of numerous vacancies in the FCC matrix. An optimum condition exists for $P = 160$ µW with an $E_d$ of 21.42 J/mm$^3$ in which the melt temperature and cooling rate are just sufficient to induce a minimum number of defects in the solidified alloy.

Figure 8 shows the results of uniaxial tensile tests performed on the cut-off blocks as well as the properties of the same sections and simulations for increasing laser power. 130 µW laser-treated block has moderately better strength, material density, and half the dislocation density than that of 100 µW laser-treated block, owing to smaller void formations. 160 µW laser-treated block has the greatest UTS of 7.46 GPa at about 11% strain which is comparable to that of the control block. The increase in the UTS, associated with a 60% increase in $E_d$, of 160 µW laser-treated block over the 100 µW laser-treated block is due to the presence of fewer vacancies as visible in Fig. 7, an increase in %FCC and consequently a decrease in %HCP. The combination of a moderately high melt temperature of 1627 K coupled with a reasonably fast average cooling rate of 0.737 K/ps is enough to lower the viscosity sufficiently to allow the atoms to move more freely and arrange themselves in a stable FCC lattice within the test region during cooling. This results in a steady rise in %FCC from 100 µW to 160 µW after which it dips slightly, as visible in Fig. 8c. Material density follows a similar trend to that of %FCC but plateaus after 160 µW. A disproportionate distribution of Cr atoms could result in the density remaining unchanged from 160 µW to 220 µW even though numerous vacancies are present in the latter block, a phenomenon which is to be discussed in the next section. Better melting of the lower powders due to high thermal energy input, as can be seen from Fig. 7, improves the contact area between the melt and the bed leading to faster cooling rates for $P = 160$ µW and $P = 220$ µW. It is observable from Fig. 8b that higher laser power simulations have shorter process times, however, percentage shrinkage remains fairly unaffected. The 220 µW laser-treated block is much weaker than that of the 160 µW simulation, indicating the existence of a limiting laser energy density beyond which strength declines. Very high melt temperature generated by the elevated $E_d$ of the 220 µW laser leads to a much faster average cooling rate of 0.913 K/ps that eventually lowers the %FCC of the block. The resulting increase in the presence of vacancies, as perceptible from Fig. 7, weakens the overall strength of the block. It is noteworthy from Fig. 8c that strength seems not to depend on the dislocation density as it appears to be higher for the best UTS scenario and lower for the other laser powers.

### 3.4 Effect of Bed Temperature

Increasing the substrate temperature might aid in melting and improving the microstructure at the lower end. To investigate this hypothesis, the layer resolution, laser power, and speed are kept constant at 6, 100 µW, and 0.5 Å/ps, respectively, while the substrate temperature is varied from 300 to 600 K. It is noteworthy that varying $T_{\text{bed}}$ does not affect the laser energy density $E_d$. Following the LPBF process, these systems are cooled in two phases. The melt is first allowed to cool to the bed temperature assigned for each case and equilibrate. Afterward, the thermostat bed layer atoms are set to 300 K and the whole simulation cell is allowed to cool down further.

Results of the stain-controlled uniaxial tensile test of the isolated blocks and their properties for rising bed temperature are presented in Fig. 9. The stress–strain graph in Fig. 9a suggests that it is possible to strengthens the
laser-treated blocks by varying $T_{\text{bed}}$ even without changing the laser energy density $E_d$, within the simulated range, while the process times and percentage shrinkage remains fairly unchanged in Fig. 9b. From Fig. 9c it can be seen that %FCC rises linearly with temperature, corresponding to the rise in UTS at a diminishing rate in the stress–strain graph. $T_{\text{bed}} = 600$ K results in UTS of 7.84 GPa, at about 12.2% strain, which is almost 2 times stronger than that produced by $T_{\text{bed}} = 300$ K. Its strength is very much similar to that of the control block, and the improvements are due to the alleviation of larger defects and better melting of bottom-most powder layer, as can be seen from Fig. 10. As a result, cooling rate improves from 0.443 K/ps for 300 K to 0.499 K/ps for 600 K, despite the elevation in maximum melt temperature from 1247 to 1548 K. Such rise in temperature also comes at the expense of greater Cr atoms segregation as also illustrated in the figure. Zeng et al. [65] observed that the large self-diffusibility of Cr prompts the Cr atom to migrate towards the surface as temperature rises, with smaller clusters forming within the nanoparticle. Experimental study of surface tension of molten Ni-(Cr, Co, W) by Xiao et al. [66] also reported similar occurrences. It is evident from Fig. 10 and from the simulation findings of Chen et al. [26], that a similar phenomenon also occurs during the LPBF process of FeNiCr MEA. Higher bed temperature promotes larger Cr cluster formation, thus leading to disproportionate distribution of elements. Variation in material density is generally indicative of the presence and sizes of voids, however, it is also affected by the uneven distribution of Cr atoms since they have lower atomic masses as compared to Fe and Ni atoms, thus showing slight alterations with the rise in bed temperature. Greater atomic diffusions associated with Cr atoms segregation at higher temperatures also lead to significant changes in dislocation densities. Contrary to increasing laser power, however, dislocation density appears to be comparatively lower at the best UTS conditions. Further increase in $T_{\text{bed}}$ above 600 K is not recommended since the material starts to melt near 1000 K. Thus, partial melting of the powder, even without the laser, could render the selective melting control useless.

3.5 Effect of Laser Scan Speed

Increasing the scanning period by reducing the laser speed can be yet another way of improving the microstructure and strength of the final product constructed using the LPBF process. For this investigation, the scanning speed is decreased from a fast $v = 0.5 \text{ Å/ps}$ speed to a slower velocity of $v = 0.0625 \text{ Å/ps}$, while keeping the layer resolution, laser power, and bed temperature constant at 6, 100 µW,

---

**Fig. 9** a Stress–strain relationship of cut-off blocks obtained from uniaxial tensile tests, b changes in simulation process time and shrinkage, c variation in properties of block for layer resolution 6, 100 µW laser power, and 0.5 Å/ps scan speed with increasing bed temperature

**Fig. 10** Sectional view of the post-cooling structures procured for different bed temperatures
and 300 K respectively. Again, based on the formula of the laser energy density, $E_d$ varies inversely to the changes in $v$. Results of the stain-controlled uniaxial tensile test and various properties of the simulations and blocks for decreasing scan speed are presented in Fig. 11. Increasing the laser energy density by slowing down the laser increases the process time significantly and marginally improves the %FCC, while shrinkage remains fairly unaffected. These MD results correspond to the finite element analysis (FEA) observation made by Tang et al. [30] that decreasing scan speed has a similar effect on the microstructure to that of increasing laser power for stainless steel 316L, an alloy having similarly high composition of Fe, Ni, and Cr, to the MEA in this study. However, the same cannot be said for the case of UTS.

Uniaxial tensile test results reveal that decreasing the speed from 0.5 Å/ps to 0.25 Å/ps doubles the $E_d$ by improves the strength by 92.7%. For $v = 0.0625$ Å/ps the greatest UTS of 7.50 GPa is achieved at about 11.5% strain, with $v = 0.125$ Å/ps laser speed produced block close behind being only about 3.6% weaker. Both blocks exhibit strength similar to that of the control block. But unlike increasing laser power or bed temperature, the UTS gains by increasing $E_d$ with speed reductions for FeNiCr MEA seem not to diminish beyond a certain velocity, within the simulated range—the only drawback being the long process times required. Since the UTS attained at $v = 0.0625$ Å/ps is already comparable to that of an untreated block of FeNiCr MEA, further simulations at lower velocities are not performed.

Similar to elevated bed temperatures, prolonged heating periods also encourage more atomic diffusion leading to larger Cr cluster formation, as seen from the element distribution in Fig. 12. For reduction in speed, dislocation density does not seem to follow any distinguishable trend, as can be seen from Fig. 11c, and does not appear to have an effect on the %HCP of the blocks. However, DXA in Fig. 12 shows that the HCP stacking faults generate along several planes, originating from and ending at the dislocation lines. With fewer dislocation lines available for termination within the blocks, 0.25 Å/ps and 0.0625 Å/ps speeds generate a large percentage of HCP stacking faults in an FCC crystal lattice as compared to the block produced using 0.125 Å/ps laser speed. Such dependency could be attributed to the nature

Fig. 11  a Stress–strain relationship of cut-off blocks obtained from uniaxial tensile tests, b changes in simulation process time and shrinkage, c variation in properties of block for layer resolution 6, 100 µW laser power, and 300 K bed temperature with decreasing scanning speed

Fig. 12 Element distribution and dislocation analysis (DXA) of the blocks obtained for different scan speeds. For clarity, only the atoms in HCP stacking faults and dislocation lines are shown in DXA
of various types of dislocations, such as Shockley, Stairrod, and Hirth dislocations as shown by the DXA in Fig. 12. Shockley partials are a pair of dislocations that cause the formation of stacking faults. Two pairs of mobile Shockley partials on two slip systems interacting at the intersecting junction of the planes result in the generation of sessile stairrod dislocation. Similarly, when two glissile perfect dislocations on two interacting slip planes meet at their junction Hirth lock is formed if the summation of their burgers vector is of type <100> [67]. The reason why the ultimate tensile strengths obtained from the MD simulation do not agree fully with the similarity of effects observed by Tang et al. [30] for the variation of scan speed and laser power in the FEA simulation results could be due to the effects of the various dislocations on the microstructural strengths, which the continuum approach fails to capture. It is clear from the discussions that UTS is positively correlated to %FCC and subsequently inversely related to %HCP but doesn’t seem to be dependent on the overall dislocation length. As such, further studies are required to investigate the influence of the various different types and lengths of dislocations on the UTS of products produced through the LPBF process. The highest %HCP is realized for case C due to the presence of large voids as discussed earlier.

3.6 Comparing the Best Scenarios

Figure 13 summarizes, the percentage increase in both UTS and process time for the best strength scenarios of the nanoscale alloy product from each section as compared to the baseline simulation C product. The greatest improvement in atomistic UTS, 101%, is observed not by changing $E_d$, but rather by elevating the bed temperature from 300 to 600 K while keeping other process parameters the same as case C. However, it comes at the cost of an 11% increase in process time. Raising the laser power to 160 µW from 100 µW in case C, elevates $E_d$ by only 6% times, but strengthens the product by 92% with the added benefits of a 19% reduction of process time. Lowering layer resolution from 1 to 6, with the same parameters as case C, demonstrates the least enhancement of strength at about 84%, even though $E_d$ is increased by 500%. It also comes at the expense of a staggering 177% surge in process time. Increasing $E_d$ 700% just by slowing down the laser from 0.5 Å/ps to 0.0625 Å/ps exhibits the largest aggravation in process time by about 92%, with an impressive 203% amplification in UTS. It is noteworthy that these optimum parametric values are only relative to the scale of the simulation domain. As mentioned earlier, the macroscopic experimental results might not be fully consistent with those of the nanoscopic simulations due to the influence of several external factors. However, these MD findings might suggest some starting points and basis of explanations for further microscopic experimentations such as with µ-SLM. For instance, as mentioned above, the rise in bed temperature to 600 K offers the best UTS with a small increase in process time. This interpretation, however, does not account for the additional time and energy required for rising and maintaining the entire bed along with the alloy material to a higher temperature. Thus, in view of practical time-sensitive production processes, such excess requirements over the strength gains might make increasing bed temperature more undesirable. Hence, from the atomistic perspective, it might be more fruitful to further investigate and experiment with various laser configurations to better understand their underlying impacts on the alloy for additive manufacturing production, rather than elevating the bed temperature or using lower layer resolutions.

Fig. 13  Bar graph showing the percentage increase ultimate tensile strength (UTS) and process time of the best strength conditions for each process parameter, as compared to that of the baseline simulation C
4 Conclusion

Our present molecular dynamic study explored the effects of varying laser energy density by altering the process parameters such as layer resolution, laser power, bed temperature, and scan speed on the LPBF process of equimolar FeNiCr MEA. The uniaxial tensile tests of the sample alloy blocks, extracted from the main simulation domains, were performed using a strain rate of $10^9 \text{s}^{-1}$ in accordance with prior literature. The conclusions of the study can be summarized as follows:

- Additive manufacturing, from the nanoscopic perspective, using a layer resolution of 1 provides a UTS of 7.17 GPa, with a laser energy density of 80.32 J/mm$^3$, and reasonably good selective melting control, the downside being greater shrinkage and long process times required. Increasing the layer resolution mitigates these problems but induces the formation of large defects that significantly weakens the manufactured product.
- For production with a layer resolution of 6, elevating the bed temperature to 600 K achieves a UTS of 7.84 GPa which is very close to the strength of non-heat treated FeNiCr MEA, even without altering the laser energy density. A comparable increase in strength is also observed by raising the laser energy density to 21.42 J/mm$^3$ by elevating power to 160 µW without altering the substrate temperature. Both cases require shorter process periods and would allow the use of thicker layers for additive manufacturing without compromising the ultimate tensile strength. Upsurge in laser power beyond the critical value, however, has the same effects as reducing it—which is weakening of the manufactured product.
- Slowing down the laser scanning speed lowers the laser energy density and also aids in strengthening the manufactured product but without the presence of any observable limiting conditions within the simulated range. It, however, suffers from extended production periods, similar to that of the lower layer resolutions. For layer resolution 6, the highest UTS obtained was 7.50 GPa at 0.0625 Å/ps which is very close to that of an untreated block of FeNiCr MEA, implying that any slower speed is not required.
- Higher bed temperatures and slower scanning speeds encourage greater Cr segregation resulting in the disproportional distribution of Cr, altering the material density at different locations in the final product.

This atomistic insight of mechanical and microstructural characteristics through multilayer LPBF process could aid in the production of FeNiCr MEA products with high UTS values at reasonable production speeds using upcoming additive manufacturing technologies such as µ-SLM. Further simulation studies with different powder sizes and alloys, as well as microscopic experimentations could aid in process parameter optimization for the fast-growing and time-sensitive 3D printing technologies.
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