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Abstract

Mining health data can lead to faster medical decisions, improvement in the quality of treatment, disease prevention, reduced cost, and it drives innovative solutions within the healthcare sector. However, health data is highly sensitive and subject to regulations such as the General Data Protection Regulation (GDPR), which aims to ensure patient’s privacy. Anonymization or removal of patient identifiable information, though the most conventional way, is the first important step to adhere to the regulations and incorporate privacy concerns. In this paper, we review the existing anonymization techniques and their applicability to various types (relational and graph-based) of health data. Besides, we provide an overview of possible attacks on anonymized data. We illustrate via a reconstruction attack that anonymization though necessary, is not sufficient to address patient privacy and discuss methods for protecting against such attacks. Finally, we discuss tools that can be used to achieve anonymization.

Availability: Code is available: https://github.com/iyempissy/anonymization-reconstruction-attack.

Contact: iyiola@l3s.de
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1 Introduction

With the increasing adoption of healthcare information technology (HIT) by medical institutions, the generation and capture of healthcare-related data have been increasing rapidly in the past years. The application of artificial intelligence (AI) techniques already gives a glimpse of potential improvements ranging from lung cancer nodules detection in CT scans to disease prediction and treatment [61, 80, 97]. The challenge though is that these AI models are usually data hungry and require large amounts of data for training. Health care data, on the other hand, contains highly sensitive patient information and cannot be easily shared. The reluctance behind releasing data query/analysis tools build on health care data can be further justified by the fundamental law of information recovery [23] which states that when a data source is queried multiple times and it returns overly accurate information for each query, the underlying data can be reconstructed partially or in full. Therefore, health data need to be protected against such leakage to ensure patient’s privacy.

Privacy can be applied to health data at different levels. For instance, at the data collection phase, randomization in the form of noise is usually added. Federated learning, homomorphic encryption, and secure multiparty computation can be applied at the data distribution phase. In this work we focus on anonymization which is used to achieve privacy at the data publication phase. Consequently, regulations such as the GDPR [81] require data anonymization or removal of personal or sensitive identification information before processing any knowledge extraction task or query. We provide a comprehensive review of anonymization in healthcare data focusing on the three main aspects: (i) anonymization models and techniques (ii) attacks and defenses proposed for anonymized data (iii) available tools for anonymizing data.

In the first part, we introduce basic concepts and discuss existing anonymization techniques and their applicability to various types of health data. In particular, we differentiate between two different health data types: (i) relational and (ii) graph-based. Relational (same-site) patient data represents patient visits and medical diagnosis from a single hospital, and graph-based health data could include, for example, transmission network or epidemiological graph where the nodes are the patients and the edges are the interaction between the patients.
1.1 Attacks on anonymization
Although anonymized, the data might still be subject to several attacks such as background knowledge attacks, linkage attacks, attribute disclosure attacks, and membership disclosure attacks. A classic example of a linkage attack is the analysis of the 1990 U.S. Census performed by Sweeney [95]. Sweeney [95] found different combinations of pseudo or quasi-identifiers (QIDs) that would distinctively identify a person in the US and later used the same QID set to identify the then Massachusetts’ governor (William Weld) as well as his medical record using a combination of information from an anonymous voter list and anonymized medical dataset obtained from the group insurance commission.

In the second part of the review, we focus on different attacks under different adversarial settings. For a practical illustration, we demonstrate by devising a reconstruction attack on the anonymized MIMIC-III dataset [42].

1.2 Anonymization tools
Finally, we review several existing tools which can be utilized by practitioners and researchers for anonymizing health data. These tools allow users to perform non-interactive anonymization on data. They can be integrated into popular database management systems (DBMS) such as MySQL, PostgreSQL, and Oracle, and can be used to generate synthetic data.

1.3 Related works
We differentiate our work from the following key surveys on anonymization [36, 33, 25, 64]. Hamza et al. [36] only surveyed different attacks on privacy-preserving data publishing. Gkoulalas-Divanis et al. [33] provided a comprehensive review on several algorithms for protecting health data. However, their survey does not cater for the tools or practical applicability of these methods. Besides, their review is only limited to relational data. Eze and Peyton [25] reviewed anonymization for health data but their survey is limited to data sharing. Moreover, their survey does not cater for different adversarial settings for which attacks can be successful on different methods.

Health data is dynamic (constantly changing) and has several attributes (high dimensional) which differentiate it from other types of data. However, the anonymization techniques provided in [64] is generic to all types of data and not specific to health data. Therefore, most techniques reviewed cannot be directly applicable to health data. Lastly, none of the aforementioned works showed the vulnerability of attack on a real-world dataset.

1.4 Contributions
We summarize our contributions as follows:

- We present a comprehensive review of different anonymization models and data transformation techniques that have been applied to relational and graph-structured health data.
- We discuss different attacks on health data and demonstrate a practical reconstruction attack (code is provided at https://github.com/iyempissy/anonymization-reconstruction-attack) using the MIMIC-III dataset. We further review methods for protecting against such attacks.
- We highlight existing practical tools that can be used to preserve and analyze an individual’s privacy from an adversary in healthcare settings.

We believe that our work will assist researchers and practitioners in choosing appropriate anonymization techniques based on a multitude of aspects such as data type, desired privacy level, information loss, and possible adversarial behavior.

1.5 Organization
The rest of the paper is organized as follows. We present anonymization models (privacy models) and techniques for satisfying such models in Section 2. We review methods for anonymizing different health data types in Section 3. In Section 4, we present attacks on anonymized data under different adversarial settings and demonstrate our reconstruction attack in Section 5. Finally, we present the defense mechanism in Section 6 and practical tools in Section 7.

2 Anonymization models and techniques
Anonymization refers to the complete removal of an individual’s identifiers as well as the generalization of any other data that can be used to establish links to the individual. Though regulations like GDPR might require anonymization of data, a clear guideline does not exist. We remark that anonymization differs from de-identification which refers to the removal or replacement of personal identifiers in the dataset such that the link between the individual and her data record can only be established by an authorized third party.

Several privacy models and techniques for achieving anonymization have been proposed in the literature. Overall, the three main goals of anonymization are to preserve: data utility (measured by the amount of loss caused by the anonymization technique e.g. information loss), privacy (measured by the conformity of the data to the privacy model constraints), and data truthfulness (each anonymized record corresponds to a single record in the original table) [29]. We start by giving an overview of proposed anonymization models in Section 2.2, followed by techniques for operationalizing these models in Section 2.3.

2.1 Basic definitions and notations
The notion of privacy is often tied to the relational (tabular) data model [29], in which (finite) datasets are organized in tables (relations) that consist of columns (attributes) and rows (records). We start by defining anonymization models for tabular data and later extend the notion to graph-based data in Section 3.2.1. First, we need the following notations and basic definitions.

Adhering to [95], we denote tables as $T(A_1, \ldots, A_m)$, where the $A = \{A_1, \ldots, A_m\}$ are the attributes. For a record $r \in T$ and any subset of attributes $\{A'_1 \leq \ldots \leq A'_j\} \subseteq \{A_1, \ldots, A_m\}$ be the sequence of values for a record with respect to the subset attributes $\{A'_1, \ldots, A'_j\}$.

In the context of privacy, attributes can be categorized as direct identifiers (DIDs), quasi-identifiers (QIDs) and sensitive attributes (SAs) (cf. Table 1). DIDs uniquely identify an individual e.g. social security numbers and driver’s license. QIDs on their own cannot identify an individual but when combined, can re-identify the individual. SAs of an individual are to be kept private from potential adversaries, while non-sensitive attributes may be made public and are considered to be already known by adversaries. As QIDs form an important ingredient of various anonymization models, we formally define QID as follows:

Definition 1. Given a universe of individuals $U$ and a table $T(A_1, \ldots, A_m)$ containing a dataset pertaining to a set of certain individuals, let $f : U \rightarrow T$ and $g : T \rightarrow U' \subseteq U$. Then a QID is a set of non-sensitive attributes $Q_Y = \{A'_1 \leq \ldots \leq A'_j\} \subseteq \{A_1, \ldots, A_m\}$ for which one individual can be re-identified when combined, i.e. $\exists p \in U : g(f(p))[Q_Y] = p_Y$.
2.2 Anonymization models

We here define three basic anonymization models proposed in the literature, namely, $k$-anonymity, $\ell$-diversity, and $t$-closeness. We also summarize various properties, limitations, and several variants of these models in Table 2.

2.2.1 $k$-anonymity

$k$-anonymity requires that at least $k$ individuals share the same attributes. Since QID contains fields that are likely to appear in other known datasets, $k$-anonymity ensures that each individual remains anonymous within their respective group (equivalence class).

Definition 2. Let $Q = \{q_1, \ldots, q_m\}$ be the QID for table $T(A_1, \ldots, A_n)$. Then $T$ satisfies $k$-anonymity if and only if there are at least $k$ identical records for each unique combination of $Q$ of records values with respect to the QID.

For example, if $k = 10$, then each equivalence class should have at least 10 similar records. This guarantees that the attacker cannot identify the identity of a single record. However, when $k$ is too high, utility depreciates. Moreover, the absence of sufficient heterogeneity in sensitive attributes limits the privacy offered by the $k$-anonymity model.

2.2.2 $\ell$-diversity

$\ell$-diversity overcomes the limitations of $k$-anonymity by considering diversity among SAs. $\ell$-diversity ensures that there are at least $\ell$-distinct values of SA in each equivalence class [62].

Suppose, that for the QID value combination $q$, there exists an equivalence class $q^*$. The set of records $t$ in table $T$, whose values of $q$ all belong to $q^*$ is called a $q^*$-block.

Definition 3. A $q^*$-block is $\ell$-diverse if it contains at least $\ell$ different values for the SA $s$ and the $\ell$ most-frequent values have roughly the same frequency. A table is $\ell$-diverse if every $q^*$-block is $\ell$-diverse.

However, $\ell$-diversity cannot prevent attribute disclosure attacks.

Example. Assuming disease is the SA and that the table is 3-diverse (meaning 3 distinct SA values in each equivalence class). For an equivalence class where the attribute values are gastric ulcer, gastritis, and stomach cancer, an adversary can infer that an individual has stomach-related problems because all three diseases in the equivalence class are stomach-related.

2.2.3 $t$-closeness

$t$-closeness ensures that the distance between the distribution of sensitive values in each equivalence class and the original class is no more than a threshold $t$ [55]. Hence, a smaller value of $t$ represents stronger privacy.

Definition 4. Let $P_s$ be the distribution of SA $s$ in table $T$ and $Q_s$ be the distribution of this attribute in a $q^*$-block. The $q^*$-block is said to have $t$-closeness if the distance $d$ between $P_s$ and $Q_s$ is at most $t$ for any SA $s$. The table $T$ has $t$-closeness if this holds for all its $q^*$-blocks.

$t$-closeness overcomes the limitation of $\ell$-diversity in presence of skewed attribute distributions in which one sensitive value dominates. Ensuring $t$-closeness for the above example would imply that for a table that satisfies 3-diversity, each equivalence class will not contain all stomach-related problems but other types of disease such as pneumonia. Common distance function used to measure closeness includes Kullback-Leibler (KL) distance and Earth Mover’s Distance (EMD).

2.3 Techniques for satisfying privacy models

Several techniques that have been used to satisfy various privacy models ($k$-anonymity, $\ell$-diversity, $t$-closeness) include slicing, generalization, suppression and relocation, perturbation, bucketization, and microaggregation.

Slicing. Slicing involves partitioning the data into groups both horizontally and vertically. The slicing technique first performs vertical slicing by partitioning attributes into columns where each column contains a subset of attributes. Then performs horizontal slicing by partitioning tuples into buckets where each bucket contains a subset of tuples [58]. The goal of slicing is to ensure that attributes that are highly correlated are grouped together.

Generalization. Generalization replaces QIDs (attributes that potentially identify individual i.e., age, zip code, gender, date of birth, etc.) values with other less specific values which are consistent with the original data [50]. An example of generalization hierarchy for three attributes (gender, marital status, and religion) is shown in Figure 1.

Since generalization may lose considerable information, various methods have been proposed to reduce the information loss. Most generalization algorithms use global recoding or full domain generalization of attribute values. This information loss if the same transformation is applied to each QID value. However, data utility can be higher when local recoding is applied to each equivalence class [108].

Anonymization achieved with generalization-only approaches inevitably distorts the records. Therefore, over-generalization negatively influences the analysis of the anonymized dataset.

Suppression and relocation. In order to reduce over-generalization, suppression and relocation techniques are used [96, 73]. Suppression involves the removal of outliers, and relocation involves the changing of the QIDs of the outliers. Outliers are the main cause of over-generalization because the outliers are distant from other records and since they are few, it is not sufficient to group them in the same equivalent classes. In these methods, the values of outliers are removed or changed.

Suppression can be performed at the record level or cell level. Record level suppression leads to excessive deletion of records for equivalence classes that do not meet privacy constraints while cell level suppression only removes QID values that make a tuple violate privacy model constraint. Thereby leading to reduced loss of information. Suppression comes in handy when used together with machine learning models because the suppressed values can be handled as missing values. However, in large datasets, full column suppression can potentially hurt utility.

Perturbation. In lieu of suppression, perturbation techniques can be used to augment generalization. Perturbation involves replacing sensitive values and QIDs with fake masks of the original data [25]. Using perturbation to achieve anonymization leads to better utility because the degree of generalization is limited via the insertion of counterfeit records to equivalent classes [50].

Bucketization. Bucketization [3, 45] separates the sensitive attributes from the QIDs by randomly permuting or swapping the sensitive attribute values in each bucket. This achieves better utility than generalization. However, because bucketization publishes the QID values in their original forms, an adversary can still identify an individual using the QIDs and therefore, does not prevent membership disclosure. For better privacy, generalization and bucketization can be applied on the same dataset to jointly achieve $k$-anonymity and $\ell$-diversity respectively.

Microaggregation: Ensuring that the same dataset satisfies $k$-anonymity, $\ell$-diversity and $t$-closeness leads to considerable loss of information due to generalization, perturbation and suppression or may not be even achievable in practice. Thus, Gal et al. [31] proposed a microaggregation
algorithm that caters for numerical QIDs for creating $k$-anonymous equivalent classes by replacing sensitive attributes with masked values. Microaggregation involves substituting the values of groups of $k$ nearest records by their centroid. The optimal solution to this problem is known to be NP-hard [75, 19].

Table 1. Attributes of different health data types.

| Attribute               | Description                                           |
|-------------------------|-------------------------------------------------------|
| **Relational data attributes** |                                                      |
| Direct identifier (DID) | Identifiers that uniquely identifies an individual e.g. social security numbers and driver’s license. |
| Quasi-identifier (QID)  | QIDs on their own cannot identify an individual but when combined, can re-identify the individual e.g. gender, postcode |
| Sensitive attributes (SA)| SA are not usually public data but are sensitive if associated with an individual e.g. drug codes, diagnosis, and disease conditions |
| **Graph-based data attributes** |                                                      |
| Node                    | Represents individuals. Even when the PII are removed from the nodes, the presence or absence of a target individual in the graph can be considered as the privacy of the individual. |
| Node properties         | Properties such as the degree (number of connected neighbors) or attributes associated with a node e.g. sex can be considered as privacy of the individual. |
| Node labels             | The labels of nodes in a graph can be non-sensitive labels or sensitive labels. The sensitive labels are similar to the sensitive attributes in relational data |
| Links                   | The links or edges in graphs show that there exists a relationship between corresponding nodes. Therefore, needs to be kept private |

3 Anonymization in healthcare: data types and techniques

3.1 Relational health data

The most conventional way of representing patients’ health data is relational/tabular where each row (a record) in a database table represents a measurement, event or other patient-related information. This data model is known as relational and typically represents single-site patient data, which includes patient visits and medical diagnosis from a single hospital or doctor’s practice.

For example, when patient $A$ visits a doctor in the same hospital, the diagnosis and details of $A$’s visits form a record in the database. This forms the basis of the electronic medical records (EMR). For this type of health data, anonymization is achieved by ensuring that the records in each equivalence class are indistinguishable or similar.

3.1.1 Anonymization of relational health data

Anonymization based on generalization. Following the definitions in Section 2.2, the combination of QIDs such as age, race, gender, and zip code can be used by an adversary to re-identify an individual. Hence, QIDs are usually generalized to satisfy the constraints of the privacy models.

To reduce information loss due to generalization, the clustering or partitioning problem can be viewed as a clustering or partitioning problem where the goal is to find sets of clusters (i.e., equivalence classes), each of which contains at least $k$ records [14, 5, 20, 71, 74]. The records in each partition or cluster are then generalized so that they all share the same QID value and have at least $k$-records. However, when there are many QIDs, the clustering technique still suffers from high information loss [4, 72] and fails to protect against $t$-diversity.

While most of the works ignored the differences of QIDs’ potential to reveal an individual’s identity, Majeed et al. [65] focused on adaptive attribute generalization based on different information contents of QIDs. They proposed a solution to $\ell$-diverse and $t$-close in an imbalance dataset by creating a flexible generalization hierarchy based on the vulnerability of the QIDs to reveal the identity and the diversity of SAs in each equivalence class. Their proposed method enhances utility by controlling the over-generalization of QIDs that are less vulnerable to revealing identity in diverse classes.

For the same dataset to be $k$-anonymous, $\ell$-diverse, and $t$-close, Gal et al. [31] proposed a microaggregation algorithm that utilizes numerical QIDs to create $k$-anonymous clusters and replaces sensitive attributes with masked values. Other methods used to jointly achieve all $k$-anonymity, $\ell$-diversity, and $t$-closeness on medical data include SHARE [33] and correlation-aware anonymization of high-dimensional data (CAHD) [32].

Anonymization for incremental medical data. Medical records are incremental in nature, therefore, methods for incremental anonymization or data streams have been proposed where the goal is to anonymize medical data as they increase [13, 30, 47, 82, 106], [67], [46], [78], [79]. Such methods are based on accumulation, aggregation, and clustering. For these methods, each new piece of data is a tuple consisting of QIDs and sensitive attributes. When new data arrive, they pass through an aggregation engine that assigns the data to a cluster based on the information loss. These clusters are then passed to the privacy models. If a tuple does not satisfy the privacy model e.g $\ell$-diversity, perturbation is applied to the tuple by randomly adding some generated attributes to the original data.

Utility-aware anonymization. Utility-aware anonymization was considered in [51, 108, 83]. These methods use attribute-level anonymization that retains the original values of QIDs based on the assigned utility value and applies local recoding to anonymize the data. Moreover, Pouli et al. [83] proposed a ($k, k^{th}$)-anonymity technique that has bounded utility constraints and still ensures the privacy of both demographic information and disease diagnosis codes.

As knowledge of the interrelationship between QIDs and SAs affects privacy protection [57, 21, 104, 98], a number of works focused on determining the possible level of privacy without compromising utility. Besides using popular metrics such as information loss, precision, and
Anonymizing multi-dimensional health data. Since health data may be multi-dimensional with several attributes, the knowledge of an attacker knowing those attributes can be relaxed and bounded to \( L \) according to the \( L,k,C \)-privacy model proposed by Mohammed et al. \[68\]. This implies that not all attributes need to be anonymized but a combination of \( L \) attributes in order to satisfy the privacy model (e.g. \( k \)-anonymity). However, combinatorics suffers from the curse of dimensionality \[4\] and the anonymized dataset can still be vulnerable to inference attacks when viewed collectively \[13\]. Therefore, data publishers should anonymize and publish only a sample of the original dataset \[24\].

Anonymizing against background attack. Majeed \[63\] proposed an anonymization scheme that prevents individuals from identity disclosure even when faced with adversaries having strong background knowledge.

Their proposed method is based on transforming data into fixed intervals and then replacing the original values with averages.

3.2 Graph-based health data

With the adoption of electronic health record (EHR) which allows cross-sectional as well as the longitudinal view of patient diagnosis across different hospitals (multi-site), several works have been geared towards representing EHR data in combination with other heterogeneous sources such as clinical notes, diagnosis (ICD codes), therapies and prescriptions (procedure and ATC codes) as graphs \[8, 40, 90, 35, 18, 19, 109\]. Liu et al. \[59\] used graph analysis technique to detect fraud, waste, and abuse in healthcare by representing health dataset as a heterogeneous network consisting of several patients, doctors, and pharmacies. Similarly, Branting et al. \[10\] used graphs derived from an open-source health dataset for estimating healthcare fraud. Recently, EHRs have been represented as graph data to extract knowledge graphs \[90, 35, 18, 109\].

These graph-based health data provide rich knowledge about the interaction and the underlying properties of the data. For example, in a disease transmission network or epidemiological graph, the nodes are the patients whereas the edges represent the interaction between the patients. Therefore, both nodes and edges need to be protected as they contain sensitive information. Anonymization approach for graph-based health data can be achieved either by removing edges and node labels (naive anonymization) or by adding new edges or nodes to modify the structure of the graph (structural anonymization).

3.2.1 Anonymization of graph-based health data

Most real-world data including health data can be represented as graphs where nodes denote entities or individual and edges represent the interaction or relationship between the entities. To anonymize graphs, one can re-represent the data as a single table and apply anonymization as though it was relational data. However, graphs do not have the same semantics as relational data where records are independent and such representation will fail to provide the necessary anonymization. The graph-variant of the \( k \)-anonymity technique used in relational health data is \( k \)-degree anonymity.

Definition 5. A graph is \( k \)-degree anonymous if for every node \( v \), there exist at least \( k-1 \) other nodes in the graph with the same degree as \( v \).

Zhou and Pei \[116\] showed that even when an individual’s privacy is preserved with conventional anonymization techniques, the individual in a graph can be re-identified due to neighborhood attacks. This is possible when the adversary has some knowledge about the neighbors of a target victim and the relationship among the neighbors. To ensure privacy, each node must have \( k \) other nodes with the same 1-hop neighborhood.

Anonymization based on graph manipulation. Using graph modification technique such as edge addition or deletion, Liu and Terzi \[60\] achieved \( k \)-degree anonymity by constructing a \( k \)-anonymous degree sequence where each node has the same degree as \( k-1 \) other nodes. The anonymous degree sequence is then used in constructing the anonymized graph. Mortazavi and Erfani \[70\] proposed \( (k,\ell) \)-anonymity method that preserves the privacy of the individual or node in the graph such that even when an attacker knows at most \( \ell \) neighbors of a node, an attacker cannot identify that node in a group of less than \( k \) nodes. This is achieved by first adding edges to the graph to satisfy the privacy model, then redundant edges are removed to minimize changes between the anonymized and the original graph. However, the changes may be visible to an attacker. Similarly, \[118\], \[17\], \[110\] and \[6\] exploited graph structure and attribute information to protect against such structure-based and node attribute disclosure attacks (see Section 4.3) using \( k \)-degree anonymity, \( \ell \)-diversity, and \( t \)-closeness.

Clustering-based anonymization. Similar to the relational data in Section 3.1.1, clustering-based anonymization techniques for graph data have been proposed \[9, 38, 99\]. These approaches first partition the data into clusters and construct graphs based on the data in each cluster. Then graph modification techniques such as removing or adding edges are performed on the constructed graph to satisfy the privacy model constraints. Zheleva and Getoor \[115\] showed that sensitive relationships can be inferred from anonymized graphs. As a defense method, they removed all edges from the anonymized graph and collapsed the nodes into a single node for each cluster. Then they randomly selected edges from the removed edges and assigns them as the edge of the cluster. In order to anonymize graphs while maintaining structural similarity, Foffano et al. \[26\] applied Szemerédi regularity lemma in partitioning each node into clusters and ensuring that the intra-partition edges behave almost randomly. By this, the inter-partition edges are left unaltered, making it semantically similar to the original graph.

Although we allude that several methods for anonymizing social network data might be applicable for graph-based health data, such claims have not been empirically verified. Interested readers are referred to \[64\] for details about anonymizing social network data.

4 Attacks on anonymized health data under different adversarial settings

In this section, we discuss the different types of adversaries and plausible attacks on graph-based and relational health data. We also discuss the vulnerability of the attack under certain adversarial settings as summarized in Table 3.

4.1 Types of adversaries

When considering anonymization, understanding the knowledge of the adversary provides better protection against re-identification and also plays a crucial role when performing analysis \[39\]. An adversary can either be semi-honest or malicious. A semi-honest adversary (honest-but-curious) is an adversary that follows the predefined protocol but also interested in learning more from the received information than he is entitled to. A malicious adversary, however, deviates from the protocol and possibly colludes with other corrupted parties. We classify these adversaries into classical, statistical, and adaptive adversaries.
4.2 Attacks on anonymized relational data

Following the adversarial settings in Section 4.1, we categorize the attacks on relational health data into background knowledge attacks, linkage attacks, attribute disclosure attacks, and membership disclosure attacks.

Background knowledge (BK) attack. When an adversary knows some information or QIDs about the target individual, she can reconstruct the identifiable information of the individual. Such a reconstruction attack compromises the privacy of the target individual. We show an example of a reconstruction attack in Section 5 using the MIMIC-III dataset.

Linkage (LI) attack. The linkage attack is one of the classical attacks on relational data where an adversary can re-identify or link a record in an anonymized dataset by combining QIDs from different sources to an individual. This requires some form of background knowledge attack.

Attribute disclosure (AD) attack. In an AD attack, the attacker aims to gain new information on SA. The attacker can also exploit the properties of the QIDs to estimate the SA. Usually, attribute disclosure is a by-product of identity disclosure. Nonetheless, it can be agnostic to linkage attack. For example, an adversary may be interested in inferring SA that is common to all target individuals.

Membership disclosure (MD) attack. MD attacks involve an adversary aiming to infer the presence or absence of an individual in a dataset. For example, knowing that an individual is present in a cancer dataset reveals...
4.3 Attacks on anonymized graph data

On relational data, a combination of QIDs can be used in identifying the individual as in linkage attack. However, in graph-based data, several additional parameters can be used to uniquely identify an individual. These attributes include node, node properties or attributes, node labels, and links (see also Table 1). The combination of the attributes implies that several pieces of information can be considered as privacy of an individual which leads to several attacks that are different from relational health data.

Node attribute disclosure (NAD) attack. This attack is similar to the linkage attack in the relational data where QID can be used to re-identify an individual. A node may be linked to an individual based on the set of attributes (like age, gender, etc) assigned to the node.

Neighborhood (NB) attack. Since nodes are connected in the graph, an adversary having background knowledge about some of the neighbors can uncover the identity of other connected nodes. For example, before the anonymized graph is released, an adversary can randomly create a subgraph and attach it to some target user. The attack is successful if the attacker can find the subgraph in the released anonymized graph. She can then discover other nodes by following the edges of the subgraph.

Structure-based (ST) attack. The ST attack is an umbrella type of attack consisting of several attacks where the adversary utilizes the unique structural characteristics of the graph. These attacks include degree attack (using the degree sequence of the graph to uniquely identify an individual), subgraph attack (the attacker knows the subgraph around the target node), hub-fingerprint attack (an adversary knowing the distance between a hub and target node can invade the privacy of the target node), and walk-based attack (searching over short walks in the graphs).

Node existence (NE) attack. Similar to the membership disclosure attack in the relational data, the adversary aims to discover the presence or absence of a node in the graph [77]. This attack is usually preceded by the structure-based attack.

5 Reconstruction attack

5.1 Motivation

Tang et al. [97] showed that demographic features such as insurance, marital status, gender, age, and race do not contribute to patient readmission prediction models. From a privacy perspective, this implies that demographics which are a form of QIDs that can be used to re-identify an individual when combined with other publicly available data can be safely removed without affecting the prediction result. Similarly, the remaining (non-private) data can be released without violating patient’s privacy.

In this paper, we show that this approach of releasing data still poses a threat to privacy. Assume that an adversary has some demographic information of some data records, she can train a classifier or ML model using the released data (with the demographics data removed) and the subset of demographic information that she has to predict the demographics of the entire dataset. That is, the demographic information of the rest of the patients, for whom she does not have can be inferred. This implies that demographics encodes some amount of information and in the presence of other attributes, demographics seems not to be useful (i.e. it is correlated with other attributes).

We allude that the assumption that the adversary can access to demographic information of some of the patients is valid as, for example, some people post their diagnoses or symptoms online. For instance, Guntuku et al. [34] showed that social media can be used for symptom discovery and diagnosis of diseases. They mapped tweets to states by geolocating all tweets using a combination of location coordinate information and user location descriptions. Similarly, demographics can be obtained from social media profiles which when mapped with the diagnosis can be used by an adversary to launch an attack. To summarize, we show that it does not suffice to only remove demographic information from data to ensure privacy.

5.2 Dataset

The Medical Information Mart for Intensive Care (MIMIC-III [42]) dataset consists of hospital admission data, lab measurements, procedure event recordings, prescriptions, hospital length of stay, diagnostic codes, and microbiological data of 53,467 unique patients. We extract demographics and data for our readmission prediction experiment using the same subset of the dataset as in [80] while for the length of stay (LOS) prediction, we used the same subset of the dataset as in [97]. We used age, ethnicity, admission type, marital status, insurance, religion, gender, and language as the demographic information. We grouped age into 5 equally spaced bins. _x_19 represents the features used in predicting the corresponding task. They include potassium score, arterial blood pressure, albumin score, blood urea nitrogen (BUN) score, creatinine score, sodium score, bicarbonate score, heart rate, systolic blood pressure, temperature, respiratory rate, spo2, glucose level, coagulation, physiology score (supsii), pac2/ho2 score, sirs, organ failure (sofa) and acute physiology score (apsii).

5.3 Methods

We used the ARX tool [84] for implementing our privacy models. We first define multiple transformation models for each attributes based on generalization and suppression that fulfills the risk threshold of the privacy model as shown in Figure 1. This creates a hierarchy of possible solution space as shown in Figure 2. The algorithm then searches the solution space.
for optimal solution (yellow colored node) according to the utility model. The utility model $U_{opt}$ measures the loss of information. It is defined as:

$$1 - \frac{1}{m} \sum_{1 \leq x \leq n} L(x)$$

where $L(x) \in [0, 1]$ is the information loss for attribute $x$ defined as:

$$L(x) = \frac{1}{m} \sum_{1 \leq y \leq n} loss(x, y)$$

where $m$ is the number of attributes and $n$ is the number of records in the dataset and $loss(x, y)$ is the information loss of a particular record $y$ of an attribute $x$. This depends on the attribute type.

For categorical and numeric attributes:

$$loss(x, y) = \frac{leaf(x, V(x, y)) - 1}{leaf(x, root(x)) - 1}$$

For attributes with intervals:

$$loss(x, y) = \frac{\text{upper}(V(x, y) - \text{lower}(V(x, y)))}{\text{max}(x) - \text{min}(x)}$$

where $leaf(x, v)$ is the number of leaf nodes at the value $v$ in the hierarchy of attribute $x$, $V(x, y)$ is the value of attribute $x$ in record $y$, $\text{upper}(v)$ and $\text{lower}(v)$ are the upper and lower bounds of an interval $v$ respectively. If all values $V(x, y)$ are suppressed, then $loss(x, y) = 1$. We select the solution with high utility.

We considered two privacy models ($k$-anonymity, $\ell$-diversity) for all our experiments. As defined in Definition 4, 1-closeness caters for the distribution of sensitive attributes which does not affect the results of using machine learning (ML) models. Therefore, we exclude this privacy model from our analysis. For the ML model, we used a 3-layer multilayer perceptron (MLP).

5.4 Results and discussion
5.4.1 Reconstruction attack: result

Following the observation from Tang et al. [97] where demographic information does not affect the risk of readmission prediction. We reverse the process by first using only the demographics features to predict the risk of readmission. Specifically, we ignore the $x_{19}$ features. As shown in Figure 3, demographic features can still predict with some reasonable performance. This implies that there is some correlation between $x_{19}$ and demographics features. Therefore, the goal of our reconstruction attack is to construct the non-sanitized demographic features using the anonymized $x_{19}$ features. Table 4 shows the accuracy of the ML model for our reconstruction attack. This shows that with high accuracy, demographics such as age, ethnicity, insurance, and gender can be reconstructed. However, marital status and religion are difficult to reconstruct because these attributes have been over-generalized by the privacy models.

Table 4: Performance of using other features to predict demographics (reconstruction attack).

| Feature       | Accuracy       |
|---------------|----------------|
| Age           | 0.77 ± 0.006   |
| Ethnicity     | 0.73 ± 0.004   |
| Marital Status| 0.50 ± 0.005   |
| Insurance     | 0.58 ± 0.002   |
| Religion      | 0.38 ± 0.003   |
| Gender        | 0.57 ± 0.001   |

Fig. 3: Performance of training the ML model for patient’s readmission prediction task using only demographic data.
5.4.2 Effect of generalization and suppression

To quantify the effect of generalization and suppression on the privacy model, we used the length of stay (LOS) prediction task. We first anonymize the original data according to the privacy model, then run the ML model on the anonymized data. As shown in Figure 6, when all $x_{19}$ features are anonymized by mean generalization, the performance of the anonymized data and the non-sanitized data does not differ significantly. However, when the data records that violate the privacy model constraint are completely removed (suppression), the performance drops significantly. To mitigate this effect, we turn to the LKC-privacy model [68]. The LKC-privacy model [68] requires that not all attributes need to be anonymized but a combination of $L$ attributes. However, since combinatorics suffers from the curse of dimensionality, we may not be able to determine the predominant ones. We then anonymize the predominant features rather than anonymizing all $x_{19}$ features. According to the feature ranking, heart rate measurement is the top feature while temperature and glucose are the least features. Figure 4 shows the effect of anonymizing temperature and glucose. We observe that the anonymized data does not differ much from the non-sanitized data across all privacy models. This is because the feature ranking of these attributes is low (bottom 2). As shown in Figure 5, when the top feature is anonymized, the difference between the anonymized data and non-sanitized data is significant. These observations show that attributes with the least effect on prediction performance are indifferent when they are anonymized. Similarly, anonymizing only the top features have a major effect on the performance. Therefore, attribute level privacy based on LKC-privacy model is better than anonymizing all attributes provided that the anonymized attribute is the knowledge that the adversary can have.

6 Differential privacy as a defense mechanism

To defend against attacks on anonymized data as discussed in Sections 4.3 and 4.2, differential privacy (DP) was proposed [23]. DP is a mathematical definition of privacy aimed at preserving the privacy of an individual via the addition of noise. The main intuition of DP is a guarantee that the inclusion or exclusion of an individual’s record has little effect on the output of the analysis. Consider two datasets $D$, $D'$ where they differ in at most one data record (neighbors). DP ensures that the output of performing analysis on $D$ and $D'$ will be the same. This guarantees that no individual record can be inferred. Thus, robust to reconstruction attack.

Noise addition methods to satisfy DP can be local or global. In local DP, noise is added to each data point in the dataset (either by a dataset curator once the dataset is formed or by the individuals themselves before making their data available to the curator) whereas in global DP, the noise necessary to protect the individual’s privacy is added at the output of the query of the dataset. Generally, global DP can lead to more accurate results when compared to local DP while keeping the same privacy level. However, when using global differential privacy, data owners need to trust the dataset curator to add the necessary noise to preserve their privacy.

DP for answering queries. DP has been applied to privacy-preserving data mining [27, 93, 1, 88, 66, 86] where the goal is to ensure indistinguishability of results between any pair of neighbor data sets which differs by one record by adding noise. An alternative approach to standard DP based on individual differential privacy was proposed in [93] where utility is preserved by introducing less noise to the query result. This is achieved by assuming that the data curator can use her knowledge of the actual data set at the time of query response and downwardly adjust the distortion to the actual data. Sarathy and Muralidhar [88] evaluated the effect of adding Laplace noise to queries to ensure privacy. They showed that the addition of Laplace noise to queries (since it depends on the sensitivity of the query function and privacy budget) can still be vulnerable to tracker attack where an adversary can issue multiple queries and use the query response to uncover one or more observation. In order to avoid such vulnerability, the noise variance added should increase as a function of the number of queries.

Platforms that ensure DP includes privacy-integrated queries (PINQ) [66] that provides SQL-like language to analysts while protecting privacy and Gupta [69] which ensures that the privacy budget is distributed among queries based on the desired level of privacy and utility.

DP is a natural fit for query processing rather than data publishing since the goal of DP is to ensure that the output of two neighboring datasets is the same. However, applying DP to data publishing is desirable due to its guarantees.

DP for data publishing of health microdata. The application of DP to data publishing is mainly by releasing aggregated results based on count queries or contingency tables or histograms [37, 53]. For example, a contingency table can be created by combining demographics and LOS...
where LOS is the sensitive attribute. To achieve DP, noise is added to the counts of the different combinations of demographic attributes and LOS. However, the more the attributes, the more the noise that needs to be added to ensure DP which leads to higher data distortion. Similarly, creating a contingency table for health data with several attributes is difficult in practice. Moreover, since ML models aim at learning the dependencies between several attributes to make predictions, releasing microdata is preferred over contingency tables. Soria-Cumas et al. [91] proposed an intuitive approach to achieving DP based on $k$-anonymity. Their method is based on microaggregation technique that adds noise to the $k$-anonymous version of the data set. Zhang et al. [112] proposed a deferentially private method for releasing high-dimensional data by constructing a Bayesian network. The Bayesian network models the correlations among the attributes and approximate the distribution of the data using a set of low-dimensional marginals. Then noise is added to each marginal to ensure DP. Both the noisy marginals and the Bayesian network are then used to construct an approximation of the data distribution. Instead of releasing the dataset of the approximate distribution, they first sample records from the approximate distribution to construct a synthetic dataset, then releases the synthetic data.

A recent approach to releasing microdata for health data employed data perturbation techniques to reduce the amount of noise required to satisfy DP [49]. Specifically, generalization, suppression, and insertion of random data (noisy insertion) are first performed on the raw data. The generalization and suppression reduce the amount of noise needed to be added because the combination of attributes will be reduced. Then a utility score based on information loss is assigned to each record. Finally, records with less information loss are selected as candidates to be released. The noisy insertion ensures that the released data satisfies DP and thus robust to reconstruction attack.

7 Tools

ARX [84]. ARX is a non-interactive microdata anonymization tool that tends to automate the anonymization process. This means that protected records are created from records of an input dataset. This is also known as one-time anonymization or release and forget where the publisher anonymizes the database and then publishes it, allowing third parties to access the anonymized data. It combines several transformation techniques such as sampling, aggregation, suppression, categorization, and generalization. The ARX data anonymization tool is an open software that supports an arbitrary combination of privacy and utility models. Thus, making it a generic anonymization tool. Privacy models supported include $k$-anonymity, $\ell$-diversity, $t$-closeness, $\delta$-disclosure privacy, $\beta$-likeness and $\delta$-presence, $k$-map and DP.

PySyft [87]. PySyft is an extension built on top of popular deep learning frameworks such as PyTorch and Tensorflow for encrypted privacy-preserving deep learning. It is a Python library for secure and private deep learning. It supports federated learning, DP, and encrypted computation including multi-party computation and homomorphic encryption. Although PySyft is in its early years of development, the scalability and privacy protection it offers is very promising.

Anonimatron [7]. Anonimatron is an open-source data anonymization tool written in Java. It can generate surrogate data with the same properties as the original data. It can also generate fake email addresses, fake Roman names, and universally unique identifiers (UUIDs). Anonimatron supports popular DBMS including Oracle, PostgreSQL, and MySQL.

Synthea [101]. Synthea is an open-source synthetic medical data generation tool that models the medical history of patients for research. It utilizes realistic but not real medical data. Synthea uses the PADARSER framework [22] to generate a skeletal synthetic EHR. As output, Synthea provides fast healthcare interoperability resources (FHIR), a medical information standard for exchanging EHR. Synthea generates realistic medical data for patients living in the imaginary commonwealth of Massachusetts. A complete lifetime EHR was obtained for each patient from birth to death using different publicly available sources like US Census Bureau demographics or National Institutes of Health reports.

Other tools include UTD Anonymization Toolbox, Cornell Anonymization Toolkit, TIA-MAT, Anamnesia, SECRETa, sdcMicro and $\mu$-Argus. However, they usually only support a limited set of privacy models or focus on specific privacy and data transformation models.

8 Conclusion

In this paper, we provided a comprehensive review of anonymization models and techniques applicable for relational and graph-based health care data. Besides, we studied possible attacks on anonymized data and empirically demonstrated reconstruction attack on MIMIC-III data. Finally we discussed existing defense mechanisms while giving an overview of existing anonymization tools. We believe that our comprehensive review covering different perspectives on anonymization will assist researchers and practitioners in selecting relevant anonymization techniques based on the data type, desired privacy level, information loss, and possible adversarial behavior.
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