Intrinsic spin-orbit torque in an antiferromagnet with a weakly noncollinear spin configuration
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An antiferromagnet is a promising material for spin-orbit torque generation. Earlier studies of the spin-orbit torque in an antiferromagnet are limited to collinear spin configurations. We calculate the spin-orbit torque in an antiferromagnet whose spin ordering is weakly noncollinear. Such noncollinearity may be induced spontaneously during the magnetization dynamics even when the equilibrium spin configuration is perfectly collinear. It is shown that deviation from perfect collinearity can modify properties of the spin-orbit torque since noncollinearity generates extra Berry phase contributions to the spin-orbit torque, which are forbidden for collinear spin configurations. In sufficiently clean antiferromagnets, this modification can be significant. We estimate this effect to be of relevance for fast antiferromagnetic domain wall motion.

I. INTRODUCTION

An antiferromagnet (AFM) has been used in spintronic devices to generate the exchange bias. Recently there are ongoing efforts to utilize other properties of AFM; AFMs can exhibit much faster magnetization dynamics (in THz scale) than ferromagnets (FMs) do (in GHz scale) and AFM devices do not suffer from the mutual interference unlike FM counterparts [1].

Of particular interest in this respect is the AFM’s ability to generate the spin-orbit torque (SOT). SOT is an electrically generated torque through the spin-orbit coupling (SOC) and its study has been limited mostly to FM bilayers [2] made of a nonmagnetic heavy metal layer and a FM metal layer [3]. Thus theoretical [4, 5] and experimental [6] confirmation of AFM’s ability to generate SOT opened an alternative path towards electrically controlled spintronic devices. SOT generated by AFM CuMnAs has been used to electrically switch the Néel order of the AFM itself [6]. It has been suggested [7] that electrically controlled AFM devices may exhibit more superb functionalities than FM counterparts do. To materialize AFM-based device applications, it is desired to understand properties of SOT in AFM clearly. In this respect, further efforts to clarify these properties are necessary both theoretically and experimentally.

In this paper, we examine theoretically effects of the noncollinearity on SOT in AFM. This study is motivated by the observation that even in AFMs with collinear spin configurations in equilibrium, their spin configurations become noncollinear and develop a weakly ferromagnetic component during the magnetization dynamics [8]. On the other hand, existing theoretical studies [4, 5] of SOT in AFM deal only with collinear spin configurations, probably because the dynamically generated noncollinearity is usually small. We investigate how the noncollinearity affects SOT and find that in the “weak” ferromagnetic regime, where the ferromagnetic compo-

FIG. 1. Schematics of the (a) layered AFM structure and the (b) bipartite AFM structure. When spin configurations are collinear, these systems have antiunitary symmetries (see text).
induced anomalous behavior of the anomalous Hall effect in noncollinear AFMs [9]. When spin configurations are collinear, AFMs often have antiunitary symmetries whereas the symmetries are broken once spin configurations become noncollinear (Fig. 1). We show that when spin configurations are collinear, the antiunitary symmetries prevent certain types of interband Berry-phase processes from contributing to SOT whereas when spin configurations are noncollinear, such contrast from the antiunitary symmetries disappears and previously “forbidden” interband Berry-phase processes generate extra contributions to SOT. In disordered AFMs, where the level broadening \( \Sigma \) by disorder is larger than the energy correction by the noncollinearity, the extra contributions are small. But in clean AFMs, where \( \Sigma \) is smaller than the energy, contributions can be sizable.

The paper is organized as follows: In Sections II A and II B, we introduce the layered and bipartite AFM models, and those symmetry properties. We demonstrate that the symmetry of AFMs with collinear spin configuration forbids particular channels of Berry phase contributions to the SOT. Next, we show that the symmetry breaking due to noncollinear spin configurations generates additional SOTs, which are forbidden for collinear spin configurations. The detailed symmetry analysis for the bipartite AFM is given in the Appendix. In Sec. III, we discuss the results, and the paper is summarized in Section IV.

II. RESULT

For demonstration of additional Berry phase effect due to noncollinearity, we examine two types of AFMs shown in Fig. 1. The layered AFM structure in Fig. 1(a) remains invariant under the time-reversal followed by the space inversion if its spin configuration is collinear. This combined operation of the two is an antiunitary symmetry of the system. The bipartite AFM structure in Fig. 1(b) also has an antiunitary symmetry operation, which consists of the time-reversal followed by the translation of distance \( a \) along \( x \) or \( y \) direction. This symmetry also holds only when its spin configuration is collinear. In both types of AFMs, the antiunitary symmetries are broken when spin configurations become noncollinear.

A. Layered AFM

We investigate layered AFM (Fig. 1(a)) first. Materials such as \( \text{Mn}_2\text{Au} \) [10] belong to this structure. Schematically speaking, the layered AFM consists of two sublattices A and B (Fig. 1(a)) that form alternating layers stacked along the \( z \)-direction. Note that the sublattices A and B are subject to the inversion symmetry breaking of opposite sign. In the presence of the sublattice magnetizations \( \text{M}_A \) and \( \text{M}_B \) with \( |\text{M}_A| = |\text{M}_B| = 1 \), the system does not remain invariant under the inversion \( \text{P} \) nor under the time-reversal \( \text{T} \). But the system does remain invariant under the combined operation \( \text{PT} \) if \( \text{M}_A = -\text{M}_B \). This symmetry is antiunitary since \( (\text{PT})^2 = -1 \), and induces two-fold degeneracy to the energy dispersion. On the other hand, if \( \text{M}_A \) and \( \text{M}_B \) are not exactly collinear and FM order \( \text{m} = (\text{M}_A + \text{M}_B)/2 \) is not zero, PT is not a symmetry and the degeneracy is lifted (Fig. 2). Such degeneracy lifting can affect the Berry phase contribution to SOT [11] significantly as we demonstrate below.

In order to study SOT, we examine the following four-band Hamiltonian for the layered AFM structure [12].

\[
\mathcal{H}_L = \frac{\hbar^2 k_z^2}{2m_e^*} \mathbb{I}_z + \left( J \sigma \cdot \text{M}_A \right) \frac{\gamma(k_z)}{J \sigma \cdot \text{M}_B} \gamma^*(k_z) + \alpha \sigma \cdot (k \times \hat{z}) \tau_z,
\]

where \( m_e^* \) is the effective electron mass within the \( xy \) plane, \( \mathbb{I}_z = (k_z, k_y, 0) \) is the in-plane component of the Bloch momentum \( k, \mathbb{I}_z \) is a \( 2 \times 2 \) identity matrix in the sublattice space, \( \gamma(k_z) \) is a weak hopping energy along \( z \) direction, \( J \) is an exchange interaction parameter, \( \alpha \) is Rashba SOC parameter, \( \tau_z \) is \( z \) component of Pauli matrix which is \( \pm 1 \) for the sublattice A/B, and \( \sigma \) is the Pauli matrix for electron spin. Note that the Rashba SOC term contains \( \tau_z \) since A and B sublattices are subject to the opposite signs of the inversion symmetry breaking. In terms of the Néel order \( \text{m} = (\text{M}_A - \text{M}_B)/2 \) and the FM order \( \mathbf{m} \), the second term of \( \mathcal{H}_L \) may be expressed as \( J \sigma \cdot n \tau_z + J \sigma \cdot m \mathbf{l}_z + \text{Re}[\gamma(k_z)] \tau_x - \text{Im}[\gamma(k_z)] \tau_y \).

Under PT, \( k \rightarrow -k, \sigma \rightarrow -\sigma, \tau_z \rightarrow -\tau_z, \tau_x \rightarrow \tau_x, \tau_y \rightarrow -\tau_y, \text{Im}[\gamma(k_z)] \tau_y \rightarrow \text{Im}[\gamma(k_z)] \tau_y, \mathbf{I}_z \rightarrow -\mathbf{I}_z \). Thus \( J \sigma \cdot m \mathbf{l}_z \) is the only term in \( \mathcal{H}_L \) that changes sign under PT and...
breaks the PT symmetry.

Calculation of the energy eigenvalues is straightforward. For each \( \mathbf{k} \), there are four energy eigenvalues, which we label by \( \epsilon, \zeta = \pm \). For \( \mathbf{m} = 0 \), \( E_{k\epsilon\zeta}(\mathbf{m} = 0) = \frac{\hbar^2 k^2}{2m_e} + \epsilon \sqrt{\Delta_k^2 + \gamma^2(k_z)} \). Note that \( E_{k\epsilon\zeta} \) is independent of \( \zeta \) and thus doubly degenerate. Here \( \Delta_k = |J_m + \alpha k \times \hat{z}| \).

For \( \mathbf{m} \neq 0 \), the degeneracy is lifted. When the FM order exchange energy scale \( J |\mathbf{m}| \) is smaller than the Rashba SOC energy scale \( \alpha k_F \), where \( k_F \) is the Fermi wave vector, the degeneracy-lifted eigenvalues read

\[
E_{k\epsilon\zeta}(\mathbf{m}) = \frac{\hbar^2 k^2}{2m_e} + \epsilon \sqrt{\Delta_k^2 + \gamma^2(k_z)} + \zeta J |\mathbf{m}| \zeta_k + O(|\mathbf{m}|^2),
\]

where \( (\zeta_k)^2 = (\gamma^2(k_z) + \alpha^2 |\mathbf{m}| (k \times \hat{\mathbf{z}})^2) / (\Delta_k^2 + \gamma^2(k_z)) \). Note that the level spacing between \( E_{k\epsilon\zeta} + \mathbf{m} \) and \( E_{k\epsilon\zeta} - \mathbf{m} \) is proportional to not only \( \mathbf{m} \) but also \( \zeta_k \). The energy dispersion relations for \( \mathbf{m} = 0 \) and \( \mathbf{m} \neq 0 \) are depicted schematically in Fig. 2.

When a constant electric field \( \mathbf{E} \) is applied to the system, there appear two non-equilibrium spin densities \( \delta S_A \) and \( \delta S_B \) at the two sublattices A and B, which in turn generates SOT \( T_c = (J/h) M_x \times \delta S_A \), where \( \zeta = A \) or B. \( \delta S_k \), contains two contributions, \( \delta S_k = \delta S_k^{\text{Berry}} + \delta S_k^{\text{non-Berry}} \), where \( \delta S_k^{\text{Berry}} \) denotes the contribution arising from the Berry phase and \( \delta S_k^{\text{non-Berry}} \) denotes extrinsic contributions [4, 5, 11, 13], which are not related to the Berry phase but instead rely on scattering processes. For instance, the Rashba Edelstein effect and the spin relaxation-induced nonadiabatic processes can contribute to \( \delta S_k^{\text{non-Berry}} \). Here we focus on \( \delta S_k^{\text{Berry}} \) since the other contribution \( \delta S_k^{\text{non-Berry}} \) is less sensitive to \( \mathbf{m} \) and thus \( \mathbf{m} \) may be regarded as zero for small \( \mathbf{m} \) as far as \( \delta S_k^{\text{non-Berry}} \) is concerned. On the other hand, \( \delta S_k^{\text{Berry}} \) is more sensitive to \( \mathbf{m} \) as we demonstrate now. According to the Kubo formula, \( \delta S_k^{\text{Berry}} \) may be expressed as

\[
\delta S_k^{\text{Berry}} = \frac{\hbar}{V} \sum_{\mathbf{k},\epsilon \neq \epsilon'} \text{Re} \left[ \frac{f_{k\epsilon\zeta} - f_{k'\epsilon'\zeta}}{(E_{k\epsilon\zeta} - E_{k'\epsilon'\zeta} + i\Sigma)^2} \right] \times \text{Im} \left[ \langle u_{k\epsilon\zeta} | P_c \sigma \cdot \mathbf{P}_c | u_{k'\epsilon'\zeta} \rangle \langle u_{k'\epsilon'\zeta} | e \mathbf{E} \cdot \mathbf{v} | u_{k\epsilon\zeta} \rangle \right],
\]

where \( V \) is the volume of the system, \( |u_{k\epsilon\zeta}\rangle \) denotes eigenket of \( H_L \), \( P_c \) is the projection operator to the sublattice \( c \) (\( P_{AB} = (1 + \tau_z) / 2 \)), \( \mathbf{v} = \frac{1}{\hbar} \partial H_L / \partial \mathbf{k} \) is the velocity operator, \( f_{k\epsilon\zeta} \) is the Fermi distribution function, and \( \Sigma \) is the disorder-induced energy level broadening, which is negligible in clean AFMs.

According to Eq. (3), an occupied state \( k\epsilon\zeta \) generates contributions to \( \delta S_k^{\text{Berry}} \) through virtual interband transition to an unoccupied state \( k'\epsilon'\zeta' \). Figure 2 shows the two types of interband transition, each of which generates different contributions to \( \delta S_k^{\text{Berry}} \). We introduce \( \delta S_k^{\text{Berry}} \) and \( \delta S_k^{\text{Berry}} \) to denote the interband contribution with \( (\epsilon', \zeta') = (\epsilon + \zeta, \zeta) \) (green vertical arrows in Fig. 2) and \( (\epsilon', \zeta') = (\epsilon - \zeta, \zeta) \) (red vertical arrows in Fig. 2), respectively.

First, we evaluate \( \delta S_k^{\text{Berry}} \) for \( \mathbf{m} = 0 \), \( \delta S_k^{\text{Berry}} = 0 \) since \( f_{k\epsilon\zeta} - f_{k'\epsilon'\zeta} = 0 \). Whereas \( \delta S_k^{\text{Berry}} \) survives and results in

\[
\delta S_k^{\text{Berry}} = -\frac{c_z m_e}{2 \pi \hbar} \mathbf{n} \times (\hat{\mathbf{z}} \times e \mathbf{E}),
\]

where \( c_z \) is a summation factor which is inversely proportional to a lattice constant along \( z \) direction [14]. The resulting SOT \( T_c \) becomes

\[
T_c = \frac{J}{2} h M_x \times \delta S_k^{\text{Berry}} = \pm \tau_c^{\text{Berry}} \mathbf{n} \times [\mathbf{n} \times (\hat{\mathbf{z}} \times e \mathbf{E})],
\]

where \( \tau_c^{\text{Berry}} = -\frac{c_z m_e}{2 \pi \hbar} \), and \( \pm \) sign denotes A(B) sublattice. This agrees with the damping-like SOT reported in Refs. [4, 5] for the ideal case \( \mathbf{m} = 0 \).

Next we evaluate \( \delta S_k^{\text{Berry}} \) for small but nonvanishing \( \mathbf{m} \) (\( \mathbf{m} \ll 1 \)). There appear two interesting limits, which are distinguished from the other by the relative magnitude of \( J |\mathbf{m}| \zeta_k \) with respect to other energy scales. Although \( \mathbf{m} \) is small, \( J \) is a large energy scale and thus
\( J \text{Im} |\xi_k^F| \) may or may not be the smallest energy scale of the problem. In the first limit, we assume \( J \text{Im} |\xi_k^F| \) to be much smaller than most energy scales such as \( J \), the band width, and the Fermi energy, but larger than the disorder broadening \( \Sigma \) and the thermal broadening \( k_B T \). Since \( \Sigma \) and \( k_B T \) are typically much smaller than \( J \) and the Fermi energy, this assumption can be satisfied for small but not too small \( |m| \). In this situation, small \( m \) generates the first-order (in \( m \)) correction to \( \delta S_{|m|^2}^{\text{Berry}} \), whose effect amounts to replacing \( n \) in Eq. (4) by \( \pm M_z = n \pm m \). Here \( \pm \) sign applies to the A/B sublattices. This small \( m \) does not modify \( \delta S_{|m|^2}^{\text{Berry}} \) in any serious way. In contrast, small \( m \) can cause drastic change to \( \delta S_{\perp}^{\text{Berry}} \) in this limit. When the two-fold degeneracy is lifted by small but nonvanishing \( m \), \( f_{k|\zeta} - f_{k|\zeta'} \) becomes finite for small volume of \( k \). For those \( k \), the factor \( (E_{k|\zeta} - E_{k|\zeta'} - i\Sigma)^{-2} \) diverges as \( |m|^2 \) for small \( \Sigma \). The combined effect of the small \( k \) volume and the diverging summand generates a contribution which is of zeroth order in \( m \):

\[
\delta S_{\perp}^{\text{Berry}} = -\frac{c_2 \alpha_m \e}{2\pi \hbar^2} \text{Im} \cdot (\hat{z} \times \hat{e}E) \hat{m} \times n, \tag{6}
\]

where \( \hat{m} = m/|m| \). Together with \( \delta S_{|m|^2}^{\text{Berry}} \), one obtains the total Berry phase contribution

\[
\delta S_{\perp}^{\text{Berry}} = -\frac{c_2 \alpha_m \e}{2\pi \hbar^2} \left[ \hat{m} \cdot (\hat{z} \times \hat{e}E) \hat{m} \times n + n \times (\hat{z} \times \hat{e}E) \right] + \mathcal{O}(|m|^2). \tag{7}
\]

Note that even for small \( m \) with \( |m| \ll 1 \), the first term is comparable in magnitude to the second term reported before \cite{4, 5}. This confirms that the antituni symmetry breaking can affect SOT significantly. A remark is in order. \( \delta S_{\perp}^{\text{Berry}} \) in Eq. (6) (or the first term in Eq. (7)) assumes \( J \text{Im} |\xi_k^F| \geq \Sigma, k_B T \). For clean AFM with \( \Sigma = 0.01 \) eV and at room temperature with \( k_B T = 0.026 \) eV, this inequality is satisfied for \( J \text{Im} |\xi_k^F| \sim 0.01 \).

In the opposite limit, where \( J \text{Im} |\xi_k^F| \ll \Sigma, k_B T \), Eq. (6) acquires the extra factor \( (J \text{Im} |\xi_k^F|)^2 / \Sigma^2 \text{Im} \Sigma, k_B T \) and thus becomes proportional to \( m^2 \). For general ratio between \( J \text{Im} |\xi_k^F| \) and \( \Sigma, k_B T \), it is difficult to carry out analytic calculation. Figure 3 shows the numerical calculation results of \( \delta S_{\perp}^{\text{Berry}} \), \( \hat{z} \) as a function of \( J \text{Im} |\xi_k^F| \) (Fig. 3(a)) and 1/\( \Sigma \) (Fig. 3(b)). Here, \( n = |n| \hat{x}, m = |m| \hat{y}, \) and \( |n|^2 + |m|^2 = 1 \). The horizontal dashed lines in Figs. 3(a) and 3(b) denote the asymptotic behavior in the large \( J \text{Im} |\xi_k^F| / \Sigma \) limit given in Eq. (6) and the quadratically growing dashed lines in the insets of Figs. 3(a) and 3(b) denote the limiting behavior in the small \( J \text{Im} |\xi_k^F| / \Sigma \) limit. Interestingly, there occur sign changes both in Figs. 3(a) and 3(b) around \( J \text{Im} |\xi_k^F| / \Sigma \approx 1/2 \). We remark that \( \xi_k^F \) is closely related with \( \gamma_k(\xi) \), which is inter-sublattice hopping parameter. If \( \gamma(\xi_k) \) is very weak, the gray arrows (\( \delta S_{\perp}^{\text{Berry}} = 0 \) point) in Fig. 3 are shifted to the right and \( |m| \) should be larger in order to realize the first limit.

When Eq. (6) is valid, Eq. (7) implies significant change in the angular dependence of \( \delta S_{\perp}^{\text{Berry}} \). Figure 4(b) shows the angular dependence of \( \delta S_{\perp}^{\text{Berry}} \) as a function of the azimuthal angle \( \varphi \) of \( m \), when \( m = (-\sin \varphi, \cos \varphi, 0) \) lies in the xy plane, \( \hat{n} = \hat{z}, \) and \( \hat{E} \parallel \hat{x} \). For simplicity, only the first two terms in Eq. (7) are taken into account in Fig. 4(b). Note that \( \delta S_{\perp}^{\text{Berry}} \) varies significantly with \( \varphi \), which is in clear contrast to the result in the perfect colinear case (Fig. 4(a)) with the antituri symmetry.

### B. Bipartite AFM

The layered AFM is not the only system where the antitun symmetry breaking can affect SOT. To demonstrate this point, we consider the bipartite AFM (Fig. 1(b)) as the second example. The interface between AFM and heavy metal belongs to this structure. It has been demonstrated \cite{5} that this system generates SOT when the inversion symmetry \( P \) is broken. Note that both sublattices A and B are subject to the same sign of the inversion symmetry breaking unlike the layered AFM. Another important difference from the layered AFM is the relevant transformations for the bipartite AFM. They are \( T_{ax}, T_{ay}, \) and \( T, \) where \( T_{ax}, T_{ay} \) denote the translations by \( ax \) and \( ay, \) respectively, and \( a \) is the lattice spacing. None of these transformation is the symmetry of the system. However their combinations may be symmetries. \( T_{ax} T_{ay} \) is the symmetry of the system regardless of \( m, \) and \( T_{ax} T, T_{ay} T \) are the symmetries of the system only for \( m = 0. \) Of particular importance for SOT are the latter two symmetries, which are antitunary and broken when \( m \) becomes nonzero.

In order to demonstrate effects of the nonzero \( m, \) we consider the following four-band Hamiltonian \cite{4} for two-dimensional bipartite AFM,

\[
\mathcal{H}_B = \left( J \sigma \cdot M_A \right) \begin{pmatrix} \gamma_{k_i} & \gamma_{k_j} \\ \gamma_{k_i}^* & \gamma_{k_j}^* \end{pmatrix} + \frac{\alpha}{a} \sigma \cdot (q \times \hat{z}) \tau, \tag{8}
\]

where \( \gamma_{k_i} = -2i(\cos k_z a + \cos k_y a) \) is a hopping energy, and \( q = (\sin k_z a, \sin k_y a, 0) \). Figure 5 shows the band structure for bipartite AFM with \( m = 0. \) Note that there are two-fold degeneracies at the high symmetry points \( \Gamma, \)
shows 5 and the antiunitary δaacy for all points, which is in clear contrast to the two-fold degeneracy for other k points. Inset shows schematically two lower bands of the band structure for bipartite AFM with nonvanishing m. Note that the lower and upper bands are origin symmetric, and the degeneracy even occurs at X point.

X (and also M, which is not shown) due to the antiunitary symmetries T_\alpha x T, T_\alpha y T. These symmetries, however, do not impose the two-fold degeneracy for other k points, which is in clear contrast to the two-fold degeneracy for all k points imposed by the PT symmetry for the layered AFM. This difference between PT and T_\alpha x T (or T_\alpha y T) arises from the fact that k leaves invariant under PT but transforms to -k under T_\alpha x T (or T_\alpha y T). When m is nonzero, on the other hand, the antiunitary symmetries are broken and the two-fold degeneracies at high symmetry k points are lifted. The inset in Fig. 5 shows the degeneracy-lifting at the Γ point.

Note that the band structures of the bipartite AFM before and after the antiunitary symmetry breaking by m resemble those of the two-dimensional non-magnetic Rashba system before [15] and after [11] the time-reversal symmetry breaking by the emergence of FM order. Then just like the time-reversal symmetry breaking can drastically modify the current-induced spin polarization in the Rashba system, it is reasonable to expect that the antiunitary symmetry breaking of the bipartite AFM by m may modify the non-equilibrium spin density \( \delta S_{1c}^{\text{Berry}} \) generated by the current significantly.

Similarly to the situation for the layered AFM, \( \delta S_{1c}^{\text{Berry}} \) has two contributions, \( \delta S_{1c}^{\text{Berry}} \) and \( \delta S_{2c}^{\text{Berry}} \), which arise from the interband transitions marked by the green and red arrows in Fig. 5, respectively. For m = 0, \( \delta S_{1c}^{\text{Berry}} \) vanishes due to the antiunitary symmetries T_\alpha x T and T_\alpha y T (See Appendix) whereas

\[
\delta S_{2c}^{\text{Berry}} = \mp S_{n} \hat{n} \times (\hat{z} \times eE),
\]

where \( - (\mp) \) sign applies to \( \zeta = A \) (B) sublattice. Equation (9) has been obtained before [5]. \( S_{n} \) is generally proportional to \( \alpha J / E_{F} \), where the 1/\( E_{F}^{2} \) dependence comes from the fact that the energy level spacing for the red-arrow-marked interband transitions (Fig. 5) is 2\( E_{F} \). The precise value of \( S_{n} \) depends on various details. When \( E_{F} \) is near the bottom of the lower energy bands as in Fig. 5, \( S_{n} = (m^*/\alpha J E_{F}^{2}) \) (the corresponding Fermi momentum is \( k_{F} \approx 0.6 \text{ nm}^{-1} \)). Here, m is parallel to \( \hat{y} \) direction, and m is \( -\hat{x} \) direction.

For small but nonvanishing m, \( \delta S_{2c}^{\text{Berry}} \) acquires a correction of order \( O(|m|) \), which stays small for |m| \( \ll 1 \). We thus ignore this correction. On the other hand, \( \delta S_{1c}^{\text{Berry}} \) may acquire a more significant correction. As remarked above \( \delta S_{1c}^{\text{Berry}} \) arises from the green-arrow-marked interband transition in Fig. 5 and the antiunitary symmetry constraints (Appendix) that prevent \( \delta S_{1c}^{\text{Berry}} \) do not work anymore since the symmetries are broken once m is not zero. Generally, Berry phase effects are known to be larger when they arise from interband transitions of smaller energy spacing. In that respect, it is not surprising to have sizable \( \delta S_{1c}^{\text{Berry}} \) since the green-arrow-marked interband transition involves small energy spacing; the spacing is \( (2|\gamma_{k}| / \sqrt{J^{2} + |\gamma_{k}|^{2}}) J |m| \) for \( J |m| \gg ak_{F} \) and \( 2ak_{F} \Delta \kappa \) for \( J |m| \ll ak_{F} \), where \( k_{F} \) is the Fermi wavevector, \( \Delta \kappa \) is the anisotropy parameter (See Appendix). In both cases, it is much smaller than the level spacing for the red-arrow-marked interband transition (Fig. 5). We first calculate \( \delta S_{1c}^{\text{Berry}} \) in the two opposite limits. In the first limit, where both \( J |m| \) and \( ak_{F} \) are sufficiently larger than \( \max(\Sigma, k_{B}T) \), the antiunitary symmetry constraints become completely obsolete and the green-arrow-marked interband transition produces a sizable contribution, whose magnitude depends rather sensitively on the direction of \( J |m| \) and its relative magnitude with respect to \( ak_{F} \). For concreteness, we assume both m and \( \Sigma \) to be within the xy plane. Then for \( J |m| \gg ak_{F} \), we obtain

\[
\delta S_{1c}^{\text{Berry}} = -S_{m} \hat{m} \times (\hat{z} \times eE),
\]
where $S_m$ is approximately $S_n(\varepsilon_k^F/J^2|m|)$. Note that 
$|\delta S^\text{Berry}_m|\sim |\delta S^\text{Berry}_n|\sim |m|(\varepsilon_k^F/|\alpha k|)^2$. This ratio is proportional to $|m|$ but its proportionality constant $\sim (\varepsilon_k^F/|\alpha k|)^2$ can easily go over 100 or more. Thus, even in this case, the SOT correction due to the antisymmetry breaking can be significant.

In the opposite limit, where either $J|m|$ or $|\alpha k|$ is sufficiently smaller than $\max(\Sigma, k_BT)$, the antisymmetry constraints remain effective and the Berry phase effect from the green-arrow-marked interband transition is suppressed. Figure 6 shows the numerical calculation results of $\delta S^\text{Berry}$ as function of $J|m|$. In this calculation, it is assumed that $|\alpha k|$ is about factor 10 larger than $\Sigma$ and $k_BT$. Note that starting from $J|m| \sim 0.07$, for which $|m| \simeq 0.07$, $\delta S^\text{Berry}_m$ in Fig. 6 follows the $1/|m|$ dependence predicted by Eq. (10). For $J|m| \lesssim 0.04$, on the other hand, $\delta S^\text{Berry}_m$ is strongly suppressed as expected. Unlike the sign change in the layered AFM (Fig. 3), the sign change does not occur in the bipartite AFM (Fig. 6).

III. DISCUSSION

As illustrated in Figs. 3(a) and 6, $\delta S^\text{Berry}_m \cdot \hat{z}$ in the layered AFM and the bipartite AFM depends on $m$ in different way; When $m$ is sufficiently large to overcome the level broadening (but smaller than $n$), $\delta S^\text{Berry}_m \cdot \hat{z}$ in the layered AFM saturates to a value that is independent of $|m|$ (Fig. 3(a)) but $\delta S^\text{Berry}_m \cdot \hat{z}$ in the bipartite AFM is inversely proportional to $|m|$. This difference originates from the symmetry difference between the two types of AFMs. In the layered AFM, the energy dispersion is two-fold degenerate for $m = 0$ due to the PT symmetry and this degeneracy is lifted by $m$ (Fig. 2). In the bipartite AFM, on the other hand, the energy dispersion is not two-fold degenerate even for $m = 0$ because the $T_{lex}$ or $T_{XY}$ symmetries do not guarantee the degeneracy for general $k$. The symmetries guarantee the degeneracy only at high symmetry points such as $T$ and $X$. When $m$ becomes finite, the symmetries are broken and even this degeneracy is lifted. The resulting energy dispersion resembles that for a two-dimensional FM Rashba model (Fig. 5). Thus it is reasonable to expect that for nonzero $m$, $\delta S^\text{Berry}_m \cdot \hat{z}$ for the bipartite AFM is similar to that of the two-dimensional FM Rashba model which is already well known [11, 13]. In this analogy with the two-dimensional FM Rashba model [11, 13], $J|m|$ in the bipartite AFM corresponds to $J_M$ (which is commonly abbreviated to $J$ since $M$ is essentially a constant in FM systems) in the FM Rashba model. Then, considering that $\delta S$ generated by the Berry phase in the FM Rashba model is inversely proportional to $J_M$ [11, 13], $\delta S^\text{Berry}_m$ being inversely proportional to $|m|$ in the bipartite AFM is natural. For the layered AFM, such analogy with the two-dimensional FM Rashba system is not possible since the energy dispersion has very different structure.

We address the question of whether the crucial assumption $J|m||\xi_F^F| > \Sigma$, $k_BT$ can be satisfied in experiments, where $n$ denotes either L (layered AFM) or B (bipartite AFM). Here, $|\xi_F^F|$ is a dimensionless parameter. We note that $|\xi_F^F|$ is proportional to $\gamma(k_z)$ in the layered AFM, since we assume $\gamma(k_z) < J$. In the bipartite AFM, when $J|m| \gg |\alpha k|$, one obtains $\xi^B_F \sim |\gamma_k|/\sqrt{J^2 + \gamma_k^2}$. For $J \approx 0.01$ eV [13], $J = 1$ eV, $\xi^B_F \simeq 0.1 (\xi^B_F \sim 1)$, and at room temperature $k_BT \approx 0.26$ eV, the assumption requires $|\gamma_k| > 0.1 (0.01)$, which amounts to the spin canting of $\geq 10\% (1\%)$. We remark that $|\xi_F^F|$ depends on $J$, and the inter-sublattice hopping, such as $\gamma(k_z)$ and $\gamma_k$. Even for such AFMs, $m$ becomes finite during magnetization dynamics and can be estimated as $m \sim h/|J_H|\langle|\hat{m}|\rangle$, where $J_H$ is exchange parameter between local magnetic moments [8]. Thus the assumption amounts to $h|J_H/\langle|\hat{m}|\rangle > \Sigma$, $k_BT$. For example, in Mn$_2$Au [16], $J_H \sim 0.04$ eV. For the material parameters specified above, the assumption is satisfied for fast magnetization dynamics with characteristic frequency $\geq 1$ THz. Considering that the characteristic magnetization dynamics in AFMs is estimated to be in THz scale, this estimation indicates that the antisymmetry breaking effect on SOT can be indeed relevant for fast AFM magnetization dynamics.

We consider two types of AFM magnetization dynamics. One is the AFM magnetization switching dynamics. A recent experiment [6] reported the electrical switching of the AFM magnetization through SOT. The time scale of the dynamics is quite slow, however. In Ref. [6], the current pulse length for the AFM magnetization switching should be longer than 1 ms, which implies that the characteristic frequency of the AFM magnetization switching is of the order of 1 kHz at best, which is far below the required frequency of 1 THz mentioned above. We thus conclude that the effect of the nonlinearity is irrelevant for the slow AFM magnetization switching realized in Ref. [6]. The other type of the AFM magnetization dynamics we consider is the AFM domain wall motion. Recent theoretical analyses [7] predict AFM domain walls to move at high speeds of a few to a few tens of km/s. For the domain wall width of a few nm [7], the corresponding frequency scale of the magnetization dynamics at the center of AFM domain walls ranges $1 \sim 10$ THz. Thus for such a high speed AFM domain wall motion, we expect that the nonlinearity effect may become relevant.

Still another way to test the nonlinearity effect is to measure SOT for AFMs whose equilibrium spin configurations are noncollinear. Such equilibrium noncollinearity may be weakly induced by the Dzyaloshinskii-Moriya...
interaction [17–19], which is often present in AFMs. Another way to induce the equilibrium noncollinearity is to apply an external magnetic field. This is probably the simplest way at least in principle. But for conventional AFMs with \( J_H \sim 0.04 \text{ eV} \), the required field strength is of the order of 100 T or more, which may be too high. Thus to induce the equilibrium noncollinearity by an external field, a synthetic AFM [20] will be a more suitable system since the corresponding \( J_H \) will be much smaller.

Lastly we remark on a technical limitation of our calculation. Our calculation takes the disorder effect into account only through the self-energy correction via the energy level broadening. However the disorder may affect the calculation result also through the vertex correction, which is completely ignored in this paper. For certain spin-related phenomena such as the spin Hall effect in the two-dimensional Rashba model [21], it has been reported that the vertex correction completely cancels [22, 23] the spin Hall effect predicted by the calculation [21] that ignores the vertex correction. Thus in certain cases, the neglect of the vertex correction can be dangerous. However this appears to be rather exceptional. For modified Rashba models for which the energy dispersion deviates [24] from the quadratic \( k \) dependence or the spin-momentum coupling deviates [25] from the \( k \)-linear dependence in the ideal Rashba model, the complete cancellations by the vertex correction does not occur. Moreover for \( p \)-type semiconductors, whose Hamiltonian deviates significantly from the ideal Rashba model, the vertex correction itself is found to be absent [26]. It has been argued [27] that a complete cancellation by the vertex correction is limited to the two-dimensional Rashba model and does not occur in general. Based on previous studies on the vertex correction, we think it is unlikely for the vertex correction to qualitatively modify the noncollinearity effect predicted in this paper although quantitative correction is likely. To verify this expectation, an explicit calculation of the vertex correction is necessary, which however goes beyond the scope of this paper.

IV. SUMMARY

In summary, for two types of AFMs we have demonstrated that small deviation from perfectly collinear spin configurations can significantly modify properties of SOT. This result originates from the fact that the noncollinearity breaks antiunitary symmetries present when spin configurations are collinear. Due to this connection with antiunitary symmetries we expect this result to hold for more general situations including other types of AFMs with broken antiunitary symmetries. For instance, antiunitary symmetries are broken in equilibrium if AFMs have weak ferrimagnetic character or in AFMs with the broken inversion symmetry where the Dzyaloshinskii-Moriya interaction results in canting and breaks antiunitary symmetries. A similar situation may appear at a bilayer that consists of an AFM and a heavy metal or of an AFM and a FM layer. We thus expect this effect to be generic in various classes of AFMs where antiunitary symmetries are broken either dynamically or in equilibrium. This result will be relevant for the realization of THz scale AFM devices.
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Appendix

Considering Eq. (8) with \( m = 0 \), the corresponding eigenvalues and eigenstates are as follows:

\[
\mathcal{H}_B |u_{kc}\rangle = E_{kc} |u_{kc}\rangle, \tag{A.1}
\]

where \( E_{kc} = \epsilon \sqrt{\xi_0^2(k) + \epsilon^2 \alpha^2 \xi_0^2(k) \Delta_k^2 + \alpha^4 g^2}, \xi_0(k) = |E_{kc}(\alpha = 0)|, \Delta_k^2 = g^2 - J^2/\xi_0^2 |q \cdot (q \times \hat{z})|^2 \).

For the convenience of symmetry analysis, the Bloch wave function may be written as

\[
|u_{kc}\rangle = e^{ikr} |u_{Rc}\rangle + e^{-ikr} |u_{Lc}\rangle, \tag{A.2}
\]

where \( k > 0 \). The eigenstates are related by operations:

\[
T_kT|u_{Rc}\rangle = e^{-ik\cdot a} |u_{Lc}\rangle. \tag{A.3}
\]

Let us consider the imaginary part of Eq. (3) for interband process in Fig. 5. We assume that the Fermi energy is positioned at the bottom of the lower energy bands. In the interband transition between the two lower bands, the spin and velocity parts are

\[
\langle u_{L-} | \sigma/A/B | u_{L-} \rangle = -e^{ik \cdot 2a} \langle u_{R+} | \sigma/B/A | u_{R-} \rangle^*, \tag{A.4}
\]

\[
\langle u_{L-} | \tilde{\psi} | u_{L-} \rangle = -e^{-ik \cdot 2a} \langle u_{R-} | \tilde{\psi} | u_{R-} \rangle^*, \tag{A.5}
\]

where \( \sigma_{A/B} = P_{A/B} \sigma P_{A/B} \), and

\[
(T_kT)^{-1} \sigma_{A/B} (T_kT) = -\sigma_{B/A}, \quad (T_kT)^{-1} \tilde{\psi} (T_kT) = -\tilde{\psi}. \tag{A.6}
\]

So, one obtains

\[
\text{Im} \left[ \langle u_{L-} | \sigma_{A/B} | u_{L-} \rangle |u_{L-} \rangle |eE \cdot \nu|u_{L-} \rangle \right] = -\text{Im} \left[ \langle u_{R+} | \sigma_{B/A} | u_{R-} \rangle |u_{R-} \rangle |eE \cdot \nu|u_{R-} \rangle \right]. \tag{A.7}
\]

Furthermore, \( P |u_{L+}^i \rangle, |u_{R-}^i \rangle \) have same eigenvalue, be-
cause \(P^{-1} \mathcal{H}_B(k)P = \mathcal{H}_B(-k)\). Thus,

\[
\langle \mathbf{u}_{L+} | \sigma_{A/B} | \mathbf{u}_{L-} \rangle = (\langle \mathbf{u}_{L+} | \sigma_{A/B} T_k TP | \mathbf{u}_{L+} \rangle ) (A.8)
\]

\[
= \langle \mathbf{u}_{L+} | \tau \sigma_{A/B} | \mathbf{u}_{L+} \rangle (A.9)
\]

\[
= \langle \tau \sigma_{B/A} T_k | \mathbf{u}_{L+} \rangle (A.10)
\]

\[
= \langle \tau \mathbf{P} T_k | \mathbf{u}_{L+} \rangle (A.11)
\]

\[
= \langle \mathbf{u}_{L+} | \sigma_{B/A} T_k | \mathbf{u}_{L+} \rangle (A.12)
\]

where \(P \sigma_{A/B} = \sigma_{A/B} P\). Consequently, Eqs. (A.7), (A.12) indicate that the Berry phase contribution between \(\mathbf{u}_{L+}\) and \(\mathbf{u}_{L-}\) are exactly cancelled by the Berry phase contribution between \(\mathbf{u}_{R+}\) and \(\mathbf{u}_{R-}\).
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