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Abstract—Collaborative Edge Computing (CEC) is an effective method that improves the performance of Mobile Edge Computing (MEC) systems by offloading computation tasks from busy edge servers (ESs) to idle ones. However, ESs usually belong to different MEC service providers so they have no incentive to help others. To motivate cooperation among them, this paper proposes a cooperative mechanism where idle ESs can earn extra profits by sharing their spare computational resources. To achieve the optimal resource allocation, we formulate the social welfare maximization problem as a Markov Decision Process (MDP) and decompose it into two stages involving the allocation and execution of offloaded tasks. The first stage is solved by extending the well-known Deep Deterministic Policy Gradient (DDPG) algorithm. For the second stage, we first show that we only need to decide the processing order of tasks and the utilized computational resources. After that, we propose a dynamic programming and a Deep Reinforcement Learning (DRL)-based algorithm to solve the two types of decisions, respectively. Numerical results indicate that our algorithm significantly improves social welfare under various situations.
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I. INTRODUCTION

Recently, the proliferation of mobile devices and the commercialization of 5G technology have driven the development of many mobile applications, such as virtual reality and mobile gaming. However, restricted by the physical size and manufacturing cost, existing mobile devices are usually unable to provide sufficient computational power for these computation-intensive applications. To address this issue, Mobile Edge Computing (MEC) [1] has been proposed as a new computing paradigm that enables mobile devices to offload their computation tasks to nearby edge servers (ESs). Extensive research has shown that MEC substantially reduces the computation delay of tasks and thus improves the user experience.

A major problem in MEC is the computational resources in each ES are very limited. Hence, ESs often cannot process all incoming computation tasks timely when facing bursty task arrivals. Fortunately, this problem can be significantly alleviated via the Collaborative Edge Computing (CEC) framework [2]–[4], which balances the workload among ESs by offloading computation tasks from busy ESs to idle ones. However, since ESs usually belong to different MEC service providers, they have no incentive to help others. To encourage cooperation among them, the authors in [5] and [6] have proposed two cooperative mechanisms for CEC networks. A deficiency of the two mechanisms is they both assume that ESs are willing to contribute all of their computational resources and be managed by a central controller. In practice, however, self-interested ESs only help others if there are extra computational resources after processing their own tasks. Besides, ESs are reluctant to hand over their control to others due to security considerations.

To address the above issue, this paper proposes a more practical cooperative mechanism that enables ESs to retain control over themselves. Instead of managing all ESs with a central controller, our mechanism lets ESs decide the amount and price of computational resources they are willing to share. When an ES is overloaded and desires to offload a computation task, it posts an offloading request that contains the task’s information and the amount of reward it is willing to pay. Based on the information of shared resources and offloading requests, we can compute the optimal scheduling scheme that maximizes social welfare. The main contributions of our work are summarized as follows:

- We propose a cooperative mechanism for CEC networks that enables ESs to retain control over themselves. To achieve the optimal resource allocation, we formulate the social welfare maximization problem as a Markov Decision Process (MDP).
- We decompose the original MDP into two stages involving task allocation and task execution. The first stage is solved by extending the Deep Deterministic Policy Gradient (DDPG) algorithm. The second stage is further decomposed into two procedures and then solved by dynamic programming and Deep Reinforcement Learning (DRL), respectively.
- We conduct extensive numerical simulations to validate the effectiveness of the proposed algorithm. Our algorithm is compared with two benchmarks and numerical results show that our algorithm significantly improves the system performance under various settings.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we first describe our system model and the cooperative mechanism among ESs. After that, we formulate the social welfare maximization problem as an MDP.
A. System Model and Cooperative Mechanism

As shown in Fig. 1, we consider a CEC network with $N$ base stations (BSs) indexed by $\mathcal{N} = \{1, \ldots, N\}$. Each BS is endowed with computational capabilities and serves as an ES. To provide a better user experience, overloaded BSs may wish to offload part of their tasks to other BSs. Meanwhile, idle BSs are willing to share their computational resources for extra profits. Therefore, offloading tasks from busy BSs to idle ones results in a win-win situation. To maximize the benefits of cooperation, we design an orchestrator to collect necessary information (e.g. the amount and price of spare computational resources) and compute the optimal task scheduling scheme. The obtained task scheduling scheme is distributed to the corresponding BSs so that they can cooperate in a peer-to-peer manner. Notice that the orchestrator is different from the central controller in [5] and [6], as it does not control the behavior of BSs. In practice, the orchestrator can be implemented by any entity with sufficient communication and computational capabilities and is usually elected by all BSs or designated by the governmental institution.

For convenience, the time horizon is divided into multiple slots of equal length $\Delta t$. In each time slot $t$, the cooperation among BSs is conducted through the following steps.

1) Revealing Spare Resources: At the beginning of slot $t$, idle BSs should report the available amount and unit price of their spare computational resources\footnote{We only consider CPU frequency in this paper, but our mechanism can be easily extended to include other types of computational resources.} over the next $\delta$ slots. We assume the amount and price of the spare resources remain constant within each slot, but may be different across multiple slots. Therefore, the resource information declared by BS $i$ at slot $t$ can be represented by two $\delta$-dimension vectors $C_i^t$ and $p_i^t$, where $C_i^t(t')$ and $p_i^t(t')$ denote the available CPU frequency and corresponding unit price at slot $t' \in [t, t+\delta-1]$. Notice that $C_i^t(t')$ could be zero if BS $i$ is busy at that slot.

2) Posting Offloading Request: When BS $i$ is overloaded and wishes to offload task $\tau$ to its neighbors, it should post an offloading request to the orchestrator. The request contains the task’s workload $w_\tau$ and utility function $u_\tau(l)$, where $w_\tau$ is the number of CPU cycles required to complete $\tau$ and $u_\tau(l)$ returns the utility value of $\tau$ when its latency is $l$. In this paper, we assume the utility function is linear, i.e. $u_\tau(l) = u_\tau^0 - \alpha_\tau l$, where $u_\tau^0$ is the maximum utility and $\alpha_\tau$ is the punishment coefficient associated with latency $l$.

3) Computing Scheduling Scheme: After collecting the necessary information in the previous two steps, the orchestrator computes scheduling schemes for the received offloading requests. For task $\tau$ whose request is posted at slot $t$, its scheduling scheme $s_\tau = (i_\tau, f_\tau)$ consists of two components, where $i_\tau$ is the target BS that $\tau$ will be offloaded to and $f_\tau$ is a $\delta$-dimension vector specifying the CPU frequency allocated to $\tau$ in the next $\delta$ slots (i.e. time interval $[t, t+\delta-1]$). In this paper, $i_\tau$ and $f_\tau$ are referred to as the task allocation and task execution decisions, respectively. If the utility of $\tau$ is relatively low, we can also reject its offloading request.

For convenience, we represent the rejection of the request by setting $i_\tau = 0$. Based on $f_\tau$, we can calculate task $\tau$’s ending time $t_\tau^f = \min\{t': \sum_{t+i_\tau}^t f_\tau(t')(\Delta t) \geq w_\tau\}$ and latency $l_\tau = t_\tau^f - t$. We define the surplus of task $\tau$ as its utility minus the execution cost, i.e. $r_\tau = u_\tau(l_\tau) - \sum_{t+i_\tau}^t p_i^t(t')f_i(t')$. The orchestrator’s objective is to find the optimal scheduling scheme that maximizes social welfare, which is defined as the long-term surplus of all offloaded tasks.

B. Problem Formulation

In practical situations, the scheduling scheme in the current time slot will influence the BSs’ behaviors in the future. For example, if we offload more tasks to BS $i$, then it is more likely to have fewer spare computational resources in the next few time slots. The relationship between current scheduling decisions and subsequent behaviors of BSs can be captured by the state transition process in MDP. Therefore, we can model the social welfare maximization problem as an MDP, which is defined by a 4-tuple $<S, A, P, R>$, where

- $S$ represents the state space. Let $S(t) \subseteq S$ be the system state at time slot $t$. In our model, $S(t)$ contains the related information collected from BSs, i.e. $S(t) = \{(C_i^t, p_i^t)_{i \in \mathcal{N}}, (w_\tau, u_\tau(t))_{\tau \in \mathcal{T}(t)}\}$, where $\mathcal{T}(t)$ is the set of all offloading requests at slot $t$.
- $A$ is the action space. The action at slot $t$, denoted by $A(t)$, specifies the scheduling of each task in $\mathcal{T}(t)$, i.e. $A(t) = (s_\tau)_{\tau \in \mathcal{T}(t)}$. Notice that in each BS the CPU frequency allocated to tasks should not exceed the available amount. Hence, $A(t)$ should satisfy
  \[
  \sum_{\tau: i_\tau = i} f_\tau(t') \leq C_i^t(t'), \quad \forall i \in \mathcal{N}, \forall t' \in [t, t+\delta-1].
  \]
- $P(S(t+1)|S(t), A(t))$ is the probability that the system state switches to $S(t+1)$ if we take action $A(t)$ in state $S(t)$. For self-interested BSs, they are willing to help
formulated MDP into two stages and then use Deep Neural Networks to overcome this problem, we will first decompose the reinforcement learning (RL) algorithms. However, due to the fact that the formulated MDP cannot be solved directly and must resort to approximation methods like Q-learning [9]. To overcome this problem, we will first decompose the formulated MDP into two stages and then use Deep Neural Network (DNN)-based RL algorithms to solve it.

III. DEEP REINFORCEMENT LEARNING-BASED SCHEDULING ALGORITHM

In this section, we design a DRL-based algorithm to solve the formulated MDP. Our algorithm consists of two stages. The first stage decides the target BS \( i_t \) for each task \( \tau \in T(t) \). The second stage calculates the optimal task execution \( f_\tau \) based on the decisions made in the first stage.

A. First Stage: Task Allocation

The first stage only decides the allocation of tasks in \( T(t) \) so the action in the first stage \( A^t(t) \) can be defined as \( A^t(t) = (i_\tau)_{\tau \in T(t)} \). The action space of \( A^t(t) \) is denoted by \( A^t \). Since the task execution \( A^t(t) = (f_\tau)_{\tau \in T(t)} \) calculated in the second stage relies on \( A^t(t) \), we can regard \( A^t(t) \) as a function of \( A^t(t) \), denoted by \( A^t(t) = g(A^t(t)) \). Recall that \( A(t) = (s_\tau)_{\tau \in T(t)} = (A^*(t), A^t(t)) \), so we can define the reward of \( A^t(t) \) as the reward of \( A(t) = (A^0(t), g(A^t(t))) \). Hence, the reward function of the first stage can be defined as \( R^t(t) = R^t(S(t), A^t(t)) = R(S(t), (A^0(t), g(A^t(t))) \). Then the MDP problem in the first stage is represented by the 4-tuple \( < S, A^t, P, R^t > \). However, this problem is still hard to solve due to the exponentially large state and action spaces.

The recent success in applying DNNs to RL algorithms has driven the development of many DRL methods. In this paper, we extend the Deep Deterministic Policy Gradient (DDPG) algorithm [8], which is capable to handle continuous high-dimensional state and action spaces, to solve the task allocation problem. The structure of our algorithm is illustrated in Fig. 2.

Let \( \pi : S \rightarrow A^t \) be any deterministic policy that returns a feasible task allocation for any given state \( S \). Then we can define the corresponding action-value function as

\[
Q^\pi(S(t), A^t(t)) = \mathbb{E} \left[ \lim_{T \to \infty} \sum_{i=t}^{T} \gamma^{i-t} R^a(S(i), \pi(S(i))) | S(t), A^t(t) \right]
\]

where the expectation is taken over the state transition probability. Clearly, \( Q^\pi(S(t), A^t(t)) \) is the long-term return after taking action \( A^t(t) \) in state \( S(t) \) and thereafter following policy \( \pi \). According to the Bellman optimality equation, the action-value function under the optimal policy \( \pi^* \) satisfies

\[
Q^{\pi^*}(S(t), A^t(t)) = \mathbb{E} \left[ R^a(t) + \gamma \max_{A^t(t+1)} Q^{\pi^*}(S(t+1), A^t(t+1)) \right]
\]

and the optimal policy can be computed by

\[
\pi^*(S(t)) = \arg \max_{A^t(t)} Q^{\pi^*}(S(t), A^t(t)).
\]

Unfortunately, under high-dimensional state and action spaces, it is computationally impossible to directly learn the optimal action-value function and calculate the optimal policy using conventional RL algorithms like Q-learning [9].

To avoid the curse of dimensionality, DDPG utilizes two DNNs to approximate the policy function and the action-value function. The two DNNs are usually called the primary actor network (whose parameter is denoted by \( \theta^a \)) and the primary critic network (whose parameter is denoted by \( \theta^q \)). Then the two approximated functions can be represented by \( \pi(S | \theta^a) \) and \( Q(S, A^t | \theta^q) \), respectively. Based on the Bellman optimality equation (1), we can define the loss of the primary critic network as

\[
L(\theta^q) = \mathbb{E} \left[ (Q(S(t), A^t(t) | \theta^q) - y(t))^2 \right]
\]

where

\[
y(t) = R^a(t) + \gamma Q(S(t+1), \pi(S(t+1)) | \theta^q).
\]
requests changes across different time slots. To solve this issue, our output layer has $K$ we utilize the one-hot encoding in the output layer. That is, $K$ is a tunable parameter) and each group contains $N$ problems with fixed state dimensions. In our problem, however, the latency of tasks at the front of the queue. Theorem 1 is processing time of each task is minimized and thus shortens the latency of the first task reduces to $2$ tasks will be completed in $2$ slots. However, if we handle them separately, then the latency of the first task reduces to $2$ slots.

The intuition behind Theorem 1 can be illustrated by a simple example. As shown in Fig. 3, we consider two tasks with an equal workload. If processed simultaneously, both tasks will be completed in $4$ slots. However, if we handle them separately, then the latency of the first task reduces to $2$ slots.

By devoting all computation power to one task at a time, the processing time of each task is minimized and thus shortens the latency of the first task reduces to $2$ slots.

After obtaining the task allocation decision $A^e(t)$, we still need to compute the task execution strategy $A^o(t)$ to produce a feasible scheduling. Let $T_i(t) = \{ \tau \in T(t) : i_\tau = i \}$ be the set of tasks allocated to BS $i$, then the task execution problem on BS $i$ can be formulated as

$$\max_{f_r} \sum_{\tau \in T_i(t)} r_\tau = \sum_{\tau \in T_i(t)} \left[ u_\tau(l_\tau) - \sum_{t' = t}^{t+\delta-1} \sum_{\tau' \in T_i(t')} p_\tau(t') f_{\tau'}(t') \right]$$

subject to $\sum_{\tau \in T_i(t)} f_{\tau}(t') \leq C_i(t')$, $\forall t' \in [t, t + \delta - 1]$. Let $A_i^o(t) = (f_{\tau})_{\tau \in T_i(t)}$ be the task execution decisions associated with BS $i$. The following two theorems characterize the optimal solutions of problem (3).

Theorem 1: There exists an optimal solution $A_i^{e,o}(t)$ such that no tasks are processed simultaneously, i.e. a new task will be processed only if the current task is completed.

The intuition behind Theorem 1 can be illustrated by a simple example. As shown in Fig. 3, we consider two tasks with an equal workload. If processed simultaneously, both tasks will be completed in $4$ slots. However, if we handle them separately, then the latency of the first task reduces to $2$ slots.

By devoting all computation power to one task at a time, the processing time of each task is minimized and thus shortens the latency of tasks at the front of the queue. Theorem 1 is the natural generalization of this result to the multi-task cases and the detailed proof is omitted for brevity.

Before introducing the second theorem, we first define a special class of task execution decisions.

Definition 1: A task execution decision $A_i^e(t)$ is called binary if for any slot $t' \in [t, t + \delta - 1]$, we have either $\sum_{\tau \in T_i(t)} f_\tau(t') = 0$ or $\sum_{\tau \in T_i(t)} f_\tau(t') = C_i(t')$.

According to the definition, if a binary task execution decision $A_i^e(t)$ processes tasks at slot $t'$, then it will use up
all available computational power in that slot. The following theorem states that binary task execution decisions can achieve the best objective value if the duration of each slot $\Delta t$ approaches zero.

**Theorem 2:** Let $R^e(A^*_c(t))$ be the objective value of problem (3) under decision $A^*_c(t)$. Suppose $A^*_c(t)$ is the optimal binary task execution decision and $A^*_c(t)$ is the optimal task execution decision (not necessarily binary). Then we have $\lim_{\Delta t \to 0} R^e(A^*_c(t)) = R^e(A^*_c(t))$.

**Proof:** See Appendix [A]

In MEC systems, in order to satisfy the stringent quality of service (QoS) requirements of real-time applications, the duration of each slot is usually very short (e.g. several milliseconds). Hence, according to Theorem 2 we only need to focus on binary task execution decisions.

Based on the result in Theorem 1 one can easily verify that a binary task execution decision $A^*_c(t)$ is uniquely determined once we have specified the processing order of tasks (denoted by $\sigma_t(i)$) and which time slots are utilized (denoted by $x_t(i)$), where the $j$-th component $x_t^j(0,1)$ is a binary variable indicating whether slot $t + j - 1$ is utilized. Therefore, to obtain the optimal $A^*_c(t)$, we only need to find the corresponding $\sigma^*_t(t)$ and $x^*_t(t)$. Unfortunately, this problem is strongly NP-hard even if (i) the capacity of each slot $C^t$ is equal, and (ii) there are only two different prices for the computational resources.

To solve this problem, in the rest of this subsection, we propose a DRL-based approximate algorithm that produces close-to-optimal solutions efficiently.

1) **Slot Utilization:** We first show that for an arbitrary processing order $\sigma_t(i)$, we can calculate the corresponding optimal $x^*_t(t)$ in polynomial time by dynamic programming. Let $Z(j,t_1)$ be the optimal total surplus of the first $j$ tasks in $\sigma_t(i)$ when the $j$-th task is completed at slot $t_1$. Then the Bellman equation of $Z(j,t_1)$ can be expressed as

$$Z(j,t_1) = \max_{t_0 \leq t_1} Z(j - 1, t_0) + z(j, |t_0 + 1, t_1|)$$

where $z(j, |t_0 + 1, t_1|)$ denotes the maximum surplus of the $j$-th task when it is processed after $t_0$ and finished at slot $t_1$. Since the finishing time of the $j$-th task is fixed, the utility of the $j$-th task is also fixed. Therefore, maximizing the surplus is equivalent to minimizing the execution cost. This can be realized by sorting $p_t^* (t')$ for all $t' \in [t_0 + 1, t_1]$ in ascending order and then choosing time slots with the lowest prices until their total computational power exceeds the $j$-th task’s workload. Therefore, the time complexity for calculating $z(j, |t_0 + 1, t_1|)$ equals the time complexity of the sorting algorithm, which is $O((t_1 - t_0) \log(t_1 - t_0)) = O(\delta \log(\delta))$. Since $1 \leq j \leq |T_t(t)|$ and $t_1 \in [t, t + \delta - 1]$, one can further derive that the time complexity for calculating all possible $Z(j,t_1)$ is $O(|T_t(t)| \delta^3 \log(\delta))$. According to the definition of $Z(j,t_1)$, the optimal total surplus for completing all tasks in $T_t(t)$ is $max_{t_1 \in [t, t + \delta - 1]} Z(|T_t(t)|, t_1)$. The corresponding optimal slot utilization $x^*_t(t)$ can be immediately obtained by examining the Bellman equation (4).

It should be noted that the equation (4) is not the actual Bellman equation because there may exist unused computational resources in slot $t_0$ and if these resources are used to process the $j$-th task, we may obtain a higher surplus. However, as explained in the proof of Theorem 2 the extra surplus brought by a single slot is negligible when $\Delta t$ is small. Hence, the $Z(j,t_1)$ calculated by (4) is very close to the real value so we can regard (4) as a proper approximation of the actual Bellman equation.

2) **Processing Order:** After obtaining the optimal $x^*_t(t)$, the next natural question is which $\sigma_t(i)$ should we use? For convenience, we define the total execution cost $\Gamma_c(A^*_c(t))$ as the sum of the latency cost $\Gamma_c(A^*_c(t)) = \sum_{t \in T_t(t)} \alpha_t \cdot t_1$ and the utilization cost $\Gamma_u(A^*_c(t)) = \sum_{t \in T_t(t)} \sum_{i=1}^{t_1-1} p^*_i(t') f_i(t')$. Clearly, we have $R^e(A^*_c(t)) = \sum_{t \in T_t(t)} (u_0 - \Gamma_e(A^*_c(t))$ so maximizing $R^e$ is equivalent to minimizing $\Gamma_c$. According to the results in [12]-[14], given a tunable parameter $\epsilon > 0$, we can construct a processing order $\sigma^*_t(t)$ in polynomial time so that $\Gamma_c(\sigma^*_t(t), x^*_t(t)) \leq (4 + \epsilon) \Gamma_c(\sigma^*_t(t), x^*_t(t))$ for any processing order $\sigma_t(i)$ and slot utilization $x_t(i)$. Let $x^*_t(t)$ be the optimal slot utilization of $\sigma^*_t(t)$ computed by the dynamic programming described above and $(\sigma^*_t(t), x^*_t(t))$ be the optimal execution decision. Since $x^*_t(t)$ is optimal with respect to $\sigma^*_t(t)$, we have $\Gamma_c(\sigma^*_t(t), x^*_t(t)) \leq \Gamma_c(\sigma^*_t(t), x^*_t(t))$. Moreover, due to the property of $\sigma^*_t(t)$, we also have $\Gamma_c(\sigma^*_t(t), x^*_t(t)) \leq (4 + \epsilon) \Gamma_c(\sigma^*_t(t), x^*_t(t))$. Combining the two inequalities yields $\Gamma_c(\sigma^*_t(t), x^*_t(t)) \leq (4 + \epsilon) \Gamma_c(\sigma^*_t(t), x^*_t(t))$. Hence, we have obtained a solution whose execution cost is no larger than the $4 + \epsilon$ times of the optimal cost.

Although the above solution provides an upper bound for the execution cost, it is designed to optimize the worst-case performance, which may not produce satisfying results in general cases. To obtain a better average performance, we leverage the DRL methods to find the optimal processing order based on task information (i.e. workload and punishment coefficient of latency) and environmental information (i.e. price and available amount of computational resources). Our approach is based on the DRL algorithm [15] designed to solve the Traveling Salesman Problem (TSP) problem, where one needs to find an optimal sequence of cities with minimal tour length. Notice that the objective of our problem is also computing an optimal ordering based on the attributes of tasks, thus the neural network structure presented in [15] can be easily adapted to our situation. The main difference between our problem and TSP comes from two aspects: (i) in addition to the attributes of tasks, the optimal solution of our problem also depends on the environmental information; (ii) the output ordering must be fed into the dynamic programming module to obtain the final execution cost. These two problems can be solved by (i) combining task information with environmental information at the input layer and (ii) connecting the dynamic programming module with the DRL module during the training process.

IV. Numerical Results

In this section, extensive simulations are conducted to evaluate the performance of the proposed algorithm. We consider a CEC network consisting of $N = 10$ BSs and each experiment
lasts for 200 slots. The computational power of each BS ranges from 20GHz to 40GHz and the workload on each BS ranges from 50% to 120%. When the BS’s workload exceeds 100%, it posts offloading requests until the workload decreases to 100%. When the BS’s workload is less than 80%, it shares its spare computational resources for extra profits. The price of resources is proportional to the reciprocal of the resources’ available amount. At every time slot, the BSs report the resource information over the next $\delta = 10$ slots. The workload of each task $w_\tau$ is drawn randomly from $[5M, 20M]$. The maximum utility $u_0^\tau$ and punishment coefficient $\alpha_\tau$ satisfy uniform distribution on $[100, 500]$ and $[10, 90]$, respectively. In the first stage of our algorithm, tasks are divided into groups containing $K = 5$ tasks. Our algorithm is compared with the following two benchmarks:

- **Greedy**: For each offloading request, we iterate all consecutive slots on each BS and choose the task scheduling with the largest surplus.
- **Random**: For each offloading request, we first randomly choose a target BS. If the BS has sufficient spare resources, we randomly select a feasible task execution.

Fig. 4 shows the algorithms’ performance under different numbers of BSs. To demonstrate the advantage of our algorithm in each stage, in Fig. 4(a), the three algorithms only make decisions for the first stage and the second stage is determined by our second-stage algorithm proposed in Section III-B. According to the results, the total social welfare produced by our algorithm and Greedy increases with the network scale. The reason is twofold. First, the number of offloading requests increases with the number of BSs, which leads to larger social welfare if the surplus of each task is positive. Second, with more BSs in the network, we have a higher chance to select cheaper resources for task scheduling. However, since the Random algorithm usually makes unfavorable task allocation decisions, the average surplus of each task is negative so it performs worse in larger networks.

In Fig. 4(b), we compare our second-stage algorithm with the algorithm that adopts the fixed processing order proposed in [13]. As discussed above, we can select cheaper resources when there are more BSs, so the average execution cost decreases with the number of BSs. However, our algorithm outperforms the other in all cases. Fig. 4(c) presents the total social welfare achieved by the three algorithms. Compared to Fig. 4(a), the performance of Greedy and Random is degraded. This shows that applying our second-stage algorithm to Greedy and Random can improve their performance, which further demonstrates the effectiveness of our second-stage algorithm.

![Fig. 4: Performance under different numbers of BSs.](image)

**TABLE I: Running time under different numbers of BSs.**

| Algorithm   | N=5  | N=10 | N=15 | N=20 | N=25 | N=30 |
|-------------|------|------|------|------|------|------|
| Proposed    | 0.534| 1.038| 1.667| 2.207| 2.492| 2.806|
| Greedy      | 0.062| 0.235| 0.447| 0.862| 1.075| 1.713|
| Random      | 0.019| 0.040| 0.057| 0.077| 0.087| 0.113|

To show the convergence of our algorithm, we plot the algorithm performance and training loss for both stages in Fig. 5. The blue curve denotes the moving average of social welfare (or average cost) over the last 50 episodes, and the light blue shadow is the maximum and minimum value in the last 50 episodes. For the first stage, the social welfare and training loss change violently in the first 3000 episodes and then gradually converge. For the second stage, the average cost and training loss becomes stable after the 5000-th episode.

![Fig. 5: Algorithm performance and training loss under different training episodes.](image)

Table I records the running time (in seconds) of each algorithm for 200 slots under different numbers of BSs. All experiments are conducted on a commodity personal computer and the running speed can be significantly improved when utilizing dedicated hardware [16]. Under a small network scale, the running time of our algorithm for a single slot is...
less than 3 ms. Notice that this value only grows linearly with respect to the number of BSs, hence our algorithm is applicable to large-scale networks.

V. CONCLUSION

In this paper, we have investigated cooperative mechanisms for CEC networks. To maximize social welfare, an orchestrator has been designed to collect information and compute optimal task scheduling decisions. We have formulated the scheduling problem as an MDP and proposed a two-stage DRL-based algorithm to solve it. Numerical results have shown that our algorithm achieves a significant performance improvement compared with the benchmark schemes. For the future work, we will combine our mechanism with the blockchain technology to improve its reliability and security.

APPENDIX A
PROOF OF THEOREM

According to Theorem 1, we can assume tasks are processed one by one in $A_{i}^{e,s}(t)$. For any task $\tau \in T_{i}(t)$, we suppose that its starting and ending time slot are $t_{s}$ and $t_{e}$, respectively. We first prove that there is an optimal task execution decision with at most one partially utilized slot in $[t_{s}, t_{e}]$. We prove by contradiction. Suppose there are two partially used slots $t_{1}, t_{2} \in [t_{s}, t_{e}]$, i.e. $0 < \sum_{\tau \in T_{i}(t)} f_{\tau}(t') < C_{i}^{e}(t')$ for $t' = t_{1}$ and $t' = t_{2}$. If $p_{1}^{i}(t_{1}) \leq p_{2}^{i}(t_{2})$, we reduce $f_{\tau}(t_{2})$ and increase $f_{\tau}(t_{1})$ by the same amount until $f_{\tau}(t_{2}) = 0$ or $\sum_{\tau \in T_{i}(t)} f_{\tau}(t_{2}) = C_{i}^{e}(t_{1})$. Similarly, if $p_{1}^{i}(t_{1}) > p_{2}^{i}(t_{2})$, we adjust $f_{\tau}$ in the contrary way. Notice that such manipulation reduces the execution cost of $\tau$ and does not increase its latency. Hence, we have resulted in a new task execution decision $A_{i}^{e,s}(t)$ where the surplus $r_{\tau}$ is increased and the execution of other tasks remains unchanged. As a result, we have $R^{e}(A_{i}^{e,s}(t)) \geq R^{e}(A_{i}^{e,h}(t))$. Therefore, we either yield a contradiction or obtain another optimal task execution decision such that there is only one partially utilized slot in $[t_{s}, t_{e}]$.

Based on the above result, we can construct a new task execution decision $A_{i}^{e,h}(t)$ by renting the remaining computation power of all partially utilized slots in $A_{i}^{e,s}(t)$ to process some dummy tasks. Since we have at most one partially utilized slot for each task, we have

$$
R^{e}(A_{i}^{e,s}(t)) - R^{e}(A_{i}^{e,h}(t)) \leq \sum_{\tau \in T_{i}(t)} C_{i}^{e,s}(t) p_{1}^{i} t_{1}^{i} \max ,
$$

where $C_{i}^{e,s}(t) = \max_{t' \in \{i, t+6-1\}} C_{i}^{e}(t')$ and $p_{1}^{i} t_{1}^{i} \max = \max_{t' \in \{i, t+6-1\}} C_{i}^{e}(t')$. Since $A_{i}^{e,h}(t)$ is binary, we must have $R^{e}(A_{i}^{e,s}(t)) \geq R^{e}(A_{i}^{e,h}(t))$. Substituting into (5) yields

$$
R^{e}(A_{i}^{e,s}(t)) - R^{e}(A_{i}^{e,h}(t)) \leq \sum_{\tau \in T_{i}(t)} C_{i}^{e,s}(t) p_{1}^{i} t_{1}^{i} \max .
$$

The processed workload in slot $t'$ is $\sum_{\tau \in T_{i}(t)} f_{\tau}(t') \Delta t$. Hence, if we reduce the duration of each slot, the unit price of frequency $p_{1}^{i} \max$ should be reduced proportionally, so we have $lim_{\Delta t \to 0} p_{1}^{i} t_{1}^{i} \max = 0$. Substituting into (6) proves the theorem.
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