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Abstract The Transformer-based encoder-decoder framework is becoming popular in scene text recognition, largely because it naturally integrates recognition clues from both visual and semantic domains. However, recent studies show that the two kinds of clues are not always well registered and therefore, feature and character might be misaligned in difficult text (e.g., with a rare shape). As a result, constraints such as character position are introduced to alleviate this problem. Despite certain success, visual and semantic are still separately modeled and they are merely loosely associated. In this paper, we propose a novel module called Multi-Domain Character Distance Perception (MDCDP) to establish a visually and semantically related position embedding. MDCDP uses the position embedding to query both visual and semantic features following the cross-attention mechanism. The two kinds of clues are fused into the position branch, generating a content-aware embedding that well perceives character spacing and orientation variants, character semantic affinities, and clues tying the two kinds of information. They are summarized as the multi-domain character distance. We develop CDistNet that stacks multiple MDCDPs to guide a gradually precise distance modeling. Thus, the feature-character alignment is well built even various recognition difficulties are presented. We verify CDistNet on ten challenging public datasets and two series of augmented datasets created by ourselves. The experiments demonstrate that CDistNet performs highly competitively. It not only ranks top-tier in standard benchmarks, but also outperforms recent popular methods by obvious margins on real and augmented datasets presenting severe text deformation, poor linguistic support, and rare character layouts. In addition, the visualization shows that CDistNet achieves proper information utilization in both visual and semantic domains. Our code is available at https://github.com/simplify23/CDistNet.
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1 Introduction

Scene text recognition aims to read text in natural images. It has attracted wide interest in the computer vision community due to its pivotal role in extracting high-level textual information that is critical for many vision-related applications. Although extensive studies are carried out with significant progress over the past years (Baek et al., 2019; Du et al., 2022; Fang et al., 2021; Lee and Osindero, 2016; Shi et al., 2017; Zheng et al., 2023b), the task still remains challenging for several difficulties, e.g., complex text deformations, unequally distributed characters, multiple fonts, cluttered backgrounds, etc. How to tackle these challenges is becoming a key issue for modern text recognizers.

Recently, Transformer-based encoder-decoder methods have attained impressive performance in this task. For example, Sheng et al. (Sheng et al., 2019) extract visual feature from the text image, and inject semantic feature from the text label to the decoder side. During decoding, the text image is identified character-by-character. At each time step, the semantic feature first
Fig. 1: **Semantic Attention** (Li et al., 2019; Sheng et al., 2019; Shi et al., 2018; Wang et al., 2019a): the semantic feature (optionally concatenated with the position embedding) is employed to query visual features for attention modeling. It easily causes *attention drift* (the first column in (b), line 3,4); **Position Attention** (Fang et al., 2021; Wang et al., 2021; Yu et al., 2020; Yue et al., 2020): a single position embedding is used to query visual features. The position attention solely may wrongly attend multiple characters in a single time step (the second column in (b), line 1,2,3,4). It is typically accompanied by semantic attention or successive position attention (on different domains) for joint visual and semantic modeling; **CDistNet**: the position embedding queries both semantic and visual features, forming a multi-domain tightly coupled feature and resulting in more proper attention localization (the third column in (b)).

Fig. 1: Semantic Attention (Li et al., 2019; Sheng et al., 2019; Shi et al., 2018; Wang et al., 2019a): the semantic feature (optionally concatenated with the position embedding) is employed to query visual features for attention modeling. It easily causes attention drift. (initial column in (b), line 3,4); Position Attention (Fang et al., 2021; Wang et al., 2021; Yu et al., 2020; Yue et al., 2020): a single position embedding is used to query visual features. The position attention solely may wrongly attend multiple characters in a single time step (initial column in (b), line 1,2,3,4). It is typically accompanied by semantic attention or successive position attention (on different domains) for joint visual and semantic modeling; CDistNet: the position embedding queries both semantic and visual features, forming a multi-domain tightly coupled feature and resulting in more proper attention localization (the third column in (b)). Solid and dotted lines denote the general forward pass and loss-guided computation, respectively. The dotted box means optional.

concatenates with the sinusoidal position embedding. It is then used as the query vector to align the corresponding character in the visual space, by which a character-level recognition decision is derived. The pipeline is summarized as the semantic attention scheme (Baek et al., 2019; Qiao et al., 2020; Sheng et al., 2019; Zheng et al., 2023a), as shown in the top part of Fig.1(a). It has advantages such as providing a unified way of integrating recognition clues from visual and semantic domains. However, recent studies (Wang et al., 2020; Yue et al., 2020) show that the two kinds of clues depend on each other. It is explained as when one of the two clues is weak, the other could not stably find its counterpart. Therefore, feature and character are easily mismatched in highly distorted text or rarely-seen character sequences. Moreover, it is also observed in (Yue et al., 2020) that the mismatch is more prevalent in long text. Since the semantic feature is gradually reinforced and dominates the recognition with the accumulation of decoded characters, the position clue is weakened and features between neighbor time steps may become similar, easily causing the visual feature acquired by the model is not accurately aligned with the target character (see the first column of Fig.1(b), line 3,4). The phenomenon is termed as attention drift in the literature (Cheng et al., 2017; Liao et al., 2019; Wan et al., 2020; Wang et al., 2019b). In view of the problem above, several studies (Fang et al., 2021; Wang et al., 2020; Yu et al., 2020; Yue et al., 2020) decouple position and semantic features by employing a single position branch as the query for more flexible attention catching (see the middle part of Fig.1(a)). It generates the so-called position attention scheme. This scheme is typically accompanied by semantic attention or successive position attention on different domains for better feature utilization. For example, (Yue et al., 2020) employs both a position attention on visual space and the semantic attention. The two kinds of attention are late fused to generate the decoded character. This method alleviates the mismatch somewhat and gets improved accuracy. Nevertheless, its position embedding is content-free, where a character order-related fixed embedding is employed to associate with visual features in different text images. It is more like a placeholder constraint rather than a content-aware receptor, which cannot represent the diverse character patterns appearing in a fixed position...
and generates sub-optimal alignments. We observe that it may wrongly attend multiple characters in a single time step, as shown in Fig.1(b) (the second column, line 1,2,3,4). To tackle this, besides modeling the position embedding to query visual feature at first. (Fang et al., 2021) further uses the generated position embedding for a side-loss guided semantic modeling, followed by a query on the language model (LM), which injects the semantic knowledge, and further endows the model with the vocabulary-based rectification capability. It further improves the recognition accuracy to some extent. However, the side loss-guided semantic modeling is loosely associated with the visual space. The position utility is still underestimated by such a usage. Meanwhile, endowing the semantic information using external LMs may degrade the performance in cases no such model is readily available.

We argue that more robust feature-character alignments could be reached by using the position embedding to query both semantic and visual features in parallel, which is barely considered in existing studies. Such a scheme gives an embedding that not only perceives recognition clues from both sides. It also enjoys the merit that correlations between the two domains are simultaneously modeled. In other words, it also models the associations between 2D image space (i.e., character spacing and orientation variants) and 1D sequence space (i.e., character semantic affinities), utilizing them as a whole to get more robust features. Compared to modeling them sequentially (Fang et al., 2021; Yu et al., 2020) or using the late fusion (Yue et al., 2020), it gives a more complete feature description thus more accurate feature-character alignment. As a result, it leads to robust recognition especially in challenging scenarios. Since this process can be vividly understood as describing the character correlation in and between visual and semantic domains. We call it multi-domain character distance in this paper.

Motivated by the observation above, in this paper we develop a novel module called Multi-Domain Character Distance Perception (MDCDP) to characterize the multi-domain character distance. Similar to existing studies (Vaswani et al., 2017; Yue et al., 2020), MDCDP is initialized with a placeholder-like fixed position embedding. But differently, the embedding is used to query both visual and semantic features following the cross-attention mechanism (see the bottom part of Fig.1(a)). Therefore, it does not only impose position enhancement on the visual domain, but also delineates the character dependence in the semantic domain. By merging features from both domains, it generates a new multi-domain tightly coupled position embedding that well perceives spatial and semantic distance among characters. In addition, the embedding is then used as the query vector of the next MDCDP, to obtain a more attention-focused feature-character alignment. Following this idea, we propose a novel architecture named CDistNet that stacks MDCDP several times to guide a gradually precise multi-domain character distance modeling. As seen in the third column of Fig.1(b), CDistNet more accurately localizes the characters. It ensures that, at each time step, the correct feature is utilized for character decoding even complex character spatial variations are presented, therefore benefiting the recognition. Note that CDistNet achieves the recognition without using any external LM.

We conduct comprehensive experiments to evaluate CDistNet on ten public datasets, and two series of augmented datasets with increasing horizontal and curved deformation. On the public datasets, CDistNet consistently ranks top-tier on six standard regular and irregular text benchmarks. Meanwhile, it also outperforms recent popular methods on venues presenting severe text deformation and poor linguistic support, indicating that it is robust towards various text irregularities and less depends on external LMs. While on the augmented datasets, CDistNet attains greater advantages as the deformation intensity level rise when compared to recent popular methods, showing its superiority in handling text with rare character layouts observed at high-intensity levels. We also visualize the visual attention heatmap and the semantic affinity matrix during decoding. It is shown that not only a proper visual attention localization is obtained, but also a more complete character-involved semantic inference is observed. The results clearly demonstrate the effectiveness of CDistNet as well as the merit of modeling the multi-domain character distance.

Contribution of this paper is threefold. First, we propose MDCDP that employs the position feature to query both visual and semantic features. In addition to exploring recognition clues from both domains, it obtains clues that tie the two kinds of information together, forming a comprehensive feature representation that deeply perceives the target character. Second, we develop CDistNet, a novel scene text recognizer. It stacks multiple MDCDPs to well perceive the multi-domain character distance and builds robust feature-character alignments, benefiting the recognition from a variety of difficulties. Third, we conduct extensive experiments and compare CDistNet with existing leading methods. It achieves highly competitive results and shows advantages in fighting against severe text deformation, poor linguistic support, and rare character layouts. In addition, the visualization experiments imply that CDistNet
achieves proper information utilization in both visual and semantic domains.

2 Related Work

Scene text recognition is a long-standing computer vision task intensively studied over decades. Comprehensive surveys can be found in (Chen et al., 2021; Long et al., 2021; Ye and Doermann, 2014). Recently, research efforts mainly lie in the irregular text recognition while sequence-based methods become popular (Baek et al., 2019; Bhunia et al., 2021; Cheng et al., 2018; Jaderberg et al., 2016; Luo et al., 2021; Lyu et al., 2018; Nguyen et al., 2021; Rodriguez-Serrano et al., 2015), as different recognition clues (e.g., visual, semantic) can be jointly modeled to get the prediction. Based on how these clues are utilized, we can broadly categorize them into semantic-free, semantic-attention, and position-attention methods.

2.1 Semantic-free Methods

Sequence-based methods advance traditional character split-based methods (Bai et al., 2014; Jaderberg et al., 2016) in avoiding the difficult individual character splitting problem, while allowing relationships between local image regions as well as semantic information to be utilized. Earlier methods in this branch are semantic-free methods. They implement the recognition by exploring image visual features mainly, while the semantic relationship among characters is not explicitly modeled. For example, Shi et al. (Shi et al., 2017) proposed the CTC-based method, where the visual feature extracted by CNN was reshaped as a feature sequence and then modeled by RNN and CTC loss. Following this pipeline, several methods were developed with improved accuracy by developing a deep-text recurrent network (He et al., 2016), ensembling multiple RNNs (Su and Lu, 2017), devising a graph convolutional network-guided CTC decoding (Hu et al., 2020), using the ViT-like encoder (Du et al., 2022), etc. Rather than decoding by RNN, segmentation-based methods (Li et al., 2017; Liao et al., 2019; Xing et al., 2019) regarded the recognition as a segmentation problem where each character is a target category. However, they generally required character-level annotations which were not always readily available. While they were also sensitive to segmentation noise. In sum, the performance of semantic-free methods was limited, partly due to not directly modeling recognition clues from other domains.

2.2 Semantic-attention Methods

Semantic-attention methods (Chen et al., 2020; Luo et al., 2019; Sheng et al., 2019; Shi et al., 2018) utilize the semantic clue to reinforce the visual feature and generally use the attention-based encoder-decoder framework. Lee et al. (Lee and Osindero, 2016) first introduced the attention mechanism into scene text recognition. It employed both the 1D image feature sequence and the embedding of character sequence, by which the semantic clue was leveraged. Later, it was extended by designing a more natural 2D image feature (Li et al., 2019), adding dedicated attention enhancement modules (Cheng et al., 2017), etc. By substituting RNN with Transformer (Vaswani et al., 2017), a powerful model in capturing global dependence of 1D sequence, variants (Lyu et al., 2019; Sheng et al., 2019; Wang et al., 2019a) were developed with improved accuracy. Note that the position encoding was commonly applied to Transformer-based models whose attention mechanism was non-local. For example, sinusoidal position embedding was employed to record the character position in (Sheng et al., 2019). The embedding is then appended to the semantic feature vector as auxiliary information. Later, learnable embedding was developed to adaptively utilize the position clue in (Devlin et al., 2019; Lan et al., 2019). Despite great processes made, it was observed that misalignment between feature and target character (i.e., local image region) still existed especially in long text, i.e., attention drift (Cheng et al., 2017; Liao et al., 2019; Wang et al., 2019b; Yue et al., 2020).

2.3 Position-attention Methods

Position-attention methods emphasize developing a dedicated character position branch to ease the recognition, which has been taken into account by many recent methods. To suppress attention drift, TextScanner (Wan et al., 2020) developed a position order segmentation map to ensure that characters were read in the right order and separated properly. RobustScanner (Yue et al., 2020) devised a dedicated position enhancement branch along with a dynamic fusion mechanism. It achieved impressive results on contextless text. Meanwhile, several parallel decoding efforts were proposed by introducing semantic loss of different forms (Fang et al., 2021; Qiao et al., 2020; Wang et al., 2021). For example, a placeholder sequence was initialized and learned to describe the character positions. Since LM can leverage vocabulary to rectify character-level recognition errors, some studies also focused on better utilizing this clue for
Fig. 2: An overview of the proposed CDistNet. The encoder consists of visual, semantic and position branches. The three kinds of features are fed into the Multi-Domain Character Distance Perception (MDCDP) module that learns a multi-domain tightly coupled feature representation. SAE, CBI and DSF are the proposed blocks. CDistNet stacks three MDCDPs to get a gradually precise distance modeling. Output of the last MDCDP is leveraged to decode the characters sequentially.

performance improvement. They include: enabling flexible character-level correction (Da et al., 2022), enriching the language representation (Bautista and Atienza, 2022; He et al., 2022; Wang et al., 2022a,b), (Xie et al., 2022) also used position embedding to explore the character contour. Our work falls into the category of position-guided attention-based sequential decoding. However, different from (Yue et al., 2020) that the position embedding only queries the visual feature, and (Fang et al., 2021) that uses the position embedding to first query visual feature and then LM, we use the position embedding to query visual and semantic features and then fuse both queried features back to the position embedding, which also learns associations between the two domains. Our work thoroughly integrates the recognition clues in and between visual and semantic spaces. Therefore, it is less dependent on the LM and makes the recognition robust to difficult scenarios.

3 Methodology

The proposed CDistNet is illustrated in Fig.2. It is an end-to-end trainable network that falls into the Transformer-based encoder-decoder framework. Specifically, the encoder consists of three branches, respectively for encoding visual, position and semantic information. On the decoder side, the three kinds of information are fused by a dedicated designed MDCDP module, in which the position branch is first leveraged to query both visual and semantic features. Then they are fused to generate a reinforced embedding, which describes the distance between characters in both visual and semantic domains. It is used as the position embedding of the next MDCDP to guide a more accurate distance modeling. The MDCDP is stacked several times in CDistNet to achieve a precise feature-character alignment. At last, characters are decoded sequentially based on the output of the last MDCDP.

3.1 Encoder

**Visual Branch.** The visual branch utilizes Thin-plate-splines (TPS) as a preprocess to rectify the text image (Baek et al., 2019; Shi et al., 2018). Then, similar to (Fang et al., 2021; Yu et al., 2020), ResNet-45 and Transformer units are employed as the backbone, which captures both local and global feature dependencies. The Transformer unit is a three-layer self-attention encoder with 1024 hidden units per layer. The process can be described using the following formula.

\[ \mathbf{F}_{vis} = \tau(\mathbf{R}(\mathbf{T}(I))) \in \mathbb{R}^{N \times P \times E} \]  \hspace{1cm} (1)

where \( I \in \mathbb{R}^{W \times H} \) denotes the input text image, \( \mathbf{T} \) is the TPS block, \( \mathbf{R} \) denotes ResNet-45 and \( \tau \) is the Transformer units. \( N \) and \( E \) are batchsize and the channels of visual feature, respectively. \( P = \frac{WH}{64} \) is the length of the reshaped visual feature. Both the width and height are shrunk to 1/8 of the original size. \( P \) and \( E \) are also
viewed as the length of visual feature sequence and the dimension of each feature, respectively. $E$ is empirically set to 512 for all three branches, i.e., they have the same feature dimension.

**Semantic Branch.** Similar to (Sheng et al., 2019; Yue et al., 2020), the semantic branch encodes the character labels. Since CDistNet is an autoregressive model that decodes the characters one-by-one, the semantic feature sequence is modeled differently for training and inference. In training, since all the character labels are already known, the feature sequence, i.e., $F_{sem} \in R^{N \times T \times E}$, is generated directly, where $T$ is a predefined parameter denoting the allowed maximum character number of a text instance, $E$ is the feature dimension in the sequence. Each feature is obtained by using Word2vec to transform the character into a vector. While in inference, since the character number is unknown in advance, the semantic embedding is updated step-by-step. Specifically, a fixed start token $F_{sem}^0 \in R^{N \times 1 \times E}$ is defined as the semantic embedding at time step 0. It is passed to the decoder side to predict the first character. With the just decoded character, we generate a new embedding $F_{sem}^t \in R^{N \times 2 \times E}$ on the encoder side, where embedding of the character is appended. Then $F_{sem}^t$ is applied to decode the next character. Following this scheme, $F_{sem}^t \in R^{N \times (t+1) \times E}$ is obtained after decoding the $t$-th character. The whole process is terminated when the end token has been decoded.

**Position Branch.** Similar to the semantic branch, the position branch encodes feature in one-time during training while the feature is updated step-by-step during inference. To encode the character positions in training, we first generate a feature sequence, each feature with a fixed constant $1/L$ in its position-indexed dimension while 0 otherwise, where $L$ is the length of the given text. Then, the same sinusoidal position embedding as in (Vaswani et al., 2017) is applied, followed by two MLP layers to get the embedding $F_{pos} \in R^{N \times T \times E}$. While in inference, the position embedding is initialized with a placeholder $F_{pos}^0 \in R^{N \times 1 \times E}$ as described in training but with a constant 1 as the nonzero element. When the first character is decoded, we re-initialize the position embedding $F_{pos}^t \in R^{N \times 2 \times E}$ similarly, but with a constant 1/2 on the corresponding dimensions of the two vectors. Following this scheme, the size of position embedding grows with the accumulation of decoded characters, where $F_{pos}^t \in R^{N \times t \times E}$ defines the embedding of the $t$-th time steps, and $1/t$ is the nonzero elements when initialization. Note that the position embedding has no start and end token.

Note that the three branches are generated individually at the encoder side. For training, they are generated separately in one-time with no information exchange. For inference, at each time step, the semantic feature is expanded by the just decoded character. However only a visual-irrelevant character embedding is appended. Whereas the position feature is just a step-related re-initialization.

### 3.2 MDCDP

We now explain the formulation of MDCDP on the decoder side. MDCDP consists of three parts, a self-attention enhancement (SAE) for position feature re-inforcement, a cross-branch interaction (CBI) that utilizes position feature to query both the visual and semantic branches, obtaining position-enhanced representations, and a dynamic shared fusion (DSF) to get a visual and semantic joint embedding. As a result, the two features are fused and a multi-domain tightly coupled representation is obtained. The detailed structure of SAE, CBI and DSF are shown in Fig.3, from which we can get an intuitive understanding of how Query (Q), Key (K) and Value (V) are applied.

**Self-Attention Enhancement (SAE).** At time step $t$, with the position embedding $F_{pos}^t$ from the encoder, SAE is applied at first to reinforce the embedding using one multi-head attention block (Vaswani et al., 2017) but half its dimension to reduce the computational cost. In addition, an upper triangular mask $M_{pos}^t$ is applied to the query vector to prevent it from "seeing itself", or saying, leaking information across time steps. It happens in the second and subsequent MDCDPs, where the position embedding has already been mixed with visual and semantic information. Formally, this block is described as:

$$F_{pos}^t = \text{Atten}(F_{pos}^t, F_{pos}^t, M_{pos}^t) + FFN$$

where $FFN$ represents the feed forward network. Atten is the multi-head attention. The first term in the square bracket is Q, while the second term represents both K and V. In this case it is multi-head self-attention.

Note that previous related studies (Fang et al., 2021; Yu et al., 2020) did not consider such a self-attention-based position reinforcement. We argue that SAE can enable a more targeted position embedding through gradient back-propagation. It leads to a more flexible feature learning, especially for the second and subsequent MDCDPs.

**Cross-Branch Interaction (CBI).** The enhanced position embedding $F_{pos}^t$ is then treated as the query vector and fed into the visual and semantic branches in parallel. When applied to the semantic branch, we call it CBI-S, and $F_{pos, sem}^t$, the cross-attention between position and semantic feature is calculated. It simulates the
Fig. 3: Details of the MDCDP module. (a) Self-Attention Enhancement (SAE), (b) Cross-Branch Interaction (CBI) and (c) Dynamic Shared Fusion (DSF).

semantic affinity between previously decoded characters and the character to be predicted. Similarly, \( M_{\text{pos}}^t \) is leveraged to prevent the semantic information leaking across time steps. Meanwhile, \( F_{\text{pos}, \text{vis}}^t \), the cross-attention between position and visual feature, is also generated on the CBI-V side. It is explained as using the previously decoded character positions to search for the character region to be recognized in the text image. Thus, both branches are strengthened after the interactions. Note that visual feature of the whole image is readily available such that no mask is required. The two cross-attention blocks are defined as:

\[
F_{\text{pos}, \text{sem}}^t = \text{Atten}(F_{\text{pos}}^t, F_{\text{sem}}^t, M_{\text{pos}}^t) + FFN
\] (3)

\[
F_{\text{pos}, \text{vis}}^t = \text{Atten}(F_{\text{pos}}^t, F_{\text{vis}}^t) + FFN
\] (4)

Note that previous studies (Baek et al., 2019; Li et al., 2019) used semantic feature as the query to interact with visual feature, i.e., the semantic attention scheme. RobustScanner (Yue et al., 2020) extended it by adding an additional query from position feature to visual feature and enables position-enhanced decoding, i.e., the position-attention scheme. However, the position query does not interact with the semantic branch. In contrast, we formulate the interactions as the position-based enhancement to both visual and semantic domains. It reinforces not only visual but also semantic features and can be understood as delineating both spatial variants and semantic affinities among characters.

**Dynamic Shared Fusion (DSF).** DSF aims to fuse the two position-enhanced features and generate a multi-domain tightly coupled feature representation. It takes the two features as input. They are concatenated to form a hybrid feature whose channels are doubled. Then, the feature undergoes a \( 1 \times 1 \) convolution that encourages feature fusion while halves the channels, i.e., retaining the same channels as either input feature. After that, a gating mechanism is designed to transform it to weight matrices \( \hat{S} \), which are applied to both visual and semantic features element-wisely, forming a dynamic fusion of features across visual and semantic domains. Formally,

\[
\hat{S} = \sigma([F_{\text{pos}, \text{sem}}^t, F_{\text{pos}, \text{vis}}^t]W_{\text{conv}})
\] (5)

\[
F_{\text{out}}^t = \hat{S} \odot F_{\text{pos}, \text{sem}}^t + (1 - \hat{S}) \odot F_{\text{pos}, \text{vis}}^t
\] (6)

where \( \sigma \) is the sigmoid function, \( W_{\text{conv}} \in \mathbb{R}^{2C \times C} \) denotes the corresponding convolution. \( \odot \) is the element-wisely dot product. Note that the fusion is efficient and similar blocks are also considered in (Fang et al., 2021; Yu et al., 2020).

Note that each MDCDP starts with the SAE block and ends with the DSF block. The two blocks perform a self-attention-based feature reinforcement and a gated-attention-based feature reinforcement, respectively. The two kinds of attention improve the feature representation from different but complementary aspects. We believe this complementary attention usage is also a key towards effective feature learning. They are in favor of tying recognition clues from both visual and semantic domains together, and hence, leading to robust recognition especially in challenging scenarios. In addition, one peculiarity of DSF is that \( W_{\text{conv}} \), the convolutional parameters, are shared across time steps and among MDCDP modules. As a consequence, DSF not only decouples the feature fusion with the previous cross-attention-based modeling, but also eases the feature learning. We will verify its effectiveness in the ablation study.

### 3.3 CDistNet

We then explain the construction of an effective text recognizer based on the proposed MDCDP. Through
DSF, we get a multi-domain tightly coupled representation that contains recognition-related visual and semantic clues. To enable thorough feature interaction, a stacked structure with several MDCDPs appended one-by-one is developed, where the number of stacked MDCDPs is empirically set to 3 (will be discussed in experiments). The structure constructs a gradually precise feature-character alignment by allowing the relevant features interactions thoroughly in and between visual and semantic feature spaces. Formally, it regards $F_{out}$, the output of the first MDCDP at time step $t$, as the position embedding of the next MDCDP, then sequentially generating $F_{out}$ and $F_{out}$. At last, a linear classifier with softmax activation is applied to $F_{out}$ to get the prediction, i.e., the $t$-th decoded character.

4 Dataset

We first introduce the datasets employed to evaluate CDistNet. They include public datasets and augmented datasets constructed by ourselves. For the latter a subjective assessment is also conducted.

4.1 Public Datasets

CDistNet is evaluated on ten public real-world datasets. Their training and testing protocols are summarized as the following three types. First, for the most widely evaluated six standard benchmarks, all models are trained on two large-scale synthetic datasets and tested on these benchmarks. The datasets are as follows.

- MJSynth (MJ) (Jaderberg et al., 2014) and SynthText (ST) (Gupta et al., 2016) are two synthetic datasets each with millions of text images. 8.91M text instances from MJ and 6.95M from ST are retained for model training.
- ICDAR2013 (IC13) is cropped from 288 real scene images. Following previous work (Baek et al., 2019), the version with 857 images is chosen for testing, which deletes non-alphanumeric characters and text instances shorter than 3 characters.
- Street View Text (SVT) (Wang et al., 2011) contains 257 images for training and 647 images for testing, which are captured by Google Street View. The testing images are chosen for our experiments.
- IIIT5k-Words (IIIT5k) (Mishra et al., 2012) consists of 3000 testing images, which are collected from Google Image Searches. These instances are almost horizontal.
- ICDAR2015 (IC15) (Karatzas et al., 2015) is an irregular dataset with 1811 images for testing. Words in this dataset are mostly curved, perspective and/or shading, which are hard to recognize.

Second, for larger and more difficult text datasets, i.e., ICDAR ArT (Chng et al., 2019) and Uber-Text (Zhang et al., 2017) in our experiments, we first merged their training sets for model training from scratch. Then the models are tested individually on their test sets. Details of the two datasets are:

- **ICDAR ArT (ArT)** (Chng et al., 2019) includes 32k training and 35k test text instances. It is created for recognizing arbitrary-shaped text. Thus, all types of text shapes, including horizontal, multi-oriented, and curved, are presented in this dataset.
- **Uber-Text (Uber)** (Zhang et al., 2017) contains street-level images collected from car-mounted sensors. It contains over 110k images with 4.84 text instances per image on average. The instances cover business names, street names and street numbers. We use the version processed by Baek et al. (2021), where vertical text has been excluded and only English text is reserved. It contains 128k training and 80k test instances, respectively. Most of them exhibit challenges like perspective, blurring, curved and multi-oriented, etc.

Third, for ICDAR MLT17 (Nayef et al., 2017) and ICDAR MLT19 (Nayef et al., 2019) with multilingual text, we train the models based on their own training set from scratch. Then the models are tested individually on their test sets. The datasets are:

- **ICDAR MLT17 (MLT17)** (Nayef et al., 2017) is designed for multilingual text recognition and contains text instances from seven languages: Arabic, Latin, Chinese, Japanese, Korean, Bangla, and symbols. There are nearly 6.7k training and 1.6k test instances in total. Text instances are presented in multiple scripts, font styles, and orientations, providing a challenging scenario for text recognition systems.
- **ICDAR MLT19 (MLT19)** (Nayef et al., 2019) is also designed to recognize multilingual text. It includes text instances from eight languages: Arabic, Latin, Chinese, Japanese, Korean, Bengali, Hindi, and symbols. Due to the unavailability of MLT19 test data, we randomly split its training data into new training and test sets according to 9:1. There are nearly 7.5k training and 0.8k test instances in total. It exhibits similar challenges as MLT17. Meanwhile, the two datasets share text instances in part.
4.2 Augmented Datasets

To thoroughly evaluate CDistNet especially for scenarios where character spatial layouts vary significantly, we construct two series of augmented datasets with different levels of intensity variants from the ICDAR2013 (IC13) dataset. Specifically, we employ horizontal and curved stretching of intensity from 1 (the smallest deformation) to 6 (the largest deformation) with an interval step of 1 to IC13 images. As a result, we obtain 12 counterparts of IC13 with different deformation levels. We group the datasets according to the stretching type and termed them as HA-IC13 (horizontal) and CA-IC13 (curved) series, respectively. For the name of each set, for example, HA5 denotes the set from HA-IC13 with intensity level 5. The rest is defined similarly. Each set simulates recognition difficulties of different levels.

We elaborate on the stretching details as follows. Given a text image $I \in R^{W \times H}$ as depicted in Fig.4(a), we first assign $2(N + 1)$ fiducial points equally distributed along upper and lower boundaries of the image, i.e., the green points in Fig.4(b) and (c). An $\frac{W}{4N} \times H$ background region is also concatenated from the left side, as the first character may exceed the left boundary after the augmentation. Then, for each fiducial point $p_i = [l_i, h_i]$ with $h_i \in \{0, H\}$, we generate its horizontal and curved counterparts, i.e., the moved fiducial points defined as $p_i^{HA}$ and $p_i^{CA}$. They are calculated by using Equ.7 and Equ.8, respectively.

$$p_i^{HA} = [l_i + \theta_M, h_i]$$
$$p_i^{CA} = [l_i + \theta_M, h_i - \theta_M]$$

where $\theta_M = \mu - \lambda \times s$, $s \in \{1, 2, 3, 4, 5, 6\}$ is the deformation intensity level, $\mu \in [0, \frac{W}{4N}]$ is a random value. $\lambda$ is set to $\max(\frac{W}{4N}, \mu)$, requiring $\lambda \geq \mu$ such that $\theta_M \leq 0$. That is to say, all fiducial points are moved to the left side in the X-axis (the horizontal case), and simultaneously the upper side in the Y-axis (the curved case), as the purple points shown in Fig.4(b) and (c). In the following, all image pixels are transformed according to the moved fiducial points using TPS transformation. With these operations, we create elastic deformations to the text image while roughly maintaining the geometric shape of each character.

In Fig.5 we list two examples undergoing different horizontal and curved stretching intensity levels. As can
be seen, recognition difficulties such as text deformation, unequally distributed characters of different levels are successfully created. We term them to undergo varying character layouts. Note that the augmentation is an extension of the work of Luo et al. (Luo et al., 2020). Compared to (Luo et al., 2020), the difference lies in that they focused on online augmentation and ignored constructing new datasets. While we narrow the allowed variants and create two series of augmented datasets paying attention to horizontal and curved deformations with different intensity levels. The datasets have been made publicly available along with the code.

4.3 Subjective assessment on HA-IC13 and CA-IC13

To verify whether the augmented HA-IC13 and CA-IC13 are suitable for evaluating scene text recognition models, we conduct user-based studies to rate the augmented text images. Specifically, we are concerned with whether the images are natural and legible. Therefore three rating dimensions are considered, i.e., naturalness, clearness, and completeness. Given a text image, naturalness quantifies its closeness level to real-world examples, clearness assesses its levels to be clearly read, completeness focuses on whether all characters are fully depicted. Note that the latter two dimensions together describe whether the image is legible.

For the assessment data, we randomly select 20 augmented images from each stretching type and intensity level. Therefore, 240 images are collected in total. Three participants, all graduate students working in computer vision topics, are recruited. They are asked to view the images one-by-one, and provide their assessments on the three dimensions independently. For each dimension, four options (i.e., Fully (4), Mostly (3), Partly (2), None (1)) representing the subjective agreement level are given. The participants are asked to choose one of them. To avoid bias, images with different intensity levels are mixed first and their levels are hidden when given to the participants.

The evaluation results are illustrated in Fig.6, where the average score of each participant is plotted according to the evaluated dimensions and intensity levels. The main observations are as follows.

- For naturalness, all participants admit that it is perceptible that the images are rendered, and artificial levels of the images rise with the increase of intensity level. The most strict participant (i.e., P3) gives an average score between “Mostly” and “Partly” at HA5, HA6 and CA6. While the rest ratings are all above ”Mostly”, implying that the images appear basically natural except for a few severely deformed examples.

- For clearness and completeness, all participants vote that the text is clearly and completely shown for most examples, indicating our augmentation basically keeps the readability of the text. The participants said although the text is severely deformed, the geometric shape of each character is largely maintained. So the text still remains recognizable to hu-
Table 1: Ablation studies on SAE, CBI and DSF. Sem, Vis and Pos denote the semantic, visual and position branches, respectively. S,V denotes using semantic feature to query visual feature. The others are similarly defined. (√) means switching the roles of the two features. WS denotes weight sharing among MDCDP modules.

| Ablation Part | Line | SAE | CBI | Fusion | SVT | IC15 |
|---------------|------|-----|-----|--------|-----|------|
| SAE           | 1    | ✓   | ✓   | DSF    |     | 92.27 84.92 |
|               | 2    | ✓   | ✓   | DSF    |     | 92.89 84.70 |
|               | 3    | ✓   | ✓   | DSF    |     | 93.04 84.65 |
|               | 4    | ✓   | ✓   | DSF    |     | 93.04 84.76 |
|               | 5    | ✓   | ✓   | DSF    |     | 93.66 84.70 |
| CBI           | 6    | ✓   | ✓   | DSF    |     | 90.26 82.11 |
|               | 7    | ✓   | ✓   | DSF    |     | 91.34 84.04 |
|               | 8    | ✓   | ✓   | DSF    |     | 92.27 85.37 |
|               | 9    | ✓   | ✓   | DSF    |     | 92.89 84.93 |
|               | 10   | ✓   | ✓ (✓) | DSF |     | 93.35 84.70 |
| DSF           | 11   | ✓   | ✓   | Add    | 91.96 85.48 |
|               | 12   | ✓   | ✓   | Dot    | 91.81 84.21 |
|               | 13   | ✓   | ✓   | DSF w/o WS | 93.51 85.04 |
|               | 14   | ✓   | ✓   | DSF    | **93.66 85.92** |

mans. For a few cases below “Mostly” (e.g., P2 in HA6), the participant said they are because of a few examples with characters partly out of bounds, and blurring caused by severe stretching.

After the generic evaluation above, we also talk with the participants about whether the images are suitable for evaluating scene text recognition models, and are the character layouts changed apparently and diversely. All participants give affirmative answers to the two questions. Therefore, we basically verify that both HA-IC13 and CA-IC13 are rendered natural and legible in most cases. They present diverse character layouts and are suitable for evaluating text recognizers.

5 Experiments

We introduce the implementation details at first, then present the ablation study, followed by experimental results and discussions grouped by datasets according to the major difficulties they presented.

5.1 Implementation details

We resize the text image to 32×128 and employ the data augmentation in (Fang et al., 2021), i.e., image quality deterioration, color jitter and geometry transformation. The allowed maximum character number of a text instance, i.e., T, is set as 25 for the six standard benchmarks and two series of augmented datasets, and set as 60 for ArT, Uber, MLT17 and MLT19, as their instances typically involve more characters. To train CDistNet, the initial learning rate is set to 4×10⁻⁴. The first 10k iterations use Warm-up. The whole training iterations are determined by

\[ lr = d_{\text{model}}^{-0.5} \times \min(n^{-0.5}, n \times \text{warm}_n^{-1.5}) \] (9)

where n and warm_n denote the number of normal and Warm-up iterations. d_model is set to 512. For the ablation study, all models are trained for 6 epochs. When compared with existing methods, CDistNet is trained for 8 epochs following Equ.9 and then another 2 epochs with a constant learning rate of 10⁻⁵. The batch size is set to 700. For experiments on ArT, Uber, MLT17, MLT19, HA-IC13 and CA-IC13, the compared methods are all retrained by 10 epochs as described above for fair comparison. All models are trained using their codes directly except for S-GTR. S-GTR has not provided the code of its graph-based textual reasoning module. So we implement a similar graph neural network instead.

To reduce the computational cost of CDistNet, we shrink the transformer units employed, where the dimension of the MLP layer is reduced from 2048 to 1024 in the encoder, and from 2048 to 512 in the decoder. The number of encoder and decoder layers are both set to 3. Beam search is applied to determine the decoded character sequence and its size is empirically set to 10. All models are trained by using a server with 6 NVIDIA 3080 GPUs on PyTorch.

5.2 Ablation study

To better understand the components of CDistNet, we carry out controlled experiments on both SVT (regular text) and IC15 (irregular text) under different configurations as follows.

The effectiveness of SAE.
SAE imposes self-attention-based feature refinement on the applied branch. Besides the position branch, it is curious that the recognition would be improved by applying SAE to the visual and semantic features on the decoder side. With this doubt in mind, we apply SAE to different branches while Tab.1 gives the result. It is seen that the differences are marginal when equipping SAE to either or both visual and semantic branches (line 2,3,4). Nevertheless, on the position branch only the improvement is noticeable (line 14). It is better than applying SAE to none or all three branches (line 1,5). The result is in line with our expectations. The visual feature is extracted from a powerful hybrid backbone while the semantic feature is dynamically fortified during decoding. It is less meaningful to reinforce them further. In contrast, the position feature comes from a fixed embedding, while SAE allows dynamically reinforcing its feature, especially for the subsequent MDCDP modules. Therefore improvements are observed.

The effectiveness of CBI. There are multiple ways to establish the CBI. We enumerate six of them and give the results in Tab.1 (line 6-10,14). CDistNet (line 14) achieves the best result among the competitors, better than the semantic attention scheme (e.g., NRTR-like implementation (Sheng et al., 2019), line 7), the late fusion of semantic attention and position attention (e.g., RobustScanner-like implementation (Yue et al., 2020), line 9) and the scheme of using semantic feature to query position feature (S_P, line 10). The results basically validate two observations. First, applying the position attention to visual feature is helpful (see line 7,9). Second, imposing the position attention on semantic feature is also effective (see line 6,10,14), which enables perceiving semantic affinities between previous decoded characters and the character to be recognized.

The effectiveness of DSF. We have tested four operations to fuse the position-enhanced visual and semantic features. As shown in Tab.1, DSF outperforms static-based fusions (Add and Dot) (line 11,12) as well as the scheme that not sharing weights among MDCDP modules (line 13). The results show the effectiveness of the gated-attention-based fusion scheme, which is complementary to the SAE described above.

The number of MDCDP modules considered. Stacking more MDCDPs tends to generate more comprehensive feature representation, but increases the computational cost. Ablation study on this point is given by Tab.2 (the top half), where recognition accuracy and inference speed are both presented. The best accuracy is reported when three MDCDPs are equipped. It performs better than cases where fewer (one and two) or more (four) modules are considered. Therefore the number of MDCDP modules is set to 3 in CDistNet.

Contribution of the position utilization. There are several works encoding the position information. CDistNet differs from them not only in position utilization but also in other aspects. To make a fair comparison, we modified these methods where other differences are mostly eliminated. The results are listed in Tab.2 (the bottom half).

We explain how the methods are modified. CDistNet w/o Sem denotes the semantic branch is removed from CDistNet thus the position feature only queries the visual feature (Tab.1, line 6). The absence of modeling the semantic clue, despite faster, leads to a noticeable accuracy drop of over 3% on average. It implies the importance of modeling the semantic feature. In NRTR* (Tab.1, line 7), we strengthen the raw NRTR (Sheng et al., 2019) using our visual encoder, from which 5% accuracy gain in IC15 is observed due to a superior visual feature. Besides the visual encoding branch, RobustScanner* uses our "CNN+Transformer" to replace its "CNN+LSTM" implementation at the encoder side. It improves the accuracy by 3.86% and 7.11% on SVT and IC15, respectively. Our modification leads to noticeable improvements to their raw implementations.

With the modifications, accuracy gains from our parallel position attention scheme can be quantitatively evaluated. CDistNet still attains nearly 1.7% accuracy gains on average in both datasets compared with RobustScanner*, largely attributed to that PS (applying the position attention to semantic feature) is a super-
Table 3: Accuracy comparison with existing methods on six standard benchmarks.

| Method                | Year | Training Data | IC13 | SVT | IIITK | IC15 | SVTP | CT80 |
|-----------------------|------|---------------|------|-----|-------|------|------|------|
| CRNN (Shi et al., 2017) | 2017 | 90K           | 86.7 | 80.8 | 78.2  | –    | –    | –    |
| FocusAtten (Cheng et al., 2017) | 2017 | 90K+ST        | 93.3 | 85.9 | 87.4  | 70.6 | –    | –    |
| AON (Cheng et al., 2018) | 2018 | 90K+ST        | 82.8 | 87.0 | 68.2  | 73.0 | 76.8 | –    |
| ASTER (Shi et al., 2018) | 2018 | 90K+ST        | 91.8 | 89.5 | 93.4  | 76.1 | 78.5 | 79.5 |
| ESIR (Zhan and Lu, 2019) | 2019 | 90K+ST        | 91.3 | 90.2 | 93.3  | 76.9 | 79.6 | 83.3 |
| SAR (Li et al., 2019)   | 2019 | 90K+ST        | 91.0 | 84.5 | 91.5  | 69.2 | 76.4 | 83.3 |
| 2D-Attention (Lyu et al., 2019) | 2019 | 90K+ST        | 92.7 | 90.1 | 94.0  | 76.3 | 82.3 | 86.8 |
| MaskTextSpotter (Liao et al., 2019) | 2019 | 90K+ST        | 95.3 | 90.0 | 93.9  | 77.3 | 82.2 | 87.8 |
| NRTR (Sheng et al., 2019) | 2019 | 90K+ST        | 95.8 | 91.5 | 90.1  | 79.4 | 86.6 | 80.9 |
| SE-ASTER (Qiao et al., 2020) | 2020 | 90K+ST        | 92.8 | 89.6 | 93.8  | 80.0 | 81.4 | 83.6 |
| Textscanner (Wan et al., 2020) | 2020 | 90K+ST        | 92.9 | 90.1 | 93.9  | 79.4 | 84.3 | 83.3 |
| DAN (Wang et al., 2020)  | 2020 | 90K+ST        | 93.9 | 89.2 | 94.3  | 74.5 | 80.0 | 84.4 |
| RobustScanner (Yue et al., 2020) | 2020 | 90K+ST        | 94.8 | 88.1 | 95.3  | 77.1 | 79.5 | 90.3 |
| SRN (Yu et al., 2020)    | 2020 | 90K+ST        | 95.5 | 91.5 | 94.8  | 82.7 | 85.1 | 87.8 |
| Pren2D (Yan et al., 2021) | 2021 | 90K+ST+Real   | 96.4 | 94   | 95.6  | 83   | 87.6 | 91.7 |
| JVSr (Bhima et al., 2021) | 2021 | 90K+ST        | 95.5 | 92.2 | 95.2  | 84.0 | 85.7 | 89.7 |
| VisionLAN (Wang et al., 2021) | 2021 | 90K+ST        | 95.7 | 91.7 | 95.8  | 83.7 | 86.0 | 88.5 |
| ABIINet (Fang et al., 2021) | 2021 | 90K+ST        | 97.4 | 93.5 | 96.2  | 86.0 | 89.3 | 89.2 |
| S-GTR (He et al., 2022)  | 2022 | 90K+ST        | 96.8 | 94.1 | 95.8  | 84.6 | 87.9 | 92.3 |
| CDistNet w/o TPS       | –    | 90K+ST        | 97.4 | 93.6 | 96.7  | 85.2 | 88.8 | 92.0 |
| CDistNet               | –    | 90K+ST        | 97.4 | 93.5 | 96.4  | 86.0 | 88.7 | 93.4 |

5.3 Experiments on six standard benchmarks

We compare CDistNet with nineteen existing methods published from year 2017 to 2022, covering the majority of influential methods of these years. The results are given by Tab. 3. It is shown that CDistNet achieves the best results on four datasets including IC13, IIITK, IC15 and CT80. As expected, the performance gains are more prominent in the irregular text datasets compared to regular text datasets, demonstrating its superiority in modeling multi-domain character distance thus benefiting the recognition of irregular text. We are also curious about whether the superior performance in the irregular text comes from the use of TPS block. Therefore, the model removing TPS block from CDistNet (i.e., CDistNet w/o TPS) is also implemented. Its results on the three irregular text datasets, slightly lower, are still highly competitive. Interestingly, CDistNet w/o TPS even performs better than CDistNet in the three regular text datasets, implying that TPS block also produces a few undesired rectifications. The observation reveals that TPS block helps the recognition to some extent in challenging cases. However, the remarkable recognition capability is mostly attributed to the proposed CDistNet itself.

When comparing with previous state-of-the-art methods such as ABINet and S-GTR, CDistNet does not show obvious accuracy differences (i.e., within 1% in five of the six datasets) although consistently ranks top-tier. It indicates that the performance of scene text recognition is approaching saturated on these benchmarks. Nevertheless, when looking into the closely related sequential decoding methods (Sheng et al., 2019; Wan et al., 2020; Yue et al., 2020), CDistNet outperforms them by large margins on all six datasets. It again demonstrates the superiority of the proposed feature modeling. It incorporates visual, semantic and position clues and well model fine-grained character distance, thus, better aligning visual feature with the target character even with various recognition difficulties.

To better explore the semantic feature usage, we visualize three illustrative examples in the form of semantic affinity matrices in Fig. 7, where the semantic utilization of three different methods (i.e., NRTR*, RobustScanner* and CDistNet) during the decoding are shown. For CDistNet, it is obtained by inspecting the position-enhanced semantic branch of the last MDCDP. While for the other two, they are the last self-attention block from the semantic branch.

Specifically, in each matrix, Y-axis denotes the decoding time steps while X-axis represents the decoded character even with various recognition difficulties. Darker color denotes a higher affinity value, i.e., a higher contribution to recognizing the diagonal character. Two observations are obtained from the matrices. First, the diagonal elements play more important roles in CDistNet than in the other two methods. Since CDistNet jointly models recognition clues in and between visual and semantic spaces, the feature is more aware of the character to be recognized. It is thus more confident in semantic utilization. Second, for
CDistNet the majority of previous decoded characters have darker colors thus more deeply contributing to the decoding process. It produces a more accurate prediction in general. On the contrary, in NRTR* the position and semantic features are not well decoupled. So the decoding mostly relies on the first column. While in RobustScanner*, although the position is decoupled, the decoding considers characters far from the recognized one less. It implies in part why the two methods sometimes make incorrect recognition. Conversely, it again demonstrates that CDistNet achieves a more comprehensive semantic affinity utilization.

We then visualize the attention map based on the position-enhanced visual branch of the last MDCDP, where six examples are shown in Fig.8. The characters are properly localized on the attention maps in most cases. It implies that CDistNet retains powerful and universal recognition capability with the existence.
Table 4: Accuracy comparison of different methods on ArT, Uber, MLT17 and MLT19.

| Method         | ArT   | Uber  | MLT17 | MLT19 |
|----------------|-------|-------|-------|-------|
| S-GTR (He et al., 2022) | 52.05 | 50.12 | 63.73 | 63.17 |
| ABINet (Fang et al., 2021) | 53.68 | 52.17 | 63.81 | 62.22 |
| CDistNet       | 58.82 | 54.86 | 67.10 | 66.70 |

Fig. 9: Recognition examples from ArT (the left two columns) and Uber-Text (the right column) datasets. Incorrect recognition relevant to erroneous vocabulary rectification is marked in green, others are marked in red.

Fig. 10: Step-by-step CDistNet visualization on ArT (the left two instances) and Uber-Text (the right one). The heatmaps are visualized based on the position embedding after the third MDCDP.

5.4 Experiments on ArT and Uber

As stated, performance on the six standard benchmarks is near saturated and cannot well distinguish the characteristic of different methods. Therefore we further evaluate CDistNet and compare it with ABINet and S-GTR, two methods with very close performance previously. The experiments are conducted on ArT and Uber at first. The two datasets contain an obviously larger number of text instances and present severe text deformation that includes high-intensity bending, perspective, blurring, etc.

The results on ArT and Uber are presented in the left half of Table 4. First, the accuracy for all three methods is not high, revealing the significant recognition difficulty of the two datasets compared to previous ones. Second, CDistNet gains obvious accuracy advantages compared to S-GTR and ABINet. It outperforms S-GTR by %6.77 and ABINet by %5.14 (corresponding to 13% and 9.6% relative improvements) on ArT, and S-GTR by %4.74 and ABINet by %2.69 (corresponding to 9.5% and 5.2% relative improvements) on Uber.

The results are explained as follows. First, CDistNet and S-GTR both use the training data solely for
| Language | Prediction (Before LM | After LM) |
|----------|----------------------|
| **Latin** | GT: Jännert | S-GTR: Jönneit |
|          | ABINet: Jönner Jönnert | CDistNet: Jännert |
| **Korean** | GT: 필요하시면 | S-GTR: 필요하시업 |
|          | ABINet: 필요하시업 필요하시업 | CDistNet: 필요하시업 |
| **Japanese** | GT: 都区内パス | S-GTR: 各区内パス |
|          | ABINet: 各区内パス 各区内パス | CDistNet: 各区内パス |
| **Chinese** | GT: 禁止吸煙 | S-GTR: 禁止吸理 |
|          | ABINet: 禁止吸理 禁止吸理 | CDistNet: 禁止吸理 |
| **Bangla** | GT: আগরবাতি | S-GTR: আগরবা আগরবাতি |
|          | ABINet: আগরবাতি আগরবাতি | CDistNet: আগরবাতি |
| **Arabic** | GT: التحالت | S-GTR: ونسائط |
|          | ABINet: تونسي تونسي | CDistNet: التونسي |

Fig. 11: Recognition examples from MLT17 and MLT19 datasets. LM means language model. Incorrectly recognized characters are marked in red.

Fig. 12: Step-by-step CDistNet visualization on MLT17 and MLT19. The heatmaps are visualized based on the position embedding after the third MDCDP.

Semantic modeling, S-GTR can be viewed as an LM-style model that employs an additional textual reasoning module (here a graph neural network instead) for semantic reinforcement. On the contrary, CDistNet models the semantic information using the cross-attention-based query. Thus, the performance gains are mostly attributed to the more advanced feature modeling scheme, i.e., MDCDP. When comparing ABINet and CDistNet, ABINet applies the position embedding to visual and semantic in sequence. In the semantic space, it generates a roughly aligned character sequence at first then emphasizes the use of vocabulary for character-level error correction, where a strong LM constructed using Wikipedia data is leveraged for ensuring accuracy. We argue that in such a scheme visual and semantic clues are loosely related, which is prone to causing mistaken corrections in challenging scenarios. In Fig.9 we list six recognition examples for further illustration. In five of them, the green marked characters are frequently used words, which guides ABINet in making incorrect recognition. On the other hand, by exploring recognition clues from the two domains and tying them together, CDistNet gets features better synergies these clues and achieves a more robust recognition. In Fig.10, we visualize the step-by-step attention heatmaps of three instances recognized by CDistNet. It is seen that features and characters are mostly well-aligned.

5.5 Experiments on MLT17 and MLT19

We then experiment on MLT17 and MLT19 datasets for evaluating these methods on multilingual text recognition. We first encounter the problem that the language categories of the two datasets are not fully in accordance with our daily used ones. For example, they use Latin (including but more than English) rather than English. Therefore, it may not be easy to obtain readily available large-scale external LMs for each language. On the contrary, it also creates a venue to evaluate different methods in an LM-restricted manner. That is, the
LM is merely constructed based on the training data of this language, which is relatively limited in quantity and thus the obtained LM is not powerful enough in general. We term this scenario as poor linguistic support in the paper.

Quantitative results on the two datasets are given in the right half of Table 4. The results are obtained by averaging the accuracy on seven (MLT17) or eight (MLT19) different languages. Similar to the above, CDistNet gains clear accuracy advantages over S-GTR and ABINet. It outperforms S-GTR by 3.37% and ABINet by 3.29% (corresponding to 5.29% and 5.16% relative improvements) on MLT17, and S-GTR by 3.53 and ABINet by 4.48% (corresponding to 5.59% and 7.2% relative improvements) on MLT19.

It is observed that ABINet does not show advantages to S-GTR. This can be explained from the LM usage perspective. Since we do not have a strong LM. Therefore ABINet, a more LM-dependent model, performs not as expected. While S-GTR can use a graph-based reinforcement to compensate for degradation caused by the weak LM somewhat, therefore eliminating their differences. To verify this, six illustrative examples are given in Fig.11. It is seen that only the Bangla example benefits from LM for ABINet. While S-GTR can give slightly better results directly (e.g., in Chinese). On the contrary, owing to rich associations in and between visual and semantic domains, feature-character alignments are still well established for CDistNet, as the examples shown in Fig.12. Therefore, it maintains the performance advantages and successfully recognizes all the instances. It verifies that CDistNet is less sensitive to the LM built on small datasets, again demonstrating the robustness of modeling multi-domain character distance.

5.6 Experiments on HA-IC13 and CA-IC13

Through the subjective assessment above, HA-IC13 and CA-IC13 form scene text recognition models evaluation testbeds with increasing difficulties. In addition, since the character shape is still largely maintained even though the text undergoes a large stretching intensity level, the two datasets are venues for assessing text recognizers with varying character layouts.

We validate CDistNet in both series of datasets and Tab.5 presents the results, where ABINet (Fang et al., 2021), VisionLAN (Wang et al., 2021) and S-GTR (He et al., 2022) are three representative models in standard benchmarks. All methods recognize well in raw IC13 due to its simplicity. With the rise of deformation intensity, CDistNet shows its superiority. It goes down slower. The accuracy gaps gradually become larger with the intensity level increase, where margins ranging from 12.7% to 18.9%, and from 8.6% to 10.4% are respectively observed compared with the three methods in HA6 and CA6. The remarkable gap clearly verifies the great generalization ability of CDistNet especially in difficult scenarios. In Figure 13, we present two examples respectively on HA-IC13 and CA-IC13. As can be seen, the argumentation generates unequally spaced and severely bent text, corresponding to diverse character layouts. The recognition results of S-GTR, ABINet and CDistNet at different intensity levels are also given. All methods correctly recognize the two examples in low-intensity cases. With the recognition difficulties increasing, rarely-seen character layouts appear. S-GTR and ABINet begin to make mistakes. While CDistNet still robustly recognizes them. It shows better robustness to rare character layouts, as it well perceives and integrates multi-domain character distances.

We also observe that the sequential (autoregressive) decoding methods behave differently from the parallel decoding ones from this experiment. VisionLAN, ABINet and S-GTR, which employ the parallel decoding scheme that decodes all characters in a single forward pass for speed acceleration, experience even sharp accuracy decreases compared to the three sequential decoding methods, i.e., NRTR*, RobustScanner* and CDistNet that decodes the characters one-by-one. For example, CDistNet is better than VisionLAN, ABINet and S-GTR by 16.7%, 12.7% and 18.9 % in HA6, 10.4%, 8.6% and 9.8% in CA6. NRTR* and RobustScanner* also have large margins compared to them. The sig-

Table 5: Quantitative comparison of different methods on HA-IC13 (left) and CA-IC13 (right). H1 denotes HA-IC13 with stretching intensity 1. The others are defined similarly.

| Method                     | Raw | HA1 | HA2 | HA3 | HA4 | HA5 | HA6 | CA1 | CA2 | CA3 | CA4 | CA5 | CA6 |
|----------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Transformer* (Sheng et al., 2019) | 97.2 | 96.3 | 95.5 | 92.4 | 86.5 | 79.4 | 72.5 | 96.7 | 94.4 | 85.9 | 75.9 | 65.9 | 58.6 |
| RobustScanner* (Yue et al., 2020) | 96.9 | 96.2 | 95.3 | 93.2 | 88.9 | 81.1 | 71.5 | 95.2 | 94.9 | 85.3 | 76.6 | 68.4 | 60.8 |
| S-GTR (He et al., 2022)       | 93.8 | 91.4 | 91.2 | 97.6 | 81.7 | 79.6 | 58.8 | 91.4 | 89.0 | 81.4 | 70.7 | 61.0 | 53.3 |
| VisionLAN (Wang et al., 2021) | 96.3 | 93.6 | 92.9 | 90.7 | 82.3 | 72.2 | 61.0 | 94.9 | 92.8 | 84.0 | 75.0 | 64.3 | 52.7 |
| ABI Net (Fang et al., 2021)   | 97.0 | 95.9 | 95.2 | 92.0 | 85.8 | 73.8 | 65.0 | 96.6 | 95.9 | 87.9 | 76.3 | 65.5 | 54.5 |

CDistNet w/o TPS | 97.1 | 96.4 | 96.1 | 94.5 | 89.9 | 83.0 | 76.1 | 96.3 | 94.9 | 88.6 | 78.3 | 70.1 | 62.2 |
| CDistNet             | 97.1 | 96.6 | 96.2 | 94.3 | 90.0 | 83.4 | 77.7 | 96.3 | 95.6 | 88.5 | 79.6 | 70.4 | 63.1 |
significant accuracy gaps can be understood as different models make different tradeoffs between accuracy and speed. The parallel decoding scheme hardly constructs a decoding context as fine as the sequential decoding scheme. Their fast speed is established at the cost of sacrificing the recognition quality in difficult text. Tackling this drawback should be an interesting topic worthy of further study.

6 Conclusion

Targeting to improve the accuracy of scene text recognition especially in difficult scenarios, we have presented the MDCDP module which utilizes the position feature to query both visual and semantic features within the Transformer-based encoder-decoder framework. It learns a comprehensive and robust feature representation that delineates character distance in both visual and semantic domains, and more importantly, ties the two domains together. Accordingly, CDistNet has been developed for robust scene text recognition. We have conducted extensive experiments to verify its effectiveness. While ablation studies demonstrate the effect of each proposed component, the comparison results successfully validate our proposal. It reports state-of-the-art accuracy when compared with existing methods on the six standard benchmarks. Moreover, on larger and more challenging real-world datasets and augmented datasets presenting different recognition challenges, it also shows clear advantages compared to methods that perform quite similarly in the standard benchmarks. In addition, the visualization experiments verify that superior attention localization and reasonable semantic utilization are reached in visual and semantic domains, respectively.

It is observed that the accuracy on the six standard benchmarks is near saturation, which might be insufficient to well distinguish the methods performed top-tier. Future work should be more emphasize larger and more challenging datasets, not only ArT, Uber, MLT17 and MLT19, but also the created HA-IC13 and CA-IC13. We hope these datasets can accelerate future research in designing robust scene text recognition models. Meanwhile, accuracy and inference speed are always two key metrics for scene text recognition. A recent study reported effective yet efficient solutions by leveraging ViT-like architecture (Du et al., 2022). We plan to incorporate it to speed up the recognition. In addition, we are also interested in developing more robust models for text spotting (Fang et al., 2022) and page-level text recognition (Peng et al., 2022).
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