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ABSTRACT. General fractional calculus offers an elegant and self-consistent path toward the generalization of fractional calculus to an enhanced class of kernels. Prabhakar’s theory can be thought of, to some extent, as an explicit realization of this scheme achieved by merging the Prabhakar (or, three-parameter Mittag-Leffler) function with the general wisdom of the standard (Riemann-Liouville and Caputo) formulation of fractional calculus. Here I discuss some implications that emerge when attempting to frame Prabhakar’s theory within the program of general fractional calculus.

1. Introduction

In the last few years a long-standing discussion on the very notion of fractional derivative has been brought back into the spotlight (see e.g. [1–7]). Traditionally, fractional calculus has always shown a strict bond with the theory of singular (Fredholm-)Volterra integro-differential equations. For this reason I believe that such a feature should be preserved in all alternative definitions of fractional derivative and I tend to think that, once an unambiguous and unique notion of fractional derivative will be formulated, this singular behavior will most likely represent a pivotal point of the theory. All that said, the aim of this work is neither to condemn nor to condone alternative views on this matter, nonetheless I am convinced that being bluntly clear on this point can ease the reader in understanding the origin and motivations of the arguments discussed here.

The scope of this study is to discuss the very nature of the Prabhakar derivative by framing it in Kochubei’s general fractional calculus. This analysis will show that, despite the great generality of its definition, the Prabhakar derivative inherit the same weakly singular behavior of the traditional fractional derivatives (Riemann-Liouville and Caputo), thus consolidating its position within the realm of fractional derivatives.

This work is organized as follows: first, in Section 2, I recall some of the basic traits of Volterra operators and fractional derivatives; in Section 3, I first recall the main features of the Prabhakar fractional calculus, then I discuss the nature of the Prabhakar kernel; in Section 4, I analyze to what extent one can frame Prabhakar’s theory within the framework of Kochubei’s general fractional calculus, taking profit of a reverse engineering approach; then, in Section 5, I provide some concluding remarks.

2. Fractional Derivatives vs. Volterra operators

Let us consider the class of causal functions, i.e. \( u(t) = 0 \) for \( t < 0 \). A (linear) Volterra operators of the convolution type can be written as (see e.g. [8])

\[
V_{(k)}u(t) = \int_0^t k(t - \tau) u(\tau) \, d\tau \equiv (k \star u)(t),
\]

where \( \star \) denotes the convolution product in the Laplace sense.
As one can easily infer, Eq. (1) plays a key role in fractional calculus. Indeed, following the old-fashioned approach pioneered by Riemann and Liouville [9–11], which still represents the gold standard for a mathematically consistent formulation of the theory, one has that the simplest way to introduce the notion of fractional integral is through a minimal (though non-trivial) analytic continuation of Cauchy’s formula for repeated integration. Specifically, let \( f \in L^1_{\text{loc}}(\mathbb{R}^+) \), then the nth integral of \( f(t) \) reduces to

\[
J^n f(t) := \int_0^t \int_0^{\tau_1} \int_0^{\tau_2} \cdots \int_0^{\tau_{n-1}} d\tau_n f(\tau_n) = \frac{1}{(n-1)!} \int_0^t (t-\tau)^{n-1} f(\tau) d\tau.
\]

(2)

Recalling that \((n-1)! \equiv \Gamma(n)\) and that Euler’s gamma function \(\Gamma(z)\) can be represented in terms of an absolutely convergent integral for \(\mathbb{R}(z) > 0\), one can generalize the previous expression. Specifically, this procedure leads to the so called Riemann-Liouville fractional integral

\[
J^\alpha f(t) := (\Phi_\alpha \ast f)(t), \quad t > 0, \quad \alpha > 0,
\]

where \(\Phi_\alpha(t)\) denotes the Gel’fand-Shilov distribution, which is such that

\[
\Phi_\alpha(t) := \frac{t^{\alpha-1}}{\Gamma(\alpha)}
\]

for \(t > 0\) and vanishes otherwise. Hence, from (3) one infers that the Riemann-Liouville fractional integral is nothing but a Volterra operator equipped with a Gel’fand-Shilov kernel, which turns out to be weakly singular if \(0 < \alpha < 1\).

All that being said, one can introduce the notion of fractional derivative starting from (3) and mimicking the key feature of an ordinary derivatives, namely the fact that they act as the “left-inverse” of the ordinary integral. Thus, the minimal requirements for defining a fractional derivative \(D^\alpha\) from the Riemann-Liouville integral are: (i) one has to recover ordinary calculus in the formal limit \(\alpha \in \mathbb{R}^+ \rightarrow \alpha \in \mathbb{N} \cup \{0\}\); (ii) \(D^\alpha J^\alpha f(t) = f(t)\) for \(f \in L^1_{\text{loc}}(\mathbb{R}^+)\). Of course, this implies that the uniqueness of the definition of fractional derivative is inevitably lost. Indeed, it is not hard to see that both

\[
\text{RL} D^\alpha f(t) := D^m J^{m-\alpha} f(t) \quad \text{and} \quad C D^\alpha f(t) := J^{m-\alpha} D^m f(t),
\]

(4)

with \(m = [\alpha]\) and \(D^m g(t) = g^{(m)}(t)\) denoting the mth derivative of \(g(t)\), satisfy the conditions mentioned above. The two operators in (4) are respectively known in the literature as the Riemann-Liouville and Caputo-Dzhrbashyan fractional derivatives. Note that, from (3) and (4) one can easily conclude that fractional calculus can be thought of as a subclass of the theory of linear Volterra integro-differential operators. The specific distinction between these two frameworks is however justified by the need for a minimal extension of ordinary calculus to an arbitrary positive real order. Furthermore, (4) clearly highlights the weakly singular nature of these fractional derivatives, for all \(\alpha > 0\). It is, however, worth stressing that the importance of the weakly singular nature of these operators is even more subtle than the simple arguments presented thus far. Indeed, this weakly singular nature lies deep at the heart of the distributional aspects of fractional calculus. To clarify this statement it is worth recalling a lesser known representation of the nth derivative of the Dirac delta distribution [9,12], i.e.

\[
\Phi_n(t) := \lim_{\alpha \to n} \Phi_{-\alpha}(t) = \delta^{(n)}(t), \quad n \in \mathbb{N} \cup \{0\}.
\]
Given this result, it is not hard to see that the $n$th derivative of a causal function $f(t)$ can be obtained as

$$D^n f(t) = (\Phi_{-\alpha} \ast f)(t),$$

with $\ast$ denoting an appropriate extension of the Laplace convolution to the realm of distributions. It is therefore easy to convince oneself to think of the convolution

$$D^n f(t) = (\Phi_{-\alpha} \ast f)(t)$$

as a well suited definition of fractional derivative at the level of generalized functions. This is undoubtedly a correct, though the whole argument hides some shortcomings. Indeed, the singular behavior of $\Phi_{-\alpha}(t)$ makes the requirements on the regularity of $f(t)$ in Eq. (5) too restrictive for most practical purposes, since $\Phi_{-\alpha}(t) \notin L^1_{\text{loc}}(\mathbb{R}^+)$. Hence, one is generally required to regularize the divergent integral coming from the convolution. The simplest thing that can be done consist in healing the kernel by “weakening its singularity”. This is done by replacing $\Phi_{-\alpha}$ in (5) with $\Phi_m \ast \Phi_{-\alpha}$ or $\Phi_m \ast \Phi_{m-\alpha}$. This procedure renders the integral kernel weakly singular and it allows one to recover the results in Eq. (4) (see e.g. [9,11] for further details).

A very general and rigorous study of all Volterra-like operators that generalize the traditional construct of fractional calculus has been carried out by Kochubei in [13]. The underlying idea is that, assuming $k \in L^1_{\text{loc}}(\mathbb{R}^+)$, one can always define a generalized fractional integro-differential operator

$$D_{(k)} u(t) := \frac{d}{dt} \int_0^t k(t-\tau) u(\tau) \, d\tau - k(t) u(0^+), \quad \text{with } u \in L^1_{\text{loc}}(\mathbb{R}^+),$$

thus extending the standard scheme presented above. Note that we have decided to focus solely on the regularized (Caputo-like) version of the operator $D_{(k)}$ for the sake of simplicity and also because it entails a wider scientific interest when dealing with physically relevant initial value problems. Now, under some general assumptions (see [13] for further details), one can find the generalized fractional integration operator associated to (6), i.e.

$$J_{(k)} u(t) = \int_0^t \aleph(t-\tau) u(\tau) \, d\tau,$$

by following the prescriptions for the Riemann-Liouville case. The key feature of $\aleph(t)$ is that it must satisfy the condition $(k \ast \aleph)(t) = 1$, i.e. $k(t)$ and $\aleph(t)$ form Sonine pair [13–15]. Along this line, it was argued that if two locally integrable functions satisfy the Sonine condition, together with some monotonicity conditions near $t = 0$, then they must have an integrable singularity at $t = 0$ [16–18]. This further strengthen the connection between fractional derivatives and weakly singular Volterra operators discussed above.

To sum up, this analysis of the literature on fractional calculus seems to suggest that fractional derivatives represent a class of weakly singular Volterra convolution operators and that this specific feature should be carried along in all generalization of such objects.

3. On the weakly singular nature of the Prabhakar kernel

Let me recall a few basic definitions of Prabhakar calculus. First, this whole research topic is based on a three parameter generalization of the Mittag-Leffler function, known as the Prabhakar function [19–22], i.e.

$$E^\gamma_{\alpha,\beta}(z) = \sum_{k=0}^{\infty} \frac{\gamma \Gamma(k \alpha + \beta)}{k! \Gamma(\alpha k + \beta)}, \quad \alpha, \beta, \gamma \in \mathbb{C}, \quad \Re(\alpha) > 0,$$
where \((\gamma)_k\) is the Pochhammer (rising factorial) symbol which can also be rewritten as 
\((\gamma)_k = \Gamma(\gamma + k)/\Gamma(\gamma)\). The latter turns out to be an *entire function* of order \(\rho = 1/\Re(\alpha)\) and type \(\sigma = 1\) (see e.g. [20]), this will indeed be a key point in the following.

The Prabhakar kernel [23] is then defined as
\[
\epsilon^{\gamma}_{\alpha,\beta}(t; \sigma) = t^{\beta-1} E^{\gamma}_{\alpha,\beta}(\lambda t^{\alpha}) , \quad t \in \mathbb{R}^+, \quad \alpha, \beta, \lambda, \gamma \in \mathbb{C}, \quad \Re(\alpha), \Re(\beta) > 0. 
\]

Following the principles of the theory of *general fractional calculus* [13], one can define a generalized fractional integral, and the corresponding derivatives, out of the Prabhakar kernel. In detail, let \(f \in L^1(\mathbb{R}^+)\), then the Prabhakar integral reads [19,23,24]
\[
\mathcal{D}^{\gamma}_{\alpha,\beta,\lambda} f(t) = (e^{\gamma}_{\alpha,\beta}(t) \ast f)(t) , \quad \alpha, \beta, \lambda, \gamma \in \mathbb{C}, \quad \Re(\alpha), \Re(\beta) > 0 .
\]

Then, following the prescriptions discussed above, one can define the regularized Prabhakar derivative [23,25] according to

\[
\epsilon^{-\gamma}_{\alpha,m-\beta}(t) = \epsilon^{-\gamma}_{\alpha,m-\beta}(t) = \mathcal{D}^{\gamma}_{\alpha,m-\beta,\lambda} f(t) , \quad m := [\beta] 
\]

with \(f(t)\) denoting real-valued function whose derivatives are continuous up to order \(m - 1\) on \(\mathbb{R}^+\) and such that \(D^{m-1}f\) is absolutely continuous. For further details see e.g. [4,23,26–31] and Appendix A.

Note that I am solely focusing on \(\mathbb{R}^+ = (0, \infty)\) and the regularized version of the Prabhakar derivative, nonetheless the following arguments can be easily extended beyond these restrictions.

From Eq. (11), it is now easy to identify the integral kernel that defines this operator, namely
\[
e^{\gamma}_{\alpha,m-\beta}(t; \sigma) = t^{m-\beta-1} E^{\gamma}_{\alpha,m-\beta}(\lambda t^{\alpha}) , 
\]

again with \(\alpha, \beta, \lambda, \gamma \in \mathbb{C}, \Re(\alpha) > 0\), and \(\Re(\beta) > 0\). From Eq. (12) it is easy to infer that \(E^{\gamma}_{\alpha,m-\beta}(\lambda t^{\alpha})\) is always regular on \(\mathbb{R}^+\), whereas \(t^{m-\beta-1}\) gives rise of a power-law singularity in \(t = 0\), for \(\beta \notin \mathbb{N}\), of the same type of the standard fractional derivatives in Eq. (4).

This is in full agreement with the discussion in [18] and brings all potential suspicious concerning the fractional nature of Prabhakar derivative to a close. Besides, if one tries to investigate the limit \(\epsilon \to 0\), with \(\epsilon = m - \beta\), it is easy to see that
\[
\epsilon^{\gamma}_{\alpha,\beta}(t) \quad \Rightarrow \quad \epsilon^{\gamma}_{\alpha,m-\beta}(t)
\]

\[
e^{\gamma}_{\alpha,m-\beta}(t) = \frac{\Gamma(\epsilon)}{\Gamma(\alpha \epsilon + \gamma)} \sum_{k=1}^{\infty} \frac{(-\gamma)_k \lambda^k \epsilon^{\alpha k + \epsilon - 1}}{k!} 
\]

\[
= \Phi_\epsilon(t) + \sum_{k=1}^{\infty} \frac{(-\gamma)_k \lambda^k}{k!} \Phi_{ak+\epsilon}(t) 
\]

\[
\epsilon \to 0 \quad \delta(t) + \sum_{k=1}^{\infty} \frac{(-\gamma)_k \lambda^k}{k!} \Phi_{ak}(t) ,
\]

which implies
\[
\lim_{\beta \to m} \mathcal{D}^{\gamma}_{\alpha,\beta,\lambda} f(t) = D^n f(t) + \sum_{k=1}^{\infty} \frac{(-\gamma)_k \lambda^k}{k!} (J^a_k D^n f)(t) , \quad n \in \mathbb{N} .
\]

For details on series representations in Prabhakar calculus I invite the reader to refer to [4], and to [32] for some extensions.

From Eqs. (13) and (14) one can conclude that ordinary calculus is obtained via the double limits: a) \(\{\beta \to n; \gamma \to 0\}\); b) \(\{\beta \to n; \lambda \to 0\}\). In both cases the two limits
commute. Furthermore, focusing just on \( \beta \to n \), one can infer that if \( 0 < \Re(\alpha) < 1 \) the series in the right hand side of Eq. (13) contains at least one singular term at \( t = 0 \), whereas for \( \Re(\alpha) \geq 1 \) all terms in the series are non-singular at \( t = 0 \). In other words, if \( \Re(\alpha) \geq 1 \) and \( \beta \in \mathbb{N} \) then the Prabhakar derivatives reduces to an ordinary derivative and a series of non-singular, linear Volterra operators which are arguably of limited interest for practical purposes [6, 18].

4. Connection with General Fractional Calculus

Let us first recall the rigorous definition of Sonine pairs [14]. Two functions \( k(t), \varphi(t) \in L^1_{\text{loc}}(\mathbb{R}^+) \) form a Sonine pair if \((k \ast \varphi)(t) = 1\) for almost all \( t > 0 \). If one then restricts the operators in Section 3 to the case of

\[
\alpha, \beta, \lambda, \gamma \in \mathbb{R}, \quad \alpha > 0, \quad 0 < \beta < 1,
\]

it is easy to see that

\[
k(t) = e^{-\gamma}_{\alpha,1-\beta}(\lambda; t), \quad \varphi(t) = e^{\gamma}_{\alpha,\beta}(\lambda; t),
\]

form a Sonine pair. Indeed, denoting by

\[
\tilde{f}(s) \equiv \mathcal{L}[f(t); s] = \int_0^\infty e^{-st} f(t) \, dt
\]

the Laplace transform of a function \( f(t) \), and recalling that

\[
\mathcal{L}
\left[e^{\gamma}_{\alpha,\beta}(\lambda; t); s\right] = s^{-\beta}(1 - \lambda s^{-\alpha})^{-\gamma},
\]

one can easily infer that

\[
\varphi(s) = \frac{1}{sk(s)},
\]

thus verifying that the two functions in (16) form a Sonine pair.

Now, pursuing the general idea in [13], it is important to consider the role of relaxation processes in order to understand to what extent this picture can be reconciled with the scheme of general fractional calculus. Specifically, let us assume \( k(t) \), appearing in Eq. (6), to have a well define Laplace transform \( \tilde{k}(s) \) for all \( s > 0 \), such that \( \tilde{k}(s) \) is a function of the Stieltjes class and satisfies: (i) \( \tilde{k}(s) \to \infty \) as \( s \to 0 \); (ii) \( s \tilde{k}(s) \to 0 \) as \( s \to 0 \); (iii) \( \tilde{k}(s) \to 0 \) as \( s \to \infty \); (iv) \( s \tilde{k}(s) \to \infty \) as \( s \to \infty \). Then, the Cauchy problem

\[
\begin{align*}
\mathcal{D}_t y(t) &= -\lambda y(t), \quad y(0) = y_0, \quad \lambda > 0, \quad t > 0,
\end{align*}
\]

known as the relaxation problem, admits a unique solution which turns out to be both infinitely differentiable and completely monotonic.

Coming to the Prabhakar derivative, considering the restrictions in (15), one has that Eq. (11) reduces to (see [23])

\[
\begin{align*}
\mathcal{C}D_{\alpha,\beta,\lambda}^\gamma f(t) &= \mathcal{E}_{\alpha,1-\beta,\lambda}^\gamma f''(t) = \frac{d}{dt}\int_0^t k(t - \tau) f(\tau) \, d\tau - k(t) f(0^+)
\end{align*}
\]

with \( k(t) = e^{-\gamma}_{\alpha,1-\beta}(\lambda; t) \), as in (16). Since the derivative in Eq. (18) has a form compatible to the one in [13], one can now wonder about the nature of the solutions of the Cauchy problem

\[
\begin{align*}
\mathcal{C}D_{\alpha,\beta,\lambda}^\gamma y(t) &= -\xi y(t), \quad y(0) = y_0, \quad \xi > 0, \quad t > 0.
\end{align*}
\]

Note that the explicit solution of this problem, obtained through the Laplace transform method, is discussed in [28], and further analyzed in [33, 34].
Focusing on the kernel function \( k(t) \) in Eq. (16), it is easy to see that its Laplace transform, i.e.
\[
\tilde{k}(s) = s^{\beta-1}(1 - \lambda s^{-\alpha})^\gamma,
\]
satisfies the conditions (i)-(iv) if
\[
0 < \beta < 1, \quad -\alpha\gamma < 1 - \beta < 1 - \alpha\gamma, \tag{21}
\]
however, showing in which settings (20) is a Stieltjes function turns out to be a rather hard task in general. Alternatively, one could try to deduce for which values of the parameters \( \alpha, \beta, \gamma, \lambda \) the function (20) turns out to be of the Stieltjes class, by means of a reverse engineering approach, even though this procedure will not lead to a general result on the connection between Prabhakar’s theory and Kochubei’s general fractional calculus. Hence, recalling that a Stieltjes function can be thought of as the Laplace transform of a completely monotonic function [35], then one can take profit of the results in [27] to provide some constraints on the parameters in (15) so that the solution of (19) turns out to be completely monotonic.\(^1\) In detail, recalling that the function \( e^{\nu(t)}(\mu; \sigma) \), with \( \mu \geq 0 \), is locally integrable and completely monotonic if (see e.g. [27])
\[
0 < \nu \leq 1, \quad 0 < \nu\eta \leq \sigma \leq 1, \tag{22}
\]
then \( \tilde{k}(s) \) in (20) will surely be a Stieltjes function if
\[
\lambda < 0, \quad 0 < \alpha \leq 1, \quad 0 < -\alpha\gamma \leq 1 - \beta \leq 1. \tag{23}
\]
Putting together (21) and (23), one finds
\[
\lambda < 0, \quad 0 < \alpha \leq 1, \quad \gamma < 0, \quad 0 < \beta < 1, \quad -\alpha\gamma \leq 1 - \beta \leq 1. \tag{24}
\]
Hence, considering the Prabhakar derivative (18) with parameters as in (24), then the Cauchy problem (19) admits a unique infinitely differentiable and completely monotonic solution. Note that, some results concerning the connection of Prabhakar’s theory with Kochubei’s general fractional calculus have been analyzed in [34] for the specific set of parameters employed in [33].

To sum up, one can conclude that, for some values of the parameters, Prabhakar’s theory can be related to Kochubei’s general fractional calculus. However, this does not represent a general result for the full theory since it is not guaranteed that all the allowed configurations of the parameters in (15) will fit this general scheme.

5. Conclusions

After reviewing the general ideas of Kochubei’s general fractional calculus in light of some recent results [18] concerning integro-differential operators with weakly singular kernels, I have discussed to what extent Prabhakar calculus can be framed within this general scheme. To this aim I have also investigated the behavior of the Prabhakar kernel (12). It turns out, as one would probably expect from [16–18], that if \( \Re(\beta) > 0 \) and \( \beta \notin \mathbb{N} \) then (12) is always weakly singular. On the other hand, if we take the integer limit for \( \beta \), the Prabhakar kernel (12) leaves \( L^1_{\text{loc}}(\mathbb{R}^+) \), entering the realm of distributions. This implies that, in this limit, the Prabhakar derivative can be split into an ordinary derivative and a series of linear Volterra-like integro-differential operators, with either regular (\( \Re(\alpha) \geq 1 \)) or (at least in part) singular (\( 0 < \Re(\alpha) < 1 \)) kernels. This result, in all honesty, makes this limit of minor interest for fractional calculus. Finally, I have discussed some generalities of

\(^1\)It is worth mentioning that the complete monotonicity of the Prabhakar function has originally been investigated in [36], within the framework of anisotropic dielectric relaxation.
relaxation processes involving Prabhakar derivatives taking profit of the tools and general arguments in [13,27] and building further on the results in [34].
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Appendix

A. On the Prabhakar derivative and its regularization

As mentioned in Section 3, in [19] T. Prabhakar introduced the notion of three-parameter Mittag-Leffler function, often referred to as Prabhakar function, as a kernel for a class of singular integral equations. These equations are defined through an integral operator which takes the form in (10). Such an operator was later named after the author and is currently known as the Prabhakar fractional integral. An extensive study of this operator was then carried out by many authors (see e.g. [4, 23, 24, 26–31]) several decades after its original formulation.

The first proposal of a Riemann-Liouville type definition of fractional derivative based on the Prabhakar fractional integral was formulated by A. A. Kilbas, M. Saigo, and R. K. Saxena in [24] and reads

\[
D_{\alpha,\beta,\lambda}^\gamma f(t) = D^m E_{\alpha,\beta,\lambda}^{-\gamma} f(t), \quad m := [\beta],
\]

with all the appropriate assumptions on the regularity of \( f(t) \) (see [23, 24]) and with \((\alpha, \beta, \gamma, \lambda)\) as in Section 3. Later on, M. D’Ovidio and F. Polito named this operator after T. Prabhakar in [25], giving birth to the (well-established) terminology used in the current literature, and introduced the notion of regularized Prabhakar derivative, defined as in (11). These notions were then collected and further built upon by R. Garra, et al. in [23], kick-starting the current research line on Prabhakar’s theory.

The Prabhakar derivative (25), introduced by A. A. Kilbas, M. Saigo, and R. K. Saxena, was therefore the first proposal for a left-inverse operator of the Prabhakar fractional integral (10). It is now worth pointing out that the regularized Prabhakar derivative (11) does act as a left-inverse of the Prabhakar fractional integral (10). To prove this statement I need to recall a few important properties of both the Prabhakar fractional integral and derivatives.

First, let \( \alpha, \beta, \lambda, \gamma \in \mathbb{R} \) and \( \alpha, \beta > 0 \). Furthermore, let \( f(t) \) be a real-valued function whose derivatives are continuous up to order \( m - 1 \) on \([0,b]\) and such that \( D^{m-1} f \) is absolutely continuous on \([0,b]\), with \( 0 < t < b \leq \infty \). Then,

\[
C D_{\alpha,\beta,\lambda}^\gamma f(t) = D_{\alpha,\beta,\lambda}^\gamma \left[ f(t) - \sum_{k=0}^{m-1} \frac{t^k}{k!} f^{(k)}(0^+) \right],
\]

see [23] for details.

Secondly, assume \( \alpha, \beta, \lambda, \gamma \in \mathbb{R} \), with \( \alpha, \beta > 0 \), and \( \beta > k \) with \( k \in \mathbb{N} \). If \( f \in C[0,b] \), then

\[
D^k E_{\alpha,\beta,\lambda}^\gamma f(t) = E_{\alpha,\beta-k,\lambda}^\gamma f(t),
\]

see [24] for details.

One can then prove the following
Theorem 1. Let \( \alpha, \beta, \lambda, \gamma \in \mathbb{R} \) and \( \alpha, \beta > 0 \). If \( f \in C[0, b] \), then the regularized Prabhakar derivative (11) is a left-inverse of the Prabhakar fractional integral (10).

Proof. From (26) one finds

\[
\mathcal{D}^\gamma_{\alpha,\beta,\lambda} \mathcal{E}^\gamma_{\alpha,\beta,\lambda} f(t) = \mathcal{D}^\gamma_{\alpha,\beta,\lambda} \left[ \mathcal{E}^\gamma_{\alpha,\beta,\lambda} f(t) - \sum_{k=0}^{m-1} \frac{t^k}{k!} \left( D^k \mathcal{E}^\gamma_{\alpha,\beta,\lambda} f \right)(0^+) \right].
\]

Because of (27) one also has that [24]

\[
(D^k \mathcal{E}^\gamma_{\alpha,\beta,\lambda} f)(0^+) = (\mathcal{E}^\gamma_{\alpha,\beta-k,\lambda} f)(0^+).
\]

Since \( f(t) \) is continuous, for \( t \in B_\delta \subset [0, b] \), with \( B_\delta = (0, \delta) \) and \( \delta > 0 \), one finds

\[
0 \leq \left| \mathcal{E}^\gamma_{\alpha,\beta-k,\lambda} f(t) \right| = \left| \int_0^t (t-\tau)^{\beta-k-1} E^{\gamma}_{\alpha,\beta-k} \left( \lambda (t-\tau)^\alpha \right) f(\tau) \, d\tau \right|
\]

\[
\leq \text{ess sup}_{t \in B_\delta} \left| f(t) \right| t^{\beta-k} E^{\gamma}_{\alpha,\beta-k+1} (\lambda t^\alpha) \rightarrow 0 \quad \text{as} \quad t \rightarrow 0^+,
\]

taking profit of the property

\[
\int_0^x t^{\beta-1} E^{\gamma}_{\alpha,\beta} (\lambda t^\alpha) \, dt = x^{\beta} E^{\gamma}_{\alpha,\beta+1} (\lambda x^\alpha),
\]

with \( \alpha, \beta, \gamma, \lambda \in \mathbb{C} \) and \( \Re(\alpha), \Re(\beta) > 0 \), see e.g. [24].

Then,

\[
\mathcal{D}^\gamma_{\alpha,\beta,\lambda} \mathcal{E}^\gamma_{\alpha,\beta,\lambda} f(t) = \mathcal{D}^\gamma_{\alpha,\beta,\lambda} \left[ \mathcal{E}^\gamma_{\alpha,\beta,\lambda} f(t) - \sum_{k=0}^{m-1} \frac{t^k}{k!} \left( D^k \mathcal{E}^\gamma_{\alpha,\beta,\lambda} f \right)(0^+) \right]
\]

\[
= \mathcal{D}^\gamma_{\alpha,\beta,\lambda} \left[ \mathcal{E}^\gamma_{\alpha,\beta,\lambda} f(t) - \sum_{k=0}^{m-1} \frac{t^k}{k!} \left( \mathcal{E}^\gamma_{\alpha,\beta-k,\lambda} f \right)(0^+) \right]
\]

\[
= \mathcal{D}^\gamma_{\alpha,\beta,\lambda} \mathcal{E}^\gamma_{\alpha,\beta,\lambda} f(t) = f(t),
\]

where in the last step I have used the fact that the Prabhakar derivative (25) is the left-inverse of the Prabhakar integral (10) (see [24]), thus concluding the proof. \( \square \)

References

[1] M. D. Ortigueira and J. T. Machado, “What is a fractional derivative?,” *Journal of Computational Physics* **293** (2015) 4–13.
[2] V. E. Tarasov, “No violation of the Leibniz rule. No fractional derivative,” *Communications in Nonlinear Science and Numerical Simulation* **18** (2013) 2945–2948.
[3] V. E. Tarasov, “No nonlocality. No fractional derivative,” *Communications in Nonlinear Science and Numerical Simulation* **62** (2018) 157–163.
[4] A. Giusti, “A comment on some new definitions of fractional derivative,” *Nonlinear Dynamics* **93** (2018) 1757–1763.
[5] R. Garrappa, “Neglecting nonlocality leads to unreliable numerical methods for fractional differential equations,” *Communications in Nonlinear Science and Numerical Simulation* **70** (2019) 302–306.
[6] M. Stynes, “Fractional-order derivatives defined by continuous kernels are too restrictive,” *Applied Mathematics Letters* **85** (2018) 22–26.
[7] R. Hilfer and Y. Luchko, “Desiderata for fractional derivatives and integrals,” *Mathematics* **7** no. 2, (2019) 149.
[8] I. Gohberg and M. G. Krein, *Theory and applications of Volterra operators in Hilbert space*, vol. 24. American Mathematical Soc., 1970.
[9] R. Gorenflo and F. Mainardi, “Fractional Calculus: Integral and Differential Equations of Fractional Order,” in Fractals and Fractional Calculus in Continuum Mechanics, A. Carpinteri and F. Mainardi, eds., pp. 223–276. Springer-Verlag, Wien, 1997.
[10] F. Mainardi, Fractional calculus and waves in linear viscoelasticity: an introduction to mathematical models. Imperial College Press, 2010.
[11] S. G. Samko, A. A. Kilbas, and O. I. Marichev, Fractional integrals and derivatives: theory and applications. Gordon and Breach, 1993.
[12] I. Gelfand and G. Shilov, Generalized Functions: Vol. 1 Properties and Operations. Academic Press, New York, 1964.
[13] A. N. Kochubei, “General fractional calculus, evolution equations, and renewal processes,” Integral Equations and Operator Theory 71 (2011) 583–600.
[14] S. G. Samko and R. P. Cardoso, “Integral equations of the first kind of Sonine type,” International Journal of Mathematics and Mathematical Sciences 2003 no. 57, (2003) 3609–3632.
[15] N. Sonine, “Sur la généralisation d’une formule d’Abel,” Acta Mathematica 4 (1884) 171–176.
[16] S. G. Samko and R. P. Cardoso, “Integral equations of the first kind of Sonine type,” International Journal of Mathematics and Mathematical Sciences 57 (2003) 3609–3632.
[17] S. G. Samko and R. P. Cardoso, “Sonine Integral Equations of the First Kind in $L_p$, b_q,” Fractional Calculus and Applied Analysis 6 no. 3, (2003) 235–258.
[18] A. Haniga, “A comment on a controversial issue: A non-fractional derivative cannot have a regular kernel,” in preparation (2019).
[19] T. R. Prabhakar, “A singular integral equation with a generalized Mittag-Leffler function in the kernel,” Yokohama Mathematical Journal 19 no. 1, (1971) 7–15.
[20] R. Gorenflo, A. A. Kilbas, F. Mainardi, S. V. Rogosin, et al., Mittag-Leffler functions, related topics and applications, vol. 2. Springer, 2014.
[21] R. Garrappa, “Numerical evaluation of two and three parameter Mittag-Leffler functions,” SIAM Journal on Numerical Analysis 53 (2015) 1350–1369.
[22] R. Garrappa and M. Popolizio, “Computing the matrix Mittag-Leffler function with applications to fractional calculus,” Journal of Scientific Computing 77 (2018) 129–153.
[23] R. Garra, R. Gorenflo, F. Polito, and Z. Tomovski, “Hilfer–Prabhakar derivatives and some applications,” Applied Mathematics and Computation 242 (2014) 576–589.
[24] A. A. Kilbas, M. Saigo, and R. K. Saxena, “Generalized Mittag-Leffler function and generalized fractional calculus operators,” Integral Transforms and Special Functions 15 (2004) 31–49.
[25] M. D’Ovidio and F. Polito, “Fractional Diffusion-Telegraph Equations and their Associated Stochastic Solutions,” arXiv preprint, arXiv:1307.1696.
[26] R. Garra and R. Garrappa, “The Prabhakar or three parameter Mittag-Leffler function: Theory and application,” Communications in Nonlinear Science and Numerical Simulation 56 (2018) 314–329.
[27] F. Mainardi and R. Garrappa, “On complete monotonicity of the Prabhakar function and non-Debye relaxation in dielectrics,” Journal of Computational Physics 293 (2015) 70–80.
[28] A. Giusti and I. Colombo, “Prabhakar-like fractional viscoelasticity,” Communications in Nonlinear Science and Numerical Simulation 38 (2016) 178–191.
[29] I. Colombo, A. Giusti, and S. Vitali, “Storage and dissipation of energy in Prabhakar viscoelasticity,” Mathematics 6 (2018) 15.
[30] Z. Tomovski, R. Hilfer, and H. M. Srivastava, “Fractional and operational calculus with generalized fractional derivative operators and Mittag-Leffler type functions,” An International Journal 21 no. 11, (2010) 797–814.
[31] A. Fernandez, D. Baleanu, and H. M. Srivastava, “Series representations for fractional-calculus operators involving generalised Mittag-Leffler functions,” Communications in Nonlinear Science and Numerical Simulation 76 (2019) 517–527.
[32] D. Zhao and H. Sun, “Anomalous relaxation model based on the fractional derivative with a Prabhakar-like kernel,” Zeitschrift für angewandte Mathematik und Physik 70 (2019) 42.
[33] K. Görski, A. Horzela, and T. K. Pogány, “A note on the article “Anomalous relaxation model based on the fractional derivative with a Prabhakar-like kernel”,” Zeitschrift für angewandte Mathematik und Physik 70 (2019) 141.
[34] H. L. Koumandos, S anf Pedersen, “On the Laplace transform of absolutely monotonic functions,” Results in Mathematics 72 (2017) 1041–1053.
[36] A. Hanyga and M. Seredyńska, “On a mathematical framework for the constitutive equations of anisotropic dielectric relaxation,” *Journal of Statistical Physics* **131** (2008) 269–303.

**Bishop’s University, Physics & Astronomy Department, 2600 College Street, Sherbrooke, J1M 1Z7, QC Canada**

_E-mail address:_ agiusti@ubishops.ca