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Abstract: Rotating machines such as induction motors are crucial parts of most industrial systems. The prognostic health management of induction motor rotors plays an essential role in increasing electrical machine reliability and safety, especially in critical industrial sectors. This paper presents a new approach for rotating machine fault prognosis under broken rotor bar failure, which involves the modeling of the failure mechanism, the health indicator construction, and the remaining useful life prediction. This approach combines signal processing techniques, inherent metrics, and principal component analysis to monitor the induction motor. Time- and frequency-domains features allowing for tracking the degradation trend of motor critical components that are extracted from torque, stator current, and speed signals. The most meaningful features are selected using inherent metrics, while two health indicators representing the degradation process of the broken rotor bar are constructed by applying the principal component analysis. The estimation of the remaining useful life is then obtained using the degradation model. The performance of the prediction results is evaluated using several criteria of prediction accuracy. A set of synthetic data collected from a degraded Simulink model of the rotor through simulations is used to validate the proposed approach. Experimental results show that using the developed prognostic methodology is a powerful strategy to improve the prognostic of induction motor degradation.
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1. Introduction

The common deployment of rotating machines is still increasing since they are the heart of production systems in a wide variety of industries, such as manufacturing tools [1], electric motors [2,3], wind turbines [4,5], aero-engines [6,7], marine propulsions [10,11], and autonomous vehicles [12,13]. They frequently operate from 1 to 10,000 rpm in a harsh working environment and under different operating conditions and are exposed to faults that lead to failure. The presence of failure could mean several days or weeks of lost production and millions of dollars in downtime and repair costs, and reliability and maintenance are key for equipment assessment [14]. According to a GE power company study, a mid-sized LNG facility suffers costs of $4 million/day through unplanned process downtime. On a global scale, unexpected shutdowns in the process industry cost 5% of total annual production, representing more than $30 billion per year [15]. Although recent progress leads to higher efficiency and improves the durability of rotating machinery, they are still vulnerable to various problems. Most degradation processes are accompanied by reduced performance levels, which result in reduced safety and catastrophic failure. To minimize the unexpected failures and to ensure maximum asset utilization, it is fundamental to monitor the health condition of rotating machines through active condition-based monitoring (CBM) and prognostic strategies.

CBM is a type of predictive maintenance that allows for monitoring the actual condition of rotating machines while they are in operation. It aims at improving the efficiency of
systems by increasing the reliability of machines, by reducing machine-related incidents, and by avoiding unplanned downtime. One of the most critical tasks in CBM is the so-called prognostics health management (PHM). It identifies fault severity and predicts the remaining useful life (RUL) of the target system based on the degradation trends obtained through the condition monitoring data (CMD) analysis. According to the predicted RUL, it is then necessary to schedule an optimal maintenance strategy and repairs that do not impact production goals. Thus, with the use and application of statistical data analysis, inspection and reliability calculations can be achieved [16].

The squirrel cage induction motors (SCIMs) are a vital part of rotating machines in industrial applications. These motors have advantages such as robustness, simplicity of construction, high reliability, and operational safety. However, due to the specific function requirement, SCIMs are subjected to various stresses acting upon the winding, rotor, bearings, and shaft causing subsequent failures. Consequently, they always have a higher fault rate compared with other components, and the fault of rotating machines directly or indirectly causes most maintenance costs. Many condition-based reliability studies are focused on component-level prognostics, which allow the progression failure of critical rotating components to be predicted.

Due to the relatively large application of SCIMs, the focus of this paper is on the rotor, which shares 10% of induction motors (IMs) faults [17]. The rotor is supported on two bearings: one at the drive end and another at the fan end. It is composed of bars embedded in the frame slots and shorted at both ends by the end-rings. Rotor defects can occur in the form of broken bars or cracked end-rings, rotor misalignment, mass imbalance, and rotor eccentricity. Common causes of rotor failure include a combination of mechanical and thermal stresses, load imbalance, vibration, and excessive temperature. The rotor bar is the main driving shaft in an IM through which torque and speed are transferred. According to the statistics collected by the Institute of Electrical and Electronics Engineers (IEEE) and Electric Power Research Institute (EPRI), the rotor bar faults are responsible for 8–9% of failure in an IM [18]. Once a bar breaks, the status of the neighboring bars deteriorates progressively and the current consumption increases by 50% of the rated current due to the increased stresses, which reduce the efficiency of the motor [19].

Given the impact and the high costs usually associated with rotor failures, CMD, health assessment, and data-driven prognostic strategies that can refine the RUL prediction of IMs have been investigated [20–22]. Data-driven approaches are not the only way to do this; there exist two other approaches, namely model-based and hybrid approaches [23–26]. The model-based approaches use mathematical models to represent rotor behavior and degradation phenomena. This method is applicable when an accurate mathematical model could be developed from rotor failure or degradation modes. The second approach instead is based on the combination of both data-driven and model-based approaches. The data-driven approaches, also known as the data mining approaches, make predictions based on statistical models and hidden patterns without explicit mathematical models. They use historical data (i.e., vibration and acoustic signals, temperature, pressure, oil level, torque, currents, voltage, etc.) collected from sensors to automatically learn a model of machine degradation behavior [27,28].

However, since the fault mechanism of the rotor is complex and not straightforward under varying operating conditions and operation loads, the model-based methods may not be sufficient to perform reliable rotor fault prognostics.

This study aims to develop a prognostic strategy for broken rotor bars based on physics-based models and data-driven methods. To this end, we model the IM with a broken rotor bar using Matlab/Simulink. Using the proposed model, we collect synthetic data that can reflect the evolution of the degradation behavior.

The main contributions of this paper are as follows: (1) Various condition-monitoring data are used to predict the RUL of broken rotor bar. The degradation behavior of the component is observed indirectly by monitoring specific degradation measures, such as torque, stator current, and speed. The evolving trends or condition indicators (CIs) in the
data are determined using condition monitoring techniques based on time and frequency domains. (2) The most suitable CIs, which improve the accuracy of the predicted RUL, are selected using a combination of the three most popular measures, including monotonicity, trendability, and prognosability. Consequently, the first principal components obtained using principal component analysis (PCA) techniques can be used as broken rotor health indicators (HIs). (3) The constructed HIs are used to fit an exponential degradation model to derive the RUL of the degraded component. In particular, the impact of diversity in features and constructed HIs on RUL prediction accuracy is investigated.

The rest of the paper is organized as follows. Section 2 introduces related works. Section 3 describes the failure modelization and the synthetic failure data sets using Matlab/Simulink. Section 4 details the proposed prognostic methodology and the RUL estimation based on the degradation model. Following that, a detailed description of the synthetic data manipulation process is presented in Section 5. In Section 6, the prognosis results are demonstrated using degradation datasets through simulations. Finally, we conclude this paper with the main findings and future works.

2. Related Works

The rotor bars of a SCIM can be cracked due to stress and/or improper rotor geometry design. Once a bar breaks, irregularly distributed rotor currents are present. These currents cause unbalanced stator current, power, torque pulsation, and speed. Besides these parameters, others, such as sound acoustic and vibration, can reveal an IM’s failure. Several studies have carried out diagnoses of IMs using motor current signature analysis (MCSA). Daviu et al. proposed a method to diagnose rotor bar failures in IMs based on the analysis of the stator current during start-up using the discrete wavelet transform (DWT) [29]. Guasp et al. proposed a method based on the identification of characteristic patterns introduced by fault components in the wavelet signals obtained from the discrete wavelet transformation of transient stator currents [30]. In [31], the advanced use of wavelet analysis was introduced by analyzing an axial vibration signal for rotor under broken bars faults detection by removing the effects of the interference frequency components. In [32], the authors used the Zhao–Atlas–Marks (ZAM) distribution to investigate the broken rotor bar faults diagnosis based on vibration transient signals. In [33], the authors demonstrated that, looking at the shape of torque spectrum, it is possible to detect if the unbalance is induced by the broken rotor bars or by unbalanced stator windings. Furthermore, they proved that a defective rotor causes a double-slip frequency in the air-gap torque spectrum while a double fundamental frequency can occur for a faulty stator. Ellison and Yang [34] studied the effects of rotor eccentricity on the acoustic emission spectrum from an IM. They showed that the slot harmonics in the acoustic spectra of IM are a function of static eccentricity. The accuracy of fault detection using acoustic measurements is reduced because this monitoring signal contains health condition monitoring as well as noise.

Fault detection and diagnosis are processes that aim at determining fault presence in the IMs in an earlier stage and at identifying the types, locations, and severity degrees of faults. They are well developed and spread within the research and the industrial communities, as reviewed by the previously cited works. Cipollini et al. [35] proposed a condition monitoring approach for induction motor bearings. The proposed method uses a deep learning architecture to extract an expressive representation of the bearing state degradation from the stator current signals. In [36], the authors combined data-driven and model-based approaches to estimate the RUL of rolling element bearings using regression-based adaptive predictive models. Looking at the evolving trend of the bearing HI, the proposed approach addresses the issue of determining the time to start prediction (TSP) and the time to reach a prefixed dynamic failure. In [28], a novel prognostic approach to estimate a bearing RUL is developed. The proposed approach uses Hilbert–Huang entropy to construct a suitable HI based on vibration signals. Then, once the HI is constructed, a linear degradation model has been used to predict the bearing RUL. The experimental results demonstrated that the performance of the proposed approach is
not the best through the use of vibration data contaminated by unwanted noise. Li et al. [37] compared two different strategies: one with many sensors and the other without any sensor for ball screw PHM analysis. The authors of this research focused on early diagnosis, health assessment, and RUL prediction. The results obtained prove that the vibration signal shows a clear exponential degradation trend of the system, but it is a bit less sensitive than the torque signal diagnosis emergent faults and that the built-in torque signal is valuable for faults diagnosis and incipient failure identification. Mehrjou et al. [20] developed an effective remaining useful life prognostics method for rolling bearing. They used a relevance vector machine combined with a grey model and complete ensemble empirical mode decomposition. The online learning technique has been adopted to adapt the actual degradation state change better and to improve the precision of long-term RUL prognostics. However, most of the literature has studied only broken-bar faults detection, and diagnostic or prognostic approaches of other components of an IM, such as the rolling bearings. Fault prognostics is a relatively recent activity that is witnessing increasing interest in health monitoring systems. It estimates the RUL of a system using prediction models to forecast future performance and to obtain the time left before losing its operational ability. This paper aims to highlight the use of the CBM to predict the RUL of an IM with a broken rotor bar.

3. Synthetic Failure Data Sets Using Matlab/Simulink

Using Matlab/Simulink, it is possible to model the monitored components of the rotating machine for failure prediction purposes. The virtual model simulates the IM under a broken rotor bar fault by generating synthetic healthy and faulty data, as shown in Figure 1.

![Image of healthy and faulty data acquisition](image)

**Figure 1.** General process of healthy and faulty data acquisition.

Various approaches have been proposed in the literature to model the behavior of an IM under faults. The dynamic d-q model simulates a SCIM operating under a healthy and broken rotor bar fault in this work. The d-q model is implemented using Matlab/Simulink, as explained with sufficient details in [38] for rotor fault prognostic purposes.

The bar breakage is the common fault in the rotor of the SCIMs. Therefore, when the bars start to crack, some of the typical symptoms that can appear are unbalanced currents and torque pulsation, a decrease in the average torque, and disturbances in the voltage. Besides that, one broken bar can also overheat the adjacent bars due to the unbalanced rotor current distribution, which makes the fault worse. Such a variation in the heating around the rotor can damage the insulation and create an eccentricity, resulting in a costly repair and production loss.

This fault leads to a resistance and inductance variation in the rotor phases. This variation generates an asymmetric air gap between the stator and rotor since the rotor is not in its normal position anymore. In an ideal SCIM, the rotor resistance per phase is calculated as follows:

\[
    r_r \approx \frac{(2N_s)^2}{N_b/3} r_b
\]  

(1)
where \( r_b \) represents the rotor bar resistances, and \( N_s \) and \( N_b \) instead are the equivalent stator winding turns and the number of total bars, respectively.

In this paper, by neglecting the inductance variations, the impact of one broken rotor bar is modeled by varying the rotor resistance per phase, which leads to an increase in the resistance by \( \Delta r_r \) [38].

\[
r_r + \Delta r_r = \left( \frac{2N_s}{N_b/3 - n_{bb}} \right)^2 r_b
\]

where \( \Delta r_r \) stands for the changes in the rotor resistance, and \( n_{bb} \) and \( N_b/3 - n_{bb} \) present the number of broken bars (in our case \( n_{bb} = 1 \)) and the number of healthy bars, respectively. The change \( \Delta r_r \) in the rotor resistance can be calculated as follows:

\[
\Delta r_r = \left( \frac{2N_s}{N_b/3 - 1} \right)^2 r_b - \left( \frac{2N_s}{N_b/3} \right)^2 r_b
\]

The modeled fault is performed by varying the resistance over time. The correspondent electrical torque \( T_e \), stator current \( I_{abc-s} \), and speed \( W_r \) signals are collected from the Matlab/Simulink model shown in Figure 2. The implemented model has as inputs the load torques \( T_l \); the three-phase voltages \( V_{an}, V_{bn}, \) and \( V_{cn} \); and their fundamental frequency \( W_e \). In this study, the synthetic data generated by the simulation is assumed to be related to the health and faulty conditions of the monitored motor [39].

![Figure 2. Simulation model of an IM with broken rotor fault.](image)

4. Proposed Prognostics Methodology

The hybrid algorithm proposed in this paper is shown in Figure 3. It is composed of three modules, i.e., data acquisition, HI construction, and RUL estimation. Synthetic failure datasets are generated from a Matlab/Simulink model through simulations in the data acquisition module. In the HI construction module, original features are extracted from the rotating machine’s torque, stator current, and speed signals. Then, the degradation trends of these features are evaluated, and the most meaningful ones are selected. Furthermore, the selected features are compressed using the PCA technique to reflect the degradation evolving. In the third module, each constructed HI is given as an input to an exponential degradation model. The RUL estimation is based on the predicted values of each HI using the parameters of the model. More details about these modules are presented in the following sections.
To use the calculated HIs, which are supposed to incorporate useful information about degradation, it is necessary to fit them into a mathematical model for the RUL estimation step. This fitting is performed by using an exponential degradation model. This kind of model is one of the most widely used stochastic process models for rotating machines prognostic. The first version of the model was established by [40] using a Bayesian approach to update the model parameters. Many improvements have been developed and implemented in the RUL prediction of rotating machines compared with the first version. Si et al. [41] used the Bayesian approach with the expectation-maximization (EM) technique to estimate the parameters and to offer a closed-form RUL distribution. In addition, the authors improved the model using historical degradation signals obtained from condition monitoring to update the model parameters. In this work, the improved degradation model allows for fitting each HI time evolution with the ability to indicate when the constructed HI crosses the threshold, indicating the failure threshold (FT).

The degradation process using the exponential degradation model is described using a stochastic process
\[ \{ h_k = h(t_k), t_k \geq 0 \} \]
where \( h_k \) represents the HI expressed in a function of time; \( \phi \) is a known constant; and \( \theta(t_k) \) is a lognormal distribution while \( \beta(t_k) \) is a Gaussian distribution, both being random variables characterizing the stochastic part of the model. At each time step \( t_k \), these two distributions capture the degradation process variation and update the posterior based on the latest observation of \( h_k \). The \( \xi(t_k) \) represents a Gaussian additive noise and is modeled as a normal distribution with zero mean and variance. The RUL of the IM is defined as “the length from the current time to the end of the useful life”, which is expressed as \( l_k = t_{\text{EoL}} - t_k \), where \( t_{\text{EoL}} \) is the end of life (EOL), \( t_k \) is the current time, and \( l_k \) is the RUL at \( t_k \) [25].

In this study, the RUL refers to the time left before rotating machines lose their operation ability, giving the machine’s state, the current age, and the past operating profile. This means the time left before each HI of the machine reaches a predefined FT.

The RUL \( l_k \) at current time \( t_k \) is expressed as follow:
\[ l_k = \inf \{ l_k : h(l_k + t_k) \geq \lambda \ | \ h_0 \} \]
where $h(l_k + t_k)$ represents the HI state at the future time $l_k + t_k$, $\inf(.)$ represents the inferior limit of a variable, and $\lambda$ is a prespecified FT.

5. Synthetic Data Manipulation

The synthetic data used in this study were recorded using the simulation model of an IM with a broken rotor bar shown in Figure 2. The outputs of the model present several signals that can be analyzed to extract fault-related information and to better interpret the degradation behavior over time.

5.1. Data Acquisition

The critical failure, which is the broken rotor bar modeled by increasing the rotor resistance of an IM, occurs within several days under constant operating conditions. The fault propagation over time and the observed torque with load, stator current, and speed signals are shown in Figure 4. Forty days are considered for each raw data recording, and 1829 samples are recorded every day.

As can be seen from Figure 4b, the amplitude of the torque signals increases following the fault characteristic over time. On the other hand, from Figure 4c,d, it can be seen that it is tough to track the fault characteristic from the stator current and speed signals only by looking at them. Therefore, the torque, stator current, and speed signals should be preprocessed to acquire more meaningful information and to create fault-related CIs aiming to make decisions.

Figure 4. The fault propagation over time and the raw collected signals.
5.2. Feature Extraction

Tracking the broken bar fault pattern of the SCIM is a challenging task in our prognostic approach since the accuracy of the estimated RUL depends on the extracted CIs. In this work, the recorded signals are processed using time- and frequency-domains techniques. Signal processing in the time domain mainly includes time-domain statistical feature extraction. Therefore, it is the most used approach to reflect the statistical properties from its time-domain waveform for detection, diagnostic, and prognostic purposes. The extracted time-domain features from the torque, stator current, and speed signals are summarized in Table 1, where \( x \) is the signal series for \( i = 1, 2, \ldots, N \) and \( N \) is the number of data points of each signal. Among the features shown in Table 1, the statistical indicators, such as mean, root mean square (RMS), kurtosis, standard deviation (std), and peak-to-peak are widely used thanks to their ability to capture changes in the signal pattern. On the other hand, the indicators representing the overall shape of the signals, such as the crest factor, impulse factor, shape factor, margin factor, and energy, are decisive for incipient fault.

Each feature can contain fault information with different levels; even many cannot be sensitive to the fault. Therefore, more CIs should be extracted to track the broken rotor bar fault of the SCIM.

Table 1. Time-domain features.

| Feature          | Expression                                      | Expression                                      |
|------------------|-------------------------------------------------|-------------------------------------------------|
| Peak-To-Peak     |                                                                 |                                                                 |
| Root Mean Square (RMS) | \( x_{max} - x_{min} \)                       | \( \left( \frac{1}{N} \sum_{i=1}^{N} x_i^2 \right)^{\frac{1}{2}} \) |
| Mean             | \( \frac{1}{N} \sum_{i=1}^{N} x_i \)           | \( \frac{1}{N} \sum_{i=1}^{N} (x_i - \mu)^4 \) |
| Kurtosis         | \( \frac{1}{N} \sum_{i=1}^{N} |x_i| \)       | \( \frac{1}{N} \sum_{i=1}^{N} \frac{1}{(N-1)\sigma^2} \) |
| Skewness         | \( \sum_{i=1}^{N} (x_i - \mu)^3 \)             | \( \frac{1}{N} \sum_{i=1}^{N} (x_i - \text{mean})^\frac{3}{2} \) |
| Std              | \( \frac{1}{N} \sum_{i=1}^{N} x_i \)           | \( \frac{1}{N} \sum_{i=1}^{N} x_i^2 \) |
| Energy           | \( \frac{x_{max}}{\text{RMS}} \)               | \( \frac{RMS}{\frac{1}{N} \sum_{i=1}^{N} |x_i|} \) |
| Crest factor     | \( \frac{x_{max}}{\text{RMS}} \)               | \( \frac{x_{max}}{\frac{1}{N} \sum_{i=1}^{N} |x_i|^2} \) |
| Shape factor     | \( \frac{RMS}{\frac{1}{N} \sum_{i=1}^{N} |x_i|} \) |                                                                 |
| Margin factor    | \( \frac{x_{max}}{\frac{1}{N} \sum_{i=1}^{N} |x_i|^2} \) |                                                                 |
| Impulse factor   | \( \frac{x_{max}}{\frac{1}{N} \sum_{i=1}^{N} |x_i|} \) |                                                                 |

Signal processing in the frequency domain is to disclose the inherent nature by providing a frequency spectrum for each time sample. It can reflect the frequency of rotor faults and the distribution of a signal. In this work, the spectral kurtosis (SK) analysis technique is applied to the torque, stator current, and speed signals, which is defined
as the kurtosis of the signal spectral components. SK of the signal $x(t)$ is defined as the normalized fourth-order spectral moment as given in the following [42].

$$SK(f) = \frac{\left\langle |X^4(t,f)| \right\rangle}{\left\langle |X^2(t,f)|^2 \right\rangle} - 2$$

where $\langle \cdot \rangle$ represents the time-frequency averaging operator, and $X^4(t,f)$ and $X^2(t,f)$ are the fourth-order and the second-order cumulants, respectively, of a band-pass filtered signal of $x(t)$ around $f$. The four extracted features in the frequency domain include the std, mean, skewness, and kurtosis of the SK.

In this work, 45 CIs, including 33 time-domain features and 12 frequency-domain features, were extracted from the torque, stator current, and speed signals, respectively. Those features are associated with noise, which can be harmful to the RUL prediction. Therefore, the smoothing process of the 45 CIs is performed using a moving average filter. As shown in Figure 5, the rotor degradation behavior is correlated with statistical features of raw torque, stator current, and speed signals, respectively. As can be seen, most of the extracted CIs reflect a clear degradation trend over time, such as mean, std, rms, kurtosis, crest factor, etc., compared with the others. Kurtosis-SK and skewness-SK fluctuate clearly and do not reflect any monotonicity for torque signals. The performance of the time-domain features is more significant than that in the frequency domain. However, selecting the most meaningful features using one of the selection techniques for an accurate RUL prediction is required.

![Figure 5](image-url) Individual smoothed feature trending, (a) torque signals (blue: before smoothing, red: after smoothing), (b) current signals, and (c) speed signals.

5.3. Feature Selection

In this study, the three most popular metrics defined in the literature, including monotonicity, trendability, and prognosability, evaluate the significance of the extracted features and select the correlated ones with the fault propagation.

The first metric for the prognosis is monotonicity, which characterizes the increasing or decreasing trends of the CIs as the SCIM evolves toward failure [43]. The more the monotonicity score is close to 1, the more the feature has a better monotonic trend. It is the absolute difference between the numbers of positive and negative derivatives for each feature. The expression of the monotonicity is defined as

$$M_i(f_i) = \left| \frac{\text{No. of } dx/dt > 0 - \text{No. of } dx/dt < 0}{n-1} \right|$$

where $M_i$ is the monotonicity value for the $i$th feature $f_i$ with length of $n$.

The second metric is the trendability, which measures similarity between the trajectories of the extracted CIs and represents the correlation between them. The constant CIs
have zero correlation with time and, therefore, zero trendability, and the CIs with linear functions have a strong correlation with time, showing large trendability. The trendability for this objective is calculated as [43].

\[ T_i(f_i) = \frac{n(\sum_{j} xy) - (\sum_j x)(\sum_j y)}{\sqrt{n \sum_j x^2 - (\sum_j x)^2}|n \sum_j y^2 - (\sum_j y)^2|} \]  

where \( x \) and \( y \) represent the vector of measurements and time index of the feature, respectively, and \( n \) is the number of measurements.

The third metric is prognosability, which measures the variance of the critical value of failure in a population of systems. It mainly consists of the exponential ratio of the standard deviation of CIs to its mean value, and it is given by [23]

\[ P_i(f_i) = \exp\left(-\frac{\text{Std}_j(x_j(N_j))}{\text{mean}_j(x_j(1) - x_j(N_j))}\right), j = 1, \ldots, M \]  

where \( x_j \) is the observations of a feature on the \( j \)th system, \( M \) represents the number of the monitored system, and \( N_j \) represents the number of observations on the \( j \)th system.

Higher values of the three metrics give better performance in the prognosis. Therefore, the suitability criterion (Equation (10)) for feature selection is given by the sum of the three metrics in this study.

\[ \text{Suitability} = M_i(f_i) + T_i(f_i) + P_i(f_i) \]  

The sum of the metrics is calculated for each of the 45 time and frequency-domain features. The results are given in Figure 6, in which the importance rank of the extracted features from the torque, stator current, and speed signals show different suitability scores. It can be seen that the skewness, kurtosis, Peak-to-Peak, crest factor, and impulse factor have higher suitability scores compared with the other CIs for the torque signals. As given in Figure 6b, the crest factor, impulse factor, and Peak-to-Peak are the best features with a suitability score higher than 0.5 for the current signals. Figure 6c gives the performance metrics for each CI extracted from the speed signals. Std and Peak-to-Peak are the most sensitive features to the degradation phenomena, with a suitability score equal to 0.6. As a result, the rank of features shows that the time-domain features have a higher suitability score than the frequency-domain features. Therefore, the features with a suitability score higher than 0.5 are selected for the prediction task. It is possible to choose the skewness, crest factor, and std features to be a HI machine due to their higher suitability score, but there are other features with the same score that can provide useful information about the degradation behavior and EOL of the system. Therefore, to determine unique and proper HIs that can represent relevant information about the system performance degradation, a compression of the selected features is required.

Figure 6. Suitability of the extracted features, (a) torque signals, (b) stator current signals, and (c) speed signals.
5.4. Feature Compression

The feature compression step is a feature fusion process of determining a suitable group of HIs that can represent relevant information about the component performance degradation. In this paper, we use the PCA to transform the selected features into suitable HIs [44,45]. PCA is an unsupervised feature fusion that transforms the original data set consisting of the selected features to a new subspace of orthogonal new data set called principal components (PCs). The PCA finds the first PC with the highest variance in the latent space, using the covariance matrix and its eigenvalues and eigenvectors. The first components are the ones with the highest variance, which are orthogonal to the others. Before performing PCA, the selected statistical features are normalized and standardized by using Equation (11) in order to obtain zero mean and unit variance.

\[
F_i = \frac{(D_i - \min(D_i))}{(\max(D_i) - \min(D_i))}; \text{ where } D_{i,t} = \frac{\min(f_i)}{f_{i,t}}
\]

where \( f_{i,t} \) is the \( i \)th feature data point at time index \( t (t = 1 \ldots T) \), \( T \) is the feature length, and \( F_i \) is the \( i \)th normalized feature. The corresponding eigenvalues, giving the amount of variability associated with each direction, are from the selected features of the used signals: PCA-latent-torque = [5.9920 0.0058 0.0016 0.000 0.0000 0.0000], PCA-latent-current = [5.6676 0.2203 0.0702 0.0392 0.0026 0.0000] and PCA-latent-speed = [5.5743 0.8089 0.4914 0.0676 0.0420 0.0156 0.0000]. The corresponding Pareto charts to the calculated values of PCA-latent that represent the percentage of variance explained by the PCs of torque, stator current, and speed signals are shown in Figure 7. Figure 7a shows that the first component \( PC_1 \) is sufficient to represent almost 100% of the data variance in the torque signals and can be used as a HI machine. Figure 7b,c show that the first two and three components can represent 100% of the data variance in the stator current and speed signals, respectively.

In this work, the first PC from each signal presents the machine HI since most of the information within the initially selected features is squeezed into the first components, which retain 99.91%, 95.85%, and 79.89% of all variance PCA.

To improve the prognostic process performance, it is required to transform the first PC of each signal into a HI. Therefore, a linear whitening transformation is applied to the PCs by removing each first PC data point as follows:

\[
HI = PC - offset
\]

After that, we computed the most suitable HIs, including degradation information about the rotor component health state. A robust RUL estimation can be implemented by showing the validity and the feasibility of the proposed prognostic methodology using synthetic data recorded from the Matlab/Simulink model.

Figure 7. Pareto chart of the variance explained by the first principal components, (a) torque signals, (b) stator current signals, and (c) speed signals.
6. Prognosis Results

In this paper, an exponential degradation model is used to estimate the RUL of the SCIM with a broken rotor bar. The inputs of the degradation model are the constructed HIs from the torque, stator current, and speed signals. The profile of the extracted HIs is shown in Figure 8. Among these HIs curves, the HI-torque and HI-current signals curves have the most apparent degradation trend with a monotonic increase in the whole life following the resistance variation. On the other hand, the HI-speed trend does not show any variation until a few days before failure. Therefore, the HI-torque and HI-current are chosen as the inputs to the degradation model.

The process of estimating a broken rotor’s RUL is triggered once the degradation is detected based on HI-torque and HI-current. The degradation model is used to detect the time evolution trends of HI-torque and HI-current, to update its parameters by looking at newly available observations, and to estimate when the FT is crossed. The parameters of this model are determined using the HI values. At the beginning, the parameters are initialized as $\theta = 1$, $\beta = 1$, $\text{var}(\theta, \beta) = 10^6$, and $\phi = -1$, so that the degradation model is mostly relies on the observed HI data. The exponential model can evaluate the significance of the exponential slope by looking at the generated trends of the HIs. Once a significant slope of HIs is detected, the model deletes the previous observations and restarts its estimation based on the original priors.

The prediction results of the proposed approach are given in Figure 9. It can be observed that, once the degradation threshold is detected (day 11), the degradation model starts to estimate the RUL by predicting new values of the HI-torque and HI-current. Using the updated window of the HIs values, the parameters of the model are calculated and the slope of the model is updated to reflect the evolving changes in each HI. The process is repeated until the predicted value reaches the FT. In our work, the EOL or FT is considered a threshold assumed to be the last value of HI-torque and HI-current before machine destruction. It can be seen from Figure 9a,b that, from the very beginning when the algorithm starts estimating the RUL, i.e., after the detection of degradation, the estimates of the RUL are more or less close to their calculated values. Looking at the predicted trajectory based on the HI-current illustrated in Figure 9b, it can be observed that the degradation model did not follow the false alarm.

As a significant part of the proposed prognostic methodology, the RUL prediction contributes to better understanding the false alarms that the machine gives and to anticipating...
the time of failure. In terms of predicting the time of EOL, the estimated RUL of the SCIM with a broken rotor bar is 5 and 8 days based on the HI-torque and HI-current, respectively.

![Figure 9. Predicted trajectories of the HI-torque and HI-current using the exponential degradation model.](image)

To evaluate the prediction accuracy of the proposed approach, several performance metrics are calculated, including $\alpha - \lambda$, root mean square error (RMSE), normalized root mean square error (NRMSE), mean absolute percentage error (MAPE), and fitness degree $R^2$ [23].

The $\alpha - \lambda$ performance metric evaluates the error bounds specified by $\alpha$ of the estimated RUL and the relative distance specified by $\lambda$, on time, of a given point from a broken rotor’s EOL [46].

The RMSE affords an estimation of the error by measuring the mean distance between the predicted RUL and its ground truth. It is expressed as

$$\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\text{Act}_i - \text{Pre}_i)^2}$$

where $\text{Act}$ and $\text{Pre}$ are the actual value and predictive value, respectively. $N$ is the length of data sample.

The NRMSE facilitates the comparison between models with different scales, allowing the error to be the same magnitude as the RUL, which is denoted by

$$\text{NRMSE} = \frac{\text{RMSE}}{\max(\text{RUL}_\text{Act}) - \min(\text{RUL}_\text{Act})}$$

MAPE defines the size of the error in percentage terms, which is defined as

$$\text{MAPE} = \frac{100}{N} \sum_{i=1}^{N} \left| \frac{\text{RUL}_\text{Act}_i - \text{RUL}_\text{Pre}_i}{\text{RUL}_\text{Act}_i} \right|$$

Moreover, smaller RMSE, NRMSE, and MAPE values mean lower prediction errors and higher prediction accuracies. Fitness degree $R^2$, within this metric better performance of RUL prediction, is achieved when $R^2$ results in values are near 1. The $R^2$ is computed as follows.

$$R^2 = 1 - \frac{\sum_{i=1}^{N} (\text{RUL}_\text{Act}_i - \text{RUL}_\text{Pre}_i)^2}{\sum_{i=1}^{N} (\text{RUL}_\text{Act}_i)^2}$$
The $\alpha - \lambda$ performance metric of the prediction results based on the HI-torque and HI-current is illustrated in Figure 10. The error bound $\alpha$ for the RUL estimates is 20%. It can be observed that almost all values of the estimated RUL lie within the specified error bounds of the calculated RUL.

![RUL Prediction Performance](image)

**Figure 10.** RUL prediction performance of the proposed approach based on HI-torque and HI-current.

The calculated $RMSE$, $NRMSE$, $MAPE$, and $R^2$ metrics are displayed in the Table 2. It is observed that the HI-current has a smaller value of $R^2$ metric performance; it is more or less half of the HI-torque value. The average result of the $R^2$ is equal to 0.65; it is not very close to 1 but still considered to have good performance. The average $NRMSE$ result is equal to 0.26; this value is reduced compared with other prognostic methods, proving the proposed approach’s ability to predict the RUL. Additionally, the average $MAPE$ result is equal to 8.26%; this percentage is less than 10%, which proves the efficiency of the proposed prognostic methodology. According to the results of the RUL prediction and the calculated performance metric, it is observed that the HI-current has smaller $RMSE$ and $MAPE$ values during a whole life compared with the HI-torque with the possibility to anticipate the EOL of the machine better.

**Table 2.** RUL prediction performance.

| Metrics | HI-Torque | HI-Current | Averages |
|---------|-----------|------------|----------|
| RMSE    | 2.2       | 1.638      | 1.919    |
| NRMSE   | 0.2371    | 0.2885     | 0.2628   |
| $R^2$   | 0.8377    | 0.4782     | 0.6579   |
| MAPE    | 15%       | 1.5263%    | 8.26315% |

7. Conclusions

This paper presents a novel methodology for the RUL prediction of SCIMs under a broken rotor bar. The method is based on model-based and data-driven approaches. The fault modelization, data manipulation, health indicators extraction, and RUL estimation are considered. The key aspects of the proposed methodology are as follows:

1. A Matlab/Simulink model is developed to simulate a SCIM operating under healthy conditions and broken rotor bar fault.
2. The proposed approach uses various condition monitoring signals and signal processing techniques to predict the RUL of the SCIM. The time- and frequency-domain
features are extracted from the raw torque, stator current, and speed signals to achieve synthetic data manipulation. The features showing the evident monotonic degradation trends are selected using suitable metric performance.

3. The selected features are then transformed into an HI machine using the PCA technique. The first PC for both torque and stator current signals is chosen as an HI of the broken rotor bar motor, which may track the fault degradation and produce accurate prediction results.

4. The prognostic step is based on the exponential degradation model. The degradation model fits the time evolution of both HI extracted from the torque and current signals to estimate the RUL before reaching the EOL.

In conclusion, the results have shown that the proposed prognostics method exhibits good convergence behavior to estimate the RUL as soon as the degradation failure is detected. Thus, it can be a powerful prognostic approach with acceptable performances to predict induction machine failure modes. The application of the proposed approach can be extended to other types of components, such as stator windings and bearing failure, that are responsible for approximately 42% and 31% of the identified faults for rotating machines, respectively. As future work, we plan to develop a complete health assessment methodology composed of fault detection, and diagnostic and prognostic for condition monitoring of induction machines.
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