ON A NONLOCAL CAHN-HILLIARD MODEL PERMITTING SHARP INTERFACES
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Abstract. A nonlocal Cahn–Hilliard model with a nonsmooth potential of double-well obstacle type that promotes sharp interfaces in the solution is presented. To capture long-range interactions between particles, a nonlocal Ginzburg-Landau energy functional is defined which recovers the classical (local) model as the extent of nonlocal interactions vanish. In contrast to the local Cahn–Hilliard problem that always leads to diffuse interfaces, the proposed nonlocal model can lead to a strict separation into pure phases of the substance. Here, the lack of smoothness of the potential is essential to guarantee the aforementioned sharp-interface property. Mathematically, this introduces additional inequality constraints that, in a weak formulation, lead to a coupled system of variational inequalities which at each time instance can be restated as a constrained optimization problem. We prove the well posedness and regularity of the semi-discrete and continuous in time weak solutions, and derive the conditions under which pure phases are admitted. Moreover, we develop discretizations of the problem based on finite element methods and implicit-explicit time stepping methods that can be realized efficiently. Finally, we illustrate our theoretical findings through several numerical experiments in one and two spatial dimensions that highlight the differences in features of local and nonlocal solutions and also the sharp interface properties of the nonlocal model.

1. Introduction

The Cahn-Hilliard model was proposed in [14] as the model to describe phase separation of a binary alloy. Since then, the model and its variants have been widely used in different areas of science such as, e.g., tumor growth, image segmentation and copolymer melts, cf. [7, 41, 45, 58, 59, 65].
Given a bounded domain $\Omega \subset \mathbb{R}^n$, $n \leq 3$, and a fixed final time $T > 0$, the model is described by the coupled system of equations

$$\begin{cases}
\partial_t u - \nabla \cdot (\sigma(u) \nabla w) = 0, \\
w = -\varepsilon^2 \Delta u + F'(u),
\end{cases} \quad \text{in } (0, T) \times \Omega,$$

(1.1)

together with appropriate boundary conditions. Here, $u$ is an order parameter taking the values in $[-1, 1]$ and is related to the concentration of a substance, $w$ is a chemical potential, $F(u)$ is a double-well potential, $\sigma(\cdot)$ is the mobility, and $\varepsilon > 0$ is the interface parameter, which is proportional to the thickness of the interface. The double-well potential promotes pure phases and attains its minimum close to pure phases, i.e., when $u = ±1$. Typically, a regular potential is employed in (1.1), given by the fourth-order polynomial

$$F(u) := \frac{c_F}{4} (u^2 - 1)^2, \quad c_F > 0.$$  

(1.2)

Being the simplest choice, the regular potential (1.2) is not physically realistic, since it may provide a non-feasible solution $|u| > 1$. In practice it serves as an approximation of the more complex, but physically more relevant, logarithmic potential for $u \in (-1, 1)$

$$F(u) := \frac{\theta}{2} \left((1 + u) \log(1 + u) + (1 - u) \log(1 - u)\right) - \frac{c_F}{2} u^2, \quad 0 < \theta < c_F,$$  

(1.3)

or the obstacle potential

$$F(u) := \begin{cases}
F_0(u) & \text{if } |u| \leq 1 \\
+\infty & \text{if } |u| > 1
\end{cases} = F_0(u) + I_{[-1,1]}(u),$$

(1.4)

where $I_{[-1,1]}$ is the convex indicator function of the admissible range $[-1, 1]$ and $F_0(u) = c_F/2(1 - u^2)$, $c_F > 0$. In contrast to (1.2), the logarithmic potential (1.3) and obstacle potential (1.4) always provide a solution within an admissible range $|u| \leq 1$. However, the logarithmic potential does not allow $u$ to attain pure phases, i.e., $u \in (-1, 1)$, whereas the obstacle potential promotes pure states in the model, i.e., $u = 0$ or $u = -1$.

Mathematically, the Cahn-Hilliard model (1.1) can be derived as the $H^{-1}$-gradient flow of the Ginzburg-Landau energy

$$\mathcal{E}(u) = \frac{\varepsilon^2}{2} \int_\Omega |\nabla u|^2 \, dx + \int_\Omega F(u) \, dx.$$  

(1.5)

The gradient square term in (1.5) represents short-range interactions between particles. To account for long-term interactions, one can consider a nonlocal variant of the Cahn-Hilliard problem (1.1):

$$\begin{cases}
\partial_t u - \nabla \cdot (\sigma(u) \nabla w) = 0, \\
w = Bu + F'(u),
\end{cases} \quad \text{in } \Omega \times (0, T),$$

(1.6)

where $B$ is a nonlocal diffusion operator. In contrast to the derivation of the local counterpart (1.1), Giacomin and Lebowitz in [46] (see also [47]) provide a rigorous microscopic derivation of the nonlocal model (1.6) in the case when $\Omega \equiv \mathbb{T}^n$ is set to be the $n$-dimensional torus. More specifically, the macroscopic continuum model is obtained via a hydrodynamic limit of particle models that are dynamic versions of lattice gases undergoing long interactions. In this case the nonlocal operator $B = B_{\gamma}$ is set to

$$B_{\gamma} u(x) = \int_{\mathbb{T}^n} (u(x) - u(y)) \gamma(x - y) \, dy = c_\gamma u(x) - (\gamma \ast u)(x), \quad \forall x \in \mathbb{T}^n,$$
where $\gamma: T^n \to \mathbb{R}$ is an integrable convolution kernel that sets up the law for the nonlocal interactions. The kernel is assumed to depend only on the distance $|x - y|_{T^n}$ on the torus, the convolution is defined as $(\gamma * u)(x) = \int_{T^n} u(y) \gamma(x - y) \, dy$, and $c_\gamma = \int_{T^n} \gamma(y) \, dy = (\gamma * 1)(x)$, which is independent of $x$. The corresponding nonlocal free energy functional has the form
\[
\mathcal{E}(u) = \frac{1}{4} \int_{T^n} \int_{T^n} (u(x) - u(y))^2 \gamma(x - y) \, dx \, dy + \int_{T^n} F(u) \, dx.
\]
We note that the local model can be considered as an approximation of the nonlocal model for vanishing nonlocal interactions (cf., e.g., [24, 31] and references cited therein).
\[
c_\gamma u - \gamma * u \approx -\varepsilon^2 \Delta u \quad \text{with} \quad \varepsilon^2 = \frac{1}{2n} \int_{\mathbb{R}^n} \gamma(|\xi|) \, d\xi. \tag{1.7}
\]
An adoption of the Giacomin-Lebowitz model to the case when $\Omega \subset \mathbb{R}^n$ is a bounded domain and not a torus is possible by setting $B = B_\mathcal{R}$ in (1.6), where
\[
B_\mathcal{R} u(x) = \int_\Omega (u(x) - u(y)) \gamma(x - y) \, dy = c_\gamma(x) u(x) - (\gamma * u)(x), \quad \forall x \in \Omega. \tag{1.8}
\]
Here, the kernel $\gamma: \mathbb{R}^n \to \mathbb{R}$ is no longer defined on the torus (which corresponds to a periodic function on $\mathbb{R}^n$), but often depends on the distance in $\mathbb{R}^n$, which implies that $c_\gamma(x) = (\gamma * 1)(x) = \int_{\mathbb{R}^n} \gamma(x - y) \, dy$ is no longer constant. The operator $B_\mathcal{R}$ is often referred to as the \textit{regional} nonlocal operator, since it restricts the nonlocal interactions to the region $\Omega$, and has been one of the most frequently analyzed in the context of nonlocal Cahn-Hilliard models; see, e.g., [6, 18, 20, 24, 42, 43, 44] and the references cited therein. While most of these works address integrable kernels, which is also a subject of the current work, singular kernels have also been investigated; see, e.g., [19, 23]. For an overview of early and recent references and extensions of the local and nonlocal Cahn-Hilliard model, we refer interested readers to [3, 57, 29]. In terms of the notation, the present modification has only minor differences to (1.6). However, it has direct implications on the properties of the solutions, as will become apparent shortly.

In this work, we are interested in the model (1.6) posed on a bounded domain $\Omega$ with $c_\gamma$ being constant throughout $\Omega$. For this, we consider $B = B_N$ to be the following nonlocal operator:
\[
B_N u(x) = \int_{\partial \Omega} (u(x) - u(y)) \gamma(x - y) \, dy = c_\gamma u(x) - (\gamma * u)(x), \quad \forall x \in \Omega, \tag{1.9}
\]
where $c_\gamma = \int_{\partial \Omega} \gamma(x - y) \, dy$ for all $x \in \Omega$ and $(\gamma * u)(x) = \int_{\partial \Omega} u(y) \gamma(x - y) \, dy$.

Here, $\Omega_I$ is to as the \textit{nonlocal interaction domain}, that represents the extent of nonlocal interactions outside of $\Omega$, and is defined as
\[
\Omega_I := \{ y \in \mathbb{R}^n \setminus \Omega : \gamma(x, y) \neq 0, \ x \in \Omega \}.
\]
To define (1.9), one must know the values of $u$ also on the interaction domain $\Omega_I$. Usually, the local Cahn–Hilliard model (1.1) is complemented with the homogeneous Neumann boundary condition (to guarantee the mass-conservation property), and in the nonlocal setting considered here we impose a homogeneous nonlocal flux condition for $u$ on $\Omega_I$, which is analogous of the Neumann boundary conditions in the local setting:
\[
N u(x) = \int_{\partial \Omega \cup \partial \Omega_I} (u(x) - u(y)) \gamma(x - y) \, dy = 0 \quad \forall x \in \Omega_I. \tag{1.10}
\]
The type of the nonlocal operator $B_N$ (1.9) has gained significant attention recently in the context of various applications, cf. [38, 30, 28] and references cited therein. In contrast to (1.8), the nonlocal interactions are not limited to $\Omega$ and occur in all
of \( \Omega \cup \Omega_I \). If the kernel has infinite support then \( \Omega \cup \Omega_I \equiv \mathbb{R}^n \), and the nonlocal interactions occur on the whole of \( \mathbb{R}^n \).

1.1. Model setting. Finally, we present the model that encompasses both formulations. We denote \( \hat{\Omega} \) to be either \( \Omega \) or \( \Omega \cup \Omega_I \), and we employ a non-smooth obstacle potential (1.4), and, for simplicity, consider a constant mobility \( \sigma \). We denote the generalized differential of \( F \) to define the derivative of the smooth obstacle potential (1.4) requires us to introduce the concept of subdifferentials to define the derivative of \( I_{[-1,1]} \). In this case, \( F'(u) \) should be replaced by a generalized differential of \( F \), \( \partial F(u) = -c_F u + \partial I_{[-1,1]}(u) \), where \( \partial I_{[-1,1]}(u) \) is the subdifferential of the indicator function,

\[
\partial I_{[-1,1]}(u) = \begin{cases} 
(-\infty,0] & \text{if } u = -1, \\
0 & \text{for } u \in (-1,1), \\
[0,\infty) & \text{if } u = 1.
\end{cases}
\]

Finally, the nonlocal model we are interested to study becomes

\[
\begin{aligned}
\partial_t u - \Delta w &= 0, \\
w &= \xi u - \gamma * u + \lambda, \quad \lambda \in \partial I_{[-1,1]}(u),
\end{aligned}
\]

where \( \xi(x) := \int_{\hat{\Omega}} \gamma(x-y) \, dy - c_F \) and \( \gamma * u = \int_{\hat{\Omega}} u(y) \gamma(x-y) \, dy \). Here, we will already impose that \( \xi(x) \geq 0 \) on \( \Omega \), which is required to obtain a well-posed problem. We will show that \( \xi \) is an appropriate interface parameter in the nonlocal model. We complement (1.12) with the local and nonlocal flux conditions

\[
\frac{\partial w}{\partial n} = 0 \quad \text{on } \partial \Omega, \quad \text{and} \quad N u(x) = \int_{\hat{\Omega}} (u(x) - u(y)) \gamma(x-y) \, dy = 0 \quad \text{on } \hat{\Omega} \setminus \Omega.
\]

We note that, in the variational form the problem (1.12) can be restated as a coupled system of equations involving variational inequalities. The corresponding nonlocal free energy is given as

\[
\mathcal{E}(u) = \frac{1}{4} \int_{\Omega} \int_{\hat{\Omega}} (u(x) - u(y))^2 \gamma(x-y) \, dx \, dy + \int_{\Omega} F(u) \, dx
\]

where \( F \) is defined in (1.4).

Sharp interfaces. The choice of the obstacle potential in (1.12) is not only physically motivated, but brings an interesting insight into the mathematical properties of the solution, such as the occurrence of sharp interfaces. In particular, as one of the main contributions of this work, we demonstrate that the solution of (1.12) is discontinuous and can admit sharp interfaces for some non-trivial and non-vanishing nonlocal interactions. On the contrary, the local problem (1.1), which is a diffuse interface model, does not allow the appearance of sharp interfaces, other than in the limiting case \( \varepsilon \to 0 \) which corresponds to vanishing local interactions in (1.5). In Figure 1 we illustrate the appearance of sharp interfaces for the local and nonlocal solutions of (1.1) and (1.12) with the obstacle potential (1.4). Here, we compare the solutions obtained with a nonlocal model (1.12) for \( \xi \approx 0 \) to the local model (1.1), where we have replaced \( B_N \) with the Neumann Laplacian \(-\varepsilon^2 \Delta \) according to (1.7). We point out that, in contrast to the local model, we do not need to perform the limit to obtain sharp interfaces in the nonlocal solution. Moreover, the sharp interface case \( \xi = 0 \) for the nonlocal model is well-posed and can be solved numerically with the same time-discretization as for \( \xi > 0 \), as we will discuss below.

Mathematically, the appearance of sharp interfaces in the nonlocal model (1.12) is explained by realizing that the solution of (1.12) for \( \xi > 0 \) can be obtained as a
Comparison of the local and nonlocal solutions in one- and two-dimensions. The local and nonlocal solutions are initialized with the same initial condition, $c_F$, and plotted at the same time $T$. For the nonlocal model, we consider the nonlocal operator (1.9) with Gaussian type kernel (5.3). The interface parameter $\varepsilon$ is given by (1.7), and with this choice, the local model corresponds to the local limit of the nonlocal model for vanishing radius of nonlocal interactions.

The pointwise projection of $g = w + \gamma * u$ onto the admissible set,

$$u(t) = P_{[-1,1]} \left\{ \frac{1}{\xi} g(t) \right\} \text{ in } \Omega \times (0,T), \quad \xi > 0.$$  

Note that, for $\xi = 0$, the above turns into (see also Theorem 4.3)

$$u(t) \in \text{sign}\{g(t)\} = \begin{cases} 
1 & \text{if } g(t) > 0, \\
-1 & \text{if } g(t) < 0, \\
[-1,1] & \text{if } g(t) = 0,
\end{cases} \text{ in } \Omega \times (0,T).$$

If the level set of $\{g = 0\}$ is of zero measure, this implies that the solution can admit only pure phases $u = 1$ or $u = -1$. It becomes apparent that $\xi$ is not constant for the case of the regional operator (1.8), since $c_\gamma$ is variable in $\Omega$. Hence, in general the corresponding solution does not possess sharp interfaces, unless the obstacle potential is equipped with a spatially-dependent $c_F(x)$.

1.2. Contribution and related works. One of the contributions of this work is to propose a well-posed nonlocal model (1.12) that admits discontinuous solutions with only pure phases, as described in the previous section. To the best of our knowledge this is the first result in this direction. However, we note that the jump-discontinuous behaviour of the solution closely resembles the bang-bang control principle, where almost all values of the control function lie on the boundary of the admissible set; see, e.g., [64]. Indeed, a single time-step of the model (1.12) can be also understood as a variational inequality, which serves as a necessary optimality condition for a specific bang-bang optimal control problem.

Moreover, discontinuous solutions for related Allen-Cahn phase transition models have already been addressed in, e.g., [5, 40, 4, 15, 17]; see also [39] and the references cited therein. They are based on the same Ginzburg-Landau energy as in (1.14) and described by the evolution equation

$$\partial_t u + c_\gamma u - \gamma * u + F'(u) = 0. \quad (1.15)$$

In more recent works [35, 32, 36], the authors also investigated numerically and theoretically the relation between kernel parameters with finite range of nonlocal interactions and the appearance of discontinuities in the steady state solution of the
Allen-Cahn equation. In [35] it was reported that the condition under which these solutions may admit discontinuities is related to the same parameter \( \xi = c_\gamma - c_F \), defined for a smooth potential \( F \) as in (1.2) with \( c_F = -\min_{u \in [-1,1]} F''(u) = 1 \). More specifically, for a regular potential these discontinuities can occur for \( \xi < 0 \), which is only possible for the Allen-Cahn equation. However, even though the solution contains a discontinuity, it does not admit only pure phases. That is, \( u \) does not take values only in the set \( \{-1,1\} \) and it does not jump from 1 to \(-1\) at a single point. On the other hand, using an obstacle potential in the Allen-Cahn setting can permit exclusively pure phases in the steady-state solutions, \( u = \pm 1 \). However, the evolution law (1.15) still does not allow for the discontinuities to migrate over time; cf. [40, 39]. This is due to the fact that the time derivative of \( u \) takes values in \( \mathbb{L}^2(\Omega) \) for the evolution law (1.15). In contrast, we prove that the solution of the nonlocal Cahn-Hilliard model with the obstacle potential (1.12) can admit jump-discontinuities with only pure phases in the solution profile not only at the steady-state but also during the whole time evolution.

In addition to studying the properties of the solution, we provide a detailed analysis of the nonlocal problem (1.12). First, we establish general well-posedness results for an appropriate time-discrete formulation of (1.12) (see Theorem 3.4–3.5), where only integrability is required for the kernel. Moreover, we show that under certain conditions the solution is given by an \( L^2 \)-projection on the admissible set. This representation allows us to deduce improved regularity properties of the solution (see Theorem 3.7) and the appearance of sharp-interfaces for \( \xi = 0 \) (see Theorem 3.8). We derive a convergence result towards a continuous in time formulation. As a consequence we obtain well-posedness of the time continuous problem (see Theorem 4.1–4.2), including an existence result for \( \xi = 0 \). The latter is noteworthy since most of the available results focus on the settings equivalent to \( \xi(x) \geq \xi_{\min} > 0 \), which does not cover the more delicate case of sharp interfaces, cf. [24, 43]. One of the works we are aware of that covers the case \( \xi = 0 \) is [20], where a model similar to (1.12) is studied in an abstract setting. However, there well-posedness is derived in the time-continuous framework by performing a limit of an appropriate regularized problem. In contrast, we do not regularize the non-smooth potential, but exploit its limited regularity to characterize the fine properties of the solution, including sharp interfaces. For the analysis, we rely solely on the time discretization, which also serves as a basis for the numerical realization introduced here, including the case \( \xi = 0 \).

In addition to the complete analysis of the model, we also discuss efficient space and time approximations of the nonlocal solution based on the finite element method which we complement with corresponding numerical results. Numerical analysis of the local Cahn-Hilliard problem has been an active subject of research; see, e.g., [8, 9, 10, 11, 12]. The approximation of the nonlocal diffuse interface problem has been addressed in various works, e.g., [1, 2, 31, 32]. A design of appropriate time integration schemes have been investigated in [52, 51, 50, 31, 32]. The aforementioned works focused mainly on smooth potentials. An inclusion of the obstacle potential in the model leads to a non-smooth and nonlinear system involving variational inequalities. The solvability of such a system can be realized by the semi-smooth Newton method [53] which has been addressed in the local Cahn-Hilliard setting in, e.g., [8, 54], and which we adopt here in the nonlocal setting. Lastly, due to the complex structure of the Cahn-Hilliard system, in general, there is great demand for the development of efficient approximation techniques based on, e.g., Krylov solvers [11] or model order reduction methods [48, 49].

The paper is organized as follows. In Section 2 we introduce appropriate functional settings and the variational formulation of the problem we consider. Section 3
is devoted to the well-posedness analysis of the semi-discrete problem, improved regularity, and the derivation of the sharp-interface condition for the corresponding solution. The respective results for the time-continuous problem formulation are given in Section 4. Then, in Section 5 we discuss finite-element approximations together with time-marching schemes for the nonlocal problem and provide various numerical examples. Finally, we conclude the paper in Section 6.

2. Preliminaries

We denote by $L^p(\Omega)$, $p \in [1, \infty]$, the usual Lebesgue spaces and by $W^{k,p}(\Omega)$, $k \in \mathbb{N}$, $1 \leq p \leq \infty$, we mean the Sobolev space of all functions in $L^p(\Omega)$ having all distributional derivatives up to order $k$ and endowed with the norm $\|u\|_{W^{k,p}(\Omega)}^p = \sum_{|\alpha| \leq k} \|D^\alpha u\|_{L^p(\Omega)}^p$. We denote by $L^p(0,T;X)$, $1 \leq p \leq \infty$ the Bochner space of all measurable functions $u : [0,T] \to X$, for which the norms

$$\|u\|_{L^p(0,T;X)} = \left( \int_0^T \|u(t)\|_X^p \, dt \right)^{1/p}, \quad p < \infty, \quad \text{and} \quad \|u\|_{L^\infty(0,T;X)} = \text{ess sup}_{t \in (0,T)} \|u(t)\|_X$$

are finite. If not specified, we often use the relation $a \leq Cb$, with some generic constant $C > 0$ that may be different in every instance, but is independent of $a$ and $b$.

2.1. Nonlocal operators. We introduce a kernel function $\gamma : \mathbb{R}^n \to \mathbb{R}^+$, which is radial, has finite support and integrable, i.e.,

$$\gamma(x) = \hat{\gamma}(|x|), \quad \gamma \in L^1(\mathbb{R}^n),$$

with $\text{supp}(\hat{\gamma}) \subset (0, \delta]$, $\delta > 0$, \quad (H1)

and there exists $\sigma > 0$, such that $(0, \sigma) \subset \text{supp}(\hat{\gamma})$.

While most of the results in this paper are valid under the above conditions, in certain cases, we will need to require a higher regularity of the kernel, i.e.,

$$\gamma \in W^{1,1}(\mathbb{R}^n).$$

(H2)

In the following we also employ (by a slight abuse of notation) the two-point version of $\gamma$ given by

$$\gamma(x, y) = \gamma(x - y), \quad \forall x, y \in \mathbb{R}^n,$$

which will be used as an integration kernel to define the nonlocal operator $B$.

We define the nonlocal operator $B$ that encompasses the definitions of the “Neumann” (Case 1) (1.9) and “regional” (Case 2) (1.8) type of nonlocal operators

$$Bu(x) = \int_{\tilde{\Omega}} (u(x) - u(y)) \gamma(x, y) \, dy = c_\gamma(x) u(x) - (\gamma * u)(x),$$

(2.1)

where $\tilde{\Omega} = \Omega$ (“regional”) or $\tilde{\Omega} = \Omega \cup \Omega_I$ (“Neumann”). For convenience of notation we suppose that $u$ is extended by zero outside of $\tilde{\Omega}$, and $(\gamma * u)(x)$ denotes the convolution on $\tilde{\Omega}$ of $\gamma$ with $u$, and we define

$$c_\gamma(x) := \int_{\tilde{\Omega}} \gamma(x, y) \, dy, \quad C_\gamma := \int_{\mathbb{R}^n} \gamma(x, y) \, dy, \quad \text{and} \quad \tilde{C}_\gamma := \|\nabla \gamma\|_{L^1(\mathbb{R}^n)},$$

(2.2)

and note that $0 \leq c_\gamma(x) \leq C_\gamma < \infty$ for all $x \in \Omega$. Since $\gamma$ has finite support, $\tilde{\Omega}$ is a bounded domain, and for $\tilde{\Omega} = \Omega \cup \Omega_I$, $c_\gamma$ is a constant for all $x \in \tilde{\Omega}$ and can be computed explicitly as $c_\gamma = \frac{2n}{(n+2)} \int_0^\infty \xi^{n-1} \hat{\gamma}(\xi) \, d\xi$. 
Nonlocal Neumann-type boundary conditions. The problem with the "Neumann" type nonlocal operator for which \( \tilde{\Omega} = \Omega \cup \Omega_I \) and \( B = B_N \) (see (1.9)) implies that there is a nonlocal flux from \( \Omega_I \) to \( \tilde{\Omega} \) prescribed in the model. From a probabilistic perspective in the context of particle-based models such boundary conditions provide information about what happens to a particle upon leaving a domain \( \Omega \), whereas \( u(x,t) \) in this case represents the probability density function of the position of a particle subject to a jump-diffusion process. Such boundary conditions have been proposed in [30]. A characterization of this condition in terms of Lévy flights for unsteady fractional Laplace equation has been studied in [26]. Additional discussions about Neumann type boundary conditions and their variation in the nonlocal setting can be found in, e.g., [21, 22, 56, 27, 61, 25, 66]; see also [38] and the references therein. In contrast, for the "regional" nonlocal operator \( B = B_R \) (1.8) we have that \( \tilde{\Omega} = \Omega \) and \( \tilde{\Omega} \setminus \Omega = \emptyset \), which implies that there is no nonlocal interactions between \( \Omega \) and \( \mathbb{R}^n \setminus \Omega \), and, hence, no nonlocal flux condition such as (1.10) needs to be imposed. In this case, from the probabilistic point of view the random process of the movement of the particle occurs solely within \( \Omega \), and while in the "Neumann" case the particle is not allowed to leave \( \Omega \cup \Omega_I \), here, the particle is not allowed to jump out of \( \tilde{\Omega} \); this is referred to as a censored process.

Function spaces. We set \( V_A := H^1(\Omega) \), which is endowed with the usual \( H^1 \)-norm, \( \| v \|^2_{V_A} := \| v \|^2_{H^1(\Omega)} + \| \nabla v \|^2_{L^2(\Omega)} \), and \( \| v \|_{V_A} := \| v \|_{H^1(\Omega)} = \| \nabla v \|_{L^2(\Omega)} \). We also define the space of mean-free functions
\[
V_{\tilde{A}_0} := \{ v \in V_A : (v,1)_{L^2(\Omega)} = 0 \},
\]
equipped with the same semi-norm as on \( V_A \). Thanks to the local Poincaré inequality
\[
\| u \|_{L^2(\Omega)} \leq \tilde{C}_P \| u \|_{V_A}, \quad \forall u \in V_{\tilde{A}_0}, \quad \tilde{C}_P > 0,
\]
the seminorm on \( V_{\tilde{A}_0} \) also defines a norm. We denote by \( V_A' = (H^1(\Omega))' \) the dual space of \( V_A \), and by \( \langle \cdot, \cdot \rangle_{V_A' \times V_A} \) a corresponding duality pairing, and for \( f \in V_A' \), we denote
\[
\| f \|_{V_A'} := \sup_{v \in V_A, \| v \|_{V_A} \neq 0} \frac{\langle f, v \rangle_{V_A' \times V_A}}{\| v \|_{V_A}}.
\]
We introduce the dual space of \( V_{\tilde{A}_0} \), denoted by \( V_{\tilde{A}_0}' = (V_{\tilde{A}_0})' \), which consists of functionals with mean-value zero:
\[
V_{\tilde{A}_0}' := \{ f \in V_A' : (f,1)_{V_A' \times V_A} = 0 \}.
\]
We note that for any \( f \in V_{\tilde{A}_0}' \), we have that \( \| f \|_{V_{\tilde{A}_0}} = \| f \|_{V_A'} \). Indeed, for \( v \in V_A \), such that \( \| v \|_{V_A} \neq 0 \), we obtain
\[
\| f \|_{V_A'} = \sup_{v \in V_A} \frac{|\langle f, v \rangle_{V_A' \times V_A}|}{\| v \|_{V_A}} = \sup_{v \in V_{\tilde{A}_0}} \frac{|\langle f, v + M \rangle_{V_A' \times V_A}|}{\| v \|_{V_A}} = \sup_{v \in V_{\tilde{A}_0}} \frac{|\langle f, v \rangle_{V_A' \times V_A}|}{\| v \|_{V_A}}.
\]
Let \( G \) denote a Green’s operator for the inverse of the Laplacian with zero Neumann boundary conditions. That is, given \( f \in V_A' \), we define \( Gf \in V_{\tilde{A}_0} \) as the unique solution of
\[
(\nabla Gf, \nabla v)_{L^2(\Omega)} = \langle f, v \rangle_{V_A' \times V_A}, \quad \forall v \in V_{\tilde{A}_0}.
\]
We note that, if \( f \in V_{\tilde{A}_0}' \), then (2.4) also holds true for all \( v \in V_A' \):
\[
(\nabla Gf, \nabla v)_{L^2(\Omega)} = \langle f, v \rangle_{V_A' \times V_A}, \quad \forall v \in V_A.
\]
The existence and uniqueness of $G f$ follows from the Poincaré inequality and the Lax-Milgram lemma, and it holds that
\[
\|f\|_{L^2(\Omega)}^2 = |G f|^2_{V_\Omega} = \|\nabla G f\|_{L^2(\Omega)}^2 = (f, G f)_{V_\Omega \times V_\Omega}.
\] (2.5)
If $f \in V_\Omega' \cap L^2(\Omega)$, then $\|f\|_{V_\Omega'}^2 = (G f, f)_{L^2(\Omega)}$. Moreover, owing to (2.5), it also holds that
\[
(f'(t), G f(t))_{V_\Omega \times V_\Omega} = \frac{1}{2} \frac{d}{dt} \|f(t)\|_{V_\Omega'}^2, \quad \text{for a.e. } t \in (0, T), \quad \forall f \in H^1(0, T; V_\Omega').
\] (2.6)

For the nonlocal space $V_B$ we distinguish between two cases:
\[
V_B := \begin{cases} 
\{ v \in L^2(\Omega) : N v = 0 \text{ on } \Omega \}, & \text{for Case 1,} \\
L^2(\Omega), & \text{for Case 2,}
\end{cases}
\]
where an inclusion of the nonlocal flux conditions in the function space setting in Case 1 is important as it will become apparent shortly. We recall the generalized nonlocal Green’s first identity [30]:
\[
(Bu, v)_{L^2(\Omega)} = \int_\Omega v(x) \int_\Omega (u(x) - u(y))\gamma(x, y) \, dy 
= \frac{1}{2} \int_\Omega \int_\Omega (u(x) - u(y))(v(x) - v(y))\gamma(x, y) \, dy \, dx + \int_{\Omega \setminus \Omega} v(x)Nu(x) \, dx.
\] (2.7)
Next, we define the inner product and semi-norm on $V_B$:
\[
(u, v)_B := \frac{1}{2} \int_\Omega \int_\Omega (u(x) - u(y))(v(x) - v(y))\gamma(x, y) \, dy \, dx, \quad |v|_{V_B}^2 := (v, v)_B,
\]
and endow $V_B$ with the norm $\|v\|_{V_B}^2 := |v|^2_{V_B} + \|v\|_{L^2(\Omega)}^2$. We also define a bilinear form:
\[
b(u, v) := (u, v)_B.
\] (2.8)

**Proposition 2.1.** For all $u, v \in V_B$ we obtain that
\[
b(u, v) = (c, u, v)_{L^2(\Omega)} - (\gamma * u, v)_{L^2(\Omega)},
\] (2.9)
where $c, \gamma$ is defined in (2.2).

**Proof.** The proof follows directly from (2.9), (2.1) and an identity (2.7). \qed

We recall the Young’s inequality for products:
\[
ab \leq \frac{1}{2\epsilon} a^2 + \frac{\epsilon}{2} b^2, \quad \forall a, b \geq 0, \quad \epsilon > 0,
\] (2.10)
and also make use of the Young’s inequality for the convolution: letting $f \in L^p(\mathbb{R}^n)$ and $g \in L^q(\mathbb{R}^n)$ with $1 \leq p \leq \infty$, $1 \leq q \leq \infty$, and $1/r = 1/p + 1/q - 1 \geq 0$, then $f * g \in L^r(\mathbb{R}^n)$ and
\[
\|f * g\|_{L^r(\mathbb{R}^n)} \leq \|f\|_{L^p(\mathbb{R}^n)} \|g\|_{L^q(\mathbb{R}^n)}. \] (2.11)

**2.2. Exterior problem.** We note that for Case 1 the nonlocal Neumann type volume constraints could be considered as an “exterior” nonlocal problem posed on $\Omega_I$ with non-homogeneous Dirichlet-type volume constraints imposed on $\Omega$. In particular, we consider the problem
\[
N u(x) = 0 \quad \text{on } \Omega_I, \\
u = g \quad \text{on } \Omega.
\] (2.12)
We define a nonlocal space $V_B^0$ incorporating homogeneous volume constraints as
\[
V_B^0 := \{ v \in L^2(\Omega) : b(v, v) < \infty, \quad v = 0 \text{ on } \Omega \}, \quad |v|_{V_B^0}^2 := b(v, v),
\]
where $b(\cdot, \cdot)$ is defined as in (2.8) with $\tilde{\Omega} = \Omega \cup \Omega_t$. For $\hat{u} := u - g \in V_B^0$, where $g$ is extended by zero outside of $\Omega$, and, by a slight abuse of notation, denoted by the same symbol, we consider the corresponding weak formulation of the above problem:

$$b(\hat{u}, v) = -(Ng, v)_{L^2(\Omega_t)} \quad \forall v \in V_B^0.$$  

(2.13)

We recall a nonlocal Poincaré-type inequality (see, e.g., [55, Proposition 1]):

$$\|u\|_{L^2(\Omega_t)} \leq C_P \|u\|_{V_B^0}, \quad \forall u \in V_B^0,$$

(2.14)

with $C_P = (\gamma, \tilde{\Omega})$, and note that $b(\cdot, \cdot)$ is continuous and coercive on $V_B^0$

$$b(u, u) \geq C_P^2 \|u\|^2_{L^2(\Omega_t)}, \quad |b(u, v)| \leq 4C_{\gamma} \|u\|_{L^2(\Omega_t)} \|v\|_{L^2(\Omega_t)}, \quad \forall u, v \in V_B^0.$$

Then, by the Lax-Milgram argument there exist a unique solution of (2.13) with

$$\|u\|_{L^2(\Omega_t)} = \|\tilde{u}\|_{L^2(\Omega_t)} \leq C_P C_{\gamma} \|g\|_{L^2(\Omega_t)},$$

(2.15)

where the last inequality above has been obtained by using the definition of $N$, (1.13), Young’s inequality and the fact that $g = 0$ on $\mathbb{R}^n \setminus \Omega$. Next, we show that, for both cases Case 1 and Case 2, $V_B \cong L^2(\Omega)$.

**Proposition 2.2.** The space $(V_B, \|\cdot\|_{V_B})$ is a Hilbert space that is equivalent to $L^2(\Omega)$.

**Proof.** To show that $V_B$ is equivalent to $L^2(\Omega)$ (which immediately implies that $V_B$ is a Hilbert space) it is sufficient to show the norm equivalence between these spaces. First, it is clear that $\|v\|_{L^2(\Omega)} \leq \|v\|_{V_B}$. On the other hand, for all $u \in V_B$ using (2.9) and Young’s inequality (2.11) we obtain

$$\|u\|^2_{V_B} = \|u\|_{V_B} + \|u\|_{L^2(\Omega)} = (c_\gamma u, u)_{L^2(\Omega)} - (\gamma * u, u)_{L^2(\Omega)} + \|u\|^2_{L^2(\Omega)}$$

$$\leq ((C_\gamma + 1)\|u\|^2_{L^2(\Omega)} + C_{\gamma} \|u\|_{L^2(\tilde{\Omega}, \Omega)} \|u\|_{L^2(\Omega)})$$

$$\leq \left((2C_\gamma + 1)\|u\|_{L^2(\Omega)} + C_{\gamma} \|u\|_{L^2(\tilde{\Omega}, \Omega)}\right) \|u\|_{L^2(\Omega)} \leq C \|u\|_{V_B} \|u\|_{L^2(\Omega)}.$$

where in the last inequality we exploit the fact that for Case 2, $\Omega \setminus \Omega = \emptyset$, and for Case 1, $u \in V_B$ is a solution of the exterior problem (2.12) and (2.15) holds true. Then, dividing by $\|u\|_{V_B}$ concludes the proof. 

We denote by $V_B'$ the dual space of $V_B$, $V_B' = (V_B)'$. Clearly, with the previous result at hand, we obtain that the embedding

$$V_B \hookrightarrow L^2(\Omega) \hookrightarrow V_B'$$

forms a Gelfand triple, i.e., it is continuous and dense.

### 2.3. Variational formulation.

Now, we are ready to present a weak formulation of the problem (1.12). To incorporate inequality constraints $|u| \leq 1$ in the variational formulation, we introduce the set

$$\mathcal{K} := \{v \in V_B : |v| \leq 1 \text{ a.e. in } \Omega\},$$

(2.16)

and the set $\mathcal{K}_m := \{v \in \mathcal{K} : (v, 1)_{L^2(\Omega)} = m\}$ of functions with mass $m \in (-|\Omega|, |\Omega|)$, where $|\Omega|$ is the volume of $\Omega$. We also define a positive cone

$$M = \{v \in V_B' : v \geq 0 \text{ a.e. on } \Omega\}.$$

We introduce space-time cylinders $\tilde{Q} := \Omega \times (0, T)$ and $\tilde{Q} := \tilde{\Omega} \times (0, T), T > 0$. Then, we consider the following problem: Find $u(t) \in \mathcal{K}$, $w(t) \in V_A$ such that

$$\left(\frac{\partial u(t)}{\partial t}, \phi\right)_{V_B' \times V_A} + (\nabla w(t), \nabla \phi)_{L^2(\Omega)} = 0, \quad \forall \phi \in V_A,$$

(P)

$$b(u(t), \psi - u(t)) + (F_0'(u(t)) - w(t), \psi - u(t))_{L^2(\Omega)} \geq 0, \quad \forall \psi \in \mathcal{K},$$

where $b(\cdot, \cdot)$ is defined as in (2.8) with $\tilde{\Omega} = \Omega \cup \Omega_t$. For $\hat{u} := u - g \in V_B^0$, where $g$ is extended by zero outside of $\Omega$, and, by a slight abuse of notation, denoted by the same symbol, we consider the corresponding weak formulation of the above problem:
subject to \( u(0) = u_0 \in \mathcal{K}_m \). In many instances, it is convenient to work with an equivalent formulation, where we eliminate the first equation in (\( \mathcal{P} \)) by setting \( w(t) = -\tilde{G}(\partial_t u(t)) - \mu(t) \), where \( \tilde{G} \) is a Green's operator defined in (2.4) and \( \mu(t) = -\frac{1}{\tau} \int_D w(t) \, dx \in \mathbb{R} \) is the negative mean-value of \( w(t) \). In addition, to incorporate the inequality constraints (2.16), we introduce additional Lagrange multipliers \( \lambda_\pm(t) \in L^2(\Omega) \). Then, we arrive at the following problem having a saddle point structure: Find \( u(t) \in V_B, \lambda(t) \in V_B^\prime, \lambda(t) := \lambda_+(t) - \lambda_-(t), \lambda_\pm(t) \in M, \mu(t) \in \mathbb{R} \) such that

\[
(\mathcal{G}(\partial_t u(t)) + Bu(t) + F_0^\prime(u(t)) + \lambda(t) + \mu(t), \psi)_{L^2(\Omega)} = 0, \quad \forall \psi \in V_B, \\
(\eta - \lambda_\pm(t), 1 \mp u)_{L^2(\Omega)} \geq 0, \quad \forall \eta \in M. \tag{2.17}
\]

We note that the inequalities in (2.17), which refer to complementarity conditions, can be simplified further to

\[
(\eta, u(t) \pm 1)_{L^2(\Omega)} \geq 0, \quad (\lambda_\pm(t), u(t) \mp 1)_{L^2(\Omega)} = 0, \quad \forall \eta \in M. \tag{2.18}
\]

The above equations are obtained by simply taking \( \eta = 2\lambda_\pm(t) \) and \( \eta = 0 \) in (2.17).

We note that the problem (2.17) is also equivalent to its time-integrated version: Find \( u \in L^2(0, T; \mathcal{K}) \) such that

\[
(\mathcal{G}(\partial_t u) + Bu + F_0^\prime(u) + \lambda + \mu, \psi)_{L^2(Q)} = 0, \quad \forall \psi \in L^2(0, T; V_B), \\
(\eta - \lambda_\pm(t), 1 \mp u)_{L^2(Q)} \leq 0, \quad \forall \eta \in L^2(0, T; M), \tag{2.19}
\]

where \( L^2(0, T; \mathcal{K}) := \{ v \in L^2(0, T; V_B^\prime) : v \geq 0 \text{ a.e. in } Q \} \) and \( L^2(0, T; M) := \{ v \in L^2(0, T; V_B^\prime) : |v| \leq 1 \text{ a.e. in } Q \} \).

3. Semi-discrete problem: Existence, uniqueness and a sharp interface condition

In this section we present the semi-discretization of the problem (\( \mathcal{P} \)) and establish existence, uniqueness and the main properties of the solution. In the course of our analysis we introduce and make use of different equivalent characterizations of the problem.

For \( T > 0 \) and \( K \in \mathbb{N} \), we define \( \tau = T/K \) and \( u^k := u(t^k) \), \( w^k := w(t^k) \) for \( k = 1, \ldots, K \). Following [10] we consider an implicit time stepping scheme. Given \( u^0 \in \mathcal{K}_m \), we consider for \( k = 1, \ldots, K \) the following problem: Find \( (u^k, w^k) \in \mathcal{K} \times V_A \) such that

\[
\frac{1}{\tau}(u^k - u^{k-1}, \phi)_{L^2(\Omega)} + (\nabla u^k, \nabla \phi)_{L^2(\Omega)} = 0, \quad \forall \phi \in V_A, \tag{P^k}
\]

\[
\frac{1}{\tau}(u^k, \psi - u^k)_{L^2(\Omega)} + (F_0^\prime(u^k), \psi - u^k)_{L^2(\Omega)} \geq 0, \quad \forall \psi \in \mathcal{K}. \tag{Q^k}
\]

We point out that the above scheme is mass conserving. Indeed, taking \( \phi = 1 \) in (\( P^k \)) we obtain that \( (u^{k-1}, 1) = (u^{k}, 1) = m \).

If \( u^k \in \mathcal{K}_m \) is a solution of (\( P^k \)), then setting \( w^k = -\mathcal{G}(1/\tau(u^k - u^{k-1})) - \mu^k \), \( \mu^k \in \mathbb{R} \), and restricting the test functions to \( \psi \in \mathcal{K}_m \), we can restate the coupled system (\( P^k \)) as a single variational inequality: Given \( u^0 \in \mathcal{K}_m \), find \( u^k \in \mathcal{K}_m \) such that for \( k = 1, \ldots, K \) it holds that

\[
\frac{1}{\tau}(\mathcal{G}(u^k - u^{k-1}), \psi - u^k)_{L^2(\Omega)} + b(u^k, \psi - u^k) + (F_0^\prime(u^k), \psi - u^k)_{L^2(\Omega)} \geq 0, \quad \forall \psi \in \mathcal{K}_m. \tag{Q^k}
\]

Furthermore, the above problem (\( Q^k \)) can be equivalently posed as a system of complementarity conditions: For a given \( u^0 \in \mathcal{K}_m \), find \( (u^k, \lambda^k_\pm, \mu^k) \in V_B \times M \times \mathbb{R} \)
such that for \( k = 1, \ldots, K \), it holds that

\[
\left( \frac{1}{\tau} G(u^k - u^{k-1}) + Bu^k + F_0'(u^k) + \lambda^k + \mu^k, \psi \right)_{L^2(\Omega)} = 0, \quad \forall \psi \in V_B, \tag{3.1} \]

\[
(\eta - \lambda^k, 1 \mp u^k)_{L^2(\Omega)} \geq 0, \quad \forall \eta \in M. \]

The variational inequality has a direct connection to a minimization problem.

**Minimization problem.** For \( u \in V_B \) we define the functional

\[
J_k(u) := \frac{1}{2} |u|^2_{V_B} + \int_{\Omega} F_0(u) \, dx + \frac{1}{2\tau} \|\nabla G(u - u^{k-1})\|^2_{L^2(\Omega)}
\]

\[
= \frac{1}{2} (\xi, u)_{L^2(\Omega)} - \frac{1}{2} (\gamma * u, u)_{L^2(\Omega)} + \frac{c_F}{2} |\Omega| + \frac{1}{2\tau} \|u - u^{k-1}\|^2_{V_A},
\]

where \( \xi(x) := c_\gamma(x) - c_F \). Then, we consider the following constrained minimization problem:

\[
\min_{u \in K} J_k(u) \quad \text{subject to} \int_{\Omega} u \, dx = m, \quad m \in (-|\Omega|, |\Omega|). \tag{J^k}
\]

**Proposition 3.1.** If \( u^k \in K_m \) is a solution of \((J^k)\), then it solves the variational inequality \((Q^k)\). Conversely, if \( u^k \in K_m \) is a solution of \((Q^k)\) and the conditions on the time step \( \tau \) given in Theorem 3.5 hold true, then \( u^k \in K_m \) is also a solution to \((J^k)\).

**Proof.** Since \( J_k \) is convex and Gâteaux differentiable in \( V_B \) (see Theorem 3.5), it follows that the variational inequality \((Q^k)\) is a necessary and sufficient first-order optimality condition for the minimization problem \((J^k)\); see [64, Lemma 2.21]. \( \Box \)

Next, we state a useful property for the function belonging to the set \( K \), which will be used to prove the existence result in the next section.

**Proposition 3.2** (Maximum principle). Let \( u \in K \), then it follows that \( |u| \leq 1 \) in \( \tilde{\Omega} \), and hence \( u \in L^\infty(\tilde{\Omega}) \).

**Proof.** The proof follows the same lines as in the proof of Theorem 4.4 in [13]. \( \Box \)

### 3.1. Existence and uniqueness

To show the existence and uniqueness of the semi-discrete problem \((P^k)\), we first discuss the existence and uniqueness of the solution of \((Q^k)\), and then demonstrate the equivalence of problem formulations \((P^k)\) and \((Q^k)\).

We collect in Proposition 3.3 some properties of the kernel which will be useful later.

**Proposition 3.3.** For the kernel \( \gamma \) satisfying \((H1)\) the following properties hold true.

(i) For \( \eta > 0 \) there exists a family of functions \( \gamma_\eta : \mathbb{R}^n \to \mathbb{R}^+ \) satisfying \((H1)-(H2)\), such that

\[
\|\nabla \gamma_\eta\|_{L^1(\mathbb{R}^n)} \leq C_\eta, \quad \text{and} \quad \|\gamma - \gamma_\eta\|_{L^1(\mathbb{R}^n)} \leq \eta, \quad C_\eta > 0. \tag{3.2}
\]

(ii) The sequence \( \gamma_\eta * u \to \gamma * u \) converges uniformly in \( L^\infty(\tilde{\Omega}) \) for any \( u \in L^\infty(\tilde{\Omega}) \), and the limiting function is continuous

\[
\gamma * u \in C(\tilde{\Omega}), \quad \forall u \in L^\infty(\tilde{\Omega}). \tag{3.3}
\]

(iii) If, in addition, \( \gamma \) satisfies \((H2)\), then

\[
\gamma * u \in W^{1,\infty}(\mathbb{R}^n), \quad \forall u \in L^\infty(\mathbb{R}^n). \tag{3.4}
\]
Proof. The conditions (i) and (iii) follow directly by density argument and Young’s inequality (2.11), respectively. Then, using the properties (i), (iii), and the fact that \( \gamma \ast u = \gamma \eta \ast u - (\gamma - \gamma \eta) \ast u \), we obtain that \( \gamma \eta \ast u \in W^{1,\infty}(\mathbb{R}^n) \) for any \( u \in L^{\infty}(\mathbb{R}^n) \), and

\[
\|\gamma \ast u - \gamma \eta \ast u\|_{L^\infty(\Omega)} \leq \|\gamma - \gamma \eta\|_{L^1(\mathbb{R}^n)} \|u\|_{L^\infty(\Omega)} \leq \eta \|u\|_{L^\infty(\Omega)}.
\]

Now, letting \( \eta \to 0 \) we obtain (ii) and conclude the proof. \( \square \)

Next, we establish the existence and uniqueness of the solution of the semi-discrete problem (Qk).

**Theorem 3.4 (Existence).** Let \( \gamma \) satisfy (H1) and let \( \xi(x) := c_\gamma(x) - c_F \geq 0 \) for all \( x \in \Omega \), then there exists a solution of (Qk).

**Proof.** To show the existence of the solution of (Qk), it is sufficient to show an existence result for the solution of (Jk), which can also be equivalently written as \( \min_{u \in K_m} J_k(u) \). Since \( u \in K_m \), and \( K_m \neq \emptyset \), it follows that \( u \in L^\infty(\Omega) \) and \( \|u\|_{L^2(\Omega)} \leq \Omega \). Then, we have that \( J_k(u) \geq 0 \) for all \( u \in K_m \), and there exists \( J_k \geq 0 \) that realizes \( \tilde{J}_k = \inf_{u \in K} J_k(u) \). Hence, there exists a minimizing sequence \( \{u_n\}_{n \in \mathbb{N}} \subset K_m \) for \( J_k(u) \) such that

\[
J_k(u_n) \to \tilde{J}_k := \inf_{u \in K_m} J_k(u), \quad n \to \infty.
\]

Since \( \{u_n\} \subset K_m \), it follows by Proposition 3.2 that \( u_n \in L^\infty(\tilde{\Omega}) \). Then, by the Banach-Alaoglu theorem, we can extract a weak*-convergent subsequence \( \{u_{n_j}\}_{j \in \mathbb{N}} \subset L^\infty(\tilde{\Omega}) \):

\[
u_{n_j} \rightharpoonup \hat{u}, \quad j \to \infty.
\]

Since \( K_m \) is convex and closed, it is weakly closed and \( \hat{u} \in K_m \). Next, we are going to pass to the limit in \( J_k(u_{n_j}) \). Since \( \xi \geq 0 \) and using expression (2.9), we can write

\[
J_k(u_{n_j}) = \frac{1}{2} \|\sqrt{\xi} u_{n_j}\|_{L^2(\Omega)}^2 - \frac{1}{2} (\gamma \ast u_{n_j}, u_{n_j})_{L^2(\Omega)} + \frac{c_F}{2} |\Omega| + \frac{1}{2r} \|u_{n_j} - u_{k-1}\|_{V_A^r}^2,
\]

where the first and the last terms in the expression above are continuous and convex, and, hence, weakly lower semi-continuous, i.e.,

\[
\|\sqrt{\xi} \hat{u}\|_{L^2(\Omega)}^2 \leq \liminf_{j \to \infty} \|\sqrt{\xi} u_{n_j}\|_{L^2(\Omega)}^2, \quad \|\hat{u} - u_{k-1}\|_{V_A^r}^2 \leq \liminf_{j \to \infty} \|u_{n_j} - u_{k-1}\|_{V_A^r}^2.
\]

Next, we consider the second term in (3.5). Let \( \phi_{n_j} := \gamma \ast u_{n_j} \) and \( \hat{\phi} := \gamma \ast \hat{u} \).

Since \( \hat{u}, u_{n_j} \in L^\infty(\tilde{\Omega}) \), by Proposition 3.3 it follows that \( \phi_{n_j}, \hat{\phi} \in C(\tilde{\Omega}) \). Then, using the fact that \( u_{n_j} \rightharpoonup \hat{u}, \quad j \to \infty, \) and \( \gamma \in L^1(\mathbb{R}^n) \), we obtain that

\[
\int_\Omega u_{n_j}(y)\gamma(|x-y|) \, dy \to \int_\Omega \hat{u}(y)\gamma(|x-y|) \, dy, \quad j \to \infty,
\]

that is, \( \phi_{n_j}(x) \to \hat{\phi}(x), \forall x \in \Omega \). Then, by the Lebesgue dominated convergence theorem, we obtain

\[
\int_\Omega u_{n_j}\phi_{n_j} \, dx = \int_\Omega u_{n_j}\phi \, dx + \int_\Omega u_{n_j}(\phi_{n_j} - \phi) \, dx \to \int_\Omega \hat{u}\hat{\phi} \, dx, \quad j \to \infty.
\]

Finally, taking the limit in \( J_k(u_{n_j}) \) we obtain

\[
\liminf_{j \to \infty} J_k(u_{n_j}) \geq \frac{1}{2} \|\sqrt{\xi} \hat{u}\|_{L^2(\Omega)}^2 - (\hat{u}, \gamma \ast \hat{u})_{L^2(\Omega)} + \frac{c_F}{2} |\Omega| + \|\hat{u} - u_{k-1}\|_{V_A^r}^2 = J_k(\hat{u}).
\]

That is,

\[
J_k(\hat{u}) \leq \liminf_{j \to \infty} J_k(u_{n_j}) = \lim_{n \to \infty} J_k(u_n) = \inf_{u \in K_m} J_k(u) = \tilde{J}_k.
\]
Theorem 3.5 (Uniqueness). Let $\gamma$ satisfy (H1) and $\xi(x) := c_\xi(x) - c_F > 0$ for all $x \in \Omega$. Then, the solution of $(Q^k)$ is unique for $\tau < 4C_\eta^{-2}(\xi/(1 + C_p^2C_\gamma^2) - \eta)$ (Case 1), and $\tau < 4(\xi - \eta)/C_\eta^2$ (Case 2), where $C_\eta$, $0 < \eta < \xi$ as in Proposition 3.3.

Proof. We prove it by contradiction. Let $u^k_1, u^k_2 \in K_m$ be two solutions of $(Q^k)$, and let $\theta^k := u^k_1 - u^k_2 \in K_0$. Taking an addition of $(Q^k)$ tested with $\psi = u^k_2$, when $u^k_1$ is a solution, and vice-versa, and using (2.9) we obtain

$$0 \geq b(\theta^k, \theta^k) - c_F\|\theta^k\|^2_{L^2(\Omega)} + \frac{1}{\tau}(G(\theta^k), \theta^k)_{L^2(\Omega)}$$

$$= (\xi\theta^k, \theta^k)_{L^2(\Omega)} - (\gamma * \theta^k, \theta^k)_{L^2(\Omega)} + \frac{1}{\tau}\|\theta^k\|^2_{V_A^*}.$$ 

Invoking Proposition 3.3 and (2.11), we can estimate the second term above

$$\left|(\gamma * \theta^k, \theta^k)_{L^2(\Omega)}\right| \leq \left|\langle\gamma \eta * \theta^k, \theta^k\rangle_{V_A^* 

$$\leq \|\nabla\gamma \eta * \theta^k\|_{L^2(\Omega)}\|\theta^k\|_{V_A^*} + \left|\left(\tau^{-1} - \eta \right)(\gamma * \theta^k, \theta^k)_{L^2(\Omega)}\right|$$

$$\leq C_\eta\|\theta^k\|_{L^2(\Omega)}\|\theta^k\|_{V_A^*} + \eta\|\theta^k\|^2_{L^2(\Omega)}$$

$$\leq \frac{C_\eta^2\tau}{4 + \eta} \|\theta^k\|^2_{L^2(\Omega)} + \frac{1}{\tau}\|\theta^k\|^2_{V_A^*},$$

where the last estimate is obtained by using Young’s inequality (2.10) with $\epsilon = 2/(\tau C_\eta)$. Since $\theta^k \in K_0$, we have that $\|\theta^k\|_{V_A} = \|\theta^k\|_{V_A^*}$. By combining the previous estimates we obtain

$$(\xi\theta^k, \theta^k)_{L^2(\Omega)} - (C_\eta^2\tau/4 + \eta)\|\theta^k\|^2_{L^2(\Omega)} \leq 0. \tag{3.6}$$

For Case 2, the above simplifies to $((\xi - C_\eta^2\tau/4 - \eta)\theta^k, \theta^k)_{L^2(\Omega)} \leq 0$, and, since $\tau < 4(\xi - \eta)/C_\eta^2$, it follows that $\theta^k = 0$, and hence $u^k_1 = u^k_2$. For Case 1, we denote $\hat{\theta}^k_\gamma := \theta^k|_{\Omega^\prime}$, and using the fact that $\theta^k \in \mathcal{H}_B$, we obtain that $\theta^k$ solves the exterior problem (2.13) on $\Omega^\prime$ with $\gamma = \hat{\theta}^k_\gamma$ on $\Omega^\prime$, and from (2.15), we get

$$\|\theta^k\|^2_{L^2(\Omega^\prime)} \leq C_\eta^2C_\gamma^2\|\hat{\theta}^k_\gamma\|^2_{L^2(\Omega^\prime)} = C_\eta^2C_\gamma^2\|\theta^k\|^2_{L^2(\Omega^\prime)}.$$ 

Then, the above estimate together with (3.6) brings us to

$$(\xi - C_\eta^2\tau/4 + \eta)\|\theta^k\|^2_{L^2(\Omega^\prime)} \leq 0,$$

which implies for $\tau < 4C_\eta^{-2}(\xi/(1 + C_p^2C_\gamma^2) - \eta)$, that $\theta^k = 0$, and hence $u^k_1 = u^k_2$. □

Corollary 3.1. If under the assumptions of Theorem 3.5, the kernel $\gamma$ additionally satisfies (H2), then $\eta = 0$, $C_\eta = C_\gamma$, and the solution of $(Q^k)$ is unique if $\tau < 4\xi/C_\gamma^2 (1 + C_p^2C_\gamma^2)$ (Case 1), and $\tau < 4\xi/C_\gamma^2$ (Case 2).

We have shown existence and uniqueness for $(Q^k)$. Next, we show that $(Q^k)$ and $(P^k)$ are equivalent.

Proposition 3.6. Under conditions of Theorem 3.5, problems $(Q^k)$ and $(P^k)$ admit unique solutions and are equivalent.

Proof. Since the problems $(Q^k)$ and $(J^k)$ are equivalent, it suffices to show that $(J^k)$ and $(P^k)$ are equivalent. First, we show the existence of the Lagrange multiplier $\mu^k \in \mathbb{R}$ by verifying a constraint qualification condition [64, Theorem 6.3]. For $u \in K$ and $m \in (0, 1)$, we define the equality constraint $G(u) = (u, 1) - m$. If
\(u^k \in \mathcal{K}_m\) is a unique minimizer of \((\mathcal{J}^k)\), then \(G(u^k) = 0\), and we define the tangent cone
\[
C(u^k) = \{ \alpha (u - u^k) : \alpha \geq 0, \ u \in \mathcal{K} \}.
\]

Taking into account that \(G'(u) = 1\), we derive that
\[
S := G'(u^k)C(u^k) = \left\{ \alpha \int_\Omega (u - u^k) \, dx, \ \alpha \geq 0, \ u \in \mathcal{K} \right\}.
\]
Since \(u \in \mathcal{K}\) and \(u^k \in \mathcal{K}_m\), it follows that \(S \subseteq \mathbb{R}\), and a constraint qualification is fulfilled. By [64, Theorem 6.3], there exist \(\mu^k \in \mathbb{R}\) such that
\[
(\nabla_u L(u^k, \mu^k), v - u^k)_{L^2(\Omega)} \geq 0, \ \forall v \in \mathcal{K},
\]
where \(L(u, \mu) := J_k(u) + \mu G(u)\) is the Lagrange function, and
\[
\nabla_u L(u^k, \mu) = \nabla J_k(u^k) + \mu \nabla G(u^k) = Bu^k + F'_0(u^k) + \frac{1}{\tau} G(u^k - u^{k-1}) + \mu^k.
\]
Setting \(w^k := -\frac{1}{\tau} G(u^k - u^{k-1}) - \mu^k\), and noting that \(\frac{1}{\tau} G(u^k - u^{k-1}) \in V_A\), \(\mu^k \in \mathbb{R}\), we obtain that \(w^k \in V_A\), and \((u^k, w^k) \in \mathcal{K} \times \mathcal{V}_A\) is a solution of \((P^k)\).

### 3.2. Properties of the solution.

In this section we prove that, under certain conditions, the solution of the nonlocal Cahn-Hilliard problem \((P^k)\) at each time step admits discontinuous solutions that imply sharp interfaces in the model.

From (3.1) and (2.9) we obtain that the following relation holds for \(k = 1, \ldots, K\) a.e. in \(\Omega\):
\[
w^k = Bu^k + F'_0(u^k) + \lambda^k = \xi u^k - \gamma * u^k + \lambda^k, \tag{3.7}
\]
where, we recall \(\xi(x) = c_\gamma(x) - c_F\). We define for \(k = 1, \ldots, K\)
\[
g^k := w^k + \gamma * u^k = -\frac{1}{\tau} G(u^k - u^{k-1}) - \mu^k + \gamma * u^k,
\]
and from (3.7) it follows that \(g^k = \xi u^k + \lambda^k\). Hence, for \(\xi(x) > 0, \ x \in \overline{\Omega}\), since \(\lambda^k \in \partial I_{[-1, 1]}(u^k)\), where we recall
\[
\lambda^k \in \partial I_{[-1, 1]}(u^k) = \begin{cases} (-\infty, 0] & \text{if } u^k = -1, \\ (0, +\infty) & \text{if } u^k = 1, \end{cases} \tag{3.8}
\]
the solution \(u^k\) at each time step \(t^k\) can be calculated as a pointwise projection of \(g^k / \xi\) onto \([-1, 1]\
\[
u^k = P_{[-1, 1]} \left( \frac{1}{\xi} g^k \right) = \begin{cases} 1, & \text{if } g^k \geq \xi, \\ -1, & \text{if } g^k \leq -\xi, \\ g^k / \xi, & \text{if } g^k \in (-\xi, \xi). \end{cases} \tag{3.9}
\]
The projection formula (3.9) provides a crucial insight into the properties of the solution, such as the regularity stated below.

**Theorem 3.7** (Improved regularity). Let \((u^k, w^k) \in \mathcal{K} \times \mathcal{V}_A\) be the solution pair of \((P^k)\), and the kernel \(\gamma\) satisfies (H1)–(H2). If \(\xi(x) > 0\) for all \(x \in \overline{\Omega}\), then \(u^k \in H^3(\Omega)\), for all \(K = 1, \ldots, K\), and
\[
\|\nabla u^k\|_{L^2(\Omega)} \leq \|\nabla (\xi^{-1} g^k)\|_{L^2(\Omega)} \leq C\|g^k\|_{H^1(\Omega)}, \tag{3.10}
\]
where \(C > 0\) depends only on \(\xi\) and \(\gamma\).
Proof. Since $\gamma \in W^{1,1}(\mathbb{R}^n)$ and $u^k \in L^\infty(\mathbb{R}^n)$ (by Proposition 3.2), invoking Proposition 3.3 it follows that $\gamma * u^k \in W^{1,\infty}(\mathbb{R}^n)$. Since $w^k \in H^1(\Omega)$, we obtain that $g^k = w^k + \gamma * u^k \in H^1(\Omega)$. Invoking the projection formula (3.9) and using the stability of the $L^2$-projection in $H^1$, we obtain the following estimate

$$
\| \nabla u^k \|_{L^2(\Omega)} \leq \| \nabla (\xi^{-1} g^k) \|_{L^2(\Omega)}.
$$

(3.11)

We note that for Case 1, $\xi(x)$ is constant for all $x \in \Omega$. Therefore, from the above estimate we immediately deduce that $|u^k|_{H^1(\Omega)} \leq |\xi^{-1}|g^k|_{H^1(\Omega)} \leq C$, and, hence, $u \in H^1(\Omega)$. For Case 2, since $\gamma \in W^{1,1}(\mathbb{R}^n)$, we have that $\xi, \xi^{-1} \in W^{1,\infty}(\Omega)$. Indeed, since $\xi(x) > 0$ in $\overline{\Omega}$, it follows that there exists $\xi_{\min} > 0$, such that $\xi(x) \geq \xi_{\min} > 0$, and

$$
\| \nabla (\xi^{-1}) \|_{L^\infty(\Omega)} \leq \xi_{\min}^{-2} \| \nabla \xi \|_{L^\infty(\Omega)} \leq \xi_{\min}^{-2} \| \nabla \gamma \|_{L^1(\Omega)} < \infty.
$$

(3.12)

Then, using the product rule, the estimate (3.11) reduces to

$$
|u^k|_{H^1(\Omega)} \leq |\xi^{-1} g^k|_{H^1(\Omega)} \leq C_\gamma |g^k|_{H^1(\Omega)} + \| \nabla (\xi^{-1}) \|_{L^\infty(\Omega)} \| g^k \|_{L^2(\Omega)} \leq C \| g^k \|_{H^1(\Omega)},
$$

and, thus, $u^k \in H^1(\Omega)$. \hfill \square

Corollary 3.2. Let $\gamma$ satisfy (H1)-(H2). Then, for $\xi(x) \geq 0$ for all $x \in \Omega$, the Lagrange multiplier in (3.1) fulfills $\lambda^k \in H^1(\Omega), k = 1, \ldots, K$.

In contrast to the previous result, we show next that if $\xi = 0$, the solution $u^k$ is generally not smoother than $u^k \in L^\infty(\Omega)$, and furthermore, it can posses jump-discontinuities, which allow that the solution can admit only pure phases.

Theorem 3.8 (Sharp interfaces). Let $(u^k, w^k) \in K \times V_A$ be the solution pair of (P$^k$), and the kernel $\gamma$ satisfies (H1). If $\xi(x) \equiv c_\gamma(x) - c_f = 0, \forall x \in \Omega$, then it holds for all $k = 1, \ldots, K$ a.e. in $\Omega$:

$$
u^k \in \begin{cases} 
\{1\}, & \text{if } g^k > 0, \\
\{-1\}, & \text{if } g^k < 0, \\
[-1, 1], & \text{if } g^k = 0,
\end{cases}
$$

(3.13)

where $g^k = w^k + \gamma * u^k$. Thus, in the case that the function $g^k$ assumes the values zero only on a set of measure zero, i.e., $\{g^k \equiv 0\} = 0$, the variable $u^k$ assumes only the extreme values $-1$ and $1$ almost everywhere. That is, the solution $u^k$, $k = 1, \ldots, K$ is discontinuous and consists only of pure phases $u^k = 1$ and $u^k = -1$.

Proof. We recall that from (3.7), $g^k = \xi u^k + \lambda^k$, where $\lambda^k = \lambda^k_+ - \lambda^k_-, \lambda^k_+ \geq 0$. Then, if $\xi = 0$, we obtain that $g^k = \lambda^k$, where we recall that for $k = 1, \ldots, K$ $\lambda^k \in \partial I_{\{\lambda^k \geq 1\}}(u^k)$ (3.8) holds true. Hence, if $g^k > 0$ we get $\lambda^k > 0$ and $u^k = 1$. Similarly, if $g^k < 0$, then $\lambda^k < 0$ and $u^k = -1$. Finally, for $g^k = 0$ we obtain that $\lambda^k = 0$ and $u^k \in [-1, 1]$, and we conclude the proof. \hfill \square

Remark 3.1. There are settings for which we can guarantee that $|\{g^k = 0\}| = 0$. In particular, if we consider the steady state problem in $\Omega \subset \mathbb{R}^1$, i.e., for $K \rightarrow \infty$, $w^k \rightarrow -\bar{\mu}$ and $u^k \rightarrow \bar{\bar{u}}$, where $\bar{\bar{u}}$ and $\bar{\mu}$ are the steady state solution and mean-value, respectively. Then, taking, e.g., an analytic convolution kernel $\gamma$ we obtain that $\bar{\gamma} := \gamma * \bar{\bar{u}} - \bar{\mu}$ is analytic and not constantly equal to zero, unless $\bar{\bar{u}} \equiv m$ everywhere. Hence, if $\bar{\bar{u}} \not\equiv m$, $|\{\bar{\gamma} = 0\}| = 0$ always holds true and the solution admits only pure phases.
4. CONTINUOUS PROBLEM: EXISTENCE, UNIQUENESS AND A SHARP INTERFACE CONDITION

In this section, we analyze the continuous in time problem (P). To derive the corresponding existence and uniqueness results, we analyze the semidiscrete problem defined in the previous section by taking the limit as $\tau \to 0$. We demonstrate that the projection formula (3.9) also remains valid for the continuous case.

4.1. Existence of a solution. Let $X$ be either $V_B$, $L^2(\Omega)$ or $V_A$, and recall that $Q = (0,T) \times \Omega$ and $\tilde{Q} = (0,T) \times \tilde{\Omega}$. Then, for $K \in \mathbb{N}$, $\tau = T/K$, $T > 0$, and a given sequence of functions $\{z^k\}_{k=1}^K \subset X$, we introduce piecewise constant and piecewise linear interpolants:

\[
\tilde{z}_\tau(t) := z^k, \quad \hat{z}_\tau(t) := z^{k-1}, \quad t \in (t_{k-1}, t_k), \quad k = 1, \ldots, K,
\]

\[
\hat{\zeta}_\tau(t) := \frac{t - t_{k-1}}{\tau} z^k + \frac{t_k - t}{\tau} z^{k-1}, \quad t \in [t_{k-1}, t_k], \quad k = 1, \ldots, K.
\]

(4.1)

In terms of the above notations, it follows that $\partial_t \hat{\zeta}_\tau = (z^k - z^{k-1})/\tau$, $t \in [t_{k-1}, t_k]$, $k = 1, \ldots, K$. Then by setting $\overline{w}_\tau(t) := -\mathcal{G}(\partial_t \hat{\zeta}_\tau(t)) - \overline{z}_\tau(t)$, the semi-discrete problem (3.1) can be recast for a.e. $t \in (0,T)$ as follows:

\[
\mathcal{G}(\partial_t \hat{\zeta}_\tau(t)) + \xi \overline{w}_\tau(t) - \gamma * \overline{v}_\tau(t) + \overline{\bar{z}}_\tau(t) + \overline{\bar{u}}_\tau(t), \psi)_{L^2(\Omega)} = 0, \quad \forall \psi \in V_B, \quad (4.2a)
\]

\[
(\eta - \overline{\bar{z}}_\tau(t)) \mathcal{J}_k, 1 \neq \overline{\bar{u}}_\tau(t))_{L^2(\Omega)} \geq 0, \quad \forall \eta \in M. \quad (4.2b)
\]

Next, we establish the existence result, and invoking the projection formula (3.9) derive an improved regularity of the solution.

Theorem 4.1 (Existence and improved regularity). Let $\gamma$ satisfy (H1)–(H2), and $\xi(x) := c_0(x) - c_F \geq 0$ for all $x \in \Omega$, then there exists a solution pair $(u(t), w(t))$ of (P), such that

\[
u \in L^\infty(\tilde{Q}), \quad \partial_t u \in L^2(0,T; V_A'), \quad \text{and} \quad w \in L^2(0,T; V_A).
\]

Moreover, if $\xi(x) > 0$ for all $x \in \tilde{\Omega}$, then

\[
u \in W(0,T) \cap L^\infty(\tilde{Q}) \quad \text{and} \quad w \in L^2(0,T; V_A),
\]

where $W(0,T) := \{ v \in L^2(0,T; V_A) : \partial_t v \in L^2(0,T; V_A') \}$.

Proof. A priori estimates. Since $|\overline{w}_\tau(t)| \leq 1$ for $t \in (0,T)$ a.e., it immediately follows that $\nu \in L^\infty(\tilde{Q})$. Next, we show that $\partial_t \hat{\zeta}_\tau \in L^2(0,T; V_A')$. From the energy minimization ($J^k$) and Proposition 3.1 it follows that $J_k(u^k) \leq J_k(u^{k-1})$, $k = 1, \ldots, K$. That is,

\[
\frac{1}{2} \|u^k - u^{k-1}\|^2_{V_A} \leq \frac{1}{2} \|u^{k-1}\|^2_{V_A} - \frac{1}{2} \|u^k\|^2_{V_A} - c_F \|u^{k-1}\|^2_{L^2(\Omega)} - \frac{c_F}{2} \|u^k\|^2_{L^2(\Omega)}.
\]

Then, utilizing the above expression we deduce

\[
\|\partial_t \hat{\zeta}_\tau\|^2_{L^2(0,T; V_A')} = \int_0^T \|\partial_t \hat{\zeta}_\tau\|^2_{V_A'} dt = \sum_{k=1}^K \int_{t_{k-1}}^{t_k} \frac{1}{\tau^2} \|u^k - u^{k-1}\|^2_{V_A} dt \leq \|u^0\|^2_{V_A} + c_F \|u^K\|^2_{L^2(\Omega)} \leq C. \quad (4.3)
\]

Case $\xi > 0$. We consider (4.2) with $\psi = \overline{w}_\tau(t) \in V_B$, where $\overline{w} = m/|\Omega|$, $m \in (-1,1)$, and taking into account that $(\mu(t), \overline{w} - u(t))_{L^2(\Omega)} = 0$ for $t \in (0,T)$ a.e., we arrive at

\[
-(\mathcal{G}(\partial_t \hat{\zeta}_\tau(t)), \overline{w}_\tau(t))_{L^2(\Omega)} + (\xi \overline{w}_\tau(t) - \gamma * \overline{v}_\tau(t) + \overline{\bar{z}}_\tau(t), \overline{w} - \overline{\bar{u}}_\tau(t))_{L^2(\Omega)} = 0.
\]
From the complementarity conditions (4.2b) it follows that \( \tau(t) = \pm 1 \) if \( \overline{x}_\tau > 0 \). Then, using repeatedly Cauchy and Young’s inequalities, and (2.3), we obtain

\[
0 \leq (\overline{x}_\tau, 1 - mL_2(t)) + (\overline{x}_\tau(t), 1 + mL_2(t)) = - (\overline{x}_\tau, m - \overline{u}_\tau(t))L_2(t)
\]

\[
\leq |G(\partial_t \overline{u}_\tau(t))|V_\lambda + \|\overline{u}_\tau(t) - \gamma \overline{u}_\tau(t)\|L_2(t) + m - \overline{u}_\tau(t)L_2(t)
\]

\[
\leq |G(\partial_t \overline{u}_\tau(t))|V_\lambda + C \left( \|\overline{u}_\tau(t)\|L_2(t) + \|\overline{u}_\tau(t)\|L_2(t) \right)
\]

\[
\leq |G(\partial_t \overline{u}_\tau(t))|V_\lambda + C \left( \|\overline{u}_\tau(t)\|V_\lambda + \|\overline{u}_\tau(t)\|L_2(t) + \|\overline{u}_\tau(t)\|L_2(t) \right)
\]

\[
\leq C \left( |G(\partial_t \overline{u}_\tau(t))|V_\lambda + 1 \right).
\]

Now integrating the last expression from \( (0, T) \) and invoking the estimate (4.3), we obtain that

\[
\int_0^T |\overline{x}_\tau(t)| dt \leq \int_0^T (\overline{x}_\tau(t) + \overline{x}_\tau(t)) dt \leq C \left( \int_0^T |\partial_t \overline{u}_\tau(t)|^2 dt + T \right) \leq C,
\]

and, hence \( \overline{x}_\tau \in L^2(0, T; V_\lambda) \). Therefore, from (4.2a) it follows that

\[
\overline{u}_\tau = -G(\partial_t \overline{u}_\tau) - \xi \overline{u} + \gamma \overline{u} - \overline{x}_\tau \in L^2(0, T; \mathbb{R}),
\]

and, hence, \( -G(\partial_t \overline{u}_\tau) - \overline{u}_\tau \in L^2(0, T; V_\lambda) \), with the uniform bounds \( \|\overline{u}_\tau\|^2_{L^2(0, T; \mathbb{R})} \leq C \) and \( \|\overline{u}_\tau\|^2_{L^2(Q)} \leq C \). From the derived regularity estimates, and invoking again (4.2a), we immediately conclude that \( \overline{x}_\tau \in L^2(Q) \), and \( \|\overline{x}_\tau\|_{L^2(Q)} \leq C \).

Next, we are going to invoke the higher regularity results from Theorem 3.7. We introduce an interpolant of \( g^\prime \), defined in Section 3.2, \( \overline{u}_\tau(t) = \overline{u}_\tau(t) + \gamma \overline{u}_\tau(t) \). From the projection formula (3.9), we obtain that \( \overline{u}_\tau = P_{[\overline{u}]}(\xi^{-1} \overline{u}_\tau(t)) \) holds a.e. for \( t \in (0, T) \), and from (3.10) it holds that

\[
\|\nabla \overline{u}_\tau(t)\|^2_{L^2(Q)} \leq C \|\overline{u}_\tau(t)\|_{H^1(Q)}^2.
\]

Integrating the above inequality from \( (0, T) \), and invoking (4.3), (2.3), and (2.11), leads to

\[
\int_0^T \|\nabla \overline{u}_\tau(t)\|^2_{L^2(Q)} dt \leq C \int_0^T \|\overline{u}_\tau(t)\|^2_{H^1(Q)} dt
\]

\[
\leq C \left( \int_0^T |G(\partial_t \overline{u}_\tau(t))|^2 dt + \int_0^T \|\overline{u}_\tau(t)\|^2_{L^2(Q)} dt + \|\overline{u}_\tau\|^2_{L^2(0, T; \mathbb{R})} \right)
\]

\[
\leq C \left( |\partial_t \overline{u}_\tau|^2_{L^2(Q)} + \|\overline{u}_\tau\|^2_{L^\infty(Q)} + \|\overline{u}_\tau\|^2_{L^2(0, T; \mathbb{R})} \right) \leq C,
\]

and, hence, \( \overline{u}_\tau \in L^2(0, T; V_\lambda) \). Since, \( \xi \in W^{1, \infty}(\Omega) \), it follows that \( \xi \overline{u}_\tau \in L^2(0, T; V_\lambda) \), and, hence, from (4.2) we immediately deduce that

\[
\overline{x}_\tau = -G(\partial_t \overline{u}_\tau) - \xi \overline{u}_\tau + \gamma \overline{u}_\tau - \overline{x}_\tau \in L^2(0, T; V_\lambda).
\]

Collecting the above estimates, we arrive at the following a priori energy bound

\[
\|\partial_t \overline{u}_\tau\|^2_{L^2(0, T; V_\lambda)} + \|\overline{u}_\tau\|^2_{L^2(0, T; V_\lambda)} + \|\overline{x}_\tau\|^2_{L^2(0, T; V_\lambda)} \leq C.
\]

Case \( \xi = 0 \). Following the same steps as above we obtain that \( \overline{x}_\tau \in L^2(Q), \overline{u}_\tau \in L^2(0, T; \mathbb{R}), \) and \( \overline{u}_\tau \in L^2(0, T; V_\lambda) \) with the corresponding uniform norm bounds. However, in contrast to the the previous case, here the projection formula (3.9) does not hold, and, in general, we can not expect a solution to have an improved regularity. Nevertheless, we still can derive an improved regularity for the Lagrange multiplier \( \overline{x}_\tau \). Indeed, using that \( \gamma \overline{u}_\tau \in L^2(0, T; V_\lambda) \) for \( \gamma \in W^{1, 1}(\mathbb{R}^n) \), \( \overline{x}_\tau \in \)
Next, we show we obtain that the limiting functions \( \tilde{\lambda}_+ \) and \( \tilde{\lambda}_- \) in (2.19) and since the problems (2.19) and (P) exist functions \( u, \lambda \) and \( \mu \) such that

\[
\begin{align*}
(\xi \geq 0) & \quad \pi_{\tau} \rightharpoonup u \quad \text{weakly-* in } L^\infty(\tilde{Q}), \\
(\xi > 0) & \quad \bar{\pi}_{\tau} \rightharpoonup u \quad \text{weakly-* in } L^\infty(0, T; V_A),
\end{align*}
\]

as \( \tau \to 0 \) (or equivalently, as \( K \to \infty \)), where by a slight abuse of notation we keep the same subscript for convergent sub-sequences. Next, we are going to pass to the limit \( \tau \to 0 \) in an equivalent time-integrated variant of (4.2). That is, we consider

\[
(\mathcal{G}(\partial_t \tilde{u}_\tau) + \xi \pi_{\tau} - \gamma \pi_{\tau} + \tilde{\lambda}_{\tau} + \bar{\pi}_{\tau}, \psi)_{L^2(Q)} = 0, \quad \forall \psi \in L^2(0, T; V_B),
\]

\[
(\eta - \tilde{\lambda}_{\pm, \tau}, 1 \mp \bar{\pi}_{\tau})_{L^2(Q)} \geq 0, \quad \forall \eta \in L^2(0, T; M)
\]

where now, letting \( \tau \to 0 \) and using the linearity of the first equation in (4.4), we obtain that the limiting functions \( u, \lambda \) and \( \mu \) satisfy the first equation in (2.19). To be able to pass to the limit in the variational inequality constraints (4.2b), and to deal with the induced nonlinearity, we need to upgrade a weak convergence to a strong one. Using the Aubin-Lions compactness lemma we obtain that the embedding \( L^2(0, T; L^2(\Omega)) \cap H^1(0, T; V_A') \hookrightarrow L^2(0, T; V_A') \) is compact, and hence, we obtain that

\[
\tilde{u}_\tau \rightharpoonup u \quad \text{strongly in } L^2(0, T; V_A').
\]

Next, we show we show that \( \bar{\pi}_{\tau} \rightharpoonup u \) strongly in \( L^2(0, T; V_A') \). First, we note that the following estimate holds true for piecewise linear and piecewise constant interpolants, see, e.g., [19, Proposition 3.9]:

\[
\|\tilde{u}_\tau - \pi_{\tau}\|_{L^2(0, T; V_A')} \leq C_{\tau} \|\partial_t \tilde{u}_\tau\|_{L^2(0, T; V_A')},
\]

Then, using the above estimate and a triangle inequality we arrive at

\[
\|\pi_{\tau} - u\|_{L^2(0, T; V_A')} \leq \|\tilde{u}_\tau - \pi_{\tau}\|_{L^2(0, T; V_A')} + \|\tilde{u}_\tau - u\|_{L^2(0, T; V_A')} \to 0,
\]

as \( \tau \to 0 \) (or equivalently, as \( K \to \infty \)). Similarly as in (2.18) we can decompose the complementarity conditions (4.4) as

\[
\int_0^T (\eta(t), 1 \mp \pi_{\tau}(t))_{L^2(I)} \, dt \geq 0 \quad \text{and} \quad \int_0^T (\tilde{\lambda}_{\pm, \tau}(t), 1 \mp \bar{\pi}_{\tau}(t))_{L^2(\partial I)} \, dt = 0.
\]

Now passing to the limit \( \tau \to 0 \) in the above expressions and using the fact that the inner product of strong and weak convergences converges, we obtain

\[
0 \geq (\eta, \pi_{\tau} \mp 1)_{L^2(Q)} \to (\eta, u \mp 1)_{L^2(Q)},
\]

\[
0 = (\tilde{\lambda}_{\pm, \tau}, 1 \mp \bar{\pi}_{\tau})_{L^2(0, T; V_A) \times L^2(0, T; V_A')} \to (\lambda_{\pm}, 1 \mp u)_{L^2(0, T; V_A) \times L^2(0, T; V_A')}.
\]

that leads that the limiting functions \( \lambda = \lambda_+ - \lambda_- \) and \( u \) satisfy the complementarity conditions in (2.19), and since the problems (2.19) and (P) are equivalent, this concludes the proof. \( \square \)
4.2. Uniqueness and continuous dependence result.

**Theorem 4.2.** Let $\gamma$ satisfy (H1)–(H2), and $\xi(x) := c_F(x) - c_F > 0$ for all $x \in \Omega$, then the solution $u \in W(0, T) \cap L^\infty(\hat{Q})$ of the problem $(P)$ is unique. Moreover, if $u_1$ and $u_2$ are two solutions of $(P)$ with the initial conditions $u_1^0 = u_1(0)$ and $u_2^0 = u_2(0)$, respectively, then we have the following continuous dependence result

$$
||u_1(t) - u_2(t)||_{V_A'}^2 \leq e^{CT}||u_1^0 - u_2^0||_{V_A'}^2, \text{ for a.e. } t \in (0, T),
$$

where a constant $C > 0$ is independent of the initial condition.

**Proof.** Let $(u_1, w_1)$ and $(u_2, w_2)$ be two solutions of $(P)$ with the corresponding initial conditions $u_1^0 = u_1(0)$ and $u_2^0 = u_2(0)$. We define $u(t) := u_1(t) - u_2(t)$, $w(t) := w_1(t) - w_2(t)$ and $u(0) = u_1(0) - u_2(0)$. Next, we consider $(P)$ for solutions $(u_1, w_1)$ and $(u_2, w_2)$. Taking a difference and choosing the test function $v = g_1(t)$, noting that $u(t) \in V_B \subset V_A'$, and exploiting (2.9) we arrive at

$$
\frac{d}{dt}||u(t)||_{V_A'}^2 + (w(t), u(t))_{L^2(\Omega)} = 0, \text{ a.e. for } t \in (0, T).
$$

We consider the second inequality in the problem $(P)$ for $(u_1, w_1)$ and $(u_2, w_2)$ tested with $\phi = u_2$ and $\phi = u_1$, respectively. Then, taking the difference of the two inequalities and accounting for (4.9) we obtain that

$$
\xi\gamma * (u(t))_{L^2(\Omega)} - (w(t), u(t))_{L^2(\Omega)} \leq 0.
$$

Using similar techniques as in the proof of Theorem 3.5 we can estimate the second term in the above inequality:

$$
\begin{align*}
\|\gamma * u(t), u(t)\|_{L^2(\Omega)} & = \|\gamma * u(t), u(t)\|_{V_A \times V_A'} \\
& \leq C_\gamma \|u(t)\|_{L^2(\Omega)} \|u(t)\|_{V_A'} \\
& \leq C_\gamma \epsilon \left( \frac{\epsilon}{2} \|u(t)\|_{L^2(\Omega)}^2 + \frac{1}{2\epsilon} \|u(t)\|_{V_A'}^2 \right) \\
& \leq \frac{C_\gamma \epsilon}{2} \left( 1 + C_F^2 \epsilon \right) \|u(t)\|_{L^2(\Omega)}^2 + \frac{C_\gamma}{2\epsilon} \|u(t)\|_{V_A'}^2, \quad (4.8)
\end{align*}
$$

with $\epsilon > 0$. Since, $\xi(x) \geq 0$ in $\Omega$, we obtain that there exists $\xi_{\text{min}} > 0$, such that $\xi(x) \geq \xi_{\text{min}} > 0$. Then, combining (4.7) and (4.8) we obtain

$$
\left( \xi_{\text{min}} - \frac{C_\gamma \epsilon}{2} \right) \|u(t)\|_{L^2(\Omega)}^2 + \frac{C_\gamma}{2\epsilon} \|u(t)\|_{V_A'}^2 - (w(t), u(t))_{L^2(\Omega)} \leq 0.
$$

Choosing $\epsilon = \xi_{\text{min}} \frac{1}{C_\gamma} (1 + C_F^2 \epsilon)^{-1}$ and adding the above inequality to (4.6) leads to

$$
\frac{d}{dt}||u(t)||_{V_A'}^2 + \frac{\xi_{\text{min}}}{2} ||u(t)||_{L^2(\Omega)}^2 \leq C ||u(t)||_{V_A'}^2.
$$

Now, applying the Gronwall lemma we obtain the desired estimate and conclude the proof.

\box

4.3. Properties of the solution. Similarly as in the time discrete case discussed in Section 3.2, for $\xi(x) > 0$, $\forall x \in \Omega$, we obtain the projection formula that holds a.e. in $(0, T) \times \Omega$:

$$
u(t) = P_{[-1, 1]} \left( \frac{1}{\xi} g(t) \right) = \begin{cases} 
1, & \text{if } g(t) \geq \xi, \\
-1, & \text{if } g(t) \leq -\xi, \\
(1/\xi)g(t), & \text{if } g(t) \in (-\xi, \xi),
\end{cases}
$$

(4.9)

where, we recall, $g(t) := w(t) + \gamma * u(t)$. Analogously, for $\xi(x) = 0$, $x \in \Omega$, the solution can admit sharp interfaces.
Theorem 4.3 (Sharp interfaces). Let \((u(t), w(t))\) be the solution pair of \((P)\), and \(\gamma\) satisfy (H1). If \(\xi(x) := c_\gamma(x) - c_F = 0\), \(\forall x \in \Omega\), then it holds a.e. in \((0, T) \times \Omega\):

\[
    u(t) \in \begin{cases} 
        \{1\}, & \text{if } g(t) > 0, \\
        \{-1\}, & \text{if } g(t) < 0, \\
        [-1, 1], & \text{if } g(t) = 0,
    \end{cases}
\]

where \(g(t) = w(t) + \gamma * u(t)\), and, if \(\|g(t) = 0\| = 0\) a.e. \(t \in (0, T)\), then \(u(t)\) assumes only phases \(-1\) and \(1\) a.e. in \((0, T) \times \Omega\).

5. Numerical results

In this section we present numerical experiments for one and two-dimensional cases for the nonlocal operator (2.1) defined for Case 1 and Case 2.

5.1. Discretization. Let \(\Omega \subset \mathbb{R}^n\), \(d \geq 1\), be a polygonal domain. We partition \(\Omega \cup \Omega_h\) into a shape regular quasi-uniform triangulation \(\{T_h\}_h\) such that there exists a proper triangulation \(\{T_h\}_h \subset \{\hat{T}_h\}_h\) of \(\Omega\), that respects the boundary of \(\Omega\). We denote by \(h\) the maximum diameter of the elements \(K \in T_h\) and set \(\Omega^h = \cup_{K \in T_h} K\) and \(\Omega^H = \cup_{K \in T_h} K\).

We employ the implicit Euler time stepping scheme \((P^h)\) together with piecewise-linear continuous finite elements for spatial discretization. We define

\[
S_h = \{v_h \in C^0(\Omega^h) : v_h|_K \in P_1(K), \forall K \in T_h\},
\]

\[
\tilde{S}_h = \{v_h \in C^0(\Omega^h) : v_h|_K \in P_1(K), \forall K \in T_h\}.
\]

Let \(\mathcal{J}_h^\Omega\) denote the set of nodes corresponding to the triangulation of \(\Omega\) (including the boundary nodes), \(\mathcal{J}_h^I\) the set of nodes in \(\Omega \cup \Omega_h \setminus \tilde{\Omega}\), and \(\mathcal{J}_h^{\tilde{\Omega}}\) the set of all nodes. Also, we set \(p_j \in \mathcal{J}_h^{\tilde{\Omega}}\), \(j \in \{1, I, \tilde{I}\}\) to be the coordinates of the corresponding nodes. Then, we can represent \(S_h = \text{span}\{\phi_p, p \in \mathcal{J}_h^{\Omega}\}\) and \(\tilde{S}_h = \text{span}\{\phi_p, p \in \mathcal{J}_h^{\tilde{\Omega}}\}\), where \(\phi_i\) are the nodal Lagrange basis functions, \(\phi_i(x_j) = \delta_{ij}\).

Similarly as in [8] we employ a mass-lumping approach, where by \((\cdot, \cdot)_h\) and \((\cdot, \cdot)_{\tilde{\Omega}}\) we denote a mass-lumped \(L^2(\Omega)\) and \(L^2(\tilde{\Omega} \setminus \Omega)\) inner products, respectively. To adapt the mass-lumping procedure for the nonlocal term, we employ the trapezoidal quadrature rule to assemble \(b(\cdot, \cdot)\). In this way, the resulting discretized bilinear form preserves the mass-lumping property. Indeed, let \(I^h_{\tilde{\Omega}}[\cdot]\) be the nodal interpolant for the variable \(x\) (respectively for \(y, I^h\)) and let \(c_h^h(x) := \int_{\tilde{\Omega}} I^h_{\tilde{\Omega}}[\gamma(x, y)]\,dy\). For any \(\phi, \psi \in \tilde{S}_h\) we introduce the discrete convolution

\[
(\gamma \circ \phi)(x) := \int_{\tilde{\Omega}} I^h_{\tilde{\Omega}}[\gamma(x, y)]\phi(y)\,dy = \sum_{k \in \mathcal{J}_h^{\tilde{\Omega}}} \tilde{m}_k \gamma(x, y_k) \phi(y_k), \quad \tilde{m}_k = \int_{\tilde{\Omega}} \phi_k(x)\,dx
\]

and obtain the mass-lumped bilinear form

\[
b_h(\phi, \psi) := \frac{1}{2} \int_{\tilde{\Omega}} \int_{\tilde{\Omega}} I^h_{\tilde{\Omega}}[\phi(y) - \phi(x)](\psi(y) - \psi(x))\,dy\,dx
= \int_{\Omega} I^h_{\tilde{\Omega}} [c_h^h(\phi, \psi)]\,dx - \int_{\Omega} I^h_{\tilde{\Omega}} [\psi(x)(\gamma \circ \phi)(x)]\,dx + \int_{\Omega} I^h_{\tilde{\Omega}} [\psi(x)\mathcal{N}_h \phi(x)]\,dx
= (c_h^\gamma \phi, \psi)_h - (\gamma \circ \phi, \psi)_h + (\mathcal{N}_h \phi, \psi)_h,
\]

where

\[
\mathcal{N}_h \phi(x) := \int_{\tilde{\Omega}} I^h_{\tilde{\Omega}} [(\phi(x) - \phi(y))\gamma(x, y)]\,dy = c_h^\gamma \phi(x) - (\gamma \circ \phi)(x).
\]
From the above expression we see that mass-lumping for the nonlocal term holds on the discrete level. Now, letting \( \psi_j \in \mathcal{S}_h \) to be the Lagrangian basis functions, we obtain that \( b_h(\phi, \psi_j) = (c_h^0(\phi, \psi_j))_h = (\gamma @ \phi, \psi_j)_h \) for all \( j \in I_h^Q \) and \( b_h(\phi, \psi_j) = (N_h^0 \phi, \psi_j)_h \) for all \( j \in J_h^I \).

Then, the fully discrete problem reads as follows: For a given \( u_h^0 \in \tilde{S}_h \) we seek \( (u_h^k, u_k^h, \lambda_k^h) \in S_h \times \tilde{S}_h \times S_h \), \( k = 1, \ldots, K \), such that the following holds

\[
\begin{align*}
\frac{1}{\tau} (u_h^k - u_h^{k-1}, \phi)_h + (\nabla u_h^k, \nabla \phi)_L^2 = 0, & \quad \forall \phi \in \mathcal{S}_h, \\
(w_h^k, \psi)_h - b_h(u_h^k, \psi) + c_F(u_h^k, \psi)_h - (\lambda_h^k, \psi)_h = 0, & \quad \forall \psi \in \tilde{S}_h, \\
\lambda_h^k = \lambda_{h,+}^k - \lambda_{h,-}^k, & \quad \lambda_{h,+}^k \geq 0, \quad \lambda_{h,-}^k \geq 0, \quad |u_h^k| \leq 1, \\
(\lambda_{h,+}^k (p_j) + 1) = 0, & \quad \forall p_j \in J_h^Q.
\end{align*}
\]

(5.1)

Thanks to the mass-lumping property of \( b_h(\cdot, \cdot) \), we can also obtain the projection formula (4.9), for the fully discrete solution \( u_h^k \in \tilde{S}_h \) of (5.1):

\[
u_h^k(p_j) = P_{[\lambda_{h,-}^k, \lambda_{h,+}^k]} \left( \frac{1}{\xi_h(p_j)} g_h^k(p_j) \right), \quad p_j \in J_h^Q, \quad k = 1, \ldots, K,
\]

where \( \xi_h(p_j) = c_h^0(p_j) - c_F > 0 \) and \( g_h^k := u_h^k + \gamma_h @ u_h^{k-1} \). The availability of the above formula is useful, as it provides an insight into the stability properties of the discrete solution.

We note that the discrete system (5.1) is computationally demanding due to the inclusion of the nonlocal term \( b_h(\cdot, \cdot) \) on the left-hand side of the equation. This leads to inverting a large and dense matrix at each time step in (5.1). To overcome it, one can consider instead an implicit-explicit time stepping scheme, where we discretize the local part of \( b_h(\cdot, \cdot) \) implicitly, and the remaining nonlocal part explicitly, i.e., we replace \( b_h(u_h^k, \psi) \) in (5.1) with the approximation

\[
b_h(u_h^k, \psi) \approx (c_h^0 u_h^k, \psi)_h - (\gamma_h @ u_h^{k-1}, \psi)_h.
\]

(5.2)

The discrete systems (5.1) can be solved by the primal-dual-active set strategy (PDAS), which has been already successfully employed for the local Cahn-Hilliard variational inequality problem; see, e.g., [8, 54]. Under suitable conditions, PDAS is equivalent to the semismooth Newton method, which converges locally superlinearly; for more details, see [53].

We note that, while the present work focuses on solutions that may admit jump discontinuities, an adoption of the continuous finite element method with the mass-lumping approach allows the avoidance of instabilities associated with the approximation of sharp interfaces. Alternatively, one could also consider a discontinuous Galerkin finite element method, which has been recently explored in nonlocal settings [16, 62, 33, 37, 34, 60].

Next we present several numerical examples which illustrate the behaviour of the nonlocal solution of (5.1) and a comparative study of the nonlocal vs. local solutions of the Cahn-Hilliard variational inequality. By “local” we mean the solution of (1.1) with the constant mobility and with the same obstacle potential \( F \) as defined in (1.4).

5.2. Numerical examples. The domain \( \Omega \) is set to be \( \Omega = (0, 1)^d, \quad d \in \{1, 2\} \) and \( \bar{\Omega} \) is discretized with a quasi-uniform mesh with a number of nodes \( N \) that will be specified in each instance. For the choice of the kernel \( \gamma \), we consider a scaled Gaussian kernel, similar to the one defined in [31]:

\[
\gamma(x, y) = \frac{4\pi^2}{\pi^{n/2}(\delta/3)^{n+2}}e^{-|x-y|^2/\delta^{n+2}}, \quad x \in \mathbb{R}^n, \quad \delta > 0.
\]

(5.3)
For \( \delta \to 0 \) the nonlocal operator \( B \) recovers the Laplace operator \( -\varepsilon^2 \Delta \), see, e.g., [31, 63]. We additionally truncate the kernel at \( |x - y| > \delta \) to ensure that we have a finite extent of nonlocal interactions defined by \( \delta \). Due to the exponential decay in the kernel (5.3), this truncation introduces a negligible error in the corresponding solution. For Case 1 the constant \( c_\gamma \) in (2.2) is approximately equal \( c_\gamma \approx \frac{36\varepsilon^2}{\delta^2} \). The parameters \( \varepsilon, c_F \) and \( \delta \) are specified for each case separately.

**Example 1a.** Let \( \Omega = (0, 1) \) and we consider the “Neumann” type nonlocal operator \( B \), defined as in Case 1. We set \( T = 2, \tau = 2 \cdot 10^{-4}, \delta = 0.25, \) and \( \zeta = c_\gamma - c_F = 0.008, \) that corresponds to \( \varepsilon^2 = 0.00175 \) and \( c_F = 1.008 \). The initial condition is chosen as \( u_0 = 0.1(\sin(2\pi x) + \sin(3\pi x)) \). In Figure 2 we depict the nonlocal and local solutions of the Cahn-Hilliard variational inequality at different time instances.
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**Figure 2.** Evolution of the nonlocal (Case 1) and local solutions of the Cahn-Hilliard variational inequality at different time instances for Example 1a.

(up to the resolution of the employed computational grid) and admits mostly pure states, while the local solution also takes values in \([-1, 1]\) even for large times. These observations are in agreement with our theoretical results, where we know that for \( \xi = 0 \) the solution can admit pure phases throughout the domain.

**Example 1b.** Next, we are going to investigate the behaviour of the solution corresponding to the “regional” type nonlocal operator, defined in Case 2. We keep the same settings as in the previous example, apart from \( \xi \), which is no longer constant in the present case. We set \( \xi_{\min} = \min\{\xi(x)\} = 0.008, x \in \Omega, \) which corresponds to \( \varepsilon^2 = 0.00175 \) and \( c_F = 0.4960 \). In Figure 3 we depict the evolution of the solution at different time instances. In contrast to the previous example,
we are no longer observing sharp interfaces of the solution. This is explained by the fact that $\xi = \xi(x)$ is spatially dependent and does not vanish for all $\xi \in \Omega$. Furthermore, we observe that the phase transitions that occur near the boundary of $\Omega$ have steeper gradients compared to the phase transitions appearing in the interior of the domain. This is explained by the fact that $\xi(x)$ is the smallest and equal to $\xi_{\text{min}}$ in the boundary nodes and according to the theory this leads to sharper interfaces in the solution.

Example 1c. Now, we again consider the “regional” type nonlocal operator, however set $c_F = c_F(x)$ to be a spatially dependent coefficient such that $\xi(x) = c_\gamma(x) - c_F(x)$ is constant throughout $\Omega$. In particular, taking $\varepsilon^2 = 0.00175$ and using the same settings as in Example 1a, we consider $c_F(x) = c_\gamma(x) - 0.008$. This leads to $\xi = 0.008$ being constant in $\Omega$. While such modification allows us to get constant values of $\xi$ uniformly in $\Omega$, this changes a potential, i.e., $F_0(u) = (c_F(x)/2)(1 - u^2(x))$, which, in turn, also leads to a modification of the underlying problem. In Figure 4 we depict the snapshots of the solution at different time instances. Here, in contrast to the previous example, we are able to get sharp interfaces in the solution similar as in the case of the “Neumann” type nonlocal operator. However, in contrast to the “Neumann” type problem, this comes with the need to use a non-typical double-well potential.

Example 1d. Now, using the “Neumann” type nonlocal operator we investigate the variation of the solution with respect to the nonlocal interface parameter $\xi$. We keep the same settings as in Example 1a, and to obtain different values of $\xi$ we
vary either the coefficient $c_F$ or a nonlocal interaction radius $\delta$. The corresponding
snapshots are depicted in Figure 5. Here, we can observe that the width of the
interface is changing with respect to $\xi$. In particular, for $\xi = 0$ that corresponds
either to $c_F = 1.56$ or $\delta = 0.25$, we can see that the solution admits sharp interfaces,
which is also in agreement with the previous examples, and for a larger $\xi$ the
interface becomes more diffuse and the nonlocal solution conforms more closely
to the corresponding local solution. We also observe that for a smaller extent of
nonlocal interactions $\delta$ the nonlocal solutions are close to the local one and the
interface becomes more diffuse, which is an expected behavior here. Similar results
have been also reported in the Cahn-Hilliard case with the regular potential [31].

Overall, we could see that the parameter $\xi$ plays a role of an interface parameter
in the nonlocal model, similar to the interface parameter $\varepsilon$ in the local setting.
Changing the support of the kernel and the scaling of the double-well potential
have a great affect on $\xi$ and, hence, on the width of the interface.

Next, we conduct a comparative study for two-dimensional examples.

**Example 2a.** Now, let $\Omega = (0, 1)^2$ and consider the “Neumann” type nonlocal
operator $B$, defined as in Case 1, where we set $T = 1$, $K = 2000$, $N = 39009$,
$\delta = 0.25$, $\xi = 0$, $c_F = 1$, $\varepsilon^2 = 0.0017$. The initial condition $u_0$ is chosen as

$$u_0(x) = 2 \left( e^{-(6x-2.1)^2-(6y-3)^2} + e^{-(7x-4.9)^2-(7y-3.5)^2} \right) - 1.$$
Figure 5. Snapshots of the nonlocal (Case 2) and local solutions of the Cahn-Hilliard variational inequality for different values of $c_F$ (left) and $\delta$ (right).

the resolution of the discretization mesh, the interfaces for local solution are diffuse.

Figure 6. Evolution of the nonlocal (Case 1) (bottom) and local (top) solutions of the Cahn-Hilliard variational inequality at different time instances and for Example 2a. From left to right: $t = 0.004, 0.009, 0.0225, 1$.

Example 2b. Now, let $\Omega = (0, 1)^2$ and consider the “Neumann” type nonlocal operator $B$, defined as in Case 1, where we set $T = 2$, $K = 1000$, $N = 43073$, $\delta = 0.1$, $\xi = 0.07$, $c_F = 1$, $\varepsilon^2 = 0.0003$. The initial condition $u_0$ is chosen as $u_0(x) = \tau(x)$, where $\tau(x)$ is drawn from a uniform random distribution on $[-1, 1]$ at each grid point. In Figure 7 we plot the snapshots of the local and nonlocal solutions at different time-steps. From these plots, we observe that similarly as in the previous example, the proposed nonlocal model for Case 1 delivers sharp interfaces in the solution whereas the local model results in diffuse interfaces. We also notice that due the random initial condition, the patterns in the local and nonlocal solutions in the intermediate time steps differ significantly in contrast to Example 2a for which a deterministic initial condition has been used. This is due to the random and non-smooth initial condition, which has the effect that changes in the model can lead to large changes in the final solution.
Example 3. Next, similarly as in Example 1c, we investigate the case of the “regional” nonlocal operator, given as in Case 2. Again, we consider $c_F = c_F(x)$ is a spatially dependent coefficient, such that $\xi(x) = c_\gamma(x) - c_F(x)$ is close to zero throughout a whole domain $\Omega$. In particular, we chose $c_F(x) := 0.9c_\gamma(x)$ and obtain $\xi(x) = 0.1c_\gamma(x)$, which is positive but close to zero in $\Omega$.

We set $\Omega = (0,1)^2$, $N = 4225$, $T = 1$, $K = 100$, $\delta = 0.3$, and $\varepsilon^2 = 0.004$. The initial condition $u_0$ is chosen as $u_0(x) = \tau(x)$, where $\tau(x)$ is drawn from a uniform random distribution on $[-1,1]$ at each grid point. In Figure 8 we plot the nonlocal and local solutions at different time instances. In this case, similarly as before, by means of modifying the double-well potential we could achieve sharper interfaces in the nonlocal solution for the “regional” nonlocal operator compared to the local case. This corresponds to the fact that $\xi(x)$ is very small, much smaller than $c_\gamma(x)$.

In summary, we can conclude that the numerical results reported are in agreement with the theoretical developments. Furthermore, the numerical investigations also reveals how the choice of the boundary conditions, model, and kernel parameters affect the sharpness of the interface in the solution. Moreover, we have also demonstrated that the nonlocal solution with sharp interfaces can be stably simulated on a given mesh for arbitrary interface parameter $\xi \geq 0$ without tying the discretization parameters to the interface width (including the case $\xi = 0$, which corresponds to a sharp interface on an analytic level).

6. Concluding remarks

In this work we have presented a nonlocal Cahn-Hilliard model that permits solutions to achieve only pure phases. We have performed a detailed analyses of the well-posedness of the problem as well as for the regularity of solutions. We have also provided an efficient discretization scheme, based on finite elements and implicit/explicit time-stepping schemes, that are used in several numerical experiments that illustrate the theoretical results.
Further study of efficient discretization and approximation techniques for the model based on, e.g., explicit-implicit, cf. (5.2), or higher-order time-marching schemes, or even model order reduction approaches, are interesting questions for future investigation.

We also note that local phase-field models are often used as a substitute of the sharp-interface models in applications such as, e.g., solidification. The obvious advantage of using a phase-field model is that it avoids explicit tracking of the interface. However, the interface width in the corresponding local discrete models is limited by the mesh discretization, which can lead to requiring excessively fine meshes in implementations and thus to a high computational cost. The nonlocal interface model, when compared to the local one in this context, could offer much greater flexibility and a promising alternative. Here, we do not need to compromise on the sharpness of the interface, which can be chosen independently of the mesh width, and allow for higher fidelity simulations on coarser grids.
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