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Abstract

Recently, constant-depth quantum circuits are proved more powerful than their classical counterparts at solving certain problems, e.g., the two-dimensional (2D) hidden linear function (HLF) problem regarding a symmetric binary matrix. To further investigate the boundary between classical and quantum computing models, in this work we propose a high-performance two-stage classical scheme to solve a full-sampling variant of the 2D HLF problem, which combines traditional classical parallel algorithms and a gate-based classical circuit model together for exactly simulating the target shallow quantum circuits. Under reasonable parameter assumptions, a theoretical analysis reveals our classical simulator consumes less runtime than that of near-term quantum processors for most problem instances. Furthermore, we demonstrate the typical all-connected 2D grid instances by moderate FPGA circuits, and show our designed parallel scheme is a practically scalable, high-efficient and operationally convenient tool for simulating and verifying graph-state circuits performed by current quantum hardware.

1. Introduction

Quantum computers have been the focus of numerous studies and are expected to play an important role in future information processing, since they can outperform classical computers in certain
computational tasks [1-5]. Recently, the concept of “quantum supremacy/advantage” has been proposed, involving some models [6,7] and being demonstrated experimentally in different tasks [8,9]. At the same time, an unconditional “quantum advantage” has also been theoretically proved in the quantum shallow circuits for solving the 2D hidden linear function (HLF) problem [10], which provides a separation between the capabilities of quantum and conventional classical circuits.

The HLF problem is defined over a given $n \times n$ symmetric binary matrix $A$ and the task is to find a binary vector $z \in \{0,1\}^n$ satisfying $q(x) = 2z^T x(\text{mod} 4)$ for all $x \in \text{Ker}(A)$, where $q(x) = x^T A x(\text{mod} 4)$ and $\text{Ker}(A) = \{x \in \{0,1\}^n : Ax = 0 \text{mod}(2)\}$ is the binary null-space of $A$.

Specifically, an instance of the 2D HLF problem can be alternatively described by a square grid graph $G(A)$ with $n=N \times N$ vertices as depicted in figure 1(a), where $A$ acts as the adjacency matrix of $G(A)$. By definition the connections of edges in the graph $G(A)$ are determined by off-diagonal part of $A$, and the $i$th vertex of $G(A)$ is marked yellow (blue) if the value of the diagonal element $A_{ii}$ is 1 (0). Thus, the basic idea of an advanced quantum solution [10] is to prepare a $n$-qubit entangled graph state corresponding to $G(A)$ by constant-depth quantum circuits $Q_N$ and then measure each qubit in Pauli $X/Y$ bases indicated by the color of each vertex, which can output a random $n$-bit string as a solution to the 2D HLF problem (see appendix A). As comparison, Bravyi et al. first show that no sub-logarithmic-depth classical circuit $C_N$ with bounded fan-in can solve all instances of sufficiently large 2D HLF problems with high probability, and such a quantum advantage stems from the nonlocal quantum correlations [10].

Although a separation is established between the depth of quantum and classical circuits for outputting one solution to the 2D HLF problem, its intriguing variant aimed to obtain all different solutions to any problem instance is short of study. This can be viewed as a full-sampling version of the original problem and thus named the FS2D HLF problem for clarity. In recent years, some sampling problems have raised great interest due to their appealing roles in the computational complexity theory and quantum computing applications [8,9,11-18], and high-performance classical simulations for tasks of random quantum circuits sampling [19-21] and Boson sampling [22-24] have been developed to promote the design and optimization of near-term quantum sampling experiments. In this direction, the study of effective classical simulators for fully sampling a constant-depth
quantum circuit family \( \{ Q_\nu \} \) related to FS2D HLF problems may bring new discoveries. The target quantum protocol here is to run \( Q_\nu \) enough times and perform the particular projective measurements on the output state in each run, like those practically performed experiments to obtain outcome distributions [8,25-29]. In fact, various existing classical methods that are capable of simulating the so-called stabilizer (Clifford) circuits have extended from the growing stabilizer formalism [30-33] to recent tensor-network contraction algorithms [34], yet most of these works pay less attention to the parallel diagram for the classical circuit design.

Motivated by these investigations, in this paper we propose a time-efficient and scalable classical scheme for any FS2D HLF problem instance in two stages as shown in figures. 1(b) and 1(c). The first stage is a CLA module to compute some linear-algebraic quantities about the given matrix \( A \) (e.g. its binary rank \( r \)) within time \( O(\log^2 n) \), followed by utilizing these quantities as guides to repeatedly run a local classical parallel circuit (CPC) that can output all \( k \) different solutions one by one in the second stage. Note the CPC is designed according to an analogy to the shallow quantum circuits and thus owns a constant depth. In the following section we can prove \( k = 2^r \). Thus if \( r = n \), then \( k = 2^n \) and all \( n \)-bit strings \( z \in \{0,1\}^n \) are solutions. If \( r < n \), then \( k \leq 2^{r-1} \) and the expected number of repetitive run-and-measure quantum procedures is theoretically \( \Theta(k \log k) \) for uniformly superposed stabilizer states as the known “coupon collector problem” [35], i.e., such a quantum protocol about \( Q_\nu \) requires time \( T_o = \Theta(r 2^r) \). As an exact classical simulator for solving FS2D HLF problems, our two-stage scheme has total runtime scaling as \( T_c = O(\log^2 n) + \Theta(2^r) \) as comparable to \( T_o \).

This paper is organized as follows. We begin by describing the design ideas and working principles of our two-stage simulation scheme in section 2. In section 3 we give the theoretical analysis of this scheme’s performance in terms of its total time and memory cost, which can exhibit high efficiency and scalability for simulating target shallow circuits implemented on near-term quantum hardware, and then present the experimental testing for several typical instances on a practical FPGA platform in section 4. Finally, we discuss the underlying causes behind such high-performance of our scheme and conclude the paper in section 5.

2. The two-stage classical simulation scheme

At first, we describe the whole framework of our two-stage simulation scheme. Here we write
\( L_q = \text{Ker}(A) \) and let \( L_q^\perp \) be the orthogonal complement of \( L_q \). For the FS2D HLF problem specified by \( A \), it has been pointed out that once a solution denoted by \( z^a = z_1^a z_2^a \ldots z_p^a \) is obtained, then \( z^a \oplus y \) is also a solution if and only if \( y \in L_q^\perp \), and thus the number of different solutions is \( k = |L_q^\perp| \) (see supplementary material of Ref. [10] for proof). Here the symbol \( \oplus \) denotes addition of binary strings modulo two, i.e., the bitwise XOR (exclusive-OR) operation. In this way, the question turns into how to find an arbitrary solution \( z^a \) as well as all element vectors \( y \)'s in \( L_q^\perp \). We demonstrate a two-stage classical scheme including function modules depicted in figures 1(b) and 1(c) for divided tasks, which combine together to finally output all correct solutions.

In figure 1(b), a series of linear algebraic quantities about the given binary matrix \( A \) have been parallel computed in the CLA module, including: (1) computing a maximal linearly independent set of column vectors \( L_{\text{ind}} = \{l_{p_1}, l_{p_2}, \ldots, l_{p_r}\} \) of \( A \), where the subscripts \( P = \{p_1, p_2, \ldots, p_r\} \) are the set of pivot positions and \( r \) is the binary rank; (2) finding a basis set for the null-space \( L_q \); (3) doing the matrix-vector multiplication \( q(x) = x^T A x (\text{mod} 4) \) for all \( x \in L_q \); (4) computing one solution \( z^a = z_1^a z_2^a \ldots z_p^a \) of linear equations \( 2z^T x (\text{mod} 4) = q(x) \) over \( z \in \{0,1\}^n \). All these procedures over the binary field can be realized by the \( O(\log^2 n) \)-time parallel algorithms using a polynomial number of classical processors [36,37].

Next, we proceed to the second stage to produce all element vectors \( y \)'s in \( L_q^\perp \). Using the identity \( \text{Ker}(A)^\perp = \text{Row}(A) = \text{Col}(A) \) for the row and column spaces of binary symmetric matrix \( A \) [38,39], we find that \( \text{Col}(A) \) spanned by the set \( L_{\text{ind}} \) equals to \( L_q^\perp \). Therefore, the total number of solutions is \( k = |L_q^\perp| = |\text{Col}(A)| = 2^r \), and thus the question is how to explicitly express all element vectors in \( \text{Col}(A) \) by certain depth-efficient classical means. We address this issue by proposed constant-depth classical parallel circuit in figure 1(c), and illustrate its inner structure and working principles.
Figure 1. Classical scheme to solve the FS2D HLF problem. (a) Graph $G(A)$ of the square grid with $n=N\times N$ vertices determined by the given symmetric binary matrix $A$, where blue and yellow vertices correspond to the diagonal element $A_{ii}=0$ and $A_{ij}=1$, respectively. Edges connecting each pair of vertices are marked with different colors (pink, green, orange, blue). Here the depicted graph is a class of typical all-connected 2D grids. (b) The CLA module that computes required linear algebraic quantities of $A$ and one solution $z^0 \in \{0,1\}^n$ to the original 2D HLF problem. (c) Classical parallel circuit with a constant depth. The $n$ groups of input bits carried by black wires and red wires are denoted by $(R_i,y_i)$ $(i=1,2,...,n)$ with initial values $(R_i,y_i=0)$, and the pivot position set $P=\{p_1,p_2,...,p_i\}$ from (b) is used
to assign the input substring to traverse over $\{0,1\}^r$ with rest $R_i$'s fixed to 0, thus the corresponding $2^r$ final output bit strings $z's$ after the final CNOT-gates layer controlled by $z'' = z_1''z_2''\ldots z_n''$ would be all solutions to the problem.

The parallel circuit shown in figure 1(c) is designed according to the structure of the 2D grid graph $G(A)$ in figure 1(a). The initial input of parallel circuit includes $n$ pairs of bits $(R_i, y_i = 0) \ (i=1,2,\ldots,n)$, each of which are carried by the black and red wires respectively. Next, the arrangement of the operation units indicated by pink, green, orange and blue rectangles for processing certain two groups of bits $(R_i, y_i)$ and $(R_j, y_j)$ in the first four layers of the parallel circuit is determined by the connection of edges $(i,j)$ with the same color in the 2D grid graph. For example, the pink rectangle operation unit (ROU) acting on $(R_1, 0)$ and $(R_2, 0)$ in the first layer corresponds to the pink edge connecting vertices 1 and 2 in figure 1(a), and the cases for ROUs in the second, third and fourth layers are displayed in a similar way. For the initial input $(R_i, y_i = 0) \ (i=1,2,\ldots,n)$, after a ROU containing a pair of classical CNOT gates acting on $(R_i, y_i)$ and $(R_j, y_j)$ respectively, the outputs can be obtained by $y_i \rightarrow y_i \oplus R_j$ and $y_j \rightarrow y_j \oplus R_i$ as demonstrated in Ref. [40]. Therefore, after 4 layers of ROUs the $i$th output bit in the red wire can be given by

$$y_i = \bigoplus_{j \in N(i)} R_j \quad (i=1,2,\ldots,n),$$

where $N(i)$ is the set of nearest-neighbor vertices of vertex $i$.

For the next gate operations in the 5th layer, an additional input control bit $b_i = A_{i,i}$ (marked by a purple wire) for the diagonal elements of $A$ needs to be added to each group of bits $(R_i, y_i)$. Applying the classical Toffoli gate represented by yellow square unit to the set of bits $(b_i, R_i, y_i)$ as shown in figure 1(c) would update the third bit as $y_i \rightarrow y_i \oplus b_i R_i$ [4]. At this point, the outcome carried by the $i$th red wire after 5 layers of operation units changes into

$$y_i = \bigoplus_{j \in N(i)} R_j \oplus b_i R_i \quad (i=1,2,\ldots,n)$$

as the $i$th bit of the output string $y = y_1y_2\ldots y_n$.

Note that for any $i$, one has $A_{i,i} = 1$ for $j \in N(i)$, $A_{i,j} = 0$ for $j \notin N(i)$, and the input diagonal bit denoted $A_{i,i} = b_i$. Thus, each output bit $y_i$ in equation (2) can be equivalently expressed by the
elements of $A$ as

$$y_i = \bigoplus_{j=1}^{\nu} A_{i,j} R_j \quad (i = 1, 2, \ldots, n),$$

which implies that the binary matrix-vector multiplication $y = AR$ can be realized exactly by inputting the string $R = R_1 R_2 \ldots R_n$ into this classical parallel circuit.

As mentioned above, we denote the maximal linearly independent set of column vectors of $A$ as $L_{\text{ind}} = \{l_{p_1}, l_{p_2}, \ldots, l_{p_r}\}$, where the subscripts $S_p = \{p_1, p_2, \ldots, p_r\}$ are the set of pivot positions and $r$ is the matrix rank over the binary field. Thus, by definition the binary matrix column space $\text{Col}(A)$ is spanned by the vectors in $L_{\text{ind}}$ and has dimension $r$. As for the corresponding classical parallel circuit, when we mark a $r$-bit substring of input $R = R_1 R_2 \ldots R_n$ with subscripts in the set $P = \{p_1, p_2, \ldots, p_r\}$ as $R^{(r)} = R_{p_1} R_{p_2} \ldots R_{p_r}$ and fix the rest $(n-r)$ input $R_i$'s with subscripts in the set $[1, n] \backslash P$ to 0, then using the observation that the column vector in $L_{\text{ind}}$ is $l_{p_i} = [A_{i,1}, A_{i,2}, \ldots, A_{i,n}]^T$ together with equation (3) we can infer: the vector $y = y_1 y_2 \ldots y_n$ in equation (2) before the last CNOT-gates layer would equal to $\bigoplus_{p_i \in P} R^{(r)} l_{p_i}$ ($p_i \in P$, $l_{p_i} \in L_{\text{ind}}$). Finally, a layer of CNOT gates with the $i$th bit of $z^u = z_1^u \ldots z_n^u$ as the control bit from CLA module are applied to the vector $y = y_1 y_2 \ldots y_n$.

In this setting, we let the pivot position set $P = \{p_1, p_2, \ldots, p_r\}$ computed from CLA module as input information (indicated by brown polyline) to control the running of parallel circuit in figure 1(c), which can produce all $2^r$ solutions to the FS2D HLF problem. Specifically speaking, when we traverse the values of those input substrings $R^{(r)} = R_{p_1} R_{p_2} \ldots R_{p_r}$ over $\{0,1\}$ and fix the values of the rest $(n-r)$ input $R_i$'s to 0, the $2^r$ vectors $y$'s denoted by red wires before the final CNOT-gate layer are exactly the linear combinations of basis vectors spanning the column space $\text{Col}(A)$. Then, $2^r$ different solutions denoted $z$'s to the FS2D HLF problem can be obtained one by one through $n$ parallel CNOT gates as $z = C^r \text{NOT}(y) = y \bigoplus z^u \in \{0,1\}^n$ during the traversal of $R^{(r)} \in \{0,1\}^r$.

3. Theoretical analysis for the performance
In this section, we theoretically analyze the time and memory cost for simulating the quantum proposal by our classical scheme. Since the basic components used in our classical parallel circuit are in one-to-one correspondence with those in the quantum circuit $Q_N$ in figure 4 of appendix A, it also has a constant depth and the number of basic elements increases as $O(n)$ with the problem size $n$. Therefore, our two-stage classical scheme runs in total time $T_c = O(\log^2 n) + \Theta(2^r)$ using a polynomially bounded number of processors, while repeating the quantum circuit $Q_N$ consumes time as $T_q = \Theta(r2^r)$. Besides, for the special full-rank instances with $r = n$, all $2^n$ bit-strings over $\{0,1\}^n$ are definitely outcomes. To evaluate the performance of our simulation scheme in a more realistic way, here we estimate its actual runtime under reasonable assumptions considering the capabilities of current classical and quantum computing hardware.

At first, the actual runtimes of the CLA module and the constant-depth classical parallel circuit are denoted as $T_1^{\text{act}} = c_1 \times \log^2 n$ and $T_2^{\text{act}} = c_2 \times 2^r$, respectively. Together, the total runtime of this two-stage classical scheme to generate all solutions is $T_c^{\text{act}} = T_1^{\text{act}} + T_2^{\text{act}} = c_1 \times \log^2 n + c_2 \times 2^r$, where the coefficients $c_1$ and $c_2$ are determined by the performance of used classical computing devices, e.g., the speed of basic logical gates. In contrast, the actual runtime for reliably repeating the corresponding quantum circuit is $T_q^{\text{act}} = c_3 \times r2^r$, where $c_3$ is associated with technical conditions on quantum operation speeds. Then, the ratio between $T_c^{\text{act}}$ and $T_q^{\text{act}}$ is a natural metric for characterizing the performance (efficiency) of our classical simulator aimed at a quantum hardware as:

$$\frac{T_c^{\text{act}}}{T_q^{\text{act}}} = \frac{c_1 \log^2 n}{c_3} + \frac{c_2}{r2^r} \frac{1}{c_3 r}.$$  

The result $T_c^{\text{act}} / T_q^{\text{act}} \leq 1$ implies the designed classical simulator consumes less time than the target quantum experiment, and a smaller ratio value indicates a more efficient classical simulation. Equation (4) shows $T_c^{\text{act}} / T_q^{\text{act}}$ decreases as $r$ increases for the given $n$ and coefficients $c_1$, $c_2$, $c_3$, indicating $T_c^{\text{act}} \leq T_q^{\text{act}}$ may appear when the value of $r$ is greater than a certain lower bound.
Here we make some reasonable parameter assumptions for illustration. At first, we roughly assume the coefficients $c_1$, $c_2$ and $c_3$ are similar in view of moderate classical gate speeds and progressive quantum technology [41,42], e.g., gate time of tens of nanoseconds. Then the relation $\log^2 n \leq 2^r$ would lead to $T_c^{act}/T_q^{act} \leq 1$ assuming $c_1 = c_2 = c_3$ and $r \geq 2$ for any given $n$ in equation (4), which can be expressed as

$$r \geq r_0 = \lceil 2 \log(\log n) \rceil.$$ (5)

Considering the gate speed of current quantum devices actually cannot catch up with sophisticated classical (super)computers [19-23], we suppose $c_1 / c_3 < 1$ and $c_2 / c_3 < 1$ in equation (4) and thus the lower bound $r_0$ in equation (5) ensures $T_c^{act}/T_q^{act} \leq 1$ for practical cases. This LogLog $r \sim n$ relation reveals that even for a quite large $n$, e.g., $n = 10^6$ corresponding to millions of qubits, the binary rank satisfying $r \geq r_0 = 9$ is sufficient to ensure $T_c^{act} \leq T_q^{act}$ and then the ratio $T_c^{act}/T_q^{act}$ in equation (4) behaves as $1/r$ asymptotically (up to constant factors) when $r$ increases from $r_0$ to $n$. At this point, the excellent performance of our classical scheme for instances with $r \in [r_0, n]$ shows it can serve as a scalable and efficient classical sampler for a wide range of such shallow quantum circuits.

To highlight such traits, here we particularly focus on the study of FS2D HLF problems defined on a typical class of all-connected 2D grid graphs as shown in figure 1(a), i.e. each vertex reaches its full degree in the square grids. By proving that the binary rank $r$ of such a size-$n$ adjacency matrix must lie in the interval $r \in [n-\sqrt{n}, n]$ (see appendix B), our classical scheme indicates an extraordinary time-efficient simulator as the ratio $T_c^{act}/T_q^{act} \ll 1$ for sufficiently large $n$. In the following, we test the above theory on moderate all-connected 2D instances by demonstrative experiments on the FPGA platform.

4. Experimental testing for FS2D HLF problem

Above design can be effectively demonstrated on an FPGA platform due to abundant logical resources provided for many kinds of classical circuits. First, the pivot position set $P$ and any one solution $z^a$
from the CLA module in figure 1(b) can be calculated before the FPGA experiment. Then, we implement the stage of parallel circuits with different sizes on the FPGA platform by a code design. Currently, the scale of genuine multipartite entangled states generated in quantum experiments is up to about 20 qubits [28,29,43]. To compare with the candidate quantum experiments, we consider an FPGA chip with 25 channels. Thus, the experimental results for the cases with \( n = 2 \times 2, 3 \times 3, 4 \times 4 \) and \( 5 \times 5 \) are provided here.

In the experiments, we choose the FPGA product of Xilinx company for development. The specific device is XC7K410TFFG900, and ISE14.4 software development environment is adopted. As for the implementation method, we use Verilog HDL hardware description language to do the code design at the register transfer level (RTL). In order to increase the clock rate for a high processing speed and a sufficient resolution of timing closure, we use the pipeline technology to optimize the design module. Because the parallel circuits can be divided into several processing units (\( 2 \times 2 \): 3 layers; \( 3 \times 3 \) to \( 5 \times 5 \): 5 layers), we use each layer of processing unit as a primary pipeline processing unit, and insert registers between layers to store temporary data. According to this arrangement, the whole module is divided into \( 3/5 \) levels of pipeline processing so that the clock rate can be effectively increased.

As an example, in figure 2(a) we show the schematic diagram of FPGA at RTL for solving an instance of \( n = 2 \times 2 \) \( (b = 0000) \), and the corresponding parallel circuit model is given by figure 2(b). Some devices used in the intermediate process are listed in the detailed insets (i)-(vii) of figure 2. By comparison, it can be seen that the compiled circuit basically retains the topological relationship between layers in figure 2(b). For the external interface design, we arrange all the input signals in figure 2(a) on the leftmost side, where I_rst is the module reset signal and I_sysclk is running clock of the module. The module X_12 (CONSTANT REG) and 4 LATCHes \( y^0[1], y^0[2], y^0[3] \) and \( y^0[4] \) work together to provide the 4-bit input 0000 for the parallel circuit, which corresponds to the 4-bit ‘0’ input at the leftmost side in figure 2(b). The 2-bit adder module ADD_2u with one input ‘01’ and the FLIP-FLOP module \( R_c^0 \) work together to traverse \( R_1 R_2 \in \{0,1\}^2 \) according to \( P = \{1,2\} \) here, and then the output bits of \( R_c^0 \) as \( R_1 R_2 \) are combined with 2-bit ‘ground line’, which represents ‘00’ for \( R_1 R_2 \) so as to form a complete 4-bit input signal for \( R^0 \). This signal modulation part corresponds to
the input $R_1 R_2 R_3 R_4$ and the guidance information $P$ at the leftmost side in figure 2 (b). The input signals $b[1:4]$ and $Z_a[1:4]$ correspond to the input string $b = b_4 b_3 b_2 b_1$ and $z^a = z_1^a z_2^a z_3^a z_4^a$ in figure 2(b), respectively. In the intermediate process, the pink, orange and blue ADDER blocks correspond to those CNOT gates enveloped by the box with the same color in figure 2(b). The combination of 4 AND GATEs and 4 ADDERs in yellow blocks plays the role of classical Toffoli gates marked by the yellow box in figure 2 (b). Besides, those FLIP-FLOPs (e.g. $y^1$ and $R^1$) marked purple act as the registers to restore the temporary data generated in the layers, and the superscripts indicate their depth positions in the circuit. Finally, the output signal of the module can be obtained from the module on the rightmost side, where $Z[1:4]$ represents the final result $z = z_1 z_2 z_3 z_4$ of the scheme shown in figure 2(b). Obviously, this design is scalable and the structures of the corresponding circuits with larger sizes are similar.

Figure 2. Experimental design of circuit to solve $FS2D$ HLF problem when $n = 2 \times 2$. (a) Circuit diagram of FPGA at RTL. Four input signals of the module are marked on the leftmost side, where $I_{rst}$ is the module reset signal, $I_{sysclk}$ is running clock of the module, $b[1:4]$ is a signal defining an instance of the problem, and $Z_a[1:4]$ is the 4-bit output of the CLA module. The output signal $Z[1:4]$ of the module is marked on the rightmost side. The white units represent the internal registers and logic gates of the parallel circuit, and the green solid lines represent the connections between the internal units of the module. (b) Model diagram of parallel circuit corresponding to (a), where 4 layers of parallel gate operations are marked by pink, orange, yellow and blue squares respectively. They correspond to the real circuit design of
the module one by one, which are indicated by the color arrows. Insets (i)-(vii) show the names and details of digital devices used in (a), respectively.

We use Chipscope on-chip logic analyzer software to observe and record the results during the traversal of the input signals generated by \( \text{ADD}_2u \), \( R^0_c \) and \( R^0 \). For other instances, this signal generation part could be directly adapted according to their own pivot position set \( P \). In figures 3(a), 3(b) and 3(c), we provide the experimental results of three instances for the case with \( n = 2 \times 2 \). In the experiments, to obtain a solution from the parallel circuit, only one operation clock cycle \( \Delta t \) is cost. Thus, the time required to obtain all solutions of an instance is \( T_p = \Delta t \cdot (\tau + 2^r) \), where \( \tau \) represents the pipeline delay and \( 2^r \) is the number of different input strings. As a result of the fully-pipelining design, the operating clock rate is 100 MHz, i.e., \( \Delta t \) is 10ns. The pipeline delay \( \tau \) is related to the number of layers in parallel circuits and independent of \( n \).

Figures 3(a), (b) and (c) correspond to the instances with \( b = 0000 \), \( b = 1011 \) and \( b = 1111 \), respectively. Each square in these graphs indicates a bit string and its color represents its statistical count (green: 0; red: 1) in the output distribution of the experiment results. The binary rank of each instance is computed as \( r = 2,3,4 \) beforehand. Accordingly, it is seen clearly from figure 3(a) that four 4-bit strings \( \{0000, 0110, 1001, 1111\} \) are the solutions to the instance \( b = 0000 \); in figure 3(b), there are eight solutions \( z = \{0001, 0011, 0100, 0110, 1000, 1010, 1101, 1111\} \) to \( b = 1011 \); in figure 3(c), there are sixteen solutions \( z = \{0000, 0001, \ldots, 1111\} \) to \( b = 1111 \). Although in principle the case \( r = n \) indicates all \( 2^r \) basis states are solutions, we still execute the experimental process to show the feasibility of our FPGA platform.

For brevity, we would also express a \( m \)-bit substring being 0 or 1 as \( 0^m \) or \( 1^m \) in a \( n \)-bit string hereafter. For example, figures 3(d), (e) and (f) show the experimental results of three instances for \( b = 0^{16} \), \( b = 0^{15}1 \) and \( b = 0^{14}11 \) when \( n = 2 \times 2 \), respectively. Note that there are too many bit strings (exactly \( 2^{16} \)) to count, it is impossible to display all of them in the figures. Therefore, we choose four corner areas of the whole distribution to partially demonstrate the solutions and omit the rest only for the convenience of illustration. In fact, all the details of the data are obtained in our experiment rapidly. Through data processing with Matlab, it is found that there are 4096, 8192 and
16384 different solutions in figures 3(d), 3(e), and 3(f), which are consistent with their respective binary rank $r = 12, 13$, and 14. As for the cases with $N = 3$ and 5, the experimental results are given in appendix C. These experimental statistics are verified by using open source software (e.g. ProjectQ [44]), which reflect the reliability and accuracy of our scheme. In total, the recorded runtimes of this moderate FPGA are respectively 0.04 ms, 0.08 ms and 0.16 ms for the instances with $n = 4 \times 4$ in figures 3(d)-(f), and 0.01 s, 0.02 s and 0.04 s for instances with $n = 5 \times 5$ in figures 7(a)-(c) of appendix C.

**Figure 3.** Experimental results based on FPGA to solve FS2D HLF problem, each square in the graphs indicates a bit string and its color represents the count (green: 0; red: 1). (a), (b) and (c) correspond to the cases of $n=2 \times 2$ when $b=0000$, 1011 and 1111 respectively. The horizontal (vertical) coordinates of these graphs represent the first (last) two bits of each 4-bit string. (d), (e) and (f) to the cases of $n=4 \times 4$ when $b=0^{16}$, $0^{15}1$ and $0^{14}11$, respectively. The horizontal (vertical) coordinates of these graphs respectively represent the first (last) 8 bits of each 16-bit string $\{0^{8}, 0^{7}1, \ldots, 1^{7}0, 1^{8}\}$. Only the experimental results inside areas at four corners are shown clearly for demonstration, and other results are depicted as ellipses.

5. Discussion and conclusion

We retrospect the performances of typical cases with all-connected 2D grids demonstrated by FPGA experiments in section 4. Such instances with $r \in [n - \sqrt{n}, n]$ would own the total runtime scaling as $\Theta(2^r)$ for large $n$, and the actual time record for each run can be further optimized by increasing the operating frequency, e.g., to 233 MHz [45]. As comparison, the time of the target
quantum proposal scales as $\Theta(r2^r)$, and the practical unit times for gate operation and measurement of the state-of-the-art programmable quantum experimental platform, e.g. superconducting and quantum dots systems, are tens of nanoseconds [8,41,42]. At this level, the classical-quantum time ratio defined in equation (4) can be lower than one percent for such instances with problem size $n > 100$ using a polynomial number of processors, which greatly embodies the high performance, good scalability and easy-handling of our classical scheme. As a direct application, we can utilize the ideal output distribution from our simulator together with the cross-entropy benchmarking (XEB) method [15] to verify the outcomes of an experimental implementation of specific constant-depth quantum circuits.

Besides the discussion dependent on quantum and classical hardware capacities, the design idea of the theoretical scheme itself in section 2 also has some implications for its computational (simulation) power about sampling certain quantum circuits, which can be investigated from two angles by analyzing the functions of the strings $y$ and $z^a$ in the operating process. On the one hand, we catch the specific relationship between different solutions $z$'s, i.e., the set of shift vectors $y$'s between them can be constructed by constant-depth classical circuits one by one. Therefore, the key point only lies in finding one solution $z^a$ and thus avoids the cumbersome procedures of repeatedly measuring the quantum circuit. On the other hand, the output strings $y$'s from the strictly local classical parallel circuit alone may differ from correct solutions due to the lack of quantum nonlocality. However, the quantum results can be achieved with the help of certain amount of extra information. Here for the FS2D HLF problems, the combination of $y(b,R)$ from the classical parallel circuit and $z^a(b)$ from the CLA module together gives all solutions as $y(b,R) \oplus z^a(b) = z(b,R)$. In fact, some previous studies have centered on the model of local hidden variables supplemented with additional resources (e.g. classical communication, post-selection, nonlocal boxes) to reproduce quantum outcomes [46-49], and thus our method provides a new perspective into the relationship between classical and quantum resources.

More significantly, note the derivations of solving HLF problems in section 2 are actually not restricted to the 2D grid graph. It can be verified for any given $n \times n$ symmetric binary matrix $A$ that determines a graph $G(A)$ and the quantum graph-state circuit $C_A$ with a depth $d$, the one-to-one correspondence between classical basic elements {ROU, Toffoli gate} and quantum operations {CZ gate, classically-controlled shift gate} as above introduced for 2D grid instances can be directly applied to construct a depth-$d$ classical parallel circuit plus the CLA module in figure 1(b) for
simulating $C_A$. In this way the ratio in equation (4) turns into $T_c^{act} / T_0^{act} = (c_1 \log^2 n / c_2 r 2^d) + (c_2 / c_3 r)$, and such two-stage classical scheme for size-$n$ quantum circuits shows relatively higher performance on the instance with a longer depth $d$ and a larger binary rank $r$.

In conclusion, we have proposed a new two-stage classical computing scheme to solve the well-defined FS2D HLF problems. The key classical parallel circuit is organized in the constant depth corresponding to the quantum counterpart, supplemented with additional classical linear-algebraic algorithms. We not only analyze the time complexity of our simulator for certain instances are comparable or superior to repeating target quantum circuits, but also demonstrate its high performance by implementation on the actually designed FPGA platform. In addition to saving much running time, our scheme also possesses a good flexibility and scalability due to the maturity of the classical electronic technology at present. Furthermore, the design idea of our classical scheme as discussed in section 2 may also be generalized to broader computational problems [50,51] given the intimate correspondence between stabilizer states and graph states [32], and thus may lead to innovation in circuit designs and bring benefits for large-scale information processing.
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**Appendix A. Solution of the FS2D HLF problem based on quantum circuits**

We briefly review the quantum scheme that can solve the full-sampling version of the 2D HLF problem defined on a binary matrix $A$ [10]. According to the graph $G(A)$ of the square grid with $n = N \times N$ vertices as shown in figure 1(a), the corresponding quantum graph states are prepared as:

$$|\psi_{G(A)}\rangle = \prod_{(i,j)} CZ_{i,j} H^{\otimes n} |0\rangle^{\otimes n},$$

(A1)

where the $CZ_{i,j}$ is the controlled-Z gate acting on a pair of qubits located at two connected vertices $(i, j)$ in the graph $G(A)$ corresponding to $A_{i,j} = 1 (i \neq j)$. Bravyi *et al.* have proved that by measuring each qubit $i$ of the graph state $|\psi_{G(A)}\rangle$ in the Pauli X basis (for $A_{i} = 0$) or Y basis (for
A_{i,j} = 1), the obtained random bit string is exactly one solution denoted z for the 2D HLF problem.

The specific quantum scheme for performing this process is shown in figure 4(a), and we unfold its inner circuit design in figure 4(b) called \( Q_N \). The input state \( |0\rangle^\otimes n \) undergoes a layer of Hadamard gates (\( H \)), and then the disjointed \( CZ_{i,j} \) gates appeared by \( A_{i,j} = 1 \) are applied for preparing the target graph state \( |\psi_{G(A)}\rangle \). It can be seen from the layers 2-5 in figure 4(b) that each \( CZ_{i,j} \) gate in the color of pink, green, orange, or blue is exactly in one-to-one correspondence to the connected vertices \((i, j)\) with the same color in the square graph \( G(A) \) shown in figure 1(a). In the circuit design, all the \( CZ \) gates are arranged within at most 4 parallel layers independent of problem size \( n \).
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**Figure 4.** (a) The diagrammatic quantum scheme to solve FS2D HLF problem. The input includes the binary matrix \( A \) and a quantum basis state \( |0\rangle^\otimes n \), which first undergoes a layer of \( n \) Hadamard gates (\( H \)) and becomes the state \( |+\rangle^\otimes n \). Next, the two-qubit \( CZ \) gates and classically controlled phase gates (\( S \)) are arranged layer by layer in (b) according to graph \( G(A) \). In the circuit \( Q_N \), each qubit is represented by a
horizontal wire, while each $CZ_{i,j}$ gate by a colored vertical segment with diamond-shaped ends connecting the qubits and corresponds to the edge $(i, j)$ with the same color in $G(A)$, and the identity gates $(I)$ for $A_{i,j} = 0$ and $S$ gate for $A_{i,j} = 1$ are marked by yellow squares. Finally, a layer of $H$ gates are applied and the output state is measured in the computational basis. The vertical dashed lines separate the quantum circuit in (b) into different layers 1-7, indicating a circuit depth independent of input size $n$.

Subsequently, the projective measurements on this graph state in Pauli $X/Y$ bases can be equivalently realized by applying identity $(I)$ or phase $(S)$ gate to each qubit according to its blue $(A_{i,j} = 0)$ or yellow $(A_{i,j} = 1)$ vertex in the square graph $G(A)$. After the final layer of Hadamard gates we get the final state

$$|\psi_q\rangle = H^{\text{out}} \prod_{1 \leq i < n} S_{i}^{A_{i,i}} |\psi_{G(A)}\rangle,$$

and measure it in the standard computation basis to obtain a random result $z \in \{0,1\}^n$. Bravyi et al. have proved that all basis states $|z\rangle$ in the $|\psi_q\rangle$ with nonzero amplitudes exactly form the complete set of solutions to the full-sampling 2D HLF problems and are uniform distributed. In total, the depth of the quantum circuit for any large input size $n$ is at most 7 as shown in figure 4(b).

Appendix B. Proof for the binary rank of adjacency matrices of all-connected 2D grid graphs

In this part, we prove that the binary rank of the adjacency matrix of a size-$N$ all-connected 2D grid graph shown in figure 1(a) must lie in the interval $[n - N, n]$ ($n = N^2$) for any diagonal string of $A$ as $b = b_1b_2...b_n \in \{0,1\}^n$.

Firstly, we demonstrate the instances with all-0 diagonal elements as $b = 00...0$ exactly own the binary rank $r = n - N$, and then extend the results to general instances with $b \in \{0,1\}^n$. In the algebraic graph theory, the binary rank of an adjacency matrix is closely related to its underlying graph structure [52-56]. Therefore, here we take a simple inductive route for proof by combining both the geometric features and algebraic properties of relevant 2D grid graphs and their adjacency matrices.

We start by defining some useful concepts about the adjacency matrix $A$. $A$ can be expressed
as the set of its row vectors as \( A = \{ r_1, r_2, ..., r_n \} \), where the \( i \)th row vector \( r_i = [A_{i,1}, A_{i,2}, ..., A_{i,n}] \) is determined by the connected edge of the vertex \( v_j (i=1,2, ..., n) \) in the 2D grid graph \( G(A) \) as shown in figure. 1(a). The aim to solve binary rank \( r(A) \) of \( A \) is equivalent to find the maximal linearly independent set of row vectors \( L_{\text{ind}} = \{ r_1, r_2, ..., r_k \} \) over the binary field GF(2). For brevity, if a given set of rows \( L \) is linearly independent [38,39], we say the corresponding vertex set \( V \) is independent; otherwise, if a member row vector \( r_j \) equals to the linear combination of rows in \( L \), then we call its associated vertex \( v_j \) can be expressed by the vertex set \( V \) corresponding to \( L \) and \( V \) is dependent. Moreover, we call a vertex set \( V \) is “strictly dependent” if any row vector in the given \( L \) exactly equals to the linear combination of others with all-1 coefficients. These concepts would be applied in the following, and the binary rank \( r(A) \) equals to the size of maximal independent vertex subset in \( G(A) \).

Obviously, a given vertex set \( V \) must be independent if none of its subsets is strictly dependent, therefore we first consider under what conditions the target vertices can become strictly dependent. This issue can be addressed from the correspondence between the matrix elements and edges of its graph. For an adjacency matrix \( A \) of a general simple undirected graph \( G(A) \), we arbitrarily choose \( k \) row vectors \( \{ r_1, r_2, ..., r_k \} \) of \( A \) as target subsets with \( r_j = [A_{j,1}, A_{j,2}, ..., A_{j,n}] \) for each \( j \in [1,k] \), then the fulfillment of the strictly dependent condition

\[
\begin{align*}
& r_1 \oplus r_2 \oplus \ldots \oplus r_k = 0^{(n)} \\
& A_{i,l} \oplus A_{v_{j,l}} \oplus \ldots \oplus A_{v_{k,l}} = 0 \quad \text{for} \quad l \in [1,n],
\end{align*}
\]

by definition implies that the row elements in the \( l \)th column have

\[
A_{i,l} \oplus A_{v_{j,l}} \oplus \ldots \oplus A_{v_{k,l}} = 0 \quad \text{for} \quad l \in [1,n],
\]

i.e., in each column of the matrix \( A \) the total number of value-1 elements with row index from \( \{v_1, v_2, ..., v_k \} \) must be even. Considering the element \( A_{v_j,l} = 1 \) corresponds to an edge connected vertex \( v_j \) and \( l \), equation (B2) indicates the number of edges connected vertex \( l \) and vertices numbered \( \{v_1, v_2, ..., v_k \} \) must be even. In summary, the strictly dependent condition of target rows
\{ r_1, r_2, \ldots, r_k \} can be translated into following claim of deciding the linear dependence of target vertices \( \{v_1, v_2, \ldots, v_k\} \subseteq [1,n]. \)

**Claim 1** Given an \( n \times n \) symmetric binary matrix \( A \) with diagonal elements \( b = 0^{(n)} \) as the adjacency matrix specifying a simple undirected graph \( G(A) \), we denote a target vertex subset \( V = \{v_1, v_2, \ldots, v_k\} \subseteq [1,n] \) and its connected vertex subset \( C \) in \( G(A) \), and define the degree of any vertex \( l \) in \( C \) with respect to \( V \) as \( \deg_v(I) \) to indicate the number of edges between \( l \) and all vertices in \( V \). Then the target vertex subset \( V \) is strictly dependent if and only if \( \deg_v(I) \) is even for any \( l \in C \), and equivalently the row vectors \( \{r_1, r_2, \ldots, r_k\} \) in \( A \) corresponding to \( V \) would add modulo 2 together to the vector \( 0^{(n)} \) as equation (B1) shows.

Accordingly, figures 5(a)-(c) exhibit three typical primitive patterns of strictly dependent vertices in 2D grid graphs. For example, in figure 5(a) the target red vertex set \( V = \{v_1, v_2, \ldots, v_k\} \) are arranged in a diagonal skew line and their connected vertices are marked green. The degree of each green vertex with respect to target red vertex set \( V \) is 2 (the circled number) and thus the red vertex set \( V = \{v_1, v_2, \ldots, v_k\} \) are strictly dependent according to **Claim 1**. This result also holds for the red vertices located in the horizontal and vertical lines of figure 5(b), and the strictly dependent red vertices shown in figure 5(c) cover the patterns in figures 5(a) and 5(b).
For a symmetric binary matrix with all-0 diagonal elements $A$, (a)-(c) show three typical primitive patterns for strictly dependent vertex subsets marked red in the $n\times N$ 2D grid graph $G(A)$, the vertices connected to red ones are marked green and the rest marked gray. The number 2 or 4 in a green vertex indicates its degree with respect to the red vertices. (d), (e) and (f) are complete 7×7 examples of (a), (b) and (c), respectively, and the orange dashed line separates all $n$ vertices into two subsets \{ $v_1, v_2, \ldots, v_{n-N}$ \} and \{ $v_{n-N+1}, \ldots, v_n$ \}. The row vectors in $A$ corresponding to \{ $v_1, v_2, \ldots, v_{n-N}$ \} can be proved to be the maximal linearly independent subset.

Figures 5(d), (e) and (f) are respectively 7×7 concrete examples of figures 5(a), (b) and (c), where the target subset $V$ marked red are strictly dependent, its connected subset $C$ marked green has even $\deg_{V_l}(l \in C) = 2$ or 4 indicated by the circled number, and other vertices marked gray. The strictly dependent red vertices in these examples involve those located at margins or corners of the 2D grid graph. The orange dashed lines in figures 5(d) (e) and (f) are marked to separate all $n$ vertices into two subsets denoted $V_{\text{row}(1\to N-1)} = \{v_1, v_2, \ldots, v_{n-N}\}$ and $V_{\text{bottom}} = \{v_{n-N+1}, \ldots, v_n\}$. At this point, we can prove $V_{\text{row}(1\to N-1)}$ is a maximal independent vertex subset by using Claim 1 in an iterative way. Firstly, we demonstrate that no strictly dependent subsets of $V_{\text{row}(1\to N-1)}$ exist by checking its vertices row by row from bottom to top. For the target vertices $V_{(N-1)} = \{v_{n-2N+1}, \ldots, v_{n-N}\} \subseteq V_{\text{row}(1\to N-1)}$ located at the $(N-1)$th row in the 2D grid graph, we notice that for each vertex $v_l \in V_{(N-1)}$ and any vertex subset $V_t$ satisfying $v_l \in V_t \subseteq V_{\text{row}(1\to N-1)}$, the vertex denoted $v_{l,N}$ below $v_l$ belongs to $V_{\text{bottom}}$ and thus $\deg_{V_t}(v_{l,N}) = 1$. This violation of Claim 1 indicates that in $V_{\text{row}(1\to N-1)}$ any subset including vertices in $V_{(N-1)}$ cannot be strictly dependent. That is, vertices in $V_{(N-1)}$ are excluded from any possible strictly dependent subsets of $V_{\text{row}(1\to N-1)}$. In a similar way, it can be derived that the vertices $V_{(N-2)} = \{v_{n-3N+1}, \ldots, v_{n-2N}\}$ located at the $(N-2)$th row in the 2D grids are excluded from any possible strictly dependent subsets of $V_{\text{row}(1\to N-2)} = \{v_1, v_2, \ldots, v_{n-2N}\}$. Repeating this derivation $N-1$ times from vertices located at the $(N-1)$th row to the first (topmost) row, it can be concluded that none of these vertices can form a strictly dependent subset. Furthermore, $V_{\text{row}(1\to N-1)} \cup \{v_k\}$ for any $v_k \in V_{\text{bottom}}$ is dependent as the strictly dependent pattern (i.e. red circles) in figure 5(c) tells, with figure 5(f) being an explicit
example. Therefore, we demonstrate that for the instances with $b = 0^n$, the row vectors numbered \{1,2,\ldots,n-N\} form one maximal linearly dependent set of $A$ and its binary rank is $r(A) = n-N$.

Now we proceed to deal with the binary rank of general instances with any diagonal elements $b \in \{0,1\}^n$ ($b_i = A_{i,i}$). In the 2D grid graph, we mark the $i$th vertex corresponding to diagonal element $b_i = A_{i,i} = 1$ with a self-loop to connect to itself. Thus for a given target vertex subset $V$, its connected vertex subset $C$ may be expanded compared to $b = 0^n$ due to self-loops, and the Claim 1 about strictly dependent subsets can be adapted as the following generalized claim.

**Claim 2** A given $n \times n$ symmetric binary matrix $A$ with diagonal elements $b \in \{0,1\}^n$ can uniquely specify an undirected graph $G(A)$ such that the off-diagonal part of $A$ determines the edges between different vertices and any bit $b_j = 1$ in $b = b_1b_2\ldots b_n$ would add a self-loop to the vertex $j \in [1,n]$, i.e., an edge that connects this vertex to itself. We denote a target vertex subset $V = \{v_1,v_2,\ldots,v_k\} \subseteq [1,n]$ and its connected vertex subset $C$ in $G(A)$, and define the degree of any vertex $l$ in $C$ with respect to $V$ as $\deg_v(l)$ to indicate the number of edges between $l$ and all vertices in $V$. Note the vertices that belong to $V$ and have self-loops must belong to $C$. Then the target vertex subset $V$ is strictly dependent if and only if $\deg_v(l)$ is even for any $l \in C$, and equivalently the row vectors $\{r_{v_1},r_{v_2},\ldots,r_{v_k}\}$ in $A$ corresponding to $V$ would add modulo 2 together to the vector $0^n$ as equation. (B1).

By Claim 2 we can demonstrate the target vertex subset $V_{row(1\rightarrow N-1)} = \{v_1,v_2,\ldots,v_{n-N}\}$ is still independent regardless of any possible self-loops of certain vertices in the all-connected 2D graph. The method of iteratively checking the independence of vertices located at rows indexed $N-1$, $N-2$, $\ldots,1$ for proof is exactly the same as that for illustrating the instance with $b = 0^n$. Note here the vertex subset $V_{row(1\rightarrow N-1)}$ may not be a maximal independent one for instances other than $b = 0^n$, we therefore conclude that the binary rank of any instance with all-connected 2D grids and $b \in \{0,1\}^n$ is $n-N \leq r(A) \leq n$.

In summary, we prove the binary rank of a given $n \times n$ symmetric binary matrix $A$ restricted to an $N \times N$ all-connected 2D grid graph of size $n$ ($n = N^2$) must be $r \in [n-N,n]$. The aim to find
the maximal linearly independent subset of row vectors in $A$ is neatly addressed from the observation on the geometric structure (e.g. the connected edges and self-loops) of the 2D graph, which is an intuitive way to understand. Besides these instances, we declare the **Claim 2** about deciding strictly dependent row vectors actually holds for any binary symmetric matrix.

**Appendix C. More experimental results for FS2D HLF problem**

As introduced in section 4, we employ customized FPGA platform to implement the classical parallel scheme for solving FS2D HLF problem, and present the statistical distribution of experimental results for several instances with size $n = 2 \times 2$ and $n = 4 \times 4$ in figure. 3. In a general way, problem instances with other sizes can also be solved with similarly designed FPGA architecture. For simplicity, here we record the $n$-bit string in the form $b = 00\ldots0$ as $b = 0^n$.

Figures 6(a), (b) and (c) show the experimental results of three instances for $b = 0^9$, $b = 0^81$ and $b = 0^711$ at $n = 3 \times 3$, respectively. It can be counted from figures 6(a), 6(b) and 6(c) that there are totally 64, 128, and 256 solutions for these three instances, which coincide with their respective binary rank $r = 6, 7, \text{and } 8$.

![Figure 6](image)

**Figure 6.** Experimental results based on FPGA to solve FS2D HLF problem with size $n = 3 \times 3$, each square in the graphs indicates a bit string and its color represents the statistical count (green: 0; red: 1). (a), (b) and (c) correspond to the cases with $b = 0^9$, $b = 0^81$ and $b = 0^711$, respectively. The horizontal and vertical coordinates of these graphs respectively represent the first 5 bits $\{00000, 00001, \ldots, 11111\}$ and last 4 bits $\{0000, 0001, \ldots, 1111\}$ of each 9-bit string.

Figures 7(a), (b) and (c) show the experimental results of three instances for $b = 0^{25}$, $b = 0^{24}1$ and $b = 0^{23}11$ at $n = 5 \times 5$, respectively. Note there are too many bit strings ($2^{25}$) to count, it is impossible to display all of them in the figures. The experimental results are only shown clearly inside sampled areas at four corners, each of which contains the counts of $7 \times 14$ bit strings as representatives. In other areas the counts of bit strings are just shown as ellipses. Through data
processing by Matlab, it is found that that there are totally $2^{20}$, $2^{21}$, and $2^{22}$ different solutions for these three instances as shown in figures 7(a), 7(b) and 7(c), respectively, which coincide with their respective binary rank $r = 20, 21, 22$.

**Figure 7.** Experimental results based on FPGA to solve FS2D HLF problem with size $n = 5 \times 5$, each square in the graphs indicates a bit string and its color represents the statistical count (green: 0; red: 1). (a), (b) and (c) correspond to the cases with $b = 0^{(25)}$, $b = 0^{(24)}1$ and $b = 0^{(23)}11$, respectively. The horizontal and vertical coordinates of these graphs respectively represent the first 13 bits {$0^{(13)}, 0^{(12)}1, \ldots, 1^{(13)}$} and last 12 bits {$0^{(12)}, 0^{(11)}1, \ldots, 1^{(12)}$} of each 25-bit string. Only the experimental results inside areas at four corners are shown clearly for demonstration, and other results are depicted as ellipses.
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