Training Robots without Robots: Deep Imitation Learning for Master-to-Robot Policy Transfer
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Abstract—Deep imitation learning is promising for robot manipulation because it only requires demonstration samples. In this study, deep imitation learning is applied to tasks that require force feedback. However, existing demonstration methods have deficiencies; bilateral teleoperation requires a complex control scheme and is expensive, and kinesthetic teaching suffers from visual distractions from human intervention. This research proposes a new master-to-robot (M2R) policy transfer system that does not require robots for teaching force feedback-based manipulation tasks. The human directly demonstrates a task using a controller. This controller resembles the kinematic parameters of the robot arm and uses the same end-effector with force/torque (F/T) sensors to measure the force feedback. Using this controller, the operator can feel force feedback without a bilateral system. The proposed method can overcome domain gaps between the master and robot using gaze-based imitation learning and a simple calibration method. Furthermore, a Transformer is applied to infer policy from F/T sensory input. The proposed system was evaluated on a bottle-cap-opening task that requires force feedback.

Index Terms—Imitation Learning, Deep Learning in Grasping and Manipulation, Dual Arm Manipulation, Force and Tactile Sensing

I. INTRODUCTION

Deep imitation learning is a model-free method for policy optimization that imitates expert (typically, human)-demonstrated behaviors using a deep neural network. This method has been applied to dexterous robot manipulation tasks for which the manual definition of the optimal solution is infeasible (e.g., [1], [2], [3]).

The aim of this study is the imitation learning of a manipulation task that requires force feedback for successful manipulation. Previous demonstration methods (i.e., teleoperation, bilateral teleoperation, kinesthetic teaching, and learning from watching) suffer when they consider force feedback during deep imitation learning (Table I). In teleoperation-based methods in which the human operator teleoperates the robot using a controller (e.g., [3], [4]), force feedback is not provided to the human operator. Bilateral teleoperation enables accurate force control by reproducing the force feedback of the robot at the master’s actuators (e.g., [5]). However, in this method, the safety of the human operator who physically interacts with the moving actuators must be considered [5]. A complex control scheme is required to compensate for the time delay caused by communication between the master and robot [6] or to ensure stability, and the system is expensive because both the master and robot require a motor. Previous approach to bilateral teleoperation with force feedback using a relatively low-cost and safe haptic device (Geomagic touch) was presented [7]. However, it lacks the power required for practical manipulation tasks. Kinesthetic teaching is another robot teaching method in which a human grasps the robot arm and teaches the task by moving it (e.g., [8], [9]). However, when adapting the method to the end-to-end learning of visuomotor control, this method suffers from severe visual distractions, such as the human body. Additionally, this method requires a torque sensor on each joint for gravity and friction compensation; therefore, a high-cost force-controllable robot is required. A few researchers have studied a robot that learns from watching humans demonstrate tasks [10], [11], [12]. However, these methods cannot transfer force feedback because it cannot be acquired from video demonstrations. To summarize, current demonstration generation methods lack force feedback or require expensive robots in the demonstration system. This problem raises the demand for a simple demonstration method that can be applied to force feedback-based tasks.

In this study, a simple master-only demonstration system that can imitate tasks that require force feedback (Fig. 1) is proposed. The proposed method includes the hardware structure for the demonstration, methods to reduce the domain gap between the demonstration and the real-robot environment, and dual-action-based deep imitation learning with Transformer-based force/torque (F/T) sensory attention.

A master controller is proposed that imitates the same Denavit-Hartenberg (DH) parameters as the UR5 (Universal Robots) robot, and the robot and controller have the same end-effector design and F/T sensors (Fig. 2a and 2b). The human demonstrator uses this controller to directly manipulate the object and receive force feedback during manipulation. The shared DH parameters between the master and robot facilitate the transfer of motor skills from humans to robots by constraining the human operators’ physicality through the
Fig. 1: (a) Master-to-robot (M2R) policy transfer system can teach robots tasks that require force feedback from master-only-generated demonstrations. This method uses gaze-based visual attention to minimize the visual gap between the master and robot. (b) The dual-action [1], which separates the entire robot trajectory into the global-action of approximate reaching to the target object and local-action of precise manipulation of the object, is used for the precise reaching subtask. (c) The output foveated vision of the proposed gaze-based visual attention can effectively eliminates the visual gap between the master and the robot.

![Diagram](image)

| Method                | Safety | No visual distraction | Force feedback | No robot required during training |
|-----------------------|--------|-----------------------|----------------|----------------------------------|
| Master-to-robot (proposed) | ✓      | ✓                     | ✓              | ✓                                |
| Teleoperation         | ✓      | ✓                     | ✗              | ✗                                |
| Bilateral teleoperation | ✗     | ✓                     | ✓              | ✗                                |
| Kinesthetic teaching  | ✓      | ✗                     | ✓              | ✗                                |
| Learning from watching | ✓      | ✓                     | ✓              | ✓                                |

TABLE I: Comparison of demonstration methods.

use of the master controller. This master controller for the M2R policy transfer system has a few advantages. First, a demonstration with force feedback is possible without an expensive bilateral system; this controller does not require any motor or gear, only a simple encoder. Second, no complex control scheme is required to ensure safety and stability because the human controls the end-effector while performing the demonstration. Third, this controller can teach tasks that require force feedback with the Transformer-based F/T sensory attention.

This system must overcome two types of domain gaps between the master and robot: visual gap and kinematic gap. The visual gap is a domain gap in vision caused by different visual components, such as the human arm. Gaze-based deep imitation learning [4] has been proposed, which can suppress the visual gap using the human gaze that is naturally estimated during the demonstration. Because the human naturally gazes at the target object [13], foveated vision cropped from global vision using the predicted gaze position effectively suppresses the visual gap.

The kinematic gap is a domain gap between the master controller and robot caused by their kinematic difference. This study uses a master controller with the same DH parameters as the robot to minimize the kinematic gap. Additionally, a simple calibration method is used to minimize the kinematic difference between the master and robot caused by deflection.

In this study, the Transformer architecture [14] is used to process force/torque (F/T) sensory information to make the robot attend to important channels from the relatively high-dimensional dual-arm F/T sensory inputs. Additionally,
dual-action separation is used to ensure precise object manipulation.

The proposed imitation learning method, accompanied by a master-only demonstration system, was validated in the real-world robot experiment of a bottle-cap-opening task, which requires both a precise grasping-cap policy, and the policy considers force feedback.

To summarize, the contributions of this study are as follows:

- Master-to-robot policy transfer system is proposed that can learn the task requires force feedback with the master-only demonstration data.
- Gaze-based visual attention is proposed that can minimize the visual gap.
- Transformer-based F/T sensory input attention is proposed that can train a robot on tasks that require force feedback.

II. Method

The proposed M2R policy transfer system consists of a hardware for master-only demonstrations, gaze-based visual attention and a kinematic calibration method to minimize the domain gap between the master and robot, and dual-action deep imitation learning with the Transformer-based F/T sensory attention. In this section, each component is described.

A. Hardware for master-only demonstrations

This framework uses a dual-arm robot system with two UR5 robots. In the authors’ previous study (e.g., [4]), this system was operated in teleoperation mode. By contrast, in the present study, demonstration data are generated in master-only mode. In this mode, the human demonstrator uses the fingertip of the master controller (Fig. 2a) to execute tasks. The controller collects joint angles from its encoders mounted on a structure that has DH parameters identical to those of the UR5 robot. The shared DH parameters between the master and robot facilitate the transfer of motor skills from humans to robots. The idea behind this is that the physicality of the robot has a significant influence on motor skills, and constraining the physicality of the human operators through the use of the master controller allows them to develop motor skills suitable for the robot. This helps to ensure that the kinematics of the system can be solved. Therefore, the robot can easily reproduce human behavior by following the recorded encoder values. The end effectors on the robot and master are identical: one degree-of-freedom grippers (Fig. 2b). Additionally, an F/T sensor (Leptino, PFS 630Y A301) is placed between the fingertip and rod so that the F/T of the fingertip can be measured.

The human operator observes a stereo image from a stereo camera (ZED-Mini, StereoLabs) using a head-mounted display (HMD). The stereo cameras are mounted in identical relational positions on both the robot and master sides (Fig. 2c). For the master, this location is just above the operator’s head. This shared camera mount position minimizes the visual gap between the master and robot caused by different viewpoints. The developed pan-tilt camera system can control its direction, which can be used in future studies.

B. Calibration

The proposed controller and UR5 robot have identical DH parameters. However, the authors found that there is still an error because of deflection caused by gravity. Therefore, calibration is required to reduce the error.

Motion capture is used for calibration. The accurate end effector position and rotation are measured using the Optitrack motion capture device. The master controller is moved randomly by the human operator while it records the joint angle, and the motion capture device measures the exact position simultaneously, which is then played back in the robot. A transformation from the motion-captured master position/rotation $M_{mocap}$ to the robot position/rotation $R_{mocap}$ transforms the position/rotation $M_{enc}$ calculated from the joint angle into the calibrated robot state $R_{enc}$.

The position $p$ and orientation $o$ are separated, and the homogeneous transformation matrix $A_p$ and rotation matrix $A_o$ are calculated by learning the least-squares solution:

$$R_{mocap} = A_p^{4 \times 4} M_{mocap}$$  \hspace{1cm} (1)

$$R_{mocap} = A_o^{3 \times 3} M_{mocap}$$  \hspace{1cm} (2)

Therefore, the calibration of robot state $R_{enc}$ is calculated using the following equations:

$$R_{p}^{enc} = A_p^{4 \times 4} M_{p}^{enc}$$  \hspace{1cm} (3)

$$R_{o}^{enc} = A_o^{3 \times 3} M_{o}^{enc}$$  \hspace{1cm} (4)

and the calibrated robot state $R_{enc}$ is used for neural network model training.

C. Gaze-based visual attention

Gaze-based visual attention was proposed in [4]. This method reproduces the human’s gaze, which can be acquired naturally during demonstration using an eye tracker on the HMD (Fig. 1). The gaze-based visual attention is used to minimize the visual gap between the demonstration data from the master and the test on the robot. Because the human gaze is correlated with the target object position [13], [15].
this method can eliminate distractions from the human hand. Therefore, the visual appearance of both the robot and master are similar in foveated vision (Fig. [1] (c)).

This method first collects the two-dimensional gaze coordinates using the eye tracker during the demonstration. Then, mixture density network (MDN)-based [16] gaze prediction architecture [17], [4] is trained to reproduce the probability of the gaze position based on the global vision. The trained MDN predicts the gaze position in the test environment using robots. Foveated vision is an area around the gaze position cropped from the global vision. This visual attention process can suppress visual distractions from task-unrelated objects or background while fully providing information about the task-related object or area.

The details of MDN architecture are as follows: First, a series of five convolutional neural networks (CNNs) and rectified linear units (ReLUs) followed by SpatialSoftmax [18] extract visual features, which are then processed by the MDN, which is composed of a Gaussian mixture model (GMM) with eight Gaussians. Finally, this GMM is fit to the coordinates of the gaze position using [2]

\[
L_{gaze} = -\log\left(\sum_{i=1}^{8} p^i \mathcal{N}(g; \mu^i, \Sigma^i)\right),
\]

where \(p^i\), \(\mu^i\), and \(\Sigma^i\) represent the weight, mean, and covariance matrix of the \(i\)th Gaussian, respectively, and \(g\) denotes a target gaze coordinate. The gaze position is used to crop \(128 \times 128\) foveated vision from \(256 \times 256\) global vision.

It is important to note that kinesthetic teaching is unable to utilize the advantage of gaze-based attention as the human operator must control the dual-arm robot from the opposite side of the table, which creates confusion when attempting to observe the view from the robot’s camera through the HMD.

D. Dual-action

Because cap-reaching behavior requires precise manipulation, the dual-action architecture proposed in [11] is used. Based on a physiological study [19] in which the human’s reaching movement was divided into two distinctive systems, the dual-action architecture divides the entire robot trajectory into the global action and local action. This architecture first detects whether the end effector is in foveated vision [20]; if not, the global action, which is the fast action that delivers the hand to the vicinity of the target, is used; and if so, the local action, which is a precise and slow action when the hand is near the target, is activated (Fig. [1]). This enables high-precision manipulation, such as needle threading [1] or banana peeling [20].

In the dual-action architecture, each step is labeled as global-action, local-action from the demonstration data and used to train the global-action network or local-action network, respectively. A human manually annotated some demonstrations to train a CNN-based classifier to classify the remaining demonstrations. The classifier’s output was verified by a human (The details can be found at [II-C1]). The global and local-action networks are distinctively trained using the annotated data. During the test, a binary classifier, which inputs foveated vision to classify the global and local actions, is used to choose which action network to use.

The global-action network inputs stereo foveated images, the robot state, and the stereo gaze position to output the action (Fig. [4a]). The local-action network inputs foveated vision to output the precise local action. Because the robot’s kinematic state is not used for input, this network can accurately predict the action regardless of the kinematic gap between the demonstration data from the master and the test environment of the robot (Fig. [4b]).

The action is defined as the difference between the seven-dimensional robot state (three-dimensional position, three-dimensional orientation, and a gripper angle) at the next step and the current robot state. The orientations of the robot state input into the neural network models are decomposed using cosine and sine to prevent the drastic change of the angle representation; therefore, it is ten-dimensional. The global-action network uses a series of CNN, ReLU, and max-pooling layers with the stride equal to 2. The local-action network uses one CNN layer with an ReLU followed by nine residual blocks [21], and a max-pooling layer is inserted in every two residual blocks with the stride equal to 2. The CNN layer uses a \(3 \times 3\) filter with 32 channels. The multilayer perceptron (MLP) module is a series of fully connected layers (FCs) with a node size of 200 and an ReLU between the FCs. The action is optimized using \(\ell_2\) loss.

E. Transformer-based force-feedback network

The force feedback network uses the dual-arm F/T sensory data and foveated image to compute the action command (Fig. [4]). This architecture processes F/T sensory data with the Transformer-based self-attention architecture [14], inspired by a study [2] in which researchers implemented the self-attention architecture to reduce distractions in dual-arm somatosensory inputs. In the present study, the Transformer is used to attend to useful F/T sensory information from both arms and reduce distractions from other F/T sensory information. The feedforward network also processes the foveated image using the same CNN architecture as the global-action network. The output of the CNN and Transformer is concatenated and then processed with the MLP to predict the action command.

III. EXPERIMENTS

A. Calibration results

Fig. [5a] illustrates part of the calibrated trajectory of the left arm. After calibration, the master controller’s position \(M_{p_{mocap}}\) is translated into \(A_p M_{p_{mocap}}\), which is much closer to the actual robot position \(R_{p_{mocap}}\). Fig. [5b] compares the mean Euclidean distance between the master and robot, \(|M_{p_{mocap}} - R_{p_{mocap}}|\) (blue), and after calibration, \(|A_p M_{p_{mocap}} - R_{p_{mocap}}|\) (orange). The result indicates that the overall error decreased after calibration. Particularly, the error on the \(z\)-axis, which was mainly caused by the deflection of the upper arm because of gravity, occupied the most significant error between the master and robot, but decreased after calibration. This calibration was robust because the main error on the \(z\)-axis was caused by gravity, which is almost constant on the surface of the earth.
DA-force successfully grasped the bottle (∼7 s), grasped the cap (∼7 s ∼ 28 s), and rotated it (∼28 s ∼ 33 s).

**Table II: Subtask description**

| Subtask   | Init         | Goal          | Network type | Description                                      |
|-----------|--------------|---------------|--------------|--------------------------------------------------|
| GraspCap  | Global       | Grasp the body of the bottle using the right hand       |
| GraspBottle | Global → Local | Reach and grasp the bottle cap with the left hand |                     |
| Rotate    | Force feedback | Open the bottle cap by rotating the left hand         |                     |

**B. Bottle-cap-opening task**

Our previous robot system successfully solved various dexterous manipulation tasks (e.g., [1], [2], [20]) by demonstration with teleoperation. However, we encountered limitations in achieving contact-rich tasks with strict geometrical constraints, which even human teleoperators could not accomplish. The proposed M2R framework targets bottle-opening, a representative example of such tasks that requires precise gripper rotation with exact \((x, y)\) translation to compensate for the offset between the cap and gripper. The M2R framework enables the demonstrator to directly feel force-feedback from the exerted action, facilitating the discovery of motor skills suitable for the robot in contact-rich tasks.

**C. Training setup**

We trained and tested our model with three different plastic bottles (bottle-A, B, and C, Fig. 6). We used bottle-A for ablation studies and other analysis. Relatively small number of demonstration sets of bottle-B and C (Table III) are added to and re-trained to evaluate the adaptation ability of the proposed
model on new bottle with less dataset. Bottle-B has the same size and shape but different texture with the bottle-A. Bottle-C has the different size, shape and texture, thus require more adaptation ability than bottle-B.

The bottle-cap-opening task was segmented into the three subtasks GraspBottle, GraspCap, and Rotate described in Table III. GraspBottle → GraspCap was segmented because the robot changes its manipulating arm from right to left, and then GraspCap → Rotate because rotation requires force feedback, whereas GraspCap does not. Each subtask used a different neural-network architecture. First, GraspBottle is a simple grasping movement that the global-action network can accomplish. GraspCap is high-precision grasping, which requires a dual-action network that combines global and local-action networks. Finally, Rotate requires force feedback; therefore, a force feedback network was used.

1) Demonstration data generation: During the demonstration, the human operator grasped the bottle with the right gripper (GraspBottle), reached the bottle cap with the left gripper (GraspCap), and repeatedly rotated the cap until it opened (Rotate). Each subtask was segmented during training using a foot keyboard. GraspCap was more complicated than the other subtasks because the exact grasping of the cap requires reaching to the cap with small clearance (i.e., small mistake in grasping results in failure to open the cap during Rotate). Therefore, demonstrations that repeated GraspCap were added. The entire demonstration set was divided into 90% training and 10% validation sets. The training dataset statistics are presented in Table III.

From a 1280 × 720 × 3 raw RGB stereo camera image, a region of 256 × 256 pixels was cropped to form the global vision around the center position of [678, 428] for left vision and [756, 428] for right vision to reduce the visual gap.

The global/local-action labels were annotated in GraspCap. First, a human manually annotated 202 demonstrations from dataset of bottle-A. The result labels were used to train a simple CNN-based binary classifier \( \pi(f_i) \rightarrow \{\text{global-action, local-action}\} \), where \( f_i \) denotes the foveated image. The trained classifier then automatically classified the remaining 5596 demonstrations. If the classification result of one demonstration episode \( f_0, ..., f_t \) provided more than one transition (i.e., there was any \( t \) of which \( \pi(f_t - 1) \rightarrow \text{local-action} \) and \( \pi(f_t) \rightarrow \text{global-action} \) for any time step \( t \in [1, L] \)), the human reannotated the demonstration episode. Datasets of bottle-B and bottle-C were annotated with same process.

2) Model training: The gaze predictor and policy network were trained on each subtask. These models were trained for 300 epochs with a learning rate of \( 3 \cdot 10^{-5} \) using rectified Adam and a weight decay of 0.01. For training, eight NVIDIA v100 GPUs with Intel Xeon CPU E5-2698 v4 or four NVIDIA a100 GPUs with two AMD EPYC 7402 CPUs were used, and for the robot tests, one NVIDIA GTX 1080 and one Intel i7-8700K CPU were used.

D. Test setup

The objective of the test was to evaluate whether the robot could grasp the bottle with its right hand, grasp the bottle cap with its left hand, and rotate the cap once without the cap slipping or bottle tilting. The test was repeated 18 times for different initial bottle positions, which were reproduced from the initial positions recorded in the randomly sampled validation set. The bottle cap was manually rotated approximately 90 degrees from the completed closed state because opening the completely locked cap required too much torque for the robot.

This study proposed the gaze-based dual-action approach with force feedback. Four types of neural network architecture were compared to evaluate the validity of each component:

- \textbf{DA-force:} DA-force uses both F/T sensory feedback and gaze-based dual-action (DA) architecture.
- \textbf{No-force:} to validate the necessity of an F/T sensor, No-force does not input F/T sensor information while rotating the cap.
- \textbf{No-DA:} this architecture validates whether dual action is effective in the M2R framework. In this architecture, global and local actions are not distinguished. Therefore, the policy in each subtask is trained and inferred only from the global-action network.
- \textbf{No-gaze:} DA-force inputs foveated images to minimize the visual gap. No-gaze inputs global vision to investigate whether the visual gap is indeed reduced by the gaze. As proposed in [3], the global image was processed using SpatialSoftmax after five layers of CNNs and ReLU.

E. Experimental results

Fig. 3 illustrates that the proposed DA-force successfully executed the bottle-cap-opening task on bottle-A. Among all
the tested model architectures, **DA-force** had the best final cumulative success rate of 83.3\% by combining DA, F/T sensor input, and gaze (Fig. 7).

Second, **No-force**, which did not use F/T sensory information, executed accurate reaching and grasping; however, poor manipulation during *Rotate* caused a slip during cap opening (Fig. 8a), which resulted in a lower final success rate than **DA-force**.

Third, **No-DA** failed at accurately reaching the cap because it lacked the dual-action system (Fig. 8c). Some may argue that the gripper touched the bottle cap; therefore, simply closing the bottle collapsed when the gripper was closed manually.

![Visualized failure trial.](image)

![Failure example of No-force:](image)

![Failure example of No-gaze: robot was not able to correctly grasp the bottle cap.](image)

![Failure at grasping](image)

![Manual close of the gripper](image)

![Attention for the failure](image)

![F/T sensor values for the failure trial.](image)

![Attention for the successful trial.](image)

![F/T sensor values for the successful trial.](image)

![Attention for the successful trial.](image)

**Fig. 8: Failure examples.**

**Fig. 10** shows examples of F/T sensory values and attention of the Transformer for the sample successful and failure trials. R:fz refers to the force of the z-axis on the right arm. It may have led to successful grasping. However, the bottle collapsed when the gripper was closed manually.

Finally, **No-gaze** demonstrated low accuracy for both *GraspBottle* and *GraspCap* (Fig. 8b). This low accuracy was because the global vision-based policy was weak against distractions caused by the visual gap. The visualized example of two-dimensional visual features extracted by SpatialSoftmax on the global vision processing network demonstrated the difference in the feature coordinates between the demonstration data collected by the master (validation set) and the robot data collected by **DA-force** during the test (Fig. 9). Some features focused on similar areas (Fig. 9a, 9b), whereas others focused on different areas (Fig. 9c, 9d). This difference resulted in errors in the action output computed from the MLP layer. Therefore, the architecture using global vision failed to predict the accurate action.

**Fig. 10** represents the results comparison of all bottles.
Even though the bottle-B and C are trained with smaller number of dataset, the neural network well adapted to those new bottles.

IV. DISCUSSION

In this study, a master-to-robot policy transfer learning system using gaze-based dual-action deep imitation learning was demonstrated. This system is composed of hardware for the master-only demonstration, methods to reduce domain gaps, and gaze-based dual-action deep imitation learning with F/T sensory attention. The proposed system was tested on the bottle-cap-opening task for a real robot. In this task, the demonstration dataset was generated only from the master. The proposed method successfully learned bottle-cap opening with an 83.3% success rate.

The proposed method demonstrated that the visual and kinematics gap can be suppressed using the gaze-based visual attention and the simple calibration. The proposed system has a few advantages over other robot teaching methods. First, this system does not require a robot during the demonstration. Second, because demonstration data collection and training are possible from a simple controller that consists of encoders and F/T sensors, this demonstration system is comparatively low-cost compared with a bilateral teleoperation system. Third, a complex control scheme is not needed during the demonstration because the master controller is controlled directly by the human operator. Therefore, the proposed system is naturally safe, unlike a bilateral system that requires complex control schemes to achieve safety and stability. Finally, this M2R system can be scaled up efficiently. For example, a large-scale M2R system can consist of only one robot, and multiple masters can create large-scale demonstration data.

The method allows any gripper design provided it satisfies two conditions: (1) minimize human hand interference in the foveated vision, and (2) provide force feedback to the operator. For multi-DOF grippers, the design idea proposed in [24] may be beneficial.

One problem with the proposed system is that it requires cameras mounted in a fixed position on both the master and robot sides. This fixed camera mount restricts the robot’s design to prevent intervention with the human’s body. If the robot can learn from images acquired from different viewpoints, images from in front of the HMD will be available. This will be considered in future work.
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