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Abstract

A plethora of natural, artificial and social systems exist which do not belong to the Boltzmann-Gibbs (BG) statistical-mechanical world, based on the standard additive entropy $S_{BG}$ and its associated exponential BG factor. Frequent behaviors in such complex systems have been shown to be closely related to $q$-statistics instead, based on the nonadditive entropy $S_q$ (with $S_1 = S_{BG}$), and its associated $q$-exponential factor which generalizes the usual BG one. In fact, a wide range of phenomena of quite different nature exist which can be described and, in the simplest cases, understood through analytic (and explicit) functions and probability distributions which exhibit some universal features. Universality classes are concomitantly observed which can be characterized through indices such as $q$. We will exhibit here some such cases, namely concerning the distribution of inter-occurrence (or inter-event) times in the areas of finance, earthquakes and genomes.
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1. HISTORICAL AND PHYSICAL MOTIVATIONS

In 1865 Clausius introduced in thermodynamics, and named, the concept of entropy (noted $S$, probably in honor of Sadi Carnot, whom Clausius

Email address: tsallis@cbpf.br (Constantino Tsallis)

*Invited review to appear in Chaos, Solitons and Fractals.
admired) \[1\]. It was introduced on completely macroscopic terms, with no reference at all to the microscopic world, whose existence was under strong debate at his time, and still even so several decades later. One of the central properties of this concept was to be thermodynamically extensive, i.e., to be proportional to the size of the system (characterized by its total mass, for instance). In the 1870’s Boltzmann \[2\,\,3\] made the genius connection of the thermodynamical entropy to the microcosmos. This connection was refined by Gibbs a few years later \[4\]. From this viewpoint, the thermodynamic extensivity became the nowadays well known property that the total entropy of a system should be proportional to \(N\), the total number of its microscopic elements (or, equivalently, proportional to the total number of microscopic degrees of freedom). More precisely, in the \(N \to \infty\) limit, it should asymptotically be

\[S(N) \propto N,\]  

hence

\[0 < \lim_{N \to \infty} \frac{S(N)}{N} < \infty.\]  

For a \(d\)-dimensional system, \(N \propto L^d\), where \(L\) is a characteristic linear size and \(d\) is either a positive integer number (the standard dimension, basically), or a positive real number (fractal dimension, a concept which was in fact carefully introduced by Hausdorff and fruitfully explored by Mandelbrot). Consequently, Eqs. \(1\) and \(2\) can be rewritten as follows:

\[S(L) \propto L^d,\]

hence

\[0 < \lim_{L \to \infty} \frac{S(L)}{L^d} < \infty.\]  

The entropic functional introduced by Boltzmann and Gibbs (and later on adapted to quantum and information-theoretical scenarios by von Neumann and Shannon respectively) is given (for systems described through discrete random variables) by

\[S_{BG}(N) = -k \sum_{i=1}^{W(N)} p_i \ln p_i \left( \sum_{i=1}^{W(N)} p_i = 1 \right),\]

where \(k\) is conventional positive constant (usually taken to be Boltzmann constant \(k_B\) in physics, and \(k = 1\) in several other contexts), and \(i\) runs
over all non-vanishing-probability microscopic configurations of the $N$-sized system, $\{p_i\}$ being the corresponding probabilities. In the particular case of equal probabilities, i.e., $p_i = 1/W(N) \quad (\forall i)$, we recover the celebrated Boltzmann formula

$$S_{BG}(N) = k \ln W(N). \quad (6)$$

It is clear that, if the microscopic random variables are probabilistically (strictly or nearly) independent, we have

$$W(N) \propto \mu^N \quad (\mu > 1; \ N \to \infty), \quad (7)$$

hence Eq. (6) implies that $S_{BG}(N) \propto N$, thus satisfying the (Clausius) thermodynamic expectation of extensivity, here represented by Eq. (1). If we have $N$ coins (dices), then $\mu = 2 \ (\mu = 6)$; if we have a $d$-dimensional first-neighbor-interacting Ising ferromagnet in thermal equilibrium with a thermostat, then $\mu$ essentially is some temperature-dependent real number.

$W(N)$ might however have a functional dependance drastically different from (7). For example, it could be (see [5, 6, 7, 8], and pages 66-68 of [9]; see also [10, 11])

$$W(N) \propto N^\rho \quad (\rho > 0; \ N \to \infty), \quad (8)$$

or (see page 69 of [9])

$$W(N) \propto \nu^{N^\gamma} \quad (\nu > 1; \ 0 < \gamma < 1; \ N \to \infty). \quad (9)$$

Such cases clearly correspond to probabilistically strong correlations, of different nature though. We easily verify that, for $N \to \infty$,

$$1 << N^\rho << \nu^{N^\gamma} << \mu^N. \quad (10)$$

This is directly related to strong restrictions which mandate an occupancy of the entire phase space substantially lesser than full (or nearly full) occupancy (which corresponds in turn to Eq. (7), and, for nonlinear dynamical systems, to ergodicity). We may say alternatively that Eq. (7) is to be associated with

\footnote{Usually $W$ increases with $N$, but it is not forbidden that it asymptotically decreases with $N$ (see [12] for instance). Therefore, it might in principle also occur $\mu < 1$ in Eq. (7), $\rho < 0$ in Eq. (8), and $\nu < 1$ with $\gamma > 0$ in Eq. (9). Of course, in such pathological cases, an additive constant of the order of unity must be included in the asymptotic behaviors in order to never violate $W \geq 1$.}
an occupancy of phase space with finite Lebesgue measure, whereas Eqs. (8) and (9) typically correspond to an occupancy with zero Lebesgue measure.\footnote{Let us further analyze this case. If we have $N$ distinguishable particles, each of them living in a continuous $D$-dimensional space ($D = 2d$ if the system is defined in terms of canonically conjugate dynamical variables of a $d$-dimensional system; for example, Gibbs $\Gamma$ phase space is a $2dN$-dimensional space), then the full space of possibilities is a $D^N$-dimensional hypercube whose hypervolume equals $D^N$ (under the assumption that virtually all these possibilities have nonzero probability to occur). In such a case, its Lebesgue measure scales precisely as $W(N) \sim D^N$, in conformity with Eq. (7) with $\mu = D$. Strong correlations in such a system can not increase its Lebesgue measure, but can of course decrease it, and even make it to be zero, as are the cases corresponding to Eqs. (8) and (9). However, in remarkable contrast with the standard situation represented by Eq. (7), systems do exist whose total number of possibilities can increase even faster than $\mu^N$. Such is the case of $N$ ranked elements. Indeed, the amount of all possible rankings yields $W(N) = N!$.\footnote{Consequently the BG entropy given by Eq. (5) yields $S_{BG}(N) \sim kN \ln N$, which does not conform to thermodynamics. What precise entropic form would recover extensivity for such a case is at present an interesting open question.}

If we assume — and we do, for reasons to be presented hereafter — that entropic extensivity (i.e., Eq. (11)) must hold in all cases, we are forced to generically abandon the BG functional (5) whenever probabilistically strong correlations are generically present in the system. This is the primary physical and mathematical origin of the nonadditive entropies introduced in [5] in order to generalize the BG entropy $S_{BG}$ and also concomitantly generalize the BG statistical mechanics. This is fully consistent with crucial remarks by Boltzmann, Gibbs, Fermi, Majorana, Tisza, Landsberg, and various others (see, for instance, Chapter 1 of [9]) pointing the limits of validity of the BG basic hypothesis. In the next Section we show how nonadditive entropic functionals (e.g., $S_q$ introduced in [5] in order to generalize the BG theory) become mandatory in order to satisfy this demand in those cases which overcome the usual BG frame and its additive functional $S_{BG}$.

2. THERMODYNAMICAL ENTROPIC EXTENSIVITY IN STRONGLY CORRELATED SYSTEMS GENERICALLY MANDATES NONADDITIVE ENTROPIC FUNCTIONALS

In what follows we shall refer to uncorrelated or weakly correlated $N$-body systems whenever Eq. (7) occurs, and to strongly correlated ones whenever zero-Lebesgue-measure behaviors such as those in Eqs. (8) and (9) occur.
Let us introduce now the following entropic functional ($q \in \mathbb{R}$):

\[ S_q = k \frac{1 - \sum_{i=1}^{W} p_i^q}{q - 1} \quad (S_1 = S_{BG}). \tag{11} \]

This expression can be equivalently rewritten as follows:

\[ S_q = k \sum_{i=1}^{W} p_i \ln_q \frac{1}{p_i} = -k \sum_{i=1}^{W} p_i^q \ln_q p_i = -k \sum_{i=1}^{W} p_i \ln_{2-q} p_i, \tag{12} \]

where

\[ \ln_q z \equiv \frac{z^{1-q} - 1}{1 - q} \quad (\ln_1 z = \ln z). \tag{13} \]

For the particular instance of equal probabilities (i.e., $p_i = 1/W$) we have

\[ S_q = k \ln_q W = k \frac{W^{1-q} - 1}{1 - q}. \tag{14} \]

Consequently, in the case corresponding to Eq. (8), we do not wish to use the BG entropy. Indeed, it yields $S_{BG}(N) \propto \ln N$, which violates thermodynamic extensivity. If we use instead Eq. (14) we obtain

\[ S_{1-1/\rho}(N) \propto N, \tag{15} \]

which is thermodynamically admissible! We can straightforwardly verify that the entropic functional $S_q$ is nonadditive (in contrast with the additive functional $S_{BG}$). Indeed, if $p_i^{A+B} = p_i^A p_i^B$, we have

\[ \frac{S_q(A + B)}{k} = \frac{S_q(A)}{k} + \frac{S_q(B)}{k} + (1 - q) \frac{S_q(A)}{k} \frac{S_q(B)}{k}. \tag{16} \]

Let us consider now the case corresponding to Eq. (9), there is no value of $q$ that would make $S_q(N)$ to be extensive. We are therefore obliged to postulate another entropic functional. Let us define ($\delta \in \mathbb{R}$)

\[ S_\delta = k \sum_{i=1}^{W} p_i \left[ \ln \frac{1}{p_i} \right]^\delta \quad (S_1 = S_{BG}). \tag{17} \]

If we have equal probabilities, we verify

\[ S_\delta = k \left[ \ln W \right]^\delta. \tag{18} \]
We can therefore check that, for Eq. (9),

\[ S_{1/\gamma}(N) \propto N, \tag{19}\]

which, once again, is thermodynamically admissible. Therefore, once again, in order to achieve thermodynamical extensivity we are led to use a nonadditive entropy. Indeed, if the probabilistic systems \( A \) and \( B \) are independent (i.e., \( p_{ij}^{A+B} = p_i^A p_j^B \)), we verify that generically \( S_\delta(A + B) \neq S_\delta(A) + S_\delta(B) \).

In fact, \( S_{BG}, S_q \) and \( S_\delta \) can be unified through \([16]\)

\[ S_{q,\delta} = k \sum_{i=1}^{W} p_i \left[ \ln q \frac{1}{p_i} \right]^\delta. \tag{20} \]

We verify that \( S_{1,1} = S_{BG}, S_{q,1} = S_q \) and \( S_{1,\delta} = S_\delta \). The statistical mechanics associated with \( S_\delta \) and \( S_{q,\delta} \), as well as the corresponding nonlinear Fokker-Planck, have been worked out in \([17, 18]\). Also, for the equal-probability cases, a generic thermodynamical discussion can be found in \([19, 20, 21]\).

Many other entropic functionals can be found in \([22, 23]\); in particular, an intriguing connection between \( S_q \) and the Riemann zeta function is exhibited in \([22]\). The crucial distinction between entropic additivity and entropic extensivity is illustrated in Table 1.

All the examples in Table 1 assume equal probabilities of the \( W \) nonvanishing-probability events. What about a more generic situation? In general, such nontrivial first-principle calculations are mathematically intractable. There are however a few exceptions. One of the most neat examples concerns the quantum critical point of a \((1 + 1)\)-dimensional class of Hamiltonians whose continuum limit is characterized by a conformal field with central charge \( c \) (\( c = 1/2 \) corresponds to the Ising ferromagnet as well as to the axial anisotropic Heisenberg ferromagnetic model \([24]\); \( c = 1 \) corresponds to the isotropic XY ferromagnet). It turns out that the extensive entropy of subsystems within an infinite quantum chain is \( S_q \) with \([25]\) (see also \([26]\)).

\[ q = \frac{\sqrt{9 + c^2} - 3}{c}. \tag{21} \]

See Fig. 1. Before going on, let us comment a point deserving further clarification The above simple illustrations in Table 1 focusing on how the functional form of \( W(N) \) can determine an entropic functional \( S(\{p_i\}) \) that satisfies thermodynamic extensivity, are based, as already mentioned, on
Table 1: Additive and nonadditive entropic functionals and illustrative classes of systems for which the entropy is extensive. $W(N)$ is the number of admissible equally probable microscopic configurations of a system with $N$ elements; only configurations with nonvanishing occurrence probability are considered admissible.

| $W(N)$ $(N \to \infty)$ | $S_{BG}$ \text{(ADDITIVE)} | $S_q (q \neq 1)$ \text{(NONADDITIVE)} | $S_\delta (\delta \neq 1)$ \text{(NONADDITIVE)} |
|---|---|---|---|
| $e.g., \mu^N$ $(\mu > 1)$ | EXTENSIVE | NONEXTENSIVE | NONEXTENSIVE |
| $e.g., N^\rho$ $(\rho > 0)$ | NONEXTENSIVE | EXTENSIVE \((q = 1 - 1/\rho)\) | NONEXTENSIVE |
| $e.g., N^{\nu \gamma}$ $(\nu > 1; 0 < \gamma < 1)$ | NONEXTENSIVE | NONEXTENSIVE | EXTENSIVE \((\delta = 1/\gamma)\) |

The assumption of equal probabilities. In other words, we have used the maximal value that the specific entropic functional can assume. In many cases this procedure is the correct one. It can however be wrong under some specific circumstances. To clarify this issue let us analyze with some detail the case analytically discussed in [25]. The correct formula for the index $q$ which satisfies entropic extensivity is given by Eq. (21). However, it has been analytically proved (see [30]) that, for this one-dimensional strongly-entangled quantum subsystem of size $L$, we have

$$S_{BG}(L) = c3 \ln L + \ln b + ...,$$

(22)

where $b$ is a constant. This expression, together with the hypothesis $S_{BG}/k = \ln W$, implies $W(L) \sim bL^\rho$ with $\rho = c/3$, which would determine, if we had equal probabilities \textit{(which we have not!)}, $q = 1 - \frac{3}{c}$. The correct result is nevertheless that given in Eq. (21). The erroneous value $q = 1 - \frac{3}{c}$ arrived by wrongly assuming equal probabilities.

In Section 3 we present three basic reasons why we always demand the thermodynamic entropy to be extensive. The first reason concerns what appears to be the most general form of classical thermodynamics compatible with the Legendre transform structure of usual thermodynamics. We
do not assume any specific functional form for the entropy. It naturally comes out (from the Legendre structure), however, that it is extensive, i.e., that $S(N) \propto N$ or equivalently that $S(L) \propto L^d$. Along these lines, we extend usual thermodynamics (whose validity is restricted to short-range-interacting many-body systems) in order to also cover long-range-interacting many-body systems, as well as nonstandard cases such as (3+1)-dimensional and (2+1)-dimensional black holes, and the so called area law in quantum strongly entangled systems. The second reason concerns another strong viewpoint – the large deviation theory –. A nontrivial example that has been numerically discussed in detail suggests, once again, that the physically admissible entropy is, for all systems, extensive in the thermodynamic sense. As a possible third reason, we end this Section by recalling and illustrating the strong similarity between the time-dependence of the entropy when the system is approaching its stationary state, and the size-dependence of the entropy when this
stationary state has been attained.

In Section 4 we briefly review available results for inter-occurrence times in finance, earthquakes and genomes, as well as some other applications. We finally conclude in Section 5.

3. WHY SHOULD THE THERMODYNAMICAL ENTROPY ALWAYS BE EXTENSIVE?

In what follows we focus on arguments yielding, as final outcome, that the thermodynamical entropy of any system must be extensive. These arguments follow along three different lines, namely thermodynamical mathematical structure, large deviation theory, and time evolution of the entropy of nonlinear dynamical systems towards their stationary states.

3.1. Generalizing thermodynamics

Thermodynamics is based on some very general empirical facts (which have historically led to the zeroth, first and second principles, among others). Its mathematical structure is based on Legendre transformations. Microscopically speaking, it relies on a maximum entropy principle, i.e., extremization of an entropic functional with appropriate constraints on the set of probabilities (see, for instance, [31, 32]).

To discuss thermodynamics on general grounds we follow [9, 16] and references therein. Let us remind a typical form of the thermodynamical energy $G$ (Gibbs energy) of a generic $d$-dimensional system [33]:

$$G(V, T, p, \mu, H, \ldots) = U(V, T, p, \mu, H, \ldots) - TS(V, T, p, \mu, H, \ldots) + pV - \mu N(V, T, p, \mu, H, \ldots) - HM(V, T, p, \mu, H, \ldots) - \cdots,$$

(23)

(24)

where $T, p, \mu, H$ are the temperature, pressure, chemical potential, external magnetic field respectively, and $U, S, V, N, M$ are the internal energy, entropy, volume, number of particles (in turn proportional to the number of degrees of freedom), magnetization respectively. From the Legendre structure we identify three classes of variables, namely (i) those that are expected to always be extensive like $N$ itself ($S, V, N, M, \ldots$), i.e., scaling with the ($d$-dimensional) volume $V = L^d \propto N$, where $L$ is a characteristic linear dimension of the sys-
tem (clearly, \( V \propto A^{d/(d-1)} \), where \( A \) is the \( d \)-dimensional area) \(^4\) (ii) those that characterize the external conditions under which the system is placed \((T, p, \mu, H, \ldots)\), scaling with \( L^\theta \), and (iii) those that represent energies \((G, U)\), scaling with \( L^\epsilon \).

It trivially follows

\[ \epsilon = \theta + d. \tag{25} \]

If we divide Eq. \((24)\) by \( L^{\theta+d} \) and consider the large \( L \) limit (i.e., the thermodynamical limit), we obtain

\[
g\left( \frac{T}{L^\theta}, \frac{p}{L^\theta}, \frac{\mu}{L^\theta}, \frac{H}{L^\theta}, \ldots \right) = u\left( \frac{T}{L^\theta}, \frac{p}{L^\theta}, \frac{\mu}{L^\theta}, \frac{H}{L^\theta}, \ldots \right) - \frac{T}{L^\theta} s\left( \frac{T}{L^\theta}, \frac{p}{L^\theta}, \frac{\mu}{L^\theta}, \frac{H}{L^\theta}, \ldots \right) + \frac{p}{L^\theta} - \frac{\mu}{L^\theta} n\left( \frac{T}{L^\theta}, \frac{p}{L^\theta}, \frac{\mu}{L^\theta}, \frac{H}{L^\theta}, \ldots \right) - \frac{H}{L^\theta} m\left( \frac{T}{L^\theta}, \frac{p}{L^\theta}, \frac{\mu}{L^\theta}, \frac{H}{L^\theta}, \ldots \right) - \cdots, \tag{26} \]

where \( g \equiv \lim_{L \to \infty} G/L^{\theta+d}, \ u \equiv \lim_{L \to \infty} U/L^{\theta+d}, \ s \equiv \lim_{L \to \infty} S/L^d, \ n \equiv \lim_{L \to \infty} N/L^d, \ m \equiv \lim_{L \to \infty} M/L^d. \)

The correctness of the scalings appearing in this equation has been profusely verified in the literature for both short- and long-range interacting classical thermal \( [34, 35, 36, 37, 38, 39, 40, 41] \), diffusive \( [42] \), and geometrical (percolative) systems \( [43, 44] \). The case of short-range interactions corresponds to the standard thermodynamical systems (e.g., a real gas, a simple metal), and we have \( \theta = 0 \) (i.e., we recover the usual intensive variables such as \( T, p, \mu, H \)), and \( \epsilon = d \) (i.e., we recover the usual extensive energy variables such as \( G, U \), etc). This is the case that is found in the textbooks of thermodynamics (see, for instance \( [33] \)). The case of long-range interactions is more subtle. This case is conveniently discussed by introducing a variable such as the following one \( [34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44] \):

\[
\tilde{N} \equiv \frac{N^{1-\alpha/d} - \alpha/d}{1 - \alpha/d} \quad (\alpha \geq 0), \tag{27} \]

where \( \alpha \) characterizes the range of a two-body interaction within a classical \( d \)-dimensional system (assuming that the potential is integrable at the origin, and asymptotically decays as \( 1/r^\alpha \) at long distances \( r \)).

\(^4\)Within the thermodynamical Legendre-transform structure, it is of course natural that \( S, V, N, M \) belong to the same class. The variable \( N \) is extensive by definition. Therefore, clearly, so must also be the entropy \( S \), as well as \( V, M \), and similar ones.
As we see, if $\alpha/d > 1$ (short-range interactions), we have, in the $N \to \infty$ limit, a constant $\tilde{N}$, thus recovering once again standard thermodynamics. But for $0 \leq \alpha/d \leq 1$ (short-range interactions), we have, in the $N \to \infty$ limit, that $\tilde{N}$ scales in a nontrivial manner, namely $\tilde{N} = \ln N$ if $\alpha/d = 1$, and $\tilde{N} \sim N^{1-\alpha/d}/(1 - \alpha/d)$ if $0 \leq \alpha/d < 1$ (for the particular case $\alpha = 0$ we recover the usual mean field scaling $\tilde{N} = N$). For $0 \leq \alpha/d \leq 1$, we have that

$$\theta = d - \alpha, \quad \text{(28)}$$

and

$$\epsilon = 2d - \alpha, \quad \text{(29)}$$

which means that $(T, p, \mu, H)$ are non-intensive, and $(G, U)$ are superextensive. We verify that, remarkably enough, $(N, S, V, M)$ remain extensive in all cases, i.e., $\forall \alpha/d$. See Fig. 2. These peculiar scalings are a consequence from the fact that such potentials are not integrable, i.e., from the fact that the integral $\int_{\text{constant}}^{\infty} dr r^{d-1} r^{-\alpha}$ diverges, and therefore the BG canonical partition function itself diverges. In his 1902 book *Elementary Principles in Statistical Mechanics* [4], Gibbs himself emphatically points out that whenever the partition function diverges, the BG theory can not be used (in his words “the law of distribution becomes illusory”). As an illustration of his remark he refers specifically to the case of Newtonian gravitation (i.e., $d = 3$ and $\alpha = 1$) [6].

In addition to the above long-range-interacting classical systems, other ones exist which also have intriguing aspects in what concerns their thermodynamics. Such is the case of black holes, whose entropy is being currently discussed since several decades. Indeed, since the pioneering works of Bekenstein [48, 49] and Hawking [50, 51], it has become frequent in the literature the (explicit or tacit) acceptance that the black-hole entropy

---

5 Quantum $d$-dimensional systems are slightly different. For them we expect the usual thermodynamical scalings to hold for $\alpha > \alpha_c(d)$, where typically $\alpha_c(d) > d$ (see, for example, [45, 46]), whereas anomalous scalings emerge for $0 \leq \alpha \leq \alpha_c(d)$.

6 From the microscopic (classical) dynamical point of view, this anomaly is directly related to the fact that the entire Lyapunov spectrum vanishes in the $N \to \infty$ limit, which can impeach ergodicity (see [38, 47] and references therein). This type of difficulty is also present, sometimes in an even more subtle manner, in various quantum systems (the single hydrogen atom constitutes, among many others, an elementary such example: indeed its BG partition function diverges due to the accumulation of electronic energy levels just below the ionization energy).
Figure 2: Representation of the different scaling regimes of the Eq. (26) for classical $d$-dimensional systems. For attractive long-range interactions (i.e., $0 \leq \alpha/d \leq 1$, $\alpha$ characterizes the interaction range in a potential with the form $1/r^\alpha$) we may distinguish three classes of thermodynamic variables, namely, those scaling with $L^\theta$, named pseudo-intensive ($L$ is a characteristic linear length, $\theta$ is a system-dependent parameter), those scaling with $L^{d+\theta}$, the pseudo-extensive ones (the energies), and those scaling with $L^d$ (which are always extensive). For short-range interactions (i.e., $\alpha > d$) we have $\theta = 0$ and the energies recover their standard $L^d$ extensive scaling, falling in the same class of $S$, $N$, $V$, etc, whereas the previous pseudo-intensive variables become truly intensive ones (independent of $L$); this is the region, with two classes of variables, that is covered by the traditional textbooks of thermodynamics. From [9].

is anomalous in the sense that it can violate thermodynamical extensivity [52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67]. We frequently read and hear claims that the entropy of the black hole is proportional to the area of its boundary instead of being proportional to the black-hole volume.

For a Schwarzschild $(3 + 1)$-dimensional black hole, the energy scales like the mass $M_{bh}$ (where bh stands for black hole), which in turn scales with $L$ [68, 69, 70], hence $\epsilon = 1$, hence, using Eq. (25),

$$\theta = 1 - d.$$  (30)

If the black hole is physically identified with its event horizon surface, then it is to be considered as a genuine $d = 2$ system, then $\theta = -1$, which precisely recovers the usual Bekenstein-Hawking (BH) scaling $T \propto 1/L \propto 1/M_{bh}$. If however the black hole is to be considered as a genuine $d = 3$ system
(which can make sense given that the corresponding space-time is (3+1)-
dimensional), then $\theta = -2$, i.e., $T$ scales like $1/L^2 \propto 1/M_{bh}^2$, in variance with
the BH scaling. This is a manner for understanding why such a puzzle ex-
ists since decades related to the entropy of a black hole. Let us be somewhat
more specific. Wide and physically meaningful evidence (e.g., the holographic
principle) exists that the BG entropy (for quantum systems, also referred to
as von Neumann entropy) $S_{BG} \equiv k_B \ln W \propto L^2$, and more generally that
$S_{BG} \equiv -k_B T r \rho \ln \rho \propto L^2$, $W$ being the total number of internal configu-
rations, and $\rho$ being the density matrix. For strongly quantum-entangled
$d$-dimensional systems we similarly have what is currently referred to as the
area law [71], i.e., the fact that $S_{BG} \equiv -k_B T r \rho \ln \rho$ frequently scales with
$L^{d-1}$ for $d > 1$, and with $\ln L$ for $d = 1$, instead of scaling, for $d \geq 1$, with
$L^d$. This fact also generates a closely related intriguing question. The above
remarks might be considered the heart of the ongoing discussion for the en-
tropy of a black hole. Indeed, if the system is to be physically considered
a $(d - 1)$-dimensional one, then the (additive) entropy $S_{BG}$ certainly is to
be identified as its thermodynamical entropy. But if the system is to be
physically considered a $d$-dimensional one, then $S_{BG}$ can not be identified
as its thermodynamical entropy, and, as we can see, a nonadditive entropic
functional is needed to play that role [16]. It is shown in [16] that, under the
assumption of equal probabilities, the nonadditive entropic functional to be
used is the so called $\delta$-entropy, $S_\delta$, with a special value of the $\delta$ index, namely
$\delta = d/(d-1)$ ($d > 1$). If, however, the equal-probabilities hypothesis is not
verified for these anomalous systems, then the nonadditive functional to be
used could be (up to our present knowledge) $S_\delta$ with some other value of $\delta$,
or it could be something else, for example once again the functional $S_q$ itself
with a specific value of the index $q$.

Let us emphasize the above. If we are to consider the Schwarzschild
$(3 + 1)$ black hole as a genuine $d = 2$ system, then $S_{BG} = k_B \ln W \propto L^2$
corresponds indeed to the (extensive) thermodynamical entropy $S$, the BH
scaling $T \propto 1/M_{bh}$ is to be expected, and there are no controversial or in-
triguing facts to be further analyzed. If however, this black hole is to be
considered a genuine $d = 3$ system, then $S_{BG}$ can not be the thermodynamical
entropy $S$, since the latter must scale like $L^3$ whereas $S_{BG}$ scales like $L^2$.
Within this standpoint, a crucial question then arises, namely, what is then
the microscopic mathematical expression of the thermodynamical entropy $S$
of this $3$-dimensional system? We provide in [16] a thermodynamically ad-
missible answer to this important question.
The \((2 + 1)\)-dimensional “black hole” has been discussed as well \cite{72,73,74}. It has been shown that the energy scales like \(L^2\), hence \(\epsilon = 2\) and, using Eq. \(\text{(25)}\) once again,

\[
\theta = 2 - d.
\]  

(31)

This case provides an event horizon which is one-dimensional. If, due to this fact, this black hole is to be considered a genuine \(d = 1\) system, then \(\theta = 1\), which corresponds to the \((2 + 1)\) version of BH scaling, i.e., \(T \propto L \propto M_{bh}^{1/2}\). Indeed, this is precisely the scaling that has been obtained \cite{72,73,74} for this simplified system. If, however, this black hole is to be considered as a \(d = 2\) system, we have \(\theta = 0\), and, in this case, \(T\) is expected to be an intensive variable. Consistently, if we assume the system to be a \(d = 1\) one, then clearly \(S_{BG}\) plays the role of its thermodynamical entropy, since \(S_{BG} \propto L\) (as obtained in \cite{72,73,74}). But, similarly to the \((3 + 1)\) case discussed above, if we consider it to be a \(d = 2\) one, then once again a nonadditive entropic functional is needed to play the thermodynamical role.

From a historical perspective, we observe that, strangely enough, Gibbs’s crucial warning about the partition function being divergent in some anomalous cases, and the dramatic theoretical features to which this is related, are overlooked in most textbooks. Similarly, the thermodynamical violation related to the area law frequently is, somehow, not taken that seriously. Indeed, not few authors seem inclined to consider that, for such complex systems, the entropy is not expected to satisfy thermodynamical extensivity. In contrast, however, various physical and mathematical facts exist which reveal such standpoint as kind of bizarre. One of the main goals of \cite{16} is to address this important issue and develop a path along which the difficulty can be overcome. The fact (repeatedly illustrated in various manners for strongly entangled systems, black holes and, generically speaking, for systems satisfying the above mentioned area law) that the Boltzmann-Gibbs-von Neumann (additive) entropy is not proportional to the volume \(L^d\) precisely shows that, for such strongly correlated systems (hence the total number of admissible states in phase space is sensibly reduced), the thermodynamical entropy can not be identified with the usual (additive) BG entropic functional but with a substantially different (nonadditive) one. An argument reinforcing the correctness of using nonadditive entropic forms in order to re-establish the entropic extensivity of the system can be found in the results achieved by Hanel and Thurner \cite{19,20,21} by focusing on the Khinchine axioms and on complex systems with surface-dominant statistics. See also \cite{23}.
3.2. Towards a generalized large-deviation theory

A recent result exists\cite{75, 76, 77}, related to the so-called Large Deviation Theory (LDT) in the theory of probabilities, which also is consistent with the extensivity of the entropy, even in the presence of strong correlations between the elements of the system.

The \textit{q}-exponential function $e_q^z \equiv \left[ 1 + (1 - q)z \right]^{\frac{1}{1-q}} (e_1^z = e^z)$ (and its associated \textit{q}-Gaussian\cite{78}) has already emerged in a considerable amount of nonextensive and similar systems (see\cite{6, 38, 79, 80, 81, 82, 83, 84, 85, 86, 87, 88, 90, 91, 92, 93, 94, 95, 96, 97, 98, 99, 100, 101, 102, 103, 104, 105, 106, 107, 108, 109, 110, 111, 112, 113, 114, 115}, among others), as the appropriate generalization of the exponential one (and its associated Gaussian) (with regard to the nonlinear quantum equations introduced in\cite{103}, see also\cite{105, 106, 107, 108, 109, 110, 111, 112, 113, 114, 115}). Therefore, it appears as rather natural to conjecture that, in some sense that remains to be precisely defined, the LDT expression $e^{-r_1 N}$ becomes generalized into something close to $e^{-r_q N} (q \in \mathbb{R})$, where the generalized rate function $r_q$ should be some generalized entropic quantity per particle.

Let us stress a crucial point: we are \textit{not} proposing for long-range interactions, and other nonstandard systems, something like $e^{-r_q N^\eta}$ with $\eta \neq 1$, but we are expecting instead $\eta = 1$, i.e., the \textit{extensivity} of the total \textit{q}-generalized entropy to still hold. As we can see in Figs. 3 and 4, this important assumption indeed is indeed verified in the model, characterized by $(Q, \gamma, \delta)$ with $Q \geq 1$, that we numerically studied in\cite{75, 77}. The index $q \geq 1$ satisfies

$$\frac{1}{\gamma (q - 1)} = \frac{2}{Q - 1} - 1. \quad (32)$$

This result constitutes a strong indication that, consistently with other results available in the literature (see, for instance,\cite{6, 9, 34, 42, 43}), the total entropy might remain \textit{extensive} (i.e., thermodynamically admissible) even in nonstandard cases where the BG entropy fails to be extensive. Any analytical results along these or similar lines would obviously be highly interesting and welcome.

3.3. Time evolution of the entropy of nonlinear dynamical systems

A further indication we can refer to is the analogy with the time $t$ dependence of the entropy of simple nonlinear dynamical systems, e.g., the logistic map $x_{t+1} = 1 - ax_t^2$. Indeed, for the parameter values of $a$ for which the logistic map has \textit{positive} Lyapunov exponent $\lambda_1$ (i.e., strong chaos and ergodicity;
for example, for $a = 2)$, we verify (under appropriate mathematical limits) that $K_1 \equiv \lim_{t \to \infty} \frac{S_{BG}(t)}{t} = \lambda_1$. In contrast, for parameter values where the Lyapunov exponent vanishes (namely, for weak chaos and breakdown of ergodicity; for example, at the Feigenbaum point $a = 1.40115518909...$), it is a nonadditive entropy ($S_q$, discussed below) the one which grows linearly with $t$ (see [116, 117, 118, 119, 120, 121, 122, 123, 124, 125, 126] and references therein), and consistently provides a generalized Pesin-like identity. More precisely, $K_q \equiv \lim_{t \to \infty} \frac{S_q(t)}{t} = \lambda_q$, with $\lambda_q = 1/(1 - q)$, and $q = 0.244487701341282...$ (1,018 exact digits are actually known).

If we take into account that, in many (if not all) such dynamical systems, $t$ plays a role analogous to $N$ in thermodynamical systems (see [127, 128], and Fig. [5]), we have here one more suggestive indication which aligns with the extensivity of the entropy for both simple and complex systems. To be more specific, if we have a nonlinear dynamical system with $\bar{N}$ positive Lyapunov

---

Figure 3: Comparison of the numerical data (dots) with $a(x)e^{-r_q N}$. Two values for $x$, namely $x = 0.10$ and $x = 0.35$, have been illustrated here. From [77].
exponents \( \{ \lambda_1^{(k)} \} \), the Pesin equality stands basically as follows:

\[
K_1 \equiv \lim_{t \to \infty} \frac{S_{BG}(t)}{t} = \sum_{k=1}^{N} \lambda_1^{(k)}.
\]  

(33)

If all of these Lyapunov vanish, we hopefully have, for a wide class of weakly chaotic systems, something like the following \( q \)-generalization:

\[
K_{q_{ent}} \equiv \lim_{t \to \infty} \frac{S_{q_{ent}}(t)}{t} = \sum_{k=1}^{N} \lambda_{qk}^{(k)},
\]

(34)

Figure 4: The same data of Fig. 3 in \( (q\text{-log}) \)-linear representation. Let us stress that the unique asymptotically-power-law function which provides straight lines at all scales of a \( (q\text{-log}) \)-linear representation is the \( q \)-exponential function. The inset shows the results corresponding to \( N \) up to 50. From [77].
Figure 5: The conjectural dependence of $S_q$ as a function of $(N,t)$. A special value of $q$ (noted $q_{ent}$ in the present paper, and noted $q_{sen}$ in the original figure of [127] here reproduced) is expected to generically exist such that $S_{q_{ent}}(N,t) \propto N t$ for $N \gg 1$ and $t \gg 1$ if $\epsilon \to 0$, where $\epsilon$ is the degree of fine-graining. The limit $\epsilon \to 0$ corresponds to an infinitely fine binning of a (continuous) classical space-phase. This conjecture is, for $\epsilon > 0$, consistent with $\lim_{t \to \infty} S_{q_{ent}}(N,t) \propto S_{q_{ent}}(N,0 \ll t < t_{saturation}) \propto N$, where $t_{saturation}$ is the characteristic time for which $S_{q_{ent}}(N,t)$ roughly achieves, for increasing $t$, the value $S_{q_{ent}}(N,\infty)$. See [127] for further details.

where $q_{ent}$ could be determined through (see Eq. (26) of [129])

$$
\frac{1}{1 - q_{ent}} = \sum_{k=1}^{\bar{N}} \frac{1}{1 - q_k},
$$

(35)

where the set $\{q_k\}$ is defined through the sensitivities $\{\xi_k\}$ to initial conditions along the various directions of nonlinear dynamical expansions, $\xi_k \approx e_{q_{k}}^{\lambda_{(k)} t} \propto t^{\frac{1}{1-q_k}} (t \to \infty)$. If at least one of the $\{\lambda_{(k)}\}$ is positive, we have that at least one of the $\{q_k\}$ equals one, hence $q_{ent} = 1$. Another interesting particular instance appears if all $\bar{N}$ directions are degenerate (in the sense that the corresponding random variables are exchangeable, hence $q_k = q_1, \forall k$),
then \( \frac{1}{q_{\text{ent}}} = \frac{\bar{N}}{N} \); this relation implies \( q_{\text{ent}} = 1 \) in the limit \( \bar{N} \rightarrow \infty \), even if \( q_1 < 1 \). Finally, another most interesting particular case is also possible, namely that the sum in (35) converges onto a finite positive value; we then have \( q_{\text{ent}} < 1 \). So, if we consider a time-evolving system constituted by \( N \) strongly correlated particles, it seems plausible that, in many cases, we would have, for large \( t \) and large \( N \), a ratio \( \frac{\bar{S}_q(N,t)}{Nt} \) that would be finite for one and the same special value of \( q \), namely \( q_{\text{ent}} < 1 \).

4. INTER-OCCURRENCE TIMES IN FINANCE, EARTHQUAKES AND GENOMES

Let us now focus on an interesting universal property, shared by many natural, artificial and social systems constituted by strongly-correlated elements, namely the distribution of specific inter-occurrence times. We will specially review some available results in finance [130, 131], earthquakes [132], and biology [133], among others [80, 81, 134]. We will not include in the present occasion the discussion of long-range-interacting Hamiltonian classical systems [82, 135, 136, 137, 138, 139, 140, 141, 142, 143] which surely deserve a detailed study by themselves (in the present context we do not refer to systems whose elements short-range-interact, but only to those whose elements long-range-interact).

4.1. Inter-occurrence times in financial time series

Let us consider a time series of financial prices \( \{P_t\} \). Returns are defined as follows:

\[
\begin{align*}
    r_t & \equiv \ln \frac{P_t}{P_{t-1}} \approx \frac{P_t - P_{t-1}}{P_{t-1}}. \\
\end{align*}
\]

(36)

Return variables are convenient, hence quite popular. Indeed, they neutralize possible inflation in the prices; also, they reflect very simply up-down oscillations of relative prices. It is well known that the distributions of returns typically are well fitted by \( q \)-Gaussians, i.e., \( P(r) \propto e^{-q_r r^2} \), with a value of \( q_r > 1 \) which monotonically decreases towards unity for increasingly large time intervals between successive prices. Indeed, for very large time steps, all correlation is lost and the return distributions become well fitted by Gaussians. In the present review we follow the content of [130].

In Fig. 6 we see a typical time series of price returns. The red line at \( Q \simeq -0.037 \) indicates our choice for checking the inter-occurrence times. The average inter-occurrence time for this value of \( Q \) is \( R_Q = 70 \). The value \( R_Q \)
monotonically increases with $| - Q |$: see Fig. 7. The distributions of inter-occurrence times corresponding to typical values of $R_Q$ are indicated in Fig. 8. Those corresponding to 16 different financial data are indicated in Fig. 9. They are all well fitted through $P_Q(r) \propto e^{-\beta r}$, where $q = 1 + q_0 \ln(R_Q/2)$ with $q_0 \simeq 0.168$. The simplicity of the analytical expression for $P_Q(r)$ makes easy the calculation of the risk function, which can be shown to be (see [130] for details)

$$W_Q(t; \Delta t) = 1 - \frac{e^{-\beta/\tilde{q}}(t+\Delta t)}{e^{-\beta/\tilde{q}}t}$$

with

$$\tilde{q} = \frac{1}{2 - q}.$$

4.2. Inter-occurrence times in seismic time series

Earthquake inter-event times can be analyzed as follows. We choose a threshold value for the magnitude of earthquakes (e.g., 4.1 in the study of seismic activity in Greece during the period 1976-2009: see details in [132]), and then measure the inter-occurrence times $T$ between earthquakes stronger than the chosen threshold. An illustration is shown in Fig. 10.

4.3. Inter-occurrence distances in genomes

Genomes can be analyzed similarly to financial and earthquake inter-occurrence times, where the distance between equal nucleotides (say distances between successive adenines, or between successive cytosines) plays the role of 'time'. We follow here [133]. The procedure where inter-occurrence distances play the role of inter-occurrence times is described in Fig. 11. In Fig. 12 we report a quite amazing result: the distributions for both $H. Sapiens$ and a wide range of $Bacteria$ have not only the same functional ($q$-exponential) form, but also the same values of $q$ and $\beta$! For the $H. Sapiens$ it emerges also a second $q$-exponential with still has the same value of $q$. It would certainly be most interesting to find out whether this double-$q$-exponential form also appears in other organisms, for example in other mammals, or whether it is exclusive of $H. Sapiens$. 
Figure 6: Illustration of the relative daily price returns $X_i$ of the IBM stock between (a) 2000 and 2010, and (b) August 29 and October 23, 2002. The red line shows the threshold $Q \simeq -0.037$, which corresponds to an average interoccurrence time of $R_Q = 70$. In (b) the inter-occurrence times are indicated by arrows. From [130].

4.4. Inter-occurrence times in other systems

Essentially the same laws that have been reported above for financial, seismic, and genomic phenomena emerge in many analytical, computational, experimental and observational results in natural, artificial and social complex systems. One such example is the Coherent Noise Model (see [134] and references therein), where it is observed a distribution of returns $r$ of the $q$-Gaussian type $e^{-\beta r^2} \left(\text{with } q_r > 1\right)$, and a distribution of the avalanches sizes $s$ which behaves asymptotically as $s^{-\tau}$ with $\tau \equiv 1/(q_s - 1) \left(\text{with } q_s > 1\right)$.  
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Figure 7: The mean inter-occurrence time $R_Q$ versus the absolute value of the loss threshold $-Q$, for the exchange rate US Dollar against British Pound, the index S&P500, the IBM stock, and crude oil (WTI), from left to right. It can be verified that roughly $R_Q \simeq e^{\kappa | -Q |}$ with $q_R < 1$ and $\kappa > 0$. From [130].

It has been analytically established, and numerically verified, the following scaling law [131]:

$$q_r = \frac{\tau + 2}{\tau},$$  \hspace{1cm} (39)

i.e.,

$$\frac{2}{q_r - 1} = \frac{1}{q_s - 1}.$$  \hspace{1cm} (40)
Figure 8: (a) The distribution function of the inter-occurrence times for the daily price returns of IBM during the period 1962-2010. The full lines show the fitted $q$-exponentials. For $R_Q = 2, 5, 10, 30,$ and $R_Q = 70$ (in units of days), from bottom to top. The full lines show the fitted exponentials. The dependence of the parameters $\beta$ (squares, lower curve) and $q$ (circles, upper curve) on $R_Q$ in the $q$-exponential is shown in panel (b). Panel (c) confirms that for $R_Q = 2$ the distribution function is a simple exponential. The straight line is $2^{-r}$. From [130]. Basically the same results are valid for minute up to month price returns [131].

Similar results are obtained for a different model (restricted diffusion) in [80, 81].

5. FINAL REMARKS

We have discussed here a variety of phenomena of the type that typically exists in financial theory, but which also emerge in many other complex systems such as earthquakes and genetics. More precisely, the distribution of inter-occurrence times (or distances) appears again and again to be of the
Figure 9: The distribution function of the interoccurrence times (as in Fig. 8) for the daily price returns of 16 examples of financial data, taken from different asset classes (stocks, indices, currencies, commodities). The assets are i) the stocks of IBM, Boeing (BA), General Electric (GE), Coca-Cola (KO), ii) the indices Dow Jones (DJI), Financial Times Stock Exchange 100 (FTSE), NASDAQ, S&P 500, iii) the commodities Brent Crude Oil, West Texas Intermediate (WTI), Amsterdam-Rotterdam-Antwerp gasoline (ARA), Singapore gasoline (SING), and iv) the exchange rates of the following currencies vs. the US Dollar: Danish Crone (DKK), British Pound (GBP), Yen, Swiss Francs (SWF). The full lines show the fitted $q$-exponentials, which are the same as in Fig. 8. From [130].

$q$-exponential form. This universal law, though with values for $(q, \beta)$ that depend on the specific universality class that we are focusing on, plays a simple and relevant role. The calculation of the specific values for these parameters is in principle doable from first principles, meaning from the microscopic dynamics of the system. However, this dynamics is, most frequently, either unknown or mathematically intractable. This is why in many (but by no means all) practical cases, the values for $(q, \beta)$ are determined through fitting. This situation is in fact epistemologically not different from our knowledge of the orbits of the planets. Indeed, their elliptic form is easily established within Newtonian mechanics, however the precise determination of the size and ori-
Figure 10: (a) Plot of the inter-event time distribution $P_M(T)$ versus the inter-occurrence time $T$ (in days) for earthquake magnitudes $M \geq 4.1$ for the entire dataset considered (i.e., including the aftershocks). The dashed curve is the fit of the data (in filled circles) through $P_M(T) \propto e^{-\beta_1 T}$ with $q_{T1} = 1.24 \pm 0.054$ . (b) Same as in (a) but for the corresponding declustered dataset (i.e., excluding the aftershocks). In this case, $q_{T2} = 1.14 \pm 0.057$ . From [132].

![Figure 10](image)

Figure 11: The procedure of the assessment of the four internucleotide interval sequences from the DNA primary sequence. From [133].

entation of the ellipses requires the knowledge of the initial conditions of all the masses of the Solar System, which is of course unavailable! Astronomers use therefore the Keplerian elliptic approximation and determine the specific parameters through fitting.

In the present review we have primarily focused on the nonadditive entropy $S_q$, and the scaling laws associated with it. Many other (surely over fifty!) anomalous entropic functionals are by now available in the literature, but their description, even brief, remains out of the present scope. Also remain out of the present aim the various very interesting inter-twinnings with generalized central limit theorems [144, 145, 146, 147]. Finally, the knowledge of the necessary and sufficient conditions for a complex system to exhibit $q$-exponential distributions for inter-occurrence times would be very welcome, but it presently remains as a very challenging open question.
Figure 12: PDFs of the inter-nucleotide intervals A-A, T-T (open symbols); G-G, C-C (full symbols) in the DNA sequences from *H. Sapiens* and *Bacteria* full genomes (in scaled form). Dashed lines show the best fits by a q-exponential distribution \( A/[1 + (q - 1)\beta(l/L)^{1/(q-1)}] \). While in *Bacteria* the approximation by a single q-exponential with \( q \simeq 1.1 \) and \( \beta \simeq 1.5 \) is possible, in *H. Sapiens* a sum of two q-exponentials with \( q \simeq 1.11 \) and \( \beta \simeq 1.5 \) and 0.1 makes the best fit. To avoid overlapping, the PDFs for *Bacteria* are shifted downwards by two decades. For comparison, dotted lines show corresponding exponential PDFs. From [133].
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