Modeling directional distributions of wind data in the United Arab Emirates at different elevations
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Abstract
Modeling wind speed and direction are crucial in several applications such as the estimation of wind energy potential and the study of the long-term effects on engineering structures. While there have been several studies on modeling wind speed, studies on modeling wind direction are limited. In this work, we use a mixture of von Mises distributions to model wind direction. Finite mixtures of von Mises (FMVM) distributions are used to model wind directions at two sites in the United Arab Emirates. The parameters of the FMVM distribution are estimated using the least square method. The results of the research show that the FMVM is the best suited distribution model to fit wind direction at these two sites, compared to other distributions commonly used to model wind direction.
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Introduction
Wind energy is an important source of renewable energy, and the global installation capacity has been growing every year. Understanding the wind energy potential is very important for the site selection for installations of wind turbines. The key to analyzing the potential is to estimate the probability density function of wind speed. Several methods can be used to estimate the probability distribution using statistical models such as Weibull, Rayleigh, lognormal, normal, and gamma (Ouarda et al., 2015; Qin et al., 2011; Ouarda et al., n.d.; Shin et al., 2016; Wang et al., 2016; Safari, 2011). Wind energy is not only affected by wind speed but also by many other factors such as terrain, climate, temperature, friction, wind direction, and air density (Zhang et al., 2014; Zhang et al., 2013; Naizghi & Ouarda, 2017). While modeling wind speed is enough for turbines with a rotating nacelle, modeling wind direction becomes important for turbines with fixed nacelle. Moreover, modeling wind direction has several other applications in aerosol transport, power transmission, and engineering structure design (Jammalamadaka & Lund, 2006; Petersen et al., 2005; McLean Sloughter et al., 2013).

Wind direction plays a vital role in transporting pollutants, which can have serious implications on human health (Jammalamadaka & Lund, 2006). The wind parameters have a significant effect on the thermal rating of transmission lines, which influences the transmission capacity of the lines (Davis, 1977). Atmospheric flow in the vicinity of a large elliptical mountain is affected by upstream wind direction and orographic features. In mountain areas, it is important to understand the interaction between Coriolis force and the upstream wind direction, because this will affect atmospheric flow in the vicinity of a large elliptical mountain (Petersen et al., 2005).

Wind direction modeling is also important in applications related to navigation and safety (McLean Sloughter et al., 2013) and civil engineering projects such as towers and bridges (Masseran et al., 2013; Abohela et al., 2013). The analysis of circular data, such as wind direction, is also common in several other fields. For example, in biology, circular data are present in animal navigation and movement directions (Mardia & Jupp, 2009). Spherical data is evident in the earth
sciences field in the assessment of the relative rotation of tectonic plates, and directional data exists in studying the orientations of cross-bedding structures (Mardia & Jupp, 2009).

The circular random variable is measured in degrees from 0 to 360° or radians from zero to $2\pi$. These variables cannot be modeled using standard statistical distributions. There are several periodical and directional statistical distribution models that are used to describe circular distributions such as the circular uniform distribution, von Mises distribution, wrapped normal distribution, wrapped Cauchy distribution, and the
Cardioid distribution (Jammalamadaka & Sengupta, 2001; Fisher, 1995).

A number of earlier research activities have modeled the wind direction using different methods. A model was developed for the prediction of surface wind direction over the Pacific Northwest using the von Mises distribution (Bao et al., 2010). Another research project forecasted wind directions over the North American Pacific Northwest using the applied Bayesian model averaging (BMA) method (McLean Sloughter et al., 2013). In (Masseran et al., 2013), a finite mixture of von Mises distributions is used to fit wind direction in nine stations in Malaysia. (Carta et al., 2008a) used the least squares method to estimate the parameters of a finite mixture of von Mises distributions to model wind direction in the Canary Islands. A comparison of four types of circular distribution, i.e., circular uniform distribution, von Mises distribution, wrapped normal, distribution and wrapped Cauchy distribution, was carried out by (Kamisan et al., 2010). The study used graphical and numerical approaches to find the best fit to model southwesterly monsoon wind direction data recorded in 2005 at four locations in Malaysia. The results were compared graphically using the Q-Q plot. In addition, the mean circular distance and the chord length are also used to find the most adequate distributions. It was concluded that the von Mises distribution is the most appropriate model for the data in all four stations.

In the present work, the focus is on modeling the wind direction over the United Arab Emirates (UAE) using a finite mixture of von Mises distributions. The parameters are estimated at two different stations for different heights to look for the consistency in the distribution models. The paper is organized as follows: Section 2.1 presents the theoretical
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**Fig. 3** (a) Wind rose diagrams for Al Badiyah station which gathered at 10 m height and (b) wind rose of ADIA station and wind blow up to 22.623 m. The scale represents the height in meter. Geographical location of the sites of the case study

| Table 1 | Descriptive statistics of wind speeds for different elevations at Al Badiyah and ADIA |
|---|---|
| Stations | Al Badiyah | ADIA (27 m) |
| Heights | 10 m | 50 m | 80 m | 100 m | 120 m | 10 m | 50 m | 80 m | 100 m | 120 m |
| Maximum speed (m/s) | 22.623 | 26.979 | 27.852 | 28.31 | 28.295 | 18 |
| Minimum speed (m/s) | 0.0425 | 0.1250 | 0.1318 | 0.1249 | 0.1182 | 0 |
| Average speed (m/s) | 4.0423 | 4.8159 | 4.8635 | 4.9049 | 4.8884 | 3.6837 |
background on circular statistics. Section 2.2 details the mathematical formulation of the von Mises distribution. Section 2.3 discusses the modeling of the mixture of two von Mises distributions. Hypothesis testing is discussed in section 3 of the paper. The case study in presented in section 4, and the results are illustrated in section 5. Finally, the discussion and conclusions are given in section 6.

### Analyzed models

#### Circular statistics

Circular data is normally presented as points on the circumference of the unit circle which represent the direction’s position. Any point in the plane can be denoted using rectangular coordinates \((x, y)\) or polar coordinates \((r, \alpha)\), where \(r\) is the distance from the origin to the point and \(\alpha\) is the direction (angle). The trigonometric functions such as \(\sin\) and \(\cos\) are used to transfer the data from rectangular coordinates to polar coordinates and vice versa from the following equations (Jammalamadaka & Sengupta, 2001):

\[
x = r \cos(\alpha), \quad y = r \sin(\alpha)
\]

The features of directional data are identified by measures of central tendency and dispersion such as mean direction, mean resultant length, circular variance, and circular deviation (Fisher, 1995; Trauth et al., 2007; Jones, 2006a). Finding the directional mean is different from finding the arithmetic mean. The proper way to combine vectors is to use vector addition:

\[
C = \sum_{i=1}^{n} \cos \theta_i
\]

\[
S = \sum_{i=1}^{n} \sin \theta_i
\]

\[
R^2 = C^2 + S^2
\]

The mean direction \(\overline{\theta}\) of the vector resultant of \(\theta_1, \ldots, \theta_n\) can be computed from

### Table 2 Results of Rayleigh test for circular uniformity when vector mean is unknown

| Stations     | Al Badiyah | ADIA (27 m) |
|--------------|------------|-------------|
| Test when vector mean is unknown | Directions in 10 m | Directions in 50 m | Directions in 80 m | Directions in 100 m | Directions in 120 m |
| \(S^*\)     | 2.39×10^4 | 2.51×10^4 | 2.676×10^4 | 2.752×10^4 | 2.963×10^4 | 2.055×10^4 |
| Test Cutoff | 5.991      | 5.991      | 5.991      | 5.991      | 5.991      | 5.991      |
| \(P\) value | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       |
| \(H_0\)     | Rejected   | Rejected   | Rejected   | Rejected   | Rejected   | Rejected   |

### Table 3 Results of Rayleigh test for circular uniformity when vector mean is known

| Stations  | Al Badiyah | ADIA (27 m) |
|-----------|------------|-------------|
| Test when vector mean is known | Directions in 10 m | Directions in 50 m | Directions in 80 m | Directions in 100 m | Directions in 120 m |
| \(\mu\)   | 288°       | 90°         | 290°       | 280°       | 288°       | 338°       |
| \(C\)     | 0.3632     | −0.3477     | 0.3822     | 0.3699     | 0.3946     | 0.2001     |
| Test cutoff | 0.004681  | 0.004681    | 0.004681   | 0.004681   | 0.004681   | 0.002749   |
| \(P\) value | 0.00      | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       |
| \(H_0\)   | Rejected   | Rejected   | Rejected   | Rejected   | Rejected   | Rejected   |

### Table 4 Results of Watson’s \(U^2\) test for circular uniformity

| Stations   | Al Badiyah | ADIA (27 m) |
|------------|------------|-------------|
| \(U^2\) test statistic | Directions in 10 m | Directions in 50 m | Directions in 80 m | Directions in 100 m | Directions in 120 m |
| \(U^2\)    | 1221       | 1120       | 1127       | 1145       | 1192       | 769.4       |
| Test Cutoff | 0.187     | 0.187      | 0.187      | 0.187      | 0.187      | 0.187       |
| \(H_0\)    | Rejected   | Rejected   | Rejected   | Rejected   | Rejected   | Rejected   |
$$\cos \bar{\theta} = \frac{C}{R}$$

$$\sin \bar{\theta} = \frac{S}{R}$$

$$\bar{\theta} = \begin{cases} 
\tan^{-1} \left( \frac{S}{C} \right) & S > 0, C > 0 \\
\tan^{-1} \left( \frac{S}{C} \right) + \pi & C < 0 \\
\tan^{-1} \left( \frac{S}{C} \right) + 2\pi & S < 0, C > 0 
\end{cases}$$

The mean resultant length $R$ is the length of the mean vector and lies in the range $(0, 1)$. It is defined in (Fisher, 1995; Bowers et al., 2000) as:

$$\bar{R} = \frac{R}{n}$$

The distribution is more concentrated when the circular variance is smaller. The sample circular variance $V$ lies between 0 and 1 and is computed as:

$$V = 1 - \bar{R}$$

The corresponding circular deviation, $S$, is calculated as:

$$S = \sqrt{-2\log(1-V)}$$
von Mises distribution

The von Mises distribution was introduced by von Mises in 1918, and it has some similarities with the normal distribution. This was highlighted by (Masseran et al., 2013; Gumbel et al., 1953; Masseran, 2015). The von Mises distribution VM(μ, k) is a symmetric common unimodal model for circular data. The probability density function of the von Mises distribution is given as follows:

\[
f(\theta) = \frac{1}{2\pi I_0(k)} e^{k \cos(\theta - \mu)}, \quad \theta \in [0, 2\pi)
\]

where μ is a parameter of the mean direction, k ∈ [0, ∞) is the concentration parameter around the center (Fisher, 1995; Costa et al., 2014), and \( I_0(k) = \frac{\Gamma^2}{2\pi} e^{k \cos(\theta - \mu)} d\theta \) is the modified Bessel function of order zero. \( A_p(k) \) of order \( p \) is a ratio of two modified Bessel functions, where \( p \) is the order:

\[
A_p(k) = A_{p-2}(k) \frac{2(p-1)}{k} A_{p-1}(k)
\]

\[
A_p(k) = \frac{I_p(k)}{I_0(k)}
\]

The distribution function from (Fisher, 1995) is:

\[
F(\theta) = \frac{1}{2\pi I_0(k)} I_0(k) e^{k \cos(\theta - \mu)} d\theta
\]

The concentration parameter can be estimated by using the maximum likelihood method, and it is a solution of the following equation [18]:

\[
A_1 = \left( \hat{k}_{ML} \right) = \frac{R}{n} = \frac{R}{n}
\]

where \( R \) is the mean resultant length and \( A_1(x) = \frac{I_0(x)}{I_1(x)} \). The approximation for \( \hat{k}_{ML} \) from (Fisher, 1995; Bowers et al., 2000) is:

\[
\hat{k}_{ML} = \begin{cases} 
2R + R^3 + \frac{5R^5}{6} & R < 0.53 \\
-0.4 + 1.39R + \frac{0.43}{1-R} & 0.53 \leq R < 0.85 \\
1 & R \geq 0.85
\end{cases}
\]

\( \hat{k}_{ML} \) can be used to estimate the true value of \( k \) when the sample size is small and \( R < 0.7 \) (in other words, if the \( R < 0.7 \) and specifically \( R < 0.45 \), then \( \hat{k}_{ML} \) is true and there is no need to go to the next step). If the sample size \( n \leq 15 \), then the following equation is preferred to estimate \( k \) after finding \( \hat{k}_{ML} \) (Fisher, 1995; Hakim et al., 2013).

\[
\hat{k} = \begin{cases} 
\max \left( \hat{k}_{ML} - \frac{2}{\hat{k}_{ML}}, 0 \right) & \hat{k}_{ML} < 2 \\
\frac{(n-1)\hat{k}_{ML}}{n^3 + n} & \hat{k}_{ML} \geq 2
\end{cases}
\]

Modeling mixture of two von Mises distributions

Generally, the mixture of von Mises distributions is derived from the following equation [29]:

| Table 5 | Watson’s \( U^2 \) test results for VM when both vector mean and concentration parameters are known |
| --- | --- | --- | --- | --- |
| Stations | Al Badiyah | ADIA |
| \( U^2 \) test statistic | Directions in 10 m | Directions in 50 m | Directions in 80 m | Directions in 100 m | Directions in 120 m | ADIA (27 m) |
| \( \mu \) | 288° | 90° | 290° | 280° | 288° | 338° |
| \( k \) | 0.7 | 0.7 | 0.9 | 0.8 | 0.8 | 0.4 |
| \( U^2 \) | 7306 | 1822 | 521.8 | 600.2 | 577 | 269.2 |
| Test Cutoff | 0.187 | 0.187 | 0.187 | 0.187 | 0.187 | 0.187 |
| \( H_0 \) | Rejected | Rejected | Rejected | Rejected | Rejected | Rejected |

| Table 6 | Watson’s \( U^2 \) test results for VM when both vector mean and concentration parameters are unknown |
| --- | --- | --- | --- | --- |
| Stations | Al Badiyah | ADIA |
| \( U^2 \) test statistic | Directions in 10 m | Directions in 50 m | Directions in 80 m | Directions in 100 m | Directions in 120 m | ADIA (27 m) |
| \( U^2 \) | 7306 | 591.9 | 559.3 | 563.1 | 560 | 267.2 |
| Test Cutoff | 0.07267 | 0.07331 | 0.07419 | 0.07459 | 0.07568 | 0.0647 |
| \( H_0 \) | Rejected | Rejected | Rejected | Rejected | Rejected | Rejected |
for the estimation of the above five parameters. The equations are as follows (Jones, 2006a):

\[pa_1(k_1)\cos(\mu_1) + (1-p)A_1(k_2)\cos(\mu_2) = \bar{T}_1,\]
\[pa_2(k_1)\cos(2\mu_1) + (1-p)A_2(k_2)\cos(2\mu_2) = \bar{T}_2,\]
\[pa_3(k_1)\cos(3\mu_1) + (1-p)A_3(k_2)\cos(3\mu_2) = \bar{T}_3,\]
\[pa_1(k_1)\sin(\mu_1) + (1-p)A_1(k_2)\sin(\mu_2) = \bar{S}_1,\]
\[pa_2(k_1)\sin(2\mu_1) + (1-p)A_2(k_2)\sin(2\mu_2) = \bar{S}_2,\]
\[pa_3(k_1)\sin(3\mu_1) + (1-p)A_3(k_2)\sin(3\mu_2) = \bar{S}_3,\]

where \(\bar{T}_p = \left(\frac{1}{n}\right) \sum_{i=1}^n \cos p\theta_i\) and \(\bar{S}_p = \left(\frac{1}{n}\right) \sum_{i=1}^n \sin p\theta_i\).

If we denote the set of the parameters as \(\bar{\mu}_1, \bar{k}_1, \bar{\mu}_2, \bar{k}_2,\) and \(\bar{p},\) the aim is to find the residual difference between the sample moments \(\Delta C_1, \Delta C_2, \Delta C_3, \Delta S_1, \Delta S_2,\) and \(\Delta S_3\) which will be used in the least square criterion method to find the parameters of the two components of von Mises distributions. \(\Delta C_1\) is calculated from the following equation, and all residual differences can be obtained in the same manner (Jones, 2006a).

\[\Delta C_1 = \bar{p}A_1\left(\bar{k}_1\right)\cos(\bar{\mu}_1) + \left(1-\bar{p}\right)A_1\left(\bar{k}_2\right)\cos(\bar{\mu}_2) - \bar{T}_1\]

Then, the sum of the square criterion is:

\[r^2\left(\bar{\mu}_1, \bar{k}_1, \bar{\mu}_2, \bar{k}_2, \bar{p}\right) = \Delta C_1^2 + \Delta C_2^2 + \Delta C_3^2 + \Delta S_1^2 + \Delta S_2^2 + \Delta S_3^2\]

(27)

This method can be extended to more than two components of the von Mises distribution.

**Hypothesis testing**

Three types of distributions, i.e., circular distribution, von Mises distribution, and mixture of von Mises distributions, are tested to find the best fitting model to the data as illustrated in the flow chart in Fig. 1.

Graphical assessment and formal assessment using 95% confidence intervals for the distributions are used to verify the hypothesis and results. First, we check the uniformity of

| Stations       | Al Badiyah | ADIA     |
|----------------|------------|----------|
| Different heights |            |          |
| Directions in 10 m | 0.858     | 0.8604   |
| Directions in 50 m | 0.8604    | 0.8605   |
| Directions in 80 m | 0.8605    | 0.8602   |
| Directions in 100 m | 0.8602    | 0.9318   |
| Directions in 120 m |          |          |
| (27 m)         |            |          |
the data, and then a graphical assessment is carried out as in (Mardia & Jupp, 2009). Various methods of formal testing are used to check the uniformity, such as the test of randomness against any alternative (Kuiper’s test for ungrouped data) (Fisher, 1995). Rayleigh test is used to test the hypothesis of uniformity of randomness against a unimodal alternative (Mardia & Jupp, 2009; Jones, 2006a). Watson’s $U^2$ test is also employed. It uses a corrected mean square deviation. $U^2$ is well defined in this test and is invariant under rotation and reflection. $U^2$ is based on comparing the theoretical cumulative distribution function with the practical distribution function (Jones, 2006a).

$$U^2 = \sum_{i=1}^{n} \left[ U_i - \bar{U} + \frac{j - \frac{1}{2}}{n} \right]^2 + \frac{1}{12n} \tag{28}$$

where $U_i$ is the sorted cumulative distribution function, $\bar{U}$ is the average of CDF, and $N$ is the total number of records.

The second step is to test the hypothesis of von Mises distribution. The goodness of fit is measured using the $R^2$ coefficient as it is mentioned in (Masseran et al., 2013; Carta et al., 2008a; Carta et al., 2008b). Watson’s $U^2$ test is used also to verify whether the distribution is a von Mises distribution or not. In this case, Watson’s $U^2$ test may take two different forms depending on whether the vector mean and concentration parameters are known (predicted) or not (both known, one of them known or both unknown) (Jones, 2006a). The last step is to check the goodness of fit for the finite mixture of two von Mises distributions using the $R^2$ coefficient as it is mentioned in (Masseran et al., 2013; Carta et al., 2008a; Carta et al., 2008b). The mixture of von Mises is tested using the chi-square to check if the mixture of two von Mises is the best fit to the data (Heckenbergerová et al., 2013).

### Case study

In this study, we use two data sets from two different locations in the UAE. The UAE is a located in the southeastern part of

![Fig. 8](image-url) **Fig. 8** Probability density functions of the separated components of the FMVM distribution at 10 m height at Al Badiyah. Comparison of the empirical cumulative probability with the VM cumulative distribution of wind direction at ADIA

![Fig. 9](image-url) **Fig. 9** Probability density functions of the separated components of the FMVM distribution at ADIA. Probability density functions of the separated components of the FMVM distribution at 10 m height at Al Badiyah

---

**Table 8** Estimates of the parameters of FMVM using the least square method

| Components | Al Badiyah | ADIA (27 m) |
|------------|------------|-------------|
|            | Directions in | Directions in | Directions in |
|            | 10 m        | 50 m        | 80 m        | 100 m       | 120 m       |
|            | Directions in | Directions in | Directions in |
|            | 50 m        | 80 m        | 100 m       | 120 m       |
| $k_1$      | 3.461       | 2.7693      | 2.3829      | 2.2828      | 2.2377      | 0.22424     |
| $\mu_1$    | 81.8        | 81.9        | 82.1        | 82.3        | 82.4        | 107.7       |
| $k_2$      | 7.8722      | 6.3049      | 6.2748      | 6.4047      | 6.3367      | 13.309      |
| $\mu_2$    | 278.1       | 280.7       | 283.0       | 284.2       | 285.3       | 324.1       |
| $p$        | 0.331       | 0.330       | 0.334       | 0.337       | 0.331       | 0.729       |
the Arabian Peninsula between 22.5°N and 26°N and between 51°E and 56.5°E. The UAE is bordered by the Persian Gulf in the north, the Arabian Sea and Oman in the east, and Saudi Arabia in the south and west. It is composed of three different ecological areas: the marine coastal area, the northeastern mountainous area, and the desert inland area. The region is characterized by an arid climate with high temperatures. The coastal region is very humid with a summer relative humidity reaching 100%. In this region, temperatures range between 14 and 23 °C in the winter and can reach 46 °C in the summer (Ouarda et al., 2014). Both stations studied in this paper are located in the coastal region of the UAE.

For the first site, the data is recorded at Abu Dhabi International Airport (ADIA) which is located at 24°26′N and 54°39′E. The data is measured at 27 m height from 1982 to 2010. The second site is located in the Al Badiyah region, which is near the coast and the mountains, at 25°24′N and 56°20′E. The wind direction and speed were simulated 24 h daily from 2003 to 2012 at five different elevations (10 m, 50 m, 80 m, 100 m, and 120 m) (Mooney et al., 2003). The locations of the two selected sites are illustrated in the map of Fig. 2. ADIA is located near the coast bordering the Arabian Gulf, while Al Badiyah is located near the coast bordering the Gulf of Oman and surrounded by a mountainous region. Figure 3 presents the wind rose diagrams at 10 m height for Al Badiyah and ADIA stations. The wind rose diagrams corresponding to other elevations at Al Badiyah are very similar to the one corresponding to the 10 m height. Table 1 provides an overview of the descriptive statistics of the data for the different elevations at Al Badiyah and at ADIA.

Results

The objective of this work is to model wind direction distributions at two different locations in the UAE. For this, we explore three distribution models, i.e., uniform circular, von Mises, and mixture of two von Mises distributions. An appropriate model is selected based on the tests mentioned in section 5. The data proceed using the CircStat toolbox (Jones, 2006a; Jones, 2006b) applied in MATLAB R2014.

Test of uniformity

The uniformity of the Al Badiyah and ADIA data was first verified based on graphical assessment using wind rose diagrams to represent wind direction as shown in Fig. 3. Wind directions are pointing to the east and to the west/northwest for ADIA and Al Badiyah, respectively. It is evident from the plots that the uniform distribution is not a good fit for the data. The hypothesis is also formally tested using the Rayleigh test with two assumptions, i.e. when the vector mean is known and when it is unknown. The hypothesis is also tested using Watson’s $U^2$ test. The results of formal assessment of the hypothesis under 0.05 confidence level are shown in Table 2, Table 3, and Table 4 for the Rayleigh test when vector means are unknown, Rayleigh test when vector means are known, and Watson’s $U^2$ test, respectively. It can be seen that the uniform circular distribution is not a good fit for the data at both locations. The test results indicate that there is a significant variation in the wind direction.
Test of von Mises distribution

The graphical assessment of Al Badiyah data is illustrated in Fig. 4 which illustrates that there is a shift in the direction to the right (north) with an increase in the height. It can be observed that the von Mises distribution seems to be a good fit at 10 m height but deviates for the other heights. This indicates that as the height increases, the direction changes also and the highest speed is recorded at the altitude of 120 m Fig. 5. The graphical assessment of ADIA is shown in Fig. 6. The hypothesis was tested using Watson’s $U^2$ test (Tables 5 and Table 6). The goodness of fit was measured using the $R^2$ coefficient as shown in Fig. 6 for Al Badiyah and in Fig. 7 for ADIA (Table 7). The tests show that the von Mises distribution is not a good fit for both data sets.

Test of mixture of von Mises

The least square estimates of the parameters of the two components von Mises distribution are shown in Table 8. For the Al Badiyah data set, the table shows that there are two concentration parameters and two directional means. The concentration parameter $k_2$ is higher than $k_1$ which means that the wind direction below is highly concentrated in the western direction. The concentration parameter around the directional mean is higher at the 10 m elevation compared to the other elevations. It can be observed that as the elevation increases, the concentration parameters decrease. The reason for that might be because of the wind direction overlap in the height. The ADIA data set shows that the concentration parameter $k_2$ is higher than $k_1$ and it concentrates in the northwest direction. The result in Table 8 is confirmed with the separation of two components of von Mises distributions in Fig. 8 (Al Badiyah) and Fig. 9 (ADIA). The plots at four different elevations are approximately similar to Fig. 8. The goodness of fit of the FMVM was then measured using the $R^2$ coefficient as shown in Fig. 10, Fig. 11, and Table 9. These results illustrate that the FMVM and the empirical cumulative probability are approximately identical, and the $R^2$ coefficient is equal to one for the heights 10 m, 50 m, 80 m, and at ADIA station. For the directions at the 100 m and 120 m heights, the $R^2$ coefficient takes the value 0.9999. The result is comparable with (Carta et al., 2008a) as presented in Fig. 12 below.

The chi-square test was carried out to verify that the best fitting model is the FMVM as presented in Table 10. It is clear from the results corresponding to both stations that the finite mixture of two von Mises distributions is the best fitting model for wind direction.

$$\chi^2 = \sum_{i=1}^{k} \frac{(O_i - E_i)^2}{E_i}$$

(29)

Discussion and conclusions

Since the values of wind speed and direction is changing from one place to another, the data planned to be gathered in various locations. If the circular uniform model is accepted, this means that the wind below in all directions (360 degrees) are the same, so no much effort will be done to align the wind turbine since it will gather the same amount of energy. Whereas if the there is a particular direction for wind to blow, then that should be considered once planned to establish an electricity field of turbine. If the wind blows on two or more directions, this must be noted to place the wind turbine in a way to gather the most energy. This means that the best fitting models and number of Von Mises combination depend on the nature of the data.

To conclude, the first case study, which deals with modeling wind directions in Al Badiyah station at five different heights, shows that the mixture of two von Mises models fits the data better than the uniform circular and von Mises distributions. The mixture of von Mises model indicates that there

---

**Table 9** $R^2$ coefficients obtained for FMVM

| Stations  | Al Badiyah | ADIA (27 m) |
|-----------|------------|-------------|
| Different heights | Directions in 10 m | Directions in 10 m | Directions in 10 m |
|            |            |            |            |
| $R^2$  | 1 | 1 | 1 | 0.9999 | 0.9999 | 1 |

**Table 10** Chi-square values obtained for FMVM

| Stations  | Al Badiyah | ADIA (27 m) |
|-----------|------------|-------------|
| Different heights | Directions in 10 m | Directions in 10 m | Directions in 10 m |
|            |            |            |            |
| $\chi^2$ | 1.25 | 1.2501 | 1.8961 | 1.9011 | 1.9080 | 1.9080 |
are two mean (average) wind directions which are different in concentration. All data sets are highly concentrated in interval range (278.1, 285.3) which points to the northwestern direction more than the second mean (average) direction in interval range (81.8, 82.4) which points to the northeastern direction for the five data sets. It is interesting to note that all heights (10 m, 50 m, 80 m, 100 m, and 120 m) have similar wind direction distributions. All chi-square values lie below the value of 3.841 when α = 0.05. Consequently, the hypothesis that wind has two main directions cannot be rejected.

The second case study models wind direction at Abu Dhabi International Airport during the period 1982 to 2010. Wind direction at ADIA points to two main directions. The dominant wind direction is concentrated in the northwest (324.1), and the second direction points to the southeastern (107.7). This shows that wind direction characteristics at the ADIA station are significantly different from Al Badiyah station. This points to the spatial variability of wind direction in the UAE and the need for a more detailed assessment of wind directional distributions at any specific site of interest. The chi-square value is lower than 3.841 when the significant interval is α = 0.05, and the hypothesis that wind has two main directions cannot be rejected.

Future research efforts may focus on the association between wind direction and speed, e.g., using linear-circular association methods (Fisher, 1995) in order to accurately estimate the wind power and better plan the development of wind farms. Future research may also explore the use of bivariate (wind speed and direction) and multivariate (wind speed and direction and air density) models using multivariate kernel density estimates (Zhang et al., 2013).
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