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Abstract

We establish the asymptotic stability of multi-solitons for the one-dimensional Landau-Lifshitz equation with an easy-plane anisotropy. The solitons have non-zero speed, are ordered according to their speeds and have sufficiently separated initial positions. We provide the asymptotic stability around solitons and between solitons. More precisely, we show that for an initial datum close to a sum of $N$ dark solitons, the corresponding solution converges weakly to one of the solitons in the sum, when it is translated to the centre of this soliton, and converges weakly to zero when it is translated between solitons.

1 Introduction

We consider the one-dimensional Landau-Lifshitz equation

$$\partial_t m + m \times (\partial_{xx} m + \lambda m_3 e_3) = 0,$$

(LL)

for a map $m = (m_1, m_2, m_3) : \mathbb{R} \times \mathbb{R} \to \mathbb{S}^2$, where $e_3 = (0, 0, 1)$ and $\lambda \in \mathbb{R}$. This equation, which was introduced by Landau and Lifshitz in [14], describes the dynamics of magnetization in a one-dimensional ferromagnetic material, for example in CsNiF$_3$ or TMNC (see e.g. [13, 11] and the references therein). $\lambda$ is the anisotropy parameter of the material. The case $\lambda > 0$ gives account for an easy-axis anisotropy and the case $\lambda < 0$ of an easy-plane anisotropy. The equation reduces to the one-dimensional Schrödinger map equation in the isotropic case $\lambda = 0$.

This equation has been intensively studied (see e.g. [2, 10, 12]). In this paper, we are interested in the easy-plane anisotropy case ($\lambda < 0$). Scaling the map $m$, if necessary, we can assume from now on $\lambda = -1$.

The Hamiltonian for the Landau-Lifshitz equation, the so-called Landau-Lifshitz energy, is given by

$$E(m) := \frac{1}{2} \int_{\mathbb{R}} (|\partial_x m|^2 + m_3^2).$$

In this paper, we study the solutions $m$ to (LL) with finite Landau-Lifshitz energy, i.e. which belong to the energy space

$$\mathcal{E}(\mathbb{R}) := \{ v : \mathbb{R} \to \mathbb{S}^2, \text{ s.t. } v' \in L^2(\mathbb{R}) \text{ and } v_3 \in L^2(\mathbb{R}) \}.$$

A soliton with speed $c$ is a travelling-wave solution of (LL) which has the form

$$m(x,t) := u(x - ct).$$
Its profile \( u \) is solution to the ordinary differential equation

\[
\ddot{u} + |u|^2u + u^3e_3 + cu \times u' = 0. \tag{TWE}
\]

The solutions of this equation are explicit. If \(|c| < 1\), there exist non-constant solutions \( u_c \) to (TWE), which are given by the formulae

\[
[u_c]_1(x) = \frac{c}{\cosh \left( (1 - c^2)^{\frac{1}{2}} x \right)}, \quad [u_c]_2(x) = \tanh \left( (1 - c^2)^{\frac{1}{2}} x \right), \quad [u_c]_3(x) = \frac{(1 - c^2)^{\frac{1}{2}}}{\cosh \left( (1 - c^2)^{\frac{1}{2}} x \right)},
\]

up to the invariances of the problem, i.e. translations, rotations around the axis \( x_3 \) and the orthogonal symmetry with respect to the plane \( x_3 = 0 \) (see [7] for more details). Else, when \(|c| \geq 1\), the only solutions with finite Landau-Lifshitz energy are the constant vectors in \( \mathbb{S}^1 \times \{0\} \).

In dimension one the equation is completely integrable using the inverse scattering method (see e.g. [9]). This method allows to justify the existence of multi-solitons for (LL) and to compute their expression (see [18, 20]). Multi-solitons, which can be considered as a nonlinear superposition of single solitons, are exact solutions to (LL). Our main goal is to prove the asymptotic stability of multi-solitons (see Theorem 1.1 below).

Martel, Merle and Tsai proved the asymptotic stability for multi-solitons of the subcritical gKdV equations in [17]. Martel and Merle stated this result for one soliton of the generalized KdV equation in [15] and then they refined the results for multi-solitons in [16]. This method was successfully adapted by Bethuel, Gravejat and Smet to prove the asymptotic stability for a dark soliton of the Gross-Pitaevskii equation in [5] and then in [1] to show the same result for the Landau-Lifshitz equation. Cuccagna and Jenkins proved similar results for the Gross-Pitaevskii equation in [6] using the inverse scattering method. Perelman established the asymptotic stability of multi-solitons for the nonlinear Schrödinger equation in [19].

In the next subsections, we first introduce the hydrodynamical framework in which we provide all the analysis and we provide our main result.

### 1.1 The hydrodynamical framework

We denote by \( \tilde{m} \) the map defined by \( \tilde{m} := m_1 + im_2 \). We have

\[
|\tilde{m}(x)| = (1 - m_3^2(x))^{\frac{1}{2}} \to 1,
\]

as \( x \to \pm \infty \), using the fact that \( m_3 \) belongs to \( H^1(\mathbb{R}) \), and the Sobolev embedding theorem. This allows us, as in the case of the Gross-Pitaevskii equation (see e.g. [3]), to consider the hydrodynamical framework for the Landau-Lifshitz equation. In terms of the maps \( \tilde{m} \) and \( m_3 \), this equation may be written as

\[
\begin{cases}
  i\partial_t \tilde{m} - m_3 \partial_{xx} \tilde{m} + \tilde{m} \partial_{xx} m_3 - \tilde{m} m_3 = 0, \\
  \partial_t m_3 + \partial_x \langle i\tilde{m}, \partial_x \tilde{m} \rangle_C = 0.
\end{cases}
\]

When the map \( \tilde{m} \) does not vanish, one can write it as \( \tilde{m} = (1 - m_3^2)^{1/2} \exp i\varphi \). The hydrodynamical variables \( v := m_3 \) and \( w := \partial_x \varphi \) verify the following system

\[
\begin{align*}
  \partial_t v &= \partial_x ((v^2 - 1)w), \\
  \partial_t w &= \partial_x \left( \frac{\partial_{xx} v}{1 - v^2} + v \frac{(\partial_x v)^2}{(1 - v^2)^2} + v (w^2 - 1) \right). \tag{HLL}
\end{align*}
\]
This system is similar to the hydrodynamical Gross-Pitaevskii equation (see e.g. [3]). The Cauchy problem in the space \( X(R) := H^1(R) \times L^2(R) \) for this system was solved by de Laië and Gravejat in [3], where local well-posedness is established.

In this framework, the Landau-Lifshitz energy is expressed as

\[
E(v) := \int_{\mathbb{R}} e(v) := \frac{1}{2} \int_{\mathbb{R}} \left( \frac{(v')^2}{1-v^2} + (1-v^2)w^2 + v^2 \right),
\]

where \( v := (v, w) \) denotes the hydrodynamical pair. The momentum \( P \), defined by

\[
P(v) := \int_{\mathbb{R}} vw,
\]

is also conserved by the Landau-Lifshitz flow. When \( c \neq 0 \), the function \( \tilde{u}_c \) does not vanish. The hydrodynamical pair \( Q_c := (v_c, w_c) \) is given by

\[
v_c(x) = \frac{(1-c^2)^{\frac{1}{2}}}{\cosh \left( (1-c^2)^{\frac{1}{2}} x \right)}, \quad \text{and} \quad w_c(x) = \frac{c v_c(x)}{1 - v_c(x)^2} = \frac{c(1-c^2)^{\frac{1}{2}} \cosh \left( (1-c^2)^{\frac{1}{2}} x \right)}{\sinh \left( (1-c^2)^{\frac{1}{2}} x \right)^2 + c^2}.
\]

The flow of \((HLL)\) is invariant by translations and the opposite map \((v, w) \mapsto (-v, -w)\). These geometric transformations play an important role in the stability statement. We will show that the stability depends on these invariances.

We denote

\[
Q_{c,a,s}(x) := s Q_c(x-a) := (sv_c(x-a), sw_c(x-a)),
\]

for \( a \in \mathbb{R} \) and \( s \in \{\pm 1\} \). We also define

\[
S_{c,a,s} := (V_{c,a,s}, W_{c,a,s}) := \sum_{j=1}^{N} Q_{c_j, a_j, s_j},
\]

with \( N \in \mathbb{N}^* \), \( c = (c_1, \ldots, c_N) \), with \( c_j \neq 0 \), \( a = (a_1, \ldots, a_N) \in \mathbb{R}^N \) and \( s = (s_1, \ldots, s_N) \in \{\pm 1\}^N \). In the original framework, this can be translated in the following way

\[
R_{c,a,s} := \left( (1 - V_{c,a,s}^2)^{\frac{1}{2}} \cos(\Theta_{c,a,s}), (1 - V_{c,a,s}^2)^{\frac{1}{2}} \sin(\Theta_{c,a,s}), V_{c,a,s} \right),
\]

where we have denoted

\[
\Theta_{c,a,s}(x) := \int_{0}^{x} W_{c,a,s}(y)dy,
\]

for any \( x \in \mathbb{R} \). In this paper, we provide the proof of the asymptotic stability around any soliton and between any two solitons of a sum of well-separated solitons with ordered speed, i.e.

\[
a_j - a_{j-1} \geq L, \quad \text{for any} \ j \in \{2, \ldots, N\}, \quad \text{where} \ L > 0, \ \text{and} \ c_1 < \ldots < c_N.
\]

Multi-solitons are orbitally stable under these invariance parameters (see [3] for more details). We recall this result in the next section (see Theorem 2.1 below).

\(^1\)The hydrodynamical terminology originates in the fact that the hydrodynamical Gross-Pitaevskii equation is similar to the Euler equation for an irrotational fluid (see e.g. [1]).
1.2 Asymptotic stability in the original framework

In this subsection, we provide our main result. First, we introduce a metric structure on the energy space $\mathcal{E}(\mathbb{R})$ in order to establish them. As it was done by de Laire and Gravejat in [8], we define the following distance

$$d_\mathcal{E}(f,g) := |\tilde{f}(0) - \tilde{g}(0)| + \|f' - g'\|_{L^2(\mathbb{R})} + \|f_4 - g_4\|_{L^2(\mathbb{R})},$$

where $f = (f_1, f_2, f_3)$ and $\tilde{f} = f_1 + if_2$ (respectively for $g$). With this choice, $(\mathcal{E}(\mathbb{R}), d_\mathcal{E})$ is a metric space. The following theorem shows the asymptotic stability around each soliton and between the solitons.

**Theorem 1.1.** Let $s \in \{\pm1\}^N$, $c^0 = (c^0_1, \ldots, c^0_N) \in (-1,1)^N$, with $c^0_j \neq 0$, such that

$$c^0_1 < \ldots < c^0_N,$$

and $a^0 = (a^0_1, \ldots, a^0_N) \in \mathbb{R}^N$. There exist a positive number $\beta_\phi$, depending only on $c^0$, and a positive number $L^0$ such that, if

$$d_\mathcal{E}(m^0, R_t \phi, a^0, s) \leq \beta_\phi,$$

and

$$a^0 \in \text{Pos}(L^0),$$

then there exist $N$ numbers $\tilde{c} := (\tilde{c}_1, \ldots, \tilde{c}_N) \in (-1,1)^N$, with $\tilde{c}_j \neq 0$, and $2N$ functions $a_j \in C^1(\mathbb{R}_+, \mathbb{R})$ and $\theta_j \in C^1(\mathbb{R}_+, \mathbb{R})$, such that

$$a'_j(t) \rightarrow \tilde{c}_j, \quad \text{and} \quad \theta'_j(t) \rightarrow 0,$$

as $t \rightarrow +\infty$, and for which the map

$$m_{\theta_j} := \left(\cos(\theta_j)m_1 - \sin(\theta_j)m_2, \sin(\theta_j)m_1 + \cos(\theta_j)m_2, m_3\right),$$

corresponding to the unique global solution $m \in C^0(\mathbb{R}, \mathcal{E}(\mathbb{R}))$ with initial datum $m^0$, satisfies the convergences

$$\sum_{j=1}^{N} \left[ \partial_x m_{\theta_j}(t) \left( \cdot + a_j(t), t \right) - \partial_x u_{\tilde{c}_j} \right] \rightarrow 0 \quad \text{in} \; L^2(\mathbb{R}),$$

$$\sum_{j=1}^{N} \left[ m_{\theta_j}(t) \left( \cdot + a_j(t), t \right) - u_{\tilde{c}_j} \right] \rightarrow 0 \quad \text{in} \; L^\infty_{\text{loc}}(\mathbb{R}),$$

and

$$\sum_{j=1}^{N} \left[ m_3 \left( \cdot + a_j(t), t \right) - \left[ u_{\tilde{c}_j}\right]_3 \right] \rightarrow 0 \quad \text{in} \; L^2(\mathbb{R}),$$

as $t \rightarrow +\infty$. In addition, for any map $b_j$ satisfying the following conditions:

$$\left\{ \begin{array}{l}
     b_1(t) < a_1(t), \\
     a_{j-1}(t) < b_j(t) < a_j(t) \quad \forall \; 2 \leq j \leq N, \\
     b_{N+1}(t) > a_N(t),
\end{array} \right. \quad (1.6)$$

for all $t \in \mathbb{R}_+$ and

$$\left\{ \begin{array}{l}
     \liminf_{t \rightarrow +\infty} \frac{b_j(t)}{t} > c^\infty_{j-1}, \\
     \limsup_{t \rightarrow +\infty} \frac{b_j(t)}{t} < c^\infty_j,
\end{array} \right. \quad (1.7)$$
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with \[ \begin{cases} c_0^\infty = -1, \\ c_{N+1}^\infty = 1, \end{cases} \]
we have
\[
\sum_{j=1}^N \partial_x m_{\theta_j(t)}(\cdot + b_j(t), t) \rightarrow 0 \quad \text{in} \ L^2(\mathbb{R}),
\]
\[
\sum_{j=1}^N \left[ m_{\theta_j(t)}(\cdot + b_j(t), t) - e_2 \right] \rightarrow 0 \quad \text{in} \ L^\infty_{\text{loc}}(\mathbb{R}),
\]
and
\[
\sum_{j=1}^N m_3(\cdot + a_j(t), t) \rightarrow 0 \quad \text{in} \ L^2(\mathbb{R}),
\]
as \( t \rightarrow +\infty \), with \( e_2 = (0, 1, 0) \).

The proof of this theorem is similar to the one of Theorem 1.1 in [1]. It relies on a modulation argument and Theorem 1.2. The proof still applies for our case of \( N \) solitons since each term of the sums in (1.5) and (1.8) converges to zero. It remains to deal with each term separately and apply the arguments used for the case of one soliton \( N \) times. In particular, (1.5) and (1.8) are direct consequences of (1.9) and (1.10) respectively (see Subsection 2.4 in [1] for more details).

**Remark 1.1.** The locally strong asymptotic stability result for multi-solitons, as stated by Martel, Merle and Tsai in [17] for the KdV equation, is stronger than the two weak asymptotic stability results stated in this paper. It is still an open problem for this equation. As a matter of fact, the method used by Martel, Merle and Tsai is based on a monotonicity argument for the localized energy. This argument is not obvious in our case, since dispersion has both positive and negative speeds in contrast with the KdV case in which dispersion has only negative speeds.

### 1.3 Asymptotic stability in the hydrodynamical framework

The following theorem shows the asymptotic stability of multi-solitons in the hydrodynamical framework. We show the asymptotic stability around and between solitons.

**Theorem 1.2.** Let \( c^0 = (c_1^0, \ldots, c_N^0) \in (-1, 1)^N \), with \( c_j^0 \neq 0 \) for all \( j = 1, \ldots, N \), such that there exist \( L_0, \alpha_0 > 0 \) with the following properties. Given any \((v_0, w_0) \in X(\mathbb{R})\), there exist \( L > L_0 \) and \( \alpha < \alpha_0 \) such that if \((v_0, w_0) \in V(\alpha, L)\), then there exist \( \alpha := (a_1, \ldots, a_N) \in C^1(\mathbb{R}^+, \mathbb{R}^N) \), \( \epsilon := (c_1, \ldots, c_N) \in C^1(\mathbb{R}^+, (-1, 1) \setminus \{0\})^N \) and non zero different speeds \( c^{\infty} = (c_1^{\infty}, \ldots, c_N^{\infty}) \) such that the unique global solution \((v, w) \in C^0(\mathbb{R}, N V(\mathbb{R}))\) to [HLL] with initial datum \((v_0, w_0)\) satisfies, for all \( j \in \{1, \ldots, N\} \),

\[
\varepsilon(t, \cdot + a_j(t)) := (v, w)(t, x + a_j(t)) - \sum_{k=1}^N Q_{c_k(t)}(x + a_j(t) - a_k(t)) \rightarrow 0 \quad \text{in} \ X(\mathbb{R}),
\]
as well as

\[
\varepsilon(t, \cdot + b_j(t)) := (v, w)(t, x + b_j(t)) - \sum_{k=1}^N Q_{c_k(t)}(x + b_j(t) - a_k(t)) \rightarrow 0 \quad \text{in} \ X(\mathbb{R}),
\]
for any \( b := (b_1, \ldots, b_{N+1}) \in C^1(\mathbb{R}^+, \mathbb{R}^{N+1}) \) with \( b_j \) satisfying (1.6) and

\[
c_{j-1}^\infty < \lim_{t \rightarrow +\infty} b'_j(t) < c_j^\infty.
\]
Moreover, we have

\[ c_j(t) \to c_j^+ \infty, \quad a_j'(t) \to c_j^+ \infty, \]

as \( t \to +\infty \).

In fact, all the solitons in (1.9) with speed \( c_k \) for \( k \neq j \) are weakly convergent to 0 in \( X(\mathbb{R}) \) as \( t \to +\infty \), due to (1.12), so that (1.9) truly provides the asymptotic stability of the soliton with speed \( c_j \). For (1.10), all the solitons are weakly convergent to 0 in \( X(\mathbb{R}) \) as \( t \to +\infty \), so that (1.10) provides the asymptotic stability of the zero solution between the solitons.

Remark 1.2. (i) For (1.10), we begin by proving the convergence for \( b := (b_1, \ldots, b_{N+1}) \in C^1(\mathbb{R}_+, \mathbb{R}^{N+1}) \) with \( b_j \) satisfying (1.6) and (1.11). Then, we show that it remains also true for any \( b_j \) verifying (1.7) in order to deduce (1.8) (see the end of Subsection 4.1 for the proof).

(ii) The case when \( c_j^0 \neq 0 \) is excluded from the statement. In fact, we cannot use the hydrodynamical formulation in that case because the solitons can vanish. In addition, the Liouville type theorem cannot be applied as well as the orbital stability theorem. To our knowledge, this is still an open problem.

The proof relies on the strategy developed by Martel, Merle and Tsai in [17].

1.4 Plan of the paper

In the second section, we recall the orbital stability result for the multi-solitons, stated by de Laire and Gravejat in [8], which is an important tool to prove our results.

In the third section, we prove the asymptotic stability around solitons. More precisely, we show that any solution close to the sum of \( N \) solitons is weakly convergent to a soliton in the translating neighbourhood of each soliton. We state that all other solitons stay far in the way that in this region the problem reduces to the asymptotic stability for a single soliton. This is the reason why we can use the Liouville type theorem proved in [1].

In the last section, we change the translation parameter to show that any solution, corresponding to an initial datum close to the sum of \( N \) solitons, converges weakly to zero when it is moving in the core of the region separating two solitons. For this, we establish a Liouville type theorem, which affirms that small solutions which are smooth and exponentially localized are zero solutions. As a consequence, (1.10) claims that there is no interaction between well separated solitons with ordered speed.

2 Orbital stability in the hydrodynamical framework

In this section, we first recall the orbital stability result proved by de Laire and Gravejat in [8]. In order to quantify it precisely, we set

\[ \mathcal{NV}(\mathbb{R}) := \left\{ v = (v, w) \in H^1(\mathbb{R}) \times L^2(\mathbb{R}), \text{ s.t. } \max_{\mathbb{R}} |v| < 1 \right\}. \]

In the sequel we consider this space as a metric space equipped with the metric structure provided by the norm

\[ \| v \|_{H^1 \times L^2} := \left( \| v \|^2_{H^1} + \| w \|^2_{L^2} \right)^{\frac{1}{2}}. \]
Theorem 2.1. Let \( \mathbf{s}^* \in \{ \pm 1 \}^N \) and \( \mathbf{c}^* = (c_1^*, \ldots, c_N^*) \in (-1, 1)^N \), with \( c_j^* \neq 0 \), such that
\[ c_1^* < \ldots < c_N^*. \] (2.1)

There exist positive numbers \( \alpha^* \), \( L^* \) and \( A^* \), depending only on \( \mathbf{c}^* \) such that, if \( \mathbf{v}^0 \in \mathcal{N}\mathcal{V}(\mathbb{R}) \) satisfies the condition
\[ \alpha^0 := \| \mathbf{v}^0 - S_{\mathbf{c}^*, \mathbf{a}^0, \mathbf{s}^*} \|_{H^1 \times L^2} \leq \alpha^*, \] for points \( \mathbf{a}^0 = (a_1^0, \ldots, a_N^0) \in \mathbb{R}^N \) such that
\[ L^0 := \min \{ a_{j+1}^0 - a_j^0, 1 \leq j \leq N - 1 \} \geq L^*, \]
then the solution \( \mathbf{v} \) to (HLL) with initial datum \( \mathbf{v}^0 \) is globally well-defined on \( \mathbb{R}_+ \), and there exists a function \( \mathbf{a} = (a_1, \ldots, a_N) \in C^1(\mathbb{R}_+, \mathbb{R}^N) \) such that
\[ \sum_{j=1}^N |a_j'(t) - c_j^*| \leq A^*(\alpha^0 + \exp \left( -\frac{\nu^* L^0}{65} \right)), \] (2.3)
and
\[ \| \mathbf{v}(\cdot, t) - S_{\mathbf{c}^*, \mathbf{a}(t), \mathbf{s}^*} \|_{H^1 \times L^2} \leq A^*(\alpha^0 + \exp \left( -\frac{\nu^* L^0}{65} \right)), \] (2.4)
for any \( t \in \mathbb{R}_+ \).

Given a positive number \( L > 0 \), we introduce the set of well-separated and ordered positions
\[ \text{Pos}(L) := \{ \mathbf{a} = (a_1, \ldots, a_N) \in \mathbb{R}^N, \text{ s.t. } a_{j+1} > a_j + L \text{ for } 1 \leq j \leq N - 1 \}, \]
and we set
\[ \mathcal{V}(\alpha, L) := \left\{ \mathbf{v} = (v, w) \in H^1(\mathbb{R}) \times L^2(\mathbb{R}), \text{ s.t. } \inf_{\mathbf{a} \in \text{Pos}(L)} \| \mathbf{v} - S_{\mathbf{c}^*, \mathbf{a}, \mathbf{s}^*} \|_{H^1 \times L^2} < \alpha \right\}, \]
for \( \alpha > 0 \). We also define
\[ \mu_c := \min_{1 \leq j \leq N} |c_j|, \quad \text{and} \quad \nu_c := \min_{1 \leq j \leq N} (1 - c_j^2)^{\frac{1}{2}}, \]
for any \( c \in (-1, 1)^N \). The following proposition provides some details contained in the proof of Theorem 2.1. In particular, it shows the existence of the speed and the translation parameters for each soliton (see [8] for the proof). It is an important tool for the proof of the asymptotic stability result.

Proposition 2.1. There exist positive numbers \( \alpha_1^* \) and \( L_1^* \), depending only on \( \mathbf{c}^* \) and \( \mathbf{s}^* \), such that we have the following properties.
(i) Any pair \( \mathbf{v} = (v, w) \in \mathcal{V}(\alpha_1^*, L_1^*) \) belongs to \( \mathcal{N}\mathcal{V}(\mathbb{R}) \), with
\[ 1 - v^2 \geq \frac{1}{8 \mu_c^2}. \] (2.5)
(ii) There exist two maps \( \mathbf{c} \in C^1(\mathcal{V}(\alpha_1^*, L_1^*), (-1, 1)^N) \) and \( \mathbf{a} \in C^1(\mathcal{V}(\alpha_1^*, L_1^*), \mathbb{R}^N) \), and a positive number \( A^* \), depending only on \( \mathbf{c}^* \) and \( \mathbf{s}^* \), such that, if
\[ \| \mathbf{v} - S_{\mathbf{c}^*, \mathbf{a}^*, \mathbf{s}^*} \|_{H^1 \times L^2} < \alpha, \]
for \( \mathbf{a}^* \in \text{Pos}(L) \), with \( L > L_1^* \) and \( \alpha < \alpha_1^* \), then we have
\[ \| \mathbf{c} \|_{H^1 \times L^2} + \sum_{j=1}^N |c_j(v) - c_j^*| + \sum_{j=1}^N |a_j(v) - a_j^*| \leq A^*(\alpha + \exp \left( -\frac{\nu_c L}{32} \right)), \] (2.6)
as well as
\[ a(\nu) \in \text{Pos}(L - 1), \quad \mu_{c(\nu)} \geq \frac{1}{2}\mu_{c^*} \quad \text{and} \quad \nu_{c(\nu)} \geq \frac{1}{2}\nu_{c^*}, \] (2.7)
where
\[ \varepsilon = \nu - S_{c(\nu), a(\nu), \nu^*}, \]
satisfies the orthogonality conditions
\[ \langle \varepsilon, \partial_x Q_{c_k(\nu)} \rangle_{L^2(\mathbb{R})^2} = \langle \varepsilon, \chi_{c_k(\nu)} \rangle_{L^2(\mathbb{R})^2} = 0, \] (2.8)
for any \( k \in \{1, \ldots, N\} \). The function \( \chi_{c_k(\nu)} \) stands here for an eigenvector of the quadratic form \( \mathcal{H}_{c_k(\nu)} := E'(Q_{c_k(\nu)}) - c_k(\nu)P'(Q_{c_k(\nu)}) \) associated to its unique negative eigenvalue.

**Remark 2.1.** The second orthogonality condition in (2.8) is not the same as the one used by de Laire and Gravejat in [8]. However, the result remains true by the same argument used in [1] (see Section 3 in [1] for more details). Moreover, we need this orthogonality condition in order to apply the Liouville type theorem (Theorem 3.1 below) (see Subsection 2.3.3 in [1] for more details).

Next, we recall the result for only one soliton which is a direct consequence of Theorem 2.1. It is an important tool for the proof of (1.3) since we analyse the soliton around each soliton.

**Theorem 2.2.** [9] Let \( c \in (-1, 1) \setminus \{0\} \). There exists a positive number \( \alpha_c \), depending only on \( c \), with the following properties. Given any \((v_0, w_0) \in \mathcal{N}(\mathbb{R})\) such that
\[ \alpha_0 := \| (v_0, w_0) - Q_{c, a} \|_{X(\mathbb{R})} \leq \alpha_c, \] (2.9)
for some \( a \in \mathbb{R} \), there exist a unique global solution \((v, w) \in C^0(\mathbb{R}, \mathcal{N}(\mathbb{R}))\) to (HLL) with initial datum \((v_0, w_0)\), two maps \( c \in C^1(\mathbb{R}, (-1, 1) \setminus \{0\}) \) and \( a \in C^1(\mathbb{R}, \mathbb{R}) \), and two positive numbers \( \sigma_c \) and \( A_c \), depending only and continuously on \( c \), such that
\[ \max_{x \in \mathbb{R}} v(x, t) \leq 1 - \sigma_c, \] (2.10)
\[ \| \varepsilon(\cdot, t) \|_{X(\mathbb{R})} + |c(t) - c| \leq A_c \alpha_0, \] (2.11)
and
\[ |c'(t)| + |a'(t) - a(t)| \leq A_c \| \varepsilon(\cdot, t) \|_{X(\mathbb{R})}, \] (2.12)
for any \( t \in \mathbb{R} \), where the function \( \varepsilon \) is defined by
\[ \varepsilon(\cdot, t) := (v(\cdot + a(t), t), w(\cdot + a(t), t)) - Q_{c(t)}, \] (2.13)
and satisfies the orthogonality conditions
\[ \langle \varepsilon(\cdot, t), \partial_x Q_{c(t)} \rangle_{L^2(\mathbb{R})^2} = \langle \varepsilon(\cdot, t), \chi_{c(t)} \rangle_{L^2(\mathbb{R})^2} = 0, \] (2.14)
for any \( t \in \mathbb{R} \).

Set
\[ \zeta(t) := \zeta(v(\cdot, t)) := (c_1(t), \ldots, c_N(t)) \quad \text{and} \quad a(t) := a(v(\cdot, t)) := (a_1(t), \ldots, a_N(t)), \]
as well as
\[ \varepsilon(\cdot, t) := (\varepsilon_1(\cdot, t), \varepsilon_2(\cdot, t)) = v(\cdot, t) - S_{c(t), a(t), \nu^*}. \] (2.15)
The pair $\varepsilon$ is well defined and satisfies the orthogonality conditions
\[
\langle \varepsilon(\cdot, t), \partial_x Q_{c\alpha(t)} \rangle_{L^2(\mathbb{R})^2} = \langle \varepsilon(\cdot, t), \chi_{c\alpha(t)} \rangle_{L^2(\mathbb{R})^2} = 0, \tag{2.16}
\]
for any $t \in \mathbb{R}_+$ and for any $k \in \{1, \ldots, N\}$ (see [8] for more details). For $\alpha$ and $L$ given by Proposition 2.1 we also infer from the results in [8] that
\[
\|\varepsilon(\cdot, t)\|_{H^1 \times L^2} + \sum_{j=1}^N |c_j(t) - c_j^*| \leq A^* \left( \alpha + \exp \left( - \frac{\mu_c L}{65} \right) \right), \tag{2.17}
\]
and
\[
a(t) \in \text{Pos}(L-1), \quad \mu_c(t) \geq \frac{1}{2} \mu_c^* \quad \text{and} \quad \nu_c(t) \geq \frac{1}{2} \nu_c^*. \tag{2.18}
\]

3 Asymptotic stability around the solitons in the hydrodynamical variables

3.1 Proofs of (1.9) and (1.12)

Let $c^0$ be as in Theorem 1.2 and $v_0$ be any pair which belongs to the set $\mathcal{V}(\alpha, L)$ with $\alpha$ and $L$ as in the hypothesis of Theorem 1.2.

Let $j \in \{1, \ldots, N\}$. By (2.17), the functions $\varepsilon$ and $c_j$ are uniformly bounded in $X(\mathbb{R})$, respectively in $\mathbb{R}$. Then, there exist $\tilde{\varepsilon}_{j,0} \in X(\mathbb{R})$ and $\tilde{c}_{j,0} \in (-1,1) \setminus \{0\}$ such that, up to a subsequence,
\[
\varepsilon(t_n, \cdot) + a_j(t_n) \rightharpoonup \tilde{\varepsilon}_{j,0} \quad \text{in} \quad X(\mathbb{R}) \quad \text{and} \quad c_j(t_n) \rightharpoonup \tilde{c}_{j,0} \quad \text{as} \quad n \to +\infty. \tag{3.1}
\]
Indeed, the bounds in (2.17) and the possibility to choose $\alpha$ small enough guarantee that $\tilde{c}_{j,0}$ stays always close to $c_j^0$ which prevents $\tilde{c}_{j,0}$ to be in $\{-1,0,1\}$ for any $j \in \{1, \ldots, N\}$.

We set $\tilde{v}_{j,0} = (\tilde{v}_j, \tilde{w}_j, 0)$ and denote by $\tilde{v}_j = (\tilde{v}_j, \tilde{w}_j)$ the unique global solution to (HLL) corresponding to this initial datum $\tilde{v}_{j,0}$. We claim that this solution exponentially decays with respect to the space variable for any time, as well as all its space derivatives. More precisely, we have

**Proposition 3.1.** The pair $(\tilde{v}_j, \tilde{w}_j)$ is indefinitely smooth and exponentially decaying on $\mathbb{R} \times \mathbb{R}$. Moreover, given any $k \in \mathbb{N}$, there exist a positive constant $A_{k,\varepsilon}$, depending only on $k$ and $\varepsilon$, and a function $\tilde{a}_j \in C^1(\mathbb{R}, \mathbb{R})$ such that
\[
\int_{\mathbb{R}} \left[ \left( \partial_x^{k+1} \tilde{v}_j \right)^2 + \left( \partial_x^{k} \tilde{w}_j \right)^2 + \left( \partial_x^{k+1} \tilde{w}_j \right)^2 \right] (x + \tilde{a}_j(t), t) \exp \left( \frac{\nu_c}{16} |x| \right) dx \leq A_{k,\varepsilon}, \tag{3.2}
\]
for any $t \in \mathbb{R}$.

With this proposition at hand, we can finish the proof of (1.9). We recall the Liouville type theorem stated in [1].

**Theorem 3.1.** [1] Let $j \in \{1, \ldots, N\}$, $c_j \in (-1,1) \setminus \{0\}$ and $(\tilde{v}_j, \tilde{w}_j)$ a solution of (HLL) satisfying (3.2) and
\[
\|(\tilde{v}_{j,0}, \tilde{w}_{j,0}) - Q_{c_j}\|_{X(\mathbb{R})} \leq \alpha. \tag{3.3}
\]
Then, there exist two numbers $x^* \in \mathbb{R}$ and $c^* \in (-1,1) \setminus \{0\}$ such that
\[
(\tilde{v}_j, \tilde{w}_j)(t, x) = Q_{c^*} (x - x^* - c^* t) \quad \forall (t, x) \in \mathbb{R} \times \mathbb{R}. \tag{3.2}
\]

\[\]
Due to the orbital stability of $Q_{\tilde{c}_{j,0}}$, condition (3.3) is satisfied when $c_0$ is small enough. Applying Theorem 3.1, we get $x^* \in \mathbb{R}$ and $c^* \in (-1, 1) \setminus \{0\}$ such that we have

$$\tilde{v}_j(t, x) = Q_{c^*}(x - x^* - c^* t), \quad \forall (t, x) \in \mathbb{R} \times \mathbb{R}.$$  

In particular, we have $Q_{\tilde{c}_{j,0}}(x) + \tilde{\epsilon}_{j,0}(x) = Q_{c^*}(x - x^*)$. We claim that $x^* = 0$. Indeed, we use the fact that $\|\tilde{\epsilon}_{j,0}\|_{X(\mathbb{R})} \leq \alpha$ and a modulation argument to obtain $|c^* - \tilde{c}_{j,0}| \leq A_0 \alpha$ and $|x^*| \leq A_0 \alpha$. We define

$$h(c^*, x^*) = \int_{\mathbb{R}} \langle Q_{c^*}(x-x^*), Q'_{\tilde{c}_{j,0}} \rangle.$$  

We have

$$\partial_{x^*} h(c^*, x^*) = - \int_{\mathbb{R}} |Q'_{\tilde{c}_{j,0}}|^2 \neq 0.$$

From the implicit function theorem, there exist a neighbourhood $V$ of $(\tilde{c}_{j,0}, 0)$ and a function $\phi$ such that $(c^*, x^*) \in V$ and $h(c^*, x^*) = 0$ if and only if $x^* = \phi(c^*)$. Since, by parity, $h(c^*, 0) = 0$, we infer that $x^* = 0$.

Next, we set $g(c^*) = \int_{\mathbb{R}} \langle Q_{c^*} - Q_{\tilde{c}_{j,0}}, Q_{\tilde{c}_{j,0}} \rangle$. Since $g'(\tilde{c}_{j,0}) \neq 0$, we can prove that $c^* = \tilde{c}_{j,0}$, which leads to the fact that $\tilde{\epsilon}_0 \equiv 0$. This allows us to deduce the convergence (1.9) for a subsequence of $(t_n)_{n \in \mathbb{N}}$.

Finally, we prove (1.10) and (1.12) for $t \to +\infty$. Since $a_l(t_{n_l}) - a_j(t_{n_j}) \to +\infty$ for all $l \neq j$, the solution converges to only one soliton because the other solitons converges to zero. This means that we have

$$(v(\cdot + a_j(t_{n_k}), t_{n_k}), w(\cdot + a_j(t_{n_k}), t_{n_k})) - Q_{c_j(t_{n_k})} \to 0 \quad \text{in} \quad X(\mathbb{R}),$$  

as $k \to +\infty$. This restricts the problem to the case of only one soliton. The proof is then similar to the one stated by Béthuel, Gravejat and Smets in [5]. It relies on the monotonicity formula for the quantities $I_{j,y_0}$ in Proposition 3.3.

The main idea is to show that $\tilde{c}_{j,0}$ is independent of the sequence $(t_n)_{n \in \mathbb{N}}$. Assume by contradiction that for two different sequences $(t_n)_{n \in \mathbb{N}}$ and $(s_n)_{n \in \mathbb{N}}$, both tending to $+\infty$, we have

$$c_j(t_n) \to c_{j,1} \quad \text{and} \quad c_j(s_n) \to c_{j,2},$$  

as $n \to +\infty$, with $c_{j,1} \neq c_{j,2}$ satisfying (2.17). In addition, we suppose that we have

$$(v(\cdot + a(t_n), t_n), w(\cdot + a(t_n), t_n)) - Q_{c_j(t_n)} \to 0 \quad \text{in} \quad X(\mathbb{R}),$$  

and

$$(v(\cdot + a(s_n), s_n), w(\cdot + a(s_n), s_n)) - Q_{c_j(s_n)} \to 0 \quad \text{in} \quad X(\mathbb{R}).$$  

Note that these two convergences are different since $Q_{c_j(t_n)}$ and $Q_{c_j(s_n)}$ as $n \to +\infty$. We may assume, without loss of generality, that $c_{j,1} < c_{j,2}$ and that the sequences $(t_n)_{n \in \mathbb{N}}$ and $(s_n)_{n \in \mathbb{N}}$ are strictly increasing and are taken such that

$$t_n + 1 \leq s_n \leq t_{n+1} - 1,$$

for any $n \in \mathbb{N}$. Let $\delta > 0$. For $y_0$ sufficiently large, we can define the quantities $I_{j,y_0}$ as in (3.2N), and deduce from (3.6) and (3.30) that

$$I_{j,\pm y_0}(s_n) \geq I_{j,\pm y_0}(t_n) - \frac{\delta}{10} \quad \text{and} \quad I_{j,\pm y_0}(t_{n+1}) \geq I_{j,\pm y_0}(s_n) - \frac{\delta}{10}.$$  

(3.7)
for any $n \in \mathbb{N}$. On the other hand, by (3.4) and (3.5), there exists an integer $n_0$ such that

$$|\mathcal{I}_{j,y_0}(t_n) - \mathcal{I}_{j,y_0}(t_n) - P(Q_{c_j(t_n)})| \leq \frac{\delta}{5},$$

(3.8)

and

$$|\mathcal{I}_{j,y_0}(s_n) - \mathcal{I}_{j,y_0}(s_n) - P(Q_{c_j(s_n)})| \leq \frac{\delta}{5},$$

(3.9)

for any $n \geq n_0$ and for $y_0$ large enough. From (3.7), (3.8) and (3.9), we have

$$\mathcal{I}_{j,y_0}(s_n) \geq \mathcal{I}_{j,y_0}(t_n) + \frac{\delta}{2},$$

for any $n \geq n_0$, this yields, using (3.7) again, that

$$\mathcal{I}_{j,y_0}(t_{n+1}) \geq \mathcal{I}_{j,y_0}(t_n) + \frac{2\delta}{5},$$

for any $n \geq n_0$. Therefore, the sequence $(\mathcal{I}_{j,y_0}(t_n))_{n \in \mathbb{N}}$ is unbounded, which leads to a contradiction with the fact that the pair $(v, w)$ has a bounded energy.

The second convergence in (1.12) follows from the fact that

$$a_j(t_n + t) - a_j(t_n) \to c_j^+t,$$

for any fixed $t \in \mathbb{R}$ and any sequence $(t_n)_{n \in \mathbb{N}}$ tending to $+\infty$ (due to (3.21)), and Lemma 2 in [1] (see [4] for more details).

3.2 Localization and smoothness of the limit profile

In this section, we prove Proposition 3.1. First, we use (2.3) and (2.17) to claim that

$$\min_{j=1,\ldots,N} \{ c_j(t)^2, a_j(t)^2 \} \geq \frac{\mu^2}{2}, \quad \max_{j=1,\ldots,N} \{ c_j(t)^2, a_j(t)^2 \} \leq 1 + \frac{\mu^2}{2},$$

(3.10)

and

$$\| V_{c,\alpha(t),a} - v(t) \|_{L^\infty(\mathbb{R})} \leq \min \left\{ \frac{\mu^2}{4}, \frac{\nu^2}{16} \right\},$$

(3.11)

for any $t \in \mathbb{R}$. In particular, we conclude that $\tilde{c}_{j,0} \in (-1,1) \setminus \{0\}$, so that $Q_{\tilde{c}_{j,0}}$ is a dark soliton.

In addition, for $j \in \{1,\ldots,N\}$, we have

$$|\tilde{c}_{j,0} - c_j| \leq A_{\mu}\alpha.$$  

(3.12)

On the other hand, by the weak lower semi-continuity of the norm, (2.17) and (3.1), we infer that

$$\| (\tilde{v}_{j,0}, \tilde{w}_{j,0}) - Q_{c_j} \|_{X(\mathbb{R})} \leq A_{\mu}\alpha + \| Q_{c_j} - Q_{\tilde{c}_{j,0}} \|_{X(\mathbb{R})} \leq A_{\mu}\alpha.$$  

(3.13)

Now, we suppose that $\alpha$ is sufficiently small so that, by (3.13),

$$\| (\tilde{v}_{j,0}, \tilde{w}_{j,0}) - Q_{c_j} \|_{X(\mathbb{R})} \leq \alpha \epsilon.$$  

(3.14)

By Theorem 2.2, there exist two maps $\tilde{c}_{j} \in C^1(\mathbb{R}, (-1,1) \setminus \{0\})$ and $\tilde{a}_{j} \in C^1(\mathbb{R}, \mathbb{R})$ such that the function $\tilde{c}_{j}$ defined by

$$\tilde{c}_{j}(\cdot, t) := (\tilde{v}_{j}(-\cdot + \tilde{a}_{j}(t), t), \tilde{w}_{j}(-\cdot + \tilde{a}_{j}(t), t)) - Q_{c_j(t)},$$  

(3.15)
satisfies the estimates
\[
\|\tilde{\xi}_j(\cdot, t)\|_{X(\mathbb{R})} + |\tilde{c}_j(t) - c_j| + |\tilde{a}_j'(t) - \tilde{c}_j(t)| \leq A_{c}\|(\tilde{v}_j, \tilde{w}_j, 0) - Q_{c_j}\|_{X(\mathbb{R})},
\] (3.16)
and the orthogonality conditions
\[
\langle \tilde{\xi}_j(\cdot, t), \partial_t Q_{c_j(t)} \rangle_{L^2(\mathbb{R})^2} = \langle \tilde{\xi}_j(\cdot, t), \chi_{c_j(t)} \rangle_{L^2(\mathbb{R})^2} = 0,
\] (3.17)
for any \( t \in \mathbb{R} \).

Using (3.13) and (3.16), and choosing \( \alpha \) small enough we claim that
\[
\min \{ \tilde{c}_j(t)^2, \tilde{a}_j'(t)^2 \} \geq \frac{\mu^2}{4}, \quad \max \{ \tilde{c}_j(t)^2, \tilde{a}_j'(t)^2 \} \leq 1 + \mu^2,
\] (3.18)
and
\[
\|v_{c_j}(\cdot) - \tilde{v}_j(\cdot + \tilde{a}_j(t), t)\|_{L^\infty(\mathbb{R})} \leq \min \left\{ \frac{\mu^2}{4}, \frac{1 - \mu^2}{16} \right\},
\] (3.19)
for any \( t \in \mathbb{R} \). We then prove the following weak continuity property in the hydrodynamical framework.

**Proposition 3.2.** Let \( j \in \{1, \ldots, N\} \) and \( t \in \mathbb{R} \) be fixed. Then,
\[
(v, w)(\cdot + a_j(t_n), t_n + t) \to (\tilde{v}_j, \tilde{w}_j)(\cdot, t) \quad \text{in} \quad X(\mathbb{R}),
\] (3.20)
while
\[
a_j(t_n + t) - a_j(t_n) \to \tilde{a}_j(t), \quad \text{and} \quad c_j(t_n + t) \to \tilde{c}_j(t),
\] (3.21)
as \( n \to +\infty \). In particular, we have
\[
(v, w)(\cdot + a_j(t_n + t), t_n + t) \to (\tilde{v}_j, \tilde{w}_j)(\cdot + \tilde{a}_j(t), t) \quad \text{in} \quad X(\mathbb{R}),
\] (3.22)
as \( n \to +\infty \).

The weak continuity of the flow and of the modulation parameters were proved in [1] in the case of a simple soliton. The proof of Proposition 3.2 is similar.

**Proof.** Let \( j \in \{1, \ldots, N\} \) be a fixed integer. First, we prove (3.20). By the second convergence in (3.11) and the explicit formula of \( Q_{c_j(t_n)} \) in (1.3), we can infer that
\[
Q_{c_j(t_n)} \to Q_{c_j,0} \quad \text{in} \quad X(\mathbb{R}),
\]
as \( n \to +\infty \). This leads, using the first convergence in (3.11), to
\[
(v(\cdot + a_j(t_n), t_n), w(\cdot + a_j(t_n), t_n)) \to \tilde{\xi}_{j,0} + Q_{c_j,0} \quad \text{in} \quad X(\mathbb{R}),
\]
as \( n \to +\infty \). In view of the fact that \( t \mapsto (v(\cdot + a_j(t_n), t_n + t), w(\cdot + a_j(t_n), t_n + t)) \) and \( (\tilde{v}_j, \tilde{w}_j) \) are the solutions to (HLL) with initial data \((v(\cdot + a_j(t_n), t_n), w(\cdot + a_j(t_n), t_n))\), respectively \( \tilde{\xi}_{j,0} + Q_{c_j,0} \), we deduce (3.20) from the weak continuity of the flow (see Proposition A.1 in [1] for more details.)

Next, let us prove (3.21). By (2.11) and (2.12) the maps \( a'_j \) and \( c_j \) are bounded on \( \mathbb{R} \), so that the sequences \((a_j(t_n + t) - a_j(t_n))_{n \in \mathbb{N}}\) and \((c_j(t_n + t))_{n \in \mathbb{N}}\) are bounded. Hence it is sufficient to prove that the unique possible accumulation points for these sequences are \( \tilde{a}_j(t) \), respectively \( \tilde{c}_j(t) \).

We suppose now that, up to a possible subsequence, we have
\[
a_j(t_n + t) - a_j(t_n) \to \alpha_j, \quad \text{and} \quad c_j(t_n + t) \to \sigma_j,
\] (3.23)
as \( n \to +\infty \). Given a function \( \phi \in H^1(\mathbb{R}) \), we write
\[
\langle v(\cdot + a_j(t_n + t), t_n + t), \phi \rangle_{H^1(\mathbb{R})}
= \langle v(\cdot + a_j(t_n), t_n + t), \phi(\cdot - a_j(t_n + t) + a_j(t_n)) \rangle_{H^1(\mathbb{R})}
+ \langle v(\cdot + a_j(t_n), t_n + t), \phi(\cdot - a_j) \rangle_{H^1(\mathbb{R})}.
\]
Since we know that
\[ \phi(\cdot + h) \to \phi \quad \text{in} \quad H^1(\mathbb{R}), \]
when \( h \to 0 \), we can use (3.20) and (3.23) to infer that
\[ v(\cdot + a_j(t_n + t), t_n + t) \to \tilde{v}_j(\cdot + \alpha_j, t) \quad \text{in} \quad H^1(\mathbb{R}), \]
as \( n \to +\infty \). Similarly, we obtain
\[ w(\cdot + a_j(t_n + t), t_n + t) \to \tilde{w}_j(\cdot + \alpha_j, t) \quad \text{in} \quad L^2(\mathbb{R}). \]
By (3.23) we also have
\[ Q_{c_j(t_n + t)} \to Q_{\sigma_j} \quad \text{in} \quad X(\mathbb{R}), \]
as \( n \to +\infty \). This leads to
\[ \varepsilon(\cdot, t_n + t) \to (\tilde{v}_j(\cdot + \alpha_j, t), \tilde{w}_j(\cdot + \alpha_j, t)) - Q_{\sigma_j} \quad \text{in} \quad X(\mathbb{R}), \quad (3.24) \]
as \( n \to +\infty \).
Now, we use the fact that the function \( \chi_c \) is continuous with respect to the parameter \( c \), (1.3) and the second convergence in (3.23) to prove that
\[ \partial_x Q_{c_j(t_n + t)} \to \partial_x Q_{\sigma_j} \quad \text{and} \quad \chi_{c_j(t_n + t)} \to \chi_{\sigma_j} \quad \text{in} \quad L^2(\mathbb{R})^2, \]
as \( n \to +\infty \). Combining this with (3.24), we can take the limit \( n \to +\infty \) in the two orthogonality conditions in (3.17) to obtain
\[ \langle (\tilde{v}_j(\cdot + \alpha_j, t), \tilde{w}_j(\cdot + \alpha_j, t)) - Q_{\sigma_j}, \partial_x Q_{\sigma_j} \rangle_{L^2(\mathbb{R})^2} = \langle (\tilde{v}_j(\cdot + \alpha_j, t), \tilde{w}_j(\cdot + \alpha_j, t)) - Q_{\sigma_j}, \chi_{\sigma_j} \rangle_{L^2(\mathbb{R})^2} = 0. \]
Since the parameters \( \tilde{a}_j(t) \) and \( \tilde{c}_j(t) \) are uniquely defined in (3.15), we infer that
\[ \alpha_j = \tilde{a}_j(t), \quad \text{and} \quad \sigma_j = \tilde{c}_j(t), \quad (3.25) \]
which is enough to complete the proof of (3.21). Convergence (3.22) follows combining (3.15) with (3.24) and (3.25).

Now, we consider the function \( \Phi \), which is defined on \( \mathbb{R} \) by
\[ \Phi(x) := \frac{1}{2} \left( 1 + \tanh \left( \frac{\nu_c}{16} x \right) \right). \quad (3.26) \]
Recall that \( \Phi' \) verifies the following property
\[ |\Phi''(x)| \leq \frac{\nu_c^2}{64} \Phi'(x) \leq \frac{\nu_c^3}{512} \exp \left( - \frac{\nu_c}{16} |x| \right). \quad (3.27) \]
We set
\[ \delta_c := \frac{1}{2} \min \{ 1 + c_1, c_2 - c_1, c_3 - c_2, \ldots, c_N - c_{N-1}, 1 - c_N \} \]
for any $c \in (-1,1)^N$.

Let $(v,w)$ be a pair given by Theorem 2.1, $j \in \{1,\ldots,N\}$ and $y_0 \in \mathbb{R}$. Denote

$$I_{j,y_0}(t) := \int_{\mathbb{R}} \Phi(x - (a_j(t) + y_0))[vw](x,t) \, dx.$$  \hfill (3.28)

We prove a monotonicity formula for these localized versions of the momentum following the ideas used by Martel, Merle and Tsai in the proof of Lemma 3 in [17].

**Proposition 3.3.** Let $y_0 \in \mathbb{R}$, $t \in \mathbb{R}_+$ and $\sigma \in [-\delta_t, \delta_t]$. There exist positive numbers $\alpha_1 \leq \alpha$, $L_1 \geq L^*$ and $A_1, A^*_1 > 0$, depending only on $c$ and $s$, such that, if $\alpha_0 \leq \alpha_1$ and $L \geq L_1$, then the map $I_j$ is of class $C^1$ on $\mathbb{R}$, and it satisfies

$$\frac{d}{dt}[I_{j,y_0+\sigma t}(t)] \geq \frac{\nu^2}{32} \int_{\mathbb{R}} [(\partial_x v)^2 + v^2 + w^2](x,t)\Phi'(x - (a_j(t) + y_0 + \sigma t)) \, dx$$

$$- A_1 \exp\left(- \frac{\nu_t}{16}[y_0 + \sigma t]\right),$$

for any $1 \leq j \leq N$ and any $t \in \mathbb{R}_+$. In particular, we have

$$I_{j,y_0}(t_1) \geq I_{j,y_0}(t_0) - A^*_1 \exp\left(- \frac{\nu_t}{16}[y_0]\right),$$

for any real numbers $t_1 \geq t_0 \geq 0$.

**Remark 3.1.** In view of the proof below, Proposition 3.3 holds for any time $t \in \mathbb{R}$, when there is only one soliton in the sum. In particular, this further property is true for the limit solution $(\tilde{v}_j, \tilde{w}_j)$.

**Proof.** We differentiate the quantities $I_{j,y_0+\sigma t}$ with respect to $t$ in order to obtain

$$\frac{d}{dt}[I_{j,y_0+\sigma t}(t)] = \frac{1}{2} \int_{\mathbb{R}} \Phi'(- (a_j(t) + y_0 + \sigma t)) \times$$

$$\times \left( v^2 + w^2 - (a_j'(t) + \sigma)vw - 3v^2w^2 + \frac{3 - v^2}{(1 - v^2)^2} (\partial_x v)^2 \right)$$

$$+ \frac{1}{2} \int_{\mathbb{R}} \Phi'' (- (a_j(t) + y_0 + \sigma t)) \ln (1 - v^2),$$

for any $t \in \mathbb{R}_+$. We decompose the real line into two regions,

$$R_j(t) = \left[ a_j(t) - \frac{L - 1}{4}, a_j(t) + \frac{L - 1}{4} \right],$$

and its complementary set. We set

$$\frac{d}{dt}[I_{j,y_0+\sigma t}(t)] = I^1_j(t) + I^2_j(t),$$

where

$$I^2_j(t) = \frac{1}{2} \int_{R_j(t)} \Phi'(- (a_j(t) + y_0 + \sigma t)) \times$$

$$\times \left( v^2 + w^2 - (a_j'(t) + \sigma)vw - 3v^2w^2 + \frac{3 - v^2}{(1 - v^2)^2} (\partial_x v)^2 \right)$$

$$+ \frac{1}{2} \int_{R_j(t)} \Phi'' (- (a_j(t) + y_0 + \sigma t)) \ln (1 - v^2).$$
When $x \in R_j(t)$, we have

$$|x - a_j(t) - y_0 - \sigma t| \geq -\frac{L}{4} + |y_0 + \sigma t|.$$  

Hence, using (2.5), (3.19), and (3.27), we obtain

$$|I_j^2(t)| \leq A_\varepsilon \exp \left( -\frac{\nu_\varepsilon}{16} |y_0 + \sigma t| \right),$$  

(3.32)

where $A_\varepsilon$ denotes, here as in the sequel, a positive number depending only on $\varepsilon$ and $s$.

Next, we use (2.5) and (3.27) to bound $I_j^1(t)$ from below by

$$I_j^1(t) \geq \frac{1}{2} \int_{\mathbb{R} \setminus R_j(t)} \Phi'(- (a_j(t) + y_0 + \sigma t) \times$$

$$\times \left( (\partial_x v)^2 + v^2 + w^2 - 2 \left( 1 - \frac{\nu_\varepsilon^2}{4} \right) \frac{1}{2} |v||w| - 3v^2w^2 + \frac{\nu_\varepsilon^2}{64} \ln \left( 1 - v^2 \right) \right).$$  

(3.33)

For any $x \in \mathbb{R} \setminus R_j(t)$, we have

$$|x - a_k(t)| \geq \frac{L}{4},$$

for any $1 \leq k \leq N$. This yields, by (2.15), (2.17), the Sobolev embedding theorem, the exponential decay of the solitons and (2.18), that

$$|v(x, t)| \leq |\varepsilon_\varepsilon(x, t)| + \sum_{k=1}^{N} |v_{a_k(t)}(x - a_k(t))| \leq A_\varepsilon \left( \alpha + \exp \left( -\frac{\nu_\varepsilon}{16} L \right) \right),$$

for any $x \in \mathbb{R} \setminus R_j(t)$. For $\alpha$ small enough and $L$ big enough, we have

$$v^2 \leq \min \left\{ \frac{1}{2}, \frac{\nu_\varepsilon^2}{96} \right\},$$  

(3.34)

on $\mathbb{R} \setminus R_j(t)$. We conclude from (3.33), (3.34) and the fact that $\ln(1 - s) \geq -2s$ for $0 \leq s \leq 1/2$, that

$$I_j^1(t) \geq \frac{1}{2} \left( 1 - \left( 1 - \frac{\nu_\varepsilon^2}{4} \right)^{1/2} - \frac{\nu_\varepsilon^2}{32} \right) \int_{\mathbb{R} \setminus R_j(t)} \Phi'(- (a_j(t) + y_0 + \sigma t)) ((\partial_x v)^2 + v^2 + w^2).$$

Then, using the fact that $1 - (1 - s)^{1/2} \geq s/2$ for $0 \leq s \leq 1$, we obtain

$$I_j^1(t) \geq \frac{1}{2} \left( 1 - \left( 1 - \frac{\nu_\varepsilon^2}{4} \right)^{1/2} - \frac{\nu_\varepsilon^2}{32} \right) \int_{\mathbb{R} \setminus R_j(t)} \Phi'(- (a_j(t) + y_0 + \sigma t)) ((\partial_x v)^2 + v^2 + w^2)$$

$$\geq \frac{3\nu_\varepsilon^2}{64} \int_{\mathbb{R} \setminus R_j(t)} \Phi'(- (a_j(t) + y_0 + \sigma t)) ((\partial_x v)^2 + v^2 + w^2).$$

This concludes the proof of (3.29). Now let us prove (3.30). When $y_0 \geq 0$, we integrate (3.29) from $t_0$ to $t_{0+\Delta t}$ taking $\sigma = \frac{\Delta t}{2}$ and $y_0 = y_0 - \frac{\Delta t}{2} t_0$ and from $t_{0+\Delta t}$ to $t_1$ taking $\sigma = -\frac{\Delta t}{2}$ and $y_0 = y_0 + \frac{\Delta t}{2} t_1$, to obtain (3.30). The proof is similar when $y_0 < 0$. This finishes the proof of this proposition.

Using Propositions 3.2 and 3.3 and Remark 3.1 we claim as in [1] that
Lemma 3.1. There exists a positive constant $A_0$ such that

$$\int_t^{t+1} \int_\mathbb{R} \left( (\partial_x \tilde{v}_j)^2 + \tilde{v}_j^2 + \tilde{w}_j^2 \right) (x + \tilde{a}_j(s), s) e^{-\kappa |x|} dx ds \leq A_0.$$ 

The two lemmas below are the main ingredients for the proof of this proposition. For the limit profile $(\tilde{v}_j, \tilde{w}_j)$, we set $\tilde{I}_{j,\pm y_0}(t) := \tilde{I}_{j,\pm y_0}(t)$ for any $t \in \mathbb{R}$ and any $y_0 > 0$.

Lemma 3.1. For any positive number $\delta$, there exists a positive number $y_\delta$, depending only on $\delta$, such that for any $t \in \mathbb{R}$ we have

$$|\tilde{I}_{j,\pm y_\delta}(t)| \leq \delta \quad \text{and} \quad |P(\tilde{v}_j, \tilde{w}_j) - \tilde{I}_{j,\pm y_\delta}(t)| \leq \delta,$$ 

for any $y_\delta > y_\delta$.

This lemma shows that the momentum of the limit profile is localized in a compact region of the real line. This is a key point to claim that this momentum is exponentially decaying with respect to $y_0$.

Proof. The proof of this lemma is by contradiction. We assume that there exists a positive number $\delta_0$ such that, for any positive number $y_0$, there exists a number $t_0 \in \mathbb{R}$ such that either $|\tilde{I}_{j,\pm y_0}(t_0)| \geq \delta_0$ or $|\tilde{I}_{j,\pm y_0}(t_0) - P(\tilde{v}_j, \tilde{w}_j)| \geq \delta_0$.

At initial time $t = 0$, we have $\lim_{y_0 \to +\infty} \tilde{I}_{j,\pm y_0}(0) = \lim_{y_0 \to +\infty} \tilde{I}_{j,\pm y_0}(0) - P(\tilde{v}_j, \tilde{w}_j) = 0$. Hence, there exists $y_0 > 0$ such that

$$|\tilde{I}_{j,\pm y_0}(0)| + |\tilde{I}_{j,\pm y_0}(0) - P(\tilde{v}_j, \tilde{w}_j)| \leq \frac{\delta_0}{4} \quad \text{and} \quad A_\epsilon \exp \left( -\frac{\nu_\epsilon}{16} y_0 \right) \leq \frac{\delta_0}{32}.$$

Now, we prove that the case $\tilde{I}_{j,\pm y_0}(t_0) \geq \delta_0$ cannot hold for this choice of $y_0$. The proof of the other cases can be written in a very similar manner.

First, we deduce from (3.30) that

$$\tilde{I}_{j,\pm y_0}(t_0) \geq \delta_0 \geq \frac{\delta_0}{4} + \frac{\delta_0}{16} = \tilde{I}_{j,\pm y_0}(0) + A_\epsilon \exp \left( -\frac{\nu_\epsilon}{16} y_0 \right),$$

Using (3.30), we conclude that $t_0 > 0$. Next, from the fact that $\lim_{y_0 \to +\infty} \tilde{I}_{j,\pm y_0}(t_0) - P(\tilde{v}_j, \tilde{w}_j) = 0$ we can choose $y_0^* \geq y_0$ such that

$$|\tilde{I}_{j,\pm y_0^*}(t_0) - P(\tilde{v}_j, \tilde{w}_j)| \leq \frac{\delta_0}{4}.$$

The choice of $y_0^*$ can be done to conserve (3.36) and to obtain

$$|\tilde{I}_{j,\pm y_0^*}(t_0) - \tilde{I}_{j,\pm y_0}(t_0) - P(\tilde{v}_j, \tilde{w}_j)| \geq \frac{3\delta_0}{4} \quad \text{and} \quad |\tilde{I}_{j,\pm y_0^*}(0) - \tilde{I}_{j,\pm y_0}(0) - P(\tilde{v}_j, \tilde{w}_j)| \leq \frac{\delta_0}{2},$$

and therefore

$$|\tilde{I}_{j,\pm y_0^*}(0) - \tilde{I}_{j,\pm y_0}(0) - (\tilde{I}_{j,\pm y_0^*}(t_0) - \tilde{I}_{j,\pm y_0}(t_0))| \geq \frac{\delta_0}{4}.$$ 

Using the fact that the integrands of the expressions between parenthesis are compactly supported in the space, we infer from Proposition 3.2 that there exists an integer $n_0$ such that

$$|I_{j,\pm y_0^*}(t_n) - I_{j,\pm y_0}(t_n) - (I_{j,\pm y_0^*}(t_0 + t_0) - I_{j,\pm y_0}(t_0 + t_0))| \geq \frac{\delta_0}{8},$$

Proposition 3.4. Let $t \in \mathbb{R}$. There exists a positive constant $A_0$ such that
for any \( n \geq n_0 \). Ordering well the terms in the previous inequality, we obtain

\[
\max \left\{ |I_{j,-y_0}(t_n) - I_{j,-y_0}(t_0)|, |I_{j,y_0}(t_n) - I_{j,y_0}(t_0)| \right\} \geq \frac{\delta_0}{16}. \quad (3.38)
\]

Since \( t_0 \geq 0 \), by (3.30) and (3.36), we deduce

\[
I_{j,-y_0}(t_n) - I_{j,-y_0}(t_0) \leq \frac{\delta_0}{32} \quad \text{and} \quad I_{j,y_0}(t_n) - I_{j,y_0}(t_0) \leq \frac{\delta_0}{32},
\]

and then we infer from (3.38) that, for any \( n \geq n_0 \),

\[
\text{either} \quad I_{j,-y_0}(t_n + t_0) - I_{j,-y_0}(t_n) \geq \frac{\delta_0}{16}, \quad \text{or} \quad I_{j,y_0}(t_n + t_0) - I_{j,y_0}(t_n) \geq \frac{\delta_0}{16}.
\]

This leads us to the possibility of choosing an increasing sequence \((n_k)_{k \in \mathbb{N}}\) such that \( t_{n_{k+1}} \geq t_{n_k} + t_0 \) for any \( k \in \mathbb{N} \), and either

\[
I_{j,y_0}(t_{n_k} + t_0) - I_{j,y_0}(t_{n_k}) \geq \frac{\delta_0}{16},
\]

for any \( k \in \mathbb{N} \), or

\[
I_{j,-y_0}(t_{n_k} + t_0) - I_{j,-y_0}(t_{n_k}) \geq \frac{\delta_0}{16},
\]

for any \( k \in \mathbb{N} \). Next, we suppose that (3.39) holds, the proof of the other case being exactly the same. From the fact that \( t_{n_{k+1}} \geq t_{n_k} + t_0 \), we conclude using (3.30), (3.36) and (3.39), that

\[
I_{j,y_0}(t_{n_{k+1}}) \geq I_{j,y_0}(t_{n_k} + t_0) - \frac{\delta_0}{32} \geq I_{j,y_0}(t_{n_k}) + \frac{\delta_0}{32},
\]

(3.40)

for any \( k \in \mathbb{N} \). Now, we recall that \( I_{j,y_0}(t_{n_k}) \) is bounded by the energy of the initial datum. This yields a contradiction with (3.40) and finishes the proof. \( \square \)

At this stage, the problem reduces to the case of one soliton. The proof of the next statement is exactly the same as the one given by the author in [1] for that case (see also [2] for more details).

**Lemma 3.2 (1).** Let \( y_0 > 0 \). For any \( t \in \mathbb{R} \) we have

\[
\tilde{I}_{j,y_0}(t) \leq A_t \exp \left( -\frac{\nu_t}{16} y_0 \right) \quad \text{and} \quad |P(\tilde{v}_j, \tilde{w}_j) - \tilde{I}_{j,-y_0}(t)| \leq A_t \exp \left( -\frac{\nu_t}{16} y_0 \right). \quad (3.41)
\]

The proof of Proposition 3.1 is then exactly the same as the one of Proposition 2.7 in [1].

## 4 Asymptotic stability between the solitons in the hydrodynamical framework

### 4.1 Proof of (1.10)

Let \( \varepsilon^0 \) be as in Theorem 1.2 and \( \psi_0 \) be any pair which belongs to the set \( \mathcal{V}(\alpha, L) \) with \( \alpha \) and \( L \) as in the hypothesis of Theorem 1.2.

Let \( j \in \{1, \ldots, N\} \) and \( b_j \) satisfying (1.0)–(1.11). By (2.17), \( \varepsilon \) is uniformly bounded in \( X(\mathbb{R}) \). Then, there exists \( \varepsilon^*_{j,0} \in X(\mathbb{R}) \) such that, up to a subsequence,

\[
\varepsilon(t_n, + b_j(t_n)) \to \varepsilon^*_{j,0} \quad \text{in} \quad X(\mathbb{R}) \quad \text{as} \quad n \to +\infty. \quad (4.1)
\]

We set \( \psi^*_{j,0} = (\nu^*_{j,0}, w^*_{j,0}) := \varepsilon^*_{j,0} \) and denote by \( \psi^*_{j} = (\nu^*_{j}, w^*_{j}) \) the unique global solution to (1.1)–(1.11) corresponding to this initial datum \( \psi^*_{j,0} \). We claim that this solution exponentially decays with respect to the space variable for any time, as well as all its space derivatives. More precisely, we have
Proposition 4.1. The pair $(v^*_j, w^*_j)$ is indefinitely smooth and exponentially decaying on $\mathbb{R} \times \mathbb{R}$. Moreover, given any $k \in \mathbb{N}$, there exists a positive constant $A_{k, \epsilon}$, depending only on $k$ and $\epsilon$, such that

$$
\int_\mathbb{R} \left[ (\partial_{x,j}^{k+1} v^*_j)^2 + (\partial_{x,j}^k w^*_j)^2 + (\partial_{x,j}^k v^*_j)^2 \right] (x + \tilde{b}_j(t), t) \exp \left( \frac{\epsilon}{16} |x| \right) dx \leq A_{k, \epsilon},
$$

(4.2)

for any $t \in \mathbb{R}$, where $\tilde{b}_j$ satisfies (1.6)−(1.11).

In view of this proposition, we can establish a Liouville type theorem in order to finish the proof of Theorem 1.2.

Proposition 4.2. There exists a positive number $\alpha^*$ such that, if $(v, w)$ is a solution of (1.1) satisfying (4.2) and

$$
\|(v_0, w_0)\|_{X(\mathbb{R})} \leq \alpha^*,
$$

then,

$$(v, w)(t, x) = 0 \quad \forall (t, x) \in \mathbb{R} \times \mathbb{R}.
$$

This result concludes the proof of Theorem 1.2 since $\epsilon_j, 0 \equiv 0$ for any sequence $(t_n)_{n \in \mathbb{N}}$. Indeed, if we suppose that there exists a sequence of time $(s_n)$ such that $\epsilon_j, 0 \neq 0$, then, in view of the previous analysis, we get a contradiction from Proposition 4.2.

Now, we will show that (1.8) holds also when $b_j$ is an arbitrary map satisfying (1.6) and (1.7) instead of (1.11).

Proof. Let $(t_n)$ be a sequence of time such that $t_n \to \infty$ as $n \to \infty$. It follows from (1.7), up to a subsequence, $\frac{b_j(t_n)}{t_n}$ has a limit $l_j$ as $n \to \infty$ and $c_j^{-1} < l_j < c_j^{+\infty}$. Next, we take $\tilde{b}_j$ a smooth extension of $b_j$ such that $\tilde{b}_j(t_n) = b_j(t_n)$ for all $n \in \mathbb{N}$. More precisely, $\tilde{b}_j \in C^1(\mathbb{R}_+, \mathbb{R})$ verifies (1.6), and, from (1.7), we have

$$
\lim_{t \to \infty} \tilde{b}_j(t) = \lim_{n \to \infty} \frac{\tilde{b}_j(t_n)}{t_n} = l_j.
$$

Hence, $\tilde{b}_j$ satisfies (1.11). Then, by (1.10), we obtain

$$(v, w)(t_n, \cdot + \tilde{b}_j(t_n)) \to 0 \quad \text{in } X(\mathbb{R}),
$$

as $n \to \infty$. This leads to

$$(v, w)(t_n, \cdot + b_j(t_n)) \to 0 \quad \text{in } X(\mathbb{R}),
$$

as $n \to \infty$. This finishes the proof since this convergence holds for any sequence $(t_n)$ such that $t_n \to +\infty$ as $n \to +\infty$.

In the next two subsections we begin by proving Proposition 4.2 and then we give the proof of Proposition 4.1.

4.2 Proof of the Liouville type theorem

First, we verify that our limit solution has a small norm. This is a direct consequence of the conservation of the energy, (1.11), Theorem 2.1 and equivalence between the energy and the norm of $X(\mathbb{R})$. More precisely, we have

$$
\|(v^*_{j,0}, w^*_{j,0})\|_{X(\mathbb{R})} \leq \liminf_{n \to \infty} \|\epsilon(t_n)\|_{X(\mathbb{R})} \leq A_{\epsilon, \alpha},
$$
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and then,
\[ \| (v_j^*, w_j^*) (t) \|_{X(R)} \leq A_t \mathcal{E}(v_j^*, w_j^*) (t) = A_t \mathcal{E}(v_{j_0}^*, w_{j_0}^*) \leq A_t \| (v_{j_0}^*, w_{j_0}^*) \|_{X(R)} \leq A_t \alpha, \]
for all \( t \in ]T_-, T_+[ \), where \( ]T_-, T_+[ \) denotes the maximal interval of existence for the solution \((v_j^*, w_j^*) \). We derive from this inequality the existence of a number \( 0 < \delta < 1 \) such that
\[ \| v_j^* (t) \|_{L^\infty} \leq \delta < 1, \]
for all \( t \in ]T_-, T_+[ \). It then follows from the result in \([8]\) that the solution \((v_j^*, w_j^*) \) is actually global, and that it satisfies
\[ \| (v_j^*, w_j^*) (t) \|_{X(R)} \leq A_t \mathcal{E}(v_j^*, w_j^*) (t) \leq A_t \alpha. \quad (4.3) \]
for all \( t \in \mathbb{R} \).

Next, we linearise \((\text{HLL})\) around zero. Let \( v := (v, w) \) be a solution of \((\text{HLL})\) verifying \((4.3)\). We obtain
\[ \partial_t v = JL v + JB v, \quad (4.4) \]
where we have denoted
\[ J = S \partial_x := \begin{pmatrix} 0 & \partial_x \\ \partial_x & 0 \end{pmatrix}, \quad (4.5) \]
\[ L v := \begin{pmatrix} -v + \partial_x x v \\ -w \end{pmatrix}, \]
and
\[ B v := \left( \frac{(\partial_x v)^2}{1 - v^2} + \frac{(\partial_x x)^2}{1 - v^2} + v w^2 \right). \]

Now, we consider the following quantity
\[ U(t) := \int_{\mathbb{R}} x [v_j^* w_j^*] (t, x) dx, \]
for any \( t \in \mathbb{R} \). Since \((v_j^*, w_j^*) \) is a smooth solution of \((\text{HLL})\) which satisfies \((4.2)\), the map \( U \) is of class \( C^1 \) and it is possible to differentiate the integrand with respect to the time variable. Hence, we deduce from \((4.4)\) and an integration by parts that
\[ U'(t) = - \left( \langle L v_j^* (t), v_j^* (t) \rangle_{L^2(\mathbb{R})} - \langle L v_j^* (t), \mu \partial_x v_j^* (t) \rangle_{L^2(\mathbb{R})} + \langle \mu \partial_x B v_j^*, v_j^* \rangle_{L^2(\mathbb{R})} \right), \quad (4.6) \]
where \( \mu (x) = x \) for all \( x \in \mathbb{R} \). For the linear terms, we integrate by parts to write
\[ - \langle L v_j^* (t), v_j^* (t) \rangle_{L^2(\mathbb{R})} - \langle L v_j^* (t), \mu \partial_x v_j^* (t) \rangle = \int_{\mathbb{R}} \left[ \frac{3}{2} (\partial_x v_j^* (t))^2 + \frac{1}{2} (v_j^* (t))^2 + \frac{1}{2} (w_j^* (t))^2 \right]. \quad (4.7) \]
For the other term, we use the Cauchy-Schwarz inequality, the Sobolev embedding theorem, \((4.2)\) and \((4.3)\) to infer that
\[ \left| \langle \mu \partial_x B v_j^*, v_j^* \rangle_{L^2(\mathbb{R})} \right| \leq A_t \alpha \| v_j^* \|_{X(\mathbb{R})}^2. \quad (4.8) \]
Indeed, let us estimate two terms of the right hand side. The other ones can be estimated in a very similar way. Performing integrations by parts, and using the Cauchy-Schwarz inequality and \((2.10)\), we can write
\[ \left| \int_{\mathbb{R}} x \partial_x ((v_j^* (t))^2 w_j^* (t, x)) w_j^* (t, x) dx \right| \leq \| \mu \partial_x w_j^* (t) \|_{L^\infty} \| v_j^* (t) \|_{L^\infty} \| v_j^* (t) \|_{L^2} \| w_j^* (t) \|_{L^2} + \| v_j^* (t) \|_{L^2}^2 \| w_j^* (t) \|_{L^2}^2, \]
This finishes the proof of Theorem 4.2. Hence, this yields the existence of a sequence of positive times
\( t_n \) such that we have
\[ 1 \leq A_1 \| \mu \|_{L^\infty} \| v_j(t) \|_{L^2} \| v_j(t) \|_{L^2} \]
\[ + A_2 \| \mu \|_{L^\infty} \| v_j(t) \|_{L^2} \| v_j(t) \|_{L^2}^2. \]

Then, by the Sobolev embedding theorem, (4.2) and (4.3), we obtain
\[ \int \partial_x \left( \frac{(\partial_{xx} v_j^*(t,x))(v_j^*)^2(t,x)}{1 - (v_j^*)^2(t,x)} v_j^*(t,x) \right) dx \leq A_3 \alpha \| v_j^*(t) \|_{X(R)}^2, \]
and
\[ \int \partial_x \left( \frac{(\partial_{xx} v_j^*(t,x))(v_j^*)^2(t,x)}{1 - (v_j^*)^2(t,x)} v_j^*(t,x) \right) dx \leq A_4 \alpha \| v_j^*(t) \|_{X(R)}^2. \]

Now, we introduce (4.7) and (4.8) into (4.6) and we choose \( \alpha \) small enough to claim that
\[ U'(t) \geq \frac{1}{4} \| v_j^*(t) \|_{X(R)}^2. \]

Since \( U \) is uniformly bounded on \( R \), we infer that the map \( t \mapsto \| v_j^*(t) \|_{X(R)} \) belongs to \( L^2(R) \). This yields the existence of a sequence of positive times \( (s_n)_{n \in \mathbb{N}} \), which goes to \( +\infty \) as \( n \to +\infty \), such that we have
\[ \lim_{n \to \infty} \| v_j^*(\pm s_n) \|_{X(R)} = 0. \]

In view of (4.2), this gives
\[ \lim_{n \to \infty} U(\pm s_n) = 0. \]

Integrating (4.9) from \( -s_n \) to \( s_n \) and taking the limit \( n \to +\infty \), we deduce that
\[ \int \| v_j^*(t) \|_{X(R)}^2 dt = 0. \]

Hence,
\[ v_j^* \equiv 0 \quad \text{on} \quad R \times R. \]

This finishes the proof of Theorem 4.2. \( \square \)

### 4.3 Proof of Proposition 4.1

In this section, we prove the exponential decay of the limit solution \( v^*_j \). First, we state the monotonicity of the momentum. Let \( (v, w) \) be a pair given by Theorem 2.1, \( j \in \{1, \ldots, N\} \) and \( y_0 \in R \). Denote
\[ I_{j,y_0}(t) := \int_R \Phi(x - (b_j(t) + y_0))[vw](x,t) dx, \]
for \( b_j \) satisfying (1.6) and (1.11) and set
\[ \lambda_{c,\gamma} := \frac{1}{2} \min \{ 1 + \gamma_1, \gamma_2 - c_1, c_2 - \gamma_2, \ldots, \gamma_{N+1} - c N, 1 - \gamma_{N+1} \} \]
for any \( c \in (-1, 1)^N \), where \( \gamma := (\gamma_1, \ldots, \gamma_{N+1}) := \lim_{t \to \infty} (b_1'(t), \ldots, b_{N+1}'(t)) \). We claim the following monotonicity formula for this localized version of the momentum.
Proposition 4.3. There exist positive numbers $\alpha_2 \leq \alpha$, $L_2 \geq L^*$, $T > 0$ and $A_2, A_2^* > 0$, depending only on $c$ and $s$, such that, if $\alpha_0 < \alpha_2$ and $L \geq L_2$, then the map $\mathcal{I}_{j,y_0}$ is of class $C^1$ on $\mathbb{R}$, and it satisfies

$$
\frac{d}{dt}[\mathcal{I}_{j,y_0}(t)] \geq \frac{\nu^2}{32} \int_{\mathbb{R}} \left[ (\partial_x v)^2 + v^2 + w^2 \right] (x,t) \Phi'(x - (b_j(t) + y_0)) dx
- A_2 \exp \left(- \frac{\nu_c}{16} |y_0 + \lambda_{t,c} t| \right),
$$

(4.11)

for any $1 \leq j \leq N$ and any $t \geq T$. In particular, we have

$$
\mathcal{I}_{j,y_0}(t_1) \geq \mathcal{I}_{j,y_0}(t_0) - A_2^* \exp \left(- \frac{\nu_c}{16} |y_0| \right),
$$

(4.12)

for any real numbers $t_1 \geq t_0 \geq T$.

The proof is very similar to the one of Proposition 5 in [8]. We will only sketch it.

Proof. As in the proof of Proposition 3.3, we write

$$
\mathcal{I}_j(t) = \mathcal{I}_1(t) + \mathcal{I}_2(t),
$$

decomposing the real line into the region $I_j(t)$ and its complementary set, where $I_j(t)$ is the interval defined by

$$
I_j(t) = \left[ b_j(t) - \frac{1}{4}(L + \lambda_{t,c} t), b_j(t) + \frac{1}{4}(L + \lambda_{t,c} t) \right].
$$

For $\mathcal{I}_2$, we have (see the proof of Proposition 3.3 for more details)

$$
|\mathcal{I}_2(t)| \leq A^* \exp \left(- \frac{1}{32} (L + \lambda_{t,c} t) \right).
$$

For $\mathcal{I}_1(t)$, we first infer from (1.10) that there exists $T > 0$ sufficiently large such that for all $t \geq T$,

$$
e_m^{<1} < b_j(t) < e_m^\infty,
$$

and then

$$
b_j(t)^2 \leq 1 - \frac{\nu_c^2}{4}.
$$

This leads, using (2.5) and (3.27), to

$$
\mathcal{I}_1(t) \geq \frac{1}{2} \int_{I_j(t)} \Phi' \left(-(b_j(t) + y_0) \right) \left( (\partial_x v)^2 + v^2 + w^2 - 2 \left(1 - \frac{\nu_c^2}{4} \right) \right) |v||w| - 3v^2 w^2 + \frac{\nu_c^2}{64} \ln \left(1 - v^2 \right).
$$

Now, increasing the value of $T > 0$ if necessary, we infer from (1.11) that

$$
|a_k(t) - b_j(t)| \geq \frac{1}{2} (L + \lambda_{t,c} t),
$$

for any $t \geq T$ and $1 \leq k \leq N$. When $x \in I_j(t)$, we have

$$
|x - a_k(t)| \geq |a_k(t) - b_j(t)| - \frac{1}{4} (L + \lambda_{t,c} t) \geq \frac{1}{4} (L + \lambda_{t,c} t),
$$

for any $1 \leq k \leq N$. This yields, using (2.15), (2.17) (and the Sobolev embedding theorem), (2.18) and the exponential decay of the solitons,

$$
|v(x,t)| \leq |\varepsilon_1(x,t)| + \sum_{k=1}^N |\nu_{a_k}(x - a_k(t))| \leq A^* \left( \alpha + \exp \left(- \frac{\nu_c}{16} (L + \lambda_{t,c} t) \right) \right),
$$

for any $x \in I_j(t)$. We now decrease $\alpha$ and increase $L$, if necessary, to guarantee that $|v|$ is sufficiently small on the interval $I_j(t)$. Then we can finish the proof as the one of Proposition 4.3. \qed
Remark 4.1. In view of the proof below, the limit solution \((v_j^*, w_j^*)\) satisfies the conclusions of Proposition 3.3 for any time \(t \in \mathbb{R}\).

The following claim contains the weak continuity of the flow and the convergence of the parameter \(b_j\).

Claim 1. Let \(j \in \{1, \ldots, N\}\) and \(t \in \mathbb{R}\) be fixed. Then, there exist a map \(b_j^* \in C^1(\mathbb{R}, \mathbb{R})\) verifying (1.6)-(1.11) such that

\[
\begin{align*}
(v,:) + b_j(t_n), t_n + t), \ w(\cdot + b_j(t_n), t_n + t)) & \rightarrow (v_j^*(\cdot), t), w_j^*(\cdot, t)) \tag{4.13}
\end{align*}
\]

and

\[
\begin{align*}
(v,:) + b_j(t_n + t), t_n + t), \ w(\cdot + b_j(t_n + t), t_n + t)) & \rightarrow (v_j^*(\cdot + b_j^*(t), t), w_j^*(\cdot, b_j^*(t), t)) \tag{4.14}
\end{align*}
\]

in \(X(\mathbb{R})\), while

\[
\begin{align*}
b_j(t_n + t) - b_j(t_n) & \rightarrow b_j^*(t), \tag{4.15}
\end{align*}
\]

as \(n \rightarrow +\infty\).

Proof. We take \(b_j^*(t) := \gamma_j t\), for all \(t \in \mathbb{R}\), where \(\gamma_j := \lim_{t \rightarrow +\infty} b_j^*(t)\). Clearly, \(b_j^*\) satisfies (1.6)-(1.11). Then, the proof remains exactly the same as the one of Proposition 3.3.

As in the previous section, we claim the following lemma which shows the localisation of the momentum for the limit solution. For the limit profile \((v_j^*, w_j^*)\), we set

\[
\mathcal{I}_{j,\pm y_0}^*(t) := \int_{\mathbb{R}} [v_j^*(t) w_j^*(t)](t) \Phi(- (\pm y_0 + b_j^*(t))) dt,
\]

for any \(t \in \mathbb{R}\) and \(y_0 > 0\).

Lemma 4.1 ([5]). For any positive number \(\delta\), there exists a positive number \(y_0\), depending only on \(\delta\), such that for any \(t \in \mathbb{R}\) we have

\[
|\mathcal{I}_{j,\pm y_0}^*(t)| \leq \delta \quad \text{and} \quad |\mathcal{I}_{j,\pm y_0}^*(t) - \mathcal{I}_{j,\mp y_0}^*(t)| \leq \delta,
\]

for any \(y_0 \geq y_\delta\).

In view of Remark 4.1, the proof is similar to the one of Lemma 4.1.

We also have

Lemma 4.2 ([5]). Let \(y_0 > 0\). For any \(t \in \mathbb{R}\), we have

\[
\mathcal{I}_{j,y_0}^*(t) \leq A_t \exp\left(-\frac{\nu}{16} y_0\right) \quad \text{and} \quad |\mathcal{I}_{j,y_0}^*(t) - \mathcal{I}_{j,-y_0}^*(t)| \leq A_t \exp\left(-\frac{\nu}{16} y_0\right).
\]

Using Proposition 4.3 we claim as in [5] that

Proposition 4.4 ([1]). Let \(t \in \mathbb{R}\). There exists a positive constant \(A_{t_0}\) such that

\[
\int_t^{t+1} \int_{\mathbb{R}} \left[ (\partial_x v_j^*)^2 + (v_j^*)^2 + (w_j^*)^2 \right] (x + b_j^*(s), s) e^{\frac{\nu}{16} |x|} dx ds \leq A_{t_0}.
\]

At this stage, the proof of Proposition 4.4 remains exactly the same as in [1] (see Section 4.2 for more details).
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