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Abstract. It is sometimes necessary to determine the manner in which structures deteriorate with respect to time; for instance when quantifying a material’s ability to withstand sustained dynamic loads. In such cases, it is well established that loss of structural integrity is reflected by variations in modal characteristics such as stiffness. This paper addresses some practical limitations of Fourier analysis with respect to temporal resolution and the uncertainties associated with extracting variations in modal parameters. The statistical analysis of numerous numerical experiments shows how techniques, such as data overlapping and zero-padding, can be used to improve the sensitivity of modal parameter extraction.
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1. Introduction

With the various parameters and spectral enhancement techniques used to obtain modal parameter estimates via Fourier analysis, it is important to evaluate their influence on the variability of the estimates obtained. This evaluation will assist analysts with the development of optimal modal parameter extraction procedures, which is particularly important in situations where modal estimates need to be obtained in the least possible amount of time. These situations include applications such as continuous structural health monitoring, which requires sensitivity in both the temporal and frequency domains.

This paper presents statistical analyses of modal parameter estimates obtained from a number of numerically simulated experiments designed to reproduce various effects of single degree-of-freedom (SDoF) physical experiments including instrument noise. Fourier analysis is used to compute estimates of the system’s frequency response function (FRF) which, in turn, is used to extract the relevant modal parameters. The influence of various parameters used to compute the FRF, including those of spectral enhancement techniques such as spectral averaging, data overlapping and zero-padding, is evaluated and discussed.
2. Modal Parameter Estimation

The dynamic characteristics of all stable physical systems can be described using their frequency response function (FRF). The FRF of a system represents the complex ratio of output/response to input/excitation in the frequency domain. The most common application of FRFs is in modal analysis where they are used to extract the global properties of mechanical systems, namely their damping ratios and natural frequencies (the mode shapes of mechanical systems are also defined by the residuals of their FRF). Such modal parameter extraction requires the experimental frequency response to be fitted with an appropriate theoretical model which can, in turn, be used to extract the required modal properties. A number of modal parameter extraction techniques exist. For single degree-of-freedom (SDoF) systems, Ewins [1] recommends a technique based on fitting a circle to the Nyquist plot. Another technique uses least squares regression on the magnitude of the FRF in the region of resonance [2]. Garcia-Romeu-Martinez et al. [3], and later Rouillard et al. [4], showed that, for physical SDoF systems, the least squares regression technique is particularly robust. Based on the successful, practical, application of the least squares technique by Garcia-Romeu-Martinez et al., it will be used as the basis for analysis in the remaining sections.

3. Experimental Design

The research presented in this paper addresses the behaviour of linear, viscously damped, SDoF systems in a moving base configuration [3]. The systems were analysed using their acceleration excitation and response signals.

Excitation for the SDoF systems was synthesized using a band-limited spectral function (magnitude) coupled with a uniformly-distributed phase spectrum to form a complex spectrum. The inverse Fourier transform of the complex spectrum was then taken to produce a Gaussian random signal. This process was undertaken repeatedly to produce a random signal of arbitrary duration and spectral content. This random signal was later uploaded into a simulation tool developed using the Simulink® package in Matlab® which uses incremental analysis to solve the SDoF equation of motion [5].

Post-processing was achieved using the modified, short-time Fourier transform (STFT) based Welch method described by Rouillard et al. [4] in conjunction with the least squares regression curve-fitting procedure, described in the same article. This technique allows for the addition of zero-padding, spectral averaging overlap (individual FRF window overlap) and changes to the analysis sub-record length (window length), all of which are often manipulated in an attempt to improve spectral estimates.

Results from the analysis of a numerical SDoF system (with its mass, stiffness and damping configured to achieve an undamped natural frequency of 20Hz and a damping ratio of 11%), along with appropriate discussions, are presented in each of the subsequent sections. In order to enable the statistical nature of the results to be analysed, a large number (50) of independent band-limited (0 to 100Hz) Gaussian excitation signals were used. The corresponding 50 independent signal pairs (excitation and response) generated were subjected to FRF analysis (including least mean squares modal parameter extraction) with variations in the parameters of interest. As well as examining the consistency (variability) of results using statistical analysis, the robustness of the potential improvements to extraneous noise, in both the excitation and response signals, was also evaluated.
4. Influence of Spectral Averaging and Sub-record Length

Spectral estimation using random signals requires some degree of averaging to minimise statistical uncertainty. However, in many applications, the time available to capture data is limited, thus restricting the amount of data available for averaging. This limited window means that a compromise needs to be made between the number of spectral averages and the analysis sub-record length. For the purposes of modal parameter extraction it is unclear which is most important. Frequency resolution, hence the sub-record length, is important as it affects the sensitivity of the frequency estimates (although it is not the limiting factor in this instance as curve-fitting is applied). However, it is not clear how much spectral averaging can be compromised.

An initial set of experiments (experiment 1) was developed to evaluate the influence of various amounts of averaging, in conjunction with varying sub-record lengths (with the combination of the two varying parameters resulting in a constant analysis window size, or temporal resolution), on modal parameter extraction. The results gathered from experiment 1 (for excitation response signal pairs containing 0% and 10% extraneous noise respectively) are presented in Figure 1, as the mean natural frequency extracted from the 50 signal pairs along with error bars indicating ± one standard deviation. It must be noted that during experiment 1 no spectral overlapping or zero padding was applied.

The results from experiment 1 indicate that, for the purposes of modal parameter extraction, spectral resolution, hence sub-record length, has a more significant effect on the extracted natural frequencies than reduced spectral uncertainty via spectral averaging. This is made most evident by the small variability of the results obtained using the 30second sub-record, which provides fine spectral resolution (0.033Hz) but only allows for 4 spectral averages (50% theoretical uncertainty). This finding is attributed to the fact that spectral uncertainty only creates variability in the magnitude of frequency estimates, which, due to its random nature, has a limited effect when curve-fitting using least squares regression. Conversely, coarse spectral resolution limits the amount of data available within the bandwidth appropriate for curve-fitting, thereby creating uncertainties in terms of both magnitude and spectral locality.

![Figure 1: Experiment 1 – Spectral resolution and uncertainty.](image-url)
5. Influence of Zero-padding

Given the limited temporal data available to produce a frequency domain estimate of a system with time-varying modal properties, there is a need to obtain the required frequency domain information while consuming as little as possible temporal data. This minimised consumption of temporal data can only be achieved by improving the evaluation of spectral estimates with relatively coarse frequency resolution. This improved evaluation is often attempted by artificially refining the frequency resolution of the coarse spectrum using zero-padding. However, it is uncertain whether or not zero-padding actually helps. Most agree that zero-padding does not actually improve true frequency resolution; however, the majority of authors are unclear about what it does achieve [6, 7, 8, 9].

An attempt to determine whether or not zero-padding can improve modal parameter extraction from coarse frequency spectra was made by conducting a second set of experiments (experiment 2). The signals used in the previous experiment were again analysed using various sub-record lengths ($T_{sr}$) with various amounts of zero-padding and spectral averaging (where the number of spectral averages was proportional to the inverse of the sub-record length, which resulted in a constant temporal resolution for each of the sub-records analysed). The results for experiments with no extraneous noise are given in Figure 2 and those obtained from experiments containing 10% extraneous noise are given in Figure 3.

Figure 2: Experiment 2 – Influence of zero-padding on the estimation of natural frequency – uncontaminated data.

Figure 3: Experiment 2 - Influence of zero-padding on the estimation of natural frequency – data containing 10% noise.
The results obtained from experiment 2 indicate that, for signals containing as much as 10% noise, the introduction of up to 16 times zero-padding significantly reduces the variability of the frequency estimates obtained using least squares regression modal parameter extraction, irrespective of the sub-record length used. The finding that the introduction of zeros will not degrade results is significant in that it enables analysts to apply zero-padding with confidence. In saying this it must also be noted that the value of zero-padding should not be overstated and that where possible increases in spectral resolution should always be obtained by increasing the analysis sub-record length.

The improvements obtained by implementing zero-padding are attributed to the fact that it provides estimates of results at otherwise non-described frequencies, which with the implementation of averaging, effectively increases the portion of data which describes the theoretical model of the FRF, without distorting its shape. This increased portion of data improves the ability to curve-fit the FRF magnitude spectra. This suggestion follows Semmlow’s [10] description of zero-padding: “Zero padding provides an interpolation of the points in the unpadded signal”.

6. Influence of Overlapped Averages

It is understood that overlapped spectral averaging can be used to retrieve the statistical stability lost due to windowing. Bendat & Piersol [11] state that if 50% overlap is used with the application of the Hanning window, approximately 90% of the stability lost, due to the window, can be retrieved. Randall [12] suggests that, for the Hanning window, overlaps of greater than 50% provide no appreciable improvement in statistical uncertainty. However, according to the formulation provided by Naidu [13], the variance within time-invariant spectra, captured using the Welch method, is inversely proportional to the number of overlapped spectral averages used. This formulation suggests that maximum overlap should always be applied.

Overall, for the purposes of modal parameter extraction from time-varying systems it is uncertain if large amounts of spectral overlapping can be used to enhance results. Therefore, to gain a better understanding of the effect of overlapped spectral averaging, on modal parameter extraction, a third set of experiments (experiment 3) was undertaken. During experiment 3 varying amounts of averaging overlap (0% to 99.999%) were used in conjunction with the Tukey window [14] to analyse 50 constant parameter signal pairs. It is important to note that with the increased number of overlapped averages no temporal resolution was lost.

The results obtained from experiment 3, for a temporal resolution of 10 seconds (5 second sub-records, 2 independent averages and no zero-padding), are given in Figure 4. As can be seen, for signals containing as much as 10% noise, overlapped processing can generate a significant reduction in the level of variance in the extracted natural frequencies obtained using least squares regression modal parameter extraction.

Since the frequency resolution was kept constant with the addition of increased spectral overlap, the effect on the estimates must result solely from a reduction in spectral variance. Therefore, according to the formulation provided Naidu [13] the variance of the modal parameter estimates obtained should be inversely proportional to the number of overlapped spectral averages. To test this theory the variance of the natural frequency estimates, obtained from experiment 3, was plotted against the number of overlapped spectral averages and was fitted with the closest possible inverse relationship in Figure 5. As can be seen the reduction in the extracted natural frequency variance has a strong correlation with the fitted trend, thereby suggesting that such a relationship does in fact exist.
The results in Figure 4 and Figure 5 clearly demonstrate that increased spectral overlapping can significantly improve modal parameter extraction results. To illustrate how these improvements are achieved the results of a typical noise-contaminated (10%) moderately high resolution FRF (0.1Hz), obtained with and without spectral overlapping are given in Figure 6. As can be seen, the introduction of increased overlapped averaging results in a significant reduction in the random deviation from the actual FRF, even though no additional data is analysed.

Figure 4: Experiment 3 - Influence of overlapping on the estimation of natural frequency. (Maximum represents the case where all but one sample point were overlapped)

Figure 5: Experiment 3 - Influence of overlapped averaging on the estimated natural frequency variance (where \( x \) is the number of overlapped averages and \( G \) is an empirical constant).
7. Conclusion

Several analysis parameters are used when computing spectral estimates. As a result of the dependence of frequency resolution on sub-record length these parameters are often manipulated in order to attempt to maintain the accuracy of results whilst minimising the amount of temporal data used. This paper discussed the effect of several common analysis parameters including spectral averaging, sub-record length (window length), overlapped averaging and zero-padding, in terms of both spectral and temporal sensitivity using a statistical evaluation. It was found that, for records containing up to 10% noise, sub-record length, hence spectral resolution, has a more pronounced influence on modal parameter extraction than the level of spectral averaging, hence spectral uncertainty. It was also found that while zero-padding may not increase the actual spectral resolution, it does allow for enhanced modal parameter extraction by reducing the variance between extracted results based on interpolated estimates at the non-described frequencies. This enhancement can be taken advantage of to maintain temporal resolution whilst minimising the level of estimation variance. Finally, it was found that while some authors suggest that large amounts of overlapped averaging provides no appreciable improvement in statistical uncertainty, for modal parameter extraction purposes, increased amounts of overlapped averaging can significantly reduce the variance of the extracted parameters. This is particularly useful as it allows for increased accuracy of spectral results without compromising temporal resolution.
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