Forecasting PM2.5 Concentration Using a Single-Dense Layer BiLSTM Method

Aji Teguh Prihatno, Himawan Nurcahyanto, Md. Faisal Ahmed, Md. Habibur Rahman, Md. Morshed Alam and Yeong Min Jang

Abstract: In recent times, particulate matter (PM2.5) is one of the most critical air quality contaminants, and the rise of its concentration will intensify the hazard of cleanrooms. The forecasting of the concentration of PM2.5 has great importance to improve the safety of the highly pollutant-sensitive electronic circuits in the factories, especially inside semiconductor industries. In this paper, a Single-Dense Layer Bidirectional Long Short-term Memory (BiLSTM) model is developed to forecast the PM2.5 concentrations in the indoor environment by using the time series data. The real-time data samples of PM2.5 concentrations were obtained by using an industrial-grade sensor based on edge computing. The proposed model provided the best results comparing with the other existing models in terms of mean absolute error, mean square error, root mean square error, and mean absolute percentage error. These results show that the low error of forecasting PM2.5 concentration in a cleanroom in a semiconductor factory using the proposed Single-Dense Layer BiLSTM method is considerably high.
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1. Introduction

In the last few years, many attempts have been made to create the system architecture of a smart factory. The Industrial Internet of Things (IIoT) has recently been implemented as an integration of the Internet of Things in the manufacturing or industrial fields. With the assistance of a cyber-physical system (CPS), the industrial sector has undertaken a new paradigm shift regarding physical device or tool control level up to the higher levels of the business process management systems as a key component of industrial 4.0 systems [1]. CPS refers to smart machines, storage systems, and production facilities that are capable of autonomously sharing information, triggering actions, and controlling one another [2].

In terms of a smart factory, continuous monitoring of air quality is needed to protect production outputs (i.e., semiconductors from damage caused by air pollution) and a system is needed that can accurately predict future air quality by forecasting particulate matter (PM). Different types of contaminants are distributed in the air depending on human and environmental factors. One of the most critical among all the pollutants is PM2.5 (fine inhalable particles, with an aerodynamic diameter that is commonly 2.5 micrometers or smaller) [3], potentially creating a big problem for the smart factory field. In addition, these particles may cause the deformity of semiconductor chips [4], resulting in wafer defects which would reduce profit and increases the maintenance cost [5], especially in the semiconductor industry. Defects of semiconductor chips or wafers can be caused by airborne particulates as small as 1µm. In order to minimize the concentration of particulates in the air, special precautions are needed to be undertaken during the processing of semiconductors [6]. This is because of the high potential damage caused by particulate matter in the cleanroom of semiconductor factories, for which the forecasting of PM2.5 concentration is
critical for predictive maintenance. Moreover, this method is very important for factories’ allocation of resources for planning, preparation, and preventive actions for any potential damage caused by particulates.

A variety of methods have been developed to predict PM2.5 concentration by using the time series data. Therefore, these existing approaches include machine learning (ML) and deep learning (DL) methods. Moreover, several forecasting models have been widely implemented in recurrent neural networks (RNNs) [7] and their derivations [8], such as long short-term memory (LSTM) [9], a convolutional neural network long short-term memory (CNN-LSTM) [10], and Transformer [11]. Athira et al. [7] had predicted PM2.5 by using RNN to be compared with the gated recurrent unit. Chen et al. [8] used RNN and its derivatives to predict PM2.5, but the results need to be improved in accuracy and compared with other artificial intelligence methods. However, there are problems found in RNN models: training an RNN is a difficult task, involving gradient vanishing and exploding [11], and it cannot proceed with very long sequences if tanh or ReLU are used as activation functions. Xayasouk et al. [9] used LSTM and deep autoencoder models to predict fine particulate matter, but their result required the development of an alternative design of deep learning models to gain more accurate output. Li et al. [10] used hybrid CNN-LSTM to forecast PM2.5 but did not compare their method to other deep learning models. In addition, the Transformer method [11], which is commonly used for natural language processing (NLP), was also used to predict data based on time series data, but the authors did not discuss the detailed mechanism of their proposed model. In this work, we developed a new proposed model by considering the dense layer and comparing its results with other deep learning methods. To achieve the best outputs, we developed, implemented, and enhanced a time series predicting approach based on a bidirectional long-short-term-memory (BiLSTM) artificial neural network (ANN) architecture [7]. A BiLSTM is a sequence processing model made up of two LSTMs, one of which takes the input in one direction, and the other in the opposite direction. In this paper, forecasting PM2.5 was used as a case study to show that a single-dense BiLSTM model can be successfully applied to the task of predicting times series data, and it outperforms many existing predicting techniques.

Specifically, our contributions are the following:

- To get reliable data, we employed hardware architecture based on edge computing to meet compatibility with the IIoT system.
- Using PM2.5 forecasting as a case study, we demonstrate that our Single-Dense Layer BiLSTM model can accurately forecast PM2.5 concentration.
- Our contribution centered on developing a system that provides computationally efficient, potent, and stable performance with a small number of parameters.
- Our findings show that compared with the LSTM, CNN-LSTM, and Transformer methods, the Single-Dense Layer BiLSTM achieves the lowest error.

The remainder of this paper is organized as follows: Section 2 describes the proposed system related to the phases of the research from data sensing until DL-based services. Section 3 provides the methodology of the proposed model, which is compared with other DL models. Section 4 explains the forecasted data using the Single-Dense Layer BiLSTM model and compares it with other DL models with various hyperparameters, then analyzes the forecasted data with high similarity to the real data. Conclusions for the forecasting using the Single-Dense Layer BiLSTM model are presented in Section 5.

2. System Overview

Figure 1 shows the overall architecture of the system. In the proposed system, the industrial-grade sensor is deployed in a laboratory clean room. The PM2.5 data is collected from the industrial-grade sensor and then stored in the edge database. The data is collected for a single day which contains 86,400 pieces of PM2.5 data. The data collection took place in an indoor environment during the spring season in April 2021 in the engineering laboratory of Kookmin University. The personal computer (PC) that used in this study is Windows 10.
Pro for Workstations, RAM 256 GB, Intel® Xeon® Gold 5222 CPU @3.80GHz 3.79 GHz and 64-bit Operating System, x64-based processor. The proposed system comprises three-phase processes consisting of data sensing, a knowledge discovery in database (KDD), and deep learning (DL)-based services.

![Hardware Architecture](image)

**Figure 1.** The hardware architecture with three phases of the proposed data acquisition system: data sensing, KDD, and deep learning-based services.

In the phase of data sensing, to set this research to be compatible with the IIoT system in a semiconductor factory, the industrial-grade sensor is used to collect PM2.5 data. The sensor is installed with RS485 and connected to a programmable logic controller (PLC) to enable various communication methods, making it a perfect data acquisition and control system for a wide range of applications [12]. Thus, the data can be read by the server in a real-time mode.

In this phase, the data collection process consists of acquiring and selecting raw data from the sensor, which contains temperature, humidity, PM1, and PM2.5. These were collecting and selecting raw data tasks managed by the edge server using IEC 61131-3 standard, which is run on PLCs. The IEC 61131-3 standard is a widely accepted international standard for PLCs and specifies five programming languages: LD, FBD, Instruction List (IL), SFC, and ST [13]. The ST programming language is used in this research. ST is a text-based, high-level programming language that allows the user to create complex algorithms in the applications. As a result, it is often to be used to develop a large-scale PLC system.

In the second phase, the edge computing-based KDD process is used to define the technique widely to identify and interpret patterns in data that can be used to construct or forecast future events [14]. We optimize the edge computing technology that could move the network, computing power, storage, and resources of the cloud to the edge of the network. Edge computing could also provide intelligent services at the edge to meet the critical industry needs of real-time business, data optimization, application intelligence, security, and privacy and satisfy the network demand for low latency and high bandwidth. The edge computing downlink data acts as a cloud service, the uplink data indicates the Internet of Everything (IoE), and the edge computing allocates any computing and network systems between the data source and the path of the cloud computing center [15]. In this work, edge computing data from the data collection phase was processed before it was stored in the MySQL database.

As shown in Figure 1, KDD is an iterative method for converting raw data into usable data [16]. The data from the edge server is stored in the MySQL database application. MySQL, like other relational systems, stores data in tables and accesses databases using SQL. In MySQL, the user can set up rules to regulate the relationships between the fields in the tables and pre-defined user database schema according to their needs. The Oracle Cor-
poration developed, distributed, and supported MySQL, a popular open-source relational database management system (RDBMS) [17].

To get clean PM2.5 concentration data as the input to the Single-Dense Layer BiLSTM method, the data preprocessing involves extracting features from the raw data. It also includes the application of cleaning methods to avoid problem data such as missing values. The cleaning application also removes the involvement of new features.

Once PM2.5 data as output from data preprocessing was collected, the next step was data mining, which is the core of the KDD process. It comprises selecting and applying techniques, including implementing DL models. Data mining also could extract features from data by finding applied patterns and relations between features. The type of DL algorithm is determined by the problem at hand and the quality of the data available. The efficiency and effectiveness of the data mining algorithm of the tasks, as a result, carried out in previous steps of the KDD method, are measured using a collection of metrics during interpretation and evaluation. After that, the processed data was used in the Single-Dense Layer BiLSTM model to predict particle concentration.

The last phase of our proposed architecture is DL-based services. In this phase, we used Jupyter Notebook to run our experiments and visualize the results. The Jupyter Notebook is built on a collection of open standards for collaborative computing. These open standards can be used by third-party developers to build personalized applications with embedded interactive computing [18]. Other benefits of Jupyter Notebook are allowing seamless integration of code, narrative text, and figures into a single live executable and editable document [19].

3. Methodology

3.1. Data Preprocessing

Deep learning is one of the fundamental approaches in machine learning, and it is used for forecasting and other applications. Here, we discuss the Single-Dense Layer BiLSTM as one of the deep learning methods that we have used in this research to perform the forecasting task. Data preprocessing in Single-Dense Layer BiLSTM is essential to clean the data and make it applicable for the deep learning model and improve the accuracy and efficiency of the model. Data cleaning and normalization are two steps in the process of data processing. Data cleaning involves deleting anomalous values from the data set and filling in blanks. To overcome this issue, we fill NaN values by using the interpolation method. The NaN, which stands for “not a number”, denotes any undefined or unpresentable value [20]. The linear method was selected in this interpolate method, handling the values as evenly distributed [21]. Moreover, in terms of mean square error (MSE), using a linear method for interpolation is better than the last observation carried forward (LOCF) and the next observation carried backward (NOCB) because the linear method has the lowest MSE value compared with LOCF and NOCB [22].

Normalizing the data can speed up the convergence rate of the gradient descent and increase the performance of the predictive model. When dealing with non-standardized data, gradient descent can become quite arduous [23]. Normalization also makes it uncomplicated for deep learning models to extract extended features from numerous historical output data sets, potentially improving the performance of the proposed model. In this study, after collection of the bulk historical data, we normalized the PM 2.5 values to trade-off between prediction accuracy and training time using the Min-Max normalization method given in Equation (1):

$$\bar{x}_i = \frac{x_i - x_{\min}}{x_{\max} - x_{\min}}$$

where $x_i$ is the original data, $\bar{x}_i$ is the normalized value, and $x_{\max}, x_{\min}$ represent maximum and minimum data points in the time series data sample, respectively. Now, we have converted unsupervised time series data into a supervised format for each case of prediction, namely, 5 min ahead prediction, 30 min ahead prediction, and 1 h ahead prediction. The
formation of supervised time series data is very crucial. The formations of input matrices and corresponding output matrices are given below:

For 5 min ahead prediction:

\[
\text{Input matrix } = \begin{bmatrix}
  x_{n(t=0)} & x_{n(t=1)} & x_{n(t=2)} & \cdots & x_{n(t=9)} \\
  x_{n(t=1)} & x_{n(t=2)} & x_{n(t=3)} & \cdots & x_{n(t=10)} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  x_{n(t=T-9)} & x_{n(t=T-8)} & x_{n(t=T-7)} & \cdots & x_{n(t=T)} \\
\end{bmatrix}
\]

\[
\text{Output matrix } = \begin{bmatrix}
  x_{n(t=10)} & x_{n(t=11)} & x_{n(t=12)} & \cdots & x_{n(t=14)} \\
  x_{n(t=11)} & x_{n(t=12)} & x_{n(t=13)} & \cdots & x_{n(t=15)} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  x_{n(t=T+1)} & x_{n(t=T+2)} & x_{n(t=T+3)} & \cdots & x_{n(t=T+5)} \\
\end{bmatrix}
\]

For 30 min ahead prediction:

\[
\text{Input matrix } = \begin{bmatrix}
  x_{n(t=0)} & x_{n(t=1)} & x_{n(t=2)} & \cdots & x_{n(t=59)} \\
  x_{n(t=1)} & x_{n(t=2)} & x_{n(t=3)} & \cdots & x_{n(t=60)} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  x_{n(t=T-59)} & x_{n(t=T-58)} & x_{n(t=T-57)} & \cdots & x_{n(t=T)} \\
\end{bmatrix}
\]

\[
\text{Output matrix } = \begin{bmatrix}
  x_{n(t=60)} & x_{n(t=61)} & x_{n(t=62)} & \cdots & x_{n(t=89)} \\
  x_{n(t=61)} & x_{n(t=62)} & x_{n(t=63)} & \cdots & x_{n(t=90)} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  x_{n(t=T+1)} & x_{n(t=T+2)} & x_{n(t=T+3)} & \cdots & x_{n(t=T+30)} \\
\end{bmatrix}
\]

For 1 h ahead prediction:

\[
\text{Input matrix } = \begin{bmatrix}
  x_{n(t=0)} & x_{n(t=1)} & x_{n(t=2)} & \cdots & x_{n(t=119)} \\
  x_{n(t=1)} & x_{n(t=2)} & x_{n(t=3)} & \cdots & x_{n(t=120)} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  x_{n(t=T-119)} & x_{n(t=T-118)} & x_{n(t=T-117)} & \cdots & x_{n(t=T)} \\
\end{bmatrix}
\]

\[
\text{Output matrix } = \begin{bmatrix}
  x_{n(t=120)} & x_{n(t=121)} & x_{n(t=122)} & \cdots & x_{n(t=179)} \\
  x_{n(t=121)} & x_{n(t=122)} & x_{n(t=123)} & \cdots & x_{n(t=180)} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  x_{n(t=T+1)} & x_{n(t=T+2)} & x_{n(t=T+3)} & \cdots & x_{n(t=60)} \\
\end{bmatrix}
\]

Meanwhile, we employed a train/validation/test (64%/16%/20%) approach to consider PM2.5 concentration as time-series data [10]. Before we describe the actual framework of the model, we will discuss some valuable time-series forecasting models which are important methods to be compared to our proposed model.

### 3.2. RNN Model

RNNs, unlike feedforward neural networks, can process sequences of inputs using their internal state (memory). In the RNN, all the inputs are linked together. Neural networks improve performance in a variety of engineering applications, such as prediction [24] and human behavior modeling [25], among neural networks. Specifically, RNNs are implemented to model temporal and time-series data due to having built-in memory retaining past information [26]. By adding feedback connections, the RNN is elongated from the feedforward neural network to the model sequence knowledge. Specifically, given \((x_1, x_2, \ldots, x_n)\) as the input sequence, the standard RNN can gain another sequence \((y_1, y_2, \ldots, y_n)\) iteratively by the following equations:

\[
h_t = \varnothing (W_h x_t + U_h h_{t-1} + b_h) \tag{2}
\]
Figure 2. RNN architecture.

3.3. LSTM Model

LSTM networks are an advanced version of RNNs that makes it easier to remember past knowledge. The vanishing gradient problem of the RNN is solved in this method. LSTM is well suited for identifying, processing, and forecasting a time series of unknown length time lags. The model is trained using back-propagation. In an LSTM network, there are three gates. Since LSTM networks have additional nonlinear control structures with multiple parameters, training issues can arise. Highly effective and efficient training methods for the LSTM architecture are implemented to address these issues [30].

An LSTM architecture with many memory cells is shown in Figure 3.

These memory cells are used to retain long-term time dependencies by storing past historical data. An LSTM is a set of units with the same parameters at all time steps. The LSTM model contains three memory cells: input, forget, and output gates, denoted as \( i_t, f_t, o_t \), respectively. The learning process updates these gates to train datasets. We first introduce how to update functions of LSTM:

\[
i_t = \sigma(W_i x_t + U_i h_{t-1} + b_i) \tag{4}
\]

\[
c_t = \varphi(W_c x_t + U_c h_{t-1} + b_c) \tag{5}
\]
where $\sigma$ represents an element-wise sigmoid function with value in (0,1); $\varphi$ represents an element-wise tanh function and is the Hadamard (element-wise) product; $W_i$, $W_c$, $W_f$, and $W_o$ represent the correlation weight matrices for input $x$ and input node $i$, input gate $c_t$, forget gate $f_t$, and output gate $o_t$, respectively. Then, $b_i$, $b_c$, $b_f$, and $b_o$ are biases of the input node $i$, input gate $c_t$, forget gate $f_t$, and output gate $o_t$; $\odot$ stands for element-wise multiplication, and $\emptyset$ represents element-wise hyperbolic tangent linear activation function [31]. Vectors $b \in R$ and $H$ are constant parameters where $H$ refers to the number of hidden units. For each hidden layer, we use the function to train these model parameters for all gates. The input vector $x$ corresponds to environmental parameters, and $h_t$ is the output of the hidden layer. The model, $c_{t-1}$ reflects the effect of the time series factor, which denotes the last moment saved in the memory. Equation (6) is used to measure the extent of the memorization of previous experiences, which is a weight of $c_{t-1}$ in Equation (8). Equation (8) estimates the new memory state updated based on a previous weighted memory $c_{t-1}$ and the new input $x_t$ with a tanh activation. We can stack the softmax layer on top of the last LSTM if we can predict environment parameters at each time level.

### 3.4. CNN-LSTM Model

Here, along with the specific structure of the LSTM built for the time-series problem, a convolutional neural network (CNN) can compress and extract essential features of input data. The CNN is used as the base layer in the prediction model, and its convolutional and pooling layers are used to compress and extract the features. For the time series prediction, the CNN layer’s output is fed into a higher layer called the LSTM [32]. The timing features are included in this model for reducing the computational time. Finally, the softmax classifier is used in the output layer for pattern recognition. Therefore, the primary purpose of CNN is to generate a feature vector from the input spectrum [33]. Here, an input spectrum and the corresponding kernel size are taken as $a \times b$ and $m \times m$, respectively. Besides this, the padding length is used as $m/2$, and the spectrum matrix is expanded for changing the output dimension from $a \times b$ to $(a + m) \times (b + m)$. Therefore, the output matrix equation is as follows:

$$Y_{ij} = f(X_{ij} \odot w_i + b_i)$$ (10)

The activation function is used as:

$$f(x) = \max(0, x)$$ (11)

After convolution and pooling, the output feature vector is transformed into a maximum eigenvector value that is represented as follows:

$$R_l = \max(Y_{ij}), \text{ where } l = 1 - n$$ (12)

The other function used in this CNN-LSTM model is represented as follows:

$$f_t = \sigma(W_f \cdot [R_l \cdot x_t] + b_f)$$ (13)

$$C_t = \tanh(W_c \cdot [R_l \cdot x_t] + b_c)$$ (14)

$$c_t = f_t \odot c_{t-1} + i_t \odot C_t$$ (15)

$$h_t = \sigma_t \odot \tanh(c_t)$$ (16)
where \( W \) and \( b \) are represented as weight matrix and bias term of the input unit state, respectively.

### 3.5. Transformer Model

The transformer ultimately depends on attention processes, with no recurrence or convolutions [34]. In modeling, the transformer employs an attention mechanism rather than a recurrent and convolution process [34]. The transformer uses an encoder–decoder process. After encoding, the encoded input and previous outputs in the decoder are used to produce the output. This method has the advantage of allowing the model to learn to look at specific items in the series based on the current input. Moreover, the transformer has no problem with a disappearing gradient, unlike recurrent networks, and it can reach any point in the past regardless of the distance between terms.

Attention in transformer generates a set of key-value pairs, and a query can display an output, indicating which value in the input sequence the model attended to and which of these values are significant. This input sequence comprises dimension \( d_k \) queries and keys, as well as dimension \( d_v \) values. In order to get the weights on the values, the transformer takes the dot products of the query with all keys, divides each by \( \sqrt{d_k} \), and uses the softmax function. In the application, the attention function on a collection of queries packed into a matrix \( Q \) at the same time is calculated. The keys and values are also crammed into the \( K \) and \( V \) matrices, using the following function:

\[
\text{Attention}(Q, K, V) = \text{softmax}\left(\frac{QK^T}{\sqrt{d_k}}\right)V. \tag{17}
\]

The input is transformed linearly by the queries, keys, and values. The architecture of the transformer can be seen in Figure 4.

As shown in Figure 4, the transformer uses stacked self-attention and point-wise, entirely connected layers for both the encoder and decoder. Despite its many advantages, the transformer method has several drawbacks. When applied to high-dimensional sequences, transformers have a high computational cost [35]. Besides that, only fixed-length
As shown in Figure 4, the transformer uses stacked self-attention and point-wise, enabling text strings to be dealt with by attention in the transformer method. Before being fed into the device as input, the text must be divided into a certain number of segments [36].

3.6. Proposed Model Architecture

In order to learn the relationship between future and past information efficiently in the Deep Learning method, it is necessary to process the forward and backward information simultaneously. Meanwhile, the traditional LSTM failed to learn from reverse order processing. Consequently, bidirectional LSTM (BiLSTM) has been introduced by putting two independent LSTMs together enabling them to have both backward and forward information about the sequence at every time step [37].

Unlike a traditional LSTM, the BiLSTM can run input sequence in two ways: forward layer from past to future and backward layer from future to past. By this approach, two hidden states from two LSTM models are combined with preserving information from both the past and future [38], which improve the long-term learning dependencies and the model’s accuracy.

In this work, a Single-Dense Layer BiLSTM was proposed and implemented to forecast PM2.5 concentration and to overcome the limitations of existing methods such as LSTM, CNN-LSTM, and Transformer based on time series data. The system consists of an input layer, a BiLSTM layer which contains LSTM backward layer, an LSTM forward layer, and a Single-Dense Layer BiLSTM. The architecture of our proposed model is depicted in Figure 5.

![Bi-LSTM Layer](image)

**Figure 5.** A Single-Dense Layer BiLSTM architecture.

The input layer is regarded as the network’s starting point. The data samples of PM2.5 concentration are carried in the input layer as a time series. The BiLSTM layer contains two layers of LSTM are defined as the forward layer and backward layer. Forward layer \( l_t^f \) acknowledges the input as ascending range, i.e., \( t = 1, 2, 3, \ldots, T \). Meanwhile, backward layer \( l_t^b \) considers the input in descending order, i.e., \( t = T, \ldots, 3, 2, 1 \). Therefore, \( l_t^f \) and \( l_t^b \) can be incorporated to produce output \( y_t \). The BiLSTM model is actualized with the following mathematical equations:

\[
\begin{align*}
    l_t^f &= \tanh(W_{xl}x_t + W_{ll}l_{t-1}^f + l_t^f) \\
    l_t^b &= \tanh(W_{xl}x_t + W_{ll}l_{t+1}^b + l_t^b) \\
    y_t &= W_{yf}l_t^f + W_{yb}l_t^b + b_y
\end{align*}
\]  

(18)  
(19)  
(20)
After the data is processed by the BiLSTM layer, it comes to a single-dense layer with a linear activation function to generate prediction with continuous values. The dense layer is an entirely connected layer, which means that all of the neurons in one layer are linked to those in the next layer [39]. Since a densely connected layer offers learning features from all combinations of the previous layer’s features, while a convolutional layer relies on consistent features with a limited repetitive area, a single-dense layer is used in this study.

3.7. Optimizer

In this experiment, adaptive moment estimation (ADAM) is used [40]. ADAM is a widely used approach for computing adaptive learning rates for each parameter of phase $t$. Thus, ADAM offers a practical learning algorithm. Moreover, this algorithm has gained much traction as one of the most reliable and efficient optimization algorithms for DL.

In ADAM, there are two crucial variables [41]. First, $v_t$ keeps an exponentially decaying average of past squared gradients. Second, $m_t$ keeps an exponentially decaying average of past gradients.

$$v_t = \beta_2 v_{t-1} + (1 - \beta_2) g_t^2$$  (21)
$$m_t = \beta_1 m_{t-1} + (1 - \beta_1) g_t$$  (22)

The first moment (the mean) and the second moment (the variance) of the gradients are estimated by $v_t$ and $m_t$, respectively. When the gradients of two dimensions point are in the same direction, the $m_t$ increases, and when the gradients of two dimensions point in different directions, the $m_t$ decreases. ADAM changes the learning rates based on the parameters by adding $v_t$, which performs more significant updates for small gradients and minor updates for large gradients. As a result, the moment estimates will be biased toward zero if these moving averages are initialized as vectors of zeros, particularly during the initial timesteps and when the decay rates are low [42]. The bias-corrected $v_t$ and $m_t$ are given as:

$$v_t = \frac{v_t}{1 - \beta_2^t}$$  (23)
$$m_t = \frac{m_t}{1 - \beta_1^t}$$  (24)

Here, $\beta_1^t$ and $\beta_2^t$ mean $\beta_1$ and $\beta_2$ to the power of $t$, respectively. ADAM’s choice of learning rate is one of its most significant features. The effective magnitude of the steps taken in parameter space at each timestep is roughly bounded by the step-size $\eta$, that is, $|\Delta t| \leq \eta$ [40]. The proper magnitude can be calculated ahead of time using this property.

4. Experiment and Results

4.1. Experiment with Hyperparameters Setting

To achieve the best output performance of the proposed model, the optimal values of hyperparameters are needed to be observed. The 64 nodes were selected to overcome several issues such as overfitting and underfitting; therefore, the correct number of nodes will affect the learning ability of the model: if it is too high, it may generate overfitting, while if it is too low, the complexity decreases, and the model may underfit [43]. A node in this proposed model is a computational unit containing the transfer function, weighted input connection, and output connection.

We used the ADAM optimizer because ADAM is a standard algorithm for training deep neural networks that uses a weighted average to monitor the relative prediction error of the loss function. Adam is based on the standard stochastic gradient descent (SGD) process, which does not account for outliers’ adverse effects [44]. One of the essential features of the ADAM optimizer is that it calculates both the momentum and the second moment of the gradient using exponential weighted moving averages (also known as leaky averaging) [45].

ADAM is a stochastic optimization technique that only needs first-order gradients and requires little memory. Individual adaptive learning rates for various parameters are
calculated using estimates of the first and second moments of the gradients [46]. In the end, the hyperparameter that we emphasized in this paper is the dense layer which consists of one layer. We chose one single-dense to get optimal computational time in this proposed model. The list of values of optimal hyperparameters among all methods is provided in Table 1.

**Table 1.** List of hyperparameters values of LSTM, CNN-LSTM, Transformer, and Single-Dense Layer BiLSTM.

| Hyperparameter | LSTM | CNN-LSTM | Transformer | Single-Dense Layer BiLSTM |
|----------------|------|----------|-------------|--------------------------|
| Model nodes    | 2 LSTM nodes | 64 LSTM nodes | N/A | 64 BiLSTM nodes |
| Epoch          | 20, 30, 40 | 20, 30, 40 | 20, 30, 40 | 20, 30, 40 |
| Batch size     | 16 | 16 | 16 | 16 |
| Interpolate method | linear | N/A | N/A | linear |
| Train data     | 64% dataset | 64% dataset | 64% dataset | 64% dataset |
| Validation data| 16% dataset | 16% dataset | 16% dataset | 16% dataset |
| Test data      | 20% dataset | 20% dataset | 20% dataset | 20% dataset |
| Optimizer      | ADAM | SGD | ADAM | ADAM |
| Learning rate  | 0.001 | 0.001 | 0.001 | 0.001 |
| Dense layer    | N/A | 64 | N/A | 1 |

Table 1 shows us a list of the hyperparameters used in this experiment. Because these four models have specific characteristics in their structure, some hyperparameter values cover all models, and there are some hyperparameter values that only one model has. For example, ReLU activation that only CNN-LSTM has, and nhead = 10 that only the Transformer model has. In this experiment, we chose a learning rate of 0.0001 for CNN-LSTM, since this value can give optimum results for this model.

4.2. Performance Criteria

We forecasted PM2.5 concentrations for the single day dataset, and the experiments used four parameters to assess the efficacy of our model: mean absolute error (MAE), mean square error (MSE), root mean square error (RMSE), and mean absolute percentage error (MAPE). Equations (25)–(28) give their meanings:

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i| \tag{25}
\]

The average difference of the errors in a series of predictions is measured by MAE [47]. The absolute discrepancy between prediction and actual observation is averaged over the test sample using MAE, with all individual deviations given equal weight.

\[
\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2 \tag{26}
\]

The difference between the fitted values and the actual data observation is measured with this MSE formula.

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2} \tag{27}
\]

The formula of RMSE is the square root of the MSE. The RMSE can reveal whether a deviation has an impact on the model’s performance. Furthermore, the MAE and
RMSE can be used to evaluate the model’s overall performance of forecasting [48], and higher forecasting accuracy can be associated with lower MAE and RMSE [49]. On the other hand, MAPE divides each error value by the actual value, resulting in a tilt: if the actual value at a given time point is low but the error is high, the MAPE value would be significantly influenced.

\[
\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{y_i - \hat{y}_i}{y_i} \right|
\]

where \(y_i\) denotes the real value, and \(\hat{y}_i\) denotes the predicted value, and \(n\) denotes the sample size. The smaller value of the MAPE will give better results for the forecasting [50].

4.3. Results and Comparison

In our experiment, the proposed Single-Dense Layer BiLSTM model was implemented to forecast PM2.5 concentrations with the same time series for three cases of time length, which are 5 min ahead, 30 min ahead, and 1 h ahead from 1-day, or 86,400 historical data points. We ran experiments for different outputs of the data, i.e., 5 min, 30 min, and hourly, to test the sequence learning models for short and long-term prediction.

Overall, the proposed Single-Dense Layer BiLSTM retains a low MAE, MSE, RMSE, and MAPE level at various sampling rates, which means that the forecasting accuracy can be assured even if the original sequence is resampled or a more extended period is used during data gathering.

The output of forecasting PM2.5 concentration for one hour ahead of using the proposed approach’s forecasting (a single-dense layer BiLSTM) algorithm is shown in Figure 6a–c. Figure 6a–c shows that the best result between train and validation loss occurs in the time of the 40th epoch. Moreover, the test and prediction results of the proposed system for one hour ahead are shown in Figure 7a–c. Figure 7a–c shows that the blue color line represents the actual values, and the orange color line represents the forecasting of the PM2.5 concentration. We can see from Figure 7c that the blue line and the orange line met at one point at the 40th epoch, which generates the values of MSE, RMSE, MAE, and MAPE at 8.18, 2.86, 2.47, and 0.014, respectively. These results attain the highest accuracy of the predicted value compared to three other methods.

The fitting patterns of four different models to forecast PM2.5 concentration for five minutes ahead are depicted in Figure 8a–c. All the trend figures were taken to fit the same number of epochs (20, 30, and 40). Each model’s projected value moved closer to the actual value during its training phase. The proposed approach’s forecasting is the most accurate in terms of actual outcomes, as we can see from the closeness of the blue line, which represents the actual data, and the orange line, which means the forecasting data. We can see these results in more detail by referring to Table 2.

Table 2 shows that the MSE, RMSE, and MAE values in the LSTM, CNN-LSTM, and Transformer methods increased as the number of epochs executed on them increased. These results indicate that these three methods had overfitting. On the other hand, our proposed approach experienced a decrease in MSE, RMSE, and MAE values when the epoch was increased. These results indicate that our proposed method best fits the forecasting PM2.5 concentration 5 min ahead, considered to three other models.

Figure 9a–c shows the fitting trends, representing 30 min ahead forecasting from four different models. We ran 20, 30, and 40 epochs to all models; then, our proposed approach, represented in orange color line as the predicted value, achieved the closest distance with the blue color line, representing the true value. Table 3 illustrates further detailed results about what is shown from Figure 9a–c. In the LSTM model, the MSE and RMSE values increase when the number of epochs increases, while the MAE value decreases slightly at the 30th epoch and increases again at the 40th epoch. For the CNN-LSTM model, the values of MSE and RMSE were inclined in the 30th epoch, then declined in the 40th epoch, while its MAE gradually increased when the epoch increased. In the Transformer method, the values of MSE, RMSE, and MAE dropped in the 30th epoch and then hiked again in the 40th epoch. Meanwhile, even if our proposed approach had overfitting because the
values of MSE, RMSE, and MAE increased along with the surging number of the epoch, it still achieved the best value compared with the three other methods.

Figure 6. Figure of loss function in 1 h ahead prediction for (a) 20 epochs, (b) 30 epochs, (c) 40 epochs.

Figure 7. Comparison of true value and predicted value in 1 h ahead prediction for (a) 20 epochs, (b) 30 epochs, (c) 40 epochs.

Figure 8. Fitting trends of model for 5 min ahead prediction for (a) 20 epochs, (b) 30 epochs, (c) 40 epochs.

Figure 9. Fitting trends of model for 30 min ahead prediction. (a) 20 epochs, (b) 30 epochs, (c) 40 epochs.

In order to study the forecasting accuracy at different time lengths and different epochs, we can refer to Tables 2–4, respectively.
Table 2. The 5 min ahead forecasting performance of LSTM, CNN-LSTM, Transformer models, and our proposed approach (Single-Dense Layer BiLSTM).

| No. of Epoch | Model       | MSE  | RMSE | MAE  | MAPE | Training Time (Minutes) |
|--------------|-------------|------|------|------|------|-------------------------|
| 20           | LSTM        | 10.81| 3.29 | 2.87 | 0.027| 2.7                     |
|              | CNN-LSTM    | 16.4 | 4.20 | 4.06 | 0.034| 5.2                     |
|              | Transformer | 8.80 | 2.96 | 2.86 | 0.017| 7.4                     |
|              | Proposed approach | 9.89 | 3.14 | 3.04 | 0.019| 6.7                     |
| 30           | LSTM        | 13.7 | 3.66 | 4.16 | 0.015| 4.1                     |
|              | CNN-LSTM    | 29.82| 5.46 | 5.14 | 0.022| 7.2                     |
|              | Transformer | 14.60| 3.82 | 3.62 | 0.014| 10.5                    |
|              | Proposed approach | 9.18 | 3.02 | 2.89 | 0.012| 9.4                     |
| 40           | LSTM        | 21.8 | 5.63 | 5.20 | 0.019| 4.9                     |
|              | CNN-LSTM    | 33.05| 5.74 | 5.50 | 0.020| 9.1                     |
|              | Transformer | 16.94| 4.11 | 3.75 | 0.014| 12.3                    |
|              | Proposed approach | 7.46 | 2.73 | 2.65 | 0.009| 11.7                    |

Table 3. The 30 min ahead forecasting performance of LSTM, CNN-LSTM, Transformer models, and our proposed approach (Single-Dense Layer BiLSTM).

| No. of Epoch | Model       | MSE  | RMSE | MAE  | MAPE | Training Time (Minutes) |
|--------------|-------------|------|------|------|------|-------------------------|
| 20           | LSTM        | 10.56| 3.24 | 2.91 | 0.011| 2.6                     |
|              | CNN-LSTM    | 25.02| 5.01 | 4.57 | 0.020| 5.0                     |
|              | Transformer | 16.13| 4.01 | 3.77 | 0.013| 7.2                     |
|              | Proposed approach | 7.75 | 2.78 | 2.36 | 0.009| 6.6                     |
| 30           | LSTM        | 11.07| 3.32 | 2.67 | 0.017| 4.0                     |
|              | CNN-LSTM    | 31.77| 5.63 | 5.11 | 0.028| 7.1                     |
|              | Transformer | 10.35| 3.21 | 2.91 | 0.014| 10.2                    |
|              | Proposed approach | 9.14 | 3.02 | 2.85 | 0.015| 9.2                     |
| 40           | LSTM        | 14.16| 3.76 | 3.19 | 0.012| 4.8                     |
|              | CNN-LSTM    | 29.56| 5.43 | 5.16 | 0.019| 9.2                     |
|              | Transformer | 13.76| 3.70 | 3.37 | 0.015| 12.4                    |
|              | Proposed approach | 13.60| 3.68 | 3.52 | 0.013| 11.6                    |

Figure 10a–c depicts the fitting trends for one-hour forecasting from four different methods, each having 20, 30, and 40 epochs. Furthermore, in this time forecasting-length, our proposed approach, shown by an orange color line as the predicted value, came closest to the true value represented by a blue color line.

Table 4 further describes the results of what is illustrated in Figure 10a–c. In the LSTM and CNN-LSTM models, the values of MSE, RMSE, and MAE increased when the number of epochs surged from 20, 30, then 40, respectively. Meanwhile, the Transformer model and
our proposed approach, Single-Dense Layer BiLSTM, presented values of MSE, RMSE, and MAE that declined when the epochs increased. Our proposed approach gains the lowest values of MSE, RMSE, and MAE.

Table 4. The 1 h ahead forecasting performance of LSTM, CNN-LSTM, Transformer models, and our proposed approach (Single-Dense Layer BiLSTM).

| No. of Epoch | Model       | MSE   | RMSE  | MAE   | MAPE  | Training Time (Minutes) |
|--------------|-------------|-------|-------|-------|-------|-------------------------|
| 20           | LSTM        | 20.82 | 4.56  | 3.95  | 0.014 | 2.5                     |
|              | CNN-LSTM    | 26.44 | 5.14  | 5.03  | 0.031 | 4.8                     |
|              | Transformer | 31.40 | 5.60  | 5.52  | 0.20  | 7.1                     |
|              | Proposed approach | 9.19  | 3.03  | 3.98  | 0.013 | 6.4                     |
| 30           | LSTM        | 21.49 | 4.63  | 3.97  | 0.023 | 3.9                     |
|              | CNN-LSTM    | 36.41 | 6.03  | 5.58  | 0.035 | 6.9                     |
|              | Transformer | 27.82 | 5.27  | 4.79  | 0.025 | 10.0                    |
|              | Proposed approach | 8.92  | 2.98  | 2.90  | 0.011 | 8.9                     |
| 40           | LSTM        | 43.33 | 6.58  | 6.07  | 0.027 | 4.7                     |
|              | CNN-LSTM    | 48.81 | 6.97  | 6.23  | 0.029 | 9.0                     |
|              | Transformer | 22.33 | 4.72  | 4.67  | 0.017 | 12.1                    |
|              | Proposed approach | 8.18  | 2.86  | 2.47  | 0.014 | 11.3                    |

Figure 10. Fitting trends of model for 1 h ahead prediction for (a) 20 epochs, (b) 30 epochs, (c) 40 epochs.

Besides MAE, MSE, RMSE, and MAPE, Tables 2–4 also show us the training time results from the four different models. The LSTM model gained the fastest training time from epoch 20, 30, and 40 since it has the simplest structure compared to other methods, while the Transformer model had the longest training time because it has the most complex structure among all models in this study.

5. Conclusions

Since PM2.5 concentration can affect semiconductor factory air quality, there is a necessity for a framework to not only able to track air quality but also analyze data and provide visualization services. It is important to develop a reliable forecast system to ensure that people who work in the semiconductor factories know the potential air quality in cleanrooms. We integrated IIoT technology with the Single-Dense Layer BiLSTM method to build a PM2.5 forecasting system in this study. Furthermore, the Single-Dense Layer BiLSTM method was demonstrated for forecasting PM2.5 concentration to obtain MAE, MSE, RMSE, and MAPE, which were the lowest compared with LSTM, CNN-LSTM, and
Transformer models for forecasting length 5 min ahead, 30 min ahead, and 1 h ahead. The proposed system can be applied to improve the optimum condition of PM2.5 concentration in the factory.

Even though we achieved positive results, some other works must be added in the future. This future research needs to add other size particulate matters such as PM0.5, PM1, PM5, and PM10. The final task entails developing a prescriptive analysis based on particulate matter forecasting services in a cleanroom semiconductor factory using the Single-Dense Layer BiLSTM.
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Abbreviations

| Abbreviation | Description |
|--------------|-------------|
| ADAM | Adaptive Momentum Estimation |
| ANN | Artificial Neural Network |
| BiLSTM | Bidirectional Long Short-Term Memory |
| CNN-LSTM | Convolutional Neural Network—Long Short-Term Memory |
| CPS | Cyber-Physical System |
| DL | Deep Learning |
| IIoT | Industrial Internet of Things |
| IoE | Internet of Everything |
| KDD | Knowledge Discovery in Database |
| LOCF | Last Observation Carried Forward |
| LSTM | Long Short-Term Memory |
| MAE | Mean Absolute Error |
| MAPE | Mean Absolute Percentage Error |
| ML | Machine Learning |
| MSE | Mean Square Error |
| NLP | Natural Language Processing |
| NOCB | Next Observation Carried Backward |
| PLC | Programmable Logic Controller |
| PM | Particulate Matter |
| PM0.5 | Particulate Matter of 0.5 µm |
| PM1.0 | Particulate Matter of 1.0 µm |
| PM2.5 | Particulate Matter of 2.5 µm |
| PM5 | Particulate Matter of 5 µm |
| PM10 | Particulate Matter of 10 µm |
| RDBMS | Relational Database Management System |
| RMSE | Root Mean Square Error |
| RNN | Recurrent Neural Network |
| SGD | Stochastic Gradient Descent |
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