Transition turbulence model calibration for wind turbine airfoil characterization through the use of a Micro-Genetic Algorithm
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Abstract The aerodynamic characterization of airfoils is of crucial importance for the design and optimization of wind turbines. The present paper tries to provide an engineering methodology for the improvement of the accuracy and reliability of 2D airfoil computational fluid dynamics models, by coupling the ANSYS Fluent solver and a Micro-Genetic Algorithm. The modeling strategy provided includes meshing optimization, solver settings, comparison between different turbulence models and, mainly, the calibration of the local correlation parameters of the transition turbulence model by Menter, which was found to be the most accurate model for the simulation of transitional flows. Specifically, the Micro-Genetic Algorithm works by generating populations of the missing local correlation parameters. In doing so, it is possible to search for the minimization of the error in lift calculations. For each specific Reynolds number, the calibration was carried out only at the Angle of Attack where the lift drop occurs and the airfoil completely stalls. This new idea allowed for a relatively rapid and good calibration as demonstrated by the experimental–numerical comparisons presented in this paper. Only the experimental stall angle and the relative lift coefficient were, therefore, necessary for obtaining a good calibration. The calibration was made using the widely known S809 profile data. The correlation parameters, obtained as so, were subsequently used for testing on the NACA 0018 airfoil with satisfactory results. Therefore, the calibration obtained using the S809 airfoil data appeared to be reliable and may be used for the simulation of other airfoils. This can be done without the need for further wind tunnel experimental data or recalibrations. The proposed methodology will, therefore, be of essential help in obtaining accurate aerodynamic coefficients data. This will drastically improve the capabilities of the 1D design codes at low Reynolds numbers thanks to the possibility of generating accurate databases of 2D airfoil aerodynamic coefficients. The advantages of the proposed calibration will be helpful in the generation of more accurate 3D wind turbine models as well. The final objective of the paper was thus to obtain a fine and reliable calibration of the transition turbulence model by Menter. This was specifically made for an accurate prediction of the aerodynamic coefficients of any airfoil at low Reynolds numbers and for the improvements of 3D rotor models.
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Abbreviation
CFD Computational fluid dynamics
BEM Blade element momentum
RANS Reynolds Averaged Navier–Stokes
SST Shear stress transport
DES Detached eddy simulation
AoA Angle of attack
HAWT Horizontal axis wind turbine
UDF User defined function
VAWT Vertical axis wind turbine
FMG Full multi grid initialization
GA Genetic Algorithm
SGA Simple Genetic Algorithm
μGA Micro-Genetic Algorithm
CAE Computer Aided Engineering
Pc Offspring probability [−]
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The ideas presented in this paper come out of the necessity to generate databases of 2D airfoil aerodynamic coefficients for the use in the in-house 1D BEM model and to obtain a calibrated transition turbulence model, suitable for full CFD wind turbine rotor simulations. Previous works by the authors [11–13] have demonstrated an excellent accuracy of the four equations transition SST model, developed by Menter et al. [14–16]. Furthermore, scientific literature underlines and demonstrates that, the use of transition turbulence models, at low Reynolds numbers [10, 17–23], is essential in obtaining an adequate CFD modeling of airfoil and rotor aerodynamic behaviors.

The original model by Menter [14–16] was based on three local correlation parameters, which control the transition onset inside the boundary layer. These parameters were empirically calibrated using flat plate and gas turbine blade experimental data. The functions related to this optimization are still proprietary and thus not given in references [14–16]. Many authors have proposed different ways to find the missing functions [24–28]. Other authors successfully used the transition model by Menter for the solution of various low Reynolds aerodynamic problems [18, 21, 29–35]. During the last few years, the transition model by Menter has been extensively studied and has demonstrated good accuracy in the cases in which the laminar to turbulent boundary layer transition played an important role. Most of the research has focused on the deduction of the missing functions, basing their calibration using flat plate test cases. The promising results have encouraged the investigation of the performance of the transitional models for 2D airfoil and 3D wind turbine fluid dynamic modeling. The $\gamma$-Re$_\theta$ model appears to be suitable for this research field as well. However, the model has proven to be highly sensitive to Reynolds number, geometrical shapes and turbulence parameters, therefore, necessitating for a fine calibration case by case. The developers themselves recognized that, for airfoil and wind turbines, a specific calibration would be necessary [36].

The objective of this work was, therefore, to provide a rapid and reliable strategy for the development of CFD models, which were able to capture the average steady behavior of the flow-field around airfoils at low Reynolds numbers. This was the aim in obtaining accurate lift and drag coefficients for a wide range of low Reynolds numbers. The results might subsequently be extended to 3D rotors as well, with good accuracy and reliability [11–13]. The calibration of the missing parameters was made by coupling the ANSYS Fluent solver with a Micro-Genetic Algorithm (µGA), developed by the authors in MATLAB. The idea, leading to this study, was to investigate the possibility of fine tuning the empirical correlations, by directly specifying the values inside the solver for only a specific AoA and to verify the effects of this tuning over

### Introduction and background

The design and optimization of wind turbine rotors are usually made using mono-dimensional codes, which allow for very fast responses. However, the widely used 1D blade element momentum models (BEM), as well as the other simplified codes, need lift and drag coefficients for a wide range of Reynolds numbers to provide accurate and reliable results. The experimental airfoil data can be obtained only in wind tunnels and they are thus highly expensive to obtain, both in terms of time and money. For this reason, many CFD models have been developed by the researchers to allow for a quick prediction of the aerodynamic coefficients [1–4]. Furthermore, the increasing interest towards the low Reynolds numbers, in “mini” and “micro” wind turbine applications, has led to the modeling of an aerodynamic behavior. This behavior is characterized by the further complication of the laminar to turbulent boundary layer transition. Indeed, the correct modeling of the transitional flows and, specifically, the effect of the laminar instability on the flow separation, is a key step for obtaining an accurate prediction of the airfoil aerodynamic coefficients at low Reynolds numbers.

It is widely known, in fact, that the laminar boundary layer is more sensitive to separation than the turbulent boundary layer. Moreover, the onset of laminar bubbles is a phenomenon that must be taken into account in airfoil modeling [5–9]. Therefore, the use of a fully turbulent model as well as a non-optimized transition turbulence model lead, in general, to a delayed separation, which occurs at AoAs higher than the real one. As a consequence, the lift coefficient is usually overestimated while the drag coefficient is underestimated. This may not be acceptable for reliable 1D codes, in which further simplifications are carried out to take into account the 3D effects. The 2D aerodynamic coefficients must, therefore, be as accurate as possible [10].

---

**TAB:**

| Symbol | Description | Unit |
|--------|-------------|------|
| $F_{\text{length}}$ | Local transition length | – |
| $\text{Re}_\text{C}$ | Local critical Reynolds number | – |
| $\text{Re}_{\text{th}}$ | Local Transition Reynolds number | – |
| $\lambda$ | Thwaites’ pressure gradient | – |
| $\gamma$ | Intermittency | – |
| $C_l$ | Lift coefficient | – |
| $C_d$ | Drag coefficient | – |
| $y^+$ | Non-dimensional distance from wall | – |
| $C_f$ | Skin friction coefficient | – |
the entire range of AoAs. The calibration process was, therefore, carried out for the typical wind turbine airfoils S809 for which a large set of experimental data was available. The optimal parameters, which were found for the S809, were then tested by simulating the NACA 0018 airfoil, finding very satisfactory agreement with experimental data. Moreover, the empirical correlations were optimized for Reynolds number between 300,000 and 1,000,000. Polynomial functions were, therefore, found to interpolate the parameter trends as a function of the Reynolds number. This allows for the calculation of aerodynamic coefficients at any desired Reynolds number and for any airfoil within the Reynolds number range of optimization. No parameter recalibrations or further experimental data are necessary.

Transition and turbulence modeling

The laminar to turbulent boundary layer transition is a highly complex phenomenon; particularly important at low Reynolds numbers (Re < 2 million). The causes leading to the onset of the transition have not yet been fully clarified. However, four types of transition mechanisms have been recognized as the main factors responsible for the first order effects [37]. From an engineering point of view these explanations are more than sufficient and allow for a good comprehension and modeling of the phenomenon. The types of mechanisms are the natural transition, the bypass transition, the separation-induced transition and the wake induced transition [37, 38]. It is obvious that an accurate transition model must take into account all the aforementioned mechanisms.

The formulation proposed by Menter et al. [14–16, 36] is based on the widely known SST $k-\omega$ turbulence model with two additional transport equations. The first is an intermittency equation used to trigger the transition process. The second equation is formulated in terms of the transition onset Reynolds number $Re_{0\text{t}}$. The transport variables are forced to follow the values provided by the experiments. The proposed transport equations do not directly model the physics of the transition as it is contained in the experimental correlations. Therefore, the fact that the model is based on empirical correlations makes it suitable for any kind of transition mechanism but only if appropriate values can be provided [14]. This stresses the need for an accurate calibration of the local parameters for airfoil and wind turbine simulations.

The $\gamma$-$Re_\theta$ model formulation is widely presented in the aforesaid literature, therefore, only a brief review, on what is of particular interest to this paper, is reported.

The transport equation for the intermittency $\gamma$ is:

$$\frac{\partial (\rho \gamma)}{\partial t} + \frac{\partial (\rho U_j \gamma)}{\partial x_j} = \frac{P_{\gamma 1}}{\partial x_j} - E_{\gamma 1} + P_{\gamma 2} - E_{\gamma 2} + \frac{\partial}{\partial x_j} \left[ \left( \mu \frac{\partial \gamma}{\partial x_j} \right) + \frac{\partial (\mu_\|)}{\partial x_j} \frac{\partial \gamma}{\partial x_j} \right].$$

(1)

The production and destruction transition sources are provided by the terms $P$ and $E$.

Specifically:

$$P_{\gamma 1} = F_{\text{length}} C_{10} \frac{\rho S}{\gamma} F_{\text{onset}}$$

(2)

$$F_{\text{onset}} = \frac{Re_\theta}{2.193 Re_{0\text{t}}}.$$  

(3)

In (2) and (3) the term $F_{\text{length}}$ controls the transition length while $Re_{0\text{t}}$ is the critical Reynolds number where the intermittency first starts to increase in the boundary layer. Therefore, $Re_{0\text{t}}$ is the point where the model is activated to match both $Re_{\theta t}$ and $F_{\text{length}}$. Clearly this must occur upstream of the transition Reynolds number, and therefore, $Re_{0\text{t}} < Re_{\theta t}$.

The transport equation for the transition momentum thickness Reynolds number is:

$$\frac{\partial (\rho \widetilde{Re}_\theta)}{\partial t} + \frac{\partial (\rho U_j \widetilde{Re}_\theta)}{\partial x_j} = \frac{P_{\theta t}}{\partial x_j} + \frac{\partial}{\partial x_j} \left[ \sigma_0 (\mu + \mu_\|) \frac{\partial \widetilde{Re}_\theta}{\partial x_j} \right].$$

(4)

$$P_{\theta t} = c_{\theta t} \frac{\rho}{\gamma} \left( Re_{\theta t} - \widetilde{Re}_{\theta t} \right) (1 - F_{\theta t}).$$

(5)

$\widetilde{Re}_{\theta t}$ is the transported value of the boundary layer momentum thickness Reynolds number.

Therefore, the model contains three empirical correlations (6), which must be accurately provided to close the model:

$$Re_{\theta t} = f(TI, \lambda); F_{\text{length}} = f(Re_{\theta t}); Re_{0\text{t}} = f(Re_{\theta t}).$$

(6)

These local correlation variables were calibrated in the original model by implementing functions obtained through the use of experimental data, carried out for flat plates and gas turbine blades [14–16, 30, 36]. As previously seen, many authors proposed different ways to obtain the functions with satisfactory results. However, the Fluent solver allows for a direct specification of the three missing correlation using a user-defined function (UDF) written and compiled in C language. The advantage of a direct specification of the values is related to the aforementioned sensitivity of the model to different Reynolds numbers. In this way a precise calibration, made case by case, may be obtained and will be useful for thorough research on wind turbine airfoil transition effects. The value of $Re_{\theta t}$ depends on the turbulent intensity TI and on the Thwaites’ pressure gradient $\lambda$. The correlating function for $Re_{\theta t}$ is given in the original paper by Menter [15, 16] and reads:
Re_{h \theta} = 803.73[TI + 0.6067]^{-1.027} F(\lambda, K).

The momentum thickness Reynolds number was, therefore, estimated in this paper, using the inlet boundary conditions which were TI = 0.1% and \lambda = 0 \ [30].

Re_{hl} = 1148.01

Once the value (8) is known, only F_{length} and Re_{hl} must be calibrated through the proposed \mu GA.

**CFD airfoil models**

The first step for an accurate and reliable CFD model is the definition of the computational domain. In this work, a C-type domain was developed. The C-type domain allows for a rapid change of the inlet velocity components without changing the mesh. In this way, both different Reynolds numbers and AoAs were easily set.

The computational domain was the same for both S809 and NACA 0018 airfoils and is shown in Fig. 1 along with the dimensions in terms of chord length (c).

To obtain the best balance between computation time and accuracy, a grid independence study was carried out for both S809 and NACA 0018 profiles. The mesh was developed using ANSYS Icem. Full structured grids were implemented, gradually increasing the number of nodes on the profile as well as on the direction orthogonal to the airfoil and on the wake edge. Specifically, three grid refinements were tested so as to have a y^+ < 1 for all the grids. In Table 1 the specific grid features are presented. In Fig. 1 the boundaries are set as velocity inlet and pressure outlet. The velocity inlet boundary type allows for a fast implementation of the velocity magnitude and components so that the AoA (from 0° to 89°) and the Reynolds number of interest were easily implemented.

As aforesaid, the calibration process was carried out for the AoA in which the lift coefficient drops in stall. For this reason the grid independence study was done for both the airfoils and for all the Reynolds numbers of interest at this AoA and using the default transition turbulence model. For each case, several other AoAs were simulated to check the validity of the grid study for a wide range of conditions. The best compromise was always found with Grid 2 which ensured a good accuracy and a noticeable restraint of the calculation time. In Table 2 the lift and drag coefficient comparison, related to the grid independence study, are presented. In Fig. 2 details of the structured C-type mesh for the S809 airfoil are shown (Grid 2). The accurate resolution of the boundary layer and the uniformity of the grid are clearly evident.

For all the simulations, the Fluent solver was set as a steady state, pressure-based coupled solver with an absolute velocity formulation. The fluid was air with a density equal to 1.225 [kg/m³] and a dynamic viscosity equal to 1.7894 \times 10^{-5} [Pa s]. Through the velocity inlet boundary condition, the velocity components were imposed along with turbulent intensity (TI = 0.1%) and turbulent viscosity ratio (TVR = 10). This was done by following the literature suggestions given \[30, 36\]. This lower TI corresponds to that of the typical low turbulence level wind tunnels and it implies a natural or a separation-induced transition mechanism.

A least squares cell-based scheme was used for the gradient spatial discretization while second-order upwind schemes were used for pressure, momentum and turbulence equations. It was very important to set a correct value for the Courant number, specifically in full separated conditions at AoAs > 28°. In the Fluent steady coupled solver, the Courant number allows for the control of the sub-iteration time step. In this way, even if the steady solver is used, a transient sub-iteration is performed and the time scale of the simulation can be adapted to the flow time scale. In attached conditions and in incipient and moderate stall conditions, the Courant number was set equal to 25 thus allowing for a rapid convergence. At AoAs > 28° the unsteadiness, generated by the stall, become noticeable. In doing so, the Courant number must be reduced to adapt the temporal scale in such a way that an accurate average of the lift and drag coefficient can be obtained. Three iteration monitors were activated. The criterion to check the convergence was to achieve constant residuals below 10^{-3} for all the equations. Constant trends for the lift and drag coefficient monitors were checked as well. A full multi grid (FMG) initialization was implemented to provide an optimal initialization, which resulted in a faster convergence. The RANS equations were solved using the aforesaid four equations transition turbulence
model and the fully turbulent SST $k-\omega$ model. For both the airfoils and for all the Reynolds numbers, a comparison was made between the default transition model, the optimized transition model and the SST $k-\omega$ model.

The calculation time for each simulation was between 20 and 90 min, depending on the AoA and on the Reynolds number.

To provide the local correlation parameters $F_{\text{length}}$ and $Re_{\text{loc}}$, a User Defined Function (UDF) was written and compiled in C language. The UDF was used by the $\mu$GA for the calibration process as well. Substantially, for each $\mu$GA simulation, MATLAB re-wrote the UDF text file with the new generated parameters and the new UDF file was subsequently read by Fluent which performed the new simulation, launched directly inside MATLAB. In this way, the calibration process was fully automated for each Reynolds number.

---

### Table 1 Grid independence study meshing features

| Grid name | Upper side | Lower side | Orthogonal direction | Wake direction | Total cells |
|-----------|------------|------------|----------------------|----------------|-------------|
| Grid 1    | 150        | 150        | 120                  | 400            | 84,000      |
| Grid 2    | 300        | 300        | 120                  | 800            | 168,000     |
| Grid 3    | 600        | 600        | 120                  | 1600           | 336,000     |

---

### Table 2 Grid independence study numerical results

| Airfoil   | Reynolds | AoA | Grid 1 Cl | Grid 1 Cd | Grid 2 Cl | Grid 2 Cd | Grid 3 Cl | Grid 3 Cd |
|-----------|----------|-----|-----------|-----------|-----------|-----------|-----------|-----------|
| S809      | 300,000  | 17.2° | 0.981 | 0.099 | 0.914 | 0.13 | 0.912 | 0.131 |
|           | 500,000  | 17°   | 1.09 | 0.089 | 1.034 | 0.107 | 1.03 | 0.104 |
|           | 650,000  | 17°   | 1.17 | 0.086 | 1.085 | 0.1 | 1.083 | 0.101 |
|           | 1,000,000| 20.2° | 0.996 | 0.149 | 0.632 | 0.268 | 0.629 | 0.265 |
| NACA 0018 | 300,000  | 17°   | 1.03 | 0.062 | 0.958 | 0.074 | 0.954 | 0.077 |
|           | 700,000  | 23°   | 0.961 | 0.158 | 0.742 | 0.224 | 0.739 | 0.226 |
|           | 1,000,000| 27°   | 0.62 | 0.254 | 0.712 | 0.233 | 0.709 | 0.234 |

---

**Fig. 2** Details of the grid 2 for the S809 airfoil

---

**Micro-Genetic Algorithm details and optimization procedure**

The Simple Genetic Algorithms (SGAs) have been widely used in the last decades in engineering and industrial optimization problems. They have been applied in many different fields such as automatic programming, machine learning, economics and ecology [39, 40].

Unfortunately, when the GAs are coupled with any CAE tool (e.g. Fluid Dynamics codes), the computational time, needed for the evaluation of the objective function, greatly increases. Subsequently, the “good” solution may not be found in a reasonable time.

The Micro-Genetic Algorithms ($\mu$GAs) have been implemented to deal with this issue. It has been shown that they have been able to find the near-optimal solution with much less function evaluations, compared to a SGA [41–43].
The step-by-step procedure for the μGA implementation proposed by Krishnakumar [41] is presented below:

1b. A population of size 5 is randomly generated;
2b. The fitness is evaluated and the best string is determined. It has been labeled as string 5 and carried to the next generation (elitist strategy);
3b. The remaining four strings for reproduction, based on a deterministic tournament selection strategy, are chosen;
4b. Crossover with \( P_c = 1 \) is applied;
5b. The mutation rate equal to 0 is set;
6b. Nominal convergence is checked. If converged, proceed to step 1b;
7b. Go to step 2b.

Krishnakumar suggested the use of a deterministic tournament selection strategy due to the low number of individuals. In fact, it would be foolish to consider the law of averages and, consequently, to use the usual stochastic selection procedures [44].

Concerning step 6b, after the population converges to a prescribed measure, it is important to introduce new strings based on either genotype convergence of phenotype convergence, or based on the occurrence of a fixed number of generations. Thanks to this re-initialization of the population, new genetic material is introduced after every convergence. Obviously, the re-initialization phase does not deal with the best string, which must always be carried to the next generation.

Following the procedure proposed by Krishnakumar a μGA was developed basing on a SGA which was implemented in MATLAB [45]. A deterministic tournament selection routine was written to choose the four individuals to fill the mating pool for each generation. The individuals were mated with \( P_c = 1 \) and their offspring were not subjected to any mutation. A control loop was used to re-initialize the population every five generations. A subroutine was implemented to further enhance the quality of the genetic available material. The subroutine task was to store all the individuals created thus far and to generate new ones by randomly choosing from within the parameter space, thus avoiding useless copies.

Since the optimization problem of the present paper deals with a uni-modal function, the proposed μGA was tested to solve the following function [40]:

\[
J = x^2 + y^2 + z^2
\]

with

\[
-5.12 \leq x, y, z \leq 5.12 \quad \text{and} \quad \delta x = \delta y = \delta z = 0.01.
\]

The result of the best-so-far fitness for the in-house GAs is reported in Fig. 3 (left) while Fig. 3 (right) shows the result obtained by Krishnakumar [41] for the same test function. Specifically, in Fig. 3, the test function (9) was evaluated using the in-house GAs (μGA and SGAs) and those developed by Krishnakumar. The comparisons show a very similar trend and a faster convergence for both the μGAs. Moreover, Fig. 3 demonstrates the validity of the in-house μGA compared to that of Krishnakumar. The main difference between the in-house GAs and those developed by Krishnakumar is the type of encoding. Indeed, while Krishnakumar used a binary string of length 30 to map the variables, in the in-house algorithm a real-coded GA was used. The advantages of this type of representation are the absence of difference between the genotype and phenotype, a faster convergence and a reduction of the deception probability. The lines in Fig. 3 appear to be jagged due to the fact that the GA optimization was conducted for 25 different random starts and an ensemble average of the best string so far was calculated.

Once tested, the μGA was coupled to ANSYS Fluent to perform the optimization of the missing parameters. Specifically, a routine, which read the parameters Re_{0c} and F_{\text{length}}, randomly chosen by the μGA, was implemented for writing the new UDF that must be read by the CFD code. The same routine allowed for starting the 2D simulation in batch mode and for extracting and storing the results in terms of C_l and C_d. Furthermore, the lift and drag coefficients, calculated by each Fluent simulation, were compared by the routine with the specific experimental values. In this way, the genetic material, provided to the μGA was improved and the error was minimized. The algorithm was stopped after 80 generations, which corresponded to 400 function evaluations. This represented a very good trade-off between accuracy and low computation time compared to the SGAs.

However, making 400 evaluations means that Fluent must be run 400 times. Therefore, having previously established the number of iteration to reach the convergence, each μGA run lasted at least 7–8 days.

The calibration procedure may be detailed as follows. First a Fluent case is implemented with the specific velocity and AoA settings, following what is reported in the previous section. A test run is carried out so that the journal file can be written and the number of iterations to reach the convergence can be fixed. At this point, the case file is associated to the μGA in MATLAB and the calibration process is launched. The μGA generates a
population of five individuals for both \( \text{Re}_{h_c} \) and \( F_{\text{length}} \), which are automatically written in the UDF. The Fluent solver is thus started in batch by reading the journal file and the simulation proceeds until the prescribed number of iterations is reached. Now, the converged lift and drag coefficients are read by the \( \mu \)GA from the Fluent text files and are compared to the experimental values. Once the five simulations, related to the five individuals, are completed, the \( \mu \)GA generates a new population taking into account the error between the numerical and experimental data. The best couple of individuals that is the one that minimize the errors on lift and drag coefficients, is carried into the new population. The \( \mu \)GA continues with this logic until the 80 populations are generated.

The innovative idea of this work is to choose the AoA where the lift curve completely falls in stall and to calibrate the missing local correlation parameters only at this AoA. The rationale behind this idea is that the stall point can be accurately captured only if the boundary layer is correctly modeled. In transitional flow conditions, this occurs only if the laminar to turbulent transition is accurately predicted. This means that, for airfoils, the natural or the separation-induced transition must be reproduced in a precise way. Therefore, the calibration of the missing parameters at the stall AoA would lead to a good optimization of the transitional model without the need to use the expensive and difficult experimental analysis of the boundary layer. Clearly, a small amount of experimental data, about the stall angles and the relative lift coefficients, were needed to appropriately calculate the error in the \( \mu \)GA. However, once having calibrated the model for some Reynolds numbers, the optimal parameters may be extrapolated for any other Reynolds number within the range of optimization, by interpolating the correlation variables with polynomial functions.

**Results and discussions**

To check the reliability of the proposed optimization, the calibration process was first carried out for the S809 airfoil, for which a large set of widely validated experimental data was available. The correlation parameters, obtained as so, were subsequently interpolated depending on the Reynolds number, which was between 300,000 and 1 million. The optimal parameters were then tested by simulating the NACA 0018 airfoil. A good agreement between numerical and experimental data was found. The comparison with the default SST transition and the fully turbulent SST \( k-\omega \) model results, further demonstrate the good reliability of the proposed methodology.

In Fig. 4 the calibrated missing parameters for the S809 airfoil are shown as a function of the Reynolds number. Furthermore, the interpolating functions, which are able to fit the optimal values of \( F_{\text{length}} \) and \( \text{Re}_{h_c} \), at the desired Reynolds number, are highlighted. These are third-order polynomial functions and are defined as follows:

\[
\text{Re}_{h_c} = 3.9592 \times 10^{-16} \text{Re}^3 - 9.598e^{-9} \text{Re}^2 + 6.884e^{-4} \text{Re} + 984.0408
\]  

(11)
The experimental data from Colorado State University (CSU), Ohio State University (OSU) and Delft University of Technology (DTU) [46] were available for Reynolds numbers 300,000, 500,000, 650,000 and 1 million. The calibration was, therefore, carried out at AoA = 17° for Re equal to 300,000, 500,000 and 650,000, and at AoA = 20° for Re equal to 1 million. These were the stall angles as can be seen in Figs. 5 and 6.

The comparisons between experimental and numerical results are shown in Figs. 5 and 6 for the S809 airfoil at the specific Reynolds numbers.

Analyzing the comparisons in Figs. 5 and 6, one can clearly see an excellent improvement of the predictive capability of the optimized transition turbulence model. In the attached flow region, where the lift coefficient trend is linear, all the turbulence models demonstrate high accuracy, as expected. In the incipient stall region, between 7°–8° and 16°–18° of AoA, the calibrated transition turbulence model proves to be very accurate, with a maximum relative error at Re 500,000 and Re 650,000 less than 8% at about 8° of AoA. The stall angle and the relative $C_l$ are well predicted for all the Reynolds numbers. The default transition model, instead, is not as accurate, particularly in the flattened lift region before the deep stall, where a noticeable overestimation is detectable. The stall angle is delayed and the relative $C_l$ is nearly twice the experimental value. The fully turbulent SST $k$–$\omega$ model is even less accurate with an overestimated prediction, higher than the default transition model. The stall angle is 4°/6° higher than the experimental value except for Reynolds number equal to one million. In this case, as the flow becomes more turbulent, the discrepancies between the models are reduced. However, the experimental data for Re 1 million are affected by a slight deviation.

$$F_{\text{length}} = 1.7808 e^{-15} Re^3 - 2.1514 e^{-9} Re^2 + 8.132 e^{-4} Re - 91.2135$$

(12)
uncertainty in the stall angle as evidenced in Fig. 6 (right). The drag data are not presented here due to the fact that only the experimental pressure drag was available; therefore there were no comparable data at low AoAs. However, a good agreement was also found at medium and high AoAs. The reason for the improvements on the prediction capabilities of the calibrated transition model lies in the improved modeling of the laminar behavior of the boundary layer (laminar bubbles) and, specifically, on a much accurate evaluation of the laminar to turbulent boundary layer transition due to laminar bubbles. At lower Re, when the boundary layer should be entirely laminar, the effects of the thick shape of the profile lead to an earlier separation-induced transition which is typical of the S809 airfoil. The proposed calibration of the local variables allows for an adequate prediction of this phenomenon thus resulting in a good agreement between numerical and experimental data.

This is evidenced in Fig. 7 where the comparison between the calculated skin friction coefficients for the suction side of the S809 airfoil at AoA 0° and Re 500,00 is shown. Up to $x/c = 0.4$ the three models predict an identical trend of the $C_f$. This is the laminar region and here within, the models have the same SST $k$–$\omega$ low-Re formulation. After this point, the particular shape of the airfoil leads to the generation of a laminar separation bubble which forces the laminar to turbulent boundary layer transition. The discrepancies in this area, between $x/c = 0.4$ and $x/c = 0.6$, are evident. The SST $k$–$\omega$ model overestimates the skin friction due to excessive turbulent kinetic energy production, thus resulting in a sudden transition. Both the transition models, instead, correctly predict the drop of the skin friction due to the laminar bubble. However, the optimized model shows a slightly larger extension of the bubble which is crucial for the correct prediction of stall angles and lifts and drag coefficients. Indeed, as the AoA increases, the laminar bubble moves upstream, thus a larger extension will correctly result in an earlier separation. A much larger extension is avoided thanks to the minimization of the error in the $\mu$GA. This is due to the fact that a larger extension should result in lower lift coefficients and thus in higher errors.

The above is supported by the post-processing images presented hereinafter. In Fig. 8 the contours of intermittency are shown. According to the skin friction distribution in Fig. 7, the intermittency inside the boundary layer is similar for both the transition models. However, the calibrated model (left) presents a slightly delayed and much gradual intermittency transition from 0 to 1, compared to the default model (right). This denotes that the laminar bubble is a slightly extended and the turbulent boundary layer develops downstream.

The images in Fig. 9 present the contours of turbulent kinetic energy for the calibrated (a), the default (b) transition model and for the fully turbulent SST $k$–$\omega$ model (c). Only slight differences can be detected between default and calibrated model results. Mostly, only a small increase of the turbulent kinetic energy production in the calibrated model (a) is present, which is related to the slightly larger extension of the laminar bubble. According to the skin friction chart in Fig. 7, the fully turbulent SST $k$–$\omega$ model (c) shows a much higher production of turbulent kinetic energy and this happens upstream compared to (a) and (b) cases. The magnitude of turbulent kinetic energy in (c) is lower than in (a) and (b) due to the lack of the bubble prediction, but the extension and the location are noticeably different.

The improvements, thanks to the implemented calibration, are evident in Fig. 10 where the velocity magnitude contours for the three models are plotted at the experimental stall angle ($\text{AoA} = 17^\circ$) for the S809 airfoil at Re 500,000. Although the differences in the skin friction, intermittency and turbulent kinetic energy prediction appear to be very limited between (a) and (b), these differences are more than sufficient in obtaining a correct separation prediction. Indeed, in Fig. 10a a full separation
from the leading edge is evident, as expected by the experiments, while in (b) the flow is partially attached thus resulting in higher lift coefficient values and in a delay of the stall angle. The attached region is much larger with the fully turbulent model (c).

When simulating a full 3D wind turbine or when using CFD models for the calculation of the aerodynamic coefficients for use in 1D BEM models, such an error is not acceptable. Therefore, the proposed calibration of the transition turbulence model will drastically improve the reliability of both BEM and CFD 3D models at low Reynolds numbers.

In Fig. 11 details of the turbulent kinetic energy contours at the leading edge (AoA 17° and Re 500,000) of the S809 airfoil are shown. In (a) the production of turbulence is much larger due to the full flow separation but the magnitude is lower. In (b) the higher magnitude of turbulence production causes the boundary layer to remain attached for a long extension. In (c) the turbulence magnitude is even higher and the flow results further attached. This is due to the widely known stability of the turbulent boundary layer against the tendency to separation, compared to the laminar boundary layer. A correct laminar bubble modeling is, therefore, a key step for an adequate
prediction of the flow-field around airfoils and wind turbines.

The reliability of the proposed calibration was finally tested on the NACA 0018 airfoil. The local correlation parameters were calculated using Eqs. (11) and (12), at the Reynolds numbers for which the experimental data were available. The CFD 2D model was developed through the set-up presented in “CFD airfoil models”. The results are shown in Fig. 12, where the experimental lift coefficient trends for the NACA 0018 are compared to the CFD simulation results. Also in this case, the calibrated, the default and the fully turbulent model results are presented. The improvements for the calibrated model are quite remarkable.

Specifically, at Re 300,000 (Fig. 12a) the behavior of the turbulence models appears to be similar to that of the S809 (Fig. 6). The calibrated transition model slightly underestimates the $C_l$ values in the incipient stall region, from 8° to 16° of AoA, but predicts in a satisfactory manner the stall angle and the relative lift coefficient. The default transition model instead slightly overestimates the lift values in the same region and shows a delayed stall angle by 2° of AoA. The SST $k-\omega$ model in this case is not as accurate, even in the attached flow condition where the transition models are instead very accurate. Furthermore, the fully turbulent model presents the same stall angle delay as the default transition model. However, the advantages of the calibration are strikingly evident. The experimental data used for the calibration and the comparison were those of Timmer [47].

At higher Reynolds numbers, Re 1 million (Fig. 12b), the turbulence model behavior is different from that of the
The good agreement with the experimental data of Timmer [47] for the calibrated transition model further confirms the reliability of the proposed optimization. Only a slight overestimation is detectable in the incipient stall region. The default model and the SST $k-\omega$ model in this case present a premature drop of the lift coefficient and the usual overestimation in the incipient stall region. The reason for this is not clear at the moment and will be further investigated.

A similar trend is evident in Fig. 12c at Re 700,000. Here the numerical data are compared to three different sets of experimental data by Timmer [46], by Sheldal [48] and by Jacobs [49]. The striking differences between the experimental data in incipient and deep stall conditions make the level of uncertainty of this kind of experimental measures clearly understandable. However, the calibration was made using the data of Timmer and again shows a good improvement of the transition model predictive capabilities.

Conclusions

The present paper describes the methodology, put forth by the authors, for the optimization of the local correlation parameters which control the boundary layer transition inside the transition turbulence model developed by Menter.

Unlike the numerous calibrations, proposed in the scientific literature, which have tried to reproduce the default correlating functions which had been missing, the present methodology was created specifically for the development
of 2D CFD airfoil models. The idea was to directly optimize the two missing parameters, $F_{\text{length}}$ and $R_{\text{th}}$, by coupling the ANSYS Fluent solver and a micro-genetic algorithm, specifically developed by the authors for this application. The use of the experimental lift coefficient at the stall AoA for the S809 airfoil in the GA is already sufficient in obtaining a good calibration for the whole range of AoAs at the specific Reynolds number. The rationale behind this idea is thoroughly presented in the paper and demonstrates highly accurate results. In this way, the calibrated local correlation parameters, presented in this paper, may be used for the simulation of other airfoils within the range of Reynolds numbers, which were between 300,000 and 1 million. This will, therefore, make the wind tunnel experiments superfluous.

Several tests were carried out on other airfoils. For the NACA 0018, the results appeared to be accurate enough; therefore the proposed calibration may be considered a powerful tool for reliable airfoil simulations in transitional flow conditions. Furthermore, this will allow for the calculation of 2D aerodynamic coefficients for any airfoil and will help in the development of improved 1D BEM wind turbine models. The research on the use of different airfoils was in fact often limited due to the lack of experimental data at the desired Reynolds numbers. The use of the polynomial interpolating functions, obtained in this paper, allows for the generation of databases of accurate aerodynamic coefficients at the desired transitional Reynolds number. Certainly, this will be of great importance for future research on wind turbines. Moreover, the calibrated correlation parameters may be used to improve the

![Fig. 11 Contours of turbulent kinetic energy at AoA 17° for calibrated (a) and default (b) transition models and for fully turbulent SST $k$-$\omega$ model (c) (Re = 500,000–S809)](image)
predictive capabilities of CFD 3D wind turbine models. Specifically in the cases in which the boundary layer transition plays an important role and the rotor performance are mostly influenced by transitional effects.

**Compliance with ethical standards**

**Conflict of interest** On behalf of all authors, the corresponding author states that there is no conflict of interest.

**Open Access** This article is distributed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made.

### References

1. Bertagnolio, F., Sørensen, N.N., Johansen, J., Fuglsang, P.: Wind turbine airfoil catalogue Technical Report Risø-R-1280(EN), Risø National Laboratory, Roskilde, Denmark
2. Bertagnolio, F., Sørensen, N.N., Johansen, J.: Profile Catalogue for Airfoil Sections Based on 3D Computations Risø-R-1581(EN) Risø National Laboratory, Roskilde, Denmark
3. Petrilli, J., Paul, R., Gopalarathnam, A., Frink, N.T.: A CFD Database for Airfoils and Wings at Post-Stall Angles of Attack AIAA 2013-2916 31st Applied Aerodynamics Conference. doi: 10.2514/6.2013-2916
4. Langtry, R.B., Gola, J., Menter Predicting 2D Airfoil and 3D Wind Turbine Rotor Performance using a Transition Model for General CFD Codes AIAA 2006-0395 44th Aerospace Sciences Meeting and Exhibit http://dx.doi.org/10.2514/6.2006-395
5. Schlichting, H., Gersten, K.: Boundary Layer Theory, 8th edn. Springer, New York (2000). ISBN 3-540-66270-7
6. Stratford, B.S.: Flow in the laminar boundary layer near separation. Aeronautical Research Council report, R. & M. No. 3002 (17, 320), R.C. Technical Report London (1957)
7. Owen, P.R., Klafter, L.: On the laminar boundary layer separation from leading edge of a thin aerofoil aeronautical research council current report C.P. No. 220 (16, 576) A.R.C. Technical Report London (1955)
8. Terril, R.M.: Laminar Boundary-Layer Flow Near Separation with and Without Suction. Philosophical Transactions of the Royal Society of London. Series A, Mathematical and Physical Sciences, vol. 253, No. 1022 (Sep. 8, 1960), pp. 55–100. http://www.jstor.org/stable/731915
9. Shubauer, G.B.: Air flow in a separating laminar boundary layer. NACA Report No. 527 Washington D.C.: 1935
10. Hansen, M.O.L., Sorensen, J.N., Voutsinas, S., Sorensen, N., Madsen, H.A.: State of the art in wind turbine aerodynamics and aeroelasticity. Prog. Aerosp. Sci. 42, 285–330 (2006). doi:10.1016/j.paerosci.2006.10.002
11. Lanzafame, R., Mauro, S., Messina, M.: Wind turbine CFD modeling using a correlation based transitional model. Renew. Energy Elsevier 52, 31–39 (2013). doi:10.1016/j.renene.2012.10.007
12. Lanzafame, R., Mauro, S., Messina, M.: 2D CFD modeling of H-Darrieus wind turbines using a transition turbulence model. Energy Proc Elsevier 45, 131–140 (2014). doi:10.1016/j.energy.2014.01.015
13. Lanzafame, R., Mauro, S., Messina, M.: Numerical and experimental analysis of micro HAWTs designed for wind tunnel applications. Int. J. Energy Environ. Eng. 7(2), 199–210 (2016). doi:10.1016/j.jeneve.2016.02.020-8
14. Menter, F.R., Langtry, R., Volker, S.: Transition modelling for general purpose CFD codes. Flow Turb. Combust. 77, 277–303 (2006). doi:10.1007/s10494-006-9407-1
15. Langtry, R.B., Menter, F.R., Volker, S.R., Suzen, Y.B., Huang, P.G., Volker, S. A correlation-based transition model using local variables—Part I: model formulation In: Vienna, ASME Paper No. ASME-GT2004-53452; 2006
16. Langtry, R.B., Menter, F.R., Volker, S.R., Suzen, Y.B., Huang, P.G., Volker, S. A correlation-based transition model using local variables—Part II: test cases and industrial applications ASME. J. Turbomach. 128(3), 423–434 (2006)
17. Eleni, D.C., Athanasios, T.L., Dionissios, M.P.: Evaluation of the turbulence models for the simulation of the flow over a National Advisory Committee for Aeronautics (NACA) 0012 Airfoil. J. Mech. Eng. Res. 4(3), 100–111 (2012). doi:10.5897/JMER11.074
18. Raciti Castelli, M., Garbo, F., Benini, E.: numerical investigation of laminar to turbulent boundary layer transition on a NACA 0012 airfoil for vertical-axis wind turbine application. Wind Eng. 35(6), 661–686 (2011). doi:10.1260/0309-524X.35.6.661
19. Johansen J., Prediction of Laminar/Turbulent Transition in Airfoil Flows Risø National Laboratory, Roskilde, Denmark, May 1997, Risø-R-987(EN)
20. Lian, Y., Shai, W.: Laminar-turbulent transition of a low reynolds number rigid or flexible Airfoil. AIAA Journal 45(7), 1501–1513 (2007)
21. Benini E., Ponza R.: Laminar to turbulent boundary layer transition investigation on a supercritical airfoil using the γ–0 Transitional Model 40th Fluid Dynamics Conference and Exhibit, 28 June–1 July 2010, Chicago, Illinois, AIAA 2010–4289
22. Hosseinkverdi S., Boroomand M.: Prediction of Laminar-Turbulent Transitional Flow over Single and Two-Element Airfoils, 40th Fluid Dynamics Conference and Exhibit, 28 June–July 2010, Chicago, Illinois, AIAA 2010–4290
23. Genç, M.S., Kaynak, Ü., Yapıcı, H.: Performance of transition model for predicting low Re airfoil flows without/with single and simultaneous blowing and suction. Eur. J. Mech. B Fluids 30, 218–235 (2011). doi:10.1016/j.euromechflu.2010.11.001
24. Suluksna, K., Juntasaro, E.: Assessment of intermittency transport equations for modeling transition in boundary layers subjected to freestream turbulence. Int. J. Heat Fluid Flow 29, 48–61 (2008). doi:10.1016/j.ijheatfluidflow.2007.08.003
25. Sorensen, N.N.: CFD Modelling of laminar-turbulent transition for airfoils and rotors using the γ–Reh model. Wind Energy 12, 715–733 (2009). doi:10.1002/we.325
26. Malan, P., Suluksna, K., Juntasaro, E.: Calibrating the γ–Reh Transition Model for Commercial CFD 47th AIAA 2009-1142 Aerospace Sciences Meeting, Jan 2009
27. Yuntao, W., Yulun, Z., Song, L., Dehong, M.: Calibration of a γ–Reh transition model and its validation in low-speed flows with high order numerical method. Chin. J. Aeronaut. 28(3), 704–711 (2015). doi:10.1016/j.cja.2015.03.002
28. Content, C., Houdcville, R.: Application of the γ–Reh laminar-turbulent transition model in Navier-Stokes computations AIAA 2010-4445 40th Fluid. Dyn. Conf. Exhibit (2010). doi:10.2514/6.2010-4445
29. Sorensen, N.N., Bechmann, A., Zahle, F.: 3D CFD computation of transitional flows using DES and a correlation based transition model. Wind Energy 14, 77–90 (2011). doi:10.1002/we.404
30. Langtry, R.B., Gola, J., Menter, F.R.: Predicting 2D Airfoil and 3D Wind Turbine Rotor Performance Using A Transition Model for General CFD Codes AIAA 2006-0395 44th AIAA Aerospace Sciences Meeting and Exhibit. http://dx.doi.org/10.2514/6.2006-395
31. Seyfert, C., Krumbein, A.: Evaluation of a correlation-based transition model and comparison with the e^n Method. J. Aircraft 49(6), 1765–1773 (2012). doi:10.2514/1.C031448
32. Bianchini, A., Balduzzi, F., Rainbird, J.M., Peiro, C., Graham, J.M.R., Ferrara, G., Ferrari, L.: An experimental and numerical assessment of air polars for use in Darrieus wind turbines—Part I: flow curvature effects. J. Eng. Gas Turbines Power 138(3), 032602 (2015). doi:10.1115/1.4031269
33. Bianchini, A., Balduzzi, F., Rainbird, J.M., Peiro, C., Graham, J.M.R., Ferrara, G., Ferrari, L.: An experimental and numerical assessment of air polars for use in Darrieus Wind Turbines—Part II: post stall data extrapolation methods. J. Eng. Gas Turbines Power 138(3), 032603 (2015). doi:10.1115/1.4031270
34. Khayatzadeh, P., Nadarajah, S.: Laminar-turbulent flow simulation for wind turbine profiles using the γ–Reh transition model. Wind Energy 17, 901–918 (2014). doi:10.1002/we.1606
35. Sorensen, N.N.: Airfoil computations using the γ–Reh model. Risø National Laboratory, Denmark; July 2009 Risø-R-1693(EN)
36. Langtry, R.B., Menter, F.R.: Transition Modeling for General CFD Applications in aeronautics AIAA 2005-522 43rd AIAA Aerospace Sciences Meeting and Exhibit. http://dx.doi.org/10.2514/6.2005-522
37. Dick, E., Kubacki, S.: Transition models for turbomachinery boundary layer flows: a review. Int. J. Turbomach. Propuls. Power 2, 4 (2017). doi:10.3390/ijpp200004
38. Aupeix, B., Arnal, D., bédarz, H., Chaoud, B., Chevdevrgne, F., Deck, S., Gleize, V., Grenard, P., Laroche E.: Transition and turbulence modeling, p. 1–13. HAL archives-ouvertes, AerospaceLab (2011). https://hal.archives-ouvertes.fr/hal-01181225
39. Mitchell, M.: An introduction to genetic algorithms. The MIT Press, Cambridge (1998). ISBN 9780262133166
40. Goldberg, D.E.: Genetic Algorithms in Search, Optimization, and Machine Learning. Addison-Wesley, Boston (1989). ISBN 9780201157673
41. Krishnakumar K.: Micro Genetic Algorithms for Stationary and nonstationary function optimization Proceedings of SPIE 1196,
Intelligent Control and Adaptive Systems, 289 (February 1, 1990) doi: 10.1117/12.969927
42. Carroll, D.L.: Genetic algorithms and optimizing chemical oxygen-iodine lasers. Dev. Theor. Appl. Mech. XVIII, 411–424 (1996)
43. Senecal, P.K.: Numerical Optimization Using the GEN4 Micro-Genetic Algorithm Code. Engine Research Center—University of Wisconsin, Madison (2000)
44. Goldberg, D.E., Kalyanmoy, D.: A Comparative Analysis of Selection Schemes Used in Genetic Algorithms Foundations of Genetic Algorithms, I, 69–93 (1991)
45. Chipperfield A., Fleming P.: MATLAB Genetic Algorithm Toolbox IEE Colloquium (Digest) ISSN 09633308 Issue 14; 1995, pp. 10/1–10/4
46. Jonkman, J.M.: Modeling of the UAE Wind Turbine for Refinement of FAST_AD December 2003, NREL/TP-500-34755
47. Timmer, W.A.: Two-dimensional low-reynolds number wind tunnel results for airfoil NACA0018. Wind Eng. 32(6), 525–537 (2008). doi:10.1260/030952408787548848
48. Shedahl, R. E., Klimas, P. C.: Aerodynamic characteristics of seven symmetrical airfoil sections through 180-degree angle of attack for use in aerodynamic analysis of vertical axis wind turbines 1981. Technical Report No. SAND80-2114, Sandia National Laboratories, Albuquerque, New Mexico
49. Jacobs, E., Sherman, N.A.: Airfoil section characteristics as affected by variations of the Reynolds number. 1937. NACA Report 586

Publisher’s Note
Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.