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Abstract—Principal component analysis (PCA), a ubiquitous dimensionality reduction technique in signal processing, searches for a projection matrix that minimizes the mean squared error between the reduced dataset and the original one. As the classical PCA is not tailored to address concerns related to fairness, its application to actual problems may lead to disparity in the reconstruction errors of different groups (e.g., men and women, whites and blacks, etc.), with potentially harmful consequences. For instance, in terms of quality of representation in the projected space, one may retain more information from a specific group (e.g., men) instead of another one (e.g., women), which may introduce bias towards sensitive groups. Although several fair versions of PCA have been proposed recently, there still remains a fundamental gap in the search for algorithms that are simple enough to be deployed in real systems. Moreover, the considered fairness measure does not minimize, necessarily, the reconstruction errors of different groups. To address this, we propose a novel PCA algorithm which tackles fairness issues by means of a simple strategy comprising a 1-D search which exploits the closed-form solution of PCA. As attested by numerical experiments, the proposal can significantly improve fairness, by reducing disparities in reconstruction errors, with a very small loss in the overall reconstruction error and without resorting to complex optimization schemes. Moreover, our findings are consistent in several real situations as well as in scenarios with both unbalanced and balanced datasets.

Impact Statement—Works in PCA-based fair dimensionality reduction generally propose complex algorithms which do not necessarily reduce disparities between reconstruction errors of different groups. We provide a simple one-dimensional search approach that exploits the closed-form solution of PCA and enhance fairness in dimensionality reduction. We show that our proposal minimizes the disparities between reconstruction errors. Moreover, we highlight that the development of fair methods, such as our proposal, can be useful in applications where the data have some type of bias. We also provide all codes supporting this paper that can be used to address fairness in any dimensionality reduction problem.

Index Terms—Ethical implications of artificial intelligence, machine learning, unsupervised learning.

I. INTRODUCTION

Dimensionality reduction techniques have been used in signal processing and machine learning problems in order to deal with high dimensional datasets and, therefore, to enhance data visualization and reduce the complexity of learning algorithms [11], [2], [3]. Among such techniques, one of the most used is the principal component analysis (PCA) [4], which has been applied in several problems [5], [6], [7], [8], [9]. In summary, PCA aims at reducing the dimensionality of a dataset while preserving as much information as possible from this dataset. Besides maximizing the retained information, there is also an interest in the development of methods that avoid bias when providing dimensionality reduction. Indeed, the classical PCA formulation does not take into account different sensitive groups when projecting the data. As a consequence, the reduced dataset may contain distinct representation errors for those different groups, which may introduce a bias in practical applications. Fig. 1 illustrates this scenario when projecting images into a lower dimension. If one does not take into account the presence of different groups within the dataset, one may retain more information from men instead of women. Therefore, unless strategies to mitigate bias are deployed, the application of PCA in machine learning-based systems may suffer from fairness issues.

Several recent studies have addressed bias and fairness issues in real world problems [10], [11], [12], [13]. As an example of an unfair scenario, in recidivism risk prediction [14], blacks are more likely to be classified as possible recidivists in comparison with whites. Moreover, in face recognition [15], one empirically observes better classification rates for males than females. In credit concession [16], disparities towards race have also been observed. A topic of interest when dealing with disparities is the tradeoff between model accuracy and fairness [17], [18], [19], [20], [21], [22]. In PCA-based dimensionality reduction, tradeoffs between the quality of representation and fairness have also been studied in the literature [23], [24]. A central question is how much one is willing to lose in the overall representation error in order to decrease the disparity between the sensitive groups. Aiming at reducing such a disparity, several works in the literature proposed fair PCA-based dimensionality reduction techniques [23], [24], [25], [26], [27], [28], [29], [30].

One may note two main lines of reasoning in these approaches. In the FairPCA algorithm [25] and other related approaches [24], [27], [28], fairness is measured by means of the loss suffered by each sensitive group with respect to their individual optimal projection. In the optimal scenario, one finds a projection matrix that leads to the same average loss for each sensitive group. On the other hand, in the multiojective fair principal component analysis (MOFPCA) algorithm [23], one simply
measures fairness by taking the squared difference between the averaged reconstruction errors of both sensitive groups. In this case, the fairest scenario is the one that minimizes the disparity between the groups. Moreover, the formulation in MOFPCA does not require to find $r$ projection vectors that improve fairness. It exploits the eigenvectors provided by the classical PCA and, in a different combination (i.e., not necessarily the eigenvectors associated with the $r$ highest eigenvalues), evaluates if fairness was improved without a large loss in the overall reconstruction error. The price paid by MOFPCA is that the projection vectors are restricted to the ones provided by the classical PCA.

In this article, we propose a novel approach to exploit fairness in PCA-based dimensionality reduction. Similarly as in the MOFPCA, we also consider the disparity between the reconstruction errors as a fairness measure. However, we exploit any projection matrix that improve fairness in the reduced space. For this purpose, we formulate an optimization problem whose cost function includes both overall reconstruction error and the adopted fairness measure. In order to cast this cost function as a monoobjective optimization problem, the objectives are weighted by a scalar factor. The interesting aspect is that, given a predefined weighting factor, the solution has a closed-form based on the eigenvector/eigenvalue decomposition. Therefore, a first contribution of this article consists in formulating an optimization problem that provides a compromise solution between the overall reconstruction error and the fairness measure, which depends on the adopted weighting factor and can be solved by an eigendecomposition.

Moreover, as a central concern is to reduce disparities between sensitive groups, one may investigate which weighting factor leads to the fairest scenario. Therefore, our second contribution is to propose an efficient fair PCA-based dimensionality reduction algorithm that minimizes the disparity between reconstruction errors by means of a 1-D search in closed-form solutions. By minimizing this disparity, we achieve a projected data in which both groups have similar amount of information retained. For this purpose, we formulate an optimization problem whose cost function includes both overall reconstruction error and the fairness measure, which depends on the adopted weighting factor and can be solved by an eigendecomposition.

Moreover, as a central concern is to reduce disparities between sensitive groups, one may investigate which weighting factor leads to the fairest scenario. Therefore, our second contribution is to propose an efficient fair PCA-based dimensionality reduction algorithm that minimizes the disparity between reconstruction errors by means of a 1-D search in closed-form solutions. By minimizing this disparity, we achieve a projected data in which both groups have similar amount of information retained from the original data. Note that the existing fair PCA methods either require a complex monoobjective scheme or a multiobjective scheme which is limited to the principal components which stem from the classical ones frequently used in classification tasks, such as statistical parity [31] or equalized odds [16]. However, we follow the same reasoning as in classification tasks. We consider that the model is fair when we equalize the adopted performance measure (i.e., the reconstruction error). Although fairness in dimensionality reduction can be addressed regardless a downstream task, we also investigate its effect in a credit default classification problem.

The rest of this article is organized as follows. Section II describes the classical PCA formulation and the possible disparities in dimensionality reduction tasks. In Section III, we present the proposed approach for fair dimensionality reduction. The numerical experiments as well as the obtained results are discussed in Section IV. Finally, Section V concludes the article.

II. DISPARITIES IN PRINCIPAL COMPONENT ANALYSIS

Let $X \in \mathbb{R}^{n \times d}$ denote a dataset with $n$ samples and $d$ attributes. For convenience, assume that $X$ has zero mean (otherwise, one should center the data by extracting its mean). Aiming at reducing the dimensionality of $X$ from $d$ to $r$-dimensional samples, the goal in PCA is to find a projection matrix $U \in \mathbb{R}^{d \times r}$ such that the projected data $XU$ is uncorrelated and retain as much information from $X$ as possible. PCA can be formulated by the following optimization problem:

$$\min_U \left\| X - XU^T \right\|^2_F $$

$$\text{s.t. } U^TU = I$$

where $\mathcal{R}_X(U) = \|X - XU^T\|^2_F$ represents the overall reconstruction error, $\|\cdot\|^2_F$ is the Frobenius norm [32], and $U^TU = I$, where $I$ is the identity matrix, and ensures that $U$ is orthogonal. It is easy to show that minimizing $\|X - XU^T\|^2_F$ is equivalent to maximize $\text{tr}(XX^T) - \text{tr}(U^TX^TXU)$ (or maximize $\text{tr}(U^T C_X U)$), where $C_X = \frac{1}{d} XX^T$ is the covariance matrix of $X$, as $\text{tr}(XX^T)$ is a constant) [33], [34], [35]. Moreover, because $\text{tr}(U^T X^T X U) = \|XU\|^2_F = \sum_{j=1}^r \|u_j^T X\|^2$, minimizing the reconstruction error is also equivalent to maximize the total variance of the projected data. It is also known from the literature [4] that the solution of PCA is achieved by setting the columns of $U$ as the eigenvectors of $C_X$ associated with its highest eigenvalues (see Appendix A).

![Fig. 1. Illustrative example of disparities provided by PCA.](image)
Although one expects to optimize the overall model performance (i.e., to achieve the minimum reconstruction error in PCA), there is a growing interest in the literature in the development of automatic decision systems that are also fair. We here consider that a fair algorithm should not lead to disparities between sensitive groups (e.g., males and females, whites and blacks, etc.). Therefore, a concern in the classical PCA is that it does not take into account possible disparities between different groups when projecting the dataset. For instance, assume that $X = [X_A; X_B]$, where $X_A \in \mathbb{R}^{n_A \times d}$ and $X_B \in \mathbb{R}^{n_B \times d}$ represent different sensitive groups with $n_A$ and $n_B$ samples, respectively. Without loss of generality, let us also assume that group $A$ is privileged in comparison with group $B$. This means that the application of the classical PCA in $X$ leads to a reduced dataset in which the average reconstruction error of group $A$ is lower in comparison with group $B$, i.e., $\bar{R}_{X_B}(U) = \frac{1}{n_B}R_{X_B}(U) < \frac{1}{n_A}R_{X_A}(U) = \bar{R}_{X_A}(U)$. Therefore, this disparity may harm the representation of group $B$ in comparison with group $A$ in the projected data. In order to illustrate this scenario, let us consider the example presented in Fig. 2(a), (b), and (c). One may see that, by projecting the dataset into the first principal component, the variance of group $A$ is greater than the variance of group $B$. Therefore, group $B$ has a worse representation in comparison with group $A$.

In order to avoid disparities in the reconstruction errors, it is convenient to adopt a disparity measure when performing dimensionality reduction. Here, we propose the following one:

$$D_{X_B, X_A}(U) = \frac{\|X_B - X_BUU^T\|_F^2}{n_B} - \frac{\|X_A - X_AUU^T\|_F^2}{n_A}$$

which calculates the disparity between the average reconstruction errors of the harmed group ($\bar{R}_{X_B}$) and the privileged one ($\bar{R}_{X_A}$). The fairest scenario is achieved when $D_{X_B, X_A}(U) = 0$. If one considers the example illustrated in Fig. 2(d), (e), and (f), by assuming another projection vector, the retained information for groups $A$ and $B$ are similar, which indicates that the disparity between their representations was mitigated.

III. PROPOSED FAIR PCA-BASED DIMENSIONALITY REDUCTION APPROACH

Our formulation for fair PCA consists in minimizing both overall reconstruction error and $D_{X_B, X_A}(U)$. Therefore, we deal with the following optimization problem:

$$\min_{U} \bar{R}_{X}(U) + (1 - \alpha) D_{X_B, X_A}(U)$$

s.t. $U^T U = I$
where $\mathcal{R}_X(U) = \frac{1}{n} \mathcal{R}_X(U)$ and $\alpha \in [0, 1]$ is the weighting factor that controls the importance given to each objective. Note that, if $\alpha = 1$, (3) is equivalent to the classical PCA formulation. However, the lower is the value of $\alpha$, the greater is the importance assigned to the disparity measure. Therefore, different values of $\alpha$ lead to tradeoff solutions between the fairness metric and the overall reconstruction error.

Similarly as in the classical PCA, the interesting aspect of our proposal is that the optimal solution can also be achieved by means of an eigendecomposition. This finding is stated in the following theorem:

**Theorem 1:** Assume a predefined weighting factor $\alpha$. The optimal solution of the fair principal component analysis problem expressed in (3) is given by the eigenvectors of the weighted covariance matrices $\mathcal{C} = \alpha \frac{X^T X}{n} + (1 - \alpha)\left(\frac{X^{T}_A X_A}{n_A} - \frac{X^{T}_B X_B}{n_B}\right)$ associated with its highest eigenvalues.

**Proof:** Seeing that $\alpha \mathcal{R}_X(U) + (1 - \alpha)D_{X_B, X_A}(U) = \alpha \mathcal{R}_X(U) + (1 - \alpha)(\mathcal{R}_B(U) - \mathcal{R}_A(U))$, where $\mathcal{R}_X(U) = \frac{X^T X}{n}$ and $\mathcal{R}_{X_B, X_A}(U)$, it is easy to show that

$$\begin{align*}
\alpha \mathcal{R}_X(U) + (1 - \alpha)D_{X_B, X_A}(U) &= \alpha \frac{tr(U^T X^T X U)}{n} \\
&+ (1 - \alpha)\left(\frac{tr(U^T X^T A U)}{n_A} - \frac{tr(U^T X^T B U)}{n_B}\right) \\
&= \kappa - tr\left(U^T \frac{XX^T}{n} U\right) \\
&+ tr\left(U^T \frac{(1 - \alpha) X^T A X_A}{n_A} - \frac{(1 - \alpha) X^T B X_B}{n_B}\right) \\
&= \kappa - \frac{tr(U^T \hat{C} U)}{n}
\end{align*}$$

where $\kappa = \kappa = \frac{tr(XX^T)}{n} + (1 - \alpha)\left(\frac{tr(X_B X^T B)}{n_B} - \frac{tr(X_A X^T A)}{n_A}\right)$ and $\hat{C} = \alpha \frac{X^T X}{n} + (1 - \alpha)\left(\frac{X^T A X_A}{n_A} - \frac{X^T B X_B}{n_B}\right)$. As $\kappa$ is a constant, the minimization of $\alpha \mathcal{R}_X(U) + (1 - \alpha)D_{X_B, X_A}(U)$ leads to the maximization of $tr(U^T \hat{C} U)$. Similarly as in the classical PCA, our proposal also turns to the maximization of a trace operator. Therefore, one may follow an iterative procedure to find the columns of $U$. By starting with the first principal component, we deal with the following optimization problem:

$$\begin{align*}
\max_{u_1} u_1^T \hat{C} u_1 \\
\text{s.t. } u_1^T u_1 = 1..
\end{align*}$$

We know from the classical PCA solution (see Appendix A) that $u_1$ is the eigenvector of $\hat{C}$ associated with its highest eigenvalue $\lambda_1$. For the next $r - 1$ projection vectors, we must include a constraint that ensures that $u_j^T u_{j-1} = 0$ and solve the following optimization problem for $j = 2, \ldots, r$:

$$\begin{align*}
\max_{u_j} u_j^T \hat{C} u_j \\
\text{s.t. } u_j^T u_{j-1} = 1, \quad \forall j = 2, \ldots, r.
\end{align*}$$

However, for all $j = 2, \ldots, r$, instead of assuming $u_j^T \mathcal{C} U u_{j-1} = 0$, we here assume that $u_j^T \mathcal{C} U u_{j-1} = 0$. As a consequence, we do not ensure that the projected data are uncorrelated. By following the derivation of the classical PCA, we conclude that the columns of $U$ are composed, in its columns, by the eigenvectors of $\mathcal{C}$ associated with its highest eigenvalues.

In summary, given a weighting factor $\alpha$, we attempt to reduce the disparities by solving an optimization problem very similar to the classical PCA. However, in our approach, the eigendecomposition of matrix $\mathcal{C}$ takes into account the disparity between sensitive groups. Clearly, for $\alpha = 1$, one only minimizes the overall reconstruction error and does not reduce possible disparities (i.e., one may have $\mathcal{R}_{X_A}(U) < \mathcal{R}_{X_B}(U)$). On the other hand, $\alpha = 0$ may minimize the disparity measure more than the necessary, which may invert the privileged group. In other words, one may achieve a projected data in which group $B$ has a better representation in comparison with group $A$ (i.e., $\mathcal{R}_{X_B}(U) < \mathcal{R}_{X_A}(U)$). Therefore, it is possible that there is a value of $\alpha$ that leads to $\mathcal{R}_{X_B}(U) \approx \mathcal{R}_{X_B}(U)$, i.e., that minimizes the considered fairness measure

$$F_{X_B, X_A}(U) = (\mathcal{R}_{X_B}(U) - \mathcal{R}_{X_A}(U))^2.$$

Note that (6) is the square of $D_{X_B, X_A}(U)$. Therefore, when minimizing $F_{X_B, X_A}(U)$, one reduces the disparity and avoids the inversion of the privileged group. In the sequel, we present the proposed algorithms for fair dimensionality reduction.

**A. Unconstrained Fair Dimensionality Reduction**

In view of the fact that by fixing $\alpha$ the optimization problem has a closed solution, the (unconstrained) fair PCA-based dimensionality reduction algorithm proposed in this article (called here $\nu$-FPCA) consists in a 1-D search (in $\alpha$) of eigenvectors/eigenvalues solutions aiming at minimizing the fairness measure (6). Mathematically, this formulation can be expressed as follows:

$$\min_{\alpha} \left(\frac{\|X_B - X_B U U^T\|^2}{n_B} - \frac{\|X_A - X_A U U^T\|^2}{n_A}\right)^2$$

where the columns of $U \in \mathbb{R}^{d \times r}$ are composed by the eigenvectors of $\hat{C}$ associated with its highest eigenvalues. Therefore, it is a simple and efficient approach that can be solved, e.g., by applying a golden section search algorithm [36]. Based on the dataset $X$ divided into the sensitive groups $G_1$ and $G_2$, the steps of $\nu$-FPCA are presented in Algorithm 1 (in this algorithm, eig($P$, q) represents the operator that returns the $q$ eigenvectors of $P$ associated with its $q$ highest eigenvalues). Recall that, without loss of generality, we assume that group $A$ is the privileged one when applying the classical PCA.

**B. Constrained Fair Dimensionality Reduction**

Without further considerations, the optimization problem (7) will only minimize the fairness measure. In this case, there are
Algorithm 1: (u-FPCA).

Input: Dataset \(X\), sensitive data \(X_{G_1}\) and \(X_{G_2}\), data sizes \(n, n_{G_1}\) and \(n_{G_2}\), reduced dimension \(r\) and tolerance \(tol\) for the golden section search.

Output: Fair projection matrix \(U\).

1: Compute the covariance matrix of \(X\): \(C_X \leftarrow X^T X / n\)
2: Compute PCA: \(U \leftarrow eig(C_X, r)\)
3: Compute the averaged reconstruction errors:
\[
\overline{R}_{PCA}^{A}(U) \leftarrow \frac{\|X_{A} - X_{A}UU^T\|^2_F}{n_A} \quad \text{and}
\overline{R}_{PCA}^{B}(U) \leftarrow \frac{\|X_{B} - X_{B}UU^T\|^2_F}{n_B}
\]
4: Define the privileged and harmed groups:
if \(\overline{R}_{PCA}^{A}(U) \leq \overline{R}_{PCA}^{B}(U)\) then
\[A \leftarrow G_1, n_A = n_{G_1}, B \leftarrow G_2 \text{ and } n_B = n_{G_2}\]
else
\[A \leftarrow G_2, n_A = n_{G_2}, B \leftarrow G_1 \text{ and } n_B = n_{G_1}\]
end if
5: Apply the golden section search:
Define: \(\alpha_0 \leftarrow 0, \alpha_1 \leftarrow 1 \text{ and } g_{ratio} \leftarrow (\sqrt{5} + 1)/2\)
while \(\alpha_1 - \alpha_0 \leq tol\)
Compute the candidates for \(\alpha\):
\[
\alpha_{1a} \leftarrow \alpha_0 + (\alpha_1 - \alpha_0) / g_{ratio} \quad \text{and}
\alpha_{0a} = \alpha_1 - (\alpha_1 - \alpha_0) / g_{ratio}
\]
Compute the weighted covariance matrices:
\[
\hat{C}_1 \leftarrow \alpha_{1a} C_X + (1 - \alpha_{1a})(X_{A}X_{A} - X_{B}X_{B}) \quad \text{and}
\hat{C}_0 \leftarrow \alpha_{0a} C_X + (1 - \alpha_{0a})(X_{A}X_{A} - X_{B}X_{B})
\]
Compute the candidates for \(U\): \(U_1 \leftarrow eig(\hat{C}_1, r)\) and \(U_0 \leftarrow eig(\hat{C}_0, r)\)
Compute the averaged reconstruction errors:
\[
\overline{R}_{X_A}(U_1) \leftarrow \frac{\|X_{A} - X_AUU^T\|^2_F}{n_A} \quad \text{and}
\overline{R}_{X_B}(U_0) \leftarrow \frac{\|X_{B} - X_BUU^T\|^2_F}{n_B}
\]
6: Compute the fair projection matrix: \(U \leftarrow eig(\hat{C}, r)\)

IV. Experiments

The experiments benchmark our proposals against the classical PCA and the algorithms MOFPCA [23] and FairPCA [25]. We used the following datasets and sensitive attributes (the first two were also used in [23], [25]).

1) Taiwanese Credit Default (TCRED) \[^2\] [37]: Credit history information used to predict default payments in Taiwan. It consists of 30,000 samples and 20 noncategorical attributes. We considered as sensitive attribute the education level (higher or lower, with 26,615 and 3,385 samples, respectively).

2) Labeled Faces in the Wild (LFW) \[^3\] [38]: Public benchmark of photographs frequently used for face recognition. It consists of 13,232 samples and 1,764 attributes (36 x 49 pixels). We considered as sensitive attribute the gender (female or male, with 2,962 and 10,270 samples, respectively).

3) The Law School Admissions Council’s (LSAC) \[^4\] [39]: A dataset collected from law school students that investigates ethical concerns in the bar passage rates. There are 23,726 samples and 10 attributes. We considered as sensitive attribute the race (black or white, with 1,790 and 21,936 samples, respectively).

For each one, we collected the predictive attributes and defined the sensitive one, which will be only used to split the dataset into groups \(A\) and \(B\). Therefore, we do not consider the sensitive attribute in the dimensionality reduction task. We evaluate the considered methods in scenarios in which there are unbalanced and balanced datasets with respect to the sensitive attributes. The obtained results are presented in the sequel.

\[^1\] It is worth mentioning that all codes supporting this article are available in the public repository https://github.com/GuilhermePelegrina/FPCA. The preprocessed data are available at https://github.com/GuilhermePelegrina/Datasets/tree/main/FPCA.

\[^2\] https://archive.ics.uci.edu/ml/datasets/default+of+credit+card+clients.

\[^3\] http://vis-www.cs.umass.edu/lfw/.

\[^4\] http://www.seaphe.org/databases.php.
Algorithm 2: (c-FPCA).

**Input:** Dataset $X$, sensitive data $X_{G_1}$ and $X_{G_2}$, data sizes $n, n_{G_1}$ and $n_{G_2}$, reduced dimension $r$ and tolerance $tol$ for the golden section search.

**Output:** Fair projection matrix $U$.

1. Compute the covariance matrix of $X$: $C_X \leftarrow \frac{1}{n} X^T X$
2. Compute PCA: $U \leftarrow eig(C_X, r)$
3. Compute the averaged reconstruction errors:
   - $\bar{R}^PCA_{X_{G_1}}(U) \leftarrow \frac{\|X_{G_1} - X_{G_1}UU^T\|^2}{n_{G_1}}$
   - $\bar{R}^PCA_{X_{G_2}}(U) \leftarrow \frac{\|X_{G_2} - X_{G_2}UU^T\|^2}{n_{G_2}}$
4. Define the privileged and harmed groups:
   - if $\bar{R}^PCA_{X_{G_1}}(U) \leq \bar{R}^PCA_{X_{G_2}}(U)$ then
     - $A \leftarrow G_1, n_A = n_{G_1}, B \leftarrow G_2$ and $n_B = n_{G_2}$
   - else
     - $A \leftarrow G_2, n_A = n_{G_2}, B \leftarrow G_1$ and $n_B = n_{G_1}$
5. Apply the golden section search:
   - Define: $\alpha_0 \leftarrow 0$, $\alpha_1 \leftarrow 1$ and $g_{ratio} \leftarrow (\sqrt{5} + 1)/2$
   - while $\alpha_0 - \alpha_1 \leq tol$ do
     - Compute the candidates for $\alpha$:
       - $\alpha_{1a} = \alpha_0 + (\alpha_1 - \alpha_0)/g_{ratio}$ and $\alpha_{0a} = \alpha_1 - (\alpha_1 - \alpha_0)/g_{ratio}$
     - Compute the weighted covariance matrices:
       - $\bar{C}_{1} \leftarrow \alpha_{1a} C_X + (1 - \alpha_{1a}) \frac{X_{A}X_{A}}{n_A} - \frac{X_{B}X_{B}}{n_B}$ and $\bar{C}_{0} \leftarrow \alpha_{0a} C_X + (1 - \alpha_{0a}) \frac{X_{A}X_{A}}{n_A} - \frac{X_{B}X_{B}}{n_B}$
     - Compute the candidates for $U$: $U_1 \leftarrow eig(\bar{C}_1, r)$ and $U_0 \leftarrow eig(\bar{C}_0, r)$
     - Compute the averaged reconstruction errors:
       - $\bar{R}^PCA_{X_{A}}(U_1) \leftarrow \frac{\|X_{A} - X_{A}U_1U_1^T\|^2}{n_A}$
       - $\bar{R}^PCA_{X_{A}}(U_0) \leftarrow \frac{\|X_{A} - X_{A}U_0U_0^T\|^2}{n_A}$
       - $\bar{R}^PCA_{X_{B}}(U_1) \leftarrow \frac{\|X_{B} - X_{B}U_1U_1^T\|^2}{n_B}$ and $\bar{R}^PCA_{X_{B}}(U_0) \leftarrow \frac{\|X_{B} - X_{B}U_0U_0^T\|^2}{n_B}$
     - Compute the fairness measures:
       - $F_{X_{B}, X_{A}}(U_1) \leftarrow (\bar{R}^PCA_{X_{A}}(U_1) - \bar{R}^PCA_{X_{B}}(U_1))^2$ and $F_{X_{B}, X_{A}}(U_0) \leftarrow (\bar{R}^PCA_{X_{A}}(U_0) - \bar{R}^PCA_{X_{B}}(U_0))^2$
       - if $F_{X_{B}, X_{A}}(U_0) \leq F_{X_{B}, X_{A}}(U_1)$ then
         - if $\bar{R}^PCA_{X_{A}}(U_0) \leq \bar{R}^PCA_{X_{B}}(U)$ then
           - $\alpha_1 \leftarrow \alpha_{1a}$
           - $\alpha_0 \leftarrow \alpha_{0a}$
           - end if
         - else
           - $\alpha_0 \leftarrow (\alpha_1 + \alpha_0)/2$
         - end if
   - end while
6. Compute the weighted covariance matrix:
   - $C \leftarrow \alpha C_X + (1 - \alpha) \frac{X_{A}X_{A}}{n_A} - \frac{X_{B}X_{B}}{n_B}$
7. Compute the fair projection matrix: $U \leftarrow eig(C, r)$

### Table I: Computational Time in Covariance Matrices Calculations

| Dataset | Time (in seconds) |
|---------|------------------|
| TCRED   |                  |
|         |                  |
|         |                  |
|         |                  |
| LFW     |                  |
|         |                  |
|         |                  |
|         |                  |
| LSAC    |                  |
|         |                  |
|         |                  |
|         |                  |

#### A. Fair Dimensionality Reduction: Unbalanced Datasets

We first addressed scenarios with unbalanced datasets, i.e., when $n_A \neq n_B$. Fig. 3 presents the reconstruction errors and the fairness measures for different reduced dimensions. In all cases, the u-FPCA approach led to the lower values of fairness measure. However, as this approach allows an increase of the reconstruction error of both groups in order to achieve fairness, in some scenarios we obtained higher overall reconstruction error in comparison with MOFP and FairPCA [see Fig. 3(a)]. If we consider the c-FPCA approach, we achieve good values of fairness with a small loss in the overall reconstruction error in comparison with the u-FPCA approach. In other words, if we compare the reconstruction errors of groups $A$ and $B$ in different reduced dimensions, the c-FPCA approach could reduce the disparities between these values without damaging the overall reconstruction error. Therefore, by comparing with the classical PCA, we achieved reconstruction errors such that $\bar{R}^A(U), \bar{R}^B(U) \leq \bar{R}^{PCA}_B(U)$, where group $B$ is the unprivileged group. Note, in Fig. 4, that this is not always true for the u-FPCA approach.

Although the c-FPCA approach led to interesting results in fair dimension reduction problems, in the TCRED dataset the MOFP achieved similar results in terms of fairness. However, as can be seen in Fig. 4(a), it paid the same price as the u-FPCA: The reconstruction error of both groups increased. As we have already mentioned, this can be a problem in practical applications, and a projection with a better compromise between the objectives, such as the one provided by the c-FPCA proposed approach, could be a good solution for the dimensionality reduction problem. With respect to the FairPCA algorithm, most results are close (or even worst) to the classical PCA (see Fig. 3).

However, it is important to recall that the fairness measure in FairPCA is different from the one adopted in this article.

#### B. Fair Dimensionality Reduction: Balanced Datasets

In the previous experiment, we considered unbalanced datasets and showed the interesting results provided by the proposed c-FPCA approach. However, because some bias in machine learning come from unbalanced datasets, there may be a concern if our proposals only works on such scenarios. Motivated by this question, in this experiment, we verify the consistency of our proposals in balanced scenarios for each dataset. We considered the same datasets and selected a subset...
of samples\footnote{We selected $n_{\text{min}}$ samples of each group, where $n_{\text{min}}$ is the minimum between $n_A$ and $n_B$.} such that $n_A = n_B$. Therefore, there will not be an interference of unbalanced data in the dimension reduction problem.

Figs. 5 and 6 present the obtained results. Similarly as in the previous experiment, the u-FPCA approach achieved very good results in terms of fairness. However, there were some considerable loss in the overall reconstruction errors. Although it reduced the disparity, the reconstruction errors of both groups increased (see the u-FPCA results in Fig. 6). Conversely, for all datasets, the c-FPCA approach could improve fairness with a very small loss in the overall reconstruction errors. Therefore, it was consistent with the previous experiment.

If one analyzes the results provided by the MOFPCA, there was a slightly improvement in some reduced dimensions [see Fig. 5(b)]. However, the c-FPCA could further improve fairness with a lower loss in the overall reconstruction error. With respect to the FairPCA, the achievements were consistent with the previous experiment, with results very similar to the classical PCA, or even worst in some scenarios (see Fig. 5). We note such a similarity in the reconstruction errors of both sensitive groups, which are practically the same as in the application of the classical PCA (see the FairPCA results in Fig. 6).

C. On the Computational Time of the Proposed Approaches

Recall that our proposals consist in a 1-D search on closed-form solutions. As these solutions comprise the eigendecomposition of the weighted covariance matrix $\hat{C}$, they are similar to the classical PCA solution, which is given by the eigendecomposition of $C_X$. Therefore, we can safely say that, in terms of the eigendecomposition, our proposals and the classical PCA have the same computational cost as the (weighted) covariance matrices are $d \times d$. However, the difference lies in the covariance matrices calculation. While in the classical PCA one only calculates $X^T X$, in our proposals we compute $X^T \hat{X}$, $X^T_X X_A$ and $X_B^T X$. Table II presents the average time when calculating

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|}
\hline
Dataset & Time (in seconds) & \\
\hline
& u-FPCA & c-FPCA \\
\hline
TCRED & 0.9608 & 0.7830 \\
& 0.3557 & 0.3520 \\
Unbalanced & & \\
Balanced & & \\
\hline
LFW & 168.3090 & 171.4607 \\
& 96.5968 & 96.4768 \\
Unbalanced & & \\
Balanced & & \\
\hline
LSAC & 0.3044 & 0.3105 \\
& 0.0402 & 0.0365 \\
Unbalanced & & \\
Balanced & & \\
\hline
\end{tabular}
\caption{Computational Time in the Search Procedure Until Convergence.}
\end{table}
Fig. 4. Reconstruction errors of each sensitive group in unbalanced datasets. (a) TCRED dataset. (b) LFW dataset. (c) LSAC dataset.

Both \( \hat{C} \) and \( C_X \). Although the cost of \( \hat{C} \) is around twice the cost of \( C_X \), the computational time is very low even in the LFW dataset in which the number of attributes is \( d = 1764 \). Moreover, note that the higher the number of attributes (or the number of samples), the higher is the computational cost.

Another aspect with influence in the computational time of our proposals is the search procedure. While in the classical PCA one has a single eigendecomposition, in our approaches, we conduct several eigendecompositions until the convergence. Clearly, this depends on the adopted search strategy. In our experiments based on the golden section search, the computational times until the convergence for all datasets and proposed approaches\(^6\) are presented in Table I. As in the covariance matrices calculations, the higher the number of attributes (or the number of samples), the higher is the computational cost. However, even for the LFW dataset whose number of attributes are very high, our proposals could be applied in a feasible time. Therefore, we can assume that both u-FPCA and c-FPCA can be applied in high-dimensional data.

\(^6\)Computational time was practically the same regardless the reduced dimension \( r \).
D. Effect of Fair Dimensionality Reduction Into Classification Tasks

Frequently, the machine learning community is interested in classification problems. Although fairness in dimensionality reduction can be useful regardless of a downstream task, in the last experiment of this paper, we investigate the effect of achieving fair dimensionality reduction into a classification task. We consider the TCRED dataset, whose goal is to predict default payments. As classification-based fairness measures, we considered the statistical parity \( \text{SP} \), equalized odds \( \text{EO} \), and (overall) accuracy equality \( \text{AE} \). They are defined as follows (see [40] for further details):

1) **Statistical parity:** A classifier satisfies statistical parity \( \text{SP} \) if both groups have the same probability of being classified as the positive class. Mathematically, one minimizes \( f_{\text{SP}} = \frac{TP_A + FP_B}{TP_A + FP_B} - \frac{TP_B + FP_A}{TP_B + FP_A} \), where \( TP_k \) and \( FP_k \), \( k \in \{A, B\} \), are the number of true positives and false positives, respectively.

2) **Equalized odds:** A classifier satisfies equalized odds \( \text{EO} \) if both groups have equal true positive and false positive rates. Mathematically, one minimizes \( f_{\text{EO}} = \frac{TP_A}{TP_A + FN_A} - \frac{TP_B}{TP_B + FN_B} + \frac{FP_A}{FP_A + TN_A} - \frac{FP_B}{FP_B + TN_B} \), where \( TN_k \) and \( FN_k \), \( k \in \{A, B\} \), are the number of true negatives and false negatives, respectively.

3) **Accuracy equality:** A classifier satisfies accuracy equality \( \text{AE} \) if both groups achieve correct classifications for both positive and negative classes. Mathematically, one minimizes \( f_{\text{AE}} = \frac{TP_A + TN_A}{n_A} - \frac{TP_B + TN_B}{n_B} \).

We evaluate these measures based on Neural Networks\(^7\) trained from reduced datasets provided by PCA, u-FPCA, and c-FPCA. As an illustrative scenario, we considered the projection into \( r = 4 \) dimensions. Note that, in this scenario, there were disparities between the reconstruction errors [see Figs. 4(a) and 6(a)]. The results (averaged over 100 simulations) for unbalanced and balanced datasets are presented in Fig. 7(a) and (b), respectively. In both cases, we note that the proposed u-FPCA and c-FPCA achieved better results in comparison with the classical PCA. If we compare the proposed approaches, the u-FPCA leads to better results. This result is in accordance with the previous results. As the u-FPCA minimizes the disparity even with a high loss in the overall reconstruction error, it could lead to lower classification-based fairness measures in comparison with c-FPCA.

It is worth remarking that, although we consider the Neural Networks in our experiments, the proposed approach can be applied regardless the adopted regression or classification strategy. For instance, in order to reduce the dimension of the dataset before applying a deep learning model, our proposal

\[^7\]We borrowed the MLP classifier from Scikit-learn library [41] in Python and adopted the max_iter = 10\(^6\) as the maximum number on iterations. Moreover, we split the data into 80% for training and 20% for testing. We also assumed 0.5 as the classification threshold.
can be used as a preprocessing step which projects the data by retaining similar amount of information from different group of individuals.

V. CONCLUSION

In this article, we addressed the problem of fair dimensionality reduction based on principal component analysis. As the classical PCA only minimizes the overall reconstruction error of a dataset, it was not conceived in order to avoid possible disparities between sensitive groups. As a consequence, the application of such a technique may lead to a reduced dataset in which a specific group is underrepresented with respect to another one. This may create (or even increase) social bias.

In order to maximize the information retained in the dimensionality reduction while mitigating disparities between sensitive groups, we formulate an optimization problem that exploits both overall reconstruction error and fairness measure when searching for the projection matrix. We also proved that the solution of such a formulation is as simple as the solution of the classical PCA, which consists of an eigendecomposition. Moreover, we proposed two 1-D algorithms, which exploit...
eigendecomposition solutions, to achieve a fair dimensionality reduction. Therefore, our proposal can be easily deployed in any already running systems.

The experimental results in three real datasets attested that our proposal can find a projection matrix that minimizes the disparity between the sensitive groups without a large loss in the overall reconstruction error. Moreover, in contrast with other existing methods, our results were consistent in scenarios with both unbalanced and balanced data.

We also investigated the effect of our proposals into classification-based fairness measures. The obtained results suggested that addressing fairness in dimensionality reduction can help in mitigating fairness in downstream tasks. In order to further investigate this effect, future works can extend our proposal for supervised principal component analysis. In this context, the fair dimensionality reduction technique can find a projection matrix that directly improves the classification accuracy while reducing the disparity between the true/false positive/negative rates of sensitive groups. However, it is important to highlight that there are several other sources of bias that must be investigated in order to address fairness in classification tasks.

**APPENDIX**

**EIGENVECTORS AS A SOLUTION FOR PCA**

In this section, we demonstrate that the solution of PCA consists of the eigenvectors associated with the highest eigenvalues of the covariance matrix of $X$. We follow an iterative approach [4], which starts by searching for an unitary projection vector $u_1$ that maximizes the variance of the projected data $x_1 = Xu_1$. This variance is given by $\text{Var}[\tilde{x}_1] = \frac{1}{n}\tilde{x}_1^T \tilde{x}_1 = \frac{1}{n} u_1^T X^T X u_1 = u_1^T C_X u_1$, where $C_X$ is the covariance of $X$. The optimization problem is as follows:

$$\begin{align*}
\max_{u_1} & \quad u_1^T C_X u_1 \\
\text{s.t.} & \quad u_1^T u_1 = 1.
\end{align*}$$

This optimization problem can be easily solved by using the Lagrange multipliers [42], which leads to

$$\max_{u_1, \lambda_1} u_1^T C_X u_1 - \lambda_1 (u_1^T u_1 - 1).$$

By taking the gradient of this cost function, one obtains that

$$2C_X u_1 - \lambda_1 u_1 = 0 \rightarrow C_X u_1 = \lambda_1 u_1$$

where one recognizes that $u_1$ is an eigenvector of $C_X$ and $\lambda_1$ is the associated eigenvalue. Therefore, the first projection vector is the eigenvector associated with the highest eigenvalue of the covariance matrix $C_X$. Moreover, as $C_X u_1 = \lambda_1 u_1$, $\text{Var}[\tilde{x}_1] = u_1^T C_X u_1 = u_1^T \lambda_1 u_1 = \lambda_1 u_1^T u_1 = \lambda_1$, i.e., the variance in $\tilde{x}_1$ is given by the highest eigenvalue of $C_X$.

Once one has found the first principal component, one may move to the second one. Other than the constraint that ensures a unitary vector, one also needs to guarantee that the second principal component is orthogonal to the first one, i.e., $u_2^T u_1 = 0$. This leads to the following optimization problem:

$$\begin{align*}
\max_{u_2} & \quad u_2^T C_X u_2 \\
\text{s.t.} & \quad u_2^T u_2 = 1, \\
& \quad u_2^T u_1 = 0.
\end{align*}$$

One may also deal with (12) by means of the Lagrange multipliers

$$\max_{u_2, \lambda_2} u_2^T C_X u_2 - \lambda_2 (u_2^T u_2 - 1) - \phi (u_2^T u_1).$$

By taking the gradient of this cost function, one obtains that

$$2C_X u_2 - \lambda_2 u_2 - \phi u_1 = 0. \quad (14)$$

If one multiplies the aforementioned equation on the left by $u_1^T$ and assuming that $u_2^T u_1 = u_1^T u_2 = 0$, one obtains that

$$2u_1^T C_X u_2 - \lambda_2 u_1^T u_2 - \phi u_1^T u_1 = 0 \rightarrow 2u_1^T C_X u_2 = \phi u_1^T u_1. \quad (15)$$

Since we want that the projections $\tilde{x}_1 = X u_1$ and $\tilde{x}_2 = X u_2$ are uncorrelated, i.e., $\frac{1}{n} u_1^T X^T X u_2 = u_1^T C_X u_2 = 0$, this implies that $\phi u_1^T u_1 = 0$ and, therefore, $\phi$ must be equal to zero. One may also verify this condition on $\phi$ by taking (14) and, since $u_1^T C_X u_2 = u_1^T u_2$, $\phi u_1^T u_1 = 0$, $\phi = 0$. This leads to the following expression:

$$2C_X u_2 - \lambda_2 u_2 = 0 \rightarrow C_X u_2 = \lambda_2 u_2 \quad (16)$$

where one also recognizes that $u_2$ is an eigenvector of $C_X$ and $\lambda_2$ is the associated eigenvalue. In other words, the second principal component coefficients are the eigenvector associated with the second highest eigenvalue of $C_X$. Moreover, the variance in the projected data $\tilde{x}_2$ is also equivalent to the second highest eigenvalue of $C_X$.  

Fig. 7. Effect of fair dimensionality reduction into classification-based fairness measures. (a) Unbalanced dataset. (b) Balanced dataset.
For the next \( r - 2 \) principal components, the aforementioned technique can be iteratively used to find the projection matrix \( U \) whose columns are composed by the eigenvectors \( u_1, u_2, \ldots, u_r \) of \( C_X \).
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