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Abstract

While the forward and backward modeling of the process-structure-property chain has received a lot of attention from the materials community, fewer efforts have taken into consideration uncertainties. Those arise from a multitude of sources and their quantification and integration in the inversion process are essential in meeting the materials design objectives. The first contribution of this paper is a flexible, fully probabilistic formulation of such optimization problems that accounts for the uncertainty in the process-structure and structure-property linkages and enables the identification of optimal, high-dimensional, process parameters. We employ a probabilistic, data-driven surrogate for the structure-property link which expedites computations and enables handling of non-differential objectives. We couple this with a novel active learning strategy, i.e. a self-supervised collection of data, which significantly improves accuracy while keeping small-data settings. In this small-data setting additional uncertainty arises due to the predictive inaccuracy in their parameters or form, especially in multiscale formulations, and employs active learning strategies to solve this problem.

Introduction

Inverting the process-structure-property (PSPP) relationships represents a grand challenge in materials science as it holds the potential of expediting the design of new materials with superior performance.

While significant progress has been made in the forward and backward modeling of the process-structure and structure-property linkages and in capturing the nonlinear and multiscale processes involved\(^3\), much fewer efforts have attempted to integrate uncertainties which are an indispensable component of materials’ analysis and design\(^4,5\). Since a) process variables do not fully determine the resulting microstructure but rather a probability distribution on microstructures\(^6\), b) noise and incompleteness are characteristic of experimental data that are used to capture process-structure (most often) and structure-property relations\(^7\), c) models employed for the process-structure or structure-property links are often stochastic and there is uncertainty in their parameters or form, especially in multiscale formulations\(^8\), and d) model compression and dimension reduction employed in order to gain efficiency unavoidably leads to some loss of information which in turn gives rise to predictive uncertainty\(^9\). As a result, microstructure-sensitive properties can exhibit stochastic variability which should be incorporated in the design objectives.

(Back-)propagating uncertainty through complex and potentially multiscale models poses significant computational difficulties\(^10\). Data-based surrogates can alleviate these as long as the number of training data, i.e. the number of solves of the complex models they would substitute, is kept small. In this small-data setting additional uncertainty arises due to the predictive inaccuracy of the surrogate. Quantifying it can not only lead to more accurate estimates but also guide the acquisition of additional experimental/simulation data.

We note that problem formulations based on Bayesian Optimization\(^11,12,13\) account for uncertainty in the objective solely due to the imprecision of the surrogate and not due to the aleatoric, stochastic variability of the underlying microstructure. In the context of optimization/design problems in particular, a globally-accurate surrogate would be redundant. It would suffice to have a surrogate that can reliably drive the optimization process to the vicinity of the local optimum (or optima) and can sufficiently resolve this (those) in order to identify the optimal value(s). Since the location of optima is unknown a priori this necessitates adaptive strategies where the surrogate-training and optimization are intertwined.

We emphasize that unlike successful efforts e.g. in topology optimization\(^14\) or general heterogeneous media\(^15\) which find a single, optimal microstructure that maximizes some property-based objective, our goal is more ambitious but also more consistent with the physical reality. We attempt to find the optimal distribution of microstructures from the ones that are realizable from a set of processing conditions (Fig. 1). To address the computational problem arising from the presence of uncertainties, we recast the stochastic optimization as a probabilistic inference task and employ approximate inference techniques based on Stochastic Variational Inference (SVI,\(^16\)).

In terms of the stochastic formulation of the problem, our work most closely resembles that of\(^17\) where they seek to identify a probability density on microstructural features which would yield a target probability density on the corresponding properties. While this poses a challenging optimization problem, producing a probability density on microstructural features does not provide unambiguous design guidelines. In contrast, we operate on (and average over) the whole microstructure and consider a much wider range of design objectives. In\(^18\) random microstructures were employed but their macroscopic properties were insensitive to their random variability (due to scale-separation) and low-dimensional parameterizations of the two-point correlation function were optimized using gradient-free tools. In a similar fashion, in\(^19,20\) analytic, linear models are employed which given small and Gaussian uncertainties on the macroscopic properties, find the underlying orientation distribution function (ODF) of the crystalline microstructure. In\(^21,22\), averaged macroscopic properties (ignoring the effects of crystal size and shape) are computed with respect to the ODF of the polycrystalline microstructure and on the basis of their targeted values, the corresponding ODF is found. While data-based surrogates were also employed, the problem formulation did not attempt to quantify the effect of microstructural uncertainties.

In terms of surrogate development, in this work we focus on the microstructure-property link and consider random, binary microstructures, the distribution of which depends on some processing-related parameters. We develop active learning strategies that are tailored to the optimization objectives. The latter account for the stochasticity of the material properties (as well as the predictive uncertainty of the surrogate) i.e. we enable the solution of optimization under uncertainty problems. The methodological framework presented enables the control of a stochastic process giving rise to the discovery of random heterogeneous materials, that exhibit favourable properties according to some notion of optimality.

Methods

A conceptual overview of the proposed stochastic-inversion framework is provided in Fig. 1 and is contrasted with deterministic formulations. We present the main building blocks and modeling assumptions and subsequently define the optimization problems of interest. We then discuss associated challenges, algorithmic steps and conclude this section with details regarding the probabilistic surrogate model and the active learning strategy.

We define the following variables/parameters:

- process parameters \(\varphi \in \mathbb{R}^{d\times d}\): These are the optimization variables and can parametrize actual processing variables
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(e.g. chemical composition, annealing temperature) or statistical descriptors (e.g. ODF) that might be linked to the processing. In general, high-dimensional \( \varphi \) would need to be considered which can afford greater flexibility in the design process.

- **random microstructures** \( \mathbf{x} \): This is in general a very high-dimensional vector that represents the microstructure with the requisite detail to predict its properties. In the numerical illustrations which involve two-phase media in \( d = 2 \) dimensions represented on a uniform grid with \( N_x \times N_y \) subdivisions per dimension, \( \mathbf{x} \in \{0,1\}^{N_x N_y} \) consists of binary variables which indicate the material phase of each of the pixels (Figure 4). We emphasize that \( \mathbf{x} \) is a random vector due to the stochastic variability of microstructures even in cases where \( \varphi \) is the same (see process-structure link below).

- **properties** \( \kappa \): This vector represents the material properties of interest which depend on the microstructure \( \mathbf{x} \). We denote this dependence with some abuse of notation as \( \kappa(\mathbf{x}) \) and discuss it in the structure-property link below. Due to this dependence, \( \kappa \in \mathbb{R}^{N_x N_y} \) will also be a random vector. In the numerical illustrations \( \kappa \) consists of mechanical and thermal, effective (apparent) properties.

Furthermore, we note:

- **process-structure link**: We denote the dependence between \( \varphi \) and \( \mathbf{x} \) with the conditional density \( p(\mathbf{x}|\varphi) \) (Figure 1) that reflects the fact that processing parameters do not in general uniquely determine the microstructural details. Formally experimental data [23] and/or models [24]⁴ would need to be used to determine \( p(\mathbf{x}|\varphi) \). We also note that no a-priori dimensionality reduction is implied, i.e., the full microstructural details are retained and employed in the property-predicting, high-fidelity models. In this work, we assume the process-structure link \( p(\mathbf{x}|\varphi) \) is given, and its particular form for the binary media examined is explained in the sequel.

- **structure-property link**: The calculation of the properties \( \kappa \) for a given microstructure \( \mathbf{x} \) involves in general the solution of a stochastic or deterministic, complex, high-fidelity model (in our numerical illustrations, this consists of partial differential equations (PDEs)). We denote the corresponding conditional density as \( p(\kappa|\mathbf{x}) \), which in the case of a deterministic model degenerates to a Dirac-delta. For optimization purposes, repeated such computations are needed and especially in high-dimensional settings derivatives of the properties with respect to \( \mathbf{x} \) are also required in order to drive the search. Such derivatives might be either unavailable (e.g. when \( \mathbf{x} \) is binary as above), or, at the very least, will add to the computational burden. To overcome this major efficiency hurdle we advocate the use of a data-driven surrogate model. We denote with \( D \) the training data (i.e. pairs of inputs-microstructures and outputs-properties \( \kappa(\mathbf{x}) \)) and explain in the sequel how these are selected (see section on Active Learning). We employ a probabilistic surrogate model denoted by \( M \) and use \( p_M(\kappa|\mathbf{x}, D) \) to indicate its predictive density (we will elaborate on the reasons for using a probabilistic surrogate in the subsequent sections).

With these definitions in hand, we proceed to define two closely related optimization problems (O1) & (O2) that we would like to address. For the first optimization problem (O1) we make use of a utility function \( u(\kappa) \geq 0² \), specific examples of which are provided in the sequel. Due to the uncertainty in \( \kappa \) we consider the expected utility \( U(\varphi) \) which is defined as:

\[
U_1(\varphi) = \mathbb{E}_{p(\mathbf{x}|\varphi)} \left[ u(\kappa) \ p(\kappa|\mathbf{x}) \ d\mathbf{x} \right]
\]

[4] The binary microstructures considered for our numerical illustrations could arise from the solution of the Cahn-Hilliard equation describing phase separation occurring in a binary alloy under thermal annealing.

[2] Negative-valued utility functions can be employed as long as they are bounded from below i.e. \( u(\kappa) \geq u_0 > -\infty \) in which case \( u(\kappa) - u_0 \) should be used in place of \( u(\kappa) \).
Figure 2: Architecture of the convolutional-neural-network surrogate for property $\kappa$ prediction. Features are extracted from the microstructure $x$ using a sequence of 4 blocks (each comprised of a sequence of convolutional layer, non-linear activation function and pooling), where in each block the size of the feature map is reduced, while the depth of the feature map increases. Fully connected feedforward layers map the extracted convolutional features to the mean $m_{\theta}(x)$ and the covariance $S_{\theta}(x)$ of the predictive Gaussian distribution $p_M(x|\theta) = N(\kappa|\mu_M(x), S_M(x))$, where $\theta$ denotes the neural network parameters.

Expectation-Maximization and Stochastic Variational Inference

We present the proposed algorithm for the solution of (O1) and discuss the requisite changes for (O2) afterward. Due to the intractability of the objective function $U_{1,M}^M(\kappa)$ (see Eq. (2)) and its derivatives, we employ the Expectation-Maximization scheme [26] which is based on the so-called Evidence Lower Bound (ELBO) $F$:

$$
\log U_{1,M}^M(\kappa) = \log \int u(\kappa) p_M(\kappa|x,D) p(x|\kappa) \, dx \, d\kappa 
\geq E_q(\kappa,x) \log \frac{u(\kappa) p_M(\kappa|x,D) p(x|\kappa)}{q(x|\kappa)} \tag{4}
$$

where $E_q(\kappa,x)[\cdot]$ denote the expectation with respect to the auxiliary density $q(x,\kappa)$. The algorithm alternates between maximizing $F$ with respect to the density $q(x,\kappa)$ while $\kappa$ is fixed (E-step) and maximizing with respect to $\kappa$ (M-step), while $q(x,\kappa)$ is fixed. We employ a Variational-Bayesian relaxation [27], in short VB-EM, according to which instead of the optimal $q$ we consider a family $Q_\xi$ of densities parameterized by $\xi$ and in the E-step maximize $F$ with respect to $\xi$. This, as well as the the maximization with respect to $\kappa$ in the M-step, is done by using stochastic gradient ascent where the associated derivatives are substituted by noisy Monte Carlo estimates (i.e., Stochastic Variational Inference [16]). The particulars of $\xi$ as well as of the E- and M-steps are discussed in the Supplementary Information. We illustrate the basic, numerical steps in the inner-loop of Algorithm 1 (the algorithm starts from an initial, typically random, guess of $\xi$ and $\kappa$). Colliquially, the VB-EM iterations can be explained as follows: In the E-step and given the current estimate for $\kappa$, one averages over microstructures that are not only a priori more probable according to $p(x|\kappa)$ but also achieve a higher score according to $u(\kappa) p_M(\kappa|x,D)$. Subsequently, in the M-step, we update the optimization variables $\kappa$ on the basis of the average above (see Supplementary Information - VB-EM-Algorithm).

The second objective, $U_{2,M}$ (Eq. (3)) can be dealt with in a similar fashion. As it involves an integration over $x$ with respect to the target density $p_M(\kappa|x,D)$, it can first be approximated using S Monte Carlo samples $\{e^{(s)}\}_{s=1}^S$ from the $p_{target}(\kappa)$ and subsequently each of the terms in the sum can be lower-bounded as follows:

$$
U_{2,M}^D(\kappa) = \frac{1}{S} \sum_{s=1}^S \log p_M(\kappa|x,D) \, dx 
\approx \frac{1}{S} \sum_{s=1}^S E_q(\kappa)[\log p_M(\kappa|x,D)] \, dx
\geq \frac{1}{S} \sum_{s=1}^S E_q(\kappa)[\log p_M(\kappa|x,D) p(x|\kappa)] \, dx 
= \frac{1}{S} \sum_{s=1}^S F_q(e^{(s)}(x), \kappa) \tag{5}
$$
Probabilistic surrogate model

In order to overcome the computational roadblock imposed by the high-fidelity model employed in the structure-property link (i.e. $\kappa(x)$ or $p(\kappa|x)$), we substitute it with a data-driven surrogate which is trained on $N$ pairs of data

$$D = \left\{ (x^{(n)}, \kappa^{(n)} = \kappa(\varphi^{(n)})) \right\}_{n=1}^{N} \quad (6)$$

While such supervised machine learning problems have been studied extensively and a lot of the associated tools have found their way in materials applications [29], we note that their use in the context of the optimization problems presented requires significant adaptations.

In particular and unlike canonical, data-centric applications which rely on the abundance of data (Big Data), we operate under a smallest-possible-data regime. This is because in our setting training data arise from expensive simulations, and consequently we are interested in minimizing the number of data points which have to be generated. The shortage of information generally leads to increased predictive uncertainty which, rather than dismissing, we quantify by employing a probabilistic surrogate that yields a predictive density $p_M(\kappa|x, D)$ instead of mere point estimates. More importantly though, we note that the distribution of the inputs in $D$, i.e. the microstructures $x$, changes drastically with $\varphi$ (Figure 1). As we do not know a priori the optimal $\varphi^*$, we cannot generate training data from $p(\varphi^{(n)})$ and data-driven surrogates generally produce poor extrapolative, out-of-distribution predictions [30]. It is clear therefore, that the selection of the training data, i.e. the microstructures-inputs $x^{(n)}$ for which we pay the price of computing the output-property of interest $\kappa^{(n)}$, should be integrated with the optimization algorithm in order to produce a sufficiently accurate surrogate while keeping $N$ as small as possible. We defer a detailed discussion of this aspect for the next section, and will first present the particulars of the surrogate model employed.

The probabilistic surrogate adopted for the purpose of driving the optimization algorithm makes use of a multivariate Gaussian likelihood, i.e. $\kappa|x \sim N(\mu_\kappa(x), S_\kappa(x))$, where the mean $\mu_\kappa(x)$ and covariance $S_\kappa(x)$ are modeled with a convolutional neural network (CNN) (see Figure 2 and Suppl. Information - Probabilistic Surrogate), with $\theta$ denoting the associated parameters. The use of such convolutional neural networks has been previously proposed for property prediction in binary media in e.g., [31, 32]. Point estimates $\hat{\theta}_\kappa$ of the parameters are obtained with the help of training data $D$ by maximizing the corresponding likelihood $p(D|\theta)$. On the basis of these estimates, the predictive density (i.e. for a new input-microstructure $x$) of the surrogate follows as $p_M(\kappa|x, D) = N(\mu_\kappa(x), S_\kappa(x))$.

We emphasize the dependence of the probabilistic surrogate on the dataset $D$, for which we will discuss an adaptive acquisition strategy in the following section. While the results obtained are based on this particular architecture of the surrogate, the methodological framework proposed can accommodate any probabilistic surrogate and integrate its predictive uncertainty in the optimization procedure.

Active Learning

Active learning refers to a family of methods whose goal is to improve learning accuracy and efficiency by selecting particularly salient training data [33]. This is especially important for predictions as data acquisition is de facto the most computationally expensive component. The basis of all such methods is to progressively enrich the training dataset by scoring candidate inputs (i.e. microstructures $x$ in our case) based on their expected informativeness [34]. The latter can be quantified with a so-called acquisition function $\alpha(x)$, for which many different forms have been proposed (depending on the specific setting). We note though that in most cases in the literature, acquisition functions associated with the predictive accuracy of the supervised learning model have been employed, which in our formulation translates to the accuracy of our surrogate in predicting the properties $\kappa$ for an input microstructure. In this regard, since a measure of the predictive uncertainty is the covariance $S_\kappa(x)$ above, one might define e.g. $\alpha(x) = \text{trace}(S_\kappa(x))$. Alternative acquisition functions have been proposed in the context of Bayesian Optimization problems which as explained in the introduction exhibit significant differences with ours [11]. While it is true that a perfect surrogate, i.e., when $p(x|\kappa) = p_M(\kappa|x, D)$ for all $x$, would yield the exact optimum, imperfect surrogates could be useful as long as they can correctly guide the search in the $\varphi$-space and lead to optimal value of (O1) or (O2). Hence an accurate surrogate for $\varphi$-values (and corresponding microstructures $x$) far away from the optimum is not necessary. The difficulty of course is that we do not know a priori where the optimum lies or not and a surrogate trained on microstructures drawn from $p(x|\varphi^{(0)})$ where $\varphi^{(0)}$ is the initial guess in the optimization scheme (see Algorithm 1), will generally perform poorly at other $\varphi$'s.

The acquisition function that we propose incorporates the optimization objectives. In particular for the (O1) problem (Eq. (1)) we propose:

$$\alpha(x) = \text{Var}_{p_M(\kappa|x, D)}[\kappa|u(x)]$$

In this particular form, $\alpha$ scores each microstructure $x$ in terms of the predictive uncertainty in the utility $u$ (the expected value of which we seek to maximize) due to the predictive density of the surrogate. In the case discussed earlier where $u(\kappa) = I_{\kappa}(\kappa)$ and $U_1(\varphi) = P_{\mathcal{U}}(\varphi \in \kappa|u(\varphi))$, the acquisition function reduces to the variance of the event $\kappa \in \mathcal{K}$. This suggests that the acquisition function yields the largest scores for microstructures for which the surrogate is most uncertain whether their corresponding properties belong in the target domain $\mathcal{K}$.

In terms of the overall procedure, we propose an outer loop, within which the VB-EM-based optimization is embedded, such that if $\varphi^{(l)}$ denotes the training dataset at iteration $l$, $P_{\mathcal{U}}(\kappa|x, D^{(l)})$ the corresponding predictive density of the surrogate, $\varphi^{(l)}(x)$ the marginal variational density found in the last E-step and $\varphi^{(l)}$ the optimum found in the last M-step, we augment the training dataset as follows (see Algorithm 1):
• we randomly generate a pool of candidate microstructures \( \{x^{(i)}\}_{i=1}^{N_{pool}} \) from \( q^{(i)}(x) \) and select a subset of \( N_{add} < N_{pool} \) microstructures which yield the highest values of the acquisition function \( \alpha(x^{(i)}) \).

• We solve the high-fidelity model for the aforementioned \( N_{add} \) microstructures and construct a new training dataset \( D^{(i+1)} \) which we add to \( D^{(i)} \) in order to form \( D^{(i+1)} = D^{(i)} \cup D_{add}^{(i+1)} \).

We retrain the surrogate based on \( D^{(i+1)} \), i.e. we compute \( p_{\phi}(x; D^{(i+1)}) \), and restart the VB-EM-based optimization algorithm with the now updated surrogate.

For the \( (O2) \) problem above, we propose to select microstructures that yield the highest predictive log-score on the sample representation \( \{x^{(i)}\}_{i=1}^{N_{0}} \) of the target distribution, i.e.

\[
\alpha(x) = \frac{1}{N_{0}} \sum_{i=1}^{N_{0}} \log p_{\phi}(x^{(i)} | x) \quad \text{s.t.} \quad x^{(i)} \sim \text{target dist.} (8)
\]

Results & Discussion

In the following, we present two applications of the proposed framework for \((O1)-\) and \((O2)\)-type optimization problems. We first elaborate on the specific choices for the process parameters \( \varphi \), the random microstructures \( x \) and their properties \( \kappa \) as well as the associated PSp links.

Process \( \varphi - \text{Microstructure } x \): In all numerical illustrations, \( \varphi \) is a statistically homogeneous, binary (two-phase) microstructures which upon spatial discretization (on a uniform, two-dimensional \( N_y \times N_x \) grid with \( N_y = 64 \)) are represented by a vector \( x \in \{0, 1\}^{N_y N_x} \). The binary microstructures are modeled by means of a thresholded zero-mean, unit-variance Gaussian field [36, 37]. If the vector \( x_q \) denotes the discretized version of the latter (on the same grid), then the value at each pixel \( i \) is given by \( x_i = H(x_q(i) - \chi_0) \) where \( H(\cdot) \) denotes the Heaviside function and \( \chi_0 \) the cutoff threshold, which determines the volume fractions of the resulting binary field. We parameterize with \( \varphi \) the spectral density function (SDF) of the underlying Gaussian field (i.e. the Fourier transform of its autocovariance) using a combination of radial basis functions (RBFs, see Supplementary Information-Process-Structure linkage) which automatically ensures the non-negativity of the resulting SDF. The constraint of unit variance is enforced using a softmax transformation. The density \( p(\varphi|x) \) implicitly defined above affords great flexibility in the forms of the resulting binary medium (as can be seen in the ensuing illustrations) which increases as the dimension of \( \varphi \) does.

Figure 1 illustrates how different values of the process parameters \( \varphi \) lead to profound changes in the microstructures (and correspondingly, their effective physical properties \( \kappa \)). While the parameters \( \varphi \) selected do not have explicit physical meaning, they can be linked to actual processing variables given appropriate data. Naturally, not all binary media can be represented by this model and a more flexible \( p(\varphi|x) \) could be employed with small modifications in the overall algorithm [38, 39, 40].

Microstructure \( x - \text{Properties } \kappa \): In this study we consider a two-dimensional, representative volume element (RVE) \( \Omega_{RVE} \in [0, 1]^2 \) and assume each of the two phases are isotropic, linear elastic in terms of their mechanical response and are characterized by isotropic, linear conductivity tensors in terms of their thermal response. We denote with \( \mathbf{C} \) the fourth-order elasticity tensor and with \( \mathbf{a} \) the second order conductivity tensor which are also binary (vector and tensor) fields. The vector \( \kappa \) consists of various combinations of macroscopic, effective (apparent), mechanical or thermal properties of the RVE which we denote by \( \kappa_{\text{eff}} \) and \( \kappa_{\text{mod}} \), respectively. The effective properties for each microstructure occupying \( \Omega_{RVE} \) were computed using finite element simulations and Hill’s averaging theorem [41, 42] (see Supplementary Information: Structure-Property linkage). We assumed a contrast ratio of 50 in the properties of the two phases, i.e., \( E_1/E_2 = 50 \) (where \( E_1, E_2 \) are the elastic moduli of phases 0 and 1) and \( a_1/a_0 = 50 \) (where \( a_0, a_1 \) are the conductivities of phases 0 and 1). In the following plots, phase 1 is always shown as white and phase 0 always as black. We note that the dependences on effective properties on (low-dimensional) microstructural features (analogous to \( \varphi \)) has been considered, in e.g., [43, 44] but the random variability in these properties has been ignored either by considering very large RVEs or by averaging over several of them. We emphasize finally that the framework proposed can accommodate any high-fidelity model for the structure-property link as this is merely used as a generator of training data \( D \).

Case 1: Target domain of multi-physics properties \((O1)\)

In the following we will demonstrate the performance of the proposed formulation in an \((O1)\)-type stochastic optimization problem, with regards to both thermal as well as mechanical properties. Additionally, we will provide a systematic and quantitative assessment of the benefits of the active learning strategy proposed (as compared to randomized data generation).

We consider a combination of mechanical and thermal properties of interest, namely:

\[
\kappa_1 = [\text{\kappa}_{\text{eff}}^{11}], \quad \kappa_2 = \frac{1}{2} (\text{\kappa}_{\text{eff}}^{2222} + \text{\kappa}_{\text{eff}}^{1111})
\]

i.e., \( \kappa \in \mathbb{R}^2 \), and define the target domain:

\[
K = [8.5, 11.0] \times [6.75, 9.0]
\]

The utility function \( u(\kappa) = I_{E}(\kappa) \) is the (non-differentiable) indicator function of \( \kappa \subset \mathbb{R}^2 \) which implies that the objective of the optimization (type \((O1)\) - see Figure 3a) is to find \( \varphi \) that maximizes the probability that the resulting microstructures have properties \( \kappa \) that lie in \( K \). The two-phase microstructures have volume fraction 0.5 and the parameters \( \varphi \in \mathbb{R}^{100} \) as well as \( p(\varphi|x) \) were defined as discussed in the beginning of this section.

With regards to the adaptive learning strategy (appearing as the outer loop in Algorithm 1), we note: the initial training dataset \( D^{(0)} \) consists of \( N_0 = 2048 \) data pairs. This is generated via ancestral sampling, i.e. we randomly draw samples \( \varphi \) from \( N(\mathbf{0}, \mathbf{I}) \) and conditionally on each \( \varphi^{(i)} \) we sample \( p(x^{(i)}|\varphi^{(i)}) \) to generate a microstructure. In each data acquisition step \( l \), \( N_{pool} = 4096 \) candidates were generated and a subset of \( N_{add} = 1024 \) candidates was selected based on the acquisition function. Hence the size of the dataset increased by 1024 data pairs at each iteration \( l \), with \( L = 4 \) data augmentation steps performed in total.

The optimal process parameters at each data acquisition step are denoted as \( \varphi^{*}_{M(\kappa|x)} \) with the subscript indicating the dependence on the surrogate model \( M \) and the dataset \( D^{(i)} \) on which it has been trained. Once the algorithm has converged to its final estimate of the process parameters after \( L \) data acquisition steps, i.e. \( \varphi^{*}_{M(\kappa|x)} \), we can assess \( \varphi^{*}_{M(\kappa|x)} \) by obtaining a reference estimate of the expected utility \( U_{\text{estimate}}(\varphi^{*}_{M(\kappa|x)}) = P(\kappa \in K | \varphi^{*}_{M(\kappa|x)}) \) using a Monte Carlo simulation, i.e. by sampling microstructures \( x \sim p(x|\varphi^{*}_{M(\kappa|x)}) \), and running the high-fidelity model instead of the inexpensive surrogate. This approach will also enable us to compare the optimization results obtained with the active learning strategy with those obtained by using randomized training data \( D \) for the surrogate (i.e. without adaptive learning). We argue that the former has a competitive advantage, if for the same number of datapoints \( N \) we can achieve a higher score in terms of our materials design objective \( P(\kappa \in K | \varphi^{*}_{M(\kappa|x)}) \). As the optimization objective \( \mathcal{F} \) is non-convex and the optimization algorithm itself non-deterministic 8, generally the process parameters \( \varphi^{*} \) identified can vary across different runs. For this reason the optimization problem is solved several times (with different randomized initializations) and we report on the aggregate performance of active learning vs. randomized data generation (serving as a baseline).

In the following we discuss the results obtained and displayed in Fig. 4, 5, 6 and 7.

---

4The retraining could be avoided by making use of online learning [35], which does not rely on a priori fixed dataset and can deal with incrementally arriving (or streamed) data.

5Poisson’s ratio was \( \nu = 0.3 \) for both phases.

6Due to the randomized generation of the data, the stochastic initialization of the neural network, the randomized initial guess of \( \varphi^{(0)} \) \( \sim N(\mathbf{0}, \mathbf{I}) \).

7The choice \( \varphi \sim N(\mathbf{0}, \mathbf{I}) \) is not arbitrary, as - given the adopted parametrization - it envelopes all possible PDFs.
Figure 4: **Case 1: Optimal random microstructures.** *(Top row)* Samples of microstructures drawn from \( p(\varphi | \kappa) \) for the initial guess \( \varphi^{(0)} \) of processing variables, *(Bottom row)* Samples of microstructures drawn from \( p(\varphi | \kappa) \) for the optimal value \( \varphi^{*}_{M,D(4)} \) of processing variables which maximize the probability that the corresponding material properties will fall in the target domain \( \mathcal{K} = [8.5, 11.0] \times [6.75, 9.0] \) (Eq. (10)). Underneath each microstructure, the thermal \( \kappa_{1} \) and mechanical \( \kappa_{2} \) properties of interest (Eq. (9)) are reported.

\[ S = \Pr \left( \kappa \in \mathcal{K} | \varphi^{*}_{M,D(4)}(\kappa) \right) \]

\[ \text{marginal } p(\kappa_{1}) \]

Figure 5: **Case 1: Evolution of the process-property density during optimization.** The actual process-property density \( p(\kappa | \varphi) \) was estimated using 1024 Monte Carlo samples, the high-fidelity structure-property model (see Supplementary Information: Structure-Property linkage) and for three values of the process parameters \( \varphi \). *(Left)* for the initial guess \( \varphi^{(0)} \), *(Middle)* for the optimal \( \varphi \) as obtained using the initial training dataset \( D^{(0)} \) and without adaptive learning, *(Right)* for the optimal \( \varphi \) obtained with the augmented training dataset \( D^{(4)} \) identified by the active learning scheme proposed and as detailed in the text. The target domain \( \mathcal{K} \) (Eq. (10)) is drawn with a green rectangle and the colorbar indicates the value of the density \( p(\kappa | \varphi) \).

Figure 6: **Case 1: Assessment of active learning approach.** *(Left)* The probability we seek to maximize with respect to \( \varphi \), i.e. \( \Pr(\kappa \in \mathcal{K} | \varphi) \) is plotted as a function of the size \( N \) of the training dataset (i.e. the number of simulations of the high-fidelity model). The lines depict the medians obtained over 50 independent runs of each algorithm. The red line corresponds to the results obtained without adaptive learning and the blue with adaptive learning. *(Right)* for the the optimal \( \varphi^{*}_{M,D(4)} \) identified using active learning, we compare the actual process-property density \( p(\kappa_{1} | \varphi) \) (black line - estimated with 1024 Monte Carlo samples and the high-fidelity model) with the one predicted by the surrogate trained only on the initial dataset \( D^{(0)} \) (blue line) and with the one predicted by the surrogate trained on the augmented dataset \( D^{(4)} \) (red line).
Figure 7: Case 1: Convergence characteristics of the optimization algorithm. (a) evolution of the ELBO $F$ as a function of the iteration number in the inner loop (see Algorithm 1) and for $l = 0$ (outer loop - see Algorithm 1), (b) evolution of the probability $Pr(\kappa \in K | \varphi^*)$ (estimated with 1024 Monte Carlo samples and the high-fidelity model) at the optimal $\varphi$ values identified by the algorithm at various data acquisition steps $l$ (outer loop - see Algorithm 1).

- In Fig. 4 we depict sample microstructures drawn from $p(\varphi | \varphi)$ for two values of $\varphi$ i.e. for the initial guess $\varphi^{(0)}$ (top row) and for optimal process parameters $\varphi^*_M|\varphi^{(0)}$ (bottom row). While the microstructures in the bottom row remain random, one observes that the connectivity of phase 1 (stiffer) is increased as compared to the microstructures of the top row. The diagonal, connected paths of the lesser conducting phase (black) effectively block heat conduction in the horizontal direction. This is reflected in the effective properties reported underneath each image. The value of the objective, i.e. of the probability that the properties $\kappa \in K$, is $\approx 0.65$ for the microstructures in the bottom row (see Fig. 6 - right) whereas for the top ones $\approx 0.14$.

- Fig. 5 provides insight into the optimization algorithm proposed by looking at the process-property density $p(\kappa | \varphi)$ for various $\varphi$ values. We note that this is implicitly defined by propagating the randomness in the microstructures (quantified by $p(\varphi | \varphi)$) through the high-fidelity model that predicts the properties of interest. Based on the Monte Carlo estimates depicted in Fig. 5, one observes that the density $p(\kappa | \varphi)$ which only minimally touches upon the target domain $K$ for initial process parameters $\varphi^{(0)}$ (left), gradually moves closer to $K$ as the iterations proceed and by using the surrogate trained on the initial batch of data $D^{(0)}$ (middle). The incorporation of additional training data through the successive applications of the adaptive learning scheme described earlier, enables the surrogate to sufficiently resolve details in the structure-property map that eventually lead to the density $p(\kappa | \varphi)$ shown on the right panel and which maximally overlaps (in comparison) with the target domain $K$.

- On the left side of Fig. 6 we illustrate the performance advantage gained by the active learning approach proposed over a brute-force strategy that employs randomized training data for the surrogate. To this end, we compare the values of the objective function, i.e. $Pr(\kappa \in K | \varphi^*_M, D)$ achieved for datasets $D$ of equal size, with the dataset being either generated randomly, or constructed based on our active learning approach. Evidently, the active learning approach was able to achieve a better material design at comparably significantly lower numerical cost (as measured by the number of evaluations of the high-fidelity model of the microstructure-property link). We observe that while the addition of more training data generally leads to more accurate surrogates, when this is done without regard to the optimization objectives (red line) then it does not necessarily lead to higher values of the objective function. On the right panel of Fig. 6 we provide further insight as to why the adaptive data acquisition was able to outperform a randomized approach. To this end and for one of the two properties, we compare the model-based belief $p(\kappa_1 | \varphi^*_M, D^{(0)})$ of the surrogate conditional on $D^{(0)}$ against a reference density obtained using Monte Carlo (black line). We can see that a model only informed by $D^{(0)}$ (blue line) identifies an incorrect density and as such fails to converge to the optimal process parameters. The active learning approach (red line) was able to correct the initially erroneous model belief and as a result performs better in the optimization task.

- In Fig. 7a we illustrate the evolution of the ELBO during the inner-loop iterations of the proposed VB-EM algorithm (see Algorithm 1). Finally, in Fig. 7b we depict (on the right) the evolution of the maximum of the objective identified at various data acquisition steps $l$ of the proposed active learning scheme. As it can be seen, the targeted data enrichment enables the surrogate to resolve details in the structure-property map and identify higher-performing processing parameters $\varphi$.
Figure 8: Case 2: Optimal random microstructures. (Top row) Samples of microstructures drawn from \( p(\mathbf{z}|\varphi) \) for the initial guess \( \varphi^{(0)} \) of processing variables, (Bottom row) Samples of microstructures drawn from \( p(\mathbf{z}|\varphi) \) for the optimal value \( \varphi_{opt}^{(n)} \) of the processing variables which minimize the KL-divergence between \( p(\kappa|\varphi) \) and the target density \( \rho_{\text{target}} \) (Eq. (12)). Underneath each microstructure, the thermal properties \( \kappa_1, \kappa_2 \) of interest (Eq. (11)) are reported. The illustrations correspond to two volume fractions 0.5 (in (a)-left) and 0.3 (in (b)-right) of the high-conductivity phase (\( a_1 = 50 \)).

Figure 9: Case 2: Evolution the of process-property density \( p(\kappa|\varphi) \) with and without active learning in relation to the target \( \rho_{\text{target}} \) (\( \kappa \)). We plot the evolution of the process-property density \( p(\kappa|\varphi) \) at three different stages of each optimization run, i.e. for the initial \( \varphi \) (left column) for the \( \varphi \) at an intermediate stage of the optimization (middle column) and for the optimal \( \varphi \) identified upon convergence (right column). The fourth column is a zoomed-in version of the third that enables closer comparisons of the densities involved. (Top row:) illustrates \( p(\kappa|\varphi) \) as predicted by the surrogate trained on a randomized dataset without active learning. (Middle row:) illustrates \( p(\kappa|\varphi) \) as predicted by the surrogate trained using the adaptive learning proposed. Bottom row: illustrates the actual \( p(\kappa|\varphi) \) (estimated with 1024 Monte Carlo samples and the high-fidelity model) and for the optimal \( \varphi \) identified by the active learning approach. The target distribution \( \rho_{\text{target}} \) (\( \kappa \)) is indicated with green iso-probability lines.
As one would expect, we observe that the optimal family of microstructures identified (determined by $\varphi_{\text{M},D(l)}$) exhibit connected paths of the more conductive phase (white) along the horizontal direction. The connected paths of the lesser conducting phase (black) are also aligned in the horizontal direction so as to reduce the effective conductivity along the vertical direction. The optimal microstructures therefore exhibit a strong anisotropic property by funneling heat through pipe-like structures of high-conductivity material in the horizontal direction. This is also reflected in the indicative property values report under each image.

- Finally, Fig. 9 assesses the advantage of the active learning strategy advocated for this problem. In particular, we plot the evolution of the process-structure density $p(\kappa|\varphi)$ in relation to the target $p_{\text{target}}(\kappa)$ (depicted with green iso-probability lines) at different stages of each optimization (initial-intermediate-converged). Using the optimal process parameter $\varphi$ at each of these stages, we see that the optimization scheme without active learning (top row) results in a density that is quite far from the target. In contrast, the optimization algorithm with active learning (middle row) is able to identify a $\varphi$ which brings the $p(\kappa|\varphi)$ into close alignment with the target distribution $p_{\text{target}}(\kappa)$. The validity of this result is assessed on the bottom row where the actual $p(\kappa|\varphi)$ (estimated with Monte Carlo and the high-fidelity model) is depicted for the $\varphi$ values identified by the active learning approach in the middle row. We observe a very close agreement which reinforces the evidence that the active learning strategy advocated enables the surrogate to accurately resolve the details in the structure-property map that are needed for the solution of the optimization problem.

In summary, we presented a flexible, fully probabilistic, data-driven formulation for materials design that accounts for the uncertainty in the process-structure and structure-property links and enables the identification of the optimal, high-dimensional, process parameters $\varphi$. We have demonstrated that a variety of different objectives can be accommodated. The methodology relies on the availability of a process-structure linkage which we generically represented with the density $p(\varphi|x)$ and could be learned from experimental or simulation data. It is not restricted to the particular parametrizations adopted in terms of the process $\varphi$ or microstructural $x$ variables and very high-dimensional descriptions can be employed due to the VB-EM scheme advocated. We have also demonstrated the use of probabilistic surrogates in combination with novel, active learning formulations which can significantly reduce the computational effort associated with the structure-property link and enable the solution of problems with a small number of such simulations. The optimization framework is also agnostic regarding the nature of the structure-property link $p(\varphi|x)$ (and whether it is deterministic or probabilistic), as it simply defines the data generation process for the probabilistic surrogate. As a result, other material properties or other physical descriptions can be readily incorporated. The framework advocated does not rely on a particular architecture of the data-driven surrogate. Its predictive uncertainty is incorporated and the self-supervised active learning mechanism can control the number of training data that each particular surrogate would need. While not discussed, it is also possible to assess the optimization error, albeit with additional runs of the high-fidelity model, by using an Importance Sampling step [45]. Lastly we mention further potential of improvement by a fully Bayesian treatment of the surrogate’s parameters $\theta$, which would be particularly beneficial in the small-data regime we are operating in.

**Algorithm 1** Obtain $\varphi^* = \arg\max_{\varphi} U_{1,2}$ (Eq. (1) or Eq. (3)) using a probabilistic surrogate and active learning

**Data:** $l = 0$, $t = 0$, $\mathcal{D}(0)$, structure-property-model, surrogate $p(\kappa|x,\mathcal{D}(0))$, initial $\varphi(0)$, variational family $\mathcal{Q}_\mathcal{F}$

**Result:** Converged process parameter $\varphi^*_{D(l)}$

while $\varphi$ not converged do
  /* Execute E-step */
  $\xi^{(t+1)} = \arg\max_\xi F (\varphi^{(t)}, \xi|x,\varphi)$
  while ELBO not converged do
    /* Execute E-step */
    $\xi^{(t+1)} = \arg\max_\xi F (\varphi^{(t)}, \xi|x,\varphi)$
  end
  /* Optimal $\varphi$ conditional on current data */
  $\varphi^*_{M,D(l)} \leftarrow \varphi^{(t)}$
  /* Create microstructure candidates */
  sample $x^{(l,n)} \sim q(x)\,\,|\,\,n = 1,\ldots,|\mathcal{D}_\text{pool}\rangle$
  compute $\alpha(x^{(l,n)})$ (Eq. (7))
  /* Select most informative subset */
  Select $N_{\text{add}} < |\mathcal{D}_\text{pool}\rangle$ microstructures from $\mathcal{D}_\text{pool}\rangle$ which yield the highest acquisition function values and compute the corresponding property values $\kappa(x)$ in order to form $\mathcal{D}_\text{add}\rangle$
  $\mathcal{D}^{(l+1)} \leftarrow \mathcal{D}^{(l)} \cup \mathcal{D}_\text{add}\rangle$
  /* Update probabilistic surrogate */
  $p \left( \kappa|x,\mathcal{D}^{(l+1)} \right) \leftarrow p \left( \kappa|x,\mathcal{D}^{(l)} \right)$
  $l \leftarrow l + 1$
end

Figure 10: Pseudo-code for proposed algorithm. The inner VB-EM iterations are wrapped within the adaptive data acquisition as an outer loop.
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Supplementary Information

In the following, we provide details specific to the algorithm implementation and the numerical simulations.

Process-Structure linkage

As mentioned earlier the discretized, two-phase random microstructures employed in the numerical illustrations are represented by a random vector \( x \) which arises by thresholding a two-dimensional, zero-mean, unit-variance Gaussian field, in its discretized form denoted by the vector \( x_q \). The cutoff threshold \( x_q \) is specified by the desired volume fraction and the parameters \( \varphi \) are associated with the spectral density function (SDF) \( G(w) \) of the underlying Gaussian field. The SDF \( G(w) \) arises as the Fourier dual of the autocovariance, where \( w = [w_1, w_2]^T \in \mathbb{R}^2 \) denotes the wavenumbers. We express the SDF as:

\[
G(w) = \sum_{i=1}^{Q} \gamma_i h_i(w; \mu_i, \sigma_i) \tag{13}
\]

where the functions \( h_i \) are Radial Basis Functions (RBFs) which depend on the parameters \( \mu_i, \sigma_i \) and have the functional form:

\[
h_i(w; \mu, \sigma) = \frac{1}{\sqrt{2\sigma^2}} e^{-\frac{1}{2\sigma^2} ||w-\mu||^2} \tag{14}
\]

This form is adopted because it automatically ensures the positivity of the resulting SDF. Eq. (13) is also known as a spectral mixture kernel, which defines a universal approximator for sufficiently large \( Q \) [46]. In our simulations, the parameters \( \{ \mu_i, \sigma_i \} \) of the centers of RBFs, were fixed to a uniform grid in \([0, w_{\text{max}}]^2\) with \( w_{\text{max}} = 65.0 \) and \( \sigma_i = 12.0, \forall i \). Finally the weights \( \gamma_i \) are related to the optimization variables \( \varphi \) through a softmax transformation:

\[
\gamma_i = \frac{e^{\varphi_i}}{\sum_{j=1}^Q e^{\varphi_j}} \tag{15}
\]

This is employed so that the resulting SDF integrates to 1 which is the variance of the corresponding Gaussian field. We made use of a spectral representation of the underlying Gaussian field (and therefore of \( x_q \)) on the basis of its \( \varphi \)-controlled SDF and according to the formulations detailed in [47, 48, 49]. The thresholded Gaussian vector \( x_q \) gives rise to the binary microstructure \( x \) as described above and we denote similarly the corresponding transformation as:

\[
x = F_\varphi(\Psi) \tag{16}
\]

where \( \Psi \) denotes a vector of so-called random phase angles [47]. It consists of independent Bernoulli random variables \( \{ \psi_{iq} \} \) which are distributed in \([0, 2\pi]\\), and its dimension depends on the discretization of the spectral domain. A direct implication of Eq. (16) is that the process-structure density \( p(x|\varphi) \) now can be expressed as:

\[
p(x|\varphi) = \int \delta(\mathbf{x} - F_\varphi(\Psi)) \; p(\Psi) \; d\Psi \tag{17}
\]

where \( p(\Psi) \) is the product of uniform densities \( U([0,2\pi]) \). As a result, expectations of arbitrary functions, say \( f(x) \), with respect to \( p(x|\varphi) \) can now be written as (with some abuse of notation):

\[
\mathbb{E}_{p(x|\varphi)}[f(x)] = \int f(x) \delta(\mathbf{x} - F_\varphi(\Psi)) \; p(\Psi) \; dx \; d\Psi \tag{18}
\]

\[
= \int f(F_\varphi(\Psi)) \; p(\Psi) \; d\Psi \tag{19}
\]

VB-EM-Algorithm

By making use of Eq. (19) above, we can write the ELBO for the log-expected utility in Eq. (4) as

\[
\log U^D_{\Psi,M}(\varphi) = \log \mathbb{E}_{p(x|\varphi)}[u(\mathbf{k}, \varphi)] = \mathbb{E}_{q(\mathbf{k}, \varphi)}[u(\varphi)] \tag{20}
\]

where expectations with respect to \( x \) have been substituted by integrations with respect to the (primal) random variables \( \Psi \) arising from the spectral representation. Similarly the variational density is expressed with respect to \( \Psi \), i.e. \( q(\mathbf{k}, \varphi) \) (as opposed to \( q(\mathbf{k}, \varphi) \)). The ELBO of the (O2)-type problems in Eq. (5) similarly can be written as

\[
\log U^D_{\Psi,M}(\varphi) = \int p_{\text{target}}(\mathbf{k}) \log p_M(\mathbf{k}, \varphi, D) \; d\mathbf{k} \tag{21}
\]

Since the maximization of the ELBO w.r.t. \( \xi \) and \( \varphi \) is not possible in closed form, noisy estimates of the gradients \( \hat{\nabla}\log p_{\text{target}}(\mathbf{k}) \) and \( \hat{\nabla}\log p_M(\mathbf{k}, \varphi, D) \) are obtained using Monte Carlo and the reparametrization trick [49] - see ensuing discussion. For our numerical illustrations, the optimization with respect to \( \varphi \) and \( \xi \) is carried out with stochastic gradient ascent and the Adam optimizer [50] in PyTorch [51].

Representation

Instead of the bounded phase angles \( \varphi \), we employ the unbounded and normally distributed variables \( \Psi \) (i.e. \( \Psi_i \sim \mathcal{N}(0, I) \)) which are related through the error function erf(·) as follows:

\[
\Psi_i = 0.5 \cdot \left( 1 + \text{erf} \left( \frac{\Psi_i}{\sqrt{2} \pi} \right) \right) - 2\pi \tag{22}
\]

As a result, all expectations with respect to \( p(\Psi) \) are substituted by expectations with respect to \( p(\Psi) = N(0, I) \).

In addition, instead of the Heaviside function defining the binary vector \( x \) from the underlying Gaussian \( x_q \), we use the differentiable transformation

\[
x_i = \frac{\text{tan}h(\epsilon (x_{q,i} - x_0)) + 1}{2} \tag{23}
\]

We note that as \( \epsilon \to \infty \) we recover the Heaviside function and therefore a hard truncation. While the resulting \( x_i \)'s are only approximately binary for finite \( \epsilon \) (we used \( \epsilon = 25 \)), these were used in all computations involved in the surrogate and the optimization. An advantage is that this enables the use of the reparametrization trick [49] to estimate the ELBO and its gradients as explained in the previous section.

Low-rank Variational Approximation

For \( \Psi = [\varphi, \Psi_i] \in \mathbb{R}^Q \) we adopt the choice of a low-rank multivariate Gaussian distribution (with \( z = [\varphi, \Psi_i] \in \mathbb{R}^d_z \)), i.e.

\[
q(z) = N(z | \mu, \Sigma = \text{diag}(d) + L L^T) \tag{24}
\]

with \( L \in \mathbb{R}^{d_z \times M} \) and \( M < d_z \). The variational parameters are given by \( \xi = [\mu, \Sigma, d] \) with dim \( (\xi) = O(d_z \cdot M) \). This particular choice enables to capture enough of the correlation structure to drive the EM updates, while remaining scalable with regards to the (generally large) dimension \( d_z \) of the problem (we used \( M = 50 \)). We note that a fully Bayesian treatment of the surrogate could be accomplished by including the neural network parameters \( \theta \) in the variational inference framework. While we could also drive the EM-algorithm via, e.g., Markov Chain Monte Carlo or Sequential Monte Carlo, the choice of variational inference is computationally faster and additionally enables monitoring of convergence through the ELBO \( F \).
Tempering

When specifying the material design objective, it is numerically advantageous to pursue a tempering schedule, in particular if the desired material behaviour deviates strongly from the initially observed dataset \( \mathcal{D} \), or the properties \( \kappa \) associated with the initial guess \( \varphi_0 \). In the following we discuss an adaptive tempering strategy which - for the sake of illustration - we explain in the context of a utility function \( u(\varphi) = I_x(\varphi) \) (see Fig. 3a). Instead of trying to obtain \( \varphi^* = \arg \max_p (\kappa \in \mathcal{K}[p]) \), directly, we instead introduce a sequence of target domains \( \mathcal{K}^{(r)} \), \( r = 1, \ldots, R \), such that \( \mathcal{K}^{(R)} = \mathcal{K} \). To this end we may define \( \mathcal{K}^{(r)} \) in such a way that, according to the model belief \( \kappa \), a non-negligible number of samples \( \kappa \sim p_M(\kappa | \varphi^{(r)}; \mathcal{D}) \) fall into the domain \( \mathcal{K}^{(r)} \). In order to assess how strongly the tempered target domain \( \mathcal{K}^{(r)} \) can be shifted towards the desired \( \mathcal{K} \) in each step \( r \), we can make use of the effective sample size (ESS) \( [52] \). For an ensemble of \( N_w \) phase angles \( \{ \psi^{(i)} \}^{N_w}_{i=1} \) generated from \( q(\Psi) \), we introduce the corresponding weights as the model-based belief that the material properties \( \kappa \) reside in the tempered target domain \( \mathcal{K}^{(r)} \)

\[
  w_n^r = \int_{\mathcal{K}^{(r)}} (\kappa | \rho_M) (\kappa | F_x (\Psi^{(i)}), \mathcal{D}) \, d\kappa
\]

(25)

Denoting the normalized weights as \( \bar{w}_n^r = w_n^r / \sum_{n=1}^{N_w} w_n^r \), the ESS is defined as

\[
  \text{ESS} = \sum_{n=1}^{N_w} \bar{w}_n^r - 1 = \left( \sum_{n=1}^{N_w} \bar{w}_n^r \right)^2 / \sum_{n=1}^{N_w} \bar{w}_n^r \tag{26}
\]

where \( \text{ESS} \in [0, 1] \) represents the deterioration of sample quality induced by shifting the domain \( \mathcal{K}^{(r)} \). Let \( q(\Psi) \) be an approximation to the posterior over the phase angles conditional on the optimality criteria (i.e. \( \mathcal{K}^{(r)} \)) and the current value of \( \varphi \). One may then adaptively chose to shift the target domain \( \mathcal{K}^{(r)} \rightarrow \mathcal{K}^{(r+1)} \) in such a manner, that the ESS of the samples generated from \( q(\Psi) \) does not deteriorate beyond a certain threshold value (e.g. using a bisection approach). When defining the material design objective by means of a target distribution \( p_{\text{target}}(\kappa) \), similarly one may introduce tempering by gradually shifting the sample representation giving rise to the evidence lower bound.

Structure-Property linkage

Probabilistic Surrogate

The probabilistic surrogate employed is based on a parametric convolutional neural network (see. Fig. 2), where a split in the final dense layers gives rise to (separately) the mean vector \( m_\kappa (x) \), as well as the covariance matrix \( S_\kappa (x) \) (assumed to be diagonal). The specific choices made regarding the neural network architecture are based on prior published work (e.g. \([31, 32]\)). Each block in Fig. 2 corresponds to 2d convolutions with a subsequent non-linear activation function (Leaky ReLU), followed by average pooling. The convolutional layers employ a \((3 \times 3)\) kernel, which in combination with appropriate padding leaves the size of the feature map unchanged \(^9\). The subsequent average pooling always employs a \((2 \times 2)\) kernel (and identical stride), such that the size of the feature maps is reduced by half in each block. For the numerical results presented, after a sequence of 4 such blocks (with an increasing depth of 4, 8, 12 and 16 channels in the feature maps), the resulting feature representation extracted from the microstructure is flattened and enters first a shared hidden layer (of width 30), subsequently splitting up into two more layers that map to the mean \( \mu_\kappa \) and the diagonal covariance matrix \( \Sigma_\kappa \) (the positivity of the latter is ensured via an exponential transformation). The two phases were encoded as a \((+1)\) and \((-1)\) for the CNN, as this is numerically more expedient compared to an \([1, 0]\) representation of the phases. For all numerical experiments presented, the neural network was trained with a batch size of \( N_\text{bs} = 128 \). To add regularization, a weight decay of \( 10^{-5} \) was used, and additionally a dropout layer (with \( p = 0.05 \))

\[^9\] The discretized microstructures regarded as a vectors \( x \in \{0, 1\}^{4096} \) are of course reshaped into their original \((64 \times 64)\) un-flattened tensor representation for the CNN.
Here \( v \) denotes a periodic fluctuation (i.e., \( u = E_s + v \)), and \( t \) are antiperiodic tractions on the boundary of the domain \( \Omega_{RVE} \). We solve for the periodic fluctuations \( v \) for all three elementary load cases \( c = \{1, 2, 3\} \) using the Bubnov-Galerkin approach and the standard Finite Element Method (an additional Lagrange multiplier has to be included in the variational problem to disambiguate it with regards to rigid body transformations). The effective tangent moduli \( C^{\text{eff}} \) of the RVE thus obtained by the solution of the differential equations (Eq. (27), (28), (33), (34) and (35)) can be shown [41] to satisfy the averaging theorem by Hill. We finally note that \( C^{\text{eff}} \) and the properties of interest \( \kappa \) vary depending on the underlying, random microstructure \( \mathbf{x} \) and the need for their repeated computation represents the computational bottleneck for the optimization of the process parameters \( \varphi \).