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Abstract

The Quantum Lovász Local Lemma (QLLL) [AKS12] establishes non-constructively that any quantum system constrained by a local Hamiltonian has a zero-energy ground state, if the local Hamiltonian terms overlap only in a certain restricted way. In this paper, we present an efficient quantum algorithm to prepare this ground state for the special case of commuting projector terms. The related classical problem has been open for more than 34 years. Our algorithm follows the breakthrough ideas of Moser’s [Mos09] classical algorithm and lifts his information theoretic argument to the quantum setting. A similar result has been independently published by Arad and Sattath [AS13] recently.

1 Introduction

In 1973 László Lovász proved a remarkable probabilistic lemma nowadays known as Lovász Local Lemma (LLL) [EL75, Spe77]. Informally, it says that whenever events in a set of probability events are only locally dependent (i.e. each event depends on at most a constant number of other events), then with positive probability none of them occurs. This probability might be extremely small, nevertheless the lemma shows that such an event exists. Lovász and Erdős applied this lemma with great success to prove the existence of various rare combinatorial objects, an approach which came to be known as the probabilistic method [AS00]. Their method has one drawback: even though the LLL shows the existence of certain objects, it doesn’t provide any clue of how to construct such objects efficiently – the lemma is non-constructive. Things started to change when in 1991 Beck was the first to give an efficient algorithm to construct such objects, but only under assumptions stronger than the LLL [Bec91]. After a sequence of improvements on Beck’s work, Moser’s breakthrough in 2009 finally gave us a constructive and efficient proof of the LLL under the same assumptions as the original one [Mos09]. First, he proved a widely used variant called the symmetric LLL, and then jointly with Tardos gave a fully general constructive and efficient proof of the LLL [MT10]. The symmetric LLL considers the special case, where the probabilities of all of the dependent events are bounded by the same constant, and can be stated as follows:

**Lemma 1** (Symmetric Lovász Local Lemma). Let $A_1, A_2, \ldots, A_m$ be a set of events such that each event occurs with probability at most $p$. If each event is independent of all others except for at most $d = 1$ of them, and

$$ epd \leq 1, $$

then

$$ \Pr \left[ \overline{A_1} \cap \overline{A_2} \cap \ldots \cap \overline{A_m} \right] > 0. $$

The symmetric LLL is often used in the context of constraint satisfaction problems (CSPs) to prove the existence of an object specified by a list of local constraints. In this case one considers, say, $n$ bit strings $X$ chosen uniformly at random. The events are given by the local constraint functions $A_i = f_i(X)$, where each function $f_i$ is $k$-local in the sense that it depends only on $k$ of the $n$ bits; the event occurs if the constraint
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is satisfied. If these $A_i$ meet the constraints of the symmetric LLL, the LLL implies that an $x$ satisfying all the constraints exists, and Moser’s algorithm can be used to construct such an $x$ efficiently. In this way the LLL also implies that the set of $k$-SAT instances, where each variable occurs in at most $d < 2^k/ek$ clauses, is always satisfiable. (Without this restriction on variable occurrence, deciding satisfiability is of course the archetypical NP-complete problem.)

During the STOC 2009 presentation of his result, Moser presented a beautiful information-theoretic argument, valid under very slightly stronger conditions, which underlies the more complicated but tight result in [Mos12]. It is this argument that the present paper generalizes to the quantum setting.

The non-constructive proof of the LLL has recently been generalized to the quantum case by Ambainis, Kempe, and Sattath [AKS12]. In this setting, events are replaced by orthogonal projectors of rank $r$ in general) onto $k$-local subsystems, and the authors achieve a non-constructive proof of a Quantum Lovász Local Lemma (QLLL) with exactly the same constants as in the classical version.

**Lemma 2** (Symmetric Quantum Lovász Local Lemma [AKS12]). Let $\{\Pi_1, \ldots, \Pi_n\}$ be a set of $k$-local projectors of rank at most $r$. If every qubit appears in at most $d < 2^k/(e \cdot r \cdot k)$ projectors, then the instance is satisfiable.

In this paper, we generalize Moser’s algorithm to the quantum setting in the special case of commuting projectors, yielding an efficient proof of Lemma 2 for this case. While all of our projectors are diagonal in a common basis, the basis vectors will in general be highly entangled quantum states. The (classical) constructive LLL does not immediately apply in the diagonal basis. Indeed, the preparation of such highly entangled ground states is far from trivial and subject to active research in the field of quantum Hamiltonian complexity theory [Osb12, Sch11, AE11, STV+13].

Furthermore, we improve upon Moser’s argument and make it tight up to the assumptions of the non-constructive symmetric (Q)LLL. Of course, this also implies a tight algorithmic result for the classical special case. Our argument relies on a simple universal method to compress a binary classical bit sequence, which yields the tight result. In the process of generalizing the result to the quantum setting, we explicitly bound the run-time and error probabilities using (a tight special case of) the strong converse of the typical subspace theorem [Win99] as an indispensable ingredient, which is a fundamental result of quantum information theory.

More precisely, we prove the following efficient symmetric Quantum Lovász Local Lemma for commuting projectors with the same parameters as the original LLL and QLLL. Our proof is a quantum information-theoretic argument, but by restricting to classical constraints our argument immediately specializes to a tight classical information-theoretic proof.

**Theorem 3** (Efficient symmetric commutative QLLL). Let $\Pi_1, \Pi_2, \ldots, \Pi_m$ be a set of commuting $k$-local projectors of rank at most $r$ acting on a system of $n$ qubits. If each projector intersects with at most $d − 1$ of the others, where $d \leq \frac{2^k}{ek}$, then for any $\varepsilon > 0$ there exists a quantum algorithm with run-time $O(m\log(\frac{1}{\varepsilon}))$ that returns a quantum state $\sigma$ with probability $1 - \varepsilon$, such that $\sigma$ has energy zero, i.e. $\forall i, 1 \leq i \leq m : tr(\Pi_i^\dagger \Pi_i \sigma) = 0$.

It might be interesting to note that for non-commuting projectors our proof still implies that the algorithm terminates within the same run-time bound, but the argument about the energy of the state returned (Lemma 8) is no longer applicable. Lemma 4 (see also Lemma 8) is the crucial and only place in the proof where commutativity of the projectors is used.

In Section 2, we fix the notation and review Moser’s classical algorithm. In Section 2.2 we present the key ideas of our quantum generalization, and give a simple quantum information-theoretic analysis in Section 3 which leads to the main result. (A manifestly unitary variant of the recursive algorithm, complete with technical details, is given in Appendix A.) We conclude in Section 4.

## 2 The Algorithm

In this section we describe our quantum version of Moser’s algorithm. Before we do so, we quickly review Moser’s classical original algorithm. We will start by setting up some notation, where we try to keep the notational differences between the quantum and classical case at a minimum.

The input to the classical (quantum) algorithm consists of a $k$-(Q)SAT instance. Each $k$-(Q)SAT instance is defined on $n$ (qu)bits and consists of $m$ clauses (projectors of rank at most $r$) $\{\Pi_i\}_{1 \leq i \leq m}$. Each clause (projector) is $k$-local, i.e. it acts non-trivially only on a subset of $k$ (qu)bits and as the identity on the $n - k$ remaining qubits. Given an instance $\{\Pi_i\}$, the exclusive neighborhood function $\Gamma(\Pi_i)$ returns an ordered tuple of projectors sharing at least one qubit with $\Pi_i$. Furthermore we define the inclusive neighborhood...
function $\Gamma^+(\Pi_i) = \Gamma(\Pi_i) \cup \Pi_i$. The $j^{th}$ neighbor of $\Pi_i$ is then defined as $\Gamma^+(\Pi_i)_j$. To simplify the notation, we sometimes write $\Gamma^+(i, j)$ instead of $\Gamma^+(\Pi_i)_j$. In the special case of a $k$-QSAT instance where all $\{\Pi_i\}$ are diagonal in the standard basis, it reduces to a classical $k$-SAT instance and projectors reduce to clauses. All logarithms in this paper use base 2.

Algorithm 1 Classical and quantum information-theoretic LLL solver

1. procedure solveLLL($\Pi_1, \Pi_2, \ldots, \Pi_m$)
2. $W \leftarrow n$ uniformly random bits
3. $R \leftarrow kN$ uniformly random bits
4. $t \leftarrow 0$, $L \leftarrow 0$...0
5. for $i \leftarrow 1$ to $m$ do
6. $\text{fix}(\Pi_i)$
7. end for
8. return (SUCCESS, W)
9. end procedure
10. procedure fix($\Pi_i$)
11. measure $\Pi_i$ on $W$
12. append the binary result to the execution log, $L$
13. if $\Pi_i$ was violated then
14. swap subsystem of $\Pi_i$ with block $t$ in $R$
15. apply $U_i$ to rotate the state of the swapped subsystem in $R$
16. $t \leftarrow t + 1$
17. for all $\Pi_j \in \Gamma^+(\Pi_i)$ do
18. $\text{fix}(\Pi_j)$
19. end
20. end if
21. end procedure

2.1 Moser’s classical algorithm

We will now quickly review Moser’s classical algorithm to set the scene for our quantum generalization. In Algorithm 1 we assume a classical $k$-SAT instance as input. The algorithm operates on a register of $n$ bits sampled from a uniformly random source. The main procedure $\text{solveLLL()}$ iterates over the clauses $\Pi_1, \Pi_2, \ldots, \Pi_m$ and calls subroutine $\text{fix}(\Pi_i)$ on each. Procedure $\text{fix}(\Pi_i)$ checks if $\Pi_i$ is satisfied, records the outcome to a logging register $L$ (“the log”) and returns if it is. Otherwise $\text{fix}()$ resamples the bits of the unsatisfied clause from the uniformly random source and recurses on all neighbors in $\Gamma^+(\Pi_i)$ in turn. Throughout the paper fixing a clause or fixing a projector will mean entering such a recursion. Whenever we observe a clause not to be satisfied, we say the measurement of the clause has failed (or succeeded otherwise.) In the quantum case, whenever a projective measurement $\{\Pi_i, (\mathbb{I} - \Pi_i)\}$ has outcome $\Pi_i$ we say it has failed (or succeeded if the outcome is $\{\mathbb{I} - \Pi_i\}$.)

Moser’s key insight was to understand Algorithm 1 as a compression algorithm, that draws entropy from a uniformly random source and compresses it into the log register $L$. He shows that the random initial state of $n$ bits and all entropy drawn from the source during execution of the algorithm can be losslessly compressed into the log and the output state. By showing that each failed measurement yields a tighter bound on the entropy of the system, he argues that the algorithm must terminate with high probability after $O(m)$ measurements, as otherwise the entropy of the system was compressed below the entropy drawn from the source. Furthermore, each time $\text{fix}()$ returns, one more projector is satisfied. Thus, once the algorithm terminates, all projectors are satisfied and the output state must therefore have energy zero.

In Moser’s algorithm the log is introduced merely as a bookkeeping device to facilitate the correctness proof of the algorithm. It is not necessary to produce the log in “real world” implementations; the log is merely a proof device to allow one to argue about the entropy of the system by constructing a reversible compression scheme. Since a quantum algorithm in the standard quantum circuit model is unitary, thus in particular reversible, and the concept of reversible lossless compression is central to Moser’s proof, this proof approach is a natural fit, and an ideal starting point to develop an efficient quantum algorithm for the QLLL based on a quantum information-theoretic argument. Once unitarity is required, the log is no longer an optional, fictitious device. Instead, it becomes a natural and necessary by-product of any unitary (or even reversible) implementation.
2.2 The quantum algorithm

Although we have to modify the analysis somewhat, our quantum algorithm is just a coherent version of the original classical algorithm of Algorithm 1. In this section, we show how a beautifully simple quantum information-theoretic analysis of this coherent algorithm gives the desired result. A fully detailed version of the proof based on a manifestly unitary version of Algorithm 1 (i.e. Algorithm 2) is given in Appendix A.

Unsurprisingly, the quantum algorithm operates on four registers: an \( n \)-qubit work register \( W \), an \( T \)-qubit log register \( L \) consisting of qubits labeled \( j_1, \ldots, j_T \), a \( kN \)-qubit randomness register \( R \), and a log \( N \)-qubit register \( t \) counting the number of failed measurements.\(^1\) Henceforth, \( j_i \) will denote the \( i \)-th qubit of \( L \), and \( R_i \) will denote the \( i \)-th block of \( k \) qubits in \( R \). We will use \( W_i \) to denote the \( k \) qubits in \( W \) on which the \( i \)-th projector acts non-trivially. We use \( \Pi_i \) to denote both the projector on \( W_i \), and the projector \( \Pi_i \otimes 1 \) extended to the whole of \( W \); when not indicated explicitly, it will be clear from context which we mean. We initialise the quantum registers to the state

\[
|\psi_{0}^{x,y}\rangle = |x\rangle_{W} |y\rangle_{R} |0_{1}, \ldots, 0_{T}\rangle_{L} |0\rangle_{t}
\]

where \( x, y \) are uniformly random bit strings of sizes \( n \) and \( kN \), respectively. Algorithm 1 proceeds by coherently measuring projectors on the work register and appending the measurement outcomes to the log register. More precisely, a “coherent measurement” of \( \Pi_i \) is the following unitary operation between the work register and the next unused qubit in the log register:\(^2\):

\[
C_i = \Pi_{W_i} \otimes X_{j_i} + (1 - \Pi_i)_{W_i} \otimes \mathbb{I}_{j_i}.
\]

If \( l - 1 \) measurements have been performed so far, the next coherent measurement writes its outcome to the \( i \)-th qubit in the log register \( L \).

As is well known [NC00, Wil13], when applied to an arbitrary state of the work register \( W \) and a \( |0\rangle_{j_i} \) in the log register \( j_i \), the unitary \( C_i \) prepares a coherent superposition of the two measurement outcomes in the log register \( j_i \), entangled with the corresponding post-measurement state in the work register. The square-amplitudes of the two components are the probabilities of the corresponding measurement outcomes.

If a projector \( \Pi_i \) is violated (outcome “1”), we know that the state of the subsystem \( W_i \) is contained in the subspace \( \Pi_i \). In this case, we proceed by taking the next \( k \) qubits from the randomness register, and swapping them with the \( k \) work-qubits we’ve just measured. The state of the measured qubits must be in the \( r \)-dimensional subspace projected onto by \( \Pi_i \). We can therefore apply a unitary \( U_i \) to rotate the measured qubits (which are now in the randomness register) into a fixed \( r \)-dimensional subspace which is independent of the particular \( \Pi_i \) measured. We identify this subspace with the rank-\( r \) projector \( P_r = \text{diag}(1, \ldots, 1, 0, \ldots, 0) \). The unitary \( U_i \) can be computed classically for each \( i \) by diagonalizing \( \Pi_i \), i.e. \( U_i \Pi_i U_i^{\dagger} = P_r \) with equality if \( rk(P_r) = rk(P_i) = r \). Let us denote this sequence of unitary swap-and-rotate operations as \( R_i \). Note that the measured, swapped, and rotated \( k \) qubits \( |\psi_i\rangle \) have support on subspace \( P_r \) only, since

\[
U_i \Pi_i |\psi_i\rangle_R = U_i \Pi_i U_i^{\dagger} U_i |\psi_i\rangle_R = P_r U_i |\psi_i\rangle_R
\]

The following partial isometry implements this swap-and-rotate procedure (it can be extended to a unitary in the usual way):

\[
R_i = |1\rangle \langle 1|^i \otimes (1^W_i \otimes U_i^{W_i} R_i \otimes U_i^{W_i} \text{SWAP}) + |0\rangle \langle 0|^i \otimes 1^W_i R_i.
\]

We will always apply \( R_i \) immediately after each coherent measurement, so for brevity we refer to the whole isometry \( R_i C_i \) as a “measurement operation”. Whenever we get a violation, we increment the boolean count \( W \).

The recursive algorithm now proceeds analogously to the classical algorithm Algorithm 1. The only differences are that we interpret \( \Pi_i \) as commuting projectors (not necessarily diagonal in the computational basis), and that ‘measure’ in Line 11 is interpreted as a coherent measurement causing the state (and thus the control flow) to split into a superposition depending on the measurement outcomes.\(^3\)

Note that any computational basis state describing a sequence of measurement outcomes uniquely determines the next measurement to perform; i.e. there is a deterministic function \( f : \{0, 1\}^j \mapsto \{\text{fail}, \text{\Pi}_i\} \) from finite sequences \( j_1, \ldots, j_{i-1} \) of previous measurement outcomes to the index \( i \) of the next measurement (i.e.

\(^1\)The algorithm will also have to store some additional data for classical book-keeping, which however we neglect here as it isn’t important in the analysis. Full details are given in Appendix A.

\(^2\)The algorithm necessarily keeps track of the index of the next unused log register qubit, as part of the classical bookkeeping implicit in Algorithm 1.

\(^3\)For an explicit, manifestly unitary description that includes all the classical bookkeeping in the quantum description, see Algorithm 2 in Appendix A.
i_t = f(j_1, \ldots, j_{t-1})$. If there is no further measurement to perform ($\perp$), the measurement sequence terminates (i.e. $f(\ldots, \perp) = \perp$). It is not difficult to see that this function can be computed efficiently classically. By linearity, we can extend this to a unitary operation on arbitrary superpositions of a specific number of measurement outcomes.

Apart from the measurement operations, the rest of the algorithm involves purely classical processing to determine the next measurement, and thus is diagonal in the computational basis. Furthermore, each measurement operation acts on a fresh log qubit. Thus orthogonal states of the log remain orthogonal for the rest of the computation. This allows us to view the execution of the algorithm as a coherent superposition of histories, which may be analyzed independently. Lemma 6 in Appendix A makes this precise, and shows that after $T$ coherent measurements, the state (essentially) has the form

$$\ket{w_{T}^{x,y}} = \sum_{j_1, \ldots, j_T \in \{0,1\}} P_{\Gamma^T}^{j_1, \ldots, j_T} \ket{\varphi_{j_1, \ldots, j_T}}_{W,R} \ket{j_1, \ldots, j_T}_{L} \ket{l_{j_1, \ldots, j_T}}_{t}. \quad (5)$$

Henceforth, we refer to any term in Eq. (5) indexed by $j_1, \ldots, j_T$ as a history. Note the tensor product structure among the registers in each history.

We let the algorithm run for a total of $T = m + Nd$ measurement steps, for some $N$ chosen in advance. If the recursion in Algorithm 1 has reached a maximum of $N$ failed measurements or terminates early, the algorithm (coherently) does nothing for the remaining steps. Finally, after running for this many steps, we measure the log register $L$ in order to collapse the superposition of measurement outcomes to a particular measurement sequence.

## 3 Analysis

To show that our algorithm efficiently finds a state in the kernel of all $\Pi_i$ with high probability, we need to prove two properties captured in Lemma 4 and Lemma 5, that together imply the desired result:

1. If the sequence of measurement outcomes terminates, the corresponding state of the work register is in the kernel of all $\Pi_i$ (Lemma 4).

2. The probability that the measurement sequence terminates goes exponentially to 1 for $N > m/(k - \log(d M))$ (Lemma 5).

**Lemma 4.** Let $\ket{\varphi}_W = \ket{\varphi_{j_1, \ldots, j_l}}_W$ be the state of register $W$ in a history where the algorithm has obtained a failure in the $l$th measurement outcome, thereby starting a recursion. Assuming that the recursion eventually terminates, let $\ket{\varphi_m} = \ket{\varphi_{j_1, \ldots, j_m}}$ be the state of register $W$ when the algorithm has just returned from that recursion after measurement $m \geq l + k$. Then

(i). all satisfied projectors $\Pi_i$ stay satisfied, i.e. if $\Pi_i \ket{\varphi_l} = 0$, then also $\Pi_i \ket{\varphi_m} = 0$.

(ii). the originally unsatisfied projector $\Pi_i$ is now satisfied, i.e. if $\Pi_i \ket{\varphi_l} = \ket{\varphi_l}$, then $\Pi_i \ket{\varphi_m} = 0$.

**Proof.** We prove Lemma 4 by induction on the recursion level $s$. Let $\Pi_i$ be the projector that shall be fixed in the level $s$.

**Base case:** Consider the deepest level of recursion, which necessarily exists since, by assumption, the recursion eventually terminates. After the failed $\Pi_l$ measurement, the algorithm performs the swap-and-rotate operation followed by measurements of all projectors in $\Gamma^+ (\Pi_l)$ on the state $\Pi_l \ket{\varphi_l}$. These must succeed, since the algorithm is already at the deepest level of recursion. Thus the algorithm returns yielding the state $\ket{\varphi_m}$. Since $\Pi_i \in \Gamma^+ (\Pi_l)$ and all $\Pi_l$ commute, (ii) follows. To show (i), note that all previously satisfied $\Pi_i \in \Gamma^+ (\Pi_l)$ clearly stay satisfied, i.e. $\forall \Pi_i \in \Gamma^+ (\Pi_l) : \Pi_i \ket{\varphi_m} = 0$. For all other $\Pi_i \notin \Gamma^+ (\Pi_l)$, notice that $\Pi_i$ commutes with the swap-and-rotate operation as they act on disjoint subsystems, yielding $\forall \Pi_i \notin \Gamma^+ (\Pi_l) : \Pi_i \ket{\varphi_m} = 0$, which proves the base case.

**Inductive step:** As induction hypotheses, assume (i) and (ii) are true for any originally unsatisfied projector $\Pi_{i+1}$ after the algorithm returns from recursion level $s + 1$. At level $s$ of the recursion, after a failed measurement $\Pi_l$ the algorithm performs the swap-and-rotate operation followed by measurements of all projectors in $\Gamma^+ (\Pi_l)$ on the state $\Pi_l \ket{\varphi_l}$. For any failed measurement, the algorithm will recurse to level $s + 1$ and return with (i) and (ii) satisfied by the induction hypothesis. Thus, after returning from the recursion, one additional $\Pi_i \in \Gamma^+ (\Pi_l)$ is satisfied. For any successful measurement, again one additional $\Pi_i$ is satisfied due to commutativity of the $\Pi_l$. Thus, once the iteration over the neighborhood is complete, the algorithm returns the state $\ket{\varphi_m}$ with all $\Pi_i \in \Gamma^+ (\Pi_l)$ satisfied. Since $\Pi_l \in \Gamma^+ (\Pi_l)$, (ii) follows. To see that (i) also
holds, note that all previously satisfied \( \Pi_i \in \Gamma^+(\Pi_l) \) stay satisfied, i.e. \( \forall \Pi_i \in \Gamma^+(\Pi_l) : \Pi_i \ket{\varphi_m} = 0 \). For all other \( \Pi_i \notin \Gamma^+(\Pi_l) \), notice that \( \Pi_i \) commutes with the swap-and-rotate operation as they act on disjoint subsystems, yielding \( \forall \Pi_i \notin \Gamma^+(\Pi_l) : \Pi_i \ket{\varphi_m} = 0 \). This establishes the inductive step, and the lemma follows.

Property (1) follows from Lemma 4 and the fact that the algorithm measures each projector \( \Pi_i \) once at the top level of the recursion. Property (2) is the content of the following lemma.

**Lemma 5.** If we let the algorithm run for \( T = m + Nd \) steps, the probability that the measurement sequence terminated within this number of steps is \( \geq 1 - 2^{-N(k-\log \text{der})+m+\log N} \).

**Proof.** The proof rests on three simple facts: (i) The initial state is maximally-mixed on \( n+kN \) qubits (tensor a pure state on the rest). (ii) The algorithm is unitary. (iii) If a total of \( M \) violations occurred, the information stored in the log register \( L \) can be compressed to \( m + M \log(\text{der}) \) qubits.

Consider a computational basis state \( |\sigma\rangle_L |M\rangle \) of the log and count registers, describing a particular (classical) history \( \sigma \) with a total of \( M \) violations. Since the count register is incremented each time the algorithm measures a violation, \( \sigma \) must contain exactly \( M \) 1s. By encoding \( \sigma \) as the index \( i(\sigma;M) \) of \( \sigma \) in the lexicographically-ordered set of length-\( N \) bit strings that contain exactly \( M \) ones, we could losslessly and deterministically compress \( \sigma \) to \( m + M \log(\text{der}) \) bits [CT06, Ch. 13.2]. (Note that we do not need to actually perform this compression step as part of the algorithm; it is sufficient that it is possible.) By linearity, we can extend this lossless compression to a unitary operation on the log and count registers \( L \) and \( t \):

\[
U_C |\sigma\rangle_L |M\rangle_t = |i(\sigma;M)\rangle_0 \otimes |(T-m-M \log(\text{der}))\rangle_L |M\rangle_t .
\]

(6)

Furthermore, since \( M \) violations occurred, each of the \( M \) subsystems of \( k \) qubits in the register \( R \) only has support on the \( r \)-dimensional subspace \( P_r \) (in the respective subsystem) by Eq. (3). Given this, if we apply \( U_C \) to the state of the log and count registers \( L \) and \( t \), the following projector projects onto measurement histories with \( M = N \):

\[
P_N = U_C^1 P U_C ,
\]

(7)

where

\[
P = I^\otimes n \otimes \bigotimes_{r} P_r \otimes (I^\otimes m+N \log \text{der}) \otimes |0\rangle \langle 0| \otimes |(T-m-N \log \text{der})\rangle_L \otimes |0\rangle \langle 0|_L \otimes |0\rangle \langle 0|_t .
\]

(8)

Meanwhile, from Eq. (1), the initial state of the registers is

\[
\rho_0 = \frac{1}{2^{n+kN}} \sum_{x,y} |\psi^{x,y}\rangle \langle \psi^{x,y}| = \frac{1}{2^n} I^\otimes W \otimes \frac{1}{2^{N}} I^\otimes R \otimes |0\rangle \langle 0|_L \otimes |0\rangle \langle 0|_L \otimes |0\rangle \langle 0|_t .
\]

(9)

Let \( U \) denote the overall unitary describing the algorithm. The probability of measuring \( P_N \) on the final state of the algorithm is then\(^4\)

\[
\text{Tr}[P_N U \rho_0 U^\dagger] = 2^{-n-kN} \text{Tr} \left[ PU_C U (I^\otimes W \otimes |0\rangle \langle 0|_L)_L U^\dagger U_C^\dagger \right] \leq 2^{-n-kN} \text{Tr} P = 2^{-N(k-\log \text{der})+m+\log N} .
\]

(10)

Now, any measurement sequence where fewer than \( N \) measurements failed must have terminated early, since the total number of measurement steps \( T = m + Nd \) is clearly sufficient to return from any recursion with less than \( N \) failed measurements (cf. Algorithm 1). Thus the projector \( \Pi = P_N \) projects onto histories in which the sequence of measurement outcomes terminated, and the lemma follows.

Choosing \( N = O \left( \frac{m+\log(\text{der})}{k-\log(\text{der})} \right) \) in Lemma 5 suffices to produce the desired output state in register \( W \) with success probability \( 1 - \varepsilon \). Together with Lemma 4, this proves Properties (1) and (2), and hence Theorem 3.

---

\(^4\)Note that this inequality is none other than a sharp version of the strong converse of the typical subspace theorem [Win99, Lemma 1.9], for the simple case of the maximally mixed state.
4 Conclusions

We have presented a quantum generalization of Moser’s algorithm and information-theoretic analysis to efficiently construct a zero-energy ground state of certain local Hamiltonians. The existence of such ground states has been established by the non-constructive Quantum Lovász Local Lemma [AKS12]. Our algorithm requires the additional assumption that the Hamiltonian is a sum of commuting projectors. In fact, for this special case, our algorithm is a constructive proof of the Quantum Lovász Local Lemma, as our argument does not depend on the non-constructive result of [AKS12]. After completion of this work, we have learned about a similar result of Arad and Sattath [AS13]. Their proof uses an entropy-counting argument, which is arguably even simpler, but yields only constant probability of success.

The obvious open question is whether Theorem 3 can be generalized to the non-commuting case. The crucial (and only) place in our proof where commutativity is used and where the argument fails is Lemma 4 (see also Lemma 8 in Appendix A). If the quantum algorithm is executed with non-commuting projectors, the present proof still shows that the algorithm terminates, i.e. the final measurement will project with high probability onto a subspace of terminated histories after the stated number of iterations. But we are not able to show that the state returned by the algorithm has low energy. Without commutativity, because measurements disturb quantum states, subsystems already checked at higher levels of the recursion may be messed up when fixing lower levels.

A further open question is whether Moser and Tardos’ combinatorial proof [MT10] of the Lovász Local Lemma for the more general, asymmetric case can be generalized to the quantum setting. It is interesting to note, that the dissipative algorithm of [VWC09] is precisely the quantum analogue of Moser and Tardos’ algorithm for the general, asymmetric Lovász Local Lemma written in the language of CP-maps. Thus, [VWC09] already gives a way to prepare the ground state implied by the non-constructive QLLL [AKS12]. What is missing is an argument supporting a polynomial-time convergence rate of the given CP-map. A first attempt in this direction for the case of commuting projectors has been made by the first and second author in [CS11]. While the specific argument has an unresolved gap in the proof, the general framework based on dissipative CP-maps still appears as a promising approach and might lead to a complete proof in the future.
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A Detailed algorithm and proof

We are now ready to introduce the more detailed quantum Algorithm 2. Algorithm 2 is a manifestly unitary version of Algorithm 1 expanding all quantum registers necessary for bookkeeping, unrolling the recursion into a unitary loop, and uncomputing auxiliary variables whenever necessary for the rigorous argument. Furthermore, we explicitly bound the number of iterations necessary, such that with high probability all relevant histories in superposition have actually returned from the (unrolled) recursion and terminated individually.

As already mentioned, our goal is to construct a unitary version of Moser’s algorithm. Since projective measurements are not unitary and can only be performed at the end of a standard quantum circuit, our approach is to replace them by coherent measurements [Wil13, Ch. 5.4]. A coherent measurement of a binary observable \( \{ \Pi^0_i, \Pi^1_i \} \), with \( \Pi^0_i + \Pi^1_i = \mathbb{1} \), on a subsystem will correlate the state of a target qubit with the two possible measurement outcomes in a unitary way. This coherent measurement operation is performed by the following operator that is easily checked to be unitary:

\[
C_i = \Pi^0_i \otimes \mathbb{1} + \Pi^1_i \otimes X
\]  

(11)

where \( X \) is the Pauli matrix \( \sigma_x \).

Algorithm 2 operates on a quantum system consisting of register \( W, R, L, F, term, S, s, l, t, live \) summarized in Table 1 at the end of the paper. We assume registers \( W, R \) are initialized in the completely mixed state. Register \( W \) is the work register in which our algorithm will prepare a state \( \sigma \) satisfying the symmetric QLLL conditions. Register \( R \) is the source of randomness that is fed into the work register by the algorithm appropriately. Register \( L \) is called the log register holding an array of qubits \( |j_1, \ldots, j_T\rangle \) that store the binary coherent measurement outcomes for a chosen projector \( \Pi_l \) in each iteration of the algorithm. Register \( F \) is an array registering whether a recursion level has terminated. While the information in this register is strictly redundant (relative to \( L \)), we find it necessary to first compute and later uncompute the contents of this register to achieve an efficient unitary implementation of the algorithm that is provably correct up to the symmetric QLLL condition simultaneously. Register \( term \) is an array of qubits used to signal the termination of a measurement history in the coherent superposition of histories. Once the qubit \( term[l] \) is set to \( |1\rangle \) in iteration \( l \) in a particular history, further iterations will just be idle in that history until the overall algorithm terminates. The stack \( S \) is an array of pairs of registers, \( proj \) and \( nbr \). At recursion level \( i \), register \( S[i].proj \) refers to the projector \( \pi_{S[i].proj} \) being fixed in level \( i \), where \( S[i].nbr \) indicates the index (relative \( S[i].nbr \))
of the neighboring projector currently being verified \((0..k-1)\). To simplify the presentation of the algorithm, we treat the top-level of the recursion by pretending that some fiduciary clause had failed that intersected with all clauses. In this way we can deal with the top-level iteration just like with any other level. To this effect we initialize the content of register \( S[0].\text{proj} = 0 \) and define the special projector \( \Pi_0 \) to act non-trivially on all \( n \) qubits intersecting with all projectors \( \{\Pi_1\}_{1 \leq m} \). This defines the top level of the recursion. Register \( s \) is the stack pointer referring to the current recursion level. Register \( l \) is the log pointer, indicating the current iteration of procedure \( \text{iteration()} \) and the target qubit \( L[l] \) for the coherent measurement in that iteration. Register \( t \) is the randomness pointer. It counts the number of failed measurements in a particular measurement history and points to the next available block of \( k \) random qubits starting at \( R[k] \). Finally, register \( \text{live} \) is a parameter to procedure \( \text{iteration()} \) controlling whether operations among the \( W \) subsystem and the rest of the system should be performed (\( \text{live} = 1 \)) or skipped (\( \text{live} = 0 \)). This is used to facilitate uncomputation of redundant information in the above registers.

We will now describe the operation of Algorithm 2 in detail. It consists of two procedures. The main procedure \( \text{QLLL}\_\text{solver}() \) (Line 1), and procedure \( \text{iteration}() \) (Line 19), which is called from \( \text{QLLL}\_\text{solver}() \). \( \text{QLLL}\_\text{solver}() \) starts by executing procedure \( \text{iteration}() \) \( T \) times in the forward and \( T \) times in the reverse direction, as indicated by the dagger symbol in Line 10. In the forward direction procedure \( \text{iteration}() \) (invoked with \( \text{live} = 1 \)) applies a coherent measurements of one of the \( k\)-QSAT projectors to the assignment register \( W \) and stores the coherent measurement outcome at the current position \( l \) in the log register \( L \). Based on the measurement outcome, the stack and other bookkeeping registers are updated coherently as well. During the uncomputation phase we invoke procedure \( \text{iteration}() \) with parameter \( \text{live} \) set to 0 such that all bookkeeping registers are uncomputed, except the log \( L \) itself as the coherent “unmeasurements” are skipped. Indeed, the contents of the large \( F \) and \( \text{term} \) registers has been completely uncomputed, as they can be reconstructed from \( L \) alone. Note, that after the completion of the reverse iterations (before executing Line 12), all registers are back to their initial states, except the \( W \), \( L \), and \( R \) registers. Once all redundancy in the bookkeeping registers has been removed by uncomputation, procedure \( \text{compress}() \) compresses the \( R, L, t \) registers as explained in more detail in the next section. The function will return with the quantum state of register \( t \) recomputed. Finally a projective measurement on the subspace of histories with \( t < N \) failed measurements is performed, in which case the algorithm returns SUCCESS and the subsystem \( W \) of quantum state \((1 - P_N)\sigma (1 - P_N) \) or FAILURE otherwise.

We will now describe the procedure \( \text{iteration}() \). Unless the algorithm has terminated (or the function is not called with \( \text{live} = 1 \)) each iteration of the algorithm performs exactly one coherent measurement (Line 22) and all necessary update actions on the state variables to simulate the recursive procedure of Moser’s algorithm. Since the measurement is coherent, the execution splits into a superposition of two possible measurement outcomes whenever this line of the algorithm is executed, unless all projectors are classical. In the case that the measurement fails (and \( \text{iteration}() \) is called with \( \text{live} = 1 \)) the procedure \( \text{swap} \_\text{and} \_\text{rotate}() \) (Line 26) is invoked, denoted \( R \), below.

We are free to restrict our analysis to one particular history \([j_1, \ldots, j_T] \) since the quantum state is just a superposition of all possible such histories. To see this, we proof the following

**Lemma 6.** For any initial state

\[
|\psi^x,y_{0,T}\rangle = |x\rangle^W |y\rangle^R |0_{1}, \ldots, 0_{T}\rangle^L |0\rangle^t |0\rangle^l |0\rangle^F,S,s,\text{live},\text{term}
\]  
(12)

with randomly chosen bit strings \( x, y \), the quantum state produced by Algorithm 2 after \( T > 0 \) iterations has the following structure:

\[
|\psi^x,y_{T}\rangle = \sum_{t=0}^{T} \sum_{j_1 + \cdots + j_T = t} P^t_R |\varphi_{j_1, \ldots, j_T}\rangle^W,R |j_1, \ldots, j_T\rangle^L |T\rangle^l |0\rangle^t |z_{j_1, \ldots, j_T}\rangle^F,S,s,\text{live},\text{term}
\]  
(13)

\[
= \sum_{j_1, \ldots, j_T \in \{0,1\}} P^t_R |\varphi_{j_1, \ldots, j_T}\rangle^W,R |j_1, \ldots, j_T\rangle^L |T\rangle^l |T_{j_1, \ldots, j_T}\rangle |z_{j_1, \ldots, j_T}\rangle
\]  
(14)

where \( t_{j_1, \ldots, j_T} = \sum_{i=1}^T j_i \), and where \( P^t_R \) acts only non-trivially on the first \( k \) qubits of register \( R \). That is, the state can be written as a (non-uniform) superposition of \( 2^T \) orthogonal states enumerating all \( T \)-bit computational basis states \([j_1, \ldots, j_T] \) in the \( L \) register, each of which is entangled with some quantum state \([\varphi_{j_1, \ldots, j_T}] \) in the \( W \) and \( R \) registers, and computational basis states in the \( t, F, S, s, \text{live}, \text{and term} \) registers. Furthermore, the \( R \)-register components of this state live in a subspace of rank at most \( r(k(P^t_R)^t = r^t \), where \( t = \sum_{i=1}^T j_i \).
Proof. The proof proceeds by induction over $T$. The initial state of the algorithm (i.e. $T = 0$ iterations) is

$$|\psi_0⟩ = |x⟩^W |y⟩^R |0⟩_1, \ldots, 0⟩_T^L |0⟩^t |0⟩^f |F,S,s,\text{live,term}$$  \hfill (15)

We claim that after $1 \leq l \leq T$ iterations the state has the following slightly more general structure:

$$|\psi_l⟩ = \sum_{t=0}^{l} \sum_{j_1 + \ldots + j_t = l} |\varphi_{j_1,\ldots,j_t}⟩^{W,R} |j_1, \ldots, j_t, 0_{t+1}, \ldots, 0⟩_T^L |l⟩ |t⟩ |z_{j_1,\ldots,j_t}⟩^{F,S,s,\text{live,term}}$$  \hfill (16)

Clearly, for $l = T$ the lemma follows. To prove the base case $l = 1$, notice that after the first iteration the state evolves to

$$|\psi_1⟩ = R_0 C_0 |\psi_0⟩ = R_0 C_0 |x,y⟩^{W,R} |0⟩_1, \ldots, 0⟩_T^L |0⟩^t |0⟩^f |F,S,s,\text{live,term}$$  \hfill (17)

$$= R_0 \Pi_0^l |x,y⟩^{W,R} |0⟩_1, 0_2, \ldots, 0_T^L |1⟩^t |0⟩^f |z_0⟩$$  \hfill (18)

$$+ R_0 \Pi_0^l |x,y⟩^{W,R} |1_1, 0_2, \ldots, 0_T^L |1⟩^t |1⟩^f |z_1⟩$$  \hfill (19)

$$= R_0 |φ_0⟩^{W,R} |0⟩_1, 0_2, \ldots, 0_T^L |1⟩^t |0⟩^f |z_0⟩$$  \hfill (20)

$$+ P_r |φ_1⟩^{W,R} |1_1, 0_2, \ldots, 0_T^L |1⟩^t |1⟩^f |z_1⟩$$  \hfill (21)

$$= \frac{1}{l} \sum_{t=0}^{l} \sum_{j_t ∈ \{0,1\}} |φ_{j_t}⟩^{W,R} |j_1, 0_2, \ldots, 0_T^L |1⟩^t |t⟩ |z_j⟩$$  \hfill (22)

where in Eq. (18) we expand the coherent measurement $C_0$ using Eq. (11). We denote classical bookkeeping states in registers $F, S, s, L, \text{live,term}$ collectively as $|z_j⟩$ henceforth. Note that the projectors act on $W$ while $L$ and $X$ act on qubit $l = 0$ in $L$, respectively. We see that the state splits into a superposition of two states, with orthogonal states in qubit $j_1$. In Eq. (19) we label the projected states by $\Pi_0^l |x,y⟩ = |φ_0⟩$, and $\Pi_0^l |x,y⟩ = |φ_1⟩$. In Eq. (20) we apply the $\text{swap and rotate}$ operation $R_0$, which acts at the identity on the first qubit. On the second term, the projected qubits are swapped from the $W$ into the $R$ register and then rotated into the $P_r$ subspace, transforming the state into

$$|φ_1⟩ = U_{0}^{R_0} U_{\text{SWAP}}^{W_0 R_0} |φ'_1⟩ = U_{0}^{R_0} U_{\text{SWAP}}^{W_0 R_0} |x,y⟩ = P_r^{W_0 R_0} |x,y⟩ .$$  \hfill (23)

which follows from Eqs. (3) and (4). Furthermore, this also implies that $|φ_1⟩ = P_r^{R_0} |φ_1⟩$, so we are justified in explicitly extracting the projector $P_r$ in Eq. (20). In Eq. (21) we insert the fiducial projector $P_r^{W_0} = 1$ in order to rewrite the equation into a sum of the desired structure in Eq. (22). Thus, the state $|ψ_1⟩$ has the required structure with $l = 1$, which proves the base case.

In subsequent iterations, we denote the operations of Algorithm 2 by operators $C_{j_1,\ldots,j_t}$ (coherent measurement), and $R_{j_1,\ldots,j_t}$ (swap and rotate), respectively. These are controlled by the content of the $L$ and $l$ registers. All further bookkeeping operations are to be considered to be part of $R_{j_1,\ldots,j_t}$. We need to show that the state has the structure of Eq. (16) for all $l$. This is indeed the case, since

$$|ψ_{l+1}⟩ = R_{j_1,\ldots,j_t} C_{j_1,\ldots,j_t} |ψ_l⟩$$  \hfill (24)

$$= R_{j_1,\ldots,j_t} C_{j_1,\ldots,j_t} \sum_{t=0}^{l} \sum_{j_1 + \ldots + j_t = l} |φ_{j_1,\ldots,j_t}⟩^{W,R} |j_1, \ldots, j_t, 0_{t+1}, \ldots, 0_T^L |l⟩ |t⟩ |z_{j_1,\ldots,j_t})$$  \hfill (25)

$$= R_{j_1,\ldots,j_t} \sum_{t=0}^{l} \sum_{j_1 + \ldots + j_t = l} (\Pi_1^l |φ_{j_1,\ldots,j_t}⟩^{W,R} |j_1, \ldots, j_t, 0, 0_{t+2}, \ldots, 0_T^L |l + 1⟩ |t⟩ |z_{j_1,\ldots,j_t})$$  \hfill (26)

$$+ \Pi_1^l |φ_{j_1,\ldots,j_t}⟩^{W,R} |j_1, \ldots, j_t, 1, 0_{t+1}, \ldots, 0_T^L |l + 1⟩ |t⟩ |z_{j_1,\ldots,j_t})$$

$$= R_{j_1,\ldots,j_t} \sum_{t=0}^{l} \sum_{j_1 + \ldots + j_t = l} (|φ_{j_1,\ldots,j_t,0})^{W,R} |j_1, \ldots, j_t, 0, 0_{t+2}, \ldots, 0_T^L |l + 1⟩ |t⟩ |z_{j_1,\ldots,j_t})$$  \hfill (27)

$$+ |φ_{j_1,\ldots,j_t,1})^{W,R} |j_1, \ldots, j_t, 1, 0_{t+1}, \ldots, 0_T^L |l + 1⟩ |t⟩ |z_{j_1,\ldots,j_t})$$
and enforces that Algorithm we know that after \[ n \times \sum_{j=1}^{T} \frac{1}{2} \left( J_{j} \right) \leq \frac{1}{2} \right) \]. we can still measure all qubits in \[ L \], respectively. We see that the state splits into a superposition of two states orthogonal in the state of this qubit. Register \( i \) is increased by one in both states. In Eq. (27) we label the projected states by \( \Pi_{j_{1}}^{0} \cdot |\varphi_{j_{1} \ldots j_{T}}^{0} \rangle = |\varphi_{j_{1} \ldots j_{T}}^{0} \rangle \) and \( \Pi_{j_{1}}^{2} \cdot |\varphi_{j_{1} \ldots j_{T}}^{2} \rangle = |\varphi_{j_{1} \ldots j_{T}}^{2} \rangle \). In Eq. (28) we apply the swap and rotate operation \( R_{j_{1} \ldots j_{T}} \), which acts at the identity on the first term. On the second term, the projected qubits are swapped from the \( W \) into the \( R \) register and then rotated into the \( P_{r} \) subspace, transforming the state into

\[
|\varphi_{j_{1} \ldots j_{T},\Pi}^{0} \rangle = U_{i}^{P_{r}} \cdot U_{S}^{W_{i}R_{i}} |\varphi_{j_{1} \ldots j_{T}}^{0} \rangle = U_{i}^{P_{r}} \cdot U_{S}^{W_{i}R_{i}} \Pi_{j_{1}}^{0} |\varphi_{j_{1} \ldots j_{T}}^{0} \rangle = P_{r}^{W_{i}R_{i}} U_{i}^{P_{r}} \cdot U_{S}^{W_{i}R_{i}} |\varphi_{j_{1} \ldots j_{T}}^{0} \rangle .
\]

which follows from Eqs. (3) and (4). Furthermore, this also implies that \( |\varphi_{j_{1} \ldots j_{T}}^{0} \rangle = P_{r}^{R_{i}} |\varphi_{j_{1} \ldots j_{T}}^{0} \rangle \), thus we are justified in explicitly extracting the projector \( P_{r} \) in Eq. (20). Finally, in Eq. (29) we rewrite the state by adding the binary index \( j_{t+1} \) in the inner sum. Furthermore, we sum \( t \) up to \( l + 1 \) accommodating the additional measurement. Evidently, the state has now the form claimed for \( |\psi_{l+1} \rangle \). By induction, the state has the required form of Eq. (13) for all \( 1 \leq l \leq T \), yielding the lemma.

\[ \tag{28} \]

A.1 Proof of Theorem 3

Proof. By Lemma 6 we know that after \( T \) iterations of Algorithm 2 the state has the form

\[
|\psi_{T}^{x,y} \rangle = \sum_{t=0}^{T} P_{r}^{\otimes t} \sum_{j_{1} \ldots j_{T} \in \{0,1\}} \left| \varphi_{j_{1} \ldots j_{T}} \rightangle^{W,R} \left| j_{1} \ldots j_{T} \rightangle^{L} \left| T \rightangle^{t} \left| 0 \rightangle^{F,S,s,live,term}.
\]

After uncomputing the redundant registers, this simplifies to

\[
|\psi_{U}^{x,y} \rangle = \sum_{t=0}^{T} P_{r}^{\otimes t} \sum_{j_{1} \ldots j_{T} \in \{0,1\}} \left| \varphi_{j_{1} \ldots j_{T}} \rightangle^{W,R} \left| j_{1} \ldots j_{T} \rightangle^{L} \left| T \rightangle^{t} \left| 0 \rightangle^{F,S,s,live,term}.
\]

One way to view state \( |\psi_{U}^{x,y} \rangle \) is as a superposition of all possible measurement histories \( j_{1} \ldots j_{T} \), which were the result if we had performed projective rather than coherent measurements. By the principle of deferred measurement [NC00], we can still measure all qubits in \( L \) to project onto one of these histories. Consequently, we call each term in the sum of Eq. (31) a history and identify histories by the outcomes \( \left| j_{1} \ldots j_{T} \right\rangle \) in register \( L \).

Let us make a few observations about each history \( \left| j_{1} \ldots j_{T} \right\rangle^{L} \). If \( j_{1} \ldots j_{T} \) contains \( t \) failed measurement outcomes, we know from Lemma 6 that Algorithm 2 has projected the first \( t \) blocks of \( k \) qubits in \( R \) into the subspace \( P_{r}^{\otimes t} \). Line 30 enforces that \( t \leq N \leq (T - m)/d \), i.e. a maximum number \( N \) of failed measurements, which we will choose later on. Thus by terminating execution once the maximum admissible number of \( N \) failed measurements has been reached, we accept that some histories in superposition in \( |\psi_{T}^{x,y} \rangle \) may not have returned from the recursion. On the other hand, for all histories with \( t < N \) it is clear that they must have returned to the top-level of the recursion and terminated at iteration \( T = m + dt \), since to the \( m \) top-level measurements exactly \( d \) more measurements are added for each of the \( t \) failed outcomes. Therefore, within the \( T \) bits of \( L \) at most \( t \) bits are in state \( |1 \rangle \). Thus the Shannon entropy of bit string \( j_{1} \ldots j_{T} \) relative to \( t \) is at most \( \log \left( \sum_{j=1}^{T} \frac{1}{2} \left( J_{j} \right) \right) \leq m + \log \left( \frac{N}{T} \right) \leq m + \log \left( \frac{N}{T} \right) \leq m + t \log(de) \) bits. By encoding \( L \) by the index of \( j_{1} \ldots j_{T} \) in the lexicographically ordered set of bit strings of length \( T \) with \( t \) ones we can achieve compression of \( L \) to the above bound, relative to \( t \) [CT06, Ch. 13.2]. This classical compression is performed reversibly in Line 12 by procedure compress \( (j_{1} \ldots j_{T}, t) \) for each history \( \left| j_{1} \ldots j_{T} \right\rangle \), in superposition.\footnote{Note a minor technicality: at the instant compress \( (L,t) \) is invoked, the \( t \) register has actually been uncomputed (like all other auxiliary variables) and must be recomputed within the function by simply counting the \( t \) \( N \) ones in each \( j_{1} \ldots j_{T} \). It could also have been copied before uncomputation. The recomputed value of \( t \) remains in the register as the function returns the compression \( \left| j_{1} \ldots j_{T} \right\rangle \) relative to \( t \).}
Let us denote the state after the compression as

$$|\psi_{C}^{x,y}\rangle = U_{\text{compress}} |\psi_{U}^{x,y}\rangle = \sum_{t=0}^{T} P_{R}^{\otimes t} \sum_{j_{1},\ldots,j_{T} : j_{t} \in \{0,1\}} |\psi_{j_{1},\ldots,j_{T}}\rangle^{W,R} \left( |L_{j_{1},\ldots,j_{T}}\rangle \otimes (T-m-t \log(\text{der})) \right)^{L} |t\rangle |0\rangle$$

(33)

where $L_{j_{1},\ldots,j_{T}} = \text{compress}(j_{1},\ldots,j_{T},t)$. We formalize our knowledge about $|\psi_{C}^{x,y}\rangle$ by constructing a projector $P_{M}$ onto the subspace with $t \geq M$:

$$P_{M} = \mathbb{1}^{\otimes W} \otimes P_{R}^{\otimes (N-M)k} \otimes (|0\rangle \langle 0|)^{T-m-M \log(\text{der})} \otimes \left( \sum_{\tau = M}^{N} |\tau\rangle \langle \tau| \right) \otimes |0\rangle \langle 0|$$

(34)

We now show that for $M > \Omega \left( \frac{m+\log(N)}{k-\log(\text{der})} \right)$ the probability of successfully projecting the state

$$\rho_{C} = \frac{1}{2n+\text{Nk}} \sum_{x=0}^{2^{n}-1} \sum_{y=0}^{2^{n}-1} V |\psi_{x,y}^{0}\rangle \langle \psi_{x,y}^{0}| V^{\dagger}$$

(35)

i.e. $|\psi_{C}^{x,y}\rangle$ mixed over all $x, y$, onto $P_{M}$ is very low. Clearly, mixing over $x, y$ injects $n + Nk$ bits of initial entropy. Let $V = U_{\text{compress}} U_{1}^{(T)} U_{1}^{T}$, and since $|\psi_{C}^{x,y}\rangle = V |\psi_{0}^{x,y}\rangle$, we have

$$\rho_{C} = \frac{1}{2n+\text{Nk}} \sum_{x=0}^{2^{n}-1} \sum_{y=0}^{2^{n}-1} V |\psi_{x,y}^{0}\rangle \langle \psi_{x,y}^{0}| V^{\dagger}$$

(36)

$$= \frac{1}{2n+\text{Nk}} \sum_{x=0}^{2^{n}-1} \sum_{y=0}^{2^{n}-1} V(|x\rangle \langle x| W |y\rangle \langle y|R |0\rangle \langle 0| L,t,F,S,s,live,term) V^{\dagger}$$

(37)

$$= \frac{1}{2n+\text{Nk}} V(\mathbb{1} \otimes |0\rangle \langle 0|) V^{\dagger}$$

(38)

We now apply the following simple special case of the strong converse of the typical subspace theorem [Win99] to get an upper bound for the overlap of $\rho_{C}$ with $P_{M}$. Note, that the following bound for this special case is slightly stronger than the original bound of [Win99].

**Lemma 7.** Let $Q$ be a projector on any subspace of $(\mathbb{C}^{2})^{\otimes (n+m)}$ of dimension at most $2^{nR}$, where $R < 1$ is fixed and $\frac{1}{2n} \otimes (|0\rangle \langle 0|)^{m}$ a completely mixed state with pure ancillas. Then,

$$\text{Tr} \left( Q \left( \frac{1}{2n} \otimes (|0\rangle \langle 0|)^{\otimes m} \right) \right) \leq \text{Tr} \left( Q \frac{1}{2n} \right) = 2^{-n} \text{Tr}(Q) \leq 2^{-n+nR}$$

(39)

**Proof.** The proof is immediate in Eq. (39). $\square$

Thus we achieve the bound

$$\text{Tr}(P_{M} \rho_{C}) = 2^{-(n+Nk)} \text{Tr}(P_{M} V(\mathbb{1} \otimes |0\rangle \langle 0|) V^{\dagger})$$

(40)

$$\leq 2^{-(n+Nk)} \text{Tr}(P_{M})$$

(41)

$$\leq 2^{m+\log(N)-M(k-\log(\text{der}))}$$

(42)

$$\leq 2^{m+\log(N)-M(k-\log(\text{der}))}$$

(43)

On the other hand when $N = M$ we conclude, that the projector $(\mathbb{1} - P_{N})$ onto histories with $t < N$ has overlap exponentially close to 1 with $\rho_{S}$. In other words, Algorithm 2 returns SUCCESS in Line 14 with

$$\text{Pr}[\text{SUCCESS}, \sigma] \geq 1 - 2^{m+\log(N)-N(k-\log(\text{der}))}$$

(44)

It follows that choosing $N$ such that

$$N \geq \frac{m + \log\left(\frac{1}{2}\right)}{k - \log(\text{der})} + \frac{\log(N)}{k - \log(\text{der})}$$

(45)
suffices to push the error below \( 1 - \varepsilon \). But this bound for \( N \) is not yet explicit. To get an explicit bound we define
\[
c = \left( k - \log(der) \right)^{-1},
\]
and
\[
d = \frac{m + \log(\frac{1}{k - \log(der)})}{k - \log(der)},
\]
and set (Line 4)
\[
N = d + 3c(\log(d) + 1)
\]
or, equivalently but more verbosely,
\[
N = \frac{m + \log(\frac{1}{k - \log(der)})}{k - \log(der)} + \frac{3(\log(\frac{m + \log(\frac{1}{k - \log(der)})}{k - \log(der)}) + 1)}{k - \log(der)}
\]
satisfying Eq. (45) as shown in Lemma 9 in the appendix. Thus we conclude that after \( T = m + Nd \) (Line 5) iterations of Algorithm 2,
\[
Pr[SUCCESS, \sigma] \geq 1 - \varepsilon
\]
as claimed.

In summary, we have shown that either the algorithm achieves a compression of its state below the entropy of the initial state, which is unlikely, or in all histories in superposition the number of failed measurements is upper bounded by \( N \) and thus the histories must have terminated in the state returned by Algorithm 2. Furthermore, the probability of the latter outcome can be pushed exponentially close to 1. All that is left to show is that the state, once projected into the \((I - P_N)\) subspace, satisfies the symmetric QLLL condition. By Lemma 8 shown below we know that each terminated history \( j_1, \ldots, j_T \) is correlated to a state \(|\varphi_{j_1, \ldots, j_T}\rangle\) with energy exactly zero. Thus it follows that the \( W \) subsystem of state \((I - P_N)\rho_C(I - P_N)\) returned by Algorithm 2 is just a mixture of zero energy states and has thus energy zero itself, which completes the proof, i.e., formally let
\[
\rho_P = \frac{(I - P_N)\rho_C(I - P_N)}{1 - \text{Tr}(P_N\rho_C)}
\]
where the denominator is exponentially close to 1 due to Eq. (40). Then, expanding the definition of \( \rho_C \) and recognizing that the projector on \( I - P_N \) just changes the upper bound of the sum over \( t \) (and \( t' \)) from \( T \) to \( N \), we have
\[
\text{Tr}_{W,R}(\rho_P) \propto \text{Tr}_{W,R}((I - P_N)\rho_C(I - P_N)) = \text{Tr}_{W,R}((I - P_N)|\psi^{x,y}_S\rangle\langle \psi^{x,y}_S| (I - P_N)) = \frac{1}{2^{n + Nk}} \sum_{x=0}^{2^n-1} \sum_{y=0}^{2^n-1} \sum_{t=0}^{N} \sum_{j_1+\ldots+j_N=t} \sum_{j_1+\ldots+j_N=t'} \langle \varphi_{j_1, \ldots, j_N} | L'_{j_1, \ldots, j_N} | 0 \rangle \langle 0 | L'_{t} | t' \rangle \langle t' | 0 \rangle
\]
\[
= \frac{1}{2^{n + Nk}} \sum_{x=0}^{2^n-1} \sum_{y=0}^{2^n-1} \sum_{t=0}^{N} \sum_{j_1+\ldots+j_N=t} \langle \varphi_{j_1, \ldots, j_N} | L'_{j_1, \ldots, j_N} | 0 \rangle \langle 0 | L'_{t} | t \rangle \langle t | 0 \rangle \langle 0 | 0 \rangle
\]
\[
\text{Tr}_{W,R}((L'_{j_1, \ldots, j_N} | L'_{t} | t \rangle \langle t | 0 \rangle \langle 0 | 0 \rangle)
\]
\[
= \frac{1}{2^{n + Nk}} \sum_{x=0}^{2^n-1} \sum_{y=0}^{2^n-1} \sum_{t=0}^{N} \sum_{j_1+\ldots+j_N=t} \langle \varphi_{j_1, \ldots, j_N} | L'_{j_1, \ldots, j_N} | 0 \rangle \langle 0 | L'_{t} | t \rangle \langle t | 0 \rangle \langle 0 | 0 \rangle
\]
\[
= \frac{1}{2^{n + Nk}} \sum_{x=0}^{2^n-1} \sum_{y=0}^{2^n-1} \sum_{t=0}^{N} \sum_{j_1+\ldots+j_N=t} \langle \varphi_{j_1, \ldots, j_N} | L'_{j_1, \ldots, j_N} | 0 \rangle \langle 0 | L'_{t} | t \rangle \langle t | 0 \rangle \langle 0 | 0 \rangle
\]
where in Eq. (53) we distribute the partial trace over the tensor factors. Since orthogonal states evaluate to zero in each factor, only terms of factors with matching indices survive in the sum, in which case these factors happen to be projectors of trace 1. Thus Eq. (54) follows, which is clearly a mixture of states \(|\varphi_{j_1, \ldots, j_N}\rangle\) as claimed. Since every \(|\varphi_{j_1, \ldots, j_N}\rangle\) is a state associated to a terminated history, we know the recursion of Algorithm 2 has returned to the top level, in which all \( m \) initial projectors \( \Pi_i \) have been measured. Thus by Lemma 8 we conclude that \( \Pi_i^l |\varphi_{j_1, \ldots, j_N}\rangle = 0 \) for all histories \( j_1, \ldots, j_N \).

Note that the following lemma is the crucial (and only) place in the proof where commutativity of the projectors \( \{\Pi_i\} \) is assumed.

**Lemma 8.** According to Lemma 6, consider a history \(|j_1, \ldots, j_l\rangle\) in the superposition after \( l \) coherent measurements
\[
|\psi_l\rangle = |\varphi_{j_1, \ldots, j_l}\rangle W,R |j_1, \ldots, j_l, 0_{l+1}, \ldots, 0_T\rangle L, |l\rangle |j_{l+1}, \ldots, j_i| F,S,s,\text{live,term}
\]
where the last measurement has failed, i.e. \( j_i = 1 \). In this state Algorithm 2 has started a new recursion level and will coherently measure all projectors \( \Pi_k \subseteq \Gamma^+ (\Pi_{j_1, \ldots, j_i}) \) in subsequent iterations. For some iteration \( m \geq l + k \), let
\[
|\psi_m\rangle = |\varphi_{j_1, \ldots, j_m} \rangle W, R |j_1, \ldots, j_m, 0_{m+1}, \ldots, 0_T \rangle^L |m\rangle |j_1, \ldots, j_m\rangle |\varphi_{j_1, \ldots, j_m}\rangle^F, S, s, live, term
\]
be an extension of history \( |\psi_t\rangle \) (i.e. with matching \( j_1, \ldots, j_i \)) where Algorithm 2 has just returned from that recursion. Then

1. all satisfied projectors \( \Pi^1_l \) stay satisfied, i.e. if \( \Pi^1_l |\varphi_{j_1, \ldots, j_l}\rangle = 0 \), then also \( \Pi^1_l |\varphi_{j_1, \ldots, j_m}\rangle = 0 \).
2. the originally unsatisfied projector is now satisfied, i.e. \( \Pi^1_{j_1, \ldots, j_l} |\varphi_{j_1, \ldots, j_m}\rangle = 0 \).

**Proof.** We first prove Item (1) by induction on the stack level \( s \) of Algorithm 2, starting from the deepest level, which must exist because the algorithm returns by assumption.\(^6\) The recursive call can only return if all \( \Pi^1_l \in \Gamma^+ (\Pi(s)) \) are satisfied, i.e. \( \Pi^1_l |\varphi_{j_1, \ldots, j_l}\rangle = 0 \). For all \( \Pi^1_l \not\subseteq \Gamma^+ (\Pi(s)) \) with \( \Pi^1_l |\varphi_{j_1, \ldots, j_l}\rangle = 0 \), we have
\[
\Pi^1_q |\varphi_{j_1, \ldots, j_m}\rangle |\xi\rangle = \Pi^1_q \prod_{i \in \Gamma^+} \Pi^0_R |j_1, \ldots, j_l, j_{l+1}, \ldots, j_m\rangle |\varphi_{j_1, \ldots, j_l}\rangle |\xi\rangle
\]
\[
= \prod_{i \in \Gamma^+} \Pi^0_R |j_1, \ldots, j_l, j_{l+1}, \ldots, j_m\rangle |\varphi_{j_1, \ldots, j_l}\rangle |\xi\rangle = 0
\]
where we expand \( |\varphi_{j_1, \ldots, j_m}\rangle \) by the action of Algorithm 2 in the first equality, where \( |\xi\rangle \) represents the state of subsystems other than \( W, R \). In the second equality we commute \( \Pi^0_R \) through, which is possible, because \( \Pi^0_R \) and all \( \Pi^1 \) commute by assumption, and \( \Pi^0_R \) and \( R |j_1, \ldots, j_l, j_{l+1}, \ldots, j_m\rangle \) commute because they act on different subsystems. Finally, the last equation follows since \( \Pi^1_q |\varphi_{j_1, \ldots, j_l}\rangle = 0 \) is the precondition under which we need to prove Item (1) of Lemma 8. This proves the base case of the induction. The inductive step follows from exactly the same arguments, thus Item (1) follows. To show Item (2) of Lemma 8, it suffices to note that \( \Pi^1_{j_1, \ldots, j_l} \not\subseteq \Gamma^+ (\Pi_{j_1, \ldots, j_l}) \), thus \( \Pi^1_{j_1, \ldots, j_l} |\varphi_{j_1, \ldots, j_l}\rangle = 0 \) is true since the algorithm just returned from a recursive call on a failed measurement of \( \Pi_{j_1, \ldots, j_l} \) by assumption: i.e. in the iterations < \( m \) just before the algorithm has returned, all \( \Pi^1_{j_1, \ldots, j_l} \subseteq \Gamma^+ (\Pi_{j_1, \ldots, j_l}) \) had been measured to be satisfied (or fixed and then satisfied by Item (1)). Since all \( \Pi^1_q \) commute, this implies \( \Pi^1_{j_1, \ldots, j_l} |\varphi_{j_1, \ldots, j_l}\rangle = 0 \).

### A.2 Upper bound on \( N \)

In this section we compute an upper bound for \( N \) defined implicitly by
\[
N = \frac{\log (N)}{k} - \frac{\log (der)}{k} + \frac{m + \log(\frac{2}{\varepsilon})}{k} - \frac{\log (der)}{k}
\]
(59)

**Lemma 9.** Define \( a = (k - \log (der))^{-1}, b = \frac{m + \log(\frac{2}{\varepsilon})}{k} - \log (der), \) and \( N = t + a \log(t), \) then
\[
N \leq b + a \log(a + 1) + b + a \log(a + 1) + \log(b + a \log(a + 1)) \leq b + 3a \log(b + 1)
\]
(60)

**Proof.** We start with Eq. (59) as the implicit definition of \( N \) to derive the upper bound. Expanding the substitutions reduces Eq. (59) to
\[
t + a \log(t) = a \log(t + a \log(t)) + b
\]
(61)

Then we bound \( \log(t) \leq t \) coarsely on the r.h.s., which yields
\[
t + a \log(t) \leq a \log(t(a + 1)) + b
\]
(62)

\[
t + a \log(t) \leq a \log(a + 1) + a \log(t) + b
\]
(63)

\[
t \leq a \log(a + 1) + b
\]
(64)

Thus
\[
N \leq b + a \log(a + 1) + \log(b + a \log(a + 1))
\]
(65)

which can be evaluated explicitly. Relaxing the bound further yields
\[
N \leq b + 3a \log(b + 1)
\]
(66)

\(^6\) In the main algorithm we apply this lemma only to histories in the subspace \((1 - P_N)\), where we have already shown that all histories terminate.
As asymptotic bounds we also have $N \leq \frac{m + \log(\frac{1}{\varepsilon})}{k - \log(d/e)} + O(\log(m + \log(\frac{1}{\varepsilon})))$ or $N \leq O(m + \log(\frac{1}{\varepsilon}))$.

**Algorithm 2 Quantum information-theoretic QLLL solver**

1. procedure QLLL solver
2. 
3. \[ a := \frac{1}{\log(k - de)} \]
4. 
5. \[ b := \frac{(m + \log(1/\varepsilon))}{\log(k - de)} \]
6. 
7. \[ N := b + 3a(\log(b) + 1) \]
8. 
9. \[ T := m + Nd \]
10. 
11. for \( l := 0 \) to \( T - 1 \) do
12.   
13.     iteration\((\text{live} = 1)\)
14. 
15. end for
16. 
17. for \( l := T - 1 \) to \( 0 \) do
18.   
19.     iteration\((\text{live} = 0)\)
20. 
21. end for
22. 
23. compress\((L, t)\)
24. 
25. if measure\((\{P_N, I - P_N\}) = (I - P_N)\) then
26.   return SUCCESS, \(W\)
27. 
28. else
29.   return FAILURE
30. 
31. end if
32. 
33. procedure iteration (live)
34. 
35. if not term\([l]\) then
36. 
37.   if live then
38.     \[ L[l] \leftarrow \text{measure\(\	ext{coherently}(\Gamma^+(S[s].\text{proj}, S[s].\text{nbr}))\)} \]
39.   
40.   end if
41. 
42. else
43.   if \( L[l] \) then
44.     if live then
45.       swap\(\text{and rotate}(\Gamma^+(S[s].\text{proj}, S[s].\text{nbr}), R[tk])\)
46.     
47.     end if
48. 
49.   else
50.     if \( s = 0 \) then
51.       \[ S[s].\text{nbr} \leftarrow S[s].\text{nbr} + 1 \text{ mod } m \]
52. 
53.     end if
54. 
55.     else
56.       \[ S[s].\text{nbr} \leftarrow S[s].\text{nbr} + 1 \text{ mod } k \]
57. 
58.     end if
59. 
60.     if \( S[s].\text{nbr} = 0 \) then
61.       \[ F[l] \leftarrow F[l] + 1 \]
62. 
63.     end if
64. 
65.     if \( F[l] \) then
66.       \[ s \leftarrow s - 1 \]
67. 
68.     end if
69. 
70.     if \( F[l] \) then
71.       \[ s \leftarrow s - 1 \]
72. 
73.     end if
74. 
75.     \[ S[s + 1].\text{proj} \leftarrow S[s + 1].\text{proj} - \Gamma^+(S[s].\text{proj}, S[s].\text{nbr}) \]
76. 
77. else
78. 
79.     \[ term[l + 1] \leftarrow term[l + 1] + 1 \]
80. 
81. end if
82. 
83. end procedure
| subsystem | description          | size (qubits) | initial value | comment                                     |
|-----------|---------------------|---------------|---------------|---------------------------------------------|
| **W**     | work register       | $n$           | 1/2$^n$       | random initial assignment                   |
| **R**     | randomness register | $Nk$          | 1/2$^{Nk}$    | source of entropy                           |
| **L**     | recursion log register | $m + N \delta$ | 0...0        | indicates a failed measurements and thus the start of recursion |
| **F**     | return flag register | $m + N \delta$ | 0...0        | indicates return from recursion             |
| **term**  | termination register | $m + N \delta$ | 0...0        | indicates no further operations need to be performed |
| **S**     | stack register      | $2 \log(N) \log(m)$ | 0...0 | log$(N)$ pairs of registers labeled $(S[i].proj,S[i].nbr)$ used to indicate the projector we’re fixing and the current neighbor we’re checking |
| **s**     | stack pointer       | $\log(N)$    | 0             | indicates the recursion level.              |
| **l**     | log pointer         | $\log(N)$    | 0             | indicates the next empty record.            |
| **t**     | randomness pointer  | $\log(N)$    | 0             | indicates the next available block of $k$ random bits, also the number of failed coherent measurements. |
| **live**  | modify $W, R$?      | 1             | 0             | indicates if changes to $W, R$ are executed (1) or skipped (0). |

Table 1: The quantum registers and the initial state of Algorithm 2