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Abstract. With the rapid growth of data, how to extract effective information from data is one of the most fundamental problems. In this paper, based on Tikhonov regularization, we propose an effective method for reconstructing the function and its derivative from scattered data with random noise. Since the noise level is not assumed small, we will use the amount of data for reducing the random error, and use a relatively small number of knots for interpolation. An indicator function for our algorithm is constructed. It indicates where the numerical results are good or may not be good. The corresponding error estimates are obtained. We show how to choose the number of interpolation knots in the reconstruction process for balancing the random errors and interpolation errors. Numerical examples show the effectiveness and rapidity of our method. It should be remarked that the algorithm in this paper can be used for on-line data.

1. Introduction

Suppose that \( f(x) \) is a function defined on \([0,1]\). We consider the following problem: for a positive integer \( N \), given observation points \( \{x_i\}_{i=1}^N \subseteq [0,1] \) and corresponding noisy samples \( y_i \) of function values \( f(x_i) \) which satisfy

\[
y_i = f(x_i) + \eta_i, \quad 1 \leq i \leq N,
\]

where the observation noise \( \eta_i \), \( 1 \leq i \leq N \) are uncorrelated random variables with mean zero and variance \( \sigma^2 \), that is,

\[
E[\eta_i] = 0, \quad E[\eta_i \eta_j] = \sigma^2 \delta_{ij}, \quad 1 \leq i,j \leq N,
\]

in which the \( E[\cdot] \) stands for expectation and \( \delta_{ij} \) stands for Kronecker symbol. We are willing to construct a function \( f_N(x) \) such that the derivative of \( f_N(x) \) approximates the derivative of \( f(x) \). Such a problem is called numerical differentiation, which is widely applied in various problems \[6,8,9\]. Numerical differentiation is a classical ill-posed problem in the sense of unstable dependence of solutions on small perturbations of data. Therefore, regularization methods should be taken into consideration. There have been plenty of regularization methods for treating such ill-posed problems in one dimension or higher dimensions, see \[9,19,3,12,11,10\] and references therein. However, those traditional approaches are based on accurate information of the noise bound \( \delta \) or a good prediction of it, therefore not suitable for randomly distributed noise, as the noise bound cannot be effectively controlled. In the field of statistics, \[17,5,15,16\] considered similar data smoothing problems with independent or uncorrelated random noise. In these works, the data is assumed to be quasi-uniform, when the sample size tends to infinity, the construction results converges to sought solutions. However, the memory usage also increases.
when sample size gets large [2], and becomes a burden when dealing with very large amount of data.

Compared with classical numerical differentiation, there are two main difficulties in our problem. First, the sample size could be very large, and due to inevitable measurement errors in the observations, there are inevitable randomly distributed noise whose variance cannot be very small. How to take advantage from the large amount of data to reduce random noise and improve the accuracy is one of the most fundamental problems. In addition, an appropriate regularization parameter selection rule should be carefully discussed, which should not rely on the noise bound. Second, the position of observation points may not be quasi-uniform, or even randomly designed, how to determine reliable regions and provide asymptotic convergence property should be taken into consideration as well.

In order to solve these barriers and difficulties, we propose a statistical Tikhonov regularization algorithm, which makes good use of big data at a relatively low computational cost. Inspired by penalized splines in statistics [14, 7, 18, 4], we fix a set of equidistant interpolation knots, and search the regularized solution in a projected space. At the same time, we prove that only a small number of interpolation knots are necessary to achieve good reconstruction accuracy, thus the computational cost, especially memory usage, is effectively reduced. We also propose a prior choice rule for regularization parameter, which gives optimal convergence rates.

To better deal with data that are unevenly spaced, we introduce the histogram of observation points as an indicator function to show reliable regions in which the results are supposed to be accurate. In this way, it is unnecessary to impose additional a prior conditions. On the other hand, if observation points are randomly designed, we are able to provide asymptotic convergence rates in probability as well.

The rest of this paper is organized as follows. In Section 2, we formulate the problem and propose an on-line reconstruction algorithm, the a prior choice rule for regularization parameter is discussed. In Section 3, we give error analysis in confidence interval and convergence rates in probability. In Section 4, we provide several numerical examples. The conclusions are contained in Section 5.

2. Formulation of the problem

2.1. Tikhonov functional and regularized solution. In this part, we construct the regularized solution and propose the reconstruction algorithm. First, we define a finite dimensional linear space $V_M$ in which the regularized solution is established.

Definition 2.1 (Definition of $V_M$). Let $M$ be a positive integer and mesh size $d = M^{-1}$. Define equidistant knots $\{p_j\}_{j \in \mathbb{Z}}$ by

$$p_j = jd, \quad j \in \mathbb{Z},$$

$V_M$ is the vector space of all cubic spline functions with knots $\{p_j\}_{j=0}^M$.

Remark 2.2. Suppose that $f(x) \in W^{2,2}(0,1)$, the cubic spline functions can provide good approximations for $f(x)$ and its derivative.

Here, $M$ represents the dimension of the regularized solution space, which significantly affects both the computational cost and the approximation accuracy, thus should be chosen appropriately. We will discuss the choice of $M$ in following Remark 3.22.
For $N \geq 2$, denote the noisy sample $y_N = (y_1, y_2, \cdots, y_N)^T$ and define the following Tikhonov functional

$$J(g; \alpha_N, y_N) = \frac{1}{N} \sum_{i=1}^{N} (g(x_i) - y_i)^2 + \alpha_N \|g''\|_{L^2(0,1)}^2,$$

in which $g(x) \in W^{2,2}(0,1)$, and $\alpha_N > 0$ is a regularization parameter. Consider the minimization problem

$$f_N = \arg \min_{g \in V_M} J(g; \alpha_N, y_N),$$

we use $f_N$ as the approximated solution of numerical differentiation problem.

The cubic B-splines \[13\] can be utilized to construct a basis of linear subspace $V_M$, see Appendix A for its $(M+3)$ basis $\{\psi_j\}_{j=-1}^{M+1}$. As a notation, for a column vector $\lambda_N = (\lambda_{-1}, \lambda_0, \lambda_1, \cdots, \lambda_{M+1})^T \in \mathbb{R}^{M+3}$, we define a linear isomorphism from $\mathbb{R}^{M+3}$ to $V_M$ by

$$\Phi : \mathbb{R}^{M+3} \rightarrow V_M, \quad \lambda \mapsto \Phi[\lambda] = \sum_{j=-1}^{M+1} \lambda_j \psi_j.$$  

We also introduce the following proposition.

**Proposition 2.3.** For arbitrary $\lambda \in \mathbb{R}^{M+3}$, the value of function $\Phi[\lambda]$ at $x \in [0,1]$ can be expressed as

$$\Phi[\lambda](x) = H_x \lambda,$$

in which $(M+3)$-dimensional row vector $H_x = (\psi_{-1}(x), \psi_0(x), \cdots, \psi_M(x), \psi_{M+1}(x))$. The $L^2$ norm of the second order derivative of $\Phi[\lambda]$ can be expressed as

$$\|\Phi[\lambda]''(x)\|_{L^2(0,1)}^2 = \lambda^T P \lambda,$$

in which $P \in \mathbb{R}^{(M+3) \times (M+3)}$ is defined by

$$P = (p_{ij})_{i,j=-1}^{M+1}, \quad p_{ij} = \int_0^1 \psi_i''(x) \psi_j''(x) \, dx.$$

**Remark 2.4.** Since

$$\text{supp } \psi_j = [p_{j-2}, p_{j+2}], \quad j = -1,0, \cdots, M+1,$$

the matrix $P$ is a band matrix with a bandwidth of 3. On the other hand, the row vector $H_x$ has at most 4 nonzero elements, and their positions are continuous. Thus, $H_x^T H_x$ is also a band matrix with a maximum bandwidth of 3.

Next, we illustrate how to minimize the Tikhonov functional (2.2) in the subspace $V_M$. Define a matrix $H_N \in \mathbb{R}^{N \times (M+3)}$ by

$$H_N = \begin{pmatrix}
H_{x_1} \\
\vdots \\
H_{x_N}
\end{pmatrix}.$$
then, for arbitrary \( \lambda \in \mathbb{R}^{(M+3)} \), the Tikhonov functional (2.2) can be rewritten in a matrix form,

\[
J(\Phi[\lambda]; \alpha_N, y_N) = \frac{1}{N} (H_N \lambda - y_N)^\top (H_N \lambda - y_N) + \alpha_N \lambda^\top P \lambda.
\]

**Theorem 2.5.** Suppose \( N \geq 2 \), and the observation points \( \{x_i\}_{i=1}^N \) are not identical. Then, the Tikhonov minimization problem (2.3) has a unique minimizer

\[
f_N = \Phi[\lambda_N].
\]

The coefficients \( \lambda_N \in \mathbb{R}^{(M+3)} \) can be solved from the linear system

\[
(\alpha_N P + \frac{1}{N} H_N^\top H_N) \lambda_N = \frac{1}{N} H_N^\top y_N.
\]

**Proof.** Since (2.6) is a quadratic form with respect to \( \lambda \), it can be written as

\[
J(\Phi[\lambda]; \alpha_N, y_N) = \frac{1}{2} (\lambda - \lambda_N)^\top A (\lambda - \lambda_N) + c,
\]

where

\[
A = \frac{\partial^2}{\partial \lambda^2} J(\Phi[\lambda]; \alpha_N, y_N) = \frac{2}{N} H_N^\top H_N + 2\alpha_N P,
\]

and \( c \in \mathbb{R} \) is independent of \( \lambda \). Since \( P \) and \( H_N^\top H_N \) are both positive semidefinite and \( \{x_i\}_{i=1}^N \) are not all identical, it is easy to conclude \( A \) is positive definite. Since the derivative \( \frac{\partial}{\partial \lambda} J(\Phi[\lambda]; \alpha_N, y_N) \) takes \( 0 \) only at \( \lambda = \lambda_N \), it follows that

\[
(\alpha_N P + \frac{1}{N} H_N^\top H_N) \lambda_N = \frac{1}{N} H_N^\top y_N.
\]

\[\square\]

2.2. Algorithm.

**Algorithm 1** The Online Tikhonov regularization for scattered data with random noise

**Require:** The number of knots \( M \), mesh size \( d = 1/M \), the number of sample \( N \), the observation data \( \{(x_i, y_i)\}_{i=1}^N \) and the variance \( \sigma^2 \); 

**Ensure:** The approximate solution \( f_N(x) \in V_M \).

1. Initialize \( A_0 = 0 \in \mathbb{R}^{(M+1)\times(M+1)} \);
2. Initialize \( b_0 = 0 \in \mathbb{R}^{(M+1)} \);
3. Generate the matrix \( P \in \mathbb{R}^{(M+1)\times(M+1)} \), where

\[
P = (p_{ij})_{i,j=-1}^{M+1}, \quad p_{ij} = \int_0^1 \psi''_i(x) \psi''_j(x) \, dx;
\]

4. for \( i \leftarrow 1, 2, \ldots, N \) do
5. Generate row vector \( H_{x_i} = (\psi_{-1}(x_i), \psi_0(x_i), \ldots, \psi_M(x_i), \psi_{M+1}(x_i)) \);
6. Update \( A_i \) by \( A_i \leftarrow \frac{i-1}{i} A_{i-1} + \frac{1}{i} H_{x_i}^\top H_{x_i} \);
7. Update \( b_i \) by \( b_i \leftarrow \frac{i-1}{i} b_{i-1} + \frac{1}{i} H_{x_i}^\top y_i \);
8. end for
9. Choose \( \alpha_N = M\sigma^2/N + d^4 \), and solve linear system

\[
(\alpha_N P + A_N) \lambda_N = b_N
\]

for \( \lambda_N \in \mathbb{R}^{(M+1)} \);
10. Give function reconstruction result \( f_N(x) \) by \( f_N = \Phi[\lambda_N] \).
Remark 2.6. Since the row vector $H_x$ has at most 4 nonzero elements and the matrix $\alpha_N P + A_N$ has a bandwidth of 3, thus the computational complexity at Line 5, 6 and 7 are $O(1)$, and the computational complexity at Line 10 is $O(M)$. In addition, the total data storage of this algorithm is $O(M)$.

The algorithm supports an on-line update if $N$ increases. When new data are considered, one may continue to run the algorithm from Line 5 to Line 10 without reprocessing old data. When $N$ becomes so large that $M\sigma^2/N < d^4$, one needs to increase $M$ and restart the algorithm to further improve accuracy.

Remark 2.7. The a priori parameter choice strategy of

$$\alpha_N = \frac{M\sigma^2}{N} + d^4$$

at Line 9 is a balance between stability and accuracy. Corresponding theoretical analysis are discussed in the next section.

3. Theoretical analysis

3.1. The indicator function and preliminary lemmas. Since the observation points may not be quasi-uniform, the distribution of these points especially affects the approximation accuracy. For example, the approximated solution at places with fewer observation points is likely to be less accurate. Therefore, the histogram of observation points will be introduced to indicate their distribution and show reliable intervals of reconstruction.

Definition 3.1. Divide $[0, 1]$ into $M$ subintervals $I_j$, $1 \leq j \leq M$, that is,

$$I_1 = [0, d],$$

$$I_j = (jd - d, jd].$$

For $j = 1, 2, \cdots, M$, denoting by $N_j$ the number of observation points which belong to $I_j$, indicator function $\rho_N(x)$ is defined as

$$\rho_N(x) = \begin{cases} 
\rho_{N,j} = N_j/Nd, & \text{if } x \in I_j, \\
0, & \text{if } x \notin [0, 1].
\end{cases}$$

From the definition,

$$I_1 \cup I_2 \cup \cdots \cup I_M = [0, 1]$$

and $I_j, 1 \leq j \leq M$ do not intersect with each other. It is obvious that,

$$N_1 + N_2 + \cdots N_M = N$$

and

$$\int_0^1 \rho_N(x) \, dx = 1.$$

Utilizing the indicator function, the following preliminary lemmas are necessarily be provided, which will be the foundation of formal theoretical analysis. The key result is Lemma 3.6, which bounds the $L^2$ norm of a function by its mean squared value at observation points and its second order derivative.

Lemma 3.2. For arbitrary $u(x) \in C^1[a, b]$ and $x_0 \in [a, b]$, the $L^2$ norm of $u$ and the squared value of $u$ at $x_0$ can be estimated as

$$\|u\|^2_{L^2(a,b)} \leq 2 \left( (b-a)u'(x_0) + (b-a)^2\|u''\|^2_{L^2(a,b)} \right),$$

$$(b-a)u^2(x_0) \leq 2\|u\|^2_{L^2(a,b)} + 2(b-a)^2\|u''\|^2_{L^2(a,b)}.$$
Proof. For arbitrary \(x \in [a, b]\), we have
\[
u(x) = u(x_0) + \int_{x_0}^{x} u'(s) \, ds.
\]
Taking squares on both sides gives that
\[
u^2(x) \leq 2u^2(x_0) + 2(b - a) \int_{a}^{b} |u'(s)|^2 \, ds.
\]
Then we integrate over \([a, b]\) with respect to \(x\),
\[
\int_{a}^{b} u^2(x) \, dx \leq 2(b - a)u^2(x_0) + 2(b - a)^2 \int_{a}^{b} |u'(s)|^2 \, ds.
\]
Exchanging \(x\) and \(x_0\) in (3.3) then integrating over \([a, b]\) with respect to \(x\), it follows
that,
\[
(b - a)u^2(x_0) \leq 2 \int_{a}^{b} u^2(x) \, dx + 2(b - a)^2 \int_{a}^{b} |u'(x)|^2 \, dx.
\]
□

When applying the above estimate to specific subinterval, the following lemma is valid.

Lemma 3.3. For nonnegative integers \(p, q\) with \(0 \leq p < q \leq M\), let subinterval \(I' := (pd, qd)\). Suppose the indicator function on \(I'\) can be bounded below by
\[
\inf_{x \in I'} \rho_N(x) \geq \gamma_N > 0.
\]
Then, for arbitrary \(u(x) \in C^1[0, 1]\), its \(L^2\) norm can be estimated as
\[
\|u\|_{L^2(I')}^2 \leq 2 \left( \frac{1}{N\gamma_N} \sum_{i=1}^{N} u^2(x_i) + d^2\|u'\|_{L^2(I')}^2 \right).
\]

Proof. Note that \(I' = (pd, qd)\) is the interior of \(I_{p+1} \cup \cdots \cup I_q\). For arbitrary \(x \in I_j\) with \(p + 1 \leq j \leq q\), the application of Lemma 3.2 yields
\[
\|u\|_{L^2(I_j)}^2 \leq 2 \left( du^2(x) + d^2\|u'\|_{L^2(I_j)}^2 \right).
\]
Substitute \(x = x_i\) and add up all observation points that belong to \(I_j\), it follows that,
\[
\|u\|_{L^2(I_j)}^2 \leq 2 \left( N_j^{-1}d \sum_{i=1}^{N_j} \mathbb{1}_{x_i \in I_j} \cdot u^2(x_i) + d^2\|u'\|_{L^2(I_j)}^2 \right),
\]
where \(\mathbb{1}\) is characteristic function. Referring to the definition of indicator function \(\rho_N(x)\) in (3.2), if it can be bounded below by \(\gamma_N\), then \(N_j(Nd)^{-1} \geq \gamma_N\). Hence,
\[
N_j^{-1}d \leq \frac{1}{N\gamma_N}, \quad p + 1 \leq j \leq q.
\]
Putting the above estimate into (3.4), it follows that,
\[
\|u\|_{L^2(I_j)}^2 \leq 2 \left( \frac{1}{N\gamma_N} \sum_{i=1}^{N} \mathbb{1}_{x_i \in I_j} \cdot u^2(x_i) + d^2\|u'\|_{L^2(I_j)}^2 \right).
\]
Finally, we sum up all the the above estimates from \( j = p + 1 \) to \( j = q \), since the subintervals \( I_j \) are disjoint, we have

\[
\|u\|_{L^2(I')}^2 \leq 2\left( \frac{1}{N^{\gamma_N}} \sum_{i=1}^{N} u^2(x_i) + d^2\|u'\|_{L^2(I')}^2 \right).
\]

\[ \square \]

**Lemma 3.4.** Suppose the indicator function on \([0, 1]\) has an upper bound

\[ \sup_{x \in [0,1]} \rho_N(x) \leq \beta_N. \]

Then, for \( u(x) \in C^1[0,1] \), its mean squared value at observation points can be estimated as

\[
\frac{1}{N} \sum_{i=1}^{N} u^2(x_i) \leq 2\beta_N \left( \|u\|_{L^2(0,1)}^2 + d^2\|u'\|_{L^2(0,1)}^2 \right).
\]

**Proof.** Note that \([0,1] = I_1 \cup \cdots \cup I_M\). For arbitrary \( x \in I_j \) with \( 1 \leq j \leq M \), the application of Lemma 3.2 yields

\[ u^2(x) \leq \frac{2}{d}\|u\|_{L^2(I_j)}^2 + 2d\|u'\|_{L^2(I_j)}^2. \]

Substitute \( x = x_i \) and add up all observation points belong to \( I_j \), it follows that

\[
\sum_{i=1}^{N} \mathbb{1}_{x_i \in I_j} \cdot u^2(x_i) \leq \frac{2N}{d}\|u\|_{L^2(I_j)}^2 + 2Nd\|u'\|_{L^2(I_j)}^2.
\]

Referring to the upper bound \( \beta_N \) of the indicator function \( \rho_N(x) \), it is obvious that

\[
N_j(Nd)^{-1} \leq \beta_N \quad \text{and consequently} \quad N_j/d \leq N\beta_N.
\]

Hence,

\[
\sum_{i=1}^{N} \mathbb{1}_{x_i \in I_j} \cdot u^2(x_i) \leq 2N\beta_N\|u\|_{L^2(I_j)}^2 + 2N\beta_N d^2\|u'\|_{L^2(I_j)}^2.
\]

Finally, we sum up all the the above estimates from \( j = 1 \) to \( j = M \), since the subintervals \( I_j \) are disjoint, we have

\[
\frac{1}{N} \sum_{i=1}^{N} u^2(x_i) \leq 2\beta_N\|u\|_{L^2(0,1)}^2 + 2\beta_N d^2\|u'\|_{L^2(0,1)}^2.
\]

\[ \square \]

The last preliminary lemma provides an estimate of \( L^2 \) norm by function values at observation points and second order derivative. We are willing to replace \( \|u'\|_{L^2(I')}^2 \) on the right hand side of estimate in Lemma 3.3 by \( \|u''\|_{L^2(I')}^2 \). To this end, the Sobolev inequality (3.6) should be introduced and be utilized.

**Lemma 3.5** (Sobolev interpolation inequality [1 Theorem 5.2]). Suppose that \( I_s = (a,b) \). For arbitrary \( u \in W^{2,2}(I_s) \) and \( \epsilon_0 > 0 \), there exists a Sobolev constant \( K = K(\epsilon_0, |I_s|) \), such that for arbitrary \( \epsilon \in (0, \epsilon_0] \), the \( L^2 \) norm of \( u' \) can be estimated as

\[
\|u'\|_{L^2(I_s)}^2 \leq K\left( \epsilon^{-2}\|u\|_{L^2(I_s)}^2 + \epsilon^2\|u''\|_{L^2(I_s)}^2 \right).
\]

In particular, if \( \epsilon_0 = |I_s| = b - a \), the constant \( K = K(\epsilon_0, |I_s|) \) can be replaced by \( K_s = 32 \).
Lemma 3.6. For nonnegative integers \( p, q \) with \( 0 \leq p < q \leq M \) and \( q - p \geq 2\sqrt{K_*} \), let subinterval \( I' := (pd, qd) \). Suppose the indicator function is bounded below on \( I' \) by
\[
\inf_{x \in I'} \rho_N(x) \geq \gamma_N > 0,
\]
Then for \( u(x) \in W^{2,2}(0, 1) \), its \( L^2 \) norm on \( I' \) can be estimated as
\[
(3.7) \quad \| u \|_{L^2(I')}^2 \leq \frac{4}{N^2 \gamma_N} \sum_{i=1}^{N} u^2(x_i) + 16K_*^2 d^4 \| u'' \|_{L^2(I')}^2.
\]

Proof. We apply the Sobolev interpolation inequality (3.6) with \( I_s = I' \) and \( \epsilon_0 = |I'| = (q - p)d \). For \( \epsilon \in (0, \epsilon_0] \), it follows that,
\[
\| u \|_{L^2(I')}^2 \leq 2 \left( \frac{1}{N^2 \gamma_N} \sum_{i=1}^{N} u^2(x_i) + d^2 \| u'' \|_{L^2(I')}^2 \right)
\]
\[
\leq 2 \left( \frac{1}{N^2 \gamma_N} \sum_{i=1}^{N} u^2(x_i) + d^2 K_* (\epsilon^{-2} \| u \|_{L^2(I')}^2 + \epsilon^2 \| u'' \|_{L^2(I')}^2) \right)
\]
\[
= \frac{2}{N \gamma_N} \sum_{i=1}^{N} u^2(x_i) + 2K_* \left( \frac{d}{\epsilon} \right)^2 \| u \|_{L^2(I')}^2 + 2K_* d^2 \epsilon^2 \| u'' \|_{L^2(I')}^2.
\]
For particular \( \epsilon = 2K_1^{1/2} d \leq \epsilon_0 \), the coefficient \( 2K_* (d/\epsilon)^2 \) on the right hand side satisfies
\[
2K_* \left( \frac{d}{\epsilon} \right)^2 \leq \frac{1}{2}.
\]
Therefore,
\[
\| u \|_{L^2(I')}^2 \leq \frac{4}{N \gamma_N} \sum_{i=1}^{N} u^2(x_i) + 16K_*^2 d^4 \| u'' \|_{L^2(I')}^2.
\]

Let
\[
e_N(x) = f_N(x) - f(x)
\]
be the error function of the proposed regularization algorithm, and
\[
\eta_N = (\eta_1, \eta_2, \cdots, \eta_N) \top \in \mathbb{R}^N
\]
be the vector of random noise. The error analysis can be discussed separately by introducing the deterministic part
\[
f_{N,1} = \arg \min_{g \in \mathcal{V}_M} J(g; \alpha_N, y_N - \eta_N) = \Phi[\lambda_{N,1}],
\]
\[
e_{N,1} = f_{N,1} - f,
\]
and the random part
\[
f_{N,2} = \arg \min_{g \in \mathcal{V}_M} J(g; \alpha_N, \eta_N) = \Phi[\lambda_{N,2}].
\]
Thanks to the linearity of Tikhonov regularization, we have
\[
f_N = f_{N,1} + f_{N,2}, \quad \text{and} \quad e_N = e_{N,1} + f_{N,2}.
\]
Referring to Lemma 3.6 in order to discuss the $L^2$ norms of $e_{N,1}$ and $f_{N,2}$ respectively, we will estimate their mean squared errors at observation points and $L^2$ norms of second order derivatives. It is necessary to provide the following lemma.

**Lemma 3.7** (Theorem 1.55). Suppose that $f(x) \in W^{2,2}(0,1)$, let $s_{f,M} \in V_M$ be the natural cubic spline interpolant of $f$ with knots $\{p_j\}_{j=0}^M$. Then, the $L^2$ norms of $f''$ and $s''_{f,M}$ satisfy the following equality

$$
\|s''_{f,M}\|_{L^2(0,1)}^2 + \|s''_{f,M} - f''\|_{L^2(0,1)}^2 = \|f''\|_{L^2(0,1)}^2.
$$

The interpolation errors of $s_{f,M} - f$ and $s'_{f,M} - f'$ can be estimated as

$$
\|s_{f,M} - f\|_{L^2(0,1)}^2 \leq \frac{1}{16} \|s''_{f,M} - f''\|_{L^2(0,1)}^2 \leq \frac{1}{16} \|f''\|_{L^2(0,1)}^2,
$$

$$
\|s'_{f,M} - f'\|_{L^2(0,1)}^2 \leq \frac{1}{2} \|s''_{f,M} - f''\|_{L^2(0,1)}^2 \leq \frac{1}{2} \|f''\|_{L^2(0,1)}^2.
$$

**Lemma 3.8.** Suppose that $f(x) \in W^{2,2}(0,1)$, and the indicator function is bounded above by $
\sup_{x \in [0,1]} \rho_N(x) \leq \beta_N.
$

Then, the mean squared value of $e_{N,1}$ and the $L^2$ norm of $e''_{N,1}$ can be estimated as

$$
\frac{1}{N} \sum_{i=1}^N e_{N,1}^2(x_i) \leq \frac{9}{8} \beta_N d^4 \|f''\|_{L^2(0,1)}^2 + \alpha_N \|f''\|_{L^2(0,1)}^2,
$$

$$
\|e''_{N,1}\|_{L^2(0,1)}^2 \leq \frac{9}{4} \beta_N \|f''\|_{L^2(0,1)}^2 \cdot \frac{d^4}{\alpha_N} + 4 \|f''\|_{L^2(0,1)}^2.
$$

**Proof.** Denote that

$$
E_N = \left(\sum_{i=1}^N (s_{f,M}(x_i) - f(x_i))^2\right)^2.
$$

Referring to Lemma 3.4 and (3.9), we have

$$
E_N \leq 2\beta_N \left(\|f - s_{f,M}\|_{L^2(0,1)}^2 + d^2 \|f' - f_M\|_{L^2(0,1)}^2\right)
$$

$$
\leq 2\beta_N \left(\frac{d^4}{16} \|f''\|_{L^2(0,1)}^2 + \frac{d^4}{2} \|f''\|_{L^2(0,1)}^2\right)
$$

$$
\leq \frac{9}{8} \beta_N d^4 \|f''\|_{L^2(0,1)}^2.
$$

Recalling that $f_{N,1}$ minimizes the functional $J(\cdot; \alpha_N, y_N - \eta_N)$ in $V_M$, therefore,

$$
\frac{1}{N} \sum_{i=1}^N e_{N,1}^2(x_i) + \alpha_N \|f''_{N,1}\|_{L^2(0,1)}^2 \leq E_N + \alpha_N \|s''_{f,M}\|_{L^2(0,1)}^2.
$$

Combining the conclusion in (3.8) yields that

$$
\frac{1}{N} \sum_{i=1}^N e_{N,1}^2(x_i) \leq E_N + \alpha_N \|f''\|_{L^2(0,1)}^2 \leq \frac{9}{8} \beta_N d^4 \|f''\|_{L^2(0,1)}^2 + \alpha_N \|f''\|_{L^2(0,1)}^2.
$$

On the other hand, divide both sides of (3.10) by $\alpha_N$, it follows that

$$
\|f''_{N,1}\|_{L^2(0,1)} \leq \frac{E_N}{\alpha_N} + \|s''_{f,M}\|_{L^2(0,1)}^2.
$$
Therefore,
\[
\|e''_{N,1}\|_{L^2(0,1)}^2 \leq 2\|f''_{N,1}\|_{L^2(0,1)}^2 + 2\|f''\|_{L^2(0,1)}^2 \\
\leq 2\frac{E_N}{\alpha_N} + 2\|s''_{f,M}\|_{L^2(0,1)}^2 + 2\|f''\|_{L^2(0,1)}^2 \\
\leq \frac{9}{4}\beta_N\|f''\|_{L^2(0,1)}^2 \cdot \frac{d^4}{\alpha_N} + 4\|f''\|_{L^2(0,1)}^2.
\]

\[\Box\]

**Corollary 3.9.** Suppose that \(f(x) \in W^{2,2}(0,1)\), and the indicator function is bounded above by
\[
\sup_{x \in [0,1]} \rho_N(x) \leq \beta_N.
\]
Choosing the regularization parameter
\[
\alpha_N = \frac{M\sigma^2}{N} + d^4,
\]
the mean squared value of \(e_{N,1}\) and the \(L^2\) norm of \(e''_{N,1}\) can be estimated as
\[
\frac{1}{N}\sum_{i=1}^{N} e_{N,1}^2(x_i) \leq \frac{M\sigma^2}{N}\|f''\|_{L^2(0,1)}^2 + d^4\left(\frac{9}{8}\beta_N + 1\right)\|f''\|_{L^2(0,1)}^2,
\]
\[
\|e''_{N,1}\|_{L^2(0,1)}^2 \leq \frac{9}{4}\beta_N + 4\|f''\|_{L^2(0,1)}^2.
\]

For the random part \(f_{N,2} = \Phi[\lambda_{N,2}]\), recalling Theorem 2.5, \(\lambda_{N,2}\) can be written as
\[
\lambda_{N,2} = (N\alpha_N P + H_N^\top H_N)^{-1}H_N^\top \eta_N,
\]
where \(\eta_N \in \mathbb{R}^N\) is the vector of random noise. What we need to estimate are the mean squared value of \(f_{N,2}\) at observation points
\[
\frac{1}{N}\sum_{i=1}^{N} f_{N,2}^2(x_i) = \frac{1}{N}\|H_N \lambda_{N,2}\|_2^2,
\]
and the \(L^2\) norm of \(f_{N,2}\) on interval \((0,1)\)
\[
\|f''_{N,2}\|_{L^2(0,1)}^2 = \lambda_{N,2}^\top P \lambda_{N,2}.
\]

A difficulty is the matrix \(P\) is positive semidefinite and not invertible. In order to solve this problem, we disturb \(P\) by identity matrix \(I\). Let
\[
P_{\epsilon} = P + \epsilon I,
\]
\[
\lambda_{N,2}^\epsilon = (N\alpha_N P_{\epsilon} + H_N^\top H_N)^{-1}H_N^\top \eta_N,
\]
in which \(\epsilon\) is a small nonnegative constant, when \(\epsilon = 0\), we have \(P_{\epsilon} = P\), \(\lambda_{N,2}^\epsilon = \lambda_{N,2}\). Our idea is to prove the desired results provided that \(\epsilon > 0\), then let \(\epsilon \to 0^+\).

Before the formal analysis, the following lemmas are necessary.

**Lemma 3.10** (Woodbury matrix identity). Let \(A \in \mathbb{R}^{n \times n}\) be an invertible matrix, \(U \in \mathbb{R}^{n \times k}\), \(C \in \mathbb{R}^{k \times k}\), \(V \in \mathbb{R}^{k \times n}\). Then, there holds
\[
(A + UCV)^{-1} = A^{-1} - A^{-1}U(C^{-1} + VA^{-1}U)^{-1}VA^{-1}.
\]
Lemma 3.11 (Fatou’s lemma). Let \( X_1, X_2, \cdots \) be a sequence of nonnegative random variables. Then, there holds

\[
\mathbb{E}\left[ \liminf_{n \to \infty} X_n \right] \leq \liminf_{n \to \infty} \mathbb{E}[X_n].
\]

Lemma 3.12 (Markov’s inequality). Suppose that \( X \) is a nonnegative random variable, and \( a > 0 \). Then, the following inequality is satisfied,

\[
\mathbb{P}(X \geq a) \leq \frac{\mathbb{E}[X]}{a}.
\]

Based on the above preparation, we introduce the following lemma, which estimate the mean squared value of the random part \( f_{N,2} \) and the \( L^2 \) norm of \( f''_{N,2} \) on interval \((0, 1)\) with \( P \) replaced by \( P_\epsilon \).

Lemma 3.13. For \( \epsilon > 0 \), there holds

\[
\mathbb{E}\|H_N \mathbf{X}_{N,2}\|_2^2 \leq \sigma^2(M + 3),
\]

\[
\mathbb{E}\left[ (\mathbf{X}_{N,2})^\top P_\epsilon \mathbf{X}_{N,2} \right] \leq \frac{\sigma^2(M + 3)}{4N\alpha_N}.
\]

Proof. (P1) Let

\[
S = H_N P_\epsilon^{-1} H_N^\top,
\]

then \( S \) is a positive semidefinite matrix. Denote the eigen-decomposition of \( S \) by

\[
S = U T U^\top,
\]

in which \( U \in \mathbb{R}^{N \times N} \) is an orthogonal matrix, \( T \in \mathbb{R}^{N \times N} \) is a diagonal matrix that is composed of all eigenvalues of \( S \) in a nonascending order, i.e.,

\[
T = \text{diag}\{ t_1, t_2, \cdots, t_M, t_{M+1}, t_{M+2}, t_{M+3}, \cdots, t_N \},
\]

where \( t_i \geq t_{i+1}, 1 \leq i \leq N - 1. \) Since \( \text{rank}(S) \leq \text{rank}(P_\epsilon^{-1}) \leq M + 3 \), the number of nonzero eigenvalues cannot exceed \( M + 3 \), hence

\[
t_i = 0, \quad M + 4 \leq i \leq N.
\]

(P2) Since \( \eta_i, 1 \leq i \leq N \) are uncorrelated random variables,

\[
\mathbb{E}[\eta_N \eta_N^\top] = \sigma^2 I_N
\]

is satisfied.

(P3) We need an equivalent expression of \( \mathbf{X}_{N,2} \). Referring to the definition of \( \mathbf{X}_{N,2} \) and Woodbury matrix identity, we have

\[
\mathbf{X}_{N,2} = (N\alpha_N P_\epsilon + H_N^\top H_N)^{-1} H_N^\top \eta_N
\]

\[
= (N\alpha_N P_\epsilon)^{-1} H_N^\top \eta_N
\]

\[
- (N\alpha_N P_\epsilon)^{-1} H_N^\top (I + H_N(N\alpha_N P_\epsilon)^{-1} H_N^\top)^{-1} H_N(N\alpha_N P_\epsilon)^{-1} H_N^\top \eta_N
\]

\[
= (N\alpha_N)^{-1} P_\epsilon^{-1} H_N^\top \left[ (N\alpha_N) I + H_N P_\epsilon^{-1} H_N^\top \right]^{-1} H_N P_\epsilon^{-1} H_N^\top \eta_N
\]

\[
= (N\alpha_N)^{-1} P_\epsilon^{-1} H_N^\top \left[ (N\alpha_N) I + H_N P_\epsilon^{-1} H_N^\top \right]^{-1} \left[ (N\alpha_N) I + H_N P_\epsilon^{-1} H_N^\top - H_N P_\epsilon^{-1} H_N^\top \right] \eta_N
\]

\[
= P_\epsilon^{-1} H_N^\top \left[ (N\alpha_N) I + H_N P_\epsilon^{-1} H_N^\top \right]^{-1} \eta_N
\]

\[
= P_\epsilon^{-1} H_N^\top \left[ (N\alpha_N) I + S \right]^{-1} \eta_N.
\]
By (P1), (P2) and (P3), we have
\[ E\left\| H_N X_{N,2} \right\|_2^2 = E\left[ (X_{N,2})^\top H_N H_N X_{N,2} \right] \]
\[ = E\left[ \eta_N^\top ((N\alpha_N)I + S)^{-1} S^2 ((N\alpha_N)I + S)^{-1} \eta_N \right] \]
\[ = E\left[ \text{tr} \left( S^2 ((N\alpha_N)I + S)^{-2} \eta_N \eta_N^\top \right) \right] \]
\[ = \text{tr} \left( S^2 ((N\alpha_N)I + S)^{-2} \right) \]
\[ = \sigma^2 \text{tr} \left( S^2 ((N\alpha_N)I + S)^{-2} \right) \]
\[ = \sigma^2 \sum_{i=1}^{N} \frac{t_i^2}{(t_i + N\alpha_N)^2} \leq \sigma^2(M + 3). \]

The second estimate is derived by
\[ E\left[ (X_{N,2})^\top P \eta_N \right] = E\left[ \eta_N^\top ((N\alpha_N)I + S)^{-1} H_N P\epsilon^{-1} H_N^\top ((N\alpha_N)I + S)^{-1} \eta_N \right] \]
\[ = E\left[ \text{tr} \left( S((N\alpha_N)I + S)^{-2} \eta_N \eta_N^\top \right) \right] \]
\[ = \sigma^2 \text{tr} \left( S((N\alpha_N)I + S)^{-2} \right) \]
\[ = \sigma^2 \sum_{i=1}^{N} \frac{t_i}{(t_i + N\alpha_N)^2} \]
\[ \leq \sigma^2 \sum_{i=1}^{N} \frac{t_i}{4t_i N\alpha_N} \leq \frac{\sigma^2(M + 3)}{4N\alpha_N}. \]

Then, let \( \epsilon \to 0^+ \), the application of Fatou’s lemma gives the following lemma.

**Lemma 3.14.** The mean squared value of \( f_{N,2} \) and the \( L^2 \) norm of \( f_{N,2}'' \) can be estimated as
\[ E\left[ \frac{1}{N} \sum_{i=1}^{N} f_{N,2}^2(x_i) \right] \leq \frac{\sigma^2(M + 3)}{N}, \]
\[ E\left\| f_{N,2}'' \right\|_{L^2(0,1)}^2 \leq \frac{\sigma^2(M + 3)}{4N\alpha_N}. \]

**Proof.** We first show that \( \lambda_{N,2} = \lim_{\epsilon \to 0^+} \lambda'_{N,2} \) holds almost surely. Denote
\[ B = N\alpha_N P + H_N^\top H_N, \]
referring to Theorem 2.5, the matrix \( B \) is positive definite. Thus, denote by \( \lambda_{\text{min}}(B) \) the smallest eigenvalue of \( B \), we have \( \lambda_{\text{min}}(B) > 0 \). Since
\[ \lambda_{N,2} = B^{-1} H_N^\top \eta_N, \]
\[ \lambda'_{N,2} = (N\alpha_N P + H_N^\top H_N)^{-1} H_N^\top \eta_N = (B + \epsilon N\alpha_N I)^{-1} H_N^\top \eta_N, \]
we have
\[ (B + \epsilon N\alpha_N I)(\lambda'_{N,2} - \lambda_{N,2}) = -\epsilon N\alpha_N \lambda_{N,2}. \]
It follows that
\[ \| \lambda_{N,2} - \lambda_{N,2} \|_2^2 \leq \epsilon^2 (N \alpha_N)^2 \| (B + \epsilon N \alpha_N I)^{-1} \|_2^2 \| \lambda_{N,2} \|_2^2 \leq \epsilon^2 \frac{(N \alpha_N)^2}{\lambda_{\text{min}}} \| \lambda_{N,2} \|_2^2. \]

Hence,
\[ \lim_{\epsilon \to 0^+} \lambda_{N,2}^\epsilon = \lambda_{N,2}, \text{ a.s.} \]

Therefore, the following two equalities almost surely hold. In addition, the application of Fatou’s lemma yields
\[ \mathbb{E} \left[ \frac{1}{N} \sum_{i=1}^{N} f_{N,2}^2(x_i) \right] = \frac{1}{N} \mathbb{E} \left[ \lim_{\epsilon \to 0^+} \| H N \lambda_{N,2} \|_2^2 \right] \leq \frac{1}{N} \liminf_{\epsilon \to 0^+} \mathbb{E} \| H N \lambda_{N,2} \|_2^2 \leq \frac{\sigma^2 (M + 3)}{4 \alpha_N}, \]

and
\[ \mathbb{E} \| f_{N,2}'' \|_{L^2(0,1)}^2 = \mathbb{E} \left[ \lambda_{N,2}^\top P \lambda_{N,2} \right] \]
\[ = \mathbb{E} \left[ \lim_{\epsilon \to 0^+} (\lambda_{N,2}^\epsilon)^\top P \lambda_{N,2}^\epsilon \right] \]
\[ \leq \liminf_{\epsilon \to 0^+} \mathbb{E} \left[ (\lambda_{N,2}^\epsilon)^\top P \lambda_{N,2}^\epsilon \right] \]
\[ \leq \frac{\sigma^2 (M + 3)}{4 \alpha_N}. \]

Finally, by Markov’s inequality, the following confidence interval estimates are valid.

**Corollary 3.15.** Suppose that \( M \geq 3 \). Choosing the regularization parameter \( \alpha_N = M \sigma^2 / N + d^4 \), for arbitrary \( \delta \in (0,1) \), the estimates for the mean squared value of \( f_{N,2} \) and the \( L^2 \) norm of \( f_{N,2}'' \)

\[ \frac{1}{N} \sum_{i=1}^{N} f_{N,2}^2(x_i) \leq \frac{4 \sigma^2 M}{\delta N}, \]

\[ \| f_{N,2}'' \|_{L^2(0,1)}^2 \leq \frac{1}{\delta} \]

hold with a probability of at least \( 1 - \delta \).

**Proof.** We substitute \( M \geq 3 \) and the prior choice rule of \( \alpha_N \) in the previous lemma, then a direct application of Markov’s inequality (3.15) gives the results. \( \square \)
3.2. Error bounds in continuous $L^2$ norms. We substitute the above estimates into the estimate in Lemma 3.6 to obtain error bounds in continuous $L^2$ norms.

**Theorem 3.16.** Suppose that $f \in W^{2,2}(0,1)$, $M \geq 3$, $N \geq M$, the indicator function is bounded above by

$$\sup_{x \in [0,1]} \rho_N(x) \leq \beta_N.$$

For nonnegative integers $p$, $q$ with $0 \leq p < q \leq M$ and $q-p \geq 2\sqrt{K_{\sigma}}$, let subinterval $I' := (p, q)$. Choosing the regularization parameter $\alpha_N = M\sigma^2/N + d^4$, if the indicator function is bounded below on $I'$ by

$$\inf_{x \in I'} \rho_N(x) \geq \gamma_N > 0,$$

then for arbitrary $\delta \in (0,1)$, the following estimates for the $L^2$ norms of $e_N$ and $e''_N$

$$\|e_N\|_{L^2(I')} \leq C_1 \left( \frac{M\sigma^2}{N} \right)^{\frac{1}{2}} + C_2 M^{-2},$$

$$\|e''_N\|_{L^2(I')} \leq C_3 \left( \frac{M\sigma^2}{N} \right)^{\frac{1}{4}} + C_4 M^{-1}$$

hold with a probability of at least $1 - \delta$, where the constants $C_1, C_2, C_3$ and $C_4$ are independent of $M$ and $N$. In Sobolev interpolation inequality (3.6) with $I_s = I'$ and $e_0 = \max \{ \sqrt{\sigma}, (q-p)d \}$, denoting by $K_{\sigma}$ the Sobolev constant $K(e_0, |I'|)$, the constants can be written as

$$C_1 = 2\gamma_N^{-\frac{1}{2}} \|f''\|_{L^2(0,1)} + \frac{4}{\sqrt{\delta} \gamma_N},$$

$$C_2 = \|f''\|_{L^2(0,1)} \sqrt{\frac{9\beta_N + 8}{2\gamma_N} + 36K_{\sigma}^2 \beta_N + 64K_{\sigma}^4 + 4K_{\sigma}\delta^{-\frac{1}{2}}},$$

$$C_3 = K_{\sigma}^{\frac{1}{2}} \left( \|f''\|_{L^2(0,1)} \sqrt{4\gamma_N^{-1} + \frac{9}{4}\beta_N + 4 + \delta^{-\frac{1}{2}} \sqrt{16\gamma_N^{-1} + 1}} \right),$$

$$C_4 = K_{\sigma}^{\frac{1}{2}} \left( \|f''\|_{L^2(0,1)} \sqrt{\frac{9\beta_N + 8}{8K_{\sigma}^2\gamma_N} + 18K_{\sigma}\beta_N + 32K_{\sigma} + 2\sqrt{2}\delta^{-\frac{1}{2}} K_{\sigma}^{\frac{1}{2}} K_{\sigma}^{\frac{1}{2}}} \right).$$

**Proof.** First, we derive the error bounds for function reconstruction. For deterministic part $e_{N,1} = f_{N,1} - f$, we substitute (3.11) into (3.7), it follows that

$$\|e_{N,1}\|_{L^2(I')}^2 \leq \frac{4}{N\gamma_N} \sum_{i=1}^{N} e_{N,1}^2(x_i) + 16K_{\sigma}^2 d^4 \|e''_N\|_{L^2(0,1)}^2$$

$$\leq \frac{4}{\gamma_N} \left[ \left( \frac{M\sigma^2}{N} + d^4 \frac{9}{2}\beta_N + 1 \right) \|f''\|_{L^2(0,1)}^2 + 16K_{\sigma}^2 d^4 \cdot \left( \frac{9}{4}\beta_N + 4 \right) \|f''\|_{L^2(0,1)}^2 \right]$$

$$\leq \frac{M\sigma^2}{N} \cdot \frac{4}{\gamma_N} \|f''\|_{L^2(0,1)}^2 + d^4 \cdot \left( \frac{9\beta_N + 8}{2\gamma_N} + 36K_{\sigma}^2 \beta_N + 64K_{\sigma}^4 \right) \|f''\|_{L^2(0,1)}^2.$$
For random part \( f_{N,2} \), first by Corollary 3.15, (3.17) holds with a probability of at least \( 1 - \delta \). Then we substitute (3.17) into (3.10), it follows that

\[
\| f_{N,2} \|_{L^2(I')}^2 \leq \frac{4}{N\gamma N} \sum_{i=1}^{N} f_{N,2}^2(x_i) + 16K_s^2d^4 \| f_{N,2}'' \|_{L^2(I')}^2
\leq \frac{M\sigma^2}{N} \cdot \frac{16}{\delta^\gamma N} + d^4 \cdot \frac{16K_s^2}{\delta^2}.
\]

By triangular inequality, we have

\[
\| e_N \|_{L^2(I')} \leq \| e_{N,1} \|_{L^2(I')} + \| f_{N,2} \|_{L^2(I')} \leq C_1 \left( \frac{M\sigma^2}{N} \right)^{\frac{1}{2}} + C_2M^{-2}.
\]

Next, we derive error estimates for derivative reconstruction. To give estimates of the \( L^2 \) norms of \( e_{N,1} \) and \( f_{N,2} \), we apply Sobolev interpolation inequality (3.6) with \( I_s = I' \) and \( \epsilon_0 = \max \{ \sqrt{\sigma}, (q-p)d \} \), and choose

\[
\epsilon = \max \left\{ \left( \frac{M\sigma^2}{N} \right)^{\frac{1}{2}}, (q-p)d \right\}.
\]

Since \( N \geq M \) and \( q-p \geq 2\sqrt{K_s} \), the following estimates hold for \( \epsilon \):

\[
\epsilon \leq \epsilon_0, \quad \epsilon^2 \leq \left( \frac{M\sigma^2}{N} \right)^{\frac{1}{2}} + 4K_s d^2, \quad \epsilon^{-2} \leq \min \left\{ \left( \frac{M\sigma^2}{N} \right)^{-\frac{1}{2}}, (4K_s d^2)^{-1} \right\}.
\]

Therefore, we can give the following estimate of the \( L^2 \) norm of \( e_{N,1}' \):

\[
\| e_{N,1}' \|_{L^2(I')}^2 \leq K_\sigma \left( \epsilon^{-2}\| e_{N,1} \|_{L^2(I')}^2 + \epsilon^2 \| e_{N,1}'' \|_{L^2(I')}^2 \right)
\leq K_\sigma \left\{ \left( \frac{M\sigma^2}{N} \right)^{\frac{1}{2}} \cdot 4\gamma^{-1} \| f'' \|_{L^2(0,1)}^2 \right.
\quad + (4K_s)^{-1}d^2 \left( \frac{9\beta_N + 8}{2\gamma N} + 36K_s^2\beta_N + 64K_s^2 \right) \| f'' \|_{L^2(0,1)}^2
\quad + \left( \left( \frac{M\sigma^2}{N} \right)^{\frac{1}{2}} \cdot 4K_s d^2 \right) \left( \frac{9}{4}\beta_N + 4 \right) \| f'' \|_{L^2(0,1)}^2 \}
\quad \left. + d^2 \left( \frac{K_\sigma (9\beta_N + 8)}{8K_s \gamma N} + 18K_\sigma K_s \beta_N + 32K_\sigma K_s \right) \| f'' \|_{L^2(0,1)}^2 \right\}.
\]

The same approach also applies to the estimate of \( f_{N,2}' \):

\[
\| f_{N,2}' \|_{L^2(I')}^2 \leq K_\sigma \left( \epsilon^{-2}\| f_{N,2} \|_{L^2(I')}^2 + \epsilon^2 \| f_{N,2}'' \|_{L^2(I')}^2 \right)
\leq K_\sigma \left\{ \left( \frac{M\sigma^2}{N} \right)^{\frac{1}{2}} \cdot \frac{16}{\delta^\gamma N} + d^2 \cdot \frac{4K_s}{\delta} + \left( \left( \frac{M\sigma^2}{N} \right)^{\frac{1}{2}} + 4K_s d^2 \right) \cdot \frac{1}{\delta} \right\}
\leq \left( \frac{M\sigma^2}{N} \right)^{\frac{1}{2}} \cdot K_\sigma \left( \frac{16}{\delta^\gamma N} + 1 \right) + d^2 \cdot \frac{8K_\sigma K_s}{\delta}.
\]

By triangular inequality, we have

\[
\| e_N \|_{L^2(I')} \leq \| e_{N,1} \|_{L^2(I')} + \| f_{N,2} \|_{L^2(I')} \leq C_3 \left( \frac{M\sigma^2}{N} \right)^{\frac{1}{2}} + C_4M^{-1}.
\]

\( \square \)
3.3. Convergence rates with randomly distributed observation points. If the observation points are independent and identically distributed samples from a continuous random distribution, we show asymptotic convergence rates in probability as $N \to \infty$.

**Assumption 3.17.** The observation points $\{x_i\}_{i=1}^N$ are independent and identically distributed random variables with sample space $[0, 1]$, cumulative distribution function $F(x)$, and probability density function $\rho(x)$. $\rho(x)$ is continuous on $[0, 1]$. Moreover, observation points and noise are independent, that is, the two random sequences $\{x_i\}_{i=1}^N$ and $\{\eta_i\}_{i=1}^N$ are independent.

Under the above assumption, we show the relationship between the indicator function $\rho_N(x)$ and $\rho(x)$. We first introduce Dvoretzky–Kiefer–Wolfowitz inequality, which generates cumulative distribution function based confidence bounds of the empirical distribution function.

**Lemma 3.18** (Dvoretzky–Kiefer–Wolfowitz inequality). Under Assumption 3.17, let $F_N(x)$ be the empirical distribution function of $\{x_i\}_{i=1}^N$, which is given by

\[
F_N(x) = \frac{1}{N} \sum_{i=1}^N \mathbb{1}_{x_i \leq x}, \quad x \in [0, 1].
\]

Then, for arbitrary $\epsilon > 0$, the difference of $F_N(x)$ and $F(x)$ can be estimated as

\[
\mathbb{P}\left( \sup_{x \in [0, 1]} |F_N(x) - F(x)| > \epsilon \right) \leq 2e^{-2N\epsilon^2}.
\]

When applying Dvoretzky–Kiefer–Wolfowitz inequality to the indicator function, the following lemma is valid.

**Lemma 3.19.** Under Assumption 3.17, for arbitrary $\delta \in (0, 1)$, the estimate

\[
\max_{1 \leq j \leq M} \left| \frac{N_j}{Nd} - \frac{1}{d} \int_{(j-1)d}^{jd} \rho(x) \, dx \right| \leq \sqrt{\frac{2\ln(2/\delta)}{d^2 N}}.
\]

holds with a probability of at least $1 - \delta$, where $N_j(Nd)^{-1}$ is the value of indicator function $\rho_N(x)$ on subinterval $I_j$.

**Proof.** By (3.19), the following estimate of $F_N(x)$

\[
F(x) - \epsilon \leq F_N(x) \leq F(x) + \epsilon, \quad \epsilon = \sqrt{\frac{\ln(2/\delta)}{2N}}
\]

holds with a probability of at least $1 - \delta$. By the definition of empirical distribution function (3.18), the value of $\rho_N(x)$ at each subinterval $I_j$ can be written as

\[
\frac{N_j}{Nd} = \frac{1}{d} \left[ F_N(jd) - F_N((j-1)d) \right], \quad j = 1, 2, \ldots, M.
\]

Combine the above two formulas, the value of $\rho_N(x)$ is bounded by

\[
\frac{F(jd) - F((j-1)d)}{d} - \frac{2\epsilon}{d} \leq \frac{N_j}{Nd} \leq \frac{F(jd) - F((j-1)d)}{d} + \frac{2\epsilon}{d}, \quad j = 1, 2, \ldots, M.
\]

Noting that $\rho(x)$ is the derivative of $F(x)$, we get to the conclusion

\[
\max_{1 \leq j \leq M} \left| \frac{N_j}{Nd} - \frac{1}{d} \int_{(j-1)d}^{jd} \rho(x) \, dx \right| \leq \sqrt{\frac{2\ln(2/\delta)}{d^2 N}}.
\]

□
Lemma 3.20. Under Assumption 3.17, suppose that \( \rho(x) \) is bounded above by
\[
\sup_{x \in [0,1]} \rho(x) \leq \beta.
\]

For nonnegative integers \( p, q \) with \( 0 \leq p < q \leq M \), let subinterval \( I' := (pd, qd) \). If \( \rho(x) \) is also bounded below on \( I' \) by
\[
\inf_{x \in I'} \rho(x) \geq \gamma > 0,
\]
then for arbitrary \( \delta \in (0,1) \), provided that the number of observations satisfies
\[
N \geq \frac{8 \ln(2/\delta)}{\gamma^2 d^2},
\]
the following upper and lower bounds of indicator function
\[
\begin{align*}
\sup_{x \in [0,1]} \rho_N(x) &\leq 2\beta, \\
\inf_{x \in I'} \rho_N(x) &\geq \frac{\gamma}{2}
\end{align*}
\]
hold with a probability of at least \( 1 - \delta \).

Proof. When \( N \geq 8\gamma^{-2}d^{-2}\ln(2/\delta) \), we have
\[
\sqrt{\frac{2 \ln(2/\delta)}{d^2 N}} \leq \frac{\gamma}{2}.
\]
By Lemma 3.19 the following bounds of indicator function
\[
\begin{align*}
\inf_{x \in I'} \rho_N(x) &= \min_{p+1 \leq j \leq q} \frac{N_j}{Nd} \geq \frac{1}{d} \min_{p+1 \leq j \leq q} \int_{(j-1)d}^{jd} \rho(x) \, dx - \frac{\gamma}{2} \geq \frac{\gamma}{2}, \\
\sup_{x \in [0,1]} \rho_N(x) &= \max_{1 \leq j \leq M} \frac{N_j}{Nd} \leq \frac{1}{d} \max_{1 \leq j \leq M} \int_{(j-1)d}^{jd} \rho(x) \, dx + \frac{\gamma}{2} \leq \beta + \frac{\gamma}{2} \leq 2\beta
\end{align*}
\]
hold with a probability of at least \( 1 - \delta \). \( \square \)

Combine Lemma 3.20 and Theorem 3.16, we have the following theorem:

Theorem 3.21. Under Assumption 3.17, suppose that \( f \in W^{2,2}(0,1) \), \( M \geq 3 \), \( \rho(x) \) is bounded above by
\[
\sup_{x \in [0,1]} \rho(x) \leq \beta.
\]

For nonnegative integers \( p, q \) with \( 0 \leq p < q \leq M \) and \( q-p \geq 2\sqrt{K} \), let subinterval \( I := (pd, qd) \). Choosing the regularization parameter \( \alpha_N = M\sigma^2/N + d^4 \), if \( \rho(x) \) is also bounded below on \( I' \) by
\[
\inf_{x \in I'} \rho(x) \geq \gamma > 0,
\]
then for arbitrary \( \delta \in (0,1) \), provided that
\[
N \geq \max \left\{ M, \frac{8 \ln(4/\delta)}{\gamma^2 d^2} \right\},
\]
the following estimates for the \( L^2 \) norms of \( e_N \) and \( e'_N \)
\[
\begin{align*}
\| e_N \|_{L^2(I')} &\leq C_1 \left( \frac{M\sigma^2}{N} \right)^{\frac{1}{2}} + C_2 M^{-2}, \\
\| e'_N \|_{L^2(I')} &\leq C_3 \left( \frac{M\sigma^2}{N} \right)^{\frac{1}{2}} + C_4 M^{-1}
\end{align*}
\]
hold with a probability of at least \(1 - \delta\), where the constants are independent of \(M\) and \(N\). In Sobolev interpolation inequality (3.6) with \(I = I'\) and \(c_0 = \max\{\sqrt{\tau}, (q - p)d\}\), denoting by \(K_s\) the Sobolev constant \(K(c_0, |I'|)\), the constants can be written as

\[
C'_1 = 2\sqrt{2}\gamma^{-\frac{1}{2}}\|f''\|_{L^2(0,1)} + \frac{8}{\sqrt{\delta\gamma}},
\]

\[
C'_2 = \|f''\|_{L^2(0,1)} \sqrt{\frac{18}{\gamma} + 8\gamma + 72K_s^2\beta + 64K_s^2 + 4\sqrt{2}K_s\gamma^{-\frac{1}{2}}},
\]

\[
C'_3 = K_s^2 \left(\|f''\|_{L^2(0,1)} \sqrt{\frac{9\beta + 4}{2K_s\gamma} + 36K_s\beta + 32K_s + 4\delta^{-\frac{1}{2}}K_s^2} \right),
\]

\[
C'_4 = K_s^2 \left(\|f''\|_{L^2(0,1)} \sqrt{\frac{9\beta + 4}{2K_s\gamma} + 36K_s\beta + 32K_s + 4\delta^{-\frac{1}{2}}K_s^2} \right).
\]

**Proof.** By Lemma 3.20, (3.20) holds with a probability of at least \(1 - \delta/2\). On the other hand, suppose that (3.20) holds, by Theorem 3.16, the following estimates

\[
\|e_N\|_{L^2(I')} \leq C'_1 \left(\frac{M\gamma^2}{N}\right)^{\frac{1}{2}} + C'_2 M^{-2},
\]

\[
\|e'_N\|_{L^2(I')} \leq C'_3 \left(\frac{M\gamma^2}{N}\right)^{\frac{1}{4}} + C'_4 M^{-1}
\]

hold with a probability of at least \(1 - \delta/2\). Merging these two confidence intervals completes the proof. \(\square\)

**Remark 3.22 (The choice of \(M\)).** Suppose that \(\rho(x)\) has a positive lower bound on \([0, 1]\), we obtain optimal asymptotic convergence rates

(3.22) \(\|e_N\|_{L^2(0,1)} \sim O_p(N^{-2/5}), \quad \|e'_N\|_{L^2(0,1)} \sim O_p(N^{-1/5})\)

by letting \(M \sim N^{1/5}\). Therefore, if \(N\) is known in advance, one may choose \(M \sim N^{1/5}\). On the other hand, if \(N\) is unknown, one may choose \(M\) according to requirements for accuracy, since the reconstruction accuracy is roughly the same as the cubic spline interpolation with knots \(\{p_j\}_{j=0}^M\), when \(N\) is sufficiently large.

4. **Numerical examples**

In this section we give some numerical examples.

4.1. **Numerical results with different distributions of observation points.**

Let the unknown function

\[
f(x) = \frac{1}{100} \left[ x^2 + 3x + \sin 4\pi x + 2 \exp (-8(x - 2/5)^2) \right],
\]

and

\[
\sigma^2 = 5 \times 10^{-5}, \quad N = 600, \quad M = 40, \quad \alpha_N = M\sigma^2/N + d^2 = 3.72 \times 10^{-6}.
\]

To simulate the real situations where observation points are unevenly distributed, we consider the following three types of distributions:

(1) Uniform: Observation points are uniformly distributed on \([0, 1]\).

(2) Concentrated on the left side: Observation points are uniformly distributed on \([0, 1/2]\) and \([1/2, 1]\) with probabilities of 0.95 and 0.05, respectively.
(3) Concentrated on both ends: Observation points are uniformly distributed on \([0, 1/5), [1/5, 4/5], \) and \((4/5, 1]\) with probabilities of 0.475, 0.05, and 0.475, respectively.

Figures 1, 2, and 3 are the reconstruction results of \(f(x)\) with those three distributions of observation points. Reconstructed functions and derivatives are shown in blue solid lines, and corresponding truths are shown in black dashed lines. In Figure 1 where observation points are uniformly distributed, the reconstructed results are satisfactory. In Figures 2 and 3, the results become inaccurate at locations where observation points are sparse. It is notable that the corresponding histograms effectively indicates the quality of reconstruction results in different regions, i.e., reconstruction results are more accurate in regions with higher histogram bars, and vice versa.

![Figures 1, 2, and 3 showing reconstruction results and histograms.](image)

**Figure 1.** Reconstruction results of a more complicated function, observation points are uniformly distributed.
Figure 2. Reconstruction results of a more complicated function, observation points are concentrated on the left side.

Figure 3. Reconstruction results of a more complicated function, observation points are concentrated on both ends.
4.2. Asymptotic convergence rates. We design a numerical test to verify the asymptotic convergence rates of \( \|e_N\|_{L^2(0,1)} \sim N^{-2/5}, \|e'_N\|_{L^2(0,1)} \sim N^{-1/5} \). Let

\[
f(x) = \frac{1}{100} \left[ x^2 + 3x + \sin 4\pi x + 2 \exp \left( -8(x - 2/5)^2 \right) \right], \quad \sigma^2 = 1 \times 10^{-4}.
\]

We vary the value of \( M \) from 50 to 250 and let \( N = M^5/10000 \). More precisely, the pairs of values of \( N \) and \( M \) that are used in this test can be found in the following table.

| \( N \)   | 31250 | 77760 | 168070 | 327680 | 590490 | 1000000 | 1610510 |
|----------|-------|-------|--------|--------|--------|---------|---------|
| \( M \)  | 50    | 60    | 70     | 80     | 90     | 100     | 110     |
| \( N \)   | 2488320 | 3712930 | 5378240 | 7593750 | 10485760 | 14198570 | 18895680 |
| \( M \)  | 120   | 130   | 140    | 150    | 160    | 170     | 180     |
| \( N \)   | 24760990 | 32000000 | 40841010 | 51536320 | 64363430 | 79626240 | 97656250 |
| \( M \)  | 190   | 200   | 210    | 220    | 230    | 240     | 250     |

For each pair of \( N \) and \( M \), we generate observation points that are uniformly distributed on \([0,1]\), and then compute the \( L^2 \) errors of \( \|e_N\|_{L^2(0,1)} \) and \( \|e'_N\|_{L^2(0,1)} \). We run this process for 12 times, and take averages of those \( L^2 \) errors that are obtained in every run. Figure 4 verifies that the convergence rates are \( O_p(N^{-2/5}) \) for function reconstruction, and \( O_p(N^{-1/5}) \) for derivative reconstruction.

\[\begin{align*}
\|e_N\|_{L^2(0,1)} &\sim 0.38 \cdot N^{-2/5} \\
\|e'_N\|_{L^2(0,1)} &\sim 0.38 \cdot N^{-1/5}
\end{align*}\]

**Figure 4.** Convergence rates of function (left) and derivative (right) reconstructions.
5. Conclusion

In this paper, we proposed a big data processing technique based on Tikhonov regularization for one-dimensional data with random noise. The algorithm can process large datasets with low computational cost. For error analysis, we proposed an indicator function that shows reliable regions with a given dataset. Provided that observation points are randomly distributed, we also derived optimal asymptotic convergence rates with respect to sample size. This technique can be used as a preprocessing method in numerical methods for inverse problems.

Appendix

A. Cubic B-splines

We introduce cubic B-spline function to construct a basis for $V_M$, defined in Definition 2.1. Readers may refer to [13] for details.

The cubic B-spline function $\phi_3(x)$ is given by

$$\phi_3(x) = \frac{1}{6} \times \begin{cases} (x + 2)^3, & \text{if } -2 \leq x \leq -1, \\ (x + 2)^3 - 4(x + 1)^3, & \text{if } -1 < x < 0, \\ (2 - x)^3 - 4(1 - x)^3, & \text{if } 0 < x < 1, \\ (2 - x)^3, & \text{if } 1 < x \leq 2, \\ 0, & \text{if } |x| > 2. \end{cases}$$

Here, $\phi_3(x)$ is a piecewise polynomial of order 3 that belongs to $C^2(\mathbb{R})$, and has a compact support of $[-2, 2]$. By translation and scaling, $\phi_3(x)$ forms a basis of $V_M$.

Proposition A.1 ([13, Theorem 1.8]). Let

$$(A.1) \quad \psi_j = \phi_3 \left( \frac{x - p_j}{d} \right), \quad -1 \leq j \leq M + 1,$$

then $\{\psi_j\}_{j=-1}^{M+1}$ forms a basis of the $(M + 3)$-dimensional vector space $V_M$.
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