Abstract: Assessing nutritional content is very relevant for patients suffering from various diseases, professional athletes, and for health reasons is becoming part of everyday life for many. However, it is a very challenging task as it requires complete and reliable sources. We introduce a machine learning pipeline for predicting macronutrient values of foods using learned vector representations from short text descriptions of food products. On a dataset used from health specialists, containing short descriptions of foods and macronutrient values: we generate paragraph embeddings, introduce clustering in food groups, using graph-based vector representations, that include food domain knowledge information, and train regression models for each cluster. The predictions are for four macronutrients: carbohydrates, fat, protein and water. The highest accuracy was obtained for carbohydrate predictions – 86%, compared to the baseline – 27% and 36%. The protein predictions yielded the best results across all clusters, 53%–77% of the values fall in the tolerance-level range. These results were obtained using short descriptions, the embeddings can be improved if they are learned on longer descriptions, which would lead to better prediction results. Since the task of calculating macronutrients requires exact quantities of ingredients, these results obtained only from short description are a huge leap forward.
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1. Introduction

There is no denying that nutrition has become a core factor to today’s society, and an undeniable solution to the global health-crisis [1–4]. The path towards making the average human diet healthier and environmentally sustainable is a fundamental part of the solution for numerous challenges from ecological, environmental, societal and economic perspective, and the awareness for this has just started to grow and be fully appreciated.

We live in a time of a global epidemic of obesity, of diabetes, of inactivity, all connected to bad dietary habits. Many chronic diseases such as high blood pressure, cardiovascular disease, diabetes, some cancers [5], and bone-health diseases are linked to, again – poor dietary habits [6]. Dietary assessment is essential for patients suffering from many diseases (especially diet and nutrition related ones), it is also very much needed for professional athletes, and because of the accessibility of meal tracking mobile applications it is becoming part of everyday habits of a vast majority of individuals, for health, fitness, or weight loss/gain. Obesity is spiking each day in developed western countries and this contributes to raised public health concern about some subcategories of macronutrients, specifically about saturated fats, and added or free sugar. Nutritional epidemiologists are also raising concern about micronutrients like – sodium, whose intake should be monitored for individuals suffering from
specific diseases like osteoporosis, stomach cancer, kidney disease, kidney; and fiber, whose intake is critical for patients suffering from irritable bowel syndrome (IBS).

Nutrient content from one food to another can vary a lot, even though they have roughly the same type of ingredients. This makes nutrient tracking and calculating very challenging, and predicting nutrient content very complicated. In this paper, we propose an approach, called P-NUT (Predicting NUTrient content from short text descriptions), for predicting macronutrient values of a food item considering learned vector representations of text describing the food item. Food items are generally unbalanced in terms of macronutrient content. When there is a broad variety of foods, they can go from one extreme to another for one macronutrient content, for example the content of fat can go from ‘fat free’ foods to ‘fat based’ foods (ex. different kinds of nut butters), which can be a good base for grouping foods. Therefore, a general model for prediction will not be efficient in macronutrient prediction. For this reason, we decided to apply unsupervised machine learning – clustering as a method to separate foods in order to obtain clusters (groups) of foods with similar characteristics. Subsequently, on these separate clusters we predict the macronutrients with applying supervised machine learning. Predicting macronutrients is not a task that has been approached in such a manner before, usually nutrient content of food is calculated or estimated from measurements and exact ingredients [7–9]. These calculations are pretty demanding, the detailed procedure for calculation of the nutrient content of a multi-ingredient food has a few major steps: selection or development of an appropriate recipe, data collection for the nutrient content of the ingredients, correction of the ingredient nutrient levels for weight of edible portions, adjustment of the content of each ingredient for effects of preparation, summation of ingredient composition, final weight (or volume) adjustment, and determination of the yield and final volumes. This is when all the ingredients and measurements are available. When the data for the ingredients are not available, this procedure gets more complicated [7,8].

With using just, short text descriptions of the food products – either a simple food or complex recipe dish, the results from this study show that this way of combining representation learning with unsupervised and supervised machine learning provides results with accuracy as high as 80%, compared to the baseline (mean and median – calculated from the values of a certain macronutrient of all the food items in a given cluster) in some cases there are differences in accuracies of up to 50%.

The structure of the rest of the paper is the following: In Section 2, we begin with the related work in Section 2.1 where we present the published research need to understand P-NUT, then Section 2.2 provides a structure and description of the data used in the experiments, and in Section 2.3, we explain the methodology in detail. The experimental results and the methodology evaluation are presented in the Section 3. In the Section 4, we review the outcome of the methodology, the benefits of such approach, and its novelty. At, the end, in Section 5, we summarize the importance of the methodology and give directions for future work.

2. Materials and Methods

To the best of our knowledge, predicting nutritional content of foods/recipes using only short text description has never been done before. There has been some work involving machine learning done in this direction, mainly involving image recognition: employing different deep learning models for accurate food identification and classification from food images [10], dietary assessment through food image analysis [11], calculating calorie intake from food images [12,13]. All this work in the direction of predicting total calories, strongly relies on textual data retrieved from the Web. There are numerous mobile and web applications, for tracking macronutrient intake [14,15]. Systems like these are used for achieving dietary goals, allergy management or simply, maintaining a healthy balanced diet. The biggest downside is the fact that they require manual imputation of details about the meal/food.

2.1. Related Work

In this subsection we present a review of the concepts relevant to P-NUT, the algorithms that were used, and recent work done in this area.
2.1.1. Representation Learning

Representation learning is learning representations of input data by transforming it or extracting features from it, which then makes it easier to perform a task like classification or prediction [16]. There are two different categories of vector representations: non-distributed or sparse, which are much older and distributed or dense, which have been in use for the past few years. Our focus is on distributed vector representations.

Word Embeddings

Word representations were first introduced as an idea in 1986 [17]. Since then, word representations have changed language modelling [18]. Following up is work that includes applications to automatic speech recognition and machine translation [19,20], and a wide range of Natural Language Processing (NLP) tasks [21–27]. Word embeddings have been used in combination with machine learning, improving results from biomedical named entity recognition [28], capturing word analogies [29], extracting latent knowledge from scientific literature and going towards a generalized approach to the process of mining scientific literature [30], etc. We previously explored the idea of applying text-based representation methods in the food domain for the task of finding similar recipes based on cosine similarity between embedding vectors [31]. Word embeddings are vector space models (VSM), that in a low-dimensional semantic space (much smaller than the vocabulary size) represent words in a form of real-valued vectors. Having distributed representations of words in vector space helps improve the performance of learning algorithms in for various NLP tasks.

- Word2Vec was introduced as word embedding method by Mikolov et al. in 2013 at Google [32], and it is a neural network based word embedding method. There are two different Word2Vec approaches, Continuous Bag of Words and Continuous Skip Gram [33]:
  - Continuous Bag-of-Words Model (CBOW) – This architecture consists of a single hidden layer and an output layer. The algorithm tries to predict the center word based on the surrounding words – which are considered as the context of this word. The inputs of this model are the one–hot encoded context word vectors.
  - Skip-gram Model (SG) – In the SG architecture we have the center word and the algorithm tries to predict the words before and after it, which make up the context of the word. The output from the SG model is \( \text{C} \) number of \( \text{V} \) dimensional vectors, where \( \text{C} \) is the number of context words which we want the model to return and \( \text{V} \) is the vocabulary size. The SG model is trained to minimize the summed prediction error and gives better vectors with increments of \( \text{C} \) [32,33].

If compared, CBOW is a lot simpler and faster to train but SG performs better with rare words.

- GloVe [34] is another method for generating word embeddings. It is a global log-bilinear regression model for unsupervised learning of word representations, that has been shown to outperform other models on word analogy, word similarity, and named entity recognition tasks. It is based on co-occurrence statistics from a given corpus.

Paragraph Embeddings

In 2014 [35] an unsupervised paragraph embedding method, called Doc2Vec, was proposed. Doc2Vec in contrast to Word2Vec generated vector representations of whole documents, regardless of their length. The paragraph vector and word vectors are concatenated in a sliding window and the next word is predicted; the training is done with a gradient decent algorithm. The Doc2Vec algorithm also takes into account the word order and context. The inspiration, of course, comes from the Word2Vec algorithm: the first part, called Distributed Memory version of Paragraph Vector (PV-DM), is an extension of the CBOW model with an additional vector (Paragraph ID) added, with the
difference of including another feature vector, unique to the document, for the next word prediction. The word vectors represent the concept of a word, while the document vector represents the concept of a document.

The second algorithm, called Distributed Bag of Words version of Paragraph Vector (PV-DBOW), is similar to the Word2Vec SG model. In PV-DM the algorithm considers the concatenation of the paragraph vector with the word vectors for the prediction of the next word, whereas in the PV-DBOW the algorithm ignores the context words in the input, and the word are predicted by random sampling from the paragraph in the output.

The authors recommend using a combination of the two models, even though the PV-DM model performs better and usually will achieve state of the art results by itself.

Graph-Based Representation Learning

Besides word embeddings, there are methods that are used for embedding data represented as graphs, consequently named graph embedding. Usually, embedding methods learn vector embeddings represented in the Euclidean vector space, but as graphs are hierarchical structures, in 2017 the authors in [36] introduced an approach for embedding hierarchical structures into hyperbolic space – Poincaré ball. Poincaré embeddings are vector representations of symbolic data, the semantic similarity between two concepts is the distance between them in the vector space, and their hierarchy is waved by the magnitudes of the vectors. Graph embeddings have improved performance over many of the existing models on tasks such as text classification, distantly supervised entity extraction, and entity classification [37], they also have been used for unsupervised feature extraction from sequences of words [38]. In [39], the authors generate graph embeddings (Poincaré) for the FoodEx2 hierarchy [40]. FoodEx2 version 2 is a standardized system for food classification and description developed by the European Food Safety Authority (EFSA), it has domain knowledge embedded in it and it contains descriptions of a vast set of individual food items combined in food groups and more broad food categories in a hierarchy that exhibits parent-child relationship. The domain knowledge contained in the FoodEx2 hierarchy is transcendenced through the graph embeddings, which later the authors use in order to group the food items from the FoodEx2 system in clusters. The clustering is done using the Partition Around Medoids algorithm [41], and the number of clusters is determined using the silhouette method [42].

2.2. Data

In our experiments we used a dataset that contains nutritional information about food items recently collected as food consumption data in Slovenia with the collaboration of subject-matter experts for the aims of the EFSA EU Menu project [43] – designed for more accurate exposure assessments and ultimately support of risk managers in their decision-making on food safety. The ultimate goal being – enabling quick assessment of exposure to chronic and acute substances possibly found in the food chain [44]. In this dataset there are 3265 food items, some of which are simple food products and others are recipes with short descriptions, a few instances are presented in Table 1 as an example.

From the dataset for each food item we have available: name in Slovene, name in English, FoodEx2 code, and nutrient values for: carbohydrates, fat, protein and water. We repeated our experiments for both English and Slovene names of the food products and the recipes.
Table 1. Subset from the dataset used in the experiments (SLO—Slovenian, ENG—English).

| SLO Food Name | ENG Food Name | FoodEx2 Code | Energy (g) | Water (g) | Fat (g) | Carb (g) | Protein (g) |
|---------------|---------------|--------------|------------|-----------|---------|----------|-------------|
| Zelenjavna rižota s parboiled rižem, sezonsko zelenjavo in repiˇcnim oljem | Vegetable risotto with parboiled rice, seasonal vegetables and rapeseed oil | A041G# F04.A036V | 90.07 | 79.36 | 1.55 | 16.77 | 1.79 |
| Medenjaki iz pirine in ržene moke ter hojevega medu | Gingerbread biscuit made of spelt and rye flour and honey | A00CT# F04.A004H F04.A003J F04.A033K | 423.68 | 0.00 | 1.81 | 91.41 | 8.96 |
| Čokoladna rezina Kit Kat | Candies, KIT KAT Wafer Bar | A009Z | 517.87 | 1.63 | 25.99 | 64.39 | 6.51 |
| Zeleni ledeni čaj z medom, arizona | Tea, ready-to-drink, green iced tea, Arizona | A03LD | 27.65 | 93.00 | 0.00 | 6.80 | 0.01 |

2.3. Methodology

On Figure 1 a flowchart of the methodology is presented. Our methodology is consisted of three separate parts: representation learning and unsupervised machine learning, conducted independently, and then combined in supervised machine learning.

The idea is: (i) represent text descriptions in vector space using embedding methods, i.e., semantic embeddings at sentence/paragraph level of short food descriptions, (ii) cluster the foods based on their FoodEx2 codes [40] using graph embeddings [39], (iii) perform post-hoc cluster merging in order to obtain more evenly distributed clusters on a higher level of the FoodEx2 hierarchy, (iv) apply...
different single-target regression algorithms on each cluster having the embedding vectors as features for predicting separate macronutrient values (carbohydrates, fat, protein and water), (v) evaluate the methodology by comparing the predicted with the actual values of the macronutrients.

2.3.1. Representation Learning

The starting point is the textual data, in our case the short text descriptions of the food products/recipes, alongside with their FoodEx2 codes and macronutrient values. For representing the textual data as vectors, the embeddings are generated for the whole food product name/description, using two different approaches:

1. Learning word vector representations (word embeddings) with the Word2Vec and GloVe methods – The vector representations of the whole description are obtained with merging separate word embeddings generated for each separate word in the sentence (food product name/description). If \( D \) as a food product description consisted of \( n \) words:

\[
D = \{\text{word}_1, \text{word}_2, \ldots, \text{word}_n\}
\]  

And \( E[\text{word}] \) is the vector representation (embedding) of a separate word:

\[
E[\text{word}_a] = [x_{a1}, x_{a2}, \ldots, x_{ad}]
\]  

where \( a \in \{1, \ldots, n\} \), \( n \) being the number of words in the description, and \( d \) is the dimension of the word vectors, which is defined manually for both Word2Vec and GloVe. These vectors are representations of words, to obtain the vector representations for the food product description we apply two different heuristics for merging the separate word vectors. Our two heuristics of choice are:

- **Average** – The vector representation for the food product description is calculated as an average from the vectors of the words from which it consists of:

\[
E_{\text{average}}[D] = \left[ \frac{x_{11} + \ldots + x_{n1}}{n}, \frac{x_{12} + \ldots + x_{n2}}{n}, \ldots, \frac{x_{1d} + \ldots + x_{nd}}{n} \right]
\]  

- **Sum** – The vector representation for each food product/recipe description is calculated by summing the vector representations of the words it consists of:

\[
E_{\text{sum}}[D] = [x_{11} + \ldots + x_{n1}, x_{12} + \ldots + x_{n2}, \ldots, x_{1d} + \ldots + x_{nd}]
\]  

where \( E_{\text{average}}[D] \) and \( E_{\text{sum}}[D] \) are the merged embeddings, i.e., embeddings for the whole description. When generating the Word2Vec and GloVe embeddings, we considered different values for the dimension size and sliding window size. The dimension sizes of choice are \([50, 100, 200]\), also for the Word2Vec embeddings we considered the two types of feature extraction available: CBOW and SG. For these dimensions we assign different values to the parameter called ‘sliding’ window. This parameter indicates the distance within a sentence between the current word and the word being predicted. The values of choice are \([2, 3, 5, 10]\) because our food product descriptions are not very long – the average number of words in a food product description in the dataset is 11, while the maximum number of words is 30). By combining these parameter values, 24 Word2Vec models were trained, plus considering the heuristics for combining, a total of 48 models, while with GloVe a total of 24 models were trained.

2. Learning paragraph vector representations with Doc2Vec algorithm – The Doc2Vec algorithm is used to generate vector representations for each description (sentence). If \( D \) is the description of the food product/description, then \( E_{\text{Doc2Vec}} \) is the sentence vector representation generated with Doc2Vec is as follows:

\[
E_{\text{Doc2Vec}}[D] = [x_1, x_2, \ldots, x_d]
\]
where $d$ is the predefined dimension of the vectors. Same as the two chosen word embedding methods, we considered different dimension sizes and sliding window sizes, specifically $[2,3,5,10]$ for the sliding window and $[50,100,200]$ for the dimension size. We also considered the two types architectures in the Doc2Vec model - PV-DM and PV-DBOW, and we used the non-concatenative mode (separate models for the sum option, and separate for the average option) because if we used the concatenation of context vectors rather than sum/average the result would be a much-larger model. Taking into account all these parameters there are 48 Doc2Vec models trained in total.

2.3.2. Unsupervised Machine Learning

Foods exhibit large variations in the nutrient content, therefore have very unbalanced macronutrient content. The dataset in our experiments includes a broad variety of foods, which implies that the content of a macronutrient can go from one extreme to another. Therefore, it goes without saying that in order to have better predictions for the content of macronutrients, food items should be grouped by some similarity. Here, the FoodEx2 codes that are available come into use, since they already contain domain knowledge, and based on them food items are grouped in food groups and broader food categories in the FoodEx2 hierarchy [40].

Independently of the representation learning process, we used the method presented in [39], where the FoodEx2 hierarchy is presented as Poincaré graph embeddings and then the FoodEx2 codes based on these embeddings are clustered into 230 clusters. This clustering process is performed on the bottom end of the hierarchy, i.e., on the leaves of the graph. Given that our dataset is rather small compared to the total number of FoodEx2 codes in the hierarchy, and the fact that when assigned a cluster number some of the clusters in our dataset will contain very few or no elements at all, we decided to do a post-hoc cluster merging. The post-hoc cluster merging is performed following a bottom up approach, the clusters are merged based on their top-level parents, going level deeper until we have as evenly distributed clusters as possible.

2.3.3. Supervised Machine Learning

The last part of the methodology is the supervised machine learning part, which on input receives the outputs from the representation learning part and the unsupervised machine learning part. This part consists of applying single-target regression algorithms in order to predict the separate macronutrient values.

Separate prediction models are trained for each macronutrient, because from the conducted correlation test (Pearson’s correlation coefficient) we concluded that there is no correlation between the target variables. In a real-time scenario, it is somewhat hard to select the right machine learning algorithm for the purpose. The overall most accepted approach is to select few algorithms, select ranges for the hyper-parameters for each algorithm, perform hyper-parameter tuning, and evaluate the estimators’ performances with cross-validation by the same data in each iteration, benchmark the algorithms and select the best one(s). When working with regression algorithms, the most common baseline is using mean or median (central tendency measures) of the train part of the dataset for all the predictions.

2.3.4. Tolerance for Nutrient Values

The main goal is obtaining macronutrient values which are expressed in grams, and by international legalizations and regulations can have defined tolerances. The European Commission Health and Consumers Directorate General in 2012 published [45], with the aim to provide advised recommendations for calculation of the acceptable differences between quantities of nutrients on the label declarations of food products and the ones established in Regulation EU 1169/2011 [46]. These tolerances for the food product labels are important as it is impossible for foods to contain the exact levels of nutrients that are presented on the labels, as a consequence of the natural variations of foods, as well as the variations occurring during production and the storage process. However,
the nutrient content of foods should not deviate substantially from labelled values to the extent that such deviations could lead to consumers being misled. From the tolerance levels stated in [45], for our particular case we used the tolerance levels for the nutrition declaration of foods that do not include food supplements, out of which we used the needed information presented in Table 2 – where the allowed deviations are presented for each of the four macronutrients, depending on their quantity in 100 grams of the food in matter. These tolerance levels are included at the very final step in our methodology in the determination on how accurate the predicted macronutrient values are.

### Table 2. Tolerated differences in nutrition content in foods besides food supplements.

| Quantity per 100 g/Macronutrient | Tolerances (Allowed Deviations in Quantity) |
|----------------------------------|---------------------------------------------|
| <10 g per 100 g                  | Carbohydrates: ±2 g, Protein: ±20%        |
| 10–40 g per 100 g               | Water: ±1.5 g                              |
| >40 g per 100 g                 | Fat: ±20%                                  |

### 3. Results

The first step towards the evaluation is pre-processing of the data. Our dataset for evaluation is a subset from the original dataset, obtained by extracting the English food product descriptions, alongside the columns with the macronutrient values (carbohydrates, fat, protein and water). The text descriptions are tokenized. The punctuation signs and numbers that represent quantities are removed, whereas the percentage values (of fat, of sugar, of cocoa . . . ) which contain valuable information concerning the nutrient content, and stop words which add meaning to the description, are kept. The next step is word lemmatization [47], separate lemmatizers are used for the English names and the Slovene names. In Table 3 a few examples of the pre-processed data for the English names are presented.

### Table 3. Examples of pre-processed English descriptions.

| Original Description                                                                 | Pre-processed Description |
|--------------------------------------------------------------------------------------|---------------------------|
| Potatoes, mashed, dehydrated, prepared from flakes without milk, whole milk and butter added | ['potato', 'mashed', 'dehydrated', 'prepared', 'from', 'flake', 'without', 'milk', 'whole', 'milk', 'and', 'butter', 'added'] |
| Milk chocolate with 30% cocoa, Gorenjka (250 g)                                      | ['milk', 'chocolate', 'with', '30', 'cocoa', 'gorenjka'] |

After obtaining the data in the desired format, the next step is to apply the algorithms for generating embeddings. For this purpose we used the Gensim [48] library in Python, and the corresponding packages for the Word2Vec and Doc2Vec algorithms. The embedding vectors represent our base for the next steps.

Independently of this process, the data is clustered, i.e., the instances are divided in clusters based on their FoodEx2 codes. In the beginning from the clustering in [39] there are 230 clusters, when assigned a cluster number, the instances in our dataset are clustered. From this initial clustering we can note that not all clusters have elements in them, and some of them have very few elements. Therefore, the post-hoc cluster merging is performed, where we merge the clusters following a bottom up approach. For our dataset we went for the parents on the third level in the FoodEx2 hierarchy and we obtained 9 clusters. In Table 4 a few examples from each cluster are given (the English names are given for convenience purposes).
| Cluster Number | Example Food Products                                                                 |
|----------------|----------------------------------------------------------------------------------------|
| Cluster 1      | Oil, industrial, mid-oleic, sunflower, principal uses frying and salad dressings       |
|                | Homemade mincemeat, Mesarija Kragelj                                                   |
|                | Margarine (with added vegetable sterols 0.75g/10g), line Becel pro-activ, Unilever    |
| Cluster 2      | Peanuts, all types, oil-roasted, with salt                                              |
|                | Seeds, pumpkin and squash seed kernels, dried                                            |
|                | Avocados, raw, California                                                                |
| Cluster 3      | Cheese, processed, 60% fat in dry matter                                                |
|                | Yogurt, fruit (peach, cereals), low fat 2.6% milkfat                                    |
|                | Baby food, cottage cheese, creamed, fruit (strawberry, banana), FruchtZwerge, Danone    |
| Cluster 4      | Plums, canned, purple, light syrup pack, solids and liquids                             |
|                | Segedin cabbage with pork meat                                                          |
|                | Buckwheat porridge sauté with onion and garlic                                          |
| Cluster 5      | Fried chicken file (canola oil, without breadcrumbs)                                    |
|                | Trout with parsley and garlic sauce                                                     |
|                | Beef, rib, whole (ribs 6–12), separable lean and fat, trimmed to 1/8 of an inch of fat, |
|                | all grades, cooked, roasted                                                             |
| Cluster 6      | Fruit tea infusion, with sugar and lemon                                                |
|                | Soup made of turnip cabbage, peas and tomato (olive oil, stock)                         |
|                | Chicken stew with seasonal vegetables, without roux                                      |
| Cluster 7      | Fish, salmon, pink, canned, without salt, solids with bone and liquid                  |
|                | Salty anchovies in vegetable oil                                                        |
|                | Tuna with beans, canned                                                                 |
| Cluster 8      | Ham, sliced, regular (approximately 11% fat)                                            |
|                | Chicken hot dog, pan-fried                                                              |
|                | Turkey ham, sliced, extra lean, prepackaged or deli-sliced                               |
| Cluster 9      | Egg, whole, cooked, scrambled                                                           |
|                | Fried egg (olive oil)                                                                   |
|                | Egg spread                                                                             |

The next step in our methodology is the machine learning part – applying single-target regressions according to the following setup:

1. Select regression algorithms – Linear regression, Ridge regression, Lasso regression, and ElasticNet regression (using the Scikit-learn library in Python [49]).

2. Select parameter ranges for each algorithm and perform hyper-parameter tuning – Ranges and values are a priori given for all the parameters for all the regression algorithms. From all the combinations the best parameters for the model training are then selected with GridSearchCV (using the Scikit-learn library in Python [49]). This is done for each cluster separately.

3. Apply k-fold cross-validation to estimate the prediction error – We train models for each cluster using each of the selected regression algorithms. The models are trained with the previously selected best parameters for each cluster and then evaluated with cross-validation. We chose the matched sample approach for comparison of the regressors, i.e., using the same data in each iteration.

4. Apply tolerance levels and calculate accuracy – The accuracy is calculated according to the tolerance levels in Table 2. If \( a_i \) is the actual value of the \( i^{th} \) instance from the test set on a certain iteration of the k-fold cross-validation, and \( p_i \) is the predicted values of the same, \( i^{th} \), instance of the test set, then:

\[
 d_i = |a_i - p_i|, \quad (6)
\]

\( d_i \) is the absolute difference between the two set values. We define a binary variable that is assigned a positive value if the predicted value is in the tolerance level.

\[
 \text{allowed} = 1 \text{ if } \begin{cases} 
 a_i \leq 10 & \text{ allowed } = 1 \text{ if } \begin{cases} 
 a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \leq 10 & a_i \le
At the end we calculate the accuracy as the ratio of predicted values that were in the 'allowed' range, i.e., tolerance level:

$$\text{Accuracy} = \frac{\sum_{i=1}^{n} \text{allowed}}{n}$$

(8)

where \(n\) is the number of instances in the test set. The accuracy percentage is calculated for the baseline mean and baseline median as well – the percentage of baseline values (means and medians from each cluster) that falls in the tolerance level range, calculated according to Equations (6)–(8), where \(a_i\) is the actual value of the \(i^{th}\) instance from the test set on a certain iteration of the k-fold cross-validation, and instead of \(p_i\) we have:

$$b = \begin{cases} \frac{\sum_{i=1}^{m} a_i}{m}, & \text{the baseline is the mean} \\ \frac{X_{\lfloor (m+1)/2 \rfloor} + X_{\lfloor (m+1)/2 \rfloor}}{2}, & \text{the baseline is the median} \end{cases}$$

(9)

where \(m\) is the number of instances in the train set, and \(X\) is the train set sorted in ascending order.

The accuracy percentages are calculated for each fold in each cluster, and at the end for each cluster we calculate an average of the percentages from each fold. In Table 5 the results obtained from the experiments with the embeddings generated from the English names are presented, and in Table 6 with the embeddings generated from the Slovene names.

**Table 5.** Accuracy percentages after k-fold cross validation on each cluster obtained with the embeddings for the English names of the food products. Target: C—Carbohydrates, F—Fat, P—Protein, W—Water. The bolded numbers in the table represent the overall best performance for each macronutrient in the given cluster.

| Cluster | Target | Accuracy |
|---------|--------|----------|
|         |        | Word2Vec | GloVe | Doc2Vec | Mean | Median |
| 1       | C      | 59.21    | 47.84 | 50.11   | 1.00 | 17.47  |
|         | F      | 44.26    | 35.95 | 49.32   | 5.05 | 10.21  |
|         | P      | 56.37    | 60.32 | 56.95   | 13.16| 14.26  |
|         | W      | 40.32    | 52.32 | 48.21   | 8.05 | 9.26   |
| 2       | C      | 34.84    | 34.32 | 33.22   | 10.95| 13.27  |
|         | F      | 67.22    | 64.69 | 64.96   | 7.93 | 60.55  |
|         | P      | 63.87    | 61.34 | 59.22   | 7.58 | 31.89  |
|         | W      | 50.44    | 52.83 | 52.41   | 17.89| 19.73  |
| 3       | C      | 46.51    | 46.18 | 46.98   | 11.13| 15.74  |
|         | F      | 67.42    | 63.62 | 64.00   | 8.44 | 59.81  |
|         | P      | 69.64    | 65.47 | 70.74   | 8.75 | 58.55  |
|         | W      | 56.68    | 60.85 | 58.70   | 12.18| 29.83  |
| 4       | C      | 40.92    | 43.32 | 40.55   | 12.95| 16.40  |
|         | F      | 68.28    | 66.40 | 66.67   | 7.49 | 62.43  |
|         | P      | 72.50    | 70.85 | 71.71   | 7.23 | 66.07  |
|         | W      | 59.09    | 61.51 | 60.99   | 11.24| 33.86  |
| 5       | C      | 46.38    | 37.65 | 46.07   | 9.58 | 15.80  |
|         | F      | 66.12    | 62.38 | 62.38   | 4.57 | 42.43  |
|         | P      | 66.12    | 63.63 | 66.83   | 8.73 | 52.38  |
|         | W      | 49.87    | 48.95 | 53.98   | 12.80| 21.53  |
| 6       | C      | 29.46    | 30.55 | 33.30   | 7.90 | 10.24  |
|         | F      | 41.66    | 41.08 | 43.26   | 6.68 | 29.76  |
|         | P      | 53.35    | 54.37 | 55.81   | 15.09| 20.11  |
|         | W      | 38.01    | 39.69 | 41.28   | 11.03| 15.45  |
| 7       | C      | 72.78    | 72.78 | 72.78   | 11.11| 41.11  |
|         | F      | 73.89    | 73.89 | 73.89   | 31.67| 15.00  |
|         | W      | 46.67    | 48.89 | 57.22   | 15.56| 20.00  |
Table 5. Cont.

| Cluster | Target | Word2Vec | GloVe | Doc2Vec | Mean  | Median |
|---------|--------|----------|-------|---------|-------|--------|
| 8       | C      | 58.31    | 51.60 | 55.58   | 0.95  | 21.69  |
|         | F      | 48.27    | 39.74 | 50.17   | 6.58  | 15.15  |
|         | P      | 60.48    | 63.25 | 67.06   | 7.62  | 19.74  |
|         | W      | 41.60    | 48.27 | 49.83   | 11.34 | 11.26  |
|         | C      | 86.36    | 81.82 | 72.73   | 27.27 | 36.36  |
|         | F      | 50.00    | 40.91 | 45.45   | 4.55  | 4.55   |
|         | P      | 77.27    | 72.73 | 63.64   | 36.36 | 31.82  |
|         | W      | 45.45    | 40.91 | 50.00   | 9.09  | 18.18  |
| 9       | C      | 86.36    | 72.73 | 86.36   | 27.27 | 36.36  |
|         | F      | 50.00    | 40.91 | 50.00   | 4.55  | 4.55   |
|         | P      | 63.64    | 59.09 | 68.18   | 36.36 | 31.82  |
|         | W      | 54.55    | 36.36 | 45.45   | 9.09  | 18.18  |

Table 6. Accuracy percentages after k-fold cross validation on each cluster obtained with the embeddings for the Slovene names of the food products. Target: C—Carbohydrates, F—Fat, P—Protein, W—Water. The bolded numbers in the table represent the overall best performance for each macronutrient in the given cluster.

| Cluster | Target | Word2Vec | GloVe | Doc2Vec | Mean  | Median |
|---------|--------|----------|-------|---------|-------|--------|
| 1       | C      | 61.37    | 54.11 | 52.00   | 1.00  | 17.47  |
|         | F      | 44.26    | 37.00 | 41.26   | 5.05  | 10.21  |
|         | P      | 58.26    | 50.00 | 53.26   | 13.16 | 14.32  |
|         | W      | 34.05    | 37.05 | 33.89   | 8.05  | 9.26   |
| 2       | C      | 27.47    | 24.43 | 32.15   | 10.95 | 14.00  |
|         | F      | 70.28    | 67.04 | 64.69   | 7.93  | 60.55  |
|         | P      | 63.72    | 60.12 | 59.22   | 7.58  | 31.54  |
|         | W      | 49.96    | 43.28 | 48.38   | 17.89 | 19.55  |
| 3       | C      | 47.28    | 41.51 | 45.00   | 11.13 | 16.13  |
|         | F      | 67.42    | 63.99 | 63.62   | 6.84  | 59.81  |
|         | P      | 69.27    | 65.83 | 69.20   | 8.75  | 58.55  |
|         | W      | 52.86    | 43.97 | 54.34   | 12.18 | 29.44  |
| 4       | C      | 34.78    | 28.49 | 40.33   | 12.95 | 16.93  |
|         | F      | 70.13    | 67.74 | 66.40   | 4.79  | 62.43  |
|         | P      | 72.50    | 69.58 | 70.38   | 7.23  | 66.07  |
|         | W      | 54.24    | 47.66 | 55.79   | 11.24 | 33.86  |
| 5       | C      | 47.63    | 41.40 | 45.95   | 9.58  | 15.80  |
|         | F      | 66.12    | 62.80 | 62.38   | 4.57  | 42.43  |
|         | P      | 66.12    | 64.47 | 64.47   | 8.73  | 52.38  |
|         | W      | 48.18    | 41.48 | 51.02   | 12.80 | 21.12  |
| 6       | C      | 31.42    | 25.61 | 33.74   | 7.90  | 10.75  |
|         | F      | 39.34    | 34.97 | 44.42   | 6.68  | 29.98  |
|         | P      | 53.36    | 50.73 | 63.13   | 15.09 | 20.33  |
|         | W      | 41.21    | 34.67 | 41.85   | 11.03 | 15.45  |
|         | C      | 72.78    | 67.78 | 72.78   | 11.11 | 41.11  |
|         | F      | 58.33    | 37.78 | 48.33   | 5.56  | 11.11  |
|         | P      | 63.89    | 63.89 | 69.44   | 31.67 | 15.00  |
|         | W      | 46.11    | 36.67 | 41.11   | 15.56 | 20.00  |
| 7       | C      | 56.41    | 49.91 | 56.45   | 0.95  | 21.69  |
|         | F      | 47.32    | 43.51 | 44.55   | 6.58  | 15.15  |
|         | P      | 64.29    | 59.70 | 61.43   | 7.62  | 19.74  |
|         | W      | 35.11    | 36.80 | 35.11   | 11.34 | 11.26  |
| 8       | C      | 86.36    | 72.73 | 86.36   | 27.27 | 36.36  |
|         | F      | 50.00    | 31.82 | 50.00   | 4.55  | 4.55   |
|         | P      | 63.64    | 59.09 | 68.18   | 36.36 | 31.82  |
|         | W      | 54.55    | 36.36 | 45.45   | 9.09  | 18.18  |
In these tables we give the accuracy percentages from the predictions for each target macronutrient in each cluster. From these tables we can see that having the Word2Vec and Doc2Vec embeddings as features for the regressions yielded better results in more cases than having the GloVe embedding vectors as inputs to the regressions, but this difference is not big enough to say that these two embedding algorithms outperformed GloVe. In Figures 2–5 the results for each target macronutrient are presented graphically.

Figure 2. Best prediction accuracies for carbohydrates predictions obtained from the embeddings for the English names and Slovene names for each cluster compared to the baseline mean and median for the particular cluster.
Figure 3. Best prediction accuracies for fat predictions obtained from the embeddings for the English names and Slovene names for each cluster compared to the baseline mean and median for the particular cluster.
Figure 4. Best prediction accuracies for protein predictions obtained from the embeddings for the English names and Slovene names for each cluster compared to the baseline mean and median for the particular cluster.
Figure 5. Best prediction accuracies for water predictions obtained from the embeddings for the English names and Slovene names for each cluster compared to the baseline mean and median for the particular cluster.

In the graphs, for each target macronutrient, for each cluster, we give the best result obtained with the embedding vectors from the English and Slovene names and compare them with the baseline
mean and median for the particular cluster. In the graphs the embedding algorithm that yields the best results alongside with the parameters and heuristic is given as:

$$E_{h,d,w}, \begin{cases} h \in \{\text{sum, average}\}, & \text{is the chosen heuristic} \\ d \in \{50, 100, 200\}, & \text{is the dimension} \\ w \in \{2, 3, 5, 10\}, & \text{is the sliding window} \end{cases} \quad (10)$$

where, \(E\) is the embedding algorithm (Word2Vec, GloVe or Doc2Vec). We can see that the embedding algorithm that yields the best results changes, but in all cases the embedding algorithm gives better results than the baseline methods. In Table 7, we present the embedding algorithms (with all the parameter used) that gave the best results for each target macronutrient in each cluster, alongside with the regression algorithm used for making the predictions.

Table 7. Embedding and regression algorithms which yielded highest accuracies for each macronutrient prediction in each cluster. Target: C—Carbohydrates, F—Fat, P—Protein, W—Water.

| Cluster | Target | Embedding Algorithm ENG | Embedding Algorithm SLO | Regression Algorithm ENG | Regression Algorithm SLO |
|---------|--------|-------------------------|-------------------------|--------------------------|--------------------------|
| 1       | C      | Word2VecCBOW avg 100_2  | Word2VecCBOW avg 50_2  | ElasticNet               | Ridge                    |
|         | F      | Doc2VecPV-DM avg 200_2  | Word2VecCBOW avg 50_2  | Lasso                    | Ridge                    |
|         | P      | GloVe sum 50_10         | Word2VecCBOW sum 200_2 | Lasso                    | Ridge                    |
|         | W      | GloVe avg 50_10         | GloVe sum 200_2         | ElasticNet               | Ridge                    |
| 2       | C      | Word2VecSG avg 200_2    | Doc2VecPV-DBOW avg 200_2| Ridge                    | Ridge                    |
|         | F      | Word2VecCBOW avg 100_2  | Word2VecCBOW avg 100_2 | Lasso                    | Ridge                    |
|         | P      | Word2VecSG avg 100_5    | Word2VecCBOW avg 100_2 | Ridge                    | Ridge                    |
|         | W      | GloVe avg 100_2         | Word2VecSG avg 200_10   | Ridge                    | Ridge                    |
| 3       | C      | Doc2VecPV-DM avg 50_2   | Word2VecCBOW avg 100_2  | Ridge                    | ElasticNet               |
|         | F      | Word2VecCBOW avg 100_5  | Word2VecCBOW avg 100_2  | Ridge                    | Ridge                    |
|         | P      | Word2VecCBOW avg 50_3   | Word2VecCBOW avg 50_2   | Ridge                    | Ridge                    |
|         | W      | GloVe avg 200_3         | Doc2VecPV-DBOW avg 200_2| Ridge                    | ElasticNet               |
| 4       | C      | GloVe sum 200_3         | Doc2VecPV-DBOW avg 200_5| Ridge                    | ElasticNet               |
|         | F      | Word2VecCBOW avg 100_2  | Word2VecCBOW avg 100_2  | Ridge                    | Ridge                    |
|         | P      | Word2VecCBOW avg 50_3   | Word2VecCBOW avg 50_2   | Ridge                    | Ridge                    |
|         | W      | GloVe avg 200_3         | Doc2VecPV-DBOW avg 200_5| Ridge                    | ElasticNet               |
| 5       | C      | Word2VecCBOW avg 200_2  | Word2VecCBOW avg 100_2  | Ridge                    | Lasso                    |
|         | F      | Word2VecCBOW avg 50_5   | Word2VecCBOW avg 200_5  | Ridge                    | Ridge                    |
|         | P      | Doc2VecPV-DBOW avg 200_10| Word2VecCBOW avg 200_5  | Ridge                    | Ridge                    |
|         | W      | Doc2VecPV-DBOW avg 200_10| Word2VecCBOW avg 200_5  | Ridge                    | Ridge                    |
| 6       | C      | Doc2VecPV-DBOW avg 200_2| Word2VecCBOW avg 100_2  | Ridge                    | Ridge                    |
|         | F      | Doc2VecPV-DBOW avg 200_5| Word2VecCBOW avg 200_5  | Ridge                    | Ridge                    |
|         | P      | Doc2VecPV-DBOW avg 200_10| Word2VecCBOW avg 200_5  | Ridge                    | Ridge                    |
|         | W      | Doc2VecPV-DBOW avg 200_10| Word2VecCBOW avg 200_5  | Ridge                    | Ridge                    |
| 7       | C      | Doc2VecPV-DBOW avg 200_3| Doc2VecPV-DBOW avg 200_3| Ridge                    | Ridge                    |
|         | F      | Doc2VecPV-DBOW avg 200_5| Word2VecCBOW avg 100_2  | Ridge                    | Ridge                    |
|         | P      | Doc2VecPV-DBOW avg 200_10| Word2VecCBOW avg 200_5  | Ridge                    | Ridge                    |
|         | W      | Doc2VecPV-DBOW avg 200_10| Word2VecCBOW avg 200_5  | Ridge                    | Ridge                    |
| 8       | C      | Word2VecCBOW avg 200_3  | Word2VecCBOW avg 50_5   | Ridge                    | Ridge                    |
|         | F      | Word2VecCBOW avg 50_5   | Word2VecCBOW avg 50_5   | Ridge                    | Ridge                    |
|         | P      | Word2VecCBOW avg 100_3  | Word2VecCBOW avg 200_3  | Ridge                    | Ridge                    |
|         | W      | Doc2VecPV-DBOW avg 200_3| Word2VecCBOW avg 200_5  | Ridge                    | Ridge                    |
| 9       | C      | Word2VecSG avg 200_3    | Word2VecCBOW avg 50_5   | Lasso                    | Linear                   |
|         | F      | Word2VecCBOW avg 50_5   | Word2VecCBOW avg 50_5   | Lasso                    | Linear                   |
|         | P      | Word2VecCBOW avg 100_3  | Word2VecCBOW avg 200_3  | Lasso                    | Linear                   |
|         | W      | Doc2VecPV-DBOW avg 200_3| Word2VecCBOW avg 200_5  | Lasso                    | Linear                   |
4. Discussion

From the obtained results we can observe that the highest percentage of correctly predicted macronutrient values is obtained in cluster 9, for the prediction of carbohydrates: 86.36%, 81.82% and 72.73% for the English names and 86.36%, 72.73% and 86.36% for the Slovene names, and for the Word2Vec, GloVe and Doc2Vec algorithms appropriately, whereas the baseline (both mean and median) is more than half less. Following these results are the predictions for protein quantity in the same cluster, and then the predictions for protein and carbohydrates in cluster 7. When inspecting these two clusters, we concluded that these were the only two clusters that were not merged with other ones, therefore, the FoodEx2 hierarchy is on a deeper level, and the foods inside these clusters are more similar to each other compared to food in other clusters. Cluster 9 consists of types of egg products, and simple egg dishes – each of these foods have almost identical macronutrients because they only contain one ingredient – eggs. Cluster 7, on the other hand contains fish products, either frozen or canned. If we do not consider the results from these two clusters, then the best results are obtained for protein predictions in cluster 4 (70%–72%) and fat predictions (66%–68%), but compared to the baseline median of that cluster, they are not much better, but if we look at the results from the protein predictions in cluster 8 (60%–67%) we can see that the obtained accuracies are much higher than the baseline mean and median for this cluster. Cluster 8 mainly contains types of processed meats, which can vary notably in fat content, but have similarities in the range of protein content.

For comparison reasons, we also ran the single-target regressions without clustering the dataset. The results are presented in Figure 6.

![Figure 6](image_url)  
**Figure 6.** Best prediction accuracies for each macronutrient obtained from the embeddings for the English and Slovene names compared to the baseline mean and median from the whole dataset.

From this graph we can conclude the same – the embedding algorithms give better results than the baseline mean and median (in this case of the whole dataset), for each target macronutrient. The best results, again, are obtained for the prediction of protein content (62%–64%).

In Table 8, we give the parameters for the embedding algorithms and the regressors with which the best results were obtained without clustering the data.

From these results, it is worth arguing that modeling machine learning techniques on food data previously clustered based on FoodEx2 codes would yield better results than predicting on the whole dataset. If we compare the performances of the three embedding algorithms, it is hard to argue if one outperformed the others, or if one underperformed compared to the other two. This outcome is due to the fact that we are dealing with fairly short textual descriptions.
Table 8. Embedding and regression algorithms which yielded highest accuracies for each macronutrient prediction on the whole dataset (without clustering). Target: C—Carbohydrates, F—Fat, P—Protein, W—Water.

| Target | Embedding Algorithm (ENG) | Regression Algorithm (ENG) | Embedding Algorithm (SLO) | Regression Algorithm (SLO) |
|--------|---------------------------|----------------------------|---------------------------|----------------------------|
| C      | Doc2VecPV-DBOW_avg_200_5  | Ridge                      | Doc2VecPV-DBOW_sum_200_3  | Ridge                      |
| F      | Doc2VecPV-DBOW_avg_200_2  | Lasso                      | Doc2VecPV-DBOW_sum_200_10 | ElasticNet                 |
| P      | Doc2VecPV-DBOW_avg_200_5  | Ridge                      | Doc2VecPV-DBOW_sum_200_3  | Ridge                      |
| W      | GloVe_avg_200_10          | Ridge                      | Doc2VecPV-DBOW_sum_200_2  | Linear                     |

Given the fact that the results with the clustering are better than the results without, and we rely so strongly on having the FoodEx2 codes in order to cluster the foods, the availability of the FoodEx2 codes is of big importance and therefore a limitation of the methodology. For this purpose, we can rely on a method such as StandFood [50], which is a natural language processing methodology developed for classifying and describing foods according to FoodEx2. When this limitation is surpassed, the application of our method can be fully automated.

From a theoretical viewpoint this methodology considers the benefits of using representation learning as the base of a predictive study, and proves that dense real-valued vectors can capture enough semantics even from a short text description (without including the needed details for the task in question – in our case, measurements or exact ingredients) in order to be considered in a predictive study for complicated and value-sensitive task such as predicting macronutrient content. This study offers a fertile ground for further exploration of representation learning and considering more complex embedding algorithms – using transformers [51,52] and fine tuning them for this task.

From a managerial viewpoint the application of this methodology opens up many possibilities for facilitating and easing the process of calculating macronutrient content, which is crucial for dietary assessment, dietary recommendations, dietary guidelines, macronutrient tracking, and other such tasks which are key tools for doctors, health professionals, dieticians, nutritional experts, policy makers, professional sport coaches, athletes, fitness professionals, etc.

5. Conclusions

We live in a modern health crisis. We have a cure for almost everything, and yet the most common causes of biggest mortality factor – cardiovascular diseases are nutrition and diet related. Knowing what is in our food, and understanding its nutritional content (macro and micronutrients) is the first step, that is in our power, towards the prevention of diet-related diseases. There is an overwhelming amount of nutrition-related data available, and most of it comes in textual form, structured and unstructured. Data Science can help us utilize this data for our benefit. We presented a methodology that combines representation learning and machine learning for the task of predicting macronutrient values from short textual descriptions of food data – a combination of food products and recipes. Taking learned vector representations of the descriptions as features, and applying different regression algorithms on separate clusters of the data obtained by clustering based on Poincaré graph embeddings from the FoodEx2 codes of the data, and obtaining results with as high as 86% accuracy, this approach proves to be very effective for this task. For our future work we intend to extend this methodology with the state-of-the-art embeddings based on transformers – Bert Embeddings [51], clustering on an upper level of the FoodEx2 hierarchy, and including methods for obtaining FoodEx2 codes, when they are not available [50], as well evaluating it on a bigger dataset, with longer, more detailed descriptions.
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