GPU-based Data-parallel Rendering of Large, Unstructured, and Non-convexly Partitioned Data

1 INTRODUCTION

Compute power has increased tremendously over the years, which has led to an increase in the number of operations performed by supercomputers, both simultaneously and on single processors. At the same time, memory bandwidth has also increased, but not at the same rate as computing power. This tendency in computer architectures and their development also affected simulation codes, which focus the computation to employ generally unstructured mesh topologies comprised of finite elements. Moreover, we present a GPU-optimized deep compositing scheme that allows correct order compositing of intermediate color values accumulated across different ranks that works even for non-convex clusters. Our method scales well on large data-parallel systems and achieves interactive frame rates during visualization. We can interactively render both Fun3D Small Mars Lander (14 GB / 798.4 million finite elements) and Huge Mars Lander (111.57 GB / 6.4 billion finite elements) data sets at 14 and 10 frames per second using 72 and 80 GPUs, respectively, on TACC’s Frontera supercomputer.
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We aim to use the exact data distribution (geometry and clusters) generated by the Fun3D system as provided by NASA. Since such Computational Fluid Dynamics (CFD) simulations produce non-trivially partitioned and non-convex data, they pose significant challenges for visualization algorithms. Table 1 provides data set statistics.
of two such data sets, i.e., the small and huge Mars Lander. Our approach is not directly in situ but rather emulates such a scenario, and if the simulation code were adapted accordingly, it would be directly applicable to in situ strategies, simulation steering, and post hoc analysis.

Table 1: The Fun3D “Mars Lander” data set statistics. These data sets do not contain hexahedral elements.

| Model   | Vertices | Tetrahedra | Pyramids | Wedges | Clusters | Size (GB) |
|---------|----------|------------|----------|--------|----------|-----------|
| Small   | 145 M    | 766 M      | 47.5 K   | 32 M   | 72       | 14        |
| Huge    | 1.2 G    | 6.12 G     | 285 K    | 256 M  | 552      | 112       |

The data-parallel partitions of finite elements, which we call clusters, are typically non-convex, also clusters from different compute nodes touch at the boundaries. This has numerous implications for scientific visualization algorithms and their particular implementation. Many out-of-the-box standard software solutions for DVR fall short when handling such clusters [17, 56]. On top of that, data-parallel rendering usually employs a compositing scheme that works best with convex clusters. Another alternative to handle large-scale data can be compression-like big mesh compaction [53]; even then, applications might use a data-parallel paradigm due to memory and bandwidth limitations. However, long build times and extra complexity introduced with multiple scalar fields/timesteps make it an unviable option for our purposes. Besides, in an in situ scenario, there may not be enough memory and computation resources available to achieve that sort of data wrangling.

Ray-tracing and its derivatives are among the alternatives to rendering volumetric data sets directly. However, with data-parallel applications, rays that straddle the domain boundaries of different clusters would consequently have to integrate the data across multiple compute nodes, which, if naïvely implemented, would result in non-trivial communication patterns. A critical point here is correct alpha compositing, which requires the variable number of partially composited fragments to be processed in visibility order. Particularly, typical image compositing algorithms that require the data domains to be convex and are, e.g., implemented in the popular IceT library [37], are unsuitable for this.

We propose a scalable distributed direct volume visualization approach to address these challenges. We use a ray-marching algorithm that can traverse unstructured meshes containing various primitives, including tetrahedra, pyramids, wedges, and hexahedra. The algorithm exploits XOR-based index reduction to decrease information transfer and storage for tetrahedra, pyramids, and wedges. We support this ray-marcher with a shell-to-shell traversal technique that can find each ray’s entry and exit points for convex and non-convex boundary geometries across multiple MPI nodes [45]. We also present a deep compositing scheme that can merge fragments from convex and non-convex clusters across compute nodes. Specifically our contributions are as follows:

- a memory-efficient, low-overhead ray-marching strategy that can handle unstructured volumetric meshes with different types of primitives, including tetrahedra, pyramids, hexahedra, and wedges;
- a shell-to-shell traversal scheme and a deep compositor supporting convex and non-convex geometry with proper depth ordering;
- a GPU-optimized, scalable method that uses native data partitioning and allows data-parallel rendering and animation of massive (time-varying) data sets with small support structures at interactive rates.

The remainder of the paper is organized as follows. Section 2 provides related work on direct volume rendering of unstructured meshes, data-parallel rendering, and in situ visualization. Section 3 describes our method and details its steps, which are data preparation (Sect. 4.1), per-node segment generation using shell-to-shell traversal (Sect. 4.2), per-segment volume integration process (Sect. 4.3). Section 5 presents experimental results, focusing on the scalability of our approach in terms of computational cost and memory consumption. Section 6 discusses performance and memory scalability, especially regarding our test scenarios. Section 7 concludes and provides further research areas.

2 RELATED WORK

We give related works regarding direct volume rendering (DVR) of unstructured meshes, data-parallel rendering, and in situ visualization.

2.1 Unstructured Volume Rendering

There are notable works proposed to render unstructured finite element meshes [41, 51, 53, 45]. Two predominant strategies to render unstructured volumes are point-query sampling, e.g., [39] and ray-marching [48].

In point-query sampling, zero-length rays are used to probe into an acceleration data structure, for example, a bounding volume hierarchy (BVH), that was built over the elements to sample the volumetric data adaptively. These structures are traditionally used to find ray-particle collisions per frame for all pixels. Rathke et al. [44] propose a min/max BVH that speeds up the element look-up processes for samples and iso-surfaces. Wald et al. [54] use point location queries on tetrahedral meshes by utilizing NVIDIA’s ray-tracing (RTX) cores. This work is later extended by Morrical et al. [49] to include all unstructured elements. Due to the low number of samples taken per ray, these approaches can produce fast but noisy results, thus requiring many samples to be taken over time for a converged image. To further accelerate the process of convergence and sampling, empty space skipping [24, 21] or adaptive sampling strategies [55, 49] can be leveraged. The RTX hardware also can be exploited for empty space skipping and adaptive sampling [53].

Standard ray-marching accumulates many samples while tracing rays without using external acceleration structures [31, 56]. Usually, marching is performed via visibility sorting or element connectivity. A well-known way to render tetrahedral meshes without connectivity information is by Shirley and Tuchmann [48]. Since visibility sorting tends to be very costly, several researchers turned their attention to connectivity storage, eliminating the need for sorting. Aman et al. [3, 2] introduce a tetrahedra traversal algorithm that optimizes intersection tests by using 2D projection while still maintaining a connectivity list. However, most of these works are limited to pure tetrahedral meshes. Muigg et al. [40] propose a ray-marching algorithm that can handle non-tetrahedral elements and non-convex bounding geometry by storing compact face-based connectivity lists and projecting vertices to a ray-centric coordinate system for intersections. When doing ray-marching, one also needs to find the first element where the ray first enters the volume; [45] showed how this can be done with RTX hardware by building a BVH over the shell and tracing rays.

Ray-marching techniques that utilize connectivity are particularly appealing to our purposes because many modern simulation systems already store connectivity data. Therefore they can be used to avoid worsening high memory pressure situations.

2.2 Data-parallel Rendering

Parallel approaches should be exploited to visualize massive simulation data sets with proper timings. There are various means to partition the workload and data among many compute nodes. Distributing data pieces (clusters) between nodes (i.e., data-parallel rendering or sort-last) is a popular method employed by recent works [22, 12]. Some works also propose an image-order partitioning (sort-first) where work is distributed over pixel regions [10, 7]. There are also hybrid approaches [8, 11], which aim to address load-balancing issues by leveraging both perspectives.

Sort-last algorithms allow for a static geometry assignment at the cost of exchanging intermediate images. Because of the static geometry assignment, sort-last is the most popular rendering algorithm on distributed memory systems. However, correctly and efficiently compositing intermediate images that generally overlap is challenging. Image-based compositions, such as IceT [37, 59], produce a single intermediate image per node, which is not suitable for clusters with
non-convex domains. One of the recent works that tackle the sort-last compositing problem is by Grosset et al. [19], which reduces delays and communications by implementing a spatiotemporally-aware composer. Their approach uses “chains” that determine the blending order of each strip of the image. Usher et al. [53] introduce Distributed Frame-Buffers, a method that breaks the image processing operations into tiles of ranks with independent dependency trees. The Galaxy framework [11] displays the idea of an asynchronous frame buffer, which leverages independent pixel updates sent from a server while allowing incremental refinements to the final image over time.

Many recent works are proposed for optimizing workloads minimizing communication costs while generating images with the highest possible accuracy. Ma [28] introduces a data-parallel unstructured volume rendering method with the ability to handle non-convex data boundaries properly. Similar to our shells (see Sect. 4.2), their technique makes use of a hierarchical data structure that allows accessing the boundary faces and ray-casting operations from these faces. This work also describes how to do compositing in the correct order. However, unlike our deep compositing (Sect. 4.4), they prefer sending smaller many messages between compute nodes during rendering. Some of these ideas are later extended to utilize a hierarchical load balancing scheme [29]. However, this work uses cell-projection techniques rather than ray-casting.

Childs et al. [13] layout a two-stage framework that first samples a \( m \times n \times k \) view-aligned grid — where \( m \) and \( n \) denote the pixel resolution and \( k \) is the sample per pixel— then composites these samples in the proper viewing order. In the sampling stage, first, they sample what they consider to be small-sized elements. Then, they distribute the large elements to processors, where they are sampled to balance the load. This work is later extended by Binyabib et al. [9] by proposing a many-core hybrid scheme where they employ sampling over a similar view-aligned grid, but this scheme allows successive \( k \) samples in the same pixel and node to be partially composited, reducing the memory footprint. Our deep compositing algorithm is an extension of the algorithms by Childs and Binyabib et al. in the regard that ours can also handle jagged cluster boundaries. However, the view-aligned grid-based sampling is infeasible for our purposes as, in theory, it will waste precious memory resources for large framebuffer.

In theory, the 3D rasterization process required by Childs et al. will also be sensitive to overload when millions of elements fall within the same grid cell. Finally, both of these works’ image-order load balancing method requires large elements to be either replicated or moved to some other nodes, thus requesting additional memory, which may not always be present given an in situ scenario. We also acknowledge GPU architectures improve with new divergence handling methods and ray-tracing (RT) cores, so the adaptations we propose in this work are necessary.

Unlike these prior works, our method is tailored for modern GPUs, which minimizes the costs of compositing and sorting operations. We also do not have to buffer every sample along the pixels since we ray-march through each segment to determine partial samples. Finally, unlike these works, our approach does not require re-distributing or replicating elements across nodes to render the data.

### 2.3 In situ Visualization

File I/O has long been a bottleneck of high-performance computing. To overcome this hindrance, in situ visualization couples computation and visualization together, thus, enabling the users to tap into a running simulation. In situ visualization has many merits, such as examining the data, doing numerical queries, and generating graphical outputs while the simulation executes. Moreover, it allows verification so that the simulation may be stopped or modified, saving both time and computation resources [14]. We find our approach in line with situ applications because of our ability to generate correct images with little to no support from additional acceleration structures at interactive rates.

There are notable in situ applications used in industry [6, 57] that render outputs generated by infrastructures like Strawman [25] or Ascent [25]. In addition to standard systems, various recent algorithmic novelties have been proposed to handle time-varying data generated by the simulations. Yamoka et al. [58] illustrate a method that adapts the timestep sampling rate according to variations in the probability distribution function (PDF) estimation of the connected simulation. Aupy et al. [5] give a model that allows them to analyze simulations, and then they use this model to formulate high-throughput scheduling. DeMarle and Bauer [15] propose a temporal cache scheme that keeps much time-varying information produced from a running simulation, which can later be stored according to a pre-defined trigger. Marsaglia et al. [32] introduce an error-bound in situ compression scheme that allows saving complete spatiotemporal simulation data. Our proposed method only requires a couple of lightweight structures alongside what is already being kept in simulations. Furthermore, observing recent trends from these approaches, we see no major issues that stop our method from being used alongside current in situ systems.

### 3 Problem Statement

Modern simulation data is becoming more extensive and complex each day. With the unstructured volume data sets, like The Fun3D Mars Lander that contains many parts (i.e., clusters) with non-convex boundaries (see Fig. 2(b)), robust data-parallel solutions are needed. Moreover, the generation of such data sets require carefully tuned simulations. In situ visualization can be utilized to verify the correctness of simulations by allowing visuals to be taken in simulation-time. However, due to the different requirements of the simulation and visualization algorithms, the volume rendering at interactive rates can be challenging.

One major problem of such simulations is that the data distribution is generally unbalanced for visualization purposes. Due to time and memory costs, re-distributing the data does not offer a feasible option. Besides, allocating solely visualization-related acceleration structures over all elements may not be possible since nodes may not have enough space.

The data-parallel rendering requires each partition to be on a separate computer node, where each node renders a portion of the final image. These portions are called fragments, and in our approach, they are generated per ray segment. Ray segments are defined between an entry and exit position of a shell (faces defined by cluster boundaries), so for non-convex cluster boundaries, there might be more than one fragment since there might be more than one ray segment. Furthermore, these non-convex shells can be on different nodes and interfere each other, which makes the correct order compositing extremely difficult.

### 4 Proposed Approach

We tackle the given problem by introducing a framework that supports interactive visualization of large, unstructured, and non-convexly partitioned volumetric data sets, animation of fixed topology data sets, and compatibility with the given data partitioning and the number of nodes in the simulations; i.e., native data, without re-partitioning or simplifications, and proper compositing even in the presence of non-convex data. Assuming that the data is natively pre-partitioned and distributed to different ranks, the proposed approach for rendering consists of four steps:

1. Each node generates connectivity information, shell-BVH, and XOR-compacted geometry representation required by our ray-marcher (Sect. 4.1).
2. Rendering starts at each node by tracing two rays through each shell to create segments (Sect. 4.2, Fig. 2(a)) illustrates the shell-to-shelf traversal.
3. Each node performs volume integration (cf. Fig. 2(c)) via ray-marching, creating one RGBA-Z tuple; i.e., fragment per each segment, resulting in potentially multiple fragments for each pixel (Sect. 4.3, Fig. 2(d) depicts an integrated volume output using the shells from Fig. 2(b)).
4. Finally, we apply a GPU-optimized “deep compositing” technique in which different ranks exchange their respective fragments and composite them in the proper order (Sect. 4.4).
In an offline rendering mode, each step is executed once in the given order; however, the last three steps are repeated repeatedly under interactive exploration. Besides, the first step’s results can be cached for future use.

### 4.1 Data Preparation

We describe the connectivity information generation, shell-BVH construction and XOR-compacted geometry representation creation required by our ray-marcher.

#### 4.1.1 Connectivity Generation

Our method needs to know the neighboring elements’ indices to perform element marching. We generate the connectivity information by matching the element faces in the preprocessing step. We separate vertex and connectivity information and store the neighbor indices in an external buffer to keep the elements and neighbor indices aligned in memory. Although we picked this way of processing connectivity it should be noted that this buffer can be in any shape or form as long as it can XOR all four of the integers to get the missing vertex index.

#### 4.1.2 Per-Node Shell Generation

Our approach handles volumetric data that may contain convex and non-convex clusters. To this end, we identify boundary geometry for each cluster present per node by looking at elements which are missing a neighbour from the connectivity generation step. This boundary geometry comes in the form of triangles and quads, which we call shell-faces.

We utilize a method similar to the one described in Sahistant et al. [42], where we identify each shell-face using connectivity. We mark the faces from elements with missing neighbors as shell-faces. We use triangles as provided and triangulate quadrilateral elements. We keep a list of triangle indices stored along the shell-BVH. We reserve one can access the next element from the current element using a face to the previous step. To handle this initial case, we use our shell faces that we store explicitly.

For the 16 byte pyramid, we store one vertex index and one compacted tetrahedron with 4 vertices (according to VTK ordering), two vertex indices (the top face and the top diagonal), and the remaining 30 bits is an index into the list of elements; this index is required to start marching. This encoding is similar to the BVH-node memory layout used by PBRT [42]. We build our shell-BVH using OptiX [33, 52] to exploit NVIDIA GPU’s RTX cores for hardware-accelerated shell-to-shell traversal.

#### 4.1.3 XOR-compaction

Our compaction scheme exploits the following property of exclusive-or (XOR) operations: \((a \oplus b) \oplus a = b\). We can generalize this property to \(n\) numbers if we know the XOR of \(n-1\) numbers. Let \(X\) denote the XOR of \(n\) terms and \(Y\) denote the XOR of any subset with \(n-1\) terms.

Then, we can simply XOR \(X\) and \(Y\) to find the remaining term. We can exploit this idea on connected volume elements in a ray’s path during ray-marching. Since we know that some of the vertices are shared between neighboring elements, previously calculated XOR fields can be employed to reduce index information per element. This compaction requires the first face to be known to start ray-marching since all the other steps depend on the information obtained from the previous step.

To handle this initial case, we use our shell faces that we store explicitly. After that, each step utilizes the march state to access the previous step’s information. For each element except hexahedra, we store a different XOR-compacted structure, illustrated in Fig. 3.

![Fig. 3: XOR-compacted memory layouts (top) and geometric illustrations of XOR calculations for Tet, Pyr, and Wed (bottom). Hex does not have a compaction scheme. uint stands for unsigned integer. The “⊕” symbol indicates the XOR operation. The total sizes of each struct are 4, 16, 16, and 32 bytes for Tet, Pyr, Wed, and Hex, respectively. The vertices are in VTK [46] ordering.](image)

We apply the tetrahedron compaction method by Aman et al. [3]. A tetrahedron shares three of its four vertices with any other neighboring element. For this reason, a single XOR field is enough to construct the unshared vertex. Given the entry face that contains vertex indices \(v_0, v_1, v_3\) and a compacted tetrahedron with \(v_x = v_0 \oplus v_1 \oplus v_2 \oplus v_3\) one can XOR all four of the integers to get the missing vertex index \(v_2\).

For the 16 byte pyramid, we store one \(dx\) field that is the XOR of the first and second vertex indices (according to VTK ordering), two vertex indices which happens to be the other diagonal of the quad (1st and 3rd vertices), and a top vertex index, which is always the 4th vertex. During marching if the entry is from the quad face, the only missing index is the top vertex index, which is already explicitly stored. Otherwise,
any triangle face should be composed of one of the explicitly stored diagonal vertices, the top vertex, and one vertex encoded in the \( dx \) field. Matching one of the vertices with one of the diagonal fields, we can decide which index to XOR with \( dx \), thus obtaining one of the missing vertices. The other missing index for this case is the unmatched integer from \( diag[2] \).

Our 16 byte wedge structure is composed of two \( dx \) and two \( diag \) fields. \( dx \) fields contain two XORs: the first one is the XOR of \( 2^{nd} \) and \( 3^{rd} \) vertex indices; the second one is the XOR of \( 1^{st} \) and \( 5^{th} \) vertex indices, \( diag \) explicitly stores \( 0^{th} \) and \( 4^{th} \) vertex indices. Like pyramids, ray-marcher’s wedge construction has two high-level cases. If the entry is from a triangular face, any triangle face should be composed of one of the explicitly stored diagonal vertices and two vertices encoded in the different \( dx \) fields. By matching one of the diagonal vertex indices to one of the diagonal fields, we can construct two missing vertices from \( dx \) fields. The other missing index for this case is the unmatched integer from \( diag[2] \). If the ray enters from a quadrilateral, it must contain one or both of the indices stored in \( diag \). By matching diagonal vertices, we can determine the entry quadrilateral. Then, we have two cases. The first case where two of the entry quadrilateral’s indices match both of the indices is shown in \( diag \). We can get the two missing indices by XOR’ing \( dx \) fields with unmatched indices of the entry quadrilateral separately. In the second case (either one of the diagonals match with one of the quadrilateral face indices), we can immediately get one of the missing vertices from unmatched \( diag \). Finally, we can use one of the \( dx \) fields to get the other missing vertex.

Hexahedra have the minimum shared vertices ratio \((0.5)\) among all element types and demand that four vertices be obtained on entry. It is challenging to find an XOR-based hexahedra compaction scheme that reduces to the closest alignment of 16 bytes. Therefore, we store all hexahedra indices without compaction according to the VTK mesh ordering.

4.2 Per-Node Segment Generation via Shell Traversal

For each given shell-BVH per node, we initiate a step called \textit{shell-to-shell} traversal. This process is done for every ray per cluster and is fundamentally similar to [45], which finds a \textit{segment} between entry and exit faces. Fig. 2(a) illustrates this process, and the steps are as follows:

1. Trace the ray through the shell-BVH with front-face culling from the ray origin.
2. If a ray hits a shell face, we then mark that face as the exit face and create a backward ray with the origin at the hit position.
3. This backward ray is again traced using front-face culling to find an entry face.
4. The found entry face contains four index values (Sect. 4.1.2), and the last one encodes the ID and the type of the element from where we start our ray-marcher (Sect. 4.3).

Some real-life data sets might have degenerate volume boundaries where instead of tightly interlocking, two neighboring faces might be intersecting or slightly apart. If we were to naïvely to find the closest hits for these degenerate boundaries, this would create incorrect ray segments, which might cause sampling and compositing errors — casting two front-face culled rays to find an exit and entry point allows us to handle them robustly.

Although we leverage the hardware acceleration of NVIDIA RTX GPUs in our work, this approach does not explicitly require the usage of OptiX/OWL frameworks or any specialized hardware. One can use any other framework or ray-tracing engine that supports these basic functionalities.

4.3 Per-Segment Volume Integration

We use linear interpolation to sample elements at equidistant points in a segment. The coefficients to linear interpolation calculations are also utilized to check whether the current element contains the point that needs to be sampled. If not all of these coefficients are between \( 0 \) and \( 1 \), we keep marching until that becomes the case. When a sample is taken, a transfer function is used to look up its color and transparency, and then it is composited to that segment’s color. Marching is terminated when a ray becomes opaque or the next sample position falls behind the exit face.

Our marcher utilizes a method similar to “Projected Tetrahedra” [43] to determine the exit face for a given element. We do not rasterize the elements directly to the screen, which is more in line with the methods described by Aman et al. [3, 2] and Sahistan et al. [45]. However, we handle primitives other than tetrahedra as well.

We employ XOR-based compaction schemes to reduce the memory footprint of the data while still allowing efficient traversal. Our compaction process reduces the vertex index storage per element, except hexahedra. We also address memory alignment with this scheme. We store connectivity information in a separate buffer to preserve memory alignment properties. Although reducing memory usage is usually helpful, this index removal may not be desirable for some in situ scenarios; our marcher can perform without compaction.

Ray-marching processes start from a cluster’s shell that contains pbt-style [42] encoded element information. We can construct the first element behind the shell face using this information. After entering the shell, the connectivity buffer and compacted element information are used to fetch and construct the next elements along the ray segment. However, our compaction requires elements to be traversed in sequential order without skipping. When an element is reconstructed from XOR-compacted form, the vertices cannot be in any order because this introduces sampling artifacts. Therefore, our scheme not only re-obtains vertex indices but also consistently places them according to VTK mesh ordering for each element [45].

An exit face must be determined to select the next element on the ray segment. We project the element vertices to a ray-centric coordinate system to conduct 2D intersection tests to find the exit face. Finally, our method maintains a \textit{march state}, which book keeps the last intersected face type (triangle or quad), current element’s type, index, and vertex indices for every marching step. Moreover, we follow a general rule while traversing the volume: placing the entry face indices into the same positions in the march state during marching. This rearrangement of the vertices allows us to ignore the entry face during exit face selection (since we now know which vertices belong to entry face). When the marcher leaps to another element, we update march state old entry face indices with exit face indices. Since each volume element is unique in terms of its geometry and face arrangement, it is hard to make a \textit{simple} algorithm that handles all possible combinations. For this reason, our element marching handles various elements in a case-by-case fashion.

We handle tetrahedral elements similar to [45]. However, unlike Sahistan et al, we also allow intermediate points inside the elements to be sampled. We transform the vertices to the previously mentioned ray-centric coordinate system to determine the exit face for tetrahedral elements. After each vertex is transformed, we apply a maximum of two 2D left tests to determine the face containing point (0, 0).

The exit face can again be found via 2D left tests when inside a pyramid. Due to the quad face that the pyramids have, we utilize the last intersected face type field stored in march state to simplify our left test cases. Using projected vertices, if the entry face is a quad face, we find the exit face among four triangles (similar to the tetrahedron case). Otherwise, we first check if the quad face contains the point (0, 0), then test the remaining three triangles for the same condition. Finally, we update the last intersected face type accordingly.

In terms of finding the exit face, wedges are similar to pyramids. It should be noted that wedges contain three quad faces; hence even if the intersected face type is a quad, the exit face might be another quad face. Like other element types, we ignore the entry face to avoid extra left tests. After the exit face is determined, we update intersected face type once more.

Hexahedra are uniform like tetrahedra; however, they have more faces. Therefore finding the exit intersection requires the highest number of left tests. In the worst case, hexahedra need 13 left tests, whereas wedges, pyramids, and tetrahedra require 7, 5, and 2 left tests, respec-
worse, the irregular shape of the shells means that any ray can enter and all ranks’ fragments to a single fragment per pixel per rank and then use it can be observed from the case where the rank count is 16 (cf. Fig. 5), fragments for a view of the Huge Lander for increasing rank counts. As multiple—and in some cases, many—fragments for the same pixel. leave the same shell multiple times at multiple distances, producing different ranks, requiring some merging of different ranks’ results. Even \( \hat{F} \) their depth and compositing them using correct final pixel color is the result of first sorting these fragments by 4.4 Deep Compositing

Fig. 4: Box plots of average (left) and total (right) number of fragments generated by individual ranks while rendering the Huge Lander. We take averages over non-empty pixels where their opacity is greater than 0. The plots are for the rank counts of 16, 32, 48, 64, and 80. Scattered points signify individual ranks’ average (left) and total (right) fragment counts at a given MPI size.

Fig. 5: Heatmaps for the number of fragments for a view of the Huge Lander rendered with 16 MPI ranks (first box given in Fig. 4). On the left, fragments for every 16 rank, and on the right, all heatmaps combined into one image.

The easiest approach to compositing this would be to first composite in that rank’s range of pixels. We send these to the master using a kernel is, on each rank, a fully composited RGBA value for each pixel within each rank. Given a specific MPI rank, this buffer stores all fragments going to all other ranks in order.

3) Exchanging Fragment Lists. Having received all other ranks’ per-pixel fragment counts for its range of pixels, each rank then performs a GPU prefix sum over those counters, the result of which can once again be seen as offsets into a compact buffer of all fragments for its range of pixels. Looking up the prefix sums at the correct offsets specifies how many fragments each rank will receive from any other rank and how many fragments it will receive altogether. We then allocate a receiving buffer of the required size, look up where each other rank’s fragments will go in this buffer, and issue a second \( \text{MPI} \text{::} \text{Alltoallv} \) on these buffers, after which each rank has, for its assigned region of pixels, the fragment counts from every other rank.

4) Local Compositing. The result of the previous steps is that each rank now has two buffers containing all fragment lists for its assigned pixels. The first buffer — \text{fragment buffer} — stores all fragments for that rank’s pixels received from all other ranks, ordered by ranks and pixels within each rank. Given a specific MPI rank, this buffer stores all fragments for that rank’s first pixel from rank 0, then all those for its second pixel from rank 0, and so on, followed by all fragments from rank 1, then all fragments from rank 2, and so on. The second buffer — \text{offset buffer} — stores the results of prefix sum operations. It, by design, provides the offsets where the fragment lists start. For example, if \( F \) is the number of pixels that this rank is responsible for, then the fragments from rank \( r \) for pixel \( j \) start at offset \( \text{offsets}[r \cdot F + j] \). Using this, we can now launch a CUDA kernel that, for each pixel \( p \), looks up the \( R \) different lists of fragments and composites them in the visibility order.

5) Sending final results to master. The output of the previous CUDA kernel is, on each rank, a fully composited RGBA value for each pixel in that rank’s range of pixels. We send these to the master using a some optimized compositing library like IceT [36] to produce the final image. However, as neither \( \hat{O} \) nor \( \hat{U} \) are commutative, this will give wrong results every time a ray enters the same shell more than once. Fragments need to be composited in visibility order, considering that \( N \) fragments along a ray are generally distributed unequally across the ranks. Let \( \otimes \) denote compositing operation given any ray that produces two fragments \( F_0^{(A)} \) and \( F_1^{(A)} \) on the same rank must also have had at least one other fragment \( F^{(B)} \) on at least one other rank. This requires compositing as \( (F_0^{(A)} \otimes F^{(B)}) \otimes F_1^{(A)} \), which in general is different from both \( F^{(B)} \otimes (F_0^{(A)} \otimes F_1^{(A)}) \) and \( (F_0^{(A)} \otimes F_1^{(A)}) \otimes F^{(B)} \).

4.1 Compositing with More than One Fragment/Pixel

To solve this compositing problem, we developed a new compositing framework that explicitly allows each rank to have multiple fragments per pixel. At an abstract level, our method expects each pixel to store one counter that specifies the number of fragments, \( N \), plus an address (or offset) to a list of fragments, \( F_0, \ldots, F_{N-1} \). Similar to parallel-direct-send [29] [16], we then split the frame buffer into \( R \) distinct regions of pixels (where \( R \) is the number of ranks); each rank will be responsible for receiving, compositing, and delivering the final composited results of one region of pixels. Compositing then works in the following steps:

1) Generating a contiguous send buffer. Given each pixel’s fragment lists, each rank computes a GPU-parallel prefix sum over all its fragment counts, which also yields the total number of fragments on this rank. We then allocate a single contiguous memory region for these fragments and compact the individual fragments into this buffer (using the prefix sum result as offsets). By design, this buffer will contain all fragments going to all other ranks in order.

2) Exchanging per-pixel fragment counts ranges. Given the assigned range of pixels, each rank computes which range of per-pixel counters it needs to send to any other rank. To this end, each rank allocates a per-rank counter buffer with size \( R \) times the number of pixels in its region. Next, each rank computes the offsets to store the counters from other ranks. We then perform a collective \( \text{MPI} \text{::} \text{Alltoallv} \) on these buffers, after which each rank has, for its assigned region of pixels, the fragment counts from every other rank.

Given all of a given pixel \( P \)’s fragments \( F_0^{(p)}, F_1^{(p)}, \ldots, F_N^{(p)} \), the correct final pixel color is the result of first sorting these fragments by their depth and compositing them using \( \hat{O}(A,B)/\hat{U}(A,B) \) [25] [43]. The challenge is that any given pixel’s fragments may get produced on many different ranks, requiring some merging of different ranks’ results. Even worse, the irregular shape of the shells means that any ray can enter and leave the same shell multiple times at multiple distances, producing multiple—and in some cases, many—fragments for the same pixel. Fig. 4 illustrates the distribution of the average and the total number of fragments for a view of the Huge Lander for increasing rank counts. As it can be observed from the case where the rank count is 16 (cf. Fig. 5), each pixel may have multiple fragments generated from multiple ranks.

To this end, each rank allocates a per-rank counter buffer with size \( R \) times the number of pixels in its region. Next, each rank computes the offsets to store the counters from other ranks. We then perform a collective \( \text{MPI} \text{::} \text{Alltoallv} \) on these buffers, after which each rank has, for its assigned region of pixels, the fragment counts from every other rank.
whether to use full deep compositing because it merged the concepts of image-based compositing with the orthogonal concept of deep frame buffers [18].

4.4.2 Fragment List Management

Though the compositing itself is easy to use from the host side, properly setting up the device-side inputs (fragment lists and counters) would require the renderer to handle what are akin to device-side dynamic memory allocations to manage those per-pixel variable-size fragment lists during rendering.

To relieve the renderer of this low-level fragment list management, we also developed what we call a device interface for this library, through which a renderer can simply write new fragments into a pixel, with that interface then handling the proper storage of those fragments—which significantly simplifies the rendering code.

Two-Pass, Flexible-length Fragment Lists

The main challenge for developing this interface was that we could not simply allocate more device memory during rendering, so we needed some limit on how many fragments a renderer would be allowed to generate in any frame. We first developed a two-stage interface in which the renderer would be run twice: in the first stage, the interface would only count the fragments produced per pixel but not store any. After this stage, it would compute a prefix sum over those counters to allocate a big enough buffer, with the prefix sum values serving as offsets into this buffer. A second pass would then perform exactly the same rendering but store the fragments at the provided offsets.

Single-Pass, Fixed-Length Fragment Lists

The two-pass method allows for arbitrary-sized fragment lists (up to device memory, obviously); but requires running at least the shell traversal twice, which may or may not be acceptable. We, therefore, also developed a second, single-pass device interface in which the renderer—upon initialization—specifies a maximum allowed number of fragments per pixel, which can then be used to pre-allocate lists to add fragments. Having a single pass is straightforward but requires some form of overflow-handling if a render wants to submit fragments to a pixel whose list is already full. We currently implement two methods for this overflow handling: In the drop method, we perform insertion sort into the existing list and simply drop the latest fragment. In merge, we find the fragment with the lowest opacity and perform a over compositing of this element onto the one in front of it (i.e., using the depth from the previous one), then insert the new fragment into the list.

4.4.3 Implementation Details

Though primarily developed for this particular application, we believe the method just described is also applicable to other, similar applications, and thus decided to implement this into a stand-alone deep compositing library that the rest of our renderer then uses. The compositing itself uses MPI, for which in our application, we use a CUDA-aware version of OpenMPI 4.1. Using CUDA-aware MPI allows the compositing code to directly operate on device buffers, which means that the same library can work with both host and device-side renderers. We use CUDA for the device interface, with a simply host-side interface to initialize and trigger compositing.

The bandwidth required for compositing is often a bottleneck in data-parallel parallel rendering, even with only a single fragment per pixel. One step we use to reduce bandwidth is that we allow the user to specify whether to use full float precision for fragments (five floats total, for r, g, b, depth, and opacity); or to use a lower-precision encoding with 8-bit fixed-point for RGBA, and floats only for the depth value. The device interface in both cases is the same, but that interface encodes fragments as they get submitted. We also automatically discard fragments with zero opacity value, as these will not contribute to the image.

Aside from the fragments, the per-pixel counters require a large bandwidth. To reduce that, we use specialized encodings with 2, 4, 8, or 32 bits for those counters, depending on the longest fragment list length. We use dedicated CUDA kernels for encoding and decoding the 32-bit counter arrays into this lower-precision representation before and after the MPI_Alltoallv counter exchange; otherwise, perform the algorithm exactly as described above.

5 Experimental Results

We conducted our experiments on Frontera RTX nodes of Texas Advanced Computing Center (TACC), where each of the 22 nodes had four NVIDIA Quadro RTX 5000 plugged into it. We utilize all four GPUs available per node for every data point of our experiments.

5.1 Evaluation of the Framework

We evaluate our rendering framework on Small Mars Lander and Huge Mars Lander data sets, Fig. 1 shows images of the Small Mars Lander rendered using our framework. Since Small Mars Lander has 72 clusters, we evaluate our framework using 72 GPUs distributed over 18 compute nodes where each cluster is loaded on a separate GPU. For Small Mars Lander, we achieve our peak performance using 72 GPUs yielding the average fps of 14.35. Since the TACC supercomputer does not have more than 22 RTX nodes, we could not test one cluster per GPU scenario for the Huge Mars Lander data set. Therefore, we scale up to a maximum GPU count of 88, yielding 9.83 fps. However, we observe our average peak performance of 10.25 fps for the Huge Mars Lander at 80 GPUs.

Moreover, we evaluate our deep compositing scheme’s correctness compared to a single fragment compositing technique. Fig. 6 shows an image rendered by single fragment compositing and a heatmap that compares the difference between single fragment compositing and our deep compositing. The single fragment compositing method depicted is similar to the image-based single image per node compositing techniques such as IceT [36].

5.2 Memory Overhead

We examine data distribution and memory footprints, Table 2 displays the minimum, maximum and average counts per rank of volume elements and shell faces for our two data sets. The MPI sizes (rank counts) in the table are the sizes that experience the highest level of changes in terms of rendering times presented in Fig. 7. Fig. 8 illustrates average memory footprints of our large data structures that may not be present in a simulation environment. Although connectivity information will likely be in most of the simulation systems, we wanted to include connectivity here for the sake of simulation systems like [23].

5.3 Scalability

To assess the scalability, we test our approach for increasing the number of ranks (MPI sizes). We also measure sub-process timings, specifically
Fig. 7: Results of the scalability benchmarks for Small Mars Lander (left) and Huge Mars Lander (right) on RTX nodes of the Frontera system on TACC. Integration process timings are stacked over compositing process timings for the given number of ranks to form total rendering times.

Table 2: Per rank statistics for selected MPI sizes for two test data sets. The first column gives the MPI size with a number and data set as “small” for Small Mars Lander and “huge” for Huge Mars Lander. Columns depict minimum, maximum, and average volume element counts and minimum, maximum, and average shell face counts per rank.

| MPI Size & data set | Elements | Shell |
|------------------|----------|-------|
|                  | min.     | max.  | avg.  | min. | max.  | avg.  |
| 4-small          | 192.3 M  | 203.4 M | 199.6 M | 14.4 M | 16.2 M | 15.2 M |
| 24-small         | 30.8 M   | 34.9 M   | 33.3 M | 2.0 M  | 2.9 M  | 2.5 M  |
| 40-small         | 10.0 M   | 23.3 M   | 20.0 M | 0.8 M  | 1.9 M  | 1.5 M  |
| 72-small         | 9.9 M    | 11.9 M   | 11.1 M | 0.6 M  | 1.1 M  | 0.8 M  |
| 16-huge          | 365.2 M  | 414.6 M  | 399.2 M | 21.4 M | 25.1 M | 23.0 M |
| 32-huge          | 177.8 M  | 213.8 M  | 200.0 M | 10.3 M | 13.2 M | 11.5 M |
| 56-huge          | 93.8 M   | 121.0 M  | 114.1 M | 5.4 M  | 7.3 M  | 6.6 M  |
| 88-huge          | 60.9 M   | 85.1 M   | 72.6 M | 3.3 M  | 5.3 M  | 4.2 M  |

Fig. 8: Per rank average memory consumption of various buffers for increasing MPI sizes: Small Mars Lander (left) and Huge Mars Lander (right). Average memory usage of XOR-compacted elements is stacked over average shell-BVH size, which again is stacked over average connectivity buffer size, providing the total memory usage introduced by these data. We also include a line that indicates the per rank average memory usage without XOR-based compaction (size of Shell-BVH + connectivity buffer + non-compact elements).

5.4 Fragment Distribution

Since it is crucial to assess workload distribution across compute nodes for both compositing and integration steps, we measure fragment counts generated by each GPU during ray segment generation. To this end, we present a box plot in Fig. 4, which depicts the total and average fragment counts for specific MPI sizes on the Huge Mars Lander. We also visualize a series of “heat images” for the case where the rank count is equal to 16, which illustrates the fragments composited for a view of the Huge Mars Lander. Each small image shows given nodes generated fragment counts, and the final image accumulates them on top of each other.

6 DISCUSSION

We evaluate our approach regarding memory consumption, rendering correctness, and scalability. Among the data we precompute and store, the connectivity information takes up the lion’s share with ratios around \( \approx 62.72\% \) for our test cases. We expect this since our approach stores one integer for all faces of a given volume element. XOR-compacted volume elements are the second-largest structure with ratios around \( \approx 17.11\% \), closely followed by Shell-BVH sizes (\( \approx 12.74\% \)) of the total memory consumption. We observe that the total memory footprint of XOR-compacted representations is \( \approx 72.49\% \) smaller than their uncompacted versions. The presented framework is memory-wise compatible with in situ scenarios because many modern simulation systems already store connectivity information. Our XOR-compaction reduces the space required for geometry information, and our shell-BVH sizes stay relatively small despite the large counts of shell faces.

We observe that simple image compositing is not an option for non-trivially partitioned data sets like we present. As the error metric in Fig. 6 confirms, single image compositing gives inaccurate results. Moreover, we found our compositing process to create low overheads even with the GPU counts going up to 88. Although the communication cost for compositing created an increasing trend in terms of time, it never surpassed 22.68% of the total rendering time, which is an indication that our deep compositing method is highly scalable and generates correctly composited images interactively (see Fig. 7).

Although the proposed ray-marcher is suitable for the use-cases described, any other ray-marcher that can adequately handle non-convex boundaries can be utilized. For instance, point-query sampling techniques that can leverage adaptive sampling or space skipping [38,55].
may produce much faster results. However, such methods rely heavily on hierarchical data structures to sample the volume, which would create more additional memory overhead. One could claim point-query sampling techniques negate this memory over-head by not storing connectivity; however, as pointed out before, many simulation environments have that data out of the box. Furthermore, point-query sampling techniques usually produce a noisy image that requires some convergence time to be passed, whereas our marching method generates deterministic noise-free images. For these reasons, we consider our marching algorithm to be more pragmatic in the context of data-parallel rendering and deep compositing.

Finally, examining data distributions from Table 2, we see that directly utilizing native partitioning of the data causes uneven load balancing for some MPI sizes. Fig. 4 reveals this phenomenon where the average number of fragments per rank distribution varies. The effects of this phenomenon can also be observed in Table 2, where ranks 1, 4, and 14 have significantly fewer fragments than the others. Even though native partitioning causes uneven workloads, our timing experiments (cf. Fig. 7) display decent scalability with the increasing number of GPUs we utilized. We smoothly achieve interactive rates with both of our data sets. For the small Mars Lander that has 72 clusters, we benchmark 14.35 fps using 72 GPUs, and for the 552-cluster huge Mars Lander, we measure 10.27 fps using 80 GPUs. We also observe an ongoing downwards trend for the timings with the increasing number of GPUs, so it is worth mentioning that our application can achieve even higher frame rates given a more extensive hardware setup.

Furthermore, it is clear from Fig. 7 that dominating term of rendering times is volume integration via ray-marching. Nevertheless, we observe a sharp increase in integration performance at n = 24 and n = 32 for Small and Huge Mars Lander, respectively. At the same time, it is expected for an embarrassingly parallel ray-casting algorithm to get faster with the increasing number of ranks; it is also likely for a compositing algorithm to slow down due to communication costs. We observe little to no increase in timings with our deep compositing, where it nearly behaves like a constant.

7 Conclusions and Future Work

We introduce a GPU-based direct volume visualization framework that allows correct and interactive rendering even for non-convexly partitioned data. Our framework presents a mixed element ray-marching algorithm to integrate ray segments along the viewing direction. We achieved memory savings by exploiting XOR-based com-paction schemes on our finite element data structures. Furthermore, we illustrate a deep compositing algorithm that allows proper order compositing of the RGBA-Z values obtained across multiple compute nodes. Our framework scales well for increasing GPU counts while using native partitioning of non-convex data sets. We consider our framework suitable for both in situ and post hoc applications.

Possible areas for further research are as follows. While we allow visualizations of multiple scalar fields and timesteps, we do not use double/triple buffering techniques that can hide the buffer loading times. Our implementation naively takes one scalar set on request (i.e., does not pre-fetch anything). In order to improve the time steps loading performance, buffering and pre-fetching the time steps in GPU and main memory can be employed. Moreover, currently, we assume that the topology of the volumetric data does not change through time, yet this may not be the case. Furthermore, our sampling method does not support bilinear elements since determining vertex index order after element construction is difficult for them using our XOR-compaction. Also, we would utilize another compaction scheme over connectivity information as other works do [43][2]. Image-based partitioning may further increase our method’s efficiency; however, it can get challenging with the in situ emphasis. Finally, integrating our approach into existing frameworks is another future work, field testing our claims.
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