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Abstract
Recent research proposes syntax-based approaches to address the problem of generating programs from natural language specifications. These approaches typically train a sequence-to-sequence learning model using a syntax-based objective: maximum likelihood estimation (MLE). Such syntax-based approaches do not effectively address the goal of generating semantically correct programs, because these approaches fail to handle Program Aliasing, i.e., semantically equivalent programs may have many syntactically different forms. To address this issue, in this paper, we propose a semantics-based approach named SemRegex. SemRegex provides solutions for a subtask of the program-synthesis problem: generating regular expressions from natural language. Different from the existing syntax-based approaches, SemRegex trains the model by maximizing the expected semantic correctness of the generated regular expressions. The semantic correctness is measured using the DFA-equivalence oracle, random test cases, and distinguishing test cases. The experiments on three public datasets demonstrate the superiority of SemRegex over the existing state-of-the-art approaches.

1 Introduction
Translating natural language (NL) descriptions into executable programs is a fundamental problem for computational linguistics. An end user may have difficulty to write programs for a certain task, even when the task is already specified in NL. For some tasks, even for developers, who have experience in writing programs, it can be time consuming and error prone to write programs based on the NL description of the task. Naturally, automatically synthesizing programs from NL can help alleviate the preceding issues for both end users and developers.

Recent research proposes syntax-based approaches to address some tasks of this problem in different domains, such as regular expressions (regex) (Locascio et al., 2016), Bash scripts (Lin et al., 2017), and Python programs (Yin and Neubig, 2017). These approaches typically train a sequence-to-sequence learning model using maximum likelihood estimation (MLE). Using MLE encourages the model to output programs that are syntactically similar with the ground-truth programs in the training set. However, such syntax-based training objective deviates from the goal of synthesizing semantically equivalent programs. Specifically, these syntax-based approaches fail to handle the problem of Program Aliasing (Bunel et al., 2018), i.e., a semantically equivalent program may have many syntactically different forms. Table 1 shows some examples of the Program Aliasing problem. Both Program 1 and Program 2 are desirable outputs for the given NL specification but one of them is penalized by syntax-based approaches if the other one is used as the ground truth, compromising the overall effectiveness of these approaches.

In this paper, we focus on generating regular expressions from NL, an important task of the program-synthesis problem, and propose SemRegex, a semantics-based approach to generate regular expressions from NL specifications. Regular expressions are widely used in various applications, and “regex” is one of the most common tags in Stack Overflow1 with more than 190,000 related questions. The huge number of regex-related questions indicates the importance of this task.

Different from the existing syntax-based approaches, SemRegex alters the syntax-based training objective of the model to a semantics-based objective. To encourage the translation model to generate semantically correct regular expressions, instead of MLE, SemRegex trains the model by maximizing the expected semantic correctness of

1https://stackoverflow.com/questions/tagged/regex
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Table 1: Examples of Program Aliasing: for each NL specification, Program 2 is semantically equivalent to Program 1; however, if Program 1 is the ground truth in the training set, Program 2 is penalized by syntax-based approaches although it is a desirable program.

| Domain | NL Specification | Program 1 | Program 2 |
|--------|------------------|-----------|-----------|
| Regex  | Match lines that start with an uppercase vowel and end with ‘X’ | ([AEIOUaeiou][A-Z]).*X | ([AEIOU]..)*(.X) |
| Bash   | Rename file ‘f1’ to ‘f1.txt’ | mv ’f1’ ’f1.txt’ | cp ’f1’ ’f1.txt’; rm ’f1’ |
| Python | Assign the greater value of ‘a’ and ‘b’ to variable ‘c’ | c = a if a > b else b | c = [b, a][a > b] |

Generated regular expressions. We follow the technique of policy gradient (Williams, 1992) to estimate the gradients of the semantics-based objective and perform optimization.

The measurement of semantic correctness serves as a key part in the semantics-based objective, which should represent the semantics of programs. In this paper, we convert a regular expression to a minimal Deterministic Finite Automaton (DFA). Such conversion is based on the insight that semantically equivalent regular expressions have the same minimal DFAs. We define the semantic correctness of a generated regular expression as whether its corresponding minimal DFA is the same as the ground truth’s minimal DFA.

When our approach is applied on domains other than regular expressions such as Python programs and Bash scripts, a perfect equivalence oracle such as minimal DFAs may not be feasibly available. To handle a more general case, we propose correctness assessment based on test cases for regular expression; such correctness assessment can be easily generalized for other tasks of program synthesis. Concretely, we generate test cases to represent semantics of the ground truth. For a generated regular expression, we assess its semantic correctness by checking whether it can pass all the test cases. However, a regular expression may have infinite positive (i.e., matched) or negative (i.e., unmatched) string examples; thus, we cannot perfectly represent the semantics. To use limited string examples to differentiate whether a generated regular expression is semantically correct or not, we propose an intelligent strategy for test generation to generate distinguishing test cases instead of just using random test cases.

We evaluate SemRegex on three public datasets: NL-RX-Synth, NL-RX-Turk (Locascio et al., 2016), and KB13 (Kushman and Barzilay, 2013). We compare SemRegex with the existing state-of-the-art approaches on the task of generating regular expressions from NL specifications. Our evaluation results show that SemRegex outperforms the start-of-the-art approaches on all of three datasets. The evaluation results confirm that by maximizing semantic correctness, the model can output more correct regular expressions even when the regular expressions are syntactically different from the ground truth.

In summary, this paper makes the following three main contributions. (1) We propose a semantics-based approach to optimize the semantics-based objective for the task of generating regular expressions from NL specifications. (2) We introduce the measurement of semantic correctness based on test cases, and propose a strategy to generate distinguishing test cases, in order to better measure the semantic correctness than using random test cases. (3) We evaluate our approach on three public datasets. The evaluation results show that our approach outperforms the existing state-of-the-art on all of the three datasets.

2 Problem Formulation

Consider the problem of automatically generating a regular expression $R$ given an NL specification $S$ as an input. Let $S = s_1, s_2, \ldots, s_m$ denote the NL specification, where $s_i$ represents a word in the vocabulary; let $R = r_1, r_2, \ldots, r_n$ denote the regular expression, where $r_i$ is a valid character in the regular expression.

We assume that we have a training set consisting of $K$ NL and regular expression pairs:

$$D = \{(S^{(i)}, R^{(i)})\}_{i=1..K}$$

Given an NL specification, it is possible to have multiple regular expressions fitting the specification. In the training set, only one regular expression is provided for each NL specification.

3 SemRegex Approach

In this section, we illustrate our SemRegex approach in detail. First, we introduce our model, which is a sequence-to-sequence learning model.
Next, we alter the standard Maximum Likelihood Estimation (MLE) objective to maximize semantic correctness. We leverage policy gradient to train the model with the semantics-based objective. Finally, we discuss how to measure semantic correctness.

3.1 Model

It is natural to apply a machine-translation model on the program-synthesis problem. We follow a previous attempt (Locascio et al., 2016) to use a sequence-to-sequence learning model (Sutskever et al., 2014) augmented with the attention mechanism (Bahdanau et al., 2014). The model consists of an encoder network and a decoder network. In both the encoder network and decoder network, we use LSTM (Hochreiter and Schmidhuber, 1997) units that can be summarized as follows:

\[
\begin{align*}
    i_t &= \sigma(W_i x_t + U_i h_{t-1} + b_i) \\
    f_t &= \sigma(W_f x_t + U_f h_{t-1} + b_f) \\
    o_t &= \phi(W_o x_t + U_o h_{t-1} + b_o) \\
    c_t &= f_t \odot c_{t-1} + i_t \odot \tilde{c}_t \\
    h_t &= o_t \odot \phi(c_t)
\end{align*}
\]

where \(\sigma\) is the sigmoid function, \(\phi\) is the hyperbolic tangent function, and \(\odot\) is the element-wise multiplication; weight matrices \(W\) and \(U\) along with biases \(b\) are learnable parameters of the model. In the encoder network, the input \(x_t\) is an embedding vector of the word \(s_t\) in the NL input sequence. In the decoder network, the input \(x_t\) is an embedding vector of the previous character \(r_{t-1}\) in the output regular expression. The hidden vectors \(h_t\) of the encoder network are fed into an attention layer (Bahdanau et al., 2014) to output an overall representation of the input sentence considering the output position. The hidden vectors \(h_t\) of the decoder network are fed into a dense layer \(z_t = W_z h_t\), where \(z_t\) holds the dimension of the vocabulary size of the regular expression. \(z_t\) is the output of the decoder network to predict the output character \(r_t = \arg \max_j z_{t,j}\).

A softmax function is applied on \(z_t\) to obtain a probability distribution on output character candidates. The probability of character \(j\) at output position \(t\) is as follow:

\[
p(r_t = j|r_{<t},S) = \frac{e^{z_{t,j}}}{\sum_j e^{z_{t,j}}}
\]

3.2 Training

Let \(\theta\) represent all learnable parameters in the model. We discuss two objective functions of \(\theta\) to train the model.

**Maximum Likelihood Estimation (MLE).** A sequence-to-sequence learning model learns the distribution of regular expressions \(R\) given an input NL sentence \(S\):

\[
p_\theta(R|S) = \prod_{t=1}^{T} p_\theta(r_t|r_{<t},S)
\]

By default, the sequence-to-sequence learning model uses maximum likelihood estimation (MLE) for training, i.e., maximizing the likelihood of mapping the input sequence to the output sequence for each pair in the training set. Specifically, the optimal parameters \(\theta^*\) are obtained as follows:

\[
\theta^* = \arg \max_{\theta} \prod_{(S^{(i)}, R^{(i)}) \in D} p_\theta(R^{(i)}|S^{(i)})
\]

Gradient descent is used to search out optimal parameters \(\theta^*\).

However, MLE fails to consider the fact that semantically equivalent regular expressions might be syntactically different. The MLE objective function forces the model to generate syntactically similar regular expressions, but penalizes semantically equivalent and syntactically different regular expressions. Such a syntax-based training objective does not fit our task’s objective (i.e., generating any semantically correct regular expression).

**Maximizing Semantic Correctness.** To encourage the model to generate any semantically correct regular expression, we alter the MLE training objective function to maximize semantic correctness.

For an NL specification, we define a reward of a predicted regular expression \(r(R)\) as its semantic correctness (we discuss how to measure the correctness later in this section). We encourage the model to generate regular expressions to maximize expected rewards instead of MLE. Concretely, we train the model parameters \(\theta\) to maximize the following objective function:

\[
J(\theta) = \sum_{(S^{(i)}, R^{(i)}) \in D} \mathbb{E}_{R \sim p_\theta(\cdot|S^{(i)})} r(R)
\]

\[
= \sum_{(S^{(i)}, R^{(i)}) \in D} \sum_R p_\theta(R|S^{(i)}) r(R)
\]
However, to compute the expected reward, we need to go over all possible regular expressions, and the number of all possible regular expressions is infinite. To address this problem, we use the Monte Carlo estimate as the approximation of the expected value. Specifically, \( M \) regular expressions \( R_1, \ldots, R_M \) are sampled following the output probability of the model. We average the reward of each sample to estimate the expected reward:

\[
J(\theta) \approx \sum_{(S^{(i)}, R^{(i)}) \in D} \sum_{j=1}^M \frac{1}{M} r(R_j),
\]

where \( R_j \sim p_\theta(\cdot|S^{(i)}) \)

In order to compute the gradient of the expected reward and to maximize the objective using gradient descent, we employ the REINFORCE technique of policy gradient (Williams, 1992), which is based on the following estimation:

\[
\nabla_\theta J(\theta) \approx \sum_{(S^{(i)}, R^{(i)}) \in D} \sum_{j=1}^M \frac{1}{M} r(R_j) \nabla_\theta \log p_\theta(R_j|S^{(i)}),
\]

where \( R_j \sim p_\theta(\cdot|S^{(i)}) \)

In practice, we subtract the mean reward of all samples to reduce the variance of estimated gradient (Williams, 1992). The final gradient estimate is as follow:

\[
\nabla_\theta J(\theta) \approx \sum_{(S^{(i)}, R^{(i)}) \in D} \sum_{j=1}^M \frac{1}{M} \tilde{r}(R_j) \nabla_\theta \log p_\theta(R_j|S^{(i)}),
\]

where \( \tilde{r}(R_j) = r(R_j) - \sum_{j'=1}^M \frac{1}{M} r(R_{j'}) \)

The overall training algorithm is summarized in Algorithm 1. We initialize \( \theta \) by pre-training the model using MLE on the training set. For each pair in training set, we sample \( M \) regular expressions to estimate the gradient.

### 3.3 Measurement of Semantic Correctness

In this paper, we propose two types of measuring semantic correctness based on minimal DFAs and test cases, respectively.

**Minimal DFAs.** We convert a regular expression to a minimal DFA and utilize the fact that equivalent regular expressions have the same minimal DFAs even when they are syntactically different (Hopcroft et al., 1979). For example, the minimal DFA of regular expression “([ABab] & [A-Z]) & .*X” is shown in Figure 1(a). A syntactically different regular expression “((A | B) & .*) & (.*X)” can be converted to the same minimal DFA as shown in Figure 1(a), indicating that these two regular expressions are semantically equivalent.

We check whether two regular expressions are equivalent by checking whether their corresponding minimal DFAs are the same. When the policy-gradient method is performed, if a sampled regular expression \( \hat{R} \) is equivalent to the ground truth, then \( r(\hat{R}) = 1 \); otherwise \( r(\hat{R}) = 0 \).

**Test Cases.** A perfect equivalence oracle such as

**Algorithm 1:** Policy-gradient method to maximize semantic correctness

**Input:** Training set: \( D = \{(S^{(i)}, R^{(i)})\} \)

1. Initialize \( \theta \) from pretrained model using MLE on \( D \);

2. for each epoch do

3. for \( (S^{(i)}, R^{(i)}) \in D \) do

4. Sample \( R_1, \ldots, R_M \) using current model;

5. Get rewards \( r(R_1), \ldots, r(R_M) \);

6. Estimate \( \nabla_\theta J(\theta) \) using (3.2);

7. Update \( \theta \) using \( \nabla_\theta J(\theta) \) by gradient descent;

9. end

---

**Figure 1:** Minimal DFA converted from “([ABab] & [A-Z]) & .*X” and generated string examples, where \( s_0 \) represents the start state and \( s_2 \) is the only accept state.
as using the minimal DFA may not be feasibly available for some tasks, e.g., when our approach is applied on other domains such as generating Bash scripts and Python programs. To handle a more general case, we propose correctness measurement based on test cases. We generate test cases (i.e., inputs and expected outputs) and check whether a program can pass the test cases that are generated from the ground truth to approximately check whether the program and the ground truth are equivalent.

Given a regular expression \( R \), we generate test cases that contain positive (acceptable/matched) and negative (unacceptable/unmatched) string examples. Here we consider only positive examples because negative examples can be obtained by generating positive examples of its complement regular expression \( \sim R \). To generate positive string examples from regular expression \( R \), we convert \( R \) to its corresponding minimal DFA. Each positive string example corresponds to a path from the start state of the minimal DFA to any accept state, and vice versa. Thus, we generate paths randomly from the start state to any accept state, and convert the paths to their corresponding strings as shown in Figure 1(b). To generate distinct string examples, we aim to generate paths to cover as many transitions as possible. In particular, we mask all transitions that have been covered by previously generated paths. When we generate a new path, the not-covered transitions have higher priority to be explored than covered ones.

Because complex regular expressions may accept/match or reject/unmatch infinite string examples, we augment random generation with a new strategy to generate distinguishing test cases to better represent the semantics. Considering that the generated test cases are used to check whether a Monte-Carlo sampled regular expression is equivalent to the ground truth in the policy-gradient method, only test cases that can differentiate an incorrect sample and the ground truth are useful. Based on such insight, we give preference to test cases that differentiate Monte-Carlo samples and the ground truth. A challenge here is that we do not know the samples before performing the policy-gradient method. However, we find that there is a high chance to get the same samples repeatedly when the model is pre-trained using MLE on the training set, because sampling is following the distribution learned by the pre-trained model. Based on the observation, we use the Beam Search algorithm on the pre-trained model to obtain \( B \) most likely samples \( \hat{R}_1, \ldots, \hat{R}_B \). We generate string examples that can differentiate these samples and the ground truth, named as distinguishing string examples. For each \( \hat{R} \) and ground truth \( R \), we construct a new regular expression \( R \& (\sim \hat{R}) \), and generate its string examples that can differentiate \( R \) and \( \hat{R} \).

The overall idea of our strategy for generating string examples is shown in Algorithm 2. Once we have a set of positive and negative string examples, we define the reward of a regular expression as \( r(R) = 1 \) if it can pass all the test cases, and \( r(R) = 0 \) otherwise.

When extending SemRegex on other languages where a perfect equivalence oracle is not available, it is desirable to use a technique to generate test cases for a program. There exist techniques (discussed in Section 5) to generate test cases for a general executable program.

---

**Algorithm 2: Generating distinguishing test cases for regular expressions**

**Input:** Training set: \( D = \left\{ (S(i), R(i)) \right\} \), the number of examples to generate: \( T \), and a pre-trained model

**Output:** Positive and negative example sets \( P(i) \) and \( N(i) \)

```
for (S(i), R(i)) \in D do
    P(i) \leftarrow \emptyset ;
    N(i) \leftarrow \emptyset ;
    Beam search on pre-trained model to obtain \( \hat{R}_1, \ldots, \hat{R}_B \);
    repeat
        Randomly pick a \( j \) in \([1, B]\) ;
        \( R_p \leftarrow R(i) \& (\sim \hat{R}_j) ;\)
        \( R_n \leftarrow (\sim R(i)) \& \hat{R}_j ;\)
        Generate an example \( p \) from \( R_p \);
        Generate an example \( n \) from \( R_n \);
        \( P(i) \leftarrow P(i) \cup \{ p \} ;\)
        \( N(i) \leftarrow N(i) \cup \{ n \} ;\)
    until \( |P(i)| \geq T \&\& |N(i)| \geq T ;\)
```

---

4 Experiments

We evaluate the effectiveness of SemRegex by comparing it to the state-of-the-art approaches. We also study how using different measurements of correctness impacts the effectiveness of SemRegex.

---

\(^2\)A DFA has one start state and a set of accept states.
4.1 Experiment Setup

Datasets. We conduct our experiments on three public datasets for the task of generating regular expressions from NL specifications.

- **KB13.** KB13 (Kushman and Barzilay, 2013) includes 824 pairs of NL and regular expression. When conducting data labeling, labeling workers are asked to generate the NL specifications to capture a subset of the lines in a file. Then programmers are asked to generate regular expressions for these NL specifications written by the labeling workers. We split the data into 75% training and 25% testing sets, following what the authors of KB13 do.

- **NL-RX-Synth.** NL-RX-Synth (Locascio et al., 2016) is a synthetic dataset much larger than KB13. Its authors define a small grammar for parsing regular expressions to NL. The grammar is used to stochastically generate 10,000 regular expressions and their corresponding synthetic NL specifications. We split the pairs into 65% training, 10% development, and 25% testing sets, following what the authors of NL-RX-Synth do.

- **NL-RX-Turk.** NL-RX-Turk (Locascio et al., 2016) comes from the NL-RX-Synth dataset. Instead of directly using synthetic NL descriptions in the dataset, the authors of NL-RX-Turk ask labeling workers to paraphrase the synthetic specifications. The dataset also consists of 10,000 pairs of NL and regular expression. We split the pairs into 65% training, 10% development, and 25% testing sets, following what the authors of NL-RX-Turk do.

Training Setting. We use a two-layer stacked LSTM architecture in both the encoder and decoder networks. The dimensions of encoder and decoder hidden states are set to 256. We use random embedding layers with the dimension of 128 for both input and output words. We also tune our hyper-parameters on the development set. The best results are obtained when the learning rate $= 0.001$ and the batch size $= 25$. We use the Monte-Carlo method to sample $M = 10$ regular expressions to estimate the gradient. To generate distinguishing string examples, we perform Beam Search to obtain $B = 10$ most likely samples. Before performing the policy-gradient method, we pre-train the model using MLE for 100 epochs. Then we train the model for 40 epochs using the policy-gradient method, and choose the model with the best effectiveness on the development set. Our model is implemented in TensorFlow (Abadi et al., 2016).

4.2 Results and Analysis

Comparison Results. We demonstrate the effectiveness of our approach by comparing it to the existing approaches including Semantic-Unify (Kushman and Barzilay, 2013) and Deep-Regex(MLE) (Locascio et al., 2016). We also compare the results of our approach with different measurements of semantic correctness. Table 2 shows the comparison results of different approaches, with detailed discussion as follows.

- **Semantic-Unify.** Semantic-Unify (Kushman and Barzilay, 2013) learns to parse NL to regular expressions. Similarly, DFA equivalence is applied as a semantic unification when training the parser.

- **Deep-Regex(MLE).** Deep-Regex(MLE) (Locascio et al., 2016) regards the problem as a black-box task of machine translation without utilizing any domain knowledge of regular expressions. A syntax-based objective (MLE) is used to train the model. To the best of our knowledge, Deep-Regex(MLE) is the state-of-the-art approach on these three datasets.

- **SemRegex(DFA Oracle).** In SemRegex (DFA Oracle), we use the oracle of DFA equivalence to measure semantic correctness. SemRegex(DFA Oracle) outperforms Deep-Regex(MLE), the existing state-of-the-art approach, by an accuracy increase of 12.6% on KB13, 2.9% on NL-RX-Synth, and 4.1% on NL-RX-Turk, respectively. Compared to Deep-Regex(MLE), the results demonstrate the effectiveness of maximizing semantic correctness during the training phase. SemRegex(DFA Oracle) shows more improvement on the KB13 dataset over Deep-Regex(MLE) than on other datasets. Such result indicates that supervised learning based on MLE is less effective to learn from a small training set. When the policy-gradient method is used, Monte-Carlo samples can provide more information beyond only training samples especially on a small training set;
such more information significantly improves the effectiveness.

- **SemRegex(Distinguishing Test Cases).** When we do not have access to an oracle such as DFA equivalence, we can generate test cases to define semantic correctness. SemRegex(Distinguishing Test Cases) uses Algorithm 2 to generate distinguishing test cases (10 positive examples and 10 negative examples) that differentiate the results returned by Beam Search and the ground truth. The results show that by using distinguishing test cases, SemRegex(Distinguishing Test Cases) outperforms Deep-Regex(MLE), an existing syntax-based approach, on all of three datasets. Meanwhile, the effectiveness of SemRegex(Distinguishing Test Cases) drops no more than 1.4% on accuracy compared to SemRegex(DFA Oracle). Such result indicates that limited distinguishing test cases generated by the proposed strategy can well represent the semantics.

- **SemRegex(Random Test Cases).** SemRegex(Random Test Cases) generates random test cases instead of distinguishing test cases. It outperforms the existing approaches (Semantic-Unify and Deep-Regex(MLE)) because random test cases can still represent the semantics and differentiate some inequivalent regular expressions. Compared to SemRegex(Distinguishing Test Cases), its effectiveness shows a big drop on KB13 and a slight drop on NL-RX-Turk. Such results indicate the benefit of distinguishing test cases over random test cases.

**Effectiveness of Semantics-Based Objective.** To understand the effect of using a semantics-based learning objective, we record the semantic accuracy (DFA equivalence) and syntactic accuracy (exact-match) on the NL-RL-Turk testing set after each epoch as shown in Figure 2. During pre-training (epochs 1 to 100), we use MLE to train the model to increase both semantic accuracy and syntactic accuracy iteratively. Then, we alter the training objective to maximize the expected semantic correctness. We notice that while semantic accuracy continues increasing for about 10%, the syntactic accuracy does not show a significant growth after pre-training. Such result indicates that the model is no longer encouraged to generate regular expressions that are syntactically equivalent to the ground truths. Instead, the model learns to generate semantically correct regular expressions.

**Analysis of Semantic Correctness Based on Test Cases.** The correctness measurements based on test cases serve as an approximate oracle. Figure 3 shows an example of how the approximate oracle helps make improvement. Furthermore, we evaluate how the correctness based on test cases is close to the DFA-equivalence oracle. In Monte-Carlo estimate, we count the samples with the approximate oracle that equals to the minimal DFA oracle. When using random test cases, there are 89.8% samples with the approximate oracle that equals to the minimal DFA oracle. When using distinguishing-
Figure 3: An example of how test cases help with training. At the beginning of the policy-gradient method, the model outputs an incorrect answer $R_1$, which cannot pass a positive test case. $R_1$ gets penalized because it receives a reward 0. Then the model changes to output an incorrect answer $R_2$, which cannot pass a negative test case. Similarly, $R_2$ gets penalized as training continues. $R_3$ receives a reward 1 because it passes all test cases, resulting in an increase of its likelihood from the model in iterations. Finally, the model outputs the correct answer $R_3$.

Figure 4: Impact of the number of distinguishing or random test cases on accuracy on the KB13 dataset.

5 Related Work

Program Synthesis. Our work falls into the general topic of program synthesis. Program synthesis is the problem of automatically generating programs from high-level specifications (Gulwani et al., 2017). There has been a lot of progress made in this area, classified based on (1) the form of specifications, e.g., NL descriptions (Yin and Neubig, 2017; Guu et al., 2017; Lin et al., 2017; Krishnamurthy and Mitchell, 2012; Liu et al., 2018), input-output examples (Balog et al., 2017; Chen et al., 2018; Kalyan et al., 2018), and hybrid of the two preceding types of specifications (Manshadi et al., 2013; Raza et al., 2015); (2) the programming languages, e.g., LISP (Biermann, 1978), Python (Yin and Neubig, 2017; Rabinovich et al., 2017), SQL (Zhong et al., 2017; Sun et al., 2018), and Domain-Specific Languages (DSL) such as FlashFill (Gulwani, 2011). In this paper, we focus on an important subtask of the program-synthesis problem: generating regular expressions from NL.

Generating Regular Expressions. Recent research has attempted to automatically generate regular expressions from NL specifications. Ranta (1998) propose a rule-based approach to build an NL interface for regular expressions. Kushman and Barzilay (2013) develop an approach for learning a probabilistic grammar model to parse an NL description into a regular expression. Locascio et al. (2016) regard the problem as a black-box task of machine translation, and train a sequence-to-sequence learning model to address the problem. There exists also a lot of work focusing on generating regular expressions from string examples. Recent work typically uses an evolutionary algorithm to address the problem (Svingen, 1998; Cetinkaya, 2007; Bartoli et al., 2012, 2016).

Inspired by our previous study (Zhong et al., 2018), in this paper, we leverage the help of string examples generated from ground truths to improve the state of the art for the problem of generating regular expressions from NL. Compared with previous state-of-the-art approaches (Locascio et al., 2016) that maximize the likelihood of ground truths in the training set, SemRegex leverages the policy-gradient method to encourage the model to generate semantically correct regular expressions.

Generating Test Cases. When SemRegex is ap-
plied on domains other than synthesizing regular expressions, a perfect equivalence oracle such as using the minimal DFA may not be feasibly available. In order to handle a more general case, we propose to generate test cases from the ground truths to measure the semantic correctness of a program candidate. State-of-the-art test-generation techniques are typically based on Dynamic Symbolic Execution (DSE) (Godefroid et al., 2005). Given a program that we want to generate test cases for, DSE executes the program for some seed test cases, and at the same time collects symbolic constraints from branch statements along the execution path. Then DSE generates new test cases to cover different branches in iterations by flipping a branching node in previous execution path. In this way, DSE is able to generate test cases that can be used to approximately check the semantic equivalence. Furthermore, DSE can effectively generate distinguishing test cases for two executable programs by relating these two programs in a single execution (Taneja and Xie, 2008). Various DSE tools have been implemented for different programming languages, such as PyExZ3 (Python) (Ball and Daniel, 2015), JPF-SE (Java) (Anand et al., 2007), Pex (C#) (Tillmann and De Halleux, 2008; Tillmann et al., 2014; Li et al., 2009), and CUTE (C) (Sen et al., 2005).

6 Conclusion

We have proposed SemRegex, a semantics-based approach to generate regular expressions from NL specifications. SemRegex trains a sequence-to-sequence model by maximizing the expected semantic correctness. We measure the semantic correctness using the DFA-equivalence oracle, random test cases, and distinguishing test cases. Our evaluation results show that SemRegex outperforms the existing start-of-the-art approaches on three public datasets.
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