BRANES, QUIVERS AND BPS ALGEBRAS

MIROSLAV RAPČÁK

Abstract. These lecture notes cover a brief introduction into some of the algebro-geometric techniques used in the construction of BPS algebras. The first section introduces the derived category of coherent sheaves as a useful model of branes in toric Calabi-Yau three-folds. This model allows a rather simple derivation of quiver quantum mechanics describing low-energy dynamics of various brane systems. Vacua of such quantum mechanics can be identified with the critical equivariant cohomology of the moduli space of quiver representations. These are often counted by various crystal configurations. Using correspondences in algebraic geometry, one can construct rich families of affine-Yangian representations. We conclude with an exploration of different algebraic structures naturally appearing in our story. The material was covered in a 4-lecture mini-course within the Second PIMS Summer School on Algebraic Geometry in High-Energy Physics. The text contains some new ideas, examples and remarks that are going to be covered in detail in a joint work with Dylan Butson.
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1. Physical motivation

These lecture notes cover a brief introduction into some of the algebro-geometric techniques used in the construction of BPS algebras. Given the limited space together with the presence of a few minor loopholes that require further investigation, it would be impossible to provide a rigorous exposition of the full story. On the other hand, if we restricted only to a subset of the presented material, we would not be able to appreciate the beauty of the whole construction. I have thus decided to strip off as many formalities as possible and simply illustrate the main ideas, concepts and techniques in a few examples. I hope the discussion below to serve as a motivation for diving deeper into the subject of BPS algebras and geometric representation theory.

Our starting point is the ten-dimensional type-IIA string theory together with its D0-, D2-, D4-, D6- and D8-branes of dimensions 1, 3, 5, 7 and 9 respectively. String theory is heavily used to geometrically engineer supersymmetric quantum field theories via the process of compactification \([1, 2, 3, 4, 5]\). Imagine we are interested in some theory living on a space that is a product of two manifolds. If one of the factors is very small, the full theory should admit an effective description in terms of a lower-dimensional theory living on the remaining large factor of the space. For example, studying string theory on \(M_4 \times M_6\), with the subscript labeling the dimension of the manifold, and sending the volume of \(M_6\) to zero, we expect the system to have an effective description in terms of a theory on \(M_4\). The resulting theory obviously depends on the geometry of the compactification manifold \(M_6\). In order for the resulting theory to preserve some supersymmetry, the compactification manifold needs to satisfy further constraints. For example, to engineer a four-dimensional theory on \(M_4\) with an \(\mathcal{N} = 2\) supersymmetry, we require \(M_6\) to be a Calabi-Yau threefold.

Geometric properties of \(M_6\) capture a lot of information about the resulting four-dimensional theories. For example, supersymmetric (BPS) operators can be engineered from D-branes wrapping various complex submanifolds inside \(M_6\). In particular, BPS particles and line operators (one dimensional objects in \(M_4\)) arise from D0-branes supported at a point in \(M_6\), D2-branes wrapping a two-cycle in \(M_6\), D4-branes wrapping a four-cycle in \(M_6\) or D6-branes wrapping the full compactification manifold \(M_6\).

In our discussion, we are going to restrict to the simplest six-dimensional Calabi-Yau manifold \(M_6 = \mathbb{C}^3\). Most of our discussion has (or is expected to have) a generalization to more complicated Calabi-Yau threefolds but their discussion goes beyond the scope of this note. We are going to see that already this trivially-looking example leads to an enormously rich story.

One might raise an objection that \(\mathbb{C}^3\) is not a compact manifold and the whole construction suggested above is meaningless. Luckily, one can introduce a deformation of the theory (by turning on a particular background vacuum expectation value for the B-field \([6, 7, 8]\)) known as the \(\Omega\)-background \([9, 10, 11, 12]\) and parametrized by \(\epsilon_1, \epsilon_2, \epsilon_3\) associated with the three \(U(1)\) actions rotating the three coordinate lines \(\mathbb{C}\) inside \(\mathbb{C}^3\). Such an \(\Omega\)-deformation localizes the theory to the fixed-point of the \(U(1)^3\) action (the origin) and effectively compactifies the theory to four

\(^{1}\text{We are actually going to impose condition } \epsilon_1 + \epsilon_2 + \epsilon_3 = 0 \text{ specializing to the subtorus preserving the Calabi-Yau volume form } dz_1 \wedge dz_2 \wedge dz_3.\)
dimensions. Whenever I want to stress the presence of the $\Omega$-deformation, I am going to write $\mathbb{C}^3$ as $\mathbb{C}_{c_1} \times \mathbb{C}_{c_2} \times \mathbb{C}_{c_3}$.

The introduction of the $\Omega$-background forces the support of the D-branes to be preserved by the (complexified) $U(1)^3$ action. Possible orientations of branes consistent with the $\Omega$-background are show in table 1.

| Type IIA | $M_4$ | $\mathbb{C}_{c_1}$ | $\mathbb{C}_{c_2}$ | $\mathbb{C}_{c_3}$ |
|----------|-------|---------------------|---------------------|---------------------|
| D0       | $L$   | $\times$            |                     |                     |
| D2       | $L$   | $\times$            |                     |                     |
| D2       | $L$   |                     | $\times$            |                     |
| D4       | $L$   | $\times$            | $\times$            |                     |
| D4       | $L$   | $\times$            |                     | $\times$            |
| D6       | $L$   | $\times$            | $\times$            | $\times$            |

Table 1. Possible support of branes in $\Omega$-deformed $\mathbb{C}^3$ wrapping a line $L$ inside $M_4$.

Given a non-compact Calabi-Yau manifold, we can distinguish branes according to the compactness of their support. Branes with compact support are going to be treated as light, dynamical objects in the compactified theory (BPS particles). On the other hand, branes with non-compact support are going to be heavy, non-dynamical line operators. In our example of $M_6 = \mathbb{C}^3$ in the presence of the $\Omega$-background, the only compact brane is a D0-brane.

More generally, one might be interested in configurations containing multiple branes. We can for example consider a stack of $N$ branes wrapping one of the cycles from the table 1. We can also study configurations of intersecting stacks of branes. A configuration of branes is thus specified by assigning a multiplicity to each of the elementary cycles from table 1 specifying the number of branes in the corresponding stack.

A given system of branes (specified by the above multiplicities) can be further deformed in two different ways. One can either turn on a non-trivial vacuum expectation value for the Higgs field living on their support or one can form a non-trivial bound state of branes (possibly of different dimensions). We are going to see explicit examples of how to describe various brane configurations and their deformations in the next section. We are going to see that the natural language for describing branes in Calabi-Yau three-folds is provided by derived categories of coherent sheaves.

As stated above, compactly supported branes give rise to particles of the compactified theory. Such particles can mutually scatter as depicted in figure 1. In particular, a particle associated with $n_1$ D0-branes and a particle associated with $n_2$ D0-branes can fuse to create a particle associated with a bound state of $n_1 + n_2$ D0-branes. Analogously a bound state of $n_1 + n_2$ D0-branes can split into two bound states of $n_1$ and $n_2$ D0-branes respectively. Fixing a triple of vacua associated to the endpoints of the trivalent vertices from figure 1 one can compute its scattering amplitude. This gives rise to a multiplication structure on the space of such vacuum states

\begin{equation}
|\lambda_1\rangle \otimes |\lambda_2\rangle \rightarrow |\lambda_3\rangle,
\end{equation}

This is generally not going to be the case if the manifold contains compact two-cycles or even four-cycles. For example, the topal space of $\mathcal{O}(-1) \oplus \mathcal{O}(-1) \rightarrow \mathbb{C}P^1$ is a toric Calabi-Yau manifold admitting a two-parametric $\Omega$-background and a D2-brane wrapping the zero section of the bundle is obviously compact.
where $|\lambda_1\rangle$ denotes a vacuum of the quantum mechanics arising from $n_1$ D0-branes, $|\lambda_2\rangle$ is a vacuum of the quantum mechanics arising from $n_2$ D0-branes and $|\lambda_3\rangle$ is a vacuum associated with $n_1 + n_2$ D0-branes. This picture motivates the existence of so-called BPS algebras as proposed in [22]. In order to give a precise definition of BPS algebras, [23] introduced the concept of cohomological Hall algebra. In the past couple of years, BPS algebras and their construction in terms of the cohomological Hall algebra received an enormous interest in both physics and mathematics. See for example [25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52].

Let us fix a configuration of non-compact branes (say a stack of $N$ D4-branes along $\mathbb{C}_{\epsilon_1} \times \mathbb{C}_{\epsilon_2}$ inside $\mathbb{C}_{\epsilon_1} \times \mathbb{C}_{\epsilon_2} \times \mathbb{C}_{\epsilon_3}$) with $n$ D0-branes bound to it. We are going to label such a configuration as $A \rightarrow n$ D0, where $A$ specifies the configuration of non-compact branes. Analogously to the above, one can expect that processes of bounding/removing D0-branes as depicted in figure 2 are going to lead to a module structure on the space of vacua associated with our bound states. If we define a weight of a configuration as the number of D0-branes then bounding D0-branes (increasing $n$) should lead to an action of raising operators whereas removal of D0-branes (decreasing $n$) should produce an action of lowering generators. This reasoning leads to a conjecture that a double of the cohomological Hall algebra (one copy increasing and one copy decreasing the number of D0-branes) should admit a module for any configuration of non-compactly-supported branes. In the simplest example of $\mathbb{C}^3$, the relevant double is known as the (shifted) affine Yangian of $\mathfrak{gl}_1$. This leads us to a correspondence [44, 56]:

$\begin{array}{c}
\text{Branes in } \mathbb{C}_{\epsilon_1} \times \mathbb{C}_{\epsilon_2} \times \mathbb{C}_{\epsilon_3} \\
\text{gl}_1 \text{ affine Yangian modules}
\end{array}$

The aim of this note is to illustrate the construction of such modules on a few very simple examples.

Our construction is going to proceed in the following three steps:

$\begin{array}{c}
\text{Brane configuration} \\
\rightarrow \text{Quiver quantum mechanics} \\
\rightarrow \text{BPS states} \\
\rightarrow \text{Yangian module}
\end{array}$

Let me conclude this section by giving a few details about each of the steps we need to take on our journey towards BPS algebras:

- **Brane configuration $\rightarrow$ Quiver QM:** The low-energy dynamics of a system of branes is expected to be described by a quantum field theory living on its support. That means that after compactification, the low-energy dynamics of our compactly-supported branes should be captured supersymmetric quantum mechanics (QM) living on the one-dimensional line

---

[3] A precise connection of the cohomological Hall algebra with the physical picture of scattering amplitudes is far from being fully understood. For some attempts to relate these two structures, see [23].

[4] This configuration is known to be a string-theory realization of instantons [53, 54, 55].
A → (n₁ + n₂)D₀
n₁D₀ → A

A → n₂D₀
n₁D₀ → A

A → (n₁ + n₂)D₀

Figure 2. Scattering of a BPS particle arising from a stack of n₁ D₀-branes and a BPS line operator arising from a bound state of a non-compactly supported branes A with n₂ D₀-branes motivating the existence of modules for BPS algebras.

in the non-compact part of the space-time \( M_4 \). The field content of the effective field theory describing the dynamics of branes is usually determined by an analysis of string spectra in a prescribed background of branes. Here, we are not going to follow the standard physical derivation but rather use the fact that the relevant spectra can be determined by a relatively simple calculation within the derived category of coherent sheaves. The resulting field content is going to be encoded in a quiver diagram. We are going to see that the potential of such a theory can be derived easily in this context as well. The quiver with potential uniquely determines the desired supersymmetric quantum mechanics. Section 2 of this notes can be viewed as a concise overview of the material covered in [19] enriched by the discussion of potential from [20] and a general framing from [56].

- **Quiver QM → BPS vacua**: Throughout our discussion, we are going to restrict to a subspace of so-called BPS vacua of our supersymmetric quantum mechanics. This subsector is characterized by living in the cohomology of one of the supercharges. We are going to identify this space (after a slight deformation of the quantum mechanics due to the presence of the non-trivial \( \Omega \)-background) with the equivariant critical cohomology of the moduli space of quiver representations. Working equivariantly allows us to identify the cohomology with fixed points of the corresponding moduli space lying in the critical locus of the potential. Counting such fixed points is going to lead to a rich combinatorics of melted crystals standard standard in the literature [57, 58, 59, 60, 61, 62, 63, 64].

- **BPS states → Yangian module**: Let us label the moduli space of vacua associated with \( n \) D₀ branes bound to a fixed configuration of non-compact branes \( A \) as \( \mathcal{M}(n) \). As we are going to see in section 4, for each \( A \), there exists a correspondence \( \mathcal{M}(n+1, n) \) with a map \( p \) to \( \mathcal{M}(n) \) and a map \( q \) to \( \mathcal{M}(n+1) \). Starting with an element in the (critical equivariant) cohomology \( H^*(\mathcal{M}(n)) \), pulling it back by \( p^* \) and pushing forward by \( q_* \), we are going to construct an action of raising operators of the BPS algebra. Analogously, pulling back by \( q^* \) and pushing forward by \( p_* \) gives rise to the action of lowering generators of the algebra. See [27, 23, 31, 35, 40, 44] for details. In the example of branes in \( \mathbb{C}^3 \), the relevant BPS algebra is known as the \( \mathfrak{gl}_1 \) affine Yangian. Different configurations of branes \( A \) then lead to various modules of the affine Yangian. Depending on the dimension of the support of our non-compact branes, we obtain very differently looking modules giving rise to various interesting algebraic structure. In particular, the geometric action is expected to factor through a map to Cherednik algebras (for D2-branes) [65, 56, 66], it factors through a map to corner vertex operator algebras (for D4-branes) [36, 67, 56] and it gives rise to the
MacMahon representations (for D6-branes) [44]. The construction reproduces an extremely rich representation theory of the $\mathfrak{gl}_1$ affine Yangian and establishes its relation to geometry.

2. Quivers from branes

The first step in our construction is a derivation of quiver quantum mechanics describing a stack of D0-branes bound to different systems of D2-, D4- and D6-branes. The most straightforward yet tedious derivation would rely on the analysis of zero modes in the spectrum of open strings ending on involved branes [53, 54, 68]. Instead of following this path, we are going to use the language of derived categories of coherent sheaves as a model of our D-branes and derive the quivers by studying morphisms in such a category. See [19] for an excellent introduction or [13, 69, 14, 15, 16, 17, 18, 20, 70, 71, 72, 21, 73, 74] for some of the original work.

2.1. Derived category of coherent sheaves as a brane category. Let us start with the introduction of objects in the derived category of coherent sheaves and justification that they form a good model for brane bound states.

We start with a sketch of a formal definition of a sheaf. A sheaf $S$ on a space $X$ is an assignment a space of sections $S(U)$ to each open set $U$ together with a collection of restriction maps $\rho_{U,V}: S(U) \to S(V)$ for any $V \subset U$. These satisfy some obvious compatibility conditions:

1. The inclusion $W \subset V \subset U$ is consistent with the composition of restriction maps.
2. The restriction map of $U \subset U$ is the identity.
3. For any pair $\sigma \in S(U), \tau \in S(V)$ that agree on $U \cap V$, there exists a section $\rho \in S(U \cup V)$ that restricts to $\sigma$ and $\tau$ respectively.
4. If $\sigma \in S(U \cup V)$ such that $\sigma|_U = \sigma|_V = 0$, then $\sigma = 0$.

An example of a sheaf that is going to play an important role in our discussion is the structure sheaf $O_X$ of a complex variety $X$. The structure sheaf assigns the ring of algebraic functions on $U$ to each open set $U$ together with a collection of restriction maps $\rho_{U,V}: O_X(U) \to O_X(V)$ for any $V \subset U$. These satisfy some obvious compatibility conditions:

(1) The inclusion $W \subset V \subset U$ is consistent with the composition of restriction maps.

(2) The restriction map of $U \subset U$ is the identity.

(3) For any pair $\sigma \in O_X(U), \tau \in O_X(V)$ that agree on $U \cap V$, there exists a section $\rho \in O_X(U \cup V)$ that restricts to $\sigma$ and $\tau$ respectively.

(4) If $\sigma \in O_X(U \cup V)$ such that $\sigma|_U = \sigma|_V = 0$, then $\sigma = 0$.

An example of a sheaf that is going to play an important role in our discussion is the structure sheaf $O_X$ of a complex variety $X$. The structure sheaf assigns the ring of algebraic functions on $U$ to each open set $U$. More generally, for any holomorphic bundle $E \to X$ of rank $k$, we can define a sheaf assigning the space of its holomorphic sections over $U$ to each open set $U$. Such a sheaf is obviously a module for the structure sheaf $O_X$ since we can multiply sections of a bundle by functions. The class of sheaves of this form go under the name locally-free sheaves, i.e. they locally look like $O^k_X|_U$. Since a sheaf in string theory is specified by its support together with a (Chan-Paton) bundle over it, it is natural to identify locally-free sheaves of rank $k$ with a stack of $k$ D6-branes wrapping the whole $X$. In our simplest example of $\mathbb{C}^3$, the structure sheaf assigns the coordinate ring

$$\mathbb{C}[x_1, x_2, x_3]$$

to the whole $\mathbb{C}^3$ and it generally assigns the ring of algebraic functions on $U$ to any other open subset $U$. Due to the triviality of the example at hand, all the locally-free sheaves are of the form $O_X^k$ and they are actually free (not only locally-free).

Coherent sheaves form a class of sheaves that can be defined locally by imposing a set of relations on a locally-free sheaf, i.e. they can be locally identified with the cokernel of some map

$$f : O_X^l|_U \to O_X^m|_U$$

for some integers $l, m$.

Let us now analyze some examples and argue that we can naturally associate a quasi-coherent sheaf to any of the branes discussed in the introduction. Since our simple example of $\mathbb{C}^3$ does not
have any non-trivial global structure, we are going to write all the maps simply in the open set being the whole $U = \mathbb{C}^3$. For a trivial map
\begin{equation}
(2.3) \quad f : 0 \to \mathbb{C}[x_1, x_2, x_3]^k,
\end{equation}
the sheaf is formed by $k$ copies of the structure sheaf and can be identified with the stack of $k$ D6-branes wrapping $\mathbb{C}^3$ as discussed above.

Another example is the skyscraper sheaf at the origin that can be expressed as a cokernel of the following map
\begin{equation}
(2.4) \quad \mathbb{C}[x_1, x_2, x_3]^3 \xrightarrow{(x_1,x_2,x_3)} \mathbb{C}[x_1, x_2, x_3] = \mathbb{C},
\end{equation}
i.e.
\begin{equation}
(2.5) \quad \mathbb{C}[x_1, x_2, x_3] \quad \mathbb{C}[x_1, x_2, x_3],
\end{equation}
Away from the origin, the cokernel is obviously trivial since any $f \in \mathbb{C}[x_1, x_2, x_3]$ can be locally written as
\begin{equation}
(2.6) \quad f = x_1 \left( \frac{f}{x_1} \right)
\end{equation}
if $x_1 \neq 0$ and analogously if we are away from $x_2 = 0$ and $x_3 = 0$. On the other hand, this is not possible at $x_1 = x_2 = x_3 = 0$, where the cokernel is one-dimensional. The corresponding sheaf is thus supported at the origin and it is natural to associated it with the D0-brane. To get a sheaf associated with the stack of $n$ D0-branes, we can simply take $n$ copies of such a sheaf
\begin{equation}
(2.7) \quad \left( \frac{\mathbb{C}[x_1, x_2, x_3]}{(x_1, x_2, x_3)} \right)^n.
\end{equation}

Analogously, for the map
\begin{equation}
(2.8) \quad \mathbb{C}[x_1, x_2, x_3] \xrightarrow{(x_3)} \mathbb{C}[x_1, x_2, x_3] = \mathbb{C}[x_1, x_2],
\end{equation}
the cokernel gives a module
\begin{equation}
(2.9) \quad \mathbb{C}[x_1, x_2, x_3]/(x_3)
\end{equation}
that can be associated with a D4-brane supported along $x_3 = 0$. A sheaf associated with a multiple of the same support D4-branes is then a direct sum of $k$ copies of this module. One can similarly define a sheaf associated to D4-branes of other orientations by exchanging $x_3 \to x_1, x_2$ and associate a sheaf to an arbitrary configuration of intersecting D4-branes by taking a direct sum.

The map
\begin{equation}
(2.10) \quad \mathbb{C}[x_1, x_2, x_3]^2 \xrightarrow{(x_1,x_2)} \mathbb{C}[x_1, x_2, x_3]
\end{equation}
produces a sheaf associated with a D2-brane along $x_1 = x_2 = 0$ and similarly for D2-branes of other orientations and their intersection.

We have already found a coherent sheaf modeling an arbitrary configuration of branes specified by an assignment of a multiplicity to each cycle from the table \[. But the world of quasi-coherent sheaves is much richer. For example, one can easily see that the support of
\begin{equation}
(2.11) \quad \mathbb{C}[x_1, x_2, x_3]/(x_3^2)
\end{equation}
agrees with the support of a D4-brane along $x_3 = 0$ but the module structure for the structure sheaf is obviously different. As a module for $\mathbb{C}[x_1, x_2]$, it is isomorphic to a direct sum of two D4-branes
but the action of $x_3$ is now modified. We can think about such a sheaf as a deformation of a pair of D4-branes by turning on a nilpotent vacuum expectation value for the Higgs field living on their support \[^75\]. As we are going to argue later in these notes, such a modification has a very nice consequence in the BPS-algebras world.

We have just established a correspondence between branes and coherent sheaves. We have also seen that some of the sheaves we defined are somehow equivalent to complexes of different sheaves. Let us thus extend our category of coherent sheaves by allowing more general complexes and identify precisely which complexes describe equivalent configurations. This transition to complexes has also a physical interpretation. A general complex can be thought of as describing a non-trivial bound state of branes and anti-branes. The equivalence of complexes then accounts for processes known as tachyon condensation. See footnotes below for more details regarding this physical interpretation.

Let us thus extend the category of coherent sheaves to admit complexes of sheaves of the form

\[(2.12) \quad \ldots \xrightarrow{d_0} A_1 \xrightarrow{d_1} A_2 \xrightarrow{d_2} A_3 \xrightarrow{d_3} \ldots \]

with the differential squaring to zero $d_{i+1} \circ d_i = 0$. In this complex, $A_i$ are sheaves describing the branes from the above discussion and differentials $d_i$ specify the exact form of a bound state.

The above complexes of coherent sheaves form elements of the derived category of coherent sheaves (our brane category). But introducing complexes, one needs to be careful with distinguishing physically non-equivalent objects. In order to do that, let me first define a quasi-isomorphism as a chain morphism

\[(2.13) \quad \ldots \xrightarrow{d_0} A_1 \xrightarrow{d_1} A_2 \xrightarrow{d_2} A_3 \xrightarrow{d_3} \ldots \]

\[\ldots \xrightarrow{d_0'} B_1 \xrightarrow{d_1'} B_2 \xrightarrow{d_2'} B_3 \xrightarrow{d_3'} \ldots \]

satisfying $f_{i+1} \circ d_i = d_i' \circ f_i$ and inducing isomorphism on the cohomology. Two chain complexes $A$ and $B$ are then isomorphic in the derived category of coherent sheaves if there exists a third object $C$ with quasi-isomorphisms $f : C \rightarrow A$ and $g : C \rightarrow B$. Such $A$ and $B$ then describe an equivalent\(^5\) physical configuration.

Let me give two examples of a quasi-isomorphism and equivalent objects. First, we have an obvious exact sequence from the above

\[(2.14) \quad 0 \longrightarrow \mathbb{C}[x_1, x_2, x_3] \xrightarrow{x_3} \mathbb{C}[x_1, x_2, x_3] \xrightarrow{d} \mathbb{C}[x_1, x_2, x_3]_{(x_3)} \longrightarrow 0,\]

\(^5\)This equivalence can be given a physical interpretation as well. Brane-anti-brane systems admit an unstable tachyonic string mode. In our story, you should be thinking of even-degree sheaves $A_{2n}$ as branes and odd-degree sheaves $A_{2n+1}$ as anti-branes. In the process of tachyon condensation \[^76\], the tachyonic field develops a non-trivial vacuum expectation value encoded in maps $d_i$. The endpoint of such a tachyon condensation describes a new configuration of branes related to the previous one by quasi-isomorphism.

\(^9\)It is straightforward to check the exactness. The kernel of the first map $x_3$ is obviously zero. The kernel of $d$ are functions that vanish at $x_3 = 0$, i.e. functions of the form $x_3 f(x_1, x_2, x_3)$ but these agree with the image of $x_3$. Finally, $d$ obviously generates whole $\mathbb{C}[x_1, x_2]$.
where the map $d$ simply sets $x_3 = 0$ in any polynomial $f \in \mathbb{C}[x_1, x_2, x_3]$. Let me bend the complex and extend by zeros as follows

\[
\begin{array}{c}
\mathbb{C}[x_1, x_2, x_3] & \xrightarrow{x_3} & \mathbb{C}[x_1, x_2, x_3] \\
\downarrow & & \downarrow \\
0 & \xrightarrow{d} & \mathbb{C}[x_1, x_2, x_3]_{(x_3)}
\end{array}
\]

The map $d$ obviously induces an isomorphism on the cohomology and we can see that the sheaf we identified with the D4-brane along $x_3 = 0$ is quasi-isomorphic to the complex

\[
\begin{array}{c}
\mathbb{C}[x_1, x_2, x_3] & \xrightarrow{x_3} & \mathbb{C}[x_1, x_2, x_3] \\
\downarrow & & \downarrow \\
0 & \xrightarrow{d} & \mathbb{C}[x_1, x_2, x_3]_{(x_3)}
\end{array}
\]

These two are thus isomorphic objects in the derived category of coherent sheaves. The resolution of lower-dimensional branes as bound states of space-filling branes will play an important role in the calculation of morphisms in our category of branes (derived category of coherent sheaves) and the derivation of quivers.

Let us consider yet another exact sequence

\[
\begin{array}{c}
0 & \xrightarrow{} & \text{Ker } d & \xrightarrow{} & \mathbb{C}[x_1, x_2, x_3] & \xrightarrow{d} & \mathbb{C}[x_1, x_2, x_3]_{(x_1, x_2, x_3)} & \xrightarrow{} & 0
\end{array}
\]

where the kernel of $d$ is simply generated by elements vanishing at the origin

\[
x_1 f_1(x_1, x_2, x_3) + x_2 f_2(x_1, x_2, x_3) + x_3 f_3(x_1, x_2, x_3)
\]

with the obvious embedding map to $\mathbb{C}[x_1, x_2, x_3]$. Such a sheaf is isomorphic to $\mathbb{C}[x_1, x_2, x_3]$ at a generic point but it carries a non-trivial modification at the origin. Bending the complex, we find a quasi-isomorphism

\[
\begin{array}{c}
\text{Ker } d & \xrightarrow{} & 0 \\
\downarrow & & \downarrow \\
\mathbb{C}[x_1, x_2, x_3] & \xrightarrow{d} & \mathbb{C}[x_1, x_2, x_3]_{(x_1, x_2, x_3)}
\end{array}
\]

We can interpret the sheaf Ker $d$ as describing a non-trivial bound state of a D6-brane with a D0-brane. Bound states of this form together with their quiver description will be the main object of interest in our discussion. The form of this complex also justifies the notation $A \rightarrow n$ D0 with $A$ being a system of non-compact branes from the introduction (in the present example $A =$D6).

\[
\text{Returning to the physical interpretation of this statement, note that both elements of the complex are associated with the space-filling D6-brane with each being placed at a different cohomological degree. The shift of the degree by one distinguishes a brane form an anti-brane. The full system can be thus viewed as a non-trivial space-filling brane-anti-brane bound state. The brane-anti-brane configuration is unstable due to the existence of a tachyonic mode in the string spectrum (a mode with negative energy). The map } x_3 \text{ can be then thought of as determining the tachyonic profile and giving rise (via the process of tachyon condensation) to a single D4-brane along } x_3 = 0.
\]
2.2. Morphisms in the brane category. Our ultimate goal is understanding the low-energy dynamics of D0-branes (or more generally compactly supported branes if we go beyond the \( \mathbb{C}^3 \) example) bound to a system of non-compact branes. Such a dynamics should have an effective description in terms of a field theory living on the support of the D0-branes. To find such a description, one usually studies the spectrum of open strings in a given background of D-branes \([53, 54, 55, 68]\) and identifies the physical massless modes that give rise to fields of the effective quantum mechanics.

We would like to now understand how to identify physical massless modes of strings stretched between branes \( A \) and \( B \) in terms of morphisms \( \text{Hom}_n^p(A, B) \) in the derived category of coherent sheaves. In any good enough\(^8\) derived category, one can identify \( \text{Hom}_n^p(A, B) \) with standard morphisms in the homotopy category (denoted as \( \text{Hom}_K^p(\tilde{A}, \tilde{B}) \)) between projective resolutions\(^9\) \( \tilde{A}, \tilde{B} \) of branes \( A, B \). Let us start with decoding this statement.

The starting point in the calculation of \( \text{Hom}(A, B) \) is a projective resolution of \( A, B \), i.e. an exact sequence of the form

\[
\ldots \xrightarrow{d_{-4}} A_{-3} \xrightarrow{d_{-3}} A_{-2} \xrightarrow{d_{-2}} A_{-1} \xrightarrow{d_{-1}} A
\]

with all \( A_i \) being projective.\(^{10}\) In our examples, we will be able to find a resolution of all the relevant sheaves in terms of free sheaves of the form \( \mathbb{C}[x_1, x_2, x_3]^k \) that are automatically projective.

Let us now find projective resolutions of the elementary sheaves from the previous section (where we label \( \mathcal{O} = \mathbb{C}[x_1, x_2, x_3] \) for simplicity).\(^{11}\)

- The projective resolution of a D0-brane at the origin is given by

\[
\mathcal{O} \xrightarrow{(x_2, x_3)} \mathcal{O} \xrightarrow{(x_1, x_2, x_3)} \mathcal{O} \to \mathcal{O}_{(x_1, x_2, x_3)}
\]

- The projective resolution associated with the D2-brane supported along the coordinate line \( x_1 = x_2 = 0 \) is

\[
\mathcal{O} \xrightarrow{(x_2, x_1)} \mathcal{O} \xrightarrow{(x_1, x_2)} \mathcal{O} \to \mathcal{O}_{(x_1, x_2)}
\]

- The projective resolution associated with the D4-brane supported at plane \( x_3 = 0 \) is

\[
\mathcal{O} \xrightarrow{(x_3)} \mathcal{O} \to \mathcal{O}_{(x_3)}
\]

\(^8\)A derived category is good enough if it contains enough projective objects such that any object in the category is quasi-isomorphic to a complex of projective objects.

\(^9\)It is actually enough for only \( \tilde{A} \) to be a projective resolution or alternatively \( \tilde{B} \) to be an injective resolution.

\(^{10}\)In a usual situation, it is often difficult to find a projective resolution explicitly. It is much easier to find a resolution in terms of locally-free sheaves associated with holomorphic bundles. The extension groups can be then determined using a so-called local-to-global spectral sequence. Fortunately, this machinery is not necessary in the problem at hand and we recommend interested reader to consult the literature for further details.

\(^{11}\)It is straightforward to check the exactness along the lines of footnote checking the exactness of \(2.14\). Note that we could also extend the complexes on the left by zeros.
Finally, the space-filling D6-brane is represented by $\mathcal{O}$ itself

$$\mathcal{O} \rightarrow \mathcal{O}.$$  

As discussed above, $\mathcal{O}^k$ are projective objects and it is easy to check exactness of the complexes above. Bending the complexes at the last arrow analogously to the above discussion of D4-branes in (2.15), we can see that the rightmost sheaves are quasi-isomorphic to the complexes of projective objects obtained by stripping off the rightmost factor. We are now going to use such complexes to compute $\text{Hom}^n(A, B)$

The space of morphisms $\text{Hom}^n(A, B)$ can be identified with chain maps between the two projective resolutions modulo chain homotopies. Let us spell out explicitly what a chain map and a chain homotopy is. Let

$$\ldots \xrightarrow{d_{-5}} A_{-4} \xrightarrow{d_{-4}} A_{-3} \xrightarrow{d_{-3}} A_{-2} \xrightarrow{d_{-2}} A_{-1},$$

be projective resolutions of $A$ and $B$. For a fixed $n$ and any $m < 0$, let $f_{n,m} : A_m \rightarrow B_{m+n}$ be a collection of maps between the entries of the two complexes. For example, the collection $\{f_{1,n}\}$ can be encoded in a diagram

$$\ldots \xrightarrow{d_{-5}} A_{-4} \xrightarrow{d_{-4}} A_{-3} \xrightarrow{d_{-3}} A_{-2} \xrightarrow{d_{-2}} A_{-1}$$

where we shifted the second complex by $n = 1$ to the left.

Let us now define a differential $\partial : f_{n,m} \rightarrow f_{n+1,m}$ acting on a collection of maps $\{f_{n,m}\}$ and producing a collection $\{f_{n+1,m}\}$. The differential $\partial$ is defined by formula

$$\partial f_{n,m} = d_{m+n} \circ f_{n,m} - (-1)^n f_{n,m+1} \circ d_{m}.$$  

A collection of $f_{n,m}$ for fixed $n$ is called a chain map if it lies in the kernel of this map (this is equivalent to all the squares in (2.26) commuting or anti-commuting). Chain homotopies then correspond to the image of $\partial$. The spectrum of strings $\text{Hom}^n(A, B)$ can be thus identified with the cohomology of $\partial$ acting on the collection of maps $f_{n,m}$ for $m < 0$. The integer $n$ is called the ghost number. The subsector of degree-one maps $\text{Hom}^1(A, B)$ is sometimes called the spectrum of physical-string modes. This space will be of our main interest in the derivation of our quiver quantum mechanics.

2.3. Framed quivers. In the rest of the chapter, we are going to adapt the above tools to derive framed quivers with potential encoding the spectrum of physical massless string modes modes and in turn describing the low-energy dynamics of D0-branes bound to a fixed configuration of non-compactely supported branes.

As discussed in the introduction, the low-energy dynamics of compactly supported D-branes bound to a general configuration non-compact branes should be captured by an $\mathcal{N} = 4$ supersymmetric gauged quantum mechanics with potential (sometimes called superpotential). Without diving too much into details of their construction, such quantum mechanics is uniquely specified by the following data:

-
A gauge group $G$ specifying fields forming so-called vector multiplets.

A representation $M$ of the gauge group $G$ specifying fields forming so-called chiral multiplets.

A $G$-invariant holomorphic function on $M$ called the potential $W$.

The details of the construction of such a supersymmetric quantum mechanics are not going to be important for our purposes and they can be found e.g. in [77]. The purpose of this section is a derivation of all of this data from calculations in the derived category of coherent sheaves. We are going to closely follow [20] and extend their discussion by adding framing by non-compactly-supported branes [56].

The pair $(G, M)$ arising from the compactification of a system of branes in toric Calabi-Yau threefolds can be encoded in terms of a quiver diagram (see e.g. [73] for a nice review). The gauge group $G$ is generally a product of $U(n_i)$ factors. Each factor is associated with a generator of the subcategory of compactly-supported branes. We associate a circular node labeled by integer $n_i$ with each such $U(n_i)$ factor. The integer $n_i$ denotes the number of corresponding compactly-supported branes in the system at hand. Since all the compactly supported branes in our $\mathbb{C}^3$ example are D0-branes, we have a single node with label $n$ specifying the number of such D0-branes:

\[
\begin{array}{c}
\vdots \\
\end{array}
\]

An element $m_i \in M$ associated with loops transforms in the adjoint representation. Note also that only the circular nodes contribute to $G$ (the dynamics of non-compactly supported branes is frozen). So, an arrow going from a circular node $t(i)$ to a square note $h(i)$ would contribute by $k_{h(i)}$ copies of the anti-fundamental representations of the factor $U(n_{h(i)})$ and analogously for an arrow of the opposite orientation. For example, we are

\[
g_1 \times \cdots \times g_m : m_i \rightarrow g_{h(i)}m_ig_{l(i)}^{-1}
\]

for $g_1 \times \cdots \times g_n \in G = U(n_1) \times \cdots \times U(n_m)$. This in particular means that $M_i$ associated with loops transforms in the adjoint representation. Note also that only the circular nodes contribute to $G$ (the dynamics of non-compactly supported branes is frozen). So, an arrow going from a circular node $t(i)$ to a square note $h(i)$ would contribute by $k_{h(i)}$ copies of the anti-fundamental representations of the factor $U(n_{h(i)})$ and analogously for an arrow of the opposite orientation. For example, we are

\[\text{We define the rank as a number of generators of the module for the structure sheaf of the subvariety on which the brane is supported. For example } \mathbb{C}[x_1, x_2, x_3]/(x_2^2) \text{ would be of rank two since it can be identified with } \mathbb{C}[x_1, x_2] + \mathbb{C}[x_1, x_2]x_3 \text{ as a module for } \mathbb{C}[x_1, x_2]. \text{ Note that one needs to be careful when identifying the rank for intersecting branes. The ranks are associated to each smooth component of the subvariety and computed away of the intersection.} \]
going to see that the diagram for $k$ D4-brane along $C_{\epsilon_1} \times C_{\epsilon_2}$ bound to $n$ D0-branes is going to be

![Diagram](image_url)

The gauge group is thus $U(n)$, the matter content consists of $M = B_1 \oplus B_2 \oplus B_3 \oplus I \oplus J$, where $B_i = \text{Hom}(C^n, C^n)$, $I = \text{Hom}(C^k, C^n)$ and $J = \text{Hom}(C^n, C^k)$ and they are acted on by $g \in U(n)$ as

\[(2.29)\quad g : b_i \rightarrow gb_i g^{-1}, \quad g : i \rightarrow ig, \quad g : j \rightarrow jg\]

for any $b_i \in B_i, i \in I, j \in J$.

Physically, fields associated with arrows joining two circular nodes should arise from massless physical modes of strings stretched between two compactly supported branes and fields associated with arrows joining a circular node with a square node should arise from massless physical modes of strings stretched between a compactly supported brane and a brane of non-compact support. Instead of a cumbersome analysis of the physical string (see e.g. [68]), we are going employ the language of derived categories of coherent sheaves. As already discussed in the previous sections, different systems of branes correspond to objects in the derived category of coherent sheaves. Massless physical strings stretched between them correspond to morphisms in such a category. As a result, arrows in our quiver diagrams will be identified with generators of $\text{Hom}_1^p(A,B)$, where at least one of $A, B$ is a sheaf associated with a compactly-supported brane.

Note that the appearance of $C^n_{t(i)}$ and $C^n_{h(i)}$ in $M_i = \text{Hom}(C^n_{t(i)}, C^n_{h(i)})$ has also a physical explanation. Introducing multiple branes of a given elementary support introduces a degeneracy in the space of string modes. These need to be parametrized by two indices, each labeling the elementary brane on which the string ends on each side leading us to the factors $C^n_{t(i)}$ and $C^n_{h(i)}$.

One needs to be careful about the relative shift of objects we want to investigate. Remember that we are interested in the system of D0-branes bound to higher-dimensional branes. As explained above, construction of a bound states requires the degree of one of the two branes to be shifted. We thus need to introduce shifts of complexes associated with non-compact branes.

A complex $A$ admits natural shifts by an integer $n$ producing a new complex $A[n]$ with entries $A_m[n] = A[m+n]$ and differentials $d_m[n] = d_{m+n}$. This operation simply shifts the relevant complex by $n$ steps to the left. To obtain the desired quivers we need to shift the degree of non-compactly supported branes by 1.

It is now straightforward to determine the dimensions of $\text{Hom}^n(A,B)$ involving D0-branes, producing

---

Note that we label arrows attached to the circular nodes on both sides by letter $B$, arrows going from the square node to the circular node by $I$ and arrows going in the opposite direction by $J$. We are going to implement this convention throughout the note. Later, we are also going to introduce arrows joining framing nodes and assign label $A$ to them.

Note that the sheaf associated with D6-brane is one entry on the left from the D0-brane sheaf in the example (2.17).
We are going to see explicit examples of $\text{Hom}^n(A, B)$ generators recovering these numbers in the next section.

Using the above table, it is easy to read off the quiver associated with a given system of non-compact branes by:

1. drawing a circular node associated with $D_0$-branes with an integer $n$ indicating their number,
2. drawing a square node for each elementary non-compact brane and associating with them numbers $k_i$ indicating their multiplicity,
3. attaching a loop to the circular node associated with each generator of $\text{Hom}^1(D_0, D_0)$
4. attaching an arrow from the circular node to one of the square nodes for each generator of $\text{Hom}^1(D_0, A)$
5. attaching an arrow from one of the square nodes to the circular node for each generator of $\text{Hom}^1(A, D_0)$

2.4. Higgs field. Above, we have described how to identify quivers associated with direct sums of elementary non-compactly supported branes. Let us now discuss the modification necessary for describing $D_0$-branes bound to more general sheaves, such as $\mathbb{C}^r \times x_1, x_2, x_3$. As already mentioned in the introduction, these should correspond to turning on a non-trivial vacuum expectation value for the Higgs field on the non-compact brane [75]. Such a Higgs field is again in correspondence with generators of $\text{Hom}^1(A, B)$ but now between non-compact branes. Similarly as in the calculation above, we can now identify

Note that the table shows only the rank of $\text{Hom}^n(A, B)$ as a module for the ring of functions at the brane intersection. For example, the full $\text{Hom}^1(D_{412}, D_{412})$ would be isomorphic to $\mathbb{C}[x_1]$ since the two branes intersect along $\mathbb{C}_{x_1}$. In this calculation, we also need to keep track of the mutual orientation of involved branes. It is straightforward to determine the morphism spaces also between branes of different dimensions and I leave it as an exercise to the reader.

It is tempting to attach extra loops to the framing nodes and arrows between them according to the table above. But we have to be careful since these modes are non-dynamical from our perspective (they parametrize the motion of non-compact branes) and should be treated differently. To make this distinction clear, we are going to draw a point in the middle of such an added arrow.

\[ \text{dim Hom}^n | n = 0 \quad n = 1 \quad n = 2 \quad n = 3 \]

|        | $D_0-D_6$ | $D_0-D_6[1]$ | $D_0-D_4[1]$ | $D_0-D_2[1]$ |
|--------|-----------|-------------|-------------|-------------|
| $D_0-D_6$ | 1         | 1           | 1           | 1           |
| $D_0-D_6[1]$ | 1         | 1           | 1           | 1           |
| $D_0-D_4[1]$ | 1         | 1           | 1           | 1           |
| $D_0-D_2[1]$ | 1         | 2           | 1           | 1           |
| $D_2[1]-D_0$ | 1         | 2           | 1           | 1           |

Note that the result is independent of the shift of both branes simultaneously $\text{Hom}^n(A, B) = \text{Hom}^n(A[1], B[1])$ and we have thus suppressed the shifts for the purposes of this table.

\[ ^{15} \text{Note that the result is independent of the shift of both branes simultaneously } \text{Hom}^n(A, B) = \text{Hom}^n(A[1], B[1]) \]
Though non-dynamical, we can still turn on a non-trivial constant vacuum expectation value for the Higgs field by specifying the precise form of the maps (modulo change of the basis).

As we are going to see later, generic vacuum expectation values for the Higgs field would be inconsistent with the $U(1)^2$ invariance required by the $\Omega$-background. This fact is in agreement with the interpretation that eigenvalues of the Higgs field parametrize the motion of branes in orthogonal directions. On the other hand, turning on a nilpotent vacuum expectation value does not spoil such an invariance and is a legitimate deformation of our system.

We are now going to see how turning on a nilpotent vacuum expectation value for the Higgs field allow us to study more general class of sheaves. Let us illustrate the construction in two examples. First, let us show how to realize the coherent sheave $\mathbb{C}[x_1, x_2, x_3]/(x_3^n)$ in terms of a pair of sheaves associated with the D4-brane along $\mathbb{C}$. We can read off from the above table that $\text{Hom}^1(D4, D4)$ is of dimension one and let us label the corresponding Higgs field by $A$. Since $\mathbb{C}[x_1, x_2, x_3]/(x_3^n)$ is of dimension two as a $\mathbb{C}[x_1, x_2]$, it should arise from a deformation of a stack of two D4-branes. The Higgs field is thus a $2 \times 2$ matrix and let us give it a vacuum expectation value

\[ (2.30) \quad A = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}. \]

We can now modify the action of $x_3$ on

\[ (2.31) \quad P = \begin{pmatrix} P_1(x_1, x_2) \\ P_2(x_1, x_2) \end{pmatrix} \in \mathbb{C}^2 \otimes \frac{\mathbb{C}[x_1, x_2, x_3]}{(x_3)} \]

by

\[ (2.32) \quad x_3 P = PA. \]

The resulting module is obviously isomorphic to the $\mathbb{C}[x_1, x_2, x_3]/(x_3^n)$ module if we identify its elements with $P_2(x_1, x_2) + x_3 P_1(x_1, x_2) \in \mathbb{C}[x_1, x_2, x_3]/(x_3^n)$. We are going to see soon that the conditions of the form (2.32) can be naturally derived from the variation of the potential. Similarly, considering $(\mathbb{C}[x_1, x_2, x_3]/(x_3))^n$ and turning on the nilpotent Higgs-field vacuum expectation value with 1 above the diagonal produces a module isomorphic to $\mathbb{C}[x_1, x_2, x_3]/(x_3^n)$. An analogous procedure leads to more general bound states associated with $\mathbb{C}[x_1, x_2, x_3]/(x_1^{N_1} x_2^{N_2} x_3^{N_3})$.

One can similarly proceed with an analysis of non-trivial bound states of D2-branes. Let us again start with a simple example. The dimension of $\text{Hom}^1(D2, D2)$ is two and we now have two Higgs fields $A_1, A_2$. In order to realize the module $\mathbb{C}[x_1, x_2, x_3]/(x_1, x_2^n)$ in terms of a pair of D2-branes along $\mathbb{C}$, one needs to introduce a pair of matrices of the form

\[ (2.33) \quad A_1 = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, \quad A_2 = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} \]

acting on

\[ (2.34) \quad P = \begin{pmatrix} P_1(x_3) \\ P_2(x_3) \end{pmatrix} \in \mathbb{C}^2 \otimes \frac{\mathbb{C}[x_1, x_2, x_3]}{(x_1, x_2)} \]

and modify the action of $x_1$ and $x_2$ by

\[ (2.35) \quad x_1 P = PA_1, \quad x_2 P = PA_2. \]

It is easy to see that identifying $P_2(x_1) + x_2 P_1(x_1) \in \mathbb{C}[x_1, x_2, x_3]/(x_1, x_2^n)$ gives an isomorphism of the above $\mathbb{C}[x_1, x_2, x_3]$-module with $\mathbb{C}[x_1, x_2, x_3]/(x_1, x_2^n)$. 

Figure 3. The corners carving out the partition are at positions $(m,n)$ for generators of the ideal $x_1^m x_2^n$. In our example the ideal is $(x_1^3, x_1 x_2, x_2^2)$. The quotient module is then generated by $1, x_1, x_2$ corresponding to the boxes in the diagram.

More generally, we can associate a sheaf with the support along $\mathbb{C}_e^3$ with any $2d$ partition. Concretely, the partition encodes the nilpotency structure of $A_1, A_2$ and modifying the action of $x_1$ and $x_2$ on $(\mathbb{C}[x,y,z]/(x_1, x_2))^n$ as above produces the desired sheaf.

Let us give one more example of the correspondence between a partition and a $\mathbb{C}^r x_1, x_2, x_3$-module by looking at $\mathbb{C}^r x_1, x_2$ carved out by the generators of the ideal $x_1^3, x_1 x_2, x_2^2$. In particular, the module is generated by $1, x_1, x_2$ with the powers in correspondence with coordinates of the boxes. We can now redraw the Young diagram in terms of a commutative diagram of the following form

\begin{equation}
\begin{array}{c}
0 \\
A_2 \\
\mathbb{C} \\
A_2 \\
\mathbb{C} \\
\cdots \\
\mathbb{C} \\
A_1 \\
\mathbb{C} \\
A_1 \\
\mathbb{C} \\
A_1 \\
\mathbb{C} \\
A_1 \\
0
\end{array}
\end{equation}

with each box mapping to $\mathbb{C}$ and the horizontal lines associated with $A_1$ and the vertical lines associated with $A_2$. It is easy to check that that we can fix a basis of $\mathbb{C}^4$ such that matrices

\begin{equation}
A_1 = \begin{pmatrix}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}, \quad A_2 = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0
\end{pmatrix}
\end{equation}

decompose $\mathbb{C}^4$ exactly as indicated in the diagram. One can proceed analogously with more complicated partitions.

2.5. Potential. Our last step is a determination of the potential $W$. We have already identified the massless string modes with generators of $\text{Hom}^*(A, B)$. Strings can also mutually join and split leading to an associative product (usually called the star product in the string field theory literature)

\begin{equation}
m_2 : \text{Hom}^*(A_1, A_2) \otimes \text{Hom}^*(A_2, A_3) \to \text{Hom}^*(A_1, A_3).
\end{equation}

Note that the branes $A_2$ associated with the endpoints we want to merge need to agree for the product to make sense. The star product $m_2$ is a member of an infinite family of higher products

\begin{equation}
m_n : \text{Hom}^*(A_1, A_2) \otimes \text{Hom}^*(A_2, A_3) \otimes \cdots \otimes \text{Hom}^*(A_n, A_{n+1}) \to \text{Hom}^*(A_1, A_{n+1})
\end{equation}
for any \( n \geq 1 \). The system of higher products \( m_n \) satisfies a system of compatibility conditions and forms so-called \( A_\infty \)-structure in our brane category \[78, 79, 80, 81, 82, 20, 83, 84\].

A general procedure for deriving the \( A_\infty \)-structure is reviewed in \[20\] and goes beyond the scope of these lecture notes. Using the general proposal, one can easily show that in our simplest example of \( \mathbb{C}^3 \), all \( m_n = 0 \) vanish for any \( n > 2 \). Furthermore, the only non-vanishing product \( m_2 \) is simply given by the composition of chain maps. For the purpose of this section, we are going to denote it as \( m_2(\alpha, \beta) = \alpha \star \beta \).

Note also the symmetry of the first table from section 2.3 of the form

\[
\dim \text{Hom}^n(D0, A) = \dim \text{Hom}^{3-n}(A, D0)
\]

for any \( A = D0, D2[1], D4[1], D6[1] \). This observation is a consequence of the Serre duality for coherent sheaves in Calabi-Yau threefolds stating that there exists a natural pairing roughly of the form\[14\]

\[
\text{Hom}^n(D0, A) \times \text{Hom}^{3-n}(A, D0) \to \mathbb{C}.
\]

This pairing can be written as

\[
\int \alpha \star \beta
\]

where \( \int \) is known as the trace map. Let us identify a concrete form of the trace map in our example.

First, note that \( \text{Hom}^3(D0, D0) \) is generated by a single element that can be identified with the chain map

\[
\text{Hom}^3(D0, D0) \cong \mathbb{C}
\]

(2.43)

\[
\begin{array}{ccc}
\mathcal{O} & \longrightarrow & \mathcal{O}^3 \\
 & & \downarrow \\
1 & & \mathcal{O}
\end{array}
\]

(2.42)

\[
\text{Hom}^3(D0, D0) \cong \mathbb{C}
\]

More generally, if we have \( n \) D0-branes, \( \text{Hom}^3(nD0, nD0) \) can be identified with the very same element but now tensored with an \( n \times n \) matrix. We then identify the trace map \( \int \) on \( \text{Hom}^3(nD0, nD0) \) with the standard trace of this \( n \times n \) matrix.

Knowing the \( A_\infty \)-structure and the trace map, it is now easy to write down the potential. First, let us fix bases\[17\] \( \{b_k\} \in \text{Hom}^1(D0, D0) \), \( \{i^a_k\} \in \text{Hom}^1(A_\alpha, D0) \) and \( \{j^a_k\} \in \text{Hom}^1(D0, A_\alpha) \) for each of the elementary branes \( A_\alpha = D2[1], D2[2], D2[3], D4[1], D4[2], D4[3], D4[4], D6[1] \). Fixing the number of non-compact branes \( k_\alpha \) of of a given support \( A_\alpha \) and the number of D0-branes, we can write down a general string mode of

\[
\text{Hom}^1(nD0, nD0) \oplus \text{Hom}^1(\oplus A_\alpha k_\alpha A_\alpha, nD0) \oplus \text{Hom}^1(nD0, \oplus A_\alpha k_\alpha A_\alpha)
\]

as a linear combination

(2.45)

\[
\Psi = \sum_k B_k b_k + \sum_{\alpha, k} I^a_k j^a_k + \sum_{\alpha, k} J^a_k j^a_k,
\]

where \( B_k : \mathbb{C}^n \to \mathbb{C}^n, I^a_k : \mathbb{C}^k \to \mathbb{C}^n, J^a_k : \mathbb{C}^n \to \mathbb{C}^k \). The linear combination of string modes \( \Psi \) is often called the string field.

\[16\] A more general statement holds for varieties of any dimension and involves tensoring with a so-called dualizing sheaf. Luckily, the situation is much more trivial in our present example of \( \mathbb{C}^3 \).

\[17\] We are going to find explicit representatives of these generators momentarily.
Turning on a non-trivial Higgs-field vacuum expectation value on \( \oplus \alpha k_\alpha A_\alpha \) requires an introduction of \( \text{Hom}^1(\oplus \alpha k_\alpha A_\alpha, \oplus \alpha k_\alpha A_\alpha) \) and the string field modifies as

\[
\Psi \rightarrow \Psi + \sum_{\alpha,\beta,k} A^\alpha_\beta a^\alpha_k
\]

for \( a^\alpha_k \) generators of \( \text{Hom}^1(A_\alpha, A_\beta) \) and \( A^\alpha_k : \mathbb{C}^{k_\alpha} \rightarrow \mathbb{C}^{k_\beta} \).

The general proposal for the potential as a function of \( B_k, I^\alpha_k, J^\alpha_k \) is of the form

\[
W = \sum_{k=2}^{\infty} \frac{1}{k+1} \int \Psi \star \mu_k(\Psi, \ldots, \Psi).
\]

In the situation at hand, the higher products vanish and the potential reduces (up to the irrelevant normalization) to

\[
W = \int \Psi \star \Psi \star \Psi.
\]

In the rest of this section, we are going to illustrated the above construction on a large family of examples.

### 2.6. Examples of framed quivers with potential

In this section, we are going to derive framed quivers with potential arising from different choices of the non-compact brane \( A \) or their combinations.

#### 2.6.1. D0-D0 strings

Let us start with an analysis of the part universal to all the framed quivers, i.e. the one arising from the D0-D0 strings. We have obviously the following three generators of \( \text{Hom}^1(D0, D0) \):

\[
b_1 : \quad \mathcal{O} \rightarrow \mathcal{O}^3 \rightarrow \mathcal{O}^3 \rightarrow \mathcal{O}^3 \rightarrow \mathcal{O}
\]

\[
b_2 : \quad \mathcal{O} \rightarrow \mathcal{O}^3 \rightarrow \mathcal{O}^3 \rightarrow \mathcal{O}^3 \rightarrow \mathcal{O}
\]

\[
b_3 : \quad \mathcal{O} \rightarrow \mathcal{O}^3 \rightarrow \mathcal{O}^3 \rightarrow \mathcal{O}^3 \rightarrow \mathcal{O}
\]

Remember that the vertical maps are given by the complex (2.21). It is straightforward to check the anti-commutativity of the maps and that they are not homotopic to trivial maps. Note also that the bottom complex is shifted by one to the left so that we get a generator of ghost number one (since we are dealing with maps of ghost-number one, the squares anti-commute). Finally, if we multiplied the maps by any generator of \( \mathcal{O} \) other than a constant, the resulting chain map would
actually be homotopy trivial. The chain maps $b_1, b_2, b_3$ thus generate full $\text{Hom}^1(D0, D0)$ and justify the dimension three from table 2.3. For example, $b_1 \star b_2$ produces

$$
\begin{array}{c}
\mathcal{O} \\
\downarrow \begin{pmatrix} 0 & 0 \\ 0 & -1 \end{pmatrix} \\
\mathcal{O} \\
\downarrow \begin{pmatrix} 0 & 0 \\ 0 & -1 \end{pmatrix} \\
\mathcal{O}
\end{array}
$$

and further composing with $b_3$ reproduces (2.43) and leads to the term $\text{Tr} B_1 B_2 B_3$ in the potential (up to sign) and similarly for other compositions.

Inserting our string field

$$
\Psi = B_1 b_1 + B_2 b_2 + B_3 b_3
$$

into the formula for the potential, i.e. composing the corresponding maps, identifying the coefficient of the $\text{Hom}^3(D0, D0)$ generator from (2.43) and taking its trace, we get

$$
W = \text{Tr} B_1 [B_2, B_3].
$$

2.6.2. D6-D0 system. Introducing a single D6-brane, we need to add a single generator corresponding to the map:

$$
\begin{array}{c}
\mathcal{O} \\
\downarrow 1 \\
\mathcal{O} \\
\downarrow 1 \\
\mathcal{O}
\end{array}
$$

Remember that non-compact branes are shifted by one to the left, offsetting the shift of the D0-brane in the calculation of ghost-number-one morphisms. Inserting

$$
\Psi = B_1 b_1 + B_2 b_2 + B_3 b_3 + i
$$

into the formula for the potential, we find it remains unchanged.

What we have recovered is the standard framed quiver of the form

$$
\begin{array}{c}
\begin{array}{c}
\text{B}_2

\text{B}_3

\text{B}_1

\text{I}

\text{n}

\text{k}

\end{array}
\end{array}
$$

with potential (2.52) from [10, 85, 44].

\text{\textsuperscript{18}}Here and also everywhere below, we are not careful about the precise form of coefficients multiplying each of the terms. These can be absorbed into the normalization of the involved fields.
2.6.3. D0-D4 system. Let us choose the orientation of a D4-brane to be along $\mathbb{C}_{\epsilon_2} \times \mathbb{C}_{\epsilon_3}$. The generators $b_1, b_2, b_3$ are of the same form as above but now we have the following generators of $\text{Hom}^1(\text{D4}[1], \text{D0})$ and $\text{Hom}^1(\text{D0}, \text{D4}[1])$ respectively:

\begin{equation}
\begin{array}{c}
i : \\
\begin{array}{c}
\text{O} \\
\text{O} \\
\text{O} \\
\end{array} \\
\begin{array}{c}
\text{O} \\
\text{O} \\
\text{O} \\
\end{array} \\
\begin{array}{c}
\text{O} \\
\text{O} \\
\text{O} \\
\end{array}
\end{array}
\end{equation}

\begin{equation}
\begin{array}{c}
j : \\
\begin{array}{c}
\text{O} \\
\text{O} \\
\text{O} \\
\end{array} \\
\begin{array}{c}
\text{O} \\
\text{O} \\
\text{O} \\
\end{array} \\
\begin{array}{c}
\text{O} \\
\text{O} \\
\text{O} \\
\end{array}
\end{array}
\end{equation}

(2.55)

The quiver associated with the D4-D0 system is thus given by

\begin{equation}
\begin{array}{c}
\text{O} \\
\text{O} \\
\text{O} \\
\end{array} \\
\begin{array}{c}
\text{O} \\
\text{O} \\
\text{O} \\
\end{array} \\
\begin{array}{c}
\text{O} \\
\text{O} \\
\text{O} \\
\end{array}
\end{equation}

Inserting the string field

\begin{equation}
\Psi = B_1 b_1 + B_2 b_2 + B_3 b_3 + Ii + Jj
\end{equation}

into the formula for the potential, we get

\begin{equation}
W = \text{Tr} B_1 [B_2, B_3] + JB_1 I.
\end{equation}

(2.56)

(2.57)

If we were to introduce a D4-brane of one of the other two orientations, we would end up with the very same quiver but potential involving terms $JB_2 I$ and $JB_3 I$ respectively. Looking at a system of intersecting stacks of D4-branes along $\mathbb{C}_{\epsilon_2} \times \mathbb{C}_{\epsilon_3}$ and $\mathbb{C}_{\epsilon_1} \times \mathbb{C}_{\epsilon_3}$, we would get a quiver containing two framing nodes

\begin{equation}
\begin{array}{c}
\text{k}_1 \\
\text{n} \\
\text{k}_2
\end{array}
\end{equation}

with $k_i$ denoting multiplicities of D4-branes in each stack. The potential would then contain terms $J^1 B_1 I^1 + J^2 B_2 I^2$. The most general configuration containing all three stacks of D4-branes would

\begin{equation}
\text{Note that only the composition } b_1 \star i \star j \text{ and } i \star j \star b_1 \text{ contribute to the potential since the composition is zero or an element of } \text{Hom}^*(\text{D4}, \text{D4}) \text{ otherwise.}
\end{equation}
then lead to a quiver with three framing nodes and all the three terms present in the potential. We recover the moduli space of spiked instantons from [86, 36].

One might also want to incorporate the dynamics of D4-D4 strings into the story by including an extra generator of $\text{Hom}^1(D4[1], D4[1])$ of the form:

$$\begin{array}{c} & a : & \text{O} & \rightarrow & \text{O} \\ & & 1 & \downarrow & \downarrow \\ & \text{O} & \rightarrow & \text{O} & \end{array}$$

leading to the quiver of the form

and a modified potential

$$W = \text{Tr} B_1[B_2, B_3] + JB_1 I - IAJ.$$  

Remember that we should be thinking of $A$ as a non-dynamical field with a prescribed form. To stress the difference compared to the dynamical fields, we label such frozen arrows by a dot in the quiver diagram. We recover the quiver with potential from [67].

More generally, the modification of the potential with all three framings non-trivial and all the D4-D4 strings incorporated would be

$$\text{Tr} B_1[B_2, B_3] + \sum_a J^a B_a I^a - \sum_{a,b=1}^3 I^a A^{ab} J^b,$$

where we have introduced notation $A^{ab}$ for the maps $A^{ab} \in \text{Hom}(\mathbb{C}^{k_a}, \mathbb{C}^{k_b})$ between framing nodes. For example, for two intersecting stacks of D4-branes, the quiver would be of the form

Such quivers will be explored further in [56].
2.6.4. D0-D2 system. Let us finish with the discussion of a much-less-explored D0-D2 system. The generators \( b_1, b_2, b_3 \) are again present as in the previous examples but now we have the following representatives of \( \text{Hom}^1(D2[1], D0) \) and \( \text{Hom}^1(D0, D2[1]) \) respectively:

\[
\begin{align*}
  i : & \quad O \longrightarrow O^2 \longrightarrow O \\
  & \quad \downarrow (0 \quad 0) \quad \downarrow \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix} \quad \downarrow 1 \\
  O & \longrightarrow O^3 \longrightarrow O
\end{align*}
\]

(2.61)

\[
\begin{align*}
  j_1 : & \quad O \longrightarrow O^3 \longrightarrow O^3 \longrightarrow O \\
  & \quad \downarrow (1 \quad 0) \quad \downarrow (1 \quad 0 \quad 0) \\
  O & \longrightarrow O^2 \longrightarrow O
\end{align*}
\]

\[
\begin{align*}
  j_2 : & \quad O \longrightarrow O^3 \longrightarrow O^3 \longrightarrow O \\
  & \quad \downarrow (0 \quad -1) \quad \downarrow (0 \quad 1 \quad 0) \\
  O & \longrightarrow O^2 \longrightarrow O
\end{align*}
\]

leading to the quiver

\[
\begin{array}{c}
\circlearrowleft_{B_1}^{B_2} \quad n \quad B_3
\end{array}
\]

Inserting

\[
(2.62) \quad \Psi = B_1b_1 + B_2b_2 + B_3b_3 + Ii + J_1j_1 + J_2j_2
\]

into the formula for the potential, we get

\[
(2.63) \quad W = \text{Tr} \ B_1[B_2, B_3] + J_2B_1I - J_1B_2I.
\]

This example is going to serve as a toy model for constructing BPS algebras associated with framed quivers in later sections.

The exploration of BPS algebras associated with more complicated D0-D2 systems is a part of an on-going work \cite{56, 66}. Combining non-compactly supported branes of different dimensions leads to even richer class of examples and will be discussed in \cite{56}.

3. Supersymmetric vacua

3.1. Quiver quantum mechanics. In the previous section, we have formulated a model for branes in toric Calabi-Yau three-folds in the language of derived categories of coherent sheaves. We have identified massless string modes between branes \( A \) and \( B \) with generators of \( \text{Hom}^*(A, B) \). We have then encoded the spectrum of ghost-one massless string modes in terms of arrows in a quiver diagram and determined the potential capturing the \( A_{X} \)-structure of morphisms in our brane category.
We have also stated that the above data uniquely specifies an $N = 4$ gauged quiver quantum mechanics describing the low energy behavior of D0-branes bound to a given background of non-compactely supported branes. The gauge group of such a quantum mechanics consisted of a $U(n_i)$ factor for each of the $m$ circular nodes in the quiver diagram, i.e.

$$G = \prod_i U(n_i),$$

where the integers $n_i$ indicates the number of branes of a given type and the product runs over all circular (gauge) nodes of the quiver. In the case of $\mathbb{C}^3$ quivers, there is only single circular node with $n$ counting the number of D0-branes and the resulting gauge group is simply $U(n)$. Matter fields $M$ arising from the compactification on toric Calabi-Yau threefolds consisted of factors

$$M = \oplus_i M_i$$

for each arrow in the diagram (including those connected to the flavor nodes of the quiver). Each of the factors $M_i$ were identified with $\text{Hom}(\mathbb{C}^{n_t(i)}\mathbb{C}^{n_h(i)})$ where $t(i)$ is the tail node of the arrow $i$ and $h(i)$ is its head node. The gauge group $G$ acts on $M_i$ by

$$g : m_i \rightarrow g_h(i)m_ig_t(i)^{-1}$$

where $g = g_1 \times \cdots \times g_m$ and $m_i \in M_i$.

In this section, we would like to study the moduli space of vacua of such a quiver quantum mechanics. Roughly speaking, the moduli space of vacua can be identified with the de Rham cohomology of the critical locus of $W$ in the quotient space $M/G$, i.e. the locus minimizing the potential up to gauge transformations. The main problem is non-compactness of such a space. The problem with compactness can be traced back to the D0-branes being able to move escape to infinity. To solve this issue, we introduce the $\Omega$-background (equivariance) that confines D0-branes to the origin. At the level of quiver quantum mechanics, this deformation introduces twisted masses to flavor symmetries of the system that lifts the energy of a large portion of the moduli space of vacua. The de Rham cohomology becomes the equivariant cohomology with the mass parameters identified with equivariant parameters.

### 3.2. Twisted masses and equivariance

We are now going to introduce so-called twisted masses \[87, 77\] for $U(1)$ flavor symmetries of our quantum mechanics. A flavor symmetry is a group acting on $M$ that preserves the potential but that is distinct from the gauge group $G$. For each $U(1)$ factor in our flavor symmetry, we can turn on a mass deformation parametrized by parameter $\mu_i$. Such a deformation arises from gauging the flavor symmetry (introducing a $U(1)$ vector multiplet associated to it) and giving a non-trivial vacuum expectation value $\mu_i$ to scalars of the corresponding vector multiplet.

For example, the vector space $\mathbb{C}^{k_{\alpha}}$ associated with each framing node of rank $k_{\alpha}$ can be rotated by $U(k_{\alpha})$ leading to a possible deformation by $k_{\alpha}$ parameters associated with its Cartan subgroup $U(1)^{k_{\alpha}} \subset U(k_{\alpha})$. The potential is generally invariant\[20\] under such a deformation.

Matter fields $M$ arising from toric Calabi-Yau three-folds admit yet another $U(1)^2$ flavor symmetry. Let us investigate this symmetry in the simplest example of $\mathbb{C}^3$. Note that the transformation

$$(e^{i\epsilon_1}, e^{i\epsilon_2}, e^{i\epsilon_3}) : B_i \rightarrow e^{i\epsilon_i}B_i$$

\[20\]One needs to be careful when introducing a non-trivial nilpotent vacuum expectation value for the Higgs field since such a modification breaks the flavor symmetry to a subtorus \[67\].
preserves the potential $\text{Tr} \, B_1[B_2, B_3]$ if we restrict to the subtorus $U(1)^2 \subset U(1)^3$ given by $\epsilon_1 + \epsilon_2 + \epsilon_3 = 0$. This flavor symmetry persists also if we introduce framing nodes. For example, the transformation

$$e^{i\epsilon_1}, e^{i\epsilon_2}, e^{i\epsilon_3} : I \rightarrow I,$$

$$e^{i\epsilon_1}, e^{i\epsilon_2}, e^{i\epsilon_3} : J \rightarrow e^{i(\epsilon_1 + \epsilon_2)} J$$

(3.5)

preserves the term $JB_3 I$ in the potential associated with the D4-brane along $x_3 = 0$ and analogously for other orientations and dimensions of the brane. Similar flavor symmetry exists also in quivers arising from other toric Calabi-Yau threefolds.

Let us trace back the geometric origin of this $U(1)^2$ action. First, $\mathbb{C}^3$ admits an obvious $U(1)^3$ action rotating the three coordinate lines of $\mathbb{C}^3$. Let us introduce the notation $\mathbb{C}_{n_1 \epsilon_1 + n_2 \epsilon_2 + n_3 \epsilon_3}$ for $\mathbb{C}^3$ together with the information about the $U(1)^3$ action

$$e^{i\epsilon_1}, e^{i\epsilon_2}, e^{i\epsilon_3} : z \rightarrow e^{i(n_1 \epsilon_1 + n_2 \epsilon_2 + n_3 \epsilon_3)} z$$

(3.6)

for $z \in \mathbb{C}_{n_1 \epsilon_1 + n_2 \epsilon_2 + n_3 \epsilon_3}$. Keeping track of this torus action, our Calabi-Yau threefold is

$$\mathbb{C}_{\epsilon_1} \times \mathbb{C}_{\epsilon_2} \times \mathbb{C}_{\epsilon_3}.$$  

We can now lift the projective resolutions of all our branes into equivariant complexes. For example, the D0-brane complex lifts into

$$\mathcal{O}_0 \rightarrow \mathcal{O}_{\epsilon_1} \oplus \mathcal{O}_{\epsilon_2} \oplus \mathcal{O}_{\epsilon_3} \rightarrow \mathcal{O}_{\epsilon_2 + \epsilon_3} \oplus \mathcal{O}_{\epsilon_1 + \epsilon_3} \oplus \mathcal{O}_{\epsilon_1 + \epsilon_2} \rightarrow \mathcal{O}_{\epsilon_1 + \epsilon_2 + \epsilon_3}$$

(3.8)

where we introduced the notation $\mathcal{O}_{n_1 \epsilon_1 + n_2 \epsilon_2 + n_3 \epsilon_3} = \mathcal{O} \otimes \mathbb{C}_{n_1 \epsilon_1 + n_2 \epsilon_2 + n_3 \epsilon_3}$. After the lift, we can see that $B_i$ transforms as $\mathbb{C}_{\epsilon_i}$ since $B_1$ is given by

$$\mathcal{O} \rightarrow \mathcal{O}_{\epsilon_1} \oplus \mathcal{O}_{\epsilon_2} \oplus \mathcal{O}_{\epsilon_3} \rightarrow \mathcal{O}_{\epsilon_2 + \epsilon_3} \oplus \mathcal{O}_{\epsilon_1 + \epsilon_3} \oplus \mathcal{O}_{\epsilon_1 + \epsilon_2} \rightarrow \mathcal{O}$$

(3.9)

and it increases the $U(1)^3$ weight by $(1,0,0)$ and analogously for $B_2, B_3$. The origin of the transformation properties (3.4) can be thus traced back exactly to the $U(1)^3$ action on $\mathbb{C}^3$. Similarly, we can identify the transformation properties of $I$ and $J$ maps.

Remember that only the subtorus $U(1)^2$ given by $\epsilon_1 + \epsilon_2 + \epsilon_3$ was the actual flavor symmetry preserving the potential. This constraint can be thought of as a condition on the invariance of the trace map $\tilde{f}$. Remember that $\tilde{f}$ simply identified the coefficient in front of a fixed generator of $\text{Hom}^{\delta}(D_0, D_0)$. Lifting such a generator to an equivariant map, we find that it transforms as $\mathbb{C}_{\epsilon_1 + \epsilon_2 + \epsilon_3}$ under the $U(1)^3$ action and we obviously need $\epsilon_1 + \epsilon_2 + \epsilon_3 = 0$ for $\tilde{f}$ to be invariant.

Let me mention one more perspective on the $\epsilon_1 + \epsilon_2 + \epsilon_3 = 0$ constraint. If we were to study a D6-brane on a toric Calabi-Yau threefold, we would identify

$$\text{Hom}^* (D_6, D_6) = H^*_{\overline{\theta}}(\mathcal{O}_X)$$

(3.10)
with the trace map being the 6d holomorphic Chern-Simons functional \[88\]
\[\int \alpha = \int_X \alpha \wedge \Omega\]
where \(\Omega\) is the Calabi-Yau volume form. In our case
\[\Omega = dx_1 \wedge dx_2 \wedge dx_3\]
and we see that its invariance requires \(\epsilon_1 + \epsilon_2 + \epsilon_3 = 0\). This constraint is thus a condition of preserving the Calabi-Yau volume form.

3.3. Critical equivariant cohomology. After deriving the quiver with potential to which we associated a supersymmetric quantum mechanics capturing the low energy dynamics of a system of D0-branes bound to higher dimensional non-compact branes, we would like to study their spectrum of BPS vacua. Instead of going through the precise derivation\[21\] that would require reviewing the explicit construction of the supersymmetric quantum mechanics, studying its topological twists and identifying the cohomology theory describing the BPS states, we are going to simply state the result and justify various terms appearing in the differential.

Since the ground-breaking work of \[89\] (forgetting about the vector multiplet for a moment), BPS vacua of supersymmetric quantum mechanics can be identified with the de Rham cohomology of the moduli of vacua parametrized by the vacuum expectation value of scalars of chiral multiplets. In our story, these are exactly representations \(M\) of the relevant quivers. Furthermore, if the potential \(W\) is non-trivial, the differential receives a correction proportional to \(dW\).

Introducing gauge fields, one needs to "divide by the gauge group". The correct way\[22\] to divide by the gauge group is to perform so-called geometric-invariant-theory (GIT) quotient. In the GIT quotient, we need to quotient by the complexified gauge group \(G^C\) (factors of \(GL(n_i)\) in the examples arising from toric Calabi-Yau threefolds) and impose further stability conditions that makes the quotient well-defined. The stability condition in our \(C^3\) examples simply requires the whole space \(\mathbb{C}^n\) associated with the circular node to be generated by the action of \(B_i\) on \(I\)'s, i.e. schematically
\[\mathbb{C}^n = \sum_\alpha \mathbb{C}[B_1, B_2, B_3]I^\alpha C^{k\alpha}.\]

One can also interpret this condition as a requirement that all D0-branes are bound to the non-compact branes. In the situation where the quotient space is not a nice non-singular variety, we can still compute the equivariant cohomology with respect to the complexified gauge-group action. At the level of the BRST operator, this can be implemented by adding an extra term \(Q_{\text{gauge}}\).

Finally, we can associate a one-parametric deformation of the theory with any \(U(1)\) flavor-symmetry factor. As shown e.g. in \[77\], this modifies the BRST operator by a factor of
\[\mu_i I_{X_i},\]
where \(\mu_i\) is the corresponding twisted-mass parameter and \(\epsilon_{X_i}\) is the outer product with the vector field \(X_i\) generating the flavor symmetry. This factor is exactly the factor realizing the de Rham model of the equivariant cohomology as briefly reviewed in the next subsection \[44\].

The above discussion thus suggests that the desired differential has the following form
\[Q = Q_{\text{gauge}} + d + dW \wedge + \sum_i \mu_i I_{X_i},\]

\[21\]Interested reader is encouraged to follow the analysis of \[77\].
\[22\]One can equivalently impose vanishing of the moment map of the \(G\) action and divide by \(G\) itself. See e.g. \[90\].
where $d$ is the standard de Rham differential acting on the chiral-multiplet moduli space (with
the stability conditions imposed) and $i$ runs over all the $U(1)$ factors of the flavor symmetry. The
cohomology theory with the differential (3.15) is known as the de Rham model of the equivariant
critical cohomology [44] and will be denoted as
\begin{equation}
H^\bullet_{U(n)\times U(1)^{k+2}}(M/GL(n), \text{Crit } W),
\end{equation}
where $GL(n)$ is the complexified gauge of our quiver quantum mechanics, the factor $k$ in $U(1)^{k+2}$
accounts for the Cartan generators of the flavor symmetry acting on framing nodes and the $+2$
factor to the $\Omega$-background of $C_{\epsilon_1} \times C_{\epsilon_2} \times C_{\epsilon_3}$. Remember also that we restrict to matter fields $M$
satisfying the stability condition (3.13).

3.4. Example of equivariant cohomology. Let us now pause for a little bit and give an example
of a calculation of the equivariant cohomology. The reader interested in a detailed introduction of
the equivariant cohomology is recommended to consult for example [91, 92].

We are going to compute the equivariant cohomology of $C_\epsilon$ with the $U_{p_1}^{q_1}$ action given by
$e^{i\epsilon z}$ with $(z, \bar{z}) \in \mathbb{C}$ the complex coordinates. The differential is thus of the form
\begin{equation}
Q = dz \partial + d\bar{z} \partial + \epsilon \frac{z \partial - \bar{z} \partial}{z^2 - \bar{z}^2}.
\end{equation}
Since the multiplication by $dz$ and $d\bar{z}$ increases the degree of the differential form by one and
$\epsilon \frac{z \partial - \bar{z} \partial}{z^2 - \bar{z}^2}$ decreases it by one, if we assign degree two to the parameter $\epsilon$, the full differential $Q$
is of degree one. Unfortunately, when acting on a general form, the differential $Q$ does not square to
zero. For example,
\begin{equation}
Q^2 z = Qdz = \epsilon z.
\end{equation}
But restricting to $U(1)$-invariant forms, $Q$ is nilpotent and its cohomology makes sense. Generally,
when interested in a $G$-equivariant cohomology, one needs to restrict to $G$-invariant forms.

At degree zero, we have
\begin{equation}
Qf (|z|^2) = (\bar{z}dz + zd\bar{z}) \frac{\partial f (|z|^2)}{\partial |z|^2},
\end{equation}
requiring $f$ to be a constant and the cohomology generated by 1.

A general $U(1)$-invariant form at degree one is of the form
\begin{equation}
f (|z|^2) zd\bar{z} + g (|z|^2) \bar{z}d\bar{z}.
\end{equation}
The kernel condition requires
\begin{equation}
\left( \frac{\partial f (|z|^2)}{\partial |z|^2} - \frac{\partial g (|z|^2)}{\partial |z|^2} \right) |z|^2 + f (|z|^2) - g (|z|^2) dzd\bar{z} + \epsilon (f (|z|^2) - g (|z|^2)) |z|^2
\end{equation}
to vanish that implies $f = g$ but all such elements can be generated by the action of $Q$ on degree-zero forms.

On the other hand, at degree two, we can write
\begin{equation}
f (|z|^2) dzd\bar{z} + \epsilon g (|z|^2)
\end{equation}
and the action of $Q$ produces
\begin{equation}
\epsilon \left( f (|z|^2) + \frac{\partial g (|z|^2)}{\partial |z|^2} \right) (zd\bar{z} + \bar{z}dz),
\end{equation}
requiring
\[ f(|z|^2) = \frac{\partial g(|z|^2)}{\partial |z|^2}. \]

The kernel of $Q$ is thus generated by
\[ n|z|^{2(n-1)}dzd\bar{z} + \epsilon|z|^{2n} \]
for any $n \geq 0$. On the other hand, the image of $Q$ is generated
\[ n|z|^{2n}dzd\bar{z} + \epsilon|z|^{2(n+1)} \]
for any $n \geq 0$ and we can see that the cohomology is generated simply by $\epsilon$. One can proceed analogously at higher degrees and identify
\[ H^*_U(C, \epsilon) = C[\epsilon], \]
i.e. we get one factor of $C[\epsilon]$ that is identical to the number of fixed points of the $U(1)$ action that is also one.

This observation generalizes for an arbitrary equivariant cohomology of a torus action $U(1)^n$ on a manifold with isolated fixed points. According to the Borel localization theorem, different contributions to the equivariant cohomology come from different fixed points $p \in F$ of the torus action, i.e. we have an isomorphism
\[ H^*_U(1)^n(X) \rightarrow \bigoplus_{p \in F} H^*_U(1)^n(p) \simeq \bigoplus_{p \in F} C[\epsilon_1, \ldots, \epsilon_n]|p| \]
(3.28)
This statement receives two corrections in our present situation [93, 44]. First, only the fixed points intersecting the critical locus of the potential contribute to the cohomology. Secondly, the fixed-point condition must hold but only up to the gauge transformation [24].

The space of vacua we want to identify is thus in correspondence with fixed-points (up to gauge transformations) of our flavor symmetries lying in the critical locus of the potential. In the rest of this section, we are going to identify such fixed points for quivers associated with a single D2-, D4- and D6-brane respectively. For the analysis in more general situations see [56].

3.5. D2 and 1d partitions. Let us start with the simplest example of a single framing by one D2-brane. Starting with the potential
\[ W = \text{Tr} B_1[B_2, B_3] + (J_2B_1 - J_1B_2)I, \]
we have the following equations of motion
\[ [B_1, B_3] = I J_1, \quad [B_2, B_3] = I J_2, \quad [B_1, B_2] = 0 \]
(3.30)
\[ B_1 I = 0, \quad B_2 I = 0, \quad J_2B_1 - J_1B_2 = 0, \]
carving out the critical locus.

We can show that in the case of a single D2-brane, these relations imply $J_1 = J_2 = 0$. Since the stability condition requires $C[B_1, B_2, B_3]I$ to generate the whole $C^n$, this is equivalent to the vanishing of
\[ J_1 P(B_1, B_2, B_3)I = J_2 P(B_1, B_2, B_3)I = 0 \]
(3.31)
\[ 23\text{The precise claim relates the equivariant cohomology of the space with the equivariant cohomology of the fixed-point set but only up to localization (inversion) of the equivariant parameters.} \]
\[ 24\text{i.e. we look for fixed points on the quotient space } M/GL(n). \]}
for any polynomial \( P(B_1, B_2, B_3) \). We are going to prove this by induction in the degree of the polynomial \( P(B_1, B_2, B_3) \). First, we obviously have

\[(3.32) \quad J_i I = \text{Tr} I J_i = \text{Tr} (B_i B_3 - B_3 B_i) = 0. \]

Let us now assume that the above condition holds for all the polynomials of degree \( n \). Any \( J_i P(B_1, B_2, B_3) I \) with \( P(B_1, B_2, B_3) \) being a polynomial of degree \( n + 1 \) can be then written as a sum of monomials of the form \( J_i B_i^k B_i^l B_i^m B_i^p \) with \( k + l + m + p = n + 1 \). This is a result of \( [B_1, B_2] = 0 \) and the commutators \([B_1, B_3]\) and \([B_2, B_3]\) leading to products of lower-degree terms that vanish. In particular

\[(3.33) \quad J_i P(B_1, B_2, B_3)[B_2, B_3]P_2(B_1, B_2, B_3)I = J_i P_1(B_1, B_2, B_3)I J_j P_2(B_1, B_2, B_3)I\]

that obviously vanishes due to the induction hypothesis. We then have

\[(3.34) \quad J_i B_i^k B_i^l B_i^m I = \text{Tr} B_i^k B_i^l B_i^m (B_i B_3 - B_3 B_i) = -\text{Tr} B_i^k B_i^l [B_i, B_3^m] B_3^p \]

where we use the re-ordering argument above and the combination \( J_i B_i^k B_i^l B_i^m B_i^p \) must vanish as well. Using an analogous argument for \( J_2 \), we see that we can always set \( J_1 = J_2 = 0 \).

The system thus reduces to the system of mutually commuting \( B_1, B_2, B_3 \) and an extra \( I \). We can furthermore set \( B_1 = B_2 = 0 \) since

\[(3.35) \quad B_1 \mathbb{C}^n = \mathbb{C}[B_1, B_2, B_3]I = \mathbb{C}[B_1, B_2, B_3]B_1 I = 0 \]

and analogously \( B_2 \) as a consequence of the commutativity of \( B_1, B_2, B_3 \), the stability condition and conditions \( B_1 I = B_2 I = 0 \). We thus reduced our problem to the system to a single matrix \( B_3 \) with stability condition

\[(3.36) \quad \mathbb{C}^n = \mathbb{C}[B_1]I. \]

The moduli of vacua (before turning on twisted masses) is thus parametrized by a pair \( (B_1, I) \) satisfying the stability condition above modulo gauge transformations

\[(3.37) \quad g : (B_1, I) \rightarrow (g B_1 g^{-1}, g I) \]

for any \( g \in GL(n) \). We need to now identify fixed points of the \( U(1)^2 \) flavor group acting on the involved matrices as

\[(3.38) \quad (e^{i \epsilon_1}, e^{i \epsilon_2}, e^{i \epsilon_3}) : (B_1, I) \rightarrow (e^{i \epsilon_1} B_1, I). \]

To gain some experience with finding fixed points, let us start with a very explicit analysis for \( n = 1 \). First, the value of \( I \) is non-vanishing due to the stability condition. It can be thus set to 1 by the gauge transformation. The fixed-point condition then requires

\[(3.39) \quad e^{i \epsilon_1} B_1 = g B_1 g^{-1} = B_1, \]

leading to \( B_1 = 0 \). The only fixed point can be thus identified with the gauge orbit of \( (B_1, I) = (0, 1) \).

Moving to \( n = 2 \), we have \( I \in \text{Hom}(\mathbb{C}, \mathbb{C}^2) \) and \( B_1 \in \text{Hom}(\mathbb{C}^2, \mathbb{C}^2) \). \( I \) being non-zero due to the stability condition, the gauge transformation allows us to fix

\[(3.40) \quad I = \begin{pmatrix} 1 \\ 0 \end{pmatrix}. \]
After such a fixing, the subgroup of $GL(2)$ parametrized by
\begin{equation}
(3.41) \quad g = \begin{pmatrix} 1 & b \\ 0 & d \end{pmatrix}
\end{equation}
preserves this choice. Adjusting $b$ in the gauge transformation above, we can furthermore set
\begin{equation}
(3.42) \quad B_1 = \begin{pmatrix} \alpha & 0 \\ \beta & \gamma \end{pmatrix}
\end{equation}
with the remaining gauge freedom parametrized by
\begin{equation}
(3.43) \quad g = \begin{pmatrix} 1 & 0 \\ 0 & d \end{pmatrix}.
\end{equation}

Let us now impose the fixed-point condition
\begin{equation}
(3.44) \quad e^{i\epsilon_1} B_1 = e^{i\epsilon_1} \begin{pmatrix} \alpha & 0 \\ \beta & \gamma \end{pmatrix} = g B_1 g^{-1}.
\end{equation}
The restricted gauge transformation $g$ from (3.43) can only rescale the $\beta$ component and we thus need $\alpha = \gamma = 0$. On the other hand, $\beta \neq 0$ from the stability condition and we can use the remaining gauge transformation to fix
\begin{equation}
(3.45) \quad (B_1, I) = \left( \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \begin{pmatrix} 1 \\ 0 \end{pmatrix} \right).
\end{equation}

The gauge orbit of this pair is the only fixed point of the $n = 2$ moduli. The value of $d$ in (3.43) is then $e^{i\epsilon_1}$.

Let us now investigate fixed points for general $n$. The condition of $(B_1, I)$ being a fixed point (modulo gauge transformation) requires an existence of $g$ such that
\begin{equation}
(3.46) \quad e^{i\epsilon_1} B_1 = g B_1 g^{-1}, \quad I = g I.
\end{equation}
Let us choose a basis of $\mathbb{C}^n$ that diagonalizes $g$. Let $a$ be one of the basis vectors with eigenvalue $e^{i(n_1\epsilon_1 + n_2\epsilon_2 + n_3\epsilon_3)}$ for some $n_i$. We then have
\begin{equation}
(3.47) \quad g B_1 a = g B_1 g^{-1} g a = e^{i((n_1+1)\epsilon_1 + n_2\epsilon_2 + n_3\epsilon_3)} B_1 a
\end{equation}
and $B_1 a$ is another eigenvector of $g$ with an eigenvalue $e^{i((n_1+1)\epsilon_1 + n_2\epsilon_2 + n_3\epsilon_3)}$. Analogously, $B_1^m a$ is an eigenvector with eigenvalue $e^{i((n_1+m)\epsilon_1 + n_2\epsilon_2 + n_3\epsilon_3)}$. Finally, since $I$ does not transfer under the $U(1)^2$ action, $I$ is itself one of the eigenvectors. But because the whole $\mathbb{C}^n$ can be generated from $I$ by the action of $B_1$, we can see that in our basis $I, B_1 I, B_1^2 I, \ldots$, the map $B_1$ has generally the form of a nilponent matrix with entries 1 below diagonal. For example, for $n = 4$,
\begin{equation}
(3.48) \quad B_1 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix}.
\end{equation}

It will be convenient to draw the decomposition of the vector space $\mathbb{C}^n$ as an equivariant complex complex. E.g. in the $n = 4$ example,
\begin{equation}
(3.49) \quad \mathbb{C}_0 \xrightarrow{B_1} \mathbb{C}_{\epsilon_1} \xrightarrow{B_1} \mathbb{C}_{2\epsilon_1} \xrightarrow{B_1} \mathbb{C}_{3\epsilon_1}
\end{equation}

\footnote{Note that this was the case also in our $n = 2$ example.}
with the subscript labeling the the equivariant degree under the $U(1)^2$ action as introduced in section 3.2. Finally, note that we can visualize the weight decomposition of $\mathbb{C}^n$ as a row of $n$ boxes. For example, in our case of $n = 4$,

$$
\begin{align*}
[B_1, B_2] &= IJ, \\
[B_1, B_3] &= [B_2, B_3] = 0, \\
JB_3 &= B_3 I = 0.
\end{align*}
$$

with the box at position $n$ in the horizontal direction associated with the subspace $\mathbb{C}_{n\epsilon_1}$. Examples associated with D2-brane framings will be further explored in [66, 56].

3.6. D4 and 2d partitions. We can proceed in the very same way in the case of the D4-brane framing. The system of equations following from the variation of the potential is now

$$
\begin{align*}
\frac{1}{2} \left[ B_1, B_2 \right] &= IJ, \\
\frac{1}{2} \left[ B_1, B_3 \right] &= [B_2, B_3] = 0, \\
JB_3 &= B_3 I = 0.
\end{align*}
$$

Note that we now have

$$
B_3 \mathbb{C}^n = B_3 \mathbb{C}[B_1, B_2, B_3] I = \mathbb{C}[B_1, B_2, B_3]B_3 I = 0
$$

as a consequence of $\mathbb{C}[B_1, B_2, B_3] I$ generating the whole $\mathbb{C}^n$, $B_3$ commuting with all $B_i$ and the condition $B_1 I = 0$. We can thus set $B_3 = 0$ and arrive at the famous ADHM moduli space.

We can also show that in the rank-one case, we have $J = 0$. Since $\mathbb{C}^n = \mathbb{C}[B_1, B_2] I$ due to the stability condition, this is equivalent to showing that $JP(B_1, B_2) I = 0$ for any polynomial $P(B_1, B_2)$. Let us prove it inductively in the degree of $P(B_1, B_2)$. We obviously have

$$
JI = \text{Tr} [B_1, B_2] = 0.
$$

If $JP(B_1, B_2) I$ vanishes for all degree $n - 1$ polynomials, vanishing at degree $n$ is equivalent to $J B_k^l B_l^r I = 0$ for $k + l = n$ since commutation of $B_1, B_2$ produces

$$
JP(B_1, B_2)[B_1, B_2] P(B_1, B_2) I = JP(B_1, B_2) I JP(B_1, B_2) I
$$

that is a product of two lower-degree terms that vanish by induction. Finally, we have

$$
\begin{align*}
JB_1^k B_2^l I &= Tr B_1^k B_2^l (B_1 B_2 - B_2 B_1) = Tr [B_2, B_1^k] B_2^l \\
&= - \sum_{m=0}^{k-1} B_1^m I J B^{k-m-1} B_2 = - \sum_{m=0}^{k-1} J B^{k-m-1} B_2 B_1^m I = -kJ B_1^k B_2^l I
\end{align*}
$$

and $J B_1^k B_2^l I$ must vanish.

Analogously to the discussion above, $(B_1, B_2, I)$ being a fixed point requires an existence of $g$ such that

$$
e^{i\epsilon_1} B_1 = g B_1 g^{-1}, \quad e^{i\epsilon_2} B_2 = g B_2 g^{-1}, \quad I = g I.
$$

Let us pick a basis of $\mathbb{C}^n$ that diagonalizes $g$. We can again see that if $a$ is an eigenvector of $g$ with eigenvalue $e^{i(n_1 \epsilon_1 + n_2 \epsilon_2 + n_3 \epsilon_3)}$, then $B_1 a$ is an eigenvector with eigenvalue $e^{i((n_1+1) \epsilon_1 + n_2 \epsilon_2 + n_3 \epsilon_3)}$ and $B_2 a$ is an eigenvector with eigenvalue $e^{i(n_1 \epsilon_1 + (n_2+1) \epsilon_2 + n_3 \epsilon_3)}$. Furthermore, since the whole $\mathbb{C}^n$ can be generated by an action of $B_1, B_2$ on $I$ and these two mutually commute, we can see that the space $\mathbb{C}^n$ decomposes according to the $U(1)^2$ weights into subspaces specified by a Young diagram.

For example,
would be associated with decomposition

\begin{equation}
(3.57)
\begin{array}{c}
0 \\ B_1 \\ B_2
\end{array} 
\rightarrow 
\begin{array}{c}
B_1 \\ B_2 \\ 0
\end{array} 
\rightarrow 
\begin{array}{c}
0 \\ 0 \\ 0
\end{array} 
\rightarrow 
\begin{array}{c}
0 \\ 0 \\ 0
\end{array} 
\rightarrow 
\begin{array}{c}
B_1 \\ B_2 \\ 0
\end{array} 
\rightarrow 
\begin{array}{c}
0 \\ 0 \\ 0
\end{array} 
\rightarrow 
\begin{array}{c}
0 \\ 0 \\ 0
\end{array} .
\end{equation}

It is easy to check that this corresponds to the gauge orbit of \( p B_1, B_2, I q^\epsilon \).

\begin{equation}
(3.58)
\begin{bmatrix}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix} 
\begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0
\end{bmatrix} = 
\begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix} \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0
\end{bmatrix} .
\end{equation}

Decomposing \( \mathbb{C}^4 \) exactly as shown in the diagram. One can proceed analogously with more complicated partitions and see that the fixed points are in correspondence with standard 2d partitions. In particular, a box at position \((n_1, n_2)\) is associated with a factor \( \mathbb{C}_{n_1 \epsilon_1 + n_2 \epsilon_2} \).

Note that the decomposition diagram cannot have any holes, i.e. if the subspace of weight \( n_1 \epsilon_1 + n_2 \epsilon_2 \) is nontrivial, so are subspaces of weight \( (n_1 - 1) \epsilon_1 + n_2 \epsilon_2 \) and \( n_1 \epsilon_1 + (n_2 - 1) \epsilon_2 \). If that was not the case and the commutative diagram would have a hole, there would exists a \( g \) eigenvector \( a \) such that \( B_1 a = 0 \) and \( B_1 B_2 a \neq 0 \) (or \( B_2 a = 0 \) and \( B_2 B_1 a \neq 0 \)). But form the commutativity, we would get a contradiction

\begin{equation}
(3.59)
0 = B_2 B_1 a = B_1 B_2 a \neq 0.
\end{equation}

See [94, 95] for the \( \mathbb{C}^2 \) perspective and [64, 41, 36] for the dimensional reduction from \( \mathbb{C}^3 \).

3.7. **D6 and 3d partitions.** In the case of the D6-brane framing, we do not have any arrows going to the framing vertex and all the \( B_i \) mutually commute. Decomposition of the vector space \( \mathbb{C}^n \) into eigenspaces of \( g \) then leads to the identification of fixed points with 3d partitions. For example, the 3d partition depicted in figure 4 would correspond to the gauge orbit of

\begin{equation}
(3.60)
\begin{bmatrix}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix} 
\begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix} = 
\begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix} \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0
\end{bmatrix} .
\end{equation}

See [96, 97, 98] for details.

\[\text{Compared to the previous two examples, one needs to be a bit careful when analyzing fixed points of the subtorus } U(1)^2 \text{ defined by } \epsilon_1 + \epsilon_2 + \epsilon_3 = 0. \text{ With a little bit of care, one can argue that the fixed points are indeed parametrized by 3d partitions.}\]
4. Modules from correspondences

4.1. Correspondences. After identifying BPS vacua of our supersymmetric quantum mechanics describing the low energy dynamics of D0-branes bound to non-compactly supported branes, we are going to construct a geometric action of two copies of the cohomological Hall algebra (raising and lowering generators) increasing and decreasing the number of D0-branes as depicted in figure 2. In this subsection, we are going to construct the correspondences for framed moduli spaces associated with a single D2-, D4- and D6-brane respectively. A brief exploration of algebraic structures appearing in other configurations is left for the last chapter.

In particular, we are now going to define an action of two sets of generators

\[ e_m : H^*_{U(1)^2}(M(n), \text{Crit}(W)) \to H^*_{U(1)^2}(M(n+1), \text{Crit}(W)), \]

\[ f_n : H^*_{U(1)^2}(M(n+1), \text{Crit}(W)) \to H^*_{U(1)^2}(M(n), \text{Crit}(W)), \]

where \( M(n) = \mathcal{M}(n)/GL(n) \) and \( \mathcal{M}(n) \) is given by the quiver representations

\[ (B_1, B_2, B_3, I), \quad (B_1, B_2, B_3, I, J), \quad (B_1, B_2, B_3, I, J_1, J_2), \]

subject to the stability condition and the circular node of rank \( n \). Introducing generators

\[ \psi_{m+n} = [e_m, f_n], \]

the set \( e_n, f_n, \psi_n \) can be shown to satisfy relations of the (shifted) \( gl_1 \) affine Yangian and different choices of framings lead to its different representations [44, 56].

A crucial role in the construction of \( e_m, f_m \) is played by a correspondence \( M(n+1, n) \) between \( M(m+1) \) and \( M(n) \), i.e., a closed subset \( M(n+1, n) \) in \( M(n+1) \times M(n) \) [23, 25]. See also [91, 27, 28, 30, 31, 40, 36, 44]. Let us start with a definition of such a correspondence for moduli spaces \( M(m+1) \) and \( M(n) \) before quotienting by the gauge group. Let us also restrict to the D4-brane moduli since the only difference between D2-, D4- and D6-brane moduli spaces is a different number of maps \( J \). A point

\[ \left( \left( B^{(1)}_1, B^{(1)}_2, B^{(1)}_3, I^{(1)}, J^{(1)} \right), \left( B^{(2)}_1, B^{(2)}_2, B^{(2)}_3, I^{(2)}, J^{(2)} \right) \right) \in M(n+1) \times M(n) \]

lies in \( M(n, n+1) \) if there exists a map \( \xi : \mathbb{C}^{n+1} \to \mathbb{C}^n \) such that

\[ \xi B^{(1)}_i = B^{(2)}_i \xi, \quad \xi I^{(1)} = I^{(2)}, \quad J^{(1)}_i = J^{(2)}_i \xi. \]

The stability condition implies that \( \xi \) is a surjective map and \( S = \text{Ker} \ \xi \) is a one-dimensional subspace of \( \text{Ker} \ J^{(1)}_i \) that is invariant under the action of \( B^{(1)}_i \). We can thus view \( M(n+1, n) \) as a pair of a point in \( M(n+1) \) together with a choice of a subspace \( S \subset \mathbb{C}^n \) preserved by the action of \( B^{(1)}_i \) and lying in the kernel of \( J^{(1)} \). Using this description, we can quotient \( M(n+1, n) \) by the
obvious action of $GL(n+1)$ and write

\begin{equation}
M(n+1, n) \xrightarrow{p} M(n+1) \xrightarrow{q} M(n),
\end{equation}

where the map $p$ is the obvious map forgetting the information about the subspace $S$ and $q$ is a quotient of $M(n+1)$ by the subspace $S$. Note also that $S = \text{Ker } \xi$ gives rise to a line bundle $L$ on the correspondence and will be called the tautological line bundle.

Starting with $|\alpha\rangle \in H^*_{U(1)^2}(M(n), \text{Crit}(W))$, we can now define an operator

\begin{equation}
e_{\alpha}|\alpha\rangle = p_* \circ q^*|\alpha\rangle
\end{equation}

by pulling it back by $q$ and pushing forward\footnote{The push-forward in equivariant cohomology can be thought of as a fiber integration.} by $p$, obtaining an element in $H^*_{U(1)^2}(M(n+1), \text{Crit}(W))$. Reversing the order of the two maps, we have

\begin{equation}
f_{\alpha}|\alpha\rangle = q_* \circ p^*|\alpha\rangle
\end{equation}

for any $|\alpha\rangle \in H^*_{U(1)^2}(M(n+1), \text{Crit}(W))$. More generally, utilizing the tautological line bundle, we can define operators

\begin{align}
e_m|\alpha\rangle &= p_* \circ c_1(L)^m \wedge q^*|\alpha\rangle, \\
f_m|\alpha\rangle &= q_* \circ c_1(L)^m \wedge p^*|\alpha\rangle
\end{align}

for any integer $n$ by multiplying the image of the pull-back by the $n$'th power of the first Chern class of the tautological line bundle $L$ defined above.

Before proceeding with finding explicit formulas for operators $e_m$ and $f_m$, let us pause and discuss fixed points of the correspondence $M(n+1, n)$. As we have seen above, fixed points of $M(n+1)$ are in correspondence with partitions of various dimensions containing $n + 1$ boxes. In order to specify a point on $M(n+1, n)$, we need to further identify a subspace of $\mathbb{C}^{n+1}$ that is fixed by the action of $B_i^{(1)}$ and lies in the kernel of $j^{(1)}$. Since $j^{(1)} = 0$ at all fixed points of all three of our moduli spaces, we only require the subspace to be fixed under $B_i^{(1)}$. When restricting to a fixed point $\lambda \in M(n+1)$, we picked a natural basis of $\mathbb{C}^{n+1}$ that diagonalizes $g$ defined by

\begin{equation}
e^{i\epsilon_i}B_i^{(1)} = gB_i^{(1)}g^{-1}, \quad I^{(1)} = gI^{(1)}.
\end{equation}

Basis vectors of this basis were in correspondence with boxes in the partition $\lambda$ labeling the fixed point. Matrices $B_i^{(1)}$ acting on a vector labeled by a given box $\Box$ produced a vector labeled by a neighboring box in the $i$'th direction. We can thus see that the only one-dimensional subspaces of $\mathbb{C}^{n+1}$ preserved by the action of $B_i^{(1)}$ are those associated with corners of the partition $\lambda$. Fixed points of $M(n+1, n)$ are thus labeled by a pair of partitions with $n + 1$ and $n$ boxes, mutually related by an addition/removal of one box. We are going to label such a pair by $(\lambda + \Box, \lambda)$. Note also that the equivariant weight of the vector space associated with the added/removed vector is $\epsilon_\Box = n_1\epsilon_1 + n_2\epsilon_2 + n_3\epsilon_3$, where $(n_1, n_2, n_3)$ are the coordinates of the added/removed box. This factor is going to play an important role in the construction of $e_m$ and $f_m$.\footnote{Remember that the partition is 1d, 2d and 3d for D2-, D4- and D6-brane respectively.}
For example, fixed points of $M(3, 2)$ for the D4-brane moduli are given by pairs

\[
\begin{array}{llll}
(111), & (112), & (122), & (222),
\end{array}
\]

(4.10)

The maps $p$ and $q$ project onto the first/second component and give a fixed point of $M(3)$ and $M(2)$ respectively. We label such restricted maps by $p_F$ and $q_F$. Weights of the added/removed box in our examples are $2\epsilon_2, \epsilon_1, \epsilon_2$ and $2\epsilon_1$ respectively.

Remember that we have an isomorphism of equivariant cohomologies roughly of the form\(^{29}\)

\[
\oplus_{\lambda \in F_n} \mathbb{C}[\epsilon_1, \epsilon_2, \epsilon_3]|\lambda\rangle \quad \rightarrow \quad H^*_U(1)^2(M(n), \mathrm{Crit}(W)),
\]

(4.11)

\[
\oplus_{(\lambda + \square, \lambda) \in F_{n+1,n}} \mathbb{C}[\epsilon_1, \epsilon_2, \epsilon_3]|\lambda + \square, \lambda\rangle \quad \rightarrow \quad H^*_U(1)^2(M(n+1, n), \mathrm{Crit}(W))
\]

with $F_n$ being the fixed-point set of $M(n)$ and $F_{n+1,n}$ the fixed-point set of $M(n+1, n)$. We have also introduced basis vectors of $H^*_U(1)^2(\lambda)$ and $H^*_U(1)^2(\lambda + \square, \lambda)$ labeled by $|\lambda\rangle$ and $|\lambda + \square, \lambda\rangle$.

Obviously, we also have embedding maps of fixed points

\[
\iota_{\lambda} : \quad \lambda \hookrightarrow M(n) \quad \text{for} \quad \lambda \in F_n,
\]

(4.12)

\[
\iota_{\lambda + \square} : \quad (\lambda + \square, \lambda) \hookrightarrow M(n+1, n) \quad \text{for} \quad (\lambda + \square, \lambda) \in F_{n+1,n}.
\]

Pushing forward\(^{30}\) the generator $|\lambda\rangle \in H^*_U(1)^2(\lambda)$ and $|\lambda + \square, \lambda\rangle \in H^*_U(1)^2(\lambda + \square, \lambda)$ by these maps thus produces a natural (fixed-point) basis of $H^*_U(1)^2(M(n), \mathrm{Crit}(W))$ and $H^*_U(1)^2(M(n+1, n), \mathrm{Crit}(W))$ respectively. We also define

\[
t^*_n = \sum_{\lambda \in F_n} t^*_\lambda, \quad t^*_{F_{n+1}, n} = \sum_{(\lambda + \square, \lambda) \in F_{n+1,n}} t^*_\lambda + \square, \lambda.
\]

(4.13)

We can now consider the following diagram

\[
\begin{array}{cccc}
& F_n & \downarrow p_F & F_{n+1} \\
F_{n+1} & \downarrow \iota_{n+1} & M(n+1, n) & \downarrow q_F & F_n \\
& \downarrow p & M(n+1) & \downarrow q & M(n) \\
M(n+1) & \downarrow \iota_n & M(n) \\
\end{array}
\]

(4.14)

Using the above correspondence, we can construct an action operators $e_m, f_m$ in the fixed-point basis

\[
e_m : H^*_U(1)^2(F_n) \rightarrow H^*_U(1)^2(F_{n+1}), \quad f_m : H^*_U(1)^2(F_{n+1}) \rightarrow H^*_U(1)^2(F_n)
\]

by formulas

\[
e_m|\lambda\rangle = i_{n+1}^{-1} \circ p_* \circ c_1(L^m) \wedge q^* \circ \iota_{n+1}|\lambda\rangle,
\]

(4.15)

\[
f_m|\lambda\rangle = i_n^{-1} \circ q_* \circ c_1(L^m) \wedge p^* \circ \iota_n|\lambda\rangle.
\]

(4.16)

\(^{29}\)Remember that the precise claim relates the equivariant cohomology of the space with the equivariant cohomology of the fixed-point set but only up to localization (inversion) of the equivariant parameters. The equivariant cohomology of the fixed-point set then splits into contributions from each point denoted by $\mathbb{C}[\epsilon_1, \epsilon_2, \epsilon_3]|\lambda\rangle$ and $\mathbb{C}[\epsilon_1, \epsilon_2, \epsilon_3]|\lambda + \square, \lambda\rangle$.

\(^{30}\)The image of the push-forward map can be defined as a top form with a support near the fixed point that integrates to one. This map is known as the equivariant Thom isomorphism\(^{99}\)\(^{100}\).
To make the formulas more explicit, we need to recall the Atiyah-Bott localization formula in equivariant cohomology \[101\]. Let \( \lambda \) be a fixed point in \( M(n) \). According to the Atiyah-Bott localization formula, we can invert the push-forward of the embedding \( \iota_\lambda : \lambda \to M(n) \) as

\[
(4.17) \quad \iota_\lambda^{-1} = \frac{e_{U(1)^2}(T_\lambda^* M(n))}{\iota_\lambda^* e_{U(1)^2}(T_\lambda^* M(n))},
\]

where \( T_\lambda^* M(n) \) is the tangent space of \( M(n) \) at a point \( \lambda \), \( e_{U(1)^2}(T_\lambda^* M(n)) \) is its Euler character to be described momentarily and \( \iota_\lambda^* \) is the standard pull-back. Similarly, we can write down the Atiyah-Bott localization formula for the correspondence by exchanging \( \iota_\lambda \) with \( \iota_\mu \).

The tangent space of \( M(n) \) at a fixed point is preserved by the equivariant \( U(1)^2 \) action and splits into a direct sum of \( U(1)^2 \) representations

\[
(4.18) \quad T_\lambda^* M(n) = \bigoplus_{\alpha=1}^{\dim M(n)} \mathbb{C} \epsilon_\alpha,
\]

where \( \mathbb{C} \epsilon_\alpha \) is a complex line transforming as

\[
(4.19) \quad (e^{i\epsilon_1}, e^{i\epsilon_2}, e^{i\epsilon_3}) : z \to e^{i\epsilon_\alpha} z
\]

for any \( z \in \mathbb{C} \epsilon_\alpha \). The Euler character is then given by the product of the equivariant weights

\[
(4.20) \quad e_{U(1)^2}(T_\lambda(M)) = \prod_{\alpha=1}^{\dim M(n)} \epsilon_\alpha.
\]

We can now find explicit formulas for the action of \( e_n, f_n \) in the fixed point basis. Let us start with the computation for \( e_0 \). First, we can commute the push-forward maps as

\[
(4.21) \quad e_0 |\lambda\rangle = p_{F_{\ast}} \circ q_{n+1,n_{\ast}} \circ q_{n_{\ast}} \circ i_{n_{\ast}} |\lambda\rangle.
\]

The Atiyah-Bott localization formula then leads to

\[
(4.22) \quad e_0 |\lambda\rangle = \sum_{(\mu+\square,\mu) \in F_{n+1,n}} \frac{1}{e_{U(1)^2}(T_{\mu+\square,\mu}^* M(n+1,n))} p_{F_{\ast}} \circ q_{n+1,n_{\ast}} \circ i_{n_{\ast}} |\lambda\rangle.
\]

Commuting the pull-back maps gives

\[
(4.23) \quad e_0 |\lambda\rangle = \sum_{(\mu+\square,\mu) \in F_{n+1,n}} \frac{1}{e_{U(1)^2}(T_{\mu+\square,\mu}^* M(n+1,n))} p_{F_{\ast}} \circ q_{n+1,n_{\ast}} \circ i_{n_{\ast}} \circ i_{\lambda_{\ast}} |\lambda\rangle.
\]

We can now use the Atiyah-Bott localization formula again to rewrite the pull-back in terms of the inverse map

\[
(4.24) \quad e_0 |\lambda\rangle = \sum_{(\mu+\square,\mu) \in F_{n+1,n}} \frac{e_{U(1)^2}(T_{\mu}^* M(n))}{e_{U(1)^2}(T_{\mu+\square}^* M(n+1,n))} p_{F_{\ast}} \circ q_{n+1,n_{\ast}} \circ i_{n_{\ast}} \circ i_{\lambda_{\ast}} |\lambda\rangle.
\]

The composition of \( i_{\mu_{\ast}}^{-1} \) with \( i_{\lambda_{\ast}} \) vanishes unless \( \lambda = \mu \) for which it gives the identity. We can thus simplify as

\[
(4.25) \quad e_0 |\lambda\rangle = \sum_{(\lambda+\square,\lambda) \in F_{n+1,n}} \frac{e_{U(1)^2}(T_{\lambda}^* M(n))}{e_{U(1)^2}(T_{\lambda+\square,\lambda}^* M(n+1,n))} p_{F_{\ast}} \circ q_{\lambda+\square,\lambda} |\lambda\rangle.
\]
where the sum goes only over the pairs \((\lambda + \Box, \lambda)\) in \(F_{n+1,n}\) for \(\lambda\) fixed by the initial state. This leads us to the final expression

\[
(4.26) \quad \sum_{(\lambda + \Box, \lambda) \in F_{n+1,n}} \frac{e_{U(1)}^2(T^*_\lambda M(n))}{e_{U(1)}^2(T^*_\lambda + \Box \lambda (M(n+1,n))} |\lambda + \Box\rangle. 
\]

We can mimic the above calculation to end up with an analogous expression for \(f_0\). Furthermore, inclusion of the \(c_1(L)^n\) factor leads simply to adding a multiplicative factor given by the \(m\)’th power of \(\epsilon = n_1\epsilon_1 + n_2\epsilon_2 + n_3\epsilon_3\) being the weight of \(\mathbb{C}_{\Box}\) associated with the added box \(\Box\). In total, we end up with formulas

\[
(4.27) \quad e_m |\lambda\rangle = \sum_{(\lambda + \Box, \lambda) \in F_{n+1,n}} \frac{e_{U(1)}^2(T^*_\lambda (M(n))}{e_{U(1)}^2(T^*_\lambda + \Box \lambda (M(n+1,n))} |\lambda + \Box\rangle, 
\]

To determine the action of generators \(e_m, f_0\) in the fixed-point basis, we only need to find the ratio of Euler characters in the expressions above. Let us start with finding the decomposition of the the tangent space to \(\mathcal{M}(m)\) at a fixed point \(\lambda\) into representations of \(U(1)^2\). At a given fixed point, we know from the above that the vector space \(\mathbb{C}^n\) (and its dual) decomposes into weights specified by the Young diagram as

\[
(4.28) \quad V_\lambda = \bigoplus_{\epsilon \in \lambda} \mathbb{C}_{\epsilon}, \quad V_\lambda^* = \bigoplus_{\epsilon \in \lambda} \mathbb{C}_{-\epsilon}, 
\]

where we introduced the notation \(V_\lambda\) for the vector space \(\mathbb{C}^n\) together with the data specifying such a decomposition. Each \(B_i\) is a map from \(V_\lambda\) to \(V_\lambda\) of weight \(\epsilon_i\). It thus contributes to the character by \(V_\lambda \otimes V_\lambda^*\) twisted by an extra factor of \(\mathbb{C}_{\epsilon_i}^*\) that we are going to justify momentarily. Similarly, \(I\) is a map from \(\mathbb{C}\) to \(V_\lambda\) and contributes by the factor of \(V_\lambda\). Finally, each \(J\) contributes a factor of \(V_\lambda^*\) tensored with \(\mathbb{C}_{\epsilon_i}^*\) for some weight \(\epsilon\) depending on the choice of the non-compact brane. See table [4.1] for details. In total, the arrows in the quiver diagram contribute by

\[
(4.29) \quad (\mathbb{C}^*_{\epsilon_1} + \mathbb{C}^*_{\epsilon_2} + \mathbb{C}^*_{\epsilon_3}) \otimes V_n \otimes V_\lambda^* + V_\lambda + V_\lambda \otimes \mathbb{C}^*. 
\]

Dividing by the linearized gauge group leads to a subtraction of one factor of \(V_\lambda \otimes V_\lambda^*\) producing

\[
(4.30) \quad T_\lambda = (\mathbb{C}^*_{\epsilon_1} + \mathbb{C}^*_{\epsilon_2} + \mathbb{C}^*_{\epsilon_3} - 1) \otimes V_\lambda \otimes V_\lambda^* + V_\lambda + V_\lambda \otimes \mathbb{C}. 
\]

Let us justify the necessity to twist by \(\mathbb{C}^*_{\epsilon_1}\) in the above expression (4.30). Let us look into the example of a single D2-brane oriented along \(\mathbb{C}_{\epsilon_1}\) bound to two D0-branes, i.e. \(n = 2\). Forgetting about the equivariant \(U(1)^2\)-action, the tangent space of \(M(2)\) at a given point is given by the cohomology of the complex

\[
(4.31) \quad \text{Hom}[\mathbb{C}^2, \mathbb{C}^2] \rightarrow \mathbb{C}^3 \otimes \text{Hom}[\mathbb{C}^2, \mathbb{C}^2] + \text{Hom}[\mathbb{C}, \mathbb{C}^2] + \mathbb{C}^2 \otimes \text{Hom}[\mathbb{C}^2, \mathbb{C}] 
\]

with a differential

\[
(4.32) \quad d = ([B_1, \cdot] [B_2, \cdot] [B_3, \cdot] \cdot I \cdot J)^T 
\]

coming from the linearized gauge transformation. As we have seen in the previous section, \(\mathbb{C}^2\) decomposes as a \(U(1)^2\) representation as \(\mathbb{C}_0 \oplus \mathbb{C}_{\epsilon_1}\) and \(B_1\) acts by

\[
(4.33) \quad B_1 = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}. 
\]
The commutation of \( g \in \text{Hom}[\mathbb{C}^2, \mathbb{C}^2] \) with \( B_1 \) thus maps
\[
(4.34) \quad \left[ \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \left( \begin{array}{cc} C_0 & C_{-\epsilon_1} \\ C_{\epsilon_1} & C_0 \end{array} \right) \right] = \left( \begin{array}{cc} C_{-\epsilon_1} & 0 \\ 0 & C_{-\epsilon_1} \end{array} \right) \subset C_{-\epsilon_1} \otimes \left( \begin{array}{cc} C_0 & C_{-\epsilon_1} \\ C_{\epsilon_1} & C_0 \end{array} \right),
\]
justifying the shift by \( C_{\epsilon_1}^* \). One can analogously proceed to justify the shifts of \( B_2, B_3, I \) and \( J \).

Computation of the tangent space to the correspondence is just slightly more involved. Let us view the correspondence in terms of the embedding inside \( M(n+1) \times M(n) \). The tangent space at a fixed point \((\lambda + \Box, \lambda)\) can be then written as
\[
(4.35) \quad T_{\lambda + \Box, \lambda} = T_{\lambda} + T_{\lambda + \Box} - N_{\lambda + \Box, \lambda},
\]
where \( N_{\lambda + \Box, \lambda} \) is the normal bundle to the correspondence. But the normal bundle has the following decomposition as a \( U(1)^2 \) representation
\[
(4.36) \quad N_{\lambda + \Box, \lambda} = (C_{\epsilon_1} + C_{\epsilon_2} + C_{\epsilon_3} - 1) \otimes V_\lambda \otimes V_{\lambda + \Box}^* + V_\lambda + V_{\lambda + \Box}^* \oplus C_{\epsilon_3}^*.
\]
This expression can be directly deduced from constrains (4.5) defining the correspondence. More concretely, the \( C_{\epsilon_1} \otimes V_\lambda \otimes V_{\lambda + \Box}^* \) terms originate from the condition \( \xi B_i^{(1)} = B_i^{(2)} \xi \), the term \( V_\lambda \) from \( \xi I^{(1)} = I^{(2)} \) and \( V_{\lambda + \Box}^* \oplus C_{\epsilon_3}^* \) from \( J_i^{(1)} = J_i^{(2)} \xi \). Finally, \(-V_\lambda \otimes V_{\lambda + \Box}^*\), that contributes positively to the tangent space due to the presence of two minuses, accounts for the added map \( \xi \) itself.

Using (4.35) in (4.27) and writing all the factors that contribute to the denominator with a minus sign, we can write
\[
(4.37) \quad e_m|\lambda\rangle = \sum_{(\lambda + \Box, \lambda) \in F_{n+1,n}} e_m^{n} e_{U(1)}^{n}(N_{\lambda + \Box, \lambda} - T_{\lambda + \Box})|\lambda + \Box\rangle,
\]
\[
(4.38) \quad e_m^{n} e_{U(1)}^{n}(N_{\lambda + \Box, \lambda} - T_{\lambda + \Box})|\lambda\rangle,
\]
where \( N_{\lambda + \Box, \lambda} \) and \( T_{\lambda} \) are given by (4.30) and (4.36). We have also implemented a notation where each \(-C_\epsilon\) factor with a minus sign contributes by \(1/\epsilon\) into the character formula, i.e. a factor in denominator. Using
\[
(4.39) \quad C_\epsilon \otimes C_{\tilde{\epsilon}} = C_{\epsilon + \tilde{\epsilon}},
\]
we can simplify the expression for \( N_{\lambda + \Box, \lambda} \) and \( T_{\lambda} \) from (4.30) and (4.36) to a sum of simple factors
\[
(4.40) \quad \left( \prod_{\alpha} \epsilon_\alpha \right) / \left( \prod_{\beta} \epsilon_\beta \right).
\]

Let us finish this section with a table showing an explicit form of the factor \( C_\epsilon \) for branes of different dimensions and orientations. This table can be easily deduced from the discussion in the section on flavor symmetries.\[\begin{array}{cccccc}
\text{D6} & \text{D4}_{x_1,x_2} & \text{D4}_{x_1,x_3} & \text{D4}_{x_2,x_3} & \text{D2}_{x_1} & \text{D2}_{x_2} & \text{D2}_{x_3} \\
\emptyset & C_{\epsilon_1 + \epsilon_2} & C_{\epsilon_1 + \epsilon_3} & C_{\epsilon_2 + \epsilon_3} & C_{\epsilon_1 + \epsilon_2} & C_{\epsilon_1 + \epsilon_3} & C_{\epsilon_2 + \epsilon_3}
\end{array}\]
\[\begin{align*}
\emptyset & C_{\epsilon_1 + \epsilon_2} & C_{\epsilon_1 + \epsilon_3} & C_{\epsilon_2 + \epsilon_3} & C_{\epsilon_1 + \epsilon_2} & C_{\epsilon_1 + \epsilon_3} & C_{\epsilon_2 + \epsilon_3} \\
\end{align*}\]
\[\text{31} \text{We have also introduced minus sign to denote factors } C_\epsilon \text{ that get removed. Below, we are more generally label by minus sign all } C_\epsilon \text{ factors that contribute by a term in denominator.}\]
4.2. D2-brane and the Weyl algebra. Let us now explicitly evaluate the above expressions in the case of the D2-moduli space. Since we have a single fixed point associated with each dimension \( n \), we are going to implement a simplified notation \( |n\rangle \) for the fixed-point basis vector of \( H_{U(1)^2}(M(n), \text{Crit}(W)) \). According to the above formulas, for \( f_m |n + 1\rangle \), we get

\[
(4.41) \quad (ne_1)^m \frac{e(V_n \otimes V_{n+1}^* \otimes (C_{\epsilon_1}^* + C_{\epsilon_2}^* + C_{\epsilon_3}^* - 1) + V_n + (C_{\epsilon_1 + \epsilon_2}^* + C_{\epsilon_1 + \epsilon_3}^* \otimes V_{n+1}^*)}{e(V_n \otimes V_n^* \otimes (C_{\epsilon_1}^* + C_{\epsilon_2}^* + C_{\epsilon_3}^* - 1) + V_n + (C_{\epsilon_1 + \epsilon_2}^* + C_{\epsilon_1 + \epsilon_3}^* \otimes V_n^*)} |n\rangle.
\]

This can be simplified to

\[
(4.42) \quad \frac{(ne_1)^m (ne_1 - \epsilon_3)(ne_1 - \epsilon_2)}{\prod_{i=1}^n (ne_1 - (i-1)\epsilon_1) (ne_1 - (i-1)\epsilon_1 + \epsilon_2) (ne_1 - (i-1)\epsilon_1 + \epsilon_3) (ne_1 - (i-1)\epsilon_1 + \epsilon_2 + \epsilon_3)} |n\rangle.
\]

Let us comment on the origin of various factors. The vector space \( \mathbb{C}^n \) associated to the fixed point of \( M(n) \) decomposes as \( V_n = \mathbb{C}_0 \oplus \mathbb{C}_{\epsilon_1} \oplus \cdots \oplus \mathbb{C}_{(n-1)\epsilon_1} \). We then have an obvious cancellation

\[
(4.43) \quad V_n \otimes V_{n+1}^* - V_n \otimes V_n^* = V_n \otimes (\mathbb{C}_0 \oplus \cdots \oplus \mathbb{C}_{-\epsilon_1} - \mathbb{C}_0 \oplus \cdots \oplus \mathbb{C}_{-(n-1)\epsilon_1})
\]

reproducing the terms \( \prod_i (ne_1 - (i-1)\epsilon_1) \) in the denominator (up to a sign) and accounting for the terms in the numerator and the denominator of \( (4.41) \) with a negative sign. Similarly, twisting by \( \mathbb{C}_{\epsilon_1}^* \) reproduces the terms in the numerator of the second line in \( (4.42) \). The factors \( V_n \) in the numerator and the denominator of \( (4.41) \) cancel out. Using

\[
(4.44) \quad V_{n+1}^* - V_n^* = \mathbb{C}_{-\epsilon_1}
\]

and twisting by \( \mathbb{C}_{\epsilon_1 + \epsilon_2}^* \) and \( \mathbb{C}_{\epsilon_1 + \epsilon_3}^* \) respectively and using the relation \( \epsilon_1 + \epsilon_2 + \epsilon_3 = 0 \) reproduces the factors \( (ne_1 - \epsilon_3)(ne_1 - \epsilon_2) \). Finally, \( (ne_1)^m \) is simply the \( m \)th power of the weight of the vectors space associated with of the added box.

For \( e_m |n\rangle \), we analogously get

\[
(4.45) \quad (ne_1)^m \frac{e(V_{n+1} \otimes V_n^* \otimes (C_{\epsilon_1}^* + C_{\epsilon_2}^* + C_{\epsilon_3}^* - 1) + V_{n+1} + (C_{\epsilon_1 + \epsilon_2}^* + C_{\epsilon_1 + \epsilon_3}^* \otimes V_n^*)}{e(V_n \otimes V_n^* \otimes (C_{\epsilon_1}^* + C_{\epsilon_2}^* + C_{\epsilon_3}^* - 1) + V_n + (C_{\epsilon_1 + \epsilon_2}^* + C_{\epsilon_1 + \epsilon_3}^* \otimes V_n^*)} |n + 1\rangle
\]

that becomes

\[
(4.46) \quad (ne_1)^{m-1} \prod_{i=1}^{n+1} \frac{ne_1 - (i-1)\epsilon_1}{(ne_1 - (i-1)\epsilon_1 - \epsilon_1)(ne_1 - (i-1)\epsilon_1 - \epsilon_2)(ne_1 - (i-1)\epsilon_1 - \epsilon_3)} |n + 1\rangle.
\]

Many terms in the above products cancel out and we can simplify them as

\[
f_m |n + 1\rangle = (n + 1)(ne_1)^m \prod_{i=1}^{n+1} \frac{1}{((n + 1 - i)\epsilon_1 - \epsilon_2)((n + 1 - i)\epsilon_1 - \epsilon_3)} |n\rangle,
\]

\[
e_m |n\rangle = -\frac{1}{\epsilon_1} (ne_1)^m \prod_{i=1}^{n+1} \frac{1}{((n + 1 - i)\epsilon_1 - \epsilon_2)((n + 1 - i)\epsilon_1 - \epsilon_3)} |n + 1\rangle.
\]

Let us introduce

\[
A_k = -\prod_{i=1}^{k} \frac{1}{((k + 1 - i)\epsilon_1 - \epsilon_2)((k + 1 - i)\epsilon_1 - \epsilon_3)}
\]
and renormalize
\[ \prod_{k=1}^{m} A_k |m\rangle \to |m\rangle. \]

In terms of the renormalized basis, we have
\[ f_n |m + 1\rangle = -(m + 1)(\epsilon_1 m)^n |m\rangle, \]
\[ e_n |m\rangle = \frac{1}{\epsilon_1} (\epsilon_1 m)^n |m + 1\rangle \]

and if we identify
\[ |m\rangle = z^m, \]
the above action factors through
\[ f_n \to -(\epsilon_1 z \partial)^n \partial, \]
\[ e_n \to \frac{1}{\epsilon_1} z(\epsilon_1 z \partial)^n \]
acting on \( \mathbb{C}[z] \). In particular,
\[ f_n |m + 1\rangle \to -(\epsilon_1 z \partial)^n \partial z^{m+1} = -(m + 1)(\epsilon_1 z \partial)^n z^m = -(m + 1)(\epsilon_1 m)^n z^m \]
\[ \to -(m + 1)(\epsilon_1 m)^n |m\rangle, \]
\[ e_n |m\rangle \to \frac{1}{\epsilon_1} z(\epsilon_1 z \partial)^n z^m = \frac{1}{\epsilon_1} (\epsilon_1 m)^n z^{m+1} \to \frac{1}{\epsilon_1} (\epsilon_1 m)^n |m\rangle. \]

We have ended up with a geometric construction of the so-called vector representation of the 1-shifted affine Yangian \([40, 56, 66]\).

4.3. D4-brane and the \( \widehat{\mathfrak{gl}_1} \) Kac-Moody algebra. One can analogously perform the calculation for the D4-brane framing to obtain the so-called Fock representation of the affine Yangian \([94, 27, 30, 40, 41]\). Instead of going through the algebra, let us simply state the result.

Let us introduce an associative algebra generated by \( J_n \) for \( n \in \mathbb{Z} \) and satisfying commutation relations\(^{32}\)
\[ [J_m, J_n] = -\frac{1}{\epsilon_1 \epsilon_2} m \delta_{m,-n}. \]

This algebra is known as the \( \widehat{\mathfrak{gl}_1} \) Kac-Moody algebra, the \( \mathfrak{gl}_1 \) current algebra or the Heisenberg vertex operator algebra. It turns out that this algebra can be given a structure of a vertex operator algebra but this point is not going to be important for our discussion. Generally, configurations of D4-branes are always expected to lead to a vertex operator algebra leading to an interesting interplay between the theory of VOAs and geometry of divisors in Calabi-Yau threefolds \([102, 36]\).

The \( \widehat{\mathfrak{gl}_1} \) Kac-Moody algebra admits a class of lowest-weight modules generated by the action of negative modes \( J_n \) on the lowest-weight state \( |\mu\rangle \) satisfying
\[ J_0 |\mu\rangle = \mu |\mu\rangle, \quad J_m |\mu\rangle = 0 \quad \text{for } m > 0. \]
On top of the lowest-weight state $|\mu\rangle$, we can start building a pyramid of states by the action of negative modes

\[
\begin{align*}
&|\mu\rangle \\
&J_{-1}|\mu\rangle \\
&J_{-1}^2|\mu\rangle, \quad J_{-2}|\mu\rangle \\
&J_{-1}^3|\mu\rangle, \quad J_{-1}J_{-2}|\mu\rangle, \quad J_{-3}|\mu\rangle
\end{align*}
\]

and so on. Each line corresponds to a subspace of a fixed weight given by the sum of indices associated with all the involved $J_n$ generators. Note also that these expressions are naturally in correspondence with 2d partitions:

\[
\varnothing
\]

\[
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\ \ 
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\end{array}
\end{array}
\]
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Let us introduce an alternative basis of the affine Yangian of $\mathfrak{gl}_1$ given by

\[
\begin{align*}
\tilde{J}_n &= \frac{1}{(m-1)!}\text{ad}^m e_0, \\
\tilde{J}_n &= \frac{1}{(m-1)!}\text{ad}^m f_0, \\
T_{2,0} &= [f_1, f_2].
\end{align*}
\]

It turns out that the geometric action constructed above actually factors through

\[
Y_{0,1,0} : J_n \to \tilde{J}_n,
\]

\[
Y_{0,1,0} : T_{2,0} \to \frac{\epsilon_1 \epsilon_2}{3} \sum_{k,m=-\infty}^{\infty} J_{-m-k-2}J_{m-k} + \frac{\epsilon_1 \epsilon_2 \epsilon_3}{2} \sum_{m=1}^{\infty} mJ_{-m-1}J_{m-1}
\]

acting on the above Fock module for $\mu = 0$. For details see [94, 27, 30, 40, 41, 36]. Permuting parameters $\epsilon_i$, we obtain two more representations $Y_{1,0,0}$ and $Y_{0,1,0}$ associated with the other two orientations of the D4-brane.

It is also possible to recover the general $\mu$ by introducing an equivariant parameter associated with the $GL(1)$ action on the vector space associated with the framing node. This refinement turns out to be essential for understanding representations associated with more complicated configurations of D4-branes as we are going to sketch in the next section.

### 4.4. D6-brane and the MacMahon module

Analogously, one can construct a representation of a -1-shifted affine Yangian on a vector space labeled by 3d partitions associated with the D6-brane framing. It is straightforward to find explicit relations and recover the formulas form [44].

### 5. Cherednik algebras and $\mathcal{W}$-algebras

This section is an exploration of various modules one encounters when introducing stacks of non-compactly supported branes, non-compact branes that mutually intersect and nilpotent vacuum expectation value for Higgs fields.

Footnote 33: The action of such a -1 affine Yangian is presumably equivalent to the one introduced in [103, 104] if we restrict to the unshifted-Yangian subalgebra and renormalize our states.
5.1. **Affine Yangian of \( \mathfrak{gl}_1 \) and its shifts.** One can show that generators \( e_m, f_m, \psi_m \) coming from any choice of the framing satisfy relations of the \( \mathfrak{gl}_1 \) affine Yangian or its shifted versions. The relations of the \( \mathfrak{gl}_1 \) affine Yangian are \([105, 31, 40]\)

\[
\begin{align*}
\psi_{i+j} &= [e_i, f_j], \quad \psi_i, \psi_j = 0, \\
0 &= [e_{i+3}, e_j] - 3[e_{i+2}, e_{j+1}] + 3[e_{i+1}, e_{j+2}] - [e_i, e_{j+3}] \\
&\quad + \sigma_2[e_{i+1}, e_j] - \sigma_2[e_i, e_{j+1}] - \sigma_3[e_i, e_j], \\
0 &= [f_{i+3}, f_j] - 3[f_{i+2}, f_{j+1}] + 3[f_{i+1}, f_{j+2}] - [f_i, f_{j+3}] \\
&\quad + \sigma_2[f_{i+1}, f_j] - \sigma_2[f_i, f_{j+1}] + \sigma_3[f_i, f_j], \\
0 &= [\psi_{i+3}, e_j] - 3[\psi_{i+2}, e_{j+1}] + 3[\psi_{i+1}, e_{j+2}] - [\psi_i, e_{j+3}] \\
&\quad + \sigma_2[\psi_{i+1}, e_j] - \sigma_2[\psi_i, e_{j+1}] - \sigma_3[\psi_i, e_j], \\
0 &= [\psi_{i+3}, f_j] - 3[\psi_{i+2}, f_{j+1}] + 3[\psi_{i+1}, f_{j+2}] - [\psi_i, f_{j+3}] \\
&\quad + \sigma_2[\psi_{i+1}, f_j] - \sigma_2[\psi_i, f_{j+1}] + \sigma_3[\psi_i, f_j],
\end{align*}
\]

(5.1)

together with

\[
\begin{align*}
[\psi_0, e_i] &= [\psi_0, f_i] = [\psi_1, e_i] = [\psi_1, f_i] = 0, \\
[\psi_2, e_i] &= 2e_i, \quad [\psi_2, f_i] = -2f_i
\end{align*}
\]

(5.2)

and

\[
\begin{align*}
\text{Sym}_{i,j,k}[e_i, [e_j, e_k]] &= 0, \\
\text{Sym}_{i,j,k}[f_i, [f_j, f_k]] &= 0,
\end{align*}
\]

(5.3)

where \( \text{Sym}_{i,j,k} \) denotes symmetrization with respect to the indices.

Its subalgebras generated by all \( e_n, \psi_n \) but \( f_m \) restricted to \( m \geq k \) are called \( k \)-shifted affine Yangians. With a little bit of work, one can also introduce shifted Yangians with negative shift \( k < 0 \) but let us not go into details. These can be found in \([44]\) for the \( \mathfrak{gl}_1 \) affine Yangian and in \([49]\) for more general examples.

As proposed in \([102, 44, 65]\), shifts of the algebra capture a lot of information about the non-compact branes whose bound state with compactly supported branes we are interested in. For example:

1. The MacMahon representation associated with a single D6-brane naturally forms a representation of the \(-1\) shifted affine Yangian as discussed in \([44]\). This representation is expected to be equivalent to the one proposed in \([104]\) based on \([103]\).

2. The representations associated with various configurations of D4-branes form various representations of the \( \mathfrak{gl}_1 \) Yangian itself \([31, 105, 30, 102, 36, 67, 50]\). The central generator \( \psi_0 \) controls the number of D4-branes of a given configuration \([40, 105]\) by formula

\[
\psi_0 = -\frac{k_1}{e_2e_3} - \frac{k_2}{e_1e_3} - \frac{k_3}{e_1e_2}.
\]

(5.4)

One needs to be slightly careful when generalizing these statements to more complicated geometries and associated more general affine Yangians \([44, 45]\). In more general Yangians, one has the choice to shift either the imaginary root or real roots \([44]\). In the presence of only D4-brane-framings, the imaginary root is generally expected to remain unshifted but real roots carry an interesting information about the configuration of D4-branes. If we view a configuration of D4-branes as specifying a divisor inside our Calabi-Yau threefold (a sum of cycles on which our branes are supported together with multiplicities encoding the
number of branes of a given support), the shifts are controlled by the intersection number of such a divisor with different $\mathbb{C}P^1$’s in our geometry\[102, 44\]. These intersection numbers together with an analogue of the $\psi_0$ eigenvalue are expected to fully determine the divisor associated with our D4-brane configuration \[102, 107\].

(3) The representations associated with D2-branes are expected to lead to positive shifts of the affine Yangian \[108, 65\]. This is in particular true for the vector representation associated with a single D2-brane that gives rise to a representation of the 1-shifted $\mathfrak{gl}_1$ affine Yangian as we are going to see bellow. Note that in order to get the one-shifted Yangian in terms of a subalgebra of the non-shifted Yangian, we need to relabel the generators from the previous section as $\tilde{f}_m \rightarrow \tilde{f}_m^{\cdot \cdot 1}$. After such a relabeling, the $\psi_1$ generator is generally expected to control the number of D2-branes of a given orientation \[109, 65\] by formula

$$\psi_1 = \frac{m_1}{\epsilon_1} + \frac{m_2}{\epsilon_2} + \frac{m_3}{\epsilon_3}$$

for $k_i$ D2-branes along $C_{\epsilon_i}$.

5.2. Coproduct. More complicated representations of the $\mathfrak{gl}_1$ affine Yangian can be obtain by utilizing the coproduct structure. In particular, the affine Yangian admits a coproduct

$$\Delta : \mathcal{Y} \rightarrow \mathcal{Y} \otimes \mathcal{Y}$$

given by formulas \[31, 105, 30, 65\]

$$\Delta : \tilde{J}_n \rightarrow \tilde{J}_n \otimes 1 + 1 \otimes \tilde{J}_n,$$

$$\Delta : T_{2,0} \rightarrow T_{2,0} \otimes 1 + 1 \otimes T_{2,0} + \epsilon_1 \epsilon_2 \epsilon_3 \sum_{m=1}^{\infty} m\tilde{J}_{-m-1} \otimes \tilde{J}_{m-1}.$$  

In this section, we are going to use this coproduct to construct representations associated with more complicated configurations of branes. To show that the resulting modules agree with those constructed geometrically from the cohomology of our quiver moduli spaces would require some extra work. We refer an interested reader to the original literature.

5.3. Corner vertex operator algebras. We are now going to discuss how various configurations of D4-branes recover elements of representation theory of $\mathcal{W}$-algebras arising from truncations of the affine Yangian.

Let us first compose the coproduct with the two elementary representations $Y_{0,0,1}$ acting on the Fock spaces $\mathcal{F}_{\mu_1} \otimes \mathcal{F}_{\mu_2}$, i.e. let us introduce an action of an affine-Yangian generator $t$ via

$$(Y_{0,0,1} \otimes Y_{0,0,1}) \circ \Delta (t).$$

The states of $\mathcal{F}_{\mu_1} \otimes \mathcal{F}_{\mu_2}$ are in correspondence with a pair of partitions that are in turn in correspondence with fixed points of the quiver moduli with rank-two framing if we introduce equivariant parameters $\mu_1, \mu_2$ associated with the Cartan of $GL(2)$ acting on the vector space associated with the framing node \[31, 40\].

One can also show that the above map produces only a subalgebra of the tensor product of $\mathfrak{gl}_1$ Kac-Moody algebras \[31\] know as the Virasoro algebra tensored with a single copy of the $\mathfrak{gl}_1$ Kac-Moody algebra \[110\], i.e. an algebra generated by $L_m, J_n$ such that

$$[J_m, J_n] = -\frac{2}{\epsilon_1 \epsilon_2} \delta_{m,-n},$$

$$[L_m, J_n] = -nJ_{m+n},$$

\[5.9\]
\[ [L_m, L_n] = (m - n)L_{m+n} + \frac{1}{6} \left( 7 + 3 \left( \frac{\epsilon_1}{\epsilon_2} + \frac{\epsilon_2}{\epsilon_1} \right) \right) n(n^2 - 1)\delta_{m,-n}. \]

The lowest-weight state then satisfies

\[ J_m|\mu_1, \mu_2\rangle = L_m|\mu_1, \mu_2\rangle = 0 \quad \text{for } m > 0 \]

and it is an eigenstate of \( J_0, L_0 \) with eigenvalues being a function of equivariant parameters \( \mu_1, \mu_2, \epsilon_1, \epsilon_2 \).

The higher-weight states are generated by the action of negative modes \( L_{-m}, J_{-m} \).

For special values of \( \mu_1, \mu_2 \), the above-constructed module is not irreducible. For example, specializing \( \mu_1, \mu_2 \) such that \( J_0|\mu_1, \mu_2\rangle = L_0|\mu_1, \mu_2\rangle = 0 \), we can define an irreducible module imposing further constraint (see e.g. [111])

\[ L_{-1}|\mu_1, \mu_2\rangle = 0. \]

The states of a given weight are now obviously counted by

\[ \prod_{n=0}^{\infty} \frac{1}{(1 - q^{1+n})(1 - q^{2+n})} = 1 + q + 3q^2 + 5q^3 + 10q^4 + \ldots \]

compared to the original

\[ \prod_{n=0}^{\infty} \frac{1}{(1 - q^{1+n})^2} = 1 + 2q + 5q^2 + 10q^3 + 20q^4 + \ldots. \]

The generating function (5.12) counts so-called nested partitions. These are pairs of partitions \( (\lambda_1, \lambda_2) \) such that \( \lambda_2 \) can be placed on top of \( \lambda_1 \) to form a 3d partition. Alternatively, these can be identified with 3d partitions that are restricted to live inside a sandwich of height 2 along one of the directions. This module turns out to have a geometric realization coming from turning on nilpotent vacuum expectation value to the Higgs field on D4-branes as discussed in [67].

One can proceed with a construction of more complicated algebras associated with a generic configuration of D4-branes by using the coproduct \( k_1 + k_2 + k_3 - 1 \) times and then composing with [34]

\[ Y_{1,0,0}^{\otimes k_1} \otimes Y_{0,1,0}^{\otimes k_2} \otimes Y_{0,0,1}^{\otimes k_3}. \]

This leads to a class of corner vertex operator algebras [113] acting on the tensor product of \( k_1 + k_2 + k_3 \) Fock modules [40, 106, 116, 117, 118]. With a little bit of work, one can show that the geometric action coming from the quiver with three D4-brane framings factors through this map [36].

Similarly as above, a particular specialization of equivariant parameters associated to the framing node leads to a reducible module. The irreducible quotient can be then identified with a module with states counted by pit partitions [35] [116, 113, 102] and with a quiver-quantum-mechanics origin again coming from turning on Higgs vacuum expectation value to fields on D4-branes [56].

---

34Note that this construction is manifestly invariant under the triality that permutes the \( C_3 \) inside our Calabi-Yau threefold \( C_{a_1} \times C_{a_2} \times C_{a_3} \). If we were to utilize various string-theory dualities, we could relate this geometric picture to a very differently-looking configuration of brane webs. When viewed from such a different perspective, this triality, extending the well-known Feigin-Frenkel duality [112], has many highly non-trivial consequences [113]. See also [114, 102, 115].

35A pit partition is a 3d partition that can fit under the corner shifted by vector \( (k_1, k_2, k_3) \) from the origin. Remember that numbers \( (k_1, k_2, k_3) \) count branes of a given orientation.
5.4. Cherednik algebras and Calogero-Moser integrable systems. Let us finish with an exploration of much-less-understood algebras associated with more general configurations of D2-branes.

First, let us look into the representation arising from a single D2-brane along the direction $C_{\epsilon_1}$ and let us start with identifying the representation of generators in the $\tilde{J}_n, [f_0, f_1]$ basis. We have

$$f_1 = -\partial, \quad f_2 = -\epsilon_1 z \partial^2, \quad e_0 = \frac{1}{\epsilon_1} z, \quad e_1 = z^2 \partial,$$

where we have implemented the shift $f_n \rightarrow f_{n+1}$ to view the one-shifted affine Yangian as a subalgebra of the standard affine Yangian. Let us extend this representation by introducing

$$f_0 = -\frac{1}{\epsilon_1} z, \quad f_1 = -\partial, \quad f_2 = -\epsilon_1 z \partial^2, \quad e_0 = \frac{1}{\epsilon_1} z, \quad e_1 = z^2 \partial.$$

One can easily show that this is a representation of the non-shifted affine Yangian $\mathfrak{a}$ acting on $\mathbb{C}[z, 1/z]$. This extension is necessary in order to be able to use the coproduct of the affine Yangian to give a proposal for the general D2-brane algebras.

We can then identify the generators

$$J_n \rightarrow \frac{1}{\epsilon_1} z^n, \quad [f_0, f_1] \rightarrow \epsilon_1 \partial^2,$$

used in the definition of the coproduct (5.17). Using the coproduct and composing with $A_{1,0,0} \otimes A_{1,0,0}$ leads to

$$\tilde{J}_n \rightarrow \frac{1}{\epsilon_1} (z_1^n + z_2^n),$$

$$[f_0, f_1] \rightarrow \epsilon_1 \partial_1^2 + \epsilon_1 \partial_2^2 + \epsilon_1 \epsilon_2 \epsilon_3 \sum_{m=1}^{\infty} m \frac{z_1^{-m-1} - z_2^{-m-1}}{\epsilon_1} \frac{2}{\epsilon_1} \left( \sum_{i,j} \frac{2}{(z_i - z_j)^2} \right),$$

where we omitted the tensor product and $\mathbb{1}$ in the formula for the coproduct and resummed the infinite sum of $(z_2/z_1)^m$. These expressions are known to form the Dunkel representation of the Cherednik algebra $[119, 120]$ associated with $\mathfrak{gl}(2)$. The resulting algebras conjecturally act on moduli spaces associated with D2-branes $[65, 56]$ but very little is known about the geometric construction of D2-brane modules.

Similarly, one can use the coproduct $k_1 + k_2 + k_3 - 1$ times and compose the result with

$$A_{1,0,0}^{\otimes k_1} \otimes A_{0,1,0}^{\otimes k_2} \otimes A_{0,0,1}^{\otimes k_3},$$

leading to

$$\tilde{J}_{0,n} \rightarrow \epsilon_1^{-1} \sum_{i=1}^{k_1} z_i^n + \epsilon_2^{-1} \sum_{i=1}^{k_2} (z_i')^n + \epsilon_3^{-1} \sum_{i=1}^{k_3} (z_i'')^n,$$

$$T_{2,0} \rightarrow \epsilon_1 \sum_{i=1}^{k_1} \partial_i^2 + \frac{\epsilon_2 \epsilon_3}{\epsilon_1} \sum_{i<j} \frac{2}{(z_i - z_j)^2} + \epsilon_1 \sum_{i,j} \frac{2}{(z_i - z_j)^2} +$$

This representation is usually referred to as the vector representation $[40]$. 

---

[40]: This representation is usually referred to as the vector representation.
\[ (5.20) \]
\[ + \epsilon_2 \sum_{i=1}^{k_2} \partial_i^2 z_i + \epsilon_1 \epsilon_3 \sum_{i<j} \frac{2}{(z_i - z_j)^2} + \epsilon_2 \sum_{i<j} \frac{2}{(z_i - z_j')^2} + + \epsilon_3 \sum_{i=1}^{k_3} \partial_i^2 z_i' + \epsilon_1 \epsilon_2 \sum_{i<j} \frac{2}{(z_i'' - z_j'')^2} + \epsilon_3 \sum_{i<j} \frac{2}{(z_i - z_j')^2}. \]

We arrive at a three-parametric generalization of the Cherednik algebra from [65] and extending its two-parametric version from [121, 122, 123, 124, 125]. The algebras 5.21 form a triality-covariant\(^{37}\) class of representations of 1-shifted (or non-shifted) affine Yangian of \(\mathfrak{gl}_1\).

ACKNOWLEDGEMENT

I would like to express my deepest gratitude to Dylan Butson, Yan Soibelman, Alexander Tsym-baliuk, Yaping Yang and Gufang Zhao for patiently answering all my math questions. The research of M.R. was supported by NSF grant 1521446, NSF grant 1820912, the Berkeley Center for Theoretical Physics and the Simons Foundation.

REFERENCES

[1] P. S. Aspinwall, Enhanced gauge symmetries and Calabi-Yau threefolds, Phys. Lett. B 371 (1996) 231–237, [hep-th/9511171].
[2] S. Kachru and C. Vafa, Exact results for N=2 compactifications of heterotic strings, Nucl. Phys. B 450 (1995) 69–89, [hep-th/9505105].
[3] S. H. Katz, A. Klemm, and C. Vafa, Geometric engineering of quantum field theories, Nucl. Phys. B 497 (1997) 173–195, [hep-th/9609239].
[4] A. Klemm, W. Lerche, P. Mayr, C. Vafa, and N. P. Warner, Selfdual strings and N=2 supersymmetric field theory, Nucl. Phys. B 477 (1996) 746–766, [hep-th/9604034].
[5] S. Katz, P. Mayr, and C. Vafa, Mirror symmetry and exact solution of 4-D N=2 gauge theories: 1., Adv. Theor. Math. Phys. 1 (1998) 53–114, [hep-th/9706110].
[6] S. Hellerman, D. Orlando, and S. Reffert, String theory of the Omega deformation, JHEP 01 (2012) 148, [arXiv:1106.0279].
[7] S. Hellerman, D. Orlando, and S. Reffert, The Omega Deformation From String and M-Theory, JHEP 07 (2012) 061, [arXiv:1204.4192].
[8] K. Costello, M-theory in the Omega-background and 5-dimensional non-commutative gauge theory, arXiv:1610.04144.
[9] G. W. Moore, N. Nekrasov, and S. Shatashvili, Integrating over Higgs branches, Commun. Math. Phys. 209 (2000) 97–121, [hep-th/9712241].
[10] G. W. Moore, N. Nekrasov, and S. Shatashvili, D particle bound states and generalized instantons, Commun. Math. Phys. 209 (2000) 77–95, [hep-th/9803265].
[11] N. Dorey, T. J. Hollowood, V. V. Khoze, and M. P. Mattis, The Calculus of many instantons, Phys. Rept. 371 (2002) 231–459, [hep-th/0206063].
[12] N. A. Nekrasov, Seiberg-Witten prepotential from instanton counting, Adv. Theor. Math. Phys. 7 (2003), no. 5 831–864, [hep-th/0206161].
[13] M. Kontsevich, Homological Algebra of Mirror Symmetry, [alg-geom/9410108].
[14] E. R. Sharpe, D-branes, derived categories, and Grothendieck groups, Nucl. Phys. B 561 (1999) 433–450, [hep-th/9902116].
[15] M. R. Douglas, D-branes, categories and N=1 supersymmetry, J. Math. Phys. 42 (2001) 2818–2843, [hep-th/0011017].

\(^{37}\)Note that the triality symmetry from [126] discovered in the context of the double current algebra, an algebra isomorphic to the 1-shifted affine Yangian, has a natural geometric justification [65] in terms of permutation of coordinate lines in our Calabi-Yau threefold \(\mathbb{C}^3\).
[16] M. R. Douglas, B. Fiol, and C. Romelsberger, Stability and BPS branes, JHEP 09 (2005) 006, hep-th/0002037.

[17] P. S. Aspinwall and M. R. Douglas, D-brane stability and monodromy, JHEP 05 (2002) 031, hep-th/0110071.

[18] P. S. Aspinwall and A. E. Lawrence, Derived categories and zero-brane stability, JHEP 08 (2001) 004, hep-th/0104147.

[19] E. Sharpe, Lectures on D-branes and sheaves, 7, 2003, hep-th/0307245.

[20] P. S. Aspinwall, T. Bridgeland, A. Craw, M. R. Douglas, A. Kapustin, G. W. Moore, M. Gross, G. Segal, B. Szendrői, and P. M. H. Wilson, Diraclet branes and mirror symmetry, vol. 4 of Clay Mathematics Monographs. AMS, Providence, RI, 2009.

[21] J. A. Harvey and G. W. Moore, On the algebras of BPS states, Commun. Math. Phys. 197 (1998) 489–519, hep-th/9609017.

[22] M. Kontsevich and Y. Soibelman, Cohomological Hall algebra, exponential Hodge structures and motivic Donaldson-Thomas invariants, Commun. Num. Theor. Phys. 5 (2011) 231–352, arXiv:1006.2706.

[23] D. Galakhov and M. Yamazaki, Quiver Yangian from Crystal Melting, JHEP 11 (2020) 035, arXiv:2003.08609.

[24] O. Schiffmann and E. Vasserot, The elliptic hall algebra and the k-theory of the hilbert scheme of a^2, 2012.

[25] B. Davison, The critical CoHA of a quiver with potential, Quart. J. Math. Oxford Ser. 68 (2017), no. 2 635–703, arXiv:1311.7172.

[26] R. Rimanyi, On the Cohomological Hall Algebra of Dynkin quivers, arXiv:1303.3399.

[27] O. Schiffmann and E. Vasserot, The elliptic hall algebra and the k-theory of the hilbert scheme of a2, Duke Mathematical Journal 162 (Feb, 2013).

[28] Y. Soibelman, Remarks on Cohomological Hall algebras and their representations, 4, 2014. arXiv:1404.1606.

[29] M. Rapcak, Y. Soibelman, Y. Yang, and G. Zhao, Cohomological Hall algebras, vertex algebras and instantons, Commun. Math. Phys. 376 (2019), no. 3 1803–1873, arXiv:1810.10402.

[30] M. Dedushenko, S. Gukov, and P. Putrov, Vertex algebras and 4-manifold invariants, in Nigel Hitchin’s 70th Birthday Conference, vol. 1, pp. 249–318, 5, 2017. arXiv:1705.01645.

[31] B. Feigin and S. Gukov, VOA[M_1], J. Math. Phys. 61 (2020), no. 1 012302, arXiv:1806.02470.

[32] J. Ren and Y. Soibelman, Cohomological Hall algebras, semicanonical bases and Donaldson-Thomas invariants for 2-dimensional Calabi-Yau categories (with an appendix by Ben Davison), arXiv:1508.06068.

[33] A. Tsymbaliuk, The affine yangian of gl_1, revisited, Advances in Mathematics 304 (Jan, 2017) 583–645.

[34] Y. Yang and G. Zhao, On two cohomological hall algebras, Proceedings of the Royal Society of Edinburgh: Section A Mathematics 150 (Jan, 2019) 1581–1607.

[35] M. Kapranov and E. Vasserot, The cohomological Hall algebra of a surface and factorization cohomology, arXiv:1901.07641.

[36] Y. Yang and G. Zhao, On two cohomological hall algebras, Proceedings of the Royal Society of Edinburgh: Section A Mathematics 150 (Jan, 2019) 1581–1607.

[37] M. Rapcak, Y. Soibelman, Y. Yang, and G. Zhao, Cohomological Hall algebras and perverse coherent sheaves on toric Calabi-Yau 3-folds, arXiv:2007.13365.

[38] W. Li and M. Yamazaki, Quiver Yangian from Crystal Melting, JHEP 11 (2020) 035, arXiv:2003.08609.

[39] D. Galakhov and M. Yamazaki, Quiver Yangian and Supersymmetric Quantum Mechanics, arXiv:2008.07006.

[40] Y. Toda, Hall-type algebras for categorical Donaldson-Thomas theories on local surfaces, arXiv:2001.06922.
[48] D.-E. Diaconescu, M. Porta, and F. Sala, Mckay correspondence, cohomological hall algebras and categorification, 2020.
[49] D. Galakhov, W. Li, and M. Yamazaki, Shifted quiver Yangians and representations from BPS crystals, JHEP 08 (2021) 146, arXiv:2105.01230.
[50] D. Galakhov, W. Li, and M. Yamazaki, Toroidal and Elliptic Quiver BPS Algebras and Beyond, arXiv:2108.10286.
[51] A. Latyntsev, Cohomological hall algebras and vertex algebras, 2021.
[52] M. Porta and F. Sala, Two-dimensional categorified hall algebras, 2021.
[53] E. Witten, Sigma models and the ADHM construction of instantons, J. Geom. Phys. 15 (1995) 215–226, hep-th/9410052.
[54] M. R. Douglas, Branes within branes, NATO Sci. Ser. C 520 (1999) 267–275, hep-th/9512077.
[55] M. R. Douglas and G. W. Moore, D-branes, quivers, and ALE instantons, hep-th/9603167.
[56] D. Butson and M. Rapcak, In progress.
[57] A. Okounkov, N. Reshetikhin, and C. Vafa, Quantum Calabi-Yau and classical crystals, Prog. Math. 244 (2006) 597, hep-th/0309208.
[58] B. Szendroi, Non-commutative Donaldson-Thomas invariants and the conifold, Geom. Topol. 12 (2008), no. 2 1171–1202, arXiv:0705.3419.
[59] R. Pandharipande and R. P. Thomas, The 3-fold vertex via stable pairs, Geom. Topol. 13 (2009), no. 4 1835–1876, arXiv:0709.3823.
[60] M. R. Douglas and G. W. Moore, D-branes, quivers, and ALE instantons, hep-th/9603167.
[61] D. Butson and M. Rapcak, In progress.
[62] A. Okounkov, N. Reshetikhin, and C. Vafa, Quantum Calabi-Yau and classical crystals, Prog. Math. 244 (2006) 597, hep-th/0309208.
[63] B. Szendroi, Non-commutative Donaldson-Thomas invariants and the conifold, Geom. Topol. 12 (2008), no. 2 1171–1202, arXiv:0705.3419.
[64] R. Pandharipande and R. P. Thomas, The 3-fold vertex via stable pairs, Geom. Topol. 13 (2009), no. 4 1835–1876, arXiv:0709.3823.
[65] S. Mozgovoy and M. Reineke, On the noncommutative Donaldson-Thomas invariants arising from brane tilings, arXiv:0809.0117.
[66] H. Ooguri and M. Yamazaki, Crystal Melting and Toric Calabi-Yau Manifolds, Commun. Math. Phys. 292 (2009) 179–199, arXiv:0811.2801.
[67] K. Nagao and H. Nakajima, Counting invariant of perverse coherent sheaves and its wall-crossing, arXiv:0809.2992.
[68] M. Yamazaki, Crystal Melting and Wall Crossing Phenomena, Int. J. Mod. Phys. A 26 (2011) 1097–1228, arXiv:1002.1709.
[69] T. Nishinaka, S. Yamaguchi, and Y. Yoshida, Two-dimensional crystal melting and D4-D2-D0 on toric Calabi-Yau singularities, JHEP 05 (2014) 139, arXiv:1304.6724.
[70] D. Gaiotto and M. Rapcak, Miura operators, degenerate fields and the M2-M5 intersection, arXiv:2012.04118.
[71] M. Rapcak, Y. Soibelman, Y. Yang, and G. Zhao, In progress.
[72] A. Okounkov, N. Reshetikhin, and C. Vafa, Quantum Calabi-Yau and classical crystals, Prog. Math. 244 (2006) 597, hep-th/0309208.
[73] B. Szendroi, Non-commutative Donaldson-Thomas invariants and the conifold, Geom. Topol. 12 (2008), no. 2 1171–1202, arXiv:0705.3419.
[74] R. Pandharipande and R. P. Thomas, The 3-fold vertex via stable pairs, Geom. Topol. 13 (2009), no. 4 1835–1876, arXiv:0709.3823.
48 MIROSLAV RAPČÁK

[81] A. Tomasiello, A-infinity structure and superpotentials, Journal of High Energy Physics 2001 (Sep, 2001) 030–030.
[82] B. Keller, Introduction to A-infinity algebras and modules, Homology, Homotopy and Applications 3 (2001), no. 1 1–35.
[83] M. R. Douglas, S. Govindarajan, T. Jayaraman, and A. Tomasiello, D-branes on calabi-yau manifolds and superpotentials, Communications in Mathematical Physics 248 (May, 2004) 85–118.
[84] M. Herbst, C. Lazaroiu, and W. Lerche, Superpotentials, a-infinity relations and wDV equations for open topological strings, Journal of High Energy Physics 2005 (Mar, 2005) 071–071.
[85] B. Szendroi, Cohomological Donaldson-Thomas theory, 2016.
[86] N. Nekrasov, BPS/CFT CORRESPONDENCE II: INSTANTONS AT CROSSROADS, MODULI AND COMPACTNESS THEOREM, Adv. Theor. Math. Phys. 21 (2017) 503–583, arXiv:1608.07272.
[87] N. Dorey, The BPS spectra of two-dimensional supersymmetric gauge theories with twisted mass terms, JHEP 11 (1998) 005, hep-th/9806056.
[88] E. Witten, Chern-Simons gauge theory as a string theory, Prog. Math. 133 (1995) 637–678, hep-th/9207094.
[89] E. Witten, Supersymmetry and Morse theory, J. Diff. Geom. 17 (1982), no. 4 661–692.
[90] D. Mumford, J. Fogarty, and F. Kirwan, Geometric Invariant Theory. Ergebnisse der Mathematik und Ihrer Grenzbereiche, 3 Folge/A Series of Modern Surveys in Mathematics Series. Springer Berlin Heidelberg, 1994.
[91] V. W. Guillemin and S. Sternberg, Supersymmetry and equivariant de Rham theory, 1999.
[92] L. W. Tu, Introductory Lectures on Equivariant Cohomology: (AMS-204) Princeton University Press, 2020.
[93] M. K. Kapranov, On dg-modules over the de Rham complex and the vanishing cycles functor, in Algebraic Geometry, (Berlin, Heidelberg), pp. 57–86, Springer Berlin Heidelberg, 1991.
[94] N. Nakajima, Lectures on Hilbert schemes of points on surfaces. 
[95] G. Ellingsrud and S. Stromme, On the homology of the hilbert scheme of points in the plane, Inventiones mathematicae 87 (06, 1987) 343–352.
[96] D. Maulik, N. Nekrasov, A. Okounkov, and R. Pandharipande, Gromov-Witten theory and Donaldson-Thomas theory, I, Compos. Math. 142 (2006), no. 05 1263–1285, math/0312059.
[97] D. L. Jafferis, Supersymmetry and Morse theory, J. Diff. Geom. 17 (1982), no. 4 661–692.
[98] L. W. Tu, Introductory Lectures on Equivariant Cohomology: (AMS-204) Princeton University Press, 2020.
[99] M. K. Kapranov, On dg-modules over the de Rham complex and the vanishing cycles functor, in Algebraic Geometry, (Berlin, Heidelberg), pp. 57–86, Springer Berlin Heidelberg, 1991.
[100] N. Nakajima, Lectures on Hilbert schemes of points on surfaces. 
[101] S. R. Costenoble and S. Waner, The equivariant Thom isomorphism theorem, Pacific Journal of Mathematics 152 (1992) 21–39.
[102] M. Atiyah and R. Bott, The moment map and equivariant cohomology, Topology 23 (1984), no. 1 1–28.
[103] T. Procházk and M. Rapčák, Webs of W-algebras, JHEP 11 (2018) 109, arXiv:1711.06888.
[104] B. Feigin, M. Jimbo, T. Miwa, and E. Mukhin, Quantum toroidal gl1-algebra: Plane partitions, Kyoto Journal of Mathematics 52 (Jan, 2012).
[105] T. Procházk, W -symmetry, topological vertex and affine Yangian, JHEP 10 (2016) 077, arXiv:1512.07178.
[106] D. Maulik and A. Okounkov, Quantum Groups and Quantum Cohomology, Nucl. Phys. B 809 (2009) 452–518, arXiv:0803.4188.
[107] T. Procházk, W -algebra modules, free fields, and Gukov-Witten defects, JHEP 05 (2019) 159, arXiv:1808.08837.
[108] M. Rapčák, On extensions of gl(m|n) Kac-Moody algebras and Calabi-Yau singularities, JHEP 01 (2020) 042, arXiv:1910.00031.
[109] R. Kodera and H. Nakajima, Quantized Coulomb branches of Jordan quiver gauge theories and cyclotomic rational Cherednik algebras, Proc. Symp. Pure Math. 98 (2018) 49–78, arXiv:1608.00875.
[110] D. Gaiotto and J. Oh, Aspects of Omega-deformed M-theory, arXiv:1907.06495.
[111] V. A. Fateev and S. L. Lukyanov, The Models of Two-Dimensional Conformal Quantum Field Theory with Z(n) Symmetry, Int. J. Mod. Phys. A 3 (1988) 507.
[112] R. Bott and L. Tu, Differential Forms in Algebraic Topology, Graduate Texts in Mathematics. Springer New York, 2013.
[113] S. R. Costenoble and S. Waner, The equivariant Thom isomorphism theorem, Pacific Journal of Mathematics 152 (1992) 21–39.
[114] T. Procházk, W -symmetry, topological vertex and affine Yangian, JHEP 10 (2016) 077, arXiv:1512.07178.
[115] M. Rapčák, On extensions of gl(m|n) Kac-Moody algebras and Calabi-Yau singularities, JHEP 01 (2020) 042, arXiv:1910.00031.
[116] M. Bershtein, B. Feigin, and G. Merzon, *Plane partitions with a “pit”: generating functions and representation theory*, Selecta Mathematica 24 (Feb, 2018) 21–62.

[117] A. Litvinov and L. Spodyneiko, *On W algebras commuting with a set of screenings*, JHEP 11 (2016) 138, [arXiv:1609.06271](https://arxiv.org/abs/1609.06271).

[118] D. Jafferis, *Crystals and intersecting branes*, hep-th/0607032.

[119] A. A. Kirillov, *Lectures on affine hecke algebras and macdonald’s conjectures*, Bulletin of the American Mathematical Society 34 (1997) 251–292.

[120] P. Etingof and V. Ginzburg, *Symplectic reflection algebras, calogero-moser space, and deformed harish-chandra homomorphism*, Invent. Math 348.

[121] E. Langmann, *Source identity and kernel functions for elliptic calogero-sutherland type systems*, Letters in Mathematical Physics 94 (Aug, 2010) 63–75.

[122] B. Estienne, V. Pasquier, R. Santachiara, and D. Serban, *Conformal blocks in Virasoro and W theories: Duality and the Calogero-Sutherland model*, Nucl. Phys. B 860 (2012) 377–420, [arXiv:1110.1161](https://arxiv.org/abs/1110.1161).

[123] Y. Berest and O. Chalykh, *Deformed calogero–moser operators and ideals of rational cherednik algebras*, 02, 2020.

[124] A. Sergeev and A. Veselov, *Deformed quantum calogero-moser problems and lie superalgebras*, Communications in Mathematical Physics 245 (Mar, 2004) 249–278.

[125] N. Nekrasov, *BPS/CFT correspondence V: BPZ and KZ equations from qq-characters*, [arXiv:1711.11582](https://arxiv.org/abs/1711.11582).

[126] P. Etingof, D. Kalinov, and E. Rains, *New realizations of deformed double current algebras and deligne categories*, 2020.