Predicting the Timing of Camera Movements From the Kinematics of Instruments in Robotic-Assisted Surgery Using Artificial Neural Networks

Hanna Kossowsky, Student Member, IEEE, and Ilana Nisky, Senior Member, IEEE

Abstract—Robotic surgeries offer many benefits, however do not allow for simultaneous control of the endoscopic camera and the surgical instruments. This leads to frequent interruptions as surgeons adjust their viewpoints. Autonomous camera control could help overcome this challenge. We propose a predictive approach for anticipating when camera movements will occur using artificial neural networks. We used kinematic data of surgical instruments from robotic surgical training. We split the data into segments, and labeled if each segment immediately preceded a camera movement or did not. Due to the large class imbalance, we trained an ensemble of networks on balanced subsets of the data. We found that the instruments’ kinematics can be used to predict when camera movements will occur, and evaluated the performance on different segment durations and ensemble sizes. We also studied how much in advance upcoming camera movements can be predicted, and found that predicting camera movements up to 0.5 s in advance led to only a small decrease in performance relative to predicting imminent camera movements. These results serve as a proof-of-concept for predicting the timing of camera movements in robotic surgeries and suggest that an autonomous camera controller for robotic surgeries may someday be feasible.
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I. INTRODUCTION

Robotic-assisted minimally invasive surgeries (RAMIS) have gained popularity over the past decades [1], [2]. During RAMIS, e.g. with the da Vinci surgical system (Intuitive Surgical Inc., Sunnyvale, California), the surgeon uses Master Tool Manipulators (MTMs) to control a camera arm, and Patient Side Manipulators (PSMs), on which surgical instruments are mounted; the surgeon uses a foot pedal to switch between their control [3]. RAMIS offer many advantages to both patients and surgeons, compared to open or laparoscopic surgeries. Patients benefit from less postoperative pain, shorter hospital stay, reduced complication rates and less tissue damage and blood loss [1], [4]. Surgeons benefit from reduced tremors compared to open surgeries [2], as well as more degrees of freedom, better visualization, and improved ergonomics compared to laparoscopic surgeries [2], [5].

Despite the many benefits offered by RAMIS, they are not without disadvantages, such as an increase in the operative time and the need for special training [1]. Furthermore, unlike open surgeries, similar to all minimally invasive surgeries, in RAMIS the visual feedback is limited; only a specific region of the surgical scene is visible to the surgeon, who controls an endoscopic camera arm to adjust the viewpoint [6]. Studies have shown that the camera is moved frequently, especially by expert surgeons [7], and the value of good camera control has been demonstrated in several works [7]–[10]. Poor visualization and sub-optimal viewpoints, on the other hand, can have detrimental effects; they can lower surgeons’ awareness to the surgical environment and lead to an increase in surgical errors, causing injuries and impairing patients’ safety [6], [11], [12]. Simultaneously controlling the camera and the surgical instruments is not possible in RAMIS [6], [13], necessitating surgeons to release control of the instruments every time they wish to re-position the camera [6], [13], [14]. Such manual re-positioning can be time consuming [1], [14], lead to disruptions in the flow of the surgery [15] and can potentially be distracting [16].

A potential solution to this challenge is the automation of the camera movements [17], [18]. One approach for such automation is tracking methods. For example, tracking the movements of the surgical instruments and moving the camera such that the instruments are always in the field of view [12], [15]–[17], [19], [20], or in the surgeons’ preferred area [21]. This can be beneficial, as it is important that the surgical instruments remain within the field of view to avoid injuries and tissue damage [12], [16], [19]. While tracking the surgical instruments has been shown to be a feasible and beneficial method, it assumes the instruments to be the only deciding factor in the surgical scene, while in reality, additional features, such as anatomical features, likely affect the optimal viewpoint [22], [23]. Hence, the instruments could still be in the field of view, but not necessarily be what define the camera movements at every given moment. This is supported by [23], in which they designed a robotic camera system for laparoscopic surgeries that could switch between two modes: track instrument, or show specific anatomical site based on the current surgical stage. Other camera automation tracking approaches are based on tracking the surgeon’s eyes [24], head [13] or head and and upper-body motions [25] to control the camera. There are several common characteristics between these methods. One is that they necessitate adding tracking systems to the autonomous camera controller. Additionally,
in many of these methods, the camera is constantly moving to follow the instruments, eyes or head, whereas in RAMIS, the camera is often stationary and moved at specific times. To prevent the constant movement of the camera, it may be possible to define a threshold that needs to be surpassed for camera movements to occur. This would, however, necessitate devising a method for defining the threshold. Additionally, the tracking methods focus on reactive, rather than predictive, camera automation.

Several works have investigated the potential for predictive camera control. One such study positioned the camera in accordance with anticipated instrument trajectories that were predicted using Markov models [26]. Furthermore, several works have designed algorithms for predicting camera viewpoints and movements using data collected in dry-lab tasks [22], [27], [28]. For example, in [27], participants performed a pick-and-place task while controlling simulated camera movements with their heads; inverse reinforcement learning was then used to predict the camera movements. However, the dry-lab tasks in these studies [22], [27], [28] are more structured and less complex than surgical procedures. Wagner et al., [29] designed an autonomous camera guiding robot for laparoscopic surgeries based on a full surgical procedure. Their work showed promising results, however, was performed using a human model, which too is different than a real anatomical setting. To the best of our knowledge, very few works have focused on the prediction of RAMIS camera movements in real and complex surgical environments.

When approaching the subject of camera automation, the question of the control method arises. For example, while tracking the surgical instruments has been shown to improve different aspects of users’ performance, it assumes that the camera control method should be to follow the instruments. However, it is currently unknown what exactly drives surgeons’ camera movements and their timings. Therefore, an alternative method for automating camera movements in RAMIS can be to use the surgeon as the model to imitate using artificial neural networks. Artificial neural networks have been used in various works in RAMIS; for example, in the segmentation of surgical procedures into gestures [30]–[32] and the classification of surgeons’ skill levels [33]. However, to the best of our knowledge, predicting camera movements from RAMIS data using artificial neural networks was not demonstrated to date.

Different forms of RAMIS data can be used to assess the possibility of predicting camera movements in RAMIS. One option is to use the video stream, whereas another is to use the kinematic data of the surgical instruments. Using the video stream offers several advantages, such as the comprehensiveness of the data, i.e., everything the surgeon sees is reflected in the video stream. Additionally, when using systems that involve moving an endoscopic camera, the video stream will always be available. On the other hand, using the kinematics of the instruments can allow for using smaller and simpler neural networks than those required by the video stream. This can be advantageous in RAMIS, as online running time can be increased due to an increase in the network complexity. Furthermore, if the instruments’ kinematics can be used to predict camera movements in RAMIS, it can shed light on the relation between instruments and camera movements from the perspective of understanding surgeons’ sensorimotor control.

We hypothesize that it may be possible to use the instruments’ kinematics to predict the camera movements. Previous works have shown autonomous camera systems which track the movements of the instruments to be beneficial [12], [15]–[17]. While these benefits can be related to factors such as a reduction in the mental workload, it can also indicate a relation between the camera and the instruments movements. This relation is logical, as the surgeon performs the surgery with these instruments, and removing them from the field of view can lead to injuries [12], [16], [19]. Furthermore, the kinematics of the instruments reflect the surgeons’ hand movements. In open surgeries, the surgeons move their eyes and head to adjust their viewpoint, which may be reflected by the camera movements in RAMIS. Head, eye and hand movements have been shown to be related [34]. Hence, we posit that the kinematics of the surgical instruments may be indicative of upcoming camera movements.

The problem of predicting the camera movements in RAMIS can be divided into two sub-problems: (1) predicting the timing and (2) predicting the trajectories of the camera movements. In this study we use artificial neural networks to predict the timing of the camera movements from the kinematics of the surgical instruments, recorded during surgical training using the da Vinci surgical system. We approached the problem of predicting the timing of camera movements as a classification problem. We split the kinematic data of the instruments into segments, and labeled each segment either as one that immediately precedes a camera movement, or one that does not. We then trained neural networks to classify segments of kinematic data either as immediately preceding a camera movement or not immediately preceding a camera movement.

A critical challenge when predicting the timing of the camera movements is that the data is highly imbalanced: there are many more kinematic segments that do not immediately precede a camera movement than those that do. Imbalanced data impairs the ability of neural networks to learn, as they tend to misclassify minority class samples as belonging to the majority class, due to the latter’s increased prior probability [35]. One solution is under-sampling the majority class, such that the network is trained on a balanced subset of the data. However, this solution discards much of the available data, and the subset of samples drawn from the majority class may not be representative. Another solution, used in sentiment classification [36] and credit scoring [37], is to train an ensemble of networks, each on a balanced subset of the data, and to then combine the predictions of all the networks. Each of the networks receives all the minority class samples and a different subset of majority class samples, which equals in size to the number of samples in the minority class.

In this study, we use an ensemble of neural networks to analyze kinematic data that was recorded during surgical training on porcine models with the da Vinci surgical system. Our results indicate that the timing of the camera movements can be predicted from the kinematic data. We examine the performance of the ensemble for several ensemble sizes and
segment durations. Furthermore, in addition to the prediction of imminent camera movements, we examine the possibility of advance prediction of upcoming camera movements to open the possibility of online prediction of camera movement timing during RAMIS. Finally, we discuss directions for future improvements of our ensemble.

The contributions of our work are as follows:

- This work serves as a proof of concept for the possibility of predicting the timing of camera movements in RAMIS, and shows that this is possible using solely the kinematics of the surgical instruments, with no video input.
- We examine several kinematic segment durations and demonstrate which contains the most relevant information for the prediction of camera movements in RAMIS.
- We show that, in addition to predicting imminent camera movements, advance prediction is possible, indicating that online prediction of the timing of camera movements in RAMIS can potentially be possible.
- We show that predicting camera movement events is possible in unstructured and complex data recorded during surgical training using the da Vinci surgical system.

II. METHODS

A. Data

The data used in this work are recordings of surgical training on a porcine model using the da Vinci surgical system, provided to us through a collaboration agreement with Intuitive Surgical Inc. The protocol, titled "Computer Enhanced Minimally Invasive Surgery-Surgeon and Staff Training" was approved on July 31, 2019. The dataset consists of recorded procedures performed by seven surgeons (three experts and four novices), each performing two tasks, Uterine Horn Dissection and Simulated Cuff Closure. That is, a total of 14 recorded surgical tasks were used in this work.

We used the kinematic data of the three surgical instruments that were used in these tasks. The instruments were mounted on the three PSMs (Patient Side Manipulators), the kinematics of which were sampled at 50Hz. As in [30], [38], the kinematic data we used were the endpoint position in the three Cartesian axes, the three linear velocities, and the gripper angle of each PSM. There were therefore a total of 21 features per sample. The velocity was numerically calculated by differentiating the position according to the time. We then filtered the position and velocity data using second order zero-phase Butterworth filters, with cutoff frequencies of 5Hz and 8Hz, respectively. Finally, we normalized each of the features by subtracting its mean and dividing it by the standard deviation (z-score normalization).

1) Imminent Camera Movement Prediction: To label the data, we used the camera arm’s endpoint Cartesian position to identify the timestamps in which the camera moved, and in which it was stationary. Fig 1(a) shows an example of the camera’s endpoint position in one of the axes, where the timestamps identified as those in which the camera moved are highlighted in gray. We then split the kinematic data of the PSMs into segments, and labeled each segment either as immediately preceding a camera movement (designated a before camera movement segment) or not immediately preceding a camera movement (designated a not before camera movement segment). Hence, the inputs to the neural networks were kinematic data, comprised of 21 features, each with a length of N samples. We aimed to find the segment duration that would lead to the highest success in predicting the timing of camera movements on our dataset, and therefore created several versions of the segmented kinematic data, each with a different segment length, N = 25, 50, 100 and 200 samples, corresponding to segment durations of 0.5, 1, 2 and 4 seconds. Fig. 1(c) illustrates a segment (network input), comprised of 21 features, each of length N.

We created test, validation and train sets for each of the four segment durations. The test sets were created by randomly selecting 15% of the before camera movement segments from
each recording (in the event of a not whole number of segments, we rounded up), and an equivalent number of not before camera movement segments, thus achieving balanced test sets. This process was repeated using the remaining data to create balanced validation sets. The remaining, unbalanced data were our potential train sets. All the before camera movement segments in the train set were used to train each of the networks in the ensemble, while a different subset of not before camera movement segments was used for each network (Fig 2(a)). This allowed us to use a larger portion of the data, while training each of the networks on a balanced dataset.

The datasets created for each of the segment durations were of different sizes (Table I). For example, if two camera movements occurred less than 200 samples apart, this camera movement would not be included in the 4 s duration dataset, but may be included in the shorter duration datasets. We chose not to downsample all our datasets to the smallest size as our dataset was very small to begin with. We acknowledge that smaller datasets can lead to poorer performance; however, our main goal in this work was to assess the possibility of predicting the timing of the camera movements using the kinematics of the instruments. We therefore decided to use all the data available to us in order to answer the question, can the kinematics of instruments be used to predict when camera movements will occur, to the best of our ability. As we aimed to achieve the highest performance we could with our data, we aimed to find the segment duration that would lead to the best performance for our dataset, and therefore, examined the performance of different segment durations to find which would be best in this case.

We additionally examined the potential for overlapping segments in our datasets. There were many more before camera movement segments than before camera movement segments. Specifically, the ratio between the two was on the order of magnitude of 10^3. Hence, due to the random sampling of the not before camera movement segments, most of the segments did not overlap with one another. However, there was a larger percentage of segments with overlap for the longer segment duration datasets. Specifically, the percentage of overlapping segments for the 0.5 s segment duration was under 7%, where only 3% of them had an overlap of 50% or higher. The overlap for the 1 s duration was under 13%, where 6% had an overlap of 50% or higher. In the 2 s duration, the overlap was 22%, with 12% with an overlap of 50% or higher. Lastly, the overlap for the 4 s duration was under 38%, where under 23% had an overlap of 50% or higher.

As a subset of the not before camera movement segments was used to train each of the networks in the ensemble, the segments were not fed into the networks in a time-consecutive order. Furthermore, to prevent overfitting and biases, random shuffling was used, such that the order of the segments was different in each training epoch. Hence, the networks were trained to receive a kinematic segment and recognize if it would, or would not, be immediately followed by a camera movement. Such a trained network could then potentially be used in RAMIS; the network could continuously receive data segments and indicate those that should be followed by a camera movement.

2) Advance Camera Movement Prediction: We additionally examined the possibility of predicting that a camera movement would occur in a certain amount of time, rather than immediately following the kinematic segment. This is important for opening the possibility of online execution of an automated camera movement following the prediction that a camera movement should occur. We therefore examined the performance of the ensemble when trained to predict that a camera movement would occur in 0.25, 0.5 and 1 second, and compared these results to the ability of the ensemble to predict an imminent camera movement.

Here, our main interest was to assess the cost in performance that would be caused by advance prediction. That is, if imminent prediction is possible, could this prediction method potentially be used online? To investigate this possibility, we examined the relation between the amount of advance prediction time and the decrease in performance. We therefore aimed to isolate the factor of advance prediction time and to ensure that our results would stem from that alone. This came across in the segments included in this part of our work. If two camera movements were too close together, there could arise a situation in which there would not be enough samples in between to allow for advance prediction. Therefore, in this part, we took only the before camera movement segments which could belong to all the datasets. Hence, in this part, we used a smaller portion of our dataset, such that there were 478 segments in our training data.

3) Feature Contribution: To examine the contribution of each of the features (position, velocity, and gripper angle) to the performance of the ensemble, we removed each in turn and trained each of the ensemble’s networks on the remaining features. When either the position or the velocity was omitted, there were 12 features, and when the gripper angle was excluded, there were 18 features. The goal of this analysis was to shed light on the features that may have contributed more to the learning of the neural networks in this task.

**B. Networks**

1) Network Evaluation: To evaluate the ensembles’ performances, we used three metrics: accuracy, True Positive Rate (TPR), and True Negative Rate (TNR). The accuracy is defined as the number of correctly classified segments divided by the total number of classified segments.

\[
\text{Accuracy} = \frac{TN + TP}{TN + FP + FN + TP} \tag{1}
\]

where True Negative (TN) is the number of not before camera movement segments correctly classified as such. Similarly,
True Positive (TP) is the number of before camera movement segments correctly classified as such. False Positive (FP) refers to the case where a not before camera movement segment is predicted to be a before camera movement segment, and False Negative (FN) is when a before camera movement segment is predicted to be a not before camera movement segment.

The additional two metrics we examined reflect the ability of the ensemble to detect a before camera movement segment when there is one (TPR), or a not before camera movement segment when there is no imminent camera movement (TNR):

\[ TPR = \frac{TP}{TP + FN} \quad (2) \]
\[ TNR = \frac{TN}{TN + FP} \quad (3) \]

We ran each of the networks in this work 10 times with different random seeds to ensure that the results did not vary greatly between the different seeds. To test the statistical significance of our results, we used ANOVA Models with the MATLAB statistic toolbox (2018a). Following that, we compared between every two conditions using post-hoc t-tests. We used the Holm-Bonferroni correction for multiple comparisons. We present the p-values after this correction ($p_{corrected}$), and therefore the threshold significance level following the correction is 0.05.

2) Ensemble Size and Segment Duration: Each of the networks in the ensemble was an LSTM network (Long Short-Term Memory network) [39]. As this network architecture is able to learn sequential data due to a memory unit. To choose the ensemble size, based on [30] and several pilots, we began with two LSTM layers. We examined the performance of nine network architectures to choose the ensemble size: each LSTM layer could be comprised of either 100, 300 or 500 neurons. To stabilize the learning process and reduce over-fitting we added a dropout layer with a probability of 0.2 after each LSTM layer, and a batch normalization layer [40] between the two LSTM-dropout blocks. We used the adam optimizer with a learning rate of 0.0001, and decayed the learning rate with every epoch according to:

\[ lr_i = \text{decay} \times lr_{i-1}, \quad (4) \]

where $lr_i$ is the learning rate in epoch $i$, and decay = 0.99.

For small ensemble sizes, each additional network has a larger effect on the ensemble’s performance; this effect decreases as the ensemble size increases. We tested several ensemble sizes, and the number of composing networks was chosen such that stable performance of the ensemble was achieved [37]. To combine between the outputs of the networks, we used majority voting [41]: each of the networks predicted the segment’s class, and the ensemble’s output was the class predicted by the majority of the networks (Fig 2(b)).

After choosing the ensemble size, we then assessed which of the segment durations would lead to the best performance of the ensemble. We continued with the previously described nine networks for this stage. We examined the accuracy, TPR and TNR of the ensembles for the four different segment durations, and selected the duration that produced the best results when predicting when camera movements would occur.

3) Hyperparameter Tuning: After finding the ensemble size that consistently led to stable results for the nine network architectures, as well as the segment duration that consistently led to the highest performance for our data, we further tuned the hyperparameters of the network for this ensemble size and segment duration. This was to obtain the highest performance we could with our selected segment duration considering our small dataset. We tested the use of one or two LSTM layers, the number of neurons in each layer (100, 300, 500, 700, 900 and 1100), dropout after each LSTM layer (0.1, 0.2 and 0.3), recurrent dropout in each LSTM layer (0.0 and 0.2), the number of neurons in each layer (100, 300, 500, 700, 900 and 1100), dropout after each LSTM layer (0.1, 0.2 and 0.3), recurrent dropout in each LSTM layer (0.0 and 0.2), the number of batch normalization layers (zero, one and two), learning rate (0.001 and 0.0001), learning rate decay rate (0.90, 0.99 and 1), batch size (32, 64, 128 and 256), and L2 regularization (0.1, 0.01, 0.001 and 0.0001).

The weights of the LSTM layers were initialized according to the number of neurons in the layer, by selecting their values from a normal distribution, $N(0, \sqrt{\frac{2}{\text{LayerSize}}})$. We monitored the validation set loss, and used early stopping to end the training if the loss did not decrease for three consecutive epochs. We additionally evaluated the performance of the ensemble when using L1 regularization and when normalizing the data according to its maximal value, but both these options...
yielded poorer results and we do not report them here. We also assessed the performance when averaging the outputs of the networks in the ensemble instead of majority voting, but this too led to poorer performance.

III. RESULTS

We chose the ensemble size, segment duration and network hyperparameters by training the described networks on the train set, and testing them on the validation set. Once arriving at our final ensemble architecture, we tested its performance on the yet untouched test set, and present these results at the end of this section.

A. Ensemble Size

We evaluated nine ensemble architectures to choose the ensemble size. Fig. 3 shows the accuracy of one ensemble as a function of the ensemble size, for each of the four segment durations. For smaller ensemble sizes, every added network affected the accuracy of the ensemble. As the ensemble size increased, this effect became smaller, such that for ensemble sizes of 15 and higher, the accuracy was relatively stable. This was observed for all nine ensembles, and similar stabilization was observed in the TPR and TNR values as well. We therefore selected an ensemble size of 15 networks.

B. Segment Duration

Fig. 3 shows the average performance of the 10 evaluations of the nine ensembles, each of which was comprised of 15 networks, for each segment duration. All the standard deviations of the 10 repetitions were smaller than 0.1. The accuracy achieved for the segment durations of 0.5 s and 1 s were higher than those of 2 s and 4 s (Fig. 3(a)). A comparison between the 0.5 s and 1 s segments revealed that eight of the nine ensembles scored higher for the 1 s segments. Next, Fig. 3(b) showed that the TPR values of the 0.5 s segments were higher than those of the 1 s segments. Similar to the accuracy, the TPR values for the 0.5 s and 1 s segments were higher than those of 2 s and 4 s. When examining Fig. 3(c), we saw that the TNR values of the 1 s segments were higher than those of the 0.5 s. We also noted that there were cases in which the 2 s segments had the highest TNR, however as this duration was inferior in both the accuracy and the TPR, it was not chosen.

To choose between the 0.5 s and the 1 s segment durations, we took all three metrics into account. First, in most of the cases, the 1 s segments had higher accuracy values. Second, we aimed to design an ensemble that would be able to both detect when there would be, and when there would not be, a camera movement. Hence, both the TPR and TNR values were of equal importance. We saw that the TPR and TNR values for the 1 s segments were similar (Fig. 3(b-c)), whereas the 0.5 s segments had a high TPR, but a low TNR. We therefore selected the 1 s segment. We note that had we found either the shortest or longest segment duration to be the best of the four, we would have expanded our segment duration options, but this was not the case.

We additionally assessed the statistical significance of the effect of the segment duration on the accuracy, TPR and TNR using three nested ANOVA models. The factor of the 10 repetitions was nested in the factor of the network architecture. The results are summarized in Table III. We observed a significant effect of the segment duration on all three metrics. Furthermore, the comparisons between every two durations were significant. That is, the 1 s segment duration led to significantly higher performance than the other three durations in terms of accuracy and TNR, and yielded higher TPR values than the 2 s and 4 s segment durations.

| Test | Metric | Accuracy | TPR | TNR |
|------|--------|----------|-----|-----|
| ANOVA model | $F_{(2,44)} = 4.48, p < 10^{-4}$ | $F_{(2,44)} = 255.79, p < 10^{-4}$ | $F_{(2,44)} = 267.78, p < 10^{-4}$ |
| 0.5 s vs. 1 s | $t_{(16)} = 7.92$ | $t_{(16)} = 7.96$ | $t_{(16)} = 13.50$ |
| 0.5 s vs. 2 s | $t_{(16)} = 8.63$ | $t_{(16)} = 21.88$ | $t_{(16)} = 14.04$ |
| 0.5 s vs. 4 s | $t_{(16)} = 27.86$ | $t_{(16)} = 21.45$ | $t_{(16)} = 9.36$ |
| 1 s vs. 2 s | $t_{(16)} = 15.95$ | $t_{(16)} = 15.92$ | $t_{(16)} = 2.26$ |
| 1 s vs. 4 s | $t_{(16)} = 34.71$ | $t_{(16)} = 13.48$ | $t_{(16)} = 24.66$ |
| 2 s vs. 4 s | $t_{(16)} = 18.75$ | $t_{(16)} = 2.44$ | $t_{(16)} = 0.015$ |

C. Hyperparameter Tuning

We examined the accuracy, TPR and TNR of each of the networks architectures and arrived at the final hyperparameters. Our final network architecture was two LSTM layers, the first with 1100 neurons, and the second with 300. Each of these layers had a recurrent dropout of 0.0, and was followed by a dropout layer with a probability of 0.2. One batch normalization layer was placed between the two LSTM-dropout blocks. L2 regularization was used in both LSTM
layers, with a value of 0.001. The learning rate was 0.0001, with a decay rate of 0.99, and the batch size was 128.

After selecting the hyperparameters, we ensured that for this architecture too, the 1 s segment performed best. We therefore trained this architecture on each of the four segment durations, and compared between the results obtained on each of their validation sets. As shown in Table III, our final architecture showed the same trend as the previously checked nine. As shown in Table III, our final architecture showed the same trend as the previously checked nine.

**TABLE III**

| Metric      | 0.5     | 1       | 2       | 4       |
|-------------|---------|---------|---------|---------|
| Accuracy    | 0.74 ± 0.02 | 0.75 ± 0.01 | 0.73 ± 0.01 | 0.80 ± 0.01 |
| TPR         | 0.84 ± 0.02 | 0.79 ± 0.04 | 0.74 ± 0.04 | 0.90 ± 0.01 |
| TNR         | 0.60 ± 0.02 | 0.56 ± 0.04 | 0.54 ± 0.04 | 0.66 ± 0.04 |

**D. Imminent Camera Movement Prediction**

The average performance of the 10 runs of the ensemble comprised of these networks on the test set was 0.72 ± 0.02 accuracy, a TPR of 0.74 ± 0.02 and a TNR of 0.70 ± 0.04 in predicting the timing of the endoscopic camera movements. The average confusion matrix of the 10 runs is presented in Table IV. This table shows the average and standard deviation number of segments classified as TN, FP, FN, and TP.

**TABLE IV**

| True Class | Not Before Camera Movement | Before Camera Movement |
|------------|---------------------------|------------------------|
| Not Before Camera Movement | 45.3 ± 2.4                | 19.7 ± 2.4              |
| Before Camera Movement      | 17.3 ± 1.5                | 47.7 ± 1.5              |

**E. Advance Camera Movement Prediction**

We compared the ensemble’s ability to predict an imminent camera movement with its ability to predict an upcoming camera movement in advance. The architecture of these ensembles was identical to that which predicted imminent camera movements, as we were interested in assessing the cost in performance caused by advance prediction. Table V shows the performance of the four ensembles. Table VI shows the ability of the ensemble to predict an upcoming camera movement 0.25, 0.5 and 1 second ahead of time relative to the imminent prediction achieved with the smaller dataset in terms of accuracy, TPR, and TNR.

We used ANOVA models to examine the effect of the advance prediction time on the accuracy, TPR, and TNR, using three separate analyses (Table VII). We found that advance prediction of 0.25 s did not significantly decrease the accuracy relative to imminent prediction, whereas advance prediction of 0.5 s and 1 s did. Furthermore, advance prediction of 0.25 s decreased the TPR, however increased the TNR, relative to imminent prediction. Predicting camera movements 0.5 s in advance significantly decreased the TPR, and advance prediction of 1 s decreased both the TPR and TNR values.

**F. Feature Contribution**

We removed each of the features (position, velocity, and gripper angle) from the data in turn, and examined the perfor-
Fig. 5. Classification Examples. This figure shows examples of segments correctly and incorrectly classified as before camera movement segments and not before camera movement segments. The displayed signals are the position of one of the PSMs, recorded relative to the camera. Each plot shows three examples of segments, and the color indicates the direction of the movement, beginning with the light shades, and ending with the dark. (a) True Negative, (b) False Negative, (c) False Positive, and (d) True Positive.

TABLE V
ADVANCE PREDICTION PERFORMANCE

| Metric         | Time [sec] | 0       | 0.25    | 0.5     | 1       |
|----------------|------------|---------|---------|---------|---------|
| Accuracy       |            | 0.662 ± 0.009 | 0.662 ± 0.019 | 0.662 ± 0.018 | 0.662 ± 0.019 |
| TNR            |            | 0.662 ± 0.009 | 0.662 ± 0.011 | 0.662 ± 0.024 | 0.662 ± 0.019 |

TABLE VI
ADVANCE PREDICTION PERFORMANCE IN PERCENTAGES RELATIVE TO IMMINENT PREDICTION

| Metric       | Time [sec] | 0.25 | 0.5 | 1 | 80% |
|--------------|------------|------|-----|---|-----|
| Accuracy     |            | 98%  | 94% | 84% | |
| TPR          |            | 92%  | 89% | 80% | |
| TNR          |            | 105% | 99% | 88% | |

TABLE VII
EFFECT OF ADVANCE PREDICTION ON PERFORMANCE

| Metric       | Excluded Feature | 0 s vs. 0.25 s | 0 s vs. 0.5 s | 0 s vs. 1 s | 0.25 s vs. 0.5 s | 0.25 s vs. 1 s | 0.5 s vs. 1 s |
|--------------|------------------|----------------|---------------|--------------|------------------|----------------|---------------|
| Accuracy     |                  | 0.71 ± 0.008   | 0.75 ± 0.005  | 0.74 ± 0.012  | 0.75 ± 0.005     | 0.69 ± 0.007   | 0.75 ± 0.005  |
| TPR          |                  | 0.75 ± 0.005   | 0.75 ± 0.005  | 0.74 ± 0.012  | 0.75 ± 0.005     | 0.69 ± 0.007   | 0.75 ± 0.005  |
| TNR          |                  | 0.73 ± 0.005   | 0.75 ± 0.005  | 0.74 ± 0.012  | 0.75 ± 0.005     | 0.69 ± 0.007   | 0.75 ± 0.005  |

IV. DISCUSSION

In this work, we developed an ensemble of neural networks to predict when camera movements will occur in RAMIS using the kinematic data of the three PSMs. We did this by splitting the data into segments, and labeling each either as a segment that immediately precedes a camera movement, or one that does not. Due to the large imbalance between the number of before camera movement segments and not
before camera movement segments, we used an ensemble of networks. We showed that the kinematic data can indeed be used to predict camera movements, and found which segment duration and ensemble size were best for the task with our dataset. Additionally, we found that advance prediction of camera movements in RAMIS can be possible.

The accuracy we achieved on the test set was 0.72, which does indeed show that the kinematic data is indicative of camera movements, as chance level in this case is 0.50. However, these results leave room for improvement. There are several potential explanations for this performance level. One is the fact that our dataset was very small; more data would likely improve the ensemble’s performance. Available and labeled surgical data is a common bottleneck [42]–[44], and therefore poses a challenge when using deep learning to analyze surgical data. However, this work is the first to use RAMIS data to predict the timing of the camera movements, and demonstrates that it is possible to do so using the kinematic data of the surgical instruments. As the availability of data increases, the potential for better performance increases. Therefore, this work serves as a proof of concept, and the performance would need to be improved to be used in RAMIS.

An additional fact that may have contributed to the performance level is that this dataset was comprised of seven surgeons at two expertise levels (novices and experts), and the camera movements likely differ between the surgical levels. For example, experts have been shown to make smaller and more frequent camera movements than novices [7]. We observed a similar tendency in our dataset, in which the experts made on average 35 and 57 camera movements in the “Uterine Horn Dissection” and “Simulated Cuff Closure” tasks, respectively, whereas novice surgeons made on average 10 and 24 camera movements in the two tasks. However, due to the small size of our dataset we could not explore the potential benefit of tailoring the network to the expertise of the user or other user specific factors such as school. This could be an interesting direction for future research, and we believe that training networks separately for different surgical expertise levels may improve the performance of the ensemble.

Moreover, this dataset contained two different procedures. More data would additionally allow for training networks separately on different procedures, which may be characterized by different movements. We can additionally raise the question of if these surgical procedures are representative of other procedures. That is, would this approach work for other surgical procedures? In this work, we hypothesized that predicting the timing of the camera movements from the instruments’ kinematics might be possible. Despite the small size of our dataset, we found this to be possible. We do not believe that neural networks trained on two specific procedures are representative of all the surgical procedures, and believe that there would be great value in training networks for specific procedures. However, as a relation between surgical instruments and camera movements likely exists in the majority of surgical procedures, we hypothesize that this method can be used for different surgical procedures. We believe that this is a hypothesis that is important to assess in future works.

The fact that the kinematics of the instruments can be indicative of camera movements is consistent with previous works that designed systems in which the camera followed the instruments [12], [15]–[17]. In these works, they found that the autonomous systems were preferred by users and improved users’ performance in dry-lab tasks. However, similar to these works, ours too has the drawback of assuming the instruments to be the only deciding factor in RAMIS camera movements, while in reality, other features, such as anatomical features, likely affect the desired viewpoints [22], [23]. Therefore, in our future work, we may find it beneficial to add the visual information to the network, such that it can take the entire surgical scene into account. However, unlike systems in which the camera tracks the surgical instruments, our predictive method does not assume a specific method to be optimal. That is, having the camera follow the instruments assumes that the camera control method should be to follow the instruments. However, this may not be the method of camera control naturally employed by surgeons, or the method that would be most beneficial for them. Several works discuss the lack of flexibility of these systems [22], [23]. Training neural networks to predict when the surgeon would move the camera assumes the surgeon to be the model to imitate. That is, there is no assumption that the tools should be followed in a specific manner. Rather, the goal is to move the camera at the times the surgeon would have chosen, such that they achieve new viewpoints at the times they would have chosen, potentially allowing them to focus more fully on the surgical task.

In this work, we found the use of an ensemble to be an appropriate solution for the class imbalance. This is in accordance with [36] and [37], which both used an ensemble of models with unbalanced datasets. Furthermore, by comparing between the performance of the ensemble and each of its individual composing networks, we found that the ensemble led to better and more consistent results than using only under-sampling to deal with the class imbalance (i.e., training only a single network on a sub-set of the data). We will note that we explored the possibility of under-sampling the majority class to different ratios relative to the minority class, and accounting for the imbalance in the loss calculation, however found that this led to lower TPR values than the ensemble.

Commonly, ensembles are comprised of different models [36], [37]. This can be beneficial, as different models may perform better in different aspects of the problem [45]. In our work, the ensemble was comprised of networks with the same architecture, similar to [46]. We chose not to use different networks in our ensemble due to the very small size of our dataset. We posited that examining many possible network combinations and choosing the one with the highest performance on the validation set might not lead to the best performance on the test set, rather might be tailored to the small validation set.

After creating ensembles comprised of 15 networks, we examined four segment durations to find which would achieve the best results. The segment durations we tested were 0.5, 1, 2, and 4 seconds. We found that the 1 s segment duration yielded the best results. There are several potential explanations for this result. First, the dataset used for the 1 s segment duration was larger than those of the 2 s and
4 s segment durations. It is therefore a possibility that this contributed to the superior performance of the 1 s segment dataset. On the other hand, the 0.5 s duration dataset was larger than the 1 s duration dataset, and yet performed less well in terms of accuracy and TNR. We hypothesize that the 0.5 s duration may not have contained enough information to differentiate between before camera movement and not before camera movement segments.

An additional possible reason that the longer duration sets performed less well can be that the before camera movement and not before camera movement segments may also have been similar in the cases of the 2 s and 4 s segments. That is, these segments may have contained information indicative of camera movements. However, this information may have been only part of the segment, while the rest of the segment could have been unrelated to a potential upcoming camera movement. If this were to be the case, the added information, which was unrelated to the camera movements, could have made it harder for the network to differentiate between before camera movement and not before camera movement segments, leading to the observed decrease in performance.

Yet another potential explanation is the overlap that could exist between segments. We segmented the dataset with an overlap of N-1. Following that, we trained each network on a balanced subset of the data by using all the before camera movement segments, and a randomly selected subset of not before camera movement segments. There were many more not before camera movement segments, such that due to the random selection of our subsets, many of the segments did not overlap with each other. However, the longer segment duration datasets did have more overlapping segments than the shorter duration datasets. Hence, this may too have contributed to the superior performance of the shorter durations. Future work with larger datasets can allow for better isolation of the causes that led to the better performance of the 1 s segment dataset. Additionally, larger datasets, as well as datasets containing additional surgical procedures, can allow for testing if there are segment durations that consistently lead to the best results.

The 1 s segment duration may appear short. However, works that have decomposed surgical tasks (e.g., suturing) into their composing gestures have shown that there are gestures which fall in the range between one and two seconds, and some are even slightly shorter than one second [30], [38]. This indicates that meaningful surgical data can be included in data segments of one second. This is further supported by the fact that reaction times in surgery have been shown to be under a half a second [47], [48], and therefore information indicating an upcoming camera movement can be included in a one-second segment. These studies showed that the reaction times were generally above 300 msec, further supporting the idea that the 0.5 s segments likely did not contain enough information to be indicative of camera movements.

We examined the accuracy of our ensemble, however it was also important to separately assess the ability of the ensemble to recognize an upcoming camera movement when there was one (as quantified by the TPR), as we are interested in a system that may be able to initiate a camera movement at the appropriate time. However, of equal importance is the ability of the ensemble to predict no imminent camera movement when there is none (as quantified by the TNR). If the system were to move the camera at an inappropriate time, it could disorient and confuse the surgeon, as well as cause critical features or instruments to be outside the field of view. The ensemble achieved a TPR of 0.74 and a TNR of 0.70 on the test set. Similar to the accuracy, these metrics need to be further improved to be used in RAMIS, however are above chance level, and show that the ensemble learned how to recognize both before camera movement and not before camera movement segments, as desired.

We also were interested in attempting to understand the contribution of each of the features to the performance of the network. We found that removing the velocity led to decreases in the accuracy and TPR values, whereas excluding the position led to increases in the accuracy and TNR values. These results indicate that the velocity might be important for predicting the timing of camera movements in RAMIS. If the velocity is the most indicative feature, removing the position signals might improve the performance of the ensemble. This decreases the number of features, hence decreasing the size of the network, and potentially leaving only the most relevant information present. Omitting the gripper angle led to similar performance to that of the full network, indicating that this feature may not provide additional information. Furthermore, these results indicate the robustness of the ability of the ensemble to learn the timing of the camera movements using the kinematics of the instruments in our dataset. However, further work with larger datasets is needed to fully ascertain which of the features are consistently most indicative of the camera movements, and what relations between the features are learned by the neural networks.

The end goal of our work is to develop an autonomous camera controller. We trained an ensemble to recognize if a camera movement will, or will not, follow a segment of kinematic data. Hence, no data from after the initiation of the camera movement was used by our ensemble. This is in contrast to other studies that inputted both past and future RAMIS data points into neural networks in classification problems [30], [38]. Therefore, our proposed ensemble can potentially be used for online prediction of upcoming camera movements by feeding segments of kinematic data into the trained ensemble during RAMIS, and recognizing online which segments should be followed by a camera movement.

Nevertheless, when designing such an autonomous controller, instructing the camera to move immediately would not be feasible. Therefore, we examined the possibility of predicting that a camera movement will happen in a certain amount of time rather than in the next sample. We found that advance prediction of camera movements is possible. Predicting a camera movement 0.25 s in advance led to only a slight decrease in performance, such that all three metrics were at least 92% relative to imminent prediction. Specifically, we observed no significant decrease in accuracy, whereas there was a decrease in the TPR and an increase in the TNR relative to imminent prediction. Predicting camera movements 0.5 s in advance led to a slightly larger decrease in the performance, however, here too, all three metrics were close to,
or higher than, 90% relative to immediate prediction. Despite this, the decreases in accuracy and TPR were statistically significant. Predicting camera movements 1 s in advance led to a larger decrease in the performance, such that the accuracy of predicting a camera movement 1 s in advance was 84% relative to imminent prediction, i.e., an accuracy level of 0.55. Based on these results, we posit that predicting a camera movement 1 s in advance may lead to too large of a decrease in the reliability of the prediction. However, we also note that a larger dataset would allow for more precise characterization of the limit of advance prediction. Even with the small dataset, our results demonstrate that camera movements can be predicted slightly in advance, with only a small decrease in performance, supporting the possibility of one day performing online camera movement prediction in RAMIS.

In addition to the requirements of improving the performance and using larger datasets [49], prior to potentially using such an autonomous system in RAMIS, there are additional challenges and limitations when considering adopting AI (artificial intelligence) based systems in the medical field. For example, it is vital to ensure the safety of such a system by conducting surgical training experiments in which surgeons compare manual camera control to autonomous camera control. It will also be important to hear if surgeons prefer the autonomous system. It can additionally be important to study potential affects that the optics of the camera may have on camera movements and their prediction.

There are also ethical questions that arise when considering the use of AI in the medical field. For example, there is the question of interpretability. While a surgeon may be able to explain the rational for their decisions, explaining the cause of an autonomous system’s output can be more challenging [49], [50]. There is additionally the question of accountability in the event of a mistake made by an AI system [49]. Furthermore, there is the risk of bias, in which the system may have biases in their predictions relating to features that are not actually causal factors in that case, such as gender or race [50], [51]. There is also the question of rare cases; while the surgeon may be able to use their knowledge and experience to adapt to a rare or unexpected case, an AI system may not know how to respond to an unfamiliar case [51], [52]. Hence, there are many ethical issues to consider when developing AI systems for medical use.

However, AI has also been shown to be beneficial in medical use. For example, AI has been shown to improve patient outcomes, and has the potential to reduce the workload of medical personnel [53]. We believe that a system which can autonomously move the camera has the potential to benefit surgeons and to reduce their workload. However, such a system would need to be trained on a very large and varied dataset [54], as well as tested extensively. Furthermore, we believe that such a system would still need to allow control for the surgeon. For example, the surgeon should be able to move the camera on their own should they feel it appropriate. Hence, the potential introduction of such a system into surgeries has many preceding steps. However, this work shows that it may one day be possible, as well as sheds scientific light of the possibility of predicting the timing of camera movements made by surgeons using the instruments’ kinematics.

V. CONCLUSIONS

In this work we used an ensemble of LSTM neural networks to analyze recordings of surgical tasks performed with the da Vinci surgical system, and demonstrated that the kinematic data of the surgical instruments can be used to predict when camera movements will occur. We found the segment duration and ensemble size that produced the best results on our dataset and tuned the hyperparameters of the networks in the ensemble. Furthermore, we showed that, in addition to the prediction of imminent camera movements, the camera movements can be predicted slightly in advance. Our findings may be the first step towards designing a predictive autonomous camera controller, which would allow robotic surgeons to benefit from optimal viewpoints without necessitating the frequent camera movements they currently have to make manually.
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