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Abstract: Free-space communication is a leading component in global communications. Its advantages relate to a broader signal spread, no wiring, and ease of engagement. Satellite communication services became recently attractive to mega-companies that foresee an excellent opportunity to connect disconnected remote regions, serve emerging machine-to-machine communication, Internet-of-things connectivity, and more. Satellite communication links suffer from arbitrary weather phenomena such as clouds, rain, snow, fog, and dust. In addition, when signals approach the ground station, it has to overcome buildings blocking the direct access to the ground station. Therefore, satellites commonly use redundant signal strength to ensure constant and continuous signal transmission, resulting in excess energy consumption, challenging the limited power capacity generated by solar energy or the fixed amount of fuel. This research proposes LTSM, an artificial recurrent neural network technology that provides a time-dependent prediction of the expected attenuation level due to rain and fog and the signal strength that remained after crossing physical obstacles surrounding the ground station. The satellite transmitter is calibrated accordingly. The satellite outgoing signal strength is based on the predicted signal strength to ensure it will remain strong enough for the ground station to process it. The instant calibration eliminates the excess use of energy resulting in energy savings.
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1. Introduction

During the recent two decades, cellular wireless infrastructure has served as the standard data transmission system. However, the expected growing demand for internet services, high speed, wide bandwidth, and availability requires a significant change in communication infrastructure, deployment, technology, and management. Free space high-speed communications, employing numerous satellites and related ground stations, seem to reasonably fulfill this extreme demand.

Higher frequencies are considerably affected by rainfall that attenuates the propagating signal at microwave and millimeter-wave frequencies. Therefore, mitigating rain attenuation is required to ensure the quality of microwave and millimeter-wave links. Dynamic attenuation mitigation methods are implemented alongside attenuation prediction models. Calculating the impact of rain on satellite communication relies on attenuation data collected for each ground station and transmission frequency. This data, together with standard prediction methods, enables us to estimate the expected attenuation per location. The availability of satellite beacon measurements has provided a database for validating and refining the prediction models. The predicting methods recommended by
the ITU-R assume that an equivalent cell of uniform rainfall rate can model the non-uniform rainfall along the propagation path. An identical cylindrical cell of constant rain can intercept the link at any position with equal probability. A practical path length is calculated as the average length of the intersection between the cell and the propagation path. As a result, the effective path length is always smaller than the actual path length. In the slant path prediction method, horizontal and vertical reduction factors consider the spatial and temporal variability of the rain field.

A satellite cruises in a specific orbit while receiving and sending signals to and from a ground station. The ground station is located in a fixed location. Figure 1 depicts the entire scene where the ground station, satellite, and orbit are synchronized to enable data transmission between them. The signal route from the satellite to the ground station contains two sections, designated as A and B in Figure 1. Section A focuses on predicting the attenuation level of signals from the satellite, passing the free space up to the ground buildings. Section B indicates the remaining signal strength after it passes the blocking buildings surrounding the ground station. Sections A and B complement each other to predict the initial signal strength by satellite to overcome the accumulated signal attenuation when passing both sections.

The satellite Link Budget, \( LB \), is distributed among the panels, including the \( P_T \) transmitter output power (dBm), \( G_T \) transmitter antenna gain (dBi), \( G_R \) receiver antenna gain (dBi), \( L_{FS} \) free-space propagation loss, and \( L_M = L_S + L_x \) miscellaneous losses (fading margin, body loss, polarization mismatch, and other losses) (dB). The link budget can be expressed as \( LB = P_T + G_T + G_R + L_{FS} + L_M \). and \( SNR = \frac{P_T \cdot G_T \cdot G_R \cdot L_{FS} \cdot L_M}{N_0 B} \) Where \( N_0 \) is the basic noise level and \( B \) is the signal bandwidth. To maintain an SNR that ensures the maximum transmission rate when the signal attenuation changes \( (L_M \text{ decreases or increases}) \), the transmission output power \( P_T \) is changed accordingly. Figure 2 depicts the components used for calculating the \( LB \) value. We used the STK simulator to obtain synthetic communication data between the satellite and the ground station according to different weather situation data to prove our approach.

Typical ground stations in modern urban areas are surrounded by high buildings disturbing the propagation of electromagnetic waves. We focus on the reflections and diffractions signals caused by structures, leading to reduced signal effectiveness and signal loss.

The combination of predicting the signal attenuation and performing the correction of the transmission intensities make it possible to maintain proper Signal-to-Noise Ratio (SNR) and prevent transmission interference. For each section, A and B, we have developed a separate prediction model using LSTM and an associated Python programming software. We used collected data from the Genesis LEO satellite and corresponding simulated data in the range of 2.4GHz to 72GHz. We then executed two LSTM systems, one for each section, to predict the attenuation levels in each part. We reached less than a 2% gap between the predicted and the actual attenuation levels for each piece. We calculated the expected SNR based on this data, the ITU model, and the LSTM neural networks for
a few seconds ahead. Based on the predicted SNRs, the signal strength is changed accordingly, resulting in reduced power consumption. We conducted separate experiments for each frequency. Results show that the predicted measurements for all frequencies are very close to the actual value.

The rest of this paper is organized as follows: section 2 outlines related work, section 3 presents our model for predicting the signal attenuation level due to climate situations and blocking construction near the ground station, section 4 outlines the experiment setup and the corresponding results for each route section, and in section 5 we conclude with conclusions and future work. Where applicable, we separated between sections A and B to emphasize the differences.

Figure 2: The components used for calculating the LB value

2. Related Work

Section A:

Samad et al. [1] provide a comprehensive overview of past and current rain attenuation models outlining classification, accuracy, and comparison with additional details on the LA rain attenuation (LARA) models. Kalaivaanan et al. [2] suggest antennas with a larger diameter to receive a broader range of data that improves the accuracy of the results and reduces the rain attenuation prediction error. They used a Ka-band with an antenna with a diameter of above 7.2m in tropical regions to prove this. Dahman et al. [3] propose a binary decision probabilistic method for Ka frequency rain attenuation forecast using a predetermined threshold. It is a known protocol adjusted for probabilistic weather forecasts in a communication satellite control loop. Golovachev et al. [4] show the reduction of the bit error rate for the orthogonal frequency-division multiplexing (OFDM) communication link applied for millimeter waves (MMW, 30-300 GHz) transmission. Boney et al. [5] analyzed rain attenuation measurements collected over four years, working at 11,15 and 19 GHz, and proposed to improve the rain-prediction model’s accuracy coefficients. Bundall et al. [6], who focus on the distance factor for MMW links, found that the distance values for the path lengths up to 1 km are inconsistent. They propose a fix for the distance factor in ITU-R P530.17. P Through [7] based its measurement of multiple antenna sizes.

Yeo et al. [8] present a rain attenuation model for the tropical region with a rainfall rate of 0.01% at the time. It collects input from two satellites operating at Ka-band (WINDS) and Ku-band (GE23), 18.9 and 12.75 GHz, respectively. The gap between the predicted and the actual measures shows that the gap is less than those predicted by the ITU-R, Yamada, DAH, Karasawa, and Ramachandran models. Islam et al. [9] propose an improvement of ITU-R for tropical regions and 15GHz frequency. Ahuna et al. [10] offer a combination of rainfall statistics and an ML-based model, which uses a neural network trained by rainfall data collected in South Africa for four years. They found that the gap between the predicted and actual results was close, which is better than other models for short sampling time. Das et al. [11] noticed that a rainfall prediction model applied for tropical regions does not generate the same accuracy when applied to other areas. A proper $\mu$ and $s$ model is required to fit other locations, assuming that a large data set exists for the desired region at different frequencies. Hence, a global model for $\mu$ and $s$ is applicable for any area for a time series of rain attenuation. Fadilah and Pratama [12] compared rain attenuation prediction in Indonesia using the ITU-R, Global Crane, and DAH models. The study concludes that ITU-R provides the closest forecast.
Most of the reviewed models relate to the tropical region while ignoring others. Sakir and Atiqul [13] used I areas of Bangladesh using 36 to 46 GHz and V 46 to 56 GHz bands. They observed that the attenuation varies from 40 dB to 170 dB, which is relatively high. Hence, maintaining the connection for 99.99% of the rainy season requires 140 dB and 100 dB, respectively. They explored methods to improve the performance and the accuracy of the SNR prediction for LTE and 5G, Wireless Networks and Mobile Communications. They achieved less than 1 ms process time and complete accuracy when utilizing time-domain signals for SNR range of [-4, 32] dB and resolution of 2 dB. P. Kazemi et al. [15] proposed an algorithm for improving the handover decisions between two BSs, eliminating UE assistance and HO reduction. They used ML to predict the SNR of transmissions between two 5G cellular base stations. S.H.A. Shah et al. [16] propose an LSTM-based system for predicting multi-directional link quality in mm-Wave systems in wireless systems. It simulated multi-cell link and vehicular blockers at 28 and 140 GHz and beamed prediction in an indoor setting at 60 GHz.

Tozer et al. [17] Outline the application and features of High-Altitude Platforms (HAP) to deliver future broadband wireless communications. The term building entry loss we used here corresponds to the definition made at ITU-R Rec. [17], defined as the excess loss due to building walls and other building features. Building entry loss depends on the building type, construction, and electrical parameters of the material used. Measurements of Penetration loss of various building materials at 1–8 GHz appear in [18]. [19,20] present electrical parameters of materials of S-band frequencies. Many other aspects influence the building entry loss, such as the receiver’s position inside the building, the transmitter, and so forth, making it difficult to accurately estimate the level of received power inside a building. A decrease of the entry losses into building with floor height can often be observed [21,22]. Entry loss measurements for 2 GHz are reported in [23,24]. Measuring the spread of the received signal within buildings has been reported in [25,26,27]. In [28], the authors focused on the overall building entry loss and building entry loss as a function of elevation and entry angle and the results of time delay spread. [29,30] presented a new model of the path loss parameters. D. Micheli et al. [31] describe a simple way to measure electric wave attenuation within an indoor scenario, demonstrating attenuation level differences for different wall materials and textures. Al-Hourani et al. [32] propose a framework for modeling satellite-to-ground signal attenuation in urban environments. It captures the shadowing using measurements collected from a global navigation satellite system (GNSS). The mentioned methods are based on various data analysis methods to identify the contributing parameters to signal loss. This approach requires proof of the truth of the found parameters. Our proposed system is based on accumulated data processed by proven ML methodologies generating improved and accurate outcomes.

In summary, for section A we reviewed rain attenuation and related prediction models. Some focus on a specific range of frequencies, particular world regions, or wireless systems but do not provide a comprehensive approach covering a broader frequency range or models independent of a specific area. For section B, we reviewed several proposals dependent on particular setups. This work proposes a general prediction model that can be adjusted to comply with any region and a broad spectrum of frequencies.

3. Predicting the Signal attenuation LEVEL

Section A: The proposed solution comprises three steps: a collection of SNR and weather conditions, collection of the attenuation levels, and application of the prediction model.

Collecting the SNR and weather conditions

In the first stage, we collect data on the SNR and weather conditions. Figure 3 depicts an example of the SNR station in December 2019.
In stage 2, we collect the attenuation levels during the satellite transition in orbit for 24 hours. Figure 4 illustrates the various measurements and the attenuation level over the satellite orbit. It corresponds to the angle (θ) between the ground station and the satellite position.

![Figure 4. Various measurements and the attenuation level.](image)

**Application of the prediction model**

In stage 3, we use ITU models to calculate channel damping due to climatic phenomena (clouds, rain, snow, etc.). The ITU-R method uses the concept of a sufficient path length using a reduction factor. The process calculates the long-term statistics of the slant path rain attenuation at a given location for frequencies up to 30 GHz and provisionally for higher frequencies. This method involves several steps.

**Building the database for the learner**

We use the collected data related to SNR, climatic conditions, and satellite orbits to comprise a learner database to enable SNR prediction. We used data from 3 sources: STK simulation linking satellite orbit (time and angle) with channel orientation, weather data from a meteorological database, and SNR data measured by the satellite. Each record in the learner database represents an alignment of these three data sources. The record layout is sampling date and time, angle, temperature, frequency, humidity, bandwidths, and an indication of the passed or lost signal. Table 1 presents examples of the database used for training the deep learning system.
Developing the predictive models

For the prediction method, we use a deep-learning algorithm that follows the following steps:

1. **Accept the training and testing dataset** - Table 1 is an example of the training and testing data set required to input the predicting system.

2. **Execute the prediction deep learning algorithm** - The input and output of the prediction procedure:

   \[
   X_{mn,d,t} \rightarrow Y_m \times 1, d, t + \Delta t \quad \text{(train file)}
   \]

   \[
   X_{mn,d',t} \rightarrow Y_m \times 1, d', t + \Delta t \quad \text{(Test file)}
   \]

   In this section, we denote \( X_{mn,d,t} \) a dataset of size \( m \) with \( n \) features, collected on day \( d \) and at time \( t \). \( Y_{mx1,d,t} \) is the class labels associated with \( X_{mn,d,t} \). Therefore, the and \( \Delta t \) define a time variation given a dataset \( X_{mn,d,t} \) known for \( d \) and \( t \).

   The following four steps comprise the proposed estimation procedure:

   - Collect two samples of data, \( X_{mn,d,t} \) and \( X_{mn,d,t}, \Delta t > 0 \).
   - Compute a new training set \( Z_{mn+1,d} \), using \( X_{mn,d,t} \) and \( Y_{mx1,d,t} \) by concatenation, that is \( Z_{mn+1,d} = [X_{mn,d,t}; Y_{mx1,d,t}+\Delta t] \).
   - Collect the test set \( X_{mn,d+\Delta d,t} \) (\( \Delta d > 0 \)), and compute \( Y_{mx1,d+\Delta d,t} \) using the machine learning algorithm on \( Z_{mn+1,d} \) and \( X_{mn+\Delta d,t} \).

### Training the learning system that predicts the channel attenuation

In this stage, we train the learning system. We use the LSTM model, an artificial neural network designed to recognize patterns in data sequences, such as numerical time series data emanating from neural networks as they have a temporal dimension. We use Matlab libraries to execute the LSTM. Below is the Matlab code:

```matlab
clc
clear all
session1_DataTrain=xlsread('DataTrain_10GHz.csv',1,'A1:G590');
normalizedData=normalize(session1_DataTrain);
session2=xlsread('session2_10Ghz.csv',1,'A1:G585');
normalized_Session2=normalize(session2);
session3=xlsread('session3_10GHz.csv',1,'A1:G506');
normalized_Session3=normalize(session3);
```
output=xlsread('DataTrain_10GHz.csv',1,'H1:I590');
% import normalized data+sessions+output
numFeatures = 7;
numHiddenUnits1 = 100;
numClasses = 2;
% define the architecture of the neural network
layers = [sequenceInputLayer(numFeatures),lstmLayer(numHiddenUnits1),fullyConnectedLayer(numClasses),regressionLayer];
% define the LSTM network
options = trainingOptions('adam', ...
  'MaxEpochs',250, ...%
  'GradientThreshold',1, ...%
  'InitialLearnRate',0.005, ...%
  'LearnRateSchedule','piecewise', ...%
  'LearnRateDropPeriod',125, ...%
  'LearnRateDropFactor',0.2, ...%
  'Verbose',0, ...%
  'Plots','training-progress');
% define the optimizer and learning rate
net=trainNetwork(normalizedData,output,layers,options);
% save the model
outputPrediction_For_Session2=predict(net,normalized_Session2);%
outputPrediction_For_Session3=predict(net,normalized_Session3);

Developing a model that ensures the maximum transmission rate

The ground station sends the predicted SNR to the satellite. We use the following model to maintain a constant SNR, which may be different from the expected SNR:

1. \[
SNR_{predicted} - SNR_{desired} = 0 \quad \Rightarrow \quad \frac{PT \cdot GT \cdot GR \cdot LFS \cdot LM}{NoB} - SNR_{desired} = 0
\]

\(PT\) is the transmitter output power, \(L_M\) is the miscellaneous losses, \(L_{FS}\) is the free space path loss, \(GT\) is the transmitting antenna gain, \(GR\) is the receiving antenna gain, \(No\) is noise energy, and \(B\) is the bandwidths. By using the two parameters, \(PT\) and \(LM\), we achieve the power-saving goal. If the signal losses increase, the transmitter needs to increase signal strength and vice versa. This differential power supply saves satellite energy consumption.

LSTM Neural Network Prediction experiment across seasons

Section A: The experiment setup comprises an LSTM neural network system, a Matlab environment loaded with the code described in section 3.5, and 98 sample records described in section 3.6. We built the network using the LSTM method and created a tool that predicts SNR values for a future timeframe. The model succeeded in predicting the SNR sample for the next 1.5 seconds based on the data with a deviation of 1%, which is still reliable. We collected data from satellites, researched and explored optimal ways to build the deep neural network architecture of LSTM, and chose the parameters which reduce the function loss to a minimum. The bottom of Figure 5 depicts the LSTM neural network training process that outputs the predicted value for the next time frame. The top chart outlines the three-stage process, starting with data collection and the iterations between stage 2 and stage 3.
Figure 5. The proposed system.

The conceptual LSTM process, starting with all 98 samples, was reduced to 20 and finally to the resulting SNR value. We defined a hyper-parameters function, and with many empirical experiments, we found that the optimal parameters converged after four epochs. The parameters are a. Loss function: mean absolute error, b. Optimizer: Adam, c. Activation function: Tanh, d. Several epochs to saturation 4, 3 layers: 2 LSTM.1 Dense - First layer: 98 neurons, Second layer: 20 neurons, Last layer:1 neuron. Figure 6 depicts a chart of a one-month sampling experiment using a 10GHz frequency. It compares the predicted signal graph generated by the LSTM neural network [left] and the actual signal graph [right]. We can see that the two charts are very similar, with an average matching of 93%. We revealed similar results for the next four consecutive months, proving that the prediction accuracy depends on various behaviors across seasons.

Figure 6. Comparison of the actual and predicted signal for one month.

Prediction experiment for 2.4-72GHz

We introduce the LSTM-ML process and compare the expected rain and fog attenuation levels to the accurate attenuation results executed over a broad spectrum of signal strengths, from 2.4GHz to 72GHz. The experiment began with training the LSTM system using 913 sample records collected. Figure 7 depicts the results achieved during the ML training process.

Figure 7. The attenuation levels derived from the training data compared to the actual data.
The top chart presents the trained attenuation levels derived from the training data. The bottom graph depicts the actual attenuation levels collected by the satellite. At this stage, we may assume that the LSTM-ML is appropriately calibrated and ready for the prediction process. We executed the same experiment with the same sampled data but with different signal strengths of 2.4, 10, 23, 48, and 72 GHz. Figure 8 depicts the results of the experiments performed for each of the five frequencies. For example, the blue and brick lines in the top frame represent the actual and predicted attenuation levels, respectively. The chart below depicts the differences between the two top charts. We can see the significant similarity between the two graphs. We can also see that all other frames demonstrate similar maps with neglected differences, excluding 72GHz, where we notice growing discrepancies at the beginning and the end.

In contrast, the smooth, while the brick chart (predicted results) has significant deviations in the map. We checked the training results, which look fine. Therefore, at this stage, we should limit the prediction of 72GHz to the middle part of the satellite orbit and leave the forecast for the edges for further investigation and adjustments to prevent these deviations. In summary, the prediction model works well for various frequencies but only partially for very high frequencies.

Section B: Predicting the signal attenuation after it goes through a type of construction requires several steps. In this section, we describe in detail the entire process. Following are the main process steps: Measuring the Building shadowing loss, Setting up the prediction model testbed, Constructing the database for the learners, Developing the predictive model, Training the learning system, and Aligning the Satellite signal strength.

3.1. Measuring Building shadowing loss

Building shadowing loss relates to the transmission loss through a building, as illustrated in Figure 9. Measurements have been formulated to calculate values of building shadowing loss to be used in planning frequency sharing between satellite to ground station. For example, the average loss through concrete/brick building for a frequency of 11 GHz. with vertical and horizontal polarization is 30.1 dB (Std. dev. 5.0) for V-Pol and 28.6 dB (Std. dev. 5.5) for H-Pol.
3.2. Setting up the prediction model testbed

We performed our experiment on a building with a reinforced concrete shear wall structure. The following table is an example of the antenna setup features:

| Transmitting antenna | Omni-directional vertical polarization antenna |
|----------------------|-----------------------------------------------|
| Receiving antenna    | Horn antenna with vertical polarization       |
| Transmitter          | Agilent E8267D signal generator               |
| RF power amplifier   | The output power in the test is set to 33 dBm |
| Receiver             | Agilent N9030A signal analyzer                |

Previous measurements show high dependency on construction material in determining the primary propagation mode and the amount of attenuation caused by the obstacle. Metal-based construction buildings generate the highest average signal attenuation, 35-40 dB. Concrete causes 25-35 dB, and wood 10-25 dB. The transmission was the main propagation mode for wooden and concrete structures. At the same time, it was propagation by diffraction for metal, which increased from the corners towards the center of the building shadow. The attenuation due to diffraction increased in the order of 5.0 to 10.0 dB.
The formula for calculating the losses through the building

To better understand the meaning of the following formulas, Figure 10 describes the context of the elements used in the formulas presented in this section.

The free space loss formula is as follows:

\[ L_{fs} = 32.45 + 20 \cdot \log(d) + 20 \cdot \log(f) \]  \hspace{1cm} (1)

Where \( d \) is the distance defined in Fig. 2, \( f \) is the carrier frequency (GHz). Set transmitted power to be \( P_t \) (dBm) and received power to be \( P_r \) (dBm). The losses through the building are stated as \( L_b \), sending antenna gain, and receiving antenna gain in the transmission path are denoted as \( G_t \) and \( G_r \), respectively.

Then we can get equation (2):

\[ P_t(dBm) + (G_t - L_{fs} - L_b + G_r) = P_r(dBm) \]  \hspace{1cm} (2)

And then, the losses through the building are inferred from equation (3).

\[ L_b = (P_t(dBm) - P_r(dBm)) - L_{fs} + (G_t + G_r) \]  \hspace{1cm} (3)

The Omni-directional antenna used in the experiment is like a half-wave dipole antenna whose gain is 2.15 dB, and the normalized directivity function of the electric field of half-wave dipole antenna is presented by equation (4):

\[ F(\theta) = \sin(\theta) \]  \hspace{1cm} (4)

From equation (4), we get equation (5):

\[ G_t + G_r = 4.3 + 10 \cdot \log(\sin^4(\theta)) = 4.3 + 10 \cdot \log(\sin^4(\theta)) \]  \hspace{1cm} (5)

The horn antenna is the receiving antenna in the building scenario, so the receiving antenna gain is appropriately considered.

3.3. Constructing the database for the learner

In this step, we used the collected data based on: (1) the building loss, (2) geometric calculations related to the location of the ground station and the height of the building, (3) and satellite orbits to build a learning database that will enable building loss prediction. The input data came from STK simulation, which links satellite orbit (time and angle) with channel orientation, and geometric calculations relating to a particular scenario. Table 2 depicts an example of the database record layout used for our experiment with a signal frequency of 72 GHz:

| Time (LCLG) | Azimuth (deg) | Elevation (deg) | Range (km) | EIRP (dBW) | Xmtr Power (dBW) | Xmtr Gain (dB) | Xmtr EIRP Intensity (dBW/Sterad) |
|-------------|---------------|-----------------|------------|------------|-----------------|---------------|----------------------------------|
| 24/6/2020 12:18:32 | 84.5081 | 125.9682 | 72.3137 | 243.09 | 2088.404155 | 238.46 | 16.1952 |
| 24/6/2020 12:18:31 | 84.5081 | 125.9682 | 72.3137 | 243.09 | 2088.404155 | 238.46 | 16.1952 |
| 24/6/2020 12:18:30 | 84.5081 | 125.9682 | 72.3137 | 243.09 | 2088.404155 | 238.46 | 16.1952 |
| 24/6/2020 12:18:29 | 84.5081 | 125.9682 | 72.3137 | 243.09 | 2088.404155 | 238.46 | 16.1952 |
| 24/6/2020 12:18:28 | 84.5081 | 125.9682 | 72.3137 | 243.09 | 2088.404155 | 238.46 | 16.1952 |
| 24/6/2020 12:18:27 | 84.5081 | 125.9682 | 72.3137 | 243.09 | 2088.404155 | 238.46 | 16.1952 |
| 24/6/2020 12:18:26 | 84.5081 | 125.9682 | 72.3137 | 243.09 | 2088.404155 | 238.46 | 16.1952 |
| 24/6/2020 12:18:25 | 84.5081 | 125.9682 | 72.3137 | 243.09 | 2088.404155 | 238.46 | 16.1952 |
| 24/6/2020 12:18:24 | 84.5081 | 125.9682 | 72.3137 | 243.09 | 2088.404155 | 238.46 | 16.1952 |
| 24/6/2020 12:18:23 | 84.5081 | 125.9682 | 72.3137 | 243.09 | 2088.404155 | 238.46 | 16.1952 |
| 24/6/2020 12:18:22 | 84.5081 | 125.9682 | 72.3137 | 243.09 | 2088.404155 | 238.46 | 16.1952 |
| 24/6/2020 12:18:21 | 84.5081 | 125.9682 | 72.3137 | 243.09 | 2088.404155 | 238.46 | 16.1952 |
| 24/6/2020 12:18:20 | 84.5081 | 125.9682 | 72.3137 | 243.09 | 2088.404155 | 238.46 | 16.1952 |

This dataset will serve for training the deep learning system described in the next step. Above the table header is the source of each table column.
3.4. Developing the predictive model

For the prediction method, deep learning (DL) algorithm was used, with the following steps:

1). Accept the training and experiment dataset

As mentioned, Table 2 is an example of the training and experiment data set required as input to the predicting system. The label class in this case can be binary (e.g., +1 (if attenuation = 0), -1 (if attenuation ≠ 0)).

2). Execute the Prediction deep learning algorithm

The following notation demonstrates the prediction procedure in:

\[ X_{m \times n,d,t} \rightarrow Y_{m^* \times 1,d,t+\Delta t} \text{ (train file)} \quad (6) \]

\[ X_{m \times n,d',t} \rightarrow Y_{m^* \times 1,d',t+\Delta t} \text{ (experiment file)} \quad (7) \]

As mentioned, Table 2 is an example of the training and experiment data set required as input to the predicting system. The label class in this case can be binary (e.g., +1 (if attenuation = 0), -1 (if attenuation ≠ 0)).

Satellite data may vary according to both days and time (hours/min/sec). This section will denote by \( X_{msn,d,t} \) a dataset of size m with n features, collected on day d and at time (hour/min/sec) t and by \( Y_{ms1,d,t} \), the class labels associated \( X_{msn,d,t} \). Therefore, the prediction problem is given a dataset \( X_{msn,d,t} \) known for every time t, estimate \( Y_{m\Delta d+1,d,t} \), where \( \Delta d \) and \( \Delta t \) respectively define a variation of day and time (hour/min/sec).

The proposed estimation procedure then can be decomposed into four steps:

Collect two samples of data, \( X_{msn,d,t} \) and \( X_{msn,d,t+\Delta t} \), \( \Delta t > 0 \),

Compute the class labels \( Y_{ms1,d,t+\Delta t} \),

Compute a new training set \( Z_{msn+1,d,t} \) using \( X_{msn,d,t} \) and \( Y_{msn,d,t+\Delta t} \) by concatenation, that is \( Z_{msn+1,d,t} = [X_{msn,d,t}; Y_{msn,d,t+\Delta t}] \),

Collect the test set \( X_{msn,d+\Delta d,t} \) (\( \Delta d > 0 \)), and compute \( Y_{m\Delta d+1,d,t} \) using the machine learning algorithm on \( Z_{msn+1,d,t} \) and \( X_{m\Delta d+1,d,t} \).

3.5. Training the learning system

In this stage, the learning system that predicts the channel attenuation is trained. Two different methods are used to find a faster and accurate process. We use the LSTM (long short-term memory) model using Python libraries. LSTM is an artificial neural network designed to recognize patterns in data sequences, such as numerical time series data emanating from sensors, stock markets, and government agencies. RNNs (recurrent neural networks) and LSTMs are different from other neural networks as they have a temporal dimension. Appendix 1 outlines the Python code.

3.6. Aligning the Satellite signal strength

The predicted signal-to-noise ratio (SNR) is sent back from the ground station to the satellite. The aim is to maintain a constant level of satellite link budget, which is conveyed by the desired signal-to-noise ratio level and may be different from the predicted signal-to-noise ratio level. We use the following model:
\[
SNR_{predicted} - SNR_{Desired} = 0 \Rightarrow \frac{P_T \cdot G_T \cdot G_R \cdot LFS \cdot LE}{N_0 \cdot B} - SNR_{Desired} = 0 \quad (8)
\]

where \( P_T \) is transmitter output power, \( L_e \) is losses through the Building, \( LFS \) is free space path loss, \( G_T \) is the transmitting antenna gain, \( G_R \) is the receiver antenna gain, \( N_0 \) is noise energy, and \( B \) is the bandwidth.

By using the two parameters, \( P_T \) and \( L_e \), we achieve this goal. If the losses through the building decrease, the transmitter output power needs to increase and vice versa.

The setup of the LSTM experiment

The experiment setup comprises an LSTM L, a Python environment loaded with the code described in the Appendix, and sample records described in section 3.5. We have built the network using the LSTM method and created a tool that predicts SNR values for a future timeframe. The model succeeded in predicting the SNR sample one second in advance, based on the samples with a loss of 1%, which is still reliable. We collected data from satellites, researched and explored optimal ways to build the deep neural network architecture of LSTM, and chose the parameters which reduce the loss function to a minimum. The bottom of Figure 5 depicts the LSTM training process where we load the input records to the LSTM neural network. The output is a predicted value for the next time frame (1 second). The top chart outlines the three-stage process encapsulated in the bottom graph and the iterations between stages 2 and 3.

The LSTM mechanism comprises several epochs, starting with the entire input samples, reducing to a smaller number, and reducing to one instance at the final stage.

In this work, we developed a hyper-parameters function, and with several empirical experiments, we identified the optimal parameters converged after four epochs. The parameters are a. Loss function: mean absolute error, b. Optimizer: "Adam", c. Activation function: “tanh”, d. Number of epochs to saturation: 4, 3 layers: 2 LSTM, 1 Dense - First layer: 98 neurons, Second layer: 20 neurons, Last layer: 1 neuron.

We used the LSTM process and compared the predicted building attenuation levels to the actual attenuation results executed over a wide variety of frequencies, from 2.4GHz up to 72GHz. The experiment started with training the LSTM system using 913 sample records from the STK satellite simulation connected to its corresponding earth station. Figures 11 to 16 depict the results of the experiments performed for each of the five frequencies. The average difference between the predicted results and the actual results is below 2%. It can be seen visually from the presented figures. The y-axis represents the signal loss through the building in dB. The x-axis represents times (from the moment the ground station discovers the satellite) in seconds or the satellite’s angle (above the ground) in degrees. The blue and orange lines in the top frame represent the actual and predicted attenuation levels, respectively. We can see how close the two charts are and realize that all other figures demonstrate similar charts. We checked the training results, and they resemble the accurate results to a convincing extent.
The results are as follows:

Figure 11: Prediction of building loss for 2.4Ghz

Figure 12: Prediction of building loss due to building at a frequency of 10Ghz

Figure 13: Prediction of building loss due to building at a frequency of 15Ghz

Figure 14: Prediction of building loss due to building at a frequency of 23Ghz
CONCLUSIONS AND FUTURE WORK

This research aimed to optimize the energy consumed by a satellite transmitter for proper propagation of microwave signals towards its associated ground station, enabling broadband communication. A signal between the satellite and the ground station suffers from attenuation caused by climatic phenomena and physical obstacles surrounding the ground station. We proposed a prediction mechanism using LSTM neural networks. We collected and simulated data from the Genesis satellite and built a sampling dataset to serve as the training data loaded to the LSTM system. We executed the predicting scheme for various frequencies and independent setup with excellent predictions. We intend to improve the prediction further in future work and apply it to other obstacles causing signal attenuation and loss.
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