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Abstract

We propose a simple recursive algorithm that allows the computation of the first- and second-order derivatives with respect to the inputs of an arbitrary deep feed forward neural network (DFNN). The algorithm naturally incorporates the derivatives with respect to the network parameters. To test the algorithm, we apply it to the study of the quantum mechanical variational problem for few cases of simple potentials, modeling the ground-state wave function in terms of a DFNN.

Keywords: deep neural networks; PINN; variational neural network

1. Introduction

In recent years, physical informed neural networks (PINNs) have attracted increasing interest. The overall idea is to utilize a deep feed forward neural network (DFNN) to approximate the solution to a given differential equation that describes a physical system or phenomena. The advantage of using DFNNs, compared to more traditional methods or to different types of trial solutions, is the possibility of virtually studying all differential equations with an unified perspective, thanks to the fact that the DFNNs are able to approximate any reasonable functional form, see [1]. For a discussion about the advantages and disadvantages of using DFNN over more traditional methods see [2, 3].

In this work, we are going to use the fundamental concepts of PINNs [4–10] to construct the ground-state solutions for different types of quantum mechanical potentials. One could use two different approaches to solve the problem. The first one is a pure PINN approach, in which one tries to solve the eigenvalue differential equation by modeling the ground-state wave function with a DFNN and by computing the approximation of the energy at each iteration as the expectation value of the Hamiltonian on the approximate state, see [9]. This approach is rather slow, since for each iteration one needs not only to evaluate the differential equation in a sufficiently large number of points but also to estimate the integral (in general multi-dimensional) associated with the expectation value of the Hamiltonian. This basically doubles the computational time with respect to a “standard” PINN in which the only unknown is the function solution.

Therefore, we relied on a second approach, which uses the variational approach to quantum mechanics. The advantage of the variational approach consists in removing the evaluation of the differential equation associated to the eigenvalue problem, leaving only the computation of the Hamiltonian expectation value. From the equivalence of the variational approach to the standard formulation of the eigenvalue problem, we can construct not only the ground-state energy, but also the wave function. The investigation of the variational approach to PINN has been started in [11] for shallow networks. A discussion for an approach to variational problems using deep networks can be found in [12]. The application of the variational approach to quantum mechanical problems using shallow networks was already investigated in [13–15].

In order to carry out the program of solving the eigenvalue problem, we wanted to avoid automatic differentiation of the network structure, since, albeit faster than numerical differentiation, it is still slower than an analytical approach.
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We therefore derived the analytical expressions for the first- and second-order derivatives of a generic DFNN, along with all the relevant derivatives with respect to the parameters of the DFNN. This analytical approach works best for small to mid-sized input spaces. For large input spaces, one should consider to either modify the algorithm to compute only the relevant derivatives, or switch to a Monte Carlo approach to compute higher-order derivatives, see [16]. However, for appropriate input-space sizes, the analytical approach to the derivatives should be the preferential choice.

The work is organized as follows. In section 2 we present the algorithm to compute the analytical derivatives of a generic DFNN. In section 3 we give a general overview of the variational method in quantum mechanics, outlining the assumptions upon which our application relies. In section 4 we analyze a few mono-dimensional potentials to demonstrate the applicability of the algorithm. Finally, in section 5 we outline the possible extensions to multi-dimensional potentials and we analyze the evaluation-time of our implementation of the algorithm. In section 6 we present a summary of the work.

2. Analytical derivatives of Neural Networks

This section will be devoted to the construction of derivatives of a generic DFNN. We will generally follow the notation introduced in [17], modifying it when needed.

We suppose to have a DFNN with $L$ layers, indexed from 0 to $L$, where the 0-th layer corresponds to the inputs. The number of nodes in the layer $l$ is denoted by $N_l$, with the understanding that $N_0$ represents the number of inputs to the network and $N_L$ the number of outputs. The output of the network is computed as:

$$O_k = \sigma_L \left( b^{(L)}_k + \sum_{j=1}^{N_{L-1}} \omega_{kj}^{(L)} y^{(L-1)}_j \right) \equiv y^{(L)}_k, \quad k = 1, ..., N_L,$$

(1)

with the recurrence relation

$$y^{(l)}_k = \sigma_l \left( b^{(l)}_k + \sum_{j=1}^{N_{l-1}} \omega_{kj}^{(l)} y^{(l-1)}_j \right), \quad y^{(0)}_k = \sigma_0 (\xi_k),$$

(2)

where $\xi \in \Omega \subset \mathbb{R}^{N_0}$ is the input of the neural network. The functions $\sigma_l$ are usually referred to as “activation” functions. Different functional forms are used in the literature, among which one of the most famous is the sigmoid function $\sigma(x) = 1/(1 + e^{-x})$. Throughout this work we are going to use as the activation function for the hidden layers the hyperbolic tangent function $\sigma_l(x) = \tanh(x)$ if $l \neq 0, L$, which offers the advantage of positive and negative values for the activated hidden nodes. For the input and output layer we are going to use instead the identity function $\sigma_{0,L}(x) = \text{id}(x) = x$. However, in problems in which the input variable $\xi$ can have components $\xi_a$ with relatively large differences in absolute values, the activation function $\sigma_0$ can be used to equalize the ranges of $\xi_a$.

Following Ref. [17], the first derivatives of the network with respect to the parameters are given by the following relation:

$$\frac{\partial O_k}{\partial \pi^{(l)}} = \sum_{i=1}^{N_l} y^{(l)}_i \left\{ \begin{array}{ll} 1 & \text{if } \pi^{(l)} = b^{(l)}_i \\ y^{(l-1)}_j & \text{if } \pi^{(l)} = \omega_{lj}^{(l)} \end{array} \right.,$$

(3)

where we defined $\dot{y}^{(l)}_i$ as follows (see also Eq. (9)):

$$\dot{y}^{(l)}_i = \frac{\partial \sigma_l(z)}{\partial z} \left|_{z=\left(b^{(l)}_i + \sum_{j=1}^{N_{l-1}} \omega_{lj}^{(l)} y^{(l-1)}_j\right)} \right..$$

(4)

In the following we are going also to reserve the symbol $\partial/\partial \xi_a$ to denote the derivatives with respect to the inputs.

Hereafter, in any system of equation as in (3), the top row is implicitly assumed to refer to the case $\pi^{(l)} = b^{(l)}_i$ and the bottom row to the case $\pi^{(l)} = \omega_{lj}^{(l)}$. The matrix $\Sigma_{kl}^{(l)}$ can be computed from the following recursive relation:

$$\Sigma_{kl}^{(l)} = \sum_{j=l}^{N_l} \Sigma_{kl}^{(l+1)} \sigma_{j,kl}^{(l+1)}, \quad \dot{y}^{(l)}_i = \dot{y}^{(l)}_i, \quad \delta_{kl}^{(l)} = \delta_{kl}.$$

(5)
For \( l = 0 \), Eq. (3) gives the first derivatives of the network with respect to the inputs. We now need to obtain an expression for the double derivatives of the network with respect to the inputs and the parameters. We have from Eq. (3):

\[
\frac{\partial}{\partial \xi_a} \frac{\partial O_k}{\partial n^{(l)}} = \left( \frac{\partial \Sigma^{(l)}_{ki}}{\partial \xi_a} \frac{\partial Y_j^{(l)}}{\partial n^{(l)}} + \frac{\partial Y_j^{(l)}}{\partial \xi_a} \sigma_{ki} \right) \left( \frac{1}{\partial Y_j^{(l-1)}} \right) + \Sigma^{(l)}_{kl} \frac{\partial Y_j^{(l)}}{\partial \xi_a} \left( \frac{1}{\partial n^{(l-1)}} \right). \tag{6}
\]

The fundamental building block of the above relation is the following (recursive) identity

\[
\frac{\partial (a)}{\partial \xi_a} y_j^{(l)} = (n+1) y_j^{(l)} \sum_{j=1}^{N_l} \omega_{j}^{(l)} \partial y_j^{(l)} / \partial \xi_a,
\]

with seed

\[
\frac{\partial y_j^{(1)}}{\partial \xi_a} = \omega_{j}^{(1)} \sigma_p (\xi_a), \quad \frac{\partial y_j^{(0)}}{\partial \xi_a} = \delta_{a0} \sigma_p (\xi_a), \tag{7}
\]

where \((a)\) stands for the \(n\)-th derivative of \(y_j^{(l-1)}\), i.e.

\[
(a) = \frac{\partial^p \sigma_p (\xi)}{\partial \xi^p} \bigg|_{\xi = (\xi_0 + \sum_{j=1}^{N_l} \omega_{j}^{(l-1)})}.
\]

Using Eq. (7), we can obtain the derivative:

\[
\frac{\partial \Sigma^{(l)}_{ki}}{\partial \xi_a} = \frac{\partial}{\partial \xi_a} \sum_{f=L_{l+1}^{l+1}} S_{k,j_{l+1}}^{(l)} \ldots S_{k,j_{l+1},j_l}^{(l+1)}
= \frac{\partial}{\partial \xi_a} \sum_{f=L_{l+1}^{l+1}} \delta_{j_{l+1},j_{l+1}}^{(l+1)} \sum_{m=1}^{N_{l+1}} \frac{\partial S^{(m)}_{j_{l+1},j_{l+1},j_{l+1}}}{\partial \xi_a} \prod_{n=1}^{l+1} S_{k,j_{l+1},j_l}^{(n)}.
\tag{10}
\]

with

\[
\frac{\partial S^{(l)}_{j_{l+1},j_{l+1}}}{\partial \xi_a} = \frac{\partial y_j^{(l)}}{\partial \xi_a} \omega_{j'}^{(l)}.
\tag{11}
\]

Eq. (10) can be recursively computed starting from the output layer by virtue of the following identities:

\[
\Sigma^{(l)}_{ij} = \sum_{i=1}^{N_{l+1}} \Sigma^{(l+1)}_{ij} = \sum_{i=1}^{N_{l+1}} \Sigma^{(l+1)}_{ij} \omega_{ij}^{(l+1)} y_j^{(l+1)},
\tag{12}
\]

\[
\frac{\partial \Sigma^{(l)}_{ij}}{\partial \xi_a} = \sum_{i=1}^{N_{l+1}} \left\{ \frac{\partial \Sigma^{(l+1)}_{ij}}{\partial \xi_a} \omega_{ij}^{(l+1)} y_j^{(l+1)} + \Sigma^{(l+1)}_{ij} \omega_{ij}^{(l+1)} \frac{\partial y_j^{(l+1)}}{\partial \xi_a} \right\},
\tag{13}
\]

with seed

\[
\frac{\partial \Sigma^{(l)}_{ij}}{\partial \xi_a} = 0.
\tag{14}
\]

Eq. (6) provides the full parameter gradient of the derivative of the network with respect to the inputs. Moreover, as well as Eq. (3) for \( l = 0 \) gives the derivatives of the network with respect to the inputs, Eq. (6) for \( l = 0 \) gives the hessian of the network with respect to the inputs, which could be used in hessian-based minimization algorithms. To obtain the hessian of the network with respect to the parameters, one simply replaces \( \xi_a \) by \( \delta \) and eliminates the appropriate derivatives as, for example,

\[
\frac{\partial \Sigma^{(l)}_{ij}}{\partial \delta} = 0, \quad \text{if } l' > l.
\tag{15}
\]
The only remaining step is the computation of the second derivatives with respect to the inputs, for which we find:

\[
\frac{\partial^2 \Sigma^{(l)}}{\partial \xi_a \partial \xi_b} = \frac{\partial^2 \Sigma^{(l)}}{\partial \xi_a \partial \xi_b} (y_j^{(l-1)}) \left\{ \begin{array}{l}
0 \\
\frac{\partial \Sigma^{(l)}}{\partial \xi_a} (y_j^{(l-1)}) + \frac{\partial \Sigma^{(l)}}{\partial \xi_a} y_j^{(l-1)} + \frac{\partial \Sigma^{(l)}}{\partial \xi_a} y_j^{(l-1)} + \frac{\partial \Sigma^{(l)}}{\partial \xi_a} (0) \\
0 \\
\frac{\partial \Sigma^{(l)}}{\partial \xi_a} (y_j^{(l-1)}) + \frac{\partial \Sigma^{(l)}}{\partial \xi_a} y_j^{(l-1)} + \frac{\partial \Sigma^{(l)}}{\partial \xi_a} (0) \\
0 \\
\frac{\partial \Sigma^{(l)}}{\partial \xi_a} (0) + \frac{\partial \Sigma^{(l)}}{\partial \xi_a} (0) + \frac{\partial \Sigma^{(l)}}{\partial \xi_a} (0)
\end{array} \right\}.
\]

(16)

We now need the recursive relations for the double derivatives. From Eq. (7), we have:

\[
\frac{\partial^2 \Sigma^{(l)}}{\partial ^2 \xi_a} = \frac{\partial \Sigma^{(l)}}{\partial \xi_a} \frac{\partial \Sigma^{(l)}}{\partial \xi_a} + \frac{\partial \Sigma^{(l)}}{\partial \xi_a} \frac{\partial \Sigma^{(l)}}{\partial \xi_a}
\]

(17)

From Eq. (10), we can derive the following relation

\[
\frac{\partial^2 \Sigma^{(l)}}{\partial ^2 \xi_a} = \sum_{i=L,...,l+1} \delta_{ij} \delta_{ji} \left[ \sum_{m=L}^{l+1} \frac{\partial^2 \Sigma^{(m)}}{\partial ^2 \xi_a} - \sum_{m=L}^{l+1} \frac{\partial \Sigma^{(m)}}{\partial ^2 \xi_a} \right] + \sum_{m=1}^{l+1} \frac{\partial \Sigma^{(m)}}{\partial ^2 \xi_a} \frac{\partial \Sigma^{(m)}}{\partial ^2 \xi_a}
\]

(18)

with

\[
\frac{\partial^2 \Sigma^{(l)}}{\partial ^2 \xi_a} = \frac{\partial \Sigma^{(l)}}{\partial ^2 \xi_a} \frac{\partial \Sigma^{(l)}}{\partial ^2 \xi_a}
\]

(19)

By exploiting the relation in Eq. (13), we can recursively construct the second derivatives of \( \Sigma^{(l)} \) starting from the output layer:

\[
\frac{\partial^2 \Sigma^{(l)}}{\partial ^2 \xi_a} = \sum_{i=L}^{l+1} \left\{ \frac{\partial^2 \Sigma^{(l+1)}}{\partial ^2 \xi_a} \delta_{ji} (y_j^{(l+1)}) + \frac{\partial \Sigma^{(l+1)}}{\partial ^2 \xi_a} \delta_{ji} (y_j^{(l+1)}) + \frac{\partial \Sigma^{(l+1)}}{\partial ^2 \xi_a} \delta_{ji} (y_j^{(l+1)}) \right\}
\]

(20)

with seed

\[
\frac{\partial^2 \Sigma^{(l)}}{\partial ^2 \xi_a} = 0.
\]

(21)

This completes the derivation. The three equations (13), (6) and (16) allow one to analytically compute any expression of the following form

\[
O \left( \nabla^2_{ab} N, \nabla_{a} N, N \right), \quad a, b = 1, ..., N_0,
\]

(22)
and its gradient with respect to the DFNN parameters $\pi^{(l)}$

$$\nabla_c O(\nabla_{abc}^O N, \nabla_a N, N), \quad a, b = 1, ..., N_0.$$  \hfill (23)

3. ground-state determination in Quantum Mechanics

In the following two sections, we are going to showcase the algorithm of section 2 using the common task in Quantum Mechanics (QM) of solving the eigenvalue equation of the Hamiltonian for the ground-state in the case of a generic potential. In this section we briefly review the variational method for the computation of the ground-state of a generic system and we are going to lay out few fundamental assumptions. In the next section we present the results.

The generic eigenvalue problem is:

$$H |\psi_0\rangle = (K + V) |\psi_0\rangle = E_0 |\psi_0\rangle, \quad \langle \psi_0|\psi_0\rangle = 1,$$  \hfill (24)

where $K$ is the kinetic energy part of the Hamiltonian, $V$ the potential and $|\psi_0\rangle$ the ground state. We are using the Dirac bra-ket notation to denote a generic state in the appropriate Hilbert space $\mathcal{H}$. The analytical solution of the problem is, in general, very challenging. Therefore, one has to resort to different approximation methods that provide suitable numerical solutions. Here we are going to focus on the so-called variational methods. Being $|\phi\rangle$ a generic approximation of the true ground-state $|\psi_0\rangle$, the following statement holds (see, e.g. [18]):

$$\bar{E} = \frac{\langle \phi|H|\phi\rangle}{\langle \phi|\phi\rangle} \geq \frac{\langle \psi_0|H|\psi_0\rangle}{\langle \psi_0|\psi_0\rangle} = E_0, \quad \forall |\phi\rangle \in \mathcal{H},$$  \hfill (25)

where $\bar{E}$ is the energy functional. Any particular implementation of the variational method establishes a set of rules to update the ground-state approximation $|\phi\rangle$ that minimizes $\bar{E}$. It can be proven that the set of conditions:

$$\bar{E} = \min_{|\phi\rangle \in \mathcal{H}} E, \quad \langle \tilde{\phi}|\tilde{\phi}\rangle = 1$$  \hfill (26)

is equivalent to the eigenvalue problem (24), i.e. $\bar{E} = E_0, |\tilde{\phi}\rangle = |\psi_0\rangle$.

Our aim is to use a DFNN to approximate the ground-state for different potentials. For the sake of demonstration, we are going to work in position-space representation, in which Eq. (24) takes the form (for $n$ spatial dimensions):

$$\left(-\frac{\hbar^2}{2m} \nabla^2 + V(x)\right) \psi_0(x) = E_0 \psi_0(x).$$  \hfill (27)

Hereafter, we adopt a unit system in which $\hbar = 1$ and we assume $m = 1$. The variational condition (25) takes the form:

$$\bar{E} = \left(\int_{\mathbb{R}^n} d x \phi^*(x) H \phi(x) \right) / \left(\int_{\mathbb{R}^n} d x \phi^*(x) \phi(x) \right).$$  \hfill (28)

We are going to assume the following essential conditions:

1. The ground-state wave function is sufficiently localized in position space, i.e. for any $1 > \epsilon > 0$ we can find a compact subregion $\Omega \subset \mathbb{R}^n$ such that

$$\int_{\Omega} d x \phi^*(x) \phi(x) = 1 - \epsilon.$$  \hfill (29)

2. The ground-state eigenvalue problem has a solution $E_0$ such that $-\infty < E_0 < \infty$.

3. It exists a reliable algorithm to evaluate a discrete approximation of the integrals in Eq. (28).

These conditions usually hold for a very large class of problems. We are going to assume also the following working conditions (they are inessential, in the sense that the solution of the problem can be generalized by relaxing one or more of these conditions):

- The ground-state wave function is real, i.e. $\phi^*(x) = \phi(x)$ (a complex wave function can always be modeled by a bi-output DFNN).
• The problem is mono-dimensional, i.e. $x = x \in \mathbb{R}$ (a multi-dimensional problem requires a meshed or Monte Carlo integration algorithm).

• The ground-state energy is positive, i.e. $E_0 > 0$ (for a general potential that satisfies the essential conditions one can always shift the potential by a constant amount to ensure the validity of this condition).

As a final remark, we notice that, for problems with an unknown solution, the goodness of the approximate solution $\{\bar{E}, \phi(x)\}$ can be directly checked using Eq. (24):

$$G(N) = \frac{1}{N} \sum_{i=1}^{N} \left( H\phi(x_i) - \bar{E}\phi(x_i) \right)^2. \quad (30)$$

4. Study cases and examples

To minimize the energy functional (28), we choose to use ADAM minimizer [19], since it provides a good compromise between the ability of overcoming local minima and overall convergence. Throughout this section, all the considered DFNNs have hyperbolic tangent activation functions in the hidden layers and identity activation functions on the input and output layers. Under the conditions of section 3, we use a discretization of the integrals by rectangular approximation with $O(10^4)$ points.

We study the following potentials:

• Harmonic potential:

$$V(x) = \frac{1}{2} x^2, \quad E_0 = \frac{1}{2}, \quad \psi_0(x) = e^{-\frac{x^2}{4}}. \quad (31)$$

A simple DFNN with six hidden layers with ten nodes each already gives excellent results:

$$\bar{E} - E_0 < 10^{-6}, \quad |\langle \phi | \phi \rangle - 1| < 10^{-7}, \quad G(10^5) \approx 10^{-6}. \quad (32)$$

In figure 1 is shown the difference between the DFNN approximation and the exact solution as a function of $x$. The agreement is satisfactory, for both the absolute and difference. In the low- and high-$x$ region the relative difference grows, because of the vanishing of the wave function at the boundary. The integration region $\Omega$ assumed by the essential condition is chosen to be $\Omega = [-4, 4]$. 

![Figure 1: Difference between the DFNN approximation and the exact solution for the ground-state of the harmonic oscillator. In panel (a) is shown the difference, whereas in panel (b) is shown the relative difference respect to the exact solution.](image)
• Linear harmonic potential:

\[ V(x) = \frac{1}{2} x^2 - \lambda x, \quad E_0 = \frac{1}{2} (1 - \lambda^2) \]

\[ \psi_0 = e^{-\frac{(x-\lambda)^2}{2}}. \]  

(33)

We fix \( \lambda = \frac{1}{2} \), and we consider the same network structure as for the harmonic oscillator. We find

\[ \bar{E} - E_0 \approx 10^{-6}, \quad |\langle \phi | \phi \rangle - 1| \approx 10^{-7}, \quad G(10^5) \approx 10^{-5}. \]  

(34)

In figure 2 it is shown the difference between the DFNN approximation and the exact solution as a function of \( x \). The agreement is satisfactory, for both the absolute and relative difference. Also in this case, at the boundary the relative difference increases as a consequence of the vanishing wave function. The integration region \( \Omega \) assumed by the essential condition 1 is chosen to be \( \Omega = [-4, 4] \).

• Quartic harmonic potential:

\[ V(x) = \frac{1}{2} x^2 + \lambda x^4, \quad E_0, \psi_0 \text{ known only in perturbation theory.} \]  

(35)

For \( \lambda^2 \ll \lambda \), the ground-state energy gets the following correction:

\[ E_0^{(1)} = E_0^{ho} + \langle \psi_0 | \lambda x^4 | \psi_0 \rangle = E_0^{ho} + \frac{3\lambda}{4}. \]  

(36)

where \( E_0^{ho} \) is the ground-state energy of the pure harmonic oscillator. With the same DFNN structure as before, we obtain for a value of \( \lambda = 0.01 \)

\[ \bar{E} - E_0^{(1)} \approx 10^{-4}, \quad |\langle \phi | \phi \rangle - 1| \approx 10^{-7}, \quad G(10^5) \approx 10^{-5}. \]  

(37)

where the \( \Omega \) region is fixed to \( \Omega = [-4, 4] \). The discrepancy between \( \bar{E} \) and \( E_0^{(1)} \) is fully consistent with the expectation that the higher-order corrections are proportional to \( \lambda^2 = 10^{-4} \).

We considered also the case of ‘large’ non-perturbative \( \lambda = 1 \). In order to achieve a good convergence in this case we change the structure of the network to a DFNN with six hidden layers, where the first two layers have twenty nodes each and the remaining four layers have ten nodes each. We also restrict the integration region to be \( \Omega = [-3, 3] \). We obtain:

\[ \bar{E} = 0.803771, \quad |\langle \phi | \phi \rangle - 1| \approx 10^{-7}, \quad G(10^5) \approx 10^{-5}. \]  

(38)
Figure 3: The results of the DFNN approximation $\phi(x)$ for the quartic oscillator for $\lambda = 0.01$ (panel (a)) and for $\lambda = 1$ (panel (b)) compared to the exact solution for the harmonic oscillator $\psi_0(x)$. The solid purple curve is the DFNN approximated solution for the quartic potential in Eq. (35), whereas the red dashed-dot curve is the analytical solution for the harmonic oscillator.

Figure 4: The DFNN approximation of the ground-state wave function for the exponential potential in Eq. (39).

In figure 3 are shown the results for the two values of $\lambda$ in comparison to the harmonic oscillator wave function. As expected, for $\lambda = 0.01$ the approximate solution is quite well reproduced by the harmonic-oscillator wave function, whereas for $\lambda = 1$ the approximate solution is more localized near the origin with respect to to the harmonic-oscillator solution, since the anharmonic contribution in the potential has a faster increase with $x$ than the harmonic term.

- Exponential potential:

$$V(x) = e^{|x|}, \quad E_0, \phi_0 \text{ unknown.} \quad (39)$$

This potential is an example of a full-confining potential, like the harmonic potential, but without the simple polynomial functional form. In order to obtain the desired approximation, we use a DFNN with six hidden layers where the first two layers have twenty nodes each and the remaining four layers have ten nodes each. The integration region is set to $\Omega = [-3, 3]$. We obtain

$$\bar{E} = 2.060040, \quad |\langle \phi |\phi \rangle - 1| \simeq 2 \times 10^{-6}, \quad G(10^5) \simeq 10^{-5}. \quad (40)$$

The DFNN approximation of the ground-state wave function for the exponential potential is shown in figure 4.
• Morse potential:

\[ V(x) = e^{-2x} - 2e^{-x} + 1, \quad E_0 = 1 - \left( \frac{\sqrt{2} - 2}{2} \right)^2, \quad \psi_0(x) = \left( 2 \sqrt{2e^{-x}} \right)^{3/2} e^{-x/2}. \] (41)

This potential differs from all the previous full-confining potentials: it rises without constraints for large and negative values of \( x \), whereas for large and positive values of \( x \) it saturates to a constant value (for the version in Eq. (41) the saturation value is 1), as shown in figure 5.

Using a DFNN with six hidden layers with twenty nodes each, we obtain:

\[ \bar{E} - E_0 = 2 \times 10^{-6}, \quad |\langle \phi|\phi \rangle - 1| < 10^{-7}, \quad G(10^5) \approx 10^{-5}. \] (42)

In figure 6 are shown the numerical solution and the difference between the analytical and numerical solutions. The region \( \Omega \) is chosen to be \( \Omega = [-2, 9] \).

5. Generalization to multiple dimensions and execution time considerations

We presented the results for the simple case of a mono-dimensional system, in which the integrations can be performed efficiently using a grid for the input-space domain. For a multi-dimensional generalization, albeit the overall logic of the variational method remains the same, one has to use either a fast meshed integration algorithm or a Monte Carlo based approach. As highlighted in [16], for a large dimension of the input space the execution time required to compute the first- and second-order derivatives becomes a limiting factor. Also the number of outputs influences the overall execution time.

To partially compensate the loss of speed for higher dimensional inputs, one could use different approaches. First, one can reduce the order of the derivatives in the variational problems by using integration by parts and by cleverly rewriting the energy functional only in terms of first derivatives of the DFNN approximation, see [11]. Second, if only the diagonal of the hessian of the inputs is needed, one can modify the algorithm to compute only the relevant double derivatives, decreasing both memory consumption and evaluation time. Third, one can implement a parallelization of the evaluation of the variational integrals. A combination of all the previous strategies can effectively reduce the evaluation time for the overall variational problem.

To better highlight the behavior of our implementation of the algorithm of section 2, we study the time required for a single evaluation of a DFNN with five hidden layers of ten nodes each in two cases: variable number of inputs \( N_0 \), one output \( N_L = 1 \); variable number of outputs \( N_L \), four inputs \( N_0 = 4 \). In panel (a) of figure 7 is displayed the logarithm of the evaluation time log(\( t/t_0 \)), with \( t_0 = 1 \) s (averaged over 200 iterations) in the case of variable number of inputs. In panel (b) of figure 7 is displayed the logarithm of the evaluation time log(\( t/t_0 \)), with \( t_0 = 1 \) s (averaged over 200 iterations) in the case of variable number of outputs.
Figure 6: Difference between the DFNN approximation and the exact solution for the ground-state of the Morse potential of Eq. (41). In panel (a) is shown the absolute difference, whereas in panel (b) is shown the relative difference respect to the exact solution. In panel (c) the two solutions are shown together.
Table 1: Parameters of Eq. (43) for the trend lines displayed in figure 7. The columns two, three and four refer to variable number of inputs of the DFNN in the case of the full Hessian calculation or only the diagonal of the Hessian or just the first derivatives, respectively. The columns five six and seven refer to the same calculations for the case of variable number of outputs.

| Parameters | $N_0$ | $N_L$ |
|------------|-------|-------|
|            | Full Hess. | Diag. Hess. | First der. | Full Hess. | Diag. Hess. | First der. |
| $a$        | $-0.041$ | $-0.004$ | $-0.010$ | $-0.044$ | $-0.028$ | $-0.029$ |
| $b$        | $1.386$  | $0.848$  | $0.518$  | $0.998$  | $0.806$  | $0.813$  |
| $c$        | $-12.483$ | $-12.210$ | $-12.381$ | $-10.519$ | $-11.177$ | $-11.931$ |

Figure 7: Logarithmic of the evaluation time $\log(t/t_0)$ with $t_0 = 1$ s of a DFNN as a function of the input-space size (panel (a)) and as a function of the output-space size (panel (b)). In both cases the DFNN has five hidden layers with ten nodes each. For panel (a) the DFNN has a single output, for panel (b) the DFNN has four inputs.

The two panels in figure 7 display also a trend curve obtained by a fit of the logarithm of the measured times with the functional form

$$\log(t(x)/t_0) = f(x) = ax + b \sqrt{x} + c, \quad x = N_0 \text{ or } x = N_L.$$  \hspace{1cm} (43)

The parameters for the different cases shown in figure 7 are reported in table 1. The most notable effect is in the case of large number of inputs, for which the first derivative approach is approximately two order of magnitudes faster then the full Hessian approach and one order of magnitude faster than the diagonal Hessian approach.

6. Conclusions

In this work, we presented the full recursive algorithm that allows the computation of the first- and second-order derivatives of an arbitrary deep feed forward neural network, along with the gradient with respect to the weights and biases. In sections 3 and 4 we used the algorithm, presented in section 2, to study the eigenvalue variational problem in quantum mechanics, using various mono-dimensional potentials as specific examples. In section 5 we briefly discussed the possible extensions to multidimensional problems, analyzing the evaluation time of the algorithm as a function of the input and output space size. With a fast implementation of the matrix algebra and with some manipulation of the formulation of the variational problem, one can generalize the examples to multi-dimensional potential. A fast implementation of the algorithm opens the possibility of accurately study a variety of systems, like quantum many-body systems and, possibly, quantum-field theory systems. The latter are especially interesting for the possibility of studying the hadrons wave functions using DFNNs, which could be connected to the extraction of non-perturbative information in the form of parton distribution functions, as already performed using neural networks. [20].
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Code

A C implementation of the algorithm with the proposed examples is publicly available, under a MIT license, at the github repository [21].
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