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Abstract

This paper presents a simple yet principled approach to boosting the robustness of the residual network (ResNet) that is motivated by the dynamical system perspective. Namely, a deep neural network can be interpreted using a partial differential equation, which naturally inspires us to characterize ResNet by an explicit Euler method. Our analytical studies reveal that the step factor $h$ in the Euler method is able to control the robustness of ResNet in both its training and generalization. Specifically, we prove that a small step factor $h$ can benefit the training robustness for back-propagation; from the view of forward-propagation, a small $h$ can aid in the robustness of the model generalization. A comprehensive empirical evaluation on both vision CIFAR-10 and text AG-NEWS datasets confirms that a small $h$ aids both the training and generalization robustness.\textsuperscript{1}

1 Introduction

Deep neural networks (DNNs) have reached an unprecedented level of predictive accuracy in several real-world application domains (e.g., text processing [1, 2], image recognition [3, 4], and video analysis [5, 6]) due to their capability of approximating any universal function [7]. However, DNNs are often difficult to train due in a large part to the vanishing gradient phenomenon [8, 9]. The residual network (ResNet) [3] is proposed to alleviate this issue using its key component known as the skip connection, which creates “bypass” path for information propagation [10].

Nevertheless, it remains challenging to achieve robustness in training a very deep DNN. As the DNN becomes deeper, it requires more careful tuning of the model hyperparameters (e.g., learning rate) and initialization of the model weights to perform

\textsuperscript{1}Preprint. Work in progress.
well. This issue can be mitigated using normalization techniques such as batch normalization (BN) [9], layer normalization [11], and group normalization [12], among which BN is most widely used. BN normalizes the inputs of each layer to enable a robust training of DNN. It has been shown that BN provides a smoothing effect on the optimization landscape [13], thus ameliorating the issue of a vanishing gradient [9].

Unfortunately, we have empirically observed that even when a very deep DNN is coupled with BN, it can potentially (and surprisingly) experience an exploding gradient in its deeper layers, thus impairing its robustness in training. As a result, our experiments in Section 4.1 reveal that BN does not help in training ResNets with depths 49 and 110 robustly on the AG-N NEWS text and the CIFAR-10 vision datasets, respectively. Furthermore, noisy data (e.g., images with mosaics and texts with spelling errors) can adversely impact the training procedure of a DNN with BN, thus degrading its robustness in generalization.

This paper presents a simple yet principled approach to boosting the robustness of ResNet in both training and generalization, which is motivated by a dynamical systems perspective [14, 15, 16]. Namely, we can view a DNN from the perspective of a partial differential equation (PDE). This naturally inspires us to characterize ResNet by an explicit Euler method. Theoretically, we show that the step factor \( h \) in the Euler method can serve to control the robustness of ResNet in both training and generalization. Specifically, we prove that a small \( h \) can benefit the training robustness from the view of back-propagation; from the view of forward-propagation, the small \( h \) can help the generalization robustness. We conduct experiments on both vision and text datasets, i.e., CIFAR-10 [17] and AG-N NEWS [2]. The comprehensive experiments demonstrate that small \( h \) can benefit the training and generalization robustness. We confirm that the use of a small \( h \) can benefit the training robustness without using BN as well. To sum up, the empirical results validate the efficacy of small \( h \) parameter in the goal towards robust ResNet.

2 Related literature

Before delving into robust ResNet (Section 3), we provide an overview of several prerequisites, including ResNet, batch normalization and partial differential equations.

2.1 Brief summary of ResNet

Residual network (ResNet) is a variant of the deep neural network, which exhibits compelling accuracy and convergence properties [3]. Its key component is the skip connection. Thus, ResNet consists of many stacked residual blocks, and its general form is shown below:

\[
\begin{align*}
y_n &= x_n + F(x_n); \\
x_{n+1} &= I(y_n),
\end{align*}
\]

where \( x_n \) and \( x_{n+1} \) are the input and output of the \( n \)-th block, \( F \) is a residual block containing feature transformation, e.g., convolutional operation or affine transforma-
tion, and $I$ is an element-wise operation, e.g., ReLU function [18] or identity mapping [10].

Based on the core idea of the skip connection, variants of ResNet have been proposed for specific tasks, e.g., DenseNet for image recognition [4], and VDCNN with shortcut connections for text classification [1].

2.2 Batch normalization

Batch normalization (BN) has been widely adopted for training deep neural networks [9], which normalizes layer input over each training mini-batch. Specifically, for the input of a layer with dimension $d$, $x = (x^{(1)}, \ldots, x^{(k)}, \ldots, x^{(d)})$, BN first normalizes each scalar feature $\hat{x}^{(k)} = \frac{x^{(k)} - \mu^{(k)}}{\sigma^{(k)}}$ independently, where $\mu^{(k)} = \mathbb{E}[x^{(k)}]$ and $\sigma^{(k)} = \sqrt{\text{Var}[x^{(k)}]}$ are computed over a mini-batch of size $m$. Then, it performs an affine transformation of each normalized value by $BN(\hat{x}^{(k)}) = \gamma^{(k)} \hat{x}^{(k)} + \beta^{(k)}$, where $\gamma = (\gamma^{(1)}, \ldots, \gamma^{(k)}, \ldots, \gamma^{(d)})$ and $\beta = (\beta^{(1)}, \ldots, \beta^{(k)}, \ldots, \beta^{(d)})$ are learned during training.

BN has been shown to smooth the optimization landscape of deep neural network [13]. This offers more stable gradients for robust training of deep neural network, thus effectively ameliorating the vanishing gradient problem [9].

2.3 Characterizing deep neural network by a partial differential equation

Deep neural networks (DNN) represent the underlying nonlinear feature transformations, so that the transformed features can be matched with their target values, such as categorical labels for classification and continuous quantities for regression. Namely, DNN transforms the input data through multiple layers, and the feature in the last layer should be linearly separable [19].

Turning to the dynamical systems view, a partial differential equation (PDE) can characterize the motion of particles [20, 21]. Motivated by this viewpoint, we can characterize the feature transformations in DNN as a system of the first-order PDE, which can be formulated as:

**Definition 1.** Feature transformations in DNN can be characterized as the first-order partial differential equation (PDE):

$$\dot{x} = f(t, x),$$

where $x = \frac{\partial x}{\partial t}$, $f : T \times X \rightarrow \mathbb{R}^d$, $T \subseteq \mathbb{R}^+$, and $X \subseteq \mathbb{R}^d$, $t \in T$ is the time along the feature transformations, in which $t \geq 0$. $x \in X$ is the feature vector of dimension $d$.

Given an initial data $x_0$ as the input, a PDE gives rise to the initial value problem (IVP):

$$\dot{x} = f(t, x); \ x(0) = x_0,$$

where $x_0$ is a specified initial input of feature vector. $x(t)$ is the transformed feature at the time $t$.  

3
Figure 1: Given an IVP, we provide its analytic solution and approximation by an explicit Euler method with different step factors $h$.

A solution to an IVP is a function of time $t$. For example, we have IVP $\dot{x} = -2.3x$, $x(0) = 1.0$. Thus, we can easily derive its analytic solution $x(t) = e^{-2.3t}$ as shown in Figure 1. However, for more complicated PDEs, it is not always feasible to obtain an analytic solution. Rather, their solutions are approximated by numerical methods, of which the explicit Euler method (shown in Definition 2 in next section) is the most classic example.

3 Towards Robust ResNet

Residual network (ResNet) is one exemplar of DNN. ResNet can be described by the explicit Euler method (Definition 2), which naturally brings us a Euler-viewed ResNet (Eq. (4)). Inspired by the stability of the Euler method, we emphasize the efficacy of the step factor $h$ for ResNet, which enables ResNet to have smoother feature transformations. Such smoothness means that feature transitions take a small change at every adjacent block during the forward propagation. This smoothness has two-fold benefits: preventing information explosion over the depth (Section 3.2), and filtering noise in the input features (Section 3.3). All these together drive the significant robustness gains in the ResNet.

3.1 Connections of ResNet with the Euler method

Consider the following definition of the explicit Euler method.

**Definition 2.** The explicit Euler method [20, 21] can be represented as follows.

$$x_{n+1} = x_n + hf(t_n, x_n),$$

where $x_n$ is the approximation of $x(t_n)$. 

\[4\]
Given the solution \( x(t_n) \) at some time \( t_n \), the PDE \( \dot{x} = f(t, x) \) tells “in which direction to continue”. At time \( t_n \), the explicit Euler method computes this direction \( f(t_n, x_n) \), and follows it when a small time step changes \( (t_n \rightarrow t_n + h) \).

In order to obtain the reasonable approximation, the step factor \( h \) in Euler’s method has to be chosen to be “small enough”. Its magnitude depends on the PDEs and its specified initial inputs. For instance, in Figure 1, we leverage Euler method with various step factors \( h \) to approximate the IVP \( \dot{x} = -2.3x, x(0) = 1.0 \). It is clearly shown that the approximation of \( x \) fluctuates more with large \( h \), hence the smaller \( h \) approximates the true function better.

**Euler-viewed ResNet:** Taking \( h = 1.0 \) and \( f(t_n, x_n) = F(x_n) \), we can use the Euler method to characterize the forward propagation of the original ResNet structure [19]. Specifically, to generalize ResNet by the Euler method (Eq. (3)), we characterize the forward propagation of an Euler-viewed ResNet as follows.

Following the conventional analysis [10], ResNet is a stacked structure [3], where its residual block with step factor \( h \in \mathbb{R}^+ \) performs the following computation:

\[
\begin{align*}
y_n &= x_n + h F(x_n, W_n, BN_n); \\
x_{n+1} &= I(y_n).
\end{align*}
\]

At layer \( n \), \( x_n \) is the input features to the \( n \)-th Residual block \( F \). \( BN_n \) are the parameters of batch normalization, which applies directly after (or before) the transformation function \( W_n \), i.e., convolutional operations or affine transformation matrix. The function \( I \) is an element-wise operation, e.g., identity mapping or ReLu.

As analysed in the chapter “analysis of the Euler method” [22], for any fixed time interval \( t \), the Euler method approximation is better refined with smaller \( h \). However, it is not obvious whether small \( h \) can helps on robustness of deep ResNet in terms of training and generalization.

To answer this question, we prove that the reduced step factor \( h \) in Eq. (4) can boost its robustness. Specifically, the benefits of this new parameter \( h \) are as follows.

(a) Training robustness (Section 3.2): Small \( h \) helps the information back-propagation during the training, and thus prevents its explosion over depth. (b) Generalization robustness (Section 3.3): With greater smoothness in feature forward-propagation, the noise in the features is reduced rather than amplified, thus mitigating the negative effects of noise and enhancing generalization. We will now theoretically explore the efficacy of small \( h \) for training and generalization robustness.

### 3.2 Training robustness: Importance of small \( h \) on information back-propagation

To simplify the analysis, let \( I \) be the identity mapping operation from Eq. (4), i.e., \( x_{n+1} = y_n \). Recursively, we have

\[
x_N = x_n + h \sum_{i=n}^{N-1} F(x_i, W_i, BN_i),
\]

for any deeper block $N$ and any shallower block $n$. Eq. (5) is used to analyse the information back-propagation. Denoting the loss function as $L$, by the chain rule, we have:

$$\frac{\partial L}{\partial x_n} = \frac{\partial L}{\partial x_N} \frac{\partial x_N}{\partial x_n} = \frac{\partial L}{\partial x_N} \left( 1 + \frac{h}{\sigma_n} \sum_{i=n}^{N-1} F(x_i, W_i, BN_i) \right).$$

(6)

Eq. (6) shows that the back-propagated information $\frac{\partial L}{\partial x_n}$ can be decomposed into two additive terms: a term $\frac{\partial L}{\partial x_N}$ (the first term) that propagates information directly without going through any weight layers, and a term $h \frac{\partial L}{\partial x_N} \left( \frac{\partial}{\partial x_n} \sum_{i=n}^{N-1} F(x_i, W_i, BN_i) \right)$ (the second term), which propagates through weight layers between $n$ and $N$.

The first term as stated by [10] ensures that information $\frac{\partial L}{\partial x_n}$ does not vanish. However, the second term can blow-up the information $\frac{\partial L}{\partial x_n}$, especially when the weights of layers are large. The standard approach for tackling this is to apply batch normalization (BN) after transforming functions [9].

Let us first examine the effects of BN. For analysis purposes, we examine one residual block, taking $N = n + 1$, $F(x_n) = BN(W_n x_n)$, $x'_n = W_n x_n$, and $BN(x'_n) = \gamma x'_n - \mu + \beta$, where BN is an element-wise operation. For a batch size of $m$, there are $m$ transformed $x'_n$ with mean vector $\bar{\mu} = (\mu_1, \mu_2, \ldots, \mu_m)^T$ and standard deviation vector $\bar{\sigma} = (\sigma_1, \sigma_2, \ldots, \sigma_m)^T$. Thus, we get

$$\frac{\partial F}{\partial x_n} = W_n \frac{\gamma}{\bar{\sigma}}.$$  

(7)

Taking $\sigma_n$ as the smallest one among elements in $\bar{\sigma}$, we get

$$|| \frac{\partial F}{\partial x_n} || \leq \frac{\gamma}{\sigma_n} ||W_n||.$$  

(8)

To sum up, we have

$$\frac{\partial L}{\partial x_n} \leq \frac{\partial L}{\partial x_{n+1}} \left( 1 + h \left( \frac{\gamma}{\sigma_n} ||W_n|| \right) \right).$$  

(9)

As observed by [13], $\bar{\sigma}$ tends to be large, thus BN gives the positive effect of constraining the explosive back-propagated information (Eq. (9)). However, when networks go deeper, $\bar{\sigma}$ tends to be highly uncontrolled in practice, and the back-propagated information is still accumulated over the depth and can again blow up. For example, Figure 2 (Section 4.1) shows that, when we train depth-110 ResNet on CIFAR-10 and depth-49 ResNet on AG-NEWS, the performance is significantly worse compared to their shallower counterparts. Thus, a reduced $h$ can serve to re-constrain the explosive back-propagated information. Hence, even without BN, reducing $h$ can also serve to stabilize the training procedure. In other words, our reduced $h$ offers enhanced robustness even without BN. We carry out experiments supporting this observation in Section 4.1.

Let us take a special case to illustrate the importance of small $h$ on information back-propagation.
Proposition 1. let \( n = 0 \) and \( N = D \), where \( D \) is the number of last residual block. Supposing at any transformation block \( i \), we have \( \frac{\partial L}{\partial x_i} \leq W \), where \( W \) upper bounds the effects of BN, i.e., \( \frac{2}{\sigma} ||W|| \leq W \). Then, we have \( \frac{\partial L}{\partial x_0} \leq \frac{\partial L}{\partial x_D} (1 - h + h(1 + W)^D) \).

Proof.

\[
\frac{\partial L}{\partial x_0} = \frac{\partial L}{\partial x_D} (1 + h \sum_{i=0}^{D-1} F(x_i));
\]

\[
\frac{\partial L}{\partial x_0} \leq \frac{\partial L}{\partial x_D} (1 + h D \sum_{i=0}^{D-1} (W(1 + W)^i))
\]

\[
= \frac{\partial L}{\partial x_D} (1 - h + h(1 + W)^D).
\]

Note that \( 1 + W \) is bigger than 1, and the back-propagated information explodes exponentially w.r.t the depth \( D \). This hurts the training robustness of ResNet. However, reducing \( h \) can give extra control of the back-propagated information, since the increasing term \( (1 + W)^D \) will be constrained by \( h \) and the back-propagated information \( \frac{\partial L}{\partial x_0} \) will not explode. This guides us that, when ResNet becomes deeper, we should reduce \( h \). This also informs us that, even without BN, training a deeper network is still possible.

3.3 Generalization robustness: Importance of small \( h \) on information forward-propagation

It is obvious that the reduced \( h \) gives extra control of the feature transformations in ResNet. Namely, it makes feature transformations smoother, i.e., \( ||x_{n+1} - x_n|| \) is smaller, as features go through ResNet block by block. In other words, it forces \( x_{n+1} \) to take a reduced change compared with \( x_n \).

More importantly, as features forward propagate through the deep ResNet, negative effects of the input noise are reduced and constrained over the depth. We theoretically show that a reduced \( h \) can help stabilize the output \( f(x) \in \mathbb{R}^m \) of ResNet against the input noise, where \( x \) can be a vector of pixels or vectorization of texts. Suppose we have a perturbed copy \( x_\epsilon \) of \( x \), we expect \( f(x_\epsilon) \) is close to \( f(x) \), that is

\[
\forall x : x \approx x_\epsilon \implies f(x) \approx f(x_\epsilon).
\]

Let \( x_N \) be the transformed feature of ResNet starting at input feature \( x_0 \), and \( x'_N \) starting at \( x'_0 \), where \( x'_0 \) is a perturbed copy of \( x_0 \), i.e., \( ||x'_0 - x_0|| \leq \epsilon \).
\[
\|x_N^\epsilon - x_N\| = \|x_0^\epsilon + h \sum_{i=0}^{N-1} F(x_i^\epsilon) - x_0 - h \sum_{i=0}^{N-1} F(x_i)\|
\]

(11)

\[
= \|\epsilon + h(\sum_{i=0}^{N-1} F(x_i^\epsilon) - \sum_{i=0}^{N-1} F(x_i))\|
\]

\[
\leq \epsilon + h \sum_{i=0}^{N-1} \|F(x_i^\epsilon) - F(x_i)\|.
\]

Eq. (11) shows that the noise with input features is amplified along the depth of ResNet. However, with the introduction of a reduced \( h \) (e.g., from 1 to 0.1), we limit the noise amplification, and provide the extra capacity for filtering out the input noise.

Let us take a special case to illustrate the importance of small \( h \) on information forward-propagation.

**Proposition 2.** Consider a deeper block \( N = D \) as the last residual block in ResNet, and suppose at any intermediate transformation \( i \), \( \|F(x_i^\epsilon) - F(x_i)\| \leq W \). The noise at layer \( D \) is denoted by \( \|x_D^\epsilon - x_D\| = \epsilon_D \), thus we have

\[
\epsilon_D \leq \epsilon + hDW.
\]

(12)

Its proof follows directly from the Eq. (11). Eq. (12) informs us that the small \( h \) can compensate the negative effects of noise accumulated over the depth \( D \). In other words, when ResNet is deeper (larger \( D \)), we expect \( h \) to be smaller; while when ResNet is shallower, we allow \( h \) to be larger.

Here, we should be informed that, for a given depth of ResNet, we cannot reduce step factor \( h \) infinitely small. In the limiting case, if we take \( h = 0 \), there would be no transformations from initial feature \( x_0 \) to the final state. In this case, the noise during the transformation is perfectly bounded, but it also smooths out all transformations. In addition, if \( h \) is too small, we probably need more layers (increase depth) of ResNet to get enough approximations, so that the transformed features can be matched with their target values. In this case, we increase the computational cost by introducing more layers.

### 4 Experiments

In this section, we conduct experiments on the vision dataset **CIFAR-10** [17] and the text dataset **AG-NEWS** [2]. We also employ a synthetic binary dataset **TWO-MOON** in Section 4.2 to illustrate input noise filtering along the forward propagation. We fix our step factor \( h = 0.1 \) and compare it with the original ResNet, which corresponds to \( h = 1.0 \), in Sections 4.1 and 4.2. We discuss how to select the step factor \( h \) in Section 4.3.

For the vision dataset **CIFAR-10**, the residual block \( F \) contains two 2-D convolutional operations [3]. For the text dataset **AG-NEWS**, the residual block \( F \) contains two
1-D convolutional operations [1]. For the synthetic dataset \textit{TWO-MOON}, the residual block $F$ contains two affine transformation matrices.

To tackle the dimensional mismatch in the shortcut connections of ResNet, we adopt the same practice as in [3] for \textit{CIFAR-10} and [1] for \textit{AG-NEWS}, which use convolutional layers of the kernel of size one to match the dimensions.

\subsection*{4.1 Small $h$ helps training robustness}

\textbf{Small $h$ helps on deeper networks:} Figure 2 shows that, in both vision and text datasets, our method ($h = 0.1$) outperforms the existing method (corresponding to $h = 1.0$), especially when the networks go deeper. In particular, in ResNet with depth-110 for \textit{CIFAR-10} and ResNet with depth-49 for \textit{AG-NEWS}, the existing method ($h = 1.0$) fails to train the networks properly, resulting in 45\% and 25\% of test accuracy, respectively.

It is noted that, the existing method degrades over the increasing depth of ResNet. For example, in \textit{CIFAR-10} experiments, ResNet with depth-56 and depth-110 perform worse than their counterparts ResNet with depth-32 and depth-44. In \textit{AG-NEWS} experiments, ResNet with depth-29 and depth-49 perform worse than ResNet with depth-9 and depth-17. However, our method ($h = 0.1$) reduces the variance of test accuracy over the increasing depth. For example, in \textit{CIFAR-10} experiments, our method shows a lower variance over the depth, with test accuracy improving from 70\% to 79\% from depth 32 to 110. The blue shaded area ($h = 0.1$) is much thinner compared with the red one ($h = 1.0$). This shows that our method ($h = 0.1$) has a smaller variance of the test accuracy over different random seeds. This demonstrates that small $h$ offers training robustness.
To verify the effectiveness of small $h$ on improving robustness of the training procedure without batch normalization (BN), we compare ResNet with reduced step $h$ ($h = 0.1$) and the original ResNet (corresponding to $h = 1.0$) without BN (other hyperparameters remain the same). Each configuration has 5 trials with different random seeds. We provide median test accuracy with the number of epochs on the datasets. The standard deviation is plotted as the shaded color.

To sum up, as theoretically shown in Section 3.2, the reduced $h$ can prevent the explosion of back-propagated information over the depth, thus making the training procedure of ResNet more robust.

**Small $h$ helps networks without BN:** Figure 3 shows that, without using BN, training plain ResNet ($h = 1.0$) is unstable and exhibits large variance for both vision CIFAR-10 and text AG-NEWS datasets. Particularly, without using BN, even training a shallow ResNet (depth-32) on CIFAR-10 fails at almost every training trail. However, with reduced $h = 0.1$, training performance improves significantly and exhibits low variance. As theoretically shown in Section 3.2, reduced $h$ has beneficial effects on top of BN. This can help the back-propagated information by preventing its explosion, and thus enhance the training robustness of deep networks.

**4.2 Small $h$ helps generalization robustness**

**Synthetic data for noise filtering:** To give insights on why small $h$ can help the generalization robustness of ResNet, let us first consider a synthetic data example of using ResNet for binary classification task, namely separating noisy “red and blue” points in a 2-D plane. We train a vanilla ResNet with $h = 1.0$ and ResNet with $h = 0.1$ on the middle of Figure 4, and perform the feature transformations on the test set (the right of Figure 4).

In Figure 5, the features are transformed through forward-propagation in vanilla ResNet (no BN, $h = 1.0$). The noise in the input features leads to the mixing of red and blue points, sabotaging the generalization of ResNet. The reason for this phenomenon
Figure 4: Left: Synthetic binary data TWO-MOON (clean underlying data). Middle: Noisy training data with perturbed input features. Right: Noisy test data. Both noisy training and test data come from the same underlying distribution with the same noise-adding process.

Figure 5: To illustrate the feature transformations through the vanilla ResNet (no BN, $h = 1.0$) on the synthetic 2-dim binary data of Figure 4 (right), we plot transformed features from selected layers 0, 5, 10, 90, 100 of a deep (100-layer) ResNet. Axes ranges increase and shift to visualize diverging features with the increasing depth.

is that, with large $h$, features undergo violent transformations between two adjacent blocks, and negative effects of noise are amplified along the depth.

Figure 6: Feature transformations through the ResNet without BN but with step factor of $h = 0.1$ on the synthetic 2-dim data of Figure 4 (right). We plot transformed features from selected layers 0, 50, 100, 450, 500 of a deeper (500-layer) ResNet. Axes ranges shift to better visualize features with the increasing depth.

On the other hand, Figure 6 shows that, with small $h$ features undergo smooth transformations at every adjacent residual block, and thus the input noise is gradually filtered out, which leads to the correct classification. As stated in Section 3.3, small $h$ can help bounding the negative effects of noise in input features. With small $h$, noise amplification along the depth is effectively constrained.

We also made animations visualizing the transformations and conducted experiments comparing the effects of BN on smoothing out the noise. Interested readers may go to the Dropbox link for reference.
Figure 7: To verify the effectiveness of small \( h \) on generalization robustness of ResNet, we train on noisy input data with various noise level, and compare ResNet with reduced step factor (\( h = 0.1 \)) and original ResNet (\( h = 1 \)) (other hyperparameters remain the same.). We provide the best test accuracy with number of epochs on clean input data of both visual and text dataset CIFAR-10 (depth-110 ResNet) and AG-NEWS (depth-49 ResNet). Each configuration takes 5 trails each with different random seeds. The standard deviation is plotted as the shaded color (For the better visualization, the shaded color in CIFAR-10 is \( 0.4 \times \) std.).

**Real-world data for noise filtering:** We train ResNet with \( h = 0.1 \) and \( h = 1.0 \) on noisy data (i.e., input perturbations), and test it on clean data. For the training dataset CIFAR-10, we inject Gaussian noise at every normalized pixel with zero mean and a different standard deviation to represent different noise levels. For the training dataset AG-NEWS, we choose different proportions (different noise levels) of characters randomly in the texts and alter them.

Figure 7 shows that, at different noise levels, our method (\( h = 0.1 \)) continuously outperforms the original method (corresponding to \( h = 1.0 \)). In particular, for CIFAR-10 at the noise levels 0.01 and 0.1, our method outperforms the original method by a large margin around 9% and 17% respectively. We observe that ResNet with reduced \( h \) has the smaller variance compared to its counterpart under different noise levels. In other words, our method is robust to training on noisy input by bounding the negative effects of noise. By taking the smooth transformations, it gradually filters out the noise in the input features along the forward propagation of ResNet. Thus, our method offers better generalization robustness.

### 4.3 How to select step size \( h \)

Last but not least, we perform a grid search of \( h \) from 0.001 to 1.0 to explore optimal training and generalization robustness.
Figure 8: To choose the appropriate $h$ for a fixed depth of ResNet, we perform a grid search of $h$ for CIFAR-10 (depth-110 ResNet) and for AG-NEWS (depth-49 ResNet) (other hyperparameters remain the same). We provide the median test accuracy with the number of epochs. Each configuration takes 5 trails with different random seeds. The standard deviation is plotted as the shaded color (For the better visualization, the shaded color in CIFAR-10 is $0.3 \times$ std.).

**Selection of $h$ for training robustness:** To search $h$ for training robustness, we train fixed depth ResNet with various $h$. Figure 8 shows that the proper $h$ for CIFAR-10 (depth-110 ResNet) is near 0.1. The proper $h$ for AG-NEWS (depth-49 ResNet) is between 0.1 and 0.5.

For a given depth, we should choose smaller $h$ but not too small. If $h$ is very small, e.g., $h = 0.001$ and 0.01, it smooths out useful transformations, thus leading to undesirable performance.

**Selection of $h$ for generalization robustness:** To search $h$ for generalization robustness, we train ResNet with various $h$ on the noisy input data. Figure 9 shows that for noisy CIFAR-10 (depth-110 ResNet, noise level = 0.1), the proper $h$ should be between 0.1 and 0.5, and for noisy AG-NEWS (depth-49 ResNet, noise level = 0.5), the proper $h$ should be between 0.1 and 0.8.

Too small $h$, e. g., $h = 0.001, 0.01$ leads to undesirable performance. As discussed in Section 3.3, $h$ cannot be too small in order to get enough approximations to match the target value at the final layer of ResNet.

## 5 Conclusion

This paper proposed a simple but principled approach to enhance the robustness of ResNet. Motivated by the dynamical system view, we characterize ResNet by an explicit Euler method. We theoretically find that the step factor $h$ in the Euler method can control the robustness of ResNet in both training and generalization. From the view of back-propagation, we prove that a small $h$ can benefit the training robustness, while
Figure 9: To choose the appropriate $h$ for a fixed depth of ResNet on noisy input, we perform a grid search of $h$ for CIFAR-10 (depth-110 ResNet, noise level = 0.1) and for AG-NEWS (depth-49 ResNet, noise level = 0.5) (Other hyperparameters remain the same.). We provide the best test accuracy with number of epochs on clean input data. Each configuration takes 5 trials with different random seeds. The standard deviation is plotted as the shaded color (For the better visualization, the shaded color in CIFAR-10 is $0.2 \times \text{std}$).

from the view of forward-propagation, we prove that a small $h$ can help the generalization robustness. We conduct comprehensive experiments on vision CIFAR-10 and text AG-NEWS datasets. Experiments confirm that small $h$ can benefit the training and generalization robustness. Future work can explore several promising directions: (a) How to transfer the experience of small $h$ to other network structures, e.g., RNN for natural language processing [23], (b) How to handle the noisy labels $y$ [24], and (c) Other means for choosing the step size $h$, e.g., using Bayesian optimization [25, 26, 27, 28].
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6 Supplementary Materials

6.1 Details of configurations of our experiments

We will publicize our codes soon.

6.2 Animations of Synthetic data

Animations on the effects of step factor $h$ and BN of smoothing out noise can be found at the Dropbox link.

6.3 Visualization on noisy input features

For CIFAR-10, we add random Gaussian (zero mean and noise level std) noise to every normalized pixel of the images. For AG-NEWS, we randomly choose the noise level proportion of text, and randomly alter it. Illustrations are as follows.

![Visualizations of noisy input features](image)
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