Prototyping Crop Traits Retrieval Models for CHIME: Dimensionality Reduction Strategies Applied to PRISMA Data
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Abstract: In preparation for new-generation imaging spectrometer missions and the accompanying unprecedented inflow of hyperspectral data, optimized models are needed to generate vegetation traits routinely. Hybrid models, combining radiative transfer models with machine learning algorithms, are preferred, however, dealing with spectral collinearity imposes an additional challenge. In this study, we analyzed two spectral dimensionality reduction methods: principal component analysis (PCA) and band ranking (BR), embedded in a hybrid workflow for the retrieval of specific leaf area (SLA), leaf area index (LAI), canopy water content (CWC), canopy chlorophyll content (CCC), the fraction of absorbed photosynthetic active radiation (FAPAR), and fractional vegetation cover (FVC). The SCOPE model was used to simulate training data sets, which were optimized with active learning. Gaussian process regression (GPR) algorithms were trained over the simulations to obtain trait-specific models. The inclusion of PCA and BR with 20 features led to the so-called GPR-20PCA and GPR-20BR models. The 20PCA models encompassed over 99.95% cumulative variance of the full spectral data, while the GPR-20BR models were based on the 20 most sensitive bands. Validation against in situ data obtained moderate to optimal results with normalized root mean squared error (NRMSE) from 13.9% (CWC) to 22.3% (CCC) for GPR-20PCA models, and NRMSE from 19.6% (CWC) to 29.1% (SLA) for GPR-20BR models. Overall, the GPR-20PCA slightly outperformed the GPR-20BR models for all six variables. To demonstrate mapping capabilities, both models were tested on a PRecursore IperSpettrale della Missione Applicativa (PRISMA) scene, spectrally resampled to Copernicus Hyperspectral Imaging Mission for the Environment (CHIME), over an agricultural test site (Jolanda di Savoia, Italy). The two strategies obtained plausible spatial patterns, and consistency between the two models was highest for FVC and LAI ($R^2 = 0.91$, $R^2 = 0.86$) and lowest for SLA mapping ($R^2 = 0.53$). From these findings, we recommend implementing GPR-20PCA models as the most efficient strategy for the retrieval of multiple crop traits from hyperspectral data streams. Hence, this workflow will support and facilitate the preparations of traits retrieval models from the next-generation operational CHIME.
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1. Introduction

As the world population is expected to continue to grow in the next decades, food security will become a crucial problem requiring political decisions and strategic solutions [1].
Optical remote sensing technologies have been employed to monitor the terrestrial Earth surface routinely and thus provide a viable tool to measure fundamental crop traits in the context of sustainable agriculture [2]. Among a diversity of platforms, satellite sensors can acquire data over vast cultivated regions, which allows the generation of efficient and useful products for managing agricultural systems. In the next coming years, an increasing number of spaceborne imaging spectroscopy missions will complement current multispectral Earth observation (EO) systems, such as the Copernicus Sentinel-2 from the European Space Agency (ESA), leading to an unprecedented flow of data in high spectral dimensionality [3]. These hyperspectral missions include, among others, the PRecursore IperSpettrale della Missione Applicativa (PRISMA) [4], launched on 22 March 2019, and the Environmental Mapping and Analysis Program (EnMAP) [5], launched on 1 April 2022. Following the two precursor missions, forthcoming operational missions are planned, such as the FLuorescence EXplorer (FLEX) [6], the NASA Surface Biology and Geology observing system (SBG) [7], and the Copernicus Hyperspectral Imaging Mission for the Environment (CHIME) [8].

CHIME will be designed to provide routine hyperspectral observations through the Copernicus Programme starting between 2025 and 2030 [3], thus complementing the Sentinel-2 multispectral mission [9]. The CHIME sensor is built upon a pushbroom concept providing contiguous spectra assembled by more than 200 narrow bands in the 400–2500 nm spectral range. The spectral sampling interval will be < 10 nm and each sensor will record at a spatial sampling distance of 30 m. The mission will provide data in a repeat cycle of 20 to 25 days for a single satellite and 10–12.5 days for two satellites using a sun-synchronous orbit [10].

CHIME’s main objective will be to improve and develop new services focusing on the precise management of natural resources to support a range of related policies and decisions. Within the natural resources management, a primary pillar will be ‘sustainable agriculture and food security,’ including, among others, food nutrition and quality [11]. To support this, CHIME shall deliver required quantitative measures of essential crop traits in space and time and high accuracy meeting user requirements within the agricultural services [11]. In this way, the mission will support European Union (EU)-related policies, such as the green and performance-based EU Common Agricultural Policy (see: https://ec.europa.eu/info/food-farming-fisheries/key-policies/common-agricultural-policy, accessed on 15 March 2022), aiming for sustainable agricultural management. With the background of these green EU goals, dedicated retrieval algorithms that can be easily implemented into operational schemes to obtain prioritized variables need to be identified. To support the preparatory activities of CHIME, an end-to-end (E2E) instrument simulator was established, which can approximate the complete chain starting from data recording, sensor calibration, and data pre-processing to sensor products up to final surface properties mapping [12]. Following the atmospheric and geometric correction processes providing Level-2A (L2A) products, multiple vegetation traits models will be implemented in the Level-2B (L2B) module of the E2E simulator [13]. These traits encompass biochemical and biophysical vegetation properties, such as leaf and canopy chlorophyll content \(C_{ab},\) CCC, specific leaf area (SLA), leaf area index (LAI), leaf and canopy water content (LWC, CWC), the fraction of absorbed photosynthetic active radiation (FAPAR), and fractional vegetation cover (FVC). Retrieval of these traits is relevant for diverse agricultural applications to support sustainable management and thus food production [14,15]. While the majority of these traits have been derived numerous times experimentally or in operational missions (see reviews Verrelst et al. [16,17]), currently no mission in space routinely provides a catalog of these vegetation products.

When it comes to the routine production of biochemical and biophysical traits from EO data, efficient retrieval methods need to be implemented. The key challenge lies in finding the trade-off between site-specific accuracy and operational continuity. An overview and elaborated taxonomy of variable retrieval methods from Earth observation data is provided by Verrelst et al. [16,17]. From the main families of retrieval methods, i.e., (1) parametric
regressions, (2) nonparametric regressions, (3) physically-based methods, and (4) hybrid approaches, the last method evolved as the most appealing in operational contexts [18–26]. Hybrid strategies blend the physics described by radiative transfer models (RTM) and use the efficiency of machine learning regression algorithms (MLRAs) in a synergistic way to infer the traits of interest. Within such workflows, synthetic training data sets are firstly generated from RTM simulations describing multiple states of vegetation characteristics. Subsequently, a selected machine learning algorithm learns the nonlinear relationships between the pairs of simulated reflectance and vegetation traits to build a predictive model [16,27]. However, when hybrid methods are applied to hyperspectral data, some challenges must be overcome. Imaging spectrometers, such as CHIME, are characterized by numerous contiguous spectral bands providing a vast amount of detailed information but also contain spectral redundancy and noise [28]. Consequently, ingesting all these bands directly into an MLRA would lead to long training times and suboptimal mapping performances [27,29].

To circumvent this redundant information and improve model efficiency, dimensionality reduction (DR) in both the sampling (i) and spectral (ii) domains need to be accomplished [27]. With respect to (i), active learning (AL) methods were proposed to reduce training sample sizes and thus also final models effectively [30–32]. Traditionally used for classification [33], recently, AL techniques have been pursued to solve numerous regression problems in the context of EO data analysis targeting vegetation properties retrieval [34]. When applying AL, a machine learning algorithm can reach superior accuracies as it learns from an optimized and representative training data set [35]. In addition, computational runtime is reduced, allowing the implementation of MLRAs that require a relatively small number of training points, such as Gaussian process regression (GPR) algorithms [36,37]. GPRs are outstanding in delivering competitive performances [38] and can provide associated uncertainty looking at predictive variance estimates [39]. Consequently, they may be the preferred methods in the framework of hybrid retrieval strategies [17].

Regarding spectral dimensionality reduction (ii), we can broadly distinguish between (1) feature extraction or band selection [20,31] and (2) feature transformation, also known as feature engineering [40]. Both reduction techniques convert the spectral data into a lower-dimensional feature space, assuring that the majority of the spectral information is kept. In the case of feature extraction, a subset of the most relevant bands is selected to construct a model. Hereby we differentiate between three different methods: filter, wrapper, and embedded modeling [41,42]. In view of filter methods, traditionally, vegetation indices have been employed, extracting two or three bands and building linear relationships with the variables of interest [43–47]. However, despite straightforward implementation and successful usage in multiple studies, these methods may fail to find the correct subset of bands (or features). In addition, available (hyperspectral) information is underexploited and noise sensitivity can be enhanced if narrow bands with relatively low signal-to-noise ratios were combined [48]. For these reasons, embedded or wrapper methods should be preferred, as demonstrated by a few variable retrieval studies [2,31,49]. Feature engineering is usually based on mathematical projections, which attempt to transform the original features into an appropriate feature space. After transformation, the original meaning of the features is usually lost [40]. The most prominent method is principal component analysis (PCA) [50]. For further explanation and discussion about these methods, we refer to Berger et al. [20]. In prior studies, spectral dimensionality reduction was incorporated in hybrid strategies, either using band selection [20], but mainly using feature engineering in the form of PCA [12,13,22,23,32,51,52]. However, a direct comparison is lacking and the most efficient strategy for retrieving multiple vegetation traits from hyperspectral data sets remains to be investigated.

Altogether, with the ambition to support the upcoming CHIME with efficient retrieval methods, the overarching objective of this study was to identify the optimal hybrid strategy for deriving essential crop traits, such as SLA, LAI, CCC, CWC, FAPAR, and FVC from imaging spectroscopy data. To achieve this objective, we applied AL in the sampling
domain to obtain representative training samples and compared two different spectral feature reduction strategies. Direct and indirect evaluation of the retrieval models is provided by exploring a field data set. As CHIME is yet to be launched, in anticipation of the upcoming hyperspectral data stream, the developed models will be applied and tested on a hyperspectral PRISMA image covering large cultivated areas.

2. Material & Methods

2.1. Study Design & Workflow

The foundations of this study are based on a hybrid method, combining RTMs with machine learning algorithms, and applying dimensionality reduction in the sampling and in the spectral domains. Figure 1 delineates the workflow with the two pursued retrieval strategies consisting of six main steps, which will be detailed in the following subsections.

1. Generating a training database with an RTM (see Section 2.2);
2. Applying AL methods to reduce and optimize the training data sets for each variable (see Section 2.3);
3. Training and validation using GPR (Section 2.4);
4. Reducing dimensionality of simulated and measured spectra with: (i) PCA and (ii) an iterative band ranking (BR) procedure (see Section 2.5);
5. Mapping using PRISMA scenes, resampled to CHIME, over cultivated areas of the agricultural site close to Jolanda di Savoia, Italy (data set description see Section 2.6).

For all analyses performed in our study, the scientific Automated Radiative Transfer Models Operator (ARTMO, https://artmotoolbox.com/, accessed on 2 January 2022 [53]) software framework was employed. ARTMO includes the machine learning regression algorithm (MLRA) toolbox with an integrated active learning module [32] for retrieval applications. Different kinds of MLRAs, AL methods, and spectral dimensionality reduction (PCA, GPR-BAT tool) as well as sampling strategies using RTMs can be tested and applied.

2.2. Training Database Establishment

Ideally, a training data set for an ML algorithm should mimic the spectra encountered in real scenes as realistically as possible. This can be achieved by generating multiple combinations of vegetation variables with the RTM and applying wide statistical distributions.
We selected the Soil Canopy Observation, Photochemistry and Energy fluxes (SCOPE) model (version 1.7) [54] for our purpose. SCOPE is based on a modular architecture, encoding knowledge of radiative transfer, micrometeorology, and plant physiology. The different modules can be used separately or integrated into a cascade, exchanging inputs and outputs. Within SCOPE, optical properties of the leaves are modeled by PROSPECT-5 [55] and Fluspect [56], whereas the canopy structural properties are described by SAIL. We also chose SCOPE due to the energy balance module, which iteratively calculates heat and radiation fluxes. Therefore, it allowed for the indirect definition of FAPAR and FVC.

For the establishment of the training database, we set the ranges of the target variables (see Table 1) according to OPTICLEAF database (OPTICLEAF; http://opticleaf.ipgp.fr/, accessed on 23 December 2021), as well as similar studies using PROSPECT-4SAIL or SCOPE [16,23,27,57–60]. Leaf optical properties such as leaf chlorophyll content (C_{ab}), leaf water content (C_{w}), and leaf dry matter content (C_{m}) were generated with truncated Gaussian distributions as this corresponds to their natural distributions. With respect to total leaf carotenoid content (C_{xc}), the variable was distributed in its habitual range of variation to render spectra more realistic for the photosynthetically active radiation (PAR) region. However, the chosen distribution was uniform since this is not a target variable. Lastly, anthocyanin content (C_{ant}) and senescent material (C_{s}) have been set to 0 as this retrieval scheme is aimed at modeling green canopies. For the retrieval of brown (or senescent) canopies, specific retrieval strategies relying on the modeling of senescent leaf compounds [61] need to be developed. Soil reflectance was described by the Brightness-Shape-Moisture (BSM) soil reflectance model [62,63]. For all input parameters of BSM, i.e., soil moisture content (SMC), soil brightness, longitude, and latitude, the distributions were set to Gaussian. Although these variables are not of interest for the retrieval scheme, it is necessary to account for their variability in the training data to make the spectra as realistic as possible. Illumination and viewing variables, i.e., sun zenith angle (SZA), observer zenith angle (OZA), and relative azimuth between sun and observer (RAA), were varied to cover the range of possible sun-sensor-target configurations for the imagery. These have uniform distributions since there is no preferred observation direction. Lastly, regarding canopy structure variables, LAI and LIDF_{a/b} are input from the SAIL model. Though LAI is not a priority variable, it is required for the upscaling of leaf variables to canopy level (see Table 2). In this case, uniform distributions within the usual range of variation have been specified.

Given the provided ranges in Table 1, the number of randomly selected simulations resulting from the combination of the parameters was set to 2000. In other studies, [59,60] the number of performed simulations was substantially higher (e.g., order of 100,000). However, previous studies have also proven that for hybrid retrieval strategies, competitive results can be achieved with fewer but intelligently selected samples [32,34,64]. Thus, the 2000 samples generated in this training data set were subsequently used as input to a specific active learning method for selecting the most relevant samples (see Section 2.3).

Lastly, the generation of the training database required an additional step to obtain the variables selected for retrieval (see Table 2). This included upscaling of the leaf variables to the canopy level, i.e., CCC and CWC, by multiplying the corresponding leaf variables with LAI (all in g/m^2). C_{m} was converted into SLA by calculating its inverse. Note that the use of SCOPE allowed us to indirectly define FVC and FAPAR, which rely on the primary variables LAI and C_{ab}.

FAPAR was calculated as the ratio between the downward direct and diffuse photosynthetically active radiation (PAR, 400–700 nm) and upward fluxes of PAR, as calculated in SCOPE [54]. FVC is obtained empirically from the gap fraction (P) at nadir, by the expression defined in De Grave et al. [23] as follows in Equation (1):

\[ P = \exp(-kxLAI) \]
where \( k \) is the extinction coefficient. Given this relation, we can obtain FVC in Equation (2) as:

\[
FVC = 1 - P
\]  

(2)

Though these variables were not defined as a priority for CHIME, they are essential to disentangle structural and biochemical influences on the reflected spectral signals.

**Table 1.** Parameterization of SCOPE and BSM soil reflectance models, with notations, units, ranges and distributions of inputs used to simulate the spectral training database. \( \bar{x} \): mean, SD: standard deviation.

| Model Variables | Units | Range (Min-Max) | Distribution |
|-----------------|-------|-----------------|--------------|
| **Leaf Variables** |       |                 |              |
| \( N \)         | Leaf structure parameter | unitless | 1.0–2.7 | Gaussian (\( \bar{x} \): 1.5, SD: 0.5) |
| \( C_{ab} \)    | Leaf chlorophyll content | [µg/cm²] | 0–80 | Gaussian (\( \bar{x} \): 45, SD: 35) |
| \( C_m \)       | Leaf dry matter content | [g/cm²] | 0.002–0.02 | Gaussian (\( \bar{x} \): 0.0075, SD: 0.005) |
| \( C_w \)       | Leaf water content | [g/cm²] | 0.005–0.035 | Gaussian (\( \bar{x} \): 0.015, SD: 0.0075) |
| \( C_{xc} \)    | Leaf carotenoid content | [µg/cm²] | 0–20 | Uniform |
| **Canopy Variables** |       |                 |              |
| LAI             | Leaf area index | [m²/m²] | 0.1–8 | Uniform |
| LIDF            | Leaf Inclination | rad | –1–1 | Uniform |
| \( \alpha_{soil} \) | Soil scaling factor | unitless | 0–1 | Uniform |
| SZA             | Sun zenith angle | [°] | 0–80 | Uniform |
| OZA             | Observer zenith angle | [°] | 0–25 | Uniform |
| RAA             | Relative azimuth angle | [°] | 0–180 | Uniform |
| **Soil variables** |       |                 |              |
| SMC             | Soil Moisture Content | [%] | 5–55 | Gaussian (\( \bar{x} \): 25, SD: 12.5) |
| BSM             | BSM Brightness | [%] | 0–0.9 | Gaussian (\( \bar{x} \): 0.5, SD: 0.25) |
| BSMlat          | BSM latitude | [°] | 20–40 | Gaussian (\( \bar{x} \): 25, SD: 12.5) |
| BSMlong         | BSM longitude | [°] | 45–65 | Gaussian (\( \bar{x} \): 50, SD: 10) |

**Table 2.** Overview statistics of measured and targeted variables of Grosseto and MNI campaigns.

| Variable (Abr) | Unit | Mean (SD) | Range | No. of Samples |
|----------------|------|-----------|-------|---------------|
| Specific Leaf Area (SLA) | cm²/g | 219 (51.2) | 142–478 | 59 |
| Leaf Area Index (LAI) | m²/m² | 2.1 (1.6) | 0–6 | 115 |
| Canopy Chlorophyll Content (CCC) | g/m² | 0.97 (0.7) | 0–3.2 | 115 |
| Canopy Water Content (CWC) | g/m² | 417 (271) | 0–1113 | 59 |

2.3. Sample Reduction: Active Learning

AL aims to optimize training datasets through intelligent sampling using an iterative procedure. In the context of regression for terrestrial EO data analysis, AL techniques are typically categorized into two groups: *uncertainty* and *diversity* [64]. In a recent survey [34] it was observed that choosing samples according to their diversity often led to optimal results. Particularly, the Euclidean distance-based diversity (EBD) method was the best performing in most reviewed studies, and, therefore, we chose to adapt this method for our study. The EBD method [65] selects those samples out of the pool that are distant from the already included ones in the training set, using squared Euclidean distance (Equation (3)):

\[
d_E = \| x_u - x_l \|_2^2, \tag{3}\n\]

where \( x_u \) is a sample from the candidate set, and \( x_l \) is a sample from the training set. All distances between samples are computed and then the most remote are selected. An additional optimization option was introduced by Verrelst et al. [32]. Thereby, the AL algorithm is run against in situ data. In this way, the training database becomes optimized against real data. It must be remarked that the spectral data were compressed into principal components for running the AL procedure as GPR models require exhaustive processing.
times with hundreds of spectral bands. Yet, that step is only for efficient GPR running; the AL-reduced database preserves all bands. The stopping criterion was set to 500 samples to provide the optimal compromise between final model sizes and accuracy. The selection was performed using the root mean squared error (RMSE), but results will also be demonstrated with the coefficient of determination ($R^2$) and normalized RMSE (NRMSE) in %, being RMSE divided by the range of observations.

Subsequently to the AL optimization, we added 26 non-vegetated spectra to each variable-specific training database defining respective variable values to zero. These spectra were selected from the PRISMA scene (see Section 2.7) and included bare soils, water bodies, and man-made surfaces. This step allowed one to reduce the mapping errors by augmenting the model’s ability to recognize multiple non-vegetated spectral surfaces in the scene.

2.4. Gaussian Process Regression

Gaussian process regression [36] algorithms have been chosen as core algorithms in the hybrid retrieval scheme as they have proven good performance in variable retrieval studies [38,66,67]. In particular, GPR models address the key question of providing uncertainties for the estimates in remote sensing products. See [16,17,37] for a rationale for using GPR as opposed to alternative statistical methods.

Notationally, the GPR model establishes a relation between the input ($B$-bands spectra) $x \in \mathbb{R}^B$ and the output variable (canopy parameter to be retrieved) $y \in \mathbb{R}$ of the form (Equation (4)):

$$y = f(x) = \sum_{i=1}^{N} a_i K(x_i, x_j),$$

where $\{x_i\}_{i=1}^{N}$ are the spectra used in the training phase, $a_i \in \mathbb{R}$ is the weight assigned to each one of them, and $K$ is a function evaluating the similarity between the test spectrum $x$ and all $N$ training spectra, $x_i = [x_i^1, x_i^2, \ldots, x_i^B]^\top$, $i = 1, \ldots, N$. We used ARD Rational Quadratic Kernel:

$$K(x_i, x_j \mid \theta) = \sigma_y^2 \left(1 + \frac{1}{2\alpha} \sum_{m=1}^{B} \frac{(x_{im} - x_{jm})^2}{\sigma_m^2} \right)^{-\alpha}$$

This kernel can be interpreted as a combination of exponential quadratic kernels with the mixture parameter $\alpha > 0$ determining the weighting between them. $\sigma_y^2$ is the scaling factor derived from the total variance. These two are the habitual parameters of the Rational Quadratic Kernel, but in our case, we also allowed feature-dependent length scales, i.e., $\sigma_m^2$.

For training purposes, we assume that the observed variable is formed by noisy observations of the true underlying function $y = f(x) + \epsilon$. Moreover, we assume the noise to be additive independently identically Gaussian distributed with zero mean and variance $\sigma_n$. Let us define the stacked output values $y = (y_1, \ldots, y_n)^\top$, the covariance terms of the test point $k_s = [k(x_s, x_1), \ldots, k(x_s, x_n)]^\top$, and $k_{xx} = k(x_s, x_s)$ represents the self-similarity of $x_s$. From the previous model assumption, the output values are distributed according to Equation (6):

$$\begin{pmatrix} y \\ f(x_s) \end{pmatrix} \sim \mathcal{N} \left( \begin{pmatrix} 0 \\ k_s^\top \end{pmatrix}, \begin{pmatrix} K + \sigma_y^2 I & k_s^\top \\ k_s & k_{xx} \end{pmatrix} \right).$$

For prediction purposes, the GPR is obtained by computing the posterior distribution over the unknown output $y_s$, $p(y_s \mid x_s, \mathcal{D})$, where $\mathcal{D} \equiv \{x_n, y_n|n = 1, \ldots, N\}$ is the training dataset. Interestingly, this posterior can be shown to be a Gaussian distribution, $p(y_s \mid x_s, \mathcal{D}) = \mathcal{N}(y_s|\mu_{\text{GP}}, \sigma^2_{\text{GP}})$, for which one can estimate the predictive mean (point-wise predictions), see Equation (7):

$$\mu_{\text{GP}} = k_s^\top (K + \sigma_n^2 I)^{-1} y,$$
and the predictive variance (confidence intervals) as in Equation (8):

\[ \sigma_{\text{GP}}^2 = k_{ss} - k_{s\top}(K + r_n^2 I)^{-1}k_s. \]  

The corresponding hyperparameters \( \theta \) are typically selected by Type-II Maximum Likelihood, using the marginal likelihood (also called evidence) of the observations, which is also analytical. When the derivatives of the log evidence are also analytical, which is often the case, conjugated gradient ascent is typically used for optimization (see [36] for further details).

In summary, despite being trained with often rather small data sets, GPR models proved to perform well in EO data analysis. GPR even outperformed other non-parametric regression methods, such as random forests (RF) or artificial neural networks (ANN), in remote sensing applications, which may be among others due to the ARD kernel function rendering the model quite flexible. Besides the information about uncertainty, GPR models deliver information about the relevance of bands, which can be used for identifying the sensitive spectral regions [31,37,68].

Note that in our study, we implemented the MATLAB version of GPR models according to Verrelst et al. [12]. In contrast to other programming versions, the MATLAB GPR provides a higher efficiency in the training phase, which leads to lower processing times. A small gain in runtime is essential when using AL methods or processing large scenes within operational setups.

2.5. Retrieval with Dimensionality Reduction Strategies

In this section, the two proposed dimensionality reduction approaches are detailed. Specifically, we compared a PCA retrieval strategy (i) against a band ranking procedure (ii). When using PCA (i), spectral data is mapped into a lower-dimensional feature space, which captures most of the variance of the original data. In this way, PCA identifies dominant spectral features but also detects signals in some other bands, depending on the number of considered principal components [21,69]. To obtain the dominant spectral features, PCA solves an optimization problem that seeks to maximize the variance in the transformed space, this is posed under the Rayleigh quotient as:

\[ \arg \max_w \frac{w^\top \Sigma w}{w^\top w}, \]  

where \( \Sigma \) is the covariance matrix. The above unconstrained optimization problem (Equation (9)) is equivalent to the following constrained optimization problem:

\[ \arg \max_w w^\top \Sigma w \]  
subject to \( w^\top w = 1 \).  

The solution of the above optimization problem (Equation (10)) can be achieved through the Lagrange multipliers methods, in particular the derived cost function is \( \mathcal{L}(w, \lambda) = w^\top \Sigma w - \lambda(w^\top w - 1) \). By computing the partial derivatives, we end up with the equation \( \Sigma w = \lambda w \), which requires the computation of the eigenvalues and eigenvectors of the covariance matrix \( \Sigma \). \( \Sigma \) is a Positive Semi Definite matrix formed by non-negative eigenvalues; these eigenvalues summarize the contribution to the total amount of retained variance by each corresponding eigenvector which are the called principal components of the PCA method. In particular, we follow the criterion based on normalizing the eigenvalues by their total sum. Then, each normalized eigenvalue represents a fraction of the total variance (by summing to one). Our selection rule for the number of principal components is to ensure more than 99.95% of the original variance. To optimally explore the spectral information, at first, we tested the variable estimation accuracy as a function of the total number of PCs. For this purpose, 1 to 25 components were applied to the spectral training data set, GPR algorithms trained, and models run against the in situ data set.
Second (ii), we explored the band ranking procedure. To create the models, we also selected the optimized variable-specific training data sets provided by the AL methodology with the complete CHIME-like spectral setting. We explored a wrapper technique, i.e., feature selection using GPR for automatic band selection, embedded in ARTMO’s GPR-BAT tool. It explores the capability of GPR algorithms to evaluate the predictive power of each available spectral band during the development of a retrieval model. A sequential backward band removal (SBBR) algorithm reveals the bands that contribute most to the development of the model by exploring the automatic relevance determination (ARD) covariance. By eliminating the least contributing band (highest $\sigma_m$) and then retraining and validating a new GPR model, the procedure is repeated until, finally only one band remains, indicated by the overall lowest $\sigma_m$. Consequently, this routine eventually leads to the identification of the optimal band setting for the variable under consideration.

Therefore, information about the spectral relevance of each band was obtained through the parameter $\sigma_m$ of the ARD kernel (see Equation (5)), which is the kernel width assigned to the $m$-th band. The $\sigma_m$ parameter is inversely proportional to the relevance of the band, as it measures the uncertainty of the model with that particular band (highest value means higher uncertainty). To provide a direct relation between $\sigma_m$ and its relevance, we converted as proposed by [70], and we refer to the value of relevance for each band as $r_m$, as follows:

$$r_m = 100 \left( 1 - \frac{\sigma_m^2}{\max\{1 \leq m \leq B\} \sum_{m=1}^{B} \sigma_m^2} \right).$$ (11)

In addition, to ensure a robust identification of the most sensitive bands and to ensure the inclusion of all simulated samples for validation, the method was combined with k-fold cross-validation (CV) sub-sampling scheme. Specifically, a 3-k sub-group sampling strategy was pursued. Goodness-of-fit validation statistics were averaged for the k validation subsets, i.e., $R^2_{CV}$, $RMSE_{CV}$, $NRMSE_{CV}$, as well as associated SD and min–max rankings. Based on k repetitions, the generated $\sigma_b$ were k times ranked. A detailed description of the GPR-BAT procedure can be found in Verrelst et al. [31].

2.6. Experimental Sites

The dataset explored in our study was collected during two different campaigns (see Figure 2). The first campaign took place in an agricultural site in the North of Grosseto, located in central Italy (N 42°49.78′, E 11°4.21′) during the summer season of 2018. Sampling was performed within two corn (Zea mays L.) fields of varying phenological cycles due to different sowing dates (i.e., early May and mid of June, respectively). The data were collected from 2–7 July and 31 July–1 August 2018 at homogeneous elementary sampling units (ESUs) of 10 × 10 m$^2$. LAI was measured at 87 ESUs using either an LAI-2200 plant analyser (LI-COR Biosciences, Lincoln, NE, USA) or a digital hemispherical camera (Nikon CoolPix 990, Tokyo, Japan) equipped with a fish-eye lens (Nikon FC-E8 8 mm, Tokyo, Japan). The LAI-2200 measurements were carried out at the ESUs, repeating one above and four below canopy readings. The hemispherical photographs were processed using the CAN-EYE software (https://www6.paca.inrae.fr/can-eye/, accessed on 24 September 2021), providing an average estimate of LAI for each ESU. To obtain CCC, measurements of $C_{ab}$ were performed within 87 ESUs using a SPAD device (Konica Minolta, Tokyo, Japan), taking the last fully expanded leaf (with five readings at each sampled leaf). In addition, we sampled the last fully developed leaf from three plants within 31 of the 87 ESUs. A few samples under chlorosis conditions, not corresponding to any ESU, were as well collected to enlarge variability. $C_{ab}$ laboratory extractions were performed on a set of three disks with a 2.2 cm diameter sampled at each leaf. The laboratory analysis included homogenization with methanol (Ultra-Turrax, IKA-Werk, Staufen, Germany), followed by repeated centrifugation and cooling at −20°. After merging of supernates and filtering (0.45 µm PTFE syringe filter) $C_{ab}$ could be measured. Lab-extracted $C_{ab}$ values and corresponding SPAD measurements were used to build the SPAD-$C_{ab}$ relationship obtaining $R^2 = 0.93$. The study
of Candiani et al. [52] provides in detail the entire laboratory procedure, including resulting equations. This high agreement between SPAD and destructive measurements confirms our choice of the measurement device. However, it must be remarked that SPAD shows some sensitivity towards leaf thickness, which differs between cultivars, developmental stages, and environmental conditions. Nonetheless, several comparative studies found similarly high correlations encouraging the usage of SPAD for in-field sampling [71,72]. Calculation of final \( C_{ab} \) measurements was based on the empirical relationship between the destructive \( C_{ab} \) measurements and the SPAD readings (see also [52]). Finally, LAI was used to upscale the leaf trait to the canopy-level (i.e., \( \text{CCC in [g/m}^2] = \text{LAI} \times C_{ab} \times 10^{-2} \)). Measured canopy water content was calculated using LAI and \( C_w \) (i.e., \( \text{CWC in [g/m}^2] = \text{LAI} \times C_w \times 10^4 \)), which was destructively measured along with \( C_m \) within 31 ESUs. Hereby, leaf disks with a 2.2 cm diameter were collected from three corn plants at each ESU and weighted before and after oven-drying (80 °C for 48 h) using an analytical balance (0.0001 g sensitivity). The two leaf traits were then calculated according to: \( C_w = (W_f - W_d)/\text{Area} \); \( C_m = W_d/\text{Area} \), where \( W_f \) and \( W_d \) are fresh and dry weights, respectively.

**Figure 2.** Zoom-in with PRISMA scene at the test site Jolanda di Savoia, Italy. The Grosseto and MNI test sites are also indicated as yellow dots.

Simultaneously to the variable sampling, two airborne hyperspectral acquisitions were performed on 7 July and 30 July 2018 in clear sky conditions using the HyPlant DUAL sensor. The sensor covers a spectral range from 380 to 2530 nm (629 bands) with FWHM of 3–10 nm; and provides a ground sampling distance (GSD) from 1 m (7 July 2018) to 4.5 m (30 July 2018). HyPlant raw images were geometrically and atmospherically corrected to top-of-canopy reflectance through a dedicated processing chain described in Siegmann et al. [73].

Data from a second campaign were explored, where measurements were performed at an agricultural test site located in the North of Munich, Southern Germany (N 48°16′, E 11°42′). The long-term consolidated Munich-North-Isar (MNI) site is surrounded by communal farmlands owned by the city of Munich. In the last years, the agricultural test site has been established as a validation site for preparing agricultural algorithms in the context of the German hyperspectral EnMAP mission. The dataset was collected in the growing seasons of 2017 and 2018 of winter wheat (\( Triticum aestivum \) L.) and corn (\( Zea mays \) L.). Biophysical and biochemical crop variables were sampled simultaneously with field spectroscopic measurements. Detailed descriptions of the MNI site along with visual documentation can be found in the studies by Berger et al. [20], Danner et al. [74], Wocher et al. [75].

At two fields, a 30 × 30 m\(^2\) area (according to EnMAP GSD) was defined containing nine ESUs of 10 × 10 m\(^2\). LAI measurements, in [m\(^2\)/m\(^2\)], were performed with the LI-COR Biosciences LAI-2200 device. Hereby we collected seven below and one above canopy readings and then repeated them twice at each ESU. Finally, the average of all measurements over the nine ESUs was calculated. Measurements of \( C_{ab} \), in [\( \mu g/cm^2 \)],
were collected with a Konica-Minolta SPAD-502 handheld instrument (5 leaves per ESU) at different heights of the crops. To obtain \( C_{ab} \) from SPAD values, a calibration formula was applied obtained from destructive measurements performed at prior campaigns at the MNI site. To achieve this, coefficients of Lichtenthaler [76] were used to estimate \( C_{ab} \) from the SPAD samples [77].

In addition, destructive sampling was performed at each date to determine \( C_w \) and \( C_m \). For this, several leaves were cut at each ESU, then weighed, closed in bags, and transported to the laboratory. An LI-COR Biosciences LI-3000C scanner attached to the LI-3050C conveyor belt accessory was employed to measure the leaf area of all samples. \( C_w \), in [cm] equivalent water thickness, and \( C_m \), in [g/cm\(^2\)], were calculated from the mass difference (per unit leaf size) of sample leaves before and after oven-drying at 105 °C (minimum of 24 h) to constant weight.

As for the Grosseto measurements, leaf traits were upscaled to the canopy level by multiplication with LAI. SLA in cm\(^2\)/g was finally obtained by calculating \( 1/C_m \) for both campaigns. Table 2 provides an overview of the measured (and calculated) variables from Grosseto and MNI site, with mean values, standard deviations, range, and number of samples. From Grosseto, we have a total of 31 measurements from SLA and CWC and 87 from LAI and CCC. From the MNI site, 28 samples were available for all four variables.

Note that in both campaigns, the optical LAI-2200 instrument was used, which provides an indirect estimate of LAI based on canopy gap fraction following the Beer-Lambert law [78]. Hence, the resulting measurements rather refer to the effective LAI [79,80]. Moreover, the contribution of stalks and fruits or non-photosynthetic biomass may be seen by the instrument. Thus, the obtained values correspond to the effective plant area index [81]. To keep consistency with other studies, we will use the term “LAI” throughout the manuscript.

### 2.7. PRISMA Imagery Acquisition and Pre-Processing

In this study, we explored the data provided by scientific precursor PRISMA of the Italian Space Agency (ASI). PRISMA is a push-broom imaging spectrometer with 240 wavebands providing contiguous spectral information from 400 to 2500 nm, with a nominal spectral sampling interval \(< 11\) nm and an FWHM \(< 15\) nm. The 240 bands are resolved on 1000 across-track pixels with a 12-bit radiometric resolution. PRISMA has a ground spatial resolution of 30 m and a swath width of 30 km. The spacecraft has a body pointing capability, which allows off-nadir observations up to \( \pm 14.7^\circ \).

For the current study, one PRISMA image was selected, acquired on 26 June 2020 over the agricultural area of Jolanda di Savoia, Italy. The L2D PRISMA reflectance cube was downloaded from the ASI PRISMA mission portal in HDF5 format and read using the prismaread tool [82]. The at-surface reflectance cube was pre-processed to remove artifacts and obtain smooth reflectance spectra. Pre-processing was performed pixel-wise with the R software [83]. In a first step, spikes occurring along track were filtered using the findpeaks function of the pracma package using a threshold of 0.018. In a second step, the spectral regions located within atmospheric gaseous absorption were excluded, as anomalous spikes and dips occurred. These corrections were performed comparing to in situ canopy reflectance spectra collected simultaneously to the PRISMA acquisitions, with wavelengths located at 535–550 nm, 755–780 nm, 755–775 nm, 810–855 nm, 885–970 nm, 1015–1050 nm, 1080–1165 nm, 1225–1285 nm, 1330–1490 nm, 1685–1700 nm, 1725–1750 nm, 1780–1960 nm, and 1990–2030 nm. In a third step, all remaining spectral bands were interpolated using the SplineSmoothGapfilling function included in the FieldSpectroscopyCC package [84]. Finally, we removed atmospheric water absorption domains, i.e., around 1350–1510 nm and 1795–2000 nm, and also the rather noisy bands from 2320 nm onwards. The final PRISMA cube contained 170 spectral bands ranging from 400 to 2320 nm. Correction of PRISMA spectra was also illustrated by Verrelst et al. [12] (see Figure 2), along with the corresponding in situ spectral measurements. For details of the spectral corrections, please refer to Tagliabue et al. [51].
Both the simulated (training) and measured (validation) data sets as well the PRISMA image were spectrally resampled to CHIME-like bands, according to theoretical Gaussian spectral response functions with 10 nm bandwidth. Depending on the quality of the spectral ground measurements and the PRISMA scene, several bands were removed due to noise, as described above. Finally, the spectral datasets contained 198 (for SLA and CWC) or 235 (LAI, CCC, FVC, FAPAR) spectral bands, respectively.

3. Results

3.1. Active Learning Performance

An essential step in developing hybrid models is optimizing the training database, which can be efficiently automated through AL. Figure 3 illustrates the behavior of retrieval performances for all six traits applying the EBD AL procedure run against the merged Grosseto and MNI in situ data set. In Figure 3a, the NRMSE reveals a gradually decreasing trend with an increasing number of samples. This was to be expected, given that using AL, samples are only added if prediction accuracy increased, as evaluated against in situ data. Remarkably, the AL strategy achieved superior accuracy for all the examined variables instead of the models trained with the full data pool. For instance, the EBD reduced data set produced already with 250 samples with the same performance as the full version (with 2000 samples) for LAI and CCC. For CWC, and especially SLA, superior performances were achieved even from the initial 200 samples. NRMSE continued to decline for all variables when adding successful samples. All variables show a gradual decline, although, after about 300 samples, the shape of the SLA curve slowly starts saturation showing a lower benefit in error terms when increasing the number of samples. Overall, the error reduction for SLA is about 15%, while it is about 45% for all other variables. In the particular case of CCC, the AL procedure already converged with 383 samples, as including any other sample in the model failed to improve the retrieval accuracy. Therefore, our AL optimized
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For all variables, the AL procedure led to superior results compared to using the full data sets for model training. We decided on a stopping criterion at 500 samples, providing moderate (CWC, CCC) to high (SLA, LAI) accuracy for the four variables. In the particular case of CCC, the AL procedure already converged with 383 samples, as including any other sample in the model failed to improve the retrieval accuracy. Therefore, our AL optimized
dataset was reduced to 500 samples for the variables SLA, LAI, and CWC and 383 samples for CCC. For both FAPAR and FVC variables, in situ data were not available. Thus, a conservative strategy was pursued to build the models by randomly selecting 1000 samples from the SCOPE simulated data sets. This strategy considerably reduced the computational cost and allowed one to maintain the accuracy of the models, guaranteeing robust and optimal performances. Altogether, thanks to AL, the training databases were reduced to more representative datasets leading to winning in both computational execution time and superior accuracy of the trained models. The following step was to add the 26 non-vegetated spectra to the reduced training datasets to ensure that the models are generally applicable to full heterogeneous images.

3.2. Optimizing GPR-20PCA and GPR-20BR Retrieval Models

Given the traits-specific reduced training datasets complemented by non-vegetated spectra, we subsequently evaluated two spectral dimensionality reduction strategies. Figure 4 provides the theoretical estimation results both in terms of accuracy ($R^2$) and originally retained variance (vertical dashed lines) as a function of the number of components. Accuracy curves suggest that most variables would sufficiently be estimated by about 16 PCs. Also, the cumulative variance of the principal components, given as vertical lines, reaches 99.95% of the original variance with 18 principal components. To keep the most relevant spectral information, we decided on a final number of 20 PCs assuring optimal results over all variables. Therefore, a PCA with 20 components was applied to the AL-reduced spectral training database for each targeted variable and the final models were named “GPR-20PCA”.

With respect to the BR strategy, the SBBR procedure was applied with 3-fold cross-validation, obtaining a final number of 20 optimal bands to provide a fair comparison with the PCA strategy results. The models were then named “GPR-20BR”. Table 3 illustrates the results for CCC. Goodness-of-fit statistics, i.e., $R^2$, standard deviation (SD), minimum (min), and maximum (max) are demonstrated for using all 235 bands, 20 and from 15 onwards until eventually only one band is left. The SBBR procedure was applied to all traits and results of optimal band settings were stored.

![Figure 4. Theoretical retrieval accuracy ($R^2$) for all six variables achieved by GPR-20PCA models as a function of the number of components, shown from one to 25 (afterward, no more change is visible). A random training-testing data split of 70–30% was applied. Vertical lines represent the traits-averaged cumulative variance covered by the principal components at 95%, 99%, 99.9%, and 99.95%.](image-url)
A summary of the 20-band setting for each trait is given in Table 4. Inspecting the selected wavelengths, they cover the entire spectral-domain provided by CHIME, ranging from 498 nm (for CWC and FAPAR), or at least 813 nm (FVC), until 2136 nm (SLA, CWC, FVC) or 2346 nm (LAI, FAPAR). Hence, essential information is to be found in the visible, near-infrared but also shortwave infrared for retrieval of the targeted variables. The 20 optimal bands were used to compose the training data sets for building trait-specific GPR-20BR models.

### Table 3. An SBBR example of a CCC variable with goodness-of-fit statistics based on 3-fold cross-validation as run by GPR-BAT.

| #Bands | \( R^2 \) | SD  | Min  | Max  | Wavelengths (nm) |
|--------|---------|-----|------|------|------------------|
| 235    | 0.869   | 0.062 | 0.832 | 0.940 | All bands        |
| 20     | 0.879   | 0.071 | 0.825 | 0.960 | 680 890 1016 1121 1254 1310 1464 1541 1548 1554 1572 2046 2087 2109 2116 2136 2178 2185 2218 2318 |
| 15     | 0.879   | 0.071 | 0.825 | 0.960 | 680 890 1016 1121 1254 1310 1464 1541 1548 1555 1573 2136 2185 2218 2318 |
| 14     | 0.879   | 0.071 | 0.825 | 0.960 | 680 890 1016 1121 1254 1310 1464 1541 1548 1555 1572 2136 2185 2220 2318 |
| 13     | 0.879   | 0.071 | 0.825 | 0.960 | 680 890 1016 1121 1254 1310 1464 1541 1555 1572 2136 2218 2318 |
| 12     | 0.879   | 0.071 | 0.825 | 0.960 | 680 890 1016 1121 1254 1310 1464 1541 1555 1572 2220 2318 |
| 11     | 0.883   | 0.069 | 0.825 | 0.960 | 680 890 1016 1121 1254 1310 1464 1541 1546 2136 2220 2318 |
| 10     | 0.872   | 0.050 | 0.825 | 0.925 | 680 890 1016 1121 1254 1310 1464 1541 1546 2220 2318 |
| 9      | 0.894   | 0.050 | 0.825 | 0.925 | 680 890 1016 1121 1254 1310 1464 1541 1546 2220 2318 |
| 8      | 0.874   | 0.050 | 0.825 | 0.925 | 680 890 1016 1121 1254 1310 1464 1541 1546 2220 2318 |
| 7      | 0.873   | 0.049 | 0.825 | 0.924 | 680 890 1016 1121 1254 1310 1464 1541 1546 2220 2318 |
| 6      | 0.869   | 0.044 | 0.824 | 0.913 | 680 890 1016 1121 1310 1464 |
| 5      | 0.851   | 0.076 | 0.765 | 0.913 | 680 890 1016 1310 1464 |
| 4      | 0.850   | 0.087 | 0.757 | 0.913 | 680 890 1310 1464 |
| 3      | 0.808   | 0.091 | 0.747 | 0.913 | 680 890 1310 |
| 2      | 0.796   | 0.099 | 0.731 | 0.910 | 890 1310 |
| 1      | 0.237   | 0.193 | 0.069 | 0.449 | 1310 |

### Table 4. Optimal band settings composed of the 20 best bands for each variable as identified by SBBR. Selected bands were used to build trait-specific GPR-20BR retrieval models.

| Variable | Wavelengths (nm) |
|----------|------------------|
| SLA      | 659 708 1492 1499 1548 1695 1968 1975 1982 1989 1996 2003 2045 2052 2059 2066 2087 2128 2129 2136 |
| LAI      | 764 869 1016 1114 1254 1303 1520 1534 1541 1590 1597 1604 1618 1625 1632 2136 2143 2213 2234 |
| CCC      | 680 890 1016 1121 1254 1310 1464 1541 1548 1553 1562 2066 2087 2094 2101 2136 2178 2185 2218 2318 |
| CWC      | 498 624 666 687 708 1499 1506 1513 1534 1541 1709 1968 2045 2066 2073 2080 2087 2094 2101 2136 |
| FAPAR    | 498 645 673 680 953 1044 1114 1135 1149 1471 1709 1723 1730 1968 1975 2010 2066 2080 2115 2332 |
| FVC      | 813 820 883 981 995 1009 1016 1079 1121 1247 1282 1303 1450 1471 1695 1709 1716 1779 1975 2136 |

3.3. Validation of Crop Traits Models

Next, the GPR-20PCA and GPR-20BR models’ performance was validated against the in situ data coming from the MNI and Grosseto campaigns. Table 5 summarizes the goodness-of-fit statistics. To evaluate the added value of these spectral optimization strategies, also results are added when directly entering all bands into the GPR algorithm. Overall, results of both approaches are alike, yet the GPR-20PCA models provided higher accuracy for all six variables. In respect to training times, both models were trained fast, in the order of seconds. Regarding testing time, the GPR-20BR approaches run about two times faster, to be explained by the additional PCA transformation prior to the model training in the case of GPR-20PCA models. Further, for the majority of variables both strategies yielded superior accuracies as opposed when directly using all bands. This underlines the importance of combining hyperspectral data with dimensionality reduction when training MLRAs, such as GPR. Only for CCC superior accuracies are obtained when directly using all bands.
Results of the GPR-20PCA and GPR-20BR strategies are also shown as scatter plots in Figures 5 and 6, respectively. The scatter plots provide some additional information, such as the relative uncertainty, expressed as percentage of coefficient of variation (CV: SD/mean estimate) and the linear regression function. The following main trends must be remarked. The SLA models led to poorest validation results (17.11% for GPR-20PCA, and 29.1% for GPR-20BR).

It must be remarked that adding non-vegetated spectra to the AL-optimized dataset and re-training the models degraded the results (from NRMSE = 11%, see also Figure 3). Degradation of validation results after adding bare soil or other non-green spectra has been observed before [12,21], yet it is an essential step to render models generally applicable, i.e., able to interpret non-vegetated surfaces correctly. The canopy variables LAI, CCC, and CWC yielded more consistent results and aligned with the AL optimization. Close-to-zero estimates typically go along with higher relative uncertainties (in part due to the near-zero estimate with some SD around it). However, LAI and CCC estimates provide, in general, low uncertainties. CWC led to higher uncertainties with the PCA strategy but not with the BR strategy, suggesting that the latter showed more confidence in the estimates despite its poorer validation result (GPR-20BR, NRMSE = 19.6% vs. GPR-20PCA, NRMSE = 13.9%). Finally, FVC and FAPAR yielded the best results, although no validation data was available for these variables. Hence, only theoretical validation can be presented.

In Appendix A Table A1 we further provide the results of retrieval models built with the variable-specific optimized band combination and validated against the same in situ data sets as presented in Table 5. The optimized number of bands ranged from two (for CWC) to 227 (for CCC) and results slightly improved compared to models based on 20 optimal bands. However, for most variables, the GPR-20PCA models outperformed all band ranking strategies. Hence, in summary, these statistics suggest that a slight preference goes towards the PCA strategy; yet both models produced estimates with low-to-high uncertainties for all variables.

| Variable | N Samples | RMSE | RRMSE | NRMSE | $R^2$ | Train Time (s) | Test Time (s) |
|----------|-----------|------|-------|-------|-------|--------------|--------------|
| SLA 20PCA| 526       | 57.553 | 26.190 | 17.107 | 0.113 | 8.978        | 0.005        |
| SLA 20BR | 526       | 97.988 | 44.590 | 29.127 | 0.016 | 6.175        | 0.009        |
| SLA all bands | 526 | 120.151 | 54.676 | 35.715 | 0.095 | 795.557      | 0.011        |
| LAI 20PCA| 526       | 1.121 | 53.235 | 18.686 | 0.814 | 7.393        | 0.003        |
| LAI 20BR | 526       | 1.394 | 66.184 | 23.231 | 0.765 | 5.602        | 0.009        |
| LAI all bands | 526 | 1.272 | 60.391 | 21.197 | 0.598 | 317.261      | 0.020        |
| CCC 20PCA| 409       | 0.725 | 74.676 | 22.299 | 0.651 | 3.831        | 0.003        |
| CCC 20BR | 409       | 0.778 | 80.166 | 23.939 | 0.491 | 21.394       | 0.023        |
| CCC all bands | 409 | 0.586 | 60.414 | 18.041 | 0.715 | 156.698      | 0.028        |
| CWC 20PCA| 526       | 155.224 | 37.189 | 13.939 | 0.785 | 6.730        | 0.005        |
| CWC 20BR | 526       | 217.953 | 52.219 | 19.572 | 0.704 | 5.895        | 0.003        |
| CWC all bands | 526 | 381.125 | 91.313 | 34.225 | 0.595 | 387.714      | 0.011        |
| FAPAR 20PCA| 1026   | 0.033 | 4.218 | 3.413 | 0.982 | 21.619       | 0.032        |
| FAPAR 20BR | 1026   | 0.042 | 5.329 | 4.313 | 0.970 | 13.205       | 0.014        |
| FAPAR all bands | 1026 | 0.056 | 7.168 | 5.801 | 0.948 | 1842         | 0.053        |
| FVC 20PCA| 1026      | 0.038 | 4.934 | 3.812 | 0.981 | 26.943       | 0.022        |
| FVC 20BR | 1026      | 0.044 | 5.700 | 4.404 | 0.974 | 12.709       | 0.010        |
| FVC all bands | 1026 | 0.039 | 5.113 | 3.951 | 0.979 | 1969         | 0.093        |
3.4. PCA vs. BR Analysis: Polar Plots

Following the development of the two types of hybrid models for the targeted crop traits, i.e., based on 20 PCA components (GPR-20PCA) and based on 20 best-selected bands (GPR-20BR), we inspected the contribution of the 20 features for building the final GPR models. The feature relevance can be demonstrated in a polar plot according to Equation (11), i.e., the more positioned to the outside, the more relevant. Figure 7 visualizes the relevance of 20 PCAs for the six hybrid models. Notably, the first component provides significant relevance, but the most important features are located in higher components. Moreover, the following components show less impact in building up a prediction model towards the targeted variable. Overall, relevant components are to be found from the 7th (e.g., SLA) onwards. For LAI, we found most information in 8th, 9th, and higher components (i.e., 14th–20th), whereas the most relevant components for CWC are located from the 11th onwards. Moreover, in the case of CCC, FAPAR and FVC, rather higher components provide the most weight in building the regression model. Hence, we conclude that higher components tend to provide the required subtle information necessary for constructing trait-specific retrieval models.
Likewise, Figure 8 visualizes the relevance of the 20 most sensitive bands extracted according to GPR-BAT for the six hybrid models. Thus, each polar plot represents the importance of 20 selected bands for a specific variable. Hereby, it is of interest to inspect the relevance of each band according to its sensitivity toward specific variables. For instance, LAI and FVC are structural variables, thus driven by optical properties, position, and density of the leaf elements, as well as the soil background. CCC and CWC are LAI-combined canopy variables with leaf variables ($C_{ab}$ and $C_{w}$); thus, here, both the role of LAI and the leaf variables drive the band sensitivity. Finally, FAPAR and FVC are also closely related to LAI as they are driven by the amount and position of the green leaves. The leaf variable SLA extracted the majority of important bands in the visible (526–715 nm) and then added one band in the near-infrared (NIR) (1072 nm) and two bands in the shortwave infrared (SWIR) (1709, 1968 nm). In particular, the sensitivity towards the SWIR can be explained by pronounced absorption features of cellulose and lignin in this domain, being constituents of SLA (or $C_m$). When inspecting the 20 selected bands for LAI, they fell in the 638–1303 nm range only. Analysis for CCC identified the same or neighboring bands with the difference of a dominant band in the blue visible (498 nm). Regarding CWC, the 20 best bands are spread all along with the visible to NIR (VNIR) domain, including the water absorption regions. FAPAR follows a strategy of bands throughout the entire VNIR range, starting from a band in the blue, a few in the red, and then most bands in the NIR and SWIR. The FVC analysis selected the first band at 813 nm, followed by sampling throughout the NIR and SWIR. As FVC is driven by the relationship between vegetation cover and soil underneath, typically, the spectral profile of vegetation and soil contrasts the most in the SWIR.
3.5. Mapping Crop Traits Using CHIME-like Imagery and Comparison

As a final step, we applied the GPR-20PCA and GPR-20BR models to a PRISMA image over the Jolanda di Savoia site that was resampled to CHIME band settings. The full image was processed by the two models as demonstrated in Figure 9, allowing us to evaluate whether vegetated land, as well as non-vegetated surfaces, were correctly processed. Maps for the two approaches were generated and compared using a scatter plot (see Figure 9, right), revealing some trends and differences. For instance, the cropland trait maps show pronounced values over vegetated areas. At the same time, zero or close-to-zero values were obtained over non-vegetated surfaces, such as the river or over bare soils, man-made surfaces, or senescent fields. However, when interpreting the mapping over vegetated surfaces combined with the validation results, the SLA maps provided the lowest accuracy, as both GPR-20PCA and GPR-20BR models led to low validation statistics (see Table 5). The SLA GPR-20PCA map also shows pronounced higher values, as confirmed by the scatter plot. The LAI maps emerged among the most consistent maps, with similar mapping results for both GPR-20PCA and GPR-20BR approaches, and confirmed by the scatter plot. Larger differences between both model approaches were generated for the variables CCC and CWC. In the case of CCC, the GPR-20PCA model shows systematic overestimation as opposed to GPR-20BR. Yet, as the GPR-20PCA model was validated as more accurate, it suggests that rather the GPR-20BR approach led to underestimation. Most pronounced differences can be observed for CWC, with the production of out-of-range values for the GPR-20BR model, as also visible in the scatter plot. Regarding FAPAR and FVC, both models retrieved estimates within the expected 0–1 range, although in the case of the FAPAR systematic differences emerged with GPR-20PCA giving more emphasis to lower values than GPR-20BR. From all variables, the most consistent maps were achieved with FVC, whereby the two maps closely matched with $R^2$ of 0.93.

The mapping runtime was recorded as processed on a personal computer (Ubuntu 20.04 LTS 64-bits OS, Intel i7-9700K CPI 3.60 GHz, 32 GB RAM). Runtime can become an important bottleneck when it comes to operational processing. Optimization in both sampling and spectral domains allows fast processing and ensures lightweight models. While both models rely on 20 features, in the case of GPR-20PCA, an additional step of PCA conversion is introduced. This leads, on average, to 10% slower processing with the GPR-20PCA models of the CHIME-like image, with an overall runtime of 45 s versus 40 s in the case of GPR-20BR. If all available CHIME bands were used, it would not only lead to poorer results but also to substantially longer runtime: a model built with all bands...
needs on average 418 s to process the full scene, which is 10.4 and 9.3 times slower than GPR-20PCA and GPR-20BR models, respectively.

| SLA [cm$^2$/g] | LAI [m$^2$/m$^2$] | CCC [g/m$^2$] | CWC [g/m$^2$] | FAPAR [-] | FVC [-] |
|----------------|-------------------|---------------|---------------|--------|--------|
| ![GPR-20PCA](image1.png) | ![GPR-20BR](image2.png) | ![PRISMA Scene](image3.png) | ![Future CHIME Configuration](image4.png) | ![Comparison as Scatter Plots](image5.png) |

Figure 9. Mapping results of estimated variables SLA, LAI, CCC, CWC, FAPAR and FVC over Jolanda di Savoia site on 26 June 2020. The PRISMA scene was spectrally resampled to future CHIME configuration. Maps of the GPR-20PCA (left) GPR-20BR (right) generated models, and comparison of the two methodologies as scatter plots (right).

4. Discussion

We analyzed the role of dimensionality reduction methods within hybrid retrieval models applicable to hyperspectral data. In the following, we discuss the key aspects of the pursued strategies, being: (1) the role of active learning in optimizing training samples,
(2) the role of dimensionality reduction strategies in spectral domain, (3) implications in preparation for CHIME, and finally (4) challenges and opportunities.

4.1. Role of Active Learning in Optimizing Training Samples

A first key result is the substantially improved accuracy achieved thanks to applying the AL strategy as opposed to using full non-optimised training datasets. Due to the hybrid nature of the method, AL adapts the RTM simulated training data sets to real world situations by tuning them towards in-field reference data, still keeping independence through randomly selecting initial training data (10% of the 2000 simulations). Here it is assumed that sufficiently generic models are processed since reference data came from two campaigns, covering a variety of crop conditions. By initiating the AL sequencing with a random pool of 200 samples, in total the models were finalized with about 500 samples, since this number was decided here as stopping criterion. As also demonstrated by prior studies, the specific procedure with AL allows to build lightweight yet accurate retrieval models, which still retain independence and generality \[21,32,34,85,86\]. These studies as well as our results underline that training datasets based on simulations can be automatically optimized making use of AL strategies, thereby suggesting that the quality plays a more important role than the quantity of the training data. In other words, to generalise the models well, it is crucial that the training data are an accurate representation of the full variability found in nature. Even if large training samples are available, they can be non-representative in case the sampling selection method was flawed (sampling bias), which is avoided by using AL heuristics. When mapping full scenes, which are usually characterized by diverse land covers, it must be ensured that the retrieval models are able to recognize multiple spectral surfaces. This adaptation can be obtained as applied here, i.e., by adding diverse non-vegetated spectra to the AL-optimized training samples, e.g., coming from bare soil, water, or man-made surfaces. Providing training datasets with such additional spectra from the hyperspectral satellite scenes is an important step for generating generally applicable hybrid retrieval models and processing different cultivated landscapes into vegetation trait maps (e.g., refs. \[12,23\]).

4.2. Role of Dimensionality Reduction Strategies in Spectral Domain

Seeking for efficient reduction in the spectral domain was the following step in the process optimization. Here we compared the performance of feature transformation (PCA) against a feature extraction (band selection) method. For all six considered variables, evaluation with the in situ data sets achieved superior estimation accuracy for GPR-20PCA models than for GPR-20BR models. The reason for the superior results of the feature transformation approach can be found in the inherent nature of PCA, where the complete spectral information is converted into a defined number of unique components. In this way, a richer dataset is available for GPR algorithm training than when selecting a few bands only. In our analysis we standardized the number of components and bands to 20, allowing for a fair comparison between both approaches. Nonetheless, model performances may still be improved when optimizing the number of components for each variable individually. Although Figure 4 suggests that including more than 20 components within the training phase will hardly alter the GPR models’ performance, adding higher components (i.e., >20) may provide some extra relevant subtle information \[21,87\], yet it also comes with the risk to include rather noise \[88\].

Instead, selecting the optimal number of bands according to the SBBR strategy would allow a distinct variable-specific optimization. While the 20 best selected bands provided a good overall accuracy, they may not be top-performing. Adding more or less well-chosen bands through the SBBR method may further improve the model performance depending on the variable (see also Appendix A Table A1). Comparison of both strategies revealed that still some improvements can be gained as opposed to using 20 bands, although increase in accuracy was minimal. For instance, the relative errors as expressed by NRMSE are of the same order as for the 20 best bands for SLA, FAPAR and FVC. Some improvements could
be achieved for LAI, however, for CWC, the 2-bands model performed poorer. Accordingly, this suggests that the optimal number of bands as evaluated by the SBBR strategy does not necessarily lead to the best models when validated against in situ data. While the runtime is most efficient, models built on a few bands may be unable to keep the same quality when applied to external data in an operational mapping context. Altogether, the selection of a standard variable-specific 20-best band setting can be considered a robust strategy—yet bearing in mind that superior results are achieved by PCA transformation strategies.

Despite the overall superior performances achieved by GPR-20PCA models, a benefit of using individual band optimization strategies is the possibility of interpretation in view of their sensitivity towards the targeted variables. For instance, selected bands can be compared against a global sensitivity analysis (GSA) run over the input-outputs of a leaf-canopy RTM, e.g., PROSAIL [89]. Based on GSA results, the contribution of the different input variables to the overall spectral output (e.g., reflectance) can be quantified and used as a framework to interpret the outputs of the GPR-20BR models. Using a GSA, we can identify the prime driving variables of spectral reflectance. As demonstrated by previous studies, up to 40% LAI explains most of the total variability, especially from the NIR onwards [89,90]. This also led to the selection of bands located in the NIR in the case of upscaled leaf variables, such as CCC (1310, 1464, 1541 nm and some bands in the SWIR beyond 2000 nm). Besides identifying the driving variables of the vegetated canopy, we can also see spectral transition zones for specific variables, reflected by the 764 nm band for LAI (see Figure 2 in Berger et al. [57]), or by the 1968 nm band for CWC (see Figure 3 in Verrelst et al. [90]).

Direct band-related interpretation is impossible for feature engineering techniques where the original spectral information is transformed into components. However, using PCA, we preserve the statistical variability of the spectral information providing crucial information for retrieving the multiple vegetation traits [50]. In previous hyperspectral studies [23,27,91], PCA-based methods were also more successful in retrieving different vegetation traits than band-related approaches (e.g., using ratio band vegetation indices). Further improvement of the models’ robustness can be achieved by injecting artificial noise into the spectral training data. The rationale is that simulated data is overly perfect as opposed to image data where noise is always present for multiple reasons, e.g., due to sensor electronics and optics or poor geometric, radiometric, or atmospheric corrections. Adding noise to the synthetic training data may also support accounting for variability present on the surface, e.g., due to sub-pixel heterogeneity [19,26,92]. It must also be remarked, however, that the optimized sampling through AL techniques largely surpasses the need for adding noise, as was observed in recent active learning studies [12,21]. Here, we also found that the role of noise was negligible (results not shown).

4.3. Implications for the Preparation of CHIME

This work was carried out within the framework of ESA’s CHIME E2E mission performance simulator that aims to accurately reproduce all required steps of an EO data processing chain. In the E2E framework, we start with data acquisition, followed by several processing steps and finalizing with surface variable maps, including crop traits as presented here [13]. In the ongoing CHIME preparation phase, the E2E simulator will be further adapted and extended until the launch of the satellite into space [13]. One of the main features of the E2E simulator is its capability to evaluate the products with reference input data, allowing tuning and further improvements of the models by exploring actual campaign datasets [13].

So far, hybrid models exploring CHIME’s E2E data were based solely on the PCA strategy [13,52]. The GPR-20PCA models were evaluated as convenient, as all available spectral information was directly converted into 20 components. However, it remained to be investigated whether this approach provided optimal performance. Comparing the accuracy of the GPR-20PCA to GPR-20BR retrieval models and validating against a representative in situ dataset, our study confirmed the validity of these models: overall,
GPR-20PCA models outperformed GPR-20BR for all variables, though for some specific variables, differences were small (FAPAR, FVC). It must also be noted that we explored GPR as a core retrieval algorithm to be implemented into CHIME’s L2B Vegetation module, mainly due to its outstanding predictive performances and capability of providing uncertainties associated with the predictions [38]. Yet, likewise, other promising MLRAs deserve to be evaluated on their retrieval performances and portability (e.g., see review provided by Verrelst et al. [17]). Potentially attractive alternatives would be RF regression or powerful designs of ANNs, with RFs more likely preferred given their ability to calculate associated uncertainties in the form of a quantile RF approach [93].

4.4. Challenges and Opportunities

This study was built upon earlier efforts in prototyping new-generation vegetation traits retrieval algorithms in preparation for the upcoming CHIME, see also [12,13,21,51,52]. These preceding studies focused on hybrid retrieval algorithms in combination with PCA. This tendency towards hybrid strategies may be explained by the synergistic usage of complementary methods blending their advantages: (1) the processing speed of data-driven machine learning regression, with (2) physical extrapolation capacities of RTM based modeling, often in combination with (3) dimensionality reduction in the sample and spectral domain. It is expected that this research path will continue to develop, eventually leading to robust models that are globally applicable by the time CHIME is launched. Despite their promising prospects, each used method faces limitations, which could be addressed and improved by future studies. For instance, a critical point to be considered in hybrid model development with AL strategies is that it usually involves tuning against available in situ data sampled at selected sites. At the same time, we aimed to provide sufficiently generic retrieval models applicable worldwide for any time in the year. While here we combined in situ sampled data from two different campaigns and initiated the AL sequence with a random training dataset of 200 samples, the training and validation datasets may still be limited in quality and quantity for developing globally-applicable models. This holds, in particular, true for the estimation of leaf-level traits, where additional work is needed to provide optimized retrieval models. Ideally, the in situ data set covers a broad range of vegetation types collected during multiple phenological stages in combination with spectral data and corresponding uncertainty information of the measurements [14,24,26]. A further critical issue when employing AL is the optimal timing at which learning should be stopped, i.e., the stopping criterion [94]. In a future study, this could be investigated along with the size of the original data pools.

As a closing remark, it should be noted that although the GPR-20PCA strategy ensures the capture of all information within the spectral data, it also faces some drawbacks. First, the PCA processing step takes about 10% additional runtime instead of the GPR-20BR models. Second, converting all bands into components goes along with a risk of including information on noisy bands, affecting training and image data. In this respect, models may perform less accurately when passing through the complete E2E and real processing chain due to the existence of unexpected artifacts within the image after passing atmospheric correction. If noisy bands appear in future CHIME L2A data, a solution could be to exclude those bands in the subsequent retrieval module. An alternative option is to move towards the optimized band selection strategy to ensure that noisy bands are excluded, as was successfully evaluated in this work.

5. Conclusions

Recent advances in hyperspectral instrument designs potentially allow accurate quantification of the status and dynamics of crucial crop traits, like SLA, LAI, or CWC, over vast agricultural areas. These unprecedented data streams, as delivered by new-generation and upcoming operational spaceborne imaging spectroscopy missions, such as CHIME, can improve our understanding of physiological processes related to photosynthesis, transpiration and respiration, being the main drivers of crop growth and development.
A workflow was developed to optimize hybrid hyperspectral retrieval models where we first applied reduction in the sampling domain through active learning and then compared two spectral dimensionality reduction strategies, i.e., GPR-20PCA and GPR-20BR. We found that retrieval results of the PCA strategy slightly outperformed those of the band ranking procedure for all considered variables, which may indicate a higher fidelity of the GPR-20PCA models. Besides physical validation using in situ data, demonstrating accurate spatial application is crucial for indirectly evaluating the models’ capabilities. In this respect, both modeling approaches achieved meaningful mapping results over a heterogeneous landscape, including multiple cover types.

Overall, based on these findings, we recommend using GPR-20PCA models as the most efficient strategy for estimating multiple traits from hyperspectral data streams. However, if inconsistent retrieval performances occur, GPR-20BR models are recommended as a backup. With the ambition to pave the way for operational usage within CHIME, we suggest further evaluating the generality of the proposed models in their capability of global coverage processing.
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**Appendix A**

**Table A1.** Statistical results obtained with the optimal number of bands for each variable identified by GPR-BAT and validated against the Grosseto and MNI in situ data sets (and theoretical results for FVC and FAPAR).

| Variable | Optimal Number of Bands | RMSE  | RRMSE | NRMSE | \( R^2 \) | Train Time (s) | Test Time (s) |
|----------|-------------------------|-------|-------|-------|---------|----------------|---------------|
| SLA BR   | 130                     | 94.794| 43.137| 28.177| 0.001   | 184.178        | 0.015         |
| LAI BR   | 6                       | 0.812 | 38.554| 13.533| 0.809   | 1.458          | 0.006         |
| CCC BR   | 227                     | 0.667 | 68.775| 20.537| 0.721   | 268.194        | 0.025         |
| CWC BR   | 2                       | 302.114| 72.383| 27.129| 0.669   | 0.312          | 0.001         |
| FAPAR BR | 65                      | 0.045 | 5.670 | 4.589 | 0.967   | 219.088        | 0.103         |
| FVC BR   | 218                     | 0.048 | 6.305 | 4.872 | 0.969   | 658.799        | 0.097         |
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