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**ABSTRACT**

**Context.** The reflection hump is a prominent feature in the hard X-ray spectrum of active galactic nuclei (AGN). Its exact shape and its correlation to other quantities provide valuable information about the inner and outer regions of an AGN.

**Aims.** Our main goal is to study the reflection hump in a large sample of nearby AGN. We aim to investigate the evolution of reflection with absorption and its correlation with the spectral index.

**Methods.** We analysed archived NuSTAR observations of the 70-month BAT catalogue AGN. By performing a detailed spectral analysis, we were able to constrain the spectral parameters and to investigate the reflection emission in a large sample of individual sources.

**Results.** The reflection strength was found to be strongly correlated with the power-law slope in unabsorbed sources, pointing towards disc reflection for these sources. Different possible explanations were tested and the most likely one is that the corona is moving either towards or away from the disc with a moderately relativistic velocity. An $R - \Gamma$ correlation was not detected for absorbed sources. In addition, these AGN feature harder spectra, suggesting intrinsic differences between the two classes or a slab geometry for the X-ray source.
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**1. Introduction**

The X-ray emission of active galactic nuclei (AGN) is thought to originate from a compact region located close to the central supermassive black hole. According to the currently accepted model, UV and optical photons emitted by the accretion disc enter a region filled with high-energy electrons, often referred to as corona, and are upscattered to X-rays by inverse Compton scattering. Part of this primary X-ray emission is then intercepted by the surrounding material and reflected towards our line of sight.

The spectrum of thermal Comptonisation in an optically thin region is approximately represented by a cut-off power law, which has been found to aptly describe the observed X-ray spectra of AGN (e.g. Haardt & Maraschi 1993). In addition, a distinct reflection feature is commonly observed. The so-called Compton hump is an excess of emission in comparison to a simple power-law peaking at ~30 keV. Finally, a fluorescent iron line at ~6.4 keV is prominent in the spectra of most AGN. This line is also produced by the interaction of the primary X-ray emission with the surrounding material.

According to the unification model of AGN (Antonucci 1993), a toroidal dusty region surrounds both the corona and disc structure. The so-called torus was initially proposed to account for the lack of broad emission lines in the optical spectrum of Type 2 AGN. If it lies in our line of sight, the gas in the torus will also absorb part of the X-ray emission. In addition to producing absorption effects, the torus is expected to contribute significantly to the reflected emission, together with the disc.

Although the above model is successful in explaining the broad characteristics of AGN X-ray emission, there are still many open questions that require more careful treatment. Several works have followed different techniques with the aim of improving our understanding of the central X-ray source and its surrounding geometry.

Time variability and microlensing studies (e.g. Mosquera et al. 2013) have been successful in constraining the X-ray source position within a few tens of gravitational radii from the black hole. More recently, the development of reverberation techniques allowed to study the regions in the immediate vicinity of the black hole. These studies have put stronger constraints on the position of the corona with respect to the black hole and have also identified the inner disc as the main source of the Fe line and Compton hump emissions for a handful of sources (e.g. Zoglhi et al. 2014; Kara et al. 2015).

Another commonly followed approach to study the AGN X-ray emission is the investigation for correlation amongst the various spectral parameters or physical parameters. Such correlations are expected to be driven by the underlying physical processes or the exact geometry of the source and could, therefore, provide additional information.

Brightman et al. (2013) have found that the power-law slope is positively correlated to the Eddington ratio, suggesting that the accretion rate determines the physical conditions of the corona. The situation is more complicated when the dependence of the slope on the X-ray luminosity is explored. Some studies (e.g. Saez et al. 2008) have suggested the existence of a positive correlation, while others (e.g. Scott et al. 2011) observed the opposite trend. On the other hand, studies based on a local sample have found no evidence of a significant correlation (e.g. Winter et al. 2009).
The reflection strength, \( R \), which is a parametrisation of how strong the reflected emission is with respect to the primary power-law, was also found to be correlated to the X-ray slope. Zdziarski et al. (1999) were the first to observe a positive correlation between the two parameters for a group of Seyfert galaxies, which they interpreted as a result of the interplay between the disc and the corona. Although the robustness of this correlation was questioned by Vaughan & Edelson (2001), Zdziarski et al. (2003) studied in detail the various systematic and statistical effects and confirmed the reality of the above correlation. More recently, Zappacosta et al. (2018) found an anti-correlation between \( R \) and the X-ray luminosity.

In Panagiotou & Walter (2019), we studied the X-ray properties of a sample of nearby Seyfert galaxies using the Nuclear Spectroscopic Telescope Array (NuSTAR, Harrison et al. 2013), the first telescope focusing X-rays above 10 keV, which makes it ideal to study the reflection hump in individual AGN. We found that the reflection emission varies with absorption, which potentially points to a differential correlation between reflected emission and unabsorbed sources. Reflection was found to correlate with the X-ray slope in unabsorbed sources, while evidence for a correlation between the observed absorption and the reflection was found for the obscured sources.

Motivated by these results, we expanded our analysis to a much larger sample. Our main goal was to study the hard X-ray spectrum of AGN and investigate for differences between absorbed and unabsorbed sources. In this work, we present the analysis of non Compton thick sources, focusing mainly in the observed \( R - \Gamma \) correlation and its interpretation. We describe the considered sample and the applied reduction in Sect. 2. The spectral analysis followed in this study is discussed in Sect. 3. The results are presented in Sect. 4 and are discussed in further detail in Sect. 5. Our main findings are summarised in Sect. 6.

2. Data sample and reduction

Our sample comprises the sources of the 70-month Swift/BAT catalogue (Baumgartner et al. 2013) that were observed by NuSTAR and which had public archival data until April 2019. We considered the sources that are categorised as Class 4 and 5 in the BAT catalogue, which correspond to the Type 1 and 2 Seyfert galaxies, respectively. In total, there were 128 Seyfert 1 and 168 Seyfert 2 objects.

We followed the standardised procedure in order to reduce the observational data. We used the NuSTAR Data Analysis Software (NuSTARDAS) package to produce clean event files. Due to the passage of NuSTAR through the South Atlantic Anomaly (SAA) area, some events were removed when needed. The source spectra were extracted from a circular region centered on the source’s celestial coordinates and the background spectra from a source-free annulus surrounding the source region. When the source was located close to the detector’s edge or close to another source, the background spectrum was extracted from a nearby source-free circular region. The source region’s radius was determined by a visual examination of the source’s image with the aim to maximise the signal-to-noise ratio, while the inner radius of the background annulus was always defined to be at least 30 arcsec larger than the source’s radius in order to avoid source contamination. Finally, all the source spectra were binned with at least 25 source counts per bin.

We, then, examined the spectral variability of all sources with more than one observation. When the source spectral shape was found to be not significantly variable, we calculated its average spectrum using the addspec tool. A spectral variability is considered as non-significant when an initial fit of the different observations reveals that the spectral parameters are consistent within the errors between the observations, with a potential exception for the normalisation. In other words, we estimated an average spectrum when the spectral shape of the source remains the same, while its flux state might be variable. If the source spectrum was moderately variable, we considered the spectrum of each individual observation separately. Finally, there were a few sources that underwent severe variability between their observations, showing a transition from a reflection dominated to a continuum-dominated spectrum. These sources were omitted from the subsequent analysis.

Several more sources were excluded based on various criteria. First, we excluded the sources with a low signal-to-noise ratio. Only the sources with \( S/N > 31 \), which was found to be sufficient for the spectral parameters to be constrained, were considered in this study. Second, we excluded the sources featuring a reflection dominated spectrum. Initially, we pursued a model-independent approach, calculating the following softness ratio:

\[
SR = \frac{CR_{3-5} - CR_{25-35}}{CR_{3-5} + CR_{25-35}}
\]

where \( CR_{3-5} \) denotes the count rate from 3 to 5 keV and \( CR_{25-35} \) the count rate from 25 to 35 keV. We have found that the sources with \( SR < 0.2 \) have a reflection dominated spectrum and are more likely to be Compton thick (Panagiotou & Walter 2019, where all sources categorised as Class 5 have \( SR < 0.2 \)). Therefore, we decided to exclude the sources with \( SR < 0.2 \) from our current analysis. It should be noted that using a different energy range for the hard X-rays (say 15–25 keV) does not modify our results. In addition, we excluded some sources for which the spectral model discussed in Sect. 3 required a large amount of reflection (reflection parameter \( R > 4 \)) to be well fitted. All these sources, with an apparent reflection dominated spectrum, require a complex spectral model.

We also excluded the galaxies that have been found to host a LINER, as well as Swift J0319.7+4132, which lies in the center of Perseus cluster. All the sources that have been excluded are listed in Table 1.

After the exclusion of sources, the considered sample consists of 113 Seyfert 1 and 101 Seyfert 2. Nearly a fourth of them (24 Seyfert 1 and 27 Seyfert 2) have already been studied in Panagiotou & Walter (2019), where we retrieved the results from. For the new sources, we followed the spectral analysis outlined in the next section. This analysis and the corresponding assumptions are the same as those followed in Panagiotou & Walter (2019). The objects’ characteristics and their observational details are listed in Tables 2 and 3, respectively. The sources denoted by a dagger in the former table have been analysed in Panagiotou & Walter (2019).

The used sample spans a range of luminosities and redshifts. Figure 1 plots the distribution of redshift and BAT 14–195 keV observed luminosity.

3. Spectral analysis

3.1. Baseline model

The spectra of all sources were fitted by the same model. The spectra of the two NuSTAR detectors, FPMA and FPMB, were

\[
1 \text{ The signal-to-noise ratio is calculated using the spectrum of both detectors FPMA and FPMB.}
\]
Table 1. Excluded sources.

| Source name | Counter part | Exclusion reason |
|-------------|--------------|-----------------|
| Swift J0062.2+0012 | Mrk 335 | V |
| Swift J0099.4–0037 | 2MASX J00991156–0036551 | F |
| Swift J0205.8+6818 | 2MASX J02053259+6821442 | RD |
| Swift J0101.5–0308 | 2MASX J01012440–0308399 | F |
| Swift J1017.7–1137B | 2MASX J10173963–1139117 | F |
| Swift J0111.4–3808 | NGC 424 | RD |
| Swift J0114–5522 | NGC 454E | RD |
| Swift J0122.8+5003 | MCG +08-03-018 | RD |
| Swift J0134.1–3625 | NGC 612 | RD |
| Swift J0201.0–0648 | NGC 798 | RD |
| Swift J0211.1–4944 | ESO 197-G 027 | RD |
| Swift J0240.5+0516 | 2MASX J02402831+0510061 | F |
| Swift J0246.0+0000 | NGC 1068 | RD |
| Swift J0251.3+5441 | 2MPGC 02280 | RD |
| Swift J0255.2–0011 | NGC 1142 | RD |
| Swift J0304.1–0108 | NGC 1194 | RD |
| Swift J0308.2–2258 | NGC 1229 | RD |
| Swift J0317.2+0116 | MCG +06-09-042 | L |
| Swift J0319.7+4132 | NGC 1275 | PC |
| Swift J0333.6–3607 | NGC 1365 | V |
| Swift J0350.1–5019 | 2MASX J03502377–5018354 | F |
| Swift J0357.5–6255 | 2MASX J03571695–6251391 | RD |
| Swift J0359.0–315A | SARS 05933488–3034397 | L |
| Swift J0407.4+0339 | 3C 105 | RD |
| Swift J0423.5+0414 | 2MASX J04234080+0408017 | RD |
| Swift J0446.4+1828 | UGC 3157 | RD |
| Swift J0453.4+0404 | CGCG 420-015 | RD |
| Swift J0519.5–4545 | PICTOR A | L |
| Swift J0601.9–8636 | ESO 005-G 004 | RD |
| Swift J0615.8+7101 | Mrk 3 | RD |
| Swift J0628.8+6343 | VII Zw 073 | F |
| Swift J0651.9–7426 | Mrk 6 | V |
| Swift J0714.2+3518 | MCG +06-16-028 | RD |
| Swift J0726.6–3552 | 2MASX J07262635–3554214 | L |
| Swift J0743.0+6513 | Mrk 78 | RD |
| Swift J0744.0–2914 | UGC 0395A | RD |
| Swift J0756.3–4137 | 2MASX J07561963–4137420 | F |
| Swift J0804.2+2947 | 4C +29.30 | RD |
| Swift J0902.8–7414 | 2MASX J09023428–7414170 | RD |
| Swift J0919.2+5528 | SBS 0915+556 | F |
| Swift J0924.2–3141 | 2MASX J09243371–3141305 | L |
| Swift J0935.9+6120 | MCG +10-14-025 | L |
| Swift J0955.5+6907 | M 81 | L |
| Swift J1001.7+5543 | NGC 3079 | RD |
| Swift J1009.3–4250 | ESO 263-G 013 | RD |
| Swift J1011.7–3451 | NGC 3281 | RD |
| Swift J1048.4–2511 | NGC 3393 | RD |
| Swift J1136.7–6007 | 2MASX J11364205–6003070 | L |
| Swift J1157.8+5529 | NGC 3998 | L |
| Swift J1158.9+4234 | IC 0751 | V |
| Swift J1203.0+4433 | NGC 4051 | V |
| Swift J1214.3+2933 | Was 49b | RD |
| Swift J1215.6–3954 | NGC 4507 | RD |
| Swift J1304.3–0532 | NGC 4941 | RD |
| Swift J1304.3–1022 | NGC 4939 | RD |
| Swift J1305.4–4928 | NGC 4945 | RD |
| Swift J1306.4–4025A | ESO 325-G 077 | RD |
| Swift J1309.2+1139 | NGC 4992 | RD |
| Swift J1322.2–1641 | MCG -03-34-064 | RD |
| Swift J1333.5–3401 | ESO 383-G 018 | RD |
| Swift J1355.9+1822 | Mrk 463 | RD |
| Swift J1416.9+4640 | IGR J14175–4641 | F |
| Swift J1424.2+4235 | NGC 5610 | F |
| Swift J1432.8+4412 | NGC 5643 | RD |
| Swift J1442.5–1715 | NGC 5728 | RD |

Table 1. continued.

| Source name | Counter part | Exclusion reason |
|-------------|--------------|-----------------|
| Swift J1445.6+2702 | CGCG 164-019 | F |
| Swift J1508.8–0013 | Mrk 1393 | V |
| Swift J1630.5+3925 | 2MASX J16303265+3923031 | RD |
| Swift J1631.7+2353 | 2MASX J16311554+2325277 | F |
| Swift J1635.0–5804 | ESO 137-G 034 | RD |
| Swift J1652.0–5915A | ESO 138-G 001 | RD |
| Swift J1652.9+0233 | NGC 6240 | RD |
| Swift J1719.7+9000 | ARP 102B | L |
| Swift J1826.1–0710 | 1RXS J182557.5–071021 | F |
| Swift J1845.4+7211 | CGCG 341-006 | RD |
| Swift J2028.5+2543 | MCG +04-48-002 | RD |
| Swift J2148.3–3454 | NGC 7130 | L |
| Swift J2207.3+1013 | NGC 7212 NED02 | RD |
| Swift J2226.8+3628 | MCG +06-49-019 | F |
| Swift J2235.9+3358 | NGC 7319 | RD |
| Swift J2304.9+1220 | NGC 7479 | L |
| Swift J2318.4–4223 | NGC 7582 | V |

Notes. The first two columns list the Swift/BAT name of the source and the name of its counterpart. The last column lists the reason for excluding the source from the current analysis; F: low signal-to-noise ratio; L: LINER; RD: reflection dominated spectrum; V: high spectral variability; PC: source in Perseus cluster.

Fig. 1. Distribution of the 14–195 keV luminosity (left) and redshift (right panel) of the used sources, as given in the BAT catalogue.

considered together allowing for a cross-normalisation constant to be minimised. The XSPEC software (Arnaud 1996) was used for the fitting procedure and the element abundances of Asplund et al. (2009) were assumed. We performed the model fitting using χ² statistics. All the errors reported in this work correspond to 1-σ confidence interval, unless otherwise noted. We have assumed a ΛCDM cosmology of $H_0 = 70$ km s⁻¹ Mpc⁻¹ and $Ω_m = 0.73$.

We used the phenomenological model pexrav (Magdziarz & Zdziarski 1995) to simulate the AGN emission as a power-law with an exponential cut-off at high energies plus a reflection component produced by the scattering of the power-law emission in a neutral medium with an infinite optical depth. This emission is modified by photoelectric absorption, modelled by zphabs in XSPEC, due to the existence of gas in the host galaxy. The absorption due to the Galactic interstellar medium was not considered. Towards most of the sources the Galactic absorption column density is well below $10^{22}$ cm⁻², and thus has an insignificant effect on the NuSTAR spectra, which start at 3 keV, even for Swift J1347.4–6033 and J2018.8+4041, for which $N_{H,Gal} = 0.96$ and $1.1 \times 10^{22}$ cm⁻², respectively.
Finally, we used a gaussian emission line centered at 6.4 keV, to account for the Fe Kα line. To simplify the fit we assumed the existence of only one narrow Fe line, with a width fixed at 0.05 keV, unless it was otherwise needed by the fit (Sect. 3.2). We, furthermore, assumed the same inclination angle for all the sources, $\cos i = 0.45$, and solar abundances for the reflecting and absorbing media. There were seven model parameters left to be minimised during the fit, that is the intrinsic absorption column density, $N_H$, the power-law index, $\Gamma$, the reflection strength, $R$, the energy of the cut-off, $E_C$, the two normalisations of the iron line and of the power-law and the cross-normalisation between the two detectors.

The above model was initially used to fit all the observed spectra and provided a statistically accepted fit for the majority of the sources. There were several sources, for which a more careful treatment of the Fe emission was needed. These objects are discussed in detail in Sect. 3.2. In addition, seven sources with multiple observations were found to exhibit a moderate spectral variability between the observation periods. We fitted the individual spectra of each observation for these objects. These sources have been excluded from the subsequent analysis of the different classes (Sect. 3.3).

Furthermore, the best-fit $\Gamma$ for thirteen sources was found to be below 1.4. Such a small value is unphysical and not commonly observed in the spectra of AGN. These small values might be an artifact of the fit. The spectral shape of a highly absorbed source might be equally well reproduced by a less absorbed low-$\Gamma$ power-law with a small energy cut-off and by an absorbed power-law of larger $\Gamma$, $E_C$ and $R$. Therefore, we fixed $\Gamma$ to a value of 1.7$^3$ and repeated the fit for these sources. The new fits are still statistically accepted. Although we give the results for these sources, we excluded them from the subsequent discussion to avoid introducing biases in our results.

Table 4 lists the best-fit results for all sources. The last column provides an indication of the goodness of fit, listing the best-fit $\chi^2$ statistic and the corresponding degrees of freedom. The fit was overall good for all the sources, with the mean reduced $\chi^2$ of all the fits being $\chi^2_r = 0.99$.

### 3.2. Fe Kα line

A detailed study of the iron’s line spectral shape in the individual sources is outside the scope of this work. Therefore, we decided to fix the line width at 0.05 keV. There are several sources, however, for which the fit is significantly better when the width is left free to be minimised and the best-fit width is found to be larger than 0.05 keV even at a 3-$\sigma$ level. We examined the fit’s residu-

Following Ursini et al. (2015), we included three gaussian emission lines in our model for Swift J2209.4−4711, all assumed to be narrow. The lines, which are centered at 6.4, 6.7, and 6.966 keV, model the emission from neutral Fe, Fe XXV, and Fe XXVI, respectively. The model with three lines provided an improved fit with $\Delta \chi^2 = 51$ in comparison to the model with only one narrow line.

The spectral fit of Swift J2304.8−0843 revealed the existence of a second emission line in its spectrum. Adding a second narrow line improved the fit by $\Delta \chi^2 = 17$ and the line was found to be centered at $E = 6.93_{-0.08}^{+0.08}$ keV. The inclusion of a second line improved the fit significantly ($\Delta \chi^2 = 24$) for Swift J0433.0+0521, as well. The existence of a line at $E \sim 6.9$ keV

| Source name   | $\sigma_{\chi^2}$(keV) |
|---------------|------------------------|
| Swift J0123.9−5846 | 0.21 ± 0.03 |
| Swift J0244.8+6227 | 0.60 ± 0.09 |
| Swift J0521.0−2522 | 0.75±0.13 |
| Swift J0925+5218 | 0.30±0.05 |
| Swift J1145.6−1819 | 0.40 ± 0.08 |
| Swift J1315.8+4420 | 0.33±0.06 |
| Swift J1349.3−3018 | 0.19 ± 0.03 |
| Swift J1741.9−1211 | 0.40±0.12 |
| Swift J1835.0+3240 | 0.30 ± 0.08 |

Table 5. Sources with a broad emission line.

has already been found by Ballantyne et al. (2004), who analysed an XMM observation of this source. The new fit results in the second line to be at $E = 6.96_{-0.08}^{+0.08}$ keV.

Moreover, the addition of a second line for Swift J1838.4−6524 led to a better fit with $\Delta \chi^2 = 7$. The new line was centered at $E = 6.86 \pm 0.06$ keV. The same was true for two more sources. The fit was improved significantly, $\Delta \chi^2 = 10$ and 53, for the sources Swift J1347.4−6033 and J1386.9−5924, respectively, when a second gaussian emission line was added to the model. The best-fit energy of the new line in the former source was $E = 6.88 \pm 0.06$ keV and $E = 7.13 \pm 0.05$ keV for the latter one. For the five aforementioned sources the additional line may be explained as fluorescence from highly ionised, probably H-like, Fe atoms.

In addition to the sources with more than one emission lines, there were sources for which the fit resulted in a broad Fe Kα line and no supplementary line was evident in the residuals. We fitted the corresponding spectra with the line width free to be minimised. There were nine such sources in total. Their names and the best-fit values of the line width are listed in Table 5.

### 3.3. Classification

Before proceeding to the analysis of the spectral results, we found it useful to divide the sources into three groups based on their best-fit $N_H$ value. In this way, we were able to study the evolution of spectra as the absorption increases and to look for similarities and differences between the different groups. We chose to follow an $N_H$-based classification, because $N_H$ has a direct physical interpretation; it only depends on the amount of gas lying in our line of sight, and because differences in $N_H$ can be simply interpreted as differences in the source’s inclination according to the unification model. In total, we defined three groups, the unobscured ($N_H < 5 \times 10^{22}$ cm$^{-2}$, UNOB), the lightly obscured ($5 \times 10^{22} \lesssim N_H < 10^{23}$ cm$^{-2}$, LOB), and the mildly obscured ($N_H > 10^{23}$ cm$^{-2}$, MOB) class. We chose an $N_H$ value of $5 \times 10^{22}$ cm$^{-2}$ as the boundary between UNOB and LOB sources because $N_H$ values much smaller than this cannot be well constrained by fitting NuSTAR spectra, which start at 3 keV. The number of sources in each group versus their optical classification is given in Table 6. Figure 2 plots the distribution of $N_H$ in each class.

### 4. Results

#### 4.1. The photon index

It is generally accepted that the X-ray AGN emission above 2 keV is mainly produced by Comptonisation of ultraviolet and
optical photons in an optically thin region. Such an emission is well described by a power law. The power-law slope mainly depends on the accretion rate and on the corona’s physical properties. As a result, variations in $\Gamma$ can be used to probe variations close to the black hole. AGN spectra have been found to exhibit a large range of indices, from around 1.5 up to almost 2.5 with a mean value of around 1.8 (e.g. Ricci et al. 2017).

We evaluated the statistical significance of the difference in $\Gamma$ distributions using the Kolmogorov–Smirnov test. The LOB distribution was found to not be significantly different to neither the MOB nor the UNOB distribution. On the other hand, the difference between the distribution of UNOB and MOB sources was found to be significant, with a null hypothesis probability of $P_{\text{null}} = 0.1\%$. The difference in the mean values between the two classes is $\Delta \Gamma = 0.16 \pm 0.04$, and, hence, the two values are different even at a $3\sigma$ level. As discussed in Sect. 5.1, the observed difference might be explained if a specific geometry is assumed for the X-ray source or if the corona is intrinsically different between highly absorbed and unabsorbed sources.

4.2. The high-energy cutoff

The high-energy cutoff may be viewed as a proxy for the temperature of the X-ray source. As a result, its knowledge provides information about the corona’s dynamics and the physical processes that take place inside it (e.g. Fabian et al. 2015). Although a detailed discussion of the cutoff energy in individual sources is outside the scope of this work, some simple remarks could still be made.

4.3. The reflection strength

The reflection parameter, $R$, provides an estimation of how strong the reflected emission is with respect to the continuum power law. For a given inclination angle, $R = 1$ corresponds to an isotropic X-ray source illuminating a slab disc. Constraining $R$ is important since its value provides information on the geometry of the source. In addition, the value of $R$ affects significantly the fraction of Compton thick sources estimated by
cosmic X-ray background (CXB hereafter) population synthesis models. Since the two parameters are degenerated in reproducing the CXB spectrum, increasing $R$ decreases significantly the fraction of Compton thick AGN in the Universe.

Although several works have been conducted on determining $R$ in the various classes of AGN, its value is still debated. The results in the literature can often be contradictory and span a large range of values. Moreover, $R$ has been found to be correlated to other spectral or physical parameters of AGN. For instance, Zdziarski et al. (1999) found a positive correlation between $R$ and the spectral index, $\Gamma$. More recent studies have suggested a dependence of $R$ on the observed $N_H$ (Ricci et al. 2011) and X-ray luminosity (Del Moro et al. 2017). However, most of the results have been based on the analysis of average spectra. NuSTAR, being the first hard X-ray focusing telescope, provides a unique opportunity to study the evolution of reflection strength in individual sources to unprecedented detail.

Figure 5 plots the distribution of $R$ in the different classes. The three distributions look similar and no significant statistical difference was found. The average best-fit value for the total sample is $\langle R \rangle = 0.78 \pm 0.05$. This is smaller than the usually assumed value of $R = 1$ in CXB synthesis models, which is also expected for a simple disc reflection. However, our mean value is consistent with the errors with the estimations of previous studies (e.g. Ricci et al. 2011; Vasudevan et al. 2013).

The mean value of reflection is $\langle R \rangle = 0.77 \pm 0.06, 0.70 \pm 0.11, \text{ and } 0.81 \pm 0.10$ for the UNOB, LOB, and MOB sources, respectively. The mean values are fully consistent within the errors. This consistency is not easily explained within the simple unification model. To a first approximation, the reflection emission results from the scattering of the continuum power-law by the disc and torus surfaces. According to the unification model, the more obscured sources are observed at higher inclinations and, thus, the disc reflection is expected to be suppressed in the LOB and especially MOB sources due to geometric effects. If the torus is assumed to be similar in all AGN, then a decrease of $R$ with $N_H$ should be expected. The disagreement between this expectation and our results suggests that a more complicated mechanism is at work.

Strong reflection in highly absorbed sources has been firstly observed by Ricci et al. (2011) using INTEGRAL observations and was later verified by Vasudevan et al. (2013) and Esposito & Walter (2016) using BAT data. This result could be explained if the covering factor of torus as observed by the central X-ray source is increasing with absorption. Hence, the total reflection would remain roughly constant despite the decrease of disc reflection. In a case of a clumpy torus, such an increase would correspond to an increase in the opening angle of the torus or to an increase of the clouds’ filling factor.

4.4. 10–40 keV Luminosity

Using the best-fit results we estimated the X-ray luminosity of each source from 10 to 40 keV. We calculated the intrinsic, meaning unabsorbed, luminosity and the corona luminosity, that is the luminosity predicted solely by the power-law emission component. The luminosity of MOB sources, which are the only sources with $N_H > 10^{23}$ cm$^{-2}$, was also corrected for Thomson scattering because this is not taken into account by the used zphabs model. The Thomson correction for sources with $N_H < 10^{23}$ cm$^{-2}$ is smaller than 7% having an insignificant effect to the results and was, thus, safely omitted for UNOB and LOB sources.

Figures 6 and 7 plot the distributions of intrinsic and corona luminosity, respectively. A visual examination of these figures reveals the similarity of the distributions in the different classes. The luminosities occupy a similar range of values in every class, with the majority of sources found in the range $22.5 < \log(L_{\text{intr,10–40keV}}) < 44$ in units of erg s$^{-1}$. There are only two sources, one in MOB and one in UNOB class, with an intrinsic luminosity $\log(L_{\text{intr,10–40keV}}) < 41.5$ erg s$^{-1}$. While there is a tentative feature that highly luminous sources with $\log(L_{\text{intr,10–40keV}}) > 44$ erg s$^{-1}$ are found mainly in a less obscured state, this result is not statistically significant. Moreover, the lack of any significant difference between the three classes was further supported by the results of the Kolmogorov–Smirnov test. However, this observed similarity is not surprising. The intrinsic source luminosity is expected to exhibit similar values regardless of the absorption state as the same central engine is assumed.
There have been numerous studies investigating the correlation of spectral parameters with X-ray luminosity. The existence of such correlations might shed light on the physical processes producing the different emission components. We, therefore, examined our results for the existence of any such correlation, as well.

The reflection strength was found to be slightly anti-correlated to the X-ray luminosity for the UNOB sources. A stronger correlation was found with the corona luminosity than with the intrinsic luminosity. The latter includes contribution from the reflected emission and is, consequently, expected to exhibit a weaker correlation. We calculated the Spearman’s rank correlation coefficient between $R$ and $L_{\text{cor, 10–40keV}}$ to be $\rho = -0.36$ with a chance probability of $P_{\text{null}} = 5 \times 10^{-5}$. However, it is likely that this correlation is observed only due to the selected sample. Sources with low power-law 10–40 keV luminosity are less likely to be detected by BAT, which is sensitive to photons with energy above 15 keV. It is then reasonable to assume that these sources would only be observed if they feature a strong reflection emission, which would render them brighter in total. A more detailed analysis taking into account the selection effects is needed before a robust conclusion on the reality of $R - L_{\text{cor, 10–40keV}}$ correlation can be made.

The reflection strength was not found to be correlated with the X-ray luminosity for either the LOB or the MOB sources. Moreover, no statistically significant ($P_{\text{null}} < 1\%$) correlation was found between the power-law index and the X-ray luminosity in either of the considered classes, consistent with previous studies (e.g. Winter et al. 2009).

4.5. $R - \Gamma$ correlation

In Panagiotou & Walter (2019), we found that the reflection strength is positively correlated with the power-law index for unobscured sources. In the following, we examine the validity of this correlation in a much bigger sample and we discuss possible physical scenarios that could produce such a correlation.

4.5.1. Unobscured sources

The dependence of $R$ on $\Gamma$ for the UNOB class is plotted in Fig. 8. The two parameters are clearly correlated. However, they are also degenerated, meaning that they are intrinsically correlated in the model. Consequently, a robust conclusion cannot be made by a simple visual examination of the scatter plot. We followed different approaches in order to verify that the observed correlation is real.

Firstly, we restricted our sample to the sources with high quality data. More precisely, we studied only the sources for which $\Gamma$ is well constrained, with a 1-$\sigma$ relative error of $\frac{\Delta \Gamma}{\Gamma} < 0.0135$. There were 19 such sources. For each one of them, we calculated their error contour using the steppar command in XSPEC. The results are plotted in Fig. 9. The plotted contours correspond to a confidence interval of 99% ($\Delta \chi^2 = 9.21$). The general trend of $R$ increasing on average with $\Gamma$ is well observed. It is evident that the best-fit values are not consistent within the errors, and their differences cannot be explained by the observed degeneracy.

Furthermore, we produced simulated spectra to assess how the model’s degeneracy affects the estimation of the two parameters. Using the NuSTAR responses, we simulated the spectra expected to be observed from sources with emission given by the pexriv model. Spectra were produced for the same value of reflection strength, equal to the average value of UNOB objects, $R = \langle R_{\text{UNOB}} \rangle = 0.77$ and for six different values of spectral indexes, $\Gamma = 1.6, 1.75, 1.85, 1.95, 2.07, \text{and} 2.25$. These values

3 The simulated spectra were produced using the fakeit command in XSPEC.
correspond roughly to the mean values of each subgroup defined below in Sect. 4.5.1. For each $\Gamma$, 200 simulated spectra were produced assuming a power-law normalisation equal to the mean value of each subgroup and an exposure time of 25 ks. We then fitted the simulated data with the pexrav model and calculated the mean $R$ and $\Gamma$ for each group of simulated spectra in order to evaluate whether the observed trend could be an artifact of the quality of our data and the model’s degeneracy. The estimated mean values are plotted as green diamonds in Fig. 10. It is evident that the model’s degeneracy does not reproduce an average increase of reflection with the power-law slope. The $R$ values are consistent to the mean value within the errors. We, therefore, concluded that the observed correlation is real. The reality of this correlation for a smaller sample of sources and at lower energies was also studied in detail and confirmed by Zdziarski et al. (2003).

Having confirmed the reality of the observed correlation, it should be noted that this is not a 1:1 correlation. There are two main reasons why scattering around a single line correlation is expected. Firstly, statistical errors might result in a scatter around the real correlation. Secondly, and more importantly, a prominent scatter around a 1:1 correlation is expected because of the physical differences in different AGN. AGN are really dynamic systems occupying a range of black hole mass, accretion rate, black holes spin, and several other physical parameters that would define the system uniquely. It is then expected that, for example, two sources with the same reflection strength could have different power-law slopes as a result of the intrinsic physical differences between them. Therefore, the observed trend suggests that only on average sources with higher reflection strength would also feature steeper spectra for the continuum emission.

In order to improve the statistics, we did not consider the best-fit values of the individual sources in the following analysis. Instead, we divided the UNOB sources into six groups based on their best-fit $\Gamma$ value and estimated the mean value of the individual fits for both $R$ and $\Gamma$ in each group. The boundaries of each group are denoted by vertical red dashed lines in Fig. 8. In addition, we calculated the stacked spectrum of each subgroup. In deriving the stacked spectra we renormalised each individual spectrum before adding with respect to its ARF file in order to account for differences in the source’s size. The stacked spectra were calculated using the mathpha tool and were then binned so that each bin contains at least 100 source counts.

Figure 10 plots the dependence of $R$ on $\Gamma$ after grouping the sources. The black open squares denote the mean values of the individual fits, taking into account all the UNOB sources, and the red filled circles denote the best-fit values of the stacked spectra. The two sets predict a similar correlation trend, providing extra evidence that this is a real correlation. The explanation of this trend by physically motivated models is discussed in Sect. 5.2.

4.5.2. The special case of Swift J0947.6–3057

Swift J0947.6–3057 was observed five times with NaStAR from July 2012 until March 2015. We fitted all the five spectra of the source with the baseline model (Sect. 3.1). The best-fit results are listed in Table 4 and plotted in Fig. 11. Swift J0947.6–3057 is the only object of our sample that exhibits a strong variation in the power-law slope and reflection strength, while its absorption level remains roughly constant. The lack of variability for $N_H$ is supported by a $\chi^2$ test ($P_{null} = 10\%$), unlike for $\Gamma$ and $R$. This feature let us study the variations of $R$ with respect to $\Gamma$ variations for an individual source.

Figure 12 plots the best-fit $R$ as a function of $\Gamma$. The crosses indicate the best-fit values and the ellipses denote the best-fit contour of the two parameters at a 99% confidence interval, as calculated using the steppar command in XSPEC. The observed correlation cannot be explained due to the statistical errors or the degeneracy of the two parameters. We concluded that this is a real correlation, intrinsic in the emission of the source.

Zogbi et al. (2017) have suggested that an apparent correlation between the reflection strength and the photon index might be observed for a single source even when the reflected emission remains constant. The emission from a distant reflector smooths out the variability of the primary continuum and, consequently, two observations might exhibit the same amount of reflected emission but a different continuum power law. If the continuum is steeper in one observation, then the reflection strength in this observation will also be larger in order to match the observed reflected flux. Therefore, the observed correlation might be an artifact of the model fitting. However, this is not the case for Swift J0947.6–3057. Using our best-fit results, we confirmed that the observations of larger $R$ feature higher flux of reflected emission, as well. In other words, the increase in $\Gamma$ was found to correspond to an increase in the flux of the reflected emission, excluding the possibility that the observed correlation is an...
artifact of the fit. This is further supported by the results of Zoghbi et al. (2014). These authors found that the Compton hump emission lags behind the continuum power-law by ~1 ks, strongly favouring a disc reflection for large part of this emission, instead of a distant reflector; while, the existence of an $R - \Gamma$ correlation requires the disc to be the main reflector, as well (Sect. 5.2).

An $R - \Gamma$ correlation has been observed before for a group of Seyfert galaxies (e.g. Zdziarski et al. 1999). However, to the best of our knowledge, this is the first time that a positive correlation is found for an individual AGN with such a high statistical significance. The importance of this result lies, among other things, on the fact that this would provide further constraints on the proposed explanations of the $R - \Gamma$ dependence, if the same driving mechanism is assumed. This mechanism should be able to account for both variations in the local environment of an AGN and variations between different sources.

As discussed in Sect. 5.2, the most promising model to explain the observed correlation is that of an X-ray source moving with respect to the disc. The dashed blue line in Fig. 12 plots the predicted relation of this model. No fitting of this line has been applied to the data, but a constant value of $R = 0.25$ has been added to the predicted values in order for them to match the observed ones. This amount of reflection might be attributed to the reflection originating from a second scattering surface, like the surrounding torus. Swift J0947.6−3057 is a Seyfert 2 galaxy and a torus contribution to the reflection emission is not surprising. The predicted line is fully consistent with the observed values within the errors.

4.5.3. Obscured sources

We have shown previously that an $R - \Gamma$ correlation is not observed for the obscured sources, pointing to a different behaviour of the reflection emission between obscured and unobscured AGN (Panagiotou & Walter 2019). The lack of an $R - \Gamma$ correlation is, however, not unexpected in this case. In general, the obscured sources are assumed to be observed at higher inclination angles and, thus, less disc emission will be observed. Therefore, a subtler correlation is expected to be observed, if any.

Figure 13 plots the best-fit $R$ versus $\Gamma$ for the obscured sources, that is for both LOB and MOB objects. The axes are of the same scale as in Fig. 8 to allow for a direct comparison. The two parameters seem to be only slightly correlated, but a visual examination of Fig. 13 does not allow for a robust conclusion on the existence of a positive correlation. Interestingly enough though, the sources in LOB class exhibit slightly stronger evidence of a correlation.

To evaluate the existence of a real correlation, the degeneracy of the two model parameters has again to be taken into account. Due to the larger errors and the smaller amount of objects in the MOB and LOB classes, there are not sufficiently enough sources with well constrained $\Gamma$ to allow studying a subsample of high quality data, similarly to the analysis followed in Sect. 4.5.1. Instead, we produced simulated data to examine the reality of the observed trend.

We generated two groups of simulated spectra. Initially, 200 spectra were generated assuming a pexrav model for the source emission with a reflection, spectral index and power-law normalisation equal to the average values of the best-fit results for

![Fig. 12. $R - \Gamma$ correlation in Swift J0947.6-3057. The x symbols indicate the best-fit values, while the error contours correspond to a 99% confidence level ($\Delta \chi^2 = 9.21$). The dashed blue line indicates the correlation expected for a moving corona (Sect. 5.2). It is similar to the one plotted in Fig. 16, but a constant of $R = 0.25$ has been added to it.](image)

![Fig. 13. Best-fit reflection strength against power-law slope for the LOB (upper) and MOB (lower panel) sources. The axes are of the same scale as in Fig. 8.](image)
LOB sources. An exposure time of 25 ks was assumed and the NuSTAR responses were utilised. The simulated spectra were then fitted using the pexrav model and the resulted $R - \Gamma$ values were fitted by a straight line. In this way, we were able to measure and describe in an analytical form the apparent correlation produced by the model’s degeneracy. The same procedure was followed to produce another 200 fake spectra, using this time the best fit results of the MOB sources. Eventually, we had parametrised the degeneracy expected for the two classes by two straight lines.

In the following, we tested if the $R - \Gamma$ trend observed in the obscured sources could be produced by the model’s degeneracy. To that extent, we assumed that all the sources of each class have the same $R$ value, equal to the corresponding average value, and the observed difference between this value and the measured one is the result of the degeneracy. Having parametrised this degeneracy by a straight line, we were able to project every measured point $(R, \Gamma)$ onto the line $R = \langle R \rangle$ and as a result, estimate a new value for the power-law slope, $\Gamma_R$. This new value corresponds to the real value of the power-law emission under the assumption of a constant $R$. If this new value deviates significantly from the initially calculated best-fit $\Gamma$, then the hypothesis of constant $R$ is probably wrong. If, instead, the two values are consistent within the errors, the hypothesis cannot be rejected.

Figure 14 plots the histogram of this deviation quantified as $\Delta \Gamma = \Gamma - \Gamma_R$, where $\Delta \Gamma$ is the error of the best-fit value $\Gamma$. The upper and lower panel correspond to the LOB and MOB sources, respectively. Figure 15 is a zoomed version of Fig. 14. It should be noted that the histogram in Fig. 15 has been renormalised, meaning that the source density, instead of the number of sources, is plotted in this figure. The blue solid line denotes the normal distribution of zero mean and unity standard deviation. No fit has been applied to the histogram.

Only one LOB and one MOB source exhibit a strong deviation between the best-fit $\Gamma$ and the one predicted under the assumption of constant reflection. The deviation in the remaining sources seem to be consistent with zero within the errors. This implies that only for a few sources a different value of reflection is statistically required. Taking into account the simplicity of our initial hypothesis and the diversity of AGN, our main conclusion is that the quality of the data does not allow for a statistically robust detection of an $R - \Gamma$ correlation in the obscured sources. The observed trend can be well explained as the result of the model’s degeneracy. Instead, there seems to be a correlation between $R$ and $N_{HI}$ in these sources. A detailed study of this correlation will be presented in an upcoming paper.

5. Discussion
5.1. $\Gamma$ discrepancy

The applied analysis revealed a difference in the power-law slopes between unabsorbed and heavily absorbed sources. While there was no prominent disagreement between the $\Gamma$ distributions of LOB and the other two classes, MOB sources were found to exhibit harder spectra than UNOB sources. A Kolmogorov–Smirnov test confirmed the statistical significance of this difference ($P_{null} = 0.1\%$), with the mean $\Gamma$ values of the two classes differing by $\Delta \Gamma = 0.16 \pm 0.04$.

We checked whether the observed difference could be a selection effect of the used sample. More precisely, we examined if the MOB sources are intrinsically less luminous than the UNOB or if the UNOB objects with large best-fit $\Gamma$ are less luminous in comparison to UNOB sources with small $\Gamma$. Any of these two cases, might lead to high-$\Gamma$ MOB sources not be detected by BAT due to their high absorption. In Sect. 4.4, we estimated the corona luminosity of all the sources in the energy range 10–40 keV. This energy range is well probed by NuSTAR for most of our sources and highly overlaps with the energy range of BAT. We found no significant differences between the luminosity of MOB and UNOB sources or between the luminosity of sources with different $\Gamma$. As a result, we concluded that the difference in the $\Gamma$ distributions is real and not a selection effect.

Since the AGN X-ray continuum is the result of Comptonisation, a harder spectrum, meaning smaller $\Gamma$, is expected from an optically thicker Comptonising region. Assuming that UNOB and MOB AGN feature no intrinsic differences in the physical properties of the X-ray source, a higher optical depth in MOB sources indicates that soft photons spend on average more time within the X-ray source in absorbed sources than in unabsorbed ones. This might be achieved if a slab geometry is assumed for the corona. According to the unification model, highly absorbed sources are observed on average at higher inclination angles than unabsorbed sources. If the corona is homogeneous and of a slab shape, then the photons emitted closer to edge-on had on average longer paths to travel within the corona, and thus correspond to larger optical depth.
Using the compss model (Poutanen & Svensson 1996) in XSPEC, we confirmed that a slab corona would produce a harder spectrum when observed closer to edge-on. The difference between the edge-on and face-on $\Gamma$ was estimated to be about 0.07 for vertical optical depths of $\tau \sim 1$. This value is somewhat smaller than the observed discrepancy ($DF = 0.16 \pm 0.04$), but consistent to it within $\sim 2.3\sigma$. If such a high difference in $\Gamma$ is indeed verified with higher significance, inclination effects might only be partly contributing to this discrepancy.

The observed disagreement might also be explained if different parts of the X-ray source are observed in the different classes. For example, it is reasonable to assume that the X-ray source is vertically extended above the disc. Sources observed close to face-on will then be dominated by the emission of the source’s top part, while sources of higher inclination will feature emission from both upper and lower regions of the X-ray source. If a specific vertical structure of the X-ray source is assumed, which could, for instance, be variations in its temperature profile, one may expect a different spectral shape for the emission originating from different layers of the source. Although tempting, a detailed estimation of the expected discrepancy in this case would require the knowledge of the X-ray source position and its structure. Such an analysis is outside the scope of this work.

5.2. Physical interpretation of the R–$\Gamma$ correlation

The results of the spectral analysis suggested a positive correlation between the reflection strength and the spectral index for the UNOB sources. The $R - \Gamma$ correlation may provide information about the inner geometry of AGN. The power-law index describes the shape of a Comptonisation spectrum and it, thus, depends on the flux and spectrum of seed disc photons and on the characteristics of the scattering surface that produces the reflection emission. It is then evident that the two parameters can be correlated only if the disc is the primary reflector in the UNOB sources. This result is further supported by the detection of high-frequency soft or Fe K$\alpha$ lags in the emission of several UNOB sources. These lags, usually of the order of ten to hundreds of seconds, correspond to time differences in the X-ray continuum and variations in the soft X-rays or Fe line, with the continuum driving the variability. It has been argued that the observed lags can be explained if the delayed emission is produced due to scattering of the inner disc surface (e.g. Fabian et al. 2009). In total, at least seven sources have been found to exhibit a soft lag and seven sources exhibit a Fe lag (De Marco et al. 2013; Kara et al. 2016, and references therein).

It should also be noted that it exhibits values importantly higher than 1 for $\Gamma > 2.0$. If a thin disc is the sole reflector of the primary emission, such high values of reflection strength are not easily explained and an anisotropy of the X-ray source or some relativistic effects have to be assumed.

Moreover, the exact shape of the correlation provides important constraints on the geometry or the physical interplay between the disc and the corona. Zdziarski et al. (1999) were the first to observe a positive correlation between the reflection strength and the power-law index in Seyfert galaxies. They concluded that such a correlation could be explained if the corona is moving with respect to the disc, a model derived by Beloborodov (1999). In this model, magnetic flares are produced above the disc with a slightly relativistic velocity. When the flare is moving away from the disc, relativistic aberration reduces the amount of photons emitted towards the disc and subsequently the reflected emission, which also leads to a harder spectrum. The opposite trend is expected when the flare is moving towards the disc.

Figure 16 plots the observed $R - \Gamma$ correlation, exactly as in Fig. 10. Using the equations of Beloborodov (1999), we calculated the correlation predicted for a moving X-ray source, which is plotted as a blue dashed line in Fig. 16. The blue line was produced assuming a disc albedo of $\alpha = 0.15$, a system inclination of $\cos i = 0.45$, and a value of 0.55 for the geometry-dependent parameter $\mu_s$, which is defined in the aforementioned paper. No fitting was performed of this line to the data. The predicted correlation seems to explain the observed trend well.

The model requires a velocity range of $-0.3 < \beta < 0.6$ for the observed range of $\Gamma$ and $R$ to be reproduced, where $\beta$ is the source velocity in units of light speed and the minus sign indicates move towards the disc. The deduced velocities are only mildly relativistic. Although it is difficult to conceive a mechanism to accelerate the X-ray source both outwards and towards the disc, this possibility cannot be excluded. For example, Beloborodov (1999) proposed a radiatively driven acceleration mechanism.

This model is able to explain the observed correlation for Swift J0947.6-3057, as well. The variation in $\Gamma$ for this object suggests a variation in the source velocity from $-0.4$ to $0.16$ in units of light speed, which is not unreasonably high. Since variations in the source velocity are expected to depend on variations of the inner disc, where the source is formed, the observed velocity variability could be achieved within the spectral variability timescale of Swift J0947.6-3057.

The predicted correlation for this object is plotted in Fig. 12 as a blue dashed line. A constant value of $R = 0.25$ has been added to this line in comparison to the line of Fig. 16 in order to match the observed values. This extra emission might be the result of additional reflection from surrounding material. The predicted correlation reproduces well the observed trend within the errors.

A positive $R - \Gamma$ correlation might also be produced if the disc covering factor as observed from the primary X-ray source is variable. It has been suggested that the continuum X-ray emission might originate from a hot optically thin flow in the inner
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\includegraphics[width=0.5\textwidth]{fig16}
\caption{Observed $R - \Gamma$ correlation for the subgroups of UNOB class. The red filled circles correspond to the best-fit values of the stacked spectra, while the black open squares to the average values of the individual best fits. The errors are not distinguishable because of their small value. The dashed blue line indicates the correlation expected for a moving corona with respect to the disc (Beloborodov 1999) and the dotted gray line indicates the correlation predicted for a variable covering disc factor.}
\end{figure}
part of the disc. In this configuration, matter accretes in the form of a Shakura–Sunyaev disc (Shakura & Sunyaev 1973) until a specific radius, after which the disc is truncated. At radii smaller than the truncation radius, a complicated accretion might be in place, with hot optically thick accretion flow and cold clumps of an optically thick accretion disc coexisting. Recently, Poutanen et al. (2018) studied the spectral emission for such a configuration. They found that for a given ionisation level the power-law index and the disc covering factor, $f_\text{\textsc{c}}$, are positively correlated (Fig. 5 in their paper). Since for a given inclination angle the reflection strength corresponds to the reflector’s covering factor, the above result predicts a correlation between $\Gamma$ and $R$, as well. Using their results and for $R = f_\text{\textsc{c}}$, we calculated the predicted correlation, which is plotted as a gray dotted line in Fig. 16. The model predicts a weaker correlation than the observed one and is unable to probe all the observed values. The power-law slope could reach values above 2.2 if disc dissipation is assumed. However, the reflection strength might reach values above unity only if some relativistic beaming is assumed or under the assumption of an anisotropic source.

The existence of the correlation for a single source renders this model even less plausible. Variations of the disc covering factor in one source are expected to happen at timescales similar to or larger than the viscous timescale, which is given in seconds by (Frank et al. 2002):

$$\tau_{\text{disc}} \sim 3 \times 10^5 \alpha^{-4/5} M_1^{3/10} M_1^{1/4} R_1^{7/4},$$

where $\alpha$ is the parameter describing the disc viscosity, $M_1$ is the mass accretion rate in units of $10^{16}\text{ g\ s}^{-1}$, $M_1$ is the black hole mass in units of solar masses and $R_1 = R/(10^{10}\text{ cm})$. For an accretion rate $\dot{M} = 0.05m_{\text{edd}}$ ($m_{\text{edd}}$ is the Eddington accretion rate), a black hole mass of $M_{\text{BH}} = 2 \times 10^{6}$ solar masses (Wang & Zhang 2007), and assuming a viscosity parameter of $\alpha = 0.1$, the viscous timescale at $R = 50R_g$ ($R_g$ is the gravitational radius) for Swift J0947.6–3057 is of the order of 150 years. However, $R$ and $\Gamma$ seem to vary significantly within 2 years. As a result, this variation cannot be explained by variations in the disc geometry.

Another possible way for the reflection strength to vary would be if the position of the corona with respect to the black hole is changing. Assuming a lamp post geometry, the reflection strength will increase when the corona is located closer to the black hole because gravitational effects would lead to the illumination of disc by a larger flux than the one observed along our line of sight. However, it is not a straightforward exercise to imagine why the power-law slope would then also increase. One possible solution would be if the seed disc emission observed by the corona is higher, leading to faster cooling and consequently to a softer spectrum. At first approximation, however, and ignoring relativistic effects, the disc emission intercepted by a region closer to the black hole would be smaller because the disc is now viewed under a smaller solid angle. A detailed fully relativistic treatment is needed to examine whether a variation in the corona’s position could reproduce the observed trend.

Furthermore, this explanation does not seem to be able to account for the correlation in Swift J0947.6–3057. The corona flux for this source in 10–40 keV, that is the flux predicted by the power-law model component at this energy range, remains constant over the observation period. If the corona is located closer to the black hole for some of the observations, the corona flux would be expected to decrease, unless a fine tuning between the corona’s position and the power-law normalisation is assumed.

Finally, it has been suggested that a varying ionisation level for the disc surface might produce a positive $R - \Gamma$ correlation. Done & Nayakshin (2001) showed that using a single-ionisation model to fit a reflection spectrum originating from a disc with multiple ionisation layers can produce an apparent correlation. However, the estimated correlation (Fig. 2 in the aforementioned paper) is much weaker than the observed one. The authors also mentioned that a model calculating self-consistently the expected $\Gamma$ might increase the estimated correlation. It is not easy to conceive why this would be the case though. Instead, it would be expected that variations in the ionised disc surface will result in an anti-correlation between $R$ and $\Gamma$. The two authors suggested that an increase in the optical depth of a highly ionised disc surface would result in smaller $\Gamma$. At the same time though, increasing the optical depth would increase the albedo of the disc’s surface, which will now behave as a mirror for the incident X-rays. This should result in a significant increase of the reflection. As a result, the two parameters would then be anti-correlated.

6. Conclusions

In this work, we studied the NuSTAR spectra of a large sample of nearby Seyfert galaxies. Thanks to the sensitivity of NuSTAR, we studied the reflection hump of these sources in unprecedented detail. Our main findings could be summarised as follows.

The reflection strength was found to be positively correlated with the power-law slope in unabsorbed sources. Such a correlation strongly favours the disc to be the main reflector of the X-ray continuum emission. The same correlation was also found for the case of the individual source Swift J0947.6–3057. Although different mechanisms could, in principle, result in a positive correlation between $R$ and $\Gamma$, not all of them were able to reproduce the exact shape of the observed correlation or to explain the large range of observed $R$ values. The most promising explanation is that electrons in the corona are moving with respect to the disc at a moderately relativistic velocity. This model can also explain the existence of the correlation in a single source.

On the other hand, no $R - \Gamma$ correlation was detected in the case of absorbed sources, although both absorbed and unabsorbed sources feature similar levels of reflection. This result might indicate a different origin for the reflection emission of absorbed AGN.

Furthermore, both absorbed and unabsorbed sources were found to exhibit similar luminosity values. Interestingly, the luminosity of individual AGN didn’t seem to be driven by the shape of the X-ray spectrum.

Finally, the heavily absorbed sources featured harder spectra than unabsorbed sources. The observed difference in mean $\Gamma$ between the two groups of objects could be explained if the corona has a slab geometry.
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