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Abstract Different notions of entropy play a fundamental role in the classical theory of dynamical systems. Unlike many other concepts used to analyze autonomous dynamics, both measure-theoretic and topological entropy can be extended quite naturally to discrete-time nonautonomous dynamical systems given in the process formulation. This paper provides an overview of the author’s work on this subject. Also an example is presented that has not appeared before in the literature.
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1 Introduction

In the 1950s, Kolmogorov and Sinai established the concept of measure-theoretic (or metric) entropy, based on Shannon entropy from information theory, as an invariant for measure-preserving maps on probability spaces. This invariant was used, e.g., by Ornstein [17] to classify Bernoulli shifts. Some years later, Adler, Konheim and McAndrew [1] defined in strict analogy a notion of entropy for continuous maps on compact spaces. They already conjectured that both entropy notions are related to each other in the sense of a variational principle, i.e., the topological entropy equals the supremum over all measure-theoretic entropies (supremizing over all invariant Borel probability measures). This was proved not much later by Goodman, Goodwyn and Dinaburg [7, 9, 5].

In the theory of dynamical systems, developed in the ensuing decades, both notions of entropy play a fundamental role as it turned out that they are related to many other dynamical characteristics such as Lyapunov exponents, dimensions of invariant measures and invariant sets and growth rates of periodic orbits, but also...
to the existence of horseshoes. Moreover, entropy has become a central concept in a branch of the topological theory of dynamical systems dedicated to the question of how well a dynamical system can be ‘digitalized’, i.e., modeled by a symbolic dynamical system [6].

Motivated by the study of triangular maps, Kolyada and Snoha [14] extended the notion of topological entropy to nonautonomous systems given by a sequence of continuous maps on a compact metric space. Together with Misiurewicz, they generalized this concept to sequences of maps between possibly different metric spaces in [15] and proved analogues of the Misiurewicz-Szlenk formula for the entropy of piecewise monotone interval maps. Further work on topological entropy of nonautonomous systems has been done in [18, 20, 21, 22, 23, 24, 25] by several researchers with different motivations and partially independently of [14, 15].

An essential difference to the classical theory that should be mentioned is that the nonautonomous version of topological entropy is not a purely topological quantity. In fact, it depends on the sequence of metrics imposed on the time-varying state space.

Concepts of measure-theoretic entropy for sequences of maps were first introduced in the papers [25, 4, 10]. While [25, 4] require that all maps in the sequence preserve the same measure, a very restrictive condition, the approach in [10] is completely general. The invariant measure now becomes a sequence \((\mu_n)_{n \in \mathbb{Z}_+}\) of measures so that \((f_n)_\ast \mu_n = \mu_{n+1}\) for the given sequence of maps \(f_n\). To introduce a reasonable notion of entropy in this general context, an additional structure (called an admissible class) needs to be imposed on the system, consisting in a family of sequences of measurable partitions. This family has to satisfy certain axioms in order to obtain structural results such as a power rule and invariance under a reasonably general class of transformations.

In the topological framework, a relation between the topological and the measure-theoretic entropy can be established through the definition of a suitable admissible class adapted to the metric space structure. We call this class the Misiurewicz class, since it allows for an easy adaptation of Misiurewicz’s proof of the variational principle [19] to show that the measure-theoretic entropy is bounded above by the topological entropy. In the classical case of a single map, the entropy computed with respect to the Misiurewicz class reduces again to the Kolmogorov-Sinai measure-theoretic entropy.

It is still unclear whether a full variational principle holds in this context. One obstruction to a proof, amongst others, is that the Misiurewicz class might not contain elements of arbitrarily small diameter, in general. Some sufficient conditions for the existence of such sequences of small-diameter partitions have been identified in [13], but a general approach to this problem is still missing.

The paper is organized as follows. In Section 2 we motivate the entropy theory for nonautonomous dynamical systems by applications in networked control. Section 3 explains the entropy theory developed in [14, 15] and [10, 11, 13], including the nonautonomous versions of topological and measure-theoretic entropy and their relation. Finally, an example for a system satisfying a full variational principle is presented in Section 4.
2 Motivation from networked control

The author’s central motivation for the development of a nonautonomous entropy theory comes from problems arising in networked control. Networked control systems (NCS) are spatially distributed systems whose components (sensors, controllers and actuators) share a common digital communication network. Examples can be found in vehicle tracking, underwater communications for remotely controlled surveillance and rescue submarines, remote surgery, space exploration and aircraft design. Another large field of applications can be found in modern industrial systems, where industrial production is combined with information and communication technology (‘Industry 4.0’). A fundamental problem in this field is to determine the minimal requirements on the communication network so that a specified control objective can be achieved.

The simplest model of an NCS consists of a single feedback loop containing a finite-capacity channel which transmits state information acquired by a sensor from a coder to the controller (see Fig. 1). The first task of the controller, before deciding on the control action, often consists in the computation of a state estimate. If the system is autonomous, it has been shown in [16] that the smallest channel capacity above which a state estimation of arbitrary precision can be achieved is given by the topological entropy of the system. If the problem setup is slightly changed, time-dependencies of many different sorts can appear. Here are some examples:

- Non-invariance of the region of relevant initial states leads to a time-dependent state space.
- The requirement of an exponential improvement of the estimate over time leads to a time-dependent metric on the state space.
- In a stochastic formulation of the problem, non-invariance of the distribution of $x_0$ (the initial state) leads to a time-dependent probability measure.
- Time-varying coding policies lead to time-dependent partitions of the state space (with respect to which entropy needs to be computed).

The entropy theory described in this paper is sufficiently general to handle all of these time-dependencies. A first application to a state estimation problem can be found in [12].
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3 Entropy theory for nonautonomous systems

Notation: We write \( \mathbb{N} = \{1, 2, 3, \ldots\} \) and \( \mathbb{Z}_+ = \{0, 1, 2, \ldots\} \). By \( \delta_x \) we denote the Dirac measure concentrated at a point \( x \). The cardinality of a finite set \( S \) is denoted by \( \# S \). If \( A \) is a subset of a metric space \( (X, d) \), we write \( \text{diam} A = \sup \{d(x, y) : x, y \in A\} \). If \( \mathcal{A} \) is a collection of sets \( A \subset X \), we write \( \text{diam} \mathcal{A} = \sup \{\text{diam} A : A \in \mathcal{A}\} \). All logarithms are taken to the base 2.

A nonautonomous dynamical system, or briefly an NDS, is a pair \( (X, f) \), where \( X = (X_n)_{n \in \mathbb{Z}_+} \) is a sequence of sets and \( f = (f_n)_{n \in \mathbb{Z}_+} \) a sequence of maps \( f_n : X_n \to X_{n+1} \). For all \( i \in \mathbb{Z}_+ \) and \( n \in \mathbb{N} \), we define

\[
\begin{align*}
  f_i^0 &:= \text{id}_{X_i}, \\
  f_i^n &:= f_{i+n-1} \circ \cdots \circ f_{i+1} \circ f_i, \\
  f_i^{-n} &:= (f_i^n)^{-1}.
\end{align*}
\]

We do not assume that the maps \( f_i \) are invertible, so \( f_i^{-n} \) is only applied to sets. We speak of a topological NDS if each \( X_n \) is a compact metric space \( (X_n, d_n) \) and the sequence \( f \) is equicontinuous, i.e., for every \( \varepsilon > 0 \) there is \( \delta > 0 \) so that \( d_n(x, y) < \delta \) for any \( n \in \mathbb{Z}_+ \) and \( x, y \in X_n \) implies \( d_{n+1}(f_n(x), f_n(y)) < \varepsilon \).

3.1 Topological entropy

To define the topological entropy of a dynamical system, one needs to specify a resolution on the state space. Usually, this resolution is given by a finite \( \varepsilon > 0 \) or by an open cover. In the case of an NDS \( (X, f) \), we have to consider a sequence of open covers instead. Hence, let \( \mathcal{U} = (\mathcal{U}_n)_{n \in \mathbb{Z}_+} \) be a sequence so that \( \mathcal{U}_n \) is an open cover of \( X_n \) for every \( n \). For all \( i \in \mathbb{Z}_+ \) and \( n \in \mathbb{N} \), define

\[
\mathcal{U}_i^n := \bigvee_{j=0}^{n-1} f_i^{-j} \mathcal{U}_i+j,
\]

which is the common refinement of the open covers \( f_i^{-j} \mathcal{U}_i+j \) of \( X_i \), i.e., the open cover whose elements are of the form

\[
U_{j_1} \cap f_i^{-1}(U_{j_{i+1}}) \cap \ldots \cap f_i^{-n+1}(U_{j_{i+n-1}}), \quad U_{j_i} \in \mathcal{U}_i.
\]

Then the entropy of \( f \) w.r.t. \( \mathcal{U} \) is defined by

\[
h(f; \mathcal{U}) := \limsup_{n \to \infty} \frac{1}{n} \log N(\mathcal{U}_0^n),
\]

where \( N(\cdot) \) denotes the minimal cardinality of a finite subcover. Here, unlike in the autonomous case, the limsup in general is not a limit (see [14] for a counter-example).
To define a notion of topological entropy, independent of a given resolution, one usually takes the supremum over all resolutions. However, taking the supremum of \( h(f; \mathcal{U}) \) over all sequences \( \mathcal{U} \) would result in a quantity that is usually \(+\infty\), because a sequence of open covers whose diameters exponentially converge to zero generates an increase of information that is not due to the dynamics of the system. Hence, such sequences have to be excluded. An elegant way how to do this, is to consider only sequences with Lebesgue numbers bounded away from zero. We thus let \( L(X) \) denote the family of all such sequences and define the topological entropy of \((X, f)\) as

\[
 h_{\text{top}}(f) = \sup_{\mathcal{U} \in L(X)} h(f; \mathcal{U}).
\]

This definition was first given in [15]. Some properties of \( h_{\text{top}} \) are the following:

- Alternative characterizations in terms of \((n, \varepsilon)\)-spanning or \((n, \varepsilon)\)-separated sets can be given. For instance, a set \( E \subset X_0 \) is \((n, \varepsilon; f)\)-spanning if for every \( x \in X_0 \) there exists \( y \in E \) such that \( d_i(f_i(x), f_i(y)) < \varepsilon \) for \( 0 \leq i < n \). Letting \( r(n, \varepsilon; f) \) denote the minimal cardinality of an \((n, \varepsilon; f)\)-spanning set,

\[
 h_{\text{top}}(f) = \lim_{\varepsilon \to 0} \limsup_{n \to \infty} \frac{1}{n} \log r(n, \varepsilon; f) .
\] (2)

- In the case where \( X_\infty, d_\infty \) and \( f_\infty \) are constant, \( h_{\text{top}}(f_\infty) \) reduces to the usual notion of topological entropy for maps, which immediately follows from (2).

- The topological entropy \( h_{\text{top}}(f_\infty) \) also generalizes several other notions of entropy studied before, as for instance topological sequence entropy [8] and topological entropy for uniformly continuous maps on non-compact metric spaces [3].

- Fundamental properties of topological entropy for maps carry over to its nonautonomous generalization, as for instance the power rule, which can be formulated as follows. For \( m \in \mathbb{N} \) define the \( m \)th power system \((X_{\infty}, f_{\infty})\) by \( X_{\infty} := X_\infty \) and \( f_{\infty} := f_{\infty}^m \). Then the following power rule holds:

\[
 h_{\text{top}}(f_{\infty}^m) = m \cdot h_{\text{top}}(f_{\infty}).
\]

Here the equicontinuity of \( f_{\infty} \) is essential, see [14] for a counter-example in the case when \( f_{\infty} \) is not equicontinuous.

### 3.2 Measure-theoretic entropy

To define measure-theoretic entropy, we consider systems given by measurable maps \( f_n : X_n \to X_{n+1} \) between probability spaces \((X_n, \mathcal{F}_n, \mu_n)\), preserving the measures \( \mu_n \) in the sense that \( (f_n)_* \mu_n = \mu_{n+1} \) for all \( n \in \mathbb{Z}_+ \). In this case, we also call the sequence \( \mu_n = (\mu_n)_{n \in \mathbb{Z}_+} \) an invariant measure sequence, or briefly an IMS for the given NDS \((X_\infty, f_\infty)\), and we speak of a measure-theoretic NDS. Analogously to
the topological framework, we define the entropy of \( f_\infty \) w.r.t. a sequence of finite measurable partitions \( \mathcal{P}_n \) of \( X_\infty \) by

\[
h(f_\infty; \mathcal{P}_\infty) = h_{\mu_\infty}(f_\infty; \mathcal{P}_\infty) := \limsup_{n \to \infty} \frac{1}{n} H_{\mu_0}(\mathcal{P}_0^n),
\]

where \( \mathcal{P}_0^n \) denotes the partition \( \bigvee_{i=0}^{n-1} f_0^{-i} \mathcal{P}_i \) and \( H_{\mu_0}(\cdot) \) is the Shannon entropy of a partition computed w.r.t. the measure \( \mu_0 \).

To define measure-theoretic entropy independently of a sequence of partitions, we have to follow a similar strategy as in the topological case. However, the concept of Lebesgue numbers is not helpful here, and a similar construction of a family \( L(X_\infty) \), using the measures \( \mu_n \), does not lead to satisfying results. Looking at the topological theory, one sees that results for topological entropy such as the power rule rely on the equicontinuity of the sequence \( f_\infty \), and not on the mere continuity of each \( f_n \). However, in the measure-theoretic setting considered here we do not require a similar property.

One way to overcome these obstructions is the study of the essential properties of the family \( L(X_\infty) \), defined in the topological framework, and enforcing these properties in the measure-theoretic framework by an axiomatic definition. As it turns out, the following definition leads to satisfying results.

**Definition 1.** A nonempty family \( \mathcal{E} \) of sequences of finite measurable partitions for \( X_\infty \) is called an *admissible class* if it satisfies the following axioms:

(A) For each \( \mathcal{P}_\infty = (\mathcal{P}_n_{n})_{n \in \mathbb{Z}_+} \in \mathcal{E} \) there is a bound \( N \in \mathbb{N} \) on the cardinality \( \# \mathcal{P}_n \), i.e., \( \# \mathcal{P}_n \leq N \) for all \( n \in \mathbb{Z}_+ \).

(B) If \( \mathcal{P}_\infty = (\mathcal{P}_n_{n})_{n \in \mathbb{Z}_+} \in \mathcal{E} \) and \( \mathcal{Q}_\infty = (\mathcal{Q}_n_{n})_{n \in \mathbb{Z}_+} \) is another sequence of finite measurable partitions for \( X_\infty \) such that each \( \mathcal{Q}_n \) is coarser than \( \mathcal{P}_n \), then \( \mathcal{Q}_\infty \in \mathcal{E} \).

(C) If \( \mathcal{P}_\infty = (\mathcal{P}_n_{n})_{n \in \mathbb{Z}_+} \in \mathcal{E} \) and \( m \in \mathbb{N} \), then also the sequence \( \mathcal{P}_\infty^{(m)} \), defined as follows, is an element of \( \mathcal{E} \):

\[
\mathcal{P}_n^{(m)} := \bigvee_{i=0}^{m-1} f_\infty^{-i} \mathcal{P}_{i+n}, \quad n \in \mathbb{Z}_+.
\]

Given an admissible class \( \mathcal{E} \), we can define the measure-theoretic entropy of \( f_\infty \) w.r.t. this class as

\[
h_\mathcal{E}(f_\infty) = h_\mathcal{E}(f_\infty; \mu_\infty) := \sup_{\mathcal{P}_\infty \in \mathcal{E}} h_{\mu_\infty}(f_\infty; \mathcal{P}_\infty).
\]

Some elementary properties of admissible classes and their entropy are summarized in the following proposition, cf. [10].

**Proposition 1.** Given a measure-theoretic NDS, the following statements hold:

(i) There exists a maximal admissible class \( \mathcal{E}_{\text{max}} \) defined as the family of all sequences \( \mathcal{P}_\infty \) satisfying Axiom (A).

(ii) Unions and nonempty intersections of admissible classes are admissible classes.
(iii) For each $\emptyset \neq F \subset \mathcal{E}_{\text{max}}$ there exists a smallest admissible class $\mathcal{E}(F)$ containing $F$, and its entropy satisfies

$$h_{\mathcal{E}(F)}(f) = \sup_{P \in F} h(f; P).$$

One might be tempted to regard the maximal admissible class $\mathcal{E}_{\text{max}}$ as a canonical admissible class for the definition of entropy. However, this class is usually useless, because it contains too many elements. In [10, Ex. 18] it has been shown that $h_{\mathcal{E}_{\text{max}}}(f) = \infty$ whenever the maps $f_n$ are bi-measurable and the probability spaces $X_n$ are non-atomic.

As in the classical theory, we can describe the dependence of $h(f; P)$ on $P \in \mathcal{E}_{\text{max}}$ using a metric on $\mathcal{E}_{\text{max}}$, defined as

$$D(P, Q) := \sup_{n \in \mathbb{Z}_+} \left( H_{\mu_n}(P | Q_n) + H_{\mu_n}(Q | P_n) \right),$$

with the conditional entropy $H(\cdot | \cdot)$. In the classical case, $D(\cdot, \cdot)$ reduces to the well-known Rokhlin metric. Just as in this case, the map $P \mapsto h(f; P)$ is Lipschitz continuous w.r.t. $D$ with Lipschitz constant 1.

One particularly useful property of the measure-theoretic entropy w.r.t. an admissible class is the following power rule, cf. [10, Prop. 25].

**Proposition 2.** Given a measure-theoretic NDS $(X_\infty, f_\infty)$ and $m \in \mathbb{N}$, consider the $m$th power system $(X_\infty^m, f_\infty^m)$. If $\mathcal{E}$ is an admissible class for $(X_\infty, f_\infty)$, we denote by $\mathcal{E}^m$ the class of all sequences of partitions for $X_\infty^m$ which are defined by restricting the sequences in $\mathcal{E}$ to the spaces in $X_\infty^m$, i.e., $P_\infty = \{P_n\}_{n \in \mathbb{Z}_+} \in \mathcal{E}$ iff

$$P_\infty^m = \{P_n^m\}_{n \in \mathbb{Z}_+} \in \mathcal{E}^m.$$

Then $\mathcal{E}^m$ is an admissible class for $(X_\infty^m, f_\infty^m)$ and

$$h_{\mathcal{E}^m}(f_\infty^m) = m \cdot h_{\mathcal{E}}(f_\infty).$$

### 3.3 Measure-theoretic entropy for topological NDS

The concept of measure-theoretic entropy described in the preceding subsection appears to be too general and abstract for interesting applications. In this section, we explain how measure-theoretic and topological entropy interact through the definition of a specific admissible class adapted to the metric space structure of a topological NDS.

In the following, let $(X_\infty, f_\infty)$ be a topological NDS and $\mu_\infty$ an associated IMS.

**Definition 2.** The Misiurewicz class $\mathcal{E}_M$ associated with $(X_\infty, f_\infty)$ and $\mu_\infty$ is defined as follows. A sequence $P_\infty = \{P_n\}_{n \in \mathbb{Z}_+}$ of finite Borel partitions, $P_n = \{A_1, \ldots, A_{m_n}\}$, is in $\mathcal{E}_M$ if $m_n$ is independent of $n$. Then

$$h_{\mathcal{E}_M}(f_\infty) = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{m_n} \log(m_n).$$
\{P_{n,1}, \ldots, P_{n,k_n}\}, \text{ belongs to } \mathcal{E}_M \text{ if for every } \varepsilon > 0 \text{ there are } \delta > 0 \text{ and compact sets } K_{n,i} \subset P_{n,i} \text{ for } n \in \mathbb{Z}_+, 1 \leq i \leq k_n, \text{ such that the following holds for all } n \in \mathbb{Z}_+:

(a) \mu_n(P_{n,i} \setminus K_{n,i}) \leq \varepsilon \text{ for } 1 \leq i \leq k_n.

(b) If } x \in K_{n,i}, y \in K_{n,j}, i \neq j, \text{ then } d_n(x,y) \geq \delta.

As it turns out, this definition in fact yields an admissible class that is well-adapted to the metric space structure, as expressed by the following theorem.

**Theorem 1.** \( \mathcal{E}_M \) is an admissible class with the following properties:

(i) \( \mathcal{E}_M \) and the associated entropy \( h_{\mathcal{E}_M}(f_\infty; \mu_\infty) \) are preserved by equi-conjugacies, i.e., equicontinuous changes of coordinates.

(ii) In the autonomous case, i.e., when \( X_\infty, d_\infty, f_\infty \) and \( \mu_\infty \) are constant, \( h_{\mathcal{E}_M}(f_\infty; \mu_\infty) \) reduces to the usual Kolmogorov-Sinai measure-theoretic entropy.

(iii) The inequality

\[
h_{\mathcal{E}_M}(f_\infty; \mu_\infty) \leq h_{\text{top}}(f_\infty)
\]

holds (establishing one part of the variational principle).

The proofs of (i) and (iii) can be found in [10, Prop. 26, Prop. 27, Thm. 28] and the proof of (ii) in [13, Cor. 3.1].

Since the definition of \( \mathcal{E}_M \) is tailored to the (first half of the) proof of the variational principle due to Misiurewicz [19], proving (ii) is an easy task. However, it is not as easy as it might seem to prove that \( h_{\mathcal{E}_M} \) in fact generalizes the classical notion of measure-theoretic entropy, since even if \( X_\infty, d_\infty, f_\infty \) and \( \mu_\infty \) are assumed to be constant, we still have to deal with non-constant sequences of partitions. The proof is accomplished through the following result, cf. [13, Thm. 3.1].

**Theorem 2.** Assume that there exists a sequence \( (R^k_\infty)_{k \in \mathbb{Z}_+} \) in \( \mathcal{E}_M \) with

\[
\lim_{k \to \infty} \sup_{n \in \mathbb{Z}_+} \sup_{R \in R^k_n} \text{diam} R = 0.
\]

Then the measure-theoretic entropy satisfies

\[
h_{\mathcal{E}_M}(f_\infty; \mu_\infty) = \lim_{k \to \infty} h(f_\infty; R^k_\infty) = \sup_{k \in \mathbb{Z}_+} h(f_\infty; R^k_\infty).
\]

In the autonomous case, it is clear that every constant sequence of partitions is contained in \( \mathcal{E}_M \), hence any refining sequence of partitions defines a sequence \( (R^k_\infty)_{k \in \mathbb{Z}_+} \), as required in the theorem. Consequently, the theorem says that the entropy is already determined on the constant sequences of partitions, so the classical definition of Kolmogorov-Sinai entropy is retained.

In general, it is unclear whether the Misiurewicz class contains sequences as required in Theorem 2. The following result, proved in [13, Thm. 3.2], yields several sufficient conditions in the case when the state space is time-invariant, cf. [13, Thm. 3.2].

**Theorem 3.** Assume that \( (X_n, d_n) \equiv (X, d) \) for some compact metric space \( (X, d) \).

Then each of the following conditions guarantees that \( \mathcal{E}_M \) contains elements of arbitrarily (uniformly) small diameter:
(i) \( \{ \mu_n : n \in \mathbb{Z}_+ \} \) is relatively compact in the strong topology on the space of measures.

(ii) For every \( \alpha > 0 \) there is a finite measurable partition \( \mathcal{A} \) of \( X \) with \( \text{diam} \mathcal{A} < \alpha \) such that \( \nu(\partial \mathcal{A}) = 0 \) for all weak*-limits \( \nu \) of \( \mu_\infty \). (This holds, in particular, if there are only countably many non-equivalent weak*-limits.)

(iii) \( X = [0, 1] \) or \( X = S^1 \) and there exists a dense set \( D \subset X \) such that every \( x \in D \) satisfies \( \nu(\{x\}) = 0 \) for all weak*-limits \( \nu \) of \( \mu_\infty \).

(iv) \( X \) has topological dimension zero.

In each case, the sequences of partitions can in fact be chosen constant.

The following theorem provides an example, where both topological and measure-theoretic entropy can be computed, cf. [11, Thm. 5.4 and Thm. 5.5].

**Theorem 4.** Let \( M \) be a compact Riemannian manifold and \( f_\infty = (f_n)_{n \in \mathbb{Z}_+} \) a sequence of \( C^2 \)-expanding maps \( f_n : M \to M \) with expansion factors uniformly bounded away from one, and \( C^2 \)-norms uniformly bounded. Then

\[
h_{\text{top}}(f_\infty) = \limsup_{n \to \infty} \frac{1}{n} \log \int_M |\det Df_n^0(x)| \, dvol,
\]

and for any smooth initial measure \( \mu_0 \), with \( \mu_\infty = (f_n^0 \mu_0)_{n \in \mathbb{Z}_+} \),

\[
h_{E_M}(f_\infty; \mu_\infty) = \limsup_{n \to \infty} \frac{1}{n} \int_M \log |\det Df_n^0(x)| \, dvol.
\]

The question under which conditions an NDS satisfies a full variational principle, i.e.,

\[
h_{\text{top}}(f_\infty) = \sup_{\mu_\infty} h_{E_M}(f_\infty; \mu_\infty)
\]

is completely open. Only some examples are known which do not allow for a broad generalization.

### 4 An example

In this section, we apply the theory explained above to an NDS which has been introduced in [2] by Balibrea and Oprocha. We will need the following proposition whose proof is completely analogous to the autonomous case, and hence is omitted.

**Proposition 3.** Let \( (X_\infty, f_\infty) \) be a topological NDS such that \( f_n \) is (globally) Lipschitz-continuous with Lipschitz-constant \( L_n \) for each \( n \) and \( X_0 \) has finite upper capacitive dimension \( \dim_C(X_0) \). Then

\[
h_{\text{top}}(f_\infty) \leq \dim_C(X_0) \cdot \limsup_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} \max \{0, \log L_i\}.
\]
Now consider the NDS from [2, Thm. 4], which is constructed from the two piecewise affine maps depicted in Fig. 2. More precisely, let \( m_0 := 1 \) and \( m_n := 2^n \) for all \( n \in \mathbb{N} \). Consider the maps \( f, g : [0, 1] \rightarrow [0, 1] \) in Fig. 2 and the NDS \( f_\infty = (f_n)_{n \in \mathbb{Z}_+} \) defined by

\[
 f_i := \begin{cases} f & \text{if } i = m_n \text{ for some } n \\ g & \text{otherwise} \end{cases}
\]

For the Lebesgue measure \( \lambda \) on \([0, 1]\) we have weak convergence \( \mu_n = f_\infty^* \lambda \rightarrow \delta_0 \), since every trajectory with initial value in \([0, 1)\) converges to zero. More precisely, this implies \( \phi \circ f_\infty^i(x) \rightarrow \phi(0) \) for every \( x \in [0, 1) \) and every continuous function \( \phi : [0, 1] \rightarrow \mathbb{R} \). Hence, \( \int \phi d\mu_n = \int \phi \circ f_\infty^i d\lambda \rightarrow \int \phi(0) d\lambda \) by the theorem of dominated convergence. Consequently, by Theorem 3(ii), the admissible class \( \mathcal{E}_M(\mu_\infty) \) contains all constant sequences of partitions with \( \delta_0 \)-zero boundaries, in particular all constant sequences \( P_n \equiv P \), where \( P \) consists of nontrivial subintervals of \([0, 1]\).

Let \( \mathcal{P} \) be a partition of \([0, 1]\) into intervals of length \( 1/(3k) \) for some \( k \in \mathbb{N} \). Then each interval in \( \mathcal{P} \) is completely contained in \( J^- := [0, 1/3], J := [1/3, 2/3] \) or \( J^+ := [2/3, 1] \). Let \( \lambda \) denote the Lebesgue measure on \([0, 1]\). Then

\[
 H_\lambda \left( \bigvee_{i=0}^{m_n} f_0^{-i} \mathcal{P} \right) = H_\lambda \left( \bigvee_{i=0}^{m_{n-1}} f_0^{-i} \mathcal{P} \vee \bigvee_{i=m_{n-1}+1}^{m_n} f_0^{-i} \mathcal{P} \right) \geq H_\lambda \left( \bigvee_{i=m_{n-1}+1}^{m_n} f_0^{-i} \mathcal{P} \right).
\]

Note that for \( m_{n-1} + 1 \leq i \leq m_n \) we have

\[
 f_0^{-i} = \left( g^{-m_{n-1} - 1} \circ f_{m_{n-1}} \circ \cdots \circ f_1 \circ f_0 \right)^{-1} = f_0^{-\left(m_{n-1} + 1\right)} \circ g^{-\left(i - m_{n-1} - 1\right)},
\]

and hence, writing \( l_n := m_n - m_{n-1} - 1 \),

\[
 l_n := m_n - m_{n-1} - 1,
\]

![Fig. 2](image-url) The maps \( f \) and \( g \)
\[ H_\lambda \left( \bigvee_{i=0}^{m_n} f_0^{-i} \mathcal{P} \right) \geq H_\lambda \left( f_0^{- (m_n-1)+1} \bigvee_{i=0}^{l_n} g^{-i} \mathcal{P} \right). \]

Now we look only at those members of \( \bigvee_{i=0}^{l_n} g^{-i} \mathcal{P} \) that come from intervals \( P \in \mathcal{P} \) with \( P \subset J \). Let us write \( \mathcal{P}^I \) for the set of all elements in \( \mathcal{P} \) contained in \( J \). Then the above can be estimated by

\[
\geq H_\lambda \left( f_0^{- (m_n-1)+1} \bigvee_{i=0}^{l_n} g^{-i} \mathcal{P}^I \right) = - \sum_{P \in \bigvee_{i=0}^{l_n} g^{-i} \mathcal{P}^I} \lambda \left( f_0^{- (m_n-1)+1} P \right) \log \lambda \left( f_0^{- (m_n-1)+1} P \right).
\]

Now we use that \( J \) is \( g \)-invariant and \( f_0^{- (m_n-1)+1} (A) = f^{-n} (A) \) for any \( A \subset J \) and \( n \geq 1 \). Moreover, we use that \( f^{-1} (x) = (1/2) (x - (1/3)) + (2/3) \) on \( J \). Together with the fact that \( g^{-1} \) is trivial on \( J^+ \), this gives

\[
H_\lambda \left( \bigvee_{i=0}^{m_n} f_0^{-i} \mathcal{P} \right) \geq - \left( \# \bigvee_{i=0}^{l_n} g^{-i} \mathcal{P}^I \right) \frac{1}{3^{l_n} 2^n 3k} \log \frac{1}{3^{l_n} 2^n 3k}
= \log \left( 3^{l_n} 2^n 3k \right) = l_n \log (3) + n \log (2) + \log (3k).
\]

Dividing by \( m_n \) and sending \( n \) to infinity, gives \( \log (3) \), since

\[
\frac{m_n - (m_n-1) - 1}{m_n} = 1 - 2^{-n-1} - \frac{1}{2e^2} \to 1,
\]

and \( n/m_n \to 0 \). Writing \( \lambda_\infty \) for the sequence \( \lambda_n := f_0^n \lambda \), we obtain

\[ h_{\mathcal{E}M} (f_\infty; \lambda_\infty) \geq \log (3). \]

Since \( L = 3 \) is a Lipschitz constant for both \( f \) and \( g \), Proposition 3 yields

\[ \log (3) \leq h_{\mathcal{E}M} (f_\infty; \lambda_\infty) \leq h_{\text{top}} (f_\infty) \leq \log (3), \]

implying that for \( f_\infty \) a full variational principle is satisfied with \( \lambda_\infty \) being an IMS of maximal entropy.

**Remark 1.** It is easy to see that every trajectory \( \{ f_0^n (x) \}_{n \in \mathbb{Z}_+} \) with \( x \neq 1 \) converges to 0. Hence, the example shows that both the measure-theoretic and the topological entropy can capture transient chaotic behavior, which is not seen in the asymptotic behavior of trajectories.
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