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Abstract. Wilson loop diagrams are an important tool in studying scattering amplitudes of SYM $N = 4$ theory and are known by previous work to be associated to positroids. We characterize the conditions under which two Wilson loop diagrams give the same positroid, prove that an important subclass of subdiagrams (exact subdiagrams) corresponds to uniform matroids, and enumerate the number of different Wilson loop diagrams that correspond to each positroid cell. We also give a correspondence between those positroids which can arise from Wilson loop diagrams and directions in associahedra.

1 Introduction

This paper is the first in a two part series investigating the combinatorics and geometry underlying SYM $N = 4$ theory. The series lays out several results about the relationship between Wilson loop diagrams and the positroid cells that give a CW-complex structure to the positive Grassmannian $G_{R, \geq 0}(k, n)$. Understanding the precise nature of this relationship is crucial in the study of scattering amplitudes in SYM $N = 4$, as described below.

In [5] Agarwala and Marin-Amat showed that every weakly admissible Wilson loop diagram can be identified with a type of matroid called a positroid, and observed that this mapping is neither one-to-one nor onto. Each such positroid corresponds to a positroid cell in the appropriate positive Grassmannian $G_{R, \geq 0}(k, n)$ [21]. In this paper, we give a simple characterization of this lack of injectivity in terms of an equivalence relation on the Wilson loop diagrams, and enumerate the number of different Wilson loop diagrams that correspond to each positroid cell. We also study the lack of surjectivity, and show that the number of distinct positroid cells associated to Wilson loop diagrams of a given size is given by counting the faces up to parallelism in an associahedron.
The second paper [3] in this series identifies precisely which positroid cell is associated to a given Wilson loop diagram, by giving an algorithm for passing from a Wilson loop diagram to the Grassmann necklace of the associated positroid cell. In this manner, we give a direct path from a Wilson loop diagram to a positroid cell, circumventing the painstaking process of examining sets of bases. With this identification in hand, we also prove that any Wilson loop diagram with \( k \) propagators corresponds to a 3\( k \) dimensional positroid cell, and characterize the volume forms that Wilson loop diagrams associate to each positroid cell. The results of the first paper are not prerequisite for the second paper in this series.

In recent years, there has been an active program researching the geometry and combinatorics underlying SYM \( N = 4 \) theory [5, 8, 13, 14, 16]. This body of work started with the observation that the on-shell (tree level) amplitudes of this theory correspond to the volume of a subspace of a positive Grassmannian, called an Amplituhedron [8]. Since then, there has been significant work studying the structure of the Amplituhedron both geometrically and combinatorially, for instance [6, 7, 14, 16]. The focus of much of this work has been on understanding the relationship between BCFW diagrams and positroid cells, which are the combinatorial objects from the physics of the system and the corresponding natural objects in the positive Grassmannian, respectively.

Meanwhile, there is a separate body of work studying SYM \( N = 4 \) theory from the point of view of Feynman integrals in twistor space [1, 9, 10]. These integrals are calculated via Wilson loops. As noted above, Agarwala and Marin-Amat uncovered a connection between the Feynman integrals developed in this literature and positroids, defined as matroids that are realized as an element of the positive Grassmannian \( \mathbb{G}_{\mathbb{R},\geq 0}(k,n) \) [5]. In separate papers with Fryer and with Marcott, this work was extended to study these Feynman integrals in terms of positroid cells and the positive Grassmannian [2, 4]. Others have tried different approaches to define a geometric space associated to these integrals in a manner similar to the Amplituhedron [13, 15].

Both the Amplituhedron literature and the Wilson loop literature associate \( n \) particle \( N^kMHV \) interactions in SYM \( N = 4 \) theory to volume forms on a set of positroid cells of \( \mathbb{G}_{\mathbb{R},\geq 0}(k,n) \). This gives a CW complex of some submanifold in \( \mathbb{G}_{\mathbb{R},\geq 0}(k,n) \), and understanding the geometry and topology of these spaces is the subject of ongoing research.

However, the two approaches are not identical: for example, in the case of Wilson loop diagrams with \( k = 2 \) and \( n = 6 \), past work of Agarwala and Fryer shows that the manifold is not contractible [2]. More generally, it has been shown that the spaces defined by the Amplituhedron and by Wilson loop diagrams are not the same [13]. In fact, it is in some ways more natural to consider Deodhar cells of \( \mathbb{G}(k,n+1) \) for Wilson loop diagrams. In this case, one gets that the manifold represented by the diagrams is not orientable [4].

In this paper, we focus on the correspondence between Wilson loop diagrams and positroids, which was first defined in [5]. Our main results are as follows. We first show that two Wilson loop diagrams define the same positroid if and only if they only differ by exact subdiagrams (Theorem 3.19). Equivalently, this says that the map from Wilson loop diagrams to positroid cells is one-to-one exactly on the subset of diagrams with no nontrivial exact subdiagrams. We count the total number of Wilson loop diagrams
associated to a positroid cell (Corollary 3.20). Finally, we show that enumerating the number of distinct positroid cells associated to Wilson loop diagrams is equivalent to enumerating the number of directions of an associahedron (Theorem 4.4).

1.1 Roadmap

Section 2 summarizes the required background with definitions for Wilson loop diagrams given in Section 2.1 and matroids in Section 2.2. Key definitions include admissible Wilson loop diagrams (Definition 2.4), exact subdiagrams (Definition 2.6), and an equivalence relation on admissible Wilson loop diagrams (Definition 2.7). The connection between matroids and Wilson loop diagrams is stated precisely in Theorem 2.6.

The main result of Section 3 is Theorem 3.19, which says that two Wilson loop diagrams define the same matroid (positroid) if and only if they are equivalent. In Section 3.1, we relate exact subdiagrams of Wilson loop diagrams to triangulations of polygons, and hence show that every Wilson loop diagram can be uniquely decomposed as a collection of exact subdiagrams (Corollary 3.9). In Section 3.2, we examine the matroidal properties of the exact subdiagrams, and prove that a subdiagram of a Wilson loop diagram defines a uniform matroid if and only if the subdiagram is exact (Theorem 3.17). This uniform matroid is in fact equal to the dual matroid restricted to the exact subdiagram (Remark 3.16). Finally, Section 3 is devoted to the proof of Theorem 3.19, along with an easy corollary which gives a formula for the size of each equivalence class (Corollary 3.20).

Having identified the equivalence classes and their sizes, the next natural question is to identify the number of inequivalent diagrams under this equivalence relation. The main result of Section 4 is Theorem 4.4, which shows that the set of admissible Wilson loop diagrams (up to equivalence) is in bijection with the set of faces in the associahedron (up to parallelism). Toward this result, we go over some relevant background on polytopes in Section 4.1, and then prove the main result in Section 4.2 in the form of two propositions: Propositions 4.1 and 4.3.

2 Background

This section gives the relevant physical and combinatorial background for this paper. Section 2.1 defines Wilson loop diagrams as combinatorial objects, and presents relevant definitions and results from previous work. Section 2.2 presents some background on matroids and some existing results relating Wilson loop diagrams to matroids.

2.1 Wilson loop diagrams

Definition 2.1 A Wilson loop diagram is given by the following data: a cyclically ordered set \( V \), along with a choice of first vertex (labeled 1), and a set \( P \) of \( k \) pairs of elements of \( V \) called propagators, written \( \{ p_r = (i_r, j_r) \}_{r=1}^k \). We write \( W = (P, V) \) to denote the Wilson loop diagram.
Wherever possible, we drop the subscripts on propagators and their identifying vertices. Propagators are undirected, so $p = (i, j) = (j, i)$. As in previous work, we follow the convention of writing $p = (i, j)$ with $i + 1 \leq j$ relative to the first vertex.

A Wilson loop diagram can also be represented visually, which provides useful intuition for many of the results that follow. We depict the diagram $(\mathcal{P}, V)$ as a circle with marked points, called vertices. These vertices are labeled by $V$ (preserving the cyclic ordering). The arcs between consecutive vertices are called edges. There are also $k$ wavy lines in the interior of the diagram, each connecting a pair of edges. These depict the propagators. Specifically, a propagator $p = (i, j)$ has one endpoint on the edge joining vertices $i$ and $i + 1$ and another endpoint on the edge joining $j$ and $j + 1$, where $i + 1$ and $j + 1$ denote the successor of $i$ and $j$, respectively in the cyclic order on $V$.

To simplify language, we let the edges inherit a cyclic ordering from the vertices:

**Definition 2.2** The $i$th edge of $W$ is the arc that lies between the vertices $i$ and $i + 1$.

Thus we may speak of a propagator $p = (i, j)$ as being supported by the $i$th and $j$th edges.

Note that the marked circle captures the cyclic ordering on $V$, and the choice of a first vertex gives it a compatible linear order. Both the cyclic and the linear order become the correct perspective at various points in this paper.

Often we take $V$ to be the cyclically ordered set of integers $\{1, \ldots, n\}$, which we denote by $[n]$. In this case, we write $W = (\mathcal{P}, [n])$, and all indices are considered modulo $n$.

**Example 2.1** Let $V = [8]$ and $\mathcal{P} = \{(1, 4), (2, 4), (5, 8)\}$. Then $W = (\mathcal{P}, [8])$ is the Wilson loop diagram
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We introduce some notation to speak of vertices supporting a propagator, and the set of propagators supported on a vertex set.

**Definition 2.3** Let $W = (\mathcal{P}, [n])$. In this definition and in the sequel, for any $P \subseteq \mathcal{P}$ or $U \subseteq [n]$, we denote $P^c = \mathcal{P} \setminus P$ and $U^c = [n] \setminus U$.

1. For $p = (i, j) \in \mathcal{P}$, define $V(p) = \{i, i + 1, j, j + 1\}$ to be the set of vertices supporting $p$. Similarly, for $P \subseteq \mathcal{P}$ we define the set $V(P) = \cup_{p \in P} V(p)$ to be the vertex support of $P$. 
For \( U \subseteq [n] \), write \( \text{Prop}(U) = \{ p \in \mathcal{P} \mid V(p) \cap U \neq \emptyset \} \) to denote the set of propagators which are at least partially supported on \( U \).

(3) For \( P \subseteq \mathcal{P} \), define the propagator flat \( F(P) = V(P^c)^c \) to be the set of vertices in \([n]\) that do not support any propagators outside of the set \( P \). Here, as throughout, we are using the superscript \( c \) for the set theoretic complement.

(4) The set of vertices that do not support any propagators is denoted \( F(\emptyset) \). Vertices in this set are called nonsupporting.

\[ F(P) = \left( V(P) \setminus V(P^c) \right) \cup \{ \text{all nonsupporting vertices in } W \} , \]

i.e., \( F(P) \) can be thought of as the set of vertices that either only support propagators in \( P \) or do not support any propagators at all. Furthermore, note that by construction, we have \( \text{Prop}(F(P)) \subseteq P \). This containment is strict if there is any propagator \( p \) in \( P \) with the property that every vertex in the support of \( p \) also supports a propagator not in \( P \).

We now define the notion of an admissible diagram, which imposes certain density and noncrossing conditions on the configuration of the propagators. The motivation for these conditions comes from the link to SYM \( N = 4 \) theory, where the admissible Wilson loop diagrams are exactly those that correspond to \( N^k \) MHV diagrams; see for example \([15, Section 2]\).

**Definition 2.4** A Wilson loop diagram \( W = (\mathcal{P}, V) \) is admissible if it satisfies the following three conditions:

1. \( |V| \geq |\mathcal{P}| + 4 \),
2. for any nonempty set of propagators, \( Q \subseteq \mathcal{P}, Q \neq \emptyset \), one has \( |V(Q)| \geq |Q| + 3 \).
3. there does not exist a pair of propagators \((i_p, j_p), (i_q, j_q) \in \mathcal{P}\) such that \( i_p < i_q < j_p < j_q \).

A Wilson loop diagram is called weakly admissible if the second and third conditions hold.

The first condition restricts the overall density of propagators in the diagram, while the second imposes an upper bound on how densely the propagators can be fitted into any portion of the diagram. The third ensures that no propagators cross in the interior of the diagram.

There are a few things to note here. First, what we call weakly admissible here is called admissible in \([5]\), see Definition 1.11 and Section 1.3). Note also that if two propagators have the same pair of supporting edges, or if a propagator is supported on two adjacent edges, then the Wilson loop diagram is not admissible or even weakly admissible. Further, if we take any admissible Wilson loop diagram and remove the nonsupporting vertices, we obtain a weakly admissible Wilson loop diagram that may or may not be admissible itself.

---

This choice of terminology is justified in Lemma 2.7 below.
For the remainder of the paper, we will restrict our attention to admissible and weakly admissible Wilson loop diagrams.

**Definition 2.5** Let \( W = (\mathcal{P}, [n]) \) be an admissible Wilson loop diagram. The weakly admissible diagram \( W' = (P, V) \) is a subdiagram of \( W \), written \( W' \subseteq W \), if

\[
P \subseteq \mathcal{P} \quad \text{and} \quad V(P) \subseteq V \subseteq [n].
\]

There is one particular type of subdiagram that deserves special attention:

**Definition 2.6** For \( W \) a weakly admissible diagram, the subdiagram \((P, V(P)) \) is exact if \(|V(P)| = |P| + 3\).

Note that by Definition 2.4, any single propagator and its support defines an exact subdiagram. These are called trivial exact subdiagrams.

We will see in Section 3 that the exact diagrams play an important role in classifying admissible Wilson loop diagrams.

**Example 2.3** The Wilson loop diagram \( W \) in Example 2.1 is an example of an admissible diagram. It has a single nonsupporting vertex, namely the vertex labeled 7, so we have \( F(\emptyset) = \{7\} \). For the propagator \( p = (5, 8) \), we have \( V(p) = \{5, 6, 8, 1\} \) and \( F(p) = \{6, 7, 8\} \): the vertices 1 and 5 are excluded from \( F(p) \) since they support other propagators as well, and 7 is included (despite not being in the support of \( p \)) since it supports no propagators at all. Finally, the subdiagram \((\{(2, 4), (1, 4)\}, \{1, 2, 3, 4, 5\})\) is an example of an exact subdiagram. In fact it is the only nontrivial exact subdiagram in \( W \).

The exact subdiagrams define an equivalence relation among Wilson loop diagrams as follows.

**Definition 2.7** Let \( W = (\mathcal{P}, [n]) \) and \( W' = (\mathcal{P}', [n]) \) be two weakly admissible subdiagrams. Let \( \sim \) denote the transitive closure of the following relation: \( W \) and \( W' \) are related if

1. there exist exact subdiagrams \((P, V(P)) \subseteq W \) and \((P', V(P')) \subseteq W' \) with the same number of propagators and supported on the same vertices, i.e., \(|P| = |P'| \) and \( V(P) = V(P') \), and
2. the complementary subdiagrams (i.e. all other propagators and vertices) are identical, i.e., \((\mathcal{P}\setminus P, [n]) = (\mathcal{P}'\setminus P', [n])\).

The relation \( \sim \) is an equivalence relation on the set of all weakly admissible Wilson loop diagrams with vertex set \([n]\).

**Example 2.4** Note that we genuinely do need to take the transitive closure of this relation in order to obtain an equivalence relation. For example, consider the following three Wilson loop diagrams:
$W_1$ and $W_2$ are related because they are identical except on the exact subdiagrams 
$({r, s}, \{5, 6, 7, 8, 1\})$ and $({u, v}, \{5, 6, 7, 8, 1\})$, respectively. Similarly, $W_2$ and $W_3$ are related due to the exact subdiagrams 
$({p, q}, \{1, 2, 3, 4, 5\})$ and $({a, b}, \{1, 2, 3, 4, 5\})$.

However, the difference between $W_1$ and $W_3$ is the union of two exact subdiagrams, which is not itself exact.

As described in the introduction, Wilson loop diagrams come from the study of SYM $N = 4$ in the physics literature. In particular (see [15, Section 2] for details), this gives that each diagram $W$ is associated to a matrix of data $C(W)$, which we now describe.

**Definition 2.8** Each Wilson loop diagram $W = (P, [n])$ with $|P| = k$ is associated to a $k \times n$ matrix $C(W)$ with nonzero real variable entries, defined by:

$$C(W)_{p,q} = \begin{cases} c_{p,q} & \text{if } q \in V(p), \\ 0 & \text{if } q \notin V(p). \end{cases}$$

**Example 2.5** If we order the propagators of $W_1$ from Example 2.4 as follows:

$$(1, 4), (2, 4), (5, 7), (5, 8)$$

then, we obtain the corresponding matrix

$$C(W_1) = \begin{pmatrix} c_{1,1} & c_{1,2} & 0 & c_{1,4} & c_{1,5} & 0 & 0 & 0 \\ 0 & c_{2,2} & c_{2,3} & c_{2,4} & c_{2,5} & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & c_{3,5} & c_{3,6} & c_{3,7} & c_{3,8} \\ 0 & 0 & 0 & c_{4,1} & 0 & 0 & c_{4,6} & 0 \\ c_{4,1} & 0 & 0 & 0 & c_{4,5} & c_{4,6} & 0 & c_{4,8} \end{pmatrix}.$$
2.2 Wilson loop diagrams as matroids

The matrix $C(W)$ allows us to associate a matroid to each Wilson loop diagram. We first give a quick summary of the matroid terminology that we will need. It is not intended as a comprehensive introduction to matroids and the interested reader is referred to [20].

A matroid $M = (E, B)$ consists of a finite ground set $E$ and a nonempty family $B$ of subsets of $E$, such that elements of $B$ satisfy the basis exchange property: for any distinct $B_1, B_2 \in B$ and any $a \in B_1 \setminus B_2$, there exists some $b \in B_2 \setminus B_1$ such that $(B_1 \setminus \{a\}) \cup \{b\} \in B$. The elements of $B$ are called the bases of the matroid. Note that the basis exchange property immediately implies that all bases have the same size.

A subset $A \subseteq E$ is called independent in $M$ if $A \subseteq B$ for some $B \in B$, and is called dependent otherwise. (In other words, a basis is simply an independent set of maximal size in $M$.) The rank $\text{rk}(A)$ of a subset $A \subseteq E$ is the size of the largest independent set contained in $A$. The rank of the matroid itself is defined to be $\text{rk}(E)$.

A circuit in $M$ is a minimally dependent set. That is, it is a set $C \subseteq E$ such that $C$ is dependent but $C \setminus \{e\}$ is independent for any $e \in C$. A union of circuits is called a cycle. On the other hand, a flat is a maximally dependent set, i.e., a set $F \subseteq E$ such that $\text{rk}(F \cup \{e\}) = \text{rk}(F) + 1$ for any $e \in E \setminus F$. Unsurprisingly, a cyclic flat is a set which is both a flat and a cycle. The set of circuits in a matroid uniquely defines that matroid, as does the set of flats. Thus one could specify a matroid by listing either its independent sets, its bases, its circuits, or its flats.

Finally, we describe several important types of matroids. A matroid of rank $k$ with a ground set of size $n$ is called realizable if there exists some matrix $A$ in the $k \times n$ real Grassmanian $\mathbb{G}_R(k, n)$ whose nonzero $k \times k$ minors are exactly those with columns indexed by an element of $B$. If all the maximal minors of the matrix are non-negative then the matroid realized by this matrix is called a positroid. In other words, a positroid is a matroid that is realized by an element of the totally non-negative Grassmannian $\mathbb{G}_{R,\geq 0}(k, n)$. Finally, a uniform matroid of rank $r$ is a matroid in which any set of size $\leq r$ is independent.

Matroid theory relates to the study of Wilson loop diagrams as follows. In [5, Section 3], Agarwala and Marin-Amat show that every weakly admissible Wilson loop diagram $W$ with $k$ propagators defines a positroid $M(W)$ of rank $k$ on a base set of size $n$. It is a direct consequence of Postnikov’s work, [21, Theorem 6.5], that positroid cells are convex subset of $\mathbb{G}_{R,\geq 0}(k, n)$. Putting these together gives that the Wilson loop diagrams correspond to convex subsets of $\mathbb{G}_{R,\geq 0}(k, n)$, connecting the geometry of Wilson loop diagrams with the geometry underlying the amplituhedron.

The independent sets of $M(W)$ can be read directly from the diagram:

**Theorem 2.6** [5, Theorem 3.6] Any Wilson loop diagram $W = ([P], [n])$ defines a matroid $M(W)$ with ground set $[n]$. The independent sets are exactly those subsets $V \subseteq [n]$ such that every $U \subseteq V$ satisfies $|\text{Prop}(U)| \geq |U|$.

\[\text{Note that matroid isomorphism allows arbitrary permutations of the ground set, while positroid isomorphism only allows cyclic permutations in order to preserve the non-negativity of the minors. In particular, the property of being a positroid is not preserved under matroid isomorphism.}\]
In other words, the independent sets of $M(W)$ correspond to the sets of vertices in $W$ with “enough propagators sufficiently well distributed” on them: not only should $V$ itself support at least as many propagators as the number of vertices it contains, but the same should be true of any subset of $V$ as well.

Throughout, we take the matroid defined by $W$ to be the matroid $M(W)$ of Theorem 2.6. Note from Definition 2.8 that the vertices of the diagram $W$ correspond to columns of the associated matrix $C(W)$. Therefore, for any subset of vertices $V \subseteq [n]$ we can consider the restriction $C(W)|_V$ of $C(W)$, which consists of the columns corresponding to $V$. Since the nonzero entries of $C(W)$ are independent real variables, if $C(W)|_V$ has fewer than $|V|$ rows of nonzero entries then it does not have full rank. This is equivalent to saying that if $V$ is a set of columns of $C(W)$ with $|\text{Prop}(V)| < |V|$, then $V$ is a dependent set. Any set of columns containing such a $V$ cannot be independent. Comparing this to Theorem 2.6, we see that $M(W)$ is also the matroid realized by $C(W)$. As mentioned above, Theorem [3.38] of [5] shows that if $W$ is weakly admissible, the matroid $M(W)$ is a positroid. Furthermore, Theorem 5.1 [18] shows that the space parametrized by the matrices $C(W)$ matches the positroid cells defined by $M(W)$, up to a set of measure 0. Note, this does not imply that every possible specialization of $C(W)$ to a real valued matrix leads to a positroid, only that the set of values that do define a positroid is volume filling in $\mathbb{R}^{4k}$.

Let $W = (\mathcal{P}, [n])$ be a weakly admissible Wilson loop diagram, and $M(W)$ its associated matroid. Where it will not cause confusion, we conflate the two objects, and we identify vertices of $W$ with elements of the ground set $[n]$ in $M(W)$.

In particular, this allows us to prove results about $M(W)$ by considering the behavior of propagators in $W$. We record a few facts about the ranks of cycles and flats in $M(W)$ as an example of this.

**Lemma 2.7** Let $W = (\mathcal{P}, [n])$ be a weakly admissible Wilson loop diagram. The following are true.

1. The rank of a set $V \subseteq [n]$ is bounded above by $\min\{ |V|, |\text{Prop}(V)| \}$, with $\text{rk}(V) = |V|$ if and only if $V$ is an independent set.
2. If $C \subseteq [n]$ is a cycle in $M(W)$, then $\text{rk}(C) = |\text{Prop}(C)|$.
3. If $[n]$ can be partitioned into at least two nonempty sets, each of which support disjoint sets of propagators and in such a way that we obtain a partition of the propagator set, i.e., if we have

   $$[n] = \cup_i V(P_i)$$

   such that

   $$\cup P_i = \mathcal{P}; \quad \text{with } V(P_i) \cap V(P_j) = \emptyset \text{ and } P_i \cap P_j = \emptyset \quad \forall i \neq j,$$

   then the matroid $M(W)$ is separable, i.e.,

   $$M(W) = \bigoplus_i M(P_i, V(P_i)).$$

4. The set $F(P)$ from Definition 2.3 is a flat of $M(W)$, which we call the propagator flat of $P$.
5. If $F$ is a cyclic flat of $M(W)$, then it is a propagator flat.
The first part of item 1 is [5, Equation (9)] and surrounding discussion, and the second part is standard matroid theory. Item 2 is [5, Lemma 3.27]. Item 3 is a direct consequence of [5, Theorem 3.20] and the fact that \( F(P_c) = V(P_c) \), and item 5 is given in [5, Lemma 3.28].

To prove item 4, we need to show that \( F(P) \) is maximally dependent. If \( F(P) = [n] \) then this is automatic, so suppose not and let \( v \in [n] \setminus F(P) \). In other words, \( v \in V(Pc) \) and so \( v \) supports some propagator \( q \notin P \). Let \( S \subseteq F(P) \) be an independent set of maximal size. Then Prop\((S) \subseteq P \) (from the definition of \( F(P) \)) and no subset of \( S \) supports fewer propagators than the number of vertices it contains (by Theorem 2.6). Since \( v \) supports a new propagator \( q \notin P \), the set \( S \cup \{v\} \subseteq F(P) \cup \{v\} \) also satisfies this independence condition.

Since \( S \) is independent, it follows from the first point in this lemma that \( |S| = \text{rk}(S) = \text{rk}F(P) \). Similarly,

\[
|S \cup \{v\}| = |S| + 1 = \text{rk}(S \cup \{v\}) \leq \text{rk}(F(P) \cup \{v\}) \leq \text{rk}F(P) + 1.
\]

Thus \( \text{rk}(F(P) \cup \{v\}) = \text{rk}F(P) + 1 \), as required. 

\[\blacksquare\]

**Remark 2.8** By item 4 of Lemma 2.7, the set \( F(\emptyset) \) of nonsupporting vertices in \( W \) is a flat. Indeed, it is the unique flat of rank 0 in \( M(W) \). Every element of \( F(\emptyset) \) defines a circuit of size 1, and all other circuits of \( M(W) \) must contain at least two elements.

## 3 Matroids, triangulations, and equivalence classes of Wilson loop diagrams

This section explores the correspondence between Wilson loop diagrams and positroids that was established in [5, Theorem 3.38]. In that paper, the authors show that admissible Wilson loop diagrams define matroids that are also positroids. Furthermore, they show that if two Wilson loop diagrams are equivalent, then they define the same matroid [5, Theorems 1.18 and 3.41].

In this section, we develop this analysis further, showing the converse of this result from [5] (see Theorem 3.19). We also enumerate the number of diagrams that map to a particular matroid in Corollary 3.20. To do this, we establish a connection between Wilson loop diagrams and polygon dissections in Section 3.1, and uncover some matroidal properties of exact subdiagrams in Section 3.2. This includes the fact that exact subdiagrams correspond to uniform matroids (Theorem 3.17), and that the associated matroid of an exact subdiagram can be written as a contraction by the complementary propagator flat (Theorem 3.15).

### 3.1 Polygon dissections of Wilson loop diagrams

The equivalence relation on Wilson loop diagrams (Definition 2.7) is defined in terms of exact subdiagrams. Thus, in order to understand the equivalence, we need a way to extract and compare exact subdiagrams. We do this via the notion of a polygon dissection of \( W \).

**Definition 3.1** Let \( W = (P, [n]) \) be a weakly admissible Wilson loop diagram. The *polygon dissection* associated to \( W \), denoted \( \tau(W) \), is defined as follows.
• The vertices of $\tau(W)$ correspond to the edges of $W$.
• Labeling the vertices of $\tau(W)$ with the edge number of $W$ gives a cyclic order to the vertices. Connecting consecutive vertices gives a graph theoretic cycle called the polygon of $\tau(W)$.
• Each propagator of $W$ defines a diagonal edge of $\tau(W)$. Specifically, a propagator $(i, j) \in \mathcal{P}$ defines a diagonal connecting the vertices $i$ and $j$ in $\tau(W)$.

Polygon dissection is a common term in combinatorics for a decomposition of a convex polygon into smaller polygons by means of noncrossing diagonals; see for example the introduction of [22]. Each $\tau(W)$ is such an object.

Lemma 3.1 If $W = (\mathcal{P}, [n])$ is a weakly admissible Wilson loop diagram, then $\tau(W)$ is a simple planar graph whose outer face is a cycle. It inherits an embedding from $W$ such that the vertices all lie on this infinite face. These vertices are cyclically ordered with a choice of first vertex giving it an additional compatible linear order.

Proof Since the vertices of $\tau(W)$ are labeled by the edges of $W$, which are cyclically ordered, this gives an ordering to the vertices and the outer face of $\tau(W)$ is a cycle. Since $W$ does not admit any propagators of the form $p = (i, i + 1)$ due to its admissibility, there is exactly one edge connecting any two adjacent edges of $\tau(W)$. Similarly, there does not exist two propagators $p, q$ such that both $p$ and $q$ start at edge $i$ and end at edge $j$. Therefore, no two vertices of $\tau(W)$ can be connected by more than one edge, and so $\tau(W)$ is a simple graph. Finally, the embedding of $\tau(W)$ is induced from the embedding of the graph $W$, and since $W$ is weakly admissible we know that no pair of propagators can cross. Therefore, it is a planar embedding.

Remark 3.2 The previous lemma shows that $\tau$ does map into polygon dissections. In fact, $\tau$ is a bijection from weakly admissible Wilson loop diagrams to polygon dissections. To see the inverse map, and hence obtain bijectivity, we need only reverse the construction above. The only part which is nontrivial is that if diagonals of the dissection meet at a common vertex, we need to order the propagators associated to these diagonals along the edge associated to the vertex of the dissection, but using the noncrossing property of propagators this can be done uniquely.

The $\tau$ bijection will be useful, as is typical in bijective combinatorics, because some features are more visible on the dissection side. In particular, the exact subdiagrams are visible as triangulated pieces and equivalence comes down to retriangulation. All of these notions are defined and explained below.

There are many other instances of this basic methodology in combinatorics, but we would like to point out one in particular that involves many objects closely related to those we use here [12]. In particular, they, like us, look at a special case within the world of positroids and related objects which is enumerated by Catalan numbers. For them, these are positroids coming from unit interval graphs, while for us, they are the equivalent exact subdiagrams. Our objects are different, which can be seen by the fact that the exact subdiagram with five vertices (which is unique up to rotation) does not

\footnote{That is, it is an outerplanar graph.}

\footnote{Thanks to the referee for the companion paper [3], for pointing this out.}
give a decorated permutation in the form of the Main Theorem of [12], but there are similarities in flavor with our arguments.

As a final note before we begin laying out the results, we need on \( \tau \), if a Wilson loop diagram \( W \) is weakly admissible but not admissible, then the same equality that would give exactness in a subdiagram holds, and so for the same reasons as described below for exact subdiagrams \( \tau(W) \) will have all triangle internal faces and this is the only way that \( \tau(W) \) can have all triangle internal faces. Therefore, \( \tau \) also gives a bijection between admissible Wilson loop diagrams and polygon dissections with at least one nontriangle internal face.

**Example 3.3** In this example, we return to two of the Wilson loop diagrams in Example 2.4. We can pair diagrams with their polygon dissections as follows:

\[
\begin{align*}
W_1 &= \quad 1 & 2 & 8 \quad 3 & 7 & 6 & 5 \quad 4 \\
\tau(W_1) &= \quad 2 & 1 & 2 \quad 3 & 4 & 6 & 5 \\
\end{align*}
\]

and

\[
\begin{align*}
W_3 &= \quad 1 & 2 & 8 \quad 3 & 7 & 6 & 5 \quad 4 \\
\tau(W_3) &= \quad 2 & 1 & 2 \quad 3 & 4 & 6 & 5 \\
\end{align*}
\]

A planar embedding of a graph is a *triangulation* if all faces, except possibly the infinite face, are triangles.

**Definition 3.2** Let \( W \) be a weakly admissible Wilson loop diagram and \( \tau(W) \) its polygon dissection. A *triangulated piece* of \( \tau(W) \) is a connected, bridgeless subgraph of \( \tau(W) \) which is a triangulation. We will take the convention that a subgraph consisting of a single diagonal edge is called a *trivial* triangulated piece. A *maximal* triangulated piece is one which is not contained in any strictly larger triangulated piece.

**Example 3.4** For the Wilson loop diagrams and polygon dissections in Example 3.3, the vertex sets \( \{1, 2, 3, 4\} \) and \( \{5, 6, 7, 8\} \) give maximal triangulated pieces for both \( \tau(W_1) \) and \( \tau(W_3) \). The vertex set \( \{4, 5, 8, 1\} \) is not a triangulation in either polygon dissection.
Figure 1: The polygon dissection $\tau(W_3)$ overlaid with its dual graph $T(W_3)$ (left diagram), and the forest obtained by splitting at the only vertex of degree $> 3$ (right diagram).

**Definition 3.3** A decomposition of a polygon dissection $\tau(W)$ is a set of bridgeless, connected, induced subgraphs of $\tau(W)$ which partition the edges of $\tau(W)$.

**Lemma 3.5** For $W$ a weakly admissible Wilson loop diagram, the polygon dissection $\tau(W)$ has a unique decomposition into maximal triangulated pieces and edges in the polygon of $\tau(W)$. We call this a maximal decomposition.

**Proof** We begin by giving an algorithm for the decomposition, then prove its uniqueness. Let $W = (\mathcal{P}, [n])$, with $|\mathcal{P}| = k$.

By splitting a vertex $v$ we will mean replacing $v$ by new vertices $v_1, v_2, \ldots, v_{\deg(v)}$ such that each $v_i$ has exactly one neighbor and the union of the $v_i$ is the neighborhood of $v$.

Let $T(W)$ be the dual graph of $\tau(W)$ with the vertex corresponding to the infinite face split. Since $\tau(W)$ is an embedded graph (with a fixed distinguished embedding) by Lemma 3.1, $T(W)$ is an uniquely defined graph.

Furthermore $T(W)$ is a tree because it is connected, has $n + k + 1$ vertices ($k + 1$ from the internal faces of $\tau(W)$ and $n$ from the outer face) and $n + k$ edges (since $\tau(W)$ has $n + k$ edges). Additionally, since $\tau(W)$ is simple, $T(W)$ has no vertices of degree 2.

Now split every vertex of $T(W)$ which has degree $> 3$; see Figure 1 for an example of this. That is, we split $T(W)$ at every vertex corresponding to a nontriangle face of $\tau(W)$.

We claim that the connected components of $T(W)$ correspond to the decomposition of $\tau(W)$ into maximal triangulated pieces and edges originally in the polygon of $\tau(W)$. To see this, let $f$ be the forest thus obtained. The vertices of $f$ either have degree 1 or 3. Trees of $f$ with no trivalent vertices correspond to either edges in the polygon of $\tau(W)$ (if they were originally leaves of $T(W)$) or to maximal trivial triangulated pieces. Splitting at all the faces that are not triangles ensures maximality of the decomposition. If the splitting were not maximal, then one could add a triangle to a connected component of the splitting, but this would imply that that splitting happened at a degree 3 vertex.

---

5The neighborhood of a vertex is the set of adjacent vertices.
To see uniqueness, consider a different maximal decomposition of $\tau(W)$. This induces a splitting on $T(W)$, where each connected component of the new decomposition corresponds to a subtree. Call this forest $f'$. Since $f' \neq f$, there are two trees $t$ and $t'$ in $f$ and $f'$ respectively that are distinct, but share at least one edge of $T(W)$. Since $f'$ is also maximal, $t'$ is not a subtree of $t$. Therefore, the edges of $t'$ can be found in at least two trees in the forest $f$. In particular, there is a nonleaf vertex $v$ in $t'$ that corresponds to a split vertex of $T(W)$ in the original decomposition. This implies that $v$ has degree greater than 3 in $T(W)$, and thus the corresponding face of $\tau(W)$ is not a triangle. In other words, the piece of $\tau(W)$ corresponding to $f'$ is not a triangulation.

\[\square\]

**Corollary 3.6** Given a maximal decomposition of $\tau(W)$, the maximal triangulated pieces are edge disjoint.

**Proof** Consider any two distinct maximal triangulated pieces of $\tau(W)$. Using notation as in the previous proof, these two pieces correspond to subtrees of $T(W)$ and intersect, at most, at a vertex in the interior of $\tau(W)$. Since the subtrees corresponding to the maximal triangulated pieces are edge disjoint, and the edges of $T(W)$ correspond to the edges of $\tau(W)$, this forces the maximal triangulated pieces to be edge disjoint as well.

\[\square\]

Next, we introduce the idea of retriangulations.

**Definition 3.4** If $W = (\mathcal{P}, [n])$ and $W' = (\mathcal{P}', [n])$ are weakly admissible Wilson loop diagrams, then $\tau(W)$ and $\tau(W')$ differ by a retriangulation if there is a bijection $f$ between the maximal triangulated pieces of $\tau(W)$ and the maximal triangulated pieces of $\tau(W')$ such that for any maximal triangulated piece $t$ of $\tau(W)$ the vertex sets of $t$ and $f(t)$ are the same.

More casually this definition says that the maximal triangulated pieces of $\tau(W)$ and $\tau(W')$ are the same so far as their vertex sets are concerned (and hence the regions triangulated by each piece are the same) but that the configuration of triangles within some or all of the triangulated pieces may be different. This definition of retriangulation makes sense for any two polygon dissections of the same polygon, not just for those in the image of $\tau$.

We are now in a position to relate the triangulated pieces of $\tau(W)$ to exact subdiagrams of $W$.

For a weakly admissible Wilson loop diagram $W$, every triangulated piece $t$ of $\tau(W)$ corresponds to a subdiagram of $W$ obtained by taking the set of propagators $P$ corresponding to edges of $t$ and then taking the subdiagram $(P, V(P))$. Conversely, given a subdiagram $(P, V(P))$ of $W$ we can obtain a subgraph of $\tau(W)$, called $t$, following the algorithm below.

- The vertex set of the subgraph $t$ is
  - the vertices of $\tau(W)$ corresponding to edges of $W$ whose endpoints are elements of $V(P)$ which are cyclically consecutive in $[n]$. (This is significantly easier to interpret in picture form: see Example 3.7 below.)
- The edge set of the subgraph is
  - the edges of $\tau(W)$ corresponding to propagators of $P$,
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- the outer edges of $\tau(W)$ for which both their endpoints are in the vertex set.

**Example 3.7** Consider the following Wilson loop diagram $W$ and its corresponding polygon dissection $\tau(W)$.

![Diagram](image)

The set of propagators $P = \{p, q, r, s\}$ defines an exact subdiagram of $W$ with $V(P) = \{1, 2, 3, 4, 5, 8, 9\}$. The corresponding subgraph $t$ of $\tau(W)$ has vertex set $\{1, 2, 3, 4, 8\}$. Note that we include vertex 3 of $\tau(W)$ in $t$ because the two endpoints of edge 3 in $W$ (namely the vertices 3 and 4 in $W$) are both in $V(P)$. However, we do not include vertex 5 of $\tau(W)$ in $t$ because only one of the endpoints of edge 5 in $W$ is in $V(P)$. The same argument applies to vertices 7, 9, and 10. Vertex 6 is excluded because none of its endpoints lie in $V(P)$.

The subgraph $t$ is then

![Subgraph](image)

The key point to note is that the subgraph $t$ depends on how the propagators of $P$ sit inside $[n]$, not on how they sit in the subdiagram $(P, V(P))$ (whose corresponding graph would have additional outer edges between vertices 8 and 9, 9 and 1, 4 and 5, and 5 and 8). In particular, $t$ is not the subgraph of $\tau(W)$ consisting only of edges corresponding to propagators of $P$ (as it may also include some of the outer edges of $\tau(W)$), nor is it the polygon dissection of $(P, V(P))$ viewed as a Wilson loop diagram in its own right (which would have vertex set equal to $V(P)$).

**Lemma 3.8** Let $W$ be a weakly admissible Wilson loop diagram and $\tau(W)$ its polygon dissection. The triangulated pieces of $\tau(W)$ correspond to the exact subdiagrams of $W$, via the correspondence described above.

**Proof** Let us first record a few elementary facts about polygon triangulations (that is, about triangulations with all vertices on the outer face). If such a triangulation has $n$ vertices then it has $n$ edges on the polygon (that is, on the outer face) and $n - 3$ edges which are not. No planar simple graph with the same vertices and the same outer face
can have more edges than a triangulation, and every such simple graph with \( n - 3 \) edges off the outer face is a triangulation.\(^6\)

Since \( W \) is weakly admissible, by Lemma 3.1 \( \tau(W) \) is a simple graph. Let \( t \) be a triangulated piece of the decomposition of \( \tau(W) \) given in Lemma 3.5. Note that \( t \) cannot be equal to \( \tau(W) \) by the definition of admissible diagrams.

If \( t \) has two vertices then \( t \) corresponds to a propagator that connects two nonadjacent edges. Therefore, the trivial triangulation is a trivial exact subdiagram.

Now suppose that \( t \) has \( m > 2 \) vertices. We count how many edges of \( t \) are not on the outer face of \( \tau(W) \). These are exactly the edges of \( t \) defined by propagators of \( W \). Consider the intersection of \( t \) with the outer face of \( \tau(W) \): this is a possibly disconnected subgraph of the polygon of \( \tau(W) \) and this subgraph has \( m \) vertices. Call this subgraph \( S \), and let \( j \) be the number of connected components of \( S \). To join the components of \( S \) into the outer face of \( t \), \( t \) must have \( j \) edges in its outer face which are not in the outer face of \( \tau(W) \). Furthermore, \( t \) has \( m - 3 \) edges not in its outer face and so also not in the outer face of \( \tau(W) \). Thus, there are \( m - 3 + j \) edges of \( t \) not in the outer face of \( \tau(W) \).

Each of these \( m - 3 + j \) edges corresponds to a propagator in \( W \). Call this set of propagators \( P \). Next, we count the size of \( V(P) \). Each of the \( m \) vertices in the outer face of \( t \) corresponds to an edge of \( W \). These \( m \) edges define \( j \) connected components of the outer polygon of \( W \). Thus, the set \( V(P) \) has \( m + j \) vertices. In other words,

\[
|V(P)| = m + j = |P| + 3.
\]

Thus, the subdiagram \((P, V(P))\) defined by \( t \) is exact.

Conversely, suppose we have an exact subdiagram \((P, V(P))\) of \( W = (\mathcal{P}, [n]) \) supported on \( |V(P)| = |P| + 3 \) vertices, and let \( t \) be the subgraph of \( \tau(W) \) corresponding to \((P, V(P))\).

Suppose \( |P| = 1 \), and let \( p \) be the single propagator belonging to \( P \). The exactness condition on \((P, V(P))\) says that the four supporting vertices of \( p \) are distinct. If the support of \( p \) is four consecutive vertices, then \( V(p) \) defines three consecutive boundary edges of \( W \), so \( t \) is a single triangle, hence a triangulated piece. If the support of \( p \) is not four consecutive vertices, then the vertices which are the ends of \( t \) are separated by at least two vertices along the cycle. This implies that \( t \) is a trivial triangulated piece.

Now suppose \( |P| > 1 \). Let \( j = |P|, m = j + 3 = |V(P)| \), and suppose that the set \( V(P) \) defines \( c \) disjoint cyclic intervals of \([n]\). Then \( t \) has \( m - c \) vertices. If \( t \) were a triangulation, then \( t \) would have \( j - c \) internal edges, so we calculate the number of internal edges of \( t \).

The graph \( t \) has \( j \) edges that come from propagators, and \( m - 2c \) edges that come from the boundary polygon of \( \tau(W) \). Since \( t \) has \( m - c \) vertices, it has \( m - c \) external edges, of which \( c \) come from propagators. Therefore, of the \( j \) edges of \( t \) that come from propagators, \( j - c \) are internal to the connected component. Therefore, \( t \) is a triangulated piece.

---

\(^6\)The last sentence is the statement that maximal outerplanar graphs are exactly polygon triangulations (a standard fact that possibly was first written down in [19], see Theorem 1 of [17]), then the earlier facts follow from Euler’s formula for planar graphs.
To avoid the issue of exact diagrams being subdiagrams of other exact subdiagrams (for instance, any subdiagram \((q, V(q))\) for \(q \in \mathcal{P}\) is exact), we introduce the notion of maximal exact subdiagrams.

**Definition 3.5** An exact subdiagram \((P, V(P))\) is a maximal exact subdiagram of \(W\) if there is no other exact subdiagram \((Q, V(Q))\) in \(W\) that contains \((P, V(P))\) as a strict subdiagram.

**Corollary 3.9** Any weakly admissible Wilson loop diagram \(W = (\mathcal{P}, [n])\) can be uniquely decomposed into maximal exact subdiagrams. These maximal subdiagrams partition \(\mathcal{P}\) and correspond to the maximal triangulated pieces of \(\tau(W)\).

**Proof** Combining Lemmas 3.5 and 3.8 yields the unique decomposition into maximal exact subdiagrams, and Corollary 3.6 ensures that no propagator appears in more than one subdiagram in this decomposition. Since the diagonal edges of \(\tau(W)\) correspond to the propagators of \(W\), the decomposition of \(\tau(W)\) induces a partition of \(\mathcal{P}\).

Finally, we may express equivalent Wilson loop diagrams in terms of retriangulations.

**Corollary 3.10** Two Wilson loop diagrams \(W\) and \(W'\) are equivalent if and only if \(\tau(W)\) and \(\tau(W')\) differ by retriangulations.

**Proof** This follows from the definition of equivalent Wilson loop diagrams (Definition 2.7), the definition of retriangulations (Definition 3.4), and Lemma 3.8.

### 3.2 Matroidal properties of exact subdiagrams

Since Corollary 3.9 allows us to decompose any admissible Wilson loop diagram into a collection of maximal exact subdiagrams, we are motivated to examine the matroid properties of exact subdiagrams more closely. In this section, we prove two main results.

1. the matroid associated to an exact subdiagram of \(W\) can be written as a contraction of the matroid \(M(W)\) by the complementary propagator flat (Theorem 3.15) and
2. the matroid associated to an exact subdiagram is uniform (Theorem 3.17).

We begin by proving some useful facts about propagator flats, and flats of matroids associated to admissible Wilson loop diagrams more generally. Recall from Definition 2.3 that the propagator flat \(F(P)\) of \(P \subseteq \mathcal{P}\) denotes the set \(V(P^c)^c\) of vertices that only support propagators in \(P\) or are nonsupporting.

**Lemma 3.11** Let \(F\) be a flat in \(M(W)\), and let \(C \subseteq F\) be the union of all circuits contained in \(F\). Then the following are true:

1. \(C = F(\text{Prop}(C))\), i.e., \(C\) is a propagator flat.
2. \(F \setminus C\) is an independent set. Furthermore, \(F \setminus C\) is an independent flat if and only if \(F(\emptyset) = \emptyset\), that is, \(W\) has no nonsupporting vertices.

**Proof** (1) If \(F\) is an independent flat, then \(C = \emptyset\) and the statement is trivially true. Now suppose that \(F\) is a dependent set, so \(C\) is nonempty.
Let \( v \in C \). Clearly Prop\((v) \subseteq \text{Prop}(C) \), and hence \( F(\text{Prop}(v)) \subseteq F(\text{Prop}(C)) \) (this is easily verified by applying the definition and simplifying out all of the complements). Since \( v \in F(\text{Prop}(v)) \) by the definition of propagator flat, it follows that \( v \in F(\text{Prop}(C)) \). Thus, \( C \subseteq F(\text{Prop}(C)) \).

Now suppose there exists some \( w \in F(\text{Prop}(C)) \setminus C \). Let \( B \) be an independent subset of \( C \) of maximal rank. We first show that \( B \cup \{w\} \) is a dependent set in \( M(W) \). By Lemma 2.7, we have

\[
|\text{Prop}(C)| = \text{rk}(C) = |B| = \text{rk}(B).
\]

Note that \( \text{rk}(B) \leq |\text{Prop}(B)| \), and \( B \subseteq C \) implies that \( \text{Prop}(B) \subseteq \text{Prop}(C) \). Combining these facts with equation (3.1), it follows that \( \text{Prop}(B) = \text{Prop}(C) \). Combining this with the fact that \( w \in F(\text{Prop}(C)) \), we have \( \text{Prop}(B \cup \{w\}) \subseteq \text{Prop}(B) \). We can now say something about \( \text{rk}(B \cup \{w\}) \): by Lemma 2.7, we have

\[
\text{rk}(B \cup \{w\}) \leq \min\{|B \cup \{w\}|, |\text{Prop}(B \cup \{w\})|\} \leq \min\{|B| + 1, |\text{Prop}(B)|\},
\]

which becomes

\[
\text{rk}(B \cup \{w\}) \leq \min\{|B| + 1, |B|\} = |B| < |B \cup \{w\}|
\]

via equation (3.1). Therefore, \( B \cup \{w\} \) is a dependent set, which implies that \( B \cup \{w\} \) contains a circuit \( D \). In particular, we must have \( w \in D \) (since \( B \) was an independent set), and since we have already shown that \( C \subseteq F(\text{Prop}(C)) \), we also have the chain of inclusions

\[
D \subseteq B \cup \{w\} \subseteq F(\text{Prop}(C)) \subseteq F.
\]

Since \( C \) was the union of all circuits in \( F \), we finally obtain \( w \in C \), which is a contradiction. This completes the proof of (1).

For part (2), first note that \( F \setminus C \) is automatically independent as it contains no circuits.

Note that since \( F(\emptyset) \) has rank 0, \( F(\emptyset) \) is contained in every flat of \( W \). Therefore, if \( F(\emptyset) \neq 0 \), then \( F \setminus C \) cannot be a flat.

Now suppose that \( F(\emptyset) = 0 \). We must show that \( F \setminus C \) is a flat. For any \( e \notin F \) we certainly have \( \text{rk}((F \setminus C) \cup \{e\}) = \text{rk}(F \setminus C) + 1 \), since \( F \) is a flat. Now let \( e \in C \), and suppose that \( \text{rk}((F \setminus C) \cup \{e\}) = \text{rk}(F \setminus C) \). This implies that \( (F \setminus C) \cup \{e\} \) is dependent, and hence contains a circuit. Since \( F(\emptyset) = 0 \) this circuit must contain at least two elements: one of these elements is \( e \), but any others must come from \( F \setminus C \). This contradicts the fact that \( C \) was the union of all circuits in \( F \).

Thus, \( \text{rk}((F \setminus C) \cup \{e\}) = \text{rk}(F \setminus C) + 1 \) for any \( e \notin F \setminus C \), and hence \( F \setminus C \) is a flat.

**Corollary 3.12** If \( F \) is a flat of a weakly admissible Wilson loop diagram, it can be written as the disjoint union of a cyclic propagator flat \( C \) and an independent set \( S \):

\[
F = C \cup S
\]

where \( C \) the union of all circuits in \( F \).

**Proof** By Lemma 3.11 the set \( C = F(\text{Prop}(C)) \) is a propagator flat, and \( S := F \setminus C \) is independent.
In particular, any propagator flat can be written as a union of a cyclic propagator flat and an independent set.

Next, we examine properties of propagator flats associated to the complement of Wilson Loop diagrams.

**Lemma 3.13** Let \( W = (\mathcal{P}, [n]) \) be an admissible Wilson loop diagram, and \( P \subseteq \mathcal{P} \). Then,

1. if \((P, V(P))\) is an exact subdiagram of \( W \), then \( F(P^c) \) is a dependent flat in \( W \),
2. if \((P, V(P))\) is a maximal exact subdiagram of \( W \), then \( F(P^c) \) is a cyclic flat in \( W \), and
3. if \((P, V(P))\) is an exact subdiagram of \( W \), then \( \text{rk}(F(P^c)) = |P^c| \).

**Proof** First note that if \((P, V(P))\) is exact then the admissibility of \( W \) guarantees that \( V(P) \neq [n] \), so \( F(P^c) = V(P)^c \) is not empty.

We know from Lemma 2.7 that \( F(P^c) \) is always a flat, so for item 1 we only need to show that \( F(P^c) \) is dependent.

Since \( W \) is admissible, we have \( n \geq |\mathcal{P}| + 4 \). Rewriting this inequality as

\[
|V(P)| + |F(P^c)| \geq |P| + |P^c| + 4,
\]

and combining it with the fact that \( |V(P)| = |P| + 3 \) (from the exactness of \((P, V(P))\)), we obtain

\[
|F(P^c)| > |P^c|.
\]

Equation (3.2) implies that \( F(P^c) \) supports fewer propagators than the number of vertices it contains, i.e., \( F(P^c) \) is not an independent set.

For item 2, suppose that \((P, V(P))\) is a maximal exact subdiagram of \( W \). By Lemma 3.11 item 1 and Corollary 3.12 we can decompose \( F(P^c) \) as

\[
V(P)^c = F(P^c) = C \cup S = F(\text{Prop}(C)) \cup S,
\]

where \( C \) is the largest cyclic flat contained in \( F(P^c) \) and \( S \) is an independent set. We show that \( \text{Prop}(C) = P^c \), thus forcing \( S \) to be empty and implying that \( F(P^c) = C \), i.e., \( F(P^c) \) is a cyclic flat. Note that \( C \) must be nonempty since \( F(P^c) \) is nonempty and dependent (by item 1).

By similar arguments to Lemma 3.11, the fact that \( S \) is independent and that \( C \) is the union of all circuits in \( F(P^c) \) implies that every element of \( S \) is independent of \( C \). Further, we know that \( \text{rk}(C) = |\text{Prop}(C)| \) from Lemma 2.7(2), and \( \text{rk}(S) = |S| \) from Lemma 2.7 item 1 and the independence of \( S \). Combining these gives

\[
\text{rk}(F(P^c)) = \text{rk}(C) + \text{rk}(S) = |\text{Prop}(C)| + |S| \leq |\text{Prop}(F(P^c))|,
\]

where the inequality follows from the bound on ranks of vertex sets in Lemma 2.7 item 1. For ease of future notation, write \( Q = \text{Prop}(C)^c \).

From Remark 2.2 it follows that \( \text{Prop}(F(P^c)) \subseteq P^c \), and so equation (3.4) implies

\[
|Q^c| + |S| \leq |P^c|.
\]

Rearranging and adding \(|P|\) to both sides gives

\[
|P| + |S| \leq |P| + |P^c| - |Q^c| = |Q|.
\]
Meanwhile, by taking complements of equation (3.3) it follows that

\[ V(P) \cup S = C^c = F(\text{Prop}(C))^c = V(Q). \]

Combining this with equation (3.5) gives

\[ |V(Q)| = |V(P)| + |S| = |P| + 3 + |S| \leq |Q| + 3. \tag{3.6} \]

Since \( W \) is admissible this cannot be a strict inequality, so we have \(|V(Q)| = |Q| + 3\) and the subdiagram \((Q, V(Q))\) is exact.

Since \( \text{Prop}(C) \subseteq \text{Prop}(F(P^c)) \subseteq P^c \), it follows that \( P \subseteq \text{Prop}(C)^c = Q \). In other words, \((P, V(P))\) is a subdiagram of \((Q, V(Q))\). Since \((P, V(P))\) is a maximal exact subdiagram by assumption, we must have \( P = Q \). Recalling that \( Q = \text{Prop}(C)^c \), we finally obtain \( \text{Prop}(C) = P^c \) and hence \( S = \emptyset \). This completes the proof of item 2.

For item 3, first note that when \((P, V(P))\) is maximal exact, item 2 of this Lemma combined with Lemma 2.7 gives that

\[ \text{rk}(F(P^c)) = |\text{Prop}(F(P^c))| = |P^c|. \]

To prove the result in the general case, let \((R, V(R))\) be an exact subdiagram of \( W \) that is not maximal and let \((P, V(P))\) be the maximal exact subdiagram containing it. That is, \( R \not\subseteq P \).

Since \( R \not\subseteq P \) we can write

\[ (3.7) \quad V(P) = V(R) \cup S, \quad \text{where } S := V(P) \setminus V(R). \]

Since \( P \) and \( R \) both define exact subdiagrams, it follows that \(|V(P)| = |V(R)| + |P \setminus R|\), and hence that \( S \) is a vertex set of size \(|P \setminus R|\). Furthermore, by taking complements of both sides of equation (3.7), we see that \( F(R^c) = F(P^c) \cup S \).

We will show that \( S \) is an independent set in the subdiagram \((P, V(P))\), and thus in \( W \). This will imply that for any maximal independent set \( T \subseteq F(P^c) \), the set \( T \cup S \) is independent in \( F(R^c) \), and hence that

\[ \text{rk}(F(R^c)) \geq |T| + |S| = \text{rk}(F(P^c)) + |S| = |P^c| + |P \setminus R| = |R^c|. \]

The reverse inequality \( \text{rk}(F(R^c)) \leq |R^c| \) always holds (see Lemma 2.7), so if \( S \) is independent in \((P, V(P))\) we obtain \( \text{rk}(F(R^c)) = |R^c| \) as desired.

It remains to show that \( S \) is an independent set in the subdiagram \((P, V(P))\). By way of contradiction suppose otherwise. Then by Theorem 2.6 there is a subset \( U \subseteq S \) such that \( |\text{Prop}(U)| < |U| \). Then the remaining propagators \( P \setminus \text{Prop}(U) \) are supported entirely on \( V(P) \setminus U \), i.e.,

\[ V(P \setminus \text{Prop}(U)) \subseteq V(P) \setminus U. \]

Comparing sizes of these sets, we get

\[ |V(P \setminus \text{Prop}(U))| \leq |V(P)| - |U| = |P| + 3 - |U| \]
\[ < |P| + 3 - |\text{Prop}(U)| = |P \setminus \text{Prop}(U)| + 3, \]

which violates admissibility. Therefore, \( S \) must be independent in \((P, V(P))\) after all, and (as described above) it follows that \( \text{rk}(F(R^c)) = |R^c|. \) \( \square \)
We are now in a position to describe the matroid structure of exact subdiagrams \((P, V(P))\) of \(W\) in terms of \(M(W)\) and \(F(P^c)\). We begin with a definition.

**Definition 3.6** Let \(M = (E, \mathcal{B})\) be a matroid, and \(S \subseteq E\). The contraction of \(M\) by \(S\) is the matroid \(M/S = (E \backslash S, \mathcal{B}/S)\), where

\[
\mathcal{B}/S = \{ B \setminus S \mid |B \cap S| \text{ is maximal amongst all } B \in \mathcal{B} \}.
\]

In [5], Agarwala and Marin-Amat show that certain subdiagrams of \(W\) can be realized as contractions of \(M(W)\), which we phrase using the notation of this paper:

**Lemma 3.14** [5, Corollary 3.33] Let \(W = (\mathcal{P}, [n])\) be a Wilson loop diagram and \(P \subseteq \mathcal{P}\). The set \(V(P)^c\) has rank \(|P|^c\) (i.e., \(F(P^c)\) is a propagator flat of maximal rank), if and only if the matroid defined by the subdiagram \((P, V(P))\) is equal to the contraction \(M(W)/V(P)^c\).

Putting all of this together, we obtain our first major theorem of this section:

**Theorem 3.15** If \((P, V(P))\) is an exact subdiagram of \(W\), the matroid of \((P, V(P))\) is the contraction of \(M(W)\) by the propagator flat \(F(P^c)\), i.e.,

\[
M((P, V(P))) = M(W)/F(P^c).
\]

**Proof** This follows from Lemma 3.14. Lemma 3.13 shows that the supports of exact subdiagrams satisfy the conditions of this lemma.

**Remark 3.16** For readers familiar with duals and complements of matroids, we reinterpret Theorem 3.15 in these terms. If \(M^*\) denotes the dual of a matroid, then by standard matroid theory [20] the dual of a contraction of a matroid is the same as the restriction of the dual matroid by the complement:

\[
M/S = M^*|_{S^c}.
\]

Then Theorem 3.15 implies that, for \((P, V(P))\) an exact subdiagram of \(W\), we have

\[
M((P, V(P))) = M(W)/F(P^c) = M(W)^*|_{V(P)}.
\]

We now show that matroids coming from exact subdiagrams have an especially nice structure, namely, they are uniform. Recall from Section 2.2 that a uniform matroid of rank \(r\) is a matroid in which all sets of size \(\leq r\) are independent.

**Theorem 3.17** Let \(W' := (P, V(P))\) be a subdiagram of a weakly admissible Wilson loop diagram \(W = (\mathcal{P}, [n])\). Then \(W'\) is an exact subdiagram if and only if \(M(W')\) is a uniform matroid of rank \(|P|\).

**Proof** It follows directly from the definitions that a matroid of rank \(r\) is uniform if and only if all circuits have rank \(r\). We therefore focus on the circuits of \(M(W')\).

We prove the following claim: \(W'\) is exact if and only if \(V(P)\) contains no circuits \(C\) with \(\text{rk}(C) < |P|\) in \((P, V(P))\). Since \(\text{rk}(M(W'))\) is bounded above by \(|P|\), this will give that \(M(W')\) is uniform.

First suppose \(C \subseteq V(P)\) is a circuit of rank \(m < |P|\). Observe that \(\text{Prop}_{W'}(C) \subseteq P\) by definition, where the subscript to Prop specifies the diagram we are working in. By Lemma 2.7 we know that \(|\text{Prop}_{W'}(C)| = m\). Thus, the set
3.3 Matroids and equivalent diagrams

Now, we are ready to prove the main result of this section, namely that two Wilson loop diagrams define the same matroid (positroid) if and only if they are equivalent (Theorem 3.19). We also give a formula for the number of Wilson loop diagrams in a given equivalence class (Corollary 3.20), completing the characterization of the correspondence between Wilson loop diagrams and positroids started in [5].
Theorem 3.19  Let $W = (P, [n])$ and $W' = (P', [n])$ be two weakly admissible Wilson loop diagrams. They define the same matroid (positroid) if and only if $W \sim W'$.

Proof  One direction has been proved in [5, Theorem 1.18], but we give a different proof here to be consistent with the method of this paper.

For the if direction, it suffices to prove the result for two equivalent diagrams that differ in exactly one exact subdiagram. Let $W$ and $W'$ be equivalent Wilson loop diagrams which can be decomposed as

$$W = (P \sqcup R, [n]) \quad \text{and} \quad W' = (P \sqcup R', [n]),$$

where $(R, V(R))$ and $(R', V(R'))$ are different maximal exact subdiagrams of $W$ and $W'$ respectively, and $V(R) = V(R')$.

By Theorem 3.17, $M(R, V(R))$ and $M(R', V(R'))$ are both uniform matroids of rank $|R| = |R'|$. In particular, this means that any subset of $V(R)$ is independent in both $M(W)$ and $M(W')$.

Now consider the propagator flat $F(P)$, which is a cyclic flat of rank $|P|$ in both $M(W)$ and $M(W')$ by Lemma 3.13. Let $B \subseteq F(P)$ be an independent set of rank $|P|$. Adding any element of $V(R)$ to $B$ increases its rank in both matroids since $F(P)$ is a flat and $F(P) \cap V(R) = \emptyset$, so we can lift any independent set in $F(P)$ to an independent set of both $M(W)$ and $M(W')$ by adjoining any independent set in $V(R)$. In particular, $B \sqcup U$ is a basis in both $M(W)$ and $M(W')$ for any $U \subseteq V(R)$ with $|U| = |R|$.

Finally, note that any basis of $M(W)$ or $M(W')$ must be of this form, since $|n| = F(P) \sqcup V(R)$ and $\text{rk} F(P) + \text{rk} V(R) = |P| + |R| = n$. Thus, both matroids have the same set of bases, proving that they are the same.

For the converse, suppose that $M(W) = M(W') = M$. This immediately implies that $|P| = |P'|$, so to demonstrate the equivalence of $W$ and $W'$ it suffices to show that for any maximal exact subdiagram $(P, V(P))$ in $W$, there is a corresponding maximal exact subdiagram $(P', V(P'))$ in $W'$ with $V(P') = V(P')$.

So let $(P, V(P))$ be a maximal exact diagram in $W$. By Lemma 3.13, this implies that $F := F(P^c)$ is a cyclic flat in $M$. Viewing $M$ as the matroid of $W'$, Lemma 3.11 implies that $F = F(\text{Prop}_{W'}(F))$ (recall that “cyclic” simply means “a union of circuits,” so the union of all circuits in $F$ is $F$ itself). Define $Q^c = \text{Prop}_{W'}(F)$, so that $F(P^c) = F = F(Q^c)$, and therefore, $V(P) = V(Q)$.

By Lemma 3.13 we know that $\text{rk}(F) = |P^c|$. However, by Lemma 2.7 we also know that the rank of a cycle is equal to the number of propagators supported on that cycle, so $\text{rk}(F) = |\text{Prop}_{W'}(F)| = |Q^c|$ as well. Since $(P, V(P))$ is exact and we have shown that $V(P) = V(Q)$ and $|P| = |Q|$, it follows that $|V(Q)| = |Q| + 3$, i.e., $(Q, V(Q))$ is exact in $W'$.

However, $(Q, V(Q))$ is not a priori maximal exact, so let $(P^*, V(P'))$ be the maximal exact subdiagram in $W'$ that contains $(Q, V(Q))$ as a subdiagram (possibly trivially). Applying the argument above to $(P^*, V(P'))$, we obtain an exact subdiagram $(R, V(R))$ in $W$ with $V(R) = V(P')$ and $|R| = |P'|$. Now we have

$$V(P) = V(Q) \subseteq V(P') = V(R),$$
which implies that \((P, V(P)) = (R, V(R))\) by the maximality of \((P, V(P))\), and hence \((Q, V(Q)) = (P', V(P'))\) is maximal exact in \(W'\).

Since there is a unique way to decompose \(W\) into maximal exact subdiagrams, it is logical to ask how many diagrams there are in an equivalence class. It is a classical fact (see for instance Chapter 6 of [23]) that the number of triangulations of a convex \(n\)-gon is the \(n - 2\) Catalan number, namely \(\frac{1}{n-1} \binom{2(n-2)}{n-2}\). Thus, we can count the number of equivalent diagrams.

**Corollary 3.20**  Let \(W\) be a weakly admissible Wilson loop diagram where the sizes of the supports of the nontrivial maximal exact subdiagrams are \(n_1, n_2, \ldots, n_j\). Then the number of weakly admissible Wilson loop diagrams equivalent to \(W\) (including \(W\) itself) is

\[
\prod_{i=1}^{j} \frac{1}{n_i - 1} \binom{2(n_i - 2)}{n_i - 2}.
\]

In this section, we have characterized the correspondence between Wilson loop diagrams and positroids, showing that Wilson Loop diagrams define the same positroid if and only if they are equivalent. If we write

\[M: \text{admissible WLD} \longrightarrow \text{Positroids}
\]

the image of this map is given by the distinct equivalence classes. Corollary 3.20 enumerates the elements of each fiber of \(M\). The obvious next question would be to enumerate the number of equivalence classes.

We know from examples (e.g., [2, Remark 4.2]) that many positroid cells cannot be obtained as the matroids of admissible Wilson loop diagrams. We do not obtain a formula for the number of cells in the image of \(M\) here, but in the next section, we give an alternate characterization of \(\text{im}(M)\) in terms of associahedra, with the hope that this linkage with a well-studied combinatorial object will shed light on the issue in the future.

**4 Associahedra and inequivalent Wilson loop diagrams**

The correspondence between (weakly) admissible Wilson loop diagrams and polygon dissections shown in Section 3.1 suggests a connection to associahedra. In order to explore this connection further, we first need some background, which is given in Section 4.1. In Section 4.2, we show that the number of equivalence classes of Wilson loop diagrams correspond to the number of nonparallel faces of the appropriate associahedron (Theorem 4.4).

**4.1 Polytope background**

We first give a quick summary of the polytope terminology we will use in this section; the interested reader is referred to [24] for more details.

A polytope can equivalently be defined as the convex hull of a finite set of points in some \(\mathbb{R}^d\), or as the intersection of finitely many closed half spaces in \(\mathbb{R}^d\) with the
additional property that this intersection is bounded in the sense of not containing any ray (see chapter 0 of [24]).

A face of a polytope is the intersection of the polytope with any hyperplane for which the entire polytope is in one of the closed half-spaces defined by the hyperplane. The polytope itself is also considered a face. In the case that the polytope is of full dimension, this definition can be unified by considering linear equalities (including the trivial one) in place of hyperplanes and the corresponding linear inequalities in place of the half-spaces defined by the hyperplane (see Chapter 2 of [24]).

Two faces are parallel if one can be mapped to the other by a translation in \( \mathbb{R}^d \). In particular parallel faces must be of the same dimension. Any two vertices are parallel to each other.

Finally, two polytopes are combinatorially equivalent if there is a bijection between their faces which preserves inclusion of faces. Often in combinatorics one is primarily interested in the combinatorial equivalence classes, and common polytope names (including the associahedron) refer to these equivalence classes. A particular polytope in the class is then known as a realization.

As with many of the interesting and well-studied polytopes in combinatorics, the associahedron can be characterized in many different ways. Here is one definition.

**Definition 4.1** Fix \( n \) and consider dissections of a convex \( n \)-gon. The \( n - 1 \) associahedron can be defined in terms of the dissections of this \( n \)-gon: the vertices of the associahedron are the triangulations of the \( n \)-gon, while the \( k \)-dimensional faces are the dissections which are \( k \) diagonals away from being a triangulation. One face is included in another if the first dissection is a refinement of the second.

The associahedron coming from dissections on an \( n \)-gon is known as the \( n - 1 \) associahedron because this is the associahedron for which the vertices correspond to the ways to bracket a list of length \( n - 1 \). It is an \( n - 3 \) dimensional polytope.

It turns out that this defines a class of combinatorially equivalent polytopes, which can be proved by giving a realization. There are many interesting realizations of the associahedron [11]. The following realization will be the one that we use.

**Definition 4.2** Let \( x_1, \ldots, x_n \) be the corners of a convex \( n \)-gon in \( \mathbb{R}^2 \), and let \( T \) be the set of triangulations of this \( n \)-gon. For each \( t \in T \), define \( s_t \) to be the point in \( \mathbb{R}^n \) whose \( i \)th coordinate is the sum of the areas of all triangles of \( t \) which are incident to \( x_i \). Let \( A_n \) be the convex hull of the \( s_t \). Then \( A_n \) is a realization of the \( n - 1 \) associahedron ([24, Example 9.11]).

Note that this construction works for any convex \( n \)-gon, but these realizations are all equally good for our purposes, and so we fix \( x_1, \ldots, x_n \) defining a particular convex \( n \)-gon from now on.

Definition 4.2 is a special case of the secondary polytope construction; see [24, Definition 9.9] for more details. In general the \( x_1, \ldots, x_n \) may be any points in any \( \mathbb{R}^d \). Triangulations in this more general context are decompositions into simplices, and the area of the triangles is replaced by the volume of the simplices.
Figure 2: Two associahedra, labelled by all and some (respectively) of their polygon dissections.

4.2 Nonparallel faces in the associahedron and inequivalent Wilson loop diagrams

The map $\tau$ defined in Definition 3.1 assigns a dissection of an $n$-gon to a Wilson loop diagram $W = (\mathcal{P}, [n])$. Recall that if $|\mathcal{P}| = k$, then $\tau(W)$ is a dissection with $k$ diagonals. Therefore, the map $\tau$ associates to each weakly admissible Wilson loop diagram an $n - 3 - k$ dimensional face of the associahedron $A_n$. This is illustrated for $n = 5$ on the left in Figure 2, and for $n = 6$ (with some labels omitted for clarity) on the right.

Note that Wilson loop diagrams which are weakly admissible but not admissible are necessarily exact, and hence have $\tau$ graphs which are triangulations, i.e., dimension 0 faces (vertices) in $A_n$. All of these are equivalent (as Wilson loop diagrams) in the sense that they are only retriangulations away from each other. Meanwhile, as noted above, all vertices of $A_n$ are parallel to each other. It will be convenient in what follows to include these diagrams, but the results are easily modified to remove them if needed: Propositions 4.1 and 4.3 would be identical if we replaced “weakly admissible” by “admissible,” while Theorem 4.4 could be changed to consider only admissible diagrams by subtracting 1 from the number of nonparallel faces in order to account for the missing dimension 0 faces.

**Proposition 4.1** If two weakly admissible Wilson loop diagrams are equivalent then their faces in $A_n$ are parallel.

**Proof** Let $W$ and $X$ be two equivalent Wilson loop diagrams. From Corollary 3.10, we know that $\tau(W)$ and $\tau(X)$ differ from each other only by retriangulations of their triangulated pieces.

All edges of $A_n$ are polygon dissections which are only one diagonal away from being triangulations. Such dissections consist of triangles and exactly one quadrilateral. Consider the edges of $A_n$ bounding the faces corresponding to $\tau(W)$ and $\tau(X)$. 
These edges have their one quadrilateral within the nontriangulated parts of \( \tau(W) \) or \( \tau(X) \), but these nontriangulated parts are the same in \( \tau(W) \) and \( \tau(X) \), so we get a bijection between the edges of \( A_n \) bounding the face of \( \tau(W) \) and the edges of \( A_n \) bounding the face of \( \tau(X) \) which matches edges with the same quadrilateral.

Consider now an edge in \( A_n \) whose quadrilateral is defined by the vertices of \( \tau(W) \) or \( \tau(X) \), which we label \( x_i, x_j, x_k, \) and \( x_l \) in that order (see Figure 3 below). Let \( t_1 \) and \( t_2 \) be the triangulations corresponding to the two ends of the edge where \( t_1 \) has a diagonal from \( x_j \) to \( x_l \) and \( t_2 \) has a diagonal from \( x_l \) to \( x_k \). From the construction of the secondary polytope \( A_n \) in Definition 4.2, we see that \( s_{t_0} \) and \( s_{t_2} \) only differ at coordinates \( i, j, k, \) and \( l \); all of the triangles incident to any of these vertices other than the one coming from triangulating \( x_i, x_j, x_k, x_l \) are the same in both \( t_1 \) and \( t_2 \).

Let \( a \) be the area of the quadrilateral and let \( a(i, j, k) \) be the area of the triangle with corners \( x_i, x_j, \) and \( x_k \) (and similarly for other indices), and let \( b_j \) denote the sum of the areas of triangles incident to vertex \( x_i \) which are common to both triangulations. Then \( s_{t_1} \) on coordinates \( i, j, k, l \) is

\[
(a(i, j, l) + b_j, a + b_j, a(k, l, j) + b_k, a + b_l),
\]

and \( s_{t_2} \) on these coordinates is

\[
(a + b_1, a(j, k, l) + b_j, a + b_k, a(l, i, k) + b_l).
\]

This is illustrated in Figure 3.

Thus a vector parallel to this edge is the vector which is

\[
(a(i, j, l) - a, a - a(j, k, l), a(k, l, j) - a, a - a(l, i, k))
\]

\[= (-a(j, k, l), a(i, k, l), -a(i, j, l), a(i, j, k))\]

on \( i, j, k, l \), and 0 in all other coordinates.

Returning to \( \tau(W) \) and \( \tau(X) \), since the direction vector of an edge in \( A_n \) depends only on its quadrilateral and the bijection between the edges bounding \( \tau(W) \) and the edges bounding \( \tau(X) \) preserves the quadrilateral, we have the same direction vectors.
bounding \( \tau(W) \) as \( \tau(X) \). Furthermore, the bijection also maintains the relative configuration of the edges and so the edges corresponding to \( \tau(W) \) and \( \tau(X) \) are parallel.

In order to prove the converse of Proposition 4.1, we first require a preliminary lemma.

We also need the following notation: given a polygon dissection \( D \) of an \( n \)-gon, let \( V_{\geq 3}(D) \) be the set of vertices of the polygon which are on at least one nontriangle face of \( D \). (Note that \( D \) may have many nontriangle faces and so \( V_{\geq 3}(D) \) will be the union of the vertices of each nontriangle face.) For the purposes of this proof, we also write \([x_i, x_j]\) for the set of vertices from \( x_i \) to \( x_j \) including the endpoints, and \((x_i, x_j)\) for the same set but excluding the endpoints.

**Lemma 4.2** Let \( D_1 \) and \( D_2 \) be two dissections of a convex \( n \)-gon defined by the vertices \( x_1, \ldots, x_n \). Suppose that \( V_{\geq 3}(D_1) = V_{\geq 3}(D_2) \), but that the \( D_1 \) and \( D_2 \) do not have the same set of nontriangle faces. Then there are four vertices \( x_i, x_j, x_k, x_l \) satisfying the following conditions:

1. in either \( D_1 \) or \( D_2 \) all four vertices are on the same nontriangle face and
2. in the other dissection, there is a diagonal of the dissection such that exactly one of \( \{x_i, x_j, x_k, x_l\} \) lies on one side of the diagonal (so the others are either end points of this diagonal or strictly on the other side).

The situation described in the lemma is illustrated in Figure 4.

**Proof** Since \( V_{\geq 3}(D_1) = V_{\geq 3}(D_2) \), the vertices of the nontriangle faces of \( D_1 \) and \( D_2 \) are the same, but \( D_1 \) and \( D_2 \) do not have the same set of nontriangle faces. Suppose that no diagonal of \( D_1 \) crosses through a nontriangle face of \( D_2 \). Then all nontriangle faces of \( D_2 \) must lie strictly within faces of \( D_1 \). Since the nontriangle faces of the two dissections are different at least one of these containments must be proper, and so some diagonal bounding one of the nontriangle faces of \( D_2 \) must cross through a nontriangle face of \( D_2 \). Therefore, swapping \( D_1 \) and \( D_2 \) if necessary, there must be some diagonal \( d \) of \( D_1 \) that crosses through a nontriangle face \( f \) of \( D_2 \). If \( f \) has degree at least 5 then it must contain four vertices in the configuration described in the statement.
Suppose no $f$ of degree at least 5 crossed by a diagonal of the other dissection occurs in either $D_1$ or $D_2$. Then all the nontriangle faces of $D_2$ which are crossed by a diagonal of $D_1$ must be quadrilaterals and likewise for $D_1$. This means that any nontriangle and nonquadrilateral faces must be common between $D_1$ and $D_2$. These common faces are irrelevant for the statement as none of them can be the face containing $x_i, x_j, x_k, x_l$, and so by triangulating any common nontriangle faces, we may assume that $D_1$ and $D_2$ have only quadrilateral and triangle faces.

Assume for a contradiction that no quadrilateral as in the statement exists, and let $d$ continue to be a diagonal in $D_1$ crossing a nontriangle face $f$ of $D_2$. Then, $f$ must have two vertices strictly on each side of $d$. We name the vertices on one side of $d$ as $x_i$ and $x_j$, and those on the other side as $x_k, x_l$ in that order; see Figure 5. Let $g$ be the face in $D_1$ that is incident to $d$ on the $x_i, x_j$ side of $d$.

We first show that none of the vertices defining $g$ can lie in the cyclic interval $[x_i, x_j]$. Indeed, if $g$ is a triangle then we immediately see that its third vertex cannot lie in the interval $[x_i, x_j]$, as we could obtain a configuration as described in the statement by replacing $d$ with one of the other edges of $g$.

Similarly, if $g$ is a quadrilateral then by the same argument none of its vertices can lie in the interval $(x_i, x_j)$, nor can we have exactly one of $x_i$ or $x_j$ being a vertex of $g$ for the same reason. If $x_i$ and $x_j$ are both vertices of $g$ (so $g$ is the quadrilateral defined by $x_i, x_j, x_k, x_l$ and the two endpoints of $d$) then we still obtain a configuration as described in the lemma statement by swapping the roles of $f$ and $g$: now the four vertices would be the ones defining $g$, and the diagonal would be one of the edges of $f$. (For instance $d$ can now be the edge connecting $x_i$ to $x_j$ or $x_j$ to $x_k$.) Thus, we can conclude that none of the vertices of the face $g$ are in the interval $[x_i, x_j]$.

There are now two possibilities for $g$: either it has one vertex in the interval $(x_j, x_k)$ and the rest in $(x_i, x_l)$ (or vice versa), or it has two vertices in $(x_j, x_k)$ and two in $(x_i, x_l)$. In the first case, $g$ must be a triangle since if $g$ was a quadrilateral then its four vertices provide the desired configuration (with the edge of $f$ that connects $x_j$ and $x_k$ providing the desired diagonal). In the second case, $g$ has four vertices and is therefore a quadrilateral.
These cases are illustrated in Figure 5. If \( g \) is a triangle then let \( d' \) be the other diagonal across \( f \) (leftmost two cases in the figure), while if \( g \) is a quadrilateral let \( d' \) be the other diagonal that crosses \( f \). In all cases, note that \( d' \) is strictly closer to \([x_i, x_j]\) than \( d \) was, since we chose \( g \) to be the face incident to \( d \) on the \( x_i, x_j \) side.

Now \( d' \) is also a diagonal of \( D_1 \) that crosses the nontriangle face \( f \) of \( D_2 \), and we can repeat the above argument with \( d' \) instead of \( d \). This process can be repeated indefinitely but the polygon is finite, yielding a contradiction to our assumption that no quadrilateral with the configuration described in the statement exists. 

\[\blacksquare\]

**Proposition 4.3** If two weakly admissible Wilson loop diagrams are not equivalent then their faces in \( A_n \) are not parallel.

**Proof** Let \( W \) and \( X \) be inequivalent. If \( \tau(W) \) and \( \tau(X) \) do not have the same number of diagonals (hence their faces in \( A_n \) do not have the same dimension) then they are not parallel by definition. Now suppose that \( \tau(W) \) and \( \tau(X) \) do have the same number of diagonals and hence their faces in \( A_n \) have the same dimension. Let the face associated to \( \tau(W) \) in \( A_n \) be \( f_W \) and the face associated to \( \tau(X) \) be \( f_X \).

As observed in the proof of Proposition 4.1, any nonzero vector in \( \mathbb{R}^n \) parallel to an edge of \( A_n \) has nonzero entries only in the coordinates corresponding to the four vertices bounding the quadrilateral of the dissection associated with the edge. Thus, if \( V_{53}(\tau(W)) \neq V_{53}(\tau(X)) \) (recall the notation defined before Lemma 4.2) then the span of the vectors parallel to their edges has different support and so they cannot be parallel. So, we can assume that \( V_{53}(\tau(W)) = V_{53}(\tau(X)) \).

Since \( \tau(W) \) and \( \tau(X) \) do not have the same set of nontriangle faces, there must be some diagonal \( d \) of \( \tau(W) \) that crosses through a nontriangle face \( f \) of \( \tau(X) \). It will be most convenient to consider faces in terms of their normal vectors. We make use of the construction discussed on page 8 of [11]: namely, pick one side of \( d \) to be positive and define the \( i \)th coordinate of the vector \( \omega_d^+ \) to be

\[
\omega_d^+(i) = \begin{cases} 
\text{dist}(x_i, d) & \text{if } x \text{ is on the positive side of } d, \\
0 & \text{otherwise}.
\end{cases}
\]

We have from [11] (see the proof of Proposition 3.5 therein) that \( \omega_d^+ \) is a normal vector for any face with \( d \) as a diagonal. However, we can also check this fact in a completely elementary way using the shoelace formula for the area of a triangle. The shoelace formula says that if \((x_1, y_1), (x_2, y_2), (x_3, y_3)\) are the coordinates of the corners of a triangle in counterclockwise order then the area of the triangle is

\[
\frac{1}{2}(x_1y_2 - x_1y_3 + x_2y_3 - x_2y_1 + x_3y_1 - x_3y_2).
\]

We now check that \( \omega_d^+ \) is a normal vector for any face associated to a dissection including \( d \), which we accomplish by showing it is normal to every edge bounding the face. To do so, choose the coordinate system for the polygon so that \( d \) is along the \( x \)-axis. Let \((a_i, h_i), i \in \{1, 2, 3, 4\}\) be the coordinates of the vertices of a quadrilateral in counterclockwise order and which corresponds to an edge bounding the face. Since the dissection includes \( d \), either all four points are on the negative side of \( d \) and so the dot product of \( \omega_d^+ \) with the direction vector for the quadrilateral is immediately 0, or,
by the formula in equation (4.1) and the shoelace formula, the dot product of $\omega^+_d$ with the vector associated to the quadrilateral is
\[
\frac{1}{2} h_1 (a_2 h_3 - a_2 h_4 + a_3 h_4 - a_3 h_2 + a_4 h_2 - a_4 h_3) \\
- \frac{1}{2} h_2 (a_1 h_3 - a_1 h_4 + a_3 h_4 - a_3 h_1 + a_4 h_1 - a_4 h_3) \\
+ \frac{1}{2} h_3 (a_1 h_2 - a_1 h_4 + a_2 h_4 - a_2 h_1 + a_4 h_1 - a_4 h_2) \\
- \frac{1}{2} h_4 (a_1 h_2 - a_1 h_3 + a_2 h_3 - a_2 h_1 + a_3 h_1 - a_3 h_2),
\]
which also evaluates to 0.

Now, $\tau(W)$ and $\tau(X)$ satisfy the hypotheses of Lemma 4.2, so we can assume that $f$ and $d$ have the property that we can choose a side of $d$ to be the positive side in such a way that exactly one vertex of $f$ is strictly on the positive side. Then $\omega^+_d$ and the direction vector of $d$ have common support exactly on that one vertex and so their dot product is nonzero. Since the direction vector of $d$ is contained in the direction of $\tau(X)$ but is not orthogonal to $\omega^+_d$, while $\omega^+_d$ is normal to the face of $\tau(W)$, it follows that the faces associated to $\tau(W)$ and $\tau(X)$ are not parallel, as desired.

Propositions 4.1 and 4.3 together imply the main result of this section:

**Theorem 4.4** The number of inequivalent weakly admissible Wilson loop diagrams on $n$ is the number of nonparallel faces in the associahedron $A_n$.

5 Conclusion

In summary, using matroids and polygon dissections we have counted Wilson Loop diagrams that are equivalent in the sense of having the same positroid, and characterized Wilson Loop diagrams that are inequivalent in terms of faces of the associahedron $A_n$ up to parallelism. The second paper in this series calculates the dimension of the positroid cell associated to a Wilson loop diagram in a very concrete way by counting pluses in a Le diagram, and looks at the denominator of the integrand of the Wilson Loop diagram. All of these results are interesting mathematics while also serving to better understand the physics of scattering amplitudes.
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