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Abstract
Affective polarization—growing animosity and hostility between political rivals—has become increasingly characteristic of Western politics. While this phenomenon is well-documented through surveys, few studies investigate whether and how it manifests in the digital context, and what mechanisms underpin it. Drawing on social identity and intergroup theories, this study employs computational methods to explore to what extent political discussions on Reddit’s r/politics are affectively polarized, and what communicative factors shape these affective biases. Results show that interactions between ideologically opposed users were significantly more negative than like-minded ones. These interactions were also more likely to be cut short than sustained if one user referred negatively to the other’s political in-group. Conversely, crosscutting interactions in which one of the users expressed positive sentiment toward the out-group were more likely to attract a positive than a negative response, thus mitigating intergroup affective bias. Implications for the study of online political communication dynamics are discussed.
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As digital spaces have grown as arenas of political communication, scholars have become increasingly concerned with the nature and diversity of online political talk. Digital communication has strong affective dimensions (Papacharissi, 2014; Stark, 2020) and there is a burgeoning literature exploring how emotions and sentiment on
social media impact various political outcomes, from political misperceptions to engagement (Eberl et al., 2020; Papacharissi, 2014; Papacharissi & de Fatima Oliveira, 2012; Weeks & Garrett, 2019). Over the last two decades, the question of whether political discussions take place in ideological silos has also emerged as a major source of scholarly inquiry (for reviews of the literature see Barberá, 2020; Tucker et al., 2018). Individuals’ tendency to associate with similar others and to seek out content that reinforces their pre-existing beliefs are well-established precepts of communication research (Knobloch-Westerwick et al., 2015). Evidence for them in the online context, however, is mixed. While some degree of ideological homophily is commonly observed in online social networks (Bright, 2018; Halberstam & Knight, 2016), a growing body of studies challenge the “echo chamber” hypothesis (Bruns, 2019; Zuiderveen Borgesius et al., 2016), arguing that Internet and social media are key drivers of exposure to oppositional viewpoints (Bakshy et al., 2015; Barberá et al., 2015; Barnidge, 2017; Dubois & Blank, 2018).

Despite the fact that individuals frequently come into contact with others they disagree with online, however, we still know relatively little about the affective dimension of these interactions. In recent years, public opinion scholars have noted the rise of “affective polarization” across the US and Europe: growing animosity and distrust between members of rival parties and ideological groups (Iyengar et al., 2019; Mason, 2018a; Reiljan, 2020; Wagner, 2021). Yet, thus far few studies have explored whether online political discussions are characterized by similar dynamics and what communicative factors might be shaping these patterns. This is especially pertinent, as social media continues to provide exposure to politically-charged content and communications with the potential to distort social attitudes toward others (Settle, 2018; Zhuravskaya et al., 2020). While users may engage in frequent crosscutting talk, the nature of these exchanges (especially if adversarial) might be more consequential for political trust and tolerance than not interacting at all.

Using data from Reddit’s r/politics—one of the largest and most active political discussion forums online—in this paper, I leverage computational methods to show that ideological rivals are more affectively biased toward one another than they are toward like-minded peers. Results further indicate that interactions between opposed users are more likely to end than be followed up by another exchange if they refer negatively to the other’s political in-group. Conversely, expressions of positive sentiment toward the out-group in crosscutting talk are more likely to drive further positive engagement, thus mitigating affective polarization. The contributions of this research are twofold. First, it makes an important methodological contribution by proposing a way to identify the ideological leanings of Reddit users based on their prior engagement with other political groups on the site. Second, these findings expand the current literature on affective polarization by showing that crosscutting online political discussions are characterized by affective biases—with users treating members of their political in-group more favorably than the out-group—and that these are significantly mediated by the direction and the sentiment of the messages exchanged between them.

The following sections are structured as follows. The next section provides a theoretical overview of affective polarization as a process driven by cognitive and affective
responses to other people’s political group identity. The second section builds on social identity and intergroup relations theories to generate hypotheses about how intergroup factors might shape affective polarization in political discussions. The third section details the data collection, methodology, and operationalization of key variables and reports results. Findings are then discussed in light of their implications for future research on online polarization.

### Polarization and Political Group Identity

Political identity is a powerful predictor of social and political behavior. Decades of research show that partisanship and ideological affiliation are key in determining our perceptions, evaluations, and treatment of others. Partisans are not only less inclined to trust and interact with political opponents, but also overwhelmingly discriminate against them in resource allocation, online labor markets (McConnell et al., 2018), and in their dating preferences (Huber & Malhotra, 2017). For social identity theorists, these biases are the direct corollary of partisanship’s role as a social identity. According to this view, most people develop a sense of self through their membership in various social groups, such as their family or football club. This subjective sense of belonging generates powerful allegiances to the group (“us”) that, in turn, shape our actions and social attitudes toward perceived out-group members (“them”) in predictable ways (Brewer & Kramer, 1985). Individuals tend to preferentially engage with in-group members, for instance, and generally strive to protect their own group’s status and standing, while developing negative perceptions and hostile feelings toward perceived rivals: a pattern described as “in-group favoritism” and “out-group hostility” (Brewer & Kramer, 1985). Even the most minimal or arbitrary form of group distinction, such as the color of one’s uniform, has been shown to drive these effects (Frank & Gilovich, 1988), and scholars suggest that people can form identities around ideologies and opinion-based groups (Devine, 2015; Malka & Lelkes, 2010; Mason, 2018b) that are just as potent as partisanship in generating intergroup biases (McGarty et al., 2009).

Following from this idea, in this paper I focus specifically on the “liberal” and “conservative” ideological identities as drivers of social behavior.

The core mechanism behind the effects of group identity on social behavior is identity salience (Mullen et al., 1992)—how significant an identity is to one’s self-concept and to their perception of others—which itself, hinges on other factors such as how frequently one is reminded of their affiliation to the group (Gaertner et al., 1993). In situations of intense intergroup competition, individuals are acutely aware of their group membership and therefore primed to feel greater animosity and aversion toward members of the opposite team. There is mounting evidence that several features of online communication environments make political identities highly salient, with direct consequences for social behavior. According to social identity model of deindividuation effects (SIDE) scholars, the relative absence of personally identifiable information in anonymous digital settings compared to face-to-face settings, coupled with the abundance of partisan language and cues denoting political group membership, including “we” talk and other ways to discursively invoke one’s in-group or distance
oneself from out-groups (Carr, 2017; Hinck & Carr, 2020; Scott, 2007), all make political labels more salient, giving them more weight during interactions (Lea et al., 2001). Confirming this pattern, SIDE research has shown that internet users operating under conditions of anonymity tend to form impressions of each other based on social group affiliations rather than individual differences (Li & Zhang, 2021; Postmes et al., 1998; Spears et al., 2002). Recent scholarship also shows that Facebook users readily infer the political affiliation of their interlocutors based on the content they post (Settle, 2018) and modify their online behavior accordingly. Salient political identities have been shown to determine people’s word choices (Tamburrini et al., 2015); their propensity to be uncivil in online conversations (Gervais, 2015; Rains et al., 2017); their evaluations of users (Settle, 2018; Suhay et al., 2018), as well as their responses to moral suasion from perceived in-group members (Munger, 2021).

Affective Dynamics and Intergroup Communication

Emotional expression is a core feature of political discourse on social media (Stark, 2020; Tettegah, 2016). This centrality of emotion is well exemplified by the widespread use of emojis, and the ubiquity of emotional “reaction” features (e.g., like, upvote, or heart buttons) across platforms like Facebook, Twitter, Instagram, or Reddit. Research shows that affective information is easily transferred within online social networks (Ferrara & Yang, 2015, p. 20; Harris & Paradice, 2007; Kramer et al., 2014). Experimental evidence indeed suggests that individuals on the receiving end of a message can easily detect the emotional state of a sender through linguistic markers and emotional cues (Harris & Paradice, 2007). Despite the fact that most Internet and social media users regularly come across individuals they disagree with online (Barnidge, 2017), however, studies that investigate the affective dynamics of communication between politically different users are still scant. This is partly explained by the difficulty of inferring the party or ideological affiliations of large numbers of users (Barberá & Alvarez, 2015) and adequately linking sentiment to different types of interactions (Hillmann & Trier, 2012). There are a handful of notable exceptions, however. Comparing the incidence of out-group hostility in discussion of a political controversy in Israel across different platforms, Yarchi et al. (2021) found that interactions across political camps on Twitter and WhatsApp tend to be more negative than the ones taking place between supporters. Using network-based methods to analyze Twitter discourse on climate change, Tyagi et al. (2020) similarly found climate deniers to be more hostile toward climate believers than toward like-minded users and vice versa. Based on these prior findings, I therefore hypothesize that crosscutting interactions on Reddit will be more negative than like-minded ones:

H1: Interactions between ideologically opposed users will be more negative than like-minded ones.

Beyond efforts to document the phenomenon, little attention has been paid to the communicative factors that could reinforce or mitigate these affective biases between
users. Decades of psychological research have established that individuals respond differently to positive and negative emotional stimuli—a phenomenon termed “negativity bias” (Soroka, 2014)—with negative information typically generating stronger affective and behavioral responses than positive information (for a review, see Skowronski & Carlston, 1989; Soroka et al., 2019). In the digital context, however, studies that explore the role of emotions in shaping online conversation dynamics have thus far yielded conflicting results. Leveraging digital trace data, several large-scale studies of emotional contagion and reaction on social media appear to confirm the “negativity bias” hypothesis. Emotionally-charged posts—especially negative ones—have been shown to travel faster and elicit more feedback and more shares than neutral ones (Hornik et al., 2015; Stieglitz & Dang-Xuan, 2013). Contradicting these findings, however, a number of recent studies indicate that positive content actually attracts more attention from online users (Nave et al., 2018), generating more feedback and reciprocity (Stieglitz & Dang-Xuan, 2013) and spreading wider than negative content (Berger & Milkman, 2012; Ferrara & Yang, 2015; Kramer et al., 2014). Beyond message sentiment, communication scholars have also linked the presence of incivility in online political talk to negative emotions in those who encounter it (Gervais, 2015; Han & Brazeal, 2015), which can trigger copycat aggression (Masullo Chen & Lu, 2017). Incivility is still a contested concept, however, and although uncivil speech in the form of profanities or derogatory comments is mostly negatively-valenced, not all negative utterances amount to incivility (Chen, 2017). It is thus important to distinguish between both concepts. Moreover, several scholars have argued that incivility alone does not preclude meaningful dialogue across political lines and that forms of expressions such as hate speech carry far worse consequences for political tolerance (Bilewicz & Soral, 2020; Rossini, 2020).

Some of the conflicting patterns identified above, I would argue, can be explained by the fact that the role of intergroup dynamics in shaping behavioral responses to message sentiment is rarely considered in studies of social media communication. Yet, how a user experiences and responds to emotionally-charged messages depends on the social context within which they are shared (Mackie & Silver, 2004). Research shows, for example, that partisans are more likely to perceive their political rivals as more impolite than their peers during an exchange, even if the two engage in the same behaviors (Muddiman, 2017; Mutz, 2015). Studying how online political talk impacts users’ behavior toward one another thus requires one to look beyond message sentiment in isolation, and examine instead how the context within which a message is shared and who it is aimed at impacts its reception. Here, work from intergroup emotion theory (IET) in particular offers some useful avenues.

First, it is important to note that communication need not be taking place between groups as units to be regarded as “intergroup”; rather, the term applies to situations in which “the transmission or reception of message is influenced by the group memberships of the individuals involved” (Harwood et al., 2005, p. 3). Scholars of intergroup emotions have shown that individuals can experience emotions (such as fear, anger, and pride) on behalf of their in-group (Iyer & Leach, 2008) and so even in the absence of other group members (Hogg et al., 2004). These are triggered by events or
appraisals that can be interpreted as harming the individual’s in-group. Exposure to criticism directed at one’s in-group, for example, tends to be interpreted as a personal attack—especially among strong identifiers (Mackie et al., 2008). This, in turn, can provoke feelings of anger, humiliation and hate, and motivate a desire for retribution by attacking “the other side” (Lickel, 2012). Extending these findings to the context of crosscutting online discussions between users from opposing ideological inclinations, one would therefore expect that negative sentiment aimed at a users’ in-group would spur others to retaliate. This leads to the following hypothesis:

H2a: In crosscutting interactions, a negative reply that mentions the sender’s in-group is more likely to be followed by a negative response than a positive one.

Other studies in the literature point in a slightly different direction. Another branch of social psychology concerned with the potential for communication to stoke or mitigate intergroup rivalries is intergroup contact theory (Hewstone et al., 2014). At odds with the first proposition, work in this area has found that negative encounters with members of an out-group can increase individuals’ perceptions that the group is threatening, therefore reinforcing intergroup anger (Hayward et al., 2017). In these situations, negative contact may actually hamper intentions to engage in contact with said out-group in the future (Barlow et al., 2012)—a phenomenon called the “avoidance generalization effect” (Meleady & Forder, 2019). These contrasting findings lead me to formulate the following competing hypothesis:

H2b: In crosscutting interactions, a negative reply that mentions the sender’s in-group is more likely to end the discussion than be followed up by another crosscutting response of any type.

While individuals are prone to come across members of political communities they are opposed to online, conflict scholars often underline that the mere existence of incompatibility “does not always result in a confrontation” (Knapp & Daly, 2011, p. 480). To the contrary, it is reasonable to conceive that positive intergroup sentiment in exchanges between dissimilar users could have positive effects on future contact between those groups, thus decreasing affective bias. The “intergroup contact hypothesis” (Allport, 1954) suggests that, under certain conditions, positive and meaningful interactions between members of different social groups will have positive effects on reducing intergroup prejudice (Hewstone et al., 2014). Online communication has expanded possibilities for contact and scholars suggest that the specific affordances of computer-mediated communication—disembodied, text-based exchanges coupled with a lack of interpersonal cues—make digital discussion environments particularly fitting venues for effective intergroup interactions (Amichai-Hamburger, 2008; Kim & Wojcieszak, 2018). Positive direct online contact with out-group members through online comments improves user attitudes toward them and predicted intentions to interact again in the future (Kim & Wojcieszak, 2018). In the context of this study, I
therefore expect that positive references of the out-group will be followed by a positive response.

H3: In crosscutting interactions, a positive reply that mentions the sender’s in-group is more likely to be followed by a positive response than a negative one.

Affective polarization is not limited to derogation of and negative affect toward the political outgroup, however. In fact, scholars of intergroup relations have long argued that intergroup conflict is largely driven by “in-group favoritism” rather than “out-group hate” (Halevy et al., 2012). Put differently, when given the choice, people are generally more motivated to support their in-group (e.g., rewarding them in resource allocation) and avoid the company of out-groupers (Iyengar et al., 2019; Mason, 2015) than to directly harm them (Amira et al., 2019; Brewer, 1999; Iyengar & Krupenkin, 2018). Several factors could be reinforcing this tendency toward in-group favoritism. Research from the IET literature demonstrates that, in an intragroup setting, expressing positive feelings such as pride toward the in-group has positive functional effects on strength of identification, cooperation, and motivation for future action, regardless of whether the group is a long standing or fleeting one (Kessler & Hollbach, 2005; Knight & Eisenkraft, 2015). Coupled with findings suggesting that positive discussions among like-minded peers strengthens group identity (Yardi & Boyd, 2010) and encourage continued participation (Joyce & Kraut, 2006), one would therefore expect that positive references to the in-group in a like-minded conversation would drive further contact between group members.

H4: In like-minded interactions, a positive reply that mentions both users’ in-group is more likely to be followed by a positive response than a negative one.

Data and Methods

Testing the hypotheses outlined above requires first a careful examination of users’ ideological affinities. Moreover, it requires identifying the emotional valence and content of their exchanges, in particular whether these are more positive or negative, and whether they mention specific political entities. To this end, textual and behavioral digital traces can provide valuable insights, provided they are considered as bounded by the social practices and affordances of the medium through which they arose (Jungherr et al., 2017). In this study, I turn to such traces of commenting activity to map out instances of crosscutting and like-minded interactions in my dataset, and extract the sentiment of messages exchanged to determine the nature of these interactions.

Data for this study were collected from Reddit’s r/politics subreddit between October 15th, 2018 and November 5th, 2018, the day prior to the 2018 US midterm elections, using Jason Baumgartner’s Pushshift.io API (Baumgartner et al., 2020). With over 5 million subscribers, r/politics is one of the largest and most active political forums on Reddit, itself the third most visited social networking site in the US (Statista,
After filtering out comments that had either been removed, posted by moderator bots or by authors who had deleted their accounts since the data collection, 1.2 million valid comments from 141,171 unique authors nested in 20,623 discussion threads remained in the dataset. Since the unit of interest for this analysis are interactions (a comment followed by at least one response) between pairs of users, only discussion threads that contained more than one interaction were included in the final analysis (12,447 in total). Following all transformations, the final dataset contained a total of 176,339 comment-response dyads.

Estimating Users’ Ideological Leaning

Research shows that people tend to engage in online communities that reflect their latent ideological preferences (Barberá & Alvarez, 2015; Shi et al., 2019). Here, I follow Shi et al. (2019) in predicting the ideological position of users in my sample based on their total number of contributions to liberal-leaning and conservative-leaning subreddits outside r/politics over a 6-month period ranging from June 2018 to November 2018. For this task, a publicly available list of 200 politically-relevant subreddits, known as the Reddit Politosphere, was obtained from the r/politics wiki in August 2019, refined and augmented by searching for “politics” in Reddit search bar and collecting the URLs for all suggested subreddits not already listed, culminating in a final list of 258 subreddits. A team of two coders then proceeded to classify each subreddit by ideology. Each subreddit’s titles (e.g., “Progressives”), as well as its description, guidelines, and the content posted in it, were all taken as potential indicators of its users’ ideological orientation. The full codebook and confusion matrix for this task are all available in the Supplemental Appendix.

Having collected information about users’ commenting activity in liberal-leaning and conservative-leaning subreddits, I proceeded to estimate their ideological alignment using a conservative Bayesian estimation framework (Shi et al., 2019). A “neutral” beta prior Beta(1/3, 1/3) was selected (Kerman, 2011), which assumes that each author is as likely to contribute to a liberal as they are to contribute to a conservative subreddit in order to prevent “lurkers” and occasional commenters from introducing too much uncertainty in the overall estimation of Redditors’ ideological alignment. If \( p \) is assumed to have a prior distribution \( p \sim \text{Beta}(a,b) \) before any observations, then the distribution is updated using Bayes’ law with observations \( X \) (number of comments contributed to liberal subreddits) and \( Y \) (comments contributed to both liberal and conservative subreddits), such that: \( p \mid X \sim \text{Beta}(a + X, b + Y - X) \). Finally, political alignment is defined as the posterior mean of \( p \):

\[
E[p|X] = \frac{(X + a)}{(Y + a + b)}
\]

Following this method, I was able to infer the ideological leaning of 35,794 authors. To validate these estimations, a random sample of 100 comments posted by authors who had been classified as either “liberal-leaning” or “conservative-leaning” through this method was manually coded following the same coding scheme used to classify subreddits. Comparing the classification generated by the Bayesian framework with
that obtained through manual coding resulted in a 0.78 accuracy score (95% CI [0.68, 0.86]). Figure 1 below shows the distribution of ideological alignment for r/politics users in my sample.

One may note that the distribution is quite skewed toward liberals (78%), with the peaks at both extrema corresponding to users who have made the highest number of contributions to liberal or conservative subreddits. As shown in Table 1, the vast majority of interactions (69%) over the data collection period appeared to be taking place between like-minded users, especially liberal-leaning ones, while crosscutting interactions were more marginal (31% of total).

**Sentiment Scores**

Having predicted the ideological leanings of users in my sample, I move on to extracting sentiment scores for each comment in the dataset. Sentiment scores are compiled using NLTK’s Vader Sentiment Analyzer—a human-validated sentiment analysis tool.
package specifically attuned for sentiment expression on social media and designed to handle emoticons, emojis, as well as emotion-laden internet slang and punctuation (Hutto & Gilbert, 2014). VADER is a rule-based sentiment model that has both a dictionary and associated intensity measures, and returns a compound sentiment score in the $[-1, +1]$ range, where $-1$ is the most negative sentiment and $+1$ is the most positive sentiment ($M = -0.07$, $SD = 0.53$). To test the accuracy of VADER’s estimations, a random sample of 300 comments from the dataset was manually classified as positive, negative, or neutral, resulting in an overall 0.70 accuracy score (see Supplemental Appendix for complete performance metrics).

Only comments that scored either highly negative (with compound scores in the 25th% percentile) or highly positive (with scores in the 75th% percentile) were classified as respectively “negative” or “positive,” while all others were classified as “neutral.” While this technique is robust to predict the valence of comments, it should be acknowledged that sentiment analysis is limited in its ability to identify and deal with instances of sarcastic or non-literal comments (Muresan et al., 2016).

**Measures**

**Dependent variables.** Affective polarization is operationalized as the tendency for users to engage positively with like-minded peers and negatively with ideological opponents. This is consistent with other studies in this line of work and theories of intergroup behavior that see intergroup prejudice as characterized by both in-group favoritism and out-group hostility (Brewer, 1999). The primary task, therefore, is to determine the affective nature of interactions between crosscutting and like-minded users. Averaging the sentiment scores of both original and response comments in each dyad indicates that like-minded interactions are slightly less negative ($n = 121,939$, $M = -0.057$, $SD = 0.39$) than crosscutting ones ($n = 54,400$, $M = -0.06$, $SD = 0.39$).

This study also seeks to explore what communicative factors play a role in driving or mitigating affective bias. Here, I am particularly interested in how the tone and direction of the last reply in a conversation dyad impacts future interactions. I distinguish between seven follow-up interaction types, depending on (1) the ideological affinity between past and future commenter and (2) whether a future comment is negative, positive, or neutral, as well as the possibility that an interaction is not followed at all. A transition to a different interaction is recorded when an initial comment-response

| Type of interaction          | N   | %  |
|------------------------------|-----|----|
| Likeminded                   | 121,939 | 69 |
| Conservative-Conservative     | 6,463 |     |
| Liberal-Liberal              | 115,476 | 31 |
| Crosscutting                 | 54,400 |     |
| Total                        | 176,339 | 100|

Table 1. Distribution of Interaction Types.
dyad elicits another reply, forming another dyad between either the same or a different pair of users, and so on until the exchange ends.

**Predictors.** To identify the presence of in-group or out-group political entities in the comment corpus, I used spaCy’s named entity recognition feature with a custom dictionary of common nouns and abbreviations closely associated with the words “liberal” and “conservative,” such as “libs,” “dems,” and “cons” (see Supplemental Appendix for complete list). Users may, of course, refer to liberal or conservative ideologies in comments without explicitly mentioning these groups by name (e.g., through discussion of specific policies or political leaders). Given that the presence of explicit social group cues accentuates identity salience, however, in the analysis I opt to focus primarily on these identifiers. When a comment references multiple political entities, it is impossible to properly determine the direction in which the sentiment of the comment is expressed—the presence of a liberal \( (n = 12,582) \) or conservative entity \( (n = 14,678) \) was thus only recorded when a reply strictly mentioned one or the other. Following from this, I measure the presence of an in-group or out-group political entity in a response by matching the ideology of the sender and the political entity mentioned. The tone of the last reply in a conversation dyad, finally, is determined based on the sentiment score previously allocated to each comment (i.e., negative or positive).

**Controls.** Several social factors might influence the tone and nature of users’ responses. Here, I first control for a response’s popularity score, or the number of upvotes minus the number of downvotes a comment has received at the time of data collection, as highest scoring comments have a higher chance of ranking at the top of a discussion thread. Finally, given that the presence of other in-group and out-group members can influence individual behavior in intergroup settings (Coe et al., 2014), I also control for the proportion of liberal or conservative-leaning users in a discussion thread.

**Models**

There are several sources of non-independence in the data: interactions are nested in pairs of users, in that two users can have more than one interaction in the same discussion. Pairs of users are then also separately nested in individual discussions, which form part of larger threads. To determine what proportion of the variance in the sentiment of user interactions can be explained by these levels, I first calculate intra class correlations. Nesting within thread only accounted for 14% of the variance in message sentiment (ICC = 0.14) while nesting within discussion and pair of users explained between 41.7% and 55.1% of the variance in the outcome variable (ICC = 0.42 and 0.55, respectively). To account for these dependencies in the data, I thus adopt a series of multilevel models to address my hypotheses.

The first part of the analysis addresses the question of whether users of different ideological leanings display affective biases in their interactions. To answer this,
Model 1 examines the effect of ideological affinity between two users on the sentiment of their interactions, including the identification of the user pair, the discussion in which the interaction took place and the thread as random effects. Estimates of statistical significance were computed using the Satterthwaite’s degrees of freedom method (Kuznetsova et al., 2017). To calculate marginal and condition $R^2$, I follow the methods proposed by Nakagawa and Schielzeth (2013).

The second part of the analysis is concerned with how the tone and target of the last comment in a conversation dyad impact follow-up interactions, including the possibility that a conversation ends. To explore the mechanisms outlined in Hypotheses 2a to 4, I run a series of separate multilevel logit models, which allows me to specify the model equation for different binomial contrasts of interest in the outcome variable. Model 2a and Model 3 evaluate the odds of future negative engagement between ideologically opposed users compared to any other types of interactions. Model 2b contrasts the likelihood that a crosscutting interaction ends or is followed by another crosscutting interaction of any type. Model 4, finally, is concerned with the probability of positive future interactions between like-minded users compared to any other types of interactions. There are some limitations associated with this model choice. Notably, individualized models can lead to efficiency loss (Agresti, 2002, p.274). However, in each case this is mitigated by a large sample size in the reference category.

**Results**

Hypothesis 1 predicted that interactions between crosscutting users would be more negative than those between like-minded users. Results from this model (Model 1) are summarized in Table 2. Model 1 clearly shows that ideologically opposed users tend to engage in significantly more negative interactions than like-minded ones, though the effect size is modest ($\beta = -0.02$, $p <.01$). Crosscutting interactions have, on
average, a 0.02 lower sentiment score than like-minded ones. Hypothesis 1 is thus supported.

Before addressing the second part of the analysis, I ran an initial model with the same sets of random effects to assess the baseline likelihood of transitioning from crosscutting to like-minded interactions (see Model 0 in Supplemental Appendix). This indicates that users rarely transition between these two states: interactions between opposed users are significantly more likely to be followed by another crosscutting exchange than a like-minded one (OR = 61.05, \( p < .001 \)).

Moving on to the hypotheses of interest, Hypotheses 2a and 2b suggested that negative crosscutting interactions that referenced the sender’s in-group (e.g., if a liberal user made a negative comment about conservatives as a response to something a conservative user wrote) would be more likely to prompt another negative crosscutting exchange (H2a) or to halt discussion altogether (H2b). Model 2a and 2b in Table 3 address this set of hypotheses.

The results in Table 3 show that negative interactions between opposed users are slightly less likely to be followed up by a negative crosscutting response than a positive one (OR = 0.12, \( p < .001 \)). Examining the interaction term, negative exchanges in which a respondent negatively references another user’s political in-group are not significantly associated with a higher chance of negative response, compared to all other types of replies. Hypothesis 2a is therefore not supported. Interestingly, in this scenario, large proportions of political in-groupers in the thread also significantly drive the odds of a negative crosscutting response, and so to a high degree (OR = 40.43, \( p < .001 \)), while the negative effect of the presence of out-group members is small (OR = 0.83, \( p < .001 \)). In the same type of interactions, a high score comment is also slightly more conducive to a negative follow-up (OR = 1.08, \( p < .001 \)).

Turning now to Model 2b, there is clear evidence that the mention of a user’s political identity moderates the relationship between previous and future crosscutting interactions. Negative crosscutting interactions in which the reply negatively references the sender’s political in-group are indeed significantly more likely to end than to be followed up by another crosscutting exchange of any kind (OR = 1.37, \( p < .001 \)), compared to all other types of replies. Hypothesis 2b is thus confirmed. Among control variables, the effect of high proportions of in-group and out-group members in the thread are both significant, though their effect is small (OR = 0.08 and 1.12 respectively).

The third hypothesis dealt with the possibility that positive intergroup contact would enhance the likelihood of further positive engagement between ideologically opposed users. As is evident from Model 3 in Table 3, interactions between different users in which the respondent positively references the sender’s in-group in a comment (e.g., a conservative expressing positive sentiment toward liberals in an exchange with a liberal user) are significantly more likely to be followed up by another positive exchange than a negative one (OR = 2.06, \( p < .001 \)) compared to all other types of comments. This confirms Hypothesis 3. Among control variables, the presence of fellow in-group members is also a significant driver of crosscutting positive engagement (OR = 53.55, \( p < .001 \)). In contrast, high proportions of out-group members in the thread only have a small impact on the outcome variable (OR = 1.07, \( p < .05 \)).
Table 3. Effect of Interaction Features on Follow-Up Response.

|                       | Crosscutting negative | End | Crosscutting positive | Like-minded positive |
|-----------------------|-----------------------|-----|-----------------------|---------------------|
| **Fixed effects**     | **Model 2a**          | **Model 2b** | **Model 3**          | **Model 4**         |
| Intercept             | 0.27*** [0.25, 0.28]  | 0.70*** [0.67, 0.73] | 0.05*** [0.05, 0.06] | 0.05*** [0.05, 0.06] |
| Crosscutting negative (1 = Yes) | 0.12*** [0.11, 0.12] | 0.92*** [0.89, 0.96] |                     |                     |
| Crosscutting positive (1 = Yes) |                     |         | 0.19*** [0.15, 0.23] |                     |
| Like-minded positive (1 = Yes) |                     |         |                     | 0.23*** [0.20, 0.27]|
| Refers sender’s ingroup (1 = Yes) | 1.16** [1.06, 1.27] | 0.69*** [0.63, 0.74] | 0.99 [0.86, 1.13]  | 1.01 [0.90, 1.13]  |
| Comment score         | 1.08*** [1.05, 1.11] | 0.13*** [0.12, 0.15] | 0.97 [0.92, 1.02]  | 0.99*** [0.96, 1.03]|
| Proportion of ingroup members in thread | 40.43*** [27.10, 60.33] | 0.08*** [0.07, 0.09] | 53.55*** [27.71, 103.50] |                     |
| Proportion of outgroup members in thread | 0.83*** [0.79, 0.86] | 1.12*** [1.08, 1.15] | 1.07* [1.01, 1.13] | 8.24*** [6.07, 11.19]|
| Crosscutting negative × refers sender’s ingroup | 0.93 [0.70, 1.23] | 1.37*** [1.18, 1.59] |                     | 2.06* [1.13, 3.75] |
| Crosscutting positive × refers sender’s ingroup |                     |         |                     | 1.29 [0.75, 2.21]  |
| Likeminded positive × refers sender’s ingroup |                     |         |                     |                     |
| Marginal $R^2$        | 0.16                  | 0.25   | 0.11                 | 0.12                |
| Conditional $R^2$     | 0.95                  | 0.83   | 0.96                 | 0.72                |
| AIC                   | 70,323.7              | 100,758.0 | 34,119.8            | 61,176.4            |

Note. $N=176,339$ for Model 2a, 3, and 4 and $N=98,886$ for Model 2b. All models summarize fixed effects. OR = odd ratio; CI = confidence interval. *$p < .05$. **$p < .01$. ***$p < .001$. 
Having reviewed the drivers of intergroup affective bias, I now turn to intragroup dynamics. Hypothesis 4 made predictions about the effect of positive references to the in-group in like-minded exchanges. Model 4 in Table 3 shows that, controlling for other factors, positive interactions between similar users are actually less likely to be followed up by a positive like-minded response (OR = 0.23, \( p < .001 \)) than other interaction types. Furthermore, references to the political in-group do not moderate that relationship. Hypothesis 4 is therefore not supported.

**Discussion**

The present research set out to determine whether discussions between liberal and conservative users on Reddit’s r/politics were affectively polarized, and what communicative factors shaped these affective biases—the first study to do so. Drawing on theories of intergroup relations and leveraging computational methods to infer the political leanings of forum members, I find that interactions between ideologically-opposed users are indeed polarized along affective lines. In other words, r/politics users express more negative sentiment when interacting with people they disagree with than with like-minded peers. This finding joins a nascent body of studies that have identified similar patterns on other platforms (Yarchi et al., 2021), suggesting the need to expand current definitions of online polarization to include affective dimensions.

The analyses presented here also indicate that the contents of these conversations and the group context within which they take place are significant determinants of affective polarization. Confirming initial expectations about “generalized avoidance,” negativity aimed at the opposition in conversation between two opposed users had the effect of discouraging further interaction of the same kind. This held true even after controlling for comment popularity and proportion of in-group members in the conversation, underscoring that, even in the face of threats, retaliation is often a less preferable option than opting out from a chat. This outcome may also reflect the fact that individuals are quite adverse to uncivil and excessively partisan behavior (Klar et al., 2018; Shafranek, 2020) and generally prefer cooperating with their political in-group than engaging in overt intergroup conflict (Halevy et al., 2012).

Conversely, I find that positive crosscutting engagement have a depolarizing effect: when users made positive references to the opposition, they were more likely to engage in further positive crosscutting interactions. This finding enriches current research on the effects of online intergroup contact by showing that positive encounters with ideologically different “others” not only improve individuals’ feelings toward that out-group (Kim & Wojcieszak, 2018), but also their disposition toward them. In line with findings from Wojcieszak and Warner (2020), Huddy and Yair (2021), and Skytte (2020), it also provides support for warm group relations and positive contact as effective strategies for reducing partisan prejudice in online discussions.

Finally, and contrary to initial expectations, in-group praise did not have a significant impact on affective polarization among like-minded users. One possible explanation for this has to do with the fact that group norms tend to vary with situational
factors: the extent to which groups will engage in discriminatory behavior, for example, depends heavily on group members’ perception of threat from rivals (Hogg et al., 1984). In situations when the power differential between dominant and minority groups is strong, as is the case on r/politics—a predominantly liberal enclave—the need for positive distinctiveness is reduced (Rains et al., 2017). In-group praise might have therefore not carried the same normative weight in this particular context as it would in other situations.

This study presents several limitations that must be acknowledged. However, each presents clear opportunities for future research. Given the disproportionately high number of liberal users in my sample, the opportunity for crosscutting interactions in these discussions was inherently restricted. Moreover, as I highlight above, the power imbalance between liberals and conservative users may have affected the way in which the two groups interacted with one another. It is entirely possible, for example, that the minority of conservative users engaged on the forum would behave differently in a space where they had a dominant presence. It will therefore be important to follow up this study with analyses of other subreddits that are either more ideologically segregated or where the power dynamic is reversed to see if they reveal similar patterns.

Second, the present analysis only focused on a restricted number of communicative and group factors, namely the presence of other group members, tone, and salience of political identities in exchanges between users. The strategy proposed for the coding of political entities, in particular, might have excluded comments that involved clear intergroup dynamics without making explicit references to “liberals” or “conservatives.” Future studies could thus usefully expand on these findings by analyzing the effects of more granular communicative features and constructs on affective polarization, such as discussion of policy issues or the presence of incivility, name-calling or dismissal.

A third limitation is the potential loss of relevant data through community moderation. Though Reddit is characterized by a strong free speech ethos, in practice subreddit moderators are empowered to remove or delete messages that violate their community guidelines if they contain personal attacks, hate speech, or flaming. While only a small proportion of comments had been deleted by moderator bots at the time of data collection, some of these omissions might have constituted the most extreme displays of negative sentiment on the forum.

Finally, it will be important for future studies to test whether the findings presented here hold with alternative sentiment analysis techniques, including entity-level sentiment analysis and supervised approaches. Previous work in this area has shown group identification to take place primarily through textual cues and language use. However, many social media platforms are also rich in visual cues that denote one’s political affiliation and views. Beyond visually anonymous environments, it could thus be interesting to explore how political cues contained in users’ real names (including emojis), self-descriptions, and even profile pictures affect the dynamics outlined above.
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Notes
1. Ideological orientation is, of course, not unidimensional and may be denoted in a number of ways, from stated social values and positions on policy issues to one’s attitudes toward political foes (Hanson et al., 2019). Linguistic choices in political conversations are also regarded as a reliable indicator of an individual’s ideological leaning: what liberals refer to an “estate tax,” for example, is typically called the “death tax” by a conservative, with no ideologically neutral alternative (Lakoff, 2002). With this in mind, a holistic approach was taken to the classification scheme.
2. Authors were included if they had at least contributed one comment to either type of subreddit.
3. As one reviewer pointed out, only about 27,000 comments in the sample mentioned either a liberal or a conservative entity (and not both at the same time), meaning that the great majority of comments were not given an in-group or out-group label.
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