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Abstract

We derive the Dirac brackets for the $O(N)$ nonlinear sigma model in the lightfront description with and without the constraint. We bring out various subtleties that arise including the fact that anti-periodic boundary condition seems to be preferred.
I. Introduction

The lightfront description of field theories [1] has been quite useful in various studies [2-7]. More recently, there has been a serious attempt at obtaining nonperturbative information about a quantum field theory through the lightfront formalism [8]. Studies of various classical field theories also simplify quite a lot in the lightfront description. For example, the study of sine-Gordon model, its Backlund transformations as well as the soliton solutions are quite straightforward in this formalism [9]. Similarly, the nonlinear sigma model has a very simple Lax description in the lightfront description and ($O(3)$ sigma model) can be related to the sine-Gordon model quite trivially in this approach [10]. It is surprising, therefore, that the Hamiltonian structures for the general $O(N)$ nonlinear sigma model in the lightfront formalism have not been explicitly worked out so far [11-12].

This may have to do with the various subtleties that arise in the lightfront formalism. First, one has to introduce suitable boundary conditions for consistency of the Hamiltonian description [11,13] and more importantly, the inversion of operators, in such a case, becomes quite tedious in general. In this letter, we will derive the Hamiltonian structures for the $O(N)$ nonlinear sigma model in the lightfront description bringing out various subtleties along the way.

II. Sigma Model without Constraints

The $O(N)$ nonlinear sigma model is described by the Lagrangian density

$$\mathcal{L} = \frac{1}{2} \partial_\mu q^a \partial^\mu q^a \quad a = 1, 2, \ldots, N$$

(1)

with the constraint

$$q^a q^a = 1$$

(2)

Since we are not interested in the dynamics in the transverse directions, we will restrict ourselves to $1+1$ dimensions so that $\mu = 0, 1$ and we use the metric, $\eta^{\mu\nu} = (1, -1)$. Formulated this way, the sigma model has a manifest $O(N)$ invariance.
The constraint (2) can be trivially satisfied by introducing the new coordinates

\[ q^A = \frac{2\chi^A}{1 + \chi^2} \]

\[ q^N = \frac{1 - \chi^2}{1 + \chi^2} \]

In terms of these \((N - 1)\) unconstrained dynamical variables, the Lagrangian density in (1) takes the form

\[ \mathcal{L} = 2 \frac{\partial \mu \chi^A \partial \mu \chi^A}{(1 + \chi^2)^2} = 8 \frac{\partial \eta \chi^A \partial \xi \chi^A}{(1 + \chi^2)^2} \]

where we have introduced the lightfront coordinates

\[ \eta = \frac{t + x}{2}, \quad \xi = \frac{t - x}{2} \]

It is worth noting here that, in these coordinates, the dynamical equation takes the form

\[ \partial_\eta \left( \frac{\partial \xi \chi^A}{(1 + \chi^2)^2} \right) + \partial_\xi \left( \frac{\partial \eta \chi^A}{(1 + \chi^2)^2} \right) + \frac{4\chi^A \partial \eta \chi^B \partial \xi \chi^B}{(1 + \chi^2)^3} = 0 \]

Treating \(\eta\) as the new time coordinate we obtain

\[ \pi^A = \frac{\partial \mathcal{L}}{\partial \partial_\eta \chi^A} = 8 \frac{\partial \xi \chi^A}{(1 + \chi^2)^2} \]

This, therefore, defines the primary constraint of this theory to be [14]

\[ \phi^A = \pi^A - 8 \frac{(\partial_\xi \chi^A)}{(1 + \chi^2)^2} \approx 0 \]

The canonical Hamiltonian density following from (4) vanishes and, therefore, the primary Hamiltonian density takes the form (with the Lagrange multiplier \(u^A\))

\[ \mathcal{H}_p = u^A \phi^A = u^A \left( \pi^A - 8 \frac{(\partial_\xi \chi^A)}{(1 + \chi^2)^2} \right) \]

With the canonical Poisson brackets,

\[ \{\chi^A(\xi), \chi^B(\xi')\}_{\eta=\eta'} = 0 = \{\pi^A(\xi), \pi^B(\xi')\}_{\eta=\eta'} \]

\[ \{\chi^A(\xi), \pi^B(\xi')\}_{\eta=\eta'} = \delta^{AB} \delta(\xi' - \xi) \]
it is straightforward to show that the evolution of the constraint (8) only leads to a relation on the Lagrange multiplier $u^A$, namely

$$\partial_\eta \phi^A = \{ \phi^A(\xi), H_p \}$$

$$= -8 \partial_\xi \left( \frac{u^A}{(1 + \chi^2)^2} \right) - 8 \left( \frac{\partial_\xi u^A}{(1 + \chi^2)^2} + 32 \frac{u^B(\partial_\xi \chi^B - \chi^A \partial_\xi \chi^B)}{(1 + \chi^2)^3} \right) \approx 0 \quad (11)$$

There is no more constraint that is generated. And we note here that although (11) defines a relation for $u^A$, it does not determine it. The Lagrange multiplier can be determined by going to the Hamiltonian equations which identifies

$$u^A = \partial_\eta \chi^A \quad (12)$$

With this, it is easy to show that relation (11) is nothing other than the dynamical equation in (6). This is important to note because, as we have seen, the primary Hamiltonian simply consists of a constraint which can be put to zero at the end of the Dirac procedure. The dynamical equations, in this case, are contained in the structure of constraints of the theory.

This analysis shows that (8) defines the only constraint of the theory and that (in what follows, we will ignore $\eta = \eta'$ which is understood)

$$\{ \phi^A(\xi), \phi^B(\xi') \} = -8 \delta^{AB} \left\{ \partial_\xi \frac{1}{(1 + \chi^2(\xi))^2} + \frac{1}{(1 + \chi^2(\xi))^2} \partial_\xi \right\} \delta(\xi - \xi')$$

$$- 32 \frac{(\chi^A(\partial_\xi \chi^B) - \chi^B(\partial_\xi \chi^A))}{(1 + \chi^2(\xi))^3} \delta(\xi - \xi')$$

$$= C^{AB}(\xi, \xi') \quad (13)$$

To define the Dirac brackets, we have to invert this matrix and this can be achieved as follows. Let us assume that, acting on a space of functions, $C^{AB}$ gives

$$\overline{f}^A(\xi) = \int d\xi' C^{AB}(\xi, \xi') f^B(\xi')$$

$$= - \frac{16}{1 + \chi^2(\xi)} \left\{ \partial_\xi \left( \frac{f^A(\xi)}{1 + \chi^2(\xi)} \right) + 2 \frac{\chi^A(\partial_\xi \chi^B) - \chi^B(\partial_\xi \chi^A)}{1 + \chi^2(\xi)} \frac{f^B(\xi)}{1 + \chi^2(\xi)} \right\} \quad (14)$$

Defining

$$J^{AB}(\xi) = 2 \frac{\chi^A(\partial_\xi \chi^B) - \chi^B(\partial_\xi \chi^A)}{1 + \chi^2(\xi)} = -J^{BA}(\xi) \quad (15)$$
we have
\[(\delta^{AB} \partial_\xi + J^{AB}(\xi)) \frac{f^B(\xi)}{1 + \chi^2(\xi)} = -\frac{1}{16}(1 + \chi^2(\xi))f^A(\xi)\] (16)

Defining the Greens function for this equation, which has the form,
\[G^{AB}(\xi, \xi') = \left(P \left(e^{-\int_{\xi'}^{\xi} J(x) dx}\right)(I e(\xi - \xi') + K) \right)^AB\] (17)

where \(K\) is a matrix independent of the coordinates \(\xi\) and \(\xi'\). We can write the solution of (16) as
\[f^A(\xi) = -\frac{1}{16} \int d\xi' (1 + \chi^2(\xi)) G^{AB}(\xi, \xi') (1 + \chi^2(\xi')) f^B(\xi')\] (18)

The arbitrariness in the Greens function arises primarily because we have not yet specified any boundary condition [11,13] which is so vital to a lightfront description. Conventionally, in dealing with a scalar field theory in the lightfront description, one assumes \(-L \leq \xi \leq L\) with \(L \to \infty\) at the end of the calculation. Furthermore, one knows that for a simple scalar field theory, both periodic/antiperiodic boundary conditions
\[\chi^A(L, \eta) = \pm \chi^A(-L, \eta)\] (19)

lead to the same result. In this case, however, we will show that the consistency of the procedure would pick out the anti-periodic boundary condition.

The inverse of an operator or the Greens function is defined only on a space of functions which satisfy the same boundary condition as the dynamical variables. Thus, for the anti-periodic boundary condition for the fields, we must have
\[f^A(L, \eta) = -f^A(-L, \eta)\] (20)

which then determines \(K\) in (18) to be
\[K^{AB} = \left(\tanh \left(\frac{1}{2} \int_{-L}^{L} A(x) dx\right)\right)^AB \to \left(\tanh \left(\frac{1}{2} \int_{-\infty}^{\infty} A(x) dx\right)\right)^AB\] (21)

Such a term, in fact, was already derived [12] in the study of the \(O(3)\) sigma model by imposing Jacobi identity (see also [15]). On the other hand, for periodic boundary condition for the fields, we have
\[f^A(L, \eta) = f^A(-L, \eta)\] (22)
which in turn gives

\[ K^{AB} = \left( \coth \left( \frac{1}{2} \int_{-L}^{+L} A(x)dx \right) \right)^{AB} \rightarrow \left( \coth \left( \frac{1}{2} \int_{-\infty}^{+\infty} A(x)dx \right) \right)^{AB} \]  

(23)

This shows that \( K \) and, therefore, the Greens function is uniquely determined depending on the boundary condition used.

Going back to (18), we note from the definition in (14) that we can write

\[ f^A(\xi) = \int d\xi' C^{-1}_{AB}(\xi, \xi') f^B(\xi') \]  

(24)

This determines the inverse matrix from (18) to be

\[ C^{-1}_{AB}(\xi, \xi') = -\frac{1}{16} (1 + \chi^2(\xi)) G^{AB}(\xi, \xi') (1 + \chi^2(\xi')) \]  

(25)

This is unique once we impose the boundary conditions and is antisymmetric as it should be. The Dirac brackets can now be defined. The only fundamental Dirac bracket is

\[ \{\chi^A(\xi), \chi^B(\xi')\}_D = \{\chi^A(\xi), \chi^B(\xi')\} - \int d\xi'' \xi''' \{\chi^A(\xi), \phi^Q(\xi'')\} C^{-1}_{PQ}(\xi'', \xi''') \{\phi^Q(\xi'''), \chi^B(\xi')\} \]  

(26)

\[ = -\frac{1}{16} (1 + \chi^2(\xi)) G^{AB}(\xi, \xi') (1 + \chi^2(\xi')) \]

We note at this point that if we restrict ourselves to \( O(2) \) for which \( A, B = 1, J^{AB} = 0 \) and consequently, for the antiperiodic boundary condition, \( K = 0 \). The Hamiltonian structure has the form

\[ \mathcal{D} = -\frac{1}{16} (1 + \chi^2) \partial^{-1} (1 + \chi^2) \]  

(27)

Using the method of prolongation [16-17], one can readily check that this structure satisfies Jacobi identity. For periodic boundary condition, on the other hand, with \( J^{AB} = 0 \), \( K \rightarrow \infty \) and, consequently, the Hamiltonian structure is ill defined. This, therefore, seems to pick out the anti-periodic boundary condition for consistency and that is what we will use in the rest of the paper. We emphasize that for the anti-periodic boundary condition, \( K \) is given in (21).

III. \( O(N) \) Invariant Description of the Sigma Model
For an $O(N)$ invariant description, we do not solve the constraint (2) explicitly. Rather, we incorporate it into the Lagrangian density through a Lagrange multiplier as

\[ \mathcal{L} = \frac{1}{2} \partial_\mu q^a \partial^\mu q^a + \frac{\lambda}{2} (q^a q^a - 1) = \partial_\eta q^a \partial_\xi q^a + \frac{\lambda}{2} (q^a q^a - 1) \quad a = 1, 2, \ldots, N \tag{28} \]

The primary constraints, in this case, turn out to be

\[ \pi^a = \frac{\partial \mathcal{L}}{\partial \partial_\eta q^a} = \partial_\xi q^a \]
\[ \pi = \frac{\partial \mathcal{L}}{\partial \partial_\eta \lambda} = 0 \tag{29} \]

so that we can write

\[ \phi_1^a = \pi^a - \partial_\xi q^a \approx 0 \]
\[ \phi_2 = \pi \approx 0 \tag{30} \]

The canonical Hamiltonian density is easily obtained to be

\[ \mathcal{H}_c = -\frac{\lambda}{2} (q^a q^a - 1) \]

and consequently, the primary Hamiltonian density takes the form

\[ \mathcal{H}_p = -\frac{\lambda}{2} (q^a q^a - 1) + u_1^a \phi_1^a + u_2 \phi \tag{31} \]

With the canonical Poisson brackets

\[ \{q^a(\xi), q^b(\xi')\} = \{\pi^a(\xi), \pi^b(\xi')\} = \{\lambda(\xi), \lambda(\xi')\} = \{\pi(\xi), \pi(\xi')\} = 0 \]
\[ \{q^a(\xi), \pi^b(\xi')\} = \delta^{ab} \delta(\xi - \xi') \]
\[ \{\lambda(\xi), \pi(\xi')\} = \delta(\xi - \xi') \tag{32} \]

as well as the $\lambda$ degrees of freedom in involution with the $q^a$ degrees of freedom, we can examine the evolution of the constraints

\[ \partial_\eta \phi_1^a = \{\phi_1^a(\xi), H_p\} = -2 (\partial_\xi u_1^a(\xi)) + \lambda q^a(\xi) \approx 0 \]
\[ \partial_\eta \phi = \{\phi(\xi), H_p\} = \frac{1}{2} (q^a q^a - 1) \approx 0 \tag{33} \]

While the first equation in (33) gives a relation for the Lagrange multiplier $u_1^a$, the second generates a true secondary constraint

\[ \phi_3 = q^a q^a - 1 \approx 0 \tag{34} \]
Furthermore, 

$$\partial_\eta \phi_3 = \{ \phi_3(\xi), H_p \} = 2 q^a(\xi) u_1^a(\xi) \approx 0 \quad (35)$$

Consequently, no more constraints are generated. In passing we note that one can determine the Lagrange multipliers $u_1^a$ and $u_2$ from the Hamiltonian equations and they show that the dynamical equations are contained in the constraint relations in (33)-(35). This is like the previous section because upon putting the constraints strongly to zero at the end, the primary Hamiltonian also vanishes.

There are three constraints in the theory, namely (30) and (34). Of these, $\phi_2$ is trivially seen to be first class. Consequently, we can choose a gauge

$$\phi_4 = \lambda - c \approx 0 \quad (36)$$

where $c$ is a constant. Without going into detail, we note here that different values of $c$ correspond to choosing different normalizations for the derivatives of the coordinates $q^a$. The set of constraints $(\phi_2, \phi_4)$ now becomes second class and modify the $\lambda$ brackets such that

$$\{ \lambda(\xi), \lambda(\xi') \}_D = \{ \pi(\xi), \pi(\xi') \}_D = \{ \lambda(\xi), \pi(\xi') \}_D = 0 \quad (37)$$

The $\lambda$-degrees of freedom can, therefore, be ignored.

The remaining two constraints have the following nontrivial Poisson Bracket structure

$$\{ \phi_1^a(\xi), \phi_1^b(\xi') \} = -2 \delta^{ab} \partial_\xi \delta(\xi - \xi')$$

$$\{ \phi_3^a(\xi), \phi_3(\xi') \} = -2 q^a(\xi) \delta(\xi - \xi') = -\{ \phi_3(\xi), \phi_3^a(\xi') \} \quad (38)$$

Therefore, defining the matrix of the Poisson brackets as

$$C^{\alpha \beta}(\xi, \xi') = \begin{pmatrix} -2 \delta^{ab} \partial_\xi & -2 q^a \\ 2 q^b & 0 \end{pmatrix} \delta(\xi - \xi') \quad \alpha, \beta = a, 3 \quad (39)$$

we note that the inverse of this matrix will define the Dirac brackets. To obtain the inverse, we again examine the action of $C^{\alpha \beta}$ on a space of matrix functions such that

$$\begin{pmatrix} \overline{f'}(\xi) \\ F(\xi) \end{pmatrix} = \int d\xi' \begin{pmatrix} C^{ab}(\xi, \xi') & C^{a3}(\xi, \xi') \\ C^{3b}(\xi, \xi') & C^{33}(\xi, \xi') \end{pmatrix} \begin{pmatrix} f^b(\xi') \\ F(\xi') \end{pmatrix} \quad (40)$$
Explicitly, this gives
\[ \overline{F}(\xi) = 2q^a f^a(\xi) \] (41)
\[ \overline{f}^a(\xi) = -2(\partial_\xi f^a) - 2q^a F(\xi) \]
The first of this simply expresses the longitudinal component of \( f^a(\xi) \) as (longitudinal with respect to \( q^a \))
\[ q^a f^a(\xi) = \frac{1}{2} \overline{F}(\xi) \] (42)
The second equation in (41) can be decomposed into longitudinal and transverse components with respect to \( q^a \) and gives respectively
\[ F(\xi) = -\frac{q^a}{q^2} \left( (\partial_\xi f^a) + \frac{1}{2} \overline{f}^a(\xi) \right) \] (43)
\[ \partial_\xi f^a_T + J^{ab}_T f^b_T = -\frac{1}{2} \left( \delta^{ab} - \frac{q^a q^b}{q^2} \right) \left( \overline{f}^b + \frac{(\partial_\xi q^b)}{q^2} \overline{F} \right) \] (44)
where we have defined
\[ f^a_T(\xi) = f^a - \frac{q^a}{q^2} (q \cdot f) = f^a - \frac{1}{2} \frac{q^a}{q^2} \overline{F} \]
\[ J^{ab}(\xi) = \frac{q^a(\partial_\xi q^b) - q^b(\partial_\xi q^a)}{q^2} = -J^{ba}(\xi) \]

Once again, we can solve Eq. (44) by the method of Greens functions (restricting to space of transverse functions with anti-periodic boundary conditions) to give
\[ f^a_T(\xi) = -\frac{1}{2} \int d\xi' \left( \delta^{ab} - \frac{q^a q^b}{q^2}(\xi) \right) D^{pr}(\xi, \xi') \left( \delta^{rb} - \frac{q^r q^b}{q^2}(\xi') \right) \overline{f}^b(\xi') \] (46)
where, as before,
\[ D^{pr}(\xi, \xi') = \left( Pe^{-\int_{\xi'}^{\xi} A(x) dx} (I \epsilon(\xi - \xi') + K) \right)^{pr} \] (47)
with \( K \) given in (21). Using (43)-(46), we can write
\[ f^a(\xi) = -\frac{1}{2} \int d\xi' \left[ \frac{q^a}{q^2} \delta(\xi - \xi') + \frac{(\partial_\xi q^a)}{q^2(\xi)} \right] \overline{F}(\xi') \] (48)
\[ F(\xi) = -\frac{1}{2} \int d\xi' \left[ \left\{ \frac{q^a}{q^2} \delta(\xi - \xi') + \frac{(\partial_\xi q^a)}{q^2(\xi)} \right\} \overline{f}^b(\xi') \right] + \left\{ \frac{1}{2} \left( \partial_\xi \frac{1}{q^2(\xi)} + \frac{1}{q^2(\xi)} \partial_\xi \right) \delta(\xi - \xi') + \frac{(\partial_\xi q^a)}{q^2(\xi)} G^{ab}(\xi, \xi') \frac{(\partial_\xi q^b)}{q^2(\xi')} \right\} \overline{F}(\xi') \]
Here we have defined, for simplicity
\[ G^{ab}(\xi, \xi') = \left( \delta^{ap} - \frac{q^aq^p}{q^2}(\xi) \right) D^{pr}(\xi, \xi') \left( \delta^{rb} - \frac{q^rq^b}{q^2}(\xi') \right) \] (49)

Thus, we see from (48) that we can invert the relation in (40) and write
\[
\begin{pmatrix} f^a(\xi) \\ F(\xi) \end{pmatrix} = \int d\xi' \begin{pmatrix} C^{-1}_{ab}(\xi, \xi') & C^{-1}_{a3}(\xi, \xi') \\ C^{-1}_{3b}(\xi, \xi') & C^{-1}_{33}(\xi, \xi') \end{pmatrix} \begin{pmatrix} f^b(\xi') \\ F(\xi') \end{pmatrix}
\] (50)

with the matrix elements for the inverse given by
\[
C^{-1}_{ab}(\xi, \xi') = -\frac{1}{2} G^{ab}(\xi, \xi')
\]
\[
C^{-1}_{a3}(\xi, \xi') = -\frac{1}{2} \left[ -\frac{q^a}{q^2} \delta(\xi - \xi') + G^{ab}(\xi, \xi') \frac{\partial \xi' q^b}{q^2(\xi')} \right]
\]
\[
C^{-1}_{3a}(\xi, \xi') = -\frac{1}{2} \frac{q^a}{q^2} \delta(\xi - \xi') + \frac{(\partial \xi q^b)}{q^2(\xi)} C^{ba}(\xi, \xi')
\]
\[
C^{-1}_{33}(\xi, \xi') = -\frac{1}{2} \left[ \frac{1}{2} \frac{\partial \xi}{q^2(\xi)} + \frac{1}{q^2(\xi)} \partial \xi \right] \delta(\xi - \xi') + \frac{(\partial \xi q^a)}{q^2(\xi)} G^{ab}(\xi, \xi') \frac{(\partial \xi' q^b)}{q^2(\xi')}
\]

The inverse matrix has the necessary antisymmetry properties. Furthermore, it can be used to define the Dirac brackets of the theory. The only fundamental bracket has the form
\[
\{ q^a(\xi), q^b(\xi') \}_D = \{ q^a(\xi), q^b(\xi') \}
\]
\[
- \int d\xi'' \xi'' \{ q^a(\xi), \phi^p_1(\xi'') \} C^{pr}_{3b}(\xi'', \xi'') \{ \phi^r_1(\xi'''), q^b(\xi') \}
\]
\[
= -\frac{1}{2} G^{ab}(\xi, \xi')
\]

All other brackets can be derived from these.

IV. Conclusions

We have derived the consistent Dirac brackets for the \(O(N)\) nonlinear sigma model in the lightfront description. Surprisingly, it seems to prefer anti-periodic boundary conditions for the scalar fields as opposed to the periodic boundary conditions. Various subtleties that arise have also been explained in detail.
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