I. INTRODUCTION

Due to substantial progress over the last decade on many fronts, the general viability of the neutrino heating mechanism of core-collapse supernovae (CCSNe) [1, 2] has been put on a firmer foundation. Though most spherical (1D) models do not explode, most, though not all, two-dimensional (2D) axisymmetric and three-dimensional (3D) models incorporating sophisticated neutrino physics, state-of-the-art numerical tools, realistic nuclear equations of state (EOSes), and detailed massive-star progenitor models do explode [3–15]. Despite the resource intensity of many of these complex models, theorists are now able to explore suites of multi-dimensional simulations and map the parameter dependencies of the remaining ambiguities. What has emerged is a nuanced understanding of the factors of explosion. The latter include sufficient neutrino heating behind a temporarily-stalled bounce shock wave as the direct agency of explosive power; the crucial role of anisotropic turbulence in augmenting the driving stress behind the shock [16]; the breaking of spherical symmetry to allow simultaneous accretion and explosion (the former to ensure the continuance of sufficient driving neutrino emissions from the residual proto-neutron star (PNS), despite the reversal of infall implied by explosion); and core progenitor structures that are conducive to eventual explosive instability. In addition, the potential roles of many-body neutrino-matter interactions [17–23], of turbulence in the progenitor cores themselves [24–28], of remaining uncertainties in the nuclear EOS [29–30], and of rotation [31, 32] and magnetic fields [32–34] in a subset of massive-star explosions continue to exercise the community. At least as important, the precise mapping between progenitor structure and outcome, importantly including explosion energy, residual mass (and whether a neutron star or black hole is birthed), recoil kicks, pulsar and magnetar magnetic fields, and nucleosynthetic yields, has yet to be convincingly determined. Hence, despite the palpable progress claimed above, much remains to be done.

Neutrino heating of material behind a stalled shock itself drives the turbulence [33] and they together seem central to reversing an accretion shock into explosion. Therefore, the energy deposition rate due to neutrino-matter interactions in the semi-transparent “gain region” between the PNS left behind and the shock assumes a pivotal role. The dominant processes are super-allowed charged-current absorption of electron neutrinos (νe) and anti-electron neutrinos $\bar{\nu}_e$ on nucleons, via the reactions $\nu_e + n \rightarrow e^- + p$ and $\bar{\nu}_e + p \rightarrow e^+ + n$, respectively [38]. Though the cross sections for these processes involve some subtleties, they are well understood. However, inelastic scattering of neutrinos of all neutrino species on electrons and on nucleons [38–43] also heat the matter, though at a lower rate. However, when a model is near explosion, even 10% -- 20% effects can loom large and such is the case here. The low cross sections of neutrino-electron scattering coupled with the high average energy transfer to the electrons (due to the low electron mass) competes with the high cross section of neutrino-nucleon scattering coupled with its correspondingly low recoil energies (due to the high nucleon mass). The net result is comparable matter heating rates. Therefore, it is important to handle inelasticity for both reaction classes in sophisticated transport schemes. For neutrino-electron
scattering, this involves \( N(N - 1)/2 \) coupled pairs of energy groups, where \( N \) is the number of energy groups used in a calculation, with the result that a large number of groups becomes quite expensive. It is this strong scaling with \( N \) that has limited state-of-the-art 3D simulations to \( N \)s of, for instance, twelve, with the result that accuracy may be compromised.

The large energy transfer of neutrino-electron scattering necessitates a large coupling matrix. However, for inelastic neutrino-nucleon scattering the energy transfers are predominantly small, and smaller than the energy bin widths in viable simulations. However, to date this inelasticity has frequently been handled in the same fashion as neutrino-electron scattering, with the same quadratic penalty. Furthermore, attempts have been made to employ sub-energy-grid methods to handle the small energy transfers \([38, 43, 44]\), but these are frequently too approximate or don’t conserve lepton number by construction. The result is some ambiguity in the contribution of neutrino-nucleon scattering inelasticity to the total heating rates. In addition, the numerical difficulties of including inelasticity in \( \nu_e, \nu_x, \nu_\mu \) and \( \nu_\tau \) transport, for which its effect on the source term can be larger than that due to absorption processes, has resulted in the dropping of this effect altogether in many otherwise sophisticated supernova codes. This is unfortunate, since there is every indication that heating due to neutrino-nucleon scattering exceeds that due to neutrino-electron scattering \([23, 45]\).

FIG. 1. The dynamical structure function versus the neutrino energy transfer for some representative parameters. The temperature here is \( T = 3 \text{ MeV} \). Top: \( \mu = -0.5 \). Bottom: \( \mu = 0.5 \), where \( \mu \) is the cosine of the angle between the incoming and outgoing neutrinos. A mass density of \( 10^{10} \text{ g cm}^{-3} \) is assumed. Each line is actually a superposition of the exact (Eq. (2)) and approximate (Eq. (4)) structure functions.

Given this, we have sought to develop a more computationally robust and accurate method with which to incorporate inelastic scattering off nucleons into neutrino transport algorithms. We do this by building on the earlier work of Suwa et al \([46]\). Since the energy transfer per scattering is small, neutrino-nucleon inelasticity can naturally be handled using the Kompaneets small-energy transfer ansatz for which the change in the Boltzmann distribution function \( f \) is expanded to quadratic order in energy transfer \([47]\). This classically is done for photon energy redistribution by Thomson/Compton scattering \([48, 49]\). Normally, the resulting equation for the rate of change of \( f \) assumes that \( f \) is isotropic. We here drop this requirement to derive the generalized Kompaneets equation for the evolution of \( f \) in energy space when \( f \) is anisotropic in angle and focus on the evolution of its angular moments. Without loss of generality, we ignore the spatial advection operators, assuming they are operator split off, and focus on the fluxes in neutrino energy space. The resulting equations elegantly conserve lepton number and provide a direct means to calculate the heat transfer to matter that naturally goes to zero when \( f \) is in thermal equilibrium. The equations are also linear in the number of energy groups.

II. DERIVATION

In the derivation of our formalism, we use the natural units \( \hbar = c = 1 \), and dimension these constants only when we need physical results. In the co-moving frame, the Boltzmann equation is:

\[
\frac{df}{dt} = G^2 \int \frac{d^3p'}{(2\pi)^3} S(q, \omega) \left[ (1 + \mu) V^2 + (3 - \mu) A^2 \right] \left\{ (1 - f) f' e^{-\beta \omega} - f(1 - f') \right\}
\]

where \( G^2 = 1.55 \times 10^{-33} \text{ cm MeV}^{-2} \text{ s}^{-1} \), \( V \) and \( A \) are the vector and axial-vector coupling constants. For protons, \( V_p = \frac{1}{2} - 2 \sin^2(\theta_W) \) and \( A_p = \frac{1}{2} g_A \), while for neutrons \( V_n = -\frac{1}{2} \) and \( A_n = -\frac{g_A}{2} \). Here, \( \theta_W \) is the Weinberg angle and \( \sin^2(\theta_W) = 0.23129 \) and \( g_A = -1.2723 \) is the axial-vector coupling constant \([40, 43, 46, 48]\). Note that the second line of Eq. (1) is still inside the integrand. In this paper, everything after the integral sign is inside the integrand, no matter if the equation is multi-line or not.

In Eq. (1), \( f = f(\theta, \varepsilon) \) and \( f' = f(\theta', \varepsilon') \) are the distribution functions of neutrinos before and after scattering, \( \varepsilon \) is the neutrino energy, \( \mu = \cos(\theta)\cos(\theta') + \sin(\theta)\sin(\theta')\cos(\phi - \phi') \) is the cosine between the incoming and outgoing neutrino momentum vectors, \( \omega = \varepsilon - \varepsilon' \) is the energy transfer, \( q = \sqrt{\varepsilon^2 + \varepsilon'^2 - 2\varepsilon\varepsilon'} \) is the momentum transfer, \( \beta = \frac{1}{\sqrt{1 - \varepsilon}} \) is the inverse of the nucleon temperature, and \( S(q, \omega) \) is the dynamical structure function:

\[
S(q, \omega) = \frac{1}{1 - e^{-\beta \omega}} \frac{m^2}{\pi q^3} \ln \left( 1 + e^{-Q^2 + \eta} \right) - e^{-Q^2 + \eta - \beta \omega})
\]

\[
Q = \sqrt{\beta m \left( -\omega + \frac{q}{2m} \right)}
\]

where \( \mu_\nu \) is the nucleon chemical potential and \( \eta = \beta \mu_\nu \). The nucleon mass \( m \) is 938.3 MeV for the proton and
where \( \dot{\nu} \) case.

\[ S(q, \omega) \approx \frac{n_N(2\pi m^3)}{q} e^{-Q^2}, \quad (4) \]

where \( n_N = 2(\frac{m}{2\pi})^{3/2} \exp(\eta) \) is the nucleon number density. This approximation works very well in the relevant parameter regimes. Figure 1 renders the shape of structure function with different parameters. From this figure, we see that Eq. (4) is a very good approximation to the exact non-interacting structure function.

We introduce dimensionless variables \( x = \beta \varepsilon \) and \( x' = \beta \varepsilon' \) and \( \alpha = \frac{x-x'}{x} \) and define three new functions to simplify the equation:

\[ u(\mu) = (1+\mu)V^2 + (3-\mu)A^2 \]

\[ g(x, \theta; x', \theta') = (1-f) \frac{1}{\Delta x} e^{\frac{1}{2}(x-x')} - f(1-f') e^{\frac{1}{2}(x-x')} \]

\[ \tilde{S}(x, x', \mu) = S(q, \omega)e^{-\frac{1}{2} \beta \omega} = \frac{n_N(2\pi m^3)}{\sqrt{x^2 + x'^2 - 2xx'}} \exp \left\{ -\frac{\beta m^2}{2} \left[ \frac{(x-x')^2}{x^2 + x'^2 - 2xx'} + \frac{x^2 + x'^2 - 2xx'}{4\beta^2 m^2} \right] \right\} \quad (7) \]

We call \( \tilde{S} \) the modified structure function. With these new variables and functions, the Boltzmann equation is

\[ \frac{df}{dt} = \frac{G^2 x^3}{(2\pi)^3 \beta^3} \int d\Omega' \int_{-\infty}^{1} d\alpha \]

\[ u(\mu)g(x, \theta; x', \theta') \tilde{S}(x, x(1-\alpha), \mu)(1-\alpha)^2 \quad (8) \]

In this paper, we regard the neutrino as a massless fermion, so we do not distinguish \( p \) and \( \varepsilon \). The total neutrino energy is \( E_\nu = \int \frac{d^3p}{(2\pi)^3} \rho f \), and, thus, the total rate of energy loss to the matter (the energy deposition rate) is

\[ \dot{Q}_\nu = -\frac{dE_\nu}{dt} = -\int \frac{d^3p}{(2\pi)^3} \frac{df}{dt}. \quad (9) \]

We can write the right-hand-side of the equation for \( \frac{df}{dt} \) using a total derivative:

\[ \frac{df}{dt} = \frac{1}{x^2} \frac{dI_\nu}{dx}. \quad (10) \]

Then, the energy deposition rate is given by

\[ \dot{Q}_\nu = \frac{1}{(2\pi)^3 \beta^3} \int dx d\Omega \dot{q}_\nu = \frac{1}{(2\pi)^3 \beta^3} \int dx d\Omega I_\nu, \quad (11) \]

where \( \dot{q}_\nu = \frac{1}{3} \left( I_\nu - \frac{d}{dx} (x I_\nu) \right) \) is the spectrum of energy deposition.

We now proceed first to derive the neutrino Kompaneets equation when the neutrino radiation field is isotropic and higher-order corrections in \( \varepsilon/mc^2 \) are ignored. We then go on in \( \text{III.C} \) to address the anisotropic case, and then in \( \text{III.C} \) derive the higher-energy correction to the neutrino Kompaneets equation in the isotropic case.

A. Isotropic Case

We here consider the isotropic case where \( f(\varepsilon, \theta) = f(\varepsilon) \) and \( g(x, \theta; x', \theta') = g(x; x') \). The angular integral becomes simpler, since \( d\Omega = 2\pi d\mu \). First, we expand \( g(x, x') \) around \( g(\varepsilon, \theta) = (x-x')^k(k!) \)

\[ g(x, x') = \sum_{k=0}^{\infty} \frac{(x-x')^k}{k!} g^{(k)}(x), \quad (12) \]

where \( g^{(k)}(x) = \frac{\partial^k g(x; x')}{\partial x'^k} \big|_{x'=x} \). The first few \( g^{(k)} \) terms are listed in Appendix A. After substituting into \( \frac{df}{dt} \), we obtain

\[ \frac{1}{x^2} \frac{dI_\nu}{dx} = \frac{df}{dt} = \frac{G^2 x^3}{(2\pi)^2 \beta^3} \int_{-1}^{1} d\mu \]

\[ u(\mu) \sum_{k=0}^{\infty} g^{(k)}(x) a_k(x, \mu), \quad (13) \]

where \( a_k(x, \mu) = \int_{-\infty}^{1} \frac{(-\alpha)^k}{k!} \tilde{S}(x, x(1-\alpha), \mu)(1-\alpha)^2 d\alpha \).

The calculation of \( a_k(x, \mu) \) is given in Appendix B. We need only the dominant terms \( a_1 \) and \( a_2 \), since \( g^{(0)}(x) = 0 \). The result is Eq. (18):

\[ a_1(x, \mu) = \frac{12n N \pi}{m} \left[ 1 + O \left( \frac{1}{\beta m} \right) \right] \]

\[ a_2(x, \mu) = \frac{2e n N \pi}{m} \left[ 1 + O \left( \frac{1}{\beta m} \right) \right]. \quad (14) \]

We then obtain

\[ I_\nu = \frac{2n N G^2}{3\pi \beta^3 m} (V^2 + 5A^2) x^6 \left( \frac{df}{dx} + f - f^2 \right). \quad (15) \]

To simplify the expressions derived below we define the following variables \( \text{III.B} \):

\[ \sigma = \frac{2G^2}{3\pi \beta^2} (V^2 + 5A^2) = \frac{2G^2(kT)^2}{3\pi c} (V^2 + 5A^2) \quad (17) \]

\[ \delta = \frac{V^2 - A^2}{V^2 + 3A^2} \quad (18) \]
\( \sigma_{\text{tr}} \) the momentum transport cross section associated with the transfer of momentum between the scattered neutrino and the nucleon at \( \varepsilon = kT \). Multiplying \( \sigma_{\text{tr}} \) by \( x^2 \) yields the lowest-order expression for the transport cross section at energy \( \varepsilon \). \( \delta_N \) is the scattering anisotropy factor.

With these substitutions, the results are:

\[
I_\nu = \frac{kT}{mc^2} \sigma_{\text{tr}} n_N cx^6 \left( \frac{df}{dx} + f - f^2 \right) \tag{19}
\]

\[
\frac{df}{dt} = \frac{1}{x^2} \frac{dI_\nu}{dx} = \frac{kT}{mc^2} \sigma_{\text{tr}} n_N \frac{1}{x^2} \frac{d}{dx} \left[ x^6 \left( \frac{df}{dx} + f - f^2 \right) \right] \tag{20}
\]

\[
\dot{q}_\nu = kT \left( I_\nu - \frac{d}{dx} \left( I_\nu \right) \right) \tag{21}
\]

\[
\dot{Q}_\nu = \frac{(kT)^4}{2\pi^2 \hbar^3 c^3} \int dx I_\nu, \tag{22}
\]

where \( \dot{Q}_\nu \) is the matter heating rate due to inelastic scattering off nucleons. Recall that \( x = \beta \varepsilon \). Eqs. (19)–(22) encapsulate our neutrino Kompaneets formalism, including a powerful expression for the neutrino-matter energy transfer/heating rate. The total derivative form of this Kompaneets equation ensures that neutrino number is conserved, since total number is proportional to the integral of \( x^2 \frac{df}{dx} \). \( I_\nu \) is proportional to the flux in energy space and the differences between fluxes at energy bin boundaries give the change in a bin particle number exactly. This fact is independent of the size of an energy bin. The above formulae also provide a relation between the rate of energy deposition and the flux \( I_\nu \), and ensures, as it should, that when there is no net number flux there is no energy transfer to the matter. Importantly, these equations guarantee when the neutrinos are in local thermal equilibrium with the matter at the matter temperature (when \( \frac{df}{dx} + f - f^2 = 0 \)) that there is not only no number redistribution among the bins, but also that there is no energy transfer to the matter.

### B. Anisotropic Case

With minor changes, the above method can also be generalized to the anisotropic neutrino distribution case. Although \( \frac{df}{dt} \) can’t be written in the form of \( \frac{1}{x^2} \frac{dI_\nu}{dx} \), since the particle number is not conserved along any given direction, we can profitably use relations for the angular moments.

Use the same notation as found in [43], we define Legendre expansion terms:

\[
J_\nu = \frac{1}{2} \int_0^\pi d\theta' f(\theta', x) \sin(\theta') \tag{23}
\]

\[
H_\nu = \frac{1}{2} \int_0^\pi d\theta' f(\theta', x) \sin(\theta') \cos(\theta') \tag{24}
\]

\[
K_\nu = \frac{1}{2} \int_0^\pi d\theta' f(\theta', x) \sin(\theta') \times \frac{3}{2} (3 \cos^2(\theta') - 1) \tag{25}
\]

and

\[
\dot{q}_{\nu,0} = \frac{1}{2} \int_0^\pi d\theta \sin(\theta) \dot{q}_\nu. \tag{27}
\]

\( J_\nu \) is the angle-averaged particle number distribution and satisfies particle number conservation, so it can be written in the following form:

\[
\frac{dI_\nu}{dt} = \frac{1}{x^2} \frac{dI_{\nu,0}}{dx}. \tag{28}
\]

Thus,

\[
\dot{q}_{\nu,0} = \frac{1}{\beta} \left( I_{\nu,0} - \frac{d}{dx} \left( xI_{\nu,0} \right) \right). \tag{29}
\]

We can calculate \( I_{\nu,0} \) in the same way as is done for isotropic case, and then find that \( I_{\nu,0} \) is the angle-averaged value of \( I_\nu \) given in Eq. (13):

\[
\frac{1}{x^2} \frac{dI_{\nu,0}}{dx} = \frac{dJ_\nu}{dt} = \frac{G^2 x^3}{2 (2\pi)^3 \beta^3} \int \sin(\theta) d\theta d\Omega' \sum_{k=0}^{\infty} g^{(k)}(x) a_k(x, \mu). \tag{30}
\]

Using the expressions summarized in the Appendix A, we can derive the generalizations:

\[
I_{\nu,0} = \frac{kT}{mc^2} \sigma_{\text{tr}} n_N cx^6 \left[ \frac{dJ_\nu}{dx} + J_\nu - J_\nu^2 \right] + \frac{3 - 3\delta_N}{3 - \delta_N} \frac{H_\nu^2}{3 - \delta_N} + \frac{2}{27} \frac{3\delta_N}{3 - \delta_N} K_\nu^2 \tag{31}
\]

We see that the higher-order angular moments \( (H_\nu \text{ and } K_\nu) \) enter quadratically, so their contributions are generically small when the neutrinos are not degenerate \( (f \ll 1) \). This will be the case in the important and relevant gain region.
sion for $\frac{dH_\nu}{dt}$. First, we start with the expression:

$$\frac{dH_\nu}{dt} = \frac{G^2 x^3}{2(2\pi)^3 \beta^3} \int \cos(\theta) \sin(\theta) d\theta d\Omega' \sum_{k=0}^\infty g^{(k)}(x)a_k(x, \mu).$$  

(32)

In general, for higher-order angular moments, it is the $g^{(0)}(x, \theta, \theta')$ term that dominates in $I_{e,n}$, since $a_0$ is $\beta m$ times larger than other coefficients. The evolution of $H_\nu$ is then given by:

$$\frac{dH_\nu}{dt} = -\sigma_{tr} n_N cx^2 H_\nu.$$  

(33)

The right-hand-side of this equation is exactly the term expected in the equation that emerges from taking the first-angular moment of the Boltzmann equation. That equation embodies radiation momentum conservation and momentum transfer to the matter. The spatial derivative term we do not address here (assumed in our formalism to be operator-split off) is the gradient of the pressure tensor and the equality of that term with the right-hand-side of Eq. (33) yields the diffusion equation.

In summary, the results are

$$I_{\nu,0} = \frac{kT}{mc^2} \sigma_{tr} n_N cx^6 \left[ \frac{dJ_\nu}{dx} + J_\nu - J_\nu^2 \right] + \frac{3 - 3 \delta_N}{3 - \delta_N} H_\nu^2 + \frac{2}{27} \frac{3 \delta_N}{3 - \delta_N} K_\nu^2$$  

(34)

$$\frac{dJ_\nu}{dt} = \frac{1}{x^2} \frac{dI_{\nu,0}}{dx} = \frac{kT}{mc^2} \sigma_{tr} n_N cx^2 \left\{ x^6 \left[ \frac{dJ_\nu}{dx} + J_\nu - J_\nu^2 \right] + \frac{3 - 3 \delta_N}{3 - \delta_N} H_\nu^2 + \frac{2}{27} \frac{3 \delta_N}{3 - \delta_N} K_\nu^2 \right\}$$  

(35)

$$\dot{Q}_\nu = \frac{(kT)^4}{2\pi^2 \hbar^4 c^4} \int dx I_{\nu,0}$$  

(36)

$$\frac{dH_\nu}{dt} = -\sigma_{tr} n_N cx^2 H_\nu.$$  

(38)

Again, comparing the anisotropic and isotropic results, we see that the anisotropic formula is the isotropic formula, augmented with terms of the form $H_\nu^2$ and $K_\nu^2$. These are much smaller than the isotropic part. Therefore, isotropic simulations can capture the main properties very well. We henceforth focus on the isotropic case.

### C. Higher-Order Corrections

Now let’s look back to the isotropic case. There are three different kinds of residuals in that derivation. The $O(\frac{1}{\beta m})$ residuals come from the residuals in $a_2$, while the $O(\frac{x}{\beta m})$ and $O(\frac{x^2}{\beta m})$ residuals come from $a_3$ and $a_4$. If the neutrino energy is close to the nucleon temperature, i.e. $x = O(1)$, these residuals are the same order. However, $\frac{x}{\beta m} = \frac{\varepsilon}{mc^2}$ can sometimes be larger than 0.5, or even reach 1.0, and these are not very small numbers. The Kompaneets equation itself that handles neutrino number redistribution is less affected by such residuals, because it automatically conserves the particle number – these residuals will cancel out. However, in the formula for the energy deposition rate, such residuals will add up and the relative error of the total energy deposition rate can be greater than 20% (see Table I). Therefore, we will want to include higher-order terms in $\varepsilon/\beta m$ when calculating the total energy deposition rate.

Using eqs. B8, B9, and B10, we derive that

$$I_\nu = \sigma_{tr} n_N cx \left\{ x^6 g^{(1)} - \frac{kT}{mc^2} 8x(2 - \delta_N) - \frac{50 - 22\delta_N}{3 - \delta_N} x^6 g^{(1)} \right\}$$

$$+ \sigma_{tr} n_N cx \left\{ \frac{kT}{mc^2} \frac{2 - \delta_N}{3 - \delta_N} x^8 g^{(1)} + \frac{kT}{mc^2} \frac{2 - \delta_N}{3 - \delta_N} x^8 f^3 \frac{d}{dx} \left( g^{(1)} \right) \right\},$$  

(39)

where $g^{(1)} = \frac{df}{dx} + f - f^2$. Since we are more interested in $\dot{Q}_\nu$, we can throw away all total derivative terms, since they will vanish after the integration. The term with

$$f^3 \frac{d}{dx} \left( g^{(1)} \right)$$

is quadratic in $f$, and in most cases it is much smaller than the linear terms in $f$, so we can also drop it. Then, we find a simplified flux with a correction factor...
where the correction factor \( \lambda \) is
\[
\lambda = \frac{kT}{mc^2} \frac{8x(2 - \delta_N) - (50 - 22\delta_N)}{3 - \delta_N}
\]  

(41)

\( \tilde{I}_\nu \) is a good approximation for \( I_\nu \). Each will give the same total energy deposition rate, and the errors in the spectrum evolution caused by the total derivative terms are quite small when the neutrino distribution has a Fermi-Dirac form, as shown in Figure 2.

We do not need to derive expressions incorporating higher-order corrections for the anisotropic case. \( K_N \) at depth is zero, and stays smaller than \( J_\nu \) in the important gain region. Concern \( H_\nu \). Because we integrate out both \( \theta \) and \( \theta' \), the integrations involving \( H_\nu \) and higher-order terms can only be non-zero if \( \cos(\theta) \) and \( \cos(\theta') \) are both of even order. But \( H_\nu \) would pair with either one \( \cos(\theta) \) or \( \cos(\theta') \) and an odd number of \( H_\nu \)s will introduce an odd number of \( \cos(\theta) \)s or \( \cos(\theta') \)s. Thus, all odd order \( H_\nu \) terms vanish, and the lowest anisotropic contribution will be the quadratic term of \( H_\nu \), which is negligible. As a result, we can safely ignore anisotropic terms, even when we introduce higher-order terms in \( \varepsilon/mc^2 \).

In conclusion, the corrected Kompaneets equation and energy deposition rate for the isotropic (and, in practice, general) case are:

\[
\tilde{I}_\nu = \sigma_{\nu\tau} n_N c \frac{kT}{mc^2} x^6 \left( \frac{df}{dx} + f - f^2 \right)(1 - \lambda)
\]

(40)

where the correction factor \( \lambda \) is
\[
\lambda = \frac{kT}{mc^2} \frac{8x(2 - \delta_N) - (50 - 22\delta_N)}{3 - \delta_N}
\]

(41)

These equations are valid for nucleon temperature \( T \ll m \) and neutrino temperature \( T_\nu \ll \sqrt{mKT} \). In anisotropic cases, if we ignore higher order correction of all quadratic terms in \( f \), we can simply replace \( \frac{df}{dx} \) and \( \dot{q}_\nu \) in the above equations with \( \frac{dJ_\nu}{dt} \) and \( \dot{q}_\nu,0 \) and add the anisotropic terms:

\[
\tilde{I}_{\nu,0} = \sigma_{\nu\tau} n_N c \frac{kT}{mc^2} x^6 \left[ \left( \frac{dJ_\nu}{dx} + J_\nu - J_\nu^2 \right)(1 - \lambda) + \frac{3 - 3\delta_N}{3 - \delta_N} H_\nu^2 + \frac{2}{27} \frac{3\delta_N}{3 - \delta_N} K_\nu \right]
\]

(47)

\[
\frac{dJ_\nu}{dt} = \frac{1}{x^2} \frac{dI_{\nu,0}}{dx}
\]

(48)

\[
\dot{q}_{\nu,0} = kT \left( \tilde{I}_{\nu,0} - \frac{d}{dx}(x\tilde{I}_{\nu,0}) \right)
\]

(49)

\[
\tilde{Q}_\nu = \frac{(kT)^4}{2\pi^2\hbar^4c^2} \int dx \tilde{I}_{\nu,0}
\]

(50)

As stated earlier, the total derivative form of the Kompaneets equation will automatically conserve the particle number and will have good numerical behavior. Including the higher-order energy correction term preserves this property. Since the correction can be describe by a factor which is independent of the distribution function, this scheme is easy to implement numerically.

### III. NUMERICAL TESTS

In this section, we provide the results of some numerical tests. All numerical tests are done with isotropic neutrino distributions with a dilution factor:

\[
f = \frac{1}{ce^{\sqrt{mKT}}} \left( 1 - \sqrt{1 - \frac{R^2}{c^2}} \right)
\]

Here, \( R \) is the neutrinosphere radius and we set \( R = 40 \) km, while \( r \) is set to be 100 km. The nucleon density is set to be \( 10^{10} \) g/cm\(^3\) so that the non-degenerate nucleon approximation (Eq. 4) is
valid. The electron fraction \( Y_e \) is set to 0.2. The boundary conditions for the Kompaneets equation are set to be “zero-flux”, i.e., no particles are scattered outside the energy region we consider.

Figure 2 shows the comparison between results with and without the correction factor \( \lambda \). The neutrino distributions in these figures are Fermi-Dirac at temperature \( T_\nu \). Table I shows the relative error of the total energy deposition rate \( \dot{Q}_\nu \), with and without the correction factor. These are termed here “analytical errors”, since they are caused by the residuals we ignore in our derivation. Table II lists the values of \( \dot{Q} \) and \( \dot{Q}/\rho_N \). In our scheme, \( \dot{Q} \) is proportional to \( \rho_N \), so only the ratio is useful for testing numerical calculations when the Gaussian approximation (Eq. (4)) is employed. However, a comparison of \( \dot{Q} \) with and without this approximation can be used to check if

FIG. 2. Comparison between particle number transfer and energy transfer calculated in different ways. Here, the nucleon temperature is \( T = 1 \) MeV and neutrino temperature is 5.5 MeV in the left two panels, while \( T = 3 \) MeV and \( T_\nu = 3.5 \) MeV in the right two panels. The top two panels show the particle number transfer calculated by the standard Kompaneets equation (black solid line), corrected Kompaneets equation (red solid line), and by doing the exact integration numerically (black dashed line). The bottom two panels show \( I_\nu \) calculated with (red solid line) and without (black solid line) the correction factor. The exact energy deposition rate (black dashed line) is calculated by doing the integration numerically. The y-axes are arbitrarily scaled.

FIG. 3. Comparison between particle number transfer and energy transfer calculated in different ways with only twelve energy bins. The nucleon temperature is \( T = 1 \) MeV and neutrino temperature is 5.5 MeV in left two panels, while \( T = 3 \) MeV and \( T_\nu = 3.5 \) MeV in the right two panels. The top two panels show the particle number transfer calculated by the corrected Kompaneets equation (red dots), and by doing the integration numerically (black dashed line). The bottom two panels depict \( I_\nu \) calculated with the correction factor (red dots). The exact energy deposition rate (black dashed line) is calculated by doing the integration numerically. The y-axes are arbitrarily scaled. Red dots in the upper panels are located at the centers of each logarithmic energy bin, while in the lower panels they are located at the edges.
relative errors do not change much when we use coarse
energy bins. This good numerical behavior partly comes
from the property of the Kompaneets equation. We can
calculate the particle number flux at the edge of each
energy bin, so we can get the exact number of particles
that enter and leave this energy bin. Thus, numerical
accuracy weakly depends on the number of energy bins.

We’ve experimented with other neutrino distribution
functions to test our formula. Figure 4 is calculated with
the neutrino distribution given by $f = \frac{1}{2} \exp\left(-\frac{(\varepsilon - \varepsilon_0)^2}{\sigma^2}\right)$,
where $\sigma = 5$ MeV and $\varepsilon_0$ are 10 and 20 MeV for the
left and right panels. Such a distribution is very dif-
f erent from the realistic case, but even here the formu-
lae work well. The relative errors in $\dot{Q}_\nu$ are below 2%.

From the slight deviations of the red lines from the ex-
act values seen in the Figure 4 we see that the total
derivative terms that we threw away have some effect,
and this might influence the particle number redistribu-
tion in some bins. Therefore, if one wants to handle all
possible functional forms, instead of focusing on Fermi-
Dirac like functions, we suggest using the exact particle
number flux (Eq. (39)).

**IV. CONCLUSIONS**

In the context of low-energy-transfer neutrino-nucleon
inelastic scattering, we have derived a generalized Kom-
paneets equation to handle the associated neutrino num-
ber redistribution and the rate of neutrino-matter en-
ergy transfer. The latter is a key new result. Unlike
many previous approaches, the solves are linear in num-
ber redistribution and the rate of neutrino-matter en-
ergy transfer. The latter is a key new result. Unlike

### TABLE II. Total energy deposition rate $\dot{Q}_\nu$ and the total
energy deposition rate per unit mass $\dot{Q}_\nu/\rho N$ under different
parameter assumptions. $\dot{Q}_{\nu,e}$ is the exact energy deposition
calculated by numerical integration, while $\dot{Q}_{\nu,\lambda}$ is calculated
using the formula with the correction factor. We set $R = 40$
km and $r = 100$ km here. Other parameters are the same
as in Table I. Values in this table are calculated for only one
neutrino specie, e.g. for $\mu$-neutrino. $T$ and $T_\nu$ are in MeV,
while the units for $\dot{Q}_{\nu,e}$ and $\dot{Q}_\nu$ are erg s$^{-1}$ and erg cm$^{-3}$s$^{-1}$, respectively.

| $T$ | $T_\nu$ | $\dot{Q}_{\nu,e}$ | $\dot{Q}_{\nu,\lambda}$ | $\dot{Q}_\nu$ |
|-----|------|-----------------|---------------------|-------------|
| 1.5 | 1.20 $\times 10^{18}$ | 1.18 $\times 10^{18}$ | 1.18 $\times 10^{18}$ |
| 4.5 | 7.20 $\times 10^{18}$ | 7.14 $\times 10^{18}$ | 7.14 $\times 10^{18}$ |
| 5.5 | 3.01 $\times 10^{19}$ | 2.91 $\times 10^{19}$ | 2.91 $\times 10^{19}$ |
| 3.5 | 7.36 $\times 10^{17}$ | 7.30 $\times 10^{17}$ | 7.30 $\times 10^{17}$ |
| 4.5 | 5.32 $\times 10^{18}$ | 5.23 $\times 10^{18}$ | 5.23 $\times 10^{18}$ |
| 5.5 | 2.39 $\times 10^{19}$ | 2.32 $\times 10^{19}$ | 2.32 $\times 10^{19}$ |
| 3.5 | 2.58 $\times 10^{17}$ | 2.56 $\times 10^{17}$ | 2.56 $\times 10^{17}$ |
| 4.5 | 3.27 $\times 10^{18}$ | 3.23 $\times 10^{18}$ | 3.23 $\times 10^{18}$ |
| 5.5 | 1.74 $\times 10^{19}$ | 1.70 $\times 10^{19}$ | 1.70 $\times 10^{19}$ |

Our formulae work well even when the energy binning
is coarse. Figure 4 uses the same models as Figures 2,
but the number of energy bins is taken to be only twelve. We
use logarithmic energy binning between 2 MeV and 120
MeV, as stated in the figures. The final relative error
are given in the last row of Table I. We see that the
relative errors do not change much when we use coarse

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure4}
\caption{Comparison between particle number transfer and energy transfer calculated in different ways. The neutrino distribution is $f = \frac{1}{2} \exp\left(-\frac{(\varepsilon - \varepsilon_0)^2}{\sigma^2}\right)$. This distribution is very different from the real case, but the formulae work well. Left panels: $\varepsilon_0 = 10$ MeV and $\sigma = 5$ MeV. Right panels: $\varepsilon_0 = 20$ MeV and $\sigma = 5$ MeV. Top panels: Particle number transfer calculated by standard Kompaneets equation (black solid line), corrected Kompaneets equation (red solid line) and by doing the integration numerically (black dashed line). Bottom panels: $\dot{Q}_\nu$ calculated with (red solid line) and without (black solid line) the correction factor. The exact energy deposition rate (black dashed line) is calculated by doing the integration numerically. The y-axes are arbitrarily scaled. Note that red lines fluctuate around the exact values. This is because we throw away the total derivative terms in the correction. Such fluctuations have little effect on $\dot{Q}_\nu$, and the relative errors of $\dot{Q}_\nu$ in both cases are below 2%.
}\end{figure}

\begin{equation}
\dot{Q}_\nu = \frac{1}{2} \exp\left(-\frac{(\varepsilon - \varepsilon_0)^2}{\sigma^2}\right)
\end{equation}
ber of energy groups and include the angular anisotropy of the neutrino field when updating the zeroth moment (spectral neutrino number density) of the radiation field. We have also derived the next higher-order correction in $\varepsilon/mc^2$ to the neutrino Kompaneets equation and matter heating rate.

A byproduct of this methodology is a straightforward formula for calculating the matter heating rate due to this process. Neutrino-nucleon scattering is a subdominant heating process, but can have leverage when a CCSN model is marginally explodable in determining whether in fact a model explodes. In addition, when this process is included in sophisticated supernova codes the derived equation should facilitate the convergence of the transport solutions for $\nu_\mu$, $\bar{\nu}_\mu$, $\nu_\tau$, and $\bar{\nu}_\tau$ neutrinos, for which the associated absorption processes that generally help stabilize numerical solutions are weaker than for $\nu_e$ and $\bar{\nu}_e$ neutrinos.

To recap, our derivation of the Kompaneets formalism is based on the dynamic structure function for non-interactive nucleons, so the initial expression of the Boltzmann equation Eq. (1) automatically includes the recoil corrections calculated in [1]. However, with the Gaussian approximation Eq. (4), we assume a low nucleon number density and throw away the phase space blocking term. In addition, our correction factor $\lambda$ includes thermal effects of the nucleons, not included in [1]. Horowitz et al. [22] considered in their static structure function the nucleon blocking term as well as the interactions between nucleons. However, since neither effect is important in the low number density regime we consider and which is relevant to the issue of the energy deposition rates in the gain region by inelastic neutrino-nucleon scattering, we do not include these effects here. In principle, our scheme can be generalized to include all these effects, but the lack of a satisfactory nucleon model (relevant only at high densities) remains an obstacle. The s-quark contribution considered in [52] can be included in our result by simply changing the axial-vector coupling constant $g_A$. However, the magnitude of the strangeness correction these authors employed might be larger than experiments allow [23, 53, 54].

Progress in supernova theory has paralleled advances in particle physics, nuclear physics, and the numerical arts. Useful and robust algorithms have traditionally facilitated this progress. Our hope is that the equations and formalism we have derived here for neutrino-nucleon inelastic redistribution will be of use broadly in the disparate extant codes now addressing neutrino transfer and the mechanism and dynamics of core-collapse supernova explosions.
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Therefore, we can extend the upper bound of the integral and, thus, that \( \tilde{S}(x, x, \theta, \theta') \) decays very fast as \( \alpha \) increases. When \( \alpha \geq 1 \), the exponential term in \( \tilde{S} \) is smaller than \( \exp(-\beta m) \ll 1 \). Therefore, we can extend the upper bound of the integral.
polynomials. Then, we integrate out these Gaussian integrals. Since the Gaussian part is \(\exp\left\{-\frac{\beta m}{2} \frac{x^2}{2 - 2\mu}\right\}\), each \(\alpha\) in front of it will be of order \(\frac{1}{\sqrt{\beta m}}\) after the integration.

Therefore, we can truncate at some order of \(\alpha\). However, the derivative of \(\tilde{S}\) can sometimes introduce extra \(\beta ms\), so one should be very careful when throwing away higher-order terms.

The function to be expanded is

\[
\tilde{S} = \tilde{S}(x, x(1-\alpha), \mu)(1-\alpha)^2 \exp\left\{-\frac{\beta m}{2} \frac{\alpha^2}{2 - 2\mu}\right\}
\]

\[
= \frac{C(1-\alpha)^2}{\sqrt{1 + (1-\alpha)^2 - 2(1-\alpha)\mu}} \times \exp\left\{-\frac{\beta m}{2} \frac{\alpha^2}{1 + (1-\alpha)^2 - 2(1-\alpha)\mu}\right\} + \frac{1 + (1-\alpha)^2 - 2(1-\alpha)\mu}{4\beta^2 m^2} x^2 - \frac{\alpha^2}{2 - 2\mu}\right\}, \quad (B4)
\]

where \(C = \frac{n_N(2\pi \beta m)^{\frac{1}{2}}}{\beta m}\) is a constant. We expand this function around \(\alpha = 0\) and put terms that are the same order in \(\frac{1}{\beta m}\) together. This can be done by a small trick: let \(\alpha = \frac{x}{\sqrt{\beta m}}\) and expand \(\tilde{S}\) in terms of \(\frac{1}{\sqrt{\beta m}}\). After truncating at some order of \(\frac{1}{\sqrt{\beta m}}\), we replace \(t\) with \(\alpha \sqrt{\beta m}\).

\[
\tilde{S} = C\left\{\frac{1}{\sqrt{2}(1-\mu)^{1/2}} + \frac{-6(1-\mu)\alpha - (\beta m)\alpha^3}{4\sqrt{2}(1-\mu)^{3/2}} + \frac{(\beta m)^3 \alpha^6 + 4(\beta m)^2 \alpha^4(2-\mu) + 4(\beta m)\alpha^2(1-4\mu + 3\mu^2) - 8x^2(1-\mu)^3}{32\sqrt{2}\beta m(1-\mu)^{5/2}} \right. \\
\left. \quad - \frac{(\beta m)^4 \alpha^9 + 6(\beta m)^3(1+\mu)\alpha^7 - 12(\beta m)^2(5-6\mu + \mu^2)\alpha^5 - 24(\beta m)(1-\mu)^2(3-\mu + x^2(1-\mu))\alpha^3 - 240x^2(1-\mu)^4\alpha}{384\sqrt{2}(1-\mu)^{7/2}} \right) + O((\frac{1}{\sqrt{\beta m}})^4)\} \quad (B5)
\]

Then, we can calculate the coefficients:

\[
a_0(x, \mu) \approx \frac{n_N\pi}{mx} \left\{ \frac{4\beta m - x^2(1-\mu) + 28 - 24\mu}{2} + O(\frac{1}{\beta m}) \right\} \quad (B6)
\]
\[
a_1(x, \mu) \approx \frac{n_N\pi}{mx} \left\{ x(12\beta m - 4x^2(1-\mu) + 24(7-4\mu))(1-\mu) + O((\frac{1}{\beta m})^2) \right\} \quad (B7)
\]
\[
a_2(x, \mu) \approx \frac{n_N\pi}{mx} \left\{ \frac{x^2(4\beta m + 24(7-6\mu) - x^2(1-\mu))(1-\mu)}{2\beta m} + O((\frac{1}{\beta m})^2) \right\} \quad (B8)
\]
\[
a_3(x, \mu) \approx \frac{n_N\pi}{mx} \left\{ \frac{16x^3(1-\mu)^2}{\beta m} + O((\frac{1}{\beta m})^2) \right\} \quad (B9)
\]
\[
a_4(x, \mu) \approx \frac{n_N\pi}{mx} \left\{ \frac{x^4(1-\mu)^2}{\beta m} + O((\frac{1}{\beta m})^2) \right\} \quad (B10)
\]

Although \(a_0\) has a larger residual than other coefficients, the vanishing \(g^{(0)}(x; x)\) will erase such residuals.