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Abstract In this paper, an adaptive discrete-time sliding mode control based on reduced-order disturbance observer is proposed for discretized multi-input multi-output systems subjected to unmatching condition. By using the designed discrete reduced-order disturbance observer, a new sliding surface is constructed to counteract the unmatched uncertainties. Then, to guarantee a smaller width of the quasi-sliding mode domain, an adaptive reaching law is developed, whose switching gain is adaptively tuned to prevent overestimation of disturbance on the premise of ensuring the reaching condition of sliding surface; meanwhile, the ranges of the quasi-sliding mode band and attractiveness region are deduced. The proposed control algorithm has low computational complexity and needs no information about the upper bound of unmatched uncertainty. The simulations on the control of a bank-to-turn missile demonstrates that the proposed method can effectively reject unmatched disturbance and provide higher accuracy in comparison with traditional methods.
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1 Introduction

As an effective robust control technology, sliding mode control (SMC) has been widely investigated in theoretical research and extensively adopted in industrial application with advantages such as simplicity in implementation, guaranteed stability, and robustness against parameter variations and external disturbances [10,26]. Despite the aforementioned advantages, it has a major drawback in the application of SMC, i.e., it can only reject the uncertainties meeting the so-called matching condition, which means that only when the uncertainties are in the same channel of the control input, can the controller eliminate the adverse effect of disturbances [16,35]. Inevitably, the lumped disturbances including parameter uncertainties, external disturbances and unmodeled dynamics in practical systems may not satisfy the matching condition [20]. Concerning this problem, a lot of methods have been studied, such as linear matrix inequality (LMI)-based approach [6], integral sliding mode control [3], extended state observer-based control [29], disturbance observer-based control (DOBC) [5,18].

Among the methods mentioned above, DOBC has drawn a great attention in control society in the past few years as it effectively compensates the undesirable effects of unknown disturbances without damag-
ing its nominal control performance [4,22]. For example, in the work of Yang et al [33], the DOBC has been developed in the SMC approach for single-input single-output systems with unmatched uncertainties. In order to reduce the computational load of digital signal processors, a reduced-order disturbance observer (RODO) was studied by Kim et al [15], in which unknown inputs and states were estimated instead of the whole states estimation. Based on virtual signal control technique, a full-order terminal sliding mode (TSM) control was proposed to completely reject unmatched uncertainties and to force the output of multi-input multi-output (MIMO) systems to converge to equilibrium point in [9]. However, these methods are only available for continuous-time systems.

With the rapid development of digital processors in control systems, a considerable amount of researches on discrete-time sliding mode control (DSMC) has been published [28,32]. For DSMC systems, the system trajectories are not able to slide on the surface but within a band called quasi-sliding mode (QSM) band owing to finite sampling frequency, resulting in that many excellent characteristics in continuous-time domain no longer exist, such as invariable property for disturbances [2]. Among the existing methods on DSMC, the discrete reaching law proposed by Gao [11] is often utilized because of simple implementation, which directly establishes a reaching condition of sliding surface, and specifies the dynamic characteristics of systems during the reaching phase. The width of the QSM band is determined by parameters in reaching law and the spread of disturbances, and thus chattering phenomenon can be reduced by proper design and accurate disturbance compensation [13]. Zhang et al have proposed a new reaching law containing a nonsmooth term and a second-order difference of disturbance to reduce the range of QSM band and attenuate chattering by using a novel disturbance observer [36]. A new adaptive reaching law adopting a negative power term that contains the absolute value of sliding variable has been conducted in [17], and the control strategy ensures a small width of QSM band without jeopardizing the reaching time of sliding surface. But these approaches are unable to reject unmatched disturbances.

For unmatched disturbances in discrete-time domain, a lot of elegant results have been provided for DSMC systems [19]. In [34], an model-free robust controller has been designed for discrete-time systems with bounded unmatched disturbances, and it is suitable for off-line control systems. Within the LMI framework [31], the state variables of uncertain systems were guaranteed to converge into a residual set of the origin by an adaptive controller, but the uncertainties must be assumed to be norm-bounded. Based on the delay estimation technique, the discrete reaching law was constructed for discrete-time dynamic systems with unmatched disturbances [7], and the QSM band of sliding surface is in the order of $O(h)$ where $h$ is sampling time and $O(h)$ denotes the item with orders higher than or equal to $h$. Utilizing a weighted moving average method, Sharma and Janardhanan developed a discrete-time higher-order SMC scheme for single-input linear time invariant systems in the presence of unmatched uncertainties [21]. On the basis of the reciprocally convex approach and Lyapunov–Krasovskii technique [25], the unmatched disturbance problem for a class of discrete-time systems has been dealt with very well, but high computational complexity is its inherent defect. In [30], based on sliding mode disturbance observer, a recursive TSM controller has been studied to reject measurement noises and external disturbances. In [14], an adaptive TSM control was designed for nonlinear systems subjected to disturbances, in which it was not necessary to know the upper bound of disturbance. Another newly popular DSMC, discrete-time integral sliding mode control (DISMC), has been reported to be an efficient scheme to reject unmatched uncertainties due to its simplicity and robustness [1,27], but it also brings some side effects such as large overshoot and nominal control performance degradation.

Noting that the advantages of reaching law approach lie in its good performances such as chattering attenuation and simple realization, we will propose a RODO-based adaptive reaching law control for discretized MIMO systems subjected to unmatched disturbances. To be specific, the major contributions are listed as:

- A discrete RODO is introduced, which can accurately estimate unmatched disturbances by using the state information at current and previous moments.
- A new discrete sliding surface with disturbance compensation is designed to counteract the unmatched disturbances.
- The reaching law with adaptive switching gain is established to reduce the wide of QSM band, and the ranges of the QSM band and attractiveness region are obtained.
Based on the proposed RODO and adaptive reaching law, the sliding mode controller is developed, and the active disturbance rejection can be achieved.

This paper is organized as follows. The system and problem descriptions are formulated in Sect. 2. In Sect. 3, reduced-order disturbance observer, sliding surface, adaptive reaching law and discrete sliding mode controller are designed, respectively. The simulations are presented in Sect. 4 to validate this paper.

2 System and problem descriptions

Consider a discrete-time MIMO system with disturbance:

\[ \ddot{x}(k + 1) = \Phi \ddot{x}(k) + \Gamma u(k) + \ddot{d}(k), \]  

where \( \ddot{x}(k) \in R^n \), \( u(k) \in R^m \), and \( \ddot{d}(k) \in R^n \) are the system state, the control input, and the external disturbance, respectively; \( (\Phi, \Gamma) \) is a controllable pair; \( \Gamma = [\Gamma_1, \Gamma_2]^T \), \( \Gamma_1 \in R^{(n-m)\times m} \), \( \Gamma_2 \in R^{m \times m} \) is nonsingular.

**Definition 1** For the disturbance vector \( \ddot{d}(k) \), its components in the same channel as the control input (or by state transformation) are called matched disturbances, whereas the rests are considered to be unmatched disturbances.

By state transformation

\[ x(k) = T \ddot{x}(k), \quad T = \begin{bmatrix} I_{n-m} & -\Gamma_1 \Gamma_2^{-1} \\ 0 & \Gamma_2^{-1} \end{bmatrix}, \]  

the system (1) can be transformed as:

\[
\begin{align*}
    x_1(k+1) &= \Phi_1 x_1(k) + \Phi_{12} x_2(k) + d_u(k), \\
    x_2(k+1) &= \Phi_{21} x_1(k) + \Phi_{22} x_2(k) + u(k) + d_m(k), \\
    y(k) &= x_1(k),
\end{align*}
\]

where \( I_{n-m} \) is an identity matrix; \( x(k) = [x_1^T(k), x_2^T(k)] \), \( x_1(k) \in R^{n-m} \), \( x_2(k) \in R^m \); \( y(k) \in R^{n-m} \) is the system output; \( d_m(k) = [d_{n-m+1}(k), d_{n-m+2}(k), \ldots, d_n(k)]^T \) and \( d_u(k) = [d_1(k), d_2(k), \ldots, d_{n-m}(k)]^T \) represent matched and unmatched disturbances, respectively. Referring to [1], we can get that \( d_m(k) = O(h) \) and \( d_u(k) - d_u(k-1) = O(h^2) \). Define \( \varepsilon_i = \sup_{k \geq 0}(|d_i(k) - d_i(k - 1)|), i = 1, \ldots, n-m \), denoted as \( \varepsilon = [\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_{n-m}]^T \), and \( k_j = \sup_{k \geq 0} |d_j(k)|, j = n-m+1, \ldots, n \), which are expressed as a matrix form \( K_2 = [k_{n-m+1}, \ldots, k_n]^T \). Then we can conclude that \( \varepsilon = O(h^2) \) and \( K_2 = O(h) \), and thus the unmatched disturbance is unnecessary to be bounded.

For system (3), the general linear sliding mode (LSM) surface is defined as

\[ \tilde{s}(k) = \tilde{C}_1 x_1(k) + \tilde{C}_2 x_2(k), \]

where \( \tilde{C}_1 \in R^{m \times (n-m)} \), \( \tilde{C}_2 \in R^{m \times m} \) is nonsingular. According to discrete equivalent control [23], it has \( \tilde{s}(k+1) = 0 \), and then (4) is changed as

\[ x_2(k) = -\tilde{C}_2^{-1} \tilde{C}_1 x_1(k). \]

Substituting (5) into (3) yields the reduced-order system

\[ x_1(k+1) = \left( \Phi_{11} - \Phi_{12} \tilde{C}_2^{-1} \tilde{C}_1 \right) x_1(k) + d_u(k). \]

The matrices \( \tilde{C}_1 \) and \( \tilde{C}_2 \) can be designed to ensure the convergence of system (6), but the unmatched disturbance \( d_u(k) \) will deteriorate the performance of the discrete system. Specifically, the system states are unable to converge to the desired equilibrium point even though they are forced to reach the sliding surface, leading to the appearance of limit cycles. This is the reason why traditional DSMC is sensitive to unmatched disturbances.

3 Main results

3.1 Reduced-order disturbance observer

In order to counteract the unmatched disturbance in (6), first of all, it should be able to be estimated by the current and previous states. We design a discrete RODO, which can estimate \( d_u(k) \) in real time, as follows:

\[
\begin{align*}
    r(k) &= L x_1(k), \\
    L &= \text{diag} \{ \lambda_1, \lambda_2, \ldots, \lambda_{n-m} \}, \\
    z(k+1) &= (I_{n-m} - L) z(k) - L [r(k) + \Phi_{12} x_2(k)] \\
    + (\Phi_{11} - I_{n-m}) x_1(k), \\
    \hat{d}_u(k + 1) &= z(k + 1) + r(k + 1),
\end{align*}
\]
where $0 < \lambda_1, \ldots, \lambda_{n-m} < 2$, $\hat{d}_u(k) \in R^{n-m}$ is the disturbance estimation, $z(k) \in R^{n-m}$ and $r(k) \in R^{n-m}$ are the internal states of disturbance observer, and $L$ is the observer gain matrix to be designed. Defining disturbance estimation error $e(k) = d_u(k) - \hat{d}_u(k)$, the convergence accuracy of $\hat{d}_u(k)$ is given in the following theorem.

**Theorem 1** The discrete reduced-order disturbance observer (7) is asymptotically stable and the estimation error $e(k) = [e_1(k), e_2(k), \ldots, e_{n-m}(k)]^T$ will exponentially approach the following boundary layer:

$$\Psi \triangleq \left\{ e_i(k) | |e_i(k)| \leq \frac{\epsilon_i}{\lambda_i}, i = 1, \ldots, n-m \right\}. \quad (8)$$

**Proof** It follows from (7) that

$$\begin{align*}
\hat{d}_u(k+1) &= (I_{n-m} - L)z(k) - L[r(k) + \Phi_{12}x_2(k) \\
& \quad + \Phi_{11} - I_{n-m})x_1(k)] + r(k+1) \\
& = z(k)Lx_1(k) - Lz(k) - Lr(k) + Lx_1(k+1) \\
& \quad - L\Phi_{11}x_1(k) - L\Phi_{12}x_2(k) \\
& = \hat{d}_u(k) - L\hat{d}_u(k) + Ld_u(k).
\end{align*} \quad (9)$$

From (9), it can be derived that

$$\begin{align*}
e(k+1) - e(k) &= d_u(k+1) - \hat{d}_u(k+1) \\
& \quad - (d_u(k) - \hat{d}_u(k)) \\
& = d_u(k+1) - d_u(k) \\
& \quad - (d_u(k+1) - \hat{d}_u(k)) \\
& = -L(d_u(k) - \hat{d}_u(k)) \\
& \quad + d_u(k+1) - d_u(k) \\
& = -Le(k) + d_u(k+1) - d_u(k).
\end{align*} \quad (10)$$

Then formula $e(k+1) = (I_{n-m} - L)e(k) + d_u(k+1) - d_u(k)$ can be obtained, which implies that

$$\begin{align*}
|e_i(k)| &= |(1 - \lambda_i) e_i(k - 1) + d_i(k) - d_i(k - 1)| \\
& = |(1 - \lambda_i)k e_i(0) \\
& \quad + \sum_{j=1}^{k} (1 - \lambda_i)^{k-j} (d_i(j) - d_i(j - 1))| \\
& \leq |1 - \lambda_i|^k |e_i(0)|
\end{align*}$$

Since $-1 < 1 - \lambda_i < 1, i = 1, \ldots, n-m$, then $|(1 - \lambda_i)^k| = |1 - \lambda_i|^k \to 0$ with $k \to \infty$ such that the upper bound of $e(k)$ can be deduced as $|e_i(k)| \leq \epsilon_i/\lambda_i = O(h^2)$ in steady state. Thus, the discrete RODO (7) is asymptotically stable, and the disturbance estimation error will converge to the region $\Psi$ in (8) at exponential rate.

As shown in (7), $\hat{d}_u(k+1)$ consists of $z(k+1)$ and $x_1(k+1)$, and thus at the beginning of the RODO operation, the initial value $z(0)$ needs to be determined. Here the initial state of disturbance observer is set as $\hat{d}_u(0) = 0$, and then the initialization of internal states of the RODO is as follows: $r(0) = Lx_1(0), z(0) = \hat{d}_u(0) - r(0) = -Lx_1(0)$. In addition, if the unmatched disturbance $d_u(k)$ is slowly time-varying, i.e., $d_u(k+1) - d_u(k) \to 0$ as $k \to \infty$, then it follows from (8) that $|e(k)| \to 0$ and the RODO asymptotically converges to zero, which is a special case of the unmatched disturbance.

**Remark 1** In the design of full-order disturbance observers [12], the whole system structure must be known including the input $u(k)$ and state matrix ($\Phi_{11}, \Phi_{12}, \Phi_{21}$ and $\Phi_{22}$). But for the proposed RODO, only partial system information, $\Phi_{11}$ and $\Phi_{12}$, are required. Accordingly, the RODO in this paper needs less system occupation and is easier to implement in real practice. At the same time, due to the reduction of dimension, the RODO takes up less computing resources, which guarantees the practicability of the observer.

**Remark 2** In the RODO (7), if $\lambda_i = 1, i = 1, \ldots, n-m$, then it follows from (9) that $\hat{d}_u(k+1) = d_u(k)$, which is the form of delay disturbance estimator that has been investigated in many literature [17,23]. Therefore, the proposed RODO can be viewed as a generalization of delay disturbance estimator. As a matter of fact, the parameters $\lambda_i, i = 1, \ldots, n-m$, can be designed to be greater than 1 to reduce the disturbance.
estimation error, and we can also relieve chattering phenomenon by choosing relatively small values of \( \lambda \). The RODO improves the degrees of design freedom of delay disturbance estimator for customized system performances.

### 3.2 Sliding surface design

From the analysis of (6), we know that the general LSM surface cannot eliminate the deleterious effect of unmatched disturbances. Based on the RODO depicted in (7), a new sliding surface containing disturbance estimation for system (1) is designed as

\[
s(k) = C_1 x_1(k) + C_2 x_2(k) + G \hat{d}_u(k),
\]

(12)

where \( s(k) = [s_1(k), s_2(k), \ldots, s_m(k)]^T \); \( C_1 \in \mathbb{R}^{m \times (n-m)} \), \( C_2 \in \mathbb{R}^{m \times m} \) and \( G \in \mathbb{R}^{m \times (n-m)} \) are constant parameter matrices to be designed, and \( C_2 \) is nonsingular; \( \hat{d}_u(k) \) is the disturbance estimation provided by (7). Assuming that discrete sliding surface \( s(k) = 0 \) can be reached, the sliding mode motion can be described by

\[
x_2(k) = -C_2^{-1} C_1 x_1(k) - C_2^{-1} G \hat{d}_u(k).
\]

(13)

Combining (3) and (13), the dynamic equation of \( x_1(k) \) can be generated as

\[
x_1(k + 1) = \left( \Phi_{11} - \Phi_{12} C_2^{-1} C_1 \right) x_1(k) - \Phi_{12} C_2^{-1} G \hat{d}_u(k) + d_u(k).
\]

(14)

Substituting \( d_u(k) = \hat{d}_u(k) + e(k) \) into (14) gives

\[
x_1(k + 1) = \left( \Phi_{11} - \Phi_{12} C_2^{-1} C_1 \right) x_1(k) + \left( I_{n-m} - \Phi_{12} C_2^{-1} G \right) \hat{d}_u(k) + e(k).
\]

(15)

It can be seen from (15) that there are three parts in the expression of \( x_1(k + 1) \). They will be discussed one by one. The pole assignment method is adopted for the term \( \left( \Phi_{11} - \Phi_{12} C_2^{-1} C_1 \right) x_1(k) \), i.e., \( C_1 \) and \( C_2 \) need to be designed such that all the eigenvalues of matrix \( \Phi_{11} - \Phi_{12} C_2^{-1} C_1 \) lie within the unit disk. It is obvious that designing \( n - m \) eigenvalues involves \( n - m \) parameters and remaining \( mn - (n-m) \) parameters of \( C_1 \) and \( C_2 \) are free. Furthermore, consider \( mn - (n-m) - m^2 = (m-1)(n-m) \geq 0 \), which leaves one degree of freedom in the design of \( C_2 \). For the convenience of design and realization, we choose \( C_2 = hI_m \) subsequently in this paper. From (8), we can infer that the estimation error satisfies \( |e(k)| \leq O(h^2) \) as iterative number \( k \) increases. For the disturbance term \( (I_{n-m} - \Phi_{12} C_2^{-1} G) \hat{d}_u(k) \), the parameter matrix \( G \) should be designed to make \( (I_{n-m} - \Phi_{12} C_2^{-1} G) = 0 \) true so that \( \hat{d}_u(k) \) is completely eliminated. Then it has \( \Phi_{12} C_2^{-1} G = I_{n-m} \), i.e., \( G \) is right pseudo-inverse of \( \Phi_{12} C_2^{-1} \). It should be noted that only when \( \Phi_{12} \) is row full rank, i.e., \( \text{Rank}(\Phi_{12}) = n-m \), does the parameter matrix \( G \) exist, where \( \text{Rank}(\cdot) \) denotes the rank of a matrix, and it is given as

\[
G = (\Phi_{12} C_2^{-1})^T \left[ \Phi_{12} C_2^{-1} (\Phi_{12} C_2^{-1})^T \right]^{-1}.
\]

(16)

### 3.3 Design of adaptive reaching law

Through the above analysis, we can see that as soon as the sliding surface (12) is reached, the unmatched disturbance can be compensated. To reduce the width of the QSM band for the designed sliding surface (12), a novel adaptive reaching law is proposed as

\[
s(k + 1) = (I_m - Q_1 h) s(k) - Q_2(k) h \text{sgn}(s(k))
\]

\[
+ (C_1 + GL) \left( \hat{d}_u(k) - \hat{d}_u(k) \right) + C_2 d_m(k).
\]

(17)

where parameter matrices \( Q_1 = \text{diag} \{ q_{11}, q_{12}, \ldots, q_{1m} \} \) and \( Q_2(k) = \text{diag} \{ q_{21}(k), q_{22}(k), \ldots, q_{2m}(k) \} \) need to be designed; \( \text{sgn}(s(k)) = \text{diag} \{ \text{sgn}(s_1(k)), \text{sgn}(s_2(k)), \ldots, \text{sgn}(s_m(k)) \} \). In the reaching law (17), it can be found that there are \( m \) sliding manifolds for the \( m \)-input system (1), and each of them contains a single switching function. The adaptive gains of these switching functions are associated with disturbance estimation. To be more specific, the adaptive gain terms \( q_{2i}(k), i = 1, \ldots, m \), should be larger than corresponding disturbance terms in reaching law (17) at all times, which implies that

\[
q_{2i}(k) h > |(C_1 + GL)(d_u(k) - \hat{d}_u(k)) + C_2 d_m(k)|.
\]

(18)
Lemma 1 For two conformable matrices (vectors) $V_1$ and $V_2$, if $V_1(V_2)$ is diagonal, then $[V_1 V_2] = [V_1] [V_2]$; furthermore, if all the elements of diagonal matrix $V_1(V_2)$ are positive, it has $[V_1 V_2] = V_1 [V_2]$ ($[V_1 V_2] = [V_1] V_2$). The proof is only too evident.

Theorem 2 For the reaching law (17), if $q_{li}$ are selected to satisfy $q_1 h \ll 2$ and adaptive switching gains $q_{2i}(k)$, $i = 1, \ldots, m$, are designed as

$$[q_{21}(k), q_{22}(k), \ldots, q_{2m}(k)]^T = K_2 + C_2^{-1}[C_1 L^{-1} + G][\hat{d}_u(k) - \hat{d}_u(k - 1)],$$

then $s(k)$ will eventually converge to a QSM band as

$$\Omega \doteq \{s_i(k)|s_i(k)| \leq \mu_i, i = 1, \ldots, m\},$$

where $\mu_i \doteq 2q_{2i}(k)h = O(h^2)$, and the attractiveness region of sliding surface (12) can be constructed as

$$\Omega_1 \doteq \left\{s_i(k)|s_i(k)| > \frac{q_{2i}(k)h}{2 - q_{li}h}, i = 1, \ldots, m\right\}.$$

Proof The designed adaptive switching gain (20) will be first testified to fulfill the inequality (18). In view of (9), it is demonstrated that

$$[(C_1 + GL)(d_u(k) - \hat{d}_u(k)) + C_2 d_m(k)]_i$$

$$\leq \{(C_1 + GL)[d_u(k) - \hat{d}_u(k)] + [C_2 d_m(k)]_i$$

$$= \{(C_1 + GL)[(I_{n-m} - L)^{k-1} d_u(0)] + [C_2 d_m(k)]_i$$

$$\leq \{(C_1 + GL)[d_u(k - 1) - \hat{d}_u(k - 1)] + hK_2_i$$

$$= \{(C_1 + GL)\hat{d}_u(k - 1) + hK_2_i$$

$$= \{(C_1 L^{-1} + G)[\hat{d}_u(k) - \hat{d}_u(k - 1)] + hK_2_i,$$

where $\{\cdot\}_i$ is the $i$th value of a column vector. The adaptive gain terms $q_{2i}(k)$ can counteract the effect of matched and unmatched disturbances on discrete reaching law (17), and $Q_2(k)$ can automatically adjust its value according to the output of RODO. As the estimation error of (7) converges into $\Psi$, i.e., $|d_u(k - 1) - \hat{d}_u(k - 1)|| \leq \varepsilon_i/\lambda_i$, then $q_{2i}(k) \leq |C_2^{-1}(C_1 L^{-1} + G)e + K_2|$.

Lemma 2 Notation $|\cdot|$ is defined as the absolute value of a matrix (vector); specifically, for a matrix (vector) $V$, its absolute value matrix (vector) is

$$[V] = \begin{bmatrix} |v_{11}| & |v_{12}| & \cdots & |v_{1n}| \\ |v_{21}| & |v_{22}| & \cdots & |v_{2n}| \\ \vdots & \vdots & \ddots & \vdots \\ |v_{m1}| & |v_{m2}| & \cdots & |v_{mn}| \end{bmatrix}.$$

Definition 1 For any real $\lambda > 0$, the linear matrix inequality (LMI) is satisfied if $\lambda [P_1 P_2] = P_1 + [P_1 P_2] \geq 0$.

Theorem 3 For the reaching law (17), if $q_{li} h \ll 2$ and adaptive switching gains $q_{2i}(k), i = 1, \ldots, m$, are designed as

$$[(C_1 + GL)(d_u(k) - \hat{d}_u(k)) + C_2 d_m(k)]_i$$

$$\leq \{(C_1 + GL)[d_u(k) - \hat{d}_u(k)] + [C_2 d_m(k)]_i$$

$$= \{(C_1 + GL)[(I_{n-m} - L)^{k-1} d_u(0)] + [C_2 d_m(k)]_i$$

$$\leq \{(C_1 + GL)[d_u(k - 1) - \hat{d}_u(k - 1)] + hK_2_i$$

$$= \{(C_1 + GL)\hat{d}_u(k - 1) + hK_2_i$$

$$= \{(C_1 L^{-1} + G)[\hat{d}_u(k) - \hat{d}_u(k - 1)] + hK_2_i,$$
When the system trajectory does not cross the sliding surface, Eq. (24) can ensure that it moves toward \( s(k) = 0 \); Eq. (25) makes the system trajectory attenuated if it moves across the sliding surface. It is easy to verify that (24) is satisfied globally, while only in region \(|s_1(k)| > 2q_{2i}(k)h/(2 - q_{1i}h) = O(h^2)\), it has

\[
\{(s(k + 1) + s(k)) \text{sgn}(s(k))\}_i \\
\geq \{(2m - Q_1h)|s(k)| - 2Q_2(h)|s(k)| \}_i > 0,
\]

i.e., the sliding variable \( s(k) \) meets the reaching condition in the attractiveness region \( \Omega_1 \). For system states outside \( \Omega_1 \), two cases are discussed.

**Case 1** For the case of \( 0 < s_1(k) \leq 2q_{2i}(k)h/(2 - q_{1i}h) \), according to the reaching law (17), it gives

\[
-2q_{2i}(k)h < s_i(k + 1) \leq \frac{2q_{2i}(k)(1 - q_{1i}h)h}{2 - q_{1i}h}.
\]

**Case 2** If \(-2q_{2i}(k)h/(2 - q_{1i}h) \leq s_i(k) < 0\), similarly, it can be derived that

\[
-\frac{2q_{2i}(k)(1 - q_{1i}h)h}{2 - q_{1i}h} \leq s_i(k + 1) < 2q_{2i}(k)h.
\]

Since \(2q_{2i}(k)(1 - q_{1i}h)h/(2 - q_{1i}h) < 2q_{2i}(k)h\), we can infer that the system states outside \( \Omega_1 \) can reach \(|s_i(k)| = 2q_{2i}(k)h\) at most. The system states lying in region \(2q_{2i}(k)h/(2 - q_{1i}h) \leq |s_i(k)| \leq 2q_{2i}(k)h\) satisfy the reaching condition, and continue to move toward sliding surface, i.e., once \( s(k) \) enters the region \( \Omega \), it cannot escape from the region. Therefore, the QSM band can be obtained as (20); furthermore, \( \mu_i = 2q_{2i}(k)h = O(h^2) \).

**Remark 3** The general reaching law-based DSMC with disturbance compensation for unmatched systems has been reported in [7]. However, owing to using constant switching gain, the boundary layer of the QSM band is only in the order of \( O(h) \). In this paper, it can be seen from (20) that not only the current disturbance estimation \( \hat{d}(k) \) but also the previous disturbance information \( \hat{d}(k - 1) \) is utilized to design the adaptive switching gain to significantly reduce the width of QSM band.

Based on the proposed RODO, the adaptive reaching law (17) can realize the boundary layer \( s(k) = O(h^2) \) for the final sliding mode motion, even though there exist unmatched disturbances in the discrete-time system (1), which means that the chattering effect is attenuated.

### 3.4 Control law design

Based on the RODO and adaptive reaching law mentioned above, the discrete sliding mode controller can be described in the following theorem.

**Theorem 3** For the discrete-time system (1) with sliding surface (12), by applying the reaching law (17), the discrete sliding mode controller can be designed as

\[
\begin{align*}
\hat{u}(k) &= C_2^{-1} \left[ (I_m - Q_1h) s(k) - Q_2(h) s(k) \text{sgn}(s(k)) \\
&- (C_1 \Phi_{11} + C_2 \Phi_{21}) x_1(k) \\
&- (C_1 \Phi_{12} + C_2 \Phi_{22}) x_2(k) \\
&- (C_1 + G) \hat{d}_a(k) \right].
\end{align*}
\]

**Proof** In consideration of (3) and (12), it is derived that

\[
\begin{align*}
\dot{s}(k + 1) &= C_1 x_1(k + 1) + C_2 x_2(k + 1) + G \hat{d}_a(k + 1) \\
&= C_1 (\Phi_{11} x_1(k) + \Phi_{12} x_2(k) + \hat{d}_a(k)) + G \hat{d}_a(k + 1) \\
&+ C_2 (\Phi_{21} x_1(k) + \Phi_{22} x_2(k) + \hat{d}_a(k)) \\
&= C_1 (\Phi_{11} x_1(k) + \Phi_{12} x_2(k)) + C_2 (\Phi_{21} x_1(k) + \Phi_{22} x_2(k)) \\
&+ C_1 \hat{d}_a(k) + C_2 \hat{d}_a(k) + G \hat{d}_a(k + 1).
\end{align*}
\]

Combining reaching law (17) and (30), the expression of controller can be further deduced as:

\[
\begin{align*}
\hat{u}(k) &= C_2^{-1} \left[ (I_m - Q_1h) s(k) - Q_2(h) s(k) \text{sgn}(s(k)) \\
&- (C_1 \Phi_{11} + C_2 \Phi_{21}) x_1(k) \\
&- (C_1 \Phi_{12} + C_2 \Phi_{22}) x_2(k) \\
&- (C_1 + G) \hat{d}_a(k) - G (\hat{d}_a(k + 1) - L \hat{d}_a(k)) \right].
\end{align*}
\]

From (9), it can be obtained that \( \hat{d}_a(k + 1) - L \hat{d}_a(k) = (I_{a-m} - L) \hat{d}_a(k) \); then by substituting it into (31), the control law (29) can be generated.

It is observed from (29) that the magnitude of \( u(k) \) may be large as a result of initial estimation error of RODO. However, an over-large control input may be undesirable in the case of actuator saturation constraint. To avoid large chattering at the transient process, the implementation of (29) in real practice can be replaced by a saturation function as follows:
\[ U(k) = \begin{cases} \kappa \cdot \text{sgn}(u(k)), & |u(k)| > \kappa, \\ u(k), & |u(k)| \leq \kappa, \end{cases} \quad (32) \]

where \( \kappa = [\kappa_1, \kappa_2, \ldots, \kappa_m]^T \) represent saturation values that input actuators can reach.

**Remark 4** It should be pointed out that in general, the reaching law method cannot be used for discrete sliding surfaces that contain disturbance compensation; otherwise, \( d_u(k + 1) \) will be included in the expression of \( u(k) \), which is impossible to realize in the actual system. This problem is solved by the proposed RODO. The disturbance estimation provided by the RODO is utilized in the sliding surface, reaching law and adaptive switching gain. Accordingly, this paper makes full use of the RODO such that it has the function of disturbance prediction to make it possible to run adaptive reaching law algorithm here.

**Remark 5** The whole control strategy enjoys advantages of low computational complexity and less conservativeness. For the sliding surface (12), only \((n - m)\)-dimension \( C_1 \) requires to be calculated by using pole placement. The RODO can accurately estimate the unmatched disturbance in real time, and thus the priori boundedness of unmatched disturbance does not need to be known. For the reaching law (17), the switching gain adaptively adjusts its value to ensure sliding mode motion and to avoid overestimation of disturbance simultaneously. When the closed-loop system is in steady state, it has \( q \| k \| \leq |C_2^{-1}(C_1L^{-1} + G)e + K_2|k| = O(h) \), and \( |s_i(k)| \leq 2q \| k \| h = O(h^2) \), in which the minimum value of switching gain can be obtained. Therefore, the proposed control scheme is less conservative.

### 4 Simulation results

The bank-to-turn (BTT) missile has become more and more popular due to its long-range maneuverability and high precision. To demonstrate the effectiveness of the proposed control strategy in this paper, the pitch/yaw dynamic model of a BTT missile is considered in this section [8,24]. Taking roll rate as a parameter of the pitch/yaw model, the differential equations are given as

\[ \dot{\alpha} = \omega_z - \frac{1}{57.3} \omega_x \beta - \epsilon_4 \alpha - \epsilon_5 \delta_z + d_u, \]
\[ \dot{\beta} = \omega_y + \frac{1}{57.3} \omega_x \alpha - f_4 \delta_y - f_5 \delta_x + d_y, \]
\[ \dot{\omega}_z = -(e_1 + g_1) \omega_z + (g_1e_4 - e_2) \alpha + \frac{g_1}{57.3} \omega_y \]
\[ + (g_1e_5 - e_3) \beta + \frac{J_x - J_y}{57.3J_z} \omega_x \omega_y + d_{\omega_z}, \]
\[ \dot{\omega}_y = -(f_1 + g_2) \omega_y + (g_2f_4 - f_2) \beta - \frac{g_2}{57.3} \omega_x \alpha \]
\[ + (g_2f_5 - f_3) \delta_y + \frac{J_y - J_z}{57.3J_x} \omega_x \omega_z + d_{\omega_y}, \]

where \( \alpha \) and \( \beta \) are the angle-of-attack and the sideslip angle; \( \omega_x, \omega_y \), and \( \omega_z \) represent roll, yaw, and pitch rates, respectively; \( \delta_x \) and \( \delta_y \) denote yaw and pitch control deflection angles; \( d_u, d_y, d_{\omega_y}, d_{\omega_y} \) are disturbances on four differential equations; \( J_x, J_y \), and \( J_z \) are roll, yaw, and pitch moments of inertia; \( e_i, f_i (i = 1, \ldots, 5) \), and \( g_i \) are time-varying parameters of BTT systems, which are listed in Table 1. The state space model is established as

\[ \dot{x}(t) = \begin{bmatrix} -\epsilon_4 & 0 & 1 & 0 \\ \frac{g_1e_4 - e_2}{57.3} & -\epsilon_5 & -1 & 0 \\ \frac{g_1f_4 - f_2}{57.3} & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{bmatrix} x(t) + \begin{bmatrix} u(t) + d(t) \end{bmatrix}, \quad (34) \]

where the state vector \( x(t) = [\alpha, \beta, \omega_z, \omega_y]^T \), the output \( y(t) = [\alpha, \beta]^T \), the control input \( u(t) = [\delta_x, \delta_y]^T \), and the disturbance vector \( d(t) = [d_u, d_y, d_{\omega_y}, d_{\omega_y}]^T \).

Some parameters of BTT missiles are taken from [24] as follows: \( J_s = 100 kg m^2, J_y = 5700 kg m^2 \) and \( J_z = 5600 kg m^2 \). The roll rate is supposed as \( \omega_x = 400 deg/s \).

Considering that the zero drifts of gyro are inevitable during the measurement of yaw and pitch rates, and assuming that angle-of-attack and sideslip angle channels have exponential and sinusoidal disturbances, respectively, then they are set as

\[ d_u(t) = \begin{cases} t, & 0 \leq t < 0.5 s, \\ 0.5(1 - e^t + e^{5s}), & 0.5 s \leq t < 25 s, \end{cases} \]
\[ d_y(t) = \begin{cases} t, & 0 \leq t < 0.5 s, \\ 0.5 + 0.1 \sin(t) \cos(t/2 + \pi/3), & 0.5 s \leq t < 25 s, \end{cases} \]
\[ d_{\omega_y}(t) = 0.063, \quad d_{\omega_z}(t) = 0.31. \quad (35) \]
Choosing the sampling time $h = 1$ ms, the discrete state matrices, corresponding to four time segments 0–4.5 s, 4.5–12.1 s, 12.1–19.5 s and 19.5–25 s, can be got as:

\[
\begin{align*}
\phi_{11}^1 &= \begin{bmatrix} 0.999 -0.007 & 0.007 & 0.999 \end{bmatrix}, & \phi_{12}^1 &= 10^{-4} \begin{bmatrix} -1.854 & 165.6 & -201.5 \end{bmatrix}, \\
\phi_{11}^2 &= \begin{bmatrix} 1.401 & -0.0156 & 0.014 & 0.249 \end{bmatrix}, & \phi_{12}^2 &= 10^{-4} \begin{bmatrix} 0.997 & -0.006 & 0.008 & 0.998 \end{bmatrix}, \\
\phi_{11}^3 &= \begin{bmatrix} 0.999 & -0.007 & 0.007 & 0.999 \end{bmatrix}, & \phi_{12}^3 &= 10^{-4} \begin{bmatrix} -1.824 & 153.4 & -220.6 \end{bmatrix}, \\
\phi_{11}^4 &= \begin{bmatrix} 1.457 & -0.0124 & 0.0075 & -0.145 \end{bmatrix}, & \phi_{12}^4 &= 10^{-4} \begin{bmatrix} 0.998 & -0.0065 & 0.007 & 0.998 \end{bmatrix}, \\
\phi_{21}^1 &= \begin{bmatrix} 0.999 & -0.007 & 0.007 & 0.999 \end{bmatrix}, & \phi_{22}^1 &= 10^{-4} \begin{bmatrix} -1.768 & 165.9 & -211.3 & -1.819 \end{bmatrix}, \\
\phi_{21}^2 &= \begin{bmatrix} 1.110 & -0.0007 & 0.005 & -0.173 \end{bmatrix}, & \phi_{22}^2 &= 10^{-4} \begin{bmatrix} 0.998 & -0.0072 & 0.0065 & 0.998 \end{bmatrix}, \\
\phi_{21}^3 &= \begin{bmatrix} 0.999 & -0.007 & 0.007 & 0.999 \end{bmatrix}, & \phi_{22}^3 &= 10^{-4} \begin{bmatrix} -1.607 & 167.1 & -192.5 \end{bmatrix}, \\
\phi_{21}^4 &= \begin{bmatrix} 0.853 & -0.008 & 0.0037 & -0.225 \end{bmatrix}, & \phi_{22}^4 &= 10^{-4} \begin{bmatrix} 0.998 & -0.008 & 0.006 & 0.999 \end{bmatrix}.
\end{align*}
\]

It follows from (11) that the estimation error of RODO converges to $\Psi$ with exponential rates $|1 - \lambda_1|^k d_{\alpha}(0)$ and $|1 - \lambda_2|^k d_{\beta}(0)$. Obviously, the smaller the values of $|1 - \lambda_1|$ and $|1 - \lambda_2|$ are, the faster the convergence speed of RODO is; accordingly, the values of $\lambda_1$ and $\lambda_2$ should be designed to be close to 1. Here the gain matrix $L$ is selected as diag(0.8, 0.9). From (15) and (16), the parameter matrices $C_1$ and $G$ of sliding surface corresponding to the four time segments are designed as:

\[
\begin{align*}
C_1 &= \begin{bmatrix} -5.403 & -0.096 \\ 0.146 & -5.603 \end{bmatrix}, & G &= \begin{bmatrix} -5.394 & -0.056 \\ 0.068 & -6.252 \end{bmatrix}.
\end{align*}
\]

In order to show the effectiveness of the proposed RODO-based adaptive reaching law (RARL) control for BTT systems with unmatched disturbances, the general reaching law (GRL) and RODO-based reaching law (RRL) are also adopted, and their corresponding controllers are given as:

\[
\begin{align*}
&u_1(k) = C_2^{-1}(l_2 - Q_2 h s(k)) - Q_2 h sgn(s(k)) - (C_1 \Phi_{11} + C_2 \Phi_{21}) s_1(k) - (C_1 \Phi_{12} + C_2 \Phi_{22}) s_2(k)), \\
&u_2(k) = C_2^{-1}(l_2 - Q_2 h s(k)) - Q_2 h sgn(s(k)) - (C_1 \Phi_{11} + C_2 \Phi_{21}) s_1(k) - (C_1 \Phi_{12} + C_2 \Phi_{22}) s_2(k)).
\end{align*}
\]

The parameters of controllers (29), (36) and (37) are selected as $\kappa = [3, 3]^T$, $Q_1 = \text{diag}(3, 3)$ and $Q_2 = \text{diag}(0.1, 0.1)$. The initial condition is set as $x(0) = [6, 0, 0, 0]^T$, and the expectations of angle-of-attack and sideslip angle are $\alpha^* = -3.5$ and $\beta^* = -0.55$. The simulation results are presented in Figs. 1, 2 and 3.

As shown in Fig. 1, the RODO can quickly track real disturbances, and the estimation errors are in the order of $10^{-6}$ for exponential disturbance, $10^{-5}$ for sinusoidal disturbance, i.e., the unmatched disturbances can be estimated by RODO very well. It can be seen from Figs. 2 and 3 that the proposed RARL-based controller exhibits much better dynamic and static performances.
Fig. 1 Simulation results on disturbance estimation of the RODO

Fig. 2 Output responses for the BTT systems with unmatched disturbances by applying controllers (29), (36), and (37) than the other two methods. Specifically, the system states and sliding variables under the GRL-based controller are divergent; the RRL-based control approach can guarantee the convergence of the BTT system, but severe chattering also exists; the RARL method can achieve smaller QSM band such that chattering effect is significantly reduced.

Moreover, for the purpose of comparison, the DISMC method is employed [1,27], and the corresponding discrete integral sliding surface is chosen as

\[
\begin{align*}
\delta(k) &= Dx(k) - D_x(0) + \sigma(k), \\
\sigma(k) &= \sigma(k - 1) + Ex(k - 1),
\end{align*}
\]  

(38)

where \(\delta(k), \sigma(k) \in \mathbb{R}^m, D, E \in \mathbb{R}^{m \times n}\). The parameter matrices are designed as \(R = [(\Phi - I_n)Q(\Phi - I_n)^T]^{-1}\), \(P = I_n - \Gamma(\Gamma^TR\Gamma)^{-1}\Gamma^TR\), \(E = -D(\Phi - I_n - \Gamma F)\), \(D = [0_{m \times n}, I_m] \cdot [(\Phi - I_n - \Gamma F)(\Phi - I_n)^{-1}P, \Gamma]^T\), where \([\cdot]^T\) is left pseudo-inverse of a matrix, \(Q \in \mathbb{R}^m\) is weight matrix of system states, and \(F \in \mathbb{R}^{m \times n}\) should be designed to make all the poles of \((\Phi - \Gamma F)\) within the unit circle. Then the DISMC law is further given as

\[
u_I(k) = - (DF)^{-1}[(D\Phi - D + E)x(k) + \delta(k)].
\]  

(39)

Selecting \(Q = \text{diag}[10, 10, 10^{-5}, 10^{-5}]\), the simulation conditions are the same as above, and then the
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It can be observed from Fig. 4 that the RARL-base control method can precisely track the given expectation during the whole process of missile flight regardless of unmatched disturbances, while DISMC approach drives the system states to the desired expectation with large steady-state error, and the former has smaller overshoot when the parameters of BTT missiles change. As shown in Fig. 5, the magnitude of input control of RARL is much smaller than DISMC law, i.e., the proposed method produces attenuated chattering. In addition, for DISMC, more parameter matrices need to be determined, which leads to the increase of computational load, especially for higher dimensional system; pole assignment technique is used to design $n$-dimensional $F$ for DISMC law, but only $(n - m)$-dimensional $C_1$ for proposed RARL, i.e., the proposed control algorithm in this paper is much simpler than DISMC. Finally, the steady-state errors $|\Delta \alpha(\infty)|$ of angle-of-attack and $|\Delta \beta(\infty)|$ of the sideslip angle for the four control schemes are presented in Table 2. From the simulation results, we can see that the proposed RARL-based control algorithm is verified to have higher control precision and better unmatched disturbance rejection ability than the traditional methods.

### 5 Conclusion

For discretized multi-input multi-output systems under unmatched disturbances, this paper has developed a reduced-order disturbance observer-based adaptive discrete sliding mode control approach. The RODO can fast converge to real unknown unmatched disturbance, and the designed sliding surface containing the disturbance estimation can drive system states to the desired

### Table 2 Steady-state errors of the four control methods

| Steady-state error | GRL    | RRL    | RARL   | DISMC  |
|-------------------|--------|--------|--------|--------|
| $|\Delta \alpha(\infty)|$ | 60.8   | 0.00104 | $6.68 \times 10^{-5}$ | 0.0124  |
| $|\Delta \beta(\infty)|$ | 197    | 0.00135 | $4.45 \times 10^{-4}$ | 0.00601 |

![Fig. 4](image1.png)  
Fig. 4 Output responses for the BTT systems with unmatched disturbances by applying controllers (29) and (39)

![Fig. 5](image2.png)  
Fig. 5 Input controls for the BTT systems with unmatched disturbances by applying controllers (29) and (39)
equilibrium point. The adaptive reaching law has been established to reduce the quasi-sliding mode band. It should be noted that the matched disturbance has to satisfy the bounded constraint for proposed control algorithm. In future research, the more general control law for discrete-time systems with unmatched uncertainties will be paid attention to.
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