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ABSTRACT
In this paper, we propose a foveation-based super resolution (SR) algorithm to create high resolution images from low resolution inputs for virtual reality head mounted displays. Because the proposed SR algorithm is integrated in the previous foveation-based driving technology to cover the small area around the foveation point that requires high rendering quality, the overall computational complexity is substantially reduced, compared to the whole area SR. The target display has 4 times as high resolution as the input image, therefore, the proposed SR algorithm generates 4× as well as 2× SR images at the same time. To support two SR output images, small area SR, and small number of weights, we employ cropping as well as progressive and recursive framework used in the previous MS-LapSRN. We reduce the number of neurons by placing the deconvolutional layer after convolutional layers, compared to the MS-LapSRN. PSNR and SSIM performances of the proposed SR for the 4× scale are estimated as 31.152 dB and 0.935 for Set5, 26.656 dB and 0.858 for Set14, 27.138 dB and 0.830 for BSD100, and 25.078 dB and 0.836 for Urban100. For the target 8K display of 7,680×4,320, the proposed FovSR-integrated driving technology achieves the substantial reductions by 76.7 % and 99.02 % on the number of lines from 7,680 to 1,788 and the number of neurons from 24,518,246,400 to 239,541,184, respectively.

INDEX TERMS Super resolution, low computational complexity, virtual reality, head mounted display, foveation-based driving

I. INTRODUCTION
VIRTUAL reality (VR) has attracted a lot of attention due to its increased potential in various fields such as healthcare, movie, virtual travel, professional sports, education, and gaming [1]–[3]. Because VR devices should provide users with indistinguishable and immersive experiences from the real world by computer-generated images, their displays have to address screen-door effect, motion artifacts, and latency by means of higher resolution than 60 pixels per degree (ppd), wider field of view (FoV) than 160°, and higher frame rate than 90 Hz that surpass human visual system (HVS) [4]–[7].

To reduce the latency to less than 20 ms, foveated rendering and motion predicting algorithms have been introduced. Foveated rendering methods apply different resolutions over the area based on the non-uniform distribution of receptors on the retina, leading to the speed-up of the image generation at the graphics processing unit [8] as well as the reduction of the data bandwidth in the image data transfer [9]. In addition, the deep learning algorithm has been proposed to expedite the motion tracking function by predicting in advance [10], which enables the early preparation of the next image. However, they all need high resolution and high frame rate panels of several thousands of lines, where pixels must be driven within the very short period of time of less than 1 µs. Since it is difficult to charge the pixel in such a narrow time slot, the foveation-based driving scheme has been come up with [11], [12]. Whereas previous foveated rendering technologies require the restoration of the full resolution image right before driving a panel, this foveation-based driving method recovers foveated rendering images directly on the panel by charging multiple lines of pixels at the same time. The resultant charging time has been extended to 4.18 µs, that is 476.2 % of 0.87 µs in the high performance panel of 9,600 lines and 120 Hz frame rate. Consequently, the high resolution (HR) images can be handled through the whole pipeline of VR devices.
On the other hand, there still remains one problem that is a lack of the required HR images for VR devices. In the end, available low resolution (LR) images should be scaled up to the higher resolution one, which is called a super resolution (SR) [13]–[15]. SR technologies have been covering many areas such as medical imaging [16], surveillance [17], and depth maps [18]. Recently, as the resolutions of televisions are increasing to 8K (7680×4320), SR methods are getting more interests [19]. The SR is an ill-posed problem because there are always multiple HR images corresponding to a given LR image [20]. There have been traditional approaches such as interpolation-based [21]–[23], multiple-image-based [24], and example-based methods [25]–[27]. Recently, thanks to the rapid development of deep learning algorithms (DL), many DL-based SR approaches have achieved the state-of-the-art performances in a variety of metrics such as peak signal-to-noise ratio (PSNR), structural similarity (SSIM), mean opinion score (MOS), and so on.

In the first place, SRCNN [28] is proposed as a convolutional neural network (CNN) method that consists of optimizing feature extraction, non-linear mapping, and reconstruction steps with bi-cubic interpolated input images. Then, the computational efficiency is improved by the de-convolutional layer at the end of the SR model [29], [30]. Further advancements are accomplished by increasing the depth of the network through skip-connections without gradient vanishing and exploding issues [31]–[33]. In other directions, the different network structures are studied including progressive up-sampling frameworks [34]–[36], recursive learning schemes [36]–[38], as well as generative adversarial networks [39], [40] for more stable and higher performances. However, their performance improvements are obtained by huge computational complexity such as the large numbers of layers, channels, and dimensionalities.

This paper proposes a low complexity SR framework integrated with the previous foveation-based driving scheme for VR head mounted displays (HMDs) [11], [12]. Because the display areas are manipulated with different resolutions according to the distance from the foveation point, the proposed scheme needs only to focus on the small region around the foveation point. As a result, the computational complexity can be substantially reduced, compared to the existing SR networks applied to the whole image area.

**II. PROPOSED FOVEATED SR FRAMEWORK**

When LR images are used as the inputs of the previous foveation-based driving HMD due to the lack of HR images, a separate SR block should be employed to match the image resolution to the target HR display as shown in Fig. 1(a). Since the SR target resolution is such high as several thousands of lines, SR networks require the huge computational power due to the very large number of neurons. Whereas, if the SR block is embedded in the pipeline of the foveated display as depicted in Fig. 1(b), the computational complexity can be substantially reduced because only some small areas in the image need to increase their resolutions. Consequently, the SR integrated foveation-based driving scheme directly gives rise to the vertically reduced image in the resolution by means of the much smaller number of neurons in the network. This integrated SR is named by a foveated SR (FovSR) in this paper.

It is assumed that the resolution of the target HR image is 4 times as high as the LR input image. For example, LR and HR images are 2K and 8K, respectively. Thus, the resultant foveated rendering image can contain 1×, 2×, and 4× resolutions as to the LR image, leading to the requirement of 2× and 4× SR networks separately. To support these two
networks at a time with as the small number of weights and neurons as possible, the proposed SR network adopts the progressive up-sampling framework including recursive blocks that share equivalent weights. It is constructed with the basis of a $2 \times$ SR block as illustrated in Fig. 2(a). It has been also reported that this framework provides more stable training and higher performance for large scale factors [15]. In the first place, the proposed SR model passes the LR image through the convolutional layer (Conv_i) which outputs are used to generate the $2 \times$ resolution image via the convolutional layers (Conv_SR). Then, the final HR image of 4 times as high resolution as the LR image is obtained by conducting one more Conv_SR with the outputs of the first Conv_SR. Because a part of the image needs to be processed, two cropping blocks to extract $2 \times$ and $4 \times$ areas are placed at the front of Conv_i and the second Conv_SR for the $4 \times$ SR. In addition, to transfer the enough amount of information to the SR network, the deconvolutional layer (DeConv) with multiple channels is connected to the following SR network and the final $2 \times$ and $4 \times$ images are obtained through additional convolutional layers (Conv_o2, Conv_o4). The substantial reduction on the number of weights is achieved by sharing all the weights between $2 \times$ and $4 \times$ networks marked by a dot-line box in red in Fig. 2(a). It is also possible to share the weights of Conv_o2 and Conv_o4 when the whole network is trained with respect to $2 \times$ SR and $4 \times$ SR images simultaneously. These up-sampled images are merged into one reduced resolution image for a foveated display panel as presented in Fig. 2(b).

Conv_SR is constructed by cascading $R$ recursive blocks with equivalent weights as shown in Fig. 3, which structure is similar to MS-LapSRN [36]. The repetition of a recursive block enables the reduction on the number of weights regardless of the depth. A recursive block includes $D$ distinct convolutional layers along with activation functions of leaky rectified linear units (LReLUs). For more stable convergence, the proposed Conv_SR model adds residual paths to all ends of recursive blocks as skip-connections. While MS-LapSRN adds a up-sampled residual to a up-sampled image for the generation of the SR image, the proposed one deploys a deconvolutional layer after the addition to reduce the number of neurons in Conv_SR, leading to the smaller number of neurons.

After $2 \times$ and $4 \times$ SR images are attained, these output images of the proposed FovSR are merged into one reduced resolution image with the LR image. Because two SR output images and a LR input image cannot be directly merged due to their different scaling factors, it is necessary to make their resolutions matching up to the highest one that is 4 times as large as the LR image. First of all, since the foveation-based resolution reduction scheme has the full horizontal resolution, the horizontal scaling factors should be adjusted to the target HR one. Consequently, the horizontal resolutions of LR and $2 \times$ SR images are up-sampled by factors of 4 and 2, respectively. The up-sampling is conducted by simply duplicating pixels. Whereas, the vertical resolutions are dealt
with differently according to whether the image includes higher resolution areas or not. While the 4× SR image has only one resolution, the 2× image contains the area of the 4× SR one and the LR image includes both areas of 4× and 2× SR images. Therefore, the vertical resolutions are up-sampled to the highest one of the given area. This vertical up-sampling is also executed by copying the pixels. As depicted in Fig. 4, when the foveation point is located in the center, the boundaries of 2× and 4× SR regions are calculated over a LR image as marked by red and blue boxes, respectively. Then, the vertical resolutions of the LR image areas including 4× and 2× SR images are up-sampled by factors of 4 and 2. The vertical resolutions of remaining areas are maintained. Because the 2× SR image is scaled up by the factor of 2 compared to the LR image, its corresponding area to the 4× SR image is up-sampled by the factor of 2 in the vertical direction. Finally, the reduced resolution image is directly accomplished by putting them together. If lower resolution regions than a LR image are allowed to reduce the vertical resolution more, those lower resolution areas can be simply made up by averaging the pixel data of multiple lines as proposed in the previous foveation-based driving scheme [11]. For example, the 1/2 reduction on the vertical resolution of a LR image can be accomplished by averaging pixel values of two lines.

III. EVALUATION RESULTS

The proposed FovSR model sets the number of channels in all layers to 64 excluding the convolutional layers for the RGB image reconstruction, Conv_o2 and Conv_o4, that consist of 3 channels. The kernel sizes of all convolutional layers are 3 × 3, and the kernel sizes of the de-convolutional layers are 4 × 4. Also, in order to maintain the spatial dimension over all layers, zero padding is employed. The activation function is a LReLU with a negative slope of 0.2. The mini-batch size is 64 and an Adam optimizer with $\beta_1 = 0.9, \beta_2 = 0.99$ is used. The initial learning rate is $1 \times 10^{-4}$ and reduced by a factor of 2 every 100 epochs. The training is conducted on a Tensorflow framework and a machine with 2.2 GHz Intel Xeon Silver central processing unit (CPU) (128GB RAM) and graphics processing unit (GPU), NVidia TITAN Xp (12GB Memory).

Even though the proposed SR is applied to some partial areas of the image, training and evaluation are fulfilled over the whole area without cropping. A loss function ($L$) is defined as a weighted sum of L1 losses over both 2× and 4× SR images as described in Eq. (1), where $\alpha$ is a weight, $K$ is the number of a training images, $\hat{y}_{2x}$ and $\hat{y}_{4x}$ are 2× and 4× SR images, and $y_{2x}$ and $y_{4x}$ are their ground truth target images. $\alpha$ controls how much the network training focuses on the 4× SR performance. When $\alpha$ is 1.0, the network is updated to optimize only the 4× SR performance without considering the 2× SR performance. But with $\alpha$ of 0.5, it should optimize 4× as well as 2× SR outputs with the same attention. Consequently, the 4× SR performance at $\alpha$ of 0.5 might be lower than that at $\alpha$ of 1.0. When $\alpha$ is less than 1.0, the weights of Conv_o2 and Conv_o4 are shared. However, for $\alpha$ of 1.0, the network without Conv_o2 is trained for 4× HR images and then Conv_o2 is separately optimized only for 2× HR images by freezing weights of remaining layers.

$$
L = \frac{1}{K} \left\{ (1-\alpha) \sum_{i=1}^{K} |y_{2x}^i - \hat{y}_{2x}^i| + \alpha \sum_{i=1}^{K} |y_{4x}^i - \hat{y}_{4x}^i| \right\}
$$

The ground truth 4× HR resolution images are prepared from a DIV2K dataset including the training dataset of 800 images and the validation dataset of 100 images. LR images and ground truth 2× HR images are generated from ground truth HR images by a bi-cubic interpolation function that is programmed with a resize function of scikit-image at an order of 3, an anti_aliasing of True, and a clip of False [41]. The training stage uses LR, 2× HR, and 4× HR patches cropped by the sizes of 32×32, 64×64, and 128×128, respectively. 32×32 and 64×64 patches are made up by down-sampling 128×128 HR patches. One epoch consists of 32 patches selected from each training image, totally 25,600 patches. Because 32 patches per image are randomly extracted every other epochs by the extract_patches_2d function of scikit-image, the over-fitting problem can be ameliorated due to the
TABLE 1. Performance evaluation of bi-cubic, MS-LapSRN, and FovSR at D of 5, R of 8, and α of 0.5. PSNR and SSIM are estimated for the luminance components of YCbCr-converted images and PSNR$_{RGB}$ is obtained for all RGB components.

| Model    | Scale | Set5 PSNR / SSIM / PSNR$_{RGB}$ | Set14 PSNR / SSIM / PSNR$_{RGB}$ | BSD100 PSNR / SSIM / PSNR$_{RGB}$ | Urban100 PSNR / SSIM / PSNR$_{RGB}$ |
|----------|-------|-----------------------------------|-----------------------------------|-----------------------------------|-----------------------------------|
| Bi-cubic |       | 29.826 / 0.927 / 28.219           | 27.851 / 0.887 / 26.340           | 28.396 / 0.878 / 27.066           | 25.474 / 0.856 / 24.036           |
| MS-LapSRN | 2×   | 33.228 / 0.964 / 31.455           | 30.312 / 0.921 / 28.649           | 30.129 / 0.908 / 28.776           | 27.952 / 0.906 / 26.421           |
| FovSR    |       | 33.332 / 0.966 / 31.557           | 30.447 / 0.922 / 28.768           | 30.188 / 0.908 / 28.833           | 28.140 / 0.908 / 26.597           |
| Bi-cubic |       | 27.907 / 0.887 / 26.178           | 25.475 / 0.817 / 23.866           | 25.729 / 0.797 / 24.400           | 22.879 / 0.775 / 21.445           |
| MS-LapSRN | 4×   | 31.057 / 0.933 / 29.155           | 27.578 / 0.856 / 25.798           | 27.115 / 0.829 / 25.765           | 25.025 / 0.834 / 23.507           |
| FovSR    |       | 31.077 / 0.933 / 29.182           | 27.612 / 0.857 / 25.834           | 27.128 / 0.830 / 25.782           | 25.027 / 0.834 / 23.517           |

TABLE 2. Hardware complexity comparison of MS-LapSRN and FovSR at D of 5 and R of 8.

| Model       | # Weights | # Neurons       |
|-------------|-----------|-----------------|
| MS-LapSRN   | 253,456   | 8,211,456,000   |
| FovSR       | 253,312   | 8,087,040,000   |

effectively increased number of training patches. In addition, more data augmentation schemes are applied randomly to each patch every other epochs by means of the rotations of 0°, 90°, 180°, and 270° as well as horizontal and vertical flips. Therefore, the number of possible patches used in the whole training period is increased by the factor of 8. 64 validation patches per a validation image are randomly selected once in the beginning of the training stage. Finally, the optimized model is tested over 4 datasets of Set5, Set14, BSD100, and Urban100 [15]. PSNR and SSIM values are estimated over the luminance components of YCbCr-converted images. In particular, because the proposed FovSR generates 2× and 4× SR directly from the color images with 3 channels of red, green, and blue components, PSNR performances over all RGB channels (PSNR$_{RGB}$) are also measured. All PSNR values are presented in the unit of dB.

In the FovSR model, there are three hyper-parameters, R, D, and α. R is the number of recursive blocks in Conv _SR, D is the number of convolutional layers in a recursive block, and α is a ratio of 4× SR for a loss function.

Bi-cubic interpolation and MS-LapSRN are evaluated with R of 8, D of 5, and α of 0.5 as baseline algorithms. The evaluation is conducted over the whole image area by applying the FovSR without cropping like the training stage. In addition, the MS-LapSRN has been modified to support the foveation area is of the most importance in the foveated display, the FovSR’s performance of 4× SR images has been focused. Consequently, α is set to be 1.0, that is, the loss of 2× SR images is not taken into account during the 4× SR training. Second, the performance is measured as R is reduced from 8 to 3 as presented in TABLE 4. While the best performance is achieved at R of 6, the case of R of 5 is also considered to achieve the minimum number of layers in a Conv _SR for the low computational complexity.

TABLE 3. FovSR performance comparison of 4× SR over α values of 0.1 to 1.0 at D of 5 and R of 8.

| α     | BSD100 PSNR / SSIM / PSNR$_{RGB}$ | Urban100 PSNR / SSIM / PSNR$_{RGB}$ |
|-------|-----------------------------------|-----------------------------------|
| 0.1   | 26.984 / 0.827 / 25.635           | 25.767 / 0.826 / 23.256           |
| 0.5   | 27.128 / 0.830 / 25.782           | 25.027 / 0.834 / 23.517           |
| 0.9   | 27.173 / 0.831 / 25.830           | 25.193 / 0.838 / 23.688           |
| 1.0   | 27.186 / 0.831 / 25.843           | 25.205 / 0.839 / 23.697           |

TABLE 4. FovSR performance comparison of 4× SR over R values of 8 to 3 at D of 5 and α of 1.0.

| R     | BSD100 PSNR / SSIM / PSNR$_{RGB}$ | Urban100 PSNR / SSIM / PSNR$_{RGB}$ |
|-------|-----------------------------------|-----------------------------------|
| 8     | 27.186 / 0.831 / 25.843           | 25.205 / 0.839 / 23.697           |
| 7     | 27.193 / 0.831 / 25.849           | 25.224 / 0.839 / 23.719           |
| 6     | 27.200 / 0.831 / 25.857           | 25.233 / 0.839 / 23.726           |
| 5     | 27.184 / 0.831 / 25.841           | 25.184 / 0.838 / 23.679           |
| 4     | 27.171 / 0.831 / 25.829           | 25.145 / 0.837 / 23.644           |
| 3     | 27.136 / 0.830 / 25.795           | 25.070 / 0.835 / 23.573           |

Lastly, the FovSR is simulated at 6 combinations between R of 5 to 6 and D of 3 to 5 as depicted in Fig 5. Numbers following R and D represent their values, respectively. D and R are determined to be 4 and 5, where the FovSR outperforms the MS-LapSRN of D of 5, R of 8, and α of 0.5. The resultant 2× and 4× SR images are compared in Fig 6 for ground truth, bi-cubic, MS-LapSRN, and proposed FovSR. In addition, PSNR, PSNR$_{RGB}$, and SSIM values are presented in Table 5 for 4 datasets and 2 scales of 2× and 4×. In this evaluation, 2× SR performance values have been estimated for the 1/2 down-sampled images from the original HR images by the bi-cubic interpolation. Therefore, those values of bi-cubic and MS-LapSRN are smaller than them provided in the previous paper [36] where 1/2 down-sampled images and original HR images are used as input and target images, respectively, for the 2× SR evaluation.
After cropping and FovSR model, LR input and $2 \times$ SR images are up-sampled as illustrated in Fig. 4 to be combined with $4 \times$ SR image for the construction of the vertically reduced image. The example of up-sampled LR and $2 \times$ SR images are shown in Fig. 7 along with $2 \times$ and $4 \times$ SR images as well as resultant vertically reduced image and foveated display image. The resolution of the LR image is $2K$ $(1,920 \times 1,080)$ and the FoV is $110^\circ$. $2 \times$ foveated display image. The resolution of the LR image is $2K$ $(1,920 \times 1,080)$ and the FoV is $110^\circ$. $2 \times$ and $4 \times$ regions are calculated as $\pm 592$ pixels and $\pm 252$ pixels from the foveation point at the center of the target $8K$ $(7,680 \times 4,320)$ display. Consequently, the vertical resolution is lowered to 1,788 that is $23.3 \%$ of the target HR image and the number of neurons in the FovSR are substantially reduced to 239,541,184 that is only $0.98 \%$ of 24,518,246,400 neurons required by the separate SR approach processing the whole image area.

IV. CONCLUSION

This paper demonstrates a low complexity super resolution approach focusing on the small area around the foveation point where the high rendering quality is of the importance. In the first place, the proposed FovSR crops the $2 \times$ SR area from the LR input image and increases its resolution by a factor of 2. Then, it crops the $4 \times$ SR area from the $2 \times$ SR image and then repeats the $2 \times$ SR operation to achieve the $4 \times$ SR image in the region around the foveation point. Consequently, the overall foveation-based driving technology with the FovSR has accomplished the dramatic reduction on the number of lines in the vertically reduced image and the number of neurons in the SR network. Therefore, the proposed scheme allows high performance HMD devices to be feasible in the near future by means of small data bandwidth, small latency, enough charging time, as well as high image quality.
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