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**ABSTRACT**

Automatic Music Transcription has seen significant progress in recent years by training custom deep neural networks on large datasets. However, these models have required extensive domain-specific design of network architectures, input/output representations, and complex decoding schemes. In this work, we show that equivalent performance can be achieved using a generic encoder-decoder Transformer with standard decoding methods. We demonstrate that the model can learn to translate spectrogram inputs directly to MIDI-like output events for several transcription tasks. This sequence-to-sequence approach simplifies transcription by jointly modeling audio features and language-like output dependencies, thus removing the need for task-specific architectures. These results point toward possibilities for creating new Music Information Retrieval models by focusing on dataset creation and labeling rather than custom model design.

1. INTRODUCTION

Automatic Music Transcription (AMT) is one of the core tasks of Music Information Retrieval (MIR). The objective of AMT is to convert raw audio to an appropriate symbolic representation. In this paper we consider the problem of transcribing piano audio to a series of note events indicating precise onset/offset timings and velocities, as opposed to a sheet music score that is aligned to a metrical grid.

Recent progress in piano transcription has been largely driven by two factors: the construction and release of datasets containing aligned piano audio and MIDI (most notably MAPS [1] and MAESTRO [2]) and the use of deep neural networks with architectures specifically designed for piano transcription (e.g., the Onsets and Frames architecture that models note onsets and note presence separately [3]). While domain-specific models have lead to improvements on benchmark datasets, it is not clear if these approaches can translate to other domains and MIR tasks.

Simultaneously, Transformer models employing self-attention [4] have demonstrated a surprising ability to achieve state-of-the-art results in a variety of domains with the same core architecture, by simply varying the input and output representations [5–14].

In this paper, we demonstrate that a generic Transformer model can achieve state-of-the-art piano transcription without any domain-specific adaptations. Using "off-the-shelf" components (an essentially unmodified encoder-decoder configuration from the T5 paper [6]) and a simple greedy decoding strategy, we train a model to encode raw spectrogram frames and decode directly to a sequence of note events inspired by messages in the original MIDI protocol [15] (e.g., note on and velocity messages). As such, we refer to the model’s output as “MIDI-like” throughout the rest of this paper. We provide details of our model’s vocabulary in Section 3.2.

Further, we demonstrate that this domain-agnostic approach enables us to train several variations on the transcription task (e.g., transcribing only note onsets) by changing only the training labels and without modifying the inputs or model.

In summary, this work illustrates the value of using generic sequence-to-sequence Transformers for piano transcription, without domain-specific adaptations, and points to the potential to expand a similar approach to a variety of MIR tasks.

2. RELATED WORK

2.1 Piano Transcription

Much progress has been made in piano transcription using deep neural network models trained on datasets of aligned audio and MIDI. In 2012, Boulanger-Lewandowski et al. [16] (building off the acoustic model of Nam et al. [17]) trained a recurrent neural network (RNN) transcription model to output a binary piano roll. Böck and Schedl [18] trained a similar RNN-based model for piano onsets only. Hawthorne et al. [3] improved transcription accuracy by having separate convolution-based model stacks for detecting note onsets, note presence, and note velocities. Model outputs were decoded into discrete notes using a hard prior by not initiating a note unless the onset predictor gave probability more than 0.5.
More recently, progress on piano transcription has largely involved adding more domain-specific deep neural network components and modifying the decoding process. For the most part, this additional complexity has been geared toward the specific purpose of improving piano transcription accuracy.

Kong et al. [19] achieve higher transcription accuracy by using regression to predict precise continuous onset/offset times, using a similar network architecture to Hawthorne et al. [3]. Kim & Bello [20] use an adversarial loss on the transcription output to encourage a transcription model to output more plausible piano rolls. Our sequence-to-sequence approach explicitly models such inter-output dependencies through the autoregressive decoder, which is trained end-to-end with the encoder that extracts meaningful audio features.

Kwon et al. [21] use a language model of sorts to model per-pitch note state transitions instead of having separate onset, frame, and offset stacks. However, the decoding process is fairly complex, in particular the handling of interactions between different pitches. Similarly, Kelz et al. [22] decode using a hidden Markov model over note states based on attack-decay-sustain-release (ADSR) envelopes.

In a very thorough domain-specific treatment, Elows-son [23] constructs a hierarchical model that extracts fundamental frequency contours from spectrograms and uses these contours to infer note onsets and offsets. While it can be useful for many applications to have such intermediate representations as in Engel et al. [24], in this work we treat polyphonic transcription from audio to discrete notes as an end-to-end problem. This has the advantage of conceptual simplicity and our evaluation (Section 4.2) shows it is also effective.

2.2 Transformers

Recently, a generic Transformer architecture [4] has been used across multiple domains to solve sequence-to-sequence problems, replacing task-specific architectures that had previously been in use. Outside the field of natural language processing in which Transformers initially emerged and are now widely used (e.g., GPT-3 by Brown et al. [25] and T5 by Raffel et al. [6]), Transformers have been used in computer vision for tasks such as object detection [8], caption-based image generation [9], and pose reconstruction [10], as well as audio-related tasks including speech recognition [11, 12], speech synthesis [13], and audio event classification [14].

Note that many of the above uses of Transformer take advantage of a pretraining phase where the model is trained on a large amount of unlabeled data using self-supervision. While it is possible that such a pretraining phase might also help with music transcription, in this work we explore the simpler setting of training the Transformer architecture from scratch on labeled transcriptions in an ordinary supervised fashion.

2.3 Sequence-to-Sequence Transcription

The idea of using Transformers for music transcription has also been considered. Awiszus in 2019 [26] explored several formulations of music transcription as a sequence-to-sequence problem, using a variety of input and output representations (including ones similar to our own) with both LSTM [27] and Transformer models. However, the paper was unable to demonstrate clear success, seemingly due to using a framewise multi-F0 evaluation rather than the note-based evaluation standard in piano transcription, using relative time shifts rather than absolute (see Section 3.2), and training on the MAPS dataset which is much smaller than the MAESTRO dataset we use. Earlier, Ullrich and van der Wel [28] appear to be the first to have posed music transcription as a sequence-to-sequence problem (using LSTMs instead of Transformers), but their system could handle only monophonic music.

3. MODEL

As mentioned above, our model is a generic encoder-decoder Transformer architecture where each input position contains a single spectrogram frame and each output position contains an event from our MIDI-like vocabulary. An overview of our model and our input and output setup is shown in Figure 1.

Inputs are processed through a stack of encoder self-attention layers resulting in a sequence of embeddings the same length as the original input. A stack of decoder lay-
ers then uses both causally masked self-attention over the decoder output and cross-attention over the full output of the encoder stack. Crucially, this allows the symbolic token output to be variable length, dependent only on the number of tokens needed to describe the input audio.

3.1 Model Architecture

The model configuration is based on the “small” model from T5 [6], with modifications as suggested by the T5.1.1 recipe. Specifically, our model uses an embedding size of $d_{\text{model}} = 512$, a feed-forward output dimensionality of $d_{\text{ff}} = 1,024$, a key/value dimensionality of $d_{\text{kv}} = 64$, 6-headed attention, and 8 layers each in the encoder and decoder.

Our model has a few minor changes from the standard configuration. Most important is that in order to use continuous spectrogram inputs, we add a dense layer to project each spectrogram input frame to the Transformer’s input embedding space. We also use fixed absolute positional embeddings rather than the logarithmically scaled relative positional bucket embeddings used in T5, to ensure all positions can be attended to with equal resolution. Finally, we use float32 activations for better training stability because our model is small enough that we do not need the memory efficiency of the less precise bfloat16 format typically used in large T5 models.

The model is implemented using the T5X framework, which is built on Flax [30] and JAX [31]. We also use SeqIO for data preprocessing and evaluation. Code for our implementation will be available at https://goo.gle/t5x.

While some recent research using Transformers has favored very large models, such as GPT-3 [25] with 175B parameters, we found that a comparatively small model is sufficient for these tasks. With the configuration described above, our model has only 54M parameters, only roughly twice that of Onsets and Frames [2], which has 28M parameters.

3.2 Inputs and Outputs

The model uses spectrogram frames as input, with one frame per input position. To match the T5 setup, we terminate input sequences with a learnable EOS (End of Sequence) embedding. The model output at each step is a softmax distribution over a discrete vocabulary of events, described below. This vocabulary is heavily inspired by the messages originally defined in the MIDI specification [15]. Using events as the output representation instead of a piano roll matrix has the advantage of being much more sparse because outputs are needed only when an event occurs, instead of needing to annotate every frame. The vocabulary consists of the following token types:

**Note** [128 values] Indicates a note-on or note-off event for one of the 128 MIDI pitches. We use the full MIDI pitch range for flexibility, but for these experiments, only the 88 pitches corresponding to piano keys are actually used.

**Velocity** [128 values] Indicates a velocity change to be applied to all subsequent Note events (until the next Velocity event). There are 128 velocity values including zero, a special value which causes subsequent Note events to be interpreted as note-off events.

**Time** [6,000 values] Indicates the absolute time location within the segment, quantized into 10 ms bins. This time will apply to all subsequent Note events until the next Time event. Time events must occur in chronological order. We define the vocabulary with times up to 60 seconds for flexibility, but because time resets for each segment, in practice we use only the first few hundred events of this type.

**EOS** [1 value] Indicates the end of the sequence.

Previous work that used such a MIDI-like event vocabulary [32] used relative time shifts between events, indicating the amount of time elapsed since the last time shift. However, in the sequence-to-sequence scenario a single relative time shift error early in the output causes all subsequent output steps to be incorrect, and such errors accumulate as sequence length increases. To adjust for this drift, the Transformer model would have to learn to perform a cumulative sum over all previous time shifts in order to determine the current position in time. We instead use absolute time, where each time event indicates the amount of time from the beginning of the segment, as illustrated in Figure 1. This gives the model the easier task of determining each timestamp independently; we also examine this choice empirically in Section 4.4 and find that using absolute time shifts instead of relative shifts results in much better performance.

We use a temporal resolution of 10 ms for our time events as some experiments have found this displacement to be approximately the limit of human perception [33] (though others have reported smaller values e.g. 5 ms in Handel [34]). We leave open the possibility that our results could be improved further with finer event resolution, for example by predicting continuous times as in Kong et al. [19].

Decoding model output during inference is done with a simple greedy autoregressive algorithm. We choose the maximum probability event at each step and feed that back into the network as the predicted event for that step. We continue this process until the model predicts an EOS token.

Using an event sequence as our training target instead of piano roll matrices or other frame-based formats enables significant flexibility. For example, we demonstrate in Section 4.4 that the exact same model configuration with
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1 https://github.com/google-research/text-to-text-transfer-encoder/blob/master/released_checkpoints.md#t5
2 https://github/t5x
3 https://github.com/google/seqio
Figure 2. Section of a piano roll rendering of model event output on Chopin’s Berceuse Op. 57 in D-flat Major from the MAESTRO validation set versus the ground truth. Black vertical lines represent segment boundaries during inference. True positive (TP) frames are marked in blue, false negatives (FN) in green, and false positives (FP) in red. Note that the model successfully predicts note-off events for notes where the note-on event happened in a different segment.

the same inputs can be trained to predict only onsets (using just the Note, Time, and EOS events) or onsets, offsets, and velocities (using the full vocabulary above). The only change required is using a different set of tokens as the training target. This is in contrast to previous work where predicting a new feature required adding new output heads (or entire stacks), designing losses for those outputs, and modifying the (often non-differentiable) decoding algorithm to combine all model outputs into the final desired representation.

By using a sequence-to-sequence approach, our model can directly output our desired representation by jointly modeling audio features and language-like output dependencies in a fully differentiable, end-to-end training setting. Adding new output features or changing the task definition is simply a matter of changing the tokens used to describe the target output.

3.3 Sequence Length Considerations

Transformers can attend to all tokens in a sequence at every layer, which is particularly suitable to a transcription task that requires fine grained information about pitch and timing for every event. However, this attention mechanism comes at a space complexity of $O(n^2)$ with respect to sequence length $n$. The practical consequence is that most audio sequences used for transcription cannot fit in memory. To get around this problem, we split the audio sequence and its corresponding symbolic description into smaller segments during training and inference.

During training, we use the following procedure for every sequence in a batch:

1. Select a random audio segment from the full sequence for model input. The length of the selected segment can vary from a single input frame to the maximum input length, and the starting position is selected from a uniform random distribution.

2. Select the symbolic segment for the training target that corresponds to the selected audio segment. Because notes may start in one segment and end in another, the model is trained to be able to predict note-off events for cases where the note-on event was not observed.

3. Compute a spectrogram for the selected audio and map the symbolic sequence into our vocabulary (see Section 3.2). Absolute time shifts within the symbolic segment are calculated such that time 0 is the beginning of the segment.

4. Provide the continuous spectrogram input and one-hot-encoded MIDI-like events as a training example for the Transformer architecture.

During inference, the following procedure is used:

1. Split the audio sequence into non-overlapping segments using the maximum input length when possible, and then compute spectrograms.

2. For each segment in turn, provide the spectrogram as input to the Transformer model and decode by greedily selecting the most likely token according to the model output at each step until an EOS token is predicted. Any tokens occurring after a time shift beyond the length of the audio segment will be discarded.

3. Concatenate the decoded events from all segments into a single sequence. After concatenation, there may still be note-off events with no corresponding note-on; we remove these. If we encounter a note-on event for a pitch that is already on, we end the note and start a new one. At the end of the sequence, we end any active notes that are missing note-off events.

The model is surprisingly capable at predicting note-on or note-off events where the corresponding event is in a different segment, as illustrated in Figure 2. This ability is also empirically demonstrated by the model’s results on the Onset, Offset, & Velocity F1 scores in Section 4.2.
4. EXPERIMENTS

We trained our model with the Adafactor optimizer [35] using a batch size of 256, a constant learning rate of $1e^{-3}$, and dropout set to .1 for both sub-layer outputs and embedded inputs. Batch size was selected to maximize training throughput because other batch sizes we tried during initial experimentation did not seem to make a difference in final performance. The learning rate and dropout values were set to the same values used by T5 for fine-tuning tasks.

Input spectrograms were calculated using the Tensorflow [36] library. We used an audio sample rate of 16,000 kHz, an FFT length of 2048 samples, and a hop width of 128 samples. We scaled the output to 512 mel bins (to match the model’s embedding size) and used the log-scaled magnitude.

Input sequences were limited to 512 positions (511 spectrogram frames plus a learnable EOS embedding), and outputs were limited to 1024 positions (1023 symbolic tokens plus a learnable EOS embedding). This corresponds to a maximum segment length of 4.088 seconds. We used 512 input positions to match the sequence length of T5, but future work could explore if other sequence lengths result in better performance. 1024 output positions were used because we found that 512 output positions were not always sufficient to symbolically describe the input audio.

We trained all models on 32 TPUv3 cores, resulting in a per-core batch size of 8. We used this configuration for training speed, but the model is small enough to train on a single TPUv2 instance (8 cores). Based on validation set results, overfitting did not seem to be a problem, so we allowed training to progress for 400K steps, which took about 2.5 days for our baseline models.

4.1 Datasets

To evaluate the performance of our model on the task of piano transcription, we use the MAESTRO dataset [2], which contains about 200 hours of virtuosic piano performances captured with fine alignment between audio and ground truth note annotations. For comparison against previous transcription work, we train on MAESTRO V1.0.0, but for other studies we use MAESTRO V3.0.0 because it contains an additional 92 performances containing 26 hours of data. MAESTRO V3.0.0 also contains sostenuto and una corda pedal events, though our model (and evaluation) does not make use of these. We also do not model sustain pedal events directly as in Kong et al. [19], instead extending note durations while the sustain pedal is pressed similar to Hawthorne et al. [2].

4.2 Evaluation

In evaluating the performance of a piano transcription system, we use the Note F1 score metric: the harmonic mean of precision and recall in detecting individual notes. This involves matching each predicted note with a unique ground truth note based on onset time, pitch, and optionally offset time. Additionally, onset velocity can be used to discard matches with drastically different velocities. We primarily use an F1 score that takes into account onsets, offsets, and velocities. We also include results for F1 scores that consider only onsets or onsets and offsets. We defer to the mir_eval [37] library for a precise definition of the (standard) transcription metrics we use.

Because piano is a percussive instrument, it is generally easier (and also more perceptually important) to accurately identify note onsets compared to offsets [38]. We use mir_eval’s default match tolerance of 50 ms for onsets and the greater of 50 ms or 20% of the note’s duration for offsets.

4.3 Comparison to Previous Work

We compare our sequence-to-sequence approach with the reported scores from previous piano transcription papers on V1.0.0 of the MAESTRO dataset in Table 1. Our method is able to achieve competitive F1 scores compared to the best existing approach while being conceptually quite simple, using a generic architecture and decoding algorithm and standard representations.

4.4 Ablation Study

We perform an ablation study on some of the components of our model using V3.0.0 of the MAESTRO dataset in Table 1. First, we verify the flexibility of this architecture to describe the input audio using a different set of features. We modify the symbolic data to describe only onsets by using just the Note, Time, and EOS events. The model trains successfully and achieves a high F1 score on this modified onset-only task.

Next, we investigate different input representations. For “STFT”, we remove the log mel scaling after FFT calculation. This results in an input frame size of 1025, which is projected to the model embedding size of 512 by the dense layer. For “raw samples”, we simply split the audio samples into segments based on the hop width used for the spectrograms (128 samples) and use those directly as input, again projected to the embedding size by the dense layer. Both of these configurations train successfully, but do not perform as well as log mel input. We suspect this is because the mel scaling produces useful features that the model would otherwise have to use some of its capacity to extract.

We also verify that absolute time shifts are a better fit for this architecture by training a model with relative time shifts. As expected, it does not perform as well. Further, we noticed that the note-based evaluation metrics on the validation set varied dramatically during training, with sometimes as much as a 15 point difference in onset F1 score between adjacent validation steps. We hypothesize this is because small changes in relative time shift prediction are magnified when accumulated across a sequence to determine the absolute times needed for the metrics calculation; i.e., relative time shifts cause the resulting transcriptions to drift out of alignment with the audio.

Finally, we investigate if a larger model size would improve performance. We scaled up our model size based on the “base” configuration from T5. Specifically, we
modified the following hyperparameters: $d_{\text{model}} = 768$, $d_q = 2,048$, 12 heads for attention, and 12 layers each in the encoder and decoder. These changes resulted in a model with 213M parameters, as opposed to our “small” configuration which had only 54M. This model quickly overfit the training dataset, with scores on the validation set starting to decline after 100K steps, so we stopped training at that point. Even with early stopping, this model does not perform as well as our “small” configuration, clearly demonstrating that even though piano transcription is a fairly complicated task, it does not require a particularly large Transformer.

5. CONCLUSION AND FUTURE WORK

We have shown that a generic Transformer architecture trained to map spectrograms to MIDI-like output events with no pretraining can achieve state-of-the-art performance on automatic piano transcription. We see this as an appeal to simplicity: we used standard formats and architectures as much as possible and were able to achieve results on par with models customized for piano transcription. Possibly the main source of complexity in our setup is the splitting of examples into segments; future work could include the investigation of sparse attention mechanisms to enable the transcription of an entire piece of music in a single encoding and decoding pass. Also worth exploring would be the use of distillation [39] or related techniques to enable models like this to run in realtime on mobile devices or the web.

Our results suggest that a generic sequence-to-sequence framework with Transformers might also be beneficial for other MIR tasks, such as beat tracking, fundamental frequency estimation, chord estimation, etc. The field of Natural Language Processing has seen that a single large language model, such as GPT-3 or T5, has been capable of solving multiple tasks by leveraging the commonalities between tasks. We are excited by the possibility that similar phenomena could be possible with MIR tasks, and we hope that these results point toward possibilities for creating new MIR models by focusing on dataset creation and labeling rather than custom model design.
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A. FULL INFERENCE RESULTS

| MAESTRO | Model                   | Onset, Offset, & Velocity | Onset & Offset | Onset |
|---------|-------------------------|---------------------------|----------------|-------|
|         |                         | P  | R  | F1 | P  | R  | F1 | P  | R  | F1 |
| V1.0.0  | Transformer             | 84.45 | 80.07 | 82.18 | 85.77 | 81.31 | 83.46 | 98.62 | 93.46 | 95.95 |
|         | Onsets only vocabulary | – | – | – | – | – | – | – | – | – |
| V3.0.0  | STFT input              | 84.47 | 79.38 | 81.81 | 85.63 | 80.45 | 82.92 | 98.59 | 92.57 | 95.44 |
|         | Raw samples input       | 78.53 | 71.70 | 74.79 | 80.96 | 74.04 | 77.26 | 96.86 | 88.42 | 92.35 |
|         | Relative time shifts output | 68.33 | 64.34 | 66.25 | 69.48 | 65.40 | 67.35 | 82.57 | 77.68 | 80.02 |
|         | “Base” model size (100K steps) | 83.64 | 79.36 | 81.41 | 85.05 | 80.67 | 82.78 | 98.26 | 93.14 | 95.60 |

Table 2. MAESTRO test set results for our models. All Transformer models were trained to 400K steps except for the “Base” configuration which was trained to 100K steps.

B. ARCHITECTURE DETAILS

| Parameter                     | Configuration |
|-------------------------------|---------------|
| Embedding \(d_{\text{model}}\) | 512           |
| Feed-forward output \(d_{\text{ff}}\) | 1024          |
| Feed-forward activation       | GEGLU [40]    |
| Key/value dimensionality \(d_{\text{kv}}\) | 64            |
| Attention heads               | 6             |
| Encoder layers                | 8             |
| Decoder layers                | 8             |
| Input length                  | 512           |
| Output length                 | 1024          |
| Learning rate                 | \(1e^{-3}\) (constant) |
| Batch size                    | 256 (total across devices) |
| Dropout                       | .1 (sub-layer outputs and embedded inputs) |
| Label smoothing               | 0.0           |
| Optimizer                     | Adafactor [35]|
| Activations                   | float32       |
| Position encodings            | Fixed absolute sinusoidal [4] |
| Decoding strategy             | Autoregressive greedy argmax |

Table 3. The model configuration is based on the “small” model from T5 [6], with modifications as suggested by the T5.1.1 recipe: https://github.com/google-research/text-to-text-transfer-transformer/blob/master/released_checkpoints.md#t511.