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Abstract—Direction-of-arrival (DOA) angle estimation is a prerequisite for projecting the airborne radar-based target detections to ground via a geocoding operation. Most state-of-the-art DOA angle estimation methods assume one detection per target. These methods cannot be applied one-to-one on extended targets like ships because individual ships in high-resolution data are generally composed of several distinct radar detections. In this letter, four methods for estimating the DOA angle for extended targets are formulated and discussed. The performance of the proposed methods is assessed by using simultaneously acquired automatic identification system (AIS) data of real ships. Radar data from the DLR’s multichannel airborne digital beamforming synthetic aperture radar (DBFSAR) system are used to demonstrate the robustness and applicability of the proposed methods in real maritime scenarios.
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I. INTRODUCTION

Frequent ship monitoring is essential for ensuring maritime safety and security. Operational state-of-the-art surveillance systems that are used for this task are the automatic identification system (AIS), marine or shipborne radars and coastal surveillance radars [1]. Not all ships, especially the smaller ones, are equipped with AIS transponders and marine radars are not sufficient for maritime surveillance because of their limited range. Coastal radars have a longer range because they are installed at higher altitudes such as hills, but their surveillance area is generally limited to coastal regions. Hence, ships on open sea, far away from the coast cannot be detected. Air- or spaceborne radar sensors can provide additional support to these existing systems and can fill the maritime surveillance gaps. Besides their all-weather and day-night acquisition capabilities, airborne radars have the ability to collect data with very high resolution and, unlike space-based radars, they also allow for shorter revisits and longer observation times on both the land and the ocean surfaces [2].

Airborne radar data acquired using multiple receiving (RX) channels are exploited to compute the direction-of-arrival (DOA) angle of the detected target. With the known DOA angle and the aircraft’s navigation parameters, the targets can be mapped on ground so that the target’s geographical coordinates can be obtained [3] and compared with the simultaneously acquired AIS data for validation purposes [4].

For estimating the DOA angle, the targets in classical moving target indication (MTI) algorithms are assumed as point-like targets. This assumption is certainly valid for smaller targets (e.g., road vehicles) in low-resolution data where each target of interest is within a single radar resolution cell [5]. However, in high-resolution data targets like ships usually appear as extended targets occupying more than a single resolution cell [6]. As a result, state-of-the-art DOA angle estimation methods, which are designed for point-like targets, cannot be applied directly to extended targets even if their corresponding pixel-based detections are already clustered [7].

An example is shown in Fig. 1, where the ship HAM 316 (cf. Table II for specifications) has more than 4000 radar-based detections at a specific time instant. It can be seen from the figure that the pixel-based geocoded detections obtained from the ship are spatially distributed. This is because each detection is mapped on ground according to a specific DOA angle. The goal is to determine a single DOA angle, so that a single position of the extended target on ground can be determined. By doing this, extended target tracking becomes easier.
II. MULTICHANNEL RADAR DATA PROCESSING

A simplified multichannel airborne radar data processing chain for target geolocation is shown in Fig. 2.

The algorithm operates on multichannel range-compressed airborne radar data. The multichannel data are initially partitioned into smaller coherent processing intervals (CPIs) along the azimuth direction. The length of the CPI is system parameter dependent. As an example, for the DBFSAR data, we use 128 consecutive temporal azimuth samples in a single CPI. Thus, with the pulse repetition frequency of 3 kHz, each CPI has a duration of approximately 43 ms. The CPIs are then calibrated for correcting the phase offsets among the RX channels. Correcting these offsets is mandatory for estimating accurately the target positions on ground [9]. After calibration, individual CPIs are then transformed into range-Doppler domain via azimuth fast Fourier transform (FFT).

The targets are detected in the range-Doppler domain, where after detection, their respective slant ranges are measured [6]. The main advantage of using the Doppler domain is that targets even with low radar-cross section moving with a certain LOS velocity appear out of the clutter region, thus improving their detectability.

Once a target is detected, its DOA angle is estimated via a beamforming operation. With the estimated DOA angle, the measured slant range, the known terrain elevation, and the known geographical aircraft position and attitude angles, the target position on ground can directly be computed.

III. STATE-OF-THE-ART DOA ESTIMATION FOR POINT-LIKE TARGETS

In this section, we assume a point-like target for estimating the DOA angle. Fig. 3 shows the multichannel data acquisition geometry with the target of interest.

As shown in Fig. 3, the data are acquired using an antenna array with $M$ RX channels arranged along the azimuth or flight direction. The multichannel signal model in expressed as [10]

$$
\begin{align*}
    s(t) &= a_s e^{-j \frac{2\pi}{\lambda} r(t)} D_1(u(t)) \\
    &= a_s e^{-j \frac{2\pi}{\lambda} r(t)} d(u(t)) \\
    &\in \mathbb{C}^{M \times 1}
\end{align*}
$$

where $a_s$ is the complex amplitude that comprises the reflectivity of the scatterer, $\lambda$ is the radar wavelength, and $r(t)$ is the slant range between the target and the array center. The complex values $D_1(u)$ and $D_{m}(u)$ are the transmit and receive characteristics of the $m$th RX channel, $u_m$ is the position of the antenna phase center in azimuth direction with respect to the array origin (cf. Fig. 3), and $d(u)$ is the beamforming vector.

The directional cosine $u$ with respect to the antenna array can be expressed as a function of Doppler frequency $f_d$ and the LOS velocity $v_t$ of the target as [10]

$$
    u(f_d, v_t) = \cos(\psi_{\text{DOA}}) = \frac{\dot{x}_f + \frac{v_t}{v_p}}{2v_p}
$$

where $\psi_{\text{DOA}}$ is the DOA angle measured with respect to the antenna array and $v_p$ is the platform velocity.

For calculating the DOA angle, the directional cosine of the target with respect to the antenna array is estimated using [3]

$$
\hat{u} = \text{argmax}_u \left| d^H(u) \hat{R}_W^{-1}(f_d) Z(r, f_d) \right|^2
$$

where $(\cdot)^H$ is the Hermitian operator (conjugate transpose) and $\hat{R}_W(f_d)$ is the clutter covariance matrix. The term $Z(r, f_d)$ denotes the target’s multichannel data vector at slant range $r$ and Doppler frequency $f_d$.

When the targets are expected to have high signal-to-clutter-plus-noise ratio (SCNR), they can be detected without performing any clutter suppression. Therefore, the term $\hat{R}_W(f_d)$
shown in (3) can be omitted and the directional cosine of the target can be rewritten as
\[ \hat{u} = \arg\max_u |d^H(u)Z(r, f_u)|^2. \]  
(4)

We use this simpler equation for avoiding any biases on the performance assessment caused by clutter suppression. The DOA angle of the target is then computed as
\[ \psi_{DOA} = \cos^{-1}(\hat{u}). \]  
(5)

IV. PROPOSED DOA ESTIMATION METHODS FOR EXTENDED TARGETS

In this section, four different methods for estimating a single representative DOA angle of an extended target are presented. All point-like target detections of the extended target are combined in different ways, first for being able to provide an object-based position estimation at all and, second, for improving the geocoding accuracy. The goal is to have a single representative position for each extended target which, e.g., can be used later on for tracking purposes, as described in [2] and [8].

After detecting and clustering several pixel-based detections of a single target, the complex pixels belonging to the target are arranged as \( Z(r_1, f_{a1}), Z(r_2, f_{a2}), \ldots, Z(r_N, f_{aN}) \), where \( N \) is the number of target-originated pixels in a cluster (cf. Fig. 1 where \( N \) is more than 4000).

For an extended target consisting of a given set of complex pixels, the single DOA angle is computed based on: 1) the average complex amplitude (ACA); 2) the maximum of the absolute amplitude (MAA); 3) the complex amplitude at the nearest neighbor to the center of gravity (NNCG) of the cluster; and 4) the mean DOA angle of the target pixels. For the first three methods, their respective complex signals that are used to estimate a single DOA angle for an extended target are expressed as
\[ Z_{ACA}(r, f_u) = \frac{1}{N} \sum_{n=1}^{N} Z(r_n, f_{an}) \]  
(6)
\[ Z_{MAA}(r, f_u) = \max |\{Z(r_n, f_{an})\}|_{n=1}^{N} \]  
(7)
\[ Z_{NNCG}(r, f_u) = Z(r_{NNCG}, f_{NNCG}) \]  
(8)

where \( r_{NNCG} \) and \( f_{NNCG} \) are the range and Doppler positions of the NNCG pixel. By inserting independently the LHS variables of the (6)–(8) in (4), the directional cosine is obtained, and finally, the DOA angle of the target can be computed using (5).

For the fourth method, the DOA angle of the extended target is estimated as
\[ \tilde{\psi}_{DOA} = \frac{1}{N} \sum_{n=1}^{N} \psi_{DOA_n} \]  
(9)

where \( \tilde{\psi}_{DOA} \) is the mean DOA angle of the target and \( \psi_{DOA_n} \) is the DOA angle of the \( n \)th target pixel, which is computed by using (5).

An example is shown in Fig. 1, where the four aforementioned methods are used for estimating the geographical position of the ship HAM 316 at a specific time instant. It can be seen from the figure that the estimated ground positions of the ship are different because, for each method, the computed DOA angle is different. In Section VI, the accuracy of the estimated target ground positions achieved by these methods is evaluated and discussed in detail.

V. EXPERIMENTAL SETUP AND DATASETS

In November 2019, a flight campaign with DLR’s multi-channel airborne radar system DBFSAR [8] was conducted in the North Sea near Cuxhaven, Germany. The aircraft was flying at an altitude of approximately 2400 m above ground. A dual-channel AIS receiver onboard the aircraft received the AIS signals from ships located up to 200 km away from the aircraft. The acquisition geometry and the system parameters of the acquired radar data are listed in Table I.

Fig. 4 shows the Google Earth image of the test site where the flight experiments were carried out. In the figure, datasets I and II were acquired using linear flight tracks (in strip map mode) and the dataset III was acquired using a circular flight track to observe a semi-annulus region (cf. aircraft’s course angle in Table I).

VI. EXPERIMENTAL RESULTS AND DISCUSSION

According to the received AIS messages, there were in total three ships in dataset I, nine ships in dataset II, and six ships in dataset III (cf. Table II). All the ships were successfully detected and tracked using the algorithm proposed.
in [6] and [4]. The tracked ships are mapped on ground by using the DOA angles estimated with the proposed methods. For position accuracy assessment the actual geographical ship center position (cf. green dot in Fig. 1) is used as ground truth. This ship center position is derived from the AIS data by taking into account the known ship dimensions (yellow border in Fig. 1) and the known location of onboard GPS antenna (red dot in Fig. 1). Furthermore, for generating the results, the ship center positions are interpolated, since the time corresponding to the ship’s center position do not usually match with the CPI center time of the radar acquisition.

Fig. 5 shows the probability density function (PDF) of the DOA angles for the ship HAM 316 (cf. Fig. 1 and dataset I in Table II) obtained from a single CPI, together with the DOA angles computed using the methods proposed in Section IV. The reference DOA angle in Fig. 5 (dashed black line) is calculated using the known reference ship center position and the position of the aircraft at the same azimuth time in the coordinate system whose $x$-axis is parallel to the aircraft’s flight direction. From the figure it can be seen that the DOA angles seemingly follow a Gaussian distribution. In addition, the DOA angles estimated using the four methods, the DOA angle estimated from the AIS position, and the reference DOA angle estimated from the ship center position are all within the $\pm 3\sigma_{DOA}$ limit of the distribution.

For the assessment of the proposed DOA angle estimation methods, the target’s DOA angle difference, the azimuth position difference, and the RMSE (root mean square error) of the target absolute position on ground are used as performance metrics. The DOA angle difference $\Delta \psi_{DOA}$ is computed between the estimated and the reference DOA angles of the target. The DOA angle difference is further used for computing the target’s azimuth position difference $\Delta x_{az}$ which is expressed as

$$\Delta x_{az} = r_{et} \cdot \sin(\Delta \psi_{DOA})$$  \hspace{1cm} (10)$$

where the term $r_{et}$ is the slant range of the extended target, which is chosen based on the proposed method. For instance, for the MAA method [cf. (7)], the $r_{et}$ corresponding to the peak absolute amplitude is selected. Fig. 6 top and center show $\Delta \psi_{DOA}$ and $\Delta x_{az}$ estimates over several CPIs for the ship AURORA (cf. dataset III in Table II), respectively.

For Fig. 6 top the average DOA angle differences obtained using the ACA, MAA, NNCG, and the mean DOA methods are $0.12^\circ$, $0.28^\circ$, $1.03^\circ$, and $0.18^\circ$, respectively. Their corresponding average azimuth position differences are calculated as $7.06$, $16.22$, $59.73$, and $10.77$ m, respectively. For the methods based on MAA and NNCG, the DOA angle and the azimuth position differences are the highest. This is because the DOA angles calculated for these methods are based on the phase derived from a single pixel. Such a phase value is susceptible to a high additive phase noise component that can bias the estimated DOA angle and, hence, the ground position accuracy of the extended target, especially under low SCNR conditions which may occur due to small aspect angle change.

On the other hand, for the method based on ACA, the DOA angle is estimated after averaging the complex amplitude pixels of the target. By averaging, it is expected that the phase fluctuations among the detected target pixels is significantly reduced and thus, the estimated DOA angle is improved as shown by the brown curve in Fig. 6 top. For the method based on the mean DOA angle, it can be seen that, like the ACA-based method, the estimated DOA angles and the azimuth position differences also show low fluctuations. However, it is pointed out here that if an individual CPI contain thousands of detected target pixels, as shown in Fig. 1, the ACA-based method can be up to thousand times faster than the mean DOA angle method. This is because, for the latter method, the beamforming and, hence, the DOA angle is estimated for each detected target pixel [cf. (4)] and for the ACA-based method, beamforming is performed only once, i.e., on the average complex target amplitude only. Therefore, the method based on the mean DOA angle is not suitable for real-time applications.

Finally, the target’s absolute ground position errors are calculated for all 18 ships considered in this letter. The results
are shown in Table II. As shown in the table, the methods based on the mean DOA angle and the ACA are the best ones, achieving an overall position accuracy of 24 and 30 m, respectively. Such accuracy for an extended target can be considered very good for radar-based ship monitoring using an airborne radar sensor.

### VII. CONCLUSION

This letter presents and compares four methods for estimating the DOA angle of extended targets using high resolution range-compressed multichannel airborne radar data. The methods are evaluated using three real X-band VV polarized radar datasets (two linear and one circular flight) acquired with the DLR’s DBFSAR system, in which ships with different dimensions and moving directions are contained. Based on the experimental results, we recommend using the ACA method for estimating the DOA angles of extended targets. This method allows not only for achieving an acceptable position accuracy, but it is also computationally efficient and has real-time processing capability.
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