A new boson approach for the wobbling motion in even-odd nuclei
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A triaxial core rotating around the middle axis, i.e. 2-axis, is cranked around the 1-axis, due to the coupling of an odd proton from a high j orbital. Using the Bargmann representation of a new and complex boson expansion of the angular momentum components, the eigenvalue equation of the model Hamiltonian acquires a Schrödinger form with a fully separated kinetic energy. From a critical angular momentum, the potential energy term exhibits three minima, two of them being degenerate. Spectra of the deepest wells reflects a chiral-like structure. Energies corresponding to the deepest and local minima respectively, are analytically expressed within a harmonic approximation. Based on a classical analysis, a phase diagram is constructed. It is also shown that the transverse wobbling mode is unstable. The wobbling frequencies corresponding to the deepest minimum are used to quantitatively describe the wobbling properties in \(^{135}\text{Pr}\). Both energies and e.m. transition probabilities are described.

\section{I. INTRODUCTION}

The wobbling motion is defined as a precession of the total angular momentum combined with an oscillation of its projection on the quantization axis around a steady position. This phenomenon was first described by Bohr and Mottelson within a triaxial rotor model for high spin states, where the total angular momentum almost aligns to the principal axis with the largest moment of inertia \cite{BohrMottelson}. A fully microscopic formalism, due to Marshalek \cite{Marshalek}, followed the mentioned pioneering paper. Within the passed time interval, a large volume of experimental and theoretical results has been reported \cite{Kazansky, Baye}. Also, the extension of the concept to the even-odd nuclei showed up. The excited wobbling states are known in several even-odd triaxial nuclei like \(^{161,163,165,167}\text{Lu}\) \cite{Pratt, Bostedt, Baranov, Dutt, Carbone, Hager, Bostedt2}, \(^{167}\text{Ta}\) \cite{Bodmer, Moller, Schmelling}, \(^{135}\text{Pr}\) \cite{Stepanyan, Volkov, Schatz, Pando}, \(^{187}\text{Au}\) \cite{Moller2, Schmelling2, Scott}, \(^{133}\text{La}\) \cite{Carbone2}, \(^{105}\text{Pd}\) \cite{Bordas}, and \(^{133}\text{Ba}\) \cite{Gallarda}.

With the time, several formalisms were attempted to describe the wobbling motion in nuclei. Thus, the classical interpretation of Bohr and Mottelson was widely used by various authors in the context of interpreting the new data that meanwhile appeared \cite{Kazansky, Baye, Kazansky2, Baye2, Baye3}. The oldest and simplest boson description of the wobbling phenomenon belongs to Bohr and Mottelson \cite{BohrMottelson}. More elaborate interpretations are those of Refs. \cite{Holstein, Primakoff, Dyson}, where Holstein-Primakoff \cite{Holstein} and Dyson \cite{Dyson} boson expansions were used, respectively. The semi-classical studies \cite{Primakoff, Holstein, Primakoff, Dyson} proved to be an efficient and flexible tool for a realistic view of this phenomenon in even-odd nuclei.

The wobbling states are actually fingerprints of the triaxial structure of the nuclei, which justifies the attractive appeal of the subject. The first paper devoted to triaxial nuclei was that of Davydov and Fillipov \cite{Davydov}. The \(\gamma\) deformation of the atomic nuclei has been treated by many authors \cite{Davydov, Fillipov, Demkov, Demkov2}. In Ref. \cite{Davydov2}, Davydov introduced, for the first time in the literature, an appropriate form of the Hamiltonian for an even-odd nucleus consisting in a core and an odd particle moving in a potential, coupling it to the collective core. This Hamiltonian is nowadays widely used by theoreticians. The first results reported for even-odd nuclei within a quasiparticle plus triaxial rotor framework, for the rare earth region, were given in Refs. \cite{Davydov3, Davydov4, Davydov5}.

The wobbling motion has a longitudinal/transverse character depending on whether the relative position of the odd-particle angular momentum and the core axis with the largest MoI are parallel/perpendicular \cite{Davydov}. Although the concept of transverse wobbling is being used by many authors, a certain debate on whether such a wobbling motion exists or not is still standing \cite{Kazansky, Baye, Kazansky2, Baye2, Baye3}. In the present paper we propose a new formalism based on a boson expansion of the angular momentum components. A particular case of the new expansion is a generalization of the Dyson boson representation. By using the Bargmann representation \cite{Bargmann}, the eigenvalue equation for the model Hamiltonian is brought to a Schrödinger form which, in the harmonic approximation, leads to an explicit expression for the wobbling frequency. Also, a semi-classical description is provided, which is fully consistent with the quantal treatment. Within this picture, it is proved that the transversal mode is unstable despite the fact that we assumed that the middle axis is of maximal MoI. The formalism is applied, with a positive result, to \(^{135}\text{Pr}\). Although the concept of transverse wobbling is being used by many authors, a certain debate on whether such a wobbling motion exists or not is still standing \cite{Kazansky, Baye, Kazansky2, Baye2, Baye3}.

The project sketched above is accomplished according to the following plan. Using a new boson expansion for the angular momentum, in section II the Schrödinger equation for the model Hamiltonian is derived, while in section III, another boson expansion is obtained. The harmonic approximation is delivered in Section IV, while the classical approach is presented in Section V. In Section VI we give the analytical formulas for the electromagnetic reduced
II. A COMPACT FORMULA FOR THE POTENTIAL ENERGY OF A PARTICLE-TRIAXIAL ROTOR HAMILTONIAN

Assuming a rigid coupling of an odd nucleon to a triaxial core, the Hamiltonian for the even-odd system may be approximated as:

\[ \hat{H}_{rot} = \sum_{k=1,2,3} A_k (\hat{I}_k - \hat{j}_k)^2, \]  
with \( A_k = \frac{1}{2J_k} \) and \( I \) standing for the total angular momentum.

For a rigid coupling of the odd proton to the triaxial core, we suppose that \( j \) stays in the principal plane (1,2):

\[ j = (j \cos \theta, j \sin \theta, 0). \]
Also, we consider that the maximal moment of inertia (MoI) is \( J_2 \); furthermore, we expand the linear term in \( I_2 \) as the first order of approximation:

\[ \hat{I}_2 = I \left( 1 - \frac{1}{2} \frac{\hat{I}_2^2 + \hat{j}_2^2}{I_2^2} \right). \]  
Thus, the Hamiltonian acquires the form:

\[ \hat{H}_{rot} = A \hat{H}' + (A_1 I^2 - A_2 j_2 I) + \sum_{k=1,2} A_k j_k^2, \]  
where the following notations have been used:

\[ \hat{H}' = \hat{I}_2^2 + u \hat{j}_3^2 + 2v_0 \hat{I}_1, \]
with \( u = \frac{A_3 - A_1}{A} \), \( v_0 = -\frac{A_1 j_1}{A} \), \( A = A_2(1 - \frac{j_2}{I}) - A_1 \)

In order that the classical Hamiltonians associated with \( \hat{H}_{rot} \) and \( \hat{H}' \) respectively, exhibit the same stationary points, it is necessary that \( A > 0 \). For what follows, we suppose that the MoI’s are such that \( 1 > u > -1 \).

A Hamiltonian similar to \( \hat{H}' \), but describing an even-even nucleus, was studied in both semi-classical and quantal frameworks in Ref. [60]. Here we focus our attention on the quantal description. Note that \( \hat{H}' \) looks like a Hamiltonian for a triaxial rotor amended with a new term, which cranks the system to rotate around the one-axis. It is convenient to choose the cranking axis as quantization axis. Moreover, it is useful to express the considered Hamiltonian in terms of the raising and lowering angular momenta operators:

\[ \hat{I}_\pm = \hat{I}_2 \pm i \hat{j}_3, \quad \hat{I}_0 = \hat{I}_1. \]  
In the rotating frame of reference, the angular momentum components satisfy the commutation relations:

\[ \left[ \hat{I}_-, \hat{I}_+ \right] = 2 \hat{I}_0, \quad \left[ \hat{I}_\mp, \hat{I}_0 \right] = \mp \hat{I}_\mp. \]  
In terms of the new variables, one obtains:

\[ \hat{H}' = \frac{1 - u}{4} \left( \hat{I}_2^2 + \hat{j}_2^2 \right) + \frac{1 + u}{4} \left( \hat{I}_+ \hat{I}_- + \hat{I}_- \hat{I}_+ \right) + 2v_0 \hat{I}_0. \]  
The Schrödinger equation associated with \( \hat{H}' \),

\[ \hat{H}' |\Psi\rangle = E |\Psi\rangle, \]  
is further written in terms of the conjugate variables \( q \) and \( \frac{d}{dq} \), by using the following representation for the angular momentum components:

\[ \hat{I}_\mp = i \frac{c \pm d}{k s} \left( \mp \hat{I}_0 \right), \quad \hat{I}_0 = I c d - s \frac{d}{dq} \equiv \hat{I}_1. \]
where $s$, $c$ and $d$ denote the Jacobi elliptic functions:

$$s = \text{sn}(q,k), \quad c = \text{cn}(q,k), \quad d = \text{dn}(q,k), \quad \text{with}$$

$$k = \sqrt{|u|}, \quad k' = \sqrt{1 - k^2},$$

$$q = \int_0^\varphi \left(1 - k^2 \sin^2(t)\right)^{-1/2} dt \equiv F(\varphi, k). \quad (2.10)$$

The dependence of the Jacobi functions on the variable $q$ is shown in Fig.1. Their connection with the trigonometric function is given by:

$$s = \sin \varphi, \quad c = \cos \varphi, \quad d = \sqrt{1 - k^2 s^2}. \quad (2.11)$$

![Image of graph showing the Jacobi functions](image)

**FIG. 1**: (Color online) The elliptic functions sn, cn, and dn are represented as function of $q$, for $k = 1/2$.

Obviously, the functions $s$, $c$ and $d$ are periodic in $q$, with the periods $4K$, $4K'$ and $2K$ respectively, where:

$$K = \frac{\pi}{2} F_1\left(\frac{1}{2}, \frac{1}{2}, 1; k^2\right). \quad (2.12)$$

The standard notation for the hyper-geometric function $\text{2F}_1(\alpha, \beta, \gamma; \epsilon)$, has been used. The magnitude $K$ is plotted as function of $k$ in Fig.2. In terms of the newly introduced conjugate coordinates, $\hat{H}'$ becomes:

$$\hat{H}' = -\frac{d^2}{dq^2} - 2v_0s \frac{d}{dq} + I(I+1)k^2s^2 + 2v_0cdI. \quad (2.13)$$

Changing the wave-function by the transformation:

$$|\Psi\rangle = (d - kc)^{-\frac{v_0}{2}} |\Phi\rangle, \quad (2.14)$$

the Schrödinger equation acquires a new form, where the kinetic and potential energies are separated:

$$\left[ -\frac{d^2}{dq^2} + V(q) \right] |\Phi\rangle = E|\Phi\rangle. \quad (2.15)$$

The potential energy term has the expression:

$$V(q) = \left[I(I+1)k^4 + v_0^2\right] s^2 + (2I + 1)v_0cd. \quad (2.16)$$

It is worth mentioning that the transformation $|2.9|$ preserves the commutation relations obeyed by the angular momentum components $(2.6)$. 
FIG. 2: (Color online) The period $K$ given by Eq. 2.12 is plotted as function of $k$.

FIG. 3: (Color online) The potential energy is plotted as function of $q$ for a particular set of values for the moment of inertia $(M\Omega) : J_1 : J_2 : J_3 = 95 : 100 : 85h^2 MeV^{-1}$, the odd particle angular momentum $j=13/2$ and $\theta = -80^0$.

The shape of the potential energy term is shown in Fig. 3. Note that $V(q)$ is invariant with respect to the transformation $q \rightarrow -q$. This leads to the fact that in the interval, for example of $[-4K,4K]$, the potential exhibits three deep symmetric wells with degenerate minima, and two local minima in $q = \pm 2K$. States inside the local minima are meta-stable, since they are tunnelling to the adjacent deep minima. The states in the deepest wells are degenerate. The shape of the potential $V(q)$ in the interval of $[-2K,2K]$ is shown in Fig. 3, for a few angular momenta $I$. To visualize the symmetry mentioned above, we plotted $V(q)$ in a larger interval, namely $[-4K,4K]$, for $I = 45/2$ and $\theta = -80^0$ (Fig. 4) and $\theta = 100^0$ (Fig. 5), respectively.

In order to prove that the transformation (2.9) preserves the commutation relations for the angular momentum components, we need the first derivatives of the Jacobi functions:

$$\frac{d}{dq} sn(q) = cn(q) dn(q), \quad \frac{d}{dq} cn(q) = -sn(q) dn(q), \quad \frac{d}{dq} dn(q) = -k^2 sn(q) cn(q).$$  \hspace{2cm} (2.17)

Note now that by using the Bargmann [44] mapping to the boson operators $b, b^\dagger$:

$$q \rightarrow b^\dagger, \quad \frac{d}{dq} \rightarrow b,$$  \hspace{2cm} (2.18)
FIG. 4: (Color online) The potential energy is plotted as function of $q$ for a particular set of values for the moment of inertia (MoI): $J_1 : J_2 : J_3 = 95 : 100 : 85h^2\text{MeV}^{-1}$ and $\theta = -80^\circ$. Negative values for $q$ are also included. The total angular momentum is $I=45/2$ and $j=13/2$.

FIG. 5: (Color online) The potential energy is plotted as function of $q$ for a particular set of values for the moment of inertia (MoI): $J_1 : J_2 : J_3 = 95 : 100 : 85h^2\text{MeV}^{-1}$, and $\theta = 100^\circ$. Negative values for $q$ are also included. The total angular momentum is $I=45/2$ and $j=13/2$.

it becomes manifest that Eq. (2.9) expresses a homeomorph mapping of the angular momentum components, i.e. the generators of an SU(2) algebra, onto a boson realization of the mentioned algebra. Indeed, within the Bargmann representation we have:

\[
\hat{I}_+ = i \frac{c(b^\dagger) - d(b^\dagger)}{k's(b^\dagger)} (I + Ic(b^\dagger)d(b^\dagger) - s(b^\dagger)b), \\
\hat{I}_- = i \frac{c(b^\dagger) + d(b^\dagger)}{k's(b^\dagger)} (I - Ic(b^\dagger)d(b^\dagger) + s(b^\dagger)b), \\
\hat{I}_0 = Ic(b^\dagger)d(b^\dagger) - s(b^\dagger)b. 
\]  

(2.19)

To our knowledge this is the first time when such a boson "expansion" shows up in the literature. Obviously, this is different from the known boson expansions proposed by Holstein-Primakoff [42], and Dyson [43]. We note that like the Dyson’s, this boson representation does not preserve the hermiticity. Indeed, one can easily check that:

\[
\left(\hat{I}_+\right)^+ \neq \hat{I}_- 
\]

(2.20)

Also, the boson Hamiltonian obtained from (2.13) by using he transformation (2.18), is not Hermitian. However, it may be shown [58] that it has real eigenvalues. For our further purposes it is convenient not to use the boson Hamiltonian, but rather the Schrödinger equation (2.15). We remark that in order to make the Holstein-Primakoff
boson expansion tractable, the involved square root operators must be expanded in power series of $\hat{N}/I$, with $\hat{N}$ denoting the boson number operator, while $I$ is the total angular momentum. This expansion is truncated in the second order, and moreover no contribution caused by the normal ordering of the higher order terms, is included. One remarks the fact that the whole boson series involves higher order terms in the linear momentum, which conflicts with the semi-classical framework. In contradistinction to such a case the boson Hamiltonian associated with $\hat{H}'$ is written in a normal order, and is quadratic in the linear momentum $-i\frac{d}{dq}$.

In case of the Holstein-Primakoff boson expansion, a certain caution concerning Hermiticity and $D_2$ invariance [1], should be paid. In order to overcome the situation when one of these symmetries is broken, one has to extend the expansion up to the next-to-leading orders in boson operators[14]. Note that the asymmetric treatment emerging from the Bargmann mapping may affect the final results of the numerical analysis.

III. ANOTHER NEW BOSON EXPANSION FOR THE A.M. COMPONENTS

The case of $k = 0$ deserves a special attention. Indeed, for this value of $k$, one obtains:

$$q = \varphi, \quad d = 1; \quad K = \frac{\pi}{2}, \quad k' = 1.$$ (3.1)

Using these simple relations in connection with Eq.(2.19), one obtains a new boson expansion for the angular momentum components in the rotating frame:

$$I_+ = i \left[ -I b + \frac{1}{2} b^2 \right],$$
$$I_- = i \left[ I b + \frac{1}{2} b^2 \right],$$
$$I_0 = I b - b^2.$$ (3.2)

Again, this boson expansion is a particular case of Eq.(2.19), and different from the traditional ones mentioned above, as due to Holstein-Primakoff and Dyson. Expanding, consistently, the trigonometric functions, and keeping only the leading terms, we obtain:

$$I_+ = i \left[ -I b + \frac{1}{2} b^2 \right],$$
$$I_- = 2ib,$$
$$I_0 = I b - b^2,$$ (3.3)

which is just the Dyson boson expansion of the angular momentum components. Due to this result, we may assert that the boson expansions given by Eqs.(2.19), and (3.2) respectively, represent two distinct generalizations of the well known Dyson boson expansion.

IV. HARMONIC APPROXIMATION

Eq.(2.15) can be numerically solved. However, as we shall further see, there are arguments for the validity of the harmonic approximation. First, we look for the stationary point of the potential energy term. These are obtained by looking for the roots of the first derivative of $V(q)$:

$$V'(q) = s \left[ (I(I+1)k^2 + v_0^2) 2cd - (2I+1)v_0k^2 c^2 \right.\right.$$}

Among the stationary points there are five minima for $q = 0, \pm2K, \pm4K$, respectively. As shown in Fig. 3, the minima $q = \pm2K$ show up only for $I > 19/2$. The two minima are flat at the beginning, but their depth increases with the spin. The deepest minima are reached at $q = 0, \pm4K$. It would be interesting to know the orientation of the angular momentum $I$, in the potential minima. To achieve this goal, it is useful to write the boson expansion of the a.m.
components in a different, otherwise equivalent, form:

\[ \hat{I}_+ = \frac{i}{k'} \left[ I(-d + c k^2)s - (c - d) \frac{d}{dq} \right], \]

\[ \hat{I}_- = \frac{i}{k'} \left[ I(d + c k^2)s + (c + d) \frac{d}{dq} \right], \]

\[ \hat{I}_1 = Icd - s \frac{d}{dq}. \] (4.2)

From here it is obvious that for \( q = \pm 2K \) (i.e. \( \phi = \pm \pi \)) \( I_1 = -I \), while for \( q = 0 \) (which means \( \phi = 0 \)) \( I_1 = I \).

Expanding the potential \( V(q) \) up to the second order in \( q \), one obtains the equation of a harmonic oscillator leading to the spectrum for \( H_{rot} \):

\[ E_n = A_1 I^2 - (2I + 1)A_1 j_1 - IA_2 j_2 + \hbar \omega (n + 1/2) + \sum_{i=1,2} A_i j_i^2, \] (4.3)

where the new frequency has the expression:

\[ \omega = \left[ \left( (2I + 1)(A_2 - A_1 - \frac{A_2 j_2}{I}) + 2A_1 j_1 \right) \left( (2I + 1)(A_3 - A_1) + 2A_1 j_1 \right) - (A_3 - A_1)(A_2 - A_1 - \frac{A_2 j_2}{I}) \right]^{1/2}. \] (4.4)

Following the same procedure as before, we may expand the potential around the local minimum, \( q = 2K \), and keep only up to the quadratic term, we obtain the following quantal energies:

\[ E'_n = -\frac{(2I + 1)}{2} v + \sqrt{(1 + v)(u + v)(2I + 1)^2 - u \left( n + \frac{1}{2} \right)}, \] (4.5)

where the notation \( v = 2v_0/(2I + 1) \) was used.

We recall now that the true Hamiltonian is \( \hat{H}_{rot} \), related with \( \hat{H}' \) through Eq.(2.4). Thus, the final spectrum has the expression:

\[ E'_n = A_1 I^2 + (2I + 1)A_1 j_1 - IA_2 j_2 + \hbar \omega'(n + 1/2) + \sum_{i=1,2} A_i j_i^2. \] (4.6)

where the frequency \( \omega' \) is defined by:

\[ \omega' = \left[ \left( (2I + 1)(A_2 - A_1 - \frac{A_2 j_2}{I}) - 2A_1 j_1 \right) \left( (2I + 1)(A_3 - A_1) - 2A_1 j_1 \right) - (A_3 - A_1)(A_2 - A_1 - \frac{A_2 j_2}{I}) \right]^{1/2}. \] (4.7)

Of course, the phonon energies depend on the angle \( \theta \) defining the components \( j_1 \), and \( j_2 \) of the single particle angular momentum. It is worth remarking that while the phonon energy \( \omega \) defined inside the deepest well exhibits a maximum at about \(-\pi/6\), the energy of the phonon defined in the local minimum shows a maximum at \(-5\pi/6\) (see Fig. 6). The two frequencies are equal for about \( \theta = \pi/2 \).

V. CLASSICAL DESCRIPTION

The classical picture is obtained by the dequantization procedure, which consists in replacing the operators \( \hat{I}_k \) with the classical component of the angular momentum, \( I_k \), and the algebra multiplication by:

\[ [\cdot, \cdot] \rightarrow -i \{\cdot, \cdot\}, \] (5.1)

with the notation \{\cdot, \cdot\} for the Poisson bracket. Let us now denote by \( \varphi_k \) the conjugate coordinate of \( I_k \). Thus, the classical counterpart of the Hamiltonian \( \hat{H}' \) is:
FIG. 6: (Color online) The phonon energies $\omega$ and $\omega'$ are plotted as function of $\theta$, defining the orientation of $j$ in the plane $XOY$, for the moments of inertia ($MoI$): $J_1 : J_2 : J_3 = 91 : 9 : 51 \ h^2 \ MeV^{-1}$ and $j=13/2, I=55/2$.

\[ H' = I_2^2 + uI_3^2 + 2v_0I_1, \]  

(5.2)

and one easily finds that:

\[ \{ I_k, H' \} = \dot{I}_k, \]  

(5.3)

which leads to the following equations of motion:

\begin{align*}
\ddot{x}_1 &= 2(1-u)x_2x_3, \\
\ddot{x}_2 &= 2(x_1u - v_0)x_3, \\
\ddot{x}_3 &= -2(x_1 - v_0)x_2,
\end{align*}

(5.4)

where, for simplicity, the notation $x_k = I_k$, $k=1,2,3$ has been used. Also, the symbol "\(\dot{\cdot}\)" is used for the first derivative with respect to time. Using the equations of motion (5.4), one proves that there are two constants of motion:

\begin{align*}
E &= x_2^2 + ux_3^2 + 2v_0x_1, \\
I^2 &= x_1^2 + x_2^2 + x_3^2.
\end{align*}

(5.5)

This is a reflection of the fact that the energy, and the angular momentum are conserved. The above equation allows us to express $x_2$, and $x_3$ in terms of $x_1$. Making the time derivative of the first equation (5.4), and inserting the expressions of $x_2$, and $x_3$ in the resulting equation, one obtains the final equation for $x_1$:

\[ \dddot{x}_1 + ax_1^3 + ax_1^2 + a_1x_1 + a_0 = 0, \]  

(5.6)

where the coefficients have the expressions:

\begin{align*}
a_3 &= 8u, \\
a_2 &= -12v_0(1 + u), \\
a_1 &= 16v_0^2 - 8uI^2 + 4E(1 + u), \\
a_0 &= -8v_0E + 4v_0(1 + u)I^2.
\end{align*}

(5.7)

We recognize in (5.6) the differential equation for the elliptic functions of the first kind. Their explicit expressions can be obtained from the equations of motion (5.4). Indeed, from (5.5) one obtains:

\begin{align*}
x_2 &= (1 - u)^{-1/2} \left(ux_1^2 - 2v_0x_1 + E - uI^2 \right)^{1/2}, \\
x_3 &= (1 - u)^{-1/2} \left(-x_1^2 + 2v_0x_1 - E + I^2 \right)^{1/2},
\end{align*}

(5.8)
and then the first equation (5.4) can be integrated with the result:

\[
t - t_0 = \int_{x_{10}}^{x_1} \frac{dx}{2\sqrt{-u(x-\alpha_1)(x-\alpha_2)(x-\alpha_3)(x-\alpha_4)}} = \frac{1}{\sqrt{C}} F(\varphi, k),
\]

(5.9)

where \( \alpha_1, \alpha_2 \) are the roots of the equation \( x_2 = 0 \), while \( \alpha_3, \alpha_4, \) for \( x_3 = 0: \)

\[
\alpha_{1,2} = v_0 \pm \left[ v_0^2 - u(E - I^2 u) \right]^{1/2},
\]

\[
\alpha_{3,4} = v_0 \pm \left[ v_0^2 - E + I^2 \right]^{1/2}.
\]

(5.10)

The limits for the integral (5.9) are chosen such that the integrand is a real number for any \( x \in (x_{10}, x_1) \). Obviously, the integral (5.9) depends on the relative position of the poles \( \alpha_i, i = 1, 2, 3, 4 \). The argument \( \varphi \) involved in the elliptic function is defined as:

\[
\varphi = \begin{cases} \arcsin k_1, & \text{if all } \alpha_i \text{ are real}, \\ \arctan k_1, & \text{if two } \alpha_i \text{ are complex numbers} \end{cases}
\]

(5.11)

The explicit expressions of \( C, k_1^2, k^2 \) are given in Ref. [60]. Equation (5.9) can be reversed, and the result is a function \( x_1(t) \), which is periodic, with the period:

\[
T = \frac{\pi}{\sqrt{C}} 2 \, F_1 \left( \frac{1}{2}, 1; 1, k^2 \right).
\]

(5.12)

Here, the standard notation for the confluent hypergeometric function \( 2F_1 (a, b; x; x) \) has been used. In a similar way one may find the functions \( x_2(t) \) and \( x_3(t) \). The set of points \( (x_1(t), x_2(t), x_3(t)) \) defines the classical trajectory which can further be quantized. Indeed, let \( P_0 \) be an extremal point on the sphere of the radius \( I \), to which the energy \( E_0 \) corresponds. Let us now consider the trajectory to be quantized, characterized by the energy \( E \) and surrounding \( P_0 \). Consider the calotte bordered by the chosen trajectory, whose area defines the classical action. The quantization consists in restricting the action to be an integer multiple of \( 2\pi \).

\[
\mathcal{L}(E) = \int \Omega = \int_{E_0}^{E} \int_{0}^{T} dE' dt' = \int_{E_0}^{E} T(E') dE' = 2\pi n.
\]

(5.13)

From here, one easily finds:

\[
\frac{\partial \mathcal{L}}{\partial E} = T(E) = \frac{\partial \mathcal{L}(E)}{\partial n} \frac{\partial n}{\partial E}, \quad \frac{\partial E}{\partial n} = \frac{2\pi}{T(E)}.
\]

(5.14)

It results that a linear dependence of \( E \) on "n" is obtained when \( T(E) \) is approximated by its zero order expansion around \( E_0 \). In this case \( E \) is given by the harmonic approximation. For an even-even system the period expansion in terms of energy has been performed in Ref. [60].

Here we adopt a different procedure to obtain the harmonic motion of the even-odd system. Several situations are considered:

A1) Indeed, changing the Cartesian to the polar coordinates:

\[
x_2 = I \cos \theta_2, \quad x_3 = I \sin \theta_2 \cos \varphi_2, \quad x_1 = I \sin \theta_2 \sin \varphi_2,
\]

(5.15)

which is convenient in the case when the maximal MoI corresponds to the \( 2 \)-axis, the energy function \( H' \) can be expressed only in terms of the canonical conjugate coordinates \( (x_2, \varphi_2) \):

\[
H' = x_2^2 \left( 1 - u \cos^2 \varphi_2 - v_0 \frac{T}{T} \sin \varphi_2 \right) + uI^2 \cos^2 \varphi_2 + 2v_0 I \sin \varphi_2.
\]

(5.16)

The function \( H' \) has a minimum in \( (x_2, \varphi_2) = (0, -\frac{T}{2}) \). In the minimum point, the second derivatives of \( H' \) have the values:

\[
\frac{\partial^2 H'}{\partial x_2^2} |_m = 2 \left( 1 + \frac{v_0}{T} \right),
\]

\[
\frac{\partial^2 H'}{\partial \varphi_2^2} |_m = 2 \left( u + \frac{v_0}{T} \right) I^2.
\]

(5.17)
FIG. 7: (Color online) Contour plot of the case A) for I=19/2, j=11/2 and $\theta = 70^\circ$ of $^{135}$Pr corresponding to the MoI's: $I_1 : I_2 : I_3 = 10 : 40 : 20h^2 MeV^{-1}$. The minima (m.) and the saddle points(S.) are also mentioned.

Also the minimal value of $H'$ is:

$$H'|_m = -2v_0 I. \quad (5.18)$$

Denoting by $(\bar{x}_2, \bar{\varphi}_2)$ the deviation of the current coordinates from those of the minimum point, the second order expansion of $H'$ looks like:

$$H' = -2v_0 I + \left(1 + \frac{v_0}{T}\right) \bar{x}_2^2 + \left(u + \frac{v_0}{T}\right) I^2 \bar{\varphi}_2^2. \quad (5.19)$$

This describes a harmonic oscillator of a frequency:

$$\omega = 2\sqrt{(1 + v)(u + v)I^2}, \quad (5.20)$$

with $v = \frac{v_0}{u}$. By quantization, the spectrum corresponding to $H'$ coincides with that from (4.5), provided the approximation $I + \frac{1}{2} \approx I$ is adopted.

In the minimum point, the angular momentum components are:

$$(x_1, x_2, x_3) = (-I, 0, 0)_m, \quad (5.21)$$

while the energy is: $E_m = -2vI^2$.

A2) One may check that $(0, \frac{\pi}{2})$ is also a minimum of $H'$, in which the angular momentum is $(I, 0, 0)$, while the energy has the expression $E_m = 2vI^2$. The second order expansion of $H'$ is:

$$H' = 2v_0 I + (1 - v)\bar{x}_2^2 + I^2 (u - v)\bar{\varphi}_2^2. \quad (5.22)$$

This describes an harmonic oscillation of frequency:

$$\omega = 2\sqrt{(1 - v)(u - v)I^2}. \quad (5.23)$$

This frequency coincide with the quantal frequency $\omega'$ given by Eq.(4.5), if we adopt the approximation $I + \frac{1}{2} \approx I$, which is valid for a large $I$.

A3) Another pair of conjugate, and stationary variables, which might be minimum for the energy function is:

$$(x_2, \varphi_2)_s = (0, \arcsin \left( \frac{v_0}{Tu} \right)). \quad (5.24)$$

To this, it corresponds the harmonic Hamiltonian:

$$H'_h = uI^2 + \frac{v_0^2}{u} + (1 - u)\bar{x}_2^2 - u \left( I^2 - \frac{v_0^2}{u^2} \right) \bar{\varphi}_2^2. \quad (5.25)$$
If $0 < u < 1$, the mentioned stationary point is a saddle point, to which the following angular momentum corresponds: $(x_1, x_2, x_3) = \left(\frac{\omega v}{u}, 0, \sqrt{(I^2 - \frac{v^2}{u^2})}\right)$, with the energy of: $E_s = (u + \frac{v^2}{u})I^2$. In the case $-1 < u < 0$ the above mentioned stationary point is a minimum. The trajectories corresponding to the situations labeled by A1)-A3) are visualized by the contour plot given in Fig. 7. One notices that the trajectories of energies close to a minimum, surround exclusively that minimum, while due to the tunneling effect, the trajectories of large energies surround all minima.

B1) Choosing now the 3-axis as quantization axis, and the corresponding polar coordinates:

$$x_1 = I \sin \theta \cos \varphi_3, \quad x_2 = I \sin \theta \sin \varphi_3, \quad x_3 = I \cos \theta_3,$$

the Hamiltonian $H'$ can be expressed in terms of the canonical conjugate variables $(x_3, \varphi_3)$:

$$H' = x_3^2 \left( u - \sin^2 \varphi_3 - \frac{v_0}{I} \cos \varphi_3 \right) + I^2 \sin^2 \varphi_3 + 2v_0 I \cos \varphi_3.$$

(5.27)

One stationary point which might be a minimum is $(x_3, \varphi_3) = (0, \pi)$. The corresponding angular momentum components are $(x_1, x_2, x_3) = (-I, 0, 0)_{m}$. Therefore, the angular momentum is oriented along the 1-axis. The minimum energy is $E_m = -2v_0 I$. The harmonic Hamiltonian, i.e. the second order expansion of $H'$ around $(0, \pi)$, is:

$$H'_m = -2v_0 I + \left( u + \frac{v_0}{I} \right) x_3^2 + I^2 \left( 1 + \frac{v_0}{I} \right) \varphi_3^2.$$

(5.28)

Although the harmonic Hamiltonian is different from that from the case A1), the two scenarios provide the same angular frequencies, but the canonical conjugate variables are interchanged.

![Contour plot](image)

**FIG. 8:** (Color online) Contour plot of the case B) for $I=19/2, j=11/2$ and $\theta = 70^0$ of $^{135}$Pr corresponding to the MoI's: $I_1 : I_2 : I_3 = 10 : 20 : 40h^2 Mev^{-1}$. The minima (m.) and maxima (M.) are also mentioned.

B2) Similarly, one shows that $(x_3, \varphi_3) = (0, 0)$ is a minimum, which results the quadratic expansion:

$$H'_m = 2v_0 I + \left( u - \frac{v_0}{I} \right) x_3^2 + I^2 \left( 1 - \frac{v_0}{I} \right) \varphi_3^2.$$

(5.29)

with the stationary angular momentum $(x_1, x_2, x_3) = (I, 0, 0)_{m}$, and the corresponding energy $E_m = 2v_0 I$. The harmonic frequency determined by $H'_m$:

$$\omega = 2 \sqrt{(1-v)(u-v)I^2}.$$

(5.30)

B3) In this case, the stationary point is $(x_3, \varphi_3) = (0, \arccos \frac{v_0}{\sqrt{I^2}})$, which leads to $(x_1, x_2, x_3) = (v_0, \sqrt{I^2 - v_0^2}, 0)_{M}$. The corresponding quadratic expansion of $H'$ is:

$$H'_m = I^2 + v_0^2 + (u-1)x_3^2 + (v_0^2 - I^2)\varphi_3^2,$$

(5.31)

which indicates that the stationary point is a maximum point with the critical energy equal to $E_M = I^2(1+v^2)$. The trajectories determined by the circumstances specified by the cases B1)-B3) are represented in the contour plot from Fig. 8.
C1) If the maximal MoI corresponds to the 1-axis, then we choose this as quantization axis, and the polar coordinates:

\[ x_1 = I \cos \theta_1, \quad x_2 = I \sin \theta_1 \cos \varphi_1, \quad x_3 = I \sin \theta_1 \sin \varphi_1. \]  

The Hamiltonian becomes:

\[
H' = \left( \cos^2 \varphi + u \sin^2 \varphi \right) \left( I^2 - x_1^2 \right) + 2v_0 x_1.
\]  

This has a stationary point in \((x_1, \varphi_1) = \left( \frac{v_0}{u}, \frac{\pi}{2} \right)\). For \(0 < u < 1\), this is a saddle point for \(H'\), as suggested by the second order expansion:

\[
H'_{0} = u I + \frac{v_0}{u} - u \bar{x}_1^2 + (1 - u) \left( I^2 - \frac{v_0^2}{u^2} \right) \bar{\varphi}_1. \]  

In the case \(-1 < u < 0\) the mentioned stationary point is a minimum. The corresponding angular momentum and energy are: \((x_1, x_2, x_3) = \left( \frac{v_0}{u}, 0, \sqrt{I^2 - \frac{v_0^2}{u^2}} \right)\), and \(E_s = (u + \frac{v_0^2}{u})I^2\).

C2) The stationary point \((v_0, 0)\) is a maximum, with the angular momentum \((x_1, x_2, x_3) = (v_0, \sqrt{I^2 - v_0^2}, 0)\), and energy \(E_M = I^2 + v_0^2\). The quadratic expansion around this point is:

\[
H'_{0} = I^2 + v_0^2 - \bar{x}_1^2 + (u - 1)(I^2 - \frac{v_0^2}{u^2}) \bar{\varphi}_1^2. \]  

Pictorially, this case is shown in Fig.9. The maxima points indicate that rotations around the cranking axis are forbidden. Concluding this analysis, there are six minima, the cases A1), A2), B1), B2), and A3), C1 for \(-1 < u < 0\), one maximum, the cases B3),C2), and one saddle point, the situations A3) and C1) for \(0 < u < 1\). The frequencies corresponding to the six minima are grouped in two pairs of degenerate frequencies, and moreover the frequency showing up in the cases A1), and B1) is equal to the one provided by the quantal description for the deepest minimum of the potential energy. The other two degenerate minima, A2) and B2), produce a frequency equal to the one showing up in the quantal description for the local minimum. In the minimum points, the total angular momentum is oriented along a principal axis, namely the 1-axis, while for the maximum and the saddle point is located in a principal plane. For \(-1 < u < 0\) the minima characterizing the situations A3) and C1) correspond to an angular momentum located in the plane \((x_1, x_3)\). It is worth mentioning that in the maximum point, the angular momentum is oriented along the 2-axis to which the maximal MoI corresponds. Therefore, the transverse wobbling is unstable.

According to the contour plot of Fig. 9, all trajectories, determined by the conditions C1,C2), are meta-stable for \(0 < u < 1\).

A. The phase diagram

The character of the stationary point to be minimum, maximum or saddle point is decided by the signs of the diagonal matrix elements of the Hessian: a) if all diagonal elements are positive, the stationary point is minimum; b)
FIG. 10: (Color online) The phase diagram for I=15/2 of $^{135}$Pr. Using the MoI’s, and $\theta$ determined by the adopted fitting procedure, we calculated the coordinates of the minimum point, the result being shown by a red and full circle having a lowercase $m$.

if all diagonal m.e. are negative, then we deal with a maximum, while c) it is a saddle point if one m.e. is positive and the other is negative. Equating the Hessian to zero, one obtains the parameters $u$, and $v$ for which the critical points are degenerate. The resulting equations may be unified in a single formula:

\[(1 - u)(1 - v^2)(v^2 - u^2)(v^2 - u) = 0. \quad (5.36)\]

The last factor in the above equation is obtained by equating the critical energies $E_M$, and $E_s$. Each factor generates a curve, called separatrice, in the parameter space spanned by $(u,v)$. As shown in Fig. 10, the separatrices are bordering manifolds defining unique nuclear phases characterized by a specific portrait of the stationary points. Indeed, among the factors involved in Eq.(5.36), we recognize those defining the two wobbling frequencies. On the other hand a vanishing energy defines a Goldstone mode [45] which, as a matter of fact, render evidently a phase transition.

VI. ELECTROMAGNETIC TRANSITIONS

We are interested in describing the experimental data for the electric quadrupole intra- and inter-band transitions as well as the magnetic dipole transitions. We begin with the electric transitions. Aiming at this goal, we need the wave functions describing the involved states, and the transition quadrupole operator. The wave function for an I-state is the solution of the Schrödinger equation for the given total angular momentum, I. Note that the wave function is degenerate with respect to "M", the projection of $I$ on the x-axis, in the laboratory frame. Since the ground state is the vacuum state for the wobbling phonon operator, and moreover, in the minimum point of the constant energy surface, the a.m. projection on the one-axis of the rotating frame is equal to -I, it results that the K quantum number is equal to -I. Therefore the solution of the Schrödinger equation must be labeled by the mentioned quantum numbers, i.e.

\[\Psi_{IM} = \Phi_{I,-I}|IM,-I\rangle, \text{ with } |IMK\rangle = \sqrt{\frac{2I+1}{8\pi^2}}D_{MK}^I. \quad (6.1)\]

Here we consider the first two wobbling bands as signature partner bands, the arguments being in detail given in Ref.[25]. More specifically, the spin sequence of the first band is $j + R$, for $R=0,2,4,...$, while for the second band the spin succession is $j + R$, with $R=1,3,5,...$. Note that the quadrupole inter-band transition is forbidden since, for the states mentioned above, we have $\Delta K = 1$. In this case, considering the component $K = -I + 1$ in one of the involved states, i.e. $\Phi_{I,-I}$, is necessary. The quadrupole transition operator is taken as:

\[\mathcal{M}(E2;\mu) = \sqrt{\frac{5}{16\pi}}e \left( Q_{20}D_{\mu0}^2 + Q_{22}D_{\mu2}^2 + Q_{2-2}D_{\mu-2}^2 \right), \quad (6.2)\]

where $Q_{20}$, and $Q_{2\pm2}$ denote the $K = 0$, and $K = \pm2$ components of the quadrupole transition operator, respectively. Note that since the intrinsic component of the wave function depends on one of the conjugate variables $q$ and $d dq$, that is $q$, we must express the quadrupole operators in terms of the $q$ variable. This will be achieved by writing Q-s in
the space of angular momentum and then use the Bargmann representation of the a.m. components. Thus we have:

\[
Q_0 = \left( -\frac{1}{4} \sqrt{\frac{2}{3}} (\hat{I}_+ \hat{I}_- + \hat{I}_- \hat{I}_+) + \sqrt{\frac{2}{3}} f_1^2 \right) \bar{Q}_0, \quad Q_{\pm 2} = \frac{1}{2} f_2^2 \bar{Q}_2.
\] (6.3)

The quadrupole operator was previously written in terms of angular momentum in Ref. [52], where the quadrupole-quadrupole coupling of a particle and a triaxial rotor-core is studied. Recently, the static quadrupole moment in a wobbling state was considered in the space of intrinsic angular momenta [59].

The expressions of the intrinsic quadrupole operators in terms of the conjugate variables \(q\) and \(d/dq\) are given in Appendix A.

Here we propose an alternative method to calculate the necessary matrix elements, which is easier to handle. We use the expression (6.3), and evaluate the result of acting on the system wave function with the spherical components of \(\bar{I}\). The nice feature of this procedure is that any reduced m.e. has the overlap of the initial and final intrinsic states as a common factor. As an example, the overlap factors for inter-band and intra-band transitions, are:

\[
\langle \Phi_{I,-1} | \Phi_{I',-1} \rangle = \frac{2\sqrt{\omega_I \omega_{I'-1}}}{\omega_I + \omega_{I'-1}} \langle \Phi_{I,-1} | \Phi_{I',-2} \rangle = \frac{2\sqrt{\omega_I \omega_{I'-2}}}{\omega_I + \omega_{I'-2}}.
\] (6.4)

We checked numerically the fact that the overlap factors are very close to unity. For this reason we approximate them to one. Thus, the matrix elements involved in the equation defining the reduced transition probabilities are analytically expressed. Note that acting with the operator \(Q_{2\mu}\), on the intrinsic wave function the a.m. is preserved but the \(K\) quantum number is changed by \(\mu\) units. The change of a.m. is due to the overlap factor which modifies also the \(K\) quantum number by 2 units. Due to this feature the variation \(\Delta K\) for initial and final states might exceed \(\mu\). However, we should keep in mind that the tensor properties of the operator \(Q_{2\mu}\), specific to the laboratory frame, are lost when one passes to the rotating frame. On the other hand, the intrinsic wave function does not have \(K = -I\), this being fulfilled for the classical minimal energy but not within the quantal picture. However, the conservation rules as well as the Wigner-Eckart theorem hold due to the laboratory frame wave factor.

The matrix elements for the intra-band transitions are:

\[
\langle \Psi_I | \mathcal{M}(E2) | \Psi_{I'} \rangle = \sqrt{\frac{5}{16\pi}} \left\{ \bar{Q}_2 \frac{1}{2} \left[ C_{I-2}^{\prime t-2} \left( \sqrt{6(I-1)(2I-3)} + \frac{2I^2 - 2I + 5}{\sqrt{(I-2)(2I-5)}} \right) \right] + \bar{Q}_0 C_{I-2}^{t-2} \left( \sqrt{(I-1)(2I-3)} + \frac{1}{\sqrt{6}}(2I^2 - 5I + 5) \right) \right\},
\] (6.5)

while those determining the inter-band transitions have the expressions [69]:

\[
\langle \Psi_I | \mathcal{M}(E2) | \Psi_{I'} \rangle = \sqrt{\frac{5}{16\pi}} \left\{ \bar{Q}_2 \frac{1}{2} \left[ C_{I-3}^{t-1} \left( \sqrt{(I-1)(2I-3)} + \frac{2I^2 - 3I + \frac{3}{2}}{\sqrt{(I-1)(2I-3)}} \right) \right] + \bar{Q}_0 C_{I-3}^{t-1} \left( \sqrt{(I-1)(2I-3)} + \frac{1}{\sqrt{24}}(4I^2 - 6I + 3) \right) \right\}.
\] (6.6)

Furthermore, the reduced transition probabilities are readily obtained:

\[
B(E2; I \rightarrow I') = |\langle \Psi_I | \mathcal{M}(E2) | \Psi_{I'} \rangle|^2.
\] (6.7)

The factors \(\bar{Q}_0\) and \(\bar{Q}_2\) have the units of \(e\,\text{fm}^2/\hbar^2\), and are taken as free parameters.

The magnetic dipole transition operator is:

\[
\mathcal{M}(M1; \mu) = \sqrt{\frac{3}{4\pi}} \mu_N \sum_{\nu} \left( g_R \hat{R}_\nu + g_j \hat{j}_\nu \right) D_{\mu \nu}^1 \equiv M_{1\mu}^{\text{coll}} + M_{1\mu}^{\text{sp}},
\] (6.8)

where \(R_\nu\) and \(j_\nu\) are the spherical components of the core and the odd nucleon angular momenta, respectively. \(g_R\) and \(g_j\) stand for the gyromagnetic factors of the core, and the coupled odd nucleon, respectively. Also, the standard notation for the Wigner function, \(D_{MK}^I\), and for the nuclear magneton, \(\mu_N\), are used. To calculate the collective part of the transition matrix element, we need to express the wave function describing the odd system as a Kronecker product of the core, and the odd particle wave functions:

\[
|IMK\rangle = \frac{1}{2j+1} \sum_{M_R,\Omega,R} C_{M_R,\Omega,R}^{K I} \langle RM_R| \psi_{j\Omega}\rangle.
\] (6.9)
By a direct manipulation, one finds:

\[
\langle I||M_1^{\text{coll}}||I-1 \rangle = \sqrt{\frac{3}{4\pi}}g_R\mu_N g_J \langle j_{J+\frac{1}{2}}|C_{J+\frac{1}{2}}^{I+\frac{1}{2}}|I-\frac{1}{2}\rangle \cdot W(I-1, J, I+1; I+J-1, I),
\]

where the notation \( W(a, b, c; d; e, f) \) stands for the Racah coefficient.

To calculate the reduced m.e. of the single particle M1 operator we need the wave function describing the odd proton having the a.m. along the 1-axis.

\[
\psi_j' = R_3(\theta)\psi_{jj}.
\]

The reduced m.e. of the single particle transition operator is:

\[
\langle I||M_1^{\text{sp}}||I-1 \rangle = \sqrt{\frac{3}{4\pi}}g_J\mu_N C_{J+\frac{1}{2}}^{I+\frac{1}{2}} \langle \psi_{jj}|R_3(\theta)\psi_{jj}\rangle
\]

\[
= \frac{1}{\sqrt{2}}(\langle j_1 |\sin \theta + j_2 |\cos \theta - 1 |\cos \theta + 1 |\psi_{jj}\rangle = -j \sin \theta \sqrt{\frac{3}{8\pi}}\mu_N g_j C_{J+\frac{1}{2}}^{I+\frac{1}{2}} W(I-1, J, I+1; I+J-1, I). \quad (6.12)
\]

The gyromagnetic factors have the expressions:

\[
g_R = \frac{Z}{A}; \quad g_j = g_i + \frac{3}{2} + j(j+1) - l(l+1) \frac{g_s - g_i}{j(j+1)}, \quad (6.13)
\]

where \( g_l \) and \( g_s \) stand for the orbital and spin free gyromagnetic factors, respectively. Finally, the magnetic dipole reduced transition probability is given by:

\[
B(M1; I \rightarrow I') = |\langle \Psi_I||\mathcal{M}(M1)||\Psi_{I'}\rangle|^2. \quad (6.14)
\]

\[\text{VII. RESULTS}\]

The formalism described in the previous sections was applied to \(^{135}\text{Pr}\). The excitation energies in three bands, conventionally called band 1 (B1), band 2 (B2), and band 3 (B3), and the electromagnetic properties of the states have been described by a simple Hamiltonian (2.1), associated with the even-even core and the odd proton, which stays in the orbital \( h_{11/2} \). The core properties are simulated by a triaxial core with the moments of inertia \( I_1 \), \( I_2 \), and \( I_3 \), which were fixed by a least mean square procedure, fitting the excitation energies for the three wobbling bands in \(^{135}\text{Pr}\). The excitation energies in three bands, conventionally called band 1 (B1), band 2 (B2), and band 3 (B3), and the electromagnetic properties of the states have been described by a simple Hamiltonian (2.1), associated with the even-even core and the odd proton, which stays in the orbital \( h_{11/2} \). The core properties are simulated by a triaxial core with the moments of inertia \( I_1 \), \( I_2 \), and \( I_3 \), which were fixed by a least mean square procedure, fitting the excitation energies for the three wobbling bands in \(^{135}\text{Pr}\).

\[
\begin{array}{cccccc}
I_1 & I_2 & I_3 & \theta & \text{nr. of states} & \text{r.m.s.} \\
[\text{MeV}] & [\text{MeV}] & [\text{MeV}] & \text{degrees} & \text{[MeV]} & \text{[MeV]} \\
91 & 9 & 51 & -119 & 20 & 0.174
\end{array}
\]

\[\text{TABLE I: The MoI’s, and the parameter } \theta \text{ as provided by the adopted fitting procedure.}\]

\[\text{A. Energies}\]

In Ref. [28], the first two bands -TSD1 and TSD2- in the even-odd isotopes \(^{161,163,165,167}\text{Lu}\) were interpreted as signature partner bands. The argument was that the potential well is very deep and therefore comprises the energy levels of both bands, which results in having similar properties for the mentioned bands. Here, the potential well is also very deep and consequently we may consider the bands 1 and 2 as partner bands with the signatures \( +\frac{1}{2} \) (favored) and \( -\frac{1}{2} \) (unfavored), respectively. Moreover, the band 3 is interpreted as being an one phonon excitation of the band 2.
Thus, the excitation energies for the first three bands are obtained from Eq.(4.2):

\[
E_{I}^{\text{exc1}} = A_{1}I^{2} + (2I+1)A_{1}j_{1} - IA_{2}j_{2} + \omega_{I}/2 - E_{11/2},
\]

\[
I = R + j, \quad R = 0, 2, 4, \ldots,
\]

\[
E_{I}^{\text{exc2}} = A_{1}I^{2} + (2I+1)A_{1}j_{1} - IA_{2}j_{2} + \omega_{I}/2 - E_{11/2},
\]

\[
I = R + j, \quad R = 1, 3, 5, \ldots,
\]

\[
E_{I+1}^{\text{exc3}} = A_{1}I^{2} + (2I+1)A_{1}j_{1} - IA_{2}j_{2} + 3\omega_{I}/2 - E_{11/2},
\]

\[
I = R + j, \quad R = 1, 3, 5, \ldots
\]

As we already mentioned, the involved parameters were fixed by fitting the experimental excitation energies with those described by the above equations. The parameters thus determined and Eq.(7.1), the excitation energies are readily obtained. They are visualized in Figs.11, 12, 13 and compared with the corresponding experimental data taken from Refs.\[34\] \[35\]. Note that in the mentioned figures the three bands are conventionally called as the first, the second and the third band, respectively. Results are compared with the experimental data \[35\] for the bands yrast, one phonon wobbling (TW1) and the two phonon wobbling bands (TW2), respectively. Our denomination is different from that used for the experimental bands, since in our case the second band is the signature partner band of the yrast band, while the third band is one phonon band built up on the base of the second band. From there, one sees the quality of the agreement with the data, that might be appraised by the r.m.s. of the deviation which is also given in Table I. This is slightly larger but comparable with the r.m.s.'s obtained in Refs.\[40\] (\(\approx 0.160\text{MeV}\)) and \[33\] (\(\approx 0.150\text{ MeV}\)) by different methods. We may conclude that the agreement between theoretical, and experimental results is good.

![FIG. 11: (Color online) The excitation energies yielded by our calculations for the first band of \(^{125}\text{Pr}\), using the MoI's, and \(\theta\) determined by a fitting procedure, are compared with the experimental excitation energies from the yrast band \[35\].](image)

From Table I we see that the MoI’s ordering predicted by our calculations is: \(J_{1} > J_{3} > J_{2}\). Due to the adopted fitting procedure this is, however, a global result. The corresponding potentials \(V(\theta)\) and \(V(\theta + \pi)\) are shown in Fig.14. From there we remark that \(V(\theta)\) has a deepest minimum in \(q = 2K\) which contrasts the situation when the maximal MoI is \(J_{2}\) where the deepest minimum shows up at \(q = 0\). This fact asserts that the particle-core coupling may change the MoI’s ordering as well as the position of the deepest minimum for the triaxial potential. Such a result represents a specific feature for the present approach.

In order to check whether this ordering holds also when using a different fitting procedure, we fixed the MoI’s by equating the calculated excitation energies for the lowest two states of band 1 and the second state of band 2 to the corresponding experimental data, otherwise fixing \(\theta\) to obtain a global best fit. In this way we found a set of MoI’s which suggests a transverse wobbling regime for the odd system under consideration. Indeed, for \(\theta = 140^{\circ}\), the result is \(J_{1} = 13.53[\hbar^{2}/\text{MeV}], \quad J_{2} = 101.76[\hbar^{2}/\text{MeV}], \quad J_{3} = 52.94[\hbar^{2}/\text{MeV}].\) However, the overall agreement with experiment does not improve the results obtained by the former fit method. The potential corresponding to this set of parameters has the deepest minimum at \(q = 0\) which is consistent with the fact that the maximal MoI is \(J_{2}\). Unfortunately, such a solution is not acceptable since the factor \(A\) connecting \(H’\) to \(H_{\text{rot}}\) is negative. Therefore, the minimum of \(H’\) is a maximum for \(H_{\text{rot}}\), which results that the suspected transverse mode is unstable.

Note that being guided by the scenario where \(J_{2}\) is maximum, the fit was performed by using for the wobbling frequency the expression (4.3), obtained by a quadratic expansion of the potential around \(q = 0\). However, the potential
FIG. 12: (Color online) The excitation energies for the second band of $^{135}$Pr, with the parameters determined as explained in the text, are compared with the experimental excitation energies from the TW1 band [35].

FIG. 13: (Color online) The excitation energies for the one phonon band of $^{135}$Pr, with the parameters determined as explained in the text, are compared with the experimental excitation energies from the TW2 band [35].

FIG. 14: (Color online) Potential energies for $J_1 : J_2 : J_3 = 91 : 9 : 51 \, [\hbar^2]$ for $\theta = -119^0$ (left panel) and $\theta = 61^0$ (right panel). In both cases j=11/2.

corresponding to the fitted parameters exhibits the deepest minimum in $q = 2K$, with the wobbling frequency equal to $\omega'$ given by Eq. (4.6). We repeated the fitting procedure using this frequency in the band definition (7.1). The results are: $J_1 : J_2 : J_3 = 89 : 12 : 48 \, [\hbar^2/MeV]$ and $\theta = -71^0$. It is remarkable the fact that the corresponding
r.m.s. is equal to that given in Table 1. The reason is that the two frequencies differ from each other by a constant amount, independent of I, and therefore they lead to similar excitation energies.

B. Comment on the chiral features of the wobbling motion

We recall that a chiral transformation brings a right-handed reference frame to a left-handed one. In the angular momentum space, the change of sign of the a.m. defines a chiral transformation. A system is invariant to a chiral transformation if its rotational energy is preserved when the sense of rotation around an axis is changed. Note that our starting Hamiltonian is a sum of two terms, one being symmetric and one antisymmetric with respect to chiral transformations.

\[
\hat{H}_{\text{rot}} = \hat{H}_s + \hat{H}_a. \tag{7.2}
\]

If |ψ⟩ is an eigenstate for \(\hat{H}_s\), and C is a chiral transformation, then \(C|ψ⟩\) is also eigenstate for \(\hat{H}_s\), and corresponds to the same energy. In this case, the function \(\langle ψ|ψ⟩\) has the chirality equal to one, since \(C|ψ⟩ = |ψ⟩\). For \(\hat{H}_a\), the above mentioned property changes to: If |ψ⟩ is an eigenstate of \(\hat{H}_a\) corresponding to the eigenvalue E, then \(C|ψ⟩\) is also eigenstate, but corresponding to the energy \(−E\). Therefore, the eigenvalues of \(\hat{H}_a\) split in two sets, one being the mirror image of the other one. This property is of a chiral nature. The eigenstates of \(\hat{H}_a\) are mixtures of the two chiralities. When there are two sets of energies that are the mirror images of each other, one says that a definite chirality is projected out [23]. In our calculation, the change of sign of the a.m. defines a chiral transformation. A system is invariant to a chiral transformation if its rotational energy is preserved when the sense of rotation around an axis is changed. Note that in our case the Hamiltonian involves linear terms in the total angular momentum, the wobbling motion and chiral properties seem not to be disconnected.

The two potentials of definite chirality, are visualized in Fig. 16. A similar analysis can be performed also for the excitation energies. Indeed, Eq.(4.4) expresses explicitly the dependence of the wobbling frequency on the angle \(θ\), which fixes the orientation of \(\mathbf{j}\). Therefore, it is easy to calculate \(ω_I(θ + \pi)\), with \(θ = −119°\). The frequencies \(ω_I(θ)\) and \(ω_I(θ + \pi)\), with one being the chiral image of the other one, are plotted in Fig. 15 for the yrast band. The two curves are parallel to each other, which suggests that the corresponding states have similar properties. However, they do not correspond to states of definite chirality. However, one can extract the symmetric and antisymmetric terms of the excitation energy. Here we give the result for the yrast states:

\[
E_{I,s}^{\text{exc}} = A_I I^2 + (ω_I(θ) + ω_I(θ + π))/2,
I = R + j, \quad R = 0, 2, 4, ...
\]

\[
E_{I,a}^{\text{exc}} = (2I + 1)A_I J_I - IA_J J_I + (ω_I(θ) - ω_I(θ + π))/2,
I = R + j, \quad R = 0, 2, 4, ..., θ = −119°. \tag{7.4}
\]

Since for asymmetric states, the energies \(E_{I,a}^{\text{exc}}\) are also eigenvalues of the antisymmetric Hamiltonian, we interpret the two sets of energies \(E_{I,s}^{\text{exc}}\), and \(E_{I,a}^{\text{exc}}\) as defining two bands of chirality +1, and -1, respectively. The relative energies to the head-energy of each band respectively, are plotted in Fig.17. Although the two sets of energies have different dependence on the angular momentum, one is linear (asymmetric) and the other one quadratic in a.m., the energy spacing in the two bands are close to each other, which in fact is a chiral feature of the two bands. Although we don’t have enough data to conclude that the two bands are indeed of real chiral type, due to the above mentioned features, they might be, however, considered as germinos of chiral bands. Indeed, there are properties unanimously accepted, which prevent us to make a decisive statement on this matter. For example in a chiral band the system rotates around an axis, which doesn’t belong to any of the principal planes, while here the rotation axis is a principal axis. However, since in our case the Hamiltonian involves linear terms in the total angular momentum, the wobbling motion and chiral properties seem not to be disconnected.
FIG. 15: (Color online) The wobbling frequencies corresponding to the angles $\theta = -119^0$, and $\theta = 61^0$, respectively.

FIG. 16: (Color online) The antisymmetric (left panel) and symmetric (right) potentials, with respect to the chiral transformations, as function of $q$. 
FIG. 17: (Color online) Energies of symmetric and antisymmetric states against chiral transformations, normalized to the head-energy for each band.
C. Electromagnetic transitions

The electric quadrupole reduced transition probabilities were calculated by means of Eq. (6.7), where the reduced matrix elements are those given by (6.5) for the intra-band, and (6.6), for the inter-band transitions. These expressions involve two strength parameters of the quadrupole transition operator, denoted by $Q_0$, and $Q_2$, respectively. These were determined by fitting two particular branching ratios which result in obtaining the values: $Q_0 = -30.02 \, e.f.m^2/h^2$, and $Q_2 = 136.39 \, e.f.m^2/h^2$. Note that the initial and final wave-functions were determined by the energy calculations, which in fact connect the e.m. transitions to the structure of the model Hamiltonian. The results are given in Table II, where the available corresponding experimental data [34] are also listed. One notices by the energy calculations, which in fact connect the e.m. transitions to the structure of the model Hamiltonian. The increasing behavior with $I$ function of the a.m. for the ratio $B$ results are given in Table II, where the available corresponding experimental data [34] are also listed. One notices by the energy calculations, which in fact connect the e.m. transitions to the structure of the model Hamiltonian. The increasing function of the a.m. for the ratio $B(E)_{out}/B(E)_{in}$ is well reproduced. Also, the sign of the mixing ratio, and the increasing behavior with $I$, are consistent with the data, and moreover the results are quite close to the corresponding experimental data.

In principle, to calculate the transition rates $B(E2)$, $B(M1)$ and $E2 - M1$ mixing ratios, one needs the $D_2$ symmetric Hamiltonian wave function as given in Ref.[1]. Practically, one may use the wave function yielded by diagonalizing the model Hamiltonian [29], including the coupling of the valence proton to the deformed core. It is worth mentioning that the calculated transition rates in the present paper reproduce reasonably well the data and moreover do not much differ from the results obtained by using the wave functions calculated with the diagonalization procedure [29]. This means that the wave functions used in our approach approximate quite well the exact ones, produced by the diagonalization procedure. In fact this completes a previous statement [25,26], asserting that the eigenvalues obtained by the diagonalization procedure are identical with the solution of the Schrödinger equation in the Bargmann variables.

VIII. CONCLUSIONS

The formalism developed in the previous sections may be summarized as follows. A new boson expansion is proposed to describe the wobbling motion in even-odd nuclei. The used Hamiltonian has a simple structure obtained from that describing the even-even core, i.e., a triaxial rotor, by replacing the core angular momentum $\mathbf{R}$ with $\mathbf{I} - j$, where $\mathbf{I}$ and $\mathbf{j}$ denote the total and odd particle angular momenta, respectively. The coupling term, describing the motion of the odd nucleon in a deformed mean field generated by the core [52] is ignored, since the odd particle is rigidly coupled to the core, and thereby does not affect the excitation energy spectrum for the odd system. The model Hamiltonian is written in a boson space by using for angular momentum an “elliptic boson expansion”. Subsequently, the Bargmann representation is employed, and the eigenvalue equation of the initial model Hamiltonian is brought to a Schrödinger equation form, where the kinetic and potential energy terms are fully separated. The potential is angular momentum dependent, and exhibits several minima, and maxima. Expanding, successively, the potential around the deepest and the local minima, one arrives at two distinct expressions for the wobbling frequency. These results are also obtained within a classical picture, where the phase diagram is constructed for a particular value of $I (=15/2)$. The frequency associated with the deepest minimum is used to describe the energies of the three known wobbling bands in $^{135}$Pr. Due to the presence of linear terms, a possible chiral behavior for the odd system is expected. One succeeds to build up states of a definite chirality. However, it is hard to call the resulting bands as twin bands, although some embryos of them are present. The electromagnetic reduced transition probabilities are calculated by using for the quadrupole transition operator a quadratic form in the angular momentum. Results for the branching ratios $B(E2)_{out}/B(E2)_{in}$, and $B(M1)_{out}/B(E2)_{in}$, as well as for the mixing ratios $\delta$, are compared with the available data. One concludes that the agreement with experimental data for both energies, and e.m. transitions is reasonably good. It is pointed

| $I^\pi$ | Exp. | Th. | Exp. | Th. | Exp. | Th. |
|---------|------|-----|------|-----|------|-----|
| $^{21}_{2}^-$ | 0.843±0.032 | 0.400 | 0.164±0.014 | 0.08 | -1.54±0.09 | -1.97 |
| $^{25}_{4}^-$ | 0.500±0.025 | 0.450 | 0.035±0.009 | 0.056 | -2.384±0.37 | -2.82 |
| $^{29}_{2}^-$ | ≥0.261±0.014 | 0.497 | ≤0.016±0.004 | 0.041 | - | -3.82 |
| $^{31}_{3}^-$ | - | 0.543 | - | 0.031 | - | -4.96 |
out that, although we started with the hypothesis that the maximal MoI is that of the 2-axis, the fitting procedure yielded as maximal MoI that of the 1-axis. There is a two fold reason causing that: a) the renormalization of the MoI, due to the linear terms in angular momentum and b) the Coriolis interaction simulated by the term proportional to $I_1$. At classical level, one showed that the transverse wobbling motion is unstable.

We recall that here the core-$j$ coupling was neglected. However, the wobbling scheme of the rotor depends on the way how the single particle angular momentum couples to the rotating core [14,29-32]. The present paper shows that the transverse wobbling does not come out in a pure rotor model.

We may assert that the results of the present paper confirm the importance of the boson expansion concept, which was widely used in different contexts of theoretical nuclear physics [62–65].

Concluding, the present formalism provides an interesting tool to investigate the theoretical aspects of the wobbling motion in even-odd nuclei and to describe the existent data in a realistic fashion.
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IX. APPENDIX A

Here the a.m. components $\hat{I}_x$, and $\hat{I}_0$, are written in the Bargmann representation and then the derivative coefficients expanded in the second order around the minimum point of the energy function. The result is:

$$Q_0 = \frac{1}{\sqrt{6}} \left[ 3q^2 \frac{d^2}{dq^2} - 3(2I-1)q \frac{d}{dq} + \frac{I}{2}(2I-1) - I(I-1)(1+k^2)q^2 \right] Q_0, \quad (A.1)$$

$$Q_2 = \frac{1}{k^2} \left\{ \left[ -2 + (1+k^2)q^2 \right] \frac{d^2}{dq^2} - (2I-1)(1+k^2)q \frac{d}{dq} \right\} Q_2. \quad (A.2)$$

Note that the magnitude $k(=\sqrt{|u|})$, defined by Eq. (2.10), depends on the angular momentum $I$ due to $u$. Therefore, hereafter, we attach to it a lower index specifying this dependence. The same procedure is used for he $K+1$, and $K+2$ wave-functions:

$$\Phi_{l,-l+1} = \frac{N_l^{(1)}}{\sqrt{2l}} \hat{I}_- \Phi_{l,-l} = i k_l N_l^{(1)} \left( -I q + \frac{\bar{\omega}_l}{2} q^3 \right) \Phi_{l,-l}, \quad \text{with} \quad N_l^{(1)} = \frac{1}{k_l} \sqrt{\frac{\bar{\omega}_l}{I}},$$

$$\Phi_{l,-l+2} = \frac{N_l^{(2)}}{\sqrt{4l(I-1)}} \hat{I}_+^2 \Phi_{l,-l} = -\frac{N_l^{(2)}}{2l(2I-1)} \left( -I q + \frac{1}{2} q^2 \right) \Phi_{l,-l}, \quad \text{with} \quad N_l^{(2)} = \frac{2\bar{\omega}_l}{k_l^2 \sqrt{4l(I-1)}}. \quad (A.2)$$

The state describing the oscillator vacuum is:

$$\Phi_{l,-l} = C_l e^{-\frac{1}{2\bar{\omega}_l} q^2}, \quad (A.3)$$

where the norm, and the oscillator length are:

$$C_l = \sqrt{\frac{2}{\pi} b_l}, \quad b_l = \frac{\hbar}{M \bar{\omega}_l}. \quad (A.4)$$

In our case, the units system is that where $\hbar = 1$, while the mass parameter is $M = \frac{1}{2}$. Therefore

$$b_l = \sqrt{\frac{2}{\bar{\omega}_l}}, \quad (A.5)$$

where $\bar{\omega}_l = \omega_l/A$, while $\omega_l$ is defined by Eq.(4.2) or by (4.4). With the above ingredients, the m.e. of the transition operator corresponding to the intrinsic states $|\Phi_{l,-l}\rangle$ can be evaluated by integration.
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