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Abstract: This paper addresses the problem of designing an anti-windup like compensator for discrete-time linear control systems with quantized input. The proposed compensator provides a correction signal proportional to the quantization error that is fed to the controller. The compensator is designed to ensure that solutions to the closed-loop systems converge in finite time into a compact set containing the origin that can be tuned by the designer. A numerically tractable algorithm with feasibility guarantees is provided for the design of the compensator. The proposed results are illustrated on an academic example and an open-loop unstable aircraft system.
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1. INTRODUCTION

1.1 Background and motivation

Recent technological enhancements have enabled the design of a new generation of control systems combining physical interactions with computational and communication abilities. The rapid spread of these technologies is related to their enormous advantages in terms of scalability, ease of maintenance, and high computational resources. This has largely impacted numerous applications such as transportation systems, autonomous robotics, and energy delivery systems, just to mention a few. This new trend has had also a strong impact in modern control systems, which are by now characterized by the interplay of digital controllers and/or digital instrumentation and physical systems (Murray et al. (2002)).

One particular problem in this context resides in the presence of quantizers in control loops, especially when the quantization affects the input of the system. Quantization is generally used to reduce data traffic load in communication channels to comply with limited bandwidth constraints. As a side effect, quantization introduces nonlinearity into the closed loop. The unwanted effects of this nonlinearity include chaotic behaviors, additional equilibrium points, and limit cycles, as stated in Delchamps (1990), Ceragioli et al. (2010), Liberzon (2003b), and Tarbouriech and Gouaisbaut (2012). Over the last few years, researchers have mostly focused on the analysis of quantized control systems involving continuous-time plants/controllers; see, e.g., Brockett and Liberzon (2000), Liberzon (2003a), Fridman and Dambrine (2009), Ferrante et al. (2015), and Ferrante et al. (2020). On the other hand, due to the inherent relationship between digital control and quantization, the analysis of quantization in discrete-time control systems is a relevant problem in applications. This has pushed the community to address quantization in a discrete-time setting. Notable results on stability analysis and control design of discrete-time quantized control systems can be found in Picasso and Colaneri (2008), Fu and Xie (2009), Campos et al. (2018), and Ichihara et al. (2018). A novel approach for stability analysis of finite-level quantized discrete-time systems has been recently proposed in Valmorbida and Ferrante (2020).

1.2 Contributions

The focus of this paper is on discrete-time control systems with input quantization. In this setting, we propose an approach for compensating a pre-designed closed-loop control system to reduce the effect of input quantization. The approach we pursue is inspired by the use of anti-windup compensators in saturated control systems; see Tarbouriech et al. (2011); Zaccarian and Teel (2011). In particular, we augment a standard output feedback control system with an additional static compensator loop. This loops feeds back a signal that is proportional to the quantization error into the controller dynamics. We
show how this simple augmentation, if suitably tuned, can dramatically reduce the effect of the input quantization on the closed-loop system response. A similar idea has been proposed in Tarbouriech et al. (2018) in the context of control systems subject to input backlash. In the context of continuous-time quantized control systems, the design of dynamic anti-windup loops is proposed in Sofrony and Turner (2015) to ensure specific $L_2$-gain performance.

For this class of augmented control systems, the main contribution of our paper consists of establishing sufficient conditions to ensure uniform global finite-time convergence of the closed-loop system state into a compact set containing the origin with tunable shape. Later these conditions are used to devise an iterative design algorithm for the compensator that is based on semidefinite programming (SDP). Under some mild assumptions, the algorithm is guaranteed to yield a feasible solution.

The paper is organized as follows. Section 2 states the class of systems under consideration and the problem we solve. Sufficient conditions for designing the compensator are presented in Section 3. Section 4, building upon the results in Section 3, illustrates the iterative design algorithm we present in the paper. Section 5 showcases the results on two examples borrowed from the literature. Section 6 ends the paper with some concluding remarks. Auxiliary results and definitions are included in Appendix A.

### 1.3 Notation

The symbol $\mathbb{N}$ denotes the set of nonnegative integers, $\mathbb{R}$ (or $\mathbb{R}_{>0}$) represents the set of real (nonnegative) numbers, $\mathbb{R}^n$ is the $n$-dimensional Euclidean space, $\mathbb{R}_0^n$ is the positive (open) orthant in $\mathbb{R}^n$, and $\mathbb{R}_{+}^{n \times m}$ represents the set of $n \times m$ real matrices, and $\mathbb{B}$ is the closed unitary ball in the Euclidean norm. The symbol $S_+^n$ ($S_+^{n 	imes n}$) stands for the set of $n \times n$ symmetric positive semidefinite (definite) matrices, $\mathbb{D}_+^n$ ($\mathbb{D}_+^{n 	imes n}$) denotes the set of $n \times n$ diagonal positive semidefinite (definite) matrices, and $\mathbb{P}_n$ is the set of $n \times n$ symmetric matrices with nonnegative entries. For a vector $x \in \mathbb{R}^n$ (a matrix $A \in \mathbb{R}^{n \times m}$) $x^T (A^T)$ denotes the transpose of $x (A)$. The spectral radius of the matrix $A$ is denoted by $\rho(A)$. Given $A \in \mathbb{R}^{n \times n}$, $\text{He}(A) = A + A^T$. The symbol $A \preceq 0$ ($A \prec 0$) stands for seminegative (negative) definiteness of the symmetric matrix $A$. The symbol $\ast$ stands for symmetric blocks of symmetric matrices. Given a symmetric matrix $A$, $\lambda_{\max}(A)$ and $\lambda_{\min}(A)$ stand, respectively, for the largest and smallest eigenvalue of $A$. Given $A \in \mathbb{R}^{n \times n}$, the notation $\mathcal{E}(A) = \{ x \in \mathbb{R}^n ; x^T A x \leq 1 \}$ is used. The function sign: $\mathbb{R} \rightarrow \{-1,1\}$ is defined for all $x \in \mathbb{R}$ as follows: $\text{sign}(x) = 1$ if $x \geq 0$ and $-1$ otherwise. The symbol $\inf_{y \in S} [x - y]$ denotes the distance of the point $x \in \mathbb{R}^n$ to the nonempty set $S \subset \mathbb{R}^n$. The symbol $[x]$ indicates the floor of the real number $x$. The symbol $L_V (c)$ denotes the $c$-sublevel set of the function $V$, i.e., $L_V (c) := \{ x \in \text{dom} \, V ; V (x) \leq c \}$.

### 2. PROBLEM STATEMENT

We consider the following discrete-time plant:

$$
\begin{align*}
    x_p &= A_p x_p + B_p q_\Theta(u_p) \\
    y_p &= C_p x_p
\end{align*}
$$

where $x_p \in \mathbb{R}^{n_p}$, $u_p \in \mathbb{R}^{n_u}$, $y_p \in \mathbb{R}^{n_y}$ are, respectively, the plant state, control input, and measured output. Matrices $A_p$, $B_p$, and $C_p$ are real and assumed to be known. The function $q_\Theta$ is the so-called uniform quantizer, which is defined next:

$$
    u \mapsto q_\Theta(u_p) = (q_{\Theta_1}(u_{p1}), q_{\Theta_2}(u_{p2}), \ldots, q_{\Theta_{n_u}}(u_{p_{n_u}}))$

where $\Theta = (\theta_1, \theta_2, \ldots, \theta_{n_u}) \in \mathbb{R}_{+}^{n_u}$ represents the vector of quantization levels of each channel and, for all $u \in \mathbb{R}$, $\theta \in \mathbb{R}_{>0}$

$$
    q_\Theta(u) \coloneqq \theta \text{sign}(u) \left| \frac{|u|}{\theta} \right|.
$$

The plant is controlled via the following dynamic output feedback controller:

$$
\begin{align*}
    x_c^+ &= A_c x_c + B_c u_c + v \\
    y_c &= C_c x_c + D_c u_c
\end{align*}
$$

where $x_c \in \mathbb{R}^{n_c}$, $y_c \in \mathbb{R}^{n_y}$, and $u_c \in \mathbb{R}^{n_u}$ are, respectively, the controller state, input and output. The parameters $A_c$, $B_c$, $C_c$, and $D_c$ are real matrices of adequate dimensions defining the controller dynamics. The signal $v \in \mathbb{R}^{n_v}$ is an additional input to be designed to mitigate the effect of input quantization. This signal is reminiscent of an anti-windup correction in saturated feedback control systems Zaccarian and Teel (2011). The use of anti-windup-like schemes in quantized control systems and systems subject to backlash have been investigated, respectively, in Sofrony and Turner (2015) and Tarbouriech et al. (2018).

Inspired by the constructions in Tarbouriech et al. (2018), the signals $v$ is selected as follows:

$$
    v = E (q_\Theta(y_c) - y_c) = E \psi_\Theta(y_c)
$$

where $E \in \mathbb{R}^{n_y \times n_u}$ is a gain to be designed. Our goal is to design $E$ to reduce the effect of input quantization on the closed-loop system.

The interconnection of the plant (1) and the controller (2)-(3) is obtained by setting $u_c = y_p$ and $u_p = y_c$. Thus, by taking as a state $x = (x_p, x_c)$, the closed-loop system reads:

$$
\begin{align*}
    x^+ &= \left[ \begin{array}{c}
    A_p + B_p D_c C_p \\
    B_c C_p
    \end{array} \right] x + \left[ \begin{array}{c}
    B_c \\
    E
    \end{array} \right] \psi_\Theta(Hx)
\end{align*}
$$

where $H := [D_c C_p C_c]$ and $R := \left[ \begin{array}{cc}
    0_{n_y \times n_c} & I_{n_u}
    \end{array} \right]$. The general problem we address in this paper can be formalized as follows:

**Problem 1.** Given plant (1) and controller (2) parameters, and a closed set $\mathcal{U}$ containing the origin, design a gain $E$ such that there exists a compact set $\mathcal{S} \subset \mathcal{U}$, containing the origin, that is uniformly globally finite-time attractive UGFTA (see Definition 1 in Appendix A) for the closed-loop system (4).

**Remark 1.** The formulation of Problem 1 ensures that the state of the closed-loop system is bounded due to $\mathcal{S}$ being compact. The set $\mathcal{U}$, which is not necessarily compact, is introduced to enable the designer to shape the response of the system for large times. For example, $\mathcal{U}$ can be selected to ensure that the plant state converges close to zero.
3. MAIN RESULTS

To address Problem 1, we make use of the following sector conditions originally introduced in Ferrante et al. (2015) and later extended in Ferrante et al. (2020) for the mapping \( \varphi_\theta \).

Lemma 1. Let \( S_1, S_2 \in \mathbb{D}_+^{n_\theta} \). Then, for all \( u \in \mathbb{R}^{n_\theta} \) the following inequalities hold:
\[
\begin{align*}
\psi_\theta^T(u)S_1\psi_\theta(u) - \Theta^T S_1 \Theta &\leq 0 \\
\psi_\theta^T(u)S_2(\psi_\theta(u) + u) &\leq 0.
\end{align*}
\]

We assume that the closed set \( U \) introduced in Problem 1 is defined as follows:
\[
U = \{ x \in \mathbb{R}^{n_p + n_c} : x^T U x \leq 1 \}
\]
where \( U \in \mathbb{S}_+^{n_p + n_c} \) is given.

The following result provides sufficient conditions for the solution to Problem 1.

Proposition 1. If there exist \( P \in \mathbb{S}_+^{n_p + n_c} \), \( S_1, S_2 \in \mathbb{D}_+^{n_\theta} \), \( E \in \mathbb{R}^{n_\theta \times n_c} \), and \( \tau \in (0, 1) \) such that the following conditions hold:
\[
\begin{align*}
&\left( (\tau - 1)P - H^T S_2 \ A_{CL}^T P \right) \\
&\quad \quad \quad \quad \quad \quad - S_1 - 2S_2 \left( B_{CL} + RE \right)^T P \\
&\quad \quad \quad \quad \quad \quad - P \Theta^T S_1 \Theta - \tau \leq 0
\end{align*}
\]
\[
U - P \leq 0
\]
\[
(5a)
\]
\[
(5b)
\]
\[
(5c)
\]
Then, \( S = \mathcal{E}(P) \) is included in \( U \) and is UGFTA for the closed-loop system (4).

Proof. The inclusion \( S = \mathcal{E}(P) \subset U \) follows directly from (5c). The remainder of the proof is based on Proposition 3. In particular, we show that the function \( V(x) = x^T P x \) satisfies all the assumptions in Proposition 3 with \( c = 1 \). From Schur complement and a simple congruence transformation, the satisfaction of (5a) implies that
\[
M := \left[ \begin{array}{c}
(\tau - 1)P - H^T S_2 \\
S_1 - 2S_2 \left( B_{CL} + RE \right)^T P \\
\end{array} \right] < 0
\]
\[
(6)
\]
In particular, observe that, from simple calculations, one has
\[
\begin{align*}
\begin{bmatrix} x \ \psi_\theta \end{bmatrix}^T M \begin{bmatrix} x \\
\psi_\theta \end{bmatrix} &\leq \Delta V(x) + \tau x^T P x - \psi_\theta^T S_1 \psi_\theta \\
&\quad - 2\psi_\theta^T S_2 \psi_\theta - 2\psi_\theta^T S_2 H x
\end{align*}
\]
where, for all \( x \in \mathbb{R}^{n_p + n_c} \):
\[
\Delta V(x) := V(A_{CL}x + (B_{CL} + RE)\psi_\theta) - V(x)
\]
and the shorthand notation \( \psi_\theta = \psi_\theta(Hx) \) is used. Using (5b) and Lemma 1, one has, for all \( x \in \mathbb{R}^{n_p + n_c} \):
\[
\Delta V(x) + \tau x^T P x \leq \begin{bmatrix} x \\
\psi_\theta \end{bmatrix}^T M \begin{bmatrix} x \\
\psi_\theta \end{bmatrix} - \Theta^T S_1 \Theta + \tau.
\]
The latter, for all \( x \in \mathbb{R}^{n_p + n_c} \), yields
\[
\Delta V(x) + \tau(V(x) - 1) \leq \begin{bmatrix} x \\
\psi_\theta \end{bmatrix}^T M \begin{bmatrix} x \\
\psi_\theta \end{bmatrix}
\]
which, by using (6), gives
\[
\Delta V(x) + \tau(V(x) - 1) \leq -\rho V(x),
\]
for some small \( \rho \in (0, 1) \). Hence, by S-procedure, the last inequality implies that, for all \( x \in \mathbb{R}^{n_p + n_c} \setminus L_V(1) \),
\[
V(A_{CL}x + (B_{CL} + RE)\psi_\theta) \leq e^{-\rho} V(x),
\]
with \( \mu := \ln(1 - \rho) \), which corresponds to (A.2). To conclude the proof, we show that (5a) and (5b) imply (A.3). From (7), for all \( x \in \mathbb{R}^{n_p + n_c} \),
\[
V(A_{CL}x + (B_{CL} + RE)\psi_\theta) - 1 + (1 - \tau)(1 - V(x)) \leq 0
\]
which, due to \( \tau \in (0, 1) \), by using S-procedure, yields
\[
V(A_{CL}x + (B_{CL} + RE)\psi_\theta) - 1 \leq 0 \quad \forall x \in L_V(1)
\]
thereby giving (A.3). This establishes the result.

The result given next, which plays a relevant role in the construction of the design algorithm presented in Section 4, shows that (5a) and (5b) are always feasible as long as the quantization-free uncompensated \( E = 0 \) system closed-loop system (4) is asymptotically stable.

Proposition 2. If \( \rho(A_{CL}) < 1 \), then (5a) and (5b) are feasible with \( E = 0 \) and any \( \tau \in (0, 1) \) such that \( \sqrt{1 - \tau} > \rho(A_{CL}) \).

Proof. To show the result, we prove that (5a) and (5b) are feasible with \( E = 0 \) for some \( P \in \mathbb{S}_+^{n_p + n_c} \), \( S_1 \in \mathbb{D}_+^{n_\theta} \), and \( S_2 = 0 \). To this end, let \( \tau \in (0, 1) \) such that
\[
\sqrt{1 - \tau} > \rho(A_{CL}) \]
is always possible due to \( \rho(A_{CL}) < 1 \). For this selection of \( \tau \), select \( S_1 \in \mathbb{D}_+^{n_\theta} \) such that (5b) holds. Let \( Q \in \mathbb{S}_+^{n_p + n_c} \) be any solution to the following matrix inequality:
\[
\begin{bmatrix} (\tau - 1)Q + A_{CL}^T Q A_{CL} \end{bmatrix} < 0.
\]
which is solvable due to the selection of \( \tau \) above. The latter, thanks to Schur complement lemma and a simple congruence transformation, is equivalent to:
\[
\begin{bmatrix} (\tau - 1)Q + A_{CL}^T Q A_{CL} \end{bmatrix} < 0.
\]
At this stage, observe that (8) can be equivalently rewritten as:
\[
\begin{bmatrix} I \\
0 \ 0 \ I \end{bmatrix} \begin{bmatrix} (\tau - 1)Q + A_{CL}^T Q A_{CL} \end{bmatrix} \begin{bmatrix} I \\
0 \ 0 \ I \end{bmatrix} < 0.
\]
Thus, from the Projection Lemma (Gahinet and Apkarian, 1994, Lemma 3.1), the satisfaction of (9) implies that there exists \( X \in \mathbb{R}^{n_p \times n_c} \) such that
\[
\begin{bmatrix} (\tau - 1)Q + A_{CL}^T Q A_{CL} \end{bmatrix} < 0.
\]
Notice that, necessarily, \( He(X) < 0 \). Let
\[
\chi \leq \frac{\lambda_{\min}(S_1)}{\lambda_{\max}(-He(X))}
\]
observe that \( \chi > 0 \), due to \( S_1 > 0 \) and \( He(X) < 0 \). Therefore, by setting
\[
P := \chi Q, \quad Z := \chi X,
\]
from (10), one has
\[
\begin{bmatrix}
(\tau - 1)P & 0 & A_{CP}^T P \\
* & \text{He}(Z) & B_{CP}^T P \\
* & * & -P
\end{bmatrix} < 0. \quad (11)
\]
At this stage, notice that by construction, \(-S_1 - \text{He}(Z) \leq 0\), therefore (11) implies
\[
\begin{bmatrix}
(\tau - 1)P & 0 & A_{CP}^T P \\
* & -S_1 & B_{CP}^T P \\
* & * & -P
\end{bmatrix} < 0
\]
which corresponds to (5a) with \(S_2 = 0\) and \(E = 0\). Hence, the result is established.

4. COMPENSATOR DESIGN AND OPTIMIZATION ASPECTS

In this section, we show how the results proposed in this paper can be used to devise a computationally affordable design algorithm for the compensator gain \(E\) based on SDP tools.

4.1 Optimization

The formulation of Problem 1 is based on a preassigned design algorithm for the compensator gain \(E\) recast as the following optimization problem:
\[
\begin{align*}
\text{maximize} & \quad \omega(U) \\
\text{subject to} & \quad (5), h(U) = 0 \\
& \quad U \in S_+^{n_p+n_c}, P \in S_+^{n_p+n_c}, S_1, S_2 \in D_+^{n_v}, \quad (12)
\end{align*}
\]
where \(\omega: S_+^{n_p+n_c} \rightarrow \mathbb{R}_+\) associates to \(U\) a suitable “size” and \(h: S_+^{n_p+n_c} \rightarrow \mathbb{R}^{(n_p+n_c) \times (n_p+n_c)}\) prescribes structural constraints on \(U\). As an example, if the primary objective is to keep the plant state \(x_p\) as close as possible to zero, then a possible selection of the functions \(\omega\) and \(h\) is as follows:
\[
h(U) = \begin{bmatrix} 0_{n_p \times n_p} & U_{12} \\ * & 0_{n_c \times n_c} \end{bmatrix}, \quad \omega(U) = \text{trace}(U)
\]
where \(U_{1,2} \in \mathbb{R}^{n_p \times n_c}\) and \(U_{2,2} \in \mathbb{R}^{n_c \times n_c}\) are the corresponding blocks of the matrix \(U\). Indeed, the selection of \(h\) implies that
\[
U = \{ (x_p, x_c) \in \mathbb{R}^{n_p+n_c} : x_p^T U_{1,1} x_p \leq 1 \}
\]
for some \(U_{1,1} \in S_+^{n_p}\), while the selection of \(\omega\) ensures that the size of the ellipsoidal set \(E(U_{1,1})\) is minimized.

Remark 2. Typically, the constraint induced by the function \(h\) can be eliminated by suitably structuring the matrix \(U\). Therefore, henceforth such a constraint will be dropped in optimization problem (12).

4.2 SDP-based compensator design

Although the function \(\omega\) can be generally selected as a linear function, the fact that (5a) is bilinear in the decision variables \(E, \tau,\) and \(P\) renders optimization problem (12) numerically intractable. To overcome this drawback, next we show how optimization problem (12) can be (suboptimally) solved via a sequence of semidefinite programs, i.e., optimization problems with linear objective over linear matrix inequality constraints. To this end, we rely on the convex-concave decomposition approach proposed in Dinh et al. (2011). In a nutshell, such an approach consists of expressing bilinear terms via a convex-concave decomposition (this is always possible). As second stage, provided an initial feasible point is available, the concave terms are linearized around the given feasible point. Later, the resulting linearized (SDP) problem is solved and the solution obtained is used to linearize again the original concave terms. This basically leads to a sequence of SDP problems that can be solved iteratively. This approach enjoys two interesting properties that makes it appealing to devise an iterative design algorithm. If the initial point is feasible for the original problem, then the algorithm never terminates due to infeasibility; the initial point provides always a feasible solution. Another key feature of this approach is that, since any psd-concave function is upper bounded by its linearization (see Lemma 2), feasible solutions to the linearized problem are feasible for the original problem.

To deploy this approach for the solution to optimization problem (12), as first step we rewrite (5a) in the following equivalent linear-bilinear decomposed form:
\[
\begin{bmatrix}
-P & -H^T S_2 & A_{CP}^T P \\
* & -S_1 & B_{CP}^T P \\
* & * & -P
\end{bmatrix} + \begin{bmatrix} X & \tau P \\ * & \tau P \end{bmatrix} \preceq \begin{bmatrix} P & 0 \\ 0 & 0 \end{bmatrix} \quad (12)
\]
The latter, dropping the dependency on the decision variables, can be equivalently rewritten in the following psd convex-concave decomposed form:
\[
\mathcal{L} + X^T X + Y^T Y - (X - Y)^T (X - Y) < 0
\]
which, by Schur complement’s lemma, is equivalent to:
\[
\begin{bmatrix} \mathcal{L} - X^T X - Y^T Y + \text{He}(X^T Y) \quad X^T Y & X^T Y \\
* & -I & 0 & 0 \\
* & * & -I
\end{bmatrix} < 0. \quad (13)
\]
The last step consists of linearizing constraint (13). To this end, we first compute the differential of the psd-concave term in (13), i.e.
\[
\mathcal{Q} := -X^T X - Y^T Y + \text{He}(X^T Y) = \begin{bmatrix} -\frac{1}{2} I - P^2 + \tau P \\
* & E^T R^T E \quad E^T R^T P
\end{bmatrix}.
\]
More precisely, we compute the differential of the following mapping
\[
(\tau, P, E) \in \mathbb{R} \times S_+^{n_p+n_c} \times \mathbb{R}^{n_c \times n_c} \mapsto \mathcal{Q}(\tau, P, E),
\]
at \((\tau, P, E) \in \mathbb{R} \times S_+^{n_p+n_c} \times \mathbb{R}^{n_c \times n_c}\). This gives:
\[ h \mapsto (DQ(\tau, P, E))h = \begin{bmatrix} \frac{1}{2}I - P & 0 & 0 \\ * & 0 & 0 \\ * & 0 & 0 \end{bmatrix} h, \]
\[
\begin{bmatrix} \tau h_P + \text{He}(Ph_P) & 0 & 0 \\ * & 0 & E^T R h_P \\ * & * & -\text{He}(Ph_P) \end{bmatrix} + \begin{bmatrix} 0 & 0 & 0 \\ * & 0 & 0 \end{bmatrix} \text{He}(E^T R^T h_E) h^T_E R^T P \]

where the notation \( h = (h_\tau, h_P, h_E) \in \mathbb{R} \times S^{n_p+n_e} \times \mathbb{R}^{n_e \times n_u} \) is used. At this stage, given \((\tau_0, P_0, E_0) \in \mathbb{R} \times S^{n_p+n_e} \times \mathbb{R}^{n_e \times n_u} \), the “linear inner approximation” of optimization problem (12) around \( q^{(0)} = (\tau_0, P_0, E_0) \) reads:

\[
\begin{align*}
\max_{P,S_1,S_2,\tau,U,E} & \quad \omega(U) \\
\text{s.t.} & \quad \mathcal{M}(P,S_1,S_2,E,\tau|P_0, E_0, \tau_0) < 0, \\
& \quad \Theta^T S_1 \Theta - \tau \leq 0, \\
& \quad U - P \preceq 0, \\
& \quad U \in S^{n_p+n_e}_+, P \in S^{n_p+n_e}_+ \\
& \quad S_1, S_2 \in \mathbb{D}^{n_u}_+,
\end{align*}
\]

and

\[
\mathcal{R}(P,S_1,S_2,E,\tau|P_0, E_0, \tau_0) := \mathcal{L}(P,S_1,S_2,P) + Q(\tau_0, P_0, E_0) + (DQ(\tau_0, P_0, E_0))(\tau - \tau_0, P - P_0, E - E_0) \mathcal{W}(\tau, P, E) := [\chi^T(\tau, E) \ Y^T(P)].
\]

As mentioned earlier, the applicability of the convex-concave decomposition approach in Dinh et al. (2011) requires the knowledge of an initial feasible solution to optimization problem (12). To this end, we make use of Proposition 2 and select the feasible initial point as the solution to the following optimization problem:

\[
\begin{align*}
\max_{P,S_1,S_2,\tau,U} & \quad \omega(U) \\
\text{s.t.} & \quad [(\tau - 1)P - H^T S_2 - A^T_{c_{0}(P)}] < 0, \\
& \quad \Theta^T S_1 \Theta - \tau \leq 0, \\
& \quad U - P \preceq 0, \\
& \quad U \in S^{n_p+n_e}_+, P \in S^{n_p+n_e}_+, S_1, S_2 \in \mathbb{D}^{n_u}_+
\end{align*}
\]

Proposition 2 ensures that (14) is always feasible provided that \( \rho(A_{CL}) < 1 \). Moreover, since whenever \( \tau \) is fixed (and \( \omega \) is linear) (14) is an SDP program, a feasible solution to (14) can be easily computed by performing a line search on the variable \( \tau \) in the interval \((0, 1)\).

Based on the steps presented so far, our approach to solve optimization problem (12) is summarized in Algorithm 1.

**Algorithm 1: Optimal compensator synthesis**

**Input:** Matrices \( A_{CL}, B_{CL} \), quantization levels \( \epsilon \), a linear function \( \omega: \mathbb{R}^{n_p+n_e} \to \mathbb{R} \), \( k_{\text{max}} \in \mathbb{N}_{>0} \), and \( \epsilon \geq 0 \).

1. **Initial solution:** Solve (14) via a line search on \( \tau \in (0, 1) \). Let \( \tau_0, P_0, \) and \( U_0 \) the values associated to the corresponding solution. Set \( k = 0 \) and \( E_0 = 0 \).

2. while \( k < k_{\text{max}} \)

3. Solve SDP problem \( O(\tau_k, P_k, E_k) \).

4. \( \tau_{k+1} \leftarrow \tau_k, P_{k+1} \leftarrow P_k, \) \( U_{k+1} \leftarrow U_k \), \( E_{k+1} \leftarrow E_k \).

5. if \( |\omega(U_{k+1}) - \omega(U_k)| \leq \epsilon \) then

6. break;

7. end

8. \( k \leftarrow k + 1 \);

9. return \( E \)

the references therein. However, numerical experiments show that this latter approach leads to more conservative results.

5. NUMERICAL EXAMPLES

In this section, we showcase the application of the methodology proposed in the paper in two examples. The first example, which is more academic, pertains to an unstable nonminimum phase plant. The second example is of practical interest and concerns a linearized model of an aircraft. Numerical solutions to LMIs are obtained through the solver MOSEK ApS (2019) and coded in Matlab via YALMIP Löfberg (2004).

**Example 1.** We consider the following nonminimum phase unstable discrete-time plant borrowed from Fu and Xie (2005):

\[
\begin{align*}
x_p^+ &= \begin{bmatrix} 0 & 1 & 0 \\ 0 & 2 & 0 \\ -3 & 1 & 0 \end{bmatrix} x_p + \begin{bmatrix} 1 \\ 0 \end{bmatrix} q_0(u_p) \\
y_p &= [-3 & 1 & 0] x_p
\end{align*}
\]

We assume that \( \Theta = 0.5 \) and that the plant is controlled by the following LQG feedback stabilizing controller:

\[
\begin{align*}
x_c^+ &= \begin{bmatrix} -4.6 & 2.53 & 0 \\ -9.2 & 3.39 & 0 \\ -0.0609 & 0.0203 & 0 \end{bmatrix} x_c + \begin{bmatrix} -1.53 \\ -3.67 \\ 0.98 \end{bmatrix} u_c \\
y_c &= [0 & -1.67 & 0] x_c.
\end{align*}
\]

In this example, we select the following structure of the matrix \( U \):

\[
U = c \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}
\]

where \( c \geq 0 \) is decision variable and \( \omega(U) = \text{trace}(U) \). Setting \( \epsilon = 10^{-4} \), Algorithm 1 terminates in 57 iterations and returns the following gain for the compensator:

\[
E = \begin{bmatrix} 0.0379 \\ 1.0645 \\ 0.01 \end{bmatrix}.
\]

In Fig. 1 we report the evolution of the plant state, from the initial condition \( x_p(0) = (1, 2, -1) \), \( x_c(0) = 0 \), obtained with and without the use of the compensator. The picture clearly shows that the proposed compensation
strategy leads to a dramatic improvement in the plant state response.

Example 2. We consider the discretized\(^1\) linearized model of the short period longitudinal dynamics of TAFA (Tailless Advanced Fighter Aircraft) in Cristofaro et al. (2019)

\[
\begin{bmatrix}
\alpha^+ \\
\psi^+
\end{bmatrix} = \begin{bmatrix} 0.94 & 0.087 \\ 0.516 & 0.836 \end{bmatrix} \begin{bmatrix} \alpha \\ \psi \end{bmatrix} + \begin{bmatrix} 0.0364 \\ 0.729 \end{bmatrix} u
\]

\[y = \begin{bmatrix} \alpha \\ \psi \end{bmatrix}.\tag{16}\]

The variables \(\psi\) (rad s\(^{-1}\)) and \(\alpha\) (rad) represent, respectively, the body axis pitch rate and the deviation of the angle of attack. The control input \(u\) (rad) corresponds to the deviation of the elevator deflection. We focus on a scenario in which the control input is quantized via a uniform quantizer with quantization level \(\Theta = 0.0035\), which corresponds to a quantization of 0.2 [deg] of the elevator deflection. The system is controlled via the following output feedback stabilizing controller:

\[
x_c^+ = \begin{bmatrix} 0.706 & -1.58 \\ -4.17 & -1.88 \end{bmatrix} x_c + \begin{bmatrix} 1.62 \\ 1.68 \end{bmatrix} u_c
\]

\[y_c = \begin{bmatrix} -6.43 \\ -1.43 \end{bmatrix} x_c.\]

In this example, we select \(U = P\) and \(\omega(U) = \text{trace}(U)\). Setting \(\varepsilon = 10^{-3}\), Algorithm 1 terminates in 736 iterations and returns the following gain for the compensator:

\[E = \begin{bmatrix} -0.0775 \\ 0.7222 \end{bmatrix}.\]

In Fig. 2 we report a simulation of the evolution of the closed-loop plant state and of the control input from the initial condition \(x_p(0) = (\frac{\pi}{720}, 0), x_c(0) = 0\). To further emphasize the benefits of the proposed compensation strategy, in this simulation the compensation is activated at \(j = 50\) and deactivated again at \(j = 100\). It is interesting to notice that the use of the compensator not only leads to an improved plant state response but also to a reduced control effort.

6. CONCLUSION

This paper addressed the design of a static anti-windup-like loop for linear closed-loop control systems subject

\(^1\) System (16) is obtained by performing a ZOH-discretization of the model in Cristofaro et al. (2019) with a sampling period \(T_s = 0.1\).
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Appendix A. AUXILIARY RESULTS AND DEFINITIONS

A.1 Discrete-time systems

In this paper, we consider autonomous nonlinear discrete-time systems of the form:

\[ x^+ = g(x) \]  

where \( x \in \mathbb{R}^n \) is the system state, \( g: \mathbb{R}^n \to \mathbb{R}^n \), and \( x^+ \) stands for the value of \( x \) after a jump. A function \( \phi: \mathbb{R}^n \to \mathbb{R}^n \) is a solution to \( (A.1) \) if \( \phi(0) = x_0 \) and \( \phi(j+1) = g(\phi(j)) \) for all \( j \geq 0 \). A solution \( \phi \) to \( (A.1) \) is said to be maximal if its domain cannot be extended and complete if \( \phi \) is unbounded. In particular, notice that maximal solutions to \( (A.1) \) are complete.

**Definition 1.** Let \( S \subseteq \mathbb{R}^n \) be closed. We say that \( S \) is uniformly globally finite-time attractive (UGFTA) for \( (A.1) \) if there exists a locally bounded function \( T: \mathbb{R}_\geq 0 \to \mathbb{N}_\geq 0 \) such that for any maximal solution \( \phi \) to \( (A.1) \), \( j \geq T(\phi(0)) \) implies that \( \phi(j) \in S \).

Next we provide a sufficient condition for a sublevel set of a function \( V \) to be UGFTA for \( (A.1) \).

**Proposition 3.** Let \( V: \mathbb{R}^n \to \mathbb{R}_\geq 0 \) be locally bounded, \( \mu < 0, c > 0 \) such that \( L_V(c) \) is compact, and

\[ V(\phi(x)) \leq e^{\mu x} V(x) \quad \forall x \in \mathbb{R}^n \setminus L_V(c) \]  

Then, \( L_V(c) \) is UGFTA for \( (A.1) \).

**Proof.** As a first step, notice that \( (A.3) \) implies that \( L_V(c) \) is forward invariant for \( (A.1) \). Now, we show that \( (A.2) \) implies that any maximal solution to \( (A.1) \) converges to \( L_V(c) \) in finite time. Let \( \phi \) be any maximal solution to \( (A.1) \). Assume by contradiction that for all \( j \in \text{dom} \phi = \mathbb{N}, \phi(j) \notin L_V(c) \). Then, from \( (A.2) \)

\[ V(\phi(j+1)) - e^{\mu j} V(\phi(j)) \leq 0 \quad \forall j \in \text{dom} \phi \]

which yields

\[ V(\phi(j)) \leq e^{\mu j} V(\phi(0)) \quad \forall j \in \text{dom} \phi \]  

(4.4)
Pick $\bar{j} = \left\lceil \frac{1}{\mu} \ln \left( \frac{V(\phi(0))}{c} \right) \right\rceil$. Then, from (A.4), one gets $V(\phi(\bar{j})) \leq c$, which contradicts the fact that $V(\phi(j)) > c$ for all $j \in \text{dom} \phi$. In particular, define for all $x \in \mathbb{R}^n$

$$\Gamma(x) := \begin{cases} \left\lceil \frac{1}{\mu} \ln \left( \frac{V(x)}{c} \right) \right\rceil & \text{if } x \in \mathbb{R}^n \setminus L_V(c) \\ 0 & \text{else} \end{cases}$$

which is locally bounded and nonnegative. The steps carried out so far show that for any maximal solution $\phi$ to (A.1), $j \geq \Gamma(\phi(0))$ implies that $\phi(j) \in L_V(c)$. Thus, to conclude, let for all $r \geq 0$

$$T(r) := \sup_{x \in L_V(c) + rB} \Gamma(x)$$

notice that for all $r \geq 0$, $T(r)$ is finite, due to $\Gamma$ being locally bounded and $L_V(c) + rB$ compact, and nonnegative due to $\Gamma$ being so. In particular, the definition of $T$ ensures that for any maximal solution $\phi$ to (A.1), $j \geq T(||\phi(0)||_{L_V(c)})$ implies $\phi(j) \in L_V(c)$. This concludes the proof. ■

A.2 Preliminaries on matrix-valued functions

We consider matrix valued functions of the form:

$$X : S \rightarrow \mathcal{Y} \quad (A.5)$$

where $S$ is a finite dimensional real linear vector space and $\mathcal{Y} \subset \mathbb{R}^{n \times m}$.

**Definition 2.** (Differential) Let $X$ be defined as in (A.5). We say that $X$ is differentiable at $x \in S$ if there exists a linear map $DX(x) : S \rightarrow \mathcal{Y}$ such that:

$$\lim_{||h||_S \rightarrow 0} \frac{\|X(x + h) - X(x) - DX(x)h\|_{\mathcal{Y}}}{||h||_S} = 0$$

where $\|\cdot\|_S$ and $\|\cdot\|_{\mathcal{Y}}$ are any norms, respectively, on $S$ and $\mathcal{Y}$.

**Definition 3.** (Shapiro (1997)). Let $C \subset S$ be convex and $\mathbb{S}^n$ be the set of $n \times n$ symmetric matrices. A function $X : C \rightarrow \mathbb{S}^n$ is said to be positive semidefinite convex (psd-convex) on $C$ if for all $x, y \in C$ and $t \in [0, 1]$ the following holds:

$$X(tx + (1 - t)y) \preceq tX(x) + (1 - t)X(y).$$

Furthermore, we say that $X$ is positive semidefinite concave (psd-concave) if $-X$ is psd-convex.

**Lemma 2.** (Dinh et al. (2011)) Let $C \subset S$ be convex, $\mathbb{S}^n$ be the set of $n \times n$ symmetric matrices, and $X : C \rightarrow \mathbb{S}^n$ be differentiable on an open neighborhood of $C$. Then, $X$ is psd-convex on $C$ if and only if for all $x, y \in C$

$$X(y) - X(x) \succeq DX(x)(y - x).$$