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A B S T R A C T

Maximum likelihood (ML) estimators of the model parameters in multiple linear regression are obtained using genetic algorithm (GA) when the distribution of the error terms is long-tailed symmetric. The efficiency of the ML estimators obtained using GA with the corresponding ML estimators obtained using other iterative techniques via an extensive Monte Carlo simulation study. Robust confidence intervals based on modified ML estimators are used as the search space in GA. Our simulation study shows that GA outperforms traditional algorithms in most cases. Therefore, we suggest using GA to obtain the ML estimates of the multiple linear regression model parameters when the distribution of the error terms is LTS. Finally, real data of the Covid-19 pandemic, a global health crisis in early 2020, is presented for illustrative purposes.

1. Introduction

Consider the following multiple linear regression model

\[ Y = X\theta + \varepsilon \]

where \( Y = [y_1, y_2, \ldots, y_n]^T \) is a \( n \times 1 \) vector of responses, \( X = [x_{11}, x_{12}, \ldots, x_{1q}]^T \) is a \( n \times q \) non-stochastic design matrix, \( \theta = [\theta_1, \theta_2, \ldots, \theta_q]^T \) is a \( q \times 1 \) vector of unknown coefficients and \( \varepsilon = [\epsilon_1, \epsilon_2, \ldots, \epsilon_n]^T \) is a vector of independent and identically distributed error terms.

Linear regression models are very popular and therefore widely used in many different areas of science, see, for example, Ghosal et al. [11], Jommonkaw et al. [19], Liao et al. [23], Mc Garry et al. [25].

The distribution of the error terms is assumed to be normal in the context of the linear regression model in many cases encountered in real-life problems. However, the distribution of the error terms can depart from normality in practice because of the presence of heavy tails, see, for example related to non-normality, Geary [9], Huber [14], Pearson [27], Tiku et al. [34]. Therefore, in this paper, we strategically choose long-tailed symmetric (LTS) distribution as the distribution of the error terms in the multiple linear regression model since it is more flexible than normal distribution with its heavy tails. It is also used for modeling the outliers existing in the direction of the tails. Thus, LTS distribution is utilized to obtain more robust solutions to the statistical inference problems as an alternative to the normal distribution, see, for example, Tiku et al. [31] and Tiku and Suresh [33].

There exist plenty of studies about the regression models with non-normal error terms in the literature. Islam et al. [17] and Tiku et al. [31] studied parameter estimation and hypothesis testing for the simple linear regression under non-normal error distributions. Then, Islam and Tiku [16] discussed the multiple linear regression model with non-normal error terms. Furthermore, multivariate linear regression models under the assumption of non-normal error terms are considered by Islam [15] and Islam et al. [18].

It is very crucial to estimate the parameters in a multiple linear regression model efficiently. Least squares (LS) method is convenient to estimate the parameters of a multiple linear regression model when the error terms are normally distributed. However, LS estimators lose their efficiencies when the normality assumption is not satisfied [35].

To estimate multiple linear regression model parameters under a non-normal error structure, ML estimation method is widely used because ML estimators are unbiased and fully efficient under certain regularity conditions. However, ML equations cannot be solved analytically when the distribution of the error terms is non-normal. For this reason, numerical methods are generally used to derive ML estimates of the unknown model parameters in literature. It should be noted that some problems such as
non-convergence of iterations, convergence to the wrong root, slow convergence may arise in numerical methods, see Refs. [1,2,28,36,37]. Different than the earlier studies genetic algorithm (GA) which is a population-based heuristic optimization method is utilized to obtain the ML estimates of model parameters in multiple linear regression. It is a powerful method besides being easy for solving an optimization problem and can comfortably be used for large-scale and complex nonlinear optimization problems, see Xia et al. [39]. Further, as Lu et al. [24] stated that satisfactory solutions can easily be obtained according to the optimization objectives, and the shortcomings of numerical optimization methods are overcome by using GA due to its characteristics which make it have outstanding advantages in iterative optimization. Garcia et al. [8] also reported that GA is one of the most robust heuristics automated methods to solve optimization problems. See also Yalcinkaya et al. [40,41] for the details and advantages of GA. The main reason for choosing GA in obtaining the estimates of the parameters is that the use of GA warrants the convergence to the global optimal solution in optimization problems that are extremely complex and suspected to be multi-modal, see Goldberg [12]. We then compare the efficiencies of the ML estimators using GA with corresponding estimators using traditional iterative techniques, such as Newton-Raphson (NR), Nelder-Mead (NM), and iteratively re-weighting algorithm (IRA).

One of the main contributions of this paper is to propose confidence intervals based on Tiku’s [29,30] modified maximum likelihood (MML) estimators for the corresponding multiple linear regression model parameters as the search space in GA. Yalcinkaya et al. [40,41] and Acitas et al. [3] use GA and particle swarm optimization to obtain the ML estimators of the parameters of skew normal distribution and Weibull distribution, respectively. They both strategically use the confidence intervals based on the MML estimators of parameters of interest as search space and show that using the proposed approach provides a narrower search space improving the GA’s performance for convergence.

The usage of heuristic methods is very limited in the context of regression. Therefore, we aim to implement these methods in solving optimization problems in multiple linear regression with non-normal error terms instead of classical approaches. To the best of our knowledge, this is the first study to obtain ML estimates of the parameters of a multiple linear regression model with LTS distributed error terms using GA.

It should be noted that there are many long-tailed symmetric distributions, see, for example, Lange et al. [21] and Lange and Sinhasheimer [22]. Our results can easily be extended to these distributions so they may be the topic of our future studies.

A virus called as Covid-19, which appeared in Wuhan province of China in late 2019, spread rapidly worldwide in early 2020. On July 7, 2020, World Health Organization (WHO) reported that Covid-19 infected over 11 million 500 thousand people worldwide and killed more than 500 thousand of them. In the Covid-19 pandemic, which turned into a global health crisis, the growth rate of cases and the number of deaths per million varies from country to country because of the different characteristics of their governments and people. It is important to model the mortality rate on fighting Covid-19. Therefore, in this study, we analyze the Covid-19 data which includes characteristics of governments and people, both to make a scientific contribution to the fight with Covid-19 and to demonstrate an implementation of our proposed methodology.

The rest of the paper is organized as follows. Section 2 presents the LTS distribution. Section 3 includes the ML estimation for multiple linear regression model parameters when the distribution of error terms is LTS. The details of GA, the procedure of identifying the search space in GA, and the details of IRA are also given in Section 3. The simulation study and its results are presented in Section 4. Real data of the Covid-19 pandemic is examined in Section 5 to show the implementation of the proposed methodology. In the final section, the concluding remarks are given.

### 2. Long-tailed symmetric distribution

Probability density function (pdf) of the LTS distribution is given by

\[
f(\varepsilon) = \frac{1}{\pi \sqrt{k \sigma^2}} \left( \frac{1}{\sqrt{k \sigma^2}} + \frac{1}{\varepsilon^2} \right)^{-\gamma}, \quad -\infty < \varepsilon < \infty
\]

where \( k = 2p - 3, \ p \geq 2, \ \sigma > 0, \) and \( B (\cdot, \cdot) \) is the beta function. The expected value and variance of the LTS distribution are given by \( E(\varepsilon) = 0 \) and \( \text{Var}(\varepsilon) = \sigma^2 \), respectively. Also, the kurtosis value \( \gamma \) is evaluated by \( \gamma = 3(p - 3)/2(p - 5/2) \). Table 1 shows kurtosis values for some representative values of shape parameter \( p \).

| \( p \) | 2.5 | 3.0 | 3.5 | 5.0 | 10 | \( \infty \) |
|-------|-----|-----|-----|-----|----|--------|
| \( \gamma \) | 9.0 | 6.0 | 4.2 | 3.4 | 3.0 |
don’t give the NR and NM algorithms because they are very common methods to obtain the ML estimators in the literature.

3.1. Genetic algorithm

Genetic Algorithm (GA), an iterative population-based search technique proposed by Holland [13], is a very popular heuristic algorithm to find the optimum of the objective function. The idea underlying GA is to imitate the behavior of heredity characteristics of chromosomes on the passing from one generation to another based on the evolutionary mechanisms. Each solution and a set of solutions in every generation are called as chromosome and population, respectively. The following procedure given stage by stage is used during GA.

Generating Initial Population: GA starts with an initial population of N chromosomes generated from the search space via an initialization strategy. Assume that the initial population is denoted by $W^0 = [w_1^0, w_2^0, \ldots, w_N^0]$, where $w = [\theta_0, \theta_1, \ldots, \theta_q, \sigma]$ is a vector of unknown parameters. Here, q and N are the number of the independent variables in the multiple linear regression model and the population size, respectively. Also, the vector of $w^r$, $r = 1, 2, \ldots, N, m = 0, 1, 2, \ldots$ represents the values of the rth chromosome in the population at mth iteration.

Fitness Evaluation: Each chromosome has a fitness value evaluated according to the objective function. In this study, we use $lnl$ as an objective function. $lnl(w^m)$, $m = 0, 1, 2, \ldots$ represents the fitness value of the rth chromosome at iteration m. Firstly, the chromosomes in mth population are sorted and also classified by their fitness values from the best to the worst to obtain new $(m + 1)$ith population. It should be noted that the classifying a chromosome as better or namely the having better fitness value demonstrates the having bigger/smaller fitness value for maximization/minimization problems.

Elitism: A predetermined elite number (E) of chromosomes having the best fitness values are accepted as elite chromosomes and transferred directly to the new population without any modifications.

Selection: At a predetermined selection rate (SR), the worst chromosomes are replaced by new chromosomes generated randomly from the search space.

Mutation and Crossover: Finally, the mutation and crossover operators are applied according to mutation probability (MP) and crossover probability (CP) to the candidate chromosomes selected from the chromosomes except elites via a selection strategy. Here, we prefer the roulette wheel selection strategy. The basic principle of this strategy is that the chromosomes having the better fitness value have a greater chance of being selected.

Convergence Check: So, the new population $[w_1^{m+1}, w_2^{m+1}, \ldots, w_N^{m+1}]$ is obtained. If the convergence criteria is not hold, this process is continued by setting $m = m + 1$. When the process stops, the values of the best chromosome at the last population are called as the estimates of the parameters.

Identifying the search space of GA: We use the confidence intervals based on Tiku’s MML estimators of the parameters $\theta_0, \theta_1, \ldots, \theta_q$ and $\sigma$ as the search space in GA. Then asymptotic 100 (1 $-$ $\alpha$)% confidence intervals for the parameters $\theta_0, \theta_1, \ldots, \theta_q$ and $\sigma$ are given as follows:

\[
CI(\theta_0) = \left( \hat{\theta}_0 - z_{\alpha/2}se(\hat{\theta}_0), \hat{\theta}_0 + z_{\alpha/2}se(\hat{\theta}_0) \right),
\]

\[
CI(\theta_i) = \left( \hat{\theta}_i - z_{\alpha/2}se(\hat{\theta}_i), \hat{\theta}_i + z_{\alpha/2}se(\hat{\theta}_i) \right),
\]

\[
(l = 1, \ldots, q), and
\]

\[
CI(\sigma) = \left( \hat{\sigma} - z_{\alpha/2}se(\hat{\sigma}), \hat{\sigma} + z_{\alpha/2}se(\hat{\sigma}) \right)
\]

Here, $se(\cdot)$ is the standard error of the estimator of interest. In this study, we evaluate the standard errors by using the asymptotic variance -covariance matrix of Tiku’s MML estimators. The asymptotic variance -covariance matrix of the MML estimators is obtained by using the inverse of the expected Fisher information matrix given in Islam and Tiku [16].

MML estimators are explicit estimators of the model parameters and derived by using non-iterative method, see Ref. [29]. To obtain the MML estimators, firstly the likelihood equations given in (4)-(6) are expressed in terms of the ordered statistics (for given $\theta_0$ and $\theta_q, 1 \leq j \leq q$)

\[
e_i = y_i - \bar{y}_0 - \sum_{j=1}^{q} \theta_j x_{ij}, \quad 1 \leq i \leq n
\]

where $(y_{10}, x_{10}, \ldots, x_{10q})$ is called as the concomitant vector of observations corresponding to ith ordered $e_i$. Then the MML estimators of multiple linear regression model parameters when the errors have LTS distribution are formulated as

\[
\hat{\theta}_0 = \bar{y}_0 - \sum_{j=1}^{q} \hat{\theta}_j x_{0j},
\]

\[
\hat{\sigma} = K + D\hat{\sigma}
\]

\[
\Delta = B + \sqrt{(B^2 + 4nC)} / 2\sqrt{n(n-q-1)}
\]

where

\[
\bar{y}_1 = \sum_{i=1}^{n} \beta_i y_i / \delta, \quad \bar{x}_1 = \sum_{i=1}^{n} \beta_i x_{ij} / \delta, \quad \delta = \sum_{i=1}^{n} \beta_i
\]

\[
K = (X'X)^{-1}(X'y) = (K_1), \quad \beta = diag(\beta_i),
\]

\[
D = (X'X)^{-1}(X'1) = (D_1), \quad a = diag(a_i),
\]

\[
B = 2p \sum_{i=1}^{n} a_i \left( y_i - \bar{y}_1 - \sum_{j=1}^{q} K_1 x_{ij} - \bar{x}_1 \right)^2
\]

\[
C = 2p \sum_{i=1}^{n} a_i \left( y_i - \bar{y}_1 - \sum_{j=1}^{q} K_1 x_{ij} - \bar{x}_1 \right)^2
\]

Here,

\[
\alpha_i = \left( \frac{2/k} {1 + (1/k)t_{0}^2} \right)^{1/2},
\]

\[
\beta_i = \left( \frac{1 - (1/k)t_{0}^2} {1 + (1/k)t_{0}^2} \right)^{1/2}
\]

where $t_{0}$ is the expected value of the ordered statistics $Z_{0i} = e_i / \sigma$, i. e., $t_{0} = E(Z_{0i})$. If $C$ in (18) is a negative value, then we use the following $\alpha_i'$ and $\beta_i'$,

\[
\alpha_i' = \left( \frac{1/k} {1 + (1/k)t_{0}^2} \right)^{1/2},
\]

\[
\beta_i' = \left( \frac{1 - (1/k)t_{0}^2} {1 + (1/k)t_{0}^2} \right)^{1/2}
\]
They are as efficient. Also a remarkable property of MML estimators is that

\[ \theta^p \]

...and \( \theta \)

\[ \gamma \]

\[ = \frac{1}{1 + (1/k)^{\ell(\ell) / 2}} \]  

(1 ≤ \ell ≤ n)

(22)

\[ \theta_p^{(n+1)} = \left( \frac{\sum_{i=1}^{n} \phi_{i}^{(n)} x_{i}^{(n)} \theta_{i}^{(n)} \theta_{i}^{(n)} \theta_{i}^{(n)} \theta_{i}^{(n)}}{\sum_{i=1}^{n} x_{i}^{(n)} \theta_{i}^{(n)} \theta_{i}^{(n)} \theta_{i}^{(n)} \theta_{i}^{(n)}} \right) \]  

instead of \( \alpha \) and \( \beta \), respectively for mathematical convenience; see Ref. [16] for further details. MML estimators are asymptotically equivalent to the ML estimators, therefore, under regularity conditions, they are fully efficient. Also a remarkable property of MML estimators is that they are as efficient as the ML estimators even for small sample sizes, see Refs. [5,37,38]. The high performance of MML estimators is shown in plenty of studies in the literature; see, for example, [6,17,20].

### 3.2. Iterative re-weighting algorithm

In this study, we provide IRA to compute the ML estimates of the parameters of interest. It should be noted that the IRA is EM type algorithm and its convergence is guaranteed, see Ref. [7]. The steps of IRA used in this study is given below.

**Step 1:** Identify the initial values \( \theta_{0} \), \( \theta_{1} \), ..., \( \theta_{p} \) and \( \sigma \).

**Step 2:** Compute the following equations

\[ \theta^{(n+1)} = \frac{2p}{\sigma^{2}} \sum_{i=1}^{n} \frac{y_{i} - \theta_{0}^{(n)} - \sum_{j=1}^{d} \theta_{j}^{(n)} x_{ij}^{(n)}}{w_{i}^{(n)}} \]  

(23)

where

\[ w_{i}^{(n)} = 1 + \frac{1}{k \sigma^{2}} \]  

(24)

and \( y_{i}^{(n)} \) is the number of iterations and \( l = 1, \ldots, q \) is the number of regression coefficients.
Step 3: Stop the iterations when the conditions $|\theta_0^{(m+1)} - \theta_0^{(m)}| < \epsilon$, $|\theta_i^{(m+1)} - \theta_i^{(m)}| < \epsilon$ $(i = 1, \ldots, q)$ and $|\sigma^{(m+1)} - \sigma^{(m)}| < \epsilon$ are hold. Here, $\epsilon > 0$ is a predetermined small constant.

4. Simulation study

In this section, we compare the efficiencies of the proposed parameter estimators for the multiple linear regression model with LTS distributed error terms via an extensive Monte Carlo simulation study. We simulate for $q = 1, 2, 3, 4$ separately and see that similar results are obtained for all $q$ values, therefore, we preferably give the results of $q = 3$ for the sake of brevity. The ML estimates of the parameters $\theta_0, \theta_1, \theta_2, \theta_3$, and $\sigma$ are obtained by using the GA, IRA, NR, and NM algorithms. It should be noted that the value of parameter $p$ is assumed to be known throughout this section. All computations are conducted using the R statistical software environment.

For the computations of the GA algorithm, we use ‘ga’ function with the following settings; that are the population size $N = 500$, the mutation probability $MP = 0.2$, the crossover probability $CP = 0.8$, and the elite number $E = 4$. The maximum number of iterations is taken to be 1000. The other conditions are taken to be default in the ‘ga’ function.

Without loss of generality, we take $\theta_0 = 0, \theta_1 = 1, \theta_2 = 1, \theta_3 = 1$, and $\sigma = 1$. The values of $x_j$ $(i = 1, \ldots, n; j = 1, 2, 3)$ in the design matrix are randomly generated from Uniform $(0, 1)$ distribution. The sample sizes are taken to be $n = 20, 50, 100, 200$, and 500 for small, moderate, large, very large, and extremely large sample size scenarios, respectively. We strategically choose $p = 3$ and $p = 5$ in LTS distribution to compare the effects of kurtosis levels $\gamma = 9$ and $\gamma = 4.2$, respectively. It is known that LTS distribution with $p = 3$ and $p = 5$ are equivalent to the Student’s $t$ distribution with 5 and 9 degrees of freedom, respectively. Each Monte Carlo simulation run is independently replicated $[100,000/n]$ times where $\lfloor \cdot \rfloor$ denotes the greatest integer function.

The simulated mean, mean square error (MSE), and deficiency (DEF) criteria are used in the comparisons. The mathematical expression of the DEF criterion which is used to compare joint efficiencies of the estimators is given below

$$DEF = MSE(\hat{\theta}_0) + MSE(\hat{\theta}_1) + MSE(\hat{\theta}_2) + MSE(\hat{\theta}_3) + MSE(\hat{\sigma}).$$  

We report the mean, MSE, and DEF values for the ML estimators of the parameters in Table 2. We present the discussions about the simulation results below.

It is seen from Table 2 that the NR algorithm gives non-meaningful values for the small sample sizes (i.e., $n = 20$) for all shape parameter values.

Considering the mean values in Table 2, it can be easily said that the biases for all estimators (except for $n = 20$) are negligible.

For $\theta_0$: GA has better performance than the NM and NR with the smallest MSE values for all shape parameter values and all sample sizes. On the other hand, IRA outperforms all methods in all of the cases according to the MSE criterion. Therefore, GA has the second-best performance in estimating $\theta_0$ since it has quite small MSE values.

For $\theta_1, \theta_2, \theta_3$, and $\sigma$: GA has the best performance among NR, NM, and IRA according to MSE criterion for all cases.

The simulation results show that GA outperforms NM and NR algorithms according to the DEF criterion because of providing the lowest deficiency in all of the cases. However, IRA has a little bit smaller deficiency than GA for a few cases, i.e., $n = 100, 200, 500$ when $p = 5$ and $n = 500$ when $p = 3$. On the other hand, GA is more efficient than IRA in the other cases (60% of cases). Therefore, GA outperforms IRA according to DEF criterion in most of the cases.

As a result, it can be said that GA is more preferable than the other algorithms to obtain the ML estimators of the parameters of the multiple
linear regression model when the error terms have LTS distribution because of the superior performance of the GA.

5. Application

In this section, a real-life data set about the Covid-19 pandemic is analyzed to show the implementation of the proposed methodology, see Ref. [10] for the detailed backgrounds of the data. The data set consists of measurements about some indicators and indices for 52 countries in the context of the Covid-19 pandemic. Therefore, it is called as Covid-19 data in the rest of this section.

Covid-19 data include \( n = 52 \) observations about mortality rates (deaths from Covid-19 per million people), cultural tightness, government efficiency, and growth rates of the virus. We use the following multiple linear regression model

\[
y_i = \theta_0 + \theta_1 x_{1i} + \theta_2 x_{2i} + \theta_3 x_{3i} + \epsilon_i \quad (1 \leq i \leq n)
\]

and obtain the estimated regression equation. Here, the dependent (response) variable \( Y \) represents the mortality rate, and the independent (explanatory) variables \( X_1, X_2, \) and \( X_3 \) represent the cultural tightness, the government efficiency, and the growth rate, respectively.

In regression analysis, it is an important concern to identify problems such as heteroscedasticity, multicollinearity and to take preventive action. Since the mortality rates for some countries (e.g., Italy, Spain) are far greater than those of the other countries, the mortality rates have a high skewness and variance. Such response variables in a regression model can lead to heteroscedasticity. To prevent violations of homoscedasticity, we apply log-transformation on the raw mortality rates similar to Ref. [10]. In the regression analysis, the log-transformed mortality rates are used as the response.

The multicollinearity has been checked by Ref. [10] via the variance inflation factors, and it is seen that there is no problematic multicollinearity among the explanatory variables. To see the numerical value of the relationship between explanatory variables, we give the correlations between them in Fig. 1. The entries on the main diagonal show the distribution of the variables, and the entries below and above the main diagonal display the scatter plots of each pair of variables and the Pearson correlation coefficients, respectively.

To find the appropriate regression equation which provides a better fit to the Covid-19 data, we obtain the ML estimates of the model parameters in multiple linear regression by using GA and IRA algorithms because of their superior performances in the simulation study.

We consider two different cases in identifying the estimate of the shape parameter \( p \) of LTS distribution. In Case 1, it is estimated by using profile likelihood (PL) method given in Ref. [40]. In Case 2, we obtain the estimates of all parameters including the shape parameter \( p \) by using GA, simultaneously.

To compare the fitting performances of the regression equations based on the ML estimates obtained by using GA and IRA algorithms, we use AIC (Akaike information criterion), and RMSE (The root mean square error) criteria.

AIC is a popular measure proposed by Akaike [4] to compare the fitting performances of the possible models according to the log-likelihood values and the number of estimated parameters. The mathematical expression of AIC is

\[
AIC = 2p - 2lnL
\]

where \( p \) is the number of estimated parameters. AIC is a useful measure when the number of estimated parameters is different for the compared models. It should be noted that the number of estimated parameters is different for Case 1 and Case 2 in our problem.

It is known that the model having the lowest AIC value and the lowest RMSE value (the closest to zero) among the possible models provides the best fit to the data.

To identify the distribution of the residuals, a Q-Q plot of the estimated residuals

\[
\hat{\epsilon}_i = y_i - \hat{\theta}_0 - \sum_{j=1}^{3} \hat{\theta}_j x_{ji} \quad (1 \leq i \leq 52)
\]

is given in Fig. 2. It is seen that there exist residuals which are grossly anomalous in Covid-19 data. Therefore, we set aside observations that correspond to these outliers (i.e., \(-7.82, -5.77, \) and \(-5.30\)), see also the box-plot in Fig. 3.

After excluding the outliers from regression analysis, we estimate the residuals obtained from the regression model for the remaining \( n = 49 \) observations. A Q-Q plot of these residuals

![Fig. 2. LTS Q-Q Plot for the residuals (n = 52).](image)

![Fig. 3. Box-Plot for the residuals (n = 52).](image)
To test the following null hypothesis

\[ H_0: \text{The error terms are distributed as LTS} \]

versus the alternative

\[ H_1: \text{The error terms are not distributed as LTS}, \]

K-S test statistic \(D_{ks}\) is obtained as follows:

\[ D_{ks} = \sup_{x} (|F_{\hat{\theta}}(x) - F_{\theta}(x)|) \]  

where \(F_{\hat{\theta}}(\cdot)\) is the cdf of a LTS distribution with a known shape parameter \(p\) and \(F_{\theta}(\cdot)\) is the empirical cdf for the error terms. At significance level \(\alpha\), if the calculated value \(D_{ks}\) is greater than the tabulated value \(d_{\alpha}\) given in Ref. \[26\] or equivalently if the corresponding \(p\)-value is less than \(\alpha\), then the null hypothesis \(H_0\) is rejected.

The estimates of the regression parameters, the bootstrap standard errors of the corresponding estimates (given in the parenthesis), AIC, RMSE, and the K-S test statistics (i.e. \(D_{ks}\)) values are given in Table 3.

According to the K-S results based on GA and IRA estimates of the model parameters, the null hypothesis is not rejected at the significance level \(\alpha = 0.05\) for both tests since the \(D_{ks}\) values are less than the corresponding table value \(d_{0.05} = 0.17128\), see Table 3. This result implies that the distribution of the error terms obtained from the regression equation based on GA and IRA estimates of the model parameters is LTS. The Q-Q plot given in Fig. 4 supports this result, visually.

It is clear from Table 3 that the proposed method using GA has lower AIC and RMSE values than those of IRA in Case 1. Furthermore, GA has much smaller bootstrap standard errors than IRA for all parameter estimates. Therefore, GA is more reliable and preferable than IRA. Additionally, it is obvious from Table 3 that using GA is superior than using PL in model fitting according to the AIC and RMSE results given in Case 1 and Case 2. These conclusions show the superiority of the GA. As a result, we advice to use GA to obtain the estimates of the parameters (including the shape parameter \(p\)) in multiple linear regression model with LTS distributed error terms.

Additionally, to investigate the aspects of the robustness of the ML estimates based on GA and IRA methods to outliers, we give the results of the regression analysis for the data including outliers (i.e., \(n = 52\)), see Table 4. It is seen from Table 3 and Table 4 that the proposed method using GA has lower AIC and RMSE values than those of IRA. Furthermore, GA has much smaller bootstrap standard errors than IRA for all parameter estimates. Therefore, GA is more reliable and preferable than IRA. Additionally, it is obvious from Table 3 that using GA is superior than using PL in model fitting according to the AIC and RMSE results given in Case 1 and Case 2. These conclusions show the superiority of the GA. As a result, we advice to use GA to obtain the estimates of the parameters (including the shape parameter \(p\)) in multiple linear regression model with LTS distributed error terms.

Table 3

| Method | Case 1: \(p = 10.00\) | Case 2: \(p = 9.68\) |
|--------|------------------|------------------|
| GA     | \(-1.7189, 0.1088\) | \(-3.1170, 0.1200\) |
| IRA    | \(-0.1620, 0.1382\) | \(-1.4264, 0.1200\) |
| AIC    | \(190.8778, 199.2834\) | \(186.2225, 187.5000\) |
| RMSE   | \(1.5395, 1.6552\) | \(1.4349, 1.4382\) |
| \(D_{ks}\) | \(0.0620, 0.0916\) | \(0.0567, 0.0572\) |

Table 4

| Method | Case 1: \(p = 2.24\) | Case 2: \(p = 2.52\) |
|--------|------------------|------------------|
| GA     | \(-3.3888, 0.1828\) | \(-3.6262, 0.1643\) |
| IRA    | \(-0.2295, 0.1643\) | \(-1.4299, 0.7277\) |
| AIC    | \(220.598, 237.293\) | \(221.6684, 222.1225\) |
| RMSE   | \(1.9515, 2.2591\) | \(1.9253, 1.9253\) |
| \(D_{ks}\) | \(0.0847, 0.0881\) | \(0.0997, 0.0997\) |
performance of GA is less sensitive to the outliers than that of IRA. It is clear that AIC and RMSE values decrease for the censored sample for both models based on GA and IRA, this is an indication of the negative effect of the outliers on the estimated regression equation. However, the reduction rate is much bigger for the model based on IRA.

6. Conclusion

In this study, we focus the ML estimation of the parameters of the multiple linear regression model when the underlying distribution of error terms is LTS. It should be noted that the ML estimators of the parameters cannot be obtained analytically. Therefore, we resort to GA and traditional NR, NM and IRA algorithms. To improve the performance of GA, we use the robust confidence intervals based on the MML estimators of the regression parameters as the search space. We compare the efficiencies of the ML estimators obtained by using mentioned algorithms in terms of MSE and DEF criteria. Our simulation study shows that GA outperforms other traditional algorithms in most of the cases to obtain the ML estimates. Eventually, we strongly advise using GA to obtain the ML estimates of the parameters of the multiple linear regression model when the error terms have LTS distribution because of the superior performance of the GA.
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