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Abstract

A variational principle is constructed for gravity coupled to an asymptotically linear dilaton and a $p$-form field strength. This requires the introduction of appropriate surface terms – also known as ‘boundary counterterms’ – in the action. The variation of the action with respect to the boundary metric yields a boundary stress tensor, which is used to construct conserved charges that generate the asymptotic symmetries of the theory. In most cases a minimal set of assumptions leads to a unique set of counterterms. However, for certain examples we find families of actions that depend on one or more continuous parameters. We show that the conserved charges and the value of the on-shell action are always independent of these parameters.
1. Introduction

Holographic renormalization was first understood as an important ingredient in gauge/gravity dualities [1, 2, 3, 4]. In that context, the goal is to address a class of large volume (IR) divergences in the gravitational action. This is accomplished by adding a number of surface terms that render the action and other quantities of interest finite. Soon afterward, the technique was extended to theories with qualitatively different spacetime asymptotics, like de Sitter space [5, 6, 7], and inflating FRW spacetimes [8, 9]. This marked a new application of the technique, as such theories are not known to possess a...
holographic dual. It also makes “holographic renormalization” something of a misnomer, but the term has stuck and so we will use it.

Before the development of holographic renormalization, the problem of IR divergences in calculations involving gravitational actions was usually addressed via a technique known as ‘background subtraction’ [10]. Given a spacetime \((\mathcal{M}, g)\), one attempts to isometrically embed a regulating boundary \((\partial \mathcal{M}, h)\) in some suitable reference spacetime \((\mathcal{M}_{\text{ref}}, g_{\text{ref}})\) [11, 12]. The action is then obtained from the difference of the regulated actions for \((\mathcal{M}, g)\) and \((\mathcal{M}_{\text{ref}}, g_{\text{ref}})\), in the limit that the regulating boundary is removed to infinity. In many calculations this technique produces a physically sensible result. Indeed, several important results in Euclidean quantum gravity are based on these sorts of calculations. However, background subtraction also suffers from a number of problems [3, 13]. For example, there may be more than one candidate for the reference spacetime, and these may lead to inequivalent results. Furthermore, in spacetime dimension \(d+1 \geq 4\), Weyl’s embedding theorem states that an isometric embedding of the regulating boundary in the reference spacetime may not exist. In other words, there is no guarantee that background subtraction can be implemented for a particular spacetime. These problems are not restricted to exotic or pathological spacetimes; even well-known solutions like the Kerr spacetime suffer from ambiguities [14].

Holographic renormalization, on the other hand, is a completely intrinsic technique that does not rely on reference spacetimes or particular embeddings.

There is another motivation for holographic renormalization that is entirely separate from gauge/gravity dualities. In the 1970s, Regge and Teitelboim [15] showed that gravity with asymptotically flat boundary conditions requires additional surface terms in order for the Hamiltonian to have the appropriate variational properties. The same is true for the Lagrangian approach: in non-compact spacetimes, physically interesting boundary conditions for the metric require additional surface terms in the action. In fact, the AdS boundary counterterms serve precisely this purpose [16]. The IR divergences that plague the standard form of the action are symptomatic of a deeper issue: the lack of a well-defined variational principle. This is a fundamental problem that background subtraction cannot address. Even if the regulating boundary for a spacetime can be embedded in an appropriate reference background, such embeddings cannot be constructed for an open family around that spacetime [13]. This means that background subtraction cannot be used – even in principle – to construct a well-defined variational principle. Holographic renormalization offers a complete and unambiguous solution to this problem.

Whether we are discussing gauge/gravity dualities or Euclidean quantum gravity, it is essential to have a well-defined variational principle. This is the key physical insight that guides the introduction of surface terms in the action, as well as the derivation and interpretation of conserved charges. The variational approach to holographic renormalization is especially relevant for gravity with asymptotically flat boundary conditions. Early results for AAdS spacetimes make use of the constant-curvature asymptotics, and hence do not generalize to asymptotically flat spacetimes (though some progress was made in [17]). A different approach, which makes use of the Gauss-Codazzi relations, was recently proposed for gravity with asymptotically flat boundary conditions [13]. The new surface term is proportional to the trace of a tensor \(\hat{K}_{ab}\), which is constructed from the intrinsic curvature of the induced metric on the (regulating) boundary. The resulting action

\[
I = \frac{1}{2\kappa^2} \int_{\mathcal{M}} d^{d+1}x \sqrt{-g} R + \frac{1}{\kappa^2} \int_{\partial \mathcal{M}} d^{d}x \sqrt{-h} (K - \hat{K}),
\]

is finite on-shell, and its first variation vanishes for all asymptotically flat variations of the metric. Note that “asymptotically flat variation” has a precise meaning here: it refers to a specific set of fall-off conditions on components of the metric, as well as certain kinematic constraints on the metric at spatial infinity [18, 19, 20, 21]. The boundary stress tensor obtained from the variation of this action is proportional to the electric part of the Weyl tensor, and it can be shown [22] that currents built from the stress tensor
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can be integrated over a cut of spatial infinity to yield conserved charges that are equivalent to both the ADM construction [23] and the covariant charges defined by Ashtekar and Hansen [24].

For gravity with asymptotically flat boundary conditions the “\( \hat{K} \)” counterterm prescription [13, 25, 26, 22] has been shown to be quite robust. It has also been applied to a broad class of spacetimes obeying these boundary conditions [27]. This was also the case with the original AdS/CFT construction for boundary counterterms, which applies to all spacetimes with AAdS boundary conditions [3, 16]. So it is a bit odd that the two constructions seem to be incompatible. That is, the \( \hat{K} \) approach does not work for AAdS boundary conditions, and the AdS/CFT constructions do not work for AF boundary conditions. To investigate this situation, we turn to a recent application of the \( \hat{K} \) construction by Marolf and Virmani [28], who consider NS 5-brane backgrounds in ten dimensional type II supergravity. They develop a hybrid approach which depends on a \( \hat{K} \) surface term, as well as additional surface terms reminiscent of those used in AdS/CFT. Motivated by their example, we consider a broader class of theories in which gravity is coupled to an asymptotically linear dilaton field and magnetic \( p \)-form flux. Because of the relation to the NS 5-brane background, we refer to this class of theories as asymptotically linear dilaton (ALD) gravity. In some respects, these theories are similar to the more familiar AF and AAdS cases. But obtaining the proper surface terms reveals new aspects of holographic renormalization. For instance, we find that certain ALD theories allow for a family of actions that admit a well-defined variational principle, have the same value on-shell, and yield the same conserved charges. These results add to existing work on non-conformal brane backgrounds [29, 30, 31].

The outline of our paper is as follows. We begin in section 2 by defining ALD gravity and showing that the usual form of the action does not give a well-defined variational principle. In section 3 we discuss how the \( \hat{K} \) prescription can be applied to ALD gravity, and then examine a broader range of possible boundary counterterms for this class of theories. We continue along these lines in section 4, where we offer an alternative prescription for the holographic renormalization of ALD gravity. In section 5 we compute the boundary stress tensor and the associated conserved charges. In section 6 we apply our results to two examples in ten dimensional, type II supergravity: spacetimes asymptotic to a stack of NS 5-branes, and spacetimes asymptotic to a stack of D5-branes. We summarize our results in section 7, and present technical details of our calculations in a collection of Appendices.

Throughout most of the paper we set \( 2\kappa^2 = 16\pi G = 1 \), but these factors are restored for the examples in section 6. Furthermore, the dimension of spacetime is taken to be \( d + 1 > 4 \). This assumption is meant to expedite our calculations, which would be complicated in lower dimensions by the mixing of terms at different orders in the asymptotic expansions. Our expectation, based on a similar situation in [22], is that the results of sections 3, 4, and 5 readily generalize to the case \( d + 1 = 4 \).

2. Asymptotically Linear Dilaton Gravity

This section is divided into four parts. In the first part we give the action for gravity coupled to a dilaton and field strength on a manifold with boundary. In the second part we consider the same theory on a spacetime with non-compact spatial slices, and define a set of asymptotically linear dilaton (ALD) boundary conditions that characterize the behavior of the fields near spatial infinity. The third part gives a prescription for working with functionals that are ill-defined because of the asymptotic behavior of the fields. Finally, in the last part we show that solutions of the equations of motion with ALD boundary conditions are not stationary points of the original action.
2.1 Equations of Motion

We begin by considering gravity coupled to a scalar field and a $p - 1$ form $A$, on a $d + 1$ dimensional spacetime $(\mathcal{M}, g)$ with boundary $(\partial \mathcal{M}, h)$. This theory is described by the Einstein frame action

$$ I = \int_{\mathcal{M}} d^{d+1}x \sqrt{g} \left( R - \frac{4}{d-1} \nabla^\mu \phi \nabla_\mu \phi - \frac{1}{2 \cdot p!} e^{2\alpha \phi} F_{a1...a_p} F^{a1...a_p} \right) + 2 \int_{\partial \mathcal{M}} d^d x \sqrt{h} K $$

(2.1)

where $F = dA$, and $K$ is the trace of the extrinsic curvature of the boundary. Under a small variation of the fields ($\delta g_{ab}, \delta \phi, \delta A$), with the restriction to $\partial \mathcal{M}$ denoted by ($\delta h_{ab}, \delta \varphi, \delta A$), the change in the action is given by

$$ \delta I = \int_{\mathcal{M}} d^{d+1}x \sqrt{g} \left( \mathcal{E}^{ab} \delta g_{ab} + \mathcal{E}_a \delta \phi + \mathcal{E}^{a1...a_{p-1}} \delta A_{a1...a_{p-1}} \right) $$

$$ + \int_{\partial \mathcal{M}} d^d x \sqrt{h} \left( \pi^{ab} \delta h_{ab} + \pi_\varphi \delta \varphi + \pi^{a1...a_{p-1}} \delta A_{a1...a_{p-1}} \right). $$

(2.2)

The coefficients of the field variations in the bulk integral, when set to zero, yield the equations of motion of the theory

$$ R_{ab} - \frac{1}{2} g_{ab} R = \frac{4}{d-1} \left( \nabla_a \phi \nabla_b \phi - \frac{1}{2} g_{ab} (\nabla \phi)^2 \right) + \frac{1}{2} \frac{1}{(p-1)!} e^{2\alpha \phi} \left( F_a ... F_{b...} - \frac{1}{2} \frac{1}{p!} g_{ab} F^2 \right) $$

(2.3)

$$ \nabla^2 \phi - \frac{\alpha}{8 \cdot (d-1)!} e^{2\alpha \phi} F^2 = 0 $$

(2.4)

$$ \nabla_{a1} \left( e^{2\alpha \phi} F^{a1...a_p} \right) = 0. $$

(2.5)

The boundary terms that remain in (2.2) have the form $p \delta q$, where $\delta q$ is a field variation on $\partial \mathcal{M}$ and $p$ is the momentum conjugate to $q$. As long as these momenta are finite at $\partial \mathcal{M}$, the boundary terms in $\delta I$ will vanish if the fields satisfy Dirichlet boundary conditions.

This derivation of the equations of motion assumes that spacetime has a boundary where the field variations vanish. But we are often interested in spacetimes with non-compact spatial slices, where instead of a boundary one is interested in the behavior of the fields at spatial infinity. In that case these equations do not give stationary points of the action (2.1). This is not a surprising result: gravity with asymptotically flat boundary conditions suffers from the same problem \[15, 13, 25\]. The main goal of this paper is to construct an action with a well-defined variational principle that describes asymptotically linear dilaton gravity on spacetimes with non-compact spatial slices. Our first assumption regarding this action is that its stationary points should satisfy the equations (2.3)-(2.5).

2.2 ALD Boundary Conditions

For spacetimes with non-compact spatial slices, the variational principle must distinguish between different field configurations that exhibit the same behavior near spatial infinity. This requires that we set fall-off conditions for the fields along some spacelike coordinate $\rho$, with spatial infinity at $\rho \to \infty$, and determine appropriate kinematic constraints on the asymptotic values of the fields. In a slight abuse of terminology we will refer to these specifications as “boundary conditions”.

Fall-off Conditions

The fall-off conditions are expressed in terms of asymptotic expansions of the fields. For $\rho \gg 1$ the line element takes the form

$$ ds^2 = d\rho^2 + \rho^2 \left( h_{ab}^{(0)} + \rho^{2-d} h_{ab}^{(1)} + \rho^{1-d} h_{ab}^{(2)} + \ldots \right) dx^a dx^b. $$

(2.6)
Let $\Sigma$ denote a $d$-dimensional surface of constant $\rho$; then the leading term $h_{\alpha\beta}^{(0)}$ is a metric on $\Sigma$, and the $h_{\alpha\beta}^{(n)}$ are smooth, symmetric tensor fields on $\Sigma$. The properties of constant $\rho$ surfaces are reviewed in appendix A. We assume that $\Sigma$ consists of a timelike component $\Sigma_A$ with dimension $d - p$ and a spacelike component $\Sigma_B$ with dimension $p$.

The component $\Sigma_A$ has coordinates $x^i$ and metric $h_{ij}^{(0)}$, and the component $\Sigma_B$ has coordinates $x^\alpha$ and metric $h_{\alpha\beta}^{(0)}$.

The asymptotic expansion of the dilaton is similar to (2.6), except the leading term is logarithmic

$$\phi = \bar{\phi} \log(\rho) + \phi^{(0)} + \rho^{-d} \phi^{(1)} + \rho^{-1-d} \phi^{(2)} + \ldots .$$

The quantities $\bar{\phi}$ and $\phi^{(0)}$ are constants, and the remaining $\phi^{(n)}$ are smooth functions on $\Sigma$. Instead of specifying fall-off conditions for the $p-1$ form $A$, it is more convenient to work directly with the field strength $F$. The expansion for the field strength is

$$F_{a_1 \ldots a_p}^{(0)} = F_{a_1 \ldots a_p}^{(0)} + \rho^{-2-d} F_{a_1 \ldots a_p}^{(1)} + \rho^{-1-d} F_{a_1 \ldots a_p}^{(2)}$$

$$+ \rho^{-1-d} n_{[a_1} t_{a_2 \ldots a_p]}^{(1)} + \rho^{-d} n_{[a_1} t_{a_2 \ldots a_p]}^{(2)} + \ldots .$$

The leading term in this expansion is assumed to have support only on the $p$-dimensional subspace $\Sigma_B$, i.e.

$$F_{a_1 \ldots a_p}^{(0)} = Q_{a_1 \ldots a_p}^{(0)} ,$$

with all other components at this order equal to zero. The remaining terms are smooth, anti-symmetric tensors on $\Sigma$, with $n^a$ the spacelike unit vector normal to $\Sigma$.

**Boundary Data**

The leading terms in the asymptotic expansions (2.6), (2.8), and (2.9) constitute the boundary data for the fields. In principle one may specify any boundary data and consider the set of all field configurations that satisfy the resulting boundary conditions. However, this set will only contain solutions of the equations of motion if the boundary data satisfies the equations obtained from the leading terms in the asymptotic expansions of (2.3)-(2.5). These kinematic constraints must therefore be imposed as part of our boundary conditions.

The leading term in the dilaton equation (2.4) fixes $\bar{\phi}$ and $\phi^{(0)}$ in terms of other constants in the theory. If we define the parameter $\beta$ as

$$\beta^{2(p-1)} := \frac{8(p-1)}{\alpha^2 Q^2} ,$$

then the first two terms in (2.8) are required to take the form

$$\bar{\phi} \log(\rho) + \phi^{(0)} = \frac{p-1}{\alpha} \log(\beta \rho) .$$

The leading term in the Einstein equation (2.3) fixes the Ricci tensor of the $d$-dimensional metric $h_{\alpha\beta}^{(0)}$. The components of $\mathcal{R}_{\alpha\beta}^{(0)}$ on $\Sigma_A$ and $\Sigma_B$ are

$$\mathcal{R}_{ij}^{(0)} = (d-1) \left( 1 - \frac{4(p-1)^2}{\alpha^2 (d-1)^2} \right) h_{ij}^{(0)}$$

$$\mathcal{R}_{\alpha\beta}^{(0)} = (d-1) \left( 1 + \frac{4(p-1)(d-p)}{\alpha^2 (d-1)^2} \right) h_{\alpha\beta}^{(0)} .$$
For convenience we denote the numerical factors in these expressions by \( A \) and \( B \), respectively. Notice that \( B \), the factor that appears in the Ricci tensor on \( \Sigma_B \), is strictly positive. The factor \( A \), on the other hand, may be positive, negative, or zero, depending on the details of the theory.

Taken together, the fall-off conditions (2.6)-(2.9) and the constraints (2.12)-(2.14) on the boundary data are the ALD boundary conditions. There are two different motivations for this particular choice of boundary conditions. First, they are relevant for various supergravity theories. For example, the near horizon description of Neveu-Schwarz and Dirichlet 5-branes in type II supergravity take this form \([32, 33]\). Second, they represent an interesting generalization of gravity with asymptotically flat (AF) boundary conditions \([20, 21, 18, 19, 13, 22]\). This can be seen in the fall-off conditions for the metric, which are the same in both cases. Notice, though, that the constraints on the metric are very different in the two theories. For AF gravity the constraint on the metric \( h_{ab}^{(0)} \) at spatial infinity is

\[
\mathcal{R}_{ab}^{(0)} = (d - 1) h_{ab}^{(0)} .
\] (2.15)

The analogous conditions (2.13) and (2.14) for ALD gravity are deformed due to the non-vanishing field strength at spatial infinity.

### 2.3 Spacetime Cut-Offs and Regulated Integrals

The integrals that appear in the action (2.1) are not defined for fields that satisfy the fall-off conditions (2.6)-(2.9). For example, the bulk integral contains terms that diverge when the upper limit of the integral over \( \rho \) is taken to infinity. Before we can verify the claim that this action is not suitable for spacetimes with non-compact spatial slices, we need to establish a systematic method for regulating these integrals.

We follow the same approach that was used in \([13]\). Let \( \mathcal{M}_\Omega \subset \mathcal{M} \) be a compact region with boundary \( \partial \mathcal{M}_\Omega \). The metric \( g \) on \( \mathcal{M} \) induces a metric \( h_\Omega = g|_{\partial \mathcal{M}_\Omega} \) on \( \partial \mathcal{M}_\Omega \). Now consider a one-parameter family of these regions that converges to \( \mathcal{M} \) as \( \Omega \to \infty \); i.e., \( \mathcal{M}_{\Omega'} \subset \mathcal{M}_\Omega \) for \( \Omega > \Omega' \) and \( \bigcup_{\Omega} \mathcal{M}_\Omega = \mathcal{M} \). For finite values of \( \Omega \) this defines a method of cutting-off the spacetime. Integrals like the ones appearing in (2.1) are regulated by evaluating them on the compact region \( (\mathcal{M}_\Omega, g) \) or its boundary \( (\partial \mathcal{M}_\Omega, h_\Omega) \). The resulting functionals are perfectly well-defined for any finite value of the cut-off \( \Omega \). Of course, the regulated integrals contain terms that diverge as \( \Omega \to \infty \), and the cut-off cannot be removed until those terms have been addressed.

There are different families of cut-offs that can be used to regulate the action, with a family defined as a collection of cut-off prescriptions that all give the same results when the cut-off is removed. Therefore, the family of cut-offs used to regulate the action represents an additional structure that enters into the definition of the theory. Given the ALD boundary conditions for the theory, it is natural to focus on cut-offs that take the form \( \Omega = \rho + O(\rho^0) \). With this choice the boundary of the compact region \( \mathcal{M}_\rho \) is the constant \( \rho \) surface \( \Sigma \). Throughout the rest of this paper it is always assumed that integrals and functionals are regulated in this manner. When a functional is written explicitly in terms of integrals over \( \mathcal{M}_\rho \) and \( \Sigma \), this means that the process of regulating the functional, evaluating it, and then removing the cut-off gives a finite result. If this is not the case, the functional will be expressed in terms of integrals over \( \mathcal{M}_\rho \) and \( \Sigma \).

### 2.4 Variation of the Action

Using the regulator defined in the last section, we can show that the action (2.1) is not stationary with respect to variations of the fields that preserve the ALD boundary conditions. The restriction of these

\[\text{\footnote{This is the hyperbolic cut-off for AF gravity discussed, along with other families of cut-offs, in [13].}}\]
variations to the regulating boundary $\Sigma$ take the form
\[
\delta h_{ab} = \rho^{4-d} \delta h_{ab}^{(1)} + \rho^{3-d} \delta h_{ab}^{(2)} \\
\delta \varphi = \rho^{2-d} \delta \varphi^{(1)} + \rho^{1-d} \delta \varphi^{(2)} \\
\delta a_{a_1 \ldots a_{p-1}} = \rho^{2-d} \delta a_{a_1 \ldots a_{p-1}}^{(1)} + \rho^{1-d} \delta a_{a_1 \ldots a_{p-1}}^{(2)}.
\]
(2.16)

(2.17)

(2.18)

The scalars and tensors on the right-hand-side of these equations are arbitrary smooth fields on $\Sigma$ with the appropriate symmetries. The change in the action, evaluated on a solution of the equations of motion, is
\[
\delta I |_{\text{EOM}} = \int_{\Sigma} d^d x \sqrt{h} \left( \pi^{ab} \delta h_{ab} + \pi_\varphi \delta \varphi + \pi^{a_1 \ldots a_{p-1}} \delta a_{a_1 \ldots a_{p-1}} \right). 
\]
(2.19)

For the action to be stationary these surface terms must vanish as $\rho \to \infty$ for arbitrary field variations of the form (2.16)-(2.18). To evaluate the surface terms we need the following expressions for the momenta
\[
\pi^{ab} = h^{ab} K - K^{ab} \\
\pi_\varphi = -\frac{8}{d-1} n^a \partial_a \varphi \\
\pi^{a_1 \ldots a_{p-1}} = -\frac{1}{2(p-1)} n_b F^{b a_1 \ldots a_{p-1}}.
\]
(2.20)

(2.21)

(2.22)

The boundary conditions on the $(p-1)$-form insure that the momentum (2.22) falls off very rapidly, so that terms in (2.19) proportional to $\delta a$ vanish as $\rho \to \infty$. This is not the case for the metric and dilaton. Their variation changes the action by
\[
\delta I |_{\text{EOM}} = \int_{\Sigma} d^d x \sqrt{h} \left[ (d-1) h_{(0)}^{ab} \left( \rho \delta h_{ab}^{(1)} + \delta h_{ab}^{(2)} \right) - \frac{8 (p-1) \alpha}{(d-1)} (\rho \delta \varphi^{(1)} + \delta \varphi^{(2)}) \right]. 
\]
(2.23)

This does not vanish, despite the fact that the variations $\delta h_{ab}$ and $\delta \varphi$ ‘vanish at the boundary’. We conclude that the desired equations of motion are not stationary points of the action (2.1).

The result (2.23) contains terms linear in $\rho$, so that the cut-off cannot be removed in this calculation. One might try to modify the boundary conditions so that these terms do not appear \(^2\). But even in that case (2.23) still contains finite terms that do not vanish. Additional ‘pruning’ of the boundary conditions results in a trivial variational principle, with the allowed field variations falling off too rapidly to distinguish between interesting solutions of the equations of motion. Instead, our only option is to modify the action.

### 3. $\hat{K}$ Counterterms

The fall-off conditions on the metric (2.6) are the same as for an asymptotically flat spacetime in hyperbolic coordinates. This suggests that the $\hat{K}$ counterterm constructed in [13] may also be relevant for the theories we are considering. The authors of [28] used this approach – with modifications – to define an action for fields in a background of NS 5-branes in 10 dimensional type II supergravity. In this section we generalize the constructions of [13, 28, 22] to the ALD theories described in the last section.

\(^2\)For example, the boundary conditions used in [28] do not permit such terms.
3.1 $\hat{K}$ for AF Gravity

Let us briefly review the $\hat{K}$ counterterm for gravity with AF boundary conditions. It was shown in [13, 25, 22] that solutions of the vacuum Einstein equations are stationary points of the action

$$I = \int_M d^{d+1}x \sqrt{g} R + 2 \int_{\partial M} d^d x \sqrt{h} \left( K - \hat{K} \right).$$

The term $\hat{K}$ in the boundary integral is the trace of a symmetric tensor $\hat{K}_{ab}$ defined (implicitly) by the equation

$$\hat{K} \hat{K}_{ab} - \hat{K}_{ac} \hat{K}_{bc} = R_{ab},$$

with $R_{ab}$ the intrinsic Ricci tensor on $(\partial M, h)$. The tensor $\hat{K}_{ab}$ can be thought of as the part of the extrinsic curvature that is fixed by the kinematics of AF gravity. Furthermore, $\hat{K}_{ab}$ is defined for any AF space time, which ensures that (3.1) has a well-defined variational problem.

In order to adapt this construction to ALD gravity, we first need to understand the origin of the defining equation (3.2). The starting point is the expression (D.5) for the electric part of the bulk Weyl tensor evaluated on $\Sigma$

$$E_{ab} = \perp (R_{abcd} n^c n^d) - \perp (S_{ab}) - h_{ab} S_{cd} n^c n^d,$$

where $n^a$ is the outward-pointing unit normal vector, $\perp$ represents projection of indices along $\Sigma$ via the induced metric $h_{ab}$, and $S_{ab}$ is the Schouten tensor defined in (D.1). Applying both the Gauss-Codazzi equations and the Einstein equations gives

$$K K_{ab} - K_a^c K_{bc} = R_{ab} + E_{ab}.$$

This result does not hold for an arbitrary AF spacetime – it only applies to solutions of the Einstein equations. However, all AF spacetimes must satisfy the kinematic constraints obtained from the leading term in an asymptotic expansion of the Einstein equations near spatial infinity. Therefore all AF spacetimes satisfy the leading term in the asymptotic expansion of (3.4)

$$K^{(0)} K_{ab}^{(0)} - K_a^{(0)c} K_{bc}^{(0)} = R_{ab}^{(0)}$$

which depends only on geometric identities and the kinematic constraints of the theory. The relation between (3.5) and (3.2) is apparent, but it will be useful to introduce one additional bit of notation before proceeding. Let $\hat{\equiv}$ denote equality between quantities on $\Sigma$ up to terms that are sub-leading at large $\rho$. Using this notation, the equation (3.5) is equivalent to

$$K K_{ab} - K_a^c K_{bc} \hat{\equiv} R_{ab}.$$

The symmetric tensor $\hat{K}_{ab}$ is defined as the tensor that satisfies (3.6) when ‘$\hat{\equiv}$’ is replaced by ‘$\equiv$’. This is the origin of the definition (3.2).

3.2 $\hat{K}$ for ALD Gravity

This procedure outlined in the previous section can be generalized to ALD gravity. Starting from the definition (3.3) and applying the equations of motion, we obtain

$$K K_{ab} - K_a^c K_{bc} = E_{ab} + R_{ab} - \left( \frac{d-2}{d-1} \right) \perp (T_{ab}) - \frac{1}{d(d-1)} h_{ab} T^c_c + \frac{1}{d-1} h_{ab} n^c n^d T_{cd},$$
where $T_{ab}$ is the right-hand side of equation (2.3). The various projections of $T_{ab}$ can be worked out using the results of appendix A. As before, we begin by expressing the leading term in the asymptotic expansion of this equation in terms of the boundary data. Using the ‘$\cong$’ notation, the terms in (3.7) that are relevant at leading order are

$$
K K_{ab} - K_a^c K_{bc} \cong E_{ab} + R_{ab} + \frac{4}{d(d-1)} h_{ab} \left(n^c \partial_c \phi\right)^2 - \frac{(d-2)}{2(d-1)(p-1)!} e^{2\alpha \phi} \frac{e^{2\alpha \phi}}{F_a \cdots F_b} \\
+ \frac{(p(d-2) - (d-1))}{2d(d-1)p!} h_{ab} e^{2\alpha \phi} F^2.
$$

(3.8)

Now the right-hand side of this equation must be expressed in terms of intrinsic quantities on $\Sigma$. This is straightforward for the field strength terms – the boundary conditions allow us to replace $F_a \cdots F_b$ with $F_a \cdots F_b$, its projection along $\Sigma$. The normal derivative of $\phi$ can be expressed, up to sub-leading terms, as a simple function of $\phi$ on $\Sigma$

$$
n^c \partial_c \phi \cong \frac{(p-1)}{\alpha} \beta e^{-\frac{\alpha}{p-1} \phi}.
$$

(3.9)

Likewise, the result (D.8) gives the leading behavior of the electric part of the Weyl tensor as

$$
E_{ab} \cong -\frac{1}{d-1} \left(R_{ab} - \frac{1}{d} h_{ab} R\right).
$$

(3.10)

Notice that this vanishes for the AF boundary conditions (2.15), but not in the case of ALD gravity.

At this point (3.8) could be rewritten to furnish a defining equation for $\hat{K}_{ab}$. However, in order to make a direct connection with the defining equation (3.2) for AF gravity, it is useful to express the leading part of $E_{ab}$ as a function of the dilaton and field strength on $\Sigma$. Using the various kinematic constraints on the fields, we obtain

$$
E_{ab} \cong -\frac{1}{2(d-1)(p-1)!} e^{2\alpha \phi} \left(F_a \cdots F_b - \frac{1}{d} h_{ab} \mathcal{F}^2\right).
$$

(3.11)

Substituting this result in (3.8) now gives a defining equation for $\hat{K}_{ab}$ that resembles the AF definition, with additional terms involving the dilaton and field strength

$$
\hat{K} \hat{K}_{ab} - \hat{K}_a^c \hat{K}_{bc} = R_{ab} + \frac{4}{d(d-1)\alpha^2} h_{ab} e^{-\frac{2\alpha}{p-1} \phi} \\
- \frac{1}{2(p-1)!} e^{2\alpha \phi} \mathcal{F}_a \cdots \mathcal{F}_b + \frac{(p-1)}{2 dp!} h_{ab} e^{2\alpha \phi} \mathcal{F}^2.
$$

(3.12)

This equation can be solved order-by-order in the asymptotic expansion for any set of fields satisfying the ALD boundary conditions$^3$. The result is an asymptotic expansion for $\hat{K}_{ab}$ of the form

$$
\hat{K}_{ab} = \rho \hat{K}_{ab}^{(0)} + \rho^{3-d} \hat{K}_{ab}^{(1)} + \rho^{2-d} \hat{K}_{ab}^{(2)} + \ldots.
$$

(3.13)

The equation for the leading term is straightforward and gives

$$
\hat{K}_{ab}^{(0)} = h_{ab}^{(0)},
$$

(3.14)

which shows that $\hat{K}_{ab}$ and $K_{ab}$ agree at leading order$^4$. Expressions for the sub-leading terms in (3.13) are more complicated, and will be given as needed later in the paper.

$^3$In 3 + 1 dimensions with AF boundary conditions it is possible to obtain $\hat{K}_{ab}$ explicitly [34].

$^4$The equation (3.12) admits two solutions with opposite signs. We have chosen the solution whose sign agrees with that of the leading term in the extrinsic curvature.
An important caveat regarding the procedure described above is that it does not give a unique definition for $\hat{K}_{ab}$. The boundary data for the different fields are related by the kinematic constraints in the boundary conditions, and these relations can be used to rewrite the right-hand side of (3.12). For example, the boundary conditions imply the following asymptotic relations

$$\frac{1}{2p!} e^{2\alpha \phi} \mathcal{F}^2 \equiv \frac{4(p - 1) \beta^2}{\alpha^2} e^{-\frac{2\alpha}{p-1} \phi}$$

$$\mathcal{R} \equiv \mathcal{R}^{(0)} \beta^2 e^{-\frac{2\alpha}{p-1} \phi}.$$  

These sorts of replacements will not change the value of $\hat{K}_{ab}$ at leading order – that is fixed by the boundary conditions – but they will change the functional dependence of $\hat{K}_{ab}$ on the different fields. In other words, one obtains inequivalent definitions of $\hat{K}_{ab}$. The obvious criteria for choosing one of these definitions is whether the corresponding counterterm, when added to the action (2.1), leads to a well-defined variational principle. As we show in the next section, there is no definition that manages to do this.

### 3.3 Variation of the Action

We now investigate the variational properties of the action (2.1) with the additional surface term

$$I_{\hat{K}} = -2 \int_{\Sigma} d^d x \sqrt{h} \hat{K}.$$  

(3.17)

Specifically, we want to determine whether or not the equations of motion (2.3)-(2.5) are stationary points of the new action with respect to small changes in the fields that preserve the boundary conditions. The result (2.23) showed that this was not the case for the action (2.1) on its own.

The change in (3.17) due to a small variation of the fields is

$$\delta I_{\hat{K}} = -2 \int_{\Sigma} d^d x \sqrt{h} \left[ \left( \frac{1}{2} \hat{K} h^{ab} - \hat{K}^a b \right) \delta h_{ab} + h^{ab} \delta \hat{K}_{ab} \right].$$

(3.18)

The response $\delta \hat{K}_{ab}$ is obtained by varying the defining equation (3.12), and solving order-by-order in the asymptotic expansion. In fact, since it is the trace of $\delta \hat{K}_{ab}$ that appears in (3.18), it is sufficient to work with the trace of the defining equation

$$\hat{K}^2 - \hat{K}_{ab} \hat{K}^{ab} = \mathcal{R} + \frac{4(p - 1)^2}{\alpha^2 (d - 1)} \beta^2 e^{-\frac{2\alpha}{p-1} \phi} - \frac{1}{2p!} e^{2\alpha \phi} \mathcal{F}^2.$$  

(3.19)

Varying both sides of this equation and rearranging terms, we arrive at

$$2 \left( \hat{K} h^{ab} - \hat{K}^a b \right) \delta \hat{K}_{ab} = \left( 2 \hat{K} \hat{K}_{ab} - 2 \hat{K}^a c \hat{K}^{bc} - \mathcal{R}^{ab} + \frac{1}{2(p - 1)!} e^{2\alpha \phi} \mathcal{F}^a ... \mathcal{F}^b .. \right) \delta h_{ab}$$

$$- \left( \frac{8(p - 1) \beta^2}{\alpha (d - 1)} e^{-\frac{2\alpha}{p-1} \phi} + \frac{\alpha}{p!} e^{2\alpha \phi} \mathcal{F}^2 \right) \delta \varphi + h^{ab} \delta \mathcal{R}_{ab}$$

(3.20)

Only the leading term in this equation is relevant for determining (3.18); the sub-leading terms fall off too rapidly to contribute. Furthermore, total derivatives in (3.20) can be ignored because the term we
are calculating is integrated over \( \Sigma \). Using the field variations (2.16) - (2.18), the leading terms in (3.20) are

\[
h^{ab}_{(0)} \delta \hat{K}_{ab} = \left( h^{ab}_{(0)} - \frac{1}{2(d-1)} \mathcal{R}^{ab}_{(0)} + \frac{2(p-1)}{\alpha^2 (d-1)} \delta_\alpha \delta_\beta h^{\alpha\beta}_{(0)} \right) \left( \rho^{3-d} \delta h^{(1)}_{ab} + \rho^{2-d} \delta h^{(2)}_{ab} \right) - \frac{4d(p-1)}{\alpha (d-1)^2} \left( \rho^{3-d} \delta \phi^{(1)} + \rho^{2-d} \delta \phi^{(2)} \right) + \ldots .
\]

The ‘…’ refer to terms that are either sub-leading or total derivatives. In particular, the terms involving the variation of the \( p-1 \) form are total derivatives. The result (3.21) applies for any field configuration that obeys the ALD boundary conditions, because it depends only on the defining equation and the constraints on the boundary data.

The new contribution to the variation of the action can be evaluated using (3.14) and (3.21). Combining these with (2.23) gives

\[
\delta (I + I_K) = \int_\Sigma d^d x \sqrt{h^{(0)}} \left[ -\frac{4(p-1)^2}{\alpha^2 (d-1)^2} h^{ab}_{(0)} \left( \rho \delta h^{(1)}_{ab} + \delta h^{(2)}_{ab} \right) + \frac{8(p-1)}{\alpha (d-1)^2} \left( \rho \delta \phi^{(1)} + \delta \phi^{(2)} \right) \right] .
\]

This is qualitatively no different than the result we were trying to fix! The presence of the \( \hat{K} \) boundary term in the action (3.1) ensures a well-defined variational principle for gravity with AF boundary conditions, but the analogous construction does not work for theories with ALD boundary conditions. Of course, in AF gravity a unique definition of \( \hat{K}_{ab} \) follows from a combination of geometric identities and boundary conditions. But in the present case the definition is somewhat arbitrary – terms on the right-hand side of (3.12) can be rewritten using relations between the boundary data. Does the result (3.22) mean that the \( \hat{K} \) construction does not work for ALD gravity, or does it tell us that we have chosen the wrong defining equation for \( \hat{K}_{ab} \)?

We can answer this question by parameterizing the possible defining equations for \( \hat{K}_{ab} \), and showing that there is no definition such that (3.22) vanishes. First, note that the result (3.22) depends only on the trace of the defining equation. The trace belongs to a two-parameter family of equations, related to (3.19) via (3.15) and (3.16)

\[
\hat{K}^2 - K^{ab} \hat{K}_{ab} = (1 + x) \mathcal{R} - \frac{(1 + y)}{2p!} \rho^{2 \alpha} \mathcal{F}^2 + \left( \frac{4(p-1)^2}{\alpha^2 (d-1)} - x \mathcal{R}^{(0)} + y \frac{4(p-1)}{\alpha^2} \right) \beta^2 e^{-\frac{2\alpha}{\rho} \phi}
\]

where \( x \) and \( y \) are arbitrary real numbers. Repeating the analysis of this section shows that there are no values of \( x \) and \( y \) for which \( \delta I \) vanishes on-shell. This seems odd at first; there are two terms in (3.22) that need to be canceled, and two free parameters (\( x \) and \( y \)) that can be adjusted. The problem becomes apparent when one chooses \( x \) so that the \( \delta \phi \) terms in (3.22) vanish. The variation of the action now contains terms proportional to \( \delta h_{ab} \), with a coefficient that depends on the remaining free parameter \( y \). But it also contains new terms proportional to \( \delta h_{\alpha \beta} \), which were not present when (3.19) was taken as the defining equation. There is no choice of \( y \) that cancels the coefficients of both sets of terms. Therefore, it is not possible to obtain \( \delta I = 0 \) using only the \( \hat{K} \) counterterm. This same problem was encountered in [28], where it was addressed by adding additional surface terms to the action.

---

5Terms in (3.20) that contribute total derivatives at leading order also produce sub-leading terms that are not total derivatives. These terms must be accounted for when solving for \( \delta \hat{K}_{ab} \) beyond leading order.
3.4 Additional Boundary Terms

Following [28] we introduce three new surface terms, in addition to (3.17). These terms are functionals of quantities intrinsic to the boundary and take the form

$$I_{CT} = \int_{\Sigma} d^d x \sqrt{h} \left( c_0 e^{-\frac{\alpha}{p-1} \phi} + c_1 e^{\frac{\alpha}{p-1} \phi} R + c_2 e^{\frac{2\alpha}{p-1} \phi} F^2 \right).$$

(3.24)

The constants $c_i$ are determined by requiring that the full action satisfy $\delta I = 0$ on-shell. We will discuss a similar calculation in much more detail in the next section, so for now we simply note that for most values of $\alpha$ the condition $\delta I = 0$ requires

$$c_0 = \frac{8 (p-1)^2 \beta}{\alpha^2 (d-1)^2} \quad c_1 = c_2 = 0.$$

(3.25)

There is also a special case, $\alpha = \pm 2(p-1)/(d-1)$, where the equations that determine the $c_i$ become degenerate and admit a one-parameter family of solutions. In that case the $c_i$ are given by

$$c_0 = 2 \beta - (d-1)^2 \beta^2 c_1 \quad c_2 = -\frac{1}{2p!} c_1$$

(3.26)

with $c_1$ arbitrary. The special values of $\alpha$ correspond to the coupling between the dilaton and the NS-NS (-) or R-R (+) 3-form field strengths in ten dimensional type II supergravity.

The authors of [28] considered the NS-NS sector of type II supergravity in 10 dimensions. However, instead of adding the third boundary term in (3.24) they included a term proportional to $R F^2$. This raises an important question: what if we did not limit ourselves to the three boundary terms in (3.24)? For instance, one might add the following boundary terms to the action

$$I_{CT} = \int_{\Sigma} d^d x \sqrt{h} \left( c_0 e^{-\frac{\alpha}{p-1} \phi} + c_1 e^{\frac{\alpha}{p-1} \phi} R + c_2 e^{\frac{2\alpha}{p-1} \phi} F^2 + c_4 e^{\frac{3\alpha}{p-1} \phi} R^2 + \ldots \right).$$

(3.27)

For generic values of $\alpha$ this leads to a one-parameter family of actions such that $\delta I = 0$, and for the special value of $\alpha$ mentioned above a two-parameter family is obtained. This is qualitatively different than what one finds in asymptotically anti-de Sitter spacetimes, where a higher derivative boundary term like $R^2$ always falls off faster than a term like $R$. In a theory with ALD boundary conditions, dressing the higher derivative boundary terms with suitable functions of the dilaton ensures that all of the counterterms contribute at the same orders in the asymptotic expansion. This means that one may add an arbitrary number of boundary terms to obtain a family of actions, all of which satisfy $\delta I = 0$, with a corresponding number of free parameters! We will return to this issue later. For now, we focus on the boundary terms (3.24).

3.5 Finiteness of the On-Shell Action

The conditions (3.25) or (3.26) also imply that the on-shell action is finite in the $\rho \rightarrow \infty$ limit. The equations of motion can be used to rewrite the bulk terms in the action as a total derivative, so that the on-shell action is given by

$$I|_{EOM} = \int_{\partial M} d^d x \sqrt{h} \left[ -\frac{8 (p-1)}{\alpha (d-1)^2} n^a \partial_a \phi + 2 K - 2 \dot{K} + c_0 e^{-\frac{2\alpha}{p-1} \phi} \right. \left. + c_1 e^{\frac{2\alpha}{p-1} \phi} R + c_2 e^{\frac{2\alpha}{p-1} \phi} F^2 + \ldots \right].$$

(3.28)
where ‘...’ represents a contribution from the total derivative evaluated at the lower limit of the bulk integral. These terms can be ignored, since they do not depend on the cut-off $\rho$ and we are only interested in establishing finiteness at this point. Using the asymptotic expansions of the various boundary terms, we find that the on-shell action contains a leading term of order $\rho^{d-1}$ and a sub-leading term proportional to $\rho$. The remaining terms are finite, or vanish as the cut-off is removed. It is straightforward to show that the leading term in the expansion vanishes as a result of the boundary conditions and (3.14). The order $\rho$ term needs to cancel as well, and to show this we need the first sub-leading term in the asymptotic expansion of $\hat{K}$. The asymptotic expansion of $\hat{K}$ is

$$
\hat{K} = d \rho^{d-1} + \rho^{1-d} \left( h_{(0)}^{ab} \hat{K}_{ab}^{(1)} - h^{(1)} \right) + \mathcal{O}(\rho^{-d}) \ ,
$$

(3.29)

where we have used the result (3.14) for the leading term, and terms of $\mathcal{O}(\rho^{-d})$ give finite contributions to the action. Solving (3.19), we find that the order $\rho^{1-d}$ term in $\hat{K}$ is

$$
\hat{K}^{(1)} - h^{(1)} = \frac{1}{2(d-1)} \left( \mathcal{R}^{(1)} - h^{ab} \mathcal{R}^{(0)}_{ab} - \frac{8(p-1)}{\alpha (d-1)} \phi^{(1)} - \frac{4(p-1)}{\alpha^2} (Y^{(1)} - h^{(1)}_{s}) + 2 \alpha \phi^{(1)} \right)
$$

(3.30)

where $h^{(1)}_{s} = h_{(0)}^{\alpha\beta} h^{(1)}_{\alpha\beta}$, and $Y^{(1)}$ is defined in equation (C.3). Using this result in (3.28) shows that the order $\rho$ term in the on-shell action vanishes. For generic values of $\alpha$, the conditions (3.25) and the equations of motion in appendix C imply that this term vanishes identically. In the special cases $\alpha = \pm 2(p-1)/(d-1)$, terms at this order vanish up to total derivatives. In either case, the lesson is that finiteness of the on-shell action follows from the requirement that the action admits a well-defined variational principle.

4. Explicit Counterterms

The $\hat{K}$ construction is of interest because it makes contact with a procedure that works for gravity with AF boundary conditions. But this approach is not sufficient if the theory contains additional fields with support at spatial infinity. In that case new surface terms must be included in the action. These terms contribute to the action and its variation at the same orders in the asymptotic expansion as the $\hat{K}$ term; it stands to reason that one might be able to define a viable action using only terms of the form (3.24).

In this section we drop the $\hat{K}$ counterterm and construct actions using boundary counterterms that are defined explicitly as local functionals of the fields on the boundary. The results are reminiscent of the counterterms used in the AdS/CFT correspondence [1, 2, 3, 4, 35, 36, 16], but there are also significant differences. In AdS/CFT a well-defined variational principle identifies a finite set of counterterms [16]. For ALD theories we encounter families of actions that admit a well-defined variational problem but depend on an arbitrary number of free parameters. Surprisingly, we find that the on-shell action and the conserved charges do not depend on the choice of action. This is reassuring, because even in cases where there are compelling reasons to limit ourselves to a small number of possible counterterms, we still find interesting examples that admit a one-parameter family of actions.

4.1 The Action

Consider a counterterm action that takes the following form

$$
I_{CT} = \int_{\Sigma} d^{d}x \sqrt{h} \left( U(\phi) + C(\phi) \mathcal{R} + Z(\phi) \mathcal{F}^{a_{1}...a_{p}} \mathcal{F}_{a_{1}...a_{p}} + \ldots \right) \ ,
$$

(4.1)
This can be thought of as a derivative expansion on $\Sigma$, neglecting terms that vanish due to the boundary conditions. For example, a term of the form $M(\phi)(D\phi)^2$ will not contribute to the action or its first variation. At this point we restrict our attention to terms containing no more than two (boundary) derivatives of the fields on $\Sigma$. This is motivated by our interest in various supergravity theories obtained as the low-energy limit of string theory: we do not wish to include surface terms corresponding to higher orders in the $\alpha'$ expansion than the terms that appear in the bulk part of the action.

Including the counterterms (4.1), the on-shell variation of the action is

$$
\delta I\bigg|_{\text{EOM}} = \int_{\partial M} d^d x \sqrt{h} \left( \left( \pi^{ab} + P^{ab} \right) \delta h_{ab} + (\pi_\phi + P_\phi) \delta \phi + (\pi^{a_1\ldots a_{p-1}} + P^{a_1\ldots a_{p-1}}) \delta a_{a_1\ldots a_{p-1}} \right) \tag{4.2}
$$

where $\pi^{ab}$, $\pi_\phi$, and $\pi^{a_1\ldots a_{p-1}}$ are the momenta given in (2.20)-(2.22). The terms $P^{ab}$, $P_\phi$, and $P^{a_1\ldots a_{p-1}}$ are functional derivatives of (4.1)

$$
P^{ab} = \frac{1}{2} h^{ab} U - C \left( R_{ab} - \frac{1}{2} h_{ab} R \right) + D^a D^b C - h^{ab} D^2 C \tag{4.3}
$$

$$
P_\phi = \frac{\partial U}{\partial \phi} + \frac{\partial C}{\partial \phi} R + \frac{\partial Z}{\partial \phi} F^2 \tag{4.4}
$$

$$
P^{a_1\ldots a_{p-1}} = -2 p D_0 (Z F^{a_1\ldots a_{p-1}}) \tag{4.5}
$$

The functions $U$, $C$, and $Z$ are determined by the requirement that (4.2) vanishes for field variations that preserve the boundary conditions. Based on the results of the previous section, these functions are expected to take the form

$$
U(\phi) = c_0 e^{-\frac{\alpha}{\rho - 1} \phi} \quad C(\phi) = c_1 e^{\frac{\alpha}{\rho - 1} \phi} \quad Z(\phi) = c_2 e^{2\frac{\rho - 1}{\rho - 1} \phi}. \tag{4.6}
$$

The constants $c_i$ are determined by canceling the appropriate terms in (4.2). It is interesting to note that the dilaton dependence in these expressions means that the terms in (4.1) correspond to an expansion in powers of the inverse metric in string frame.

As before, the boundary conditions on the gauge field imply that the terms proportional to $\delta a$ fall off very rapidly and do not contribute to (4.2). This leaves the terms proportional to $\delta h_{ab}$ and $\delta \phi$. The leading behavior of the coefficients of these terms are

$$
\pi^{ab} + P^{ab} = \rho^{-3} \left( d - 1 + \frac{c_0}{2 \beta} - c_1 \beta A + \frac{1}{2} c_1 \beta \left( A (d - p) + B p \right) + c_2 \beta p! (B - A) \right) h_{(0)}^{ab} \tag{4.7}
$$

$$
\pi_\phi + P_\phi = \rho^{-1} \frac{\alpha}{p - 1} \left( - \frac{8 (p - 1)^2}{\alpha^2 (d - 1)} - \frac{c_0}{\beta} + c_1 \beta \left( A (d - p) + B p \right) + 2 c_2 \beta p! (2p - 1) (B - A) \right) \tag{4.8}
$$

where $A$ and $B$ are the numerical factors appearing in the expressions (2.13) and (2.14) for the Ricci tensor on $\Sigma$. The $\rho \to \infty$ limit of (4.2) vanishes if these expressions are set to zero. This yields three
equations, because the terms in (4.7) with support along $\Sigma_B$ must vanish independently. These equations uniquely determine the $c_i$ for most values of $\alpha$

$$c_0 = \beta \left( -d + 4\frac{(p-1)^2}{\alpha^2 (d-1)^2} \alpha \right) \quad c_1 = -\frac{1}{\beta (d-1)} \quad c_2 = \frac{1}{2 \beta (d-1) p!} .$$

However, two of the conditions on the $c_i$ become linearly dependent when $\alpha$ takes the special values

$$\alpha = \pm 2 \left( \frac{p-1}{d-1} \right) .$$

In that case there is a one-parameter family of solutions

$$c_0 = -2 (d-1) \beta - c_1 (d-1)^2 \beta^2 \quad c_2 = -\frac{1}{2 p!} c_1 .$$

This result is relevant for type II supergravity in ten dimensions, as it corresponds to the coupling between the dilaton and the 3-form field strengths in the NS-NS and R-R sectors.

To summarize, we have found that adding the surface terms

$$I_{CT} = \int \Sigma d^d x \sqrt{h} \left[ \frac{4}{\alpha^2} \left( \frac{p-1}{d-1} \right)^2 - d \right] \beta e^{-\frac{\alpha}{\rho-1} \phi} - \frac{1}{\beta (d-1)} e^{\frac{\alpha}{\rho-1} \phi} \left( R - \frac{1}{2 p!} e^{2 \alpha \phi} F^2 \right)$$

(4.12)

to the action (2.1) leads to a well-defined variational problem for ALD boundary conditions. Notice that the $R$ and $F^2$ terms appear in (4.12) with the same relative coefficients as the $R$ and $F^2$ term in the bulk part of the action, including the factor of $e^{2 \alpha \phi}$. It is straightforward to show that the full action is finite on-shell. Using the same arguments as in the previous section, we can write the on-shell bulk term as a total derivative. The surface terms in the on-shell action are then given by

$$I\big|_{\text{EOM}} = \int \partial_M d^d x \sqrt{h} \left[ -\frac{8 (p-1)}{\alpha (d-1)^2} n^a \partial_a \phi + 2 K + \frac{4}{\alpha^2} \left( \frac{p-1}{d-1} \right)^2 - d \right] \beta e^{-\frac{\alpha}{\rho-1} \phi}$$

$$- \frac{1}{\beta (d-1)} e^{\frac{\alpha}{\rho-1} \phi} \left( R - \frac{1}{2 p!} e^{2 \alpha \phi} F^2 \right) .$$

(4.13)

Of course, the on-shell action may also receive contributions from the total derivative evaluated at the lower limit of the bulk integral, but those terms are manifestly independent of the cut-off. Using the asymptotic expansions of the various fields in (4.13) gives

$$I\big|_{\text{EOM}} = \int \partial_M d^d x \sqrt{h^{(0)}} \rho^{d-1} \left[ -\frac{8 (p-1)}{\alpha^2 (d-1)^2} + 2 d + \frac{1}{\beta} c_0 + \beta R^{(0)} c_1 + \beta p! \frac{8 (p-1)}{\alpha^2} c_2 + \mathcal{O}(\rho^{1-d}) \right] .$$

(4.14)

The leading term vanishes when evaluated using the expressions for $R^{(0)}$ and the $c_i$, so that the action is finite as $\rho \to \infty$. Once again, finiteness of the on-shell action follows from the requirement that the action possess the proper variational properties.
4.2 Higher Derivative Counterterms

The counterterms used in the previous section contain no more than two derivatives of the fields. This seems appropriate for theories obtained as the low-energy limit of some quantum theory of gravity: in that case the boundary terms in the action should contain no more derivatives than the bulk terms. But relaxing this assumption reveals that there are many possible counterterms that lead to a well-defined variational principle for ALD boundary conditions. This is closely related to the ambiguity in the action when \( \alpha \) takes the special value (4.10), so it is worth examining the issue more closely.

To illustrate how families of actions can be constructed, suppose that we remove the restriction on the number of derivatives that can appear in the counterterms and make the following ansatz for \( I_{\text{CT}} \)

\[
I_{\text{CT}} = \int_{\partial \mathcal{M}} d^d x \sqrt{\tilde{h}} \left( b_0 e^{-\frac{\alpha}{p-1} \phi} + b_1 e^{\frac{\alpha}{p-1} \phi} \mathcal{R} + b_2 e^{\frac{2\alpha}{p-1} \phi} \mathcal{F} a_1...a_p \mathcal{F} a_1...a_p + b_3 e^{\frac{3\alpha}{p-1} \phi} \mathcal{R}^2 \right). \tag{4.15}
\]

This differs from (4.1) by an \( \mathcal{R}^2 \) term, with a dilaton prefactor chosen to give the appropriate \( \rho \) dependence. The coefficients are labeled \( b_i \) to emphasize that this set of counterterms is distinct from the previous result (4.9). The momenta \( P_\phi \) and \( P_{ab} \) obtained from this action are similar to (4.3) and (4.4), with the \( c_i \) replaced by \( b_i \) and the following additional terms

\[
\Delta P_\phi = b_3 \frac{3\alpha}{p-1} e^{\frac{3\alpha}{p-1} \phi} \mathcal{R}^2 \tag{4.16}
\]

\[
\Delta P_{ab} = b_3 e^{\frac{3\alpha}{p-1} \phi} \left( \frac{1}{2} h^{ab} \mathcal{R}^2 - 2 \mathcal{R} \mathcal{R}_{ab} \right) + 2 b_3 D^a D^b \left( e^{\frac{3\alpha}{p-1} \phi} \mathcal{R} \right) - 2 b_3 h^{ab} D^2 \left( e^{\frac{3\alpha}{p-1} \phi} \mathcal{R} \right). \tag{4.17}
\]

Requiring \( \delta I|_{\text{EOM}} = 0 \) gives three equations for the four constants \( b_i \). The one-parameter family of solutions can be expressed in terms of the previous solution (4.9) as

\[
b_0 = c_0 + b_3 \beta^2 \mathcal{R}^2_{(0)} \quad b_1 = c_1 - 2 b_3 \beta^2 \mathcal{R}_{(0)} \quad b_2 = c_2, \tag{4.18}
\]

where \( b_3 \) an arbitrary real number. In the special case \( \alpha = \pm 2(p-1)/(d-1) \) this procedure gives a two-parameter family of counterterms.

The full action with the new set of counterterms exhibits two important properties. First, despite the presence of the new surface term, the on-shell action remains finite for all values of the coefficient \( b_3 \). The relationships (4.18) ensure that a divergent contribution from the \( \mathcal{R}^2 \) counterterm is canceled by the other surface terms. In other words, a well-defined variational principle may not determine a unique action, but it is sufficient to render the on-shell action finite. Second, the value of the on-shell action remains the same for all values of \( b_3 \). The shifts in the coefficients (4.18) and the new counterterm give additional finite contributions to the on-shell action, but these terms combine to form total derivatives or otherwise vanish by the equations of motion. Both of these results generalize as more counterterms are added to the action. Thus, allowing counterterms with more than two derivatives leads to families of actions with a well-defined variational principle that depend on an arbitrary number of free parameters. However, all of these actions are finite and have the same on-shell value.

When the parameter \( \alpha \) takes the special value (4.10), restricting to two-derivative counterterms still results in a one-parameter family of actions. The results described above apply to this case as well: the action is finite, and its on-shell value is independent of the free parameter \( c_1 \) in (4.11). In that case it is still possible that other considerations might identify a unique action. For instance, requiring the full action to exhibit a particular symmetry or duality might constrain the sorts of surface terms that can be introduced. This is known to be the case in other examples of holographic renormalization, such as dilaton gravity in two dimensions. A construction similar to the one described above [37, 38] yields a one-parameter family of counterterms, but only a particular value of the free parameter preserves Buscher duality [39] in the full action.
5. Linear Response Functions and Conserved Charges

In previous sections we were concerned with the properties of the action under field variations that preserve the ALD boundary conditions. Now we focus our attention on general variations of the fields. The resulting change in the action is characterized by a set of linear response functions related to the coefficients of the field variations in (4.2).

5.1 The Stress Tensor

The linear response functions include a boundary stress tensor, obtained by varying the on-shell action with respect to the boundary metric

\[ T_{ab} := \frac{2}{\sqrt{h}} \frac{\delta I}{\delta h_{ab}} \bigg|_{\text{EOM}} = 2 \left( \pi_{ab} + P_{ab} \right). \]  

(5.1)

This differs from the definition used by Brown and York [11, 12], who obtain a quasi-local stress tensor via a Hamilton-Jacobi variation of the action. Their approach is not possible in the present case, because the boundary data for the metric is restricted by the kinematic constraints (2.13) and (2.14) in the ALD boundary conditions. Instead we adopt the construction (5.1), which was used in [13, 25, 22] and gives a sensible definition of conserved quantities.

The asymptotic expansion of the boundary stress tensor is given by

\[ T_{ab} = \rho^{3-d} T_{ab}^{(1)} + \rho^{2-d} T_{ab}^{(2)} + \mathcal{O}(\rho^{1-d}) . \]  

(5.2)

The various terms are evaluated using the asymptotic expansions of the tensors \( \pi_{ab} \) and \( P_{ab} \), and the equations of motion. For generic values of \( \alpha \) we obtain

\[ T_{ab}^{(1)} = \frac{(d-2)^2}{(d-1)} \gamma_{ab}^{(1)} - \frac{2\alpha}{(p-1)(d-1)} \delta_{ab}^{(1)} \]  

(5.3)

\[ T_{ab}^{(2)} = (d-1) \gamma_{ab}^{(2)} - \frac{2\alpha}{(p-1)(d-1)} \delta_{ab}^{(2)} . \]  

(5.4)

The symmetric tensors \( \gamma_{ab}^{(n)} \) and \( \delta_{ab}^{(n)} \) are defined as

\[ \gamma_{ab}^{(n)} = h_{ab}^{(n)} - h_{ab}^{(0)} h^{(n)} + \frac{8(p-1)}{\alpha (d-1) (d+n-3)} h_{ab}^{(0)} \phi_{ab}^{(n)} \]  

(5.5)

\[ \delta_{ab}^{(n)} = D_a D_b \phi_{ab}^{(n)} - h_{ab}^{(0)} D^2 \phi_{ab}^{(n)} - A h_{ab}^{(0)} \phi_{ab}^{(n)} , \]  

(5.6)

where \( D \) is the boundary covariant derivative compatible with the metric \( h_{ab}^{(0)} \), and \( A \) is the numerical coefficient in the result (2.13) for the Ricci tensor on \( \Sigma_A \). For the special case \( \alpha = \pm 2 (p-1)/(d-1) \), the components of the stress tensor are instead given by

\[ T_{ab}^{(1)} = (d-2) \gamma_{ab}^{(1)} + c_1 \beta (d-2) \gamma_{ab}^{(1)} - \frac{4 c_1 \beta}{(d-1)} \delta_{ab}^{(1)} \]  

(5.7)

\[ T_{ab}^{(2)} = (d-1) \gamma_{ab}^{(2)} - \frac{4 c_1 \beta}{(d-1)} \delta_{ab}^{(2)} . \]  

(5.8)

Despite the appearance of the free parameter \( c_1 \) in these expressions, we show in the next section that the conserved charges are independent of the choice of counterterms.

---

\(^6\)A variation within the space of classical field configurations due to a small change in the boundary data.
5.2 Conserved Charges

Consider a $d - 1$ dimensional, spacelike surface $C \subset \Sigma$, with timelike unit normal vector $u^a$. We will assume that $u^a$ lies in $\Sigma_A$, so that $u^a v_a = 0$ for any $v_a$ in $\Sigma_B$. If $\xi^a$ is an asymptotic Killing vector that preserves the ALD boundary conditions, then the conserved charge associated with $\xi^a$ is given by the flux of the current $T_{ab} \xi^b$ across $C$

$$Q[\xi] = \int_C d^{d-1}x \sqrt{h_c} u^a T_{ab} \xi^b . \tag{5.9}$$

Conserved charges constructed in this manner necessarily generate the asymptotic symmetries of the theory [40]. It is straightforward to show that the $\xi^a$ that preserve the ALD boundary conditions are given by the Killing vectors of $h_{ab}^{(0)}$, up to sub-leading terms that generate gauge transformations. The asymptotic expansion of these vectors is

$$\xi^a(\rho, x) = \xi^a_{\infty(0)}(x) + \mathcal{O}(\rho^{2-d}) . \tag{5.10}$$

Given this result, and the expansion (5.2) for the boundary stress tensor, only the leading terms in the asymptotic expansions of $h_c$ and $u^a$ contribute to the conserved charges

$$Q[\xi] = \int_C d^{d-1}x \sqrt{h_c^{(0)}} \left( \rho u^a_{(0)} T_{ab}^{(1)} \xi^b_{(0)} + u^a_{(0)} T_{ab}^{(2)} \xi^b_{(0)} + \mathcal{O}(\rho^{-1}) \right) , \tag{5.11}$$

where $h_{ab}^{(0)} u^{a(0)}_{(0)} u^{b(0)}_{(0)} = -1$. Obviously, this is only well-defined if the first term in the integrand has a vanishing integral over $C$. Then the remaining term, which is finite as $\rho \to \infty$, gives the conserved charge associated with $\xi^a$. We will now show that this is indeed the case.

Scalar and Tensor Potentials

In order to prove that the conserved charges are well-defined and independent of any free parameters in the action, it is useful to first establish several results concerning potentials for symmetric tensors on $\Sigma$. Terms in the boundary stress tensor that admit such potentials do not contribute to the conserved charges. See [22] for a recent discussion in the context of AF gravity.

A tensor $\theta_{ab}$ is said to admit a scalar potential $\psi$ if it can be expressed in the form

$$\theta_{ab}[\psi] = \mathcal{D}_a \mathcal{D}_b \psi - h_{ab}^{(0)} \mathcal{D}^2 \psi - A h_{ab}^{(0)} \psi , \tag{5.12}$$

Taking the covariant divergence we find that $\theta_{ab}$ is not, strictly speaking, conserved. However, its divergence is restricted to lie in the $p$-dimensional subspace $\Sigma_B \subset \Sigma$

$$\mathcal{D}^a \theta_{ab} = (B - A) \delta_a^\alpha D_\alpha \psi . \tag{5.13}$$

As a result the tensor $\theta_{ab}$ is ‘effectively conserved’ in the following sense: the current $\theta_{ab} \xi^b_{(0)}$, where $\xi^b_{(0)}$ is a Killing vector of the metric $h_{ab}^{(0)}$, does not contribute to conserved charges. Such currents take the form

$$\theta_{ab} \xi^b_{(0)} = \mathcal{D}^b \left( 2 \xi^b_{(0)} \mathcal{D}_a \psi + \psi D_\alpha \xi^\alpha_{(0)} \right) + (B - A) \delta_a^\alpha \xi^\alpha_{(0)} \psi . \tag{5.14}$$

This expression is obtained using properties of the Killing vector, which imply $\mathcal{D}^2 \xi^b_{(0)} = -\mathcal{R}_{bc(0)} \xi^b_{(0)}$. Now consider the flux of the current across $C$, which is given by the integral of $u^a_{(0)} \theta_{ab} \xi^b_{(0)}$. The last term in (5.14) does not contribute because $u^a_{(0)} \delta_a^\alpha = 0$. The remaining term takes the form

$$u^a_{(0)} \theta_{ab} \xi^b_{(0)} = \mathcal{D}^b \left( 2 u^a_{(0)} \xi^b_{(0)} \mathcal{D}_a \psi + u^a_{(0)} \psi D_\alpha \xi^\alpha_{(0)} \right) . \tag{5.15}$$

\footnote{In AF gravity, asymptotic boosts are associated with terms of order $\rho^{-1}$ in $\xi^a$. These terms are not present for ALD boundary conditions because they do not preserve the asymptotic form of the dilaton.}
where $D_a^c$ is the covariant derivative compatible with the induced metric on $C$. The integral vanishes, so a current of the form (5.14) has vanishing flux across $C$. The tensors $\delta_{ab}^{(n)}$ appearing in the boundary stress tensor have the form (5.12), and therefore do not contribute to the conserved charges.

Similarly, a tensor $\chi_{ab}$ admits a symmetric, transverse tensor potential if

$$\chi_{ab} = D^2 \gamma_{ab} + 2 R_{abcd}^{(0)} \gamma^{cd} + (B - A) \left( \delta^a_b \gamma_{ab} + \delta^b_a \gamma_{aa} \right)$$

(5.16)

for some symmetric $\gamma_{ab}$ with $D^a \gamma_{ab} = 0$. As in the case of the scalar potential, the divergence of the tensor $\chi_{ab}$ does not vanish. However, after commuting covariant derivatives and applying the contracted Bianchi identities, the divergence can be written in the form

$$D^b \chi_{ab} = 2 (B - A) D^a \gamma_{aa}.$$  

(5.17)

The current formed from $\chi_{ab}$ and the Killing vector $\xi_{(0)}^b$ takes a form similar to (5.14)

$$\chi_{ab} \xi_{(0)}^b = 2 D^c \left( \xi_{(0)}^b D_{[c} \gamma_{ab]} + \gamma_{[c} D_{a]} \xi_{(0)}^b \right) + 2 (B - A) \delta^a_b \xi_{(0)}^b \gamma_{ab}.$$  

(5.18)

This current also has zero flux across $C$, and so it does not contribute to a conserved charge. Notice that an arbitrary tensor along $\Sigma_B$ can be added to the right-hand side of (5.16) (or (5.12), for that matter) without changing this conclusion.

The equations of motion in appendix C can be used to show that certain terms in the boundary stress tensor admit scalar and tensor potentials. Consider the tensor $\gamma_{ab}^{(1)}$, defined in (5.5). The divergence of $\gamma_{ab}^{(1)}$ vanishes by (C.4). Rewriting the equations of motion in terms of $\gamma_{ab}^{(1)}$ gives

$$(d - 2) \gamma_{ab}^{(1)} + \frac{8(p-1)}{\alpha^2} \left( \delta_a^a \gamma_{ab}^{(1)} + \delta_b^a \gamma_{aa}^{(1)} \right) = \chi_{ab} \left[ \gamma_{ab}^{(1)} - \theta_{ab} [h^{(1)}] + \frac{16}{\alpha (d-1)(d-2)} \theta_{ab} [\phi^{(1)}] \right] + \frac{8}{\alpha^2} \left( \delta_a^a W_{ab}^{(1)} + \delta_b^a W_{aa}^{(1)} \right) + \frac{8}{\alpha^2} \delta_a^a \xi_{(0)}^b \left( h_{a\beta}^{(1)} - h_{aa}^{(0)} h_s^{(1)} + 2 \alpha h_{a\beta}^{(0)} \phi^{(1)} \right).$$  

(5.19)

Most of the terms on the right-hand side of this expression do not contribute to conserved charges, either because they admit potentials or because they have both indices along $\Sigma_B$. The only exception occurs for asymptotic Killing fields $\xi^a$ with a component along $\Sigma_B$. In that case a term proportional to $u_{(0)}^a W_{ab}^{(1)} \xi_{(0)}^a$ appears in the expression for the flux of the current $\gamma_{ab}^{(1)} \xi_{(0)}^a$ across $C$. We require that such a term is not present: $u_{(0)}^a W_{ab}^{(1)} = 0$ for any timelike $u^a$. This condition ensures that terms proportional to $\gamma_{ab}^{(1)}$ do not contribute to the conserved charges. Furthermore, this result and the analogous result for $\delta_{ab}^{(1)}$ ensure that the integral of the first term in (5.11) vanishes, which proves that the conserved charges are well-defined.

Now consider the tensor $\gamma_{ab}^{(2)}$

$$\gamma_{ab}^{(2)} = h_{ab}^{(2)} - h_{ab}^{(0)} h_s^{(2)} + \frac{8}{\alpha (d-1)^2} \chi_{ab} \left[ \gamma_{ab}^{(2)} - \theta_{ab} [h^{(2)}] + \frac{16}{\alpha (d-1)^2} \theta_{ab} [\phi^{(2)}] \right] + \frac{8}{\alpha^2} \left( \delta_a^a W_{ab}^{(2)} + \delta_b^a W_{aa}^{(2)} \right) + \frac{8}{\alpha^2} \delta_a^a \delta_b^\beta \left( h_{a\beta}^{(2)} - h_{aa}^{(0)} h_s^{(2)} + 2 \alpha h_{a\beta}^{(0)} \phi^{(2)} \right).$$  

(5.20)

In this case the equations of motion only constrain the components of $\gamma_{ab}^{(2)}$ with at least one index along $\Sigma_B$

$$\frac{8}{\alpha^2} \left( \delta_a^a \gamma_{ab}^{(2)} + \delta_b^a \gamma_{aa}^{(2)} \right) = \chi_{ab} \left[ \gamma_{ab}^{(2)} - \theta_{ab} [h^{(2)}] + \frac{16}{\alpha (d-1)^2} \theta_{ab} [\phi^{(2)}] \right] + \frac{8}{\alpha^2} \left( \delta_a^a W_{ab}^{(2)} + \delta_b^a W_{aa}^{(2)} \right) + \frac{8}{\alpha^2} \delta_a^a \delta_b^\beta \left( h_{a\beta}^{(2)} - h_{aa}^{(0)} h_s^{(2)} + 2 \alpha h_{a\beta}^{(0)} \phi^{(2)} \right).$$  

(5.21)

---

This term indicates the presence of an electric field along $\Sigma_B$ at the first sub-leading order in the asymptotic expansion.
Thus, the term in $T^{(2)}_{ab}$ proportional to $\gamma^{(2)}_{ab}$ can contribute to the conserved charges. In fact, we have shown that this is the only term that contributes to the conserved charges, which can now be expressed as

$$Q[\xi] = (d-1) \int C d^{d-1}x \sqrt{g^{(0)}_{\xi}} u_{\xi}^{a} \gamma^{(2)}_{ab} \xi^{b}.$$

**Conserved Charges are Independent of Free Parameters in the Action**

In the special case $\alpha = \pm 2 (p-1)/(d-1)$ the boundary stress tensor contains terms proportional to the free parameter $c_1$. However, all of these terms are of the sort described in the previous section – they admit scalar or tensor potentials and therefore do not contribute to the conserved charges. So, for theories that admit a one-parameter family of two-derivative counterterms, the conserved charges are independent of the choice of action. This is also true for actions that include higher-derivative counterterms, as we will now show.

Consider the counterterm action discussed in section 4.2, which includes a four derivative term proportional to $\mathcal{R}^2$. This leads to a one-parameter family of actions for generic values of $\alpha$, and a corresponding family of boundary stress tensors. We will now show that these stress tensors differ only by terms that admit potentials, so that the conserved charges are independent of the choice of action. The difference between $P_{ab}$ obtained from (4.15) and $P_{ab}$ obtained from (4.1) is

$$\Delta P_{ab} = \frac{1}{2} b_3 \beta^4 \mathcal{R}_{(0)}^{2} h_{ab} e^{-\frac{\alpha}{2p-1} \phi} + 2 b_3 \beta^2 e^{-\frac{\alpha}{p-1} \phi} \left( 4 \mathcal{R}_{(0)} - \frac{1}{2} h_{ab} \mathcal{R} \right)$$

$$- 2 b_3 \beta^2 \mathcal{R}_{(0)} \left( D_a D_b \left( e^{-\frac{\alpha}{p-1} \phi} \right) - h_{ab} D^2 \left( e^{-\frac{\alpha}{p-1} \phi} \right) \right)$$

$$+ b_3 e^{-\frac{\alpha}{p-1} \phi} \left( \frac{1}{2} h_{ab} \mathcal{R}^2 - 2 \mathcal{R} h_{ab} \right) + 2 b_3 D_a D_b \left( e^{-\frac{\alpha}{p-1} \phi} \mathcal{R} \right)$$

$$- 2 b_3 h_{ab} D^2 \left( e^{-\frac{2\alpha}{p-1} \phi} \mathcal{R} \right),$$

with $b_3$ an arbitrary real number. An extended calculation involving the asymptotic expansions of all the terms gives

$$\Delta P_{ab} = b_3 \beta^3 \rho^{3-d} \left( 4 \frac{\alpha}{p-1} \mathcal{R}_{(0)} \theta_{ab}[\phi^{(1)}] + \theta_{ab} \mathcal{R}_{(0)}^{(1)} - \mathcal{R}_{cd}^{(0)} h_{cd}^{(1)} \right)$$

$$+ b_3 \beta^3 \rho^{2-d} \left( 4 \frac{\alpha}{p-1} \mathcal{R}_{(0)} \theta_{ab}[\phi^{(2)}] + \theta_{ab} \mathcal{R}_{(0)}^{(2)} - \mathcal{R}_{cd}^{(0)} h_{cd}^{(2)} \right) + O(\rho^{1-d}).$$

Thus, when the higher derivative counterterm proportional to $\mathcal{R}^2$ is included, the only affect on the boundary stress tensor is to generate terms admitting scalar potentials. Such terms do not change the conserved charges of the theory. Similar results were also obtained for higher derivative counterterms proportional to $\mathcal{R}^{ab} \mathcal{R}_{ab}$, $\mathcal{R} \mathcal{F}^2$, $\mathcal{R}^{ab} \mathcal{F}_a c \mathcal{F}_{bc}$, and $\mathcal{R}^k$ for $k > 2$. We conclude that this result holds in general: the conserved charges are always independent of free parameters that appear in the action. This is true for any value of $\alpha$, and for actions containing boundary terms with any number of derivatives.

**6. Examples**

A nice application of the techniques developed in the preceding sections is the holographic renormalization of asymptotically linear dilaton spacetimes that arise in type II supergravity theories. The field content in the NS-NS sector is a metric $g_{ab}$, a dilaton $\phi$, and a two-form potential $B$ with field strength $H = dB$. 

---
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In addition, there is another two-form potential \( C \) in the R-R sector, with field strength \( F = dC \). The bulk part of the two-derivative action for these fields is

\[
L = \frac{1}{2\kappa^2} \sqrt{g} \left[ R - \frac{1}{2} (\nabla \phi)^2 - \frac{1}{12} e^{-\phi} H^{abc} H_{abc} - \frac{1}{12} g_s^2 e^{\phi} F^{abc} F_{abc} \right] \tag{6.1}
\]

with \( 2\kappa^2 = 2\kappa_0^2 g_s^2 \) and \( 2\kappa_0^2 = (2\pi)^7 (\alpha')^4 \). This is the same form as (2.1), with \( \alpha = -1/2 \) for the NS-NS coupling and \( \alpha = 1/2 \) for the R-R coupling. The R-R field strength appears in the Einstein frame action with an additional factor of \( g_s^2 \), since it does not couple to the dilaton in string frame.

### 6.1 Thermally Excited NS5-Branes

A counterterm action based on the \( \hat{K} \) construction was used in [28] to holographically renormalize the NS-NS sector of the action, for spacetimes asymptotic to a stack of non-extremal NS 5-branes. As a first application of our results we repeat that analysis using the explicit boundary counterterms of section 4.

Notice that \( \alpha = -1/2 \) corresponds to the special case \( \alpha = -2(p-1)/(d-1) \), since \( p = 3 \) and \( d = 9 \). This means that there is a one parameter family of holographically renormalized, two-derivative actions to consider. In the last section we showed that all such actions yield the same conserved charges. For the present example, it turns out that the stress tensor itself is also independent of the choice of action. Thus, the results given below hold for any value of the free parameter \( c_1 \).

Consider a stack of \( N \) coincident non-extremal NS 5-branes. The field strength is

\[
H_{\alpha\beta\gamma} = 2 N \alpha' \epsilon_{\alpha\beta\gamma}^0, \tag{6.2}
\]

with \( \epsilon_{\alpha\beta\gamma}^0 \) the volume form on a unit three sphere in the directions transverse to the NS 5-branes. The near-horizon solution describing thermal fluctuations of the fields is [32]

\[
ds^2 = \left( \frac{N \alpha'}{r^2} \right)^{-\frac{1}{4}} \left( 1 - \frac{r_h^2}{r^2} \right) dt^2 + d\vec{x}_5^2 + \left( \frac{N \alpha'}{r^2} \right)^{\frac{3}{4}} \left( 1 - \frac{r_h^2}{r^2} \right)^{-1} dr^2 + r^2 d\Omega_3^2 \tag{6.3}
\]

\[
\phi = \frac{1}{2} \log \left( \frac{N \alpha'}{r^2} \right) \tag{6.4}
\]

where \( r_h \) is the non-extremality parameter. To express this solution in the form (2.6) and (2.8), we make two changes of coordinates. First, define \( r = r_h \cosh \sigma \) and \( \ell^2 = N \alpha' \), so that the solution becomes

\[
ds^2 = \left( \frac{r_h}{\ell} \cosh \sigma \right)^{1/2} \left[ \ell^2 (d\sigma^2 + d\Omega_3^2) - \tanh^2 \sigma dt^2 + d\vec{x}_5^2 \right] \tag{6.5}
\]

\[
\phi = -\log \left( \frac{r_h}{\ell} \cosh \sigma \right). \tag{6.6}
\]

Now convert to asymptotic coordinates via

\[
\sigma = \log \left( \frac{\rho^4}{2^7 r_h \ell^3} \right) + \frac{4^7 r_h^2 \ell^6}{7 \rho^8} + \mathcal{O}(\rho^{-9}) \tag{6.7}
\]

and rescale the worldvolume coordinates as

\[
t = 4 \ell \tau \quad \vec{x}_5 = 4 \ell \vec{y}_5. \tag{6.8}
\]
In these coordinates the solution becomes
\[ ds^2 = d\rho^2 + \rho^2 \left[ -\left( 1 - \frac{6}{t} \frac{\mu}{\rho^8} + \ldots \right) dt^2 + \left( 1 + \frac{1}{t} \frac{\mu}{\rho^8} + \ldots \right) \left( d\vec{y}_5^2 + \frac{1}{16} d\Omega_3^2 \right) \right] \] (6.9)

\[ \phi = -4 \log \left( \frac{\rho}{4t} \right) - \frac{2}{t} \frac{\mu}{\rho^8} + \ldots \] (6.10)

\[ H_{\alpha\beta\gamma} = 2 \ell^2 \epsilon^\alpha_{\alpha\beta\gamma} \] (6.11)

where \( \mu \) is related to the non-extremality parameter \( r_h \) and the length scale \( \ell \) by
\[ \mu = 4^8 r_h^2 \ell^6 \] (6.12)

At this point, the components of the stress tensor can be directly obtained from the asymptotic expansions of the fields.

The first thing to notice is that \( h^{(1)}_{ab} = 0 \) and \( \phi^{(1)} = 0 \), and there are no sub-leading terms in the field strength. The boundary stress tensor can be read off from the solution (6.9). The only non-vanishing component is
\[ T^{(2)}_{\tau\tau} = \frac{4\mu}{\kappa^2} . \] (6.13)

The conserved charge associated with the asymptotic Killing vector \( \partial_\tau \) is then given by
\[ Q[\partial_\tau] = \int_C d^8x \sqrt{h^{(0)}_C} u_{(0)}^\tau T^{(2)}_{\tau\tau} u_{(0)}^\tau . \] (6.14)

Taking \( C \) to be a surface of constant \( \tau \), with \( \omega_{\alpha\beta} \) the metric on the unit 3-sphere, we have from (6.9)
\[ \sqrt{h^{(0)}_C} = \frac{1}{4^3} \sqrt{\omega} \quad u^t = 1 . \] (6.15)

This gives
\[ Q[\partial_\tau] = \frac{\mu}{4^2\kappa^2} A(\Omega_3) \text{Vol}_y(\mathbb{R}^5) , \] (6.16)

where \( A(\Omega_3) \) is the area of the unit 3-sphere, and the volume factor represents the integral over the rescaled coordinates \( \vec{y}_5 \) on the worldvolume of the branes. Using the definition (6.12) and transforming back to the original worldvolume coordinates \( t = 4\ell \tau \) and \( \vec{x}_5 = 4\ell \vec{y}_5 \), we then have
\[ Q[\partial_\tau] = \frac{r_h^2}{\kappa^2} A(\Omega_3) \text{Vol}_x(\mathbb{R}^5) , \] (6.17)

which we interpret as the mass (internal energy) \( M \) of the spacetime.

As a test of this result we can check it against the first law. Continuing the solution (6.3) to Euclidean time, regularity at the horizon implies that the Hawking temperature is
\[ T_H = \frac{1}{2\pi \sqrt{N \alpha'}} . \] (6.18)

This result is independent of the non-extremality parameter, which leads to a vanishing free energy. The entropy of the system is one-quarter of the area of the horizon in Planck units
\[ S = \frac{A_h}{4G} = \frac{1}{\kappa^2} \frac{2\pi \sqrt{N \alpha'}}{r_h^2} A(\Omega_3) \text{Vol}_x(\mathbb{R}^5) \] (6.19)

Comparing with the result (6.17), we have
\[ dM = T_H dS , \] (6.20)

in agreement with the first law of thermodynamics.
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6.2 D5-Branes

The situation is similar for a stack of near-extremal D5-branes, except that the solution contains additional factors of the string coupling $g_s$. The R-R field strength is

$$F_{\alpha\beta\gamma} = 2N N' \epsilon_{\alpha\beta\gamma},$$

(6.21)

and the near-horizon solution is

$$\begin{align*}
ds^2 &= \left(\frac{g_sN\alpha'}{r^2}\right)^{-\frac{1}{4}} \left( -\left(1 - \frac{r_h^2}{r^2}\right) dt^2 + d\vec{x}_5^2 \right) + \left(\frac{g_sN\alpha'}{r^2}\right)^{\frac{3}{4}} \left( \left(1 - \frac{r_h^2}{r^2}\right)^{-1} dr^2 + r^2 d\Omega_3^2 \right) \\
\phi &= \frac{1}{2} \log \left(\frac{g_sN\alpha'}{r^2}\right).
\end{align*}$$

(6.22)

(6.23)

Using the same coordinate transformations as in the previous section, the solution for a stack of D5-branes can be put in the form

$$\begin{align*}
ds^2 &= d\rho^2 + \rho^2 \left[ -\left(1 - \frac{6}{7} \frac{\tilde{\mu}}{\rho^6} + \ldots \right) dt^2 + \left(1 + \frac{1}{7} \frac{\tilde{\mu}}{\rho^6} + \ldots \right) \left( d\vec{y}_5^2 + \frac{1}{16} d\Omega_3^2 \right) \right] \\
\phi &= -4 \log \left(\frac{\rho}{4\tilde{\ell}}\right) - 2 \frac{\tilde{\mu}}{\rho^6} + \ldots \\
F_{\alpha\beta\gamma} &= 2 \frac{\tilde{\ell}^2}{g_s} \epsilon_{\alpha\beta\gamma},
\end{align*}$$

(6.24)

(6.25)

(6.26)

where $\tilde{\ell}$ and $\tilde{\mu}$ are now defined as

$$\tilde{\ell} = \sqrt{g_sN\alpha'} \quad \tilde{\mu} = 4^8 r_h^2 \tilde{\ell}^6.$$

(6.27)

The $\tau-\tau$ component of the boundary stress tensor is now

$$T^{(2)}_{\tau\tau} = \frac{4\tilde{\mu}}{\kappa^2},$$

(6.28)

so the conserved charge associated with the Killing vector $\partial_\tau$ is

$$Q[\partial_\tau] = \frac{\tilde{\mu}}{42\kappa^2} A(\Omega_3) \text{Vol}_y(\mathbb{R}_5).$$

(6.29)

This differs from the result (6.16) for the NS 5-branes by a factor of $g_s^3$. However, in terms of the coordinates $t = 4\tilde{\ell}\tau$ and $\vec{x}_5 = 4\tilde{\ell} \vec{x}_5$ appearing in (6.22), we obtain the same result as before\(^9\)

$$M = \frac{r_h^2}{\kappa^2} A(\Omega_3) \text{Vol}_x(\mathbb{R}_5).$$

(6.30)

It is straightforward to show, using the same arguments as the previous section, that the first law of thermodynamics is upheld. Both the Hawking temperature and the entropy depend on $g_s$ in this case, but that this dependence cancels out when they are multiplied.

\(^9\)The results (6.17) and (6.30) are the same, but the coordinates used in these two examples are not.
7. Discussion

The main lesson of this paper is that a well-defined variational problem is the key physical principle guiding the introduction of surface terms in the action. In the case of asymptotically flat or asymptotically AdS spacetimes the potential boundary counterterms are quite restrictive. But for ALD gravity the boundary terms are not necessarily unique – it is possible to construct families of actions, all of which have a well-defined variational principle. However, these actions all have the same value on-shell, and they all yield the same conserved charges.

For ALD gravity one can introduce a set of counterterms based on the $\hat{K}$ approach. This makes contact with similar constructions in asymptotically flat gravity. Specifically, the $\alpha \to \infty$ limit in (3.12) recovers the definition of $\hat{K}_{ab}$ used previously [13, 25]. However the definition of $\hat{K}$ for ALD gravity is inherently ambiguous because of relations between the boundary data that are not present in AF gravity. Regardless of which definition is used, the $\hat{K}$ construction does not lead to an action with a well-defined variational principle. Additional surface terms must be included in the action, as was first pointed out in [28]. This suggests an alternate approach in which $\hat{K}$ – whose implicit definition makes certain calculations cumbersome – is eliminated from the boundary counterterm action. Assuming a set of surface terms with no more than two derivatives, in section 4 we arrived at an action of the form

$$I = \frac{1}{2\kappa^2} \int_M d^{d+1}x \sqrt{g} \left( R - \frac{4}{d-1} \nabla^\mu \phi \nabla_\mu \phi - \frac{1}{2 \cdot \cdot \cdot} e^{2\alpha \phi} F^{a_1 \cdots a_p} F_{a_1 \cdots a_p} \right)$$

$$+ \frac{1}{\kappa^2} \int_{\partial M} d^dx \sqrt{h} \left( K + c_0 e^{-\frac{\alpha \phi}{d-1}} + e^{\frac{\alpha \phi}{d-1}} \left( c_1 R + c_2 e^{2\alpha \phi} F^{a_1 \cdots a_p} F_{a_1 \cdots a_p} \right) \right).$$

For most values of $\alpha$, requiring a well-defined variational principle determines the coefficients of the surface terms uniquely (4.9). In the special case $\alpha = \pm 2(p-1)/(d-1)$ the conditions that determine the $c_i$ become linearly dependent, and there is a one-parameter family of actions (4.10) with a well-defined variational principle.

Allowing boundary counterterms with more than two derivatives reveals the existence of families of actions that contain an arbitrary number of free parameters. This is quite unlike the situation in AAdS gravity, where counterterms with more derivatives are less relevant in the asymptotic expansion. Higher derivative counterterms in ALD gravity may be dressed with factors of the dilaton so that they are just as relevant as their lower-derivative counterparts. However, we were able to show that both the on-shell action and the conserved charges are independent of the choice of counterterms. Quantities like the boundary stress tensor do, in principle, depend on the choice of action, though in the examples we considered in section 6 this was not the case. It would be interesting to find an example where this scheme dependence could be examined in the context of a dual holographic theory.

Of course, there are various reasons for restricting our attention to a finite number of counterterms. For example, a particular supergravity theory may be of interest as the low energy limit of string theory. At lowest order in $\alpha'$ one would expect terms with no more than two derivatives in either the bulk or boundary part of the action. Even in that case there are still examples that admit a one-parameter family of counterterms. It is worth pointing out a similar situation in two dimensions: the low energy limit of type 0 supergravity also seems to admit a one parameter family of boundary counterterms, but requiring the full action to respect Buscher duality [39] identifies a unique action [37]. Perhaps T-duality or another symmetry can be used to identify a unique action for the ten dimensional type II supergravity examples we considered in section 6.

The constructions presented in this paper suggest a number of generalizations. The two most obvious are additional field content and a broader class of boundary conditions. For instance, one might consider additional scalar fields or field strengths with support at spatial infinity. At the same time, the boundary
conditions could be weakened by allowing terms that fall off more slowly as $\rho \to \infty$. In particular, it would be interesting to investigate boundary conditions associated with more complicated (and less symmetric) brane configurations than the simple stacks of branes analyzed in section 6.

Finally, there is a puzzling aspect to our results that we have not found a satisfactory explanation for. The fall-off conditions in section 2 allow for terms like $h^{(1)}_{ab}$ and $\phi^{(1)}$ at relative order $\mathcal{O}(\rho^{2-d})$ in the asymptotic expansion. As shown in section 5, these terms do not contribute to the conserved charges. Yet they seem to have non-trivial equations of motion, and so we would expect that they are dynamical. This is certainly the case in AF gravity, where the analogous terms encode useful information about the spacetime and contribute to the conserved charges associated with asymptotic translations. It is possible that we have simply missed some consequence of the equations of motion or Bianchi identities that force these terms to vanish for ALD gravity, as is the case for the two examples in section 6. On the other hand, it may be that these terms are relevant for some aspect of the theory that is simply not apparent when linearizing the equations of motion.
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**A. Hypersurfaces**

This appendix collects a number of useful results concerning the embedding of a timelike, $d$-dimensional hypersurface $\Sigma \subset M$. The surface is described locally by a spacelike, outward-pointing vector $n^a$ with unit norm. The induced metric on $\Sigma$ is given by the pullback of the bulk metric: $h_{ab} = g_{ab}|_{\Sigma}$. This can be expressed in terms of $g_{ab}$ and the normal vector as

$$h_{ab} = g_{ab} - n_a n_b .$$

(A.1)

A tensor on $M$ can be projected onto $\Sigma$ by appropriate contraction of its indices with $h^{a}_{\ b}$. The complete projection of a tensor is denoted by

$$\perp T^{a\ldots b\ldots} = h^a_c \ldots h^d_b \ldots T^{c\ldots d\ldots}$$

(A.2)

where indices are lowered and raised using $g_{ab}$ and its inverse. If a tensor $V$ on $M$ is invariant under projection of all its indices then it is said to be parallel to $\Sigma$. The projection of the bulk covariant derivative acting on a tensor $V$ that is parallel to $\Sigma$ defines a covariant derivative $D_a$ on $\Sigma$

$$D_a V^{a\ldots b\ldots} := \perp \nabla_c V^{a\ldots b\ldots} .$$

(A.3)

The covariant derivative $D$ is compatible with the induced metric on $\Sigma$. The commutator of two such covariant derivatives acting on a vector parallel to $\Sigma$ defines the intrinsic curvature of $(\Sigma, h)$

$$[D_a, D_b] V^c = \mathcal{R}^c_{\ dab} V^d .$$

(A.4)

The intrinsic Ricci tensor and scalar curvature are given by the appropriate contractions of the Riemann tensor

$$\mathcal{R}_{ab} = \mathcal{R}^c_{\ acb} \quad \mathcal{R} = \mathcal{R}^a_a .$$

(A.5)
In addition to the intrinsic curvatures, we also need the extrinsic curvature associated with the embedding of \( \Sigma \). This given by the change in the normal vector projected onto \( \Sigma \)

\[
K_{ab} = \perp \nabla_a n_b = \frac{1}{2} \mathcal{L}_n h_{ab} ,
\]

(A.6)

where \( \mathcal{L}_n \) is the Lie derivative along \( n^a \).

There are a number of identities – used extensively throughout the paper – that relate bulk curvature tensors at \( \Sigma \) to the intrinsic and extrinsic curvatures described above. The projections of the bulk Riemann tensor along and normal to \( \Sigma \) are

\[
\perp R_{cadb} = R_{cadb} - K_{cd} K_{ab} + K_{ad} K_{bc}
\]

(A.7)

\[
\perp (R_{cadb} n^c) = D_b K_{ad} - D_d K_{ab}
\]

(A.8)

\[
\perp (R_{cadb} n^c n^d) = - \mathcal{L}_n K_{ab} + K_{a}^c K_{cb} + D_a a_b - a_a a_b .
\]

(A.9)

Finally, the bulk Ricci tensor evaluated at \( \Sigma \) can be expressed in terms of intrinsic and extrinsic quantities as

\[
R = R - K^2 - K_{ab} K_{ab} - 2 \mathcal{L}_n K_{ab} + 2 K_{a}^c K_{bc} + 2 D_b a^b - 2 a_b a^b .
\]

(A.13)

The vector \( a^b \) that appears in these expressions is defined as \( a^b = n^a \nabla_a n^b \). It is straightforward to show that this vector vanishes for a constant \( \rho \) surface embedded in a spacetime with metric (2.6).

**B. Asymptotic Expansions**

Most of the calculations in this paper rely on asymptotic expansions of functions of the fields, such as curvature tensors or the equations of motion. The purpose of this appendix is to establish notation and collect a few essential results.

Terms in the asymptotic expansion are labeled by a numerical subscript or superscript – the position of the labels is not important. The leading terms carry a ‘(0)’, while next-to-leading and next-to-next-to-leading order terms carry a ‘(1)’ and ‘(2)’, respectively. For example, the expansion of the \( d \)-dimensional metric \( (d > 3) \) was given in (2.6) as

\[
h_{ab} = \rho^{2} h_{ab}^{(0)} + \rho^{4-d} h_{ab}^{(1)} + \rho^{3-d} h_{ab}^{(2)} + \ldots
\]

(B.1)

and the first few terms in the expansion of the inverse metric are

\[
h_{ab}^{(0)} = \rho^{-2} h_{ab}^{(0)} - \rho^{-d} h_{ab}^{(1)} - \rho^{-(1+d)} h_{ab}^{(2)} + \ldots .
\]

(B.2)

Indices on tensors that carry a numerical label are lowered and raised using \( h_{ab}^{(0)} \) and its inverse \( h_{ab}^{(0)} \). The trace of \( h_{ab}^{(0)} \) with respect to the metric \( h_{ab}^{(0)} \) is denoted by \( h^{(0)} \). Such terms appear, for instance, in the asymptotic expansion for the square-root of the determinant of the metric

\[
\sqrt{h} = \sqrt{h^{(0)}} \left( \rho^d + \frac{1}{2} \rho^2 h^{(1)} + \frac{1}{2} \rho h^{(2)} + \ldots \right)
\]

(B.3)
Only the first three orders of the asymptotic expansions will be relevant in this paper. Higher-order terms are either denoted by `...`, or simply dropped.

Using the notation described above, the intrinsic Ricci tensor on $\Sigma$ takes the form

$$\mathcal{R}_{ab} = \mathcal{R}_{ab}^{(0)} + \rho^{2-d} \mathcal{R}_{ab}^{(1)} + \rho^{1-d} \mathcal{R}_{ab}^{(2)} + \ldots$$  \hfill (B.4)

with $\mathcal{R}_{ab}^{(0)}$ the Ricci tensor for $h_{ab}^{(0)}$. The terms $\mathcal{R}_{ab}^{(1)}$ and $\mathcal{R}_{ab}^{(2)}$ may be obtained from the usual expressions

$$\mathcal{R}_{ab}^{(1)} = \frac{1}{2} \left( D^c D_a h_{bc}^{(1)} + D^c D_b h_{ac}^{(1)} - D_a D_b h_{(1)}^{(1)} - D^2 h_{ab}^{(1)} \right)$$  \hfill (B.5)

$$\mathcal{R}_{ab}^{(2)} = \frac{1}{2} \left( D^c D_a h_{bc}^{(2)} + D^c D_b h_{ac}^{(2)} - D_a D_b h_{(2)}^{(2)} - D^2 h_{ab}^{(2)} \right)$$  \hfill (B.6)

where $D_a$ is covariant derivative compatible with the metric $h_{ab}^{(0)}$. Combining (B.4) with the expression (B.2) gives the asymptotic expansion of the intrinsic Ricci scalar on $\Sigma$

$$\mathcal{R} = \rho^{-2} \mathcal{R}^{(0)} + \rho^{-d} \left( h_{ab}^{(0)} \mathcal{R}_{ab}^{(1)} - h_{ab}^{(1)} \mathcal{R}_{ab}^{(0)} \right) + \rho^{-1-d} \left( h_{ab}^{(0)} \mathcal{R}_{ab}^{(2)} - h_{ab}^{(2)} \mathcal{R}_{ab}^{(0)} \right) + \ldots.$$  \hfill (B.7)

The asymptotic expansion of the extrinsic curvature is given by the Lie derivative of (B.1) along $n^a = \delta^a_\rho$

$$K_{ab} = \frac{1}{2} n^c \partial_c h_{ab} = \rho h_{ab}^{(0)} - \frac{d-4}{2} \rho^{3-d} h_{ab}^{(1)} - \frac{d-3}{2} \rho^{2-d} h_{ab}^{(2)} + \ldots.$$  \hfill (B.8)

The expansion for the trace of the extrinsic curvature follows from this result and (B.2)

$$K = d \rho^{-1} - \frac{d-2}{2} \rho^{-d} h_{(1)} - \frac{d-1}{2} \rho^{-d} h_{(2)} + \ldots.$$  \hfill (B.9)

These basic results can be combined to obtain the various expansions used throughout the paper.

### C. Equations of Motion and Bianchi Identities

The equations of motion (2.3), (2.4), and (2.5) can be solved order-by-order in the asymptotic expansion. This gives a set of equations satisfied by the coefficients in the expansions (2.6), (2.8), and (2.9). The derivation of these equations involves a great deal of algebra and is not particularly illuminating; they are presented here so that they may be referred to from the main text.

We begin with the components of the Einstein equation (2.3). The analog of the Hamiltonian constraint is obtained by contracting both indices with the normal vector $n^a$. This yields the following equations

$$(d-2)(d-3) h_{(1)}^{(1)} + \frac{8(p-1)^2}{\alpha^2(d-1)} h_s^{(1)} - \frac{16(p-1)(d+p-3)}{\alpha(d-1)} \phi_1^{(1)} - \frac{8(p-1)^2}{\alpha^2(d-1)} Y^{(1)} = 0$$  \hfill (C.1)

$$(d-1)(d-2) h_{(2)}^{(2)} + \frac{8(p-1)^2}{\alpha^2(d-1)} h_s^{(2)} - \frac{16(p-1)(d+p-2)}{\alpha(d-1)} \phi_2^{(2)} - \frac{8(p-1)^2}{\alpha^2(d-1)} Y^{(2)} = 0$$  \hfill (C.2)

where $h^{(n)} = h_{(0)}^{ab} h_{(n)}^{ab}$, $h_s^{(n)} = h_{(0)}^{\alpha\beta} h_{(n)}^{(n)}$, and $Y^{(n)}$ is defined as

$$Y^{(n)} = \frac{2}{Q p!} \epsilon^{\alpha_1 \ldots \alpha_p} F_{\alpha_1 \ldots \alpha_p}^{(n)}.$$  \hfill (C.3)
Similarly, the analog of the momentum constraint follows from contracting one index with $n^a$ and projecting the remaining index along $\Sigma$ with $h^a_b$.

\begin{align}
\mathcal{D}^a h^{(1)}_{ab} - \mathcal{D}_b h^{(1)} &= - \frac{8(p-1)}{\alpha (d-1) (d-2)} \mathcal{D}_b \phi^{(1)} - \frac{8(p-1)}{\alpha^2 (d-2)} \delta^a_b \phi^{(1)} \tag{C.4}
\mathcal{D}^a h^{(2)}_{ab} - \mathcal{D}_b h^{(2)} &= - \frac{8(p-1)}{\alpha (d-1)^2} \mathcal{D}_b \phi^{(2)} - \frac{8(p-1)}{\alpha^2 (d-1)} \delta^a_b \phi^{(2)} . \tag{C.5}
\end{align}

The variable $Z^{(n)}_\alpha$ in these equations is defined as

\begin{equation}
Z^{(n)}_\alpha = \frac{1}{Q (p-1)!} \epsilon^{(n)}_{\alpha \alpha_2 \ldots \alpha_p} t^{\alpha_2 \ldots \alpha_p}_{(n)} . \tag{C.6}
\end{equation}

The remaining components of the Einstein equation are parallel to $\Sigma$.

\begin{align}
\mathcal{R}^{(1)}_{ab} &= \left( \frac{d}{2} - \frac{4(p-1)^2}{\alpha^2 (d-1)} \right) h^{(1)}_{ab} - \frac{d-2}{2} h^{(0)}_{ab} h^{(1)} - \frac{4(p-1)^2}{\alpha^2 (d-1)} h^{(0)}_{ab} \left( 2 \alpha \phi^{(1)} - h^{(1)}_a + Y^{(1)} \right) \tag{C.7}
+ \frac{4(p-1)}{\alpha^2} \delta^a_b \phi^{(1)} \left( h^{(1)}_{\alpha \beta} - h^{(1)}_{\alpha \beta} h^{(1)}_s + 2 \alpha h^{(0)}_{\alpha \beta} \phi^{(1)} \right) + \frac{4(p-1)}{\alpha^2} \left( \delta^a_b W^{(1)}_{ab} + \delta^a_b W^{(1)}_{aa} \right) \\
\mathcal{R}^{(2)}_{ab} &= (d-1) \left( 1 - \frac{4(p-1)^2}{\alpha^2 (d-1)^2} \right) h^{(2)}_{ab} - \frac{d-2}{2} h^{(0)}_{ab} h^{(2)} - \frac{4(p-1)^2}{\alpha^2 (d-1)} h^{(0)}_{ab} \left( 2 \alpha \phi^{(2)} - h^{(2)}_a + Y^{(2)} \right) \tag{C.8}
+ \frac{4(p-1)}{\alpha^2} \delta^a_b \phi^{(2)} \left( h^{(2)}_{\alpha \beta} - h^{(2)}_{\alpha \beta} h^{(2)}_s + 2 \alpha h^{(0)}_{\alpha \beta} \phi^{(2)} \right) + \frac{4(p-1)}{\alpha^2} \left( \delta^a_b W^{(2)}_{ab} + \delta^a_b W^{(2)}_{aa} \right) ,
\end{align}

with $W^{(n)}_{\alpha \mu}$ given by

\begin{equation}
W^{(n)}_{\alpha \mu} = \frac{1}{Q (p-1)!} \epsilon^{(n)}_{\alpha \beta_2 \ldots \beta_p} F^{(n)}_{\beta_2 \ldots \beta_p} . \tag{C.9}
\end{equation}

Taking the trace of equations (C.7) and (C.8) with $h^{ab}_{(0)}$ gives

\begin{align}
h_{(0)}^{ab} \mathcal{R}^{(1)}_{ab} &= - \left( \frac{d(d-3)}{2} + \frac{4(p-1)^2}{\alpha^2 (d-1)} \right) h^{(1)} + \frac{4(p-1)^2}{\alpha^2 (d-1)} h^{(1)} + \frac{8(d-p)(p-1)}{\alpha (d-1)} \phi^{(1)} \tag{C.10}
+ \frac{4(d-p)(p-1)}{\alpha^2 (d-1)} Y^{(1)} \\
h_{(0)}^{ab} \mathcal{R}^{(2)}_{ab} &= - \left( \frac{(d-1)(d-2)}{2} + \frac{4(p-1)^2}{\alpha^2 (d-1)} \right) h^{(2)} + \frac{4(p-1)^2}{\alpha^2 (d-1)} h^{(2)} + \frac{8(d-p)(p-1)}{\alpha (d-1)} \phi^{(2)} \tag{C.11}
+ \frac{4(d-p)(p-1)}{\alpha^2 (d-1)} Y^{(2)} .
\end{align}

Next we consider two components of the Maxwell equation (2.5). Taking all of the indices to lie in the $p$-dimensional component of $\Sigma$ gives

\begin{align}
\mathcal{D}^a W^{(1)}_{aa} + 2(p-1) Z^{(1)}_\alpha &= \mathcal{D}^a h^{(1)}_{aa} - \frac{1}{2} \mathcal{D}_a h^{(1)} + \mathcal{D}_a h^{(1)}_s - \mathcal{D}_a \phi^{(1)} \tag{C.12}
\mathcal{D}^a W^{(2)}_{aa} + (2p-3) Z^{(2)}_\alpha &= \mathcal{D}^a h^{(2)}_{aa} - \frac{1}{2} \mathcal{D}_a h^{(2)} + \mathcal{D}_a h^{(2)}_s - \mathcal{D}_a \phi^{(2)} . \tag{C.13}
\end{align}

Projecting a single index along the normal vector $n^a$ shows that the modes $t^{(n)}_{a_1 \ldots a_{p-1}}$ have vanishing divergence

\begin{align}
\mathcal{D}^{(1)}_{b_{a_2 \ldots a_{p-1}} = 0} \tag{C.14}
\mathcal{D}^{(2)}_{b_{a_2 \ldots a_{p-1}} = 0} \tag{C.15}
\end{align}
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The dilaton equation of motion (2.4) is straightforward and leads to the following equations

\[ D^2 \phi^{(1)} - (d - 2) \phi^{(1)} = \frac{(d - 1) (p - 1)}{\alpha} \left( Y^{(1)} - h_s^{(1)} + 2 \alpha \phi^{(1)} + \frac{(d - 2)}{2 (d - 1)} h^{(1)} \right) \]  

(C.16)

\[ D^2 \phi^{(2)} = \frac{(d - 1) (p - 1)}{\alpha} \left( Y^{(2)} - h_s^{(2)} + 2 \alpha \phi^{(2)} + \frac{1}{2} h^{(2)} \right) . \]  

(C.17)

In addition to the equations of motion, a few useful results follow from the asymptotic expansion of the Bianchi identities for the field strength and curvature. The twice-contracted Bianchi identity for the curvature is

\[ \nabla^b R_{ab} - \frac{1}{2} \nabla_a R = 0 . \]  

(C.18)

The asymptotic expansion of this identity, in conjunction with the equations of motion, implies

\[ D^\alpha W^{(1)}_{\alpha a} - \frac{1}{2} D_a Y^{(1)} - (2p - 3) \delta^\alpha_a Z^{(1)} = 0 \]  

(C.19)

\[ D^\alpha W^{(2)}_{\alpha a} - \frac{1}{2} D_a Y^{(2)} - (2p - 3) \delta^\alpha_a Z^{(2)} = 0 . \]  

(C.20)

The Bianchi identity for the field strength is

\[ \nabla^{a_1} \left( (\ast F)_{a_1 \ldots a_{d+1-p}} \right) = 0 \]  

(C.21)

where ‘\( \ast \)’ is the Hodge star operator for the full \( d+1 \)-dimensional metric. When the \( d - p \) free indices all lie in the \( (d - p) \)-dimensional component of \( \Sigma \), the asymptotic expansion of this identity gives

\[ D^\alpha Z^{(1)}_{\alpha} + \frac{(d - 2)}{2} Y^{(1)} = 0 \]  

(C.22)

\[ D^\alpha Z^{(2)}_{\alpha} + \frac{(d - 1)}{2} Y^{(2)} = 0 . \]  

(C.23)

These equations may also be obtained from the \( d \) dimensional Bianchi identities for \( R_{ab} \) and \( F_{a_1 \ldots a_p} \) on \( \Sigma \).

D. Electric Part of the Weyl Tensor

The Weyl tensor on \( (\mathcal{M}, g) \) is defined by removing all traces from the Riemann tensor. It is useful to first introduce the Schouten tensor in \( d + 1 \) dimensions

\[ S_{ab} = \frac{1}{d - 1} \left( R_{ab} - \frac{1}{2 d} g_{ab} R \right) . \]  

(D.1)

The Weyl tensor can now be written as

\[ C^c_{
olddb} = R^c_{
olddb} + g^c_{\, a} S_{bd} - g^c_{\, d} S_{ab} + g_{ad} S^c_{\, b} - g_{ab} S^c_{\, d} . \]  

(D.2)

Contracting two indices with the normal vector \( n^a \) gives the ‘electric’ part of the Weyl tensor

\[ E_{ab} = C_{acbd} n^c n^d . \]  

(D.3)

Notice that \( E_{ab} \) is both traceless and orthogonal to \( n^a \) due to the anti-symmetry properties of the Weyl tensor.
The electric part of the Weyl tensor is central to our derivation of a defining equation for \( \hat{K}_{ab} \). The starting point is a purely geometrical expression for \( E_{ab} \) at the constant \( \rho \) surface \( \Sigma \subset M \), given in terms of intrinsic and extrinsic curvatures and their normal derivatives. Contracting two copies of \( n^a \) into the Weyl tensor (D.2) gives
\[
E_{ab} = R_{abcd} n^c n^d + n_b n^c S_{ac} + n_a n^c S_{cb} - S_{ab} - g_{ab} n^c n^d S_{cd}.
\] (D.4)
Projecting this equation onto \( \Sigma \) as in (A.2), and using the fact that \( \perp E_{ab} = E_{ab} \), we have
\[
E_{ab} = \perp (R_{abcd} n^c n^d) - \perp S_{ab} - h_{ab} n^c n^d S_{cd}.
\] (D.5)
The projections of bulk curvature tensors from appendix A can now be used to express the right-hand side of this equation in terms of intrinsic and extrinsic curvatures and their derivatives. The result is
\[
E_{ab} = \left( \frac{d-2}{d-1} \right) \left( \frac{1}{d} h_{ab} \mathcal{L}_n K - \mathcal{L}_n K_{ab} \right) + \left( \frac{d-3}{d-1} \right) K_a^c K_{bc} + \frac{1}{d} h_{ab} K^{cd} K_{cd}
\] (D.6)
\[
+ \frac{1}{d-1} K \left( K_{ab} - \frac{1}{d} h_{ab} K \right) - \frac{1}{d-1} \left( \mathcal{R}_{ab} - \frac{1}{d} h_{ab} \mathcal{R} \right)
\]
\[+ \left( \frac{d-2}{d-1} \right) \left( D_{ab} - \frac{1}{d} h_{ab} D_c a^c - a_a a_b + \frac{1}{d} h_{ab} a_c a^c \right).
\]
All of the terms in this expression are manifestly parallel to \( \Sigma \), so that \( E_{ab} \) is orthogonal to \( n^a \). It is straightforward to verify that this expression is traceless.

Applying the results of the previous appendix to (D.6), the asymptotic expansion of the electric part of the Weyl tensor takes the form
\[
E_{ab} = E_{ab}^{(0)} + \rho^{2-d} E_{ab}^{(1)} + \rho^{1-d} E_{ab}^{(2)} + \ldots.
\] (D.7)
The terms in the expansion are given by
\[
E_{ab}^{(0)} = - \frac{1}{d-1} \left( \mathcal{R}_{ab}^{(0)} - \frac{1}{d} h_{ab}^{(0)} \mathcal{R}^{(0)} \right)
\] (D.8)
\[
E_{ab}^{(1)} = \frac{(d-2)^2}{2(d-1)} \left( \frac{1}{d} h_{ab}^{(0)} h^{(1)} - h_{ab}^{(1)} \right) - \frac{1}{d-1} \mathcal{R}_{ab}^{(1)} + \frac{1}{d(d-1)} h_{ab}^{(1)} \mathcal{R}_{cd}^{(0)}
\] (D.9)
\[
+ \frac{1}{d(d-1)} h_{ab}^{(0)} \left( h_{cd}^{(0)} \mathcal{R}_{cd}^{(1)} - h_{cd}^{(1)} \mathcal{R}_{cd}^{(0)} \right)
\]
\[
E_{ab}^{(2)} = \frac{(d-1)(d-2)}{2} \left( \frac{1}{d} h_{ab}^{(0)} h^{(2)} - h_{ab}^{(2)} \right) - \frac{1}{d-1} \mathcal{R}_{ab}^{(2)} + \frac{1}{d(d-1)} h_{ab}^{(2)} \mathcal{R}_{cd}^{(0)}
\] (D.10)
\[
+ \frac{1}{d(d-1)} h_{ab}^{(0)} \left( h_{cd}^{(0)} \mathcal{R}_{cd}^{(2)} - h_{cd}^{(2)} \mathcal{R}_{cd}^{(0)} \right)
\]
These expressions depend only on the geometric result (D.6) and the asymptotic form of the metric (2.6).

In AF gravity the leading term in the expansion (D.7) vanishes, but this is not the case for a theory with ALD boundary conditions.
\[
E_{ij}^{(0)} = - \frac{4p(p-1)}{d\alpha^2} h_{ij}^{(0)}
\] (D.11)
\[
E_{\alpha\beta}^{(0)} = \frac{4(d-p)(p-1)}{d\alpha^2} h_{\alpha\beta}^{(0)}.
\] (D.12)
This is due to the presence of a p-form flux at spatial infinity, which, as is clear from the constraints (2.14) and (2.13), is only possible if \( \mathcal{R}_{ab}^{(0)} \) is not traceless. One consequence of this result is that the defining equation (3.12) receives contributions that were not present in AF gravity [13, 25, 22].
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