Learnable Patchmatch and Self-Teaching for Multi-Frame Depth Estimation in Monocular Endoscopy

Shuwei Shao\textsuperscript{a}, Zhongcai Pei\textsuperscript{a}, Weihai Chen\textsuperscript{a,*}, Xingming Wu\textsuperscript{a} and Zhong Liu\textsuperscript{a}

\textsuperscript{a}School of Automation Science and Electrical Engineering, Beihang University, Beijing, China

ARTICLE INFO

Keywords:
Unsupervised depth learning
Multi-frame depth estimation
Learnable patchmatch

ABSTRACT

This work delves into unsupervised monocular depth estimation in endoscopy, which leverages adjacent frames to establish a supervisory signal during the training phase. For many clinical applications, e.g., surgical navigation, temporally correlated frames are also available at test time. Due to the lack of depth clues, making full use of the temporal correlation among multiple video frames at both phases is crucial for accurate depth estimation. However, several challenges in endoscopic scenes, such as low and homogeneous textures and inter-frame brightness fluctuations, limit the performance gain from the temporal correlation. To fully exploit it, we propose a novel unsupervised multi-frame monocular depth estimation model. The proposed model integrates a learnable patchmatch module to adaptively increase the discriminative ability in regions with low and homogeneous textures, and enforces cross-teaching and self-teaching consistencies to provide efficacious regularizations towards brightness fluctuations. Furthermore, as a byproduct of the self-teaching paradigm, the proposed model is able to improve the depth predictions when more frames are input at test time. We conduct detailed experiments on multiple datasets, including SCARED, EndoSLAM, Hamlyn and SERV-CT. The experimental results indicate that our model exceeds the state-of-the-art competitors. The source code and trained models will be publicly available upon the acceptance.

1. Introduction

Monocular depth estimation has shown to be a practical and versatile technology with a variety of applications, such as surgical navigation [44] and augmented reality [3]. While hardware sensors, for instance, structured light, are capable of capturing depth range, the specialist hardware fails to collect dense depth maps and using only a single RGB camera achieves a lower cost. Traditional methods have been explored to estimate depth from monocular videos without using additional hardware sensors such as simultaneously localization and mapping (SLAM) [17] and structure from motion (SfM) [25]. As a promising alternative, recent learning-based methods leverage adjacent frames to establish a supervisory signal, which eliminates the need of requiring costly hardware sensors to acquire training depth data [46, 29, 26, 43]. In most real-world scenarios, such as surgical navigation, more than one frame is available at both training and test time, and fully exploiting the temporal correlation among multiple frames in these two phases is critical for accurate depth estimation.

Unfortunately, based on our observations and experiments, several challenges in endoscopic scenes limit the performance gain from the temporal correlation, as shown in Fig. 2. First, the overall scarce and homogeneous textures of tissues are observed in endoscopy, which makes it hard for the model to obtain reliable information from the photometric loss. For example, the predicted depth error can be very large, while the photometric loss still displays a low value. Second, the brightness constancy assumption is invalid for endoscopy. The inter-frame illumination of the same anatomy may vary substantially when the camera and light source move through the environments. In addition, strong non-Lambertian reflections and inter-reflections are caused on the surfaces of smooth tissues and organ fluids. In such regions, the photometric loss and cost volume\textsuperscript{2} are susceptible to be confused by the severe brightness fluctuations.

To overcome these challenges, we introduce: (i) a learnable patchmatch module to induce a more distinctive characterization in low- and homogeneous-texture regions via adaptive propagation; (ii) cross-teaching and self-teaching consistencies to enhance the robustness towards brightness fluctuations.

\textsuperscript{1}The photometric loss is a main supervisory signal in unsupervised depth estimation.

\textsuperscript{2}The cost volume is constructed to leverage inputs from multiple views.
To increase the discriminative ability in regions with low and homogeneous textures, some previous methods leverage the patch-based photometric loss [13, 41, 62], where a pixel is represented using a local patch, based on the assumption that the pixels within the patch have the same depth. The patch pattern is static, e.g., a $3 \times 3$ grid is used in [62]. However, this assumption does not always hold, particularly at boundaries and sharp edge areas due to the abrupt changes in depth. Differently, we propose to aggregate pixels within the local patch in an adaptive manner, taking inspiration from the deformable convolutional networks [7]. The adaptive propagation is achieved by adding 2D offsets to the regular patch sampling locations. The offsets are learned from a constructed self-correlation volume through additional convolution layers, considering that the pixels with high similarity tend to have the same depth. Furthermore, unlike previous methods that only focus on the depth of the patch center pixel, e.g., [62], we use every depth of pixels in the patch to project the center pixel, allowing our learnable patch-based photometric loss to focus on the depth of each pixel in the patch.

Knowledge distillation (KD) is an efficacious paradigm that transfers learned knowledge from a teacher model to a student one [20]. Since then, numerous variants of KD have been proposed using intermediate feature [19], attention [24, 21], relation [61, 34], etc. Several studies have also applied KD to monocular depth estimation, using the whole network to distill sub-networks [38], selecting the optimal disparity map from all output scales to distill the whole network [37], or using a stereo network to distill a monocular network [4]. On the other hand, we make the observation that AF-SfMLearner [43] accounts for variations in brightness patterns by introducing appearance flow, achieving far less severe errors in brightness fluctuation regions. We leverage the AF-SfMLearner to help teach our model the right answer when brightness fluctuations occur, which we name cross-teaching.

Data augmentation is a powerful tool for improving training. Recent methods integrate augmentation into learning frameworks via contrastive training, classification [57], optical flow estimation [28] and hand pose estimation [58], to constrain the model predictions to be input noise invariant. Intuitively, we design an appearance simulator to model the edge cases in endoscopic scenes, e.g., brightness fluctuations and occlusions. Then, we use the frames generated by the appearance simulator and the original frames, respectively, to build cost volumes and enforce the two resulting depth maps to be consistent with each other. The paradigm assists our model in ignoring the detrimental parts in the cost volume and focusing instead on the valuable elements, which we name self-teaching.

To summarize, the main contributions are listed as follows:

- We propose a novel unsupervised multi-frame monocular depth estimation model, where the learnable patchmatch, cross-teaching and self-teaching provide reliable guidance to make full use of the temporal correlation in endoscopy. Besides, the model can improve the depth predictions when more frames are input at test time.

- We introduce a new learnable patchmatch module to increase the discriminative ability in low- and homogeneous-texture regions via adaptive propagation, which tends to aggregate pixels at the same depth, thus avoiding potential catastrophic errors.

- We introduce cross-teaching and self-teaching paradigms to provide efficacious regularizations towards brightness fluctuations. The former is able to strengthen the supervisory signal when brightness changes occur and the latter enables the model to have high immunity against input noise in the cost volume.

- Detailed experiments are conducted on SCARED [1], EndoSLAM [33], Hamlyn 3 and SERV-CT [10] datasets, which indicate that the proposed model outperforms the state-of-the-art competitors.

2. Related work

2.1. Single-frame monocular depth estimation

Single-frame monocular depth estimation attempts to predict per-pixel depth from an input image. Supervised methods typically use depth supervision from specialist hardwares [11, 2] or synthetic data [47, 32, 31]. To eliminate the need for expensive ground-truth depth supervision, unsupervised approaches are trained with photometric loss using monocular videos [64] or stereo pairs [15].

Recently, significant progress has been made for unsupervised single-frame monocular depth estimation in endoscopy. Turan et al. [46] introduced one of the first studies
where they applied SfMLearner [64] to ex-vivo porcine stomach videos. After that, Liu et al. [29] proposed the use of sparse depths and camera poses from traditional SfM pipelines to establish a supervisory signal. Ozyoruk et al. [33] developed an affine brightness transformer to align the inter-frame brightness condition and a spatial attention module to encourage the pose network to emphasize on the inter-frame brightness fluctuations. In addition, they adopted a feature scaling module to alleviate the inadequate representation learning issue incurred by low and homogeneous textures. Later, Shao et al. [43] generalized the brightness constancy assumption to a dynamic image constraint, which allows a comprehensive information representation from frame to frame. Yang et al. [60, 59] further developed a lightweight framework to improve efficiency and employed CLIP-guidance segmentation to boost performance, respectively. In contrast to the aforementioned methods, our work focuses on exploiting the temporal correlation during both training and evaluating phases.

2.2. Multi-frame monocular depth estimation

A growing body of studies extend prior single-frame monocular models so that the models can leverage temporal information of video streams to improve the quality of depth predictions at test time.
3. Methodology

In this section, we first demonstrate preliminary knowledge of unsupervised depth estimation. Next, we construct a cost volume to utilize inputs from multiple views. Then, we introduce learnable patchmatch, cross-teaching and self-teaching to overcome the challenges encountered by an unsupervised multi-frame monocular model in endoscopic scenes. Finally, we present overall architecture and loss.

3.1. Preliminaries

Unsupervised depth estimation simulates the learning problem as a task of novel view synthesis, by training a depth network (DepthNet) and a pose network (PoseNet) to synthesize the appearance of a target frame from the view of another frame. The detailed pipeline is described below.

Once the depth of each pixel has been predicted, the pixels are back-projected to a 3D camera space using the depths and the camera intrinsic. Then with the predicted pixels are back-projected to a 3D camera space using the camera intrinsic. The generated point cloud is transformed to depths and the camera intrinsic. Then with the predicted pixels are back-projected to a 3D camera space using the camera intrinsic. The predicted relative pose by PoseNet. The final cost volume is constructed as the average of L1 distances between the warped feature maps and the feature maps from $I^t(p)$ over all source frames. When not otherwise specified, we use one source frame in the construction of cost volume during training. The cost volume and feature maps of the target frame are concatenated as the input to DepthNet for depth regression, following [9, 53].

The cost volume allows a monocular framework to leverage multiple input frames. However, it requires hyperparameters $d_{\min}$ and $d_{\max}$ to be known. We are unlikely to achieve this because an unsupervised monocular depth estimation model suffers from the scale ambiguity. To relax this constraint, we make $d_{\min}$ and $d_{\max}$ to be learned from data. In each training iteration, the average min and max of depth predictions over a batch are used to update $d_{\min}$ and $d_{\max}$ using an exponential moving average with a momentum of 0.99, following [53]. The updated $d_{\min}$ and $d_{\max}$ are saved along with the model weights and remain fixed during the evaluation phase.

3.2. Cost volume

To utilize multiple input frames, we construct a plane-sweep stereo cost volume [6] upon the target camera frustum, which measures the geometric coherence of pixels from $I^t(p)$ and source frames at different depth values. For the first time we specify a group of fronto-parallel depth planes linearly spaced between the depth values $d_{\min}$ and $d_{\max}$, as shown in Fig. 4. Then, for each source frame, we extract a deep feature map and project it to the target camera space using each of the candidate depths, the camera intrinsic and the predicted relative pose by PoseNet. The final cost volume is constructed as the average of L1 distances between the warped feature maps and the feature maps from $I^t(p)$ over all source frames. When not otherwise specified, we use one source frame in the construction of cost volume during training. The cost volume and feature maps of the target frame are concatenated as the input to DepthNet for depth regression, following [9, 53].

The cost volume allows a monocular framework to leverage multiple input frames. However, it requires hyperparameters $d_{\min}$ and $d_{\max}$ to be known. We are unlikely to achieve this because an unsupervised monocular depth estimation model suffers from the scale ambiguity. To relax this constraint, we make $d_{\min}$ and $d_{\max}$ to be learned from data. In each training iteration, the average min and max of depth predictions over a batch are used to update $d_{\min}$ and $d_{\max}$ using an exponential moving average with a momentum of 0.99, following [53]. The updated $d_{\min}$ and $d_{\max}$ are saved along with the model weights and remain fixed during the evaluation phase.

3.3. Learnable patchmatch

To handle the large low- and homogeneous-texture regions, we introduce a learnable patchmatch module, the details of which are presented below.

3.3.1. Keypoints extraction

Following [62], we select representative keypoints as the center pixels in patchmatch. To extract keypoints $p_k$, we utilize Direct Sparse Odometry (DSO) [12] for its effectiveness. See Fig. 5 for an illustration. Note that the extraction of keypoint is performed on-the-fly by DSO, so it can be seamlessly integrated into the training process. We combine each keypoint with a local patch, which is referred to as support domain $\Omega_{p_k}$, and relies on the assumption that the pixels within $\Omega_{p_k}$ have the same depth.

![3D Illustration of the depth planes in plane-sweeping](image)
3.3.2. Adaptive propagation

Depth spatial consistency inside a local patch is not always satisfied, such as, at boundaries and sharp edge regions. Hence, instead of adopting a static set of neighbors, such as, at boundaries and sharp edge regions.

To adaptively aggregate \( N_{\mathbf{p}_k} \) pixels for each keypoint, we learn additional offsets \( \{ \Delta \mathbf{o}_i (\mathbf{p}_k) \}_{i=1}^{N_{\mathbf{p}_k}} \) and place the learned offsets on top of a 2D offset grid \( \{ \mathbf{o}_i \}_{i=1}^{N_{\mathbf{p}_k}} \). \( N_{\mathbf{p}_k} \) is set to 8 based on [62]. As shown in Fig. 6, a proposed approach considers the pixels with high similarity are more likely to have the same depth. To be specific, the feature similarity between center keypoint \( \mathbf{p}_k \) and its surrounding pixels \( \mathbf{p}_k' \) is measured. Mathematically, a correlation index is defined as

\[
\mathbf{c} (\mathbf{p}_k; \mathbf{r}) = F (\mathbf{p}_k) \cdot F (\mathbf{p}_k') / \ell',
\]

where \( \mathbf{c} \) stands for the correlation vector, \( \mathbf{r} \) denotes the search range and is set to a 8 × 8 window (empirical setting), \( F \) denotes the feature map, \( \cdot \) denotes the dot product, and \( \ell' \) denotes the length of feature descriptor. Then, a self-correlation volume is built by integrating all correlation vectors into a 3D grid. Two convolution layers are deployed to decode additional offsets from the correlation volume. With the decoded offsets, we aggregate pixels to constitute the learnable support domain

\[
\Omega_{\mathbf{p}_k} = \{ \mathbf{p}_k + \mathbf{o}_i + \Delta \mathbf{o}_i (\mathbf{p}_k) \}_{i=1}^{N_{\mathbf{p}_k}} \cup \{ \mathbf{p}_k \},
\]

where \( \cup \) stands for the union of sets. One example of \( \Omega_{\mathbf{p}_k} \) is presented in Fig. 6(c). Subsequently, we acquire the depths of aggregated pixels in \( \Omega_{\mathbf{p}_k} \) via the warping operation \( (\cdot) \)

\[
D \left( \Omega_{\mathbf{p}_k} \right) = \{ D \left( \mathbf{p}_k + \mathbf{o}_i + \Delta \mathbf{o}_i (\mathbf{p}_k) \) \}_{i=1}^{N_{\mathbf{p}_k}} \cup \{ D (\mathbf{p}_k) \}.
\]

3.3.3. Learnable patch-based photometric loss

Different from traditional view synthesis in unsupervised depth learning, we project the keypoint \( \mathbf{p}_k \) using each depth in the set \( D \left( \Omega_{\mathbf{p}_k} \right) \). Eq. 1 is thus reformulated as

\[
\Omega_{\mathbf{p}_k}^{\text{new}} = \mathbf{K} \mathbf{M} \mathbf{I}^s \mathbf{D} \left( \Omega_{\mathbf{p}_k} \right) \mathbf{K}^{-1} \mathbf{p}_k'.
\]

As such, each \( \mathbf{p}_k' \) is projected into a set \( \Omega_{\mathbf{p}_k}^{\text{new}} \). Obviously, our patch-based view synthesis differs from [62] that utilizes the depth of keypoint \( \mathbf{p}_k \) to project the support domain. Next, substituting \( \Omega_{\mathbf{p}_k} \) and \( \Omega_{\mathbf{p}_k}^{\text{new}} \) into Eq. 2, it can be obtained that

\[
I^{s-t} \left( \Omega_{\mathbf{p}_k} \right) = I^{s} \left( \Omega_{\mathbf{p}_k}^{\text{new}} \right).
\]

Then, the proposed learnable patch-based photometric loss can be computed as

\[
\mathcal{L}_{\text{lpbh}} = \sum_{\Omega_{\mathbf{p}_k}} \alpha \frac{1 - \text{SSIM} \left( I^{s} \left( \mathbf{p}_k \right), I^{s-t} \left( \Omega_{\mathbf{p}_k} \right) \right)}{2} \right) + \sum_{\Omega_{\mathbf{p}_k}} (1 - \alpha) \left\| I^{s} \left( \mathbf{p}_k \right) - I^{s-t} \left( \Omega_{\mathbf{p}_k} \right) \right\|_1.
\]

where each element in \( I^{s-t} \left( \Omega_{\mathbf{p}_k} \right) \) calculates the photometric error with \( I^{s} \left( \mathbf{p}_k \right) \). It is worth noting that the loss \( \mathcal{L}_{\text{lpbh}} \) not only supervises the depths of keypoints, but also supervises the depths of non-keypoint pixels using a more discriminative supervisory signal at each keypoint. In order to alleviate the negative impacts of occluded pixels on \( \mathcal{L}_{\text{lpbh}} \), two source frames \( I^{s} (\mathbf{p}) \in \{ I^{s-1} (\mathbf{p}), I^{s+1} (\mathbf{p}) \} \) are used to define the photometric loss, and the one with the minimum \( \mathcal{L}_{\text{lpbh}} \) is chosen [16]. Note that the source frames used in \( \mathcal{L}_{\text{lpbh}} \) are not the same as the source frames to build cost volume.
3.4. Cross-teaching

To reinforce the supervisory signal when brightness fluctuations occur, we propose a cross-teaching paradigm, based on the observation that AF-SfMLearner [43] achieves far less severe errors in the depth of brightness change regions benefiting from the introduced appearance flow. However, adding the appearance flow term into the photometric loss, as in [43], leads to expensive memory consumption. To reinforce the supervisory signal when brightness fluctuations cause by illumination variations. To simulate the varied illuminations, we incorporate random gamma correction.

Color jitter mainly involves jitters of lightness, saturation, hue and contrast. We integrate random color jitter to mimic the complicated non-Lambertian reflections and inter-reflections in minimally invasive surgery environments.

Masking is intended to mimic the occlusions among multiple input frames. To be specific, we generate a binary mask to randomly crop some portions on target frame, and then adopt the binary mask as a ground-truth of the mimicked occlusion in self-teaching consistency loss, which contributes to make the model insensitive to occlusion, that is, even when there is occlusion, the model can still correctly predict the depth of the unoccluded areas.

3.5. Self-teaching

A self-teaching paradigm is further developed to help our model to have high immunity against input noise in the cost volume, such as that induced by brightness fluctuations and occlusions, and focusing on the valuable elements. Towards this end, we design an appearance simulator consisting of random gamma correction, color jitter and masking to simulate the edge cases. We use the frames derived by the appearance simulator and the original frames to construct cost volumes, respectively, and enforce the two resulting depth maps to be consistent with each other; which provides robustness against brightness fluctuations and occlusions. The self-teaching consistency loss is defined as

\[ \mathcal{L}_{st} = \sum_p \frac{|\mathbf{D}'(p) - \hat{\mathbf{D}}'(p)|}{|\mathbf{D}'(p) + \hat{\mathbf{D}}'(p)|} \odot R(p), \]

where \( \hat{\mathbf{D}}'(p) \) represents the depth map of transformed frames, \( \odot \) denotes the element-wise multiplication, and \( R(p) \) denotes the unoccluded mask, determined by random masking. Gradients to \( \hat{\mathbf{D}}'(p) \) are stopped. We describe the components of appearance simulator in detail below including random gamma correction, color jitter and masking.

**Gamma correction** is a non-linear mapping used to adjust the illuminance of images. During the data acquisition process of the endoscopic scenes, there are severe brightness fluctuations caused by illumination variations. To simulate the varied illuminations, we incorporate random gamma correction.

**Color jitter** mainly involves jitters of lightness, saturation, hue and contrast. We integrate random color jitter to mimic the complicated non-Lambertian reflections and inter-reflections in minimally invasive surgery environments.

**Masking** is intended to mimic the occlusions among multiple input frames. To be specific, we generate a binary mask to randomly crop some portions on target frame, and then adopt the binary mask as a ground-truth of the mimicked occlusion in self-teaching consistency loss, which contributes to make the model insensitive to occlusion, that is, even when there is occlusion, the model can still correctly predict the depth of the unoccluded areas.

3.6. Overall architecture and loss

3.6.1. Overall architecture

Fig. 3 presents an overview of the proposed framework, which involves three parts: depth estimation branch, cross-teaching branch and self-teaching branch. The feature extractor contains the first five ResNet18 layers [18]. The DepthNet adopts an encoder-decoder structure with skip connections, where the remaining ResNet18 convolution layers are used as the encoder and the decoder shares similar structure to [53]. The PoseNet is the same as [16].

3.6.2. Overall loss

Apart from the learnable patch-based photometric loss \( \mathcal{L}_{pph} \), cross-teaching consistency loss \( \mathcal{L}_{ct} \) and self-teaching consistency loss \( \mathcal{L}_{st} \), an edge-aware smoothness loss is utilized to encourage the smoothness property of depth map, which is defined as [15]

\[ \mathcal{L}_{es} = \sum_p |\nabla D(p)| \ast e^{-|\nabla I(p)|}. \]

The total optimization objective is defined as follows

\[ \mathcal{L}_{total} = \lambda_1 \mathcal{L}_{pph} + \lambda_2 \mathcal{L}_{ct} + \lambda_3 \mathcal{L}_{st} + \lambda_4 \mathcal{L}_{es}, \]

where \( \lambda_1 = 1, \lambda_2 = 0.02, \lambda_3 = 0.002, \lambda_4 = 0.0001 \), and the weights of loss are empirically set to an initial value and then fine-tuned on the SCARED dataset. Since \( \mathcal{L}_{total} \) does not rely on the ground-truth depth, we refer to our method an unsupervised depth learning.
Table 1
Quantitative depth comparison on the SCARED dataset. V denotes the number of input views. CIs denotes the confidence intervals. The top two results are highlighted in red and blue. "-" means not applicable.

| Method               | V   | Abs Rel | Sq Rel | RMSE | RMSE log | Sq Rel | RMSE | RMSE log |
|----------------------|-----|---------|--------|------|----------|--------|------|----------|
| SfMLearner [64]      | 1   | 0.079   | 0.076  | 0.187| 0.089    | 0.074  | 6.896| 0.110    |
| DeFeat-Net [45]      | 1   | 0.077   | 0.074  | 0.192| 0.089    | 0.071  | 6.688| 0.104    |
| Monodepth2 [16]      | 1   | 0.071   | 0.068  | 0.150| 0.067    | 0.055  | 5.606| 0.094    |
| Endo-SfM [33]        | 1   | 0.062   | 0.060  | 0.106| 0.051    | 0.051  | 5.726| 0.093    |
| Yang et al. [60]     | 1   | 0.062   | 0.058  | -    | 0.058    | -      | 0.090| -        |
| AF-SfMLearner [43]   | 1   | 0.059   | 0.057  | 0.145| 0.048    | 0.146  | 4.925| 0.082    |

Table 2
Point cloud comparison on the SCARED dataset.

| Method               | V   | Abs Rel | Sq Rel | RMSE | RMSE log | Sq Rel | RMSE | RMSE log | RMSE | MSE |
|----------------------|-----|---------|--------|------|----------|--------|------|----------|------|-----|
| SfMLearner [64]      | 1   | 0.087   | 0.084  | 0.448| [0.431, 0.529]| 4.446 | [4.192, 4.701]| 0.120 | [0.116, 0.124]| 29.021 | [25.424, 32.613]|
| DeFeat-Net [45]      | 1   | 0.085   | 0.081  | 0.424| [0.390, 0.457]| 4.302 | [4.083, 4.520]| 0.118 | [0.114, 0.122]| 25.345 | [22.597, 28.092]|
| Monodepth2 [16]      | 1   | 0.079   | 0.076  | 0.374| [0.340, 0.405]| 4.615 | [4.393, 4.838]| 0.073 | [0.071, 0.076]| 0.980 | [0.977, 0.982]|
| Endo-SfM [33]        | 1   | 0.071   | 0.067  | 0.331| [0.309, 0.362]| 3.702 | [3.483, 3.920]| 0.105 | [0.101, 0.108]| 20.521 | [17.846, 23.195]|
| AF-SfMLearner [43]   | 1   | 0.068   | 0.065  | 0.234| [0.218, 0.249]| 3.174 | [3.046, 3.302]| 0.094 | [0.091, 0.096]| 12.429 | [11.364, 13.495]|

Table 3
Quantitative pose comparison on the SCARED dataset. Based on [64], the ATE is calculated on 5-frame snippets and averaged over the whole sequence. Res-18: ResNet-18.

| Method               | Backbone | Trajectory-1 ATE 95% CIs | Trajectory-2 ATE 95% CIs |
|----------------------|----------|--------------------------|--------------------------|
| DeFeat-Net [45]      | Res-18   | 0.1765 [0.165, 0.1872]    | 0.0695 [0.063, 0.1037]   |
| Monodepth2 [16]      | Res-18   | 0.0769 [0.0718, 0.0820]   | 0.0554 [0.0532, 0.0576]  |
| Endo-SfM [33]        | Res-18   | 0.0759 [0.0709, 0.0809]   | 0.0500 [0.0480, 0.0519]  |
| ManyDepth [33]       | Res-18   | 0.0762 [0.0712, 0.0813]   | 0.0576 [0.0555, 0.0596]  |
| AF-SfMLearner [43]   | Res-18   | 0.0742 [0.0692, 0.0790]   | 0.0478 [0.0459, 0.0497]  |
| Yang et al. [60]     | Res-18+MHA2 | 0.0723 [0.0679, 0.0768]  | 0.0447 [0.0408, 0.0444]  |

4. Experiment

4.1. Datasets
- **SCARED** [1] consists of 35 endoscopic videos collected from porcine cadaver abdominal anatomy, along with the point cloud and pose ground-truths.

- **EndoSLAM** [1] is collected from porcine gastrointestinal tract organs and a silicone colon phantom model. It involves challenging real part with the pose ground-truth and synthetic part with the depth and pose ground-truths.

- **Hamlyn**[^4] contains phantom heart model videos with the point cloud ground-truth and in vivo endoscopic videos. We utilize the dataset processed by [39], where they annotate the in vivo videos using the Efficient Large-Scale Stereo Matching algorithm [14].

- **SERV-CT** [10] is composed of 16 stereo pairs acquired from porcine torso cadavers with the depth and disparity ground-truths.

To validate the efficacy of the proposed model, we perform extensive experiments on three tasks: depth estimation, pose estimation and point cloud estimation. For depth estimation, we provide results on the SCARED dataset.

[^4]: http://hamlyn.doc.ic.ac.uk/vision/
Shuwei Shao et al.: SCARED and EndoSLAM datasets. We choose the videos dataset from [39]. We conduct pose comparison on the randomly choose 250 frames as the test set on the Hamlyn dataset and SERV-CT dataset, as well as qualitative results on the challenging real part of EndoSLAM dataset. We use the split of [43] on the SCARED dataset, which is composed of 15351, 1705 and 551 frames for training set, validation set and test set, respectively. In addition, we randomly choose 250 frames as the test set on the Hamlyn dataset from [39]. We conduct pose comparison on the SCARED and EndoSLAM datasets. We choose the videos

Hamlyn dataset and SERV-CT dataset, as well as qualitative results on the challenging real part of EndoSLAM dataset. We use the split of [43] on the SCARED dataset, which is composed of 15351, 1705 and 551 frames for training set, validation set and test set, respectively. In addition, we randomly choose 250 frames as the test set on the Hamlyn dataset from [39]. We conduct pose comparison on the SCARED and EndoSLAM datasets. We choose the videos

from dataset3/keyframe4 and dataset5/keyframe4 following [43] on the SCARED dataset. Besides, we perform 5-fold cross-validation on the LowCam of the real part on the EndoSLAM dataset, where each of the 5 models is evaluated on videos from one organ and trained on the rest. For point cloud estimation, we compare the methods on the SCARED dataset.

### 4.2. Experimental settings

The proposed framework is implemented using the PyTorch library [35]. We optimize it with the Adam optimizer [23], where $\beta_1 = 0.9, \beta_2 = 0.99$ and a batch size of 12. The total number of epochs is set to 20 and the initial learning rate is $10^{-4}$, dropping by a factor of 10 after 10 epochs. The input resolution is 320 × 256 pixels. As with existing works [33, 43, 53], we use weights pretrained on ImageNet [8]. Besides, we perform static cameras and start of sequences augmentations the same as [53], and use the standard evaluation metrics based on [43].

During the evaluation phase, we apply the median scaling technique [64] to the predicted depth maps, written as

$$D_{scaled} = \left(\text{median}(D_{gt})/\text{median}(D_{pred})\right) \cdot (14)$$

Following [43], we clip the scaled depth maps at 150 mm on the SCARED and Hamlyn datasets, and 180 mm on the SERV-CT dataset.

### 4.3. Comparison to state-of-the-art competitors

The results of compared single-frame monocular methods are from [43] and [60]. For ManyDepth [53], we reproduce the algorithm with the official implementations and evaluate it on the corresponding datasets.

---

**Table 4**

Quantitative pose comparison on the EndoSLAM dataset.

| Method                  | Trajectory-1 | Trajectory-2 | Trajectory-3 | Trajectory-4 | Trajectory-5 |
|-------------------------|--------------|--------------|--------------|--------------|--------------|
|                         | ATE (x 1e-2) | 95% CIs      | ATE (x 1e-2) | 95% CIs      | ATE (x 1e-2) | 95% CIs      | ATE (x 1e-2) | 95% CIs      | ATE (x 1e-2) | 95% CIs      |
| Colon-IV                | AF-SfMLearner | 0.1549       | [0.0641, 0.1322] | 0.0041       | [0.0857, 0.1048] | 0.1091       | [0.0673, 0.1450] | 0.1094       | [0.0691, 0.1196] | 0.1094       | [0.0691, 0.1196] |
|                         | Ours         | 0.1231       | [0.0575, 0.1888] | 0.0772       | [0.0670, 0.0873] | 0.0696       | [0.0623, 0.0749] | 0.0780       | [0.0524, 0.1016] | 0.0986       | [0.0830, 0.0954] |
| Stomach-I               | AF-SfMLearner | 0.1123       | [0.1149, 0.1301] | 0.1055       | [0.1049, 0.1232] | 0.0797       | [0.0719, 0.0871] | 0.0663       | [0.0464, 0.0877] | 0.5255       | [0.4876, 0.5633] |
|                         | Ours         | 0.0828       | [0.0781, 0.0874] | 0.0792       | [0.0722, 0.0862] | 0.0562       | [0.0508, 0.0678] | 0.0781       | [0.0661, 0.0900] | 0.2219       | [0.2036, 0.2402] |
| Stomach-II              | AF-SfMLearner | 0.1103       | [0.1071, 0.1205] | 0.1084       | [0.1032, 0.1429] | 0.1094       | [0.1006, 0.1163] | 0.2960       | [0.2634, 0.3286] | -            | -            |
|                         | Ours         | 0.1010       | [0.0930, 0.1090] | 0.0685       | [0.0614, 0.1157] | 0.3297       | [0.2851, 0.4104] | 0.2270       | [0.1907, 0.3483] | -            | -            |
| Stomach-III             | AF-SfMLearner | 0.1193       | [0.1176, 0.2205] | 0.1062       | [0.1040, 0.1764] | 0.1798       | [0.1706, 0.2159] | 0.5093       | [0.4665, 0.5541] | -            | -            |
|                         | Ours         | 0.1055       | [0.0979, 0.1192] | 0.1064       | [0.1034, 0.1631] | 0.1754       | [0.1506, 0.1810] | 0.4358       | [0.3940, 0.4777] | 0.2000       | [0.1824, 0.2186] |

**Table 5**

Quantitative pose comparison averaged over each organ on the EndoSLAM dataset.

| Method                  | Trajectories | ATE (x 1e-2) | 95% Cis      |
|-------------------------|--------------|--------------|--------------|
| Colon-IV                | AF-SfMLearner | 0.1096       | [0.0884, 0.1037] |
|                         | Ours         | 0.0844       | [0.0739, 0.0949] |
| Intestine               | AF-SfMLearner | 0.1690       | [0.1597, 0.1783] |
|                         | Ours         | 0.1058       | [0.1013, 0.1102] |
| Stomach-I               | AF-SfMLearner | 0.1790       | [0.1586, 0.1994] |
|                         | Ours         | 0.1481       | [0.1299, 0.1662] |
| Stomach-II              | AF-SfMLearner | 0.1158       | [0.1061, 0.1225] |
|                         | Ours         | 0.0869       | [0.0829, 0.0909] |
| Stomach-III             | AF-SfMLearner | 0.2690       | [0.2545, 0.2835] |
|                         | Ours         | 0.1659       | [0.1560, 0.1758] |
4.3.1. Depth estimation

Table 1 demonstrates the depth comparison results on the SCARED dataset. As can be seen, our model outperforms the compared methods by a large margin. In particular, it improves the AF-SfMLearner and ManyDepth by more than 10% and 15% on most metrics, respectively. Besides, the results of multi-frame monocular methods are generally better than those of single-frame monocular methods, which reveals that the additional input frames are valuable and contribute to the performance gain. It is worth noting that while our model and ManyDepth both adopt only two frames to construct the cost volume during the training phase, when more frames are put into the cost volume building
at evaluation time, our model can improve the accuracy, whereas ManyDepth fails.

Fig. 8 shows the qualitative comparison on the SCARED dataset and Hamlyndataset, which indicates that our method is better at textureless regions, such as finger. Besides, we notice that most methods are vulnerable to the texture details, which lead to slight depth variations in these regions, while the Endo-SfM performs more robustly. It may be induced by the inability to fully exploit the contextual information owing to the limited receptive field of the CNN. Although the Endo-SfM is also built upon CNN, a large weight is imposed on smoothness loss to enforce depth consistency in Endo-SfM, but also comes with over-smooth artifacts.

Fig. 9 demonstrates the qualitative comparison on the EndoSLAM dataset. The EndoSLAM is full of severe inter-frame brightness changes and textureless regions. It can be seen that our model generates more continuous depth maps and better delineates anatomical structures. Besides, the Monodepth2 and ManyDepth are susceptible to the over-saturated regions. This is due to the fact that the boundary parts of these over-saturated regions are more prone to brightness fluctuations, resulting in ambiguous supervision of photometric loss.

4.3.3. Pose estimation

Table 3 presents the pose comparison results on the SCARED dataset, and our model achieves lower ATE on both trajectories. Since the depth estimation and the pose estimation are tightly coupled during the training phase, improved depth leads to improvements in the pose as well. Table 4 and Table 5 present the quantitative results on the challenging EndoSLAM dataset. As can be seen from Table 4, our model is able to exceed the compared methods for most of the cases. In Table 5, we further list the performance averaged on each organ. The superior results in both tables validate the efficacy of the proposed components. Additionally, we notice that even for folds that do not contain colon or small intestine during training, our model achieves low ATE in these two organs, which is an indicator of its excellent organ adaptability.

Fig. 10 displays the predicted trajectory-1 and trajectory-2 on the SCARED dataset. It can be seen that the trajectories of ours are generally better than those of the compared methods, especially for the longer trajectory-2.

### 4.3.3. Point cloud estimation

We generate point clouds using the depth predictions and camera intrinsic. To overcome the inherent scale ambiguity, we adopt the same median scaling strategy as in depth evaluation. Table 2 summarizes the point cloud comparison results on the SCARED dataset, which indicates that our model surpasses the compared methods, including both single-frame monocular and multi-frame monocular. The SfMLearner, DeFeat-Net, Monodepth2 and ManyDepth

![Figure 10: Qualitative pose comparison on the trajectory-1 (410 frames) and trajectory-2 (833 frames), which are from the SCARED dataset. Following [43], we calculate a global scale over the whole sequence to recover the absolute scale.

**Table 6**

Hamlyn depth results (in vivo videos). All models are unsupervised trained on the SCARED dataset.

| Method            | V | Abs Rel | 95% CIs   | Sq Rel | 95% CIs   | RMSE | 95% CIs   | RMSE log | 95% CIs | 𝛿↑ | 95% CIs   |
|-------------------|---|---------|-----------|--------|-----------|------|-----------|----------|---------|----|-----------|
| SfMLearner [64]   | 1 | 0.152   | [0.142, 0.162] | 2.582 | [2.151, 3.012] | 10.481 | [9.418, 11.544] | 0.205   | [0.194, 0.217] | 0.763 | [0.737, 0.785] |
| DeFeat-Net [45]   | 1 | 0.143   | [0.132, 0.154] | 2.663 | [2.136, 3.191] | 10.323 | [9.155, 11.491] | 0.191   | [0.179, 0.204] | 0.797 | [0.772, 0.822] |
| Monodepth2 [16]  | 1 | 0.167   | [0.155, 0.179] | 3.383 | [2.728, 4.037] | 11.239 | [10.000, 12.477] | 0.205   | [0.193, 0.218] | 0.756 | [0.732, 0.783] |
| Endo-SfM [13]    | 1 | 0.147   | [0.135, 0.158] | 2.800 | [2.234, 3.366] | 10.207 | [9.025, 11.390] | 0.188   | [0.175, 0.200] | 0.795 | [0.768, 0.821] |
| AF-SfMLearner [43] | 1 | 0.143   | [0.132, 0.154] | 2.561 | [2.066, 3.005] | 10.065 | [9.171, 11.160] | 0.188   | [0.177, 0.200] | 0.796 | [0.772, 0.821] |
| ManyDepth [53]   | 2 | 0.155   | [0.145, 0.165] | 2.743 | [2.228, 3.257] | 10.367 | [9.209, 11.524] | 0.194   | [0.182, 0.206] | 0.781 | [0.756, 0.808] |
| Ours             | 2 | 0.138   | [0.128, 0.148] | 2.316 | [1.840, 2.792] | 9.351 | [8.286, 10.416] | 0.175   | [0.164, 0.186] | 0.810 | [0.785, 0.836] |
4.5. Ablation studies

We conduct several ablation studies, including entire framework, break-down comparison of learnable patchmatch module, self-teaching paradigm and multi-frame vs single-frame methods.

4.4. Generalization to the Hamlyn and SERV-CT datasets

We investigate the generalization ability to verify that our model indeed learns transferable features, rather than simply memorizing training samples. To this end, we apply the models trained on SCARED to the Hamlyn and SERV-CT datasets for evaluation without any fine-tuning. The frames are resized to $320 \times 256$ pixels. As presented in Table 6 and Table 7, the superior results indicate that our model generalizes well across different patients and cameras.

Table 7

| Method         | V | Abs Rel | 95% CIs | Sq Rel | 95% CIs | RMSE | 95% CIs | RMSE log | 95% CIs | $\delta$ |
|----------------|---|---------|---------|--------|---------|------|---------|---------|---------|---------|
| SfMLearner     |   | 0.151   | [0.137, 0.165] | 3.917  | [3.155, 4.680] | 17.451 | [15.298, 19.604] | 0.191 | [0.176, 0.207] | 0.779 | [0.741, 0.817] |
| DeFeat-Net     |   | 0.114   | [0.105, 0.124] | 1.946  | [1.534, 2.358] | 12.588 | [10.888, 14.287] | 0.153 | [0.139, 0.166] | 0.873 | [0.843, 0.902] |
| Monodepth2     |   | 0.123   | [0.112, 0.134] | 2.205  | [1.727, 2.683] | 12.927 | [11.296, 14.557] | 0.192 | [0.183, 0.195] | 0.856 | [0.824, 0.888] |
| Endo-SfM       |   | 0.118   | [0.105, 0.127] | 2.014  | [1.610, 2.419] | 12.493 | [10.921, 14.096] | 0.143 | [0.130, 0.157] | 0.864 | [0.829, 0.899] |
| AF-SfMlearner  |   | 0.102   | [0.091, 0.113] | 1.632  | [1.235, 2.029] | 11.092 | [9.432, 12.751] | 0.131 | [0.116, 0.145] | 0.898 | [0.868, 0.929] |
| ManyDepth      |   | 0.117   | [0.106, 0.128] | 1.922  | [1.509, 2.335] | 12.128 | [10.518, 13.735] | 0.146 | [0.134, 0.159] | 0.866 | [0.837, 0.899] |
| Ours           |   | 0.098   | [0.092, 0.104] | 1.402  | [1.178, 1.626] | 10.556 | [9.417, 11.696] | 0.126 | [0.118, 0.134] | 0.916 | [0.898, 0.934] |

Table 8

Ablation study on the entire framework. CV: cost volume; LPM: learnable patchmatch module; CT: cross-teaching; ST: self-teaching.

| ID | CV | LPM | CT | ST | Abs Rel | Sq Rel | RMSE | RMSE log |
|----|----|-----|----|----|---------|--------|------|---------|
| 1  | ✓  |     |    |    | 0.072   | 0.635  | 6.047 | 0.099   |
| 2  | ✓  | ✓   |    |    | 0.068   | 0.560  | 5.494 | 0.092   |
| 3  | ✓  | ✓   | ✓  |    | 0.059   | 0.443  | 4.996 | 0.082   |
| 4  | ✓  | ✓   | ✓  | ✓  | 0.055   | 0.410  | 4.825 | 0.078   |
| 5  | ✓  | ✓   | ✓  | ✓  | 0.051   | 0.386  | 4.675 | 0.074   |

4.5.1. Entire framework (Table 8)

We start with the underperforming baseline (ID 1). First adding the cost volume, we observe a slight improvement in performance (ID 2). ID 3 presents an addition of the learnable patch module and shows considerable efficacy in boosting performance. We then add the cross-teaching paradigm, again with a consistent improvement on all evaluation metrics (ID 4). We finally integrate the self-teaching paradigm and form the entire framework, which achieves the best results (ID 5).

4.5.2. Break-down comparison of learnable patchmatch module (Table 9)

To further show the superiority of learnable patchmatch module, we perform comparison with other alternative methods, including spatial attention module [33], patchmatch module [62], and feature scaling module [42]. It can be seen that our learnable patchmatch module outperforms other alternative methods. Compared with the patchmatch module, our module can avoid severe errors by gathering pixels of the same depth and improves it by approximately 8.5% on the Sq Rel that is sensitive to the large depth errors (IDs 4 and 5). Fig. 12 displays the sampled locations of patchmatch module and our learnable patchmatch module in the sharp edge regions. Ours is able to adaptively aggregate pixels near the center pixel in this case. Fig. 13 presents the qualitative depth comparison of patchmatch module and learnable patchmatch module. The model with the patchmatch module is prone to errors due to depth changes while ours preserves details such as boundaries.

Table 9

Break-down comparison of learnable patchmatch module. SAM: spatial attention module [33]; FSM: feature scaling module [42]; PM [62]: patchmatch module; LPM: learnable patchmatch module.

| ID | SAM | FSM | PM | LPM | Abs Rel | Sq Rel | RMSE | RMSE log |
|----|-----|-----|----|-----|---------|--------|------|---------|
| 1  | ✓   |     |    |     | 0.072   | 0.635  | 6.047 | 0.099   |
| 2  | ✓   | ✓   |    |     | 0.070   | 0.582  | 5.818 | 0.095   |
| 3  |     | ✓   |    |     | 0.069   | 0.562  | 5.620 | 0.093   |
| 4  | ✓   | ✓   | ✓  |     | 0.066   | 0.532  | 5.414 | 0.092   |
| 5  | ✓   | ✓   | ✓  | ✓   | 0.063   | 0.487  | 5.183 | 0.086   |

are heavily affected by the brightness fluctuations and low and homogeneous textures. While the AF-SfMLearner and Endo-SfM are specifically designed for endoscopic scenarios, they cannot enhance their depth predictions by leveraging valuable additional input frames. In contrast, our model could benefit from both.
Figure 11: Comparison of multi-frame monocular methods with the single-frame monocular method AF-SfMLearner on Sq Rel (a), memory (b), training time (c) and inference time (d). In (a), ManyDepth and ours are trained with an input view of 2 during training. Since ManyDepth has almost the identical inference memory and inference time as ours, we do not show the relevant results of ManyDepth in (b) and (d). AF-SfMLearner (stage-wise, train): the model is trained in a stage-wise manner. AF-SfMLearner (ete, train): the model is trained in an end-to-end manner. The AF-SfMLearner (stage-wise, train) and ours (train) only include the time of training the DepthNet stage on training time.

Figure 12: Visualization of the sampled locations in sharp edge regions. (a) Target image. (b) Sampled locations of patchmatch module [62]. (c) Sampled locations of our learnable patchmatch module. The yellow marker and green marker denote the center pixel and sampled pixel, respectively.

Figure 13: Qualitative depth results for ID 4 (patchmatch module [62]) and ID 5 (learnable patchmatch module) in Table 9. The white and red boxes indicate the regions to focus on.

4.5.3. Self-teaching paradigm (Fig. 14)
Ours (test), Ours w/o ST (test) and ManyDepth (test) have two input frames during the training phase. It can be seen that when increasing the input frames at training time, the performance gain is small, which is consistent with the finding in ManyDepth. However, unlike ManyDepth, our model can improve the depth accuracy when increasing input frames at test time. To figure out why, we further present the depth accuracy after ablating the self-teaching paradigm and find that it roughly matches the case of ManyDepth, which reveals that the self-teaching paradigm enables model to leverage more frames to improve the depth predictions at test time, although only two input frames are utilized during training. This is not surprising given that the self-teaching paradigm helps teach model to ignore the detrimental information and focus on the meaningful elements in the cost volume. As the number of input frames increases, so do the occlusions and brightness fluctuations between source and target frames, which are disasters for other methods but not for our model equipped with the self-teaching. Furthermore, we increase the number of input frames to 10, 20 or even 30, at which time the cost volume is almost overwhelmed by noise, and our model only generates few outliers, indicating that it has high immunity against input noise in the cost volume. This is a desired property for model in practical applications because the data may contain heavy noise.

4.5.4. Multi-frame vs single-frame methods (Fig. 11)
To know the relationship between cost and performance gain brought by multiple frames, we compare the multi-frame monocular methods with the single-frame monocular method AF-SfMLearner on Sq Rel, training/inference memory and training/inference time. It can be seen that the training time and training memory of our model increase rapidly with the number of input frames, while the performance gain is limited as shown in Fig. 14(a). Therefore, we take two input frames during the training phase, in which case our
model achieves less training memory than ManyDepth and AF-SfMLearner. During the evaluation phase, the performance of our model improves more than the training phase as the number of input frames increases, while the cost is relatively small, for instance, inference memory. Although the inference time increases with input frames, our model can still achieve about 45 frames per second at a resolution of 320 × 256 pixels when the number of input frames is 5, which meets the real-time requirements in most applications.

5. Conclusion

In this work, we present a novel unsupervised model, which predicts superior depths from multiple endoscopic frames. On the one hand, the model incorporates a learnable patchmatch module to adaptively increase the discriminative capability in low- and homogeneous-texture regions. On the other hand, the model enforces cross-teaching and self-teaching consistencies to provide efficacious regularizations towards brightness variations. When more frames are put into the cost volume building at test time, the model can improve the depth predictions. This enables us to flexibly adjust the number of input frames in light of the accuracy requirement. Extensive experiments on four datasets including SCARED, EndoSLAM, Hamlyn and SERV-CT validate the efficacy of the model.
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