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Abstract

We give a randomized $\Delta$-coloring algorithm in the LOCAL model that runs in \(\text{poly log log } n\) rounds, where \(n\) is the number of nodes of the input graph and \(\Delta\) is its maximum degree. This means that randomized \(\Delta\)-coloring is a rare distributed coloring problem with an upper and lower bound in the same ballpark, \(\text{poly log log } n\), given the known \(\Omega(\log \Delta \log n)\) lower bound [Brandt et al., STOC ’16].

Our main technical contribution is a constant time reduction to a constant number of \((deg + 1)\)-list coloring instances, for \(\Delta = \omega(\log^4 n)\), resulting in a \(\text{poly log log } n\)-round CONGEST algorithm for such graphs. This reduction is of independent interest for other settings, including providing a new proof of Brooks’ theorem for high degree graphs, and leading to a constant-round Congested Clique algorithm in such graphs.

When \(\Delta = \omega(\log^{21} n)\), our algorithm even runs in \(O(\log^* n)\) rounds, showing that the base in the \(\Omega(\log \Delta \log n)\) lower bound is unavoidable.

Previously, the best LOCAL algorithm for all considered settings used a logarithmic number of rounds. Our result is the first CONGEST algorithm for \(\Delta\)-coloring non-constant degree graphs.
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1 Introduction

In the graph coloring problem, we are to color the nodes of a graph so that adjacent nodes receive different colors. In the distributed setting, the graph to be colored is the same as the communication network. The objective is both to minimize the number of colors and the time complexity of the algorithm. Graph coloring is fundamental to distributed computing, as a way of breaking symmetry. In fact, it was the topic of the paper introducing the LOCAL model [Lin92].

In local models of distributed computing, a communication network is abstracted as a graph $G = (V, E)$ with $n$ nodes and maximum degree $\Delta$. Communication happens in synchronous rounds. In each round, each node can send a message through each of its incident edges to its neighbors. At the end of the computation, each node should output its own part of the solution, e.g., its own color. In the CONGEST model each message is limited to $O(\log n)$-bits, while they can be of unbounded size in the LOCAL model.

Distributed algorithmics is typically concerned with problems that are easy to solve greedily in a centralized setting. For coloring, this corresponds to using $\Delta + 1$ colors, which has the key property that any partial coloring can be extended to a valid full solution. $O(\log n)$-round randomized algorithms were known for $\Delta + 1$-coloring early on [Lub86, ABI86, Lin92, Joh99], while recent progress has led to polyloglog $n$-round algorithms in the LOCAL model [BEPS16, HSS18, CLP20, RG20] and the CONGEST model [HKMT21]. The $\Delta$-coloring problem is of a different nature. Despite only a single color of difference, it is non-trivial to solve centrally and even the existence of $\Delta$-colorings is a classic result in graph theory:

Brooks' theorem [Bro41]: Any (connected) graph that is neither an odd cycle nor a clique on $\Delta + 1$ nodes can be $\Delta$-colored.

Understanding $\Delta$-coloring and the related but simpler problem of sinkless orientation has received enormous attention since the publication of an $\Omega(\log \Delta \log n)$-round ($\Omega(\log \Delta n)$-round) randomized (deterministic) lower bound for both problems [BFH+16, CKP16]. In fact, approaches in understanding the $\Delta$-coloring problem have ushered in the technique of round elimination [Bra19, BFH+16] that has resulted in numerous new lower bounds for various related problems [BBH+19, BO20, BBO20, BBKO21, BBKO22]. However, the $\Delta$-coloring problem has so far withstood all attempts in improving either the lower bound or the algorithms. This even caused authors of a recent paper to name it 'Distributed $\Delta$-coloring plays hide-and-seek' [BBKO22].

Finding or ruling out a lower bound for the $\Delta + 1$-coloring problem is considered one of the most central open questions in distributed algorithms [Lin92, BE13, HMKS16]. Understanding the complexity of the $\Delta$-coloring problem may help shed a light on this [BBKO22]. Let us detail on how the state-of-the-art complexities for both problems differ. On constant-degree graphs, $\Delta + 1$-coloring has a $O(\log^* n)$-round algorithm [Lin92], even a deterministic one, while randomized algorithms for $\Delta$-coloring provably require $\Omega(\log \Delta \log n)$ rounds. On general graphs, the gaps between known upper and lower bounds are much greater, but again the state-of-the-art round complexities (in LOCAL) are $O(\log^3 \log n)$ for $\Delta + 1$-coloring [CLP20] and only $O(\log \Delta) + \text{poly} \log \log n = O(\log n)$ for $\Delta$-coloring [GHKM21]. One might be tempted to conjecture that $\Delta$-coloring is much harder and requires entirely different algorithmic techniques.

1.1 Results

In this paper, we investigate this question. As our main result we provide an algorithm for $\Delta$-coloring graphs whose maximum degree is at least polylogarithmic in the number of nodes. We obtain the following theorem.
Theorem 1.1. There is a randomized poly log log n-round CONGEST algorithm, that w.h.p. \( \Delta \)-colors any graph with \( \Delta = \omega(\log^3 n) \) that does not contain a \( \Delta + 1 \)-clique. If \( \Delta = \omega(\log^{21} n) \), it runs in \( O(\log^* n) \) rounds.

As the aforementioned LOCAL algorithm from [GHKM21] with runtime \( O(\log \Delta + \text{poly log log } n) \) yields an algorithm with runtime \( \text{poly log log } n \) whenever the maximum degree is at most polylogarithmic, we obtain the following corollary.

Corollary 1.2. There is a randomized poly log log n-round LOCAL algorithm that w.h.p. \( \Delta \)-colors any graph that does not contain a \( \Delta + 1 \)-clique, for any \( \Delta \geq 3 \).

Hence, on general graphs, our algorithm for \( \Delta \)-coloring matches the best known runtime bound for \( \Delta + 1 \)-coloring. We believe that the most interesting aspect of Theorem 1.1 is its runtime on graphs with large maximum degree. Here, we improve the state-of-the-art from \( O(\log n) \) rounds to \( O(\log^* n) \) rounds, matching the fastest algorithm for \( \Delta + 1 \)-coloring such graphs [HKNT22]. Thus, the complete known picture for the two problems is that their complexities are provably separated on small degree graphs, both problems can be solved in poly log log \( n \) for intermediate values of \( \Delta \), and as soon as \( \Delta \) is large enough both can be solved in \( O(\log^* n) \) rounds.

The latter shows that the \( \Delta \) appearing in the base of the logarithm in the runtime lower bound of \( \Omega(\log \Delta \log n) \) rounds for randomized \( \Delta \)-coloring algorithms [BFH+16] is not an artifact of the technique used, as the problem can indeed be solved faster for larger degrees. Note that as soon as the maximum degree is at least polylogarithmic, the lower bound actually vanishes. Similarly, it is not known whether the celebrated \( \Omega(\log^* n) \) lower bound by Linial [Lin92] (randomized by Naor [NS95]) for \( \Delta + 1 \)-coloring path and ring graphs (\( \Delta = 2 \)) extends to larger degrees. So, while both \( \Delta + 1 \)- and \( \Delta \)-coloring admit now extremely fast algorithms for large degree graphs, it is not known whether one can improve on these results.

From a technical and conceptual point of view, the main strength of Theorem 1.1 lies in the algorithm itself. In fact, we show the following:

For graphs with a sufficiently large polylogarithmic maximum degree, there is a constant time reduction of the \( \Delta \)-coloring problem to a constant number of \((\text{deg} + 1)\)-list coloring instances.

The objective in the \((\text{deg} + 1)\)-list coloring problem is to compute a valid coloring where each node outputs a color from its list of allowed colors; the list is part of the node’s input and its size exceeds the node’s degree. The reduction is helpful for several reasons: (1) Any \((\text{deg} + 1)\)-list coloring instance is solvable. (2) Any partial solution can be extended to a full solution, and hence the problem is conceptually simpler than the \( \Delta \)-coloring problem. (3) The problem has been extensively studied in the distributed setting, e.g., [FHK16, MT20, HKMT21], culminating in recent LOCAL [HKNT22] and CONGEST [HNT22] algorithms running in poly log log \( n \) rounds, that even run in \( O(\log^* n) \) rounds if all lists are sufficiently large. Hence, the first part of Theorem 1.1 follows immediately from the reduction and the algorithm from [HNT22]. (4) The reduction provides a new self-contained distributed proof for Brooks’ theorem, at least for graphs with sufficiently large maximum degree. (5) The constant time reduction is deterministic, except for a single round in which some carefully selected nodes pick a random color and keep it if no neighbor wants to get colored with the same color. Hence, the reduction is robust enough that we expect it could help also in other models of computing.

We exemplify the latter by providing an algorithm in the Congested Clique. Similar to the CONGEST model, in the Congested Clique model, the nodes of the input graph can communicate
with each other in synchronous rounds by sending $O(\log n)$-bit messages. However, instead of only communicating through the edges of the input graph they can communicate in all-to-all fashion, that is, each node can send one message containing $O(\log n)$ bits to each other node in the network per round.

**Theorem 1.3.** There is a randomized $O(1)$-round Congested Clique algorithm that $\Delta$-colors w.h.p. any graph without a $\Delta + 1$-clique, when $\Delta = \omega(\log^{4+\epsilon} n)$.

Theorem 1.3 is obtained by combining our reduction with a previous $\Delta + 1$-coloring algorithm [CFG$^+$18]. Even though that algorithm is not designed for the list coloring problem, our reduction yields list coloring instances that are "simple" enough to be dealt with within their framework.

Despite the attention that the $\Delta$-coloring problem has gotten, to the best of our knowledge, Theorem 1.3 yields the first $\Delta$-coloring algorithms in these models and Theorem 1.1 is also the first CONGEST algorithm for $\Delta$-coloring non-constant degree graphs.

Open Problem 8 in [BBKO22] asks for a $\Delta$-coloring algorithm in the LOCAL model that is genuinely different from the algorithms in [PS95a, GHKM21]. We solve this partially, in the context of non-constant degree graphs. Unlike previous distributed $\Delta$-coloring algorithms [PS95b, GHKM21], our results do not rely on any deep graph-theoretic insights such as degree choosability and Gallai trees (see [GHKM21] for details).

### 1.2 The Challenges of $\Delta$-coloring

The $\Delta$-coloring problem clearly differs from $\Delta + 1$-coloring only in that each node has one fewer color to use. This unit deficit makes all the difference though, since if we color the node’s neighbors carelessly, we may no longer be able to color the node. To deal with this we need to ensure that each node has a unit of slack, meaning excess of colors over the competition for them. Also note that in a solution to the problem every node with degree $\Delta$ has to have two neighbors with the same color.

When designing a coloring algorithm in which not all nodes are colored at the same time, there are different types of slack. A node gets slack if two of its neighbors are assigned the same color. It also gets a temporary reprieve if a neighbor is stalled to be colored later. We call the former permanent slack and the latter temporary slack. The easiest form is the a priori slack that a node of low-degree has. These three types of slack are illustrated in Fig. 1. Classic proofs of Brooks' theorem revolve around finding just one non-adjacent pair of nodes with a common neighbor whose removal does not disconnect the graph. Such a pair must exist in a $\Delta + 1$-clique free graph. The pair is then colored with the same color, giving its common neighbor permanent slack, and as long as we color it last, its neighbors have temporary slack, and if we stall their coloring, their neighbors will have temporary slack, etc., that is one can $\Delta$-color the whole graph with a layered approach.

![Figure 1: The three types of slack. An uncolored node can obtain permanent slack by two neighbors receiving the same color (left); a priori slack by having a degree < $\Delta$ (middle); or temporary slack by stalling some of its neighbors, to be colored later (right).](image)
The challenges towards a $O(\log^* n)$-round algorithm for $\Delta$-coloring become more evident when looking at the tools to obtain such runtimes for $(\Delta + 1)$-coloring. The standard initial step is to partition the nodes into the sparse nodes and clusters of dense nodes known as almost-cliques (AC) [HSS18, ACK19], see Lemma 2.1 for the details. Then, a standard step in randomized coloring algorithms is to give slack to sparse nodes – those with many pairs of non-adjacent neighbors – via the following one-round random step, which we call SlackGeneration: Each node of a random subset chooses a color at random and keeps it if no neighbor also picked that color. Thus, after a single round of color trials, all uncolored sparse nodes have permanent slack and induce a $(\deg + 1)$-list coloring instance. Therefore, dense nodes are the main challenge for $\Delta$-coloring. As we detail soon, dense parts of the graph impose strong requirements on which nodes need to be colored consistently. Thus, in addition to this probabilistically generated slack for sparse nodes, we also require to handcraft slack deterministically.

We illustrate some typical difficult cases, which also motivate our design choices. For the sake of this exposition, it’s best to think of an AC as a clique on approximately $\Delta$ nodes, possibly with a single edge missing, also see Figure 3 on page 11. Then, in order to reduce to the $(\deg + 1)$-list coloring problem it suffices to give just one node of an AC slack, i.e., a toehold. Namely, by deferring it, its neighbors get temporary slack, which can be recursively provided to the rest of the AC. Still, as we shall see, no single method suffices to deal with all ACs. Some ACs can obtain such a toehold probabilistically; others can have it handcrafted; while yet others are best handled with temporary slack. In the example of Figure 3 (left) on page 11, there is exactly one pair of non-adjacent nodes, and they must be colored the same for the instance to be $\Delta$-colored. In the example on the right, we need to same-color an outside neighbor and an internal node, so that their common neighbor gets permanent slack. In this case, it is hard to do so in a deterministic distributed manner due to dependencies, as the outside neighbors may themselves be in ACs of the same type.

However, it is not always possible to find a non-edge within the AC or use a probabilistic argument on the outside neighbors. For example, consider the ACs in Figure 2 on page 9. Here, all ACs have too few distinct outside neighbors to get probabilistic slack with high probability guarantee when coloring nodes randomly. For those, we either need to handcraft slack by same-coloring an inside-outside pair (Figure 2, left, on page 9), or find an outside neighbor to be colored later (Figure 2, right, on page 9). In the latter case, we need the later-colored neighbor to have permanent slack.

Even with a method to handle each type, the problem is fragile, as we must ensure that the different solutions are compatible. Any probabilistic slack generation needs to leave essential features sufficiently intact, and a solution for one type of AC cannot destroy the solution for another type, or one requires a completely new approach.

In this section we have only discussed the challenges for an efficient reduction to the $(\deg + 1)$-list coloring problem. In order to use such a reduction for an $O(\log^* n)$-round algorithm, these list coloring instances require additional properties, namely, the lists need to be large enough to leverage the list coloring result of [HKNT22, HNT22].

1.3 Related Work

The only works on $\Delta$-coloring general graphs in the LOCAL model are a seminal paper from 1995 [PS95a] and a paper first published in 2018 [GHKM21]. Both rely on so-called degree choosable subgraphs, i.e., subgraphs with a certain structure such that they can be $\deg$-list colored. In a nutshell, the algorithms in [GHKM21] first remove all degree subgraphs that have at most a certain fixed radius $r$. As a result, the remaining graph has lots of additional tree-like structure that can be exploited. Degree choosable subgraphs can then be colored brute-force in the end, since, by
definition, any partial coloring outside the subgraph can be extended to a full solution on the subgraph. The algorithm of [PS95a] also relies on coloring such large subgraphs brute-force. Hence, these algorithms are crucially based on learning the full topology in (often even non-constant radius) neighborhoods, which is infeasible for an efficient CONGEST implementation.

Additional papers refer to $\Delta$-coloring, e.g., [Kuh20, MT20, RG20, GK21]. These do not address the $\Delta$-coloring problem directly, but provide improved ($\text{deg} + 1$)-list coloring algorithms, which is used as a subroutine in [GHKM21].

The randomized $\Omega(\log \Delta \log n)$ and deterministic $\Omega(\log \Delta n)$ lower bounds for $\Delta$-coloring [BFH+16] already hold on tree topologies and these are known to be tight [CKP16].

There is only one result on $\Delta$-coloring in the CONGEST model [MU21], that is, a poly $\log\log n$-round randomized algorithm, if $\Delta$ is constant. The result follows from a general statement about so called locally checkable labeling (LCL) problems [NS95]. It is known that any LCL problem (on constant-degree graphs) with a sublogarithmic randomized LOCAL algorithm also has a poly $\log\log n$-round LOCAL algorithm [CP17, RG20]. In [MU21] the authors show that the result also holds in the CONGEST model. Hence, their $\Delta$-coloring algorithm is non-explicit and it is unlikely that the same technique extend to large values of $\Delta$.

These general results also show that the $\Delta$-coloring problem is closely linked to the distributed Lovász local lemma problem (LLL). Any problem with a sublogarithmic algorithm in the LOCAL model on constant degree graphs can be solved in the same time as the LLL problem [CP17]. $\Delta$-coloring is such a problem [GHKM21], and in fact on trees both problems can be solved in $\Theta(\log\Delta \log n)$ rounds [CKP16] (and $\Delta$ coloring is in fact solved via an LLL-like approach). It is conjectured that the same runtimes hold on general graphs [CP17].

A single-pass streaming algorithm was recently given for $\Delta$-coloring that uses $\tilde{O}(n)$ memory [AKM22]. Although the setting is quite different from ours, many of the issues they deal with and the structures they propose are very similar. They give a similar classification of almost-cliques, with different treatment of the three different settings described in the previous subsection: a) ACs containing a non-edge (our "nice" ACs; their "holey" and "unholey critical"), b) ACs that benefit from slack generation (our "ordinary"; their "lonely small"), and c) ACs that need outside help (our "difficult"; their "friendly small"). Let us examine these in some more details.

The distinction between b) and c) depends on if there exists a node outside the clique that has many neighbors in the clique. These are 'special nodes' as we call them, or 'friends' as in [AKM22], are crucial to the arguments, yet have not appeared before in the literature. ACs without special nodes are loosely enough connected to receive slack in the initial random color trial step (for case b)). Our arguments in this case involves the somewhat heavy application of Talagrand's inequality; they can process the cliques individually and compute a coloring for each via a random graph argument similar to [ACK19]. Treating the first type, a), is relatively easy distributively (our "nice" ACs). That is harder in streaming since full access to the adjacency lists is not available, but made possible with the sparse recovery technique. Treating the third type is the hardest for the distributed solution, because of the possible dependencies. We split these 'difficult' ACs into two types, 'runaway' and 'guarded', corresponding to the two cases shown in Figure 2. This case is also the last and most involved one in [AKM22] but the fact that the cliques can be resolved sequentially in the streaming setting simplifies the arguments. Just as we do for 'guarded' ACs, they pair an outside node with a non-neighbor in the AC and assign them the same color. We ensure that the outside node participates only in this one pair (which necessitates a separate treatment of the other type, 'runaway' ACs) to avoid dependencies, while they recolor the relevant outside node if it was already colored in previous phases.

At the end of the day, the challenging issues are different in streaming and distributed settings and the precise definitions and the solutions are somewhat different. Yet, the similarity between
the classifications of ACs and 'special' nodes is illuminating, given that these concepts have not appeared before.

There is a vast amount of randomized and deterministic distributed vertex coloring algorithms that color with more than $\Delta$ colors. The excellent monograph [BE13] covers many of these results until 2013. We only cover a few selected newer results, and, e.g., completely spare the large body of work on edge colorings or colorings of special graph classes. An ultrafast $O(\log^* n)$-round algorithm was already published in 2010, though using $O(\Delta^{1+\Omega(1)})$ colors [SW10]. In 2016, the aforementioned influential concept of almost-clique decompositions was introduced to the area and yielded the first sublogarithmic $\Delta + 1$-coloring algorithm [HSS18]. In 2018, the first poly log log $n$-round algorithm appeared [CLP20, RG20]. All these results hold in the LOCAL model. Only in 2021, the first poly log log $n$ algorithm in the CONGEST model appeared [HKMT21]. Very recently, the aforementioned results have been extended to the $(\deg + 1)$-list coloring problem in both the LOCAL [HKNT22] and CONGEST [HNT22] models, answering an open question in [CLP20].

A recent breakthrough provided the first deterministic poly log $n$-round algorithms for $\Delta + 1$-coloring in the LOCAL model [RG20]; the algorithm is also used as a subroutine in many of the aforementioned results. Shortly after, these result were extended to the CONGEST model [BKM20, GK21]. An orthogonal research direction aims for fast deterministic CONGEST and LOCAL algorithms mainly as a function of the maximum degree $\Delta$, that is, the dependence on $n$ is limited to the unavoidable $O(\log^* n)$ term [Lin92]. There have been several recent algorithms [Bar16, FHK16, BEG18, MT20, Mau21] with the state-of-the art being $O(\sqrt{\Delta \log \Delta + \log^* n})$ rounds for $(\deg +1)$-list coloring in LOCAL and $O(\Delta^{3/4} + \log^* n)$ rounds in CONGEST [Bar16].

To the best of our knowledge, there are no known $\Delta$-coloring algorithms for the Congested Clique. $O(1)$-round algorithms are known for $\Delta + 1$-coloring, both randomized [CFG+18] and deterministic [CDP21].

1.4 Outline

In Section 2, we present notation and the almost-clique decomposition (modified to our needs). In Section 3, we present the steps of our reduction, including reasons for their correctness (in a nutshell). In Section 4, we formally prove their correctness, except for the analysis of the randomized slack generation. To ease presentation, the latter appears in Section 5. In Section 6, we reason how to implement our algorithm in the Congested Clique.

2 Almost Clique Decompositions & Notation

Denote $[k] = \{0,\ldots,k - 1\}$. Consider a graph $G = (V, E)$. For a node $v \in V$ let $N(v)$ be the set of its neighbors and for a subset $S \subseteq V$ let $N(S) = \bigcup_{v \in S} N(v)$. $\deg(v)$ denotes the degree of a node and for $S \subseteq V$ we denote $N_S(v) = S \cap N(v)$ and $\deg_S(v) = |N_S(v)|$. We use $g(\Delta) = \omega(f(\Delta))$ in a statement if the statement holds for a (sufficiently large) constant $C > 0$ such that $g(\Delta) \geq Cf(\Delta)$.

In the $\ell$-list coloring problem each node is given a list of allowed colors of size at least $\ell$. The objective is to compute a valid coloring in which each node outputs a color from its list.

2.1 Almost Clique Decomposition

The (local) sparsity $\zeta_v$ of a vertex $v$ is defined as $\zeta_v = \frac{1}{\Delta} \left( \binom{\Delta}{2} - m(N(v)) \right)$, where for a set $X$ of vertices, $m(X)$ denotes the number of edges in the subgraph $G[X]$. Roughly speaking, $\zeta_v$ is proportional to the number of missing edges in the graph induced by $v$’s neighborhood. However, note that a node with degree $\ll \Delta$ also has large sparsity.
Almost-clique decompositions have become a useful tool for distributed graph coloring, e.g., [HSS18, ACK19, HKMT21]. Here, we use a form of the decomposition with slightly stronger properties. It partitions $V$ into $V_{\text{sparse}}$, the sparse nodes, and $C$, the dense nodes. It further partitions the dense nodes into almost cliques (AC) $C_1, C_2, \ldots, C_t$. Let $C(v)$ denote the almost-clique that a given dense node $v$ belongs to. The outside degree $e(v)$ of a dense node $v$ is the number of neighbors of $v$ outside $C(v)$. The anti-degree $a(v)$ of a dense node $v$ is the number of non-neighbors of $v$ in $C(v)$.

**Lemma 2.1** (ACD computation). For any graph $G = (V, E)$, there is a partition (almost-clique decomposition (ACD)) of $V$ into sets $V_{\text{sparse}}$ and $C_1, C_2, \ldots, C_t$ such that:

1. Each node in $V_{\text{sparse}}$ is $\Omega(\epsilon^2 \Delta)$-sparse,
2. For every $i \in [k]$, $(1 - \epsilon) \Delta \leq |C_i| \leq (1 + 3\epsilon) \Delta$,
3. Each dense node $v$ has at least $(1 - 4\epsilon) \Delta$ neighbors in $C(v)$: $|N(v) \cap C(v)| \geq (1 - 4\epsilon) \Delta$,
4. For each node $u \notin C_i$, $|N(u) \cap C_i| \leq (1 - 2\epsilon) \Delta$.

Further, there is an $O(1)$-round CONGEST algorithm that for a given graph with maximum degree $\Delta$ and a given constant $0 < \epsilon < 1/20$ computes a valid ACD, w.h.p., if $\Delta = \omega(\log^2 n)$.

**Proof of Lemma 2.1.** We first use the CONGEST algorithm from [HKMT21, arXiv, Lemma 9.1] to compute an ACD $(V', D_1, D_2, \ldots, D_t)$ in $O(1)$ rounds. The algorithm is stated for $\epsilon = 1/3$ but it can be run in the same number of rounds and with the same guarantees for any given constant $\epsilon \leq 1/3$. Then, we modify the decomposition as follows. Let $C_i$ consist of $D_i$ along with any node $u \in V'$ with at least $(1 - 4\epsilon) \Delta$ neighbors in $D_i$, for each $i \in [t]$. Let $V_{\text{sparse}} = V \setminus \cup_i C_i$. This completes the construction.

First, observe that the decomposition is well-defined, as a node $u \in V'$ cannot have more than $(1 - 4\epsilon) \Delta$ neighbors in more than on $D_i$. Second, observe that by [HKMT21, arXiv, Lemma 6.2] the nodes in $V'$ have sparsity $(\eta^2/4) \Delta$ where $\eta = \epsilon/108$. So, they are $\Omega(\epsilon^2 \Delta)$-sparse. This holds then also for the nodes of $V_{\text{sparse}}$, establishing (1).

Third, each node in $D_i$ has at least $(1 - 4\epsilon) \Delta$ neighbors in $D_i \subseteq C_i$, by the definition of an ACD in [HKMT21, Lemma 9.1 + ACD Def], and the same holds by construction for the nodes of $C_i \setminus D_i$. This establishes (3).

By [HKMT21, Lemma 9.1 + ACD Def], each $D_i$ satisfies $(1 - \epsilon) \Delta \leq |D_i| \leq (1 + \epsilon) \Delta$. We claim that $|C_i \setminus D_i| \leq 2\epsilon$, which establishes (2). Each node in $D_i$ has at most $\epsilon \Delta$ outside neighbors, so the number of edges with exactly one endpoint in $D_i$ is at most $\epsilon \Delta |D_i| \leq (1 + \epsilon) \Delta^2$. Each node of $C_i \setminus D_i$ is incident on at least $(1 - 4\epsilon) \Delta$ such edges. Thus, $|C_i \setminus D_i| \leq (1 + \epsilon) \Delta^2/(1 - 4\epsilon) \leq 2\epsilon \Delta$, for $\epsilon \leq 1/20$. Hence, $|C_i| \leq |D_i| + |C_i \setminus D_i| \leq (1 + 3\epsilon) \Delta$, establishing (2).

Finally, by definition, each node in $V_{\text{sparse}}$ has at most $(1 - 4\epsilon) \Delta$ neighbors in $D_i$. Also using $|C_i \setminus D_i| \leq 2\epsilon \Delta$, we obtain that each node in $V_{\text{sparse}}$ has at most $(1 - 2\epsilon) \Delta$ neighbors in $C_i$. By (3), each node in $C_j$, $j \neq i$, has at most $4\epsilon \Delta \leq (1 - 2\epsilon) \Delta$ neighbors in $C_i$, establishing (4).

The next observation is immediate from properties of an ACD (Lemma 2.1 (2) and (3)).

**Observation 2.2.** For each node $u$ in an AC $C$ we have $a(u) \leq 7\epsilon \Delta$ and $e(u) \leq 4\epsilon \Delta$.

**Proof of Observation 2.2.** The bound on $a(v)$ additionally requires that the AC is of size $(1 + 3\epsilon) \Delta$ by Lemma 2.1 (2). The bound on $e(v)$ follows as $v$ has at least $(1 - 4\epsilon) \Delta$ neighbors in $C(v)$ by Lemma 2.1 (3).
3 Ultrafast $\Delta$-coloring

The objective of this and the next section is to argue the following main theorem.

**Theorem 1.1.** There is a randomized poly log log $n$-round CONGEST algorithm, that w.h.p. $\Delta$-colors any graph with $\Delta = \omega(\log^3 n)$ that does not contain a $\Delta + 1$-clique. If $\Delta = \omega(\log^{21} n)$, it runs in $O(\log^* n)$ rounds.

In this section, we present the high-level structure of our reduction to a constant number of $\deg + 1$-list coloring instances, including the arguments for correctness in a nutshell. In Section 4, we present the corresponding formal proofs. We solve the instances via the following result.

**Lemma 3.1** (List coloring [HKNT22, HNT22]). There is a randomized CONGEST algorithm to $(\deg + 1)$-list-color any graph in $O(\log^3 \log n)$ rounds, w.h.p. If all lists are of size at least $\omega(\log^7 n)$, then the algorithm runs in $O(\log^* n)$ rounds.

3.1 Definition and Almost-Clique Classification

To avoid an unsolvable situation where a partial coloring cannot be extended to a full $\Delta$-coloring, the order in which we color nodes is crucial. We now define the notation needed to present this order. We partition the ACs of a given ACD into three types: ordinary, nice, and difficult, with the last further divided into guarded and runaway ones. We next explain the intuition behind this partition, formal definitions follow hereafter. Ordinary ACs can profit from an initial randomized coloring step. These ACs have many outgoing edges connecting the AC with many distinct external neighbors, and hence coloring a constant fraction of these external neighbors and a constant number of the nodes inside the AC randomly will with high probability produce an uncolored toehold node inside the clique; two of its neighbors, one external and one within the AC, will have chosen the same color. Difficult ACs are such that they do have many outgoing edges but many of them are incident to the same external (special) node. Thus, a similar reasoning based on coloring nodes randomly is doomed to fail as its success depends too much on the randomness of that special node and hence difficult ACs are treated as follows. We create slack differently, depending on whether the special node is shared by more than one AC (runaway ACs) or not (guarded ACs). For guarded ACs we same-color the special node (a protector) and one of its non-neighbors inside the clique. This procedure itself is a $(\deg + 1)$-list coloring problem on a virtual graph where the nodes are pairs of vertices. Intuitively, we could proceed similarly for runaway ACs, but since different ACs share the same special node it is difficult to perform this same-coloring procedure on a complicated virtual graph. Instead, we use the special node itself as the toehold (an escape) by deferring coloring it. It can be colored at the end as it can obtain slack through coloring the nodes in its adjacent runaway ACs randomly. Lastly, the intuition for nice ACs is yet a different one. One example of a nice AC is a $\Delta + 1$ clique with a single edge missing. Here, we need to same-color the non-adjacent pair of nodes inside the AC, again a $(\deg + 1)$-list coloring problem on a virtual graph by itself. The precise definitions are more subtle than this intuitive overview. For example, we need to ensure that we can deal with the fact that ACs of different types can occur next to each other in a graph, the special node of a difficult AC could be part of another AC, and the freedom in the two list coloring problems on virtual graphs crucially depends on the order in which we color nodes. Next, we continue with formally defining the partition.

Let $\psi = \Delta^{1/3}$ and $\varphi = \Delta^{2/3}/2$. A node $v \notin C$ is *special* for an AC $C$ if it has at least $\varphi$ neighbors in $C$. A node is *simplicial* if its neighborhood is a clique.

- An AC is *easy* if it contains a simplicial node or a non-edge (i.e., two non-adjacent vertices).
Figure 2: In both of the examples the $\Delta$-cliques have few outside neighbors. On the left side we see a guarded AC with two special nodes. Each of them, e.g., the red node may serve as a protector for the AC. On the right side there are two runaway ACs that have common special nodes. Both special nodes, e.g., the blue node, may become an escape.

- An AC is **difficult** if: a) it is non-easy, b) it has a *special* neighbor, and c) $|C| \geq \Delta - \psi$. For each difficult AC $C$ pick one arbitrary special neighbor. Non-picked special nodes will not play a special role in the algorithm.
- An AC is **nice** if it is easy or contains a picked special node.
- An AC is **ordinary** if it is neither difficult nor nice.

Call a special node $v$ an *escape* if it is picked by at least two ACs. If the special node of a difficult AC $C$ is such an escape node denote it by $e_C$, call the clique a *runaway*, and call $e_C$ its *escape*. For a difficult AC whose special node is not picked by another AC, denote its special node by $p_C$, call $C$ a *guarded* AC and call $p_C$ its *protector*. See Figures 2 and 3 for examples of these definitions.

**Definition 3.2** (Fine Grained ACD). Given an ACD of a graph, we partition the graph nodes into the following sets.

1. $\mathcal{P}$: the set of protector nodes,
2. $\mathcal{E}$: the set of escape nodes,
3. $V_*$: nodes in $V_{\text{sparse}}$, excluding those in $\mathcal{P} \cup \mathcal{E}$,
4. $\mathcal{O}$: nodes in ordinary ACs,
5. $\mathcal{R}$: nodes in runaway ACs,
6. $\mathcal{N}$: nodes in nice ACs, excluding those in $\mathcal{P} \cup \mathcal{E}$,
7. $\mathcal{G}$: nodes in guarded ACs.

**Observation 3.3.** Difficult and ordinary ACs are cliques and contain neither escapes nor protectors.

*Proof.* Ordinary and difficult ACs are cliques as a non-edge between any two of its vertices would classify the respective clique as easy. Let $C$ be a difficult AC and let $v \in C$. As $|C| \geq \Delta - \psi$, and the AC $C$ is not easy, $v$ has at most $\psi$ external neighbors. As nodes in $\mathcal{P} \cup \mathcal{E}$ have at least $\varphi > \psi$ neighbors in an AC different from their own, $v \notin \mathcal{P} \cup \mathcal{E}$.

By definition, any AC that is neither easy nor difficult and contains a special node is classified as a nice AC. Hence, by definition, (the remaining) ordinary ACs do not contain special nodes, i.e., they contain neither escapes nor protectors.

**Observation 3.4.** The node sets $\mathcal{P}, \mathcal{E}, V_*, \mathcal{O}, \mathcal{R}, \mathcal{N},$ and $\mathcal{G}$ partition the nodes of the graph.

*Proof.* The sets of nodes clearly cover all nodes of the graph as every node in an ACD is either contained in $V_{\text{sparse}}$ or in an AC. Most sets are disjoint by definition, in particular, we have $\mathcal{P} \cap \mathcal{E} = \emptyset$. 
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The only potential non-empty intersection between sets is covered by Observation 3.3, which shows that difficult ACs cannot contain a node of $P \cup E$.

3.2 The Algorithm & Intuition

During the course of our algorithm we keep updating the palettes of available colors of nodes by removing colors used by already colored neighbors. Such an update can be implemented in a single round. Whenever we create a list coloring instance, the (uncolored) degree of a node refers to its degree in the considered subgraph (or in some cases virtual graph), while the palette is the set of available colors in the whole graph $G$. A node has slack $x$ in a subgraph if its palette is at least by $x$ larger than its uncolored degree in the subgraph. A node has unit-slack in a subgraph if it has slack of at least one. Next, we present our main high-level algorithm, where each step is detailed on later.

Algorithm 1 $\Delta$-coloring (High-Level Overview)

1: Compute an ACD ($\varepsilon = 1/172$)
2: Break the graph into groups $V_\ast, O, R, N, G, P,$ and $E$ according to Definition 3.2.
3: Run SlackGeneration on $V_\ast \cup O \cup R$.
4: Color $V_\ast$: sparse nodes in $V_{\text{sparse}} \setminus (P \cup E)$
5: Color $O$: nodes in ordinary ACs
6: Color $R$: nodes in runaway ACs
7: Color $N$: nodes in nice ACs, excluding those in $P \cup E$
8: Color $G \cup P$: nodes in guarded ACs $G$ and protector nodes $P$
9: Color $E$: escape nodes

Note that some nodes of $V_\ast \cup O \cup R$ are already colored in SlackGeneration.

See Figure 4 on page 25 for an illustration for the dependencies on the coloring order of different node sets.

3.3 Our Steps in a Nutshell

In order to use the $O(\log^* n)$-round algorithm of Lemma 3.1, we need not only ensure that the nodes in the list coloring instances have unit-slack, but that they also have large palettes. One observation that we use frequently is that a node with many uncolored neighbors always has a large palette of remaining colors. Thus, we achieve large palettes in one of three ways: many same-colored pairs of neighbors, many stalled neighbors, or by coloring large-degree subsets simultaneously. We next provide intuition for why each of the steps works.

Step 1 uses the algorithm from Lemma 2.1 and the partition in Step 2 is well defined due to Observation 3.4. We continue with the remaining steps.

**Step 3 (Slack Generation):** Step 3 executes SlackGeneration (recall its description in Section 1.2 or see Section 5 for the formal definition) where only nodes in $V_\ast \cup O \cup R$ participate. We prove the following lemma that is central to our algorithm. It abstracts away all randomized steps and probabilistic guarantees that we need for the rest of the reduction. Its proof appears in Section 5.

Lemma 3.5 (Properties of Step 3, SlackGeneration). If $\Delta = \omega(\log^3 n)$, the following properties hold w.h.p. after Step 3.

(i) All sparse nodes have slack $\Omega(\Delta)$ in $G[V_\ast \cup O]$, and escape nodes have slack $\Omega(\Delta)$ in $G[V]$.
(ii) All ordinary cliques have $\Omega(\psi)$ uncolored vertices with unit-slack in $G[V_\ast \cup O]$. 

For each difficult AC $C$, at most half the vertices in $N_C(e_C)$ ($N_C(p_C)$) are colored.

We next provide some intuition for the result of Lemma 3.5. The result for sparse nodes is closely related to similar results in previous work [MR98, EPS15, HKMT21]. By definition, a sparse node has $\Omega(\Delta^2)$ non-edges in its neighborhood, and for any of these the probability that both “endpoints” are same-colored in SlackGeneration is $\Theta(1/\Delta)$. Thus, in expectation, $\Omega(\Delta)$ of these non-edges are colored monochromatic, providing $\Omega(\Delta)$ permanent slack for the sparse node. The dependencies can be taken care of with a version of Talagrand’s inequality. The most involved part of Lemma 3.5 is part (ii), that provides slack for ordinary cliques. First, we show that ordinary ACs have $\Omega(\varphi/\psi) = \Omega(\psi)$ distinct outside neighbors. The choice of $\varphi$ and $\psi$ is crucial in this step. This merely follows as they do not have a special neighbor that is incident to many nodes of the AC. Then, consider one of these outside neighbors $w$. Due to Lemma 2.1, 4., it has at most $(1 - 2\varepsilon)\Delta$ neighbors inside the clique, implying that it has a set $A_w$ of $2\varepsilon\Delta$ non-neighbors in the AC. If there were no dependencies between the coloring of different nodes, it is easy to see that there is a constant probability that $w$ and a node of $A_w$ get same-colored. Then, any uncolored neighbor $c$ of $w$ inside the clique (and these exist) obtains permanent slack from this same-colored pair. Intuitively, a similar reasoning holds for all the other $\Omega(\psi)$ outside neighbors, yielding $\Omega(\psi)$ nodes with permanent slack for the clique. The main difficulty here in the randomized analysis is to deal with the various types of dependencies between the different events.

Property (iii) follows with a Chernoff bound as every node only participates in the coloring procedure with a small constant probability.

**Step 4 (Sparse Nodes):** As Lemma 3.5 (i) provides $\Omega(\Delta)$ permanent slack for sparse nodes, coloring these nodes immediately yields a $(\deg + 1)$-list coloring instance with lists of size $\Omega(\Delta)$.

**Step 5 (Ordinary ACs):** Lemma 3.5 (ii) provides us with a large set $X$ of uncolored nodes inside the ordinary AC that all have permanent unit-slack. We stall the nodes in $X$ and first color the remaining nodes of the AC which have temporary slack due to having many neighbors in $X$. Then, we proceed with coloring the nodes in $X$. In both cases the $(\deg + 1)$-list coloring instances have large lists because every node is connected to all nodes in $X$ and $X$ is large.

**Step 6 (Runaway ACs):** For each runaway AC $C$ there is an escape node $e_C$ that is adjacent to at least $\varphi$ nodes in $C$. By Lemma 3.5 (iii), at least $\varphi/2$ of them remain uncolored during SlackGeneration. As $e_C \in \mathcal{E}$ is only colored in Step 9, these nodes obtain temporary slack. Then, all nodes of the clique can be colored with two list coloring instances with a similar two-layer approach as for ordinary ACs. See Figure 2 (right hand side), for an illustration of these ACs.

**Step 7 (Nice ACs):** For nice ACs there are several subcases that we deal with one after the other. Nice ACs that contain a protector or an escape node can be colored in two $(\deg + 1)$-list coloring instances, as most nodes have temporary slack from the stalled vertices (protectors and
escapes are only colored in later steps). If a nice AC has no non-edge and no node in $\mathcal{P} \cup \mathcal{E}$, we can show that the nice clique has to contain a node with degree $< \Delta$, that can serve as a toehold. The most involved part, is the case of having a non-edge and no node of $\mathcal{P} \cup \mathcal{E}$. In this case we form a pair from the endpoints of the non-edge and create a virtual graph $H$ in which each pair forms a vertex, and two pairs are adjacent if some of their endpoints are adjacent in $G$. Additionally, each pair receives as its list of available colors, the intersection of the lists of its endpoints. Then, list-coloring $H$ same-colors the endpoints in each pair. This list coloring problem is solvable because (1) one can show that both endpoints have more than $\Delta/2$ common uncolored neighbors in their clique, yielding a list of size $\Delta/2$, and because (2) one can show that the maximum degree of $H$ is at most $O(\varepsilon \Delta) \ll \Delta/2$. The latter follows as Observation 2.2 bounds the outside degree of nodes inside the AC by $8\varepsilon \Delta$, and hence the degrees in $H$ by $16\varepsilon \Delta$. Once we have same-colored the pairs in these nice ACs there are several nodes with permanent slack in each nice AC allowing to color the ACs with a two layer approach, similar to the previous cases. Note that a bit more care is needed as there may be further non-edges yielding that nice ACs are less connected than ordinary ACs or runaway ACs.

**Step 8 (Guarded ACs):** See Figure 2 (left hand side), for an illustration of these ACs. Similar to the treatment of nice ACs, we form pairs of non-adjacent vertices. Then, same-coloring these pairs yields permanent slack for the common neighbors of vertices in the pair. Instead of pairing two non-adjacent vertices inside the AC $C$ (these do not exist!), we form pairs by teaming up the protector node $p_C \notin C$ with a non-neighbor $u_C$ inside the clique. Such a non-neighbor exists, because a protector node can have at most $(1-2\varepsilon)\Delta < |C| \leq \Delta$ neighbors in $C$, due to Lemma 2.1, 4. Similar to the treatment of nice ACs, same-coloring the pairs yields a list coloring instance on a virtual graph $H$. The main challenge here is to show that these pairs of nodes can be colored consistently (and in parallel with the pairs of other guarded ACs) with a color in their joint palette. Here, the definition of protector nodes and the choice of $\psi$ and $\varphi$ is crucial in order to show that this list coloring instance can be solved efficiently. Here, it is also crucial that a protector node is only used by a single runaway clique. This is why special nodes that several difficult cliques want to use are treated differently (as escape nodes). As this step is crucial, we provide the full proof.

**Lemma 4.10.** The set $\{(u_C,p_C)\}_C$ of pairs for guarded ACs induces a $(\deg + 1)$-list coloring instance with palette size $\geq \varphi/2$.

**Proof.** A node of $G$ conflicts with a pair $(u_C,p_C)$ of a guarded AC $C$ if the node is already colored or is contained in an adjacent pair of the same phase. Consider a guarded AC $C$. As $C$ has no non-edges and its size is at least $\Delta - \psi$ node $u_C$ has at most $\psi$ neighbors outside $C$. By definition, node $p_C$ has at most $\Delta - \varphi$ neighbors outside $C$. Due to Observation 3.3, $C$ does not contain any protector of another AC. Hence, no nodes of $C$ (besides $u_C$) are colored in this phase. Thus, at most $\Delta - \varphi + \psi \leq \Delta - \varphi/2$ nodes conflict with the pair $(u_C, p_C)$. The number of nodes that conflict with a pair is significantly less than $\Delta$, the number of colors initially available. Thus, the problem of coloring the pairs reduces to $(\deg + 1)$-list coloring with a palette of size at least $\varphi/2$. \hfill \Box

Once we have colored the pair $(u_C, p_C)$, all nodes in the set $X$ of neighbors of $p_C$ in $C$ obtain temporary unit slack. Indeed $X$ contains at least $\varphi/2$ nodes as $p_C$ has at least $\varphi$ neighbors by Lemma 3.5 (iii) half of these are still uncolored. Now, we put the nodes in $X$ aside, providing temporary slack for all remaining nodes in $C$, list color these, and then list color the nodes in $X$. One can show that each list coloring instance uses lists of size at least $\varphi/2$.

In this step we also automatically color all protector nodes.

**Step 9 (Escape Nodes):** While it is crucial for the previous steps that escape nodes are colored at the very end, coloring them is just a single $(\deg + 1)$-list coloring instance. Due to Lemma 3.5,
(i), each escape node has $\Omega(\Delta)$ permanent slack, which implies that the list coloring problem is solvable and that all lists are large.

4 Ultrafast $\Delta$-coloring: Details of the Reduction

To formally prove the correctness and runtime of our reduction we use the following nomenclature.

**Definition 4.1.** Consider an arbitrary step of the algorithm. A node is *white* if it has unit-slack or a neighbor that will be colored in a later step of the algorithm. A node is *gray* if it has a white neighbor (and is not white itself).

We emphasize that the property of being white or gray crucially depends on the order in which nodes are processed. Whenever we claim that a node (set) is white or gray it refers to a certain step of the algorithm in which we color the respective set.

Any set consisting of white and gray nodes only can be colored.

**Lemma 4.2.** A set consisting of white and gray nodes only can be colored via two $(\deg + 1)$-list coloring instances.

**Proof.** First, we use one $(\deg + 1)$-list coloring instances for the gray nodes, and then one for the white nodes. Gray nodes have unit-slack in the graph induced by themselves as they have at least one white non-participating neighbor. White nodes have unit-slack or a non-participating neighbor in the graph induced by all white nodes.

We say that a set of white or gray nodes has list size at least $\ell$ if all lists in the respective $(\deg + 1)$-list coloring instances from Lemma 4.2 have this minimum size.

4.1 Detailed Steps & Analysis

We now prove the correctness and the constant runtime bounds of each step in detail. As the list sizes crucially depend on the choice of $\varphi$ and $\psi$ and are essential to obtain our $O(\log^* n)$, we prominently mention the list size of each step, including all occurring $(\deg + 1)$-list coloring instances.

4.1.1 Step 1: ACD Construction

Step 1 uses the algorithm from Lemma 2.1 that runs in $O(1)$ rounds and requires that $\Delta = \omega(\log^2 n)$.

4.1.2 Step 2: Partition of the Nodes

The partition in Step 2 is well defined partition due to Observation 3.4. Nodes can determine in which set they are in $O(1)$ rounds, after the ACD has been computed as each AC receives a unique identifier, e.g., the maximum ID of its nodes.

4.1.3 Step 3: SlackGeneration

Step 3 consists of a single round of color trials, in which each node of $V \cup \mathcal{O} \cup \mathcal{R}$ activates itself with a small constant probability and activated nodes then try a color from $[\Delta]$ uniformly at random; a color is kept permanently by a node if no neighbor tries the same color, otherwise the trial is discarded. We show the following lemma.
Lemma 3.5 (Properties of Step 3, SlackGeneration). If \( \Delta = \omega(\log^3 n) \), the following properties hold w.h.p. after Step 3.

(i) All sparse nodes have slack \( \Omega(\Delta) \) in \( G[V_* \cup O] \), and escape nodes have slack \( \Omega(\Delta) \) in \( G[V] \).

(ii) All ordinary cliques have \( \Omega(\psi) \) uncolored vertices with unit-slack in \( G[V_* \cup O] \).

(iii) For each difficult AC \( C \), at most half the vertices in \( N_C(e_C) \) \((N_C(p_C))\) are colored.

Lemma 3.5 abstracts away all randomized steps and probabilistic guarantees that we need for the rest of the reduction. Hence, to ease the presentation we defer its involved proof to Section 5.

4.1.4 Step 4: Coloring Sparse Nodes

Sparse nodes are white due to Lemma 3.5.

Lemma 4.3. W.h.p, sparse nodes are white with list size at least \( \Omega(\Delta) \).

Proof. By Lemma 3.5 (i) a sparse node has slack \( \Omega(\Delta) \) in \( G[V_* \cup O] \). As all nodes not in \( V_* \cup O \) are colored later, each sparse node is white and lists are of size \( \Omega(\Delta) \).

List sizes:
- Sparse nodes: \( \Omega(\Delta) \)

4.1.5 Step 5: Ordinary Cliques

Nodes in ordinary cliques are white or gray due to Lemma 3.5.

Lemma 4.4. W.h.p, all nodes in ordinary ACs are white or gray with list size at least \( \Omega(\psi) \).

Proof. By Lemma 3.5 (ii), each ordinary AC has \( \Omega(\psi) \) uncolored nodes with unit-slack in \( G[V_* \cup O] \). These nodes are white when we process ordinary ACs. The remaining uncolored nodes of the AC are then gray, since \( C \) is a clique.

The following list sizes follow as each node of an AC is adjacent to each of the uncolored unit-slack nodes inside the clique.

List sizes:
- Ordinary ACs (gray instance): \( \Omega(\psi) \),
- Ordinary ACs (white instance): \( \Omega(\psi) \).

4.1.6 Step 6: Runaway Cliques

Lemma 4.5. W.h.p, all nodes in runaway ACs are white or gray with list size at least \( \varphi/2 \).

Proof. A runaway AC \( C \) with escape \( e_C \) contains at least \( \varphi \) neighbors of \( e_C \) by definition. By Lemma 3.5 (iii), at least \( \varphi/2 \) of them remain uncolored during SlackGeneration, these nodes are white, because \( e_C \) is stalled and only colored in the last step (Step 9). The remaining uncolored nodes of \( C \) are then gray, since \( C \) is a clique.

List sizes:
- Runaway AC (gray instance): \( \varphi/2 \),
- Runaway AC (white instance): \( \varphi/2 \).
4.1.7 Step 7: Coloring Nice ACs

We color the nice ACs in the following order.

1. Nice ACs containing an escape, or a protector,
2. Nice ACs with no non-edge and no escape nor protector node,
3. Nice ACs with a non-edge.

The first two steps reduce to few \((\deg + 1)\)-list coloring instances via the next lemma.

**Lemma 4.6.** All nodes of a nice AC that contains an escape/protector or has no escape/protector and no non-edge are white or gray with list size at least \(\Delta/2\).

**Proof.** Protectors and escape nodes are stalled and colored after the nodes in nice ACs. Let \(v\) be a protector or an escape node of \(C\) and let \(W \subseteq C\) be all neighbors of \(v\) in \(C\). Note that \(W\) may contain protectors and escape nodes as well. Due to Lemma 2.1, (3), \(W\) has size at least \((1 - 4\epsilon)\Delta\).

By Observation 2.2, each node of \(C\) has at most \(7\epsilon\Delta\) anti-neighbors in \(C\). Hence, any node in \(C\) has at least \((1 - 11\epsilon)\Delta \geq \Delta/2\) neighbors in \(W\). Hence, all nodes in \(C \setminus (W \cup P \cup E)\) are gray with list size at least \(\Delta/2\) and all nodes in \(W \setminus P \cup E\) are white with list size at least \(\Delta/2\).

If a nice AC \(C\) contains no non-edge, no protector, and no escape, it contains a simplicial node \(u\), by the definition of nice ACs. Node \(u\) must have zero outside degree. Furthermore, \(C\) is a clique, and since by assumption the graph contains no \(\Delta + 1\)-cliques, \(u\) has at most \(\Delta - 1\) neighbors, all inside \(C\). Then \(u\) white, but since it is isolated in the graph it can be colored independently of the rest of the graph after the gray set \(C \setminus \{u\}\) has been colored.

For the remaining nice ACs we cannot immediately prove that they only contain white and gray nodes. Instead, we manually create a white toehold for them by coloring a carefully selected pair of nodes with the same color. We then argue that all nodes in the AC are white or gray, which allows us to complete the coloring.

**Toeholds for nice ACs:** For a nice AC \(C\) with a non-edge and no escape/protector, let \((u_C, w_C)\) be any non-edge in \(C\).

**Lemma 4.7.** The set \(\{ (u_C, w_C) \}_C\) of pairs induces a \((\deg + 1)\)-list coloring instance with list size at least \(\Delta/2\).

**Proof.** We say that a node of \(G\) conflicts with a pair if the node is already colored or is contained in an adjacent pair of the same phase. Consider a pair \((u_C, w_C)\) where \(C\) is nice. \(C\) is not colored during slack generation and the nodes in the pair are the only nodes in \(C\) colored while coloring the pairs of such nice ACs as \(C\) does not contain a protector. Thus, the only nodes that conflict with the pair are the outside neighbors of either node, of which there are at most \(2 \cdot 4\epsilon\Delta \leq \Delta/2\), by Observation 2.2. Hence, the number of nodes that conflict with a pair is significantly less than \(\Delta\), the number of colors initially available. Coloring the pairs reduces to \((\deg + 1)\)-list coloring with palettes of size \(\geq \Delta/2\).

**Lemma 4.8.** The pairs of nice ACs can be colored in the CONGEST model in \(O(\log^3 \log n)\) rounds, and even in \(O(\log^* n)\) rounds when \(\Delta = \omega(\log^2 n)\).

**Proof.** Both nodes of the pair \((u_C, w_C)\) have at least \((1 - 4\epsilon)\Delta\) neighbors in \(C\), so they have at least \((1 - 4\epsilon)\Delta - (|C| - (1 - 4\epsilon)\Delta) > (1 - 11\epsilon)\Delta \geq \Delta/2\) common neighbors in \(C\). They provide the bandwidth to transmit to one node all the colors adjacent to the other node. Also, all messages to and from \(u_C\) vis-a-vis its external neighbors can be forwarded in two rounds. Hence, we can simulate any CONGEST coloring algorithm on the pairs with \(O(1)\)-factor slowdown, in particular, we can simulate the algorithm from Lemma 3.1. Additionally, Lemma 4.7 shows that the palettes of
the list coloring instance have at least $\Delta/2 = \omega(\log^7 n)$ colors if $\Delta = \omega(\log^7 n)$. In this case, the algorithm runs in $O(\log^* n)$ rounds.

After coloring the pairs, we can color the remaining nice ACs.

**Lemma 4.9.** After coloring the pairs, the nodes in respective nice ACs are white or gray with list sizes at least $\Delta/3$.

**Proof.** Consider such a nice AC $C$. Recall from the proof of Lemma 4.8 that there are at least $\Delta/2$ common neighbors of the nodes in the pair $(u_C, w_C)$ of a nice AC $C$. Denote these nodes by $W$ and observe that they are white. As the anti-degree is bounded by $7\varepsilon \Delta$ (see Observation 2.2), each node of $C$ has at least $\Delta/2 - 7\varepsilon \Delta = \Delta/3$ neighbors in $W$. Thus all nodes in $C \setminus W$ are gray with the claimed list size. The latter argument also shows that the list size for nodes in $W$ is at least $\Delta/3$. 

**List sizes:**
- Nice ACs containing an escape, or a protector (gray instance): $\Delta/2$
- Nice ACs containing an escape, or a protector (white instance): $\Delta/2$
- Nice ACs with no non-edge and no escape nor protector node (gray instance): $|C| \geq \Delta/2$.
- Nice ACs with no non-edge and no escape nor protector node (white instance): Nodes are simplicial, have zero outside degree and are colored independently from the rest of the graph.
- Nice ACs with a non-edge (pairs): $\Delta/2$.
- Nice ACs with a non-edge (gray): $\Delta/3$.
- Nice ACs with a non-edge (white): $\Delta/3$.

### 4.1.8 Step 8: Coloring Guarded ACs Including their Protectors

Similarly to the last processed class of nice ACs, we cannot immediately argue that all nodes in guarded ACs are white or gray. Instead, we first manually create a white toehold for them by coloring a carefully selected pair of nodes with the same color. We then argue that all remaining nodes in the AC are gray, which allows us to complete the coloring.

**Toehold for guarded ACs:** For a guarded AC $C$, let $p_C$ be its protector and $u_C$ be an arbitrary uncolored non-neighbor of $p_C$ in $C$. Node $u_C$ exists as all nodes of $C$ are yet to be colored, $p_C \not\in C$ has at most $(1 - 2\varepsilon \Delta)$ neighbors outside $C$ by Lemma 2.1 (4), and $|C| \geq (1 - \varepsilon)\Delta$.

**Lemma 4.10.** The set $\{(u_C, p_C)\}_C$ of pairs for guarded ACs induces a $(\deg + 1)$-list coloring instance with palette size $\geq \psi/2$.

**Repeated proof.** A node of $G$ conflicts with a pair $(u_C, p_C)$ of a guarded AC $C$ if the node is already colored or is contained in an adjacent pair of the same phase. Consider a guarded AC $C$. As $C$ has no non-edges and its size is at least $\Delta - \psi$ node $u_C$ has at most $\psi$ neighbors outside $C$. By definition, node $p_C$ has at most $\Delta - \varphi$ neighbors outside $C$. Due to Observation 3.3, $C$ does not contain any protector of another AC. Hence, no nodes of $C$ (besides $u_C$) are colored in this phase as $C$. Thus, at most $\Delta - \varphi + \psi \leq \Delta - \varphi/2$ nodes conflict with the pair $(u_C, p_C)$. The number of nodes that conflict with a pair is significantly less than $\Delta$, the number of colors initially available. Thus, the problem of coloring the pairs reduces to $(\deg + 1)$-list coloring with a palette of size at least $\varphi/2$.

To color the pairs via Lemma 3.1 in $O(\log^* n)$ rounds, we only require $\Delta = \omega(\log^{14} n)$, as the list size of the pairs is at least $\varphi/2 = \omega(\log^7 n)$ for that choice of $\Delta$. 
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Lemma 4.11. The pairs of guarded ACs can be colored in the CONGEST model in \(O(\log^3 \log n)\) rounds, and even in \(O(\log^* n)\) rounds when \(\Delta = \omega(\log^{14} n)\).

**Proof.** For a guarded AC \(C\), the pair \(\{u_C, p_C\}\) has at least \(\varphi\) common neighbors in \(C\), by definition (recall that \(C\) is a clique). This suffices to communicate to \(p_C\) the colors of the at most \(\psi\) external neighbors of \(u_C\). The palette of valid colors for the pair can then be maintained at \(p_C\). Also, all messages to and from \(u_C\) vis-a-vis its external neighbors can be forwarded in two rounds. Hence, we can simulate any CONGEST coloring algorithm on the pairs with an \(O(1)\) slowdown, in particular, the algorithm from Lemma 3.1. Also, Lemma 4.10 shows that the palettes of the list coloring instance has at least \(\varphi/2 = \Omega(\log^7 n)\) colors the algorithm runs in \(O(\log^* n)\) rounds, if \(\Delta = \Omega(\log^{14} n)\).

We proceed with coloring guarded ACs. The protectors are colored as part of coloring the pairs.

**Lemma 4.12.** After coloring the pairs, all nodes in guarded ACs are white or gray with list sizes at least \(\varphi\) and \(\Delta/2\), respectively.

**Proof.** Consider a guarded AC \(C\). It can neither contain a protector nor an escape (Observation 3.3). Guarded ACs are uncolored, except for the node \(u_C\). By definition the protector \(p_C\) has \(\varphi\) neighbors in \(C\). As \(C\) forms a clique, each of these nodes is a common neighbor of \(p_C\) and \(u_C\) and thus white, denoted these by \(W\). As \(C\) is a clique all nodes of \(C\) have at least \(\varphi\) neighbors in \(W\) and all nodes of \(C \setminus W\) are gray. When coloring the gray set all nodes of the AC, except for \(u\), are uncolored and since there are no non-edges (\(|C| \leq \Delta\)) the list is is \(|C| - 1 \geq (1 - \varepsilon)\Delta - 1 \geq \Delta/2\).

**List sizes:**
- Guarded ACs (pairs): \(\varphi/2\),
- Guarded ACs (gray instance): \(\Delta/2\),
- Guarded ACs (white instance): \(\varphi\).

4.1.9 Step 9: Coloring Escape Nodes

**Lemma 4.13.** Escape nodes are white with list size at least \(\Omega(\Delta)\).

**Proof.** Lemma 3.5, an escape node has slack \(\Omega(\Delta)\) in the whole graph \(G[V]\), thus it is white when it becomes colored.

**List size(s):**
- Escape nodes: \(\Omega(\Delta)\).

4.2 Proof of Theorem 1.1 and Corollary 1.2

**Theorem 4.14** (reduction to list coloring). There is a constant time randomized CONGEST algorithm that w.h.p. reduces the problem of \(\Delta\)-coloring an \(n\)-node graph with maximum degree \(\Delta \geq \omega(\log^3 n)\) to a constant number of \((\text{deg} + 1)\)-list coloring instances.

**Proof of Theorem 4.14.** Computing the ACD runs in \(O(1)\) rounds via Lemma 2.1. We have already reasoned that Step 2 can be executed in \(O(1)\) rounds. Executing SLACKGENERATION in Step 3 works in \(O(1)\) rounds as it only consists of a single round of color trials, see Section 5. If \(\Delta = \omega(\log^3 n)\), the probabilistic claims of Lemma 3.5 hold w.h.p. Setting up the constant different \((\text{deg} + 1)\)-list coloring instances can be done in constant time.
Remark 4.15. The \((\deg + 1)\)-list coloring instances of Theorem 4.14 need to be executed in the specified order as the lists of later instances depend on the solution computed for earlier processed instances.

We emphasize that it may be possible to reduce to fewer sequentially executed list coloring instances as not every instance depends on the output of all instances that we process earlier. However, we did not optimize the anyway constant number of instances to keep the arguments for the list size and solvability of each instance as simple as possible.

**Theorem 1.1.** There is a randomized poly log log \(n\)-round \textsc{CONGEST} algorithm, that w.h.p. \(\Delta\)-colors any graph with \(\Delta = \omega(\log^3 n)\) that does not contain a \(\Delta + 1\)-clique. If \(\Delta = \omega(\log^{21} n)\), it runs in \(O(\log^* n)\) rounds.

**Proof of Theorem 1.1.** The constant number of sequentially (see Remark 4.15) executed \((\deg + 1)\)-list coloring instances can each be solved in poly log log \(n\) \textsc{CONGEST} rounds via Lemma 3.1.

As explicitly stated in the previous section, the list sizes of the constant different \((\deg + 1)\)-list coloring instances are of size at least \(\Omega(\Delta)\) (sparse nodes, escape nodes, all instances for nice cliques, guarded ACs gray instance), \(\varphi/2\) (pairs of guarded ACs, white instance of guarded ACs, runaway ACs), \(\Omega(\varphi/\psi) = \Omega(\psi)\) (ordinary ACs), where the smallest list size is attained by the last term. Hence, if \(\Delta = \omega(\log^{21} n)\), we obtain that \(\Omega(\psi) = \omega(\log^7 n)\). In this case, each usage of Lemma 3.1 runs in \(O(\log^* n)\) rounds.

Actually, note that coloring the respective pairs in Step 7 (nice ACs) and Step 8 (guarded ACs) happens on virtual graphs and it is not immediate that Lemma 3.1 can be used in a black box manner on these virtual graphs. Hence, we present a white box treatment of these cases in Lemmas 4.8 and 4.11.

**Proof of Corollary 1.2.** If \(\Delta = \omega(\log^3 n)\), we use Theorem 1.1. If \(\Delta = O(\log^3 n)\) we use the \textsc{LOCAL} algorithm from [GHKM21, RG20]. For this bound on \(\Delta\), this algorithm has runtime \(O(\log \Delta) + \text{poly log log } n = \text{poly log log } n\). As stated in [GHKM21], the algorithm works if the graph has no \(\Delta + 1\)-clique and \(\Delta \geq 4\). For \(\Delta = 3\), the work presents a different algorithm that solves the problem \(O(\log^2 \log n)\) rounds.

**5 Slack Generation**

We now prove Lemma 3.5 on the properties of Step 3 of Algorithm 1. We first state its simple algorithm \textsc{SlackGeneration}.

**Algorithm 2** \textsc{SlackGeneration} (vertex \(v\))

1. Become activated with probability \(p_g = 1/20\).
2. if activated then \textsc{TryColor}(\(v, c_v\)) where \(c_v\) is chosen u.a.r. from \([\Delta]\).

In \textsc{TryColor}(\(v, c_v\)) node \(v\) sends color \(c_v\) to all of its neighbors and receives the set of colors \(T = \{c_u : u \in N(v)\}\) tried by its neighbors. If \(c_v \notin T\) then \(v\) gets permanently colored with \(c_v\); otherwise \(v\) remains uncolored.

A node of degree \(\Delta\) with local sparsity \(\zeta_v\) has \(\Delta \zeta_v\) non-edges in its neighborhood. A fixed pair of non-adjacent nodes \(u, w \in N(v)\) selects the same color in \textsc{SlackGeneration} with probability \(\Theta(1/\Delta)\). Including doublecounting, \(v\) would thus expect \(\Omega(\zeta_v)\) pairs of nodes colored with the same color. It has been shown that this intuition is correct: \(v\) obtains slack \(\Omega(\zeta_v)\) w.h.p., if \(\zeta_v\) is large enough. We need here the following slightly more general statement for when not all nodes participate in \textsc{SlackGeneration}. 

---
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Lemma 5.1 (Slack Generation, [MR98, EPS15, HKMT21]). Let $S \subseteq V$. If a node $v$ has sparsity $\zeta_v$ in $G[V]$, then after SlackGeneration$(S)$, the palette of $v$ exceeds its uncolored degree in $G[S]$ by $\Omega(\zeta_v)$, with probability $1 - \exp(-\Omega(\zeta_v))$.

Proof. Let $x = \Delta - \deg_S(v)$ be the number of colors by which the initial palette exceeds the initial degree towards $S$. If $x > \zeta_v/2$, then we get deterministic slack of $x$. If $x \leq \zeta_v/2$, then $v$ has sparsity $\zeta_v - x$ in $G[S]$ as each node $u$ not in $S$ can reduce the sparsity by at most by $\bar{m}(u)/\Delta \leq 1$, where $\bar{m}(u)$ is the number of non-edges in $G[N(v)]$ incident to $u$. Thus, we get slack $\Omega(\zeta_v)$ w.p. at least $1 - \exp(-\Omega(\zeta_v))$ by [EPS15, Lemma 3.1] applied to the graph $G[S]$.

Combining the above lemma with properties of the almost-clique decomposition yields the following.

Corollary 5.2. Let $C$ be a non-easy clique, $v \in C$ and $S \supseteq C(v)$. Then, after SlackGeneration$(S)$, $v$ has slack $\Omega(e(v))$ in $G[S]$ with probability $1 - \exp(-\Omega(e(v)))$.

Proof. Each $u \notin C(v)$ has fewer than $(1 - 2\varepsilon)\Delta$ neighbors in $C(v)$, whereas $v$ has at least $|C(v)| - 1 \geq (1 - \varepsilon)\Delta$ neighbors in $C(v)$, by Lemma 2.1 (1,4) and the fact that $C$ is a clique. So, $u$ is a non-neighbor of at least $\varepsilon \Delta$ neighbors of $v$. Thus, $\zeta_v \geq \frac{e(v)|N(u)|N(u)}{\Delta} \geq e(v)\varepsilon$. The corollary then follows from Lemma 5.1.

We continue (Observation 5.3, Lemmas 5.4 and 5.7) with showing that ordinary ACs obtain sufficiently many nodes with unit-slack. We begin with a structural observation about the nodes in such ACs in the case that the AC is sufficiently large. The observation holds deterministically and we only need it for the sake of analysis.

Observation 5.3. For any ordinary clique of size $|C| \geq \Delta - \psi$ there exists a matching of size $\Omega(\psi)$ in the bipartite graph between $Y = N(C) \setminus C$ and $C$.

Proof. Since $C$ is not easy, it contains no simplicial node. Thus, each node of $C$ has degree at least one in this bipartite graph. Also, since $C$ is not difficult (but satisfies both $|C| \geq \Delta - \psi$ and being non-easy), it has no special node. Thus, each node of $Y$ has at most $\varphi$ neighbors in this bipartite graph. Therefore, a greedy matching in the bipartite graph has at least $\min\{|Y|, |C|/\psi\} = \Omega(\Delta/\varphi) = \Omega(\psi)$ edges.

Talagrand’s inequality has become a standard tool to show that a single node obtains slack proportional to its sparsity, see, e.g., Lemma 5.1. The setting in the following lemma is more complicated, as it does not reason about the slack of a single (sparse) node, but about slack of a collection of (possibly non-sparse) nodes.

Lemma 5.4. Fix any non-easy clique $C \subseteq V$, let $C \subseteq S \subseteq V$ be a set of nodes, and let $M$ be an arbitrary matching between $C$ and $N(C) \setminus C$. Then, after SlackGeneration run on $S$, then $C$ contains $\Omega(|M|)$ uncolored nodes with unit-slack in $G[S]$, with probability $1 - \exp(-\Omega(|M|))$.

Proof. Let $M = (c_i, w_i)_i$ be the matching. Let $W = \{i : w_i \in S\}$. Suppose first that $|W| \geq |M|/2$, when at least half of the nodes $w_i$ are in $S$. Then the set $T = \{i \in W : c_i$ is not activated$\}$ is of size $\Omega(|W|) = \Omega(|M|)$ with probability $\exp(-\Omega(|M|))$ by Chernoff. The nodes $c_i$ with $i \in T$ all obtain unit-slack (by virtue of their neighbor being outside $S$), satisfying the lemma. So, assume from now on that $|W| < |M|/2$. For simplicity, we redefine $M$ to contain only those pairs $(w_i, c_i)$ where $w_i \notin S$.

For each $w_i$, let $A_i = C \setminus N(w_i)$ be the set of non-neighbors of $w_i$ in $C$. For a color $c \in [\Delta]$, let $Z_c$ be the indicator random variable of the event that some $w_i$ and some $q \in A_i$ tried $c$ and kept it,
while $c_i$ was not activated. Let $Z = \sum_c Z_c$. Observe that each color that contributes to $Z$ results in a distinct uncolored node ($c_i$) with unit-slack. Hence, $Z$ lower bounds the number of unit-slack nodes in $C$. We first bound the expectation of $Z$ from below and then use Talagrand’s inequality to show that it holds with high probability.

**Claim 5.5.** $\mathbb{E}[Z] = \Omega(|M|)$.

**Proof.** For each $i \in |M|$ and each $q \in A_i$, let $Y_{i,q}$ be the indicator random variable of the event that four conditions hold: a) $c_i$ is not activated, b) $w_i$ is activated, trying some color $c \in [\Delta/2]$, c) $q$ also tries $c$, and d) No node in $N_{i,q} = \{w_j\}_j \cup N(w_i) \cup N(q) \setminus \{w_i, q\}$ tries $c$. Let $Y_i = \sum_{q \in A_i} Y_{i,q}$ and let $Y = \sum_i Y_i$. Observe that whenever $Y_i = 1$, then $c_i$ receives unit-slack; namely, then $w_i$ tried the same color as some non-neighbor $q \in A_i$, $c_i$ was not activated, and both $w_i$ and $q$ actually kept their color. Thus, $Y$ is a lower bound on the number of unit-slack nodes in $C$ from running SlackGeneration. In fact, $Y \leq Z$, as it counts how many colors are tried and kept by exactly one pair $w_i, q$, while $Z$ allows multiple pairs to be counted.

We now bound the expectation of $Y$. Note that the four conditions for $Y_{i,q} = 1$ are independent. Their probabilities are: a) $(1-p_q)$, b) $p_q$, c) $p_q \cdot 2/\Delta$, and d) at least $(1-1/\Delta)^3 \Delta \geq e^{-12}$ (using that $|N_{i,q}| \leq 3\Delta$). Hence, $\mathbb{E}[Y_{i,q}] \geq (1-p_q)p_q \cdot 1/\Delta \cdot e^{-6} = \Theta(1/\Delta)$. Thus, $Y = \sum_i \sum_{q \in A_i} \Theta(1/\Delta) = \Omega(|M|)$, using that $|A_i| = \Omega(\Delta)$ (Lemma 2.1 (4)).

Notice that $Z$ is only a function of the activation and coloring random variables $\omega_u$ of SlackGeneration within $N[C] \cup N(W)$, which are themselves independent. We would like to apply Talagrand’s inequality (Lemma B.1), but unfortunately $Z$ is not $O(1)$-certifiable. Instead, we split it into $Z = T - D$, where $T$ counts the number of colors that are tried by some pair $w_i, q$ with $q \in A_i$ where $c_i$ is not activated. Also, $D$ counts the number of colors that are tried by some pair $w_i, q$ with $q \in A_i$ and $c_i$ not activated, but where at least one of $w_i, q$ did not keep their color. We show that $T$ and $D$ that are both Lipschitz and certifiable.

**Claim 5.6.** $T$ and $D$ are $O(1)$-Lipschitz and $O(1)$-certifiable.

**Proof.** Both of these variables are functions of $\omega_u$, the activation and color trials of nodes $u \in N[C] \cup N(W)$. Both are 2-Lipschitz: changing the activation/color of a single node can only affect the two colors involved (the one changed to and the one changed from).

Any color that contributes to $T$ is also certifiable by the randomness $\omega_u$ of 3 nodes: $w_i$, $c_i$, and $q$. $D$ is certifiable by the randomness of 4 nodes because for one of the trials to be non-successful we require one more node (a $w_j$ node, $j \neq i$, or a neighbor of either $w_i$ or $q$) to try the same color.

We now apply Talagrand’s inequality (Lemma B.1) using these relations to obtain that

$$Pr \left[ |T - \mathbb{E}[T]| \geq \mathbb{E}[Z]/10 \right] \leq \exp \left( -\Theta(1) \left( \frac{\mathbb{E}[Z]/10 - O(\mathbb{E}[T])}{\mathbb{E}[T]} \right)^2 \right) \leq \exp(-\Omega(|M|))$$

where we also used that $\mathbb{E}[T] \leq T \leq |M| = \Theta(\mathbb{E}[Z])$. Also, with probability $\exp(-|M|)$ we obtain that $|T - \mathbb{E}[T]| \leq \mathbb{E}[Z]/10$. Similarly, with the same probability we obtain $|D - \mathbb{E}[D]| < \mathbb{E}[Z]/10$, since $D \leq T$. By the linearity of expectation, $\mathbb{E}[T] = \mathbb{E}[D] = \mathbb{E}[Z]$. Putting together we see that, with probability $2 \exp(-\Omega(|M|)) = \exp(-\Omega(|M|))$,

$$|Z - \mathbb{E}[Z]| = |(T - \mathbb{E}[T]) - (D - \mathbb{E}[D])| \leq 2 \mathbb{E}[Z]/10.$$ 

Thus, with probability $\exp(-\Omega(|M|))$, $Z \geq 4 \mathbb{E}[Z]/5 = \Omega(|M|)$, which completes the proof. □
Now, we are ready to prove that ordinary ACs obtain many uncolored nodes with unit-slack.

**Lemma 5.7** (Slack in Ordinary ACs). Fix an ordinary AC \(C\), let \(C \subseteq S \subseteq V\) be a set of nodes, \(\text{After SlackGeneration}(S)\) each ordinary AC \(C\) contains at least \(\Omega(\psi)\) uncolored nodes with unit-slack in \(G[S]\), with probability \(1 - \exp(-\Omega(\psi))\).

**Proof.** Case \(|C| \leq \Delta - \psi\): Let \(v\) be an arbitrary node of \(C\). As the clique is non-nice we have \(\deg_C(v) = |C|\). We obtain that the palette size of \(v\) exceeds its degree by \(\psi - e(v)\), because \(\Delta - \deg(v) = \Delta - (e(v) + \deg_C(v)) = \Delta - e(v) - |C| \geq \Delta - e(v) - (\Delta - \psi) = \psi - e(v)\). Thus, if, \(e(v) \leq \psi/2\), node \(v\) has permanent slack (a priori) of at least \(\psi/2\), regardless of the outcome of the random bits of \(\text{SlackGeneration}\). Now, consider the case that \(e(v) \geq \psi/2\). Then, Corollary 5.2 provides \(\Omega(e(v)) = \Omega(\psi)\) slack for \(v\) with probability \(1 - \exp(-\Omega(e(v)) = 1 - \exp(-\Omega(\psi))\), which also holds in the stated subgraph. Additionally, each node \(v\) remains uncolored with probability \(\geq 1 - p_g \geq 1/2\), and a Chernoff bound shows that \(\Omega(\Delta) = \Omega(\psi)\) nodes of the clique remain uncolored with error probability \(\exp(-\Omega(\Delta))\). A union bound over these events shows the claim.

Case \(|C| > \Delta - \psi\): By Observation 5.3 there exists a matching \(M = (c_i, w_i)_i\) of size \(\Omega(\psi)\) between \(C\) and \(N(C) \setminus C\) and by the lemma assumption all nodes of \(C\) participate in \(\text{SlackGeneration}\). Hence, we can apply Lemma 5.4 to obtain that the ordinary clique obtains \(\Omega(|M|) = \Omega(\psi)\) nodes with unit-slack with probability \(1 - \exp(\Omega(-\psi))\). \(\square\)

Escape nodes also get slack via the many non-edges between their neighbors.

**Lemma 5.8.** Let \(S \supseteq R\) be a subset of nodes. After \(\text{SlackGeneration}(S)\), each escape node has slack \(\Omega(\psi)\) in \(G[V]\), with probability \(1 - \exp(-\Omega(\psi))\).

**Proof.** Since a runaway AC \(C\) is a clique, each node in \(C\) has at least \(\Delta - \psi\) neighbors inside \(C\), and therefore an outside degree at most \(\psi\). Let \(v\) be an escape node. Let \(C_1\) and \(C_2\) be two ACs that \(v\) is an escape for, and let \(X_i, i = 1, 2\) be the set of neighbors of \(v\) in \(C_i\). By the escape definition of \(v\), we have \(|X_i| \geq \varphi\) and as we observed the outside degree of each node in \(X_1\) is at most \(\psi\). Hence, the bipartite graph between \(X_1\) and \(X_2\) is sparse, i.e., contains at least \(|X_1| \cdot |X_2| - |X_1| \cdot \psi \geq |X_1| \cdot (\varphi - \psi) = \Omega(\varphi^2)\) non-edges. It follows that the local sparsity of \(v\) in \(G[R]\) (and also in \(G[V]\)) is at least \(\zeta_v = \Omega(\varphi^2/\Delta) = \Omega(\psi)\). All nodes of \(X_1 \cup X_2 \subseteq R \subseteq S\) participate in \(\text{SlackGeneration}\), so via Lemma 5.1 the escape node \(v\) obtains slack at least \(\Omega(\zeta) = \Omega(\psi)\) with probability \(1 - \exp(-\Omega(\psi))\) in \(G[R]\). The slack is permanent and also holds in \(G[V]\). \(\square\)

**Proof of Lemma 3.5.** Property (i) follows with Lemma 5.1 for a sparse node (as it has sparsity \(\varepsilon \Delta = \Omega(\log^2 n)\)) and with Lemma 5.8 for an escape node. Property (ii) holds for a single ordinary AC with Lemma 5.7, as all nodes of the ordinary clique participate in \(\text{SlackGeneration}\). As these claims hold w.h.p. the claim follows for all sparse nodes, all escape nodes and all ordinary cliques via a union bound. Property (iii) follows as each node that participates in \(\text{SlackGeneration}\) remains uncolored with probability \(\geq 1 - p_g \geq 3/4\). Thus, for each of special node of a difficult AC, in expectation, at least \(3/4\) of the respective node set remains uncolored. Note that a difficult AC can neither contain a protector nor an escape, see Observation 3.3. A Chernoff bound shows that each condition is satisfied with probability \(\geq 1 - 1/n^3\), and a union bound over the conditions (as there are only \(O(n/\Delta)\) difficult ACs) proves the claim. \(\square\)

6 \(\Delta\)-coloring in the Congested Clique

In the Congested Clique model, each node can send messages of size \(O(\log n)\) to each of the other \(n - 1\) nodes in every round. The goal is to minimize the total number of rounds needed for each node to come up with its part of the solution.
In this section we prove the following theorem.

**Theorem 1.3.** There is a randomized $O(1)$-round Congested Clique algorithm that $\Delta$-colors w.h.p. any graph without a $\Delta + 1$-clique, when $\Delta = \omega(\log^{4+\varepsilon} n)$.

The proof uses two components. We first extend a Congested Clique coloring algorithm of [CFG+18] to a more flexible range of palettes (Lemma 6.1). We then argue (Lemma 6.3) that all but one of the $\deg + 1$-list coloring instances produced by our algorithm of Section 3 satisfies the prerequisites of Lemma 6.1. The remaining instance has small size and can therefore be solved in $O(1)$ rounds of Congested Clique by sending it to one node via Lenzen’s routing [Len13].

**Lemma 6.1 (Theorem 3.2 in [CFG+18]).** There is a $O(1)$-round Congested Clique algorithm to solve any list coloring instance in which each node $v$ has a list of size at least $\max(d_v + 1, c \cdot \Delta, \log^{4+\varepsilon} n)$, for some constants $c, \varepsilon > 0$.

**Proof.** The proof is similar to the proof of [CFG+18, Theorem 3.2]. The main change is the generalization of the graph partitioning [CFG+18, Lemma 3.1] lemma to $\Delta' = c \cdot \Delta$, where the assumed palette size, aka list size, changes to $|\Psi(v)| \geq \max\{\deg_G(v), c \cdot \Delta\}$ instead of $|\Psi(v)| \geq \max\{\deg_G(v), \Delta - \Delta^3\} + 1$.

For the sake of readability, we repeat the properties of [CFG+18, Lemma 3.1] here, in a slightly modified way to suit our setting. We partition the vertices into sets $B_1, \ldots, B_k$, and a leftover set $L$, where $k = \sqrt{\Delta}$. Namely, we assign each node to $L$ with probability $q = \Theta(\sqrt{\log n}/\Delta^{1/4})$ and assign other nodes u.a.r. to the other sets. We also partition the colors u.a.r. into sets $C_1, \ldots, C_k$, i.e., assign each color to set $C_i$ with probability $p = 1/k$. The claim of Lemma 3.1 in [CFG+18] is that these partitions can be computed in $O(1)$ rounds of the Congested Clique, so that the following properties hold with probability $1 - 1/poly(n)$:

i) **Size of each part:** We have $|E(G[B_i])| = O(|V|)$, for each $i \in [k]$, and $|L| = O(q|V|) = O(\frac{\sqrt{\log n}}{\Delta^{1/4}}) \cdot |V|$.  

ii) **Available colors in $B_i$:** For each $i \in \{1, \ldots, k\}$ and $v \in B_i$, the number of available colors for $v$ in the subgraph $G[B_i]$ is $g_i(v) := |\Psi(v) \cap C_i|$. We have $g_i(v) \geq \max\{\deg_{B_i}(v), c \cdot \Delta_i\} + 1$, where $\Delta_i := \max_{v \in B_i} \deg_{B_i}(v)$.  

iii) **Available colors in $L$:** For each $v \in L$, define $g_L(v) := |\Psi(v)| - (\deg_G(v) - \deg_L(v))$. We have $g_L(v) \geq \max\{\deg_{L}(v), c \cdot \Delta_L\} + 1$ for each $v \in L$, where $\Delta_L := \max_{v \in L} \deg_{L}(v)$. Note that $g_L(v)$ represents a lower bound on the number of available colors in $v$ after all of $B_1, \ldots, B_k$ have been colored.  

iv) **Remaining degrees:** The maximum degrees of $B_i$ and $L$ are $\max_{v \in B_i} \deg_{B_i}(v) = O(\sqrt{\Delta})$ and $\max_{v \in L} \deg_{L}(v) = O(q\Delta) = O(\frac{\sqrt{\log n}}{\Delta^{1/4}}) \cdot \Delta$. For each vertex $v$, we have $\deg_{B_i}(v) \leq \max\{O(\log n), O(1/\sqrt{\Delta}) \cdot \deg_G(v)\}$ if $v \in B_i$, and $\deg_{L}(v) \leq \max\{O(\log n), O(q) \cdot \deg_G(v)\}$ if $v \in L$.

Our strengthened restatement of Lemma 3.1 of [CFG+18] then becomes:

**Lemma 6.2 (Theorem 3.2 in [CFG+18]).** Suppose $|\Psi(v)| \geq \max(\deg_G(v), c\Delta)$ and $|V| > \Delta = \omega(\log^2 n)$. The two partitions $V = B_1 \cup \cdots B_k \cup L$ and $C = \bigcup_{v \in V} \Psi(v) = C_1 \cup \cdots \cup C_k$ satisfy the required properties, w.h.p.
We illustrate here how to modify the proof for the properties of $B_i$ (Property ii) and iv). The ones for $L$ are similar. Property i) and the second half of Property iv) follow unchanged from [CFG+18].

Let $d_i(v) = \deg_{G_i}(v)$ and let $\Delta_i = \max_{v \in B_i} d_i(v)$. Let $d'(v) = \max(\deg_G(v), c\Delta)$ and let $d''(v) = \max(\deg_{G_i}(v), c\Delta_i)$. Let $\epsilon_1 = q/3$.

**Property iv) ($B_i$):** The expected value of $d_i(v)$ is $(1 - q)p\deg_G(v)$, so by Chernoff, it holds that $d_i(v) \leq (1 + \epsilon_1)(1 - q)p\deg_G(v)$ with probability $1 - \exp(-\Theta(\epsilon_1^2)p\deg_G(v))$. In particular, $d''(v) \leq (1 + \epsilon_1)(1 - q)p\deg_G(v)$ with probability $1 - \exp(-\Theta(\epsilon_1^2)p\deg_G(v)) = 1 - 1/poly(n)$. Thus, $\Delta_i \leq (1 + \epsilon_1)(1 - q)p\Delta \leq (1 - 2q/3)p\Delta$, w.h.p. Note that since $d'(v) \geq c\Delta$, we have that $d''(v) \geq cp\Delta = c\sqrt{\Delta}$.

**Property ii):** We show that with probability $1 - 1/poly(n)$, we have $|\Psi(v) \cap C_i| \geq d''(v) + 1$. The palette of $v$ in $G$ is at least $|\Psi(v) \cap C_i| \geq d'(v) + 1$. The expected size of $|\Psi(v) \cap C_i|$ is $p|\Psi(v)| \geq p(d'(v) + 1)$. Thus by Chernoff, $|\Psi(v) \cap C_i| \geq (1 - \epsilon_1)p|\psi(v)|$ with probability $1 - \exp(-\Theta(\epsilon_1^2)d'(v)) = 1 - \exp(-\Theta(\epsilon_1^2)c\sqrt{\Delta}) = 1 - 1/poly(n)$. Hence, we have that

$$|\Psi(v) \cap C_i| \geq (1 - q/3)p|\psi(v)| \geq (1 - q/3)p\deg_G(v) \geq (1 + q/3)d''(v).$$

To complete our claim, we observe that $d''(v) \cdot q/3 = \Theta(\Delta^{1/4} \cdot \sqrt{\log \Delta})$ is at least 1.

The rest of the proof of the adapted version of [CFG+18, Lemma 3.1] and the adapted version of [CFG+18, Theorem 3.2], hence of our lemma, goes through the same. $\square$

We now argue that the $deg + 1$-list coloring instances produced by Theorem 4.14 have a nice structure. We say that a $deg + 1$-list coloring instance of maximum degree $\Delta_0$ is $c$-balanced if each node has palette of size $\max(\deg_G(v) + 1, \Delta_0/c)$, and it is balanced if it is $c$-balanced for some absolute constant $c > 0$.

Let $P$ be the set of pairs $(p_C, w_C)$ for guarded ACs $C$. Let $H$ be the (virtual) graph formed on $P$, with an edge between two pairs if they contain adjacent nodes (see Lemma 4.10).

**Lemma 6.3.** All the $deg + 1$-list coloring instances produced by our main algorithm (Alg. 1) are balanced, except for the graph $H$. The graph $H$ contains $O(n/\Delta)$ nodes.

**Proof.** All but four cases have already been shown to involve palettes of size $\Omega(\Delta)$; see the accounting in the subsections of Section 4.1. These are balanced by definition. We now address the remaining cases.

**Runaway ACs (white instance):** These are the neighbors of the escape. Denote their number by $t$ and note that by Lemma 4.5, $t \geq \varphi/2$. The outside degree of these nodes is at most $\psi$ (as difficult ACs have at least $\Delta - \psi$ nodes and no non-edges). Thus, the nodes have degrees between $\varphi/2 - 1$ and $\varphi/2 + \psi \leq \varphi$. Hence, the instance is balanced.

**Guarded ACs (white instance):** This is the set $S$ of common neighbors of the pair $(u_C, p_C)$ for the guarded AC $C$. By the definition of protectors, $|S| \geq \varphi$. By the same reasoning as for the runaway ACs, the degrees in $S$ are between $\varphi - 1$ and $2\varphi$.

**Guarded ACs (pairs):** The set $P$ of pairs $(u_C, p_C)$ contains at most $2n/((1 - \epsilon)\Delta) \leq 3n/\Delta$ nodes, since there is only one pair for each guarded AC, and there are at most $n/((1 - \epsilon)\Delta)$ ACs. Hence, $H$ has $O(n/\Delta)$ nodes.

**Ordinary ACs (white instance):** If an AC has size at most $\Delta - \psi$, then all its nodes get slack and are white. As $\Omega(\Delta)$ nodes are uncolored, the instance is balanced.
In other ordinary ACs, there are $\Omega(\psi)$ white nodes (of unit slack) Lemma 5.7. They have external degree at most $\psi$, since the clique has size at least $\Delta - \psi$. Thus, their degrees and palettes are in the range $\Omega(\psi)$ to $\psi$, and thus the instance is balanced.

Proof. (Proof of Theorem 1.3). We implement Alg. 1 in Congested Clique. Slack generation takes 0 rounds and ACD construction $O(1)$ rounds via Lemma 2.1. By Lemma 6.3, the deg + 1-list coloring instances generated by the algorithm are all balanced, except for the graph $H$. The balanced instances can be solved via Lemma 6.1. The graph $H$ is on $n/\Delta$ nodes with degree at most $\Delta$, so it is of total size $O(n)$. It can then be sent to a single node (by Lenzen’s transform) and solved there centrally.
A Additional Figure(s)
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Figure 4: The order in which nodes need to be colored. Blue sets of nodes participate in SlackGeneration. An arrow indicates, that the respective set of nodes has to be colored before the latter one. Sparse nodes and ordinary cliques need to be colored before everyone, except for nodes in runaway ACs.

B Concentration Inequalities

We will also use the following variant of Talagrand’s inequality. A function $f(x_1, \ldots, x_n)$ is called $c$-Lipschitz iff changing any single $x_i$ can affect the value of $f$ by at most $c$. Additionally, $f$ is called $r$-certifiable iff whenever $f(x_1, \ldots, x_n) \geq s$, there exists at most $rs$ variables $x_{i_1}, \ldots, x_{i_{rs}}$ so that knowing the values of these variables certifies $f \geq s$.

Lemma B.1 (Talagrand’s Inequality [MR13]). Let $X_1, \ldots, X_n$ be $n$ independent random variables and $f(X_1, \ldots, X_n)$ be a $c$-Lipschitz $r$-certifiable function. For any $b \geq 1$,

$$P(|f - \mathbb{E}[f]| > b + 60c\sqrt{r \mathbb{E}[f]}) \leq 4 \exp\left(- \frac{b^2}{8c^2r \mathbb{E}[f]}\right).$$
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