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Abstract
Certification of neural networks is an important and challenging problem that has been attracting the attention of the machine learning community since few years. In this paper, we focus on randomized smoothing (RS) which is considered as the state-of-the-art method to obtain certifiably robust neural networks. In particular, a new data-dependent RS technique called ANGER introduced recently can be used to certify ellipses with orthogonal axis near each input data of the neural network. In this work, we remark that ANGER is not invariant under rotation of input data and propose a new rotationally-invariant formulation of it which can certify ellipses without constraints on their axis. Our approach called Riemannian Data Dependant Randomized Smoothing (RDDRS) relies on information geometry techniques on the manifold of covariance matrices and can certify bigger regions than ANGER based on our experiments on the MNIST dataset. Code and models are available at https://github.com/PLabarbarie/RDDRS.

1. Introduction
Making neural networks robust against adversarial examples (Szegedy et al., 2013; Biggio et al., 2013) or proving that they are has been the focus of many works. Robustification methods can be split into two main categories. First, empirical defenses empirically improve the resilience of neural networks but has no theoretical guarantee. The most and only successful known empirical defense technique is adversarial training (Madry et al., 2017). Second, certified defense techniques try to provide a guarantee that an adversary does not exist in a certain neighborhood around a given input (Huang et al., 2017; Raghunathan et al., 2018; Bunel et al., 2018; Lomuscio & Maganti, 2017; Tjeng et al., 2017; Weng et al., 2018; Lecuyer et al., 2019; Cohen et al., 2019). Despite the progress on these methods, the certified regions are still meaningless compared with the human perception.

In this paper we focus on the Randomized smoothing (RS) technique (Lecuyer et al., 2019; Cohen et al., 2019) which, despite its simplicity, has proved the state-of-the-art to certify neural networks on small neighborhoods of inputs. Given a base classifier $F$, RS constructs a new classifier $G = F \ast N(0, \sigma^2 I_d)$. The smoothed classifier is certified robust: $G(x) = G(x + \delta)$ for all $\delta$ such as $||\delta||_2 < R(x, \sigma)$ with

$$R(x, \sigma) = \frac{\sigma^2}{2} (\Phi^{-1}(p_A) - \Phi^{-1}(p_B)) \quad (1)$$

where $p_A = \mathbb{E}_Z[F_{c_A}(x + Z)] = G(x)_{c_A}$ is the probability of the top class $c_A$, $p_B = \max_{c \neq c_A} \mathbb{E}_Z[F_c(x + Z)] = G(x)_{c_B}$ is the probability of the runner-up class $c_B$, $Z \sim N(0, \sigma^2 I_d)$ and $\Phi^{-1}$ is the inverse cumulative distribution function of a standard Gaussian distribution. Several extensions and improvements of RS have been proposed subsequently. For instance, by adversarially training the base classifier (Salman et al., 2019), regularization (Zhai et al., 2020), general adjustments for training routines (Zhai et al., 2020) and by extending RS to more general distributions beyond the Gaussian case (Yang et al., 2020).

One limitation of the original RS work (Cohen et al., 2019) is that it only certifies isotropic regions. Properly extending this approach to anisotropic domains is a first important challenge. Enlarging at most the certified regions is a second ongoing challenge for all the proposed approaches. To generalise RS beyond fixed variance noise, (Alfarra et al., 2020) proposed data-dependent randomised smoothing (DDRS) which additionally maximises the radius (1) over the parameter $\sigma$. This idea has been improved in (Eiras et al., 2021) which proposes ANGER; an anisotropic diagonal certification method that performs sample-wise (i.e. per sample in the test set) region volume maximization. They generalized (1) for ellipsoid regions i.e. they proved that for $\Sigma$ a non degenerate covariance matrix, $G(x) = G(x + \delta)$ for all $\delta$.
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We propose an approach based on the use of information which assumes that ANCER is not resilient to rotations of input data. Concretely, DDRS solves the optimisation problem with respect to a positive definite matrix $\Sigma$ and the distribution function of a standard Gaussian distribution. The simplex over $\mathbb{P}$ is the canonical one which will not be optimal after rotation. Indeed, in a configuration where the input data are concentrated around one canonical axis, ANCER may give good results. However, rotating all the points will dramatically impact the method since it always seeks for axis parallel to the canonical ones which we will not be optimal after rotation. We propose an approach based on the use of information geometry which adequately fixes this issue by design as depicted by Figure 1. To summarize our approach, we consider a general Gaussian noise $\mathcal{N}(0, C)$ with covariance $C$ and for each input $x$ compute the corresponding certification radius $R(x, C)$. Next, we maximize $R(x, C)$ over $C$ on the manifold of covariance matrices through Riemannian optimisation and finally smooth the original classifier with the noise $\mathcal{N}(0, C)$. This methodology generalises ANCER which assumes that $C$ is a diagonal matrix and optimizes its diagonal in the Euclidean space. Through experiments on MNIST (LeCun et al., 1998), we show that our algorithm outperforms the previous works (Alfarra et al., 2020; Eiras et al., 2021) and obtain new state-of-the-art certified accuracy for the DDRS technique.

**Organisation of the paper.** In Section 2, we review existing DDRS techniques. In Section 3, we present our approach named Riemannian DDRS. In Section 4, we experiment our method and show its advantage with respect to the state-of-the-art. Finally, in Section 5, we discuss limitations of our method and RS techniques in general and outline some challenges related to them.

**Notations.** We denote by $F : \mathbb{R}^d \rightarrow \mathcal{P}(Y)$ a base classifier typically a neural network, where $\mathcal{P}(Y)$ is a probability simplex over $K$ classes. $\Phi^{-1}$ is the inverse cumulative distribution function of a standard Gaussian distribution. The $\ell_p$-ball is defined with respect to the $||.||_p$ norm ($p \geq 1$) and the $\ell_p^A$-ellipsoid is defined with respect to $||.||_{A,p}$. For $p \in \{1, 2\}$, $||.||_{A,p}$ is the composite norm defined with respect to a positive definite matrix $A$ and a vector $u$ as $||A^{-1/2}u||_p$.

## 2. Data-dependent randomized smoothing

DDRS (Alfarra et al., 2020) aims to improve the choice of the hyperparameter $\sigma$ in order to obtain bigger certified balls. This parameter is supposed to be fixed by the original RS method. Concretely, DDRS solves the optimisation problem using gradient ascent and defines the smoothed classifier $G$ by means of the sampling noise $\mathcal{N}(0, \sigma^2 I)$ for each input $x$. This approach showed better certified isotropic regions per points. Next, (Eiras et al., 2021) generalized randomized smoothing to certify anisotropic regions, by pairing it with a generalization of the data-dependent method to maximize the certified region at each input point. Following a Lipschitz argument of (Salman et al., 2019; Jordan & Dimakis, 2020), they developed a methodology to compare anisotropic regions with isotropic ones. They proposed the following optimisation problem

$$\arg\max_{\Theta_x} r(x, \Theta_x) \sqrt{\prod_i \lambda^{\sigma}}$$

under the constraint that $\min_i \theta^T_i r(x, \Theta_x) \geq r^*_\text{iso}$ where $r(x, \Theta_x) = \Phi^{-1}(p_A) - \Phi^{-1}(p_B)$, $r^*_\text{iso}$ is the maximum isotropic $l_2$ radius obtained with (3) and $\Theta_x = \text{diag}([\theta_i]_{i=1}^d)$. The constraint ensures that the isotropic region obtained by (3) is enclosed in the anisotropic one.

## 3. Riemannian data-dependent randomized smoothing

As outlined previously, we will consider general smoothing noises $\mathcal{N}(0, C)$ where $C$ is a covariance matrix, i.e. a symmetric positive definite one. For this, we will work on the space $S^d_+ \times d \times d$ covariance matrices which will be equipped with the Riemannian metric known as the affine-invariant metric or Rao–Fisher metric in information geometry (Atkinson & Mitchell, 1981; Skovgaard, 1984):

$$g_Y(A, B) = \text{tr}(Y^{-1} A Y^{-1} B)$$

where $Y \in S^d_+$ and $A, B \in T_Y S^d_+$, with $T_Y S^d_+$ is the tangent space to $S^d_+$ at $Y$, identified with the space of symmetric $d \times d$ matrices. The Riemannian distance associated with this metric is

$$d^2(Y, Z) = \text{tr}(\log(Y^{-\frac{1}{2}} Z Y^{-\frac{1}{2}}))^2$$

for all $Y, Z \in S^d_+$. Next, we consider the following optimisation problem on $S^d_+$:

$$\arg\max_{C^*} R(C^*) \sqrt{\prod_i \lambda^{\sigma}}$$

such that $\min_i \lambda^*_i R(C^*) \geq r^*_\text{iso}$ and $\lambda^*_i \geq \sigma^*_x$

and where

$$R(C^*) = \left(\Phi^{-1}(G(C^*)_{cA}) - \Phi^{-1}(G(C^*)_{cB})\right)$$.
Let us now give the Riemannian gradient of $G$. If $Z \sim \mathcal{N}(0, I_d)$, we have $\nabla G(C) = CE[A]C$, where:

$$A_{ij} = \frac{1}{2} (Z_j(\nabla F(y))_i + Z_i(\nabla F(y))_j)$$

and $y := x + C Z$. Using this expression, we can approximate $E[A]$ by Monte-Carlo and then deduce $\nabla G(C)$. Similarly, $\nabla P(C) = C BC$ and $\nabla K(C) = CDC$ where

$$B_{ij} = \frac{1}{2} ((\nabla P(C))_i + (\nabla P(C))_j)$$

and

$$D_{ij} = \frac{1}{2} ((\nabla K(C))_i + (\nabla K(C))_j)$$

4. Experiments

In this section, we empirically test the performance of our RDDRS framework for neural networks certification and show that it achieves state-of-the-art performance in terms of certified regions on the well-known MNIST dataset. The methods used for comparison are randomized smoothing (RS) as it appeared in (Cohen et al., 2019), DDRS (Alfarra et al., 2020) and ANCER (Eiras et al., 2021). For evaluation, the same procedure used in (Cohen et al., 2019; Salman et al., 2019; Alfarra et al., 2020; Eiras et al., 2021) is followed. We train a classical convolutional neural network on MNIST using the Gaussian data augmentation proposed by (Cohen et al., 2019) with $\sigma$ varying in $\{0.12, 0.25, 0.5\}$ and then perform the certification on the whole MNIST test set. To compare between the different tested methods, we plot the approximate certified accuracy curve similar to previous works. This curve is computed for many radius $R$.
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and corresponds for each $R$ to the certified accuracy given by the fraction of the test set images which $G$ classifies correctly and certifies robust with a radius $R' \geq R$. During certification by the state-of-the-art methods, we use the same $\sigma$ as for training. To run these methods, we closely follow the recommendations of the respective papers. The DRRS optimization of (3) is done using a gradient ascent, a learning rate $\alpha = 0.0001$, an initial $\sigma_0 = \sigma$ and a number of samples $n = 100$ for Monte-Carlo estimation of $p_A$ at each iteration. Note that following the previous works there is no need to estimate $p_B$ even if the number of classes is greater than 2 (see (Cohen et al., 2019)). The number of gradient ascent iterations for DRRS is taken from $K = 100$ to $K = 1500$ with a step of 100 and the $\sigma$ providing the best certified radius is saved. For ANCER, we resolved (4) with different values of the learning rate $\alpha \in \{0, 0.04, 0.4\}$, a penalization parameter $\kappa = 2$, the same number of iterations $K = 100$ and estimate $p_A$ with $n = 100$. Our method RDDRS is run with different values of the learning rate $\gamma_t \in \{0.5, 1, 25\}$, $\kappa = 10^{-6}$, the same number of iterations $K = 100$ and a number of samples $n = 20000$ to estimate $\mathbb{E}[A]$. To calculate the exponential map on $\mathbb{S}^d_{++}$, we use the Geomstats library (Miolane et al., 2020a;b). After obtaining a first trained model for three valued of $\sigma$ as previously described, we run the four methods RS, DRRS, ANCER and RDDRS and report the final certified accuracy. The obtained results are plotted in Figure 2 and commented in what follows.

Comments. The graphics of the certified accuracy obtained for the four methods and the three values of $\sigma$ demonstrate that our RDDRS method globally outperforms DRRS and ANCER for almost all proxy radius and for all the values of $\sigma$. The difference becomes more important in our favour when $R$ gets bigger, i.e. $R > 3$ and also when $\sigma$ increases. Only for $\sigma = 0.12$ and small radius $R$ our method is slightly less better than ANCER. Moreover, we observe that none of the certification methods except ours can certify a good percentage of the test set at large radii. All of this illustrates that our method has significantly pushed forward the data-dependent smoothing techniques.

Discussion on the parameter $\kappa$. (Eiras et al., 2021) proposed to penalize (4) for empirical considerations. They set the default value of $\kappa$ to 2. For our formulation (5), we have conducted several runs of RDDRS with different values of $\kappa$ and have concluded that this factor does not have a significant effect on the method’s convergence. The lower bound condition $\lambda^+ \geq \sigma^+$ has however a more significant effect on that convergence.

Runtime discussion. Our method is slower than the other methods. This essentially comes from the computation of $\mathbb{E}[A]$ for which we considered a greater number of samples $n = 20000$. Indeed, despite the fact that this value is relatively high, it allows our results to be very stable: different runs with the same $n$, give almost the same performances.

Scalability challenges. Computing the exponential map becomes costly for high dimensional matrices. We believe that, on datasets such as CIFAR10 (Krizhevsky et al.), these computations are feasible and our method is still applicable with reasonable computation ressources. However, extending the approach to high-dimensional data such as IMAGENET (Deng et al., 2009) seems to be very challenging. Some geometric approximations of the exponential map could be useful for that.

5. Limitations and Conclusion

Randomized smoothing is currently the state-of-the-art method to certify neural networks despite its curse of dimensionality limitation (Kumar et al.). In this paper, we improved the data-dependent RS technique by looking for the best Gaussian covariance matrix to define the smoothed classifier. Our method is less scalable than other approaches but performs significantly better on MNIST which is an important dataset in deep learning. We set up several challenges in the frontier between differential geometry and deep learning to push forward this approach to high-dimensional data. We relied on the Rao-Fisher distance, but other metrics could have been used such as the log-Euclidean metric on the space of covariance matrices (Arsigny et al., 2006). It seems to us an important question to test our method in

Figure 2. Certified accuracy as a function of the proxy radius $E_2^G$ for several $\sigma$ used in training for MNIST dataset. We compare our Riemannian framework RDDRS, $\Sigma = \Theta^d$, against the standard randomized smoothing (RS), $\Sigma = \sigma^2 I_d$, the data-dependent randomized smoothing (DDRS), $\Sigma = \sigma^2 I_d$, and the anisotropic diagonal data-dependent randomized smoothing (ANCER), $\Sigma \in \Theta^d$. 
terms of cost and also certification regions as a function of the used distance. Regarding complexity, it should be remarked that RS networks are in general slower than classical convolutional neural network. Data dependent smoothing networks are even slower. Also, they are little bit ambiguous; indeed, one network is defined and optimised for each input data. To adversarially attack the smoothed network at a given input, one has to attack the smoothed network at this point; defined with the optimal noise found in this paper. While this procedure is much more computational, it is more robust as it guarantees that adversarial examples can not be found in the certified regions. Finally, extending data dependent approaches beyond the $L_2$ metric such as to defend against $L_0$ attacks (see for instance the works (Papernot et al., 2016; Combey et al., 2020; Cézaire et al., 2021)) seems to us an important challenge.
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