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Marginal screening (MS) is the simplest and most commonly used method of variable selection (Hastie, Tibshirani, 2003; Genovese et al., 2009, 2012; Leek, 2012). Its selection power is comparable to that of the Lasso, Stepwise, Compressed Sensing and other, but it is faster and easier than regularization approaches. In fact, MS is intuitively preferred by the researchers, when the number of objects (e.g. participants of a study, samples or outcomes) is much smaller than the number of primary covariates selected, the standard regression analysis may yield false-positive results if the predictors out of m primary covariates are selected, the standard regression analysis may yield false-positive results if m >> k (Freedman's paradox). In this work, we provide analytical expressions describing null distribution of the test statistics for model selection via MS. Using the theory of order statistics, we show that under MS, the common F-statistic is distributed as a mean of \( k \) top variables out of \( m \) independent random variables having \( \chi^2 \) distribution. Based on this finding, we estimated critical \( p \)-values for multiple regression models after MS, comparisons with which of those obtained in real studies will help researchers to avoid false-positive result. Analytical solutions obtained in the work are implemented in a free Excel spreadsheet program.
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### I. INTRODUCTION

Marginal screening (MS) is the computationally simple and commonly used for the dimension reduction procedures. In it, a linear model is constructed for several top predictors, chosen according to the absolute value of marginal correlations with the dependent variable. Importantly, when \( k \) predictors out of \( m \) primary covariates are selected, the derived analytical solutions are implemented in a free Excel program, which evaluates statistical significance of the results of a regression analysis after MS.

### II. NOTATIONS AND ABBREVIATIONS

**MS** - marginal (or correlation) screening;  
**RS** - risk score; **GRS** – genetic risk score; **PGRS** – polygenic risk score;
CDF - cumulative distribution function; PDF - probability density function; iid - independently and identically distributed; r.v. - random variable; X – random variable X; 

\[ E(X), D(X) \] - the mean value and the variance of X; 

\[ X \sim Y - X \text{ and } Y \text{ are identically distributed}; \]

\[ X \sim \chi^2(k) \] - random variable X; 

\[ \chi^2 \] - random variable; 

\[ \text{iid} \] - independently and identically distributed; 

\[ X \sim N(\mu, \sigma^2) \] - X has normal distribution with parameters \( \mu \) and \( \sigma^2 \) (mean and variance, respectively); 

\( \Phi(x) \) - CDF of the standard normal distribution \( N(0,1) \); 

\( \Phi^{-1}(x) \) - the inverse CDF (quantile function) of the standard normal distribution; 

n - sample size; 

m - total number of independent variables (predictors); 

k - the number of top predictors selected for a model construction. 

### III. Method 

The distributions of top extreme (hereafter – top) values of r.v.s are examined in frame of the order statistics theory (Ahsanullah et al., 2013; Arnold et al., 2008). 

Let r.v.s \( Z_1, Z_2, \ldots, Z_m \) are independent and identically distributed, and \( Z_{1:m} \leq Z_{2:m} \leq \ldots \leq Z_{m:m} \) are the same r.v.s in ascending order. Then r.v. \( Z_{j:m} \) is called the \( j^{th} \) order statistic and \( Z_{m:m} = \max\{Z_1, Z_2, \ldots, Z_m\} \). The arithmetic mean of top \( k \) order statistics is called the «selection differential»:

\[
D_{k,m}(Z) \equiv k^{-1}(Z_{m:m} + Z_{m-1:m} + \ldots + Z_{m-k+1:m}) = k^{-1} \sum_{i=m-k+1}^{m} Z_{i:m}.
\]

The properties of the r.v. \( D_{k,m}(Z) \) has been studied in detail (Nagaraja, 1980, 1982, 2006; Arnold et al., 2008). Further reasoning involves the formalism published earlier (Stigler, 1973). Let \( m \to \infty \) and \( p = k/m = \text{const} \). Then r.v. \( D_{k,m}(Z) \) is an asymptotically normally distributed r.v. with the following parameters:

\[
D_{k,m}(Z) \sim N\left(\mu_p, \frac{1}{k} \left( \sigma^2_p + (1-p)(\mu_p - z_p)^2 \right) \right),
\]

where \( \mu_p = E(Z \mid Z > z_p) = \frac{1}{p} \int_{z_p}^{\infty} zf(z)dz \), 

\[
\sigma^2_p = D(Z \mid Z > z_p) = \frac{1}{p} \int_{z_p}^{\infty} (\mu_p - z)^2 f(z)dz,
\]

where \( F(z) \) and \( f(z) \) are the CDF and PDF of the r.v. \( Z \);

\[ z_p = F^{-1}(1-p) ; \quad \mu_p \text{ and } \sigma^2_p \] are the mean and variance of the distribution obtained by \( F \) trimming to below \( z_p \).

### IV. Results

#### a) Additivity of Cohen’s \( f^2 \) effect size for independent predictors

Our analytical results described below are essentially based on the Proposition 1. We believe this proposition may be of independent interest.

**Proposition 1**: Let correlations between independent variables \( X_i \) in a regression model (1) are

\[ Cor(X_i, X_j) = r_{ij}, \quad i \neq j, \]

where \( r_i = Cor(Y, X_i) \) are marginal correlations between the dependent variable and predictors. Then the squared multiple correlation \( (R^2) \) for model (1) satisfies

\[
\frac{R^2}{1-R^2} = \sum_{i=1}^{k} r_i^2. \tag{3}
\]

**Proof.** It is known that \( r = C \beta \) and \( R^2 = r^T \beta \), where \( r \) is a column vector whose \( j^{th} \) entry is \( r_j \); \( \beta \) is a column vector whose \( j^{th} \) entry is \( \beta_j \); \( C \) is the correlation matrix for the predictor variables. By the condition of Proposition 1, \( C = r r^T + D \), where \( D \) is a diagonal matrix with the elements \( D_{ii} = 1 - r_i^2 \) on the diagonal. Then, \( r = C \beta = r(r^T \beta) + D \beta = R^2 r + D \beta \). Further, \( \beta = (1-R^2)D^{-1}r \) and hence, \( r^T \beta = (1-R^2)(r^T D^{-1}r) \).

Therefore,

\[
\frac{R^2}{1-R^2} = r^T D^{-1}r = \sum_{i=1}^{k} r_i^2. \tag{3}
\]

**Comments**

1. Index \( f^2 = R^2 / (1-R^2) \) is known as Cohen’s \( f^2 \) effect size (Cohen, 1988; 1992).

2. The condition \( Cor(X_i, X_j) = r_{ij} = r r_j \) assumes that all predictors are statistically independent and their mutual correlations are fully due to the correlation with \( Y \). In this case, the partial
correlations between the predictor variables (with fixed \( Y \)) are:

\[
    r_{ij} = \frac{r_{ij} - r_{ij}^*}{\sqrt{(1 - r_{ij}^*) (1 - r_{ij}^*)}} = 0
\]

Thus, according to the Proposition 1 proved above, Cohen’s indices \( f^2 \) are additive when the predictors are independent.

**b) Null distribution of the F-statistic for marginal screening**

When testing the null hypothesis \( H_0 : \beta_1 = \beta_2 = \ldots = \beta_k = 0 \) for the model (1), Fisher’s F-statistic is calculated as

\[
    F = \frac{n - k - 1}{k} \frac{R^2}{1 - R^2},
\]

where \( R^2 \) is the squared multiple correlation coefficient for the sample size \( n \). If the model is initially constructed for variables \( \{X_i\}, i = 1, \ldots, k \), then the null distribution of \( F \) is: \( F | H_0 \sim F_{k,n-k-1} \). However, this is incorrect if the predictors were preliminarily selected as top from a large number of variables \( \{X_i\}, i = 1, \ldots, m \), where \( m >> k \).

**Proposition 2:** Let the model (1) is constructed for \( k \) predictors which were chosen as the top \( | Cor(Y, X_i) | \) out of \( m \) variables. Then, when \( n >> k \), the F-statistic is approximately distributed as

\[
    F | H_0 \sim \frac{1}{k} (Z_{m,m} + Z_{m-1,m} + \ldots + Z_{m-k+1,m}) \equiv D_{k,m}(\chi^2_k),
\]

\[
    Z \sim \chi^2_k.
\]

**Proof.** Let in a regression model all \( Y, X_1, X_2, \ldots, X_m \) are independent and identical r.v.s having standard normal distribution \( N(0,1) \). Consider r.v.s \( f_i^2 = r_i^2 / (1 - r_i^2) \), where \( r_i \) are sample correlations. If the number of points in the model is \( n \), then \( (n - 2) f_i^2 - F_{1,n-2} \rightarrow \chi^2_1 \) under \( n \rightarrow \infty \). Consequently, the “top” predictors correspond to \( k \) greatest values among the \( m \) values of independent r.v.s \( Z \sim \chi^2_1 \). Then, when \( n >> k \), according to Proposition 1:

\[
    F | H_0 \sim N \left( \frac{1}{k} \frac{2z_p}{\sqrt{1 + \frac{2z_p}{\pi}}} \right).
\]

3. Let \( p = 1 - F_{k,n-k-1}(F) \) be a r.v. corresponding to the spurious \( p \)-value for the model (1) under MS. Equation (4) allows to estimate the lower 5% quantile of its null distribution:

\[
    Q_{5\%}(p | H_0) \approx 1 - F_{k,n-k-1}(\mu_F + 1.65\sigma_F)
\]

4. When \( m >> k \), expectation of the squared multiple correlation coefficient under \( H_0 \) approximately equals to

\[
    E(R^2 | H_0) = \frac{k \mu_F}{n - k - 1 + k \mu_F}.
\]

**c) Significance of the regression coefficient \( \beta \), for a predictor based on the maximum effect**

Usually the researcher desires to control not only significance of the whole model, but also of the predictors in the model (1). Here, we focus on the statistical significance of a predictor with the maximum
effect, denoted as \( X_i : | \beta_i | = \max_i | \beta_i | \). The standard procedure for testing \( H_0 : \beta_i = 0 \) for the model (1) involves the calculation of a statistic

\[
F_i = (n - k - 1) \frac{R^2 - R^2_{0,i}}{1 - R^2}
\]

where \( R^2_{0,i} \) are the squared multiple correlations for predictors \( X_2, X_3, \ldots, X_m \). It is known that without model selection, \( F_i \sim F_{1, n-k-1} \rightarrow \chi^2_1 \) under \( n \rightarrow \infty \). It turns out that with MS, r.v. \( F_i \) approximately equals to the maximum value of \( m \) independent realizations of r.v. \( Z \sim \chi^2_1 \). Thus, we arrive to

Hence, under \( n \rightarrow \infty \)

\[
F_i | H_0 = (n - k - 1) \left( \frac{f^2 - f^2_i}{1 + f^2} - \frac{f^2 - f^2_i}{1 + f^2 - f^2_i} \right)(1 + f^2) = \frac{(n - k - 1)f^2_i}{1 + f^2 - f^2_i} - \frac{(n - k - 1)Z_{m,m}}{n - 2 + \sum_{i=m+1}^{m} Z_{i,m}} \approx Z_{m,m} \sim \chi^2_1 .
\]

Corollaries.

1. Marginal screening does not substantially change the \( F_i \) statistic, which only slightly depends on \( k \) and \( n \) provided \( n > m \) (see Supplement 1, Fig. 2).

2. Let \( p_i \) is a r.v. related to the spurious \( p \)-value for the predictor with the maximum effect under \( H_0 \). Then,

\[
p_i | H_0 \sim 1 - F_{1,n-k-1}(F_i) \approx 1 - F^{-1}_{X_1}(Z_{m:m}) = 1 - F^{-1}_{X_1}(F^{-1}_{X_1}(U_{m:m})) = 1 - U_{m:m}
\]

Here, the relation: \( X_{m:m} = F^{-1}_{X_1}(U_{m:m}) \) is used, where \( F^{-1}_{X_1} \) is the quantile function of a r.v. \( X \).

Hence, \( E(p_i | H_0) \approx 1 - E(U_{m:m}) = 1/(m + 1) \) (Ahsanullah et al., 2013), and the lower \( \alpha \)-quantile for \( p_i \) equals to \( Q_\alpha (p_i | H_0) \approx 1 - (1 - \alpha)^{1/m} \approx \alpha / m \).

\( d) \) Risk summation

A special method for reducing the number of predictors is widely used in modern genetic studies, termed "risk summation" (RS). For example, in «case-control» studies, the so-called genetic risk scores (GRS) are often calculated as the total number of "risk alleles", which are more frequent in patients or affected participants. Then, a comparison of GRS between samples of healthy controls and affected individuals is performed using e.g. Student's \( t \)-test. In the case of quantitative trait, its correlation with the number of alleles is sometimes calculated, resulting in the increase of the dependent variable.

Let us calculate the null distribution of the \( t \)-statistic for RS comparison. For the model (1) we define the new variable «risk score» \( X_{RS} \) as

\[
X_{RS} = \text{Sign}(\beta_1)X_1 + \text{Sign}(\beta_2)X_2 + \ldots + \text{Sign}(\beta_k)X_k,
\]

and consider a simple regression \( Y = \beta X_{RS} + \varepsilon \). Let \( R_{RS} \equiv \text{Cor}(Y, X_{RS}) = \beta \). Corresponding \( F \)-statistic for this model \( (F_{RS}) \) is calculated in case of a continuous dependent variable, and Student’s \( t \)-test is applied if the dependent variable is binary. The \( t \)-statistic is \( T_{RS} = \sqrt{F_{RS}} \). Then, if \( H_0 \) is true, the following proposition takes place:

**Proposition 3.** Let the model (1) is constructed for \( k \) predictors, which were selected as top of \( |r_i| \equiv \text{Cor}(Y, X_i) \) from \( m \) variables. Then \( F_i | H_0 \sim Z_{m,m} \) where \( Z \sim \chi^2_1 \).

**Proof.** Let r.v.’s \( Y, X_1, X_2, \ldots, X_m \) are independent r.v.s, which have normal distribution \( N(0,1) \). Let \( f^2_i = r_i^2 / (1 - r_i^2) n \) \( f^2 = R^2 / (1 - R^2) \). Then according to Proposition 1,

\[
\frac{R^2_{0,i}}{1 - R^2_{0,i}} = \sum_{i=2}^{k} f^2_i = f^2 - f^2_i
\]

approximately, \( p_i | H_0 \sim 1 - U_{m:m} \) under \( n >> 1 \), where \( U \) has the uniform distribution on \([0,1]\).

Indeed, under \( n >> 1 \)
Proposition 4.

\[ T_{RS} \mid H_0 \sim \frac{1}{\sqrt{k}} (Z_{\text{mem}} + Z_{m-1m} + \ldots + Z_{m-k+1m}) = \sqrt{k} D_{k,m}(\chi_1), \quad Z \sim \chi_1. \]

Proof. Indeed, for a standardized model \( \sigma_{x_i} = \sigma_y = 1, \) \( i = 1, \ldots, k \). Then, according to Proposition 1 under \( H_0 \):

\[ R_{RS} = \text{Cor}(Y, X_{RS}) = \left( \frac{\sum_i r_i^2}{\sum_i (1-r_i^2)} \right)^{-1/2} \sum_i r_i \]

from which under \( n \to \infty \)

\[ F_{RS} = (n-2) \frac{R_{RS}^2}{1-R_{RS}^2} = (n-2) \left( \frac{\sum_i r_i^2}{\sum_i (1-r_i^2)} \right)^2 \approx (n-2) \left( \frac{\sum f_i^2}{k} \right)^2, \]

and \( f_i^2 = r_i^2/(1-r_i^2) \). Taking into account that \( T_{RS} = \sqrt{F_{RS}} \), and \( (n-2)f_i \sim \chi_1 \), we arrive to Proposition 4.

Corollaries.
1. When \( n \to \infty \), \( m \to \infty \) and \( p = k/m = \text{const} \), null-distribution of the t-statistic is:

\[ T \mid H_0 \sim N(\mu_t, \sigma_t^2), \]

where

\[ \mu_t = \frac{1}{p} \sqrt{\frac{2k}{\pi}} e^{-\frac{z_p^2}{2}}, \]

\[ \sigma_t^2 = 1 - \frac{2}{mp} e^{-z_p^2} - \left( \frac{2z_p}{\pi} \right) e^{-\frac{z_p^2}{2}} + (1-p)z_p^2 \]

(7)

and \( z_p = \Phi^{-1}(1-p/2)^2 \). Expressions (7) are obtained through the PDF of \( \chi_1 \), which is \( f(z) = \sqrt{2/\pi} e^{-z^2/2} \), substitution into the formula (2). For \( p < 0.1 \), the following approximation can be used:

\[ T \mid H_0 \sim N\left( \sqrt{k} \Phi^{-1}(1-k/2m), 2\Phi^{-1}(1-k/2m)^{-1} \right), \]

where \( \Phi^{-1} \) is the quantile of the normal distribution. When \( k > 0.2m \),

\[ T \mid H_0 \sim N\left( \sqrt{2k / \pi}, 1 - 2/\pi \right). \]

(8)

2. \( R_{RS}^2 \leq R^2 \). This inequality follows from Proposition 1 and the convexity of the \( f(x) = x(1-x)^{-1} \) function. When \( k < < m \), an approximate equality takes place: \( R_{RS}^2 \approx R^2 \), and \( F_{RS} \approx k F \), where \( F \) and \( R^2 \) are defined in Proposition 2.

V. RELATED WORKS

Analytical approximation for the distribution \( F \mid H_0 \) under MS, is described here for the first time to the best of the authors’ knowledge. Previously, the analytical and empirical expressions for \( E(R^2 \mid H_0) \) (Rencher, Pun, 1980; Wray, 2013) and the top quintile \( Q_{1-a}(R^2 \mid H_0) \) (Diehr, Hoflin, 1974; Salt, 2007) were proposed. The empirical formula for \( Q_{1-a}(p \mid H_0) \) was obtained by Salt (2007). A possible link between the null-distribution of \( R^2 \) and order statistics for \( X_1^2 \) under MS was first noted by Alam and Wallenius (Alam, Wallenius, 1979).

Our results are closest to the recent work of J. Fan that addressed "spurious correlations" (Fan et al., 2017). Applicably to our work, those results are as follows. Assume that the \( Y \) and \( X_i \) in (1) are independent and identical r.v.s having the standard normal distribution \( N(0,1) \). The maximum spurious correlation is defined as \( \hat{R}_n^2(k,m) = \max \text{Cor}(Y, \sum_{i=1}^m \beta_i X_i)^2 \) subject to \( \|\beta\|_0 = k \) (the number of nonzero \( \beta_i \)’s equals \( k \)). If \( n >> (k \ln m)^2 \), then the asymptotic distributions of the maximum spurious correlation is:

\[ n\hat{R}_n^2(k,m) \sim Z_{\text{mem}} + Z_{m-1m} + \ldots + Z_{m-k+1m}, \quad Z \sim \chi_1^2. \]

(9)

The condition \( n >> (k \ln m)^2 \) means that the practical use of this formula is possible only with very large \( n \). Even at \( m = 100 \) the required sample size is \( n >> 44000 \). Otherwise, the formula (9) leads to inaccurate estimates: \( E(\hat{R}_n^2(k,m)) > 1 \). Our result (Proposition 2) is meaningfully similar to (9) yet, in contrast, requires only \( n >> k \) and therefore it is devoid of such a disadvantage.

Recently, J. Taylor and colleagues developed an innovative approach to the problem of statistical inference after model selection (Lee, Taylor, 2014; Tibshirani, Taylor, 2016). For a regression model with Gaussian errors, they presented a method for exact inference, conditional on a polyhedral constraint on the observations \( Y \). This approach is applicable to different model selection procedures including marginal screening, forward stepwise regression, lasso, least angle regression and other sequential regression techniques being an exciting new advance. Note,
however, that it is a conditional test in which any estimator used for inference is influenced by correlations with predictors that are not selected. As an example, consider the simplest case \( k = 1 \) (one top predictor). Then the “polyhedral lemma” (Lee, Taylor, 2014) would yield the following distribution of the regression coefficient \( \beta_1 \) under \( H_0 \):

\[
\beta_1 \mid H_0 \sim TN[|r_2|; \infty].
\]

Here \( r_2 \) is the second top marginal correlation between the dependent variable and predictors; \( TN[a; b] \) is the normal distribution truncated to the interval \([a; b] \). Naturally, the \( p \)-value obtained will depend heavily on the unselected predictor \( X_2 \). In contrast, our unconditional test (Proposition 2) depends only on the selected first top predictor \( X_1 \):

\[
(n - 2) \frac{r_1^2}{1 - r_1^2} \mid H_0 \sim Z_{mm}, \quad Z \sim \chi^2_1.
\]

We believe that the interpretation of the conditional “exact” \( p \)-value is still unclear since the expected value is also affected by the unselected predictors. It is also clear that a conditional post-selection test has lower power compared to the unconditional test, since for any \( X \)

\[
\alpha > P(\text{Type 1 error} \mid X) > P(\text{Type 1 error}, X).
\]

Post-selection inference is a very promising approach to inference that appears to work very well in case \( n > m \). How well it performs when \( m > n \) needs to be demonstrated in the future, since the method remains very new at this point.

VI. Practical Relevance

Our theoretical considerations have immediate application since the derived formulas enable quick and efficient evaluation of statistical significance of a multiple regression model, predictors in which are selected via MS. The accuracy of approximations was tested using computer simulations for a wide range of parameters (Supplement 1). More accurate estimates can be obtained by applying the \( F_1,n \) instead of \( \chi^2_1 \).

For calculations according to the formulas from Propositions 2-4, we suggest using the H0_Model_Selection.xlsx spreadsheet (Supplement 2). One needs to enter three numbers \( \{n, m, k\} \), where \( n \) - sample size, \( m \) - the initial number of covariates (independent variables), and \( k \) - the number of top predictors selected to construct the model (1). The program instantly estimates the mean value and 95% quantiles under \( H_0 \) for the \( F \)-statistic, squared multiple correlation coefficient, and critical \( p \)-values for the model and for the top predictor. The program also includes an option of adjustment of the spurious \( p \)-values for the whole model and for a top predictor obtained in the experiment taking into account MS. In case of RS comparison, the program calculates mean values of the Student’s \( t \)-statistic and of corresponding \( p \)-value under \( H_0 \) and recalculates the actual \( p \)-value based on the distribution of \( T \mid H_0 \).

The major limitation of our theoretical formalism and, consequently, of the program stems from the \( n \to \infty \) assumption. If sample size is very small (\( n < 30 \)), formula 4 yields the \( F \)-statistic underestimated for 30-40%, depending on \( k \), according to our computer simulations (data not shown). The problem of the \( F \)-underestimation is negligible, however, if sample size exceeds 50.

VII. Discussion

Our work demonstrates that when MS is performed, the \( F \)-statistic under \( H_0 \) is distributed as a mean of \( k \) top variables selected out of \( m \) independent random variables having a \( \chi^2_1 \) distribution. It is an intuitively expected and a clear finding. If MS is not performed \( (k=m) \), \( \mathbb{E}(F \mid H_0) = \mathbb{E}(\chi^2_1) = 1 \), precluding false-positive result. However, if the \( m \gg k \) condition takes place, \( \mathbb{E}(F \mid H_0) \) may become arbitrarily large that brings about a misleading result.

Besides of theoretical interest, our work resulted in a practical implementation in a form of software solution, which may be useful for a wide range of scientific investigations, including but not limited to genetic association studies and those employing regression analysis with stepwise selection (common in e.g. psychology, ecology and economics). For example, a regression model for 100 points with 3 predictors selected from the initial set of 15 covariates returns a \( p \)-value of 0.005 for the model. Having entered three values \( \{100, 15, 3\} \) to the program, one would find that under the null hypothesis the expected mean \( p \)-value for such a model is 0.025 and the 5%-quantile is 0.0019. This means that in fact the obtained model cannot be considered statistically significant. Entering the \( p \)-value of 0.005 to the program will result in the adjusted \( p \)-value of 0.155 for the model. Note that, among 10 independent covariates, there will be, on average, 2 top predictors for which the model (1) is formally “significant”: \( p = 0.04 \) if \( n = 100 \).

Chance of obtaining a false-positive result is also high in the studies addressing risk scores. Equation (8) shows that when two samples are compared by RS, five factors are sufficient to obtain a “significant” difference using Student’s \( t \)-test. Indeed, when \( k = m = 5 \),

\[
T \mid H_0 \sim N(\sqrt{2 \cdot 5 / \pi}, \frac{1 - 2 / \pi}{\pi}) \approx N(1.78, 0.36),
\]

which corresponds to the mean \( p \)-value of 0.037. Numerous examples of works with strongly
overestimated significance of the effects based on GRS are given in our earlier work (Rubanovich, Khromov-Borisov, 2016).

It should be acknowledged that the formulas (4) only partly solve the problem of null distribution of the test statistic under model selection. More sophisticated algorithms may lead to the higher values of $R^2 | H_0$ than MS. This is especially noticeable for the methods based on sparsity solutions such as Lasso or Compressed Sensing (CS). Our computer simulations for $k > 3$ and $m > 200$ demonstrate that usually $E(R^2_{CSMS} | H_0) < E(R^2_{CSMS} | H_0)$. This hints that if model selection is preformed using the advanced methods, actual critical $p$-values can be even lower than those obtained with MS. However, theoretical and analytical basis for these situations is not available so far.

In conclusion, our work provides formal explanation of the distribution of the test statistic for multiple regression models which utilize a subset of top predictors derived from a large set of explanatory variables through the preliminary marginal screening. Although some approximations are used, the approach has sufficient accuracy. Software implementation of the analytical expressions is available and can be conveniently used even by an unexperienced researcher willing to evaluate the validity of own finding. We believe this implementation is a useful means of avoiding false-positive results in the studies, which might have been flawed by no fault of the investigators but rather by insufficiency of theoretical and practical solutions for the problem of “multiple testing” in regression analysis.

Supplementary Materials

Supplement 1. Computer simulations.
Supplement 2. H0_Model_Selection.xlsx spreadsheet
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**Fig. 1:** Expected spurious $p$-value for the regression model (1) with regard to the total number of independent variables ($m$) and the number of top of them ($k$) used in the model under $H_0$ ($n = 200$). Plotted points are the result of numerical simulations (averaged for 1000 random repeats).
Fig. 2: Relationship between the spurious p-value for the top predictor ($p_1$) and the number of top predictors ($k$) used in the model (1) under $H_0$ ($n = 500$). Plotted points are the result of numerical simulations (averaged for 1000 random repeats). Horizontal lines represent the result described in Corollary 3.2: $E(p_1 | H_0) \approx 1/(m + 1)$. When $n > m$, the mean $E(p_1 | H_0)$ only weakly depends on $k$.

Fig. 3: Expected spurious p-value for the risk score ($X_{rs}$) comparison using Student's t-test with regard to the total number of independent variables ($m$) and the number of top of them ($k$) used to calculate the $X_{rs}$ under $H_0$ ($n = 200$). Plotted points are the result of numerical simulations (averaged for 1000 random repeats).
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