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Abstract

Cross-impact, namely the fact that on average buy (sell) trades on a financial instrument induce positive (negative) price changes in other correlated assets, can be measured from abundant, although noisy, market data. In this paper we propose a principled approach that allows to perform model selection for cross-impact models, showing that symmetries and consistency requirements are particularly effective in reducing the universe of possible models to a much smaller set of viable candidates, thus mitigating the effect of noise on the properties of the inferred model. We review the empirical performance of a large number of cross-impact models, comparing their strengths and weaknesses on a number of asset classes (futures, stocks, calendar spreads). Besides showing which models perform better, we argue that in presence of comparable statistical performance, which is often the case in a noisy world, it is relevant to favor models that provide \textit{ex-ante} theoretical guarantees on their behavior in limit cases. From this perspective, we advocate that the empirical validation of universal properties (symmetries, invariances) should be regarded as holding a much deeper epistemological value than any measure of statistical performance on specific model instances.
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1 Introduction

The fact that the prices of financial instruments can be moved by trading pressure in the order flow is now a well-established phenomenon, known as Market Impact (see e.g. [2, 4, 19]). In fact, the shape of market impact has been measured in a large number of studies, and displays a structure that is surprisingly robust across assets, time periods and markets. Cross-impact is a multivariate analogue of this market impact, denoting the impact of trading flows from one asset on the price of other, potentially correlated assets. Despite the evidence that cross-impact allows the transmission of information across markets, amplifying shocks in presence of crashes and aggregating liquidity across market venues, the number of empirical results concerning this phenomenon is much more limited (see e.g. [11, 16]). As a relatively new area of research, one can divide empirical studies of cross-impact in two main groups. On the one hand, one finds non-parametric studies focusing on a small number of instruments, and on the other, parametric studies where heuristically-derived models are calibrated on data. Both parametric and non-parametric studies have provided strong evidence for cross-impact. Aside from empirical studies, a number of papers have touched on the subject of cross-impact through other topics, for example via optimal control problems.

We first focus on non-parametric studies. Wang et al. [21, 22] analyzed stocks and used empirical cross-responses between trade signs and prices to build propagator models for cross-impact, using only the direction of the trade (and therefore neglecting the influence of volumes). In [20], the authors define an entropy for impact between stocks: when this coefficient is high, there should be no cross-impact. To study the structure of cross-impact, they build a network which connects assets when the entropy coefficient is low. Thus, a stock in this network with a high ingoing connectivity is affected by trading of many other stocks. On the other hand, trading an asset with a high outgoing connectivity impacts the prices of many other assets. This analysis reveals that the least liquid stocks have high ingoing connectivity and low outgoing connectivity while very liquid stocks have low ingoing connectivity and high outgoing connectivity. In short, the prices of illiquid stocks is driven by the prices of liquid stocks. On the other hand, the paper [17] considered bond markets which, given their higher pairwise correlation, one may expect to show significant cross-impact. Using a similar approach, they fit a propagator model and find strong cross-impact as well as small, but statistically significant, asymmetries.

In [3], the authors fit a different propagator model on stocks. In particular, they find that parametric, factorised models display better performance and are less prone to overfitting than non-parametric alternatives, which gives a strong practical argument for the use of such models. They also found that the first eigenvectors of the stocks return covariance and order flow covariance matrices are roughly aligned: thus the approximation that they commute is partly justified. Naturally this is not always true and it is interesting to know how these models perform when this assumption is violated.

Furthermore, if previous empirical studies yield insight into the shape of one cross-impact model on a given asset class, to our knowledge there is no study allowing to compare different cross-impact models on a variety of markets. Therefore, we are unable to say whether there exists a universal, statistically accurate cross-impact model, or even less ambitiously what are the properties that a cross-impact model should respect in order not to be empirically rejected.
On the other hand, several theoretical studies have attempted to reduce the universe of possible cross-impact models by constraining their acceptable outcomes. Multivariate propagator-like models were studied in [1] and only a specific class of kernels was shown to satisfy no-arbitrage principles. In particular, the authors showed that a necessary but not sufficient condition for no-arbitrage to hold is that the propagator kernels are positive definite, which implies that non-parametric estimates with asymmetric kernels can be arbitraged (in the absence of linear costs). However, this condition is not sufficiently restrictive to prescribe specific cross-impact models. Interestingly, the non-parametric study [17] calibrates a propagator model on bonds and finds statistically significant asymmetries at different estimation scales (weekly, bi-weekly and monthly) and conservative confidence levels.

If the no-arbitrage property alone is insufficient to determine the structure of cross-impact, one may look at how cross-impact arises in other areas. Two of them are particularly interesting: optimal execution and market making.

In the mean-field framework for optimal execution of [13] (an extension of [6]), a continuum of risk-averse investors seek to acquire a portfolio under a common time horizon. The authors assume that the price of asset $i$ changes linearly with the signed traded volume on asset $i$, which is the sum of the signed traded volume of all investors. While cross-impact is not directly modeled, it appears through the following mechanism. Even though investors are wary of pushing asset prices because it increases their costs, their risk-aversion incentivises them to hedge their target position portfolio by temporarily trading other correlated assets. For example, if an investor wants to acquire 1000 units of asset $i$ which is negatively correlated to asset $j$, his optimal execution schedule will involve, in turn:

(i) buying most of his position on asset $i$ while selling asset $j$
(ii) slowing down his trading speed of asset $i$ and buying back asset $j$ to end the trading session with an inventory of 1000 units of asset $i$ and 0 units of asset $j$.

This point of view interprets cross-impact as the trading pressure generated by opportunistic investors with target positions in correlated financial assets. While this approach provides one explanation of the many possible phenomena underlying cross-impact, it does not provide a recipe one may use on empirical data to estimate the impact induced on asset $i$ by trading asset $j$.

We now turn to the study of cross-impact in the optimal market making literature. In the setting of [10], given an asset dynamics a market maker places quotes away from the mid-price, seeking to maximise its expected utility at a terminal date. The probability of the limit orders being executed against an incoming market order depend on the distance to the mid-price. Incoming orders are then modeled as independent Poisson processes. One key assumption is thus that the signed traded order flow of two assets is uncorrelated, contrary to intuition and empirical evidence (see for example in [3, 17, 20, 21, 22]). Nevertheless, studying a simplified version of the partial differential equation ruling the behaviour of the utility function of the market maker (the link between the solution of the original PDE and simplified PDE is not clear, see [10]), the authors of [8] find that the corrective term to the mark-to-market value of the assets in the utility of the market maker when he holds an inventory $q$ is of the form $-q^T\Lambda q$, where:

$$\Lambda = D^{-\frac{1}{2}}\sqrt{D\Sigma D\frac{1}{2}}D^{-\frac{1}{2}},$$

with $\Sigma$ the instantaneous return covariance matrix and $D$ playing the role of the typical change of order flow fluctuations around the market-maker’s posts. Thus, the risk-averse market maker effectively adjusts the mark-to-market price of the assets to include the estimated liquidation costs of his portfolio. Since we can estimate $D$ and $\Sigma$ on empirical data, we can test this cross-impact model in practice.

While previous works on cross-impact introduced a given model that satisfied some convenient properties (such as [3]), used a specific theoretical framework to derive a model (for example [7]), or focused purely on empirical data (see for example [17, 22], we chose a different approach. In this paper, a cross-impact model is instead simply a function of empirical observables. In place of looking for a single model, we look for reasonable constraints, axioms, which we would like them to satisfy. Data being scarce, the question that we ask ourselves is how should a cross-impact model look like in order to be reasonable?

In particular, we introduce symmetry axioms which we expect any models to satisfy (when abstracting away microstructural effects), fragmentation axioms (generalized from a notion first discussed in [3]), which guarantee suitable behaviour of models when some instruments (or linear combination of instruments) have very small fluctuations, and finally stability axioms to control the impact of trading a basket containing both liquid and illiquid instruments. We further establish
links between fragmentation and stability axioms and show that, if a model satisfies all symmetry axioms, then it does not display arbitrage in the sense of [1]. These axioms enable us to classify models previously introduced in the literature and give perspective on which may work best in a given scenario.

To test these prescriptions, we apply a variety of cross-impact models to different markets and confirm which axioms are critical to explain empirical observations. We also find that performance of cross-impact models decreases rapidly with the timescale of aggregation of the order flow, increases with the size of the universe of tradeable instruments and generally with the pairwise correlation between instruments.

The paper is organized as follows. Section 2 introduces some notation in force throughout the paper, Section 3 lays down axioms and models, highlighting which axiom each model satisfies. Section 4 presents the calibration results of our zoology of models on different markets. We conclude on the contributions of the paper, remaining open questions and directions for future work in Section 5.

2 Notations

Throughout this paper, we write scalars in roman lower cases, vectors in bold lower cases and matrices in roman upper cases. The set of $n$ by $n$ real-valued square matrices is denoted by $\mathcal{H}_n$, the set of orthogonal matrices by $\mathcal{O}_n$, the set of real symmetric positive semi-definite matrices by $\mathcal{S}_n^+$ and the set of real symmetric positive definite matrices by $\mathcal{S}_n^{++}$. Further, given a matrix $A$ in $\mathcal{H}_n$, $A^T$ denotes its transpose. Given $A$ in $\mathcal{S}_n^+$, we write $A^{1/2}$ for a matrix such that $A^{1/2}(A^{1/2})^T = A$ and $\sqrt{A}$ for the matrix square root, the unique positive semi-definite symmetric matrix such that $(\sqrt{A})^2 = A$. We write $\ker(M)$ for the null space of a matrix $M \in \mathcal{H}_n$, $\Pi_V$ for the projector on a linear subspace of $V \in \mathbb{R}^n$ and $\Pi_V^+ = \mathbb{1} - \Pi_V$ for the orthogonal projector. Finally, given a vector $v \in \mathbb{R}^n$, we write $v = (v_1, \ldots, v_n)$ and $\text{diag}(v)$ for the diagonal matrix with diagonal components the components of $v$.

3 Linear models for cross-impact

3.1 Framework

We are interested in constructing a theory that is able to associate a vector of predicted price changes $\Delta p_t = p_{t+\Delta t} - p_t = (\Delta p_{1,t}, \ldots, \Delta p_{n,t})$ to a signed order flow imbalance $q_t = (q_{1,t}, \ldots, q_{n,t})$ measured in a time interval $\Delta t$ on a universe of $n$ financial instruments. In order to ensure mathematical tractability of our construction, we focus on the simplest possible scenario, by assuming that (i) the relation between the order flow imbalance $q_t$ and the price change $\Delta p_t$ is linear, and (ii) the dependence upon past imbalances $q_{t-1}, q_{t-2}, \ldots$ is disregarded. This choice is motivated mainly by the desire of focusing on the most prominent cross-sectional features of these impact models, without overemphasizing the rich structure of the dependence of $\Delta p_t$ on the magnitude of the components of $q_t$, nor its temporal dynamics. Hence, we will drop the time subscript from both price changes and imbalances from now on. The interested reader is referred to [3, 17, 20] for more general approaches to this problem. In our stylized setting, the relation between prices and order flows can thus be written as:

$$\Delta p = \Lambda q + \eta.$$  \hspace{1cm} (1)

where $\Lambda$ is the cross-impact matrix, and $\eta = (\eta_1, \ldots, \eta_n)$ is a vector of zero-mean random variables independent of $q$. One of the main reasons why practitioners are interested in models of this form is that Eq. (1) allows to build a predictive theory of impact costs resulting from the execution of a series of trades of size $q$. In particular, if one assumes that the difference between the arrival price and the execution price is given by $\Delta p$, the cost incurred after the execution of a vector of trades $q$ can be written as:

$$\mathcal{E}(q) = q^\top \Delta p = q^\top \Lambda q + q^\top \eta.$$  \hspace{1cm} (2)

Hence, our linear price impact model Eq. (1) induces quadratic impact costs, the average impact cost being given by $\mathbb{E}[\mathcal{E}(q)] = q^\top \Lambda q$, so that $\Lambda$ quantifies how expensive the trading is on average due to the reaction of the market to the traded flow $q$.

One of the main purposes of this paper is to present a series of prescriptions that can be used to choose the most suitable estimator for the impact matrix $\Lambda$ given a set of empirical observations of market data. The main problem lies in the large number of possible combinations of variables that can be used in order to build $\Lambda$; one would like to have a principled manner to perform model selection.
### 3.2 Covariances and responses

If one were to consider the traded flows $q$ and the price changes $\Delta p$ as zero-mean Gaussian variables, then it would be very natural to assume that covariances of such observables are sufficient statistics, meaning that no matter what observable one builds, it can always be written as a function of the covariance of such quantities. This leads to the following definition.

**Definition 1** (Price and order flow covariances). We define respectively as return covariance, order flow covariance and response the quantities:

$$
\begin{align*}
\Sigma & := \mathbb{E}[\Delta p \Delta p^\top] \\
\Omega & := \mathbb{E}[qq^\top] \\
R & := \mathbb{E}[\Delta pq^\top].
\end{align*}
$$

(3)

These quantities appear very naturally in the context of market microstructure, as they capture simple features of the coupled dynamics of prices and order flows. While $\Sigma$ quantifies the co-variation of prices, $\Omega$ captures co-trading of different assets, and $R$ reflects the average change of asset prices with traded order flow.

Though we will not assume price variations nor order flows to be Gaussian random variables, we work under the assumption that the cross-impact matrix $\Lambda$ can be expressed solely as a function of $\Sigma, \Omega$ and $R$. Whereas this is not restrictive in a Gaussian, zero-mean world, in a non-Gaussian context it can be justified as a modeling assumption that allows to capture a large number of distinctive features of the price impact phenomenology while retaining a large degree of simplicity. For convenience, we will note the price volatility $\sigma := (\sqrt{\Sigma})_{1 \leq i \leq n}$, the signed order flow volatility $\omega := (\sqrt{\Omega})_{1 \leq i \leq n}$, and the price and flow correlations $\rho := \text{diag}(\sigma)^{-1} \Sigma \text{diag}(\sigma)^{-1}$, $\rho_{\Omega} := \text{diag}(\omega)^{-1} \Omega \text{diag}(\omega)^{-1}$. Though the price volatility $\sigma$ is a familiar quantity, it is worth commenting on the signification of $\omega$. As the average of the signed order flow $\mathbb{E}[q] = 0$, $\omega$ quantifies the fluctuations of the traded order flow and will thus be used (and often referred to) as a proxy for liquidity. For example, if asset $i$ is not traded, then $\omega_i = 0$. These considerations motivate the following definition.

**Definition 2** (Cross-impact model). A linear, single period cross-impact model is a function $\Lambda$ of the form

$$
\Lambda : \mathcal{F}_n^+ \times \mathcal{F}_n^{++} \times \mathcal{M}_n \rightarrow \mathcal{M}_n
$$

where we recall that $\mathcal{F}_n^+$ is the space of real, positive semi-definite $n \times n$ matrices, $\mathcal{F}_n^{++}$ is the space of real, strictly positive definite matrices and $\mathcal{M}_n$ the space of $n \times n$ real matrices.

### 3.3 Axioms

Even though writing down the impact matrix $\Lambda$ as a $\Lambda(\Sigma, \Omega, R)$ restricts the possible choices that can be made for modeling it, one still has a large number of degrees of freedom to choose from. This is why we propose an axiomatic approach to the calibration of cross-impact models: instead of comparing models only on the basis of statistical performance, we would like to control ex ante which properties they satisfy. There are three reasons to do this. First, for practical applications it is often preferable to establish theoretical guarantees about the properties satisfied by a cross-impact model. Second, the risk of overfitting in data is considerably reduced when the space of possible models is restricted. And third, it typically has larger scientific value to validate or falsify a generic property of a class of models (symmetry, invariance) with respect to the validation or rejection of a specific instance of a model, for which implementation details might hinder universality.

#### 3.3.1 Symmetries

The first properties we review involve the dimensional consistency of the models. First, the ordering used to compute the covariance matrices should be immaterial.

**Axiom 1** (Permutational invariance). A cross-impact model is $\Lambda$ is permutational-invariant if, for any permutation matrix $P$, and $(\Sigma, \Omega, R) \in (\mathcal{F}_n^+ \times \mathcal{F}_n^{++} \times \mathcal{M}_n)$,

$$
\Lambda(P\Sigma P^\top, P\Omega P^\top, PRP^\top) = P\Lambda(\Sigma, \Omega, R)P^\top.
$$

When the second order statistics are all diagonal, we expect price changes and order flows between distinct assets to be independent in the Gaussian case. Thus, the cross-impact model should respect the independence between assets, which motivates the following axiom.
**Axiom 2 (Direct invariance).** A cross-impact model is \( \Lambda \) is direct-invariant if, for any \( \sigma, \omega \in \mathbb{R}^n \), \( r \in \mathbb{R}^n \),

\[
\Lambda(\text{diag}(\sigma)^2, \text{diag}(\omega)^2, \text{diag}(r)) = \sum_{i=1}^{n} \Lambda(\sigma_i^2 e_i e_i^T, \omega_i^2 e_i e_i^T, r_i e_i e_i^T),
\]

where \( e_i \) is the \( i \)-th element of the canonical basis. Furthermore, given that predicted costs are expressed in units of currency, one would expect the currency unit used to express the costs to be immaterial. The next axiom translates this property.

**Axiom 3 (Cash-invariance).** A cross-impact model \( \Lambda \) is cash-invariant if, for any \( \alpha > 0 \), and \( (\Sigma, \Omega, R) \in (\mathcal{F}_n^+ \times \mathcal{F}_n^+ \times \mathcal{M}_n) \),

\[
\Lambda(\alpha^2 \Sigma, \Omega, \alpha R) = \alpha \Lambda(\Sigma, \Omega, R).
\]

Similarly, cross-impact models should account for changes in volume units. In equities, one might have stock splits: a company can double the number of outstanding shares and halve their values, though one does not expect the long-term behavior of the system to be affected by this change. This leads to the following axiom.

**Axiom 4 (Split invariance).** A cross-impact model \( \Lambda \) is split-invariant if, for any diagonal matrix of positive elements \( D \in \mathcal{M}_n \) and \( (\Sigma, \Omega, R) \in (\mathcal{F}_n^+ \times \mathcal{F}_n^+ \times \mathcal{M}_n) \),

\[
\Lambda(D^{-1} \Sigma D^{-1}, D \Omega D, D^{-1} RD) = D^{-1} \Lambda(\Sigma, \Omega, R) D^{-1}.
\]

Split invariance guarantees the natural property that impact should adapt to any stock splits, setting aside microstructural effects (tick size effects, lot rounding, etc.).

Another reasonable characteristic is the invariance of the impact model under orthogonal transformations: given that the profit and loss of traders is invariant under this type of transformation (as it is the case in Eq. (2)), it is natural to inquire whether this property is also shared by the corresponding impact model. Again, this abstracts away microstructural effects such as trading fees, bid-ask spread, etc. The following axiom introduces this property.

**Axiom 5 (Rotational invariance).** A cross-impact model \( \Lambda \) is rotation invariant if, for any real orthogonal matrix \( O \in \mathcal{O}_n \) and \( (\Sigma, \Omega, R) \in (\mathcal{F}_n^+ \times \mathcal{F}_n^+ \times \mathcal{M}_n) \),

\[
\Lambda(O \Sigma O^T, O \Omega O^T, OR O^T) = O \Lambda(\Sigma, \Omega, R) O^T.
\]

We say of a model which does not satisfy Axiom 5 that it has a privileged basis. Note that any cross-impact model which satisfies Axioms 4 and 5 is invariant under the action of any non-singular matrix \( M \).

### 3.3.2 Arbitrage

This family of axioms clarify what properties a cross-impact model should satisfy for costs to be positive on average, or equivalently not to admit any manipulation strategy, in the sense of [9]. The first axiom involves the static arbitrages that it would be possible to exploit in our single-period model if the cost of trading a portfolio of \( \mathbf{q} \) units, \( \mathcal{E}(\mathbf{q}) = \mathbf{q}^\top \Lambda \mathbf{q} \), was negative along some direction.

**Axiom 6 (Positive semi-definiteness).** The cross-impact model \( \Lambda \) takes values in the space of positive semi-definite matrices.

The second axiom that we consider involves dynamic arbitrages in the spirit of [1, 9]. Even though these arbitrages cannot be exploited in our single-period setup, they would emerge by generalizing our setup to the multi-time step setting such as in [17], which is why we choose to also consider this class of arbitrages.

**Axiom 7 (Symmetry).** The cross-impact model \( \Lambda \) takes values in the space of symmetric matrices.

Axioms 6 and 7 together are sufficient to guarantee absence of arbitrages for both linear single-period models \( \mathcal{E}(\mathbf{q}) = \mathbf{q}^\top \Lambda \mathbf{q} \) and linear multi-period models with factorized kernel \( \mathcal{E}(\mathbf{q}) = \sum_{t, t'} \phi(t - t') \mathbf{q}_t^\top \Lambda \mathbf{q}_{t'}^\top \): in these cases trading any portfolio will induce a positive cost on average.
3.3.3 Fragmentation

While the previous axioms focused on ruling out strategies with average negative costs, another related issue is the impact of trading assets which have constant prices. Indeed, we expect that if an instrument is a linear combination of other instruments, the cross-impact induced by trading the spread of each instrument should be zero. For example, take a stock traded on multiple markets (say, Apple traded on the Nasdaq and on the Bats venues): for a reasonably large interval of time $\Delta t$, we expect the price on different venues to be the same, or equivalently we expect that it should be impossible to move the combination $p_{\text{Nasdaq}} - p_{\text{Bats}}$. Thus, buying a volume $q = q_{\text{Nasdaq}} + q_{\text{Bats}}$ of Apple stock should yield the same cost no matter how one fragments the $q_{\text{Nasdaq}}$ units bought on Nasdaq and the $q_{\text{Bats}}$ units bought on Bats. For this reason, this axiom is dubbed fragmentation invariance. We distinguish between three different forms of fragmentation invariance. The first, weak fragmentation invariance, concerns the price changes given by a cross-impact model and is detailed in the next Axiom.

**Axiom 8** (Weak fragmentation invariance). The cross-impact model $\Lambda$ is weakly fragmentation invariant if, for any $$(\Sigma, \Omega, R) \in (\mathcal{F}_n^+ \times \mathcal{F}_n^{++} \times \mathcal{M}_n)$$ and $\emptyset \subset \mathbb{V} \subseteq \ker \Sigma$, $$\Pi_{\mathbb{V}} \Lambda(\Sigma, \Omega, R) = 0,$$ where we recall that $\Pi_{\mathbb{V}}$ denotes the projector on the linear subspace $\mathbb{V}$.

In practice, if a linear combination of prices is assumed not to fluctuate, weak fragmentation invariance guarantees that impact does not produce any volatility in that direction.

**Remark 1.** From now on, we will implicitly assume that $\ker(\Sigma) \subseteq \ker(R^\top)$, which is consistent with the interpretation of $\Sigma$ and $R$ as covariations in the sense of Eq. (3). This implies that from the point of view of the fragmentation-related axioms, any condition involving the kernel of $\Sigma$ will be naturally related to the kernel of $R^\top$ as well.

A stronger condition is obtained if one thinks that the volume $q$ traded in directions that do not fluctuate does not have influence on the measured impact. This leads to the following Axiom.

**Axiom 9** (Semi-Strong fragmentation invariance). A cross-impact model satisfies semi-strong fragmentation invariance if, besides satisfying the weak fragmentation invariance Axiom 8, for any $$(\Sigma, \Omega, R) \in (\mathcal{F}_n^+ \times \mathcal{F}_n^{++} \times \mathcal{M}_n)$$ and $\emptyset \subset \mathbb{V} \subseteq \ker \Sigma$ one has:

$$\Lambda(\Sigma, \Omega, R) \Pi_{\mathbb{V}} = 0.$$

One could yet go one step further by stating that the cross-impact model itself should also not depend on how these directions are traded by other market members. This is strong fragmentation invariance, the subject of the next Axiom.

**Axiom 10** (Strong fragmentation invariance). An impact model $\Lambda$ is strongly fragmentation invariant if, besides satisfying semi-strong fragmentation invariance (Axiom 9), for any $$(\Sigma, \Omega, R) \in (\mathcal{F}_n^+ \times \mathcal{F}_n^{++} \times \mathcal{M}_n)$$ and $\emptyset \subset \mathbb{V} \subseteq \ker(\Sigma)$, one additionally has:

$$\Lambda(\Sigma, \Omega, R) = \Lambda(\Sigma, \Pi_{\mathbb{V}} \Omega \Pi_{\mathbb{V}}, R \Pi_{\mathbb{V}}).$$

Each of the fragmentation Axioms imposes constraints on the elements of the cross-impact matrix. To summarise, Figure 1 indicates schematically the interplay between all forms of fragmentation invariance.

**Figure 1:** Summary diagram of fragmentation axioms.

We sketched block-wise the cross-impact matrix $\Lambda(\Sigma, \Omega, R)$, separating assets with zero volatility (top left corner) and other assets (bottom right corner). Weak fragmentation invariance (Axiom 8, in red) stipulates that, along the directions of zero price fluctuations and regardless of the traded volumes, the cross-impact model predicts zero price change. Semi-strong fragmentation invariance (Axiom 9, in blue) further requires that there is no impact at all from volume traded along directions of zero price fluctuations. Finally, strong fragmentation invariance (Axiom 10, in green) further stipulates that cross-impact in the directions of non-zero price fluctuations is not a function of the volume traded in directions of zero price fluctuations.
3.3.4 Liquidity

A cross-impact model should also have controlled behavior when a set of instruments is considerably less liquid than the rest of the tradable universe. Intuitively, cross-impact models should be such that trading illiquid products does not strongly impact the price of liquid products. We model this by defining a set $V$ of illiquid instruments and by considering the projector $\Pi_V$ on the space of such products. Then we can consider the matrix $\Pi_V + \epsilon \Pi_V$ that multiplies by $\epsilon \ll 1$ all the elements belonging to $V$, and consider the modified observables:

$$\Sigma' = \Sigma$$
$$\Omega' = (\Pi_V + \epsilon \Pi_V) \Omega (\Pi_V + \epsilon \Pi_V)$$
$$R' = R (\Pi_V + \epsilon \Pi_V)$$

that correspond to the covariances that one would have measured if the liquidities of instruments belonging to $V$ were to be multiplied by $\epsilon$. We are now ready to formulate axioms relating to how one expects the system to behave when the illiquid instruments are traded.

**Axiom 11 (Weak Cross-Stability).** We say that a cross-impact model $\Lambda$ is weakly cross-stable if, for any $(\Sigma, \Omega, R) \in (\mathcal{S}_n^+ \times \mathcal{S}_n^{++} \times \mathcal{M}_n)$, subspace $V$ and using the above notations, we have:

$$\Pi_V \Lambda (\Sigma', \Omega', R') \Pi_V \xrightarrow[\epsilon \to 0]{} O(1).$$

This axiom formulates the intuition that the same notional amount traded on illiquid and liquid products should not move the price of the liquid product by a disproportionate amount. A stronger cross-stability property can also be formulated.

**Axiom 12 (Strong Cross-Stability).** A cross-impact model $\Lambda$ is strongly cross-stable if, in addition to satisfying weak-cross stability (Axiom 11), for any $(\Sigma, \Omega, R) \in (\mathcal{S}_n^+ \times \mathcal{S}_n^{++} \times \mathcal{M}_n)$, subspace $V$ and using the above notations, one has that:

$$\Pi_V \Lambda (\Sigma', \Omega', R') \Pi_V \xrightarrow[\epsilon \to 0]{} \Pi_V \Lambda (\Pi_V \Sigma \Pi_V, \Pi_V \Omega \Pi_V, \Pi_V R \Pi_V) \Pi_V$$

This axiom formalizes the intuition that the price moves on a liquid basket of products induced by trading that very same basket should be independent of the behavior of the illiquid products that have not been traded. Finally, an unresolved question is the effect of trading illiquid instruments on illiquid products. The following axiom deals with this issue.

**Axiom 13 (Self-stability).** A cross-impact model is self-stable if, using the above notations, we have:

$$\Pi_V \Lambda (\Sigma', \Omega', R') \Pi_V \xrightarrow[\epsilon \to 0]{} O(1).$$

Intuitively this property is less desirable than the previous one: it indicates that, even though a product is illiquid ($q \propto \epsilon$, so that one would expect a diverging impact) the predicted cost of trading such product can be finite, typically because that product is correlated to other more liquid instruments. Figure 2 summarises the differences between weak cross-, strong cross- and self-stability.

![Figure 2: Summary diagram of cross stability properties.](image)

We sketched block-wise the cross-impact matrix $\Lambda(\Sigma, \Omega, R)$, separating illiquid assets (top left corner) and other assets (bottom right corner). The weak cross stable axiom (Axiom 11, in blue) imposes that impact due to trading of illiquid assets is finite. On the other hand, similarly to the strong fragmentation invariance axiom, the strong cross stable axiom (Axiom 12, in green) imposes that cross-impact in the direction of liquid assets does not depend at all on assets with zero liquidity. Finally self-stability (Axiom 13, in red) constrains impact on illiquid assets due to trading of illiquid assets to go to zero. This is a dangerous property as one would fear trading very illiquid instruments would push their price significantly.
### 3.3.5 Predicted covariance

Finally, it can be interesting to consider whether a cross-impact model predicts a contribution to the return covariance that is proportional to $\Sigma$ or not.

**Axiom 14** (Return covariance consistency). A cross-impact model $\Lambda$ is return covariance consistent if, for any $(\Sigma, \Omega, R) \in \mathcal{F}_n^+ \times \mathcal{F}_n^{++} \times \mathcal{M}_n$, it satisfies (up to a multiplicative constant):

$$\Sigma = \Lambda(\Sigma, \Omega, R) \Omega \Lambda^\top (\Sigma, \Omega, R)^\top.$$

This axiom is motivated by the fact that under the model in Eq. (1), we expect return covariances to be given by

$$\Sigma = \mathbb{E}[\Delta p \Delta p^\top] = \Lambda \Omega \Lambda^\top + \mathbb{E}[\eta \eta^\top],$$

so if one assumes that $\mathbb{E}[\eta \eta^\top] \propto \Sigma$ (fundamental return covariance is proportional to the observed one), one would recover return covariance consistency.

### 3.4 Critical assessment

We do not attribute the same level of plausibility to the different axioms listed above.

Concerning the invariance-related axioms, we believe the permutational, direct and cash invariance (i.e. Axioms 1 to 3) to be the most plausible ones, as we don’t expect to measure a privileged ordering or price scale in empirical data (tick size effects should be negligible at low enough frequency). Similarly, split invariance (Axiom 4) holds a large degree of plausibility: this symmetry is only expected to be broken by microstructural effects (e.g., lot size). Abstracting away these details, one expects volumes to only appear upon multiplication by prices. Moreover, given that split invariance plays a big role in the deep link between liquidity-related properties and fragmentation-related properties (see section Section 3.6 below), we have a strong *a priori* in favor of this property. Concerning rotational invariance (Axiom 5), it would not be surprising to find it violated in real markets, given that the physical basis of product is expected to play a privileged role. Though, all invariance-related axioms (Axioms 1 to 5) should be particularly relevant in very liquid markets in which microstructural effects play a limited role and can be abstracted away. Surprisingly, these axioms actually considerably restricts the set of linear cross-impact models.

Weak fragmentation invariance (Axiom 8) is a critical property of a consistent impact model. By construction one does not want to predict price changes along directions that do not fluctuate. For analogous reasons, we believe that even semi-strong and strong fragmentation invariance (Axioms 9 and 10) should be also of crucial importance in order to construct a consistent cross-impact model.

Arbitrage-related axioms Axioms 6 and 7 are of great importance in applications, in which one might want to exclude the presence of arbitrages by construction. Still, it is an extremely interesting empirical question to assess whether real markets admit some kind of arbitrage *à la* [9]. Indeed, even if these axioms were not satisfied in real markets, other mechanisms could prevent statistical arbitrage. For example, transaction costs such as fees or spreads could prevent profitable trading of these arbitrages. Furthermore, it would be surprising to measure a perfectly symmetrical market impact. Instead, one would expect a small asymmetrical component: as long as it is below a certain threshold related to the scale of the symmetrical component, no statistical arbitrages should be possible.

Liquidity-related axioms control the behaviour of cross-impact models to evaluate trading costs. We believe weak-cross stability (Axiom 11) to be a fundamental condition: it should be impossible to move disproportionately the price of liquid assets by trading a moderate amount of illiquid products. The stronger version of this axiom (Axiom 12) is also expected to be fulfilled in data: one expects that liquid products should be insensitive to the behavior of illiquid ones, even in the critical case where they are not traded. On the other hand, self-stability (Axiom 13) can be an undesirable property for applications, because it doesn’t penalize the trading of extremely illiquid products.

The return covariance consistency requires that the innovation covariance matrix $\mathbb{E}[\eta \eta^\top]$ is proportional to the return covariance matrix, meaning that the part of the volatility that one can explain with the order flow has the same direction as the total one. There is no *ex-ante* reason for this to be true, though it is implicitly assumed in the setting of the multivariate Kyle model, see below [7]. Actually, this constraint, combined with no-arbitrage axioms (Axioms 6 and 7) restricts the set of all linear cross-impact models to a single model.
3.5 Models

Now that we have characterized the properties that we can expect from a linear cross-impact model, we provide a set of candidate impact models, whose properties and empirical performance we would like to characterize. We divide these models in two classes; the ones that are based on the return covariance $\Sigma$ and the ones based on the response $R$.

3.5.1 Return covariance based models

Let us start with the simplest possible linear impact model: one without cross-impact.

**Definition 3 (direct model).** The direct model is defined for any $(\Sigma, \Omega, R) \in (\mathcal{S}_n^+ \times \mathcal{S}_n^{++} \times \mathcal{M}_n)$ as:

$$
\Lambda_{\text{direct}}(\Sigma, \Omega, R) := \text{diag}(\mathbf{\sigma})^{1/2}\text{diag}(\mathbf{\omega})^{-1/2}.
$$

(6)

To generalize this model to the multivariate setting, while respecting cash invariance, weak fragmentation invariance and consistency with correlations, a first idea is to use the matrices $\Sigma^{1/2}$ and $\Omega^{-1/2}$. Since $\Omega^{-1/2} \mathbf{q}$ is a whitening transformation, this model is referred to as the whitening model.

**Definition 4 (whitening model).** Recall that given $M \in \mathcal{S}_n^+$, $M^{1/2}$ indicates a symmetric matrix factorization (i.e., $M^{1/2}(M^{1/2})^T = I$). The whitening model\(^1\) is defined, for any $(\Sigma, \Omega, R) \in (\mathcal{S}_n^+ \times \mathcal{S}_n^{++} \times \mathcal{M}_n)$, as:

$$
\Lambda_{\text{whitening}}(\Sigma, \Omega, R) := \Sigma^{1/2}\Omega^{-1/2}.
$$

(7)

Unfortunately, this estimator does not respect symmetry or positive-definiteness (Axioms 6 and 7), strong fragmentation invariance (Axiom 10) and cross-stability (Axiom 11). To impose symmetry and strong fragmentation invariance, the $e_1$ model\(^2\) proposed in [14] defines an impact model directly in the basis of the return covariance matrix, and fixes its eigenvalues in order to be consistent with dimensional analysis. This model then assumes by construction $[\Lambda, \Sigma] = 0$, which implies that impact is along the directions of the return covariance matrix.

**Definition 5 (e_1 model).** The eigenliquidity ($e_1$) model is defined, for any $(\Sigma, \Omega, R) \in (\mathcal{S}_n^+ \times \mathcal{S}_n^{++} \times \mathcal{M}_n)$, as:

$$
\Lambda_{e_1}(\Sigma, \Omega, R) = \sum_{a=1}^n s_a \frac{\sqrt{\Lambda_a}}{(s_a \Omega s_a)^{1/2}} s_a^\top,
$$

(8)

where we have introduced the eigenvalue decomposition of $\Sigma := \sum_{a=1}^n s_a \Lambda_a s_a^\top$.

The $e_1$ model is cross-stable, self-stable (Axioms 11 to 13) and is return covariance inconsistent (Axiom 14). As mentioned above, there is in fact only one model which satisfies all the axioms that we have provided: the so-called multivariate kyle model, see [7].

**Definition 6 (kyle model).** The kyle model is defined, for any $(\Sigma, \Omega, R) \in (\mathcal{S}_n^+ \times \mathcal{S}_n^{++} \times \mathcal{M}_n)$, as:

$$
\Lambda_{\text{kyle}}(\Sigma, \Omega, R) := (\Omega^{-1/2})^\top \sqrt{(\Omega^{1/2})^\top \Sigma \Omega^{1/2}} \Omega^{-1/2}.
$$

(9)

The kyle model is extremely similar to the cross-impact mark-to-market adjustment found in [8, 10].

3.5.2 Response based models

All the models presented above assume that it is possible to relate the effect of the price to the order flow imbalance with the total return covariance, implicitly assuming that there is no distinction between the directions along which prices respond to liquidity and the ones along which prices fluctuate independently of the order flow. Then, one could expect the response $R = \mathbb{E}[\Delta p \mathbf{q}^\top]$ to be more informative in selecting the effect of liquidity shocks, because instead of capturing the totality of the price variations, it is only determined by the ones that are aligned with the order flow $\mathbf{q}$. This leads to the following class of models.

First, we can define a response-based direct impact model similar to Eq. (6).

**Definition 7 (r-direct model).** The response direct ($r$-direct) model is defined, for any $(\Sigma, \Omega, R) \in (\mathcal{S}_n^+ \times \mathcal{S}_n^{++} \times \mathcal{M}_n)$, as:

$$
\Lambda_{\text{r-direct}}(\Sigma, \Omega, R) := \text{diag}(\langle R_{il} \rangle_{i=1}^n)\text{diag}(\mathbf{\omega})^{-1}.
$$

\(^{1}\)The whitening model is not independent of the symmetric factorization chosen for $\Sigma$ and $\Omega$. As convention, we will take the square root obtained by an orthogonal decomposition of each matrix and the square root of their eigenvalues.

\(^{2}\)The model proposed in [14] is actually the response-based one, referred later as r-$e_1$ model.
This model corresponds to the Maximum-Likelihood Estimator of the cross-impact matrix $\Lambda$ under the constraint $\Lambda_{ij} = 0$ for $i \neq j$. Hence, it is quite natural that by trying to replicate the same construction as for the whitening model in the response-based context in order to get a truly multivariate estimator, one obtains the Maximum Likelihood estimator for the matrix $\Lambda$.

**Definition 8 (m1 model).** The maximum likelihood (m1) model is defined, for any $(\Sigma, \Omega, R)$ in $(\mathcal{S}_n^+ \times \mathcal{R}_n^{++} \times \mathcal{M}_n)$, as:

$$\Lambda_{m1}(\Sigma, \Omega, R) := R\Omega^{-1}.$$  

The m1 does not satisfy desirable arbitrage or liquidity axioms. Thus, for similar reasons the e1 was introduced, we introduce a r-e1 model, so to have a response-based model satisfying more axioms while coinciding with the m1 when $R$ and $\Omega$ commute.

**Definition 9 (r-e1 model).** The response-based eigenliquidity (r-e1) model is defined, for any $(\Sigma, \Omega, R)$ in $(\mathcal{S}_n^+ \times \mathcal{R}_n^{++} \times \mathcal{M}_n)$, as:

$$\Lambda_{r-e1}(\Sigma, \Omega, R) := \sum_a \frac{s_a^\top R s_a}{s_a^\top \Omega s_a} s_a^\top,$$  

where $s_a$ are the eigenvectors of $\Sigma$.

Finally, we can replicate the construction of the Kyle estimator in a response-based context, so to obtain the following model.

**Definition 10 (r-kyle model).** The response-based Kyle (r-kyle) model is defined, for any $(\Sigma, \Omega, R)$ in $(\mathcal{S}_n^+ \times \mathcal{R}_n^{++} \times \mathcal{M}_n)$, as:

$$\Lambda_{r-kyle}(\Sigma, \Omega, R) := (\Omega^{-1/2})^\top \sqrt{(\Omega^{1/2})^\top R \Omega^{-1} R^\top \Omega^{1/2}} \Omega^{-1/2}.$$  

Note that one might intuitively rationalize this model by generalizing the approach of [7] to the case in which a market maker faces insiders whose price information is misaligned with respect to the total price variations, as if not all information about price variation was revealed through trading.

### 3.5.3 The $\star$ transformation

Some of the models defined in the previous section (whitening, e1, r-e1) violate split invariance, due to the fact that the eigenvectors $\{s_a\}_{a=1}^n$ of the return covariance $\Sigma$ do not transform like prices under the effect of volume changes, even though they are well-behaved under rotation. Summarizing, these models violate Axiom 4 but respect Axiom 5. If one is willing to trade one axiom for the other, it is possible to cure the lack of split invariance by introducing a privileged basis, thus sacrificing Axiom 5. One might in fact argue that split invariance should be more fundamental than rotational invariance, given that the basis of physical products should be allowed to play a special role. Trading Axiom 4 with Axiom 5 can be achieved through the following transformation.

**Definition 11 (The $\star$ transformation).** Given a cross-impact model $\Lambda$, the starred version of $\Lambda$, written $\Lambda^\star$, is a cross-impact model defined for any $(\Sigma, \Omega, R)$ in $(\mathcal{S}_n^+ \times \mathcal{R}_n^{++} \times \mathcal{M}_n)$ as:

$$\Lambda^\star(\Sigma, \Omega, R) := \text{diag}(\sigma) \Lambda(\rho, \Omega^\star, R^\star) \text{diag}(\sigma),$$

where we have defined $\Omega^\star = \text{diag}(\sigma) \Omega \text{diag}(\sigma)$ and $R^\star = \text{diag}(\sigma)^{-1} R \text{diag}(\sigma)$, as well as $\rho := \text{diag}(\sigma)^{-1} \Sigma \text{diag}(\sigma)^{-1}$ is the return correlation matrix.

In practice, the starred version of a cross-impact model applies the original cross-impact model after rescaling all the observables in units of risk via a multiplication by the volatility $\sigma$. Of course, this transformation has no effect on models that satisfy split invariance.

Table 1 summarises the axioms satisfied by each model.
### Table 1: Summary of axioms satisfied by different cross-impact model

We use the symbol ✓ for axioms that are satisfied and ✗ for axioms that are violated. We use the color green in order to label a desirable property of the model, red for an undesirable property of the model. Yellow is used for properties/models whose violation might not be particularly relevant in order to explain empirical data, although they are interesting to consider. Axioms are grouped by category and the order in which they were presented in the text.

| Model     | Symmetries | Arbitrage | Fragmentation | Liquidity | Covariances |
|-----------|------------|-----------|---------------|-----------|-------------|
| direct    | ✓          | ✓         | ✓             | ✓         | ✗           |
| whitening | ✓          | ✓         | ✗             | ✓         | ✗           |
| whitening*| ✓          | ✓         | ✗             | ✓         | ✓           |
| el        | ✓          | ✓         | ✓             | ✓         | ✗           |
| el*       | ✓          | ✓         | ✓             | ✓         | ✗           |
| kyle      | ✓          | ✓         | ✓             | ✓         | ✗           |
| r-direct  | ✓          | ✓         | ✓             | ✓         | ✗           |
| ml        | ✓          | ✓         | ✓             | ✓         | ✗           |
| r-el      | ✓          | ✓         | ✓             | ✓         | ✗           |
| r-el*     | ✓          | ✓         | ✓             | ✓         | ✗           |
| r-kyle    | ✓          | ✓         | ✓             | ✓         | ✗           |

### 3.6 Relations between axioms and models

The properties listed above are not independent, and one can easily derive several relations that can provide further intuition on the axioms above, and additionally relate them to some of the models. It is particularly instructive to relate the fragmentation-related axioms to the liquidity-related ones. Proofs of results presented here are given in Appendix A.

**Proposition 1.** Let Λ be cross-impact model which satisfies split symmetry (Axiom 4) and semi-strong fragmentation invariance (Axiom 9). Then:

1. Λ is weakly cross-stable (Axiom 11) if for a generic linear subspace $V$

   $$\tilde{\Pi}_V \Lambda(\Sigma''', \Omega, R''') \tilde{\Pi}_V = O(\epsilon).$$

2. If, additionally, Λ is continuous in the first and third argument strongly fragmentation invariant, then Λ is strongly cross-stable (Axiom 12).

3. Λ is self-stable (Axiom 13) if for a generic linear subspace $V$

   $$\Pi_V \Lambda(\Sigma''', \Omega, R''') \Pi_V = O(\epsilon^2).$$

where

$$\Sigma''' = (\tilde{\Pi}_V + \epsilon \Pi_V) \Sigma (\tilde{\Pi}_V + \epsilon \Pi_V)$$

$$R''' = (\tilde{\Pi}_V + \epsilon \Pi_V) R$$

**Remark 2.** Note that the above proposition introduces some additional technical hypothesis that restrict the speed of convergence of the model around the point in which one asks for fragmentation invariance. In order to satisfy items (i) and (iii) above, when fluctuations are of order $\epsilon$, impact should go to zero at speeds of respectively $\epsilon$ and $\epsilon^2$. This is obviously a stronger requirement than a simple fragmentation invariance condition, which is a point-wise property. Even though a simpler, sufficient condition would guarantee the same property is differentiability, interestingly several models do verify a non-pointwise fragmentation property but lack differentiability (e.g., kyle).

Interestingly, the converse property does not hold, thus indicating that the fragmentation invariance properties play a more fundamental role than the liquidity related axioms. For example, an interesting sufficient condition for semi-strong fragmentation invariance is given below.

**Proposition 2.** Let Λ be a split-invariant, weakly cross-stable and self-stable cross-impact model (Axioms 4, 11 and 13). Then if $\ker \Sigma$ can be generated by the canonical basis, then Λ is semi-strong fragmentation invariant (Axiom 9).
Within the class of models satisfying strong fragmentation invariance and cross-stability, one can find the $e_1$, $r$-$e_1$, kyle and $r$-$kyle$ ones. However, the kyle model also satisfies arbitrage and correlation-consistency (proved in [5] and [7]). In fact, it is the only model which satisfies these axioms, as discussed in the following proposition, the proof of which is given in Appendix A.2 and heavily inspired by [5, 7].

**Proposition 3.** Let $\Lambda$ be a symmetric, positive-semidefinite and price-covariance consistent cross-impact model (Axioms 6, 7 and 14). Then $\Lambda = \Lambda_{kyle}$ up to a multiplicative constant.

Hence, there is a single symmetric, positive-semidefinite, correlation-consistent, strongly fragmentation invariant model. Given that the fragmentation-related axioms seem so fundamental, one might wonder how many models one can build that enjoy that family of properties. Indeed, as a trivial corollary of Proposition 1, all models satisfying the above condition are also cross-stable. Surprisingly, the class of models enjoying both split invariance and rotational invariance is quite small: in Appendix A.3 we prove the following proposition.

**Proposition 4.** A return covariance based cross-impact model $\Lambda$ that is both split invariant and rotational invariant (Axioms 4 and 5) can always be written in the form

$$\Lambda(\Sigma, \Omega) = \mathcal{L}^{-T} UF(\mu) U^T \mathcal{L}^{-1},$$

where

$$\Omega = \mathcal{L} \mathcal{L}^T ; \quad \hat{\Sigma} := \mathcal{L}^T \Sigma \mathcal{L} ; \quad U^T \hat{\Sigma} U := \text{diag}(\mu) ; \quad F(\mu) := \Lambda(\text{diag}(\mu), \emptyset).$$

Furthermore, if $\Lambda$ is cash-invariant and direct-invariant Axioms 2 and 3, then $F(\mu) \propto \text{diag}(\mu)^{1/2}$ and $\Lambda = \Lambda_{kyle}$ up to a multiplicative constant.

The above shows that the only return-based cross-impact model which satisfies all symmetry axioms Axioms 1 to 5 is the $kyle$ model. This indicates that data is bound to play a major role in order to select what cross-impact model is deemed to be more suitable in order to describe market microstructure.

### 4 Empirical results

The focus of the present section is to study a simple set of estimation scenarios for cross-impact models regressed from empirical data. Our goal is to stress test the cross-impact models presented in Section 3. We shall not restrict to ruling out models that appear to be inconsistent with data, but also to establish which of the Axioms presented in Section 3 it is necessary to adopt in order to provide an accurate description of the impact of order flows on prices. To this purpose, we consider three examples constructed with instruments belonging to different asset classes.

(i) First, we consider a set of liquid future contracts traded on the New York Mercantile Exchange (NYMEX) crude oil together with their corresponding calendar-spread contract, in order to illustrate how liquidity aggregates in the presence of very strong correlations. The calendar spread contract is included in the estimation in order to highlight the effect of the presence of a zero-risk mode in the correlation matrix of returns.

(ii) Second, we consider a universe of four contracts, two maturities of a liquid stock index future contract and two maturities of a liquid bond contract. We use this example in order to show how different models react to anticorrelation.

(iii) Finally, we estimate our cross-impact models on a universe of 393 stocks, in order to see how our calibration procedure reacts in the presence of a large number of instruments, so to address the issues of overfitting and robustness to noise.

Our goal is to explain the 1-minute price changes of a basket of instruments using the traded volume during that time span. Price changes are assumed to be independent and identically distributed.

In order to compare the different impact models, we construct three different indicators of performance which emphasize different aspects of prediction errors. All three indicators are parametrized by a symmetric, positive definite matrix $M \in \mathcal{S}_d^+$. $M \neq 0$, that is used to construct a generalized $R^2$ error for the predicted price changes $\Delta \hat{\text{p}}_t$ versus the realized ones $\Delta \text{p}_t$. In particular, given a realization of the price process $\{\Delta \text{p}_t\}_{t=1}^T$ of length $T$ and a corresponding series of predictions $\{\Delta \hat{\text{p}}_t\}_{t=1}^T$, the generalized $R^2$ is defined as:

$$R^2(M) := \frac{\sum_{1 \leq t \leq T} (\Delta \text{p}_t - \Delta \hat{\text{p}}_t)^T M (\Delta \text{p}_t - \Delta \hat{\text{p}}_t)}{\sum_{1 \leq t \leq T} \Delta \text{p}_t^T M \Delta \text{p}_t}.\]
Whereas $R^2(I)$ is the ordinary $R^2$ error, other choices of $M$ can be used in order to highlight different sources of error. In particular we consider:

(i) $M = I_\sigma := \text{diag}(\sigma)^{-1}$, to account for errors relative to the typical deviation of the asset considered. This type of error is relevant for strategies predicting idiosyncratic moves of the constituents of the basket, rather than strategies betting on correlated market moves.

(ii) $M = I_\sigma := (\Sigma^{-1/2 \Sigma^{-1/2}})_{l,i,j,m}$, to check if the model successfully forecasts the overall direction of all assets, which is obviously relevant for strategies that try to forecast the overall move of the constituents of the basket.

(iii) $M = \Sigma^{-1}$, to consider how well the model predicts the individual modes of the covariance matrix. This would be the relevant error for strategies that place a constant amount of risk on the modes of the correlation matrix, leveraging up combinations of products with low volatility and scaling down market direction that exhibit large fluctuations.

Note that the last measure strongly penalizes models violating fragmentation invariance: errors along modes of zero risk should a-priori be enhanced by an infinite amount. In this study we have decided to clip the eigenvalues of $\Sigma$ to a small, non-zero amount equal to $10^{-15}$. Given $M \in \mathcal{M}^+, M \neq 0$, we compute scores on empirical data in the following manner.

First, we divide data into two subsets of roughly equal length: data from 2016 on the one hand and in 2017 on the other hand. Given data from year $X$ and year $Y$, we calibrate estimators and cross-impact models on year $X$ and use models to predict price changes in year $Y$, writing $R^2_{X \rightarrow Y}(M)$ for the average score. In-sample scores are defined as $R^2_{\text{in}}(M) := \frac{1}{2}(R^2_{2016 \rightarrow 2016}(M) + R^2_{2017 \rightarrow 2017}(M))$ while out-of-sample scores are defined as $R^2_{\text{out}}(M) := \frac{1}{2}(R^2_{2016 \rightarrow 2017}(M) + R^2_{2017 \rightarrow 2016}(M))$.

### 4.1 Preliminary: Cross-impact in a fragmented market

Before presenting empirical results, we give a synthetic example to illustrate the behaviour of different cross-impact models. To simplify computations and interpretations of the results, we focus on diagonal volume covariance matrices and general return covariance matrices. Thus, this example deals with correlated assets traded in separate markets. The details of the computations are given in Appendix B.

**Example 1 (Two correlated assets on a fragmented market).** Let $\Sigma := \begin{pmatrix} \sigma_1^2 & \sigma_1 \sigma_2 \rho \\ \sigma_1 \sigma_2 \rho & \sigma_2^2 \end{pmatrix}$ and $\Omega := \begin{pmatrix} \omega_1^2 & 0 \\ 0 & \omega_2^2 \end{pmatrix}$ where $\sigma_1, \sigma_2 > 0$, $\omega_1, \omega_2 \geq 0$ and $-1 \leq \rho \leq 1$. Then,

$$
\Lambda_{\text{kyle}}(\Sigma, \Omega) = \sigma_1 \sigma_2 \sqrt{\omega_1^2 + 2\omega_1 \omega_2 \sigma_1 \sigma_2 \sqrt{1 - \rho^2} + \sigma_2^2 \omega_2^2} \begin{pmatrix} \frac{\sigma_1}{\sigma_2} + \frac{\omega_2}{\omega_1} \sqrt{1 - \rho^2} & \rho \\ \rho & \frac{\sigma_2}{\sigma_1} + \frac{\omega_1}{\omega_2} \sqrt{1 - \rho^2} \end{pmatrix}.
$$

Furthermore, if $\sigma_1 = \sigma_2 = \sigma$, then:

$$
\Lambda_{\text{kyle}}(\Sigma, \Omega) = \frac{\sigma}{\sqrt{\omega_1^2 + 2\omega_1 \omega_2 \sqrt{1 - \rho^2} + \omega_2^2}} \begin{pmatrix} \frac{\omega_2}{\omega_1} \sqrt{1 - \rho^2} & \rho \\ \rho & \frac{1}{\omega_2} \sqrt{1 - \rho^2} \end{pmatrix}
$$

and 

$$
\Lambda_{\text{e1}}(\Sigma, \Omega) = \frac{\sigma}{\sqrt{2(\omega_1^2 + \omega_2^2)}} \left( \sqrt{1 + \rho} + \sqrt{1 - \rho} \right) \begin{pmatrix} \frac{1}{\sqrt{1 + \rho}} & \frac{1}{\sqrt{1 - \rho}} \\ \frac{1}{\sqrt{1 - \rho}} & \frac{1}{\sqrt{1 + \rho}} \end{pmatrix}.
$$

**Remark 3.** When $\sigma_1 = \sigma_2$ in Example 1, we recover an example treated in [7]. Furthermore, as one might expect, if $\sigma_1 = 0$ then trading Asset 1 has no impact on Asset 1’s price or on Asset’s 2 price: this is naturally related to fragmentation invariance (see Axioms 8 to 10). Similarly, when $\sigma_1 = \sigma_2$ and either $\rho = 1$ or $\rho = -1$, the return covariance matrix has only one non-null eigenvalue. As each model satisfies fragmentation invariance, and both coincide in dimension one, they yield the same result.

**Remark 4.** Example 1 only deals with diagonal volume covariance matrices but invoking basis invariance (Axioms 4 and 5) one can diagonalize $\Omega$ and reduce computations to this example.

### 4.2 Crude oil: Futures and calendar spreads

**Description of the dataset** We illustrate the performance of the different models by considering a universe of three instruments: two liquid NYMEX Crude Oil future contracts and the corresponding Calendar Spread contract. The first two contracts (respectively, CRUDE0 and CRUDE1) entail an agreement to buy or sell 1000 barrels of oil either at the next
Figure 3: Number of traded NYMEX Crude oil futures and Calendar Spread contracts (in thousands) relative to daily number of traded contracts.

The number of contracts sold relative to the daily average is shown for the front month contract (in blue), the subsequent month (in orange) and the Calendar Spread (in green). The average number of traded NYMEX Crude oil futures and Calendar Spread contracts $\bar{N}$ over 2016 is shown in the upper right corner. Vertical dashed lines show specific dates. An example of first notice date for the front month contract is shown in bold black. After the first notice date, holders of the future contract may ask for physical delivery of the underlying. We also show two dates away from a first notice date: the 6th and 15th of June 2016. Colored triangles show the relative number of contracts exchanged on these dates. Note that the number of contracts is represented in thousands and was not adjusted by the basis point, so that the underlying of each contract is 1000 barrels of oil.

Pre-processing: accounting for non-stationarity Overall, the front month contract CRUDE0 is by far the most liquid, followed by the subsequent month contract CRUDE1 and the calendar spread CRUDE1_0. However, there are strong seasonal dependencies which are shown in Figure 3. For example, the subsequent month contract becomes more liquid as one approaches the maturity of the front month contract. Global estimators of $\Sigma$, $\Omega$ and $R$ would thus be biased by this varying liquidity $\omega$ (or also appears to follow a non-stationary pattern, but is not shown here). Thus, we used local (daily) estimators of price volatility $\sigma_t$ and liquidity $\omega_t$, and built local covariance estimators $\Sigma_t$ and $\Omega_t$ by assuming stationarity of the correlations $\varrho = \text{diag}(\sigma_t)^{-1} \Sigma_t \text{diag}(\sigma_t)^{-1}$ and $\varrho_{\Omega} = \text{diag}(\omega_t)^{-1} \Omega_t \text{diag}(\omega_t)^{-1}$.

Pre-processing: cleaning estimators As illustrated in Figure 4, where the structure of $\Sigma$, $\Omega$ and $R$ are shown for a typical day, one can appreciate that the correlation between the two future contracts CRUDE0 and CRUDE1 is close to one, whereas the correlation with the Calendar Spread contract is very small, due to the small volatility of the fluctuations along the relative mode. Because of these effects, the sign of the Calendar Spread correlations with CRUDE0 and CRUDE1 is non-trivial to estimate: due to microstructural effects, the measured correlation is dominated by tick-size related effects. In fact, empirical price changes of the Calendar Spread are not given by the difference of price changes of the legs. To solve this issue, we impose the price changes of the Calendar Spread according to the price changes of the futures contracts. Structure of $\varrho$, $\Omega$ and $R$ The estimators of $\varrho$, $\Omega$ and $R$ matrices for the 6th of June 2016 are shown in Figure 4. We chose this date as it represents the typical behaviour of these contracts far away from the first notice date, before rolling effects become prevalent. As previously mentioned, the two futures contracts are heavily correlated, which implies that $\Sigma$ will

\footnote{To test this hypothesis, we estimated the empirical smallest eigenvalue of the covariance matrix for multiple futures contract as a function of relative tick size (not shown). If price changes of the Calendar Spread were given by the legs of the contract, this eigenvalue should be equal to zero. However, we found that as the tick size increases, so does the smallest eigenvalue away from zero. This thus validates our hypothesis and justifies the need for additional processing of futures data.}
The empirical structure of $\rho$, $\Omega$, and $R$ for Crude contracts (in MUSD).
The return correlation matrix $\rho$ (left), orderflow covariance matrix $\Omega$ (center) and response matrix $R$ (right) were estimated using 2016 data using the procedure described in Section 4.2 and computed on the 6th of June 2016. To highlight the amount of notional traded, orderflow is reported in millions of exchanged dollars according to the average value of each contract on the 6th of June 2016. Though non-null, orderflow covariance of Calendar Spread thus appears small because traded notional is much smaller than on each leg of the futures contract.

have one direction of zero fluctuations (due to the Calendar Spread) and another of small, though non-null fluctuations. Because of these modes of small fluctuations, we expect models which satisfy fragmentation invariance (Axioms 8 to 10) to be preferable. On the other hand, $\Omega$ shows an L-pattern that reflects heterogeneity in liquidity, so that the response shows vertical stripes. This was already noted in [22] in the case of stocks. One should therefore be cautious of models which do not satisfy stability axioms (Axioms 11 to 13), as they will not penalize trading directions of small liquidity.

The empirical structure of $\rho$, $\Omega$, $R$ motivates the following example, where we compare the predictions of models which are both fragmentation invariant but differ in their stability properties.

**Example 2** (Calendar Spread and futures). Let $\sigma > 0$, $\omega_1, \omega_2, \omega_3 \geq 0, 1 \geq \rho \geq -1$ and

$$
\Sigma := \sigma^2 \begin{pmatrix}
1 & \rho & 1 - \rho \\
\rho & 1 & - (1 - \rho) \\
1 - \rho & -(1 - \rho) & 2 (1 - \rho)
\end{pmatrix},
$$

Then, one has:

$$
\Lambda_{\omega_1} (\Sigma, \Omega) = \sqrt{1 + \rho} \omega_1 \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{pmatrix} + \sqrt{1 - \rho} \omega_2 \begin{pmatrix}
1 & -1 & 2 \\
-1 & 1 & -2 \\
2 & -2 & 4
\end{pmatrix},
$$

where $\rho := \frac{\omega_1^2 - \omega_2^2}{\sqrt{(\omega_1^2 + \omega_2^2)(\omega_1^2 + \omega_2^2 + 4 \omega_3^2)}}$ and $\omega_1^2 := \frac{\omega_2^2 - \omega_2^2}{2}$, $\omega_2^2 := \frac{\omega_2^2 + \omega_2^2 + 4 \omega_3^2}{6}$, $\lambda_1 = \sqrt{1 + \rho}$, $\lambda_2 = \sqrt{1 - \rho}$. The lengthy expression of $\Lambda_{\text{kyle}}$ is given in Appendix B.2.

Since it is difficult to analyse the *kyle* model in full generality of Example 2, we make remarks in special cases of interest.

**Remark 5.** Once again, when $\rho = 1$ there is only one direction of the return covariance matrix with a non-zero eigenvalue (it thus reduces to the rank-one case treated in [7]) and the *kyle* and $\bar{\epsilon}$ models should coincide (as in the previous example). Indeed, it is easy to check that:

$$
\Lambda_{\text{kyle}} (\Sigma, \Omega) = \frac{\sigma}{\sqrt{\omega_1^2 + \omega_2^2}} \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{pmatrix}.
$$

This example highlights that $\omega_1$ plays the role of the effective liquidity of the portfolio $(1, 1, 0)$. Conversely, when $\rho = -1$, we find:

$$
\Lambda_{\text{kyle}} (\Sigma, \Omega) = \frac{\sigma}{\sqrt{\omega_1^2 + \omega_2^2 + 4 \omega_3^2}} \begin{pmatrix}
1 & -1 & 2 \\
-1 & 1 & -2 \\
2 & -2 & 4
\end{pmatrix}.
$$
We report the values of the (Axioms 11 to 13) are most relevant. Symmetry axioms may play an important constraining role for return-based covariance. To distinguish between split invariance (Axiom 4) and rotation invariance (Axiom 5), we can compare the scores of models. For illustrative purposes, we highlight results for a handful of models in Figure 5, selected because of their performance and the different set of axioms which they satisfy: the ml, r-el*, and kyle models. Recall from Table 1 that each of these models satisfies weak fragmentation invariance (Axiom 8) so that one cannot impact directions of zero fluctuations. Therefore, our impact models prevent arbitrage which would trade the physical Calendar Spread contract against the synthetic Calendar Spread (made up of CRUDE0 and CRUDE1). However, models differ in the stability axioms they satisfy. The ml and kyle models are not self-stable (Axiom 13) while the ml model is. This explains why impact from trading the illiquid Calendar Spread is much larger in the ml and kyle models than in the r-el model. Overall, by construction, the r-el sees a unique basket of liquidity: there is only one direction with a large eigenvalue, the market mode, the relative mode having a much smaller eigenvalue.

Cross impact models for Crude oil contracts For illustrative purposes, we highlight results for a handful of models in Figure 5, selected because of their performance and the different set of axioms which they satisfy: the ml, r-el*, and kyle models. Recall from Table 1 that each of these models satisfies weak fragmentation invariance (Axiom 8) so that one cannot impact directions of zero fluctuations. Therefore, our impact models prevent arbitrage which would trade the physical Calendar Spread contract against the synthetic Calendar Spread (made up of CRUDE0 and CRUDE1). However, models differ in the stability axioms they satisfy. The ml and kyle models are not self-stable (Axiom 13) while the ml model is. This explains why impact from trading the illiquid Calendar Spread is much larger in the ml and kyle models than in the r-el model. Overall, by construction, the r-el sees a unique basket of liquidity: there is only one direction with a large eigenvalue, the market mode, the relative mode having a much smaller eigenvalue.

Empirical comparison of models Table 2 shows the scores of cross-impact models on the Crude dataset. First, note that models which do not satisfy weak fragmentation invariance (Axiom 8) poorly explain idiosyncratic price changes because of the small volatility of the Calendar Spread. Furthermore, since Σ has one eigenvalue equal to zero, models which do not satisfy weak fragmentation invariance cannot explain risk-weighted price changes. It is therefore more suited to compare all models on the basis of $R^2(I_o)$. Variants of direct models account for 33% and 40% of the variance of market wide moves. Cross-impact models slightly improve on direct models (scoring around 46%). This is somewhat surprising: despite the concentration of liquidity in the front month contract and the large correlation between the front and subsequent month contracts, accounting for the off-diagonal elements of Σ and Ω matters. Finally, among cross-impact models, there is little difference between the performance of the ml, r-el, r-el* and kyle models because the relative mode has very little fluctuations: this three-dimensional system roughly behaves like a one-dimensional system. Overall, this example emphasizes the importance of fragmentation invariance (Axioms 8 to 10) but does not suggest which stability axioms (Axioms 11 to 13) are most relevant. Symmetry axioms may play an important constraining role for return-based covariance models, since the kyle model is the only covariance-based model which yields similar results to the best response-based models. On the other hand, response models which violate some symmetry axioms (such as r-el) have good performance. To distinguish between split invariance (Axiom 4) and rotation invariance (Axiom 5), we can compare the scores of models to their starred counterpart. Here, the performance of starred models is close to that of non-starred models. Indeed, taking the example of r-el and r-el*, since the liquidity of the calendar spread is thin, the projected liquidity along the three products is the same as the projected liquidity along the two legs of the contract. The same can be said about the projected response. Since the volatility of the two legs are about the same, the first two components of the eigenvectors of ρ and Σ should be about the same. We have checked and confirmed this empirically (not shown).

---

For example, though the $R^2(I_o)$ score of the r-direct model is small, it explains about 35% of the variance of price changes of CRUDE0, roughly 20% for CRUDE1 but predicts incorrect price changes for the Calendar Spread CRUDE1_0.

---

Figure 5: Values of different cross-impact models for Crude contracts.

We report the values of the ml (left), r-el* (center) and kyle (right) cross-impact models for the covariances of the 6th of June 2016 obtained using the procedure described in Section 4.2. Units are chosen to represent the relative price change in basis points (10^-4 of the asset price) by hundred million USD worth of contract traded.

In the $\rho = -1$ regime, buying the calendar spread is equivalent to buying two units of the long leg (or shorting two units of the short leg), which is consistent with the prediction of the kyle model. As before, we find that $\bar{\omega}_2$ plays the role of the effective liquidity of the portfolio $(1, -1, 1)$.
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The previous dataset on Crude futures and Calendar Spreads showed the importance of satisfying fragmentation invariance

Table 2: In-sample and out-sample scores for Crude contracts.

| Model     | In-sample | | Out-sample |
|-----------|-----------|----------------|-------------|
|           | \( R^2_{\text{in}}(I_0) \) | \( R^2_{\text{out}}(I_0) \) | \( \Sigma^{-1} \) | \( R^2_{\text{out}}(I_0) \) | \( R^2_{\text{out}}(\Sigma^{-1}) \) |
| direct    | 0.01 ± 0.01 | 0.33 ± 0.01 | -∞    | 0.01 ± 0.01 | 0.33 ± 0.01 | -∞    |
| whitening | 0.03 ± 0.01 | 0.32 ± 0.01 | -0.05 ± 0.02 | 0.04 ± 0.01 | 0.32 ± 0.01 | -0.05 ± 0.02 |
| whitening* | 0.06 ± 0.01 | 0.22 ± 0.01 | -0.01 ± 0.02 | 0.06 ± 0.01 | 0.22 ± 0.01 | -0.01 ± 0.02 |
| el        | 0.10 ± 0.01 | 0.27 ± 0.01 | 0.07 ± 0.02 | 0.18 ± 0.01 | 0.27 ± 0.01 | 0.07 ± 0.02 |
| el*       | 0.10 ± 0.01 | 0.27 ± 0.01 | 0.07 ± 0.02 | 0.18 ± 0.01 | 0.27 ± 0.01 | 0.07 ± 0.02 |
| kyle      | 0.35 ± 0.01 | 0.46 ± 0.01 | 0.29 ± 0.02 | 0.35 ± 0.01 | 0.46 ± 0.01 | 0.29 ± 0.02 |
| r-direct  | 0.27 ± 0.01 | 0.40 ± 0.01 | -∞    | 0.27 ± 0.01 | 0.40 ± 0.01 | -∞    |
| ml        | 0.37 ± 0.01 | 0.45 ± 0.01 | 0.32 ± 0.02 | 0.37 ± 0.01 | 0.45 ± 0.01 | 0.31 ± 0.02 |
| r-el      | 0.37 ± 0.01 | 0.46 ± 0.01 | 0.31 ± 0.02 | 0.37 ± 0.01 | 0.46 ± 0.01 | 0.31 ± 0.02 |
| r-el*     | 0.37 ± 0.01 | 0.46 ± 0.01 | 0.31 ± 0.02 | 0.37 ± 0.01 | 0.46 ± 0.01 | 0.31 ± 0.02 |
| r-kyle    | 0.22 ± 0.01 | 0.31 ± 0.01 | 0.16 ± 0.02 | 0.22 ± 0.01 | 0.31 ± 0.01 | 0.16 ± 0.02 |

We reported as \( \infty \) the scores of models which are numerically infinite, but due to clipping appear finite.

4.3 Bonds and indices

The previous dataset on Crude futures and Calendar Spreads showed the importance of satisfying fragmentation invariance (Axiom 8). However this market corresponds to a pathological case where \( \Sigma \) has an eigenvalue equal to zero. Furthermore, we were unable to study the varying liquidity of each contract since the high correlation between calendar spreads left \( \Sigma \) with only one large non-nil eigenvalue, so that cross-impact models gave similar results. We now focus on studying the heterogeneity in liquidity in a basket of instruments, using bonds and indices data.

Description of the dataset

We look at 10-year US Treasury note futures and the E-MINI futures. We collect data from the Chicago Mercantile Exchange and use the first two upcoming maturities of both contracts (respectively called SPMINI and SPMINI3 for E-MINI contracts and 10USNOTE and 10USNOTE3 for 10-year US treasury notes). E-Mini futures are quarterly, financially settled contracts with maturities in March, June, September and December. At expiry, the final settlement price of E-MINI futures is a proxy for the S&P500 index using the opening prices of the underlying stocks belonging to the index. Similarly, the 10-year treasury note futures are quarterly, financially settled contracts with maturities in March, June, September and December. At expiry, the final settlement price is volume weighted average price of past trades on the underlying treasury note.\(^5\)

\(^5\)We collected trades and quotes data from January 2016 to December 2017, between 9AM to 7PM UTC, where most of the trading takes place in our dataset. After filtering days for which data for one product was missing, we keep a total of 160 days (75 in 2016 and 85 in 2017). We highlight below one important pre-processing step for the estimation of \( \Sigma, \Omega \) and \( R \).

\[^5\]This is a simplification of the settlement rules to emphasize the expected value of the final settlement price. Further details about the final settlement price of E-MINI futures and 10-year US Treasury Note futures can be found in the CME Rulebook.
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Figure 6: Estimates of \( \rho, \Omega \) and \( R \) for bonds and indices (in MUSD).

The return correlation matrix \( \rho \) (left), orderflow covariance matrix \( \Omega \) (center) and response matrix \( R \) (right) were estimated using 2016 data using the procedure described in Section 4.3 and computed on the 17th of August 2016. To highlight the amount of notional traded, orderflow is reported in millions of exchanged dollars according to the average value of each contract on the 17th of August 2016. Basis points were accounted for, so that one traded unit of the futures contracts entitles the owner to one unit of the underlying.
The notable difference in the structure of $\rho$ explains the small impact predicted if one trades illiquid contracts. Reassuringly, all models correctly capture the negative cross impact models for bonds and indices.

Pre-processing: accounting for non-stationarity The same non-stationary behaviour observed for Crude Oil futures contract is observed here. Thus we adopt the same estimation procedure for the local covariance estimators $\Sigma_t$ and $\Omega_t$ by assuming stationarity of the correlations $\varrho_t = \text{diag}(\Sigma_t)^{-1} \varrho \Sigma_t \text{diag}(\Omega_t)^{-1}$ and $\varrho_{t\Omega} = \text{diag}(\Omega_t)^{-1} \varrho \Sigma_t \text{diag}(\Omega_t)^{-1}$.

Structure of $\rho$, $\Omega$ and $R$ The estimators of $\rho$, $\Omega$ and $R$ matrices for the 17th of August 2016 are shown in Figure 6. As we expected, contracts with similar underlying are strongly correlated, thus $\rho$ shows 2 by 2 blocks of strongly correlated contracts and an anti-correlation between bonds and futures. The correlation between two contracts is smaller than in the previous example of Crude contracts. This may be because the maturities for Crude contracts were one month apart while the maturities for the bonds or indices futures studied here are 3 months apart. Similarly to the previous example, liquidity is heterogeneous. Non-front month contracts have small liquidity. Interestingly, the structure of the volume covariance matrix also shows anti-correlation between bonds and indices. In this configuration, the discriminating factor between models should be stability axioms (Axioms 11 to 13) rather than fragmentation axioms (Axioms 8 to 10).

Cross impact models for bonds and indices For illustrative purposes, we highlight results for a handful of models in Figure 7, selected because of their performance and the different set of axioms which they satisfy: the ml, r-el* and kyle models. Recall that the r-el and kyle models are weakly cross-stable (Axiom 11) while the ml model is not. Thus the ml assigns large impact to less liquid contracts, 10USNOTE3 and SPMINI3. Similarly, the self-stability (Axiom 13) of r-el explains the small impact predicted if one trades illiquid contracts. Reassuringly, all models correctly capture the negative index-bonds correlation.

Empirical comparison of models Table 3 shows the scores of cross-impact models on the bonds and indices dataset. The notable difference in the structure of $\Sigma$ between the previous basket of instruments and this set of instruments is the importance of both the market (indices minus bonds) and relative (indices + bonds) modes. In the case of Crude

![Figure 7: Values of different cross-impact models for bonds and indices.](image)

We report the values of the ml (left), r-el* (center) and kyle (right) cross-impact models for the covariances of the 17th of August 2016 obtained using the procedure described in Section 4.3. Units are chosen to represent the relative price change in basis points ($10^{-4}$ of the asset price) by hundred million USD worth of contract traded.

| Model     | In-sample $R^2_{in}(I_o)$ | In-sample $R^2_{in}(\Sigma^{-1})$ | Out-sample $R^2_{out}(I_o)$ | Out-sample $R^2_{out}(\Sigma^{-1})$ |
|-----------|----------------------------|---------------------------------|----------------------------|---------------------------------|
| direct    | -0.11 ± 0.02               | -7.24 ± 0.21                   | -0.11 ± 0.02               | -7.23 ± 0.21                   |
| whitening | 0.03 ± 0.02                | -0.37 ± 0.04                   | 0.03 ± 0.02                | -0.37 ± 0.04                   |
| whitening*| 0.05 ± 0.02                | -0.36 ± 0.04                   | 0.05 ± 0.02                | -0.36 ± 0.04                   |
| el        | 0.19 ± 0.02                | -0.26 ± 0.03                   | 0.19 ± 0.02                | -0.26 ± 0.03                   |
| el*       | 0.02 ± 0.02                | -0.37 ± 0.03                   | 0.02 ± 0.02                | -0.37 ± 0.03                   |
| kyle      | 0.38 ± 0.01                | 0.11 ± 0.03                    | 0.38 ± 0.01                | 0.11 ± 0.03                    |
| r-direct  | 0.23 ± 0.01                | -1.69 ± 0.05                   | 0.23 ± 0.01                | -1.71 ± 0.05                   |
| ml        | 0.40 ± 0.01                | 0.20 ± 0.03                    | 0.40 ± 0.01                | 0.20 ± 0.03                    |
| r-el      | 0.38 ± 0.01                | 0.19 ± 0.03                    | 0.38 ± 0.01                | 0.19 ± 0.03                    |
| r-el*     | 0.27 ± 0.01                | 0.13 ± 0.03                    | 0.27 ± 0.01                | 0.13 ± 0.03                    |
| r-kyle    | 0.25 ± 0.01                | 0.07 ± 0.03                    | 0.24 ± 0.01                | 0.07 ± 0.03                    |

Table 3: In-sample and out-sample scores for bonds and indices.
contracts, the relative mode (the price difference of CRUDE0 and CRUDE1) had little to no fluctuations. Here however, one can easily check that the impact contribution of the market and relative modes are comparable. This explains why cross-impact models achieve much better performance relative to direct models to explain idiosyncratic price moves (as can be seen by comparing $R^2(I_p)$ scores). On the other hand, the notable difference in the structure of $\Omega$ is the presence of two instruments with very small liquidity. However, there is no clear difference in scores of models according to which stability axioms (Axioms 11 to 13) they satisfy. A second order characteristic of $\Sigma$ is the presence of directions of small fluctuations: the price difference between 10USNOTE and 10USNOTE3 or between SPMINI and SPMINI3. As before, these directions of small fluctuations penalise models which do not respect fragmentation invariance, as evidenced by $R^2(\Sigma^{-1})$ scores. To distinguish between split invariance (Axiom 4) and rotation invariance (Axiom 5), we can compare the scores of models to their star counterpart. Contrary to the previous example, we find here that starred models perform worse than their non-starred counterparts. This suggests, surprisingly, that Axiom 5 may be more relevant than Axiom 4 to explain price changes.

4.4 Stocks

The previous datasets emphasized again the importance of satisfying fragmentation invariance (Axioms 8 to 10) but did not yield a clear conclusion on the role of stability axioms (Axioms 11 to 13). However, in both examples the return covariance matrix had directions of small fluctuations because of high pairwise correlation among some instruments. To circumvent this issue, we study the behaviour of cross-impact models in the low-correlation, many assets regime, using stocks data.

**Description of the dataset** We selected 393 different stocks among the constituents of the S&P500 and collected trades and quotes data between 2PM and 9:30PM UTC, removing the beginning and end of the trading period to focus on the intraday behaviour of liquidity and volatility and circumvent intraday non-stationary issues. We collected trades and quotes data from January 2016 to December 2017, between 2PM and 9:30PM UTC, to focus on the intraday behaviour of liquidity and volatility and circumvent intraday non-stationary issues. After filtering days for which data for one product was missing, we keep a total of 302 days (154 in 2016 and 148 in 2017). Some summary characteristics of our sample are presented in Table 4.

| Quantile | 10% | 50% | 90% |
|----------|-----|-----|-----|
| Relative tick size (in %) | 1.6 | 2.5 | 4.6 |
| Number of trades per day (in thousands) | 5.9 | 12.6 | 29.4 |
| Daily turnover (in MUSD) | 28.5 | 56.1 | 116.2 |

Table 4: Summary statistics for our sample of stocks.

**Figure 8: Estimated price and orderflow correlation matrices $\varrho$, $\varrho_\Omega$ for stocks.**

We represent the return correlation matrix $\varrho$ (left), orderflow correlation matrix $\varrho_\Omega$ (right) estimated on 2016. To highlight the amount of notional traded, orderflow is reported in millions of exchanged dollars according to the average value of each contract on the 17th of August 2016. Correlation matrices were represented instead of covariance matrices due to the large volume heterogeneities between stocks. Stocks were grouped by sectors to highlight the blockwise structure of these matrices.
We find, in continuity with our results on the bonds and indices dataset, that starred models perform better than their unstarred counterparts. We report the values of the $m\text{l}$ (left), $r\text{-}e\text{l}$ (center) and $kyle$ (right) cross-impact models for covariances obtained using the procedure described in Section 4.4. Units are chosen to represent the relative price change in basis points ($10^{-4}$ of the asset price) by hundred million USD worth of instruments traded.

**Structure of $\rho$, $\rho_0$ and $R$** Estimators of $\rho$, $\rho_0$ are shown in Figure 8. To highlight the blockwise structure of these matrices, we show correlations instead of covariances. For the same reasons, $R$ is not shown but presents a bandwise structure one expects from heterogeneities in liquidity. As previously mentioned, pairwise price and orderflow correlations between assets are small, so that the improvement of cross-impact models over direct models should be lower than in previous applications. For more details about the structure of the price and volume covariance matrices, see [3].

**Cross impact models for stocks** For illustrative purposes, we highlight results for a handful of models in Figure 9, selected because of their performance and the different set of axioms which they satisfy: the $m\text{l}$, $r\text{-}e\text{l}$, and $kyle$ models. At first glance, each model appears to present a blockwise structure similar to that of $\rho$, $\rho_0$. However, the $m\text{l}$ model does not satisfy weak cross-stability (Axiom 11) and thus predicts large impact on liquid stocks if one trades illiquid stocks. By construction the $r\text{-}e\text{l}$ model weighs most impact on the market mode. Finally, the $kyle$ model looks like a symmetrized version of the $r\text{-}e\text{l}$ model.

**Empirical comparison of models** Table 5 shows the scores of cross-impact models on the stocks dataset. Contrary to the two previous examples where only a small number of directions had notable impact contributions, the low pair-wise correlation of stocks (aside from market mode contributions) suggests that there are many directions which contribute to the overall impact. Precisely because of the importance of the market mode, the scores reported in Table 5 strikingly show that cross-impact models can explain market-wide moves up to twice as well as direct models, as shown by the difference in $R^2(I_\rho)$ scores. Naturally, explaining idiosyncratic or eigenportfolio price changes is a more challenging task, but cross-impact models ($r\text{-}e\text{l}$, $r\text{-}e\text{l}$, $kyle$, $m\text{l}$) improve $r\text{-}direct$ scores by $20\%$ to $30\%$. To distinguish between split variance (Axiom 4) and rotation invariance (Axiom 5), we can compare the scores of models to their star counterpart.

| Model  | In-sample   |  | Out-sample   |  |
|--------|-------------|  |-------------|  |
|        | $R^2_{\text{in}}(I_\rho)$ | $R^2_{\text{in}}(J_\rho)$ | $R^2_{\text{in}}(\Sigma^{-1})$ | $R^2_{\text{out}}(I_\rho)$ | $R^2_{\text{out}}(J_\rho)$ | $R^2_{\text{out}}(\Sigma^{-1})$ |
| direct | 0.038 ± 0.004 | 0.732 ± 0.006 | −0.311 ± 0.004 | 0.038 ± 0.004 | 0.732 ± 0.006 | −0.293 ± 0.004 |
| whitening | −0.025 ± 0.004 | −0.047 ± 0.012 | −0.061 ± 0.003 | −0.031 ± 0.004 | −0.192 ± 0.013 | −0.061 ± 0.003 |
| whitening* | 0.059 ± 0.004 | 0.277 ± 0.010 | −0.056 ± 0.003 | 0.047 ± 0.004 | 0.152 ± 0.012 | −0.056 ± 0.004 |
| el | −0.631 ± 0.010 | −1.770 ± 0.038 | −0.262 ± 0.005 | −0.642 ± 0.010 | −1.785 ± 0.038 | −0.260 ± 0.005 |
| el* | −0.128 ± 0.008 | 0.727 ± 0.005 | −0.369 ± 0.008 | −0.133 ± 0.008 | 0.701 ± 0.005 | −0.360 ± 0.008 |
| kyle | 0.343 ± 0.003 | 0.822 ± 0.003 | 0.214 ± 0.003 | 0.336 ± 0.003 | 0.808 ± 0.004 | 0.211 ± 0.003 |
| r-direct | 0.276 ± 0.004 | 0.480 ± 0.010 | 0.180 ± 0.003 | 0.274 ± 0.004 | 0.479 ± 0.010 | 0.180 ± 0.003 |
| m\text{l} | 0.373 ± 0.003 | 0.829 ± 0.003 | 0.215 ± 0.003 | 0.358 ± 0.003 | 0.803 ± 0.004 | 0.208 ± 0.003 |
| r\text{-}e\text{l} | 0.257 ± 0.003 | 0.661 ± 0.005 | 0.126 ± 0.004 | 0.249 ± 0.003 | 0.644 ± 0.005 | 0.124 ± 0.004 |
| r\text{-}e\text{l}* | 0.236 ± 0.004 | 0.753 ± 0.004 | 0.090 ± 0.004 | 0.227 ± 0.004 | 0.733 ± 0.005 | 0.089 ± 0.004 |
| r\text{-}kyle | 0.239 ± 0.004 | 0.788 ± 0.004 | 0.082 ± 0.004 | 0.232 ± 0.004 | 0.776 ± 0.004 | 0.081 ± 0.004 |

Table 5: In-sample and out-sample scores for stocks.
Influence of liquidity on scores

An interesting feature of our stocks dataset is the heterogeneity in liquidity among different stocks. This allows to explore the influence of the liquidity of a given stock on the performance of different models. We show the results of this analysis in Figure 10. Consistently with the scores obtained Table 5, we find that overall, in score terms, $m1>kyle>r-direct>r-el$. As one may expect, the $r-direct$ model fares better for very liquid stocks, as a larger fraction of variance can be explained by idiosyncratic trades. Surprisingly, the same holds for $m1$ and $kyle$ models. The $r-el$ model stands as an exception: it better explains price moves for stocks which are within the band of typical liquidity, between $\omega_{10\%}$ and $\omega_{90\%}$, than for very liquid stocks. However, this is natural: the $r-el$ model assumes an aggregated pool of liquidity (along the modes of the covariance matrix). Thus, though this assumption is roughly justified for stocks close to the average liquidity, it is violated outside of this zone. On the other hand, the $m1$ and $kyle$ models have no such assumption and can thus better deal with very liquid or illiquid stocks.

To further reinforce this point, for stocks of liquidity close to the average in our pool of stocks, the difference scores of the $el$ and $kyle$ models reach a minimum. This is consistent with the fact that in the approximation $\Omega \approx \omega_{50\%}I$, the two models coincide. Thus, violating self-stability (Axiom 13) may be relevant to explain price changes for all ranges of liquidity within our basket of instruments.

![Figure 10: Idiosyncratic scores as a function of liquidity.](image)

For each stock in our dataset, we compute the the in-sample stock-specific scores $R^2(\Pi_t)$ scores on 2016 data. We then represent the average in-sample stock-specific score as a function of the liquidity $\omega_i$, binning data by $\omega_i$ to smooth out noise. Results for the $m1$ (in pink), $kyle$ (in green), $r-direct$ (in blue) and $r-el$ (in orange) models are shown. We have further indicated the 10% and 90% quantiles of liquidity $\omega_{10\%}$ and $\omega_{90\%}$.

4.5 Robustness

The previous section compared the descriptive power of different cross-impact models. However, axioms also constrain cross-impact models and thus change the degrees of freedom of models. We are thus interested in investigating the robustness of cross-impact models on our datasets.

4.5.1 Overfitting and non stationarity in predictive power

Recall that we write $R^2_{X \rightarrow Y}(M)$ for the average score for an error matrix $M$. In-sample scores are defined as $R^2_{in}(M) := \frac{1}{2} \left( R^2_{2016\rightarrow2016}(M) + R^2_{2017\rightarrow2017}(M) \right)$ while out-of-sample scores are defined as $R^2_{out}(M) := \frac{1}{2} \left( R^2_{2016\rightarrow2017}(M) + R^2_{2017\rightarrow2016}(M) \right)$. To study the non-stationarity in predictive power, we compute $\frac{|R^2_{out}(M) - R^2_{in}(M)|}{R^2_{in}(M) + R^2_{out}(M)}$, which we refer to as the difference in predictability. When this quantity is equal to zero, it signifies data from 2016 is as easily predictable as data from 2017. A difference indicates that the predictive power of the model has changed from one year to the other. In Figure 11 we compare overfitting to predictability difference. Overall, overfitting is smaller than predictability difference, which shows that models are indeed robust across time and their performance is not dictated by changes in predictability of the underlying price changes.
Figure 11: Overfitting and difference predictability scores for different models.

We show side by side the comparison of overfitting coefficient $1 - \frac{R^2_{\text{out}(M)}}{R^2_{\text{in}(M)}}$ (with no shading) and non-stationarity in predictive power $|R^2_{2016}(M) - R^2_{2017}(M)| / R^2_{2016}(M) + R^2_{2017}(M)$ (with shading) for the r-direct (in blue), ml (in pink), r-el (in orange) and kyle (in green) models for idiosyncratic $M = I$ (left) and risk-weighted $M = \Sigma^{-1}$ (right) scores.

4.5.2 Influence of the number of instruments and of the timescale of study

Across our asset classes, we have focused on the 1 minute timescale. Now, we examine which models better explain price changes on longer timescales. In Figure 12, we show the out-of-sample score and overfitting coefficient for idiosyncratic price changes for our set of 393 stocks, as a function of the bin timescale and number of instruments.

Figure 12: Idiosyncratic score and overfitting as a function of the number of assets and bin timescale.

Left column: average out-of-sample idiosyncratic score $R^2_{\text{out}(I_M)}$ (top left) and overfitting coefficient $\frac{R^2_{\text{out}(I_M)}}{R^2_{\text{in}(I_M)}}$ (bottom left) computed using stocks data. Out-of-sample and in-sample scores were computed by randomly selecting a subset of stocks and computing scores on the given subset, repeating the procedure more when there are fewer stocks are selected than when a large proportion of stocks from our sample is considered. The average score for each models across all samples is then shown. Scores are shown for the ml (in pink), the kyle (in green), r-direct (in blue) and r-el (in orange). Stars show results for crude contracts, crosses for bonds and indices and triangles for all 393 stocks of our sample. Right column: idiosyncratic scores (top right) and overfitting coefficient (bottom right) as a function of the bin timescale. Scores were computed using the same procedure described in Section 4.4, varying the bin parameter from 10 seconds up to around an hour.
As expected, the number of degrees of freedom controls the overfitting of different models. This explains why, in terms of overfitting with respect to the number of instruments at the minute timescale, \( r_{\text{direct}} < kyle \approx ml \approx r_{\text{el}} \). In contrast, models overfit less on futures, which suggests that overfitting decreases as the pairwise correlation between instruments increases. Furthermore, out-of-sample idiosyncratic scores for the ml and kyle model increase with the number of assets. A somewhat surprising result, despite the small pairwise correlation of instruments in our stock dataset and the large number of stocks considered in this study, is that idiosyncratic scores appear to keep increasing for more than 400 assets. Nevertheless, cross-impact models score much better for futures than for stocks, suggesting that scores also increase as the pairwise correlation between instruments increases.

Focusing on the influence of the bin timescale, there is little overfitting at the minute timescale but it increases with the bin timescale. In particular, the good fit of the ml at small timescales quickly breaks down for larger timescales. On the other hand, both the r-el and kyle models are quite robust up until the 10 minute timescale. This highlights the importance of enforcing consistency requirements to reduce overfitting.

5 Conclusion

Let us summarise what we have achieved. Our main object was to build a series of theoretical prescriptions to choose the most suitable cross-impact model \( \Lambda \) given a set of empirical observations of market data. To do so, we generically defined a cross-impact model as a function of second-order statistics, constrained through a certain number of axioms. From a theoretical standpoint, no matter the specific framework for building cross-impact models, one can easily understand that proceeding in this fashion is very useful as it significantly reduces the universe of possible models. Empirical evidence confirms the importance of fragmentation invariance axioms (Axioms 8 to 10) for cross-impact models applied to markets where some instruments (or linear combination of instruments) display very small fluctuations. Stability axioms enable models to better explain price moves of instruments in extreme liquidity/illiquidity conditions (see Figure 10). Additionally, the reduced number of parameters of models constrained by axioms (such as the kyle model) reduces overfitting - both with the number of instruments in our tradeable universe and with the timescale of study (see Figure 12). In all markets studied, our analysis confirms that cross-impact models are well suited to predict execution costs and evaluate liquidity risk, showing significant improvement compared to impact models which ignore cross-sectional effects (see Tables 2, 3 and 5).

Though our framework focused on the linear static scenario, the prescriptions and models introduced in this paper could be generalised to deal with more general cases. Furthermore, the framework can be adapted to deal with derivatives, which we leave as the topic of future work. Another topic is the generalisation of this framework to account for the auto-correlation of the order flow. In [18], the authors began to study this question, paving the way to a cross-impact generalisation of [12]. Finally, many questions subsist about the underlying dynamics or supply and demand which account for cross-impact: from the microstructural perspective what coupling of order-book dynamics could account for such aggregate price dynamics? This question requires further attention and we hope to examine it in detail from the perspective of zero-intelligence limit order-book models (see e.g. [15]).
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A Models and Axioms

This section proves some of the results stated in Table 1 and implications between the different axioms.

A.1 Relation between fragmentation and liquidity axioms

Let us start us with a powerful lemma that allows to translate liquidity properties into fragmentation properties through split invariance.

Lemma 1. Let us consider a cross-impact model \( \Lambda \) that is split-invariant and a subspace \( V \) such that \( \emptyset \subset V \subset \mathbb{R}^n \). Define the regularized orderflow-covariance and response matrices:

\[
\begin{align*}
\Omega' &= (\Pi_V + e\Pi_V)\Omega(\Pi_V + e\Pi_V) \\
R' &= R(\Pi_V + e\Pi_V).
\end{align*}
\]

Then we have:

\[
\Lambda(\Sigma, \Omega', R') = \tilde{\Pi}_V \Lambda(\Sigma'', \Omega, R'') \tilde{\Pi}_V \\
+ e^{-1} \tilde{\Pi}_V \Lambda(\Sigma'', \Omega, R'') \Pi_V \\
+ e^{-1} \Pi_V \Lambda(\Sigma'', \Omega, R'') \tilde{\Pi}_V \\
+ e^{-2} \Pi_V \Lambda(\Sigma'', \Omega, R'') \Pi_V,
\]

where

\[
\Sigma'' = (\Pi_V + e\Pi_V)\Sigma(\Pi_V + e\Pi_V) \\
R'' = (\Pi_V + e\Pi_V)R.
\]

Proof. By split invariance, we can write:

\[
\Lambda(\Sigma, \Omega', R') = D\Lambda(D^{-1} \Sigma D^{-1}, D\Omega' D, D^{-1} R' D) D
\]

where we choose \( D = (\tilde{\Pi}_V + e^{-1}\Pi_V) \). We can always do this with \( D \) diagonal as long as \( V \) is generated by the canonical basis. We then obtain:

\[
\Lambda(\Sigma, \Omega', R') = (\tilde{\Pi}_V + e^{-1}\Pi_V)\Lambda(D^{-1} \Sigma D^{-1}, \Omega, D^{-1} R)(\tilde{\Pi}_V + e^{-1}\Pi_V),
\]

which, upon substitution of \( D^{-1} \) yields the result.

This implies that, if one assumes fragmentation invariance and controls the speed of divergence of the remaining terms, one can show cross-stability results.

Proposition 5. Let a cross-impact model \( \Lambda \) satisfy split symmetry (Axiom 4), semi-strong fragmentation invariance (Axiom 9). Then:

(i) \( \Lambda \) is weakly cross-stable (Axiom 11) if

\[
e^{-1} \tilde{\Pi}_V \Lambda(\Sigma'', \Omega, R'') \Pi_V = O(1).
\]

(ii) If, additionally, \( \Lambda \) is continuous in the first and third argument strongly fragmentation invariant, then \( \Lambda \) is strongly cross-stable (Axiom 12).

(iii) \( \Lambda \) is self-stable (Axiom 13) if

\[
e^{-2} \Pi_V \Lambda(\Sigma'', \Omega, R'') \Pi_V = O(1).
\]

Proof. Using the results of Lemma 1, if we assume that

\[
e^{-1} \tilde{\Pi}_V \Lambda(\Sigma'', \Omega, R'') \Pi_V = O(1),
\]

then \( \Lambda \) is weakly cross-stable (Axiom 11). Further assuming continuity at \( \epsilon = 0 \) and strong fragmentation invariance, we obtain

\[
\tilde{\Pi}_V \Lambda(\Sigma, \Omega', R') \tilde{\Pi}_V = \tilde{\Pi}_V \Lambda(\Sigma'', \Omega, R'') \Pi_V = \tilde{\Pi}_V \Lambda(\Sigma'', \Omega, R'') \tilde{\Pi}_V + o(1).
\]

Strong fragmentation invariance (Axiom 10) thus implies strong cross-stability (Axiom 12). Finally, if

\[
e^{-2} \Pi_V \Lambda(\Sigma'', \Omega, R'') \Pi_V = O(1),
\]

then Lemma 1 implies that \( \Lambda \) is self-stable.
Thus, by unicity up to a rotation of the square root decomposition, writing $G$ for a matrix such that $\Sigma = G G^\top$, there exists $O$ such that $\Lambda = O O^{-1}$. Furthermore, since $\Lambda$ is symmetric,

$$O O^{-1} = (O O^{-1})^T.$$

Rewriting, we find

$$O^T = L^T O L^{-1} O^{-1}.$$

One can also exploit the same lemma and try to establish a link with the fragmentation invariance properties. In a similar fashion as Lemma 1, one can prove the following lemma.

**Lemma 2.** Let us consider a cross-impact model $\Lambda$ that is split-invariant and a subspace $V$ such that $\phi \subset V \subset \mathbb{R}^n$. Define the regularized price-covariance and response matrices:

$$\Sigma' := (\tilde{\Pi}_V + e \Pi_V) \Sigma (\tilde{\Pi}_V + e \Pi_V)$$

$$R' := (\tilde{\Pi}_V + e \Pi_V) R.$$

Then we have:

$$\Lambda(\Sigma', \Omega, R') = \tilde{\Pi}_V \Lambda(\Sigma, \Omega', R'^0) \tilde{\Pi}_V$$

$$+ e^{-1} \tilde{\Pi}_V \Lambda(\Sigma, \Omega'', R'^0) \Pi_V$$

$$+ e^{-1} \Pi_V \Lambda(\Sigma, \Omega', R'^0) \tilde{\Pi}_V$$

$$+ e^{-2} \Pi_V \Lambda(\Sigma, \Omega'', R'^0) \Pi_V,$$

where:

$$\Omega'' := (\tilde{\Pi}_V + e \Pi_V) \Omega (\tilde{\Pi}_V + e \Pi_V)$$

$$R'' := R (\tilde{\Pi}_V + e \Pi_V).$$

**Proposition 6.** Let $\Lambda$ be a split-invariant, weakly cross-stable and self-stable cross-impact model (Axioms 4, 11 and 13). Then if $\ker \Sigma$ can be generated by the canonical basis, then $\Lambda$ is semi-strongly fragmentation invariant (Axiom 9).

**Proof.** Let us assume that it is possible to generate $\ker(\Sigma)$ with the physical (canonical) basis. In that case, one can choose $V = \ker(\Sigma)$ and observe that, using the notations introduced in Lemma 2, $\Sigma' = \tilde{\Pi}_V \Sigma \tilde{\Pi}_V$, $R' = \tilde{\Pi}_V R$. Weak-cross stability (Axiom 11) implies:

$$\tilde{\Pi}_V \Lambda(\Sigma', \Omega', R') \Pi_V, \quad \Pi_V \Lambda(\Sigma', \Omega', R') \tilde{\Pi}_V = O(1).$$

Therefore, applying Lemma 2 yields

$$\tilde{\Pi}_V \Lambda(\Sigma', \Omega, R') \Pi_V = e^{-1} \tilde{\Pi}_V \Lambda(\Sigma, \Omega'', R'^0) \Pi_V \rightarrow 0, \quad \Pi_V \Lambda(\Sigma', \Omega, R') \tilde{\Pi}_V = O(1) ,$$

and we obtain $\tilde{\Pi}_V \Lambda(\Sigma, \Omega'', R'^0) \Pi_V \rightarrow 0$. (similarly, $\tilde{\Pi}_V \Lambda(\Sigma, \Omega, R) \Pi_V = 0$). On the other hand, from self-stability (Axiom 13), we obtain $\Pi_V \Lambda(\Sigma, \Omega, R) \Pi_V \rightarrow 0$. Combined, we thus have proved Axioms 8 and 9. 

\[ \square \]

**A.2 Proof of Proposition 3**

**Proposition 7.** Let $\Lambda$ be a symmetric, positive-definite and price-covariance consistent cross-impact model (Axioms 6, 7 and 14). Then $\Lambda = \Lambda_{xy1e}$ up to a multiplicative constant.

**Proof.** Let $\Lambda$ be a cross-impact model which satisfies Axioms 6 and 14 and $(\Sigma, \Omega, R) \in (\mathcal{F}_n^+ \times \mathcal{F}_n^{++} \times \mathcal{M}_n)$. Then, we have, writing $\Lambda$ for $\Lambda(\Sigma, \Omega, R)$, and $\mathcal{L}$ a matrix such that $\Sigma = \mathcal{L} \mathcal{L}^\top$,

$$\Sigma = \Lambda \Omega \Lambda^\top = \Lambda \mathcal{L} \mathcal{L}^\top \Lambda^\top = (\Lambda \mathcal{L}) (\Lambda \mathcal{L})^\top.$$

Thus, by unicity up to a rotation of the square root decomposition, writing $\mathcal{G}$ for a matrix such that $\Sigma = \mathcal{G} \mathcal{G}^\top$, there exists $O$ such that $\Lambda = \mathcal{G} O \mathcal{L}^{-1}$. Furthermore, since $\Lambda$ is symmetric,

$$\mathcal{G} O \mathcal{L}^{-1} = (\mathcal{G} O \mathcal{L}^{-1})^T.$$

Rewriting, we find

$$O^T = \mathcal{L}^T \mathcal{G} O \mathcal{L}^{-1} \mathcal{G}^{-T},$$

$$O^T = \mathcal{L}^T \mathcal{G} O \mathcal{L}^{-1} \mathcal{G}^{-T},$$
so that
\[
\emptyset = O L^T G O L^{-1} G^T \\
= O (L^T G) O (L^T G)^{-1} \\
= O (L^T G) O (L^T G)^{-1} (L^T G)^{-1}.
\]
Finally, we have:
\[
(O L^T G)^2 = (L^T G)^T (L^T G).
\]
Since \((L^T G)^T (L^T G)\) is symmetric positive semi-definite, the square root is unique and
\[
O L^T G = \sqrt{(L^T G)^T (L^T G)},
\]
which concludes the proof. \(\square\)

### A.3 Proof of Proposition 4

Let us start with a lemma that will be used throughout this subsection.

**Lemma 3.** Let \(\Lambda\) be a cross-impact model which satisfies Axioms 4 and 5. Then, for all \((\Sigma, \Omega, R) \in (S_n^+ \times S_n^{++} \times M_n)\), it can be written as

\[
\Lambda(\Sigma, \Omega, R) = L^{-T} U \Lambda(U^T \hat{\Sigma} U, I, U^T \hat{R} U) U^T L^{-1},
\]

where

\[
\Omega = L L^T \\
\hat{\Sigma} = L^T \Sigma L \\
\hat{R} = L^T R L^{-T}
\]

and \(U\) is an orthogonal matrix (i.e., \(UU^T = I\)).

**Proof.** The lemma is obtained by applying sequentially rotational invariance, split invariance and again rotational invariance. The first two transformations can be used in order to remove the dependency in \(\Omega\) as the second argument of the \(\Lambda(\Sigma, \Omega, R)\) function. \(\square\)

**Proposition 8.** A return covariance based cross-impact model \(\Lambda\) that is both split invariant and rotational invariant (Axioms 4 and 5) can always be written in the form

\[
\Lambda(\Sigma, \Omega) = L^{-T} UF(\mu)U^T L^{-1},
\]

where

\[
\Omega = L L^T \\
\hat{\Sigma} := L^T \Sigma L \\
U^T \hat{\Sigma} U := \text{diag}(\mu) \\
F(\mu) := \Lambda(\text{diag}(\mu), \emptyset)
\]

Furthermore, if \(\Lambda\) is cash-invariant and direct-invariant Axioms 2 and 3, then \(F(\mu) \propto \text{diag}(\mu)^{1/2}\) and \(\Lambda = \Lambda_{\text{kyle}}\) up to a multiplicative constant.

**Proof.** For a return covariance based model, we can simply choose from Eq. (3) to fix \(U\) as the rotation that diagonalizes the symmetric matrix \(\hat{\Sigma}\), obtaining:

\[
U^T \hat{\Sigma} U = \text{diag}(\mu).
\]

This choice implies:

\[
\Lambda(\Sigma, \Omega) = L^{-T} U \Lambda(\text{diag}(\mu), \emptyset) U^T L^{-1},
\]

which yields the result of the first part of the proposition. Furthermore, if we assume \(\Lambda\) is cash-invariant and direct-invariant Axioms 2 and 3,

\[
\Lambda(\text{diag}(\mu), \emptyset) = \sum_{i=1}^{d} \sqrt{\mu_i} \Lambda(e_i e_i^T, e_i e_i^T)
\]

which yields the \(\text{kyle}\) model up to a constant. \(\square\)
A.4 Proof of some properties of the kyle model

**Lemma 4.** The kyle model is strongly cross-stable in the sense of Axioms 12 and 13 and is not self-stable in the sense of Axiom 13.

**Proof.** Let $V$ be a linear subspace of $\mathbb{R}^n$ and $\varepsilon > 0$. Note that, writing $\mathcal{G}$ for a matrix such that $\mathcal{G}\mathcal{G}^\top = \Sigma$, for any matrix $\mathcal{L}_\varepsilon$ such that $\mathcal{L}_\varepsilon\mathcal{L}_\varepsilon^\top = \Omega\varepsilon$, there exists a rotation matrix $O_\varepsilon$ such that we have

$$\Lambda_{\text{kyle}} = \mathcal{G} O_\varepsilon \mathcal{L}_\varepsilon^{-1}.$$

However, $\Omega\varepsilon = (\tilde{\Omega}V + \varepsilon\Pi V)(\tilde{\Omega}V + \varepsilon\Pi V) = ([\tilde{\Omega}V + \varepsilon\Pi V][\tilde{\Omega}V + \varepsilon\Pi V])^\top \mathcal{L}_\varepsilon\mathcal{L}_\varepsilon^\top$. Thus,

$$\Lambda_{\text{kyle}} = \mathcal{G} O_\varepsilon ([\tilde{\Omega}V + \varepsilon\Pi V][\tilde{\Omega}V + \varepsilon\Pi V])^{-1} = \mathcal{G} O_\varepsilon \mathcal{L}_\varepsilon^{-1}(\tilde{\Omega}V + \varepsilon\Pi V)^\top = \mathcal{G} O_\varepsilon \mathcal{L}_\varepsilon^{-1}\tilde{\Omega}V + \varepsilon\mathcal{G} O_\varepsilon \mathcal{L}_\varepsilon^{-1}\Pi V.$$

Using the symmetry of the kyle model, the above yields:

$$\Lambda_{\text{kyle}} = \tilde{\Omega}V\mathcal{L}^{-\top} \mathcal{L}_\varepsilon^{-1} \mathcal{G}^\top + \frac{1}{\varepsilon} \Pi V\mathcal{L}^{-\top} \mathcal{L}_\varepsilon^{-1} \mathcal{G}^\top.$$

Thus, we have:

$$\Pi V \Lambda_{\text{kyle}} \Pi V = \mathcal{G} \Pi V\mathcal{L}^{-\top} \mathcal{L}_\varepsilon^{-1} \mathcal{G}^\top \Pi V,$$

and, as $\mathcal{L}_\varepsilon^{-1}$ is an orthogonal matrix:

$$e^T \Pi V \Lambda_{\text{kyle}} \Pi V = O(1),$$

which proves Axiom 11 weak-cross-stability. Furthermore,

$$\Pi V \Lambda_{\text{kyle}} \Pi V = \frac{1}{\varepsilon} \Pi V\mathcal{L}^{-\top} \mathcal{L}_\varepsilon^{-1} \mathcal{G}^\top \Pi V,$$

so that unless $\Pi V\mathcal{L}^{-\top} \mathcal{L}_\varepsilon^{-1} \mathcal{G}^\top \Pi V = 0$, we have:

$$||\Pi V \Lambda_{\text{kyle}} \Pi V|| = \varepsilon^{-1}||\Pi V\mathcal{L}^{-\top} \mathcal{L}_\varepsilon^{-1} \mathcal{G}^\top \Pi V|| \xrightarrow{\varepsilon \rightarrow 0} \infty.$$

Choosing diagonal $\Sigma$ and $\Omega$ such that $\Pi V\mathcal{L} \neq 0$ and $\mathcal{G}\Pi V \neq 0$, we see that $\Pi V\mathcal{L}^{-\top} \mathcal{L}_\varepsilon^{-1} \mathcal{G}^\top \Pi V = 0$ cannot hold for all $\Sigma, \Omega$. This shows that kyle does not satisfy Axiom 13. Finally, notice that by using Lemma 3 one can make $\Omega$ appear only in the combination $\mathcal{L}^{-\top} \mathcal{L} \mathcal{G}$, which is insensitive to the components of $\Omega$ belonging to the kernel of $\Sigma$, which proves strong cross-stability. \(\square\)

B Proofs of illustrative examples

This section is devoted to proving the results given in Section 4, for completeness.

B.1 Proof of Example 1

We have:

$$\Sigma = \begin{pmatrix} 1 & \rho \sigma \\ \rho \sigma & \sigma^2 \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ \sigma & \sqrt{1 - \rho^2} \end{pmatrix} \begin{pmatrix} 1 & \sigma \rho \\ 0 & \sigma \sqrt{1 - \rho^2} \end{pmatrix} = \mathcal{G}\mathcal{G}^\top.$$

Thus, as we can express $O$ in the orthogonal group solely as a function of an angle $\theta$ as $O = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix}$, we can express the Kyle estimator as:

$$\Lambda_{\text{kyle}} = \mathcal{G} O \mathcal{L}^{-1} = \begin{pmatrix} 1 & 0 \\ \sigma & \sqrt{1 - \rho^2} \end{pmatrix} \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix} \begin{pmatrix} 1/\omega_1 & 0 \\ 0 & 1/\omega_2 \end{pmatrix} = \begin{pmatrix} \sigma \omega_1 & -\omega_1/\omega_2 \\ \omega_1 & \sigma \omega_2 \end{pmatrix} \begin{pmatrix} \cos \theta/\omega_1 & -\sin \theta/\omega_2 \\ \omega_2 & \sigma \omega_1 \omega_2 \end{pmatrix} \begin{pmatrix} \cos \theta & \omega_2/\omega_1 \tan \theta \\ \sigma \rho & -\rho \tan \theta + \sqrt{1 - \rho^2} \cos \theta \end{pmatrix}.$$
Imposing the symmetry yields \( \theta = -\arctan \frac{\omega_1}{\omega_2} \). Injecting in the above we have:

\[
\Lambda_{\text{ky1e}} = \frac{\cos \theta}{\omega_1} \left( \frac{1}{\sigma (\rho + \sqrt{1 - \rho^2} \tan \theta)} \frac{\omega_1}{\omega_2} \tan \theta - \frac{\sigma \omega_1}{\omega_2} (\rho \tan \theta + \sqrt{1 - \rho^2}) \right)
\]

\[
= \frac{1}{\omega_2} \frac{1}{\sqrt{\omega_1^2 + 2 \omega_1 \omega_2 \sigma \sqrt{1 - \rho^2} + \omega_2^2}} \left( \frac{1 + \frac{\omega_2}{\omega_1} \sigma \sqrt{1 - \rho^2}}{\sigma \rho} - \frac{1 + \frac{\omega_2}{\omega_1} \sigma \sqrt{1 - \rho^2}}{\sigma \rho} \right)
\]

Finally,

\[
\Lambda_{\text{ky1e}} = \frac{1}{\sqrt{\omega_1^2 + 2 \omega_1 \omega_2 \sigma \sqrt{1 - \rho^2} + \omega_2^2}} \left( \frac{1 + \frac{\omega_2}{\omega_1} \sigma \sqrt{1 - \rho^2}}{\sigma \rho} - \frac{1 + \frac{\omega_2}{\omega_1} \sigma \sqrt{1 - \rho^2}}{\sigma \rho} \right)
\]

The previous computations allow us to generalize to any return covariance matrix written \( \Sigma = \begin{pmatrix} \sigma_1^2 & \rho \sigma_1 \sigma_2 & \sigma_1 \sigma_2 \\ \rho \sigma_1 \sigma_2 & \sigma_2^2 & \sigma_1 \sigma_2 \\ \sigma_1 \sigma_2 & \sigma_1 \sigma_2 & \sigma_2^2 \end{pmatrix} \) as then we have:

\[
\Lambda_{\text{ky1e}} = \frac{1}{\sqrt{\omega_1^2 + 2 \omega_1 \omega_2 \sigma \sqrt{1 - \rho^2} + \omega_2^2}} \left( \frac{\sigma_1^2 + \frac{\omega_2}{\omega_1} \sigma_1 \sigma_2 \sqrt{1 - \rho^2}}{\sigma_1 \sigma_2} - \frac{\sigma_1 \sigma_2}{\sigma_2^2} \right)
\]

which concludes the proof.

### B.2 Proof of Example 2

**Example 3 (Calendar Spread).** Let \( \Sigma := \sigma^2 \begin{pmatrix} 1 & \rho & 1 - \rho \\ 1 & -1 & 1 - \rho \\ 1 - \rho & 1 - \rho & 2(1 - \rho) \end{pmatrix} \) and \( \Omega := \begin{pmatrix} 0 & \omega_2^2 & 0 \\ 0 & \omega_2^2 & 0 \\ 0 & \omega_2^2 & \omega_2^2 \end{pmatrix} \). Then, one has:

\[
\Lambda_{\text{ky1e}}(\Sigma, \Omega) = \frac{\sigma \lambda_1 \lambda_2}{6 \sqrt{\omega_1^2 \lambda_1^2 + 2 \omega_1 \omega_2 \lambda_1 + 6 \omega_1 \omega_2 \lambda_1 \lambda_2}} \begin{pmatrix} 3 \lambda_1^2 + \lambda_2^2 + \frac{2 \sqrt{3} \rho \omega_2^2}{\lambda_1 \lambda_2} & 3 \lambda_1^2 - 3 \lambda_2^2 - \frac{2 \sqrt{3} \rho \omega_2^2}{\lambda_1 \lambda_2} & 3 \lambda_1^2 - 3 \lambda_2^2 - \frac{2 \sqrt{3} \rho \omega_2^2}{\lambda_1 \lambda_2} \\ 3 \lambda_1^2 - 3 \lambda_2^2 - \frac{2 \sqrt{3} \rho \omega_2^2}{\lambda_1 \lambda_2} & 3 \lambda_1^2 - 3 \lambda_2^2 - \frac{2 \sqrt{3} \rho \omega_2^2}{\lambda_1 \lambda_2} & 3 \lambda_1^2 - 3 \lambda_2^2 - \frac{2 \sqrt{3} \rho \omega_2^2}{\lambda_1 \lambda_2} \\ 3 \lambda_1^2 - 3 \lambda_2^2 - \frac{2 \sqrt{3} \rho \omega_2^2}{\lambda_1 \lambda_2} & 3 \lambda_1^2 - 3 \lambda_2^2 - \frac{2 \sqrt{3} \rho \omega_2^2}{\lambda_1 \lambda_2} & 3 \lambda_1^2 - 3 \lambda_2^2 - \frac{2 \sqrt{3} \rho \omega_2^2}{\lambda_1 \lambda_2} \end{pmatrix}
\]

where \( \rho_\omega := \frac{\omega_1^2 - \omega_2^2}{\sqrt{(\omega_1^2 + \omega_2^2)(\omega_1^2 + \omega_2^2 + 4 \omega_3^2)}} \) and \( \bar{\omega}_1 := \frac{\omega_1^2 + \omega_2^2}{2}, \bar{\omega}_2 := \frac{\omega_1^2 + \omega_2^2 + 4 \omega_3^2}{6}, \lambda_1 = \sqrt{1 + \rho}, \lambda_2 = \sqrt{1 - \rho}. \) Furthermore,

\[
\Lambda_{\text{e1}}(\Sigma, \Omega) = \sqrt{1 + \rho} \frac{\sigma}{\omega_1} \begin{pmatrix} 1 & 1 & 0 \\ 1 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix} + \sqrt{1 - \rho} \frac{\sigma}{\omega_2} \begin{pmatrix} 1 & -1 & 2 \\ -1 & 1 & -2 \\ 2 & -2 & 4 \end{pmatrix}.
\]
By construction, the two legs and the calendar spread are linearly related, therefore with a proper change of basis (thanks to the invariance of basis, see Axioms 4 and 5 one can reduce this three-dimensional case to Example 1. The return covariance matrix can be diagonalized as

\[
\Sigma = \sigma^2 \begin{pmatrix}
1/\sqrt{2} & 1/\sqrt{2} & 1/\sqrt{2} \\
1/\sqrt{6} & -1/\sqrt{6} & 1/\sqrt{6} \\
0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
1 - \rho & 0 & 0 \\
0 & 1 - \rho & 0 \\
1/\sqrt{2} & 1/\sqrt{2} & 1/\sqrt{2}
\end{pmatrix}
\begin{pmatrix}
1/\sqrt{6} & -1/\sqrt{6} & 1/\sqrt{6} \\
2\sqrt{3}/3 & 2\sqrt{3}/3 & 2\sqrt{3}/3 \\
0 & 0 & 0
\end{pmatrix}^{-1}
\]

\[= \sigma^2 P \Sigma_D P^{-1}.\]

By the invariance of basis, we have:

\[\Lambda_{\text{kyle}}(\Sigma, \Omega, R) = P \Lambda_{\text{kyle}}(\Sigma_D, P^{-1} \Omega P, P^{-1} \Omega P) P^{-1}.\]

Furthermore, using fragmentation invariance (see Axioms 8 and 10, the impact matrix is left unchanged if the volume covariance’s projection along zero-risk modes is set to zero. Thus, denoting \(\Pi\) the projection orthogonal to zero risk modes, we obtain:

\[\Lambda_{\text{kyle}}(\Sigma, \Omega, R) = P \Lambda_{\text{kyle}}(\Sigma_D, \Pi^{-1} \Omega \Pi, \Pi^{-1} \Omega \Pi) P^{-1}.\]

Thus, our computations reduce to computing the Kyle model on a 2-dimensional system of covariances with diagonal \(\Sigma\) and non-diagonal \(\Omega\). To do so, note first that \(\Lambda_{\text{kyle}}\) is symmetric and:

\[\Lambda_{\text{kyle}}(\Sigma, \Omega, R) = \mathcal{O} \mathcal{L}^{-1},\]

with \(\mathcal{O} = (\mathcal{O}P)(\mathcal{O} \Pi)^T\). Thus, we can use symmetry and:

\[\Lambda_{\text{kyle}}(\Sigma, \Omega, R) = \mathcal{O} \mathcal{L}^{-1} = \mathcal{L}^{-T} \Omega \mathcal{L}^T = \mathcal{L}^{-T} \mathcal{O}^T \mathcal{L} = \Lambda_{\text{kyle}}(\Omega^{-1}, \Sigma, R).\]

Here, as:

\[
\Pi P^{-1} \Omega \Pi P = \begin{pmatrix}
\omega_1^2 + \omega_2^2 & \omega_1^2 - \omega_2^2 \\
\omega_1^2 - \omega_2^2 & \omega_1^2 + \omega_2^2 + 4\omega_2^2 \\
2\sqrt{3}/3 & 6 \\
0 & 0
\end{pmatrix},
\]

writing \(\rho_\omega := \frac{\omega_1^2 - \omega_2^2}{\sqrt{(\omega_1^2 + \omega_2^2)(\omega_1^2 + \omega_2^2 + 4\omega_2^2)}}, \omega_\omega^2 := \frac{\omega_1^2 + \omega_2^2 + 4\omega_2^2}{6}, \omega_\omega^1 := \frac{\omega_1^2 + \omega_2^2}{2}\) and using Example 1, we have:

\[\Lambda_{\text{kyle}} = \sigma \lambda_1 \lambda_2 \frac{1}{\sqrt{\omega_1^2 \lambda_1^2 + \omega_2^2 \lambda_2^2 + 2\omega_1 \omega_2 \lambda_1 \lambda_2 \sqrt{1 - \rho_\omega^2}}} \begin{pmatrix}
\lambda_1 + \tilde{\omega}_2 \frac{\lambda_2}{\omega_1 \sqrt{1 - \rho_\omega^2}} & \frac{\rho_\omega}{\sqrt{1 - \rho_\omega^2}} \\
\frac{\rho_\omega}{\sqrt{1 - \rho_\omega^2}} & \lambda_2 + \tilde{\omega}_1 \frac{\lambda_1}{\omega_2 \sqrt{1 - \rho_\omega^2}}
\end{pmatrix}.
\]

So that finally, moving back to the original basis:

\[
\Lambda_{\text{kyle}} = \sigma \lambda_1 \lambda_2 \frac{1}{6 \sqrt{\omega_1^2 \lambda_1^2 + \omega_2^2 \lambda_2^2 + 2\omega_1 \omega_2 \lambda_1 \lambda_2 \sqrt{1 - \rho_\omega^2}}} \begin{pmatrix}
\frac{3\lambda_1^2 + \lambda_2^2}{\lambda_1 \lambda_2} + \frac{3\omega_1^2 + \omega_2^2}{\lambda_1 \lambda_2} \frac{2\sqrt{3} \rho_\omega}{\omega_1 \sqrt{1 - \rho_\omega^2}} & \frac{3\lambda_1^2 - \lambda_2^2}{\lambda_1 \lambda_2} + \frac{3\omega_1^2 - \omega_2^2}{\lambda_1 \lambda_2} \frac{2\sqrt{3} \rho_\omega}{\omega_1 \sqrt{1 - \rho_\omega^2}} \\
\frac{3\lambda_1^2 - \lambda_2^2}{\lambda_1 \lambda_2} + \frac{3\omega_1^2 + \omega_2^2}{\lambda_1 \lambda_2} \frac{2\sqrt{3} \rho_\omega}{\omega_1 \sqrt{1 - \rho_\omega^2}} & \frac{3\lambda_1^2 + \lambda_2^2}{\lambda_1 \lambda_2} + \frac{3\omega_1^2 - \omega_2^2}{\lambda_1 \lambda_2} \frac{2\sqrt{3} \rho_\omega}{\omega_1 \sqrt{1 - \rho_\omega^2}}
\end{pmatrix}
\]