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Abstract

Artificial noise (AN) is a core technique in physical layer security field which has been widely studied. AN reduces the channel capacity of eavesdroppers without affecting the channel capacity of the communicator so that AN can increase secrecy capacity. Secrecy capacity is defined as channel capacity of the communicator minus channel capacity of eavesdroppers. The AN is prohibited from affecting the channel capacity of the legal receiving channel. This condition brings good performance to AN as well as limitations. Recently, the secrecy capacity optimization artificial noise (SCO-AN) is proposed to increase the secrecy capacity more effectively. SCO-AN can reduce the channel capacity of the communicator to a small extent while greatly reducing the channel capacity of the eavesdropper. So, SCO-AN can further expand the secrecy capacity on the basis of AN. Due to the limitation of transmit power, SCO-AN cannot be added indefinitely, so it is an important issue to increase the secrecy capacity as much as possible under a certain power limit. In this paper, a secrecy capacity function with SCO-AN added under certain power constraints is established. Because this function is non-convex, the traditional convex optimization algorithm cannot be applied. A sequence quadratic program (SQP) is adopted to solve this power allocation problem. Simulation results show that SQP can effectively improve the secrecy capacity under a certain power limit.
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1 Introduction

Information technology has developed rapidly in recent years. As people demand higher information transmission speeds, more requirements have been put forward for the secure transmission of information. The information encryption technology is used to realize the secure transmission of information for a long time. Due to the limitation of computing speed, the encrypted information is difficult to decipher. With the development of computer technology, the deciphering of information has become more and more simple. In theory, as long as the computer's calculation speed is fast enough, there is no encrypt information that cannot be deciphered. So traditional information encryption techniques have encountered limitations. The emergence of physical layer security technology has proposed new methods for solving information security problems.

The physical layer security technology is fundamentally different from the information encryption technology. The physical layer security technology is mainly based on the randomness of the transmission channel. The use of coding and modulation technology to realize the secure transmission of information is an important research content for the realization of wireless network security in the next generation of communications. Beamforming and artificial noise are the main technologies for achieving physical layer security. Beamforming is mainly used to encode the transmitted information to "point" the receiver to reduce the information received by eavesdroppers. Artificial noise is to add a signal in the eavesdropper's channel that has no effect on the transmission channel so that the signal received by the eavesdropper is disturbed. In the physical layer security technology, the capacity is usually used to judge the quality of the physical layer technology. In the AN and beamforming technology, secrecy capacity refers to the difference between the channel capacity of the legitimate receiver and the channel capacity of the eavesdropper.
The research on the secrecy capacity of eavesdropping channel is the basis of the research on the physical layer security technology, and also the guidance of the research on the physical layer information security mechanism. If the secrecy capacity is greater than zero, it means that part of the information cannot be received by the eavesdropper which means part of the information can not be "deciphered". In summary, one of the goals of the physical layer security technology is to maximize the secrecy capacity.

The study of physical layer security originated from Shannon. In his paper, unconditional confidential transmission is proposed, which is also the ultimate goal of physical layer security technology research [1]. After shannon, Wyner first researched the secure transmission of information from the perspective of information theory. Wyner defines the communication model with the eavesdropping channel, and secrecy capacity was also first proposed in his paper [2], Csiszer and Korner continue to study the physical layer security technology on the basis of wyner, in paper [3], a broadcast channel model with confidential messages is proposed to extend Wyner's work. For a long time in the past, the physical layer security technology has not been concerned. Until the application of Multiple-Input Multiple-Out-put(MIMO) technology, physical layer security technology has developed rapidly. In particular, the proposal of artificial noise technology makes the physical layer security technology easier to apply to MIMO technology [4]. AN technology adds a signal the transmitted signal which is orthogonal to the legitimate channel. The additional signal does not affect the capacity of legitimate channel, but it will reduce the channel capacity of the eavesdropper and increase the secrecy capacity of the wireless communication system.

On the basis of AN technology, scholars have done a lot of outstanding work. The optimal power allocation for artificial noise and achievable rates in MIMO-OFDM wiretap communication system are proposed in [5]. In [6] and [7], The artificial noise and interference alignment technology are creatively merged together, and artificial noise with interference alignment characteristics is proposed, which expands the application field of artificial noise. In [8], the upper limit of the secrecy capacity of artificial noise wireless communication systems subject to transmit power is proposed.

AN technology has excellent performance. Because AN is orthogonal to legitimate channel so that the legal channel is not affected. There is no need to add any additional signal processing device to the receiver. At the same time, the eavesdropper’s channel capacity is reduced effectively. We assume that the channel capacity of the legitimate channel is A and the channel capacity of the eavesdropper is B. The principle of AN is to reduce B so that the difference between A and B becomes larger while keeping A unchanged.

In our previous work [9], the secrecy capacity optimization artificial noise(SCO-AN) is proposed. SCO-AN adds an additional signal-global artificial noise (GAN) to the signal based on AN. The role of GAN is to reduce the small part of A and reduce the B by a large amount. So the difference between A and B is enlarged. SCO-AN is a tool to convert the noise immunity of communication systems into secrecy capacity. When we transmit important information, we can use the anti-noise encoding technology to send confidential information, and at the same time add GAN to the channel to interfere with the eavesdropper as much as possible to achieve confidential transmission.

Limited by the transmit power of the antenna system, it is an important issue to maximize the secrecy capacity with limited power. Therefore, we study the power allocation problem of SCO-AN in this paper. Because the Hessian matrix of the SCO-AN power allocation function is not positive definite, SCO-AN power allocation function is a non-convex function. The maximum value of the SCO-AN power allocation function can not be obtained by gradient descent method. In this paper, an iterative method is used to find the extreme value of the power allocation function within a certain range. The main contributes of this paper are summarized as follows:

- In this paper, in order to use the limited transmission power to maximize the secrecy capacity, the power allocation problem of SCO-AN is described for the first time, and the optimization conditions of the power allocation function are strictly limited to ensure that the optimization results meet the realistic constraints.
- Based on [9], the design of SCO-AN has been changed. SCO-AN and AN have a common basis. This greatly simplifies the calculation of the power allocation algorithm and improves the operation efficiency of the algorithm.
- Due to the numerous and complicated constraints, it is difficult for traditional iterative algorithms to guarantee the validity of the calculation. So in this paper, an iterative algorithm is used to optimize the objective function of SCO-AN. Simulation results prove that this iterative algorithm is very effective.

Paper structure is as follows: In section 2, the artificial noise and analyzed its technical principles are introduced briefly. In the third section, we introduced the secrecy capacity optimization artificial noise and briefly analyzed its advantages over artificial noise. The power problem of SCO-AN is explained in detail.
The model of SCO-AN power allocation is first proposed, and its convergence is also analyzed in detail. At the same time, the SQP algorithm is explained in section 3. We introduced the algorithm flow of SCO-AN using SQP algorithm. Simulation results are shown in section 4, and conclusions are drawn in section 5.

2 Method

2.1 System model

In this section, we introduce AN and SCO-AN technology in detail.

Fig. 1 shows a wireless communication system model with information sender, legitimate receiver and eavesdroppers. In this model, Alice (A) is the sender of the signal, Bob (B) is the legitimate receiver of signal, and Eve (E) is the eavesdropper who taps signal. Here we assume that A has $N_A$ transmitting antennas, B has $N_B$ receiving antennas, and eavesdropper E has $N_E$ receiving antennas. $H$ is the channel state information (CSI) of legitimate channel (A to B), $G$ is CSI of eavesdropper channel (Alice to Eve). Channel estimation is usually performed to obtain channel state information by inserting pilots into the transmitted signal. As shown in Fig. 1, for the convenience of discussion, a feedback channel is set between A and B. As shown in FIG. 1, for the convenience of discussion, a feedback channel is set between A and B. A can obtain the channel state information $H$ from B accurately without delay. At the same time, we also assume that G can be accurately obtained by A without delay. $H_t$ and $G_t$ are the CSI of $H$ and $G$ at time $t$. The element $h_{i,j}(g_{i,j})$ in $H$ (or $G$) represents the channel gain between the $i_{th}$ transmitter antenna and the $j_{th}$ receiver antenna. $x_t \in \mathbb{C}^{N_A}$ represents the signal sent by Alice at time slot $t$, $y_t \in \mathbb{C}^{N_B}$ represents the signal received by Bob at time slot $t$, $z_t \in \mathbb{C}^{N_E}$ represents the signal received by Eve at time slot $t$, respectively, so that

$$
\begin{align*}
    z_t &= H_t x_t + n_t, \\
    y_t &= G_t x_t + e_t
\end{align*}
$$

Where $n_t$ and $e_t$ are independent and identically distributed (i.i.d) additive white Gaussian noise (AWGN) with variance of $\sigma_n^2$ and $\sigma_e^2$. The block fading is assumed to exist so that each element in $H_t$ and $G_t$, $H_t \in \mathbb{C}^{N_A \times N_B}$, $G_t \in \mathbb{C}^{N_A \times N_E}$, $h_{i,j}$, $g_{i,j}$ are independent complex constants. $h_{i,j}$ and $g_{i,j}$ are assumed to be independent complex constants. For convenience of discussion, the channel estimation of $H_t$ and $G_t$ is assumed to be error-free. The maximum transmitting power is assumed to be $P_0$, $E[x_t^*x_t] \leq P_0$.

The secrecy capacity of the communication model with eavesdroppers is[3]:

$$
\text{SecrecyCapacity} = \log(1 + \frac{|H_t x_t|^2}{\sigma_n^2}) - \log(1 + \frac{|G_t x_t|^2}{\sigma_e^2}),
$$

(3)

Secrecy capacity of the MIMO communication system is the difference between capacity of $H$ and capacity of $G$.

2.2 The artificial noise

Since AN($w_t$) is orthogonal to $H(H_t w_t = 0)$, AN does not affect Bob’s reception of information. For Eve, AN is a noise that will reduce Eve’s channel capacity. So Alice sends AN $w_t \in \mathbb{C}^{N_A}$ while sending the normal signal $s_t$ so that

$$
\begin{align*}
    x_t &= w_t + s_t,
\end{align*}
$$

(4)

$w_t$ is artificial noise which designed to put in the null space of $H_t$ so that $H_t w_t = 0$. $Z_t$ is an standard orthonormal basis for $H_t$ and $v_t$ satisfies $w_t = Z_t v_t$ and $Z_t^*Z_t = I$, $v_t$ is a complex random variables with variance of $\sigma^2_v$. So the signals received by Bob and Eve are:

$$
\begin{align*}
    y_t &= G_t s_t + G_t w_t + e_t,
\end{align*}
$$

(6)

$y_t$ is the signal received by Eve and $z_t$ is the signal received by Bob. Because $w_t$ is in the null space of $H_t$, artificial noise has no effect on Bob, while Eve is affected by AN when receiving information due to extra artificial noise in the received signals.

In [4], the transmitted signal is designed to be $s_t = p_t u_t$ where $u_t$ is the information signal and $p_t$ obeys the independent Gaussian distribution. $p_t$ is designed to satisfy the following conditions a) $H_t p_t \neq 1, b) ||p_t|| = 1$.

So the lower bound of secrecy capacity after adding artificial noise is:

$$
\text{SecrecyCapacity}_{\text{sec}} \geq C^a_{\text{sec}} = I(Z;U) - I(Y;U) = \log(1 + \frac{|H_t p_t|^2 \sigma_n^2}{\sigma_e^2}) - \log(1 + \frac{|G_t p_t|^2 \sigma_e^2}{E|G_t w_t|^2 + \sigma_e^2}),
$$

(7)

where $E|G_t w_t|^2 = (G_t Z_t Z_t^* G_t^*) \sigma_e^2$. 

- $H_t$, $G_t$, and $Z_t$ are the channel matrices of the legitimate link, eavesdropper link, and orthonormal basis respectively.
- $p_t$ is the artificial noise power.
- $E$ is the expectation operator.
- $\sigma_n^2$ and $\sigma_e^2$ are the variances of the noise at the receiver of Bob and Eve respectively.
Notation: $A^\dagger$ denotes the conjugate transpose of matrix $A$. $\mathbb{C}^{M \times N}$ represents the space of complex $M \times N$ matrices. $E(\cdot)$ represents the expectations.

2.3 the secrecy capacity optimization artificial noise

One of the goals of physical layer security is to increase the secrecy capacity of the communication system as much as possible. In a communication system with eavesdroppers, since the channel capacity of a legitimate receiver cannot be increased, only the channel capacity of the eavesdropper can be reduced. The essence of artificial noise is to reduce the capacity of eavesdroppers while maintaining the legitimate channel capacity. Inspired by AN, we added an additional artificial noise to the wireless communication system—the secrecy capacity optimization artificial noise (SCO-AN). SCO-AN reduces the legal channel capacity on the basis of AN while the capacity of eavesdropping channels is greatly reduced to increase the system’s secrecy capacity.

With the development of communication technology and the emergence of new channel coding technology, the anti-noise performance of wireless communication systems has been greatly improved, which provides suitable conditions for the application of SCO-AN technology. SCO-AN can greatly increase the secrecy capacity of the system while increasing the noise of the system slightly.

SCO-AN consists of artificial noise and global artificial noise (GAN). Alice sends SCO-AN ($w_g$) while sending the normal signal

$$x_t = w_g + s_t,$$

Where $s_t$ represents the signal sent by Alice and $w_g \in \mathbb{C}^{N_a}$ consists of GAN and artificial noise:

$$w_g = w_t + w_m,$$

$w_m \in \mathbb{C}^{N_a}$ represents GAN which improves the secrecy capacity of the system and $w_t \in \mathbb{C}^{N_a}$ represents the artificial noise. To facilitate calculations, we assume that $w_m = Z_m v_m$ and $Z_t$ is a standard orthonormal basis for $H_t$ which is described in second section. $v_m$ is designed to be i.i.d complex random variables with variance $\sigma_m^2$. So the messages received by the Alice and Bob are:

$$z_t = H_t s_t + H_t w_g + n_t = H_t s_t + H_t w_t + w_m + n_t$$
$$= H_t s_t + H_t w_m + n_t,$$

$$y_t = G_t s_t + G_t w_g + e_t = G_t s_t + G_t (w_t + w_m) + e_t$$
$$= G_t s_t + G_t w_t + G_t w_m + e_t,$$

(12)

(13)

So the lower bound of secrecy capacity after adding SCO-AN is:

Secrecy $s \geq C_{sec} = I(Z;U) - I(Y;U)$

$$= \log(1 + \frac{\|H_t p_t\|^2 \sigma_m^2}{\sigma_e^2 + E[H_t w_m]}) - \log(1 + \frac{\|G_t p_t\|^2 \sigma_m^2}{E[G_t w_t]^2 + E[G_t w_m]^2 + \sigma_e^2}),$$

(14)

where $E[H_t w_m] = (H_t Z_t Z_t^t H_t^t)\sigma_m^2$, $E[G_t w_t] = (G_t Z_t Z_t^t G_t^t)\sigma_t^2$, $E[G_t w_m] = (G_t Z_t Z_t^t G_t^t)\sigma_m^2$.

From the previous discussion, it is obvious that $H_t$, $G_t$, $p_t$ and $Z_t$ are known. So $G_t Z_t Z_t^t G_t^t$, $\|H_t p_t\|^2$, $\|G_t p_t\|^2$ and $H_t Z_t Z_t^t H_t^t$ are constants that can be calculated. We assume that $\|H_t p_t\|^2 = H_t^t H_t\|G_t p_t\|^2 = G_t^t H_t Z_t Z_t^t H_t^t = H_t^t$ and $G_t Z_t Z_t^t G_t^t = G_t^t$. $H_t^t$, $G_t^t$, $H_t^t$ and $G_t^t$ are constants. In order to express the gain of the SCO-AN to the system conveniently, $C_t$ represents the change in the secrecy capacity of the system after adding the SCO-AN. We subtract (7) from (14), so the increments of secrecy capacity after adding SCO-AN is:

$$C_t = \log(1 + \frac{H_t^t \sigma_m^2}{\|G_t p_t\|^2 \sigma_m^2 + \sigma_e^2}) - \log(1 + \frac{G_t^t \sigma_m^2}{\|H_t p_t\|^2 \sigma_m^2 + \sigma_e^2}$$

$$-[(\log(1 + \frac{H_t^t \sigma_m^2}{\sigma_e^2}) - \log(1 + \frac{G_t^t \sigma_m^2}{\sigma_e^2})],$$

(15)

To ensure that SCO-AN is valid, $C_t$ should be greater than zero. In (15), $C_t$ is a non-convex function about $\sigma_m^2$, so the extreme values of $C_t$ can be obtained within a certain range, which is analyzed in detail in the paper [9]. In other words, SCO-AN can be added to the communication system without limit theoretically. However, it is impossible because the unlimited addition of noise will reduce the communication quality of the system and even cause communication failure, so we can only Add SCO-AN within the range allowed by the system’s noise immunity.

3 Power allocation problem of SCO-AN

The transmission power of wireless communication systems is limited. It is very important to get the max-
We assume the power per transmission is $P$. Since $\|p_i\| = 1$ and $Z_i$ are standard orthonormal basis for $H_t$, So

$$
\sigma_m^2 + \sigma_i^2 + \sigma_u^2 \leq P,
$$

(16)

we assume that $x$ denotes $\sigma_u^2$, $y$ denotes $\sigma_m^2$ and $z$ denotes $\sigma_i^2$ and the initial state of $x, y, z$ before power allocation is $x_0, y_0, z_0$. The secrecy capacity that only adds AN without power allocation is $P_0$. So

$$
\log_2(1 + \frac{H_t^1 p x_0}{\sigma_n^2}) - \log_2(1 + \frac{G^1_t p x_0}{\sigma_z^2 z_0 + \sigma_i^2}) = P_0
$$

(17)

So the power distribution problem of SCO-AN is written as:

$$
\min \log_2(1 + \frac{G^a_t x}{G^1_t (p-x) + e}) - \log_2(1 + \frac{H_t^a x}{H_{ty} + n})
$$

$$
s.t \log_2(1 + \frac{G^a_t x}{G^1_t (p-x) + e}) - \log_2(1 + \frac{H_t^a x}{H_{ty} + n}) - \log_2(1 + \frac{H_t^a x}{n}) + \log_2(1 + \frac{G^1_t x}{G^1_t z + e}) > 0
$$

$$
\log_2(1 + \frac{H_t^a x}{n}) - \log_2(1 + \frac{G^1_t x}{G^1_t z + e}) > P_0
$$

$$
x > 0
$$

$$
y > 0
$$

$$
z > 0
$$

(18)

In (18), condition $\log_2(1 + \frac{H_t^a x}{n}) - \log_2(1 + \frac{G^1_t x}{G^1_t z + e}) > P_0$ is added when setting the limit function. Because the role of the original framework should not be reduced in the optimization of a large range, so the secrecy capacity of AN should not be reduced.

The hessian matrix of the objective function is non-positive definite, so the extremum of the objective function can not be obtained by the method of partial derivative. An sequence quadratic program(SQP) is adopted to optimize power allocation to maximize system secrecy capacity. The basic idea of SQP is: at each iterative step, a quadratic programming subproblem is solved to establish a descent direction to reduce the value function to obtain compensation, and these steps are repeated until the original problem solution is obtained.

The Lagrange function of (18) is:

$$
L(x, y, z, \mu, \lambda) = f(x, y, z) - \mu_1 h_1(x, y, z)
$$

$$
- \sum_{j=1,2,3,4,5} \lambda_j g_j(x, y, z),
$$

(19)

where

$$
f(x, y, z) = \log_2(1 + \frac{G^1_t x}{G^1_t (p-x) + e}) - \log_2(1 + \frac{H_t^a x}{H_{ty} + n})
$$

$$
g_1(x, y, z) = \log_2(1 + \frac{G^1_t x}{G^1_t z + e}) - \log_2(1 + \frac{H_t^a x}{H_{ty} + n})
$$

$$
- \log_2(1 + \frac{H_t^a x}{n}) + \log_2(1 + \frac{G^1_t x}{G^1_t z + e})
$$

$$
g_2(x, y, z) = \log_2(1 + \frac{H_t^a x}{n}) - \log_2(1 + \frac{G^1_t x}{G^1_t z + e}) - P_0
$$

$$
g_3(x, y, z) = x
$$

$$
g_4(x, y, z) = y
$$

$$
g_5(x, y, z) = z
$$

$$
h_1(x, y, z) = x + y + z - P
$$

(20)

(21) are Karush–Kuhn–Tucker conditions(KKT conditions), (a) is a necessary condition when the extreme value of Lagrange function is taken, (b) is Lagrange coefficient constraint, (c) is inequality constraint case, and (d) is complementary Relaxation conditions, (e) and (f) are the original constraints.

For general problems, the KKT condition is a necessary condition for a set of solutions to be the optimal solution. When the original problem is a convex problem, the KKT condition is a sufficient condition as well.

Regarding condition (c), We construct the $L(x, \lambda, \mu)$ function, we hope $L(x, \lambda, \mu) \leq f(x)$. In $L(x, \lambda, \mu)$, $\mu$ is 0, so $\lambda$ is less than or equal to 0, and the coefficient 0 must be satisfied, which is the condition (c) as well.

Regarding condition (d), the minimum value of $L(x, \lambda, \mu)$ must be the minimum value of the three formula terms, and the minimum value of the third term is when the value is equal to 0.

A quadratic polynomial is used to approximate $f(x, y, z)$, the quadratic polynomial is expanded into a positive definite quadratic form, so the following quadratic programming subproblem is obtained:

$$
\min \frac{1}{2} d^T B d + \nabla f(x_t, y_t, z_t) d
$$

$$
s.t \quad h_i(x_t, y_t, z_t) + A^i_t d = 0
$$

$$
g(x_t, y_t, z_t) + A^f_t d \geq 0
$$

(22)

where $A^i_t = \nabla h_i(x_t, y_t, z_t), A^f_t = \nabla g(x_t, y_t, z_t), B_t$ is a positive definite matrix, $d_t$ is optimal solution of quadratic programming subproblems.
Theorem 3.1 A KKT point \( x^* \) of the optimization constraint problem and its corresponding Lagrangian multiplier vector \( \lambda^*, \mu^* \geq 0 \). Assuming at \( x \), the following conditions hold:

1. Effectively constrained Jacobi matrix is row full rank.
2. The strict complementary relaxation condition holds, that is, \( g_i(x^*) \geq 0, \lambda_i^* \geq 0, g_i(x^*)\lambda_i^* = 0, g_i(x^*) + \lambda_i^* > 0 \).
3. A sufficient second-order optimality condition holds, that is, for any vector \( d \neq 0 \) that satisfies \( A(x^*)d = 0 \). The following conditions are true:

\[
d^T B(x^*, \mu^*, \lambda^*)d > 0
\]

where \( B(x, \mu, \lambda) \) is a positive definite matrix. If \( (x_1, \mu_1, \lambda_1) \) is sufficiently close to \( (x^*, \mu^*, \lambda^*) \), the quadratic programming sub-problem (22) has a local minimum point \( d^* \). The corresponding effective constraint index set is the same as the effective constraint index set of the original problem at \( x^* \).

Using Karush-Kuhn-Tucker Conditions, (21) is equivalent to:

\[
\begin{align*}
H_1(d, \mu, \lambda) &= B_t - (A_i^T)\mu - (A_i^T)\lambda + \nabla f(x_t, y_t, z_t), \\
H_2(d, \mu, \lambda) &= h(x_t, y_t, z_t) + (A_i^T)d, \\
\lambda &\geq 0, \\
g(x_t, y_t, z_t) + A_i^T d \geq 0, \\
g(x_t, y_t, z_t) + A_i^T d &\geq 0,
\end{align*}
\]

(23) (24) (25) (26)

Note that formula (19) is a linear complementarity problem, we define smooth FB-function:

\[
\varphi(\varepsilon, a, b) = a + b - \sqrt{a^2 + b^2 + 2\varepsilon^2},
\]

where \( \varepsilon > 0 \) is a smooth parameter, and

\[
\Phi(\varepsilon, d, \lambda) = (\varphi_1(\varepsilon, d, \lambda), \varphi_2(\varepsilon, d, \lambda) \ldots \varphi_m(\varepsilon, d, \lambda))^T,
\]

(27)

in (26),

\[
\varphi_i(\varepsilon, d, \lambda) = \lambda_i + [g_i(x_t) + (A_i^T)d] - \sqrt{\lambda_i^2 + [g_i(x_t) + (A_i^T)d]^2 + 2\varepsilon^2},
\]

(28)

Where \( (A_i^T)_i \) is the i-th row of \( A_i^T \). (21) and (22) are equivalent to

\[
H(z) := H(\varepsilon, d, \mu, \lambda) = \begin{pmatrix}
\varepsilon \\
\varepsilon H_1(d, \mu, \lambda) \\
H_2(d, \mu, \lambda) \\
\Phi(\varepsilon, d, \lambda)
\end{pmatrix} = 0,
\]

(29)

The Jacobian matrix of \( H(z) \) is

\[
H'(z) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & B_t & -(A_i^T)^T & -(A_i^T)^H \\
0 & A_i^T & 0 & 0 \\
\nu & D_2(z)A_i^T & 0 & D_1(z)
\end{pmatrix},
\]

(30)

where \( \nu = \nabla_\varepsilon \Phi(\varepsilon, d, \lambda) = (\nu_1, \nu_2, \ldots, \nu_m)^T \) and

\[
\nu_i = -\frac{2\varepsilon}{\sqrt{\lambda_i^2 + [g_i(x_t) + (A_i^T)d]^2 + 2\varepsilon^2}},
\]

(31)

\[
D_1(z) = \text{diag}(a_1(z), a_2(z), \ldots, a_m(z)),
\]

\[
D_2(z) = \text{diag}(b_1(z), b_2(z), \ldots, b_m(z)),
\]

(32)

where

\[
a_i(z) = 1 - \frac{\lambda_i}{\sqrt{\lambda_i^2 + [g_i(x_t) + (A_i^T)d]^2 + 2\varepsilon^2}},
\]

(33)

\[
b_i(z) = 1 - \frac{\lambda_i}{\sqrt{\lambda_i^2 + [g_i(x_t) + (A_i^T)d]^2 + 2\varepsilon^2}},
\]

(34)

The full SQP is as follows:

\[
\text{Algorithm 1 SQP}
\]

1. Set \(\beta = 0.5, \sigma = 0.2, \varepsilon = 1 \times 10^{-6}\), the initial vector \(d_0 = (1, 1, 1)^T, \mu_0 = 0, \lambda_0 = (0, 0, 0, 0), z_0 = (0, 0, 0, 0), i = 0\).
2. If \(\|H(z_i)\| \leq 0\), stop iteration, else, \(\psi_i = \psi(z_i), \psi_i = \psi(z_i)\) is shown in (34), \(H(z_i)\) is shown in (29).
3. Let \(z_i + \Delta z_i\) be the smallest non-negative integer \(i\) that satisfies the following inequality:

\[
H(z_i + \beta^m \Delta z_i) \leq (1 - \sigma(1 - \gamma e_0)\beta^m) \|H(z_i)\|, \\text{where} \quad \alpha_i = \beta^m, \quad z_i + \Delta z_i = z_i + \alpha_i \Delta z_i,
\]

(35)

4. If \(i = 1, \text{go to step 1}\).

4 Results and Discussion

4.1 Simulation environment

In the simulation experiment, the number of transmitting antennas is set to two \((N_A = 2)\), the number of receiving antennas is set to two \((N_R = 2)\), and the number of antennas of the eavesdropper is set to two \((N_E = 2)\). Channels \(H\) and \(G\) are Rayleigh fading channels, and the transmitted signals are completely random. The transmit power is 10 \((P = 10)\).
4.2 simulation results

Fig.2 shows the secrecy capacity of SCO-AN in (14) and (18) with different Signal-to-noise ratio (SNR). The abscissa represents the SNR, the SNR ranges from -10 to +20, and the ordinate represents the secrecy capacity. Simulation experiments on the same communication model containing eavesdroppers. In the simulation, $H_t$ and $G_t$ are unchanged. $\sigma_e^2$, $\sigma_n^2$ are adjusted according to different SNR. $\sigma_z^2$, $\sigma_f^2$ and $\sigma_n^2$ are adjusted in power allocation. From the Fig.2 we see that under the same SNR, the secrecy capacity of SCO-AN after power allocation is always greater than that without power allocation. At the same time, the secrecy capacity of the SCO-AN after power allocation is always greater than the secrecy capacity without power allocation increased with the increase of SNR.

Fig.3 shows the secrecy capacity of SCO-AN in (14) and (18) with different channels. The abscissa represents the serial number of the simulation experiment, that is, the abscissa of 1 represents the first experiment, and the abscissa of 2 represents the second experiment, etc. The ordinate represents the value of the secrecy capacity. The simulation experiment randomly simulated 10 different channel models containing eavesdroppers. In Fig.3, we see that after power allocation, the secrecy capacity of SCO-AN is increased in each experiment. This fully illustrates the effectiveness of SQP.

Fig.4 shows mean of the secrecy capacity with different channel models obtained after 100 simulations. The abscissa in Fig.4 represents the interval where the experiment number is located. For example, abscissa 1 represents the first to tenth experiments, and abscissa 2 represents the eleventh to twentieth experiments, etc. The ordinate represents the interval Mean value of secrecy capacity of SCO-AN obtained from internal simulation. The channel model with eavesdroppers in each experiment is completely random. From the figure we can see that after the power allocation algorithm, the mean of secrecy capacity is increased.

Fig.5 shows sum of the secrecy capacity with different channel models obtained after 100 simulations. The abscissa in Fig.5 represents the interval in which the experiment number is located. For example, abscissa 1 represents the first to tenth experiments, abscissa 2 represents the first to twentieth simulation experiments, and the ordinate represents the sum of the secrecy capacity of the SCO-AN obtained from the simulation experiment. It can be seen in Fig. 5 that the total secrecy capacity of the SCO-AN after power allocation is greater than that before power allocation.

In Table 1, $(x,y,z)$ represents original coordinates, $(x',y',z')$ represents coordinates after SQP processing, and represents improved by SQP. From Table 1, we see that has improved to a certain extent after entering the SQP for power allocation, and $(x,y,z)$ is within a limited range, which indicates that SQP is a very effective power allocation algorithm. It should be noted that in Table 1, after some experiments, the sum of the transmission power after power allocation is less than ten. Although the secrecy capacity of SCO-AN becomes larger, the sum of powers less than ten indicates that the transmission power is not fully utilized, and The SQP algorithm has converged. It is a good research content to use the extra power to increase the secrecy capacity in the future.

5 Conclusion

It is the research focus of the physical layer security technology to maximize the secrecy capacity under the limited transmission power. In this paper, the power allocation technology of Secrecy Capacity Optimization artificial noise is studied. Because the objective function of power allocation is non-convex, the traditional convex optimization algorithm cannot effectively solve the power allocation problem of SCO-AN. Therefore, in this paper, the sequence quadratic program method is adopted to solve the SCO-AN. The power allocation problem of AN has been proved by simulation experiments that SQP can effectively improve the secrecy capacity of SCO-AN under a certain power limit. Due to the limitation of the SQP algorithm itself, it is only possible to find the maximum value of the SCO-AN secrecy capacity within a certain range. This result is obviously not the best. Finding the maximum value of SCO-AN’s secrecy capacity under certain power constraints is still a challenge. Related studies have used statistical methods to determine the maximum value of AN’s secrecy capacity under certain power constraints using the physical conditions of multi-antenna transmission. In the future research, we will continue to study the possibility of using statistical methods to find the maximum value of the secrecy capacity of SCO-AN under a certain power limit. Table 1 shows that SQP did not fully utilize the transmit power when performing power allocation, and using redundant transmit power to further increase the secrecy capacity of SCO-AN is also our future research content.

6 Abbreviations

| List of Abbreviations |
|-----------------------|
| AN                    | Artificial Noise |
| SCO-AN                | Secrecy Capacity Optimization Artificial Noise |
| GAN                   | Global Artificial Noise |
| MIMO                  | Multiple-Input Multiple-Output |
| SQP                   | Sequence Quadratic Program |
|CSI                    | Channel State Information |
|KKT                    | Karush–Kuhn–Tucker |
|SNR                    | Signal-to-Noise Ratio |
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Figures

Figure 2  Secrecy capacity in (14) and (18) versus different SNR

Figure 3  Secrecy capacity in (14) and (18) versus different channel models

Figure 4  The mean of secrecy capacity in (14) and (18) obtained after 100 simulations

Figure 5  The sum of secrecy capacity in (14) and (18) obtained after 100 simulations

Tables

Table 1  The coordinates and secrecy capacity before and after the SQP.

| (x,y,z) | (x',y',z') | before | after  |
|--------|------------|--------|--------|
| (2.4,4) | (1.8246 3.9107 3.8930) | 0.0595 | 0.0733 |
| (2.2,6) | (1.7771 1.7749 5.9320) | 0.0509 | 0.0523 |
| (3.1,6) | (2.8638 0.4580 5.9795) | 0.0456 | 0.0549 |
| (5.3,2) | (4.2260 1.6668 1.6631) | 0.3684 | 0.5057 |
| (3.2,5) | (2.1938 1.1219 3.7771) | 0.0770 | 0.2444 |
| (3.4,3) | (2.6635 3.3499 0.4547) | 0.0670 | 0.0787 |
| (5.1,8) | (0.9993 0.9993 8.0000) | 0.0025 | 0.0153 |
| (2.3,5) | (1.7184 2.8065 4.8242) | 0.4797 | 0.6225 |