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\textbf{ABSTRACT} Traffic sign detection is a very important part of intelligent assisted driving system. However, with the interference of various target sizes, geometric distortion, occlusion and motion blur, fast and accurate detection on large-size car camera image is extremely hard. To achieve both high efficient and accurate detection, we present a traffic sign detection method within a coarse-to-fine framework, which sequentially detects the targets in grid-level and image-level. We demonstrate that focusing first is a more effective detection strategy for small targets in wide detection space. We propose a target grid prediction network, which is a fully convolutional network for binary classification, to realize rapid coarse localization of the target and effectively guide the clipping and scaling of the target area. With the flexible potential target region extracting strategy, the detecting space can be significantly reduced. At the same time, the correctly extracted local areas for the targets can further facilitate the accurate detection of the subsequent traffic sign detector. In the experiments, our method achieves impressive performance in terms of both efficiency and accuracy. On the challenging Tsinghua-Tencent 100K (TT100K) dataset, our method achieves 20.9 FPS detection speed for 1600×1600 images and the $F_1$-score of the proposed method for all-scale targets is 91.55.

\textbf{INDEX TERMS} Traffic sign detection, Single Shot MultiBox Detector, convolutional neural network.

\section{I. INTRODUCTION}
Traffic signs on the roads convey guidance, warnings, restrictions or instructions with words or symbols, which play important roles in regulating the driving behaviour of drivers and ensuring the safety and smoothness of road traffic. With the improvement of living standards, the public has put forward higher requirements for the safety and convenience of vehicles. So the intelligence of vehicles has been widely concerned. And accordingly, the intelligent detection need for autonomous vehicles is ever growing\cite{1, 21, 35, 51, 59}. A complete intelligent traffic decision-making system needs to perceive the information of traffic signs on the road to make correct decisions. Therefore, effective detection of the road traffic signs is of great importance\cite{30}. However, the detection technology of the traffic signs needs to overcome a series of problems such as geometric distortion caused by the shooting angle, occlusion, deformation of traffic signs and motion blur brought by the high-speed movement of the vehicles. Besides, the diversity and uncertainty of the shape and color of traffic signs make them difficult to be detected. Considering the real-time requirements of intelligent driving and the limited computing ability of on-board unit in vehicles, high efficiency and high precision are equally important for the traffic sign detection algorithms.

Recently, remarkable improvement has been made with the Deep Convolutional Neural Network (DCNN). Successful object detection frameworks, such as Faster-RCNN\cite{39}, You Only Look Once (YOLO)\cite{36} and Single Shot MultiBox Detector (SSD)\cite{31}, \cite{32}, have greatly promoted their practical application. However, directly adopting such general object detection frameworks for traffic sign detection...
task usually leads to poor performance. For a two-stage framework, such as Faster R-CNN, it is very inefficient to search those small traffic sign targets in the high resolution images. While, SSD is a classical one-stage object detection framework, which has a relatively higher detection speed compared with the two-stage detection approaches but performs poor on small targets. Obviously, these two frameworks cannot be directly applied to the traffic sign detection task since it is mainly a small target detection problem with high efficiency requirement. Therefore, a more efficient detection framework with high detection accuracy for small traffic sign targets is needed.

In this paper, a coarse-to-fine traffic sign detection method based on stepwise learning is proposed. It tries to first focus on the coarse locations of the targets and then detect them based on stepwise learning is proposed. It tries to first focus on the coarse locations of the targets and then detect them based on stepwise learning.

In our detection pipeline, the input image will be firstly divided into grids. Secondly, a lightweight fully convolutional network is designed to give rapid binary prediction for the grids to indicate whether they cover the potential traffic sign targets. The potential target region can be obtained quickly by combining the connected candidate grids according to the criteria of target adhesion. Then, a flexible regional expansion strategy is designed for the target regions with different scales and aspect ratios. With such strategy, we can effectively get proper target contextual regions for the traffic sign detection network. The small target region can be effectively clipped out from the original image and a large target can be fully covered by employing a relative larger contextual region, which can be effectively compressed to a proper target size when we squeeze the region to a $128 \times 128$ image for the subsequent detection network. Since the predicted potential location area has been greatly reduced compared with the original image size, a simplified SSD detection network is utilized to quickly identify the target area and deliver the final target detection results. Experiments conducted on the TT100K dataset [59] and the comparison with a series of the latest advanced methods show the good performance of the proposed method.

The rest of the paper is organized as follows. We give a brief review about object detection and traffic sign detection in Section II. The proposed method is introduced in Section III. We present the implementation details and report the comparison results with the state-of-the-art approaches in Section IV. Finally, we conclude our paper in Section VI and give further research prospects.

II. RELATED WORK

A. OBJECT DETECTION

Object detection is the fundamental task in computer vision field, which is also closely related with many other vision tasks, such as object segmentation [25], [26], [45], [46], [50] and object tracking [4], [5], [13], [52]. For decades, object detection has receives tremendous development [60]. As Zou et al. mentioned in [60], if we take the successful application of Convolutional Neural Network (CNN) for object detection task as a milestone, object detection can be roughly divided into “traditional object detection period (before 2014)” and “deep learning based detection period (after 2014)”.

In the traditional object detection period, researchers mainly focus on designing sophisticated feature representations and efficient computing strategies. A group of successful hand-crafted features, such as Histogram of Oriented Gradients (HOG) [9], Haar-like features [47] and Deformable Part-based Model (DPM) [12], are proposed and widely used [55], [56].

Due to the limited descriptive abilities of the hand-crafted features, the performance of traditional detectors became saturated quickly. With the fast improvement of computing hardware and the emergence of large scale dataset [22], convolutional neural network receives new development opportunity. After Regions with CNN features (RCNN) for object detection being proposed by Girshick et al. [15], the object detection society entered a new era with the wide use of deep convolutional neural network. Since then, numerous excellent detection frameworks are proposed, which can be classified into two categories according to whether they need to produce intermediate detection candidates (object proposals), i.e., two-stage methods and one-stage methods. RCNN series, i.e. RCNN [15], Fast-RCNN [14] and Faster-RCNN [39], Spatial Pyramid Pooling Networks (SPP-Net) [16] and Feature Pyramid Networks (FPN) [27] are typical two-stage approaches, while YOLO series (YOLOv1 [36], YOLOv2 [37] and YOLOv3 [38]), SSD [31], [32] and RetinaNet [28] are typical one-stage frameworks. The above methods are general detection frameworks, while traffic sign detection is a more specific task, which involves more practical concerns. In the next subsection, we will give more detailed review for the traffic sign detection task.

B. TRAFFIC SIGN DETECTION

Traffic sign detection algorithms have been studied since the 1990s [30]. At first, traffic signs were detected mainly through the methods based on color and shape. De la Escalera et al. [10] proposed a classic RGB threshold segmentation method to detect traffic signs. With the significant success on other computer vision tasks, machine learning
strategies are also widely used in traffic sign detection problem. Before 2012, AdaBoost [48] or SVM [8] based detection methods received impressive success [30]. For example, Zaklouta et al. [53] trained SVM to detect traffic targets by utilizing extracted HOG features [9] and achieved a good detection effect. Baró et al. designed a boosted detectors cascade for traffic sign detection [3]. However, such hand-crafted features could not further promote the detection performance.

In recent years, deep learning [23] has made rapid development [2], [17], [18], [22], which provides a new strategy to learn suitable features for specified tasks. Accordingly, with the help of task-oriented deep features, object detection algorithm also received continuous breakthroughs in performance [19], [60]. As an important research branch and application field of object detection, traffic sign detection is also deeply affected. Sermanet et al. [42] used convolutional networks to classify traffic signs on the German traffic sign detection benchmark and achieved 98.97% classification accuracy. This classification accuracy exceeded the classification ability of human beings. Cireşan et al. [6] proposed to combine CNN with hand-crafted features to identify traffic signs and achieved 99.15% identification accuracy on the GTSRB dataset [44]. After that, Cireşan et al. [7] constructed a multi-column cascading convolutional neural network, which further refreshed the recognition effect of traffic signs. Jin et al. [20] further improved the accuracy of traffic sign recognition by proposing a hinge loss stochastic gradient descent (HLSGD) method to train convolutional neural network. These algorithms can also achieve good detection accuracy and satisfactory speed on common datasets, such as PASCAL VOC [11], MSCOCO [29] and ILSVRC [40] datasets. However, when it comes to TT100K dataset [59], where vehicle-mounted camera is usually far away from the traffic signs and target usually only occupies a very small proportion of the image, slow detection speed and low detection accuracy will become the main problems.

In TT100K dataset, the portions of small targets (area $\leq 32^2$) and medium targets ($32^2 \leq \text{area} \leq 96^2$) are about 40% and 50% of all the targets. Therefore, the above-mentioned tough cases turns the traffic sign detection into a small target detection problem. Recently, several approaches have been proposed to solve small target detection problem. Dealing with small targets, multi-resolution processing strategy is an intuitive and effective strategy. Zhu et al. [59] adopted a 8-layer convolutional neural network based on Overfeat framework [41]. It needs to detect the targets on multi-resolution images to compensate the problem of poor scale adaptability. Obviously, this strategy will reduce the detection speed of the algorithm. Liu et al. [33] proposed a multi-scale region-based convolutional neural network (MR-CNN) for small traffic sign detection. Additionally, multi-scale contextual regions are extracted in MR-CNN for better target conception. Wang et al. [49] presented a small targets detection pipeline within a cascade mask generation framework. The background of multi-resolution images from low to high is removed in a cascading fashion, and then the target in the remaining foreground region will be detected with Faster-RCNN [39]. It not only improves the detection speed of the network, but also improves the detection accuracy. The algorithm reduces the detection range by removing the background in a cascade way and speeds up the detection on the premise of ensuring the target recall. But the real target area is repeatedly detected to adapt to the targets in different scales, which makes the detection process of the algorithm redundant.

Besides, improving small target feature for better detection performance is another interesting strategy. Noh et al. [34] proposed to enhance the features of small targets using super-resolution technique, which is demonstrated to be able to improve the detection performance. While, the introduced extra computation cost on feature super-resolution is obvious for the whole detection pipeline. Li et al. [24] proposed Perceptual Generative Adversarial Networks (PGAN) to lift the representations of the small targets to the similar characteristics as large objects. This proposal leads to easy location regression and category judgement for the neural network. Although the performance of PGAN has been obviously improved, it is still difficult to achieve high detection speed when apply it to high-resolution images directly.

As adopted in [49], the cascaded model is another popular algorithm structure for fast small targets detection. Zhu et al. [58] proposed a detection framework with two deep learning components. One is fully convolutional network based traffic sign proposal generating module and the other is a deep convolutional neural network for object classification. Then, they extended their work for text-based traffic sign detection problem and received good performance [57]. However, computational cost on pixel-wise proposal generation is relatively high.

It can be noticed that, the detection efficiency in traffic sign detection task especially small target detection still needs improving. To cover this concern, we propose a coarse-to-fine detection pipeline, whose front module is a grid-level target prediction network. It significantly promotes the efficiency of coarse location procedure. Besides, to facilitate the following detector to receive better detecting performance, we designed flexible extracting strategies for the potential target regions to effectively cover the whole targets. In the next section, we will give more details of the proposed method.

### III. THE PROPOSED METHOD

In this paper, a coarse-to-fine traffic sign detection algorithm based on step-by-step learning is proposed to improve the speed and accuracy of traffic sign detection on high resolution images. The overall flowchart of traffic sign detection algorithm is presented in Figure 1. In the coarse detection stage, the original high-resolution image is first grided. And secondly, the target grid prediction model with convolutional neural network is used to judge whether a grid contains a traffic sign. Then, in the fine detection stage, the candidate target area is extracted from the positive grids according to the detection results. Finally, the traffic signs will be
further detected in the potential target area. In the following subsections, we will describe each module with more details.

A. TARGET GRID PREDICTION WITH CONVOLUTIONAL NEURAL NETWORK

The traffic sign usually only occupies a very small proportion of the image, and it will take a long time to directly detect the high resolution image using the conventional target detection algorithm. The large background regions bring most of the futile detection attempts. If the approximate target areas have been extracted beforehand from the large image space, the detecting space of traffic signs will be decreased to those candidate target areas. Then, the efficiency of the traffic sign detection algorithm can be significantly improved. Therefore, in this subsection, we propose a target grid prediction algorithm with convolutional neural network. The grids from the meshed input image will be predicted whether contain traffic signs or not. Accordingly, it will determine the approximate locations of the traffic sign targets through the locations of the positive grids.

1) IMAGE GRID DIVISION

The input image is directly divided into $S \times S$ grids evenly (see Figure 2). Each grid represents a small area in the image, and there is no mutual intersection between different areas, which facilitates the extraction of the target area by the subsequent algorithm. The size of $S$ indicates the fine granularity of grid division, which is related to the target scale range. If the target generally occupies a relatively low proportion of the image, $S$ can be set to a larger value, and vice versa. In practical application, the lower bound of the target size should be more than half of the mesh size to make the mesh contain more target information. Combining these target information with textual information around the grid, the subsequent algorithm can predict the candidate grid with higher accuracy.

2) TRAINING SAMPLE COLLECTION

To collect enough samples for the training of the grid prediction network, we assign the ground truth labels for the grids with the following rules: (a) if the proportion of the real target covering a grid exceeds the threshold $t_{ol}$, the label of the grid is set to foreground; (b) if the center of the real target is in a grid, its label is also set to foreground; (c) if a grid does not satisfy any of the above positive rules, its label will be set to background.

The above rules are set with the main considerations as follows. Rule (a) is designed for the large-size targets, which tend to occupy one or more grids. Rule (b) is applied to the small-size targets, which can not occupy the setting minimum proportion of any grid. In this case, no grid can match such small target according to Rule (a). Therefore, a grid covering the real target center will be set as a foreground one.

3) DATA Augmentation

To make our training model more robust for complicated real application, we further apply data augmentation,
Algorithm 1 Image Preprocessing for Augmentation

| Input: Training image set \( \mathcal{I} = \{ I_i \}, i = 1, 2, \ldots, N \) |
| Output: Augmented training image set \( \tilde{\mathcal{I}} = \{ \tilde{I}_i \}, i = 1, 2, \ldots, \tilde{N} \) |

1: **Initialization**: \( \tilde{\mathcal{I}} = \mathcal{I} \) 
2: for \( I_i \in \mathcal{I} \) do 
3: Generate a random probability \( p_0 \) which follows uniform distribution in \([0,1]\). 
4: if \( p_0 > 0.5 \) then 
5: Generate a random probability \( p_1 \) which follows uniform distribution in \([0,1]\). 
6: if \( p_1 > 0.5 \) then 
7: Do random brightness adjustment: \( \tilde{I}^b_i = B(I_i) \). 
8: Add \( \tilde{I}^b_i \) into \( \tilde{\mathcal{I}} \). 
9: end if 
10: Generate a random probability \( p_2 \) which follows uniform distribution in \([0,1]\). 
11: if \( p_2 > 0.5 \) then 
12: Do random saturation adjustment: \( \tilde{I}^s_i = S(I_i) \). 
13: Add \( \tilde{I}^s_i \) into \( \tilde{\mathcal{I}} \). 
14: end if 
15: Generate a random probability \( p_3 \) which follows uniform distribution in \([0,1]\). 
16: if \( p_3 > 0.5 \) then 
17: Do random contrast adjustment: \( \tilde{I}^c_i = C(I_i) \). 
18: Add \( \tilde{I}^c_i \) into \( \tilde{\mathcal{I}} \). 
19: end if 
20: end if 
21: end for

i.e., introducing random variation to simulate different illumination conditions and target sizes.

We adjust the brightness, saturation and contrast of the image to adapt to different light and weather. Specifically, the algorithm keeps the original image with 50% probability and adjusts it with 50% probability; if adjustments are required, the brightness, saturation and contrast are adjusted randomly within the given variation range with a 50% chance (see Algorithm 1). In our implementation, we adopt the default random adjusting parameters of the original SSD. The algorithm uses the IoU based sampling strategy of SSD to construct multi-scale training samples by randomly adjusting the size of the sampled image blocks, so as to improve the recognition accuracy of the network at each scale.

4) HARD NEGATIVE MINING

Considering that the traffic signs only occupy very small parts of the input image, it will introduce significant imbalance between the positive and negative training examples. Such unbalanced training set will greatly reduce the generalization of deep model or even lead to the failure of model training. Therefore, in our implementation, all the positive samples are included for the training, while only an equal number of error-prone negative samples are selected to establish the training set.

5) TARGET GRID PREDICTION

To realize the foreground prediction of the grid, a convolutional neural network based prediction model is constructed. The approximate position of the target is determined by the position of the foreground grid in the prediction result.

The grid prediction network is a simple fully convolutional network for binary classification, whose structure is presented in Table 1. The backbone network adopts the truncated model (VGG-T) of VGG-16 [43], that is, only the first four stages of VGG-16 are used for grid prediction. We remove the activation layer of conv4_3 and set a normalized layer instead. Then, the final convolution layer is utilized to give a foreground or background classification for each grid. In addition, as presented in right column of the Table 1, we further simplify the above truncated model to speed up the prediction, which is called the simplified model of VGG-16 (VGG-S).

6) LOSS FUNCTION

The grid prediction networks employs the softmax loss as follows:

\[ L = \frac{1}{N} (L(+) + \alpha L(-)), \quad (1) \]

where the overall loss \( L \) is the weighted sum of the positive sample loss \( L(+) \) and the negative sample loss \( L(-) \), and \( \alpha \) is the weighting coefficient to modulate the network’s attention to positive and negative samples. \( N \) is the number of positive samples in the grid area. If \( N = 0 \), the total loss is set to 0. The positive and negative sample losses can be computed as:

\[ L(+) = - \sum_{i \in \text{pos}} x_i^+ \log(c_i^+), \quad (2) \]
where $x_i^+ = \{0, 1\}$ denotes whether the $i$-th grid area is a positive sample. If it is a positive sample, $x_i^+ = 1$; otherwise, $x_i^- = 0$. $x_i^- = \{0, 1\}$ denotes whether the $i$-th grid area is a negative sample participating in the training. If so, $x_i^- = 1$; otherwise, $x_i^- = 0$; $c_i^+$ denotes the probability that the $i$-th grid area is on class $p$.

### B. POTENTIAL TARGET REGION EXTRACTION

Example results of grid prediction are shown in Figure 3. It can be noticed that the connected positive grid regions can roughly reflect the position of the real targets in the raw image.

#### 1) CONNECTED POSITIVE GRIDS EXTRACTION

The above grid prediction model classifies all the grids into foreground and background ones, but the prediction results are still discrete labels. By analysing the grid label designation rules, we can find that a real traffic sign target may cover one or more foreground grids. And at the meantime, the predicted positive grids belonging to the same target must be connected on the 8-neighborhood. Therefore, the location of one or more targets can be determined roughly by merging adjacent positive grids and extracting the connected regions of the positive grid in the predicted image. In this paper, we adopt a depth-first searching strategy to determine the adjacency relation of the positive grids and record all the foreground regions.

#### 2) POTENTIAL TARGET REGION EXPANSION

According to the grid prediction results, the external rectangle of the connected region can be viewed as the potential target region, which can roughly reflect the location of the target in the image. However, the target area is not guaranteed to contain the target completely. It is mainly because the training positive samples need to meet one of the above-mentioned conditions, i.e. large foreground covering or target center lying in the grid. For large target, the edge part of the target may only cover a relatively small proportion of the grid, which may lead to a background prediction. While for a small target, the grid division may divide the target into different grids, which may also lead to different predictions for these grids. Therefore, the potential target region needs to be expanded properly.

We design different inflation strategies for different target regions according to their sizes and aspect ratios. The initial potential target region is an externally connected rectangle area of the extracted connected grid region. If the longer and shorter sides of the rectangle are denoted as $w$ grids and $h$ grids, respectively, the designed expansion strategy can be described as follows:

1) If the target region is small, i.e., the region length $w \leq l_{th}$, then we directly expand the region to $M \times M$ (grids) to keep the detailed characteristics of the target. $l_{th}$ is the region length threshold, which is set to 4 grids in our implementation. $M$ is defined as

$$M = S_{input}/S_{grid},$$

where $S_{input}$ is the default size of the input image for the subsequent detection module, $S_{grid}$ is the size of each grid in the original image.

2) If the potential target region is a large long strip, i.e., $w > l_{th}$ and $w/h > r_{th}$, we expand the region to $(w + 1) \times (w + 1)$. $r_{th}$ is the region length width ratio threshold, which is set to 3 in our implementation. This is mainly designed for the case where a potential target region covers multiple traffic signs. In this case, a single traffic sign is not large compared with the whole area, only a small expansion of the area boundary is required to ensure that the target area can fully contain the target.

3) If the potential target region is a large square block, i.e., $w > l_{th}$ and $w/h \leq r_{th}$, then we expand the region to $(r \times w + 1) \times (r \times w + 1)$, where $r$ is the target scale adjustment parameter and $r = 1.2$ in our implementation. This setting focuses on the single large target. The boundary is first expanded by a small range to ensure that the region contains the target completely. Then, we proportionally expand this potential target region to shrink the visual size of the large target in the potential region.

Besides, after the expansion of the target regions with the above rules, the target region may exceed the boundary. For example, when the traffic sign is at the image boundary, the region needs to move towards the inside of the image. Specifically, if the region is out of bounds on the left, the region will be moved to the right until the left boundary of the region coincides with the left boundary of the image. Examples of region expansion in the TT100K dataset is presented in Figure 4.

All the above-mentioned sizes in region expansion are all grid-based. To further clip such regions out of the original image for detection, we should first project such grids to
the original image and get the corresponding region. Then, we resize them the required input size of detection network, which is $128 \times 128$ in our method (see Section III-C).

### C. TRAFFIC SIGN DETECTION

With the obtained potential target regions, we further detect the traffic signs within a simplified SSD object detection framework [32].

1) NETWORK STRUCTURE AND DEFAULT BOXES SETTING

The traffic sign detection framework adopts the SSD multi-scale network, and the trunk network selects VGG-16 model to detect the targets directly on the output feature layer of Conv3_3, Conv4_3 and Conv5_3 of VGG-16 (see Figure 5). The input image of the detecting network is set to $128 \times 128$. Setting such a relatively small image size not only ensures the detection speed, but also keeps enough details of both small and large targets. After the image scaling, the approximate range of target sizes is [16, 106]. With consideration of the perceptive field of each feature layer, we set the sizes and shapes of the default boxes. The size of the perceptive field and the setup of the default box settings at each stage are shown in Table 2.

2) HARD NEGATIVE MINING

As with the selection strategy in Section III-A, the proportion of the positive and negative samples for training is set to 1:1. The negative samples with the bad predictions will be selected to participate in the training every time. In this way, when the selected default boxes can be well predicted, the prediction of the overall negative samples will be satisfactory.

3) LOSS FUNCTION

By reference to the design of SSD [32], the total loss of the model is defined as the weighted sum of the localization loss of positive samples and the confidence loss of positive and negative samples:

$$
L(x, c, l, g) = \frac{1}{N} (L_{conf}(x, c) + \alpha L_{loc}(x, l, g)),
$$

where $N$ denotes the number of positive samples and the weight term $\alpha$ is set to 4.0 by cross validation. The localization loss is the Smooth $L_1$ loss between the predicted box $l$ and the ground truth $g$. It regresses to the offsets for the center ($cx, cy$) of the default bounding box $d$ and for its width $w$ and...
TABLE 2. The receptive field sizes and default box settings at different stages of VGG-16. The aspect ratios of the default box are set to two proportions, i.e., 1.0 and 2.0. It means that only square and vertical rectangle are set, which depends on the camera angle when the car is running. In actual traffic scenes, a traffic sign is generally a regular polygon and cars are often photographed at elevation angles, which makes the target shape may be deformed and become a partial vertical rectangle.

| feature layer | Conv1_2 | Conv2_2 | Conv3_3 | Conv4_3 | Conv5_3 |
|---------------|---------|---------|---------|---------|---------|
| receptive field | 5       | 14      | 40      | 92      | 196     |
| sizes         | –       | –       | –       | –       | –       |
| aspect ratios | –       | –       | –       | 1.0, 2.0 | 1.0, 2.0 |

height $h$:

$$L_{loc}(x, l, g) = \sum_{i:e} N \sum_{m: \text{pos} \in \{cx, cy, w, h\}} x_{ij} \text{smooth}_{L1}(l_{ij} - \hat{g}_{ij}^m), \quad (6)$$

$$\begin{align*}
\hat{g}_{ij}^x &= (g_{ij}^x - d_{ij}^x)/d_{ij}^w, \\
\hat{g}_{ij}^y &= (g_{ij}^y - d_{ij}^y)/d_{ij}^h, \\
\hat{g}_{ij}^w &= \log(g_{ij}^w/d_{ij}^w), \\
\hat{g}_{ij}^h &= \log(g_{ij}^h/d_{ij}^h), \quad (7)
\end{align*}$$

where $x_{ij} \in \{0, 1\}$ denotes whether the $i$-th default box is matched to the $j$-th real target box of class $k$. When the two boxes are matched, i.e. their jaccard score is larger than 0.5, $x_{ij} = 1$, and $x_{ij} = 0$, otherwise. In the localization loss, only the positive samples are considered.

The confidence loss is the softmax loss over multiple classes confidences ($c$), which is defined as

$$L_{conf}(x, c) = -\sum_{i:e} N x_i \log(c_i^p) - \sum_{i:e} N \log(c_i^0), \quad (8)$$

where $c_i^p = \frac{\exp(c_i^p)}{\sum_{i:e} \exp(c_i^p)}$ denotes the classification confidence of this box over class $p$. More detailed information can be found in [32] and [31].

IV. EXPERIMENTAL RESULT

A. DATASETS AND EVALUATION CRITERION

The image size of Tsinghua-Tencent 100K(TT100K) dataset is 2048 × 2048, but the sizes of most targets are between 32 × 32 pixels and 96 pixels. It means that each traffic sign target only occupies a very small proportion of the whole image. Therefore, we select TT100K as the training and testing dataset to evaluate the algorithm performance on the complicated real scenarios. We select 45 classes whose instance number exceed 100. The targets are classified into small-scale (target area < 322 pixels), meso-scale (322 pixels < target area < 962 pixels) and large-scale (target area > 962 pixels). $F_1$-score is used as the overall evaluation index, which can comprehensively reflect the detection results of the algorithm in recall and accuracy. When $F_1$-score is higher, the detection effect of this method is better. $F_1$-score is computed as:

$$F_1\text{-score} = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}, \quad (9)$$

where precision is the accuracy of test results and recall is the recall rate of test results.
TABLE 3. Traffic sign detection results at each scale range ($F_1$-score/rank).

| Target size | Small     | Medium    | Large     | All       |
|-------------|-----------|-----------|-----------|-----------|
| RefineDet [54] | 77.77 / 7 | 84.39 / 5 | 33.48 / 7 | 78.38 / 6 |
| Zhu et al. [59] | 84.39 / 5 | 92.69 / 6 | 88.99 / 6 | 89.17 / 5 |
| Li et al. [24] | 86.43 / 3 | 93.43 / 5 | 89.99 / 5 | 90.43 / 3 |
| Wang et al. [49] | 82.20 / 6 | 95.89 / 2 | 93.91 / 2 | 89.68 / 4 |
| Liu et al. [33] | 86.00 / 4 | 93.50 / 4 | 90.10 / 4 | - / -     |
| Noh et al. [34] | 88.60 / 1 | 96.00 / 1 | 95.40 / 1 | 93.10 / 1 |
| Ours          | 86.73 / 2 | 94.95 / 3 | 92.67 / 3 | 91.55 / 2 |

TABLE 4. Algorithm running speed comparison.

| Algorithm | RefineDet [54] | Zhu et al. [59] | Li et al. [24] | Wang et al. [49] | Ours |
|-----------|----------------|----------------|----------------|------------------|------|
| Average speed (FPS) | 2.5 | 5 | <1.6 | 9.6 | 20.9 |

TABLE 5. Average time cost of each module of the proposed algorithm framework.

| Test phase | Target grid prediction (on GPU) | Target region extraction (on CPU) | Cut zoom (on CPU) | Target detection (on GPU) | Non-maximum suppression (on CPU) | Total time |
|------------|---------------------------------|----------------------------------|------------------|--------------------------|---------------------------------|------------|
| Average time | 20.6ms                          | 6.6ms                            | 1.9ms             | 8.7ms                    | 10.1ms                          | 47.9ms     |

FIGURE 6. Accuracy-recall curves for various size ranges. The curves show the performance changing under different $t_p$ values. Performance curves of RefineDet [54], [59] and the proposed method are shown in green, orange and blue, respectively.

can point out the potential target region effectively, which significantly facilitates the appropriate clipping and scaling of the small target region. Then, those small traffic signs can be effectively detected in their local regions. Due to the significantly improved RoI features with super-resolution technique, [34] achieves the best overall detection performance. For the medium-scale and large-scale targets, compared with approaches of Zhu et al. [59], Li et al. [24] and Liu et al. [33], the performance advantage of our method is also very obvious. It is mainly because that the target
expansion strategy is flexibly utilized for the target areas in different scales to better control the target scale within a reasonable range, which will be easier to be identified by the detection network. Our detection performance for medium-scale and large-scale targets is only behind the method of Wang et al. [49] and state-of-the-art [34], but our method is more efficient than its competitors.

According to the algorithm running speed comparison results presented on Table 4. Our approach achieves 20.9 FPS detection speed on NVIDIA TITAN X GPU, while the speed of the other three algorithms except method introduced in [49] are no more than 5 FPS. The detection speed of [49] is reported as 9.6 FPS on NVIDIA GTX 1080Ti GPU, whose computing power is basically the same with NVIDIA TITAN X GPU. The proposed method achieves 2x detection speed compared with [49]. Such high detection speed benefits from the grid prediction network, which can quickly locate the potential target region on the low-resolution image. Different with [49], which needs to repeatedly detect the potential target to adapt to multi-scale targets, the proposed grid prediction process can spend less time filtering out most of the background regions in the image and make the target detection process more directly. Therefore, the overall detection time can be significantly shortened. Above all, among all the comparison methods, our method is the only method which can simultaneously achieve good efficiency and accuracy.

To further analyse the time cost of each module in the whole detection process, we split the algorithm flow and count the running time of each module on the test dataset to facilitate the subsequent further optimization of the detection speed. The algorithm is implemented within TensorFlow framework and written with the Python language. Additionally, the GPU is NVIDIA GeForce GTX TITAN X and the CPU is Intel Xeon E5-2633. It can be noticed from Table 5, the main time consumption lies in the target grid prediction part. In the future, introducing prior knowledge of the spatial position to remove those impossible regions, such as the higher sky and the near ground, could be a promising improvement strategy for faster detection.

To further analyse the detection performance of each algorithm under different classification thresholds $t_p$, we plot the recall-accuracy values of several methods under different $t_p$ values in Figure 6. Since the projects for the works in [24], [33], [34] and [49] are not publicly available, we only plot curves of RefineDet [54], [59] and the proposed method. It can be noticed that the performance curve of our algorithm is much closer to the upper right of the figure on all scale ranges (0 ~ 400). With any classification threshold, the proposed method achieves better performance than the other methods.
The proposed algorithm can produce relatively better detection results in the whole scale range and three subdivided scales.

In Table 6, we also give the recall and accuracy of comparison methods [24], [54], [59] for each kind of traffic sign. For clarity, the items with the dominant-performance in each class are bolded. Considering that it is a two-fold comparison according to both recall and accuracy, the $F_1$-score is used as the standard to judge the overall performance of the comparison methods for each category. As can be seen from the table, the proposed method performs the best, which can achieve the best detection performance in most categories. Specifically, our method can achieve the best performance on 28 categories of all the 45 categories, while the method of Li et al. [24] performs the best on 11 categories and the method of Zhu et al. [59] performs the best on only 6 categories.

However, our method has low recalls for the minimum speed traffic signs, such as il100, il60 and il80. This is not surprising because these traffic signs mostly appear in highway scenarios, which are usually far from the cameras and arranged in lines with multiple signs. After forecasting the foreground and background labels for the grids with the target grid prediction module, the target region extraction algorithm may put multiple targets into a single target region. As a result, the target size will be too small to accurately identify after the region being compressed to $128 \times 128$. 
D. VISUALIZATION OF THE ALGORITHM DATA FLOW

In Figure 7, to further clearly present the data flow of the proposed algorithm, we visualize some intermediate results of each stage while detecting the test images. It can be seen from the figure that, the target grid prediction algorithm has a good identification of positive and negative grid samples, which greatly narrows the searching field of the following detection. The extracted target areas can better indicate the approximate position of the real targets and make the targets covered completely. From the final detection results, we can notice that the overall algorithm can get the correct detection for most of the targets.

V. DISCUSSION

We propose a two-stage framework for traffic sign detection in this paper. But, compared the traditional two-stage deep learning based detectors, such as Fast-RCNN and Faster-RCNN, our strategy has obvious difference with them.

First, the purpose and subsequent processing of potential target region is different with that of proposals in Fast-RCNN or Faster-RCNN. Proposals generated by Fast-RCNN/Faster-RCNN are expected to indicate the target locations as accurately as possible. Then, deep regression is utilized to refine the proposal locations. While, as presented in Figure 4, our potential target region extraction strategy is to locate the potential target within a proper image context. Then, within the potential target region, more accurate locations can be achieved by sign target detectors with the help of rich contextual information.

Secondly, the generation method of potential target region is totally different with that of proposals in Fast-RCNN/Faster-RCNN and more suitable for small target detection task. In Fast-RCNN, proposals are generated with selective search, which is very time-consuming and insensitive to small target. Although RPN proposed in Faster-RCNN improves the speed, its anchor-based proposal generation strategy is still very inflexible when detect targets with arbitrary sizes, especially small target. In this paper, we propose to train a target grid prediction network to locate the potential target region. It greatly increases the flexibility since the grids, as the minimum region elements, can form target regions with arbitrary sizes according to the prediction results. Moreover, the lightweight grid prediction network is very efficient and guarantees the high detection speed.

Finally, we design flexible potential target region expansion strategy, which can resize the targets to moderate scales by expanding the target contexts before inputting them into detection network. Therefore, the detection accuracy also is improved.

Extremely large and small targets are tough issues in object detection task. While, in a general street scene, compared with the whole image, traffic signs photographed by the in-vehicle cameras would not be extremely large. Fortunately, for a relatively large traffic sign, it can be effectively covered by multiple grids. Besides, in our implementation, we set an appropriate grid size to make the lower bound of the target size to be more than half of the grid size. It can effectively get the small targets to be covered and detected.

VI. CONCLUSION AND FUTURE WORKS

In this paper, a coarse-to-fine traffic sign detection algorithm with stepwise learning strategy is proposed to improve the detection speed and accuracy for high-resolution images and small targets. Firstly, the proposed algorithm meshes the input image, then uses the target grid prediction network to detect whether the grid contain a target. According to the grid prediction results, we flexibly extract the potential target regions to completely cover the real targets. Finally, SSD is utilized to detect the traffic signs on the potential target regions. The target grid prediction is based on a concise convolutional neural network, which can quickly and accurately locate the approximate position of the target and remove the background from the searching space. This strategy get the overall algorithm greatly accelerated. Experiments on the challenging TT100K dataset verify the effectiveness and efficiency of the proposed algorithm. In the future, we will explore the application of spatial prior knowledge in faster foreground region filtering and design specific processing strategies for those tightly arranged small traffic signs.
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