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ABSTRACT
Inversion transduction grammar (ITG) provides a syntactically motivated solution to modeling the distortion of words between two languages. Although the Viterbi ITG alignments can be found in polynomial time using a bilingual parsing algorithm, the computational complexity is still too high to handle real-world data, especially for long sentences. Alternatively, we propose a simple and effective beam search algorithm. The algorithm starts with an empty alignment and keeps adding single promising links as early as possible until the model probability does not increase. Experiments on Chinese-English data show that our algorithm is one order of magnitude faster than the bilingual parsing algorithm with bitext cell pruning without loss in alignment and translation quality.
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1 Introduction

Word alignment plays an important role in statistical machine translation (SMT) as it indicates the correspondence between two languages. The parameter estimation of many SMT models rely heavily on word alignment. Och and Ney (2004) firstly introduce alignment consistency to identify equivalent phrase pairs. Simple and effective, rule extraction algorithms based on word alignment have also been extended to hierarchial phrase-based (Chiang, 2007) and syntax-based (Galley et al., 2004) SMT systems successfully. Studies reveal that word alignment has a profound effect on the performance of SMT systems (Ayan and Dorr, 2006; Fraser and Marcu, 2007).

One major challenge in word alignment is modeling the permutations of words between source and target sentences. Due to the diversity of natural languages, the word orders of source and target sentences are usually quite different, especially for distantly-related language pairs such as Chinese and English. While most word alignment approaches either use distortion models (Brown et al., 1993; Vogel and Ney, 1996) or features (Taskar et al., 2005; Moore, 2005; Moore et al., 2006; Liu et al., 2010c) to capture reordering of words, inversion transduction grammar (ITG) (Wu, 1997) provides a syntactically motivated solution. ITG is a synchronous grammar of which a derivation explains how a source sentence and a target sentence are generated synchronously. By recursively merging blocks (i.e., consecutive word sequences) either in a monotone order or an inverted order, ITG constrains the search space of distortion in a way that proves to be effective in both alignment (Zhang and Gildea, 2005, 2006; Haghighi et al., 2009; Liu et al., 2010a,b) and translation (Zens and Ney, 2003; Xiong et al., 2006) benchmark tests.

Although ITG only requires \(O(n^6)\) time for finding Viterbi alignment, which is a significant improvement over the intractable search problem faced by most alignment models (Brown et al., 1993; Moore et al., 2006; Liu et al., 2010c), the degree of the polynomial is still too high for practical use. For example, the maximal sentence length of bilingual corpus is often set to 100 words in Moses (Koehn et al., 2007), a state-of-the-art SMT system. Synchronous parsing of such long sentences can be prohibitively slow, making ITG alignment methods hard to deal with large scale real-world data.

To alleviate this problem, many pruning methods have been proposed to reduce the computational complexity of synchronous parsing by pruning less promising cells. Zhang and Gildea (2005) introduce a tic-tac-toe pruning method based on IBM model 1 probabilities. Haghighi et al. (2009) use posterior predictions from simpler alignment models for identifying degenerate cells. Liu et al. (2010a) propose a discriminative framework to integrate all informative features to constrain the search space of ITG alignment.

Instead of using synchronous parsing to search for Viterbi ITG alignments, we propose a simple and effective search algorithm extended from the beam search algorithm proposed by Liu et al. (2010c). The algorithm starts with an empty alignment and keeps adding single links until the model probability does not increase. During the search process, a shift-reduce algorithm is used to verify the ITG constraint. As our algorithm runs in \(O(bn^3)\) time, where \(b\) is the beam size, it is about 1000 times faster than the \(O(n^6)\) time bilingual parsing algorithm empirically. More importantly, experiments on Chinese-English data show that our algorithm is 20 times faster than bilingual parsing with tic-tac-toe pruning (Zhang and Gildea, 2005) when achieving comparable alignment and translation quality.
2 Beam Search for ITG Word Alignment

Inversion transduction grammar (ITG) (Wu, 1997) is a synchronous grammar for synchronous parsing of source and target language sentences. It builds a synchronous parse tree that indicates the correspondence as well as permutation of blocks (i.e., consecutive word sequences) based on the following production rules:

\[(1) X \rightarrow [X X], \quad (2) X \rightarrow \langle X X \rangle, \quad (3) X \rightarrow f / e, \quad (4) X \rightarrow f / e, \quad (5) X \rightarrow e / e,\]

where \(X\) is a non-terminal, \(f\) is a source word, \(e\) is a target word, and \(e\) is an empty word. While rule (1) merges two blocks in a monotone order, rule (2) merges in an inverted order. Rules (3) – (5) are responsible for aligning source and target words.

Figure 1 shows an ITG derivation for a Chinese-English sentence pair \((f_0^s, e_0^t)\). The subscript of a non-terminal \(X\) denotes a bilingual span \([s, t, u, v]\) that corresponds to a block pair \((f_0^s, e_0^t)\), where \(f_i = f_{i+1} \ldots f_t\) and \(e_u = e_{u+1} \ldots e_v\). An empty source word is represented as \(f_e\) and \(e_u^s\) for the target case.

The decision rule of finding the Viterbi alignment \(\hat{a}\) for a sentence pair \((f_0^s, e_0^t)\) is given by

\[\hat{a} = \arg \max_a \left\{ \prod_{(j,l)\in a} p(f_j, e_l) \times \prod_{j\notin a} p(f_j, e) \times \prod_{i\notin a} p(e_i, e) \right\} \quad (1)\]

Traditionally, this can be done in \(O(n^6)\) time using bilingual parsing (Wu, 1997).

In this paper, we extend a beam search algorithm (Liu et al., 2010c) to search for Viterbi ITG word alignment. Starting from an empty word alignment, the beam search algorithm

\[\text{Figure 1: An ITG derivation for a Chinese-English sentence pair.}\]
Algorithm 1 shows the beam search algorithm for ITG alignment. The best alignment is set to the alignment with highest probability.

```
1: procedure ALIGN ITG(f, e)
2: \( \hat{a} \rightarrow \emptyset \) \( \triangleright \) the alignment with highest probability
3: \( \mathcal{L} \rightarrow \{(j, i) : p(f_j, e_i) > p(f, e) \times p(e, e)\} \) \( \triangleright \) a set of promising links
4: \( \text{open} \rightarrow \emptyset \) \( \triangleright \) a list of active alignments
5: \( a \rightarrow \emptyset \) \( \triangleright \) begin with an empty alignment
6: Add(open, \( a, \beta, b \)) \( \triangleright \) initialize the list
7: while open \( \neq \emptyset \) do
8: \( \text{closed} \leftarrow \emptyset \) \( \triangleright \) a list of expanded alignments
9: for all \( a \in \text{open} \) do
10: for all \( l \in \mathcal{L} - a \) do \( \triangleright \) enumerate all possible new links
11: \( a' \leftarrow a \cup \{l\} \) \( \triangleright \) produce a new alignment
12: if ITG(a') then \( \triangleright \) ensure the ITG constraint
13: Add(closed, a', \( \beta, b \)) \( \triangleright \) update expanded alignments
14: if \( a' > a \) then
15: \( \hat{a} = a' \) \( \triangleright \) update the best alignment
16: end if
17: end for
18: end for
19: end while
20: \( \text{open} \leftarrow \text{closed} \) \( \triangleright \) update active alignments
21: end while
22: return \( \hat{a} \) \( \triangleright \) return the alignment with highest probability
23: end procedure
```

The major difference of our algorithm from (Liu et al., 2010c) is that we only consider ITG space. Wu (1997) shows that ITG alignments only account for 0.1% in the full search space. The percentage is even lower for long sentences. As the worst-case running time is \( O(bn^4) \) (\( b \) is a beam size) for the beam search algorithm of Liu et al. (2010c), this can be reduced to \( O(bn^3) \) for the beam search algorithm that searches for ITG word alignment.

Algorithm 1 shows the beam search algorithm for ITG alignment. The best alignment is set to empty at the beginning (line 2). The algorithm collects promising links \( \mathcal{L} \) before alignment expansion (line 3). By promising, we mean that adding a link will increase the probability of current alignment. The gains keep fixed during the search process: 4

\[
\forall a \in \mathcal{A} : gain(a, f, e, l) \equiv \frac{p(f_j, e_i)}{p(f, e) \times p(e, e)},
\]

4For space limitation, please refer to Figure 3 in (Liu et al., 2010c) for example.

3If the Viterbi alignment is a full alignment, i.e., there is a link between any pair of source and target words, and the beam size is 1, \( \{j \times i : j, i \in \{1, \ldots, J, I\}\} \) nodes will be explored. Apparently, this can hardly happen in practice. For ITG alignments, however, our algorithm can reach at most the \( \min(J, I) \)-th layer because ITG only allows for one-to-one links.

4As ITG alignments are strictly one-to-one, the gain of adding a link \( l = (j, i) \) only depends on the associated source word \( f_j \) and target word \( e_i \).
He held a meeting with Musharraf at Islamabad.

For each alignment, the algorithm calls a procedure \( I_{\text{TG}}(a) \) to verify whether it is an ITG alignment or not (line 12). We use a shift-reduce algorithm for ITG verification. As shown in Figure 2, the shift-reduce algorithm scans links from left to right on the source side. Each link \((j, i)\) is treated as an atomic block \([j - 1, j, i - 1, i]\). The algorithm maintains a stack of blocks, on which three operators are defined:

1. \( S \): shift a block into the stack;
2. \( R_M \): merge two blocks in a monotone order;
3. \( R_I \): merge two blocks in an inverted order.

The algorithm runs in a reduce-eager manner: merge blocks as soon as possible (e.g., \([5, 7, 1, 3]\) in step 9). Unaligned words are attached to the left nearest aligned words deterministically. The alignment satisfies the ITG constraint if and only if the algorithm manages to find a block corresponding to the input sentence pair. The shift-reduce algorithm runs in linear time.\(^5\)

At each level, the algorithm at most retains \( b \) alignments (line 13). As ITG only allows for one-to-one links, the beam search algorithm runs for at most \( \min(J, I) + 1 \) iterations (lines 7-21).\(^6\) Therefore, the running time of our beam search algorithm is \( O(bn^3) \).

### 3 Experiments

We evaluated our algorithm on Chinese-English data for both alignment and translation. As Haghighi et al. (2009) has already compared ITG alignment with GIZA++ and discriminative methods, we only focus on comparing the search algorithms for ITG alignment. Our algorithm is compared with two baseline methods:

1. **biparsing**: the bilingual parsing algorithm as described in (Wu, 1997);\(^7\)

---

\(^5\) In practice, the algorithm can be even more efficient by recording the sequence of blocks in each hypothesis without unaligned word attachment. Therefore, block merging needs not to start from scratch for each hypothesis.

\(^6\) In the worst case, \( \min(J, I) \) links will be added in \( \min(J, I) \) iterations, in the \( \min(J, I) + 1 \) iteration, all the expanded alignments will validate the ITG constrain and the algorithm terminates.
| Algorithm          | Setting | Average Time (s) | Average Model Score | AER |
|--------------------|---------|------------------|---------------------|-----|
| biparsing          |         | 126.164          | -127.17             | 29.13 |
| biparsing + pruning| $t = 10^{-3}$ | 2.404            | -167.44             | 34.92 |
|                    | $t = 10^{-4}$ | 3.002            | -152.68             | 33.13 |
|                    | $t = 10^{-5}$ | 3.571            | -144.27             | 31.93 |
|                    | $t = 10^{-6}$ | 5.427            | -138.23             | 31.12 |
| beam search        | $b = 1$ | 0.197            | -142.27             | 33.00 |
|                    | $b = 10$ | 0.126            | -131.73             | 30.52 |

Table 1: Comparison with bilingual parsing algorithms in terms of average time per sentence pair, average model score per sentence pair and AER (length ≤ 50 words on both sides). Note that $t$ is the beam ratio in tic-tac-toe pruning (Zhang and Gildea, 2005).

Figure 3 compares aligning time of the three algorithms over different sentence lengths.

2. **biparsing + pruning**: the bilingual parsing algorithm with tic-tac-toe pruning (Zhang and Gildea, 2005).

For simplicity, we used the IBM model 4 translation probabilities trained on the FBIS corpus (6.5M+8.4M words) to approximate ITG lexical probabilities in the following experiments:

$p(f, e) \approx p_{m4}(f|e) \times p_{m4}(e|f)/2$, $p(f, e) \approx p_{m4}(f|e)$, $p(e, e) \approx p_{m4}(e|e)$.

### 3.1 Alignment Evaluation

For the alignment evaluation, we selected 461 sentence pairs that contain at most 50 words on both sides from the hand-aligned dataset of (Liu et al., 2005). The three ITG alignment methods are compared in terms of average time per sentence pair, average model score per sentence pair, and AER. The results are shown in Table 1. Although achieving the best model score and AER, the biparsing algorithm runs too slow: 126.164 seconds per sentence pair on average. This is impractical for dealing with large scale real-world data that usually contains millions of sentence pairs. The tic-tac-toe pruning method (biparsing + pruning) does increase the speed by two orders of magnitude (3.571 seconds per sentence pair), which confirms the effectiveness of cell pruning (Zhang and Gildea, 2005; Haghhighi et al., 2009; Liu et al., 2010a). Our beam search algorithm is one order of magnitude faster than the biparsing + pruning algorithm with significantly less search error.

Figure 3 compares aligning time of the three algorithms over different sentence lengths ranging...
Figure 4: The scatter diagram of model score and AER over alignments explored for the 461 evaluation sentence pairs.

Figure 5(a) shows the effect of beam size on average time per sentence pair and average model score per sentence pair. While the theoretical running time is $O(bn^3)$, the empirical average time does increase linearly with the beam size. The model score also generally rises with the increase of beam size but grows insignificantly when $b > 20$.

from 5 to 50 words. Clearly, our beam search algorithm is faster than the biparsing and biparsing + pruning algorithms for all lengths. More importantly, the gap enlarges with the increase of sentence length. We observe that our search algorithm almost achieves the same model scores with biparsing and biparsing + pruning for short sentences. For long sentences, however, the differences are increasingly significant because it is hard to find Viterbi alignments for long sentences. In most cases, our algorithm achieves higher model scores than biparsing+pruning, which is consistent with Table 1.

Figure 4 shows the model score and AER over alignments explored. Generally, our beam search algorithm explores less alignments before reaching the same level of model score and AER than biparsing and biparsing + pruning. And the diversity between different sentences is much smaller than the other two algorithms. So our beam search algorithm is more efficient.
Figure 5(b) shows the percentages of non-ITG alignments explored during the search process. We observe that generally over 68% alignments expanded are non-ITG alignments and the percentage increases for long sentences. This finding suggests that most of expanded alignments are verified as non-ITG, especially for long sentences. Our algorithm can be significantly improved if it manages to know which link will result in an ITG alignment before calling the ITG(a) procedure. We leave this for future work.

3.2 Translation Evaluation

For the translation evaluation, we used 138K sentence pairs that have at most 40 words from the FBIS corpus as the training set, NIST 2002 dataset as the development set, and NIST 2005 dataset as the test set. As the biparsing algorithm runs too slow on the training data, we only compared our algorithm with biparsing+pruning in terms of average time per sentence pair and BLEU. Moses (Koehn et al., 2007) (a state-of-the-art phrase-based SMT system) and Joshua (Li et al., 2009) (a state-of-the-art hierarchial phrase-based SMT system) are used in our experiments. Both of them are used with default settings, except that word alignments are produced by “biparsing+pruning” and “beam search” respectively rather than GIZA++. Table 2 shows the average aligning time as well as the BLEU scores obtained by Moses and Joshua. Our system runs 20 times faster than the baseline without significant loss in translation quality.

| algorithm         | setting | average time (s) | Moses | Joshua |
|-------------------|---------|------------------|-------|--------|
| biparsing+pruning | $t = 10^{-5}$ | 7.57             | 23.86 | 23.77  |
| beam search       | $b = 10$ | 0.35             | 23.95 | 23.38  |

Table 2: Comparison of average time per sentence pair and BLEU scores (trained on the sentence pairs with no more than 40 words of FBIS corpus). Our system runs 20 times faster than the baseline without significant loss in translation quality.

Conclusion

We have presented a simple and effective algorithm for finding Viterbi ITG alignments. With a time complexity of $O(bn^3)$, the algorithm starts with an empty alignment and keeps adding single links until the model probability does not increase. Our experiments on Chinese-English data show that the proposed beam search algorithm is one order of magnitude faster than the conventional bilingual parsing algorithm with tic-tac-toe pruning without loss in alignment and translation quality.

In the future, we plan to extend our algorithm to the block-based ITG with discriminative training (Haghighi et al., 2009; Liu et al., 2010a), which proves to deliver state-of-the-art alignment and translation performance. It is interesting to include maximum entropy reordering models (Xiong et al., 2006) to make better predictions for binary rules. In addition, adding an estimate of future cost will help reduce search error further.
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