On the role of reduced habitat in the phase transition of a stochastic model for seed dispersal
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Habitat loss is one of the biggest threats facing plant species nowadays. We formulate a simple mathematical model of seed dispersal on reduced habitats to discuss survival of the species in relation to the habitat size and seeds production rate. Seeds get dispersed around the mother plant via several agents in a random way. In our model, seeds landing sites are distributed according to a homogeneous Poisson point process with a constant rate on $\mathbb{R}$. We will assume that each seed will successfully germinate and grow into a new plant with the same characteristics as the mother plant. The time is discrete, scaled according to generations of plants, or can represent years, since annual plants go through an entire growing cycle during 1 year. Then we will assume there are two symmetric barriers with respect to the origin and consider that the growth cannot evolve past the barriers. Imposing barriers correspond to the physical limitation of the habitat. We appeal to tools of probability theory to formalize and study such a model, which can be seen as a discrete-time one-dimensional branching random walk with barriers. By means of coupling techniques and the comparison with suitably constructed multitype branching processes, we localize the critical parameter of the process around which there is survival with positive probability or extinction almost surely. In addition, we consider a discrete-space version of the model for which exact results are also obtained.
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1 INTRODUCTION

Accelerated climate change makes the humanity face many urgent issues. Persistence of species is one of them, especially of those inhabiting areas severely damaged by effects of global warming. The topic has been studied extensively in ecological literature, for example, [1–3]. Among many factors affecting a species survival is its reproduction rate. The starting point of this work is the formulation of a simple mathematical model of seed dispersal as a phenomenon assisting reproduction in annual plants. Seeds get dispersed around the mother plant via several agents (wind, birds, water, etc.) in a
random manner. There are several studies relating dispersal to spatial random processes, for example, [4, 5]. The subject of interest here has been mostly competition of species, whereas in this work, we focus on a survival of a species in relation to the habitat size and seeds production rate.

In our model, seeds landing sites are distributed according to a homogeneous Poisson point process with a constant rate. This assumption has been widely used in ecological models like [6–9], among others. We will assume that each seed will successfully germinate and grow into a new plant with same characteristics as the mother plant. The time is discrete, scaled according to generations of plants, or can represent years, since annual plants go through an entire growing cycle during one year.

Under these assumptions, we will focus on questions of survival and extinction of a species on an island. By islands we mean islands in the landscape, like mountaintops, oasis in the desert, and grassland surrounded by houses. This topic is related to the area of Island bio-geography that studies distribution of biodiversity over space and time of islands. Research in this field started with MacArthur and Wilson in the 1960s [10] and has been expanding since then. For a thorough review of ecological responses to recent climate change, see [1] and references therein.

We appeal to tools of probability theory to formulate a mathematical model of the seed dispersal. This stochastic model can be seen as a one-dimensional branching random walk (BRW). Roughly speaking, a branching random walk describes the evolution of particles living in a spatially structured environment, which give birth to new particles whose number and positions depend on a given reproduction law. This can be formulated as a discrete-time stochastic process whose space state is described by the collection of possible positions of particles at any time. For an overview of the formulation and recent results of these type of stochastic processes, we refer the reader to [11]. In our model, the space is continuous, and since it is a one-dimensional model, it is exactly $\mathbb{R}$. Moreover, as a reproduction law we use a Poisson point process associated to each particle so its realization represents the progeny of the particle.

Survival and survival of BRW, with respect to the dispersion rate, are well studied through branching processes [12]. Survival is the event of having at least one particle at any time of the process; extinction, of course, its complementary event. It is well-known that this process exhibits a phase transition phenomenon. There is a critical dispersal rate, $\lambda_c$, below which the process dies out almost surely (subcritical case). Similarly, for the dispersal rates above the critical one (supercritical case), the survival is possible and in that case one can look into long-term spatial distribution of individuals. The critical density of a BRW, as described here, is known to be equal to 1. In the supercritical case, a central limit behavior is shown in [13].

The most relevant questions regarding the climate change context, ice melting, and islands shrinking look into the change of survival conditions, that is, how the critical dispersal rate change with introduction of spatial barriers.

In our model, we will assume there are two symmetric barriers with respect to the origin and consider a BRW on $\mathbb{R}$ that cannot evolve past the barriers. We emphasize that imposing barriers to the BRW correspond to the physical limitation of the habitat. Initially, there is an individual located at the origin. It produces a Poisson number of children that are uniformly distributed in its neighborhood of the unit size. The second generation is distributed as a Poisson point process on $[-1,1]$ with rate $\lambda/2$, so that the expected total number of children equals $\lambda$. Every new individual produces the offspring in its own neighborhood following the same law and independently of other siblings.

Note that, in general, we are assuming that the process cannot evolve past points $-L$ and $L (L \in \mathbb{R})$. The main focus of our work is to study how the barriers affect phase transition in the BRW and change in critical density $\lambda_c$. Similar processes with only one barrier were studied in different settings by many authors like [14–18].

The rest of the paper is organized as follows. Our study is subdivided into two parts. The first one is the formulation and study of the BRW with barriers at $-1$ and $1$. In Section 2, we give the formal definition of the main process $(Y_n)_{n \in \mathbb{N}}$ and subsequently state our main result, Theorem 2.1, which allow us to localize the critical value. To prove this theorem, we appeal to the construction of two auxiliary multitype branching processes $(X_n)_{n \in \mathbb{N}}$ and $(Z_n)_{n \in \mathbb{N}}$, which sandwich the original process. For the auxiliary processes, we are able to obtain critical values numerically. The monotonic relation between these processes and a coupling argument is then used to find the critical density of $(Y_n)_{n \in \mathbb{N}}$; see Corollary 2.2 and Theorem 2.3. Such constructions and the related results are included in Section 3. The second part of our work is organized in Section 4, where we propose a discrete-space version of the model. The advantage of this approach is that for this process, we are able to obtain the critical value exactly, not only for $L = 1$, and to see how it changes with $L$. Finally, Section 5 is devoted to a discuss of our results and prospects for future research.
Initially, there is one particle located in the origin. The descendants of this particle are scattered in the interval $[-L, L]$ according to a Poisson point process $\xi$ with rate $\lambda/2$ (written also as $\xi \sim \text{PPP}(\lambda/2)$), where $L \geq 1$ and $\lambda > 0$. The first generation is constituted by the descendants of the particle located at the origin. Each of the particles in the first generation produces its own descendants according to the following mechanism. Assume that a particle in the first generation is located at $x \in [-L, L]$. Then, this particle tries to give rise to particles scattered at $[x-L, x+L]$ according to a Poisson point process $\xi$ with rate $\lambda/2$. Only attempts inside $[-L, L]$ are considered successful. The second generation is given by the successful births and their parents are considered dead. This procedure is repeated indefinitely, but can possibly end if there is no particle alive in a generation. This process is called branching random walk (BRW) with two barriers at $-L$ and $L$ respectively. We will focus our discussion on the case $L = 1$. See Figure 1.

Denote by $\mathcal{Y}_n$ the set of particles alive at generation $n$, for any $n \geq 0$, and let $\mathcal{Y} := (\mathcal{Y}_n)_{n \in \mathbb{N}}$. We call $\mathcal{Y}$ the BRW with two barriers and offspring given by a Poisson point process with intensity $\lambda/2$. On the other hand, let $S_\lambda$ be the event of survival of the process; that is,

$$S_\lambda := \bigcap_{n \geq 0} \{\mathcal{Y}_n \neq \emptyset\}.$$ 

Appealing to a coupling argument, it is not difficult to see that the survival probability is non-decreasing on $\lambda$, that is,

$$\mathbb{P}(S_{\lambda_1}) \leq \mathbb{P}(S_{\lambda_2}),$$

(2.1)
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**FIGURE 1** (A) At $n = 0$, there is one particle located at $0$. At $n = 1$, its descendants are scattered in the interval $[-1, 1]$ according to a Poisson point process with rate $\lambda/2$, $\lambda > 0$, and they compose the first generation. Whenever a particle in the first generation is located at $x \in [-1, 1]$, then it tries to give rise to particles scattered at $[x-1, x+1]$ according to an independent Poisson point process with rate $\lambda/2$. Those attempts outside $[-1, 1]$, identified here with a red circle, are not allowed. (B) The stochastic process may be seen as a discrete-time branching random walk (BRW) restricted to $[-1, 1]$. The random set $\mathcal{Y}_n$ is the set of particles (its positions) alive in generation $n$, and the BRW is the stochastic process $\mathcal{Y} := (\mathcal{Y}_n)_{n \in \mathbb{N}}$. Illustration of a possible realization of the BRW with two barriers at $-1$ and $1$, respectively, and offspring given by a Poisson point process with intensity $\lambda/2$, $\lambda > 0$. Particles are represented by black points. [Colour figure can be viewed at wileyonlinelibrary.com]
for any $0 < \lambda_1 < \lambda_2$. Here, $\mathbb{P}$ stands for the law of the process. Therefore, we may define the critical parameter for the BRW with two barriers $\mathcal{Y}$ as

$$\lambda_c(\mathcal{Y}) := \sup\{\lambda > 0 : \mathbb{P}(S_d) = 0\}. \quad (2.2)$$

Using multitype branching processes in conjunction with coupling techniques, we are able to localize the critical parameter $\lambda_c(\mathcal{Y})$ in the case $L = 1$. We shall see that such a critical value is related to the Perron–Frobenious eigenvalue of a Toeplitz matrix. In what follows, we use the notation $T_{k,d}$ for the $k \times k$ banded symmetric Toeplitz matrix with $0-1$ values and bandwidth $d$. For instance,

$$T_{6,3} = \begin{bmatrix}
1 & 1 & 1 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 0 \\
0 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 & 1
\end{bmatrix}.$$

Now we can state the main results of our work.

**Theorem 2.1.** Let $\mathcal{Y}$ be the BRW with two barriers at $-1$ and $1$, respectively. Then

$$\lim_{m \to \infty} \frac{2^{m+1}}{\rho(T_{2^{m+1},2^m})} \leq \lambda_c(\mathcal{Y}) \leq \lim_{m \to \infty} \frac{2^{m+1}}{\rho(T_{2^{m+1},2^m+1})},$$

where, for $m \in \mathbb{N}$, $\rho(T_{k,d})$ denotes the Perron–Frobenius eigenvalue of the $0-1$ values banded Toeplitz matrix $T_{k,d}$.

We refer the reader to [19] for more details on banded Toeplitz matrices. Although there is no closed formula for the eigenvalues of such matrices of arbitrary dimension, Theorem 2.3 gains in interest if we realize that it allows us to obtain an approximation of the critical value from the numerical computation of the eigenvalues for several values of $m$.

**Corollary 2.2.** Let $\mathcal{Y}$ be the BRW with two barriers at $-1$ and $1$, respectively. Then

$$1.286907 \leq \lambda_c(\mathcal{Y}) \leq 1.287096.$$

As it is well known, the critical parameter at which phase transition holds for the BRW without barriers is equal to 1. In words, our result shows that imposing barriers to the original process produces a shift in its critical parameter to approximately 1.28. Coming back to our motivation, although we are dealing with a simplified model, this is enough to catch how the survival of a plant species is negatively affected in the presence of a reduced habitat.

In order to prove Theorem 2.1, we study two sequences of stochastic processes that *sandwich* $\mathcal{Y}$. Indeed, we say that the random set $A$ is dominated by the (random) set $B$ if $A \subseteq B$ a.s. In this case, we also say that $B$ dominates $A$. For any $m \geq 1$, the first sequence $\{\lambda_m^n\}_{n \in \mathbb{N}}$ will be dominated by $\mathcal{Y}$ and the second one denoted by $\{\lambda_m^n\}_{n \in \mathbb{N}}$ will dominate $\mathcal{Y}$. The sandwiching processes are related to multitype branching processes with $2^{m+1}$ types. We then study critical densities of these multitype branching processes as the number of types tends to infinity, which allows us to provide bounds for the critical parameter $\lambda_c$ of the original process. Furthermore, we are able to prove that such bounds are equal. This is the content of the following corollary.

**Corollary 2.3.** Let $\mathcal{Y}$ be the BRW with two barriers at $-1$ and $1$, respectively. Then

$$\lambda_c(\mathcal{Y}) = \lim_{m \to \infty} \frac{2^{m+1}}{\rho(T_{2^{m+1},2^m})} = \lim_{m \to \infty} \frac{2^{m+1}}{\rho(T_{2^{m+1},2^m+1})}.$$
3.1 Multitype branching processes and a label for the process \( \mathcal{Y} \)

In order to study the behavior of our model, we appeal to the theory of discrete-time multitype branching processes. In such processes and, just to fix ideas, particles can be classified into \( k \) different types where \( k \geq 1 \) is fixed. After each time step, a particle of type \( i \) will give birth to particles of different types according to a given probability law. Thus, the multitype branching process is a \( k \)-dimensional discrete-time Markov chain \( \{ \mathbf{B}_n \}_{n \in \mathbb{N}} \), where \( \mathbf{B}_n \) is the \( k \)-dimensional vector whose \( i \)-th coordinate, \( i \in \{1, \ldots, k\} \), represents the number of particles of type \( i \), which were given birth at time \( n \). For a deeper discussion of these processes, we refer the reader to [12], Chapter V. An object of interest when dealing with multitype branching processes is the mean matrix \( M = (m_{ij})_{i,j \in \{1, \ldots, k\}} \), where \( m_{ij} \) denotes the expected number of type \( j \) offspring of a single type \( i \) particle in one generation. Indeed, this matrix carries information about the survival or extinction of the process. Here, survival means that at all times at least one particle is alive, no matter its type. By [12], Theorem 2, Chapter V, we know that there is survival with positive probability if, and only if, the maximum eigenvalue of \( M \) is greater than 1 provided the process \( \{ \mathbf{B}_n \}_{n \in \mathbb{N}} \) is positive regular and non-singular.

In order to construct a multitype branching processes related to the process \( \mathcal{Y} \) consider the partition \( P_m \) of the interval \([-1, 1]\) using \( 2^{m+1} + 1 \) equally distant points with fixed \( m \geq 1 \). That is, for \( j \in \{0, \ldots, 2^{m+1}\} \), set \( x_j = -1 + j/2^m \) and denote the associated partition by

\[
P_m := \{ x_0^m, \ldots, x_{2^{m+1}}^m \}.
\]

For \( 1 \leq j \leq 2^{m+1} - 1 \), let \( I_j^m := [x_{j-1}^m, x_j^m) \), and set \( I_0^m := [1 - (1/2^m), 1] \). Now label the particles of the original process \( \mathcal{Y} \) according to their position relative to the partition \( P_m \). More precisely, for a given \( m \), we say that a particle located at \( x \in [-1, 1] \) is of type \( j \) if it belongs to \( I_j^m \). The resulting process, with labeled particles, will be denoted by \( \mathcal{Y}^m = (\mathcal{Y}_n^m)_{n \geq 0} \).

The next subsections are devoted to the construction of the two processes \( \mathcal{X}^m \) and \( \mathcal{Z}^m \).

3.2 The process \( \mathcal{X}^m \)

For any alive particle, \( y \) denote by \( D(y) \) its descendants. Observe that \( D(y) = [-1, 1] \cap N_y \) where \( N_y \sim \text{PPP}(\lambda/2) \) on \([y-1, y+1]\). Define \( \mathcal{X}^m = (\mathcal{X}_n^m)_{n \geq 0} \) as follows.

(i) Initially, let \( \mathcal{X}_0^m := \mathcal{Y}_0^m = \{0\} \) and \( \mathcal{X}_1^m := \mathcal{Y}_1^m \).

(ii) For \( n \geq 1 \), if \( x \in \mathcal{X}_n^m \) is of type \( j \), then

(a) If \( x < 0 \) then all its offspring in \([-1, x_{j-1}^m + 1) \) belong to \( \mathcal{X}_{n+1}^m \).

(b) If \( x \geq 0 \) then all its offspring in \([x_j^m - 1, 1] \) belong to \( \mathcal{X}_{n+1}^m \).

See Figure 2. Observe that by construction, the process \( \mathcal{X}^m \) is a subset of \( \mathcal{Y} \) a.s. Thus, the proof of the following lemma is an immediate consequence of this construction.

**Lemma 3.1.** Fix \( m \geq 1 \). Then, for any \( n \geq 1 \),

\[
\mathcal{X}_n^m \subseteq \mathcal{Y}_n^m \text{ a.s.}
\]
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The process
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\[ \lambda \in \{ m \} \]

TABLE 1

Critical values for \( \lambda^m \) and \( Z^m \), for \( m \in \{ 1, \ldots, 12 \} \).

| \( m \) | 1    | 2    | 3    | 4    | 5    | 6    |
|-------|------|------|------|------|------|------|
| \( \lambda_c(\lambda^m) \) | 1.527864 | 1.393724 | 1.337647 | 1.311711 | 1.299210 | 1.293070 |
| \( \lambda_c(Z^m) \) | 1.123106 | 1.198501 | 1.240855 | 1.263415 | 1.275074 | 1.281004 |

\[ \mu := \frac{\lambda}{2} \cdot \frac{1}{2^m} \mathbb{1}(|i - j| \leq 2^m - 1), \] (3.3)

where \( \mathbb{1}(A) \) denotes the \( 0 - 1 \) random variable indicating the occurrence of the event \( A \). That is, \( M(\lambda^m) \) is a matrix of order \( 2^{m+1} \) whose \((i, j)\)-th entry represents the mean number of children of type \( j \) of an individual of type \( i \). We denote by \( \lambda_c(\lambda^m) \) the critical parameter of the process \( X^m \). The following result follows directly from Lemma 3.1, and the fact that

\[ |\lambda^m_n| = \sum_{j=1}^{2^m+1} \lambda^m_{n,j}. \]

**Proposition 3.2.** Fix \( m \geq 1 \). Then \( \lambda_c(\lambda^m) \geq \lambda_c(\mathcal{Y}) \).

Note that for each \( m \) the partition \( P_{m+1} \) is a refinement of the partition \( P_m \), that is, \( P_m \subset P_{m+1} \). Indeed, the partition using powers of \( 1/2 \) is used exactly for this reason. Indeed, the natural attempt to slice \([0, 1]\) in intervals of length \( 1/m \) do not have this useful property. Now, suppose that there is a particle at \( \xi < 0 \) whose type is \( j \) in \( \lambda^m \). Then its offspring lie in the interval \([-1, x_{j-1}^m + 1]\). For \( m + 1 \), the same particle at \( \xi \) reproduces either in the same interval \([-1, x_{j-1}^m + 1]\) or in the larger interval \([-1, x_{j-1}^m + 1 + 1/2^m]\) depending whether \( \xi \) belongs to the first or the second half of the interval with endpoints \( x_{j-1} \) and \( x_j \). In any case, \( |\lambda^m_n| \leq |\lambda^m_{n+1}| \) for every \( m, n \geq 1 \). Therefore,

\[ \lambda_c(\lambda^m) \geq \lambda_c(\lambda^{m+1}) \text{ for } m \geq 1. \]

The sequence of critical values is therefore non-negative, nonincreasing, and bounded from above by \( \lambda_c(\mathcal{Y}) = 1.527864 \) (see Table 1). Thus, the sequence \( (\lambda_c(\lambda^m))_m \) has a limit. Combining this fact with Proposition 3.2, we obtain

\[ \lambda_c(\mathcal{Y}) \leq \lim_{m \to +\infty} \lambda_c(\lambda^m). \] (3.4)

### 3.3 The process \( Z^m \)

For coupling purposes we consider a version of the process \( \mathcal{Y} \) constructed as follows. Assume that there is a particle alive at \( y \). Denote by \( M_x \) a homogeneous Poisson point process with intensity \( \lambda/2 \) on \([y - 2, y + 2]\). The offsprings of \( y \) are the Poisson points of \( M_x \), which are at a distance no greater than one of \( y \) and which are inside \([-1, 1]\). Define \( Z^m = (Z^m_n)_{n \geq 0} \) as follows. See Figure 3.

(i) Initially, let \( Z^m_0 := Y^m_0 = \{ 0 \} \) and set \( Z^m_1 := Y^m_1 \).

(ii) For \( n \geq 1 \), if \( z \in Z^m_n \) is of type \( j \), then

(a) If \( z < 0 \) then take as its offspring the points of \( M_x \) in \([-1, x_j^m + 1]\). These points belong to \( Z^m_{n+1} \).

(b) If \( z \geq 0 \) take as its offspring the points of \( M_x \) in \([x_{j-1}^m - 1, 1] \). These points belong to \( Z^m_{n+1} \).
We analyze the process $Z^m$ in a similar way as we analyzed $\lambda^m$. We may think of $Z^m$ as being a multitype branching process. In this case, one can denote by $Z_n^{m,j}$ the number of particles of type $j$ in $Z^m$ at time $n$ and set

$$Z_n^m = (Z_n^{m,1}, \ldots, Z_n^{m,2^{m+1}}).$$

Thus, $Z^m = (Z_n^m)_{n \in \mathbb{N}}$ is a multitype branching process with $2^{m+1}$ types. Similarly as in (3.3), its matrix of expected values has the following entries:

$$M(Z^m)(i, j) = \frac{i}{2} \cdot \frac{1}{2^m} 1(|i - j| \leq 2^m).$$

The proof of the following lemma is an immediate consequence of the construction of $Z^m_n$.

**Lemma 3.3.** Fix $m \geq 1$. Then, for any $n \geq 1$,

$$Y^m_n \subset Z^m_n \text{ a.s.}$$

**Remark 3.1.** The reason for considering the Poisson process $M_0$ on $[y - 2, y + 2]$ is to guarantee that $Y^m_n \subset Z^m_n$ a.s. There are many other choices rather than 2 but this choice avoid introducing more cumbersome notation. Indeed, for fixed $m$, we may consider $[y - (1 + 1/2^m), y + (1 + 1/2^m)]$ instead of $[y - 2, y + 2]$, but this notation would introduce an unnecessary difficulty to the reader.

We denote by $\lambda_c(Z^m)$ the critical parameter of $Z^m$. The following result follows directly from Lemma 3.3 and the fact that

$$|Z^m_n| = \sum_{j=1}^{2^{m+1}} Z_n^{m,j}.$$

**Proposition 3.4.** For any $m \geq 1$,

$$\lambda_c(Z^m) \leq \lambda_c(Y).$$

Since $P_{m+1}$ is a refinement of $P_m$, then $|Z^m_n| \geq |Z^{m+1}_n|$. Indeed, consider a particle located at $\xi < 0$ in the $Z^m$ process of type $j$. This particle reproduces in the interval $[-1, x^m_j + 1]$. In the process $Z^{m+1}$, the particle at $\xi$ is either of type $j$ or type $j + 1$. In the latter case, it reproduces in the same interval as the $m$-th case, while in the former case, that interval is shortened by $1/2^m$. Thus, the population of $Z^m$ does not increase as $m$ grows and therefore

$$\lambda_c(Z^m) \leq \lambda_c(Z^{m+1}), \text{ for } m \geq 1.$$

This sequence of critical values is nondecreasing and bounded from above by $\lambda_c(\lambda^1)$. Also, we have

$$\lim_{m \to +\infty} \lambda_c(Z^m) \leq \lambda_c(Y).$$
In the next section, we use (3.4) and (3.7) in order to obtain bounds for $\lambda_c(\mathcal{Y})$.

### 3.4 Proof of Theorem 2.1 and Corollary 2.2

By the previous results, we obtain that

$$
\lim_{m \to +\infty} \lambda_c(\mathcal{Z}^m) \leq \lambda_c(\mathcal{Y}) \leq \lim_{m \to +\infty} \lambda_c(\mathcal{X}^m),
$$

where $\lambda_c(\mathcal{X}^m)$ and $\lambda_c(\mathcal{Z}^m)$ are the critical parameters associated to the multitype branching process related to the processes $\mathcal{X}^m$ and $\mathcal{Z}^m$, respectively. We point out that $\lambda_c(\mathcal{X}^m)$ and $\lambda_c(\mathcal{Z}^m)$ are the maximum eigenvalue of the mean values matrices for the respective multitype branching processes; see [12], Theorem 2, Chapter V. Their entries are given by (3.3) and (3.5), respectively. In particular, for $m = 1$, we get

$$
M(\mathcal{X}^1) = \frac{\lambda}{2} \times \frac{1}{4} \times \begin{bmatrix}
1 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 \\
0 & 1 & 1 & 1 \\
0 & 0 & 1 & 1
\end{bmatrix}, \\
M(\mathcal{Z}^1) = \frac{\lambda}{2} \times \frac{1}{4} \times \begin{bmatrix}
1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
0 & 1 & 1 & 1
\end{bmatrix}.
$$

and for $m > 1$, the mean values matrices are square matrices of order $2 \times 2^m$. Indeed, we have

$$
M(\mathcal{X}^m) = \frac{\lambda}{2} \times \frac{1}{2^m} \times \begin{bmatrix}
1 & 1 & \ldots & 1 & 0 & \ldots & 0 \\
1 & 1 & \ldots & 1 & 1 & \ldots & 1 \\
\vdots & \vdots & \ldots & \vdots & \ddots & \ddots & \vdots \\
1 & 1 & \ldots & 1 & 1 & \ldots & 1 \\
0 & 1 & \ldots & 1 & 1 & \ldots & 1 \\
0 & 0 & \ldots & 1 & 1 & \ldots & 1 \\
0 & 0 & \ldots & 0 & 1 & \ldots & 1
\end{bmatrix},
$$

and

$$
M(\mathcal{Z}^m) = \frac{\lambda}{2} \times \frac{1}{2^m} \times \begin{bmatrix}
1 & 1 & \ldots & 1 & 1 & 0 & \ldots & 0 \\
1 & 1 & \ldots & 1 & 1 & 1 & \ldots & 1 \\
\vdots & \vdots & \ldots & \vdots & \ddots & \ddots & \ddots & \vdots \\
1 & 1 & \ldots & 1 & 1 & \ldots & 1 & 1 \\
0 & 1 & \ldots & 1 & 1 & \ldots & 1 & 1 \\
0 & 0 & \ldots & 1 & 1 & \ldots & 1 & 1 \\
0 & 0 & \ldots & 0 & 1 & \ldots & 1 & 1
\end{bmatrix},
$$

where the black lines divide rows and columns into halves of size $2^m$. Observe that the $0 \times 1$ matrices above are actually banded symmetric Toeplitz matrices. In what follows, we use the notation $T_{k,d}$ for the $k \times k$ banded symmetric Toeplitz matrix with $0 \times 1$ values and bandwidth $d$. Thus, $M(\mathcal{X}^1) = (\lambda/2) \times (1/4) \times T_{4,2}$, $M(\mathcal{Z}^1) = (\lambda/2) \times (1/4) \times T_{4,3}$, and in general,

$$
M(\mathcal{X}^m) = \frac{\lambda}{2} \times \frac{1}{2^m} \times T_{2^{m+1},2^m} \quad \text{and} \quad M(\mathcal{Z}^m) = \frac{\lambda}{2} \times \frac{1}{2^m} \times T_{2^{m+1},2^m+1}.
$$

The proof of Theorem 2.1 is completed upon observing that the critical values associated to any of the dominant process is computed using the formula:

$$
\lambda_c(\cdot) = \frac{2^{m+1}}{\rho(M(\cdot))},
$$
where $\rho(M(\cdot))$ denotes the Perron–Frobenius eigenvalue of the Toeplitz matrix associated to $M(\cdot)$. From here, we use the Software R to obtain the eigenvalues numerically for several values of $m$. As the size of such matrices grow exponentially fast, we only compute these critical parameters up to $m = 12$. In Table 1, we list the critical values for $\lambda_m$ and $\lambda_m^*$, for $m \in \{1, \ldots, 12\}$. See also Figure 4 for a graphical representation of these values as a function of $m$.

Therefore, we have the following numerical estimation for the critical value:

$$1.286907 \leq \lambda_c \leq 1.287096,$$

which is the result stated in Corollary 2.2. One can obtain better estimates just by computing the corresponding eigenvalues for $m > 12$.

The obtained numerical values are clearly in support of the convergence of $\lambda_c(\lambda_m)$ and $\lambda_c(Z_m)$ to a common limit. Moreover, Figure 5 suggests that such convergence is exponentially fast.

### 3.5 Proof of Corollary 2.3

By (3.8), it is enough to prove that $\lim_{m \to +\infty} \lambda_c(Z_m) \geq \lim_{m \to +\infty} \lambda_c(\lambda_m)$. Here, $\lambda_c(\cdot) = 2^{m+1}/\rho(\cdot)$, where $\rho(\cdot)$ denotes the Perron–Frobenius eigenvalue of the Toeplitz matrix associated to $M(\cdot)$. Note that

$$M(\lambda_m) = M(Z_m) - A^m$$

with
where the black lines divide rows and columns into halves of size $2^m$. These are Hermitian matrices so their eigenvalues are real and can be ordered as $\rho_{2m+1} \leq \rho_{2m+1-1} \leq \cdots \leq \rho_1$. Although there is no general formula for the eigenvalues of a sum of Hermitian matrices, the Courant–Fischer theorem (see [20]) yields the lower bound:

$$\rho_1(M(Z^m) - A^m) \geq \rho_1(M(Z^m)) + \rho_{2m+1}(-A^m).$$

Moreover, since $\rho_{2m+1}(-A^m) = -1$, $\rho_1(M(Z^m)) = \rho(M(Z^m))$, and $\rho_1(M(\lambda^m)) = \rho(M(\lambda^m))$, we get

$$\lambda_c(\lambda^m) = \frac{2^{m+1}}{\rho(M(\lambda^m))} \leq \frac{2^{m+1}}{\rho(M(Z^m)) - 1},$$

where the last inequality holds because $\rho(M(Z^m)) > 1$ for any $m \in \mathbb{N}$ (indeed $\rho(M(Z^m)) \not\to \infty$). Hence,

$$\lim_{m \to +\infty} \lambda_c(\lambda^m) \leq \lim_{m \to +\infty} \lambda_c(Z^m). \quad (3.9)$$

This completes the proof.

4 | A DISCRETE-SPACE VERSION OF THE MODEL

It is worth pointing out that the main strategy to deal with our BRW with barriers model is the comparison with stochastic processes obtained from a kind of discretization of the original process. Such discretization comes from the classification of particles in a finite number of types. In this section, motivated by the construction of such auxiliary processes, we propose and study a related model on $\mathbb{Z}$.

We point out that this is a discrete-space BRW. As a first result, we characterize the expected number of particles at site $k$ in the $n$-th generation. In order to do it, we appeal to the trinomial triangle, which is a variation of Pascal’s triangle such
that an entry is the sum of the three entries above it:

\[
\begin{array}{ccccccc}
 & & & & 1 & & \\
 & & & & 1 & & 1 \\
 & & & 1 & & 2 & 3 & 2 & 1 \\
 & & 1 & & 3 & 6 & 7 & 6 & 3 & 1 \\
 & 1 & & 4 & 10 & 16 & 19 & 16 & 10 & 4 & 1 \\
\end{array}
\]

(4.1)

**Proposition 4.1.** Let \( n \geq 0 \) and \( k \in \mathbb{N} \). Then \( EW_n(k) = EW_n(-k) \), and

\[
EW_n(k) = \left( \frac{\lambda}{3} \right)^n \binom{n}{k},
\]

(4.2)

where \( \binom{n}{k} \) denotes the \( k \)-th entry in the \( n \)-th row of the trinomial triangle.

**Proof.** Let \( m_n(k) := EW_n(k) \). Then \( m_1(-1) = m_1(0) = m_1(1) = \lambda/3 \) and we let \( m_1 = (\lambda/3)(1, 1, 1) \). Note that due to independence of the involved random variables, we have, for \( n = 2 \),

\[
\begin{align*}
m_2(-2) &= m_1(-1)m(-1) = 1 \times \left( \frac{\lambda}{3} \right)^2, \\
m_2(-1) &= m_1(-1)m(0) + m_1(0)m(-1) = 2 \times \left( \frac{\lambda}{3} \right)^2, \\
m_2(0) &= m_1(-1)m(1) + m_1(0)m(0) + m_1(1)m(-1) = 3 \times \left( \frac{\lambda}{3} \right)^2,
\end{align*}
\]

and, because of symmetry, \( m_2(1) = m_2(-1) \), and \( m_2(2) = m_2(-2) \). Thus, the second generation in average looks like \( m_2 = (\lambda/3)^2(1, 2, 3, 2, 1) \). Analogously, we obtain the third generation as \( m_3 = (\lambda/3)^3(1, 3, 6, 7, 6, 3, 1) \). For the sake of simplicity let’s introduce the notation \( m_n = b_n \times (\lambda/3)^n \), and note that the first values of \( b_n \) are given by

\[
\begin{array}{ccccccc}
n = 0 : & & & 1 & & & \\
n = 1 : & 1 & 1 & 1 & & & \\
n = 2 : & 1 & 2 & 3 & 2 & 1 & \\
n = 3 : & 1 & 3 & 6 & 7 & 6 & 3 & 1 \\
n = 4 : & 1 & 4 & 10 & 16 & 19 & 16 & 10 & 4 & 1 \\
\end{array}
\]

One can recognize here the Trinomial triangle, whose elements in the \( n \)-th row are coefficients in the expansion of \((1 + x + x^2)^n\). Indeed, this can be proved by induction. The \( k \)-th entry in the \( n \)-th row is denoted by \( \binom{n}{k} \) [21].

Proposition 4.1 gains in interest if we realize that we have obtained exactly the shape of the mean vector \( m_n \). Some explicit formulas for \( \binom{n}{k} \) are given in [21]. This allows us to analyze the behavior of \( EW_n(k) \), as a function of \( n \), for some values of \( k \) and different values of \( \lambda \). See Figure 6 for a comparison of the mean number of particles at 0 for \( \lambda \in \{1.1, 1.3, 1.5\} \).

Now we shall see how that the process behaves when two barriers are imposed as in the BRW with barriers of the previous sections. Suppose that the discrete-space BRW defined above cannot evolve outside the barriers \( L \) and \(-L\), for some \( L \geq 1 \), and denote it as \( W^L = (W^L_n)_{n \geq 0} \). Note that now the states-space is given by \( \{\mathbb{N} \cup \{0\}\}^{[-L, \ldots, L]} \). As in the continuous-space model, we are interested in studying the survival of the process. Thus, let

\[
S_\lambda(L) := \cap_{n \geq 0} \bigcup_{-L \leq k \leq L} \{ W_n(k) \geq 1 \}
\]

be the event of survival of the process, and note that the survival probability is nondecreasing on \( \lambda \). Therefore, we may define the critical parameter for the process as

\[
\lambda_c(L) := \sup\{ \lambda > 0 : \mathbb{P}(S_\lambda(L)) = 0 \}.
\]

(4.3)
The advantage of dealing with the discrete-space model is that we can obtain the exact localization of the critical parameter as a function of \( L \). This is the result of our next theorem. As a consequence, we can characterize the phase-diagram for this process; see Figure 7.

**Theorem 4.2.** Let \( \mathbf{W}^L \) be the discrete-space model with two barriers at \(-L\) and \(L\), respectively. Then

\[
\lambda_c(L) = 3 \left( 1 + 2 \cos \left( \frac{\pi}{L+1} \right) \right)^{-1}.
\]

Moreover, as \( L \to \infty \), \( \lambda_c(L) \to 1 \), which is the critical value for the process without barriers.

**Proof.** As in the BRW with barriers, we appeal to the theory of discrete-time multitype branching processes. We consider the process for which particles can be classified into \( 2L + 1 \) different types where \( L \geq 1 \) is fixed. More precisely, for a given \( k \in \{-L, \ldots, L\} \), we say that a particle located at \( k \) is of type \( k \). Then, it is not difficult to see that the process \( \mathbf{W}^L \) is the discrete-time multitype branching process with expected values given by

\[
M(i, j) = E(W_{n+1}(j) | W_n(i) = 1) = 3 \frac{1}{3} 1(|i-j| \leq 1).
\]
Hence, the mean matrix, of dimension $2L + 1 \times 2L + 1$, is given by

$$M = \frac{\lambda}{3} \times \begin{bmatrix} 1 & 1 & 0 & \ldots & 0 & 0 & 0 \\ 1 & 1 & 1 & \ldots & 0 & 0 & 0 \\ 0 & 1 & 1 & \ldots & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & \ldots & 1 & 1 & 0 \\ 0 & 0 & 0 & \ldots & 0 & 1 & 1 \\ 0 & 0 & 0 & \ldots & 0 & 0 & 1 \\ \end{bmatrix} = \frac{\lambda}{3} \times T_{2L+1,2}.$$  

Here, $T_{2L+1,2}$ is a tridiagonal matrix $2L + 1 \times 2L + 1$ where all the nonzero values are equal to 1. Note that although we are dealing again with a banded symmetric Toeplitz matrix, the spectra is known [22, 23]; namely, $\rho_k^L = 1 + 2 \cos(k \pi / (2L + 2))$, $k \in \{1, 2, \ldots, 2L + 1\}$. The Perron–Frobenius eigenvalue is $\rho_1^L = 1 + 2 \cos(2\pi / (2L + 2))$ and the corresponding eigenvector

$$v^L = \left(\sin \frac{\pi}{2L + 2}, \sin \frac{2\pi}{2L + 2}, \ldots, \sin \frac{(2L + 1)\pi}{2L + 2}\right).$$

From here, we have directly the critical value and also the limiting density. That is,

$$\lambda_c^L = \frac{3}{1 + 2 \cos \frac{\pi}{L+1}}. \quad (4.4)$$

Note that $\lambda_c^L \to 1$ as $L \to \infty$, which is the critical value for the process without barriers.

5 | DISCUSSION AND FUTURE WORK

In this work, we propose a special stochastic process as a one-dimensional model of seed dispersal through space in a limited habitat or islands. We focused on how shrinking of islands affects survival of a specie by studying the localization of the critical parameter for phase transition in the model. From an application point of view, our arguments can be adapted to expand our findings to a two-dimensional model. In future work, one could also consider a nonhomogeneous Poisson point process to accommodate greater accumulation of seeds near the mother plant. Use of different density kernels in literature was reviewed in [24]. Both types of model extensions can be addressed by a suitable adaptation of our constructions to compare the original process with multitype branching processes.

It should be noted that our model, which can be seen as a branching random walk with two barriers, is of mathematical interest per se. As with the entire class of branching random walks, possible applications are multiple. In the context of computational models of evolution, the BRW with barriers was considered in [25]. These models often include individual-based simulations in which organisms exist in a so-called morphospace. A point in that space represents the traits of an organism. The movement of the points in the space over time represent the evolutionary process in which groups of organisms may express varying traits as they evolve. For each generation, a population of offspring organisms was generated from the current (parent) population according to a reproduction scheme. After reproduction, the parent population was eliminated. Particles representing genetic traits differ from the mother particle through mutation and spacial barriers represent limits of viability. The findings of present work can also be applied to that setting.
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