Quantum walk to train a classical artificial neural network

Abstract

This work proposes a computational procedure that uses a quantum walk in a complete graph to train classical artificial neural networks. The idea is to apply the quantum walk to search the weight set values. However, it is necessary to simulate a quantum machine to execute the quantum walk. In this way, to minimize the computational cost, the methodology employed to train the neural network will adjust the synaptic weights of the output layer, not altering the weights of the hidden layer, inspired in the method of Extreme Learning Machine. The quantum walk algorithm as a search algorithm is quadratically faster than its classic analog. The quantum walk variance is $O(t)$ while the variance of its classic analog is $O(\sqrt{t})$, where $t$ is the time or iteration. In addition to computational gain, another advantage of the proposed procedure is to be possible to know a priori the number of iterations required to obtain the solutions, unlike the classical training algorithms based on gradient descent.
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1 Introduction

Quantum computing takes advantage of aspects of quantum mechanics to increase computational horizons [Yanofsky and Mannucci, 2008]. Quantum effects, such as quantum parallelism, allow a computational gain and in many cases more efficient algorithms than its classic analog [Lloyd et al., 2013]. For example, using quantum computing it is possible to search for elements in a disordered database in $O(\sqrt{N})$ [Grover, 1996]. The training of Classical Artificial Neural Networks (ANN) is performed fundamentally using the algorithm based on a descending gradient [Haykin, 2001]. It is possible to consider the problem of training a Neural Network as a search problem. The algorithm based on the descending gradient method searches for the minimum of an error function looking for an adequate configuration of the weights that allows the learning of the network [Biamonte et al., 2017].
Many efforts are currently being made in the search for efficient algorithms. In particular, there is a research field, named quantum machine learning [Wittek, 2014], where methods of machine learning and artificial intelligence are integrated on the quantum computing world in the hope to find more efficient procedures than the classical algorithms.

In particular, it is possible to find many works where a quantum artificial neural network or some quantum training procedure are proposed. For example, the work of [Zheng et al., 2018] designed a method to train a perceptron using the Grover’s search algorithm on a quantum computer [Grover, 1996]. In [Ganjefar and Tofighi, 2017], a quantum neural network is proposed. This quantum neural network operates similarly to a classical neural network. [Patel and Tiwari, 2016] created quantum binary neural network algorithm constructively. Efforts have also been employed in the development of procedures that use quantum algorithms in the training process of classical neural networks [Schuld et al., 2015].

Some works propose the use of quantum walking algorithm as search procedures [Wong, 2015a, Shenvi et al., 2003, Wong, 2015b]. In this sense, we developed a computational procedure for the training process of classical artificial neural networks. Here, we are using the quantum walk algorithm in a complete graph, as proposed by [Wong, 2015b], as a search method for the synaptic weights to train the neural network.

This paper is organized as follows. In Section 2 we introduce some concepts about quantum computation. In Section 3, we present the quantum walk. In Section 4, we present the quantum walk in complete graph used in this work for the development of the ANN training procedure. In Section 5, we show the computational procedure proposed in this work. In Section 6, we show the experiments performed. In Section 7, discusses the results obtained. Finally in Section 8 is the conclusion.

2 Quantum Computing

Quantum computing is a computational paradigm, where there is a natural overlapping between computer science, mathematics, and physics branches. It takes advantage of some aspects of quantum mechanics to increase computational horizons [Yanofsky and Mannucci, 2008]. The basic unit of quantum information processing is called a quantum bit or qubit and describes a two-dimensional quantum system [McMahon, 2007]. The possible states that a qubit can assume are represented by the state vectors presented in the Equation 1.

\[
|0\rangle = \begin{bmatrix} 1 \\ 0 \end{bmatrix} \quad \text{and} \quad |1\rangle = \begin{bmatrix} 0 \\ 1 \end{bmatrix}
\] (1)

The qubit may be in one of two states |0⟩ or |1⟩, but may also exist in a superposition state characterized as a linear combination of these states |0⟩ and |1⟩. Considering |0⟩ and |1⟩ the orthonormal basis of a state space, an arbitrary state vector |ψ⟩ can be defined as shown in Equation 2.

\[
|\psi⟩ = \alpha |0⟩ + \beta |1⟩
\] (2)

where \( \alpha \) and \( \beta \in \mathbb{C} \) are the probability amplitudes associated with states |0⟩ and |1⟩ respectively.

Although a qubit may be in a superposition state, whenever a measurement is performed, the state of the quantum system |ψ⟩ will assume state |0⟩ with probability \(|\alpha|^2\), or state |1⟩ with probability \(|\beta|^2\). Since the squared module of these coefficients is related to the probability of obtaining a given result at the time of measurement, the following condition presented by Equation 3 must be respected.

\[
|\alpha|^2 + |\beta|^2 = 1.
\] (3)

In this way, the state of a quantum system is a vector |ψ⟩ in a Hilbert space. The state |ψ⟩ contains all the information we can get about the quantum system [McMahon, 2007]. The evolution of this quantum system is described by a unitary transformation that depends on the application of an operator \( U \) [Nielsen and Chuang, 2002]. To be unitary, a quantum operator \( U \) must satisfy the condition shown in Equation 4.

\[
UU^\dagger = U^\dagger U = I
\] (4)

where \( U^\dagger \) is your adjoint. This condition is necessary for the vector norm to be maintained, for this we must calculate \( \|u\| = \sqrt{\langle u | u \rangle} \), where \( \langle u | u \rangle \) is the inner product.
The manipulation of quantum information is performed by operators, which are represented by unit matrices and act on the qubits, causing the temporal evolution of a quantum system \([\text{Yanofsky and Mannucci}, 2008]\). Among the various quantum operators used to perform operations on qubits, there is the Hadamard port \([\text{de Andrade Barbosa}, 2005]\) represented by Equation (5).

\[
H = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}
\]

(5)

The Hadamard operator is one of the most important in quantum computing. Its application to a vector of the computational basis generates a state in superposition. This superposition phenomenon occurs when a quantum system state is into two or more of different pure states at the same time.

3 Quantum Walk

The quantum properties allow generalizing the concept of classical random walk \([\text{Marquezino}, 2010]\). Even retaining the idea of describing movements conditioned to random variables, the quantum walk generates a faster spreading when compared to classical one \([\text{Ambainis et al.}, 2001]\). In terms of computational complexity, the spreading of the quantum walk increases linearly with time \(t\), that is, its variance is \(O(t)\), unlike its classic analog whose variance is \(O(\sqrt{t})\).

In the one-dimensional case, the classical random walk can be understood as a particle which, depending on the outcome of a coin toss, will take a step to the left or to the right. But in the quantum approach, because of the superposition phenomenon, the particle can simultaneously take a step to the left and a step to the right.

According to \([\text{Portugal}, 2013]\), in a generic way the quantum walk evolves under a space of Hilbert \(\mathcal{H}_M \otimes \mathcal{H}_P\), in which \(\mathcal{H}_M\) is the space of the coin that controls the movement of the walker and \(\mathcal{H}_P\) defines the search space. For the one-dimensional case in discrete time, the coin space \(\mathcal{H}_M\) is generated by the base \(\{|0\rangle, |1\rangle\}\). The search space \(\mathcal{H}_P\) is generated by the base \(\{|n\rangle : n \in \mathbb{Z}\}\), which represents all the integers of the one-dimensional space.

The procedure evolves with successive applications of operator \(U = S(H \otimes I)\), where \(I\) is the identity, \(\otimes\) is the tensor product and the shift operator \(S\) is defined in Equation (6).

\[
S |0\rangle |n\rangle = |0\rangle |n + 1\rangle, S |1\rangle |n\rangle = |1\rangle |n - 1\rangle
\]

(6)

Therefore, for a given time \(t\), the quantum walk state is given by \(|\psi(t)\rangle = U^t |\psi(0)\rangle\). In Figure 1 is shown the probability distribution at the end of one hundred applications of the operator \(U = (t = 100)\), where the initial quantum state \(|\psi(0)\rangle\) is described in Equation (7). Unlike the classical case in which the distribution is a Gaussian centered on the origin, this quantum walk has a greater spread covering the interval \([-t/\sqrt{2}, t/\sqrt{2}]\).

\[
|\psi(0)\rangle = \frac{|0\rangle - i|1\rangle}{\sqrt{2}} |n = 0\rangle
\]

(7)

In addition to the one-dimensional case, it is also possible to carry out the walk in a space of two dimensions. In this case, the computational basis for the coin space \(\mathcal{H}_M\) is \(\{|i_x, i_y\rangle : i_x, i_y \in \{0, 1\}^2\}\), whereas the search space \(\mathcal{H}_P\) is now generated by \(\{|x, y\rangle : x, y \in \mathbb{Z}\}\). The shift operator \(S\) also needs to be changed to contemplate the new possibilities of movement of the walker, according to Equation (8).

\[
S |i_x, i_y\rangle |x, y\rangle = |i_x, i_y\rangle |x + (-1)^{i_y}y + (-1)^{i_x}y\rangle
\]

(8)

For this two-dimensional case, the probability distribution after one hundred iterations is shown in Figure 2.

4 Lackadaisical Quantum Walk on Complete Graph

Beyond the one-dimensional and two-dimensional quantum walks described in Section 3, variations of the technique can also be applied in other search spaces, such as the complete graph presented in work developed by \([\text{Wong}, 2015]\). In our graph representation, the vertices represent search space positions that will be converted into weights for the classical neural network. Because the graph is fully connected, the walker can move to any other location in a single step.
Figure 1: Probability distribution of the one-dimensional quantum walk after 100 steps.

Figure 2: Probability distribution of the two-dimensional quantum walk after 100 steps.

Figure 3: Complete graph with $N = 6$ vertices. The single vertex marked as $a$ is indicated by the double circle and the red fill. Wong, 2015. Grover search with lackadaisical quantum walks.
As can be seen in Figure 3, the vertices are categorized into two distinct types. Those marked as \( a \) solve the search problem, while those labeled as \( b \) do not solve. For each of these categories of vertices there are two possible movements: move to another vertex of the same group, thus defining the quantum states \(|aa\rangle\) and \(|bb\rangle\), or move to a vertex of another category, represented by states \(|ab\rangle\) and \(|ba\rangle\). With the use of self-loops \( l \) it is also possible to remain at the same vertex, so is also considered as a movement between vertices of the same category.

These quantum states are all formed by equal superpositions, as defined in Equation (9), where the vertices are represented by the states in the outer summation, while their corresponding edges are represented by the states in the inner summation of each relation. All this set of relations is valid only for the case of \( l = 1 \) self-loop at each vertex, \( N \) is the total number of vertices of the graph and \( k \) is the number of solutions.

\[
|aa\rangle = \frac{1}{\sqrt{k}} \sum_a \left( |a\rangle \otimes \frac{1}{\sqrt{k}} \sum_{a'} |a \rightarrow a'\rangle \right)
\]

\[
|ab\rangle = \frac{1}{\sqrt{k}} \sum_a \left( |a\rangle \otimes \frac{1}{\sqrt{N-k}} \sum_b |a \rightarrow b\rangle \right)
\]

\[
|ba\rangle = \frac{1}{\sqrt{N-k}} \sum_b \left( |b\rangle \otimes \frac{1}{\sqrt{k}} \sum_a |b \rightarrow a\rangle \right)
\]

\[
|bb\rangle = \frac{1}{\sqrt{N-k}} \sum_b \left( |b\rangle \otimes \frac{1}{\sqrt{N-k}} \sum_{b'} |b \rightarrow b'\rangle \right)
\]

This more abstract representation is configured as a base change, causing the quantum walk to occur only in the space \( \mathbb{C}^4 \) and no longer in the complete initial graph. In Equation (10) the initial state of the system is defined, which also evolves from successive applications of a unitary operator.

\[
|\psi_0\rangle = \frac{1}{N} (k|aa\rangle + \sqrt{k(N-k)}|ab\rangle + \sqrt{k(N-k)}|ba\rangle + (N-k)|bb\rangle)
\]

The maximum value of the probability of success is reached after the number of steps \( t \) defined in Equation (11). It is worth mentioning that success is defined as the measurement of state \(|aa\rangle\) or state \(|ab\rangle\), since both represent the set of vertices marked as a solution.

\[
t = \frac{\pi}{\sqrt{2(2k+l-1)}} \sqrt{N}
\]

5 Procedure for the training of neural network with lackadaisical quantum walk

The quantum walks are the basis for the method proposed in this work due to its capabilities as search algorithms. With the quantum walks, it is possible to perform an efficient search for the synaptic weights that train an Artificial Neural Network.

However, it can be seen in Figure 1 that the amplitude amplification follows the spreading of the probability density function (PDF) over time. Thus, it is necessary to know the position of the desired state previously to calculate the number of steps for the quantum walk. With this number of steps, the natural quantum walk spreading will amplify the amplitude of that state, defining the exact moment of measuring the system. As this information is not known \( a \) priori, it is necessary to apply an approach capable of identifying along the process what are the desired states, and hence amplifying their respective amplitudes of probability.

Besides, the elaborated approach must allow a direct generalization of the search process, so that it can also be applied in situations with a higher amount of synaptic weights to be searched. Given all these needs, the quantum walk in a complete graph seemed adequate.

The vertices that solve the search problem are indistinguishable at the end of the process since they are all marked equally as \( a \) in the graph. However, to generate the synaptic weights, it is necessary to obtain the specific location that the measured vertex represents. Because of this, the original procedure of the lackadaisical quantum walk was changed,
where the labels $|\vec{r}_i\rangle$ were included in the definition of the base states. These labels indicate the specific position that each vertex represents in the n-dimensional mesh. The new description of the base states is presented in Equation 12.

$$
|aa\rangle = \frac{1}{\sqrt{k}} \sum_a \left( |\vec{r}_a\rangle |a\rangle \otimes \frac{1}{\sqrt{k}} \sum_{a'} |a \rightarrow a'\rangle \right)
$$

$$
|ab\rangle = \frac{1}{\sqrt{N-k}} \sum_b \left( |\vec{r}_b\rangle |b\rangle \otimes \frac{1}{\sqrt{k}} \sum_{a} |b \rightarrow a\rangle \right)
$$

$$
|ba\rangle = \frac{1}{\sqrt{N-k}} \sum_b \left( |\vec{r}_b\rangle |b\rangle \otimes \frac{1}{\sqrt{N-k}} \sum_{b'} |b \rightarrow b'\rangle \right)
$$

$$
|bb\rangle = \frac{1}{\sqrt{N-k}} \sum_b \left( |\vec{r}_b\rangle |b\rangle \otimes \frac{1}{\sqrt{N-k}} \sum_{b'} |b \rightarrow b'\rangle \right)
$$

(12)

Once this modification was made, it was possible to conceive the procedure of this work. The proposal is presented in the Algorithm 1. This algorithm covers the steps from the initial information collection and the preparation of the initial state, followed by the application of the quantum walk. After that, the state measurement at the end of the process is done, and the ANN's weights are adjusted.

Algorithm 1: Training Algorithm.

1 begin
2 
3 Quantum count execution
4 Carry out base change
5 Preparation of initial state
6 for $j \leftarrow 1$ to $\frac{N}{2(2k+l-1)} \sqrt{N}$ do
7 $|\psi_j\rangle \leftarrow U |\psi_{j-1}\rangle$
8 end
9 Make a measurement in the states of the computational base \{ $|aa\rangle, |ab\rangle, |ba\rangle, |bb\rangle$ \}
10 Carry out base change
11 Make a measurement in the states of the new computational base
12 Initialize the weights of the Artificial Neural Network
13 end

In practice, the available computational resources define limitations on the size of the search space to be explored. Because of this, quantum counting [Nielsen and Chuang 2002] is performed on parts of the weight representation space, called windows, until one is found that contains at least one solution to the problem. This information of the exact number of solutions is required for the establishment of the new computational basis, as well as for the initial state and for the number of steps necessary to reach the maximum probability of success.

Then, the change to the new computational basis is made. In this step, an oracle must be used to determine which states are or are not a solution to the search problem. For the procedure proposed in this work, it is assumed that this oracle already exists, so just use it. With this new defined base, it is possible to prepare the initial state and perform the successive applications of the unit operator, according to the loop of lines 5 through 7. The speed-up claimed in this paper considers only the application of the quantum walk, so the complexity of Algorithm 1 as a whole was not evaluated.

At the end of the quantum walk, according to line 8, a measurement is made in the states of the computational base \{ $|aa\rangle, |ab\rangle, |ba\rangle, |bb\rangle$ \}. With a high probability, one of the states containing the solution will be obtained, which can be the state $|aa\rangle$ or the state $|ab\rangle$. To return to the representation in the complete graph is necessary to perform the inverse of the base change made before the start of the walk, according to line 9.

As already mentioned, the goal is to obtain the label $|\vec{r}_i\rangle$ from one of the vertices that solve the problem. Following line 10, a new measurement must be performed, since the state obtained before the base change, $|aa\rangle$ or $|ab\rangle$, is a
superposition of the vertices that are a solution. Finally, the weights of the neural network are adjusted with the result found in this last measurement, according to line 11.

6 Experiment

An experiment was performed to verify the ability of the proposed procedure to train an artificial neural network, where the XOR classification problem was employed to it. In the following subsections, the main aspects that characterize the experiment are presented.

6.1 Exclusive-OR Function

The Exclusive-OR (XOR) function is a simple relation that maps two input bits to a single output bit, in such a way that, the output is 0 when the input bits are equal while the output is 1 when the input bits are different. As a classification problem, it is verified that no hyperplane can completely separate its classes, making the XOR function considered as a non-linearly separable problem (NLSP). Nevertheless, if a procedure is able to solve this simple problem, it means that the same procedure is also capable of solving more complex NLSP problems, which is the main reason why the XOR function was the target of this work.

6.2 Neural Network Architecture

The XOR problem can be solved using a Multilayer Perceptron (MLP) artificial neural network with two inputs, two neurons in the hidden layer and a single neuron in the output layer generating a single output. The logistic sigmoid was employed as the activation function [Haykin, 2001] for all neurons. In total, the neural network has nine synaptic weights, six of them in the hidden layer and three in the output layer, already considering the bias of each neuron.

To train this neural network it is necessary to apply a procedure capable of finding nine values of synaptic weights. However, as this work investigated an abstracted two-dimensional quantum walk for a complete graph, at this stage it is not possible to find all the required weights.

Thus, it was applied a procedure inspired on extreme learning machine (ELM) [Tang et al., 2016]. The seven weights between the initial and hidden layers were chosen randomly, remaining exactly two weights to be searched by the procedure proposed. It is worth note that this approach does not compromise the generality of the proposed methodology, where here the proof of conceit to apply a quantum walk to train an ANN was given. The quantum walk can be generated in any dimensionality, but the computational cost to execute a high dimensional quantum walk simulation grows exponentially with the number of dimensions.

6.3 Weight Generation

In this work, the search is performed in quantum states that represent points in the space of integers. Therefore, the result obtained at the end of the process is formed by two integer values, one for each dimension of the space abstracted in the graph. But, the search space for the synaptic weights consists of the real numbers.

To perform this conversion of integers to real numbers, a real value $\Delta p$ was multiplied by each of the values obtained by the quantum walk. Then, assuming that the integers $x$ and $y$ were obtained after the measurement, the values of weights that would be defined for the neural network weights are $\Delta p \times x$ and $\Delta p \times y$, respectively.

In this way, the search is performed only between multiple values of that $\Delta p$. However, the value set for $\Delta p$ defines the refinement level of the search, behaving like the learning rate $\eta$ of the backpropagation algorithm.

6.4 Measurement

The two measurement steps present in Algorithm [I] were simulated using the roulette wheel selection [Ferreira et al., 2008]. This method is widely used in Genetic Algorithms, in which individuals of the population are chosen for the crossing phase based on their respective fitness values.

With a similar idea, the individuals in this work are the quantum states, while the fitness values are the probabilities of the system collapsing for each of the states. Experiments were performed to confirm the ability of this method to select quantum states according to their probabilities properly.
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Table 1: Number of solutions by window and $\Delta p$ values.

| $\Delta p$ | 512x512 | 1024x1024 | 2048x2048 |
|-----------|---------|-----------|-----------|
| 0.05      | 52      | 52        | 52        |
| 0.005     | 5202    | 5202      | 5202      |
| 0.0005    | 19591   | 118649    | 485095    |

Table 2: Training by initialization of synaptic weights from solutions.

| Experiment | Weight1 | Weight2 | Epoch |
|------------|---------|---------|-------|
| 1          | -2.15   | 1.6     | 1     |
| 2          | -1.75   | 1.55    | 1     |
| 3          | -1.6    | 1.45    | 1     |
| 4          | -1.85   | 1.55    | 1     |
| 5          | -2.0    | 1.55    | 1     |
| 6          | -2.0    | 1.6     | 1     |
| 7          | -1.85   | 1.5     | 1     |
| 8          | -1.95   | 1.55    | 1     |
| 9          | -1.8    | 1.5     | 1     |
| 10         | -1.8    | 1.5     | 1     |

7 Discussions

The computational procedure proposed in this work and presented in Section 5 has the purpose of searching for two synaptic weights that initialize the neural network together with the remaining set of seven fixed weights. In the Table 1 is presented the quantitative solutions found by the procedure. For each $\Delta p$ value and window size, a different amount of solutions is obtained. When this value of $\Delta p$ decreases the search becomes more refined, increasing the chance of finding values that generate valid weights.

To verify if the weights found by the procedure really train the neural network, these values were initialized in the network along with the other seven already predefined weights. Table 2 shows the training result after the network was initialized. The table contains ten sets of two weights found by the oracle. The amount of times required for the backpropagation algorithm to converge after initialization is only one, that is, the network is initialized with the solution.

Tables 3, 4 and 5 show the results of the measurements performed on the system after the walk. Once the first measurement is made, as seen previously, we obtain the state whose set of positions are solutions. So, when performing the second measurement, whatever the result it will be a solution.

Table 3 corresponds to the results of measurements for walking in windows of dimensions 512x512. When $\Delta p = 0.05$ we have 52 solutions, and with $\Delta p = 0.005$ we have 5202 solutions and with $\Delta p = 0.0005$ we have 19591 solutions.

In Figure 4 it is possible to see the probability distribution of the quantum walk in complete graph referring to the fourth column of Table 3 where we have 19591 solutions, and in 96.60% of the measurements is successful. The result of the measures follows the distribution of quantum walk probabilities in a complete graph.

Table 4 corresponds to the results of measurements for walking in windows of dimensions 1024x1024. When $\Delta p = 0.05$ we have 52 solutions, and with $\Delta p = 0.005$ we have 5202 solutions, and with $\Delta p = 0.0005$ we have 118649 solutions.

Table 5 corresponds to the results of measurements for walking in windows of dimensions 2048x2048. When $\Delta p = 0.05$ we have 52 solutions, and with $\Delta p = 0.005$ we have 5202 solutions, and with $\Delta p = 0.0005$ we have 485095 solutions.

In all cases the probability of obtaining a solution is above 99%.

Another observation that must be made takes into consideration the time that procedure needs to find the solutions. In the backpropagation algorithm or same descendent gradient algorithm, the network convergence depends on several factors.
Table 4: Results of measurements for window 1024x1024

| States | 52   | 5202 | 118649 |
|-------|------|------|--------|
| |aa⟩   | 100% | 98.95% | 71.46% |
| |ab⟩   | 0.00% | 0.85% | 26.36% |
| |ba⟩   | 0.00% | 0.20% | 1.52% |
| |bb⟩   | 0.00% | 0.00% | 0.66% |

Table 5: Results of measurements for window 2048x2048.

| States | 52   | 5202 | 485095 |
|-------|------|------|--------|
| |aa⟩   | 99.99% | 99.63% | 73.28% |
| |ab⟩   | 0.01% | 0.35% | 24.21% |
| |ba⟩   | 0.00% | 0.02% | 1.83% |
| |bb⟩   | 0.00% | 0.00% | 0.68% |

factors, such as random initialization of weights, activation functions or surface complexity, etc. Then, a priori it is not possible to determine the number of times the training process (or iterations) before the network can converge to a solution [Biamonte et al., 2017]. In the case of the procedure proposed, the Equation 11 determines the number of iterations necessary for a set of solutions to be obtained.

8 Conclusion

When comparing the training of artificial neural networks using the backpropagation algorithm with the procedure developed in this research, a significant difference must be observed. The ANN training using the backpropagation algorithm searches for a minimum of an error function. In this procedure, the ANN can stagnant in a local minimum. Conversely, the process developed here is capable of finding solutions in a previously known number of iterations.

Since the Oracle knows which positions of the walker can generate weights capable of training the neural network, the simple execution of the quantum walk search will find the positions in the walker space that are a solution for ANN training.

As we have seen before in this work, we have studied the training of an artificial neural network of the multilayer perceptron type with two layers, three neurons, and nine weights. For reasons of limitation of processing and memory, it was necessary to apply to this procedure the same approach as initializing the training of an extreme learning machine.

Figure 4: Distribution of probability of a walk in complete graph with 19591 solutions.
Therefore, the application of this procedure to find all weights for this and other functions may be proposed for future work.
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