ON THE GENERALIZED PRINCIPAL EIGENVALUE OF QUASILINEAR OPERATORS
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Abstract. The notions of generalized principal eigenvalue for linear second order elliptic operators in general domains introduced by Berestycki et al. [2, 3, 4] have become a very useful and important tool in analysis of partial differential equations. In this paper, we extend these notions for quasilinear operator of the form

\[ K_V[u] := -\Delta_p u + V u^{p-1}, \quad u \geq 0. \]

This operator is a natural generalization of self-adjoint linear operators. If \( \Omega \) is a smooth bounded domain, we already proved in [25] that the generalized principal eigenvalue coincides with the (classical) first eigenvalue of \( K_V \). Here we investigate the relation between three types of the generalized principal eigenvalue for quasilinear operator on general smooth domain (possibly unbounded), which plays an important role in the investigation of their asymptotic properties. These results form the basis for the study of the simplicity of the generalized principal eigenvalues, the maximum principle and the spectrum of \( K_V \). We further discuss applications of the notions by providing some examples.
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1. Introduction and Main Results

The principal eigenvalue is a basic notion associated with elliptic operators and plays a crucial role in the analysis of partial differential equation, especially in the study of semilinear elliptic problems. The principal eigenvalue for quasilinear operators is also the subject of intensive research since not only it is a natural extension of that of linear operators but also it allows to bring into light new phenomena which stem from the interesting structure of quasilinear operators. In this paper, we investigate the generalized principal eigenvalue of the operator

\[ K_V[u] := -\Delta_p u + V u^{p-1}, \quad u \geq 0, \] (1.1)

in \( \Omega \subset \mathbb{R}^N \) (possibly unbounded), where \( \Delta_p u = \text{div}(|\nabla u|^{p-2} \nabla u) \) with \( p > 1 \) and \( V \in L_{\text{loc}}^\infty(\Omega) \), \( \inf_\Omega V > -\infty \).

If \( \Omega \) is a \( C^{1,\nu} \) (\( 0 < \nu < 1 \)) bounded domain and \( V \in L^\infty(\Omega) \), it is well-known that the variational problem

\[ \lambda_\Omega^V := \inf_{\phi \in W_0^{1,p}(\Omega) \setminus \{0\}} \frac{\int_\Omega (|\nabla \phi|^p + V |\phi|^p) dx}{\int_\Omega |\phi|^p dx} \] (1.2)

admits a unique (up to multiplicative constants) positive minimizer \( \varphi \) (see, e.g., [11, 16, Lemma 3]). Moreover, \( \varphi \in C^{1,\theta} \) (\( 0 < \theta < 1 \)) and it is a positive solution of the quasilinear eigenvalue
problem
\[
\begin{cases}
  \mathcal{K}_V[\varphi] = \lambda_V^\Omega \varphi^{p-1} & \text{in } \Omega \\
  \varphi = 0 & \text{on } \partial \Omega.
\end{cases}
\] (1.3)

Here $\lambda_V^\Omega$ and $\varphi$ are called respectively the principal eigenvalue and eigenfunction of $\mathcal{K}_V$ in $\Omega$. Note that since $C_c^1(\Omega)$ is dense in $W_{0}^{1,p}(\Omega)$ with respect to $W_0^{1,p}$ norm, the infimum in (1.1) can be taken over $C_c^1(\Omega)$.

Problem (1.3) has received much attention in the literature because it has various applications, most of which arise from problems in fluid dynamics, where the $p$-Laplacian operator with $p \neq 2$ is employed to study non-Newtonian fluids ($p > 2$ for dilatant fluids and $p < 2$ for pseudoplastic fluids). This kind of problem has also been used to develop noise reduction and edge detection techniques in image processing (see [6]), where the degenerate diffusion term enables to smoothen the image without destroying the edges.

When $\Omega$ is a general (possibly unbounded) domain, we introduced a notion of generalized principal eigenvalue of $\mathcal{K}_V$ in $\Omega$ [25]

\textbf{Definition 1.1.} (i) The quantity
\[
\lambda(\mathcal{K}_V, \Omega) := \sup\{ \lambda \in \mathbb{R} | \exists \psi \in W_{0}^{1,p}(\Omega), \psi > 0, \mathcal{K}_V[\psi] \geq \lambda \psi^{p-1} \text{ in the weak sense in } \Omega \} \tag{1.4}
\]
is called a generalized principal eigenvalue of $\mathcal{K}_V$ in $\Omega$. Here, the inequality holds in the weak sense in $\Omega$ means
\[
\int_{\Omega} |\nabla \psi|^{p-2} \nabla \psi \cdot \nabla \phi dx + \int_{\Omega} V \psi^{p-1} \phi dx \geq \lambda \int_{\Omega} \psi^{p-1} \phi dx \quad \forall \phi \in C_c^\infty(\Omega). \tag{1.5}
\]
The functions $\psi$ in (1.4) are called admissible test functions for $\lambda(\mathcal{K}_V, \Omega)$.

(ii) We say that $\lambda \in \mathbb{R}$ is an eigenvalue of $\mathcal{K}_V$ in $\Omega$ if there exists a positive weak solution $u \in W_{0}^{1,p}(\Omega)$ of
\[
\mathcal{K}_V[u] = \lambda u^{p-1} \quad \text{in } \Omega. \tag{1.6}
\]
Such a solution $u$ is called an eigenfunction of $\mathcal{K}_V$ associated with $\lambda$. Denote by $\mathcal{E}(\Omega)$ the set of all eigenvalues of $\mathcal{K}_V$ in $\Omega$.

An important feature of the notion of generalized principal eigenvalue is that if $\Omega$ is a smooth bounded domain, $\lambda(\mathcal{K}_V, \Omega)$ coincides with the principal eigenvalue $\lambda_V^\Omega$, while if $\Omega$ is unbounded $\lambda(\mathcal{K}_V, \Omega)$ is well defined and can be expressed by a variational formula.

This type of eigenvalue is of purely mathematical interest since it is an effective tool in the study of many problems.

Indeed, the role of $\lambda(\mathcal{K}_V, \Omega)$ is clearly described in the analysis of equation
\[
\mathcal{K}_V[u] + b g(u) = 0 \quad \text{in } \Omega \tag{1.7}
\]
where $0 \leq b \in L^\infty(\Omega)$ and $t \mapsto g(t)/t^{p-1}$ is increasing. We refer the reader to [7, 13] for the case when $\Omega$ is bounded and to [25] for the case $\Omega = \mathbb{R}^N$. In particular, in [25], under the assumption on the asymptotic behavior of $V$ near infinity
\[
\liminf_{|x| \to \infty} |x|^q V(x) > 0 \quad \text{for some } q \in [0, p], \quad p > 1,
\]
we have proved that:

\textbf{Theorem 1.2.} (See [25, Theorem 1.3 and Theorem 1.44])

I. \textbf{Existence and Uniqueness.} If $\lambda(\mathcal{K}_V, \Omega) < 0$ then there exists a unique decaying solution of (1.7). Moreover,

(i) If $q \in [0, p)$ then the unique solution decays exponentially

(ii) If $q = p$ then the solution decays polynomially.

II. \textbf{Nonexistence.} If $\lambda(\mathcal{K}_V, \Omega) \geq 0$ then there exists no decaying solution of (1.7).
We emphasize that when $p \geq 2$, the existence, uniqueness and nonexistence results hold in a much larger class of functions, including bounded functions. For more details, we refer the reader to [25].

It is noteworthy that the notion of generalized principal eigenvalue in Definition 1.1 is closely related to the best constant in the Hardy-type inequality which was introduced by Pinchover et al. to establish optimal Hardy-type inequalities (see [8, 9]). This notion is also used to study the structure of positive solution homogeneous equation $K_V[u] = 0$ in unbounded domains (see, e.g., [15, 22, 27]). Moreover, it is directly related to the characterization of the Liouville type result and the maximum principle [25, 1, 16, 2, 32, 4]. Therefore, the investigation of the principal eigenvalue is a crucial ingredient to deal with many fundamental questions in the theory of partial differential equations.

The aim of the present paper is to bring the eigentheory for quasilinear operators closer to the level of the well-studied linear case (see [2, 3, 4]) by establishing qualitative properties, the simplicity, the spectrum of $K_V$ and the maximum principle. To this end, in the spirit of the papers [2, 3, 4], we introduce other notions of the generalized principal eigenvalue as follows.

**Definition 1.3.** Let $\Omega$ be a (possibly unbounded) domain in $\mathbb{R}^N$. Define

$$
\lambda'(K_V, \Omega) := \inf \{ \lambda \in \mathbb{R} | \exists \psi \in W_0^{1,p}(\Omega), \psi > 0, K_V[\psi] \leq \lambda \psi^{p-1} \text{ in the weak sense in } \Omega \},
$$

$$
\lambda''(K_V, \Omega) := \sup \{ \lambda \in \mathbb{R} | \exists \psi \in C^{1}_{\text{loc}}(\Omega), \inf_{\Omega} \psi > 0, K_V[\psi] \geq \lambda \psi^{p-1} \text{ in the weak sense in } \Omega \},
$$

where the inequalities are understood in the weak sense in $\Omega$ as in [14, 30]. The functions $\psi$ in [1, 3] are called admissible test functions.

Note that since $\inf_{\Omega} V > -\infty$, it follows that $\lambda(K_V, \Omega) > -\infty$ and $\lambda''(K_V, \Omega) > -\infty$. It may occur that the set of admissible test functions in the definition of $\lambda'(K_V, \Omega)$ is empty. In such a case, we set $\lambda'(K_V, \Omega) = +\infty$.

The main difference between our notions of the generalized principal eigenvalues and those introduced by Berestycki et al. [2, 3, 4] is that in Definitions 1.1 and 1.3 admissible test functions $\psi$ are only required to be in $W^{1,p}$ or in $C^{1}_{\text{loc}}$ and all the inequalities are only required to hold in the weak sense in $\Omega$ while admissible test functions in the definitions of the generalized principal eigenvalue in [2, 3, 4] belong to $W^{2,N}_{\text{loc}}$ and the inequalities are understood almost everywhere in $\Omega$. Moreover, our definition of $\lambda'(K_V, \Omega)$ differs from the one defined by Berestycki and Rossi for second order linear operators in [4] in the sense that we impose admissible test functions $\psi$ to be in $W^{1,p}_{\text{loc}}(\Omega)$ instead of requiring them to be in $W^{2,N}_{\text{loc}}(\Omega)$ and to satisfy $\lim_{x \to \zeta} \psi(x) = 0$ for every $\zeta \in \partial \Omega$. Despite these differences, our notions fit well into the framework of quasilinear operators and allow to obtain the properties of the generalized principal eigenvalue. We emphasize that, many new ideas have been developed in this paper to overcome the fundamental difficulties stemming from the nonlinearity of p-Laplacian since most of the techniques used in [2, 3, 4] fail to apply in this framework, especially to obtain the relation of the notions of the generalized principal eigenvalue, the simplicity and the maximum principle.

Observe, by Definitions 1.1 and 1.3, that $\lambda''(K_V, \Omega) \leq \lambda(K_V, \Omega)$. Our first result reveals a more profound relation between three notions of generalized principal eigenvalues.

**Theorem 1.4.** Let $\Omega \subset \mathbb{R}^N$. Assume $0 \neq V \in L^\infty(\Omega)$.

(i) If $\Omega$ is a smooth bounded domain then

$$
\lambda(K_V, \Omega) = \lambda'(K_V, \Omega) = \lambda''(K_V, \Omega).
$$

(ii) If $\Omega = \mathbb{R}^N$ then

$$
\lambda(K_V, \Omega) = \lambda'(K_V, \Omega) \geq \lambda''(K_V, \Omega).
$$

(iii) If $\Omega = \mathbb{R}^N$ and $V$ is radially symmetric then

$$
\lambda(K_V, \Omega) = \lambda'(K_V, \Omega) = \lambda''(K_V, \Omega).
$$

The following result describes the effect of the diffusion coefficient on the generalized principal eigenvalue.
Theorem 1.5. Let $\Omega$ be a (possibly unbounded) domain in $\mathbb{R}^N$ and $V \in L^\infty_{\text{loc}}(\Omega)$. For $\alpha > 0$, denote
\[
\mathcal{L}_\alpha[\phi] := -\alpha \Delta p \phi + V \phi^{p-1}, \quad \phi \geq 0.
\] (1.8)
Then the following properties hold.
(i) The mapping $\alpha \mapsto \lambda(\mathcal{L}_\alpha, \Omega)$ is concave, nondecreasing and
\[
\lim_{\alpha \to 0} \lambda(\mathcal{L}_\alpha, \Omega) = \inf_{\Omega} V.
\] (i)
(ii) If $\Omega$ is a smooth bounded domain then
\[
\lim_{\alpha \to +\infty} \lambda(\mathcal{L}_\alpha, \Omega) = \infty.
\]
(iii) If $\Omega = \mathbb{R}^N$ then
\[
\limsup_{\alpha \to +\infty} \lambda(\mathcal{L}_\alpha, \mathbb{R}^N) \leq \limsup_{|x| \to +\infty} V(x),
\]
and
\[
\liminf_{\alpha \to +\infty} \lambda(\mathcal{L}_\alpha, \mathbb{R}^N) \geq \liminf_{|x| \to +\infty} V(x).
\] (1.10)

Theorem (1.5) yields different interesting phenomena of the effect of diffusion coefficient on the generalized principal eigenvalue between bounded and unbounded domains. From (i) and (ii) and Theorem 1.2, one sees that if $\Omega$ is bounded then for any bounded potential $V$ with negative infimum, equation (1.7) admits a positive solution for $\alpha$ small and does not admit any positive solution for $\alpha$ large. The phenomenon is strikingly different when $\Omega = \mathbb{R}^N$. Assume there exists $\lim_{|x| \to +\infty} V(x) = \ell$. From (1.12) and (1.10), if $\ell < 0$, then
\[
\lim_{\alpha \to +\infty} \lambda(\mathcal{L}_\alpha, \mathbb{R}^N) = \ell < 0,
\]
and Theorem 1.2 implies that equation (1.7) admits a unique positive solution for $\alpha$ large while if $\ell > 0$ equation (1.7) admits no positive solution for $\alpha$ near $+\infty$.

Thanks to Theorems 1.4 and 1.5 we obtain a result about the effect of the potential on the generalized principal eigenvalues.

If $\{V_\alpha\}$ is a sequence of functions in $L^\infty_{\text{loc}}(\Omega)$ we denote
\[
\mathcal{K}_\alpha[\phi] := -\Delta p \phi + V_\alpha \phi^{p-1}, \quad \phi \geq 0.
\] (1.11)

Theorem 1.6. Let $\Omega$ be a (possibly unbounded) domain and $V \in L^\infty_{\text{loc}}(\Omega)$.
(i) Denote $V_\alpha(x) = V(\alpha x)$ for $\alpha > 0$. If $\Omega = \mathbb{R}^N$ and $V(0) = \inf_{\mathbb{R}^N} V$ then
\[
\lim_{\alpha \to 0} \lambda(\mathcal{K}_\alpha, \mathbb{R}^N) = \inf_{\mathbb{R}^N} V.
\] (1.12)
and if, in addition, $\sup_{\mathbb{R}^N} V = \liminf_{|x| \to +\infty} V(x)$ then
\[
\lim_{\alpha \to +\infty} \lambda(\mathcal{K}_\alpha, \mathbb{R}^N) = \sup_{\mathbb{R}^N} V.
\] (1.13)
(ii) Denote $V_\alpha(x) = \alpha V(x)$ for $\alpha > 0$. If $V$ is upper semi-continuous then
\[
\lim_{\alpha \to +\infty} \frac{\lambda(\mathcal{K}_\alpha, \Omega)}{\alpha} = \inf_{\Omega} V.
\] (1.14)
(iii) Denote $V_\alpha(x) = -\alpha V(x)$ for $\alpha > 0$. If $V$ is lower semi-continuous then
\[
\lim_{\alpha \to +\infty} \frac{\lambda(\mathcal{K}_\alpha, \Omega)}{\alpha} = \sup_{\Omega} V.
\] (1.15)

An example of a potential $V$ which inspires the study of the limits of $\{\lambda(\mathcal{K}_\alpha, \Omega)\}$ is given by
\[
V(x) = \begin{cases} 
- e^{-\frac{|x|^2}{1-|x|^2}} + \frac{1}{2} & \text{if } |x| < 1 \\
\frac{1}{2} & \text{if } |x| \geq 1.
\end{cases}
\]
For such $V$, we see that
\[
\min_{\mathbb{R}^N} V(x) = V(0) = -\frac{1}{2} \quad \text{and} \quad \max_{\mathbb{R}^N} V(x) = \lim_{|x| \to +\infty} V(x) = \frac{1}{2}.
\]
If we put $V_\alpha(x) = V(\alpha x)$ then $V_\alpha$ is continuous and increasing with respect to $\alpha$. By Theorem \ref{thm:1.6} (i), for $\alpha$ small enough, $\lambda(K_\alpha, \mathbb{R}^N) < 0$ and $\lambda(K_\alpha, \mathbb{R}^N) > 0$ for $\alpha$ large enough. Hence in view of Theorem \ref{thm:1.2} (as $q = 0$), there exists a threshold value $\alpha^*$ such that equation (1.17) admits a unique positive solution if and only if $\alpha < \alpha^*$. If we put $V_\alpha(x) = \alpha V(x)$ then by Theorem \ref{thm:1.7} (ii) and (iii), equation (1.17) admits a unique positive solution as $\alpha$ near $+\infty$ and admits no positive solution as $\alpha$ near $-\infty$.

Next we discuss the simplicity of $\lambda(K_V, \Omega)$. For this purpose, we introduce the notion of solutions of minimal growth at infinity in the spirit of [1] Definition 8.2.

**Definition 1.7.** Assume $\Omega$ is an unbounded domain and $V \in L^\infty(\Omega)$. We say that a positive weak solution $u \in W^{1,p}_{\text{loc}}(\Omega)$ of
\[
K_V[u] = 0 \quad \text{in } \Omega,
\]
is a solution of (1.16) of minimal growth at infinity if for any $\rho > 0$ and any positive function $v \in C^1_{\text{loc}}(\Omega \setminus B_\rho)$ satisfying $K_V[v] \geq 0$ in the weak sense in $\Omega \setminus B_\rho$, there exist $\rho' > \rho$ and $k > 0$ such that $u \leq kv$ in $\Omega \setminus B_{\rho'}$.

In the sequel, we treat the case $\Omega = \mathbb{R}^N$. We know that if $u$ is a positive eigenfunction of $K_V$ in $\mathbb{R}^N$ associated to $\lambda(K_V, \mathbb{R}^N)$ then $u$ is a positive weak solution of
\[
K_V[u] = \lambda(K_V, \mathbb{R}^N) u^{p-1} \quad \text{in } \mathbb{R}^N.
\]

**Theorem 1.8.** Assume $V \in L^\infty(\mathbb{R}^N)$ satisfies
\[
\limsup_{|x| \to \infty} |x|^{p-1} |V(x) - \lambda(K_V, \mathbb{R}^N)| < \infty.
\]
If there exists a positive eigenfunction $u \in W^{1,p}_{\text{loc}}(\mathbb{R}^N)$ of $K_V$ associated to $\lambda(K_V, \mathbb{R}^N)$ such that $u$ is a solution of minimal growth solution of (1.17),
\[
\nabla u(x) \neq 0 \quad \forall x \in \mathbb{R}^N, \tag{1.19}
\]
\[
\liminf_{|x| \to \infty} \frac{|x| |
abla u(x)|}{u(x)} > 0, \tag{1.20}
\]
then $\lambda(K_V, \mathbb{R}^N)$ is simple, i.e. if $v \in W^{1,p}_{\text{loc}}(\mathbb{R}^N)$ is a positive eigenfunction of $K_V$ in $\mathbb{R}^N$ associated with $\lambda(K_V, \mathbb{R}^N)$ then $v = \ell u$ in $\mathbb{R}^N$ for some $\ell > 0$.

Let us remark that the proof of Theorem 1.8 is mainly based on the strong comparison principle [14, Theorem 3.2] and the scaling technique. Assumption (1.20) is needed to make use of the strong comparison principle and is imposed in many papers, for instance in [14, Theorem 3.2], [5, Theorem 3.4] and in a series of celebrated papers by Pucci and Serrin [29, Lemma 5], [30, Theorem 10.1], [31, Theorem 4]. Assumption (1.18) means that $V$ is not allowed to be far away from $\lambda(K_V, \mathbb{R}^N)$ as $|x|$ near infinity. This assumption and (1.21) are employed in the scaling process in order to treat the case when the graph of $u$ and the graph of $\ell v$ are tangent at infinity where $\ell$ is some positive constant.

When $p \geq 2$, we obtain the simplicity of $\lambda(K_V, \mathbb{R}^N)$ without making use of the notion of solution of minimal growth at infinity. Unlike assumption (1.18), in this case, we impose the condition that $V$ is sufficiently far from $\lambda(K_V, \mathbb{R}^N)$ as $|x|$ near $\infty$. This enables us to employ Proposition 1.1 in order to deduce that any eigenfunction associated to $\lambda(K_V, \mathbb{R}^N)$ decays exponentially. Consequently, by adapting the classical method [14] [12], we obtain the simplicity.

**Theorem 1.9.** Assume $p \geq 2$ and $V \in L^\infty(\mathbb{R}^N)$. There exists $\mu > 0$ such that if
\[
\lambda(K_V, \mathbb{R}^N) < \liminf_{|x| \to \infty} V(x) - \mu \tag{1.22}
\]
then $\lambda(K_V, \mathbb{R}^N)$ is simple. Moreover, the unique (up to multiplicative constants) eigenfunction associated with $\lambda(K_V, \mathbb{R}^N)$ decays exponentially.

It is well known that if $\Omega$ is a smooth bounded domain then $\lambda(K_V, \Omega)$ is isolated (see [16]), i.e. $\mathcal{E}(\Omega) = \{\lambda(K_n, \Omega)\}$. This property no longer holds if $\Omega$ is unbounded. This is reflected in the following result.

**Theorem 1.10.** Assume $V \in L^\infty(\mathbb{R}^N)$. Then
\[
\mathcal{E}(\mathbb{R}^N) = (-\infty, \lambda(K_V, \mathbb{R}^N)].
\] (1.23)

It is noteworthy that Theorem 1.10 still holds true if $\mathbb{R}^N$ is replaced by a smooth unbounded domain. It can be obtained by using an analogue argument as in the proof of Theorem 1.10. However, we state the result for the case $\Omega = \mathbb{R}^N$ in order to simplify the proof and to streamline the exposition.

We end the section by providing a criterion in terms of $\lambda'(K_V, \mathbb{R}^N)$ to characterize the maximum principle in $\mathbb{R}^N$.

**Theorem 1.11.** (Weak maximum principle) Assume $\lambda'(K_V, \mathbb{R}^N) > 0$. If a function $u \in C^1_{loc}(\mathbb{R}^N)$ satisfies
\[
\begin{cases}
K_V[u] \leq 0 & \text{in the weak sense in } \mathbb{R}^N, \\
\sup_{\mathbb{R}^N} u < \infty, \quad \limsup_{|x| \to \infty} u(x) \leq 0, \\
|\nabla u(x)| \neq 0, & \forall x \in \mathbb{R}^N,
\end{cases}
\]
then $u \leq 0$ in $\mathbb{R}^N$.

As a consequence of Theorem 1.4 (iii) and Theorem 1.11 we obtain

**Corollary 1.12.** Assume $0 \neq V \in L^\infty(\mathbb{R}^N)$ is radially symmetric. Then the weak maximum principle holds if $\lambda(K_V, \mathbb{R}^N) > 0$.

The paper is organized as follows. In Section 2, we prove Theorem 1.4. The proof of Theorem 1.8 and Theorem 1.6 are presented in Section 3. Finally, in Section 4, we demonstrate Theorems 1.2, 1.3, 1.10 and 1.11.

**Notation.** Throughout the paper, $B_r$ denotes the ball of center 0 and radius $r > 0$. Unless otherwise stated, we assume that $p > 1$ and $V \in L^\infty(\Omega)$.

2. Equivalence of the Generalized Principal Eigenvalues

This section is devoted to the study of the relation between the notions $\lambda(K_V, \Omega)$, $\lambda'(K_V, \Omega)$ and $\lambda'(K_V, \Omega)$. Let us first recall the following result, which is proved in [23].

**Theorem 2.1.** (1) Assume $\Omega$ is a $C^{1,\nu}$ ($\nu \in (0, 1)$) bounded domain in $\mathbb{R}^N$ and $V \in L^\infty(\Omega)$. Then
\[
\lambda(K_V, \Omega) = \lambda^I_{\Omega}(\Omega).
\]

(2) Assume $\Omega$ is a general domain in $\mathbb{R}^N$ (possibly unbounded) and $\{\Omega_n\}$ is a smooth exhaustion of $\Omega$. Let $V \in L^\infty_{loc}(\Omega)$ such that $\inf_{\Omega} V > -\infty$. Then the following properties hold.

(i) $\inf_{\Omega} V \leq \lambda(K_V, \Omega_{n+1}) < \lambda(K_V, \Omega_n)$ for every $n \in \mathbb{N}$.

(ii) $\lambda(K_V, \Omega) = \lim_{n \to \infty} \lambda(K_V, \Omega_n)$ and there exists a positive weak solution $\varphi \in C^1_{loc}(\Omega)$ of
\[
K_V[\varphi] = \lambda(K_V, \Omega)\varphi^{p-1} \quad \text{in } \Omega.
\]

(iii)
\[
\lambda(K_V, \Omega) = \inf_{\varphi \in C^1_{\Omega}(\Omega) \setminus \{0\}} \frac{\int_{\Omega} (|\nabla \varphi|^p + V|\varphi|^p) dx}{\int_{\Omega} |\varphi|^p dx}. \quad (2.1)
\]

**Lemma 2.2.** Let $\Omega$ be a smooth bounded domain or $\Omega = \mathbb{R}^N$. Assume $0 \neq V \in L^\infty(\Omega)$. Then there holds
\[
\lambda(K_V, \Omega) \geq \lambda'(K_V, \Omega). \quad (2.2)
\]
Proof. In order to prove (2.22), we need to show that \( \lambda \geq \lambda'(K_V, \Omega) \) for any \( \lambda > \lambda(K_V, \Omega) \). Without loss of generality we assume that \( \lambda = 0 \). Since \( \lambda(K_V, \Omega) < 0 \), by Theorem 2.1 (2.ii), there is a smooth bounded domain \( G \Subset \Omega \) such that \( \lambda(K_V, G) < 0 \) and \( V \neq 0 \) in \( G \). Let \( \varphi^G_V \) be the first eigenfunction associated to \( \lambda(K_V, G) < 0 \), normalized by
\[
\max_G \varphi^G_V = \min \left\{ 1, -\frac{\lambda(K_V, G)}{\sup_G |V|} \right\}.
\]
In particular, the function \( \varphi^G_V \) satisfies
\[
\begin{align*}
K_V[\varphi^G_V] &= \lambda(K_V, G)(\varphi^G_V)^{p-1} \quad \text{in } G \\
\varphi^G_V &= 0 \quad \text{on } \partial G.
\end{align*}
\]
Case 1: \( \Omega \) is a smooth bounded domain.
Define \( \varphi := 1 \) and
\[
\varphi := \begin{cases}
\varphi^G_V & \text{in } G, \\
0 & \text{in } \Omega \setminus G.
\end{cases}
\]
It can be verified that \( \varphi \) and \( \varphi^G \) are respectively weak supersolution and weak subsolution of
\[
\begin{align*}
K_V[u] + V^+ u^p &= 0 \quad \text{in } \Omega \\
u &= 0 \quad \text{on } \partial \Omega,
\end{align*}
\]
where \( V^+ = \max\{V, 0\} \). By [20] Theorem 3.1, one can find a solution \( u \) of (2.5) such that \( \varphi \leq u \leq \varphi \) in \( \Omega \). Let \( x_0 \in G \) such that \( \varphi(x_0) = \max_G \varphi > 0 \). Then \( u(x_0) > \varphi(x_0) > 0 \). By Harnack inequality [33, 36], we deduce that \( \varphi > 0 \) in \( \Omega \).

Case 2: \( \Omega = \mathbb{R}^N \). In this case, we can take \( G = B_{R_0} \) for some \( R_0 > 0 \) large and \( \lambda(K_V, B_{R_0}) < 0 \). Denote by \( \varphi^G_{B_{R_0}} \) the eigenfunction associated to \( \lambda(K_V, B_{R_0}) \). Hence (2.3) and (2.4) hold with \( G \) replaced by \( B_{R_0} \).

Fix \( m > 0 \) and set
\[
a_{R_0,m}(x) := \begin{cases}
-V(x) & x \in B_{R_0} \\
-\max\{V(x), m\} & x \in B_{R_0}^c.
\end{cases}
\]
It is easy to see that
\[
\limsup_{|x| \to \infty} a_{R_0,m} < -m
\]
and that there exists \( s_0 > 1 \) independent of \( R_0 \) and \( m \) such that
\[
-a_{R_0,m} x^{p-1} + V^+ x^p \geq 0.
\]
Consider the equation
\[
-\Delta_p u - a_{R_0,m} u^{p-1} + V^+ u^p = 0 \quad \text{in } \mathbb{R}^N.
\]
By [25] Proposition 4.1, we deduce that the following function
\[
\tau(x) := s_0 \chi_{B_{R_0}}(x) + C e^{-\theta|x|} \chi_{B_{R_0}}(x), \quad x \in \mathbb{R}^N,
\]
with \( \theta = \theta(p, m) \) and \( C = C(s_0, m, p) \), is a decaying supersolution of (2.6).

For \( R > R_0 \), define
\[
\underline{u}_R := \begin{cases}
\varphi^G_{B_{R_0}} & \text{in } B_{R_0} \\
0 & \text{in } B_R \setminus B_{R_0}.
\end{cases}
\]
We can see that \( \underline{u}_R \) is a subsolution of (2.6). Indeed, in \( B_{R_0} \),
\[
-\Delta_p \underline{u}_R - a_{R_0,m} \underline{u}_R^{p-1} + V^+ \underline{u}_R^p = -\Delta_p \varphi^G_{B_{R_0}} + V(\varphi^G_{B_{R_0}})^{p-1} + V^+(\varphi^G_{B_{R_0}})^p
\]
\[
= \lambda_{B_{R_0}}(\varphi^G_{B_{R_0}})^{p-1} + V^+(\varphi^G_{B_{R_0}})^p
\]
\[
\leq (\varphi^G_{B_{R_0}})^{p-1}(\lambda_{B_{R_0}} + V^+ \varphi^G_{B_{R_0}}) 
\]
\[
\leq 0.
\]
Proof. The last inequality follows from the normalization of $\varphi_{v}^{B_{R_{0}}}$.

It is easy to see that $u_{R}$ and $\overline{u}$ are respectively sub and supersolution of

\begin{equation}
\begin{cases}
-\Delta_{p}u - a_{R_{0},m}u^{p-1} + V_{+}u^{p} = 0 & \text{in } B_{R} \\
u = 0 & \text{on } \partial B_{R}
\end{cases}
\end{equation}

(2.8)
such that $u_{R} \leq \overline{u}$ in $B_{R}$. Therefore, by sub-supersolutions theorem, we deduce the existence of a solution $u_{R}$ of (2.8) in $B_{R}$ such that $u_{R} \leq u_{R} \leq \overline{u}$ in $B_{R}$. By regularity result for quasilinear elliptic equations, up to a subsequence, $\{u_{R}\}$ converges in $C_{\text{loc}}^{1}(\mathbb{R}^{N})$, as $R \to \infty$, to a weak solution $u^{*}$ of (2.6) in $\mathbb{R}^{N}$. Moreover, $u^{*}(x_{0}) \geq \varphi_{v}^{B_{R_{0}}}(x_{0}) > 0$ and $0 \leq u^{*} \leq \overline{u}$ a.e. in $\mathbb{R}^{N}$. By Harnack inequality we infer that $u^{*} > 0$ in $\mathbb{R}^{N}$. Since $\overline{u}$ decays exponentially, so does $u^{*}$. By local regularity for quasilinear elliptic equations (see [35] and [19, Theorem 3.1]) and Harnack inequality [30], there exists constants $c_{1}, c_{2}$ depending on $s_{0}, N, p, \|V\|_{L^{\infty}(\mathbb{R}^{N})}$, $m$ such that for every $x \in \mathbb{R}^{N}$

$$\sup_{B_{r}(x)} |\nabla u^{*}| \leq c_{1} \sup_{B_{2}(x)} u^{*} \leq c_{2} \inf_{B_{2}(x)} u^{*}.$$ 

It follows that $u^{*} \in W_{0}^{1,p}(\mathbb{R}^{N})$.

Since $a_{R_{0},m} \leq -V$, we deduce that

$$K_{V}[u^{*}] = (V + a_{R_{0},m})(u^{*})^{p-1} - V^{+}(u^{*})^{p} \leq 0.$$ 

By choosing $\psi = u^{*}$ in the definition of $\lambda'(K_{V}, \Omega)$ we deduce that $\lambda'(K_{V}, \Omega) \leq 0$. This completes the proof. □

**Lemma 2.3.** Assume $\Omega$ is a general domain in $\mathbb{R}^{N}$ and $V \in L^{\infty}(\Omega)$. Then there holds

$$\lambda(K_{V}, \Omega) \leq \lambda'(K_{V}, \Omega). \quad (2.9)$$

**Proof.** Take $\lambda \in \mathbb{R}$ such that there exists an admissible test function $\psi \in W_{0}^{1,p}(\Omega)$ satisfying $\psi > 0$ in $\Omega$ and

$$K_{V}[\psi] \leq \lambda \psi^{p-1} \quad \text{in the weak sense in } \Omega.$$ 

we will prove that $\lambda(K_{V}, \Omega) \leq \lambda$.

Since $\psi \in W_{0}^{1,p}(\Omega)$ and $C_{1}^{1}(\Omega)$ is dense in $W_{0}^{1,p}(\Omega)$, there exists a sequence $\{\psi_{n}\} \subset C_{1}^{1}(\Omega)$ converging to $\psi$ in $W_{0}^{1,p}(\Omega)$. Since $\psi > 0$, we infer that $\psi_{n} > 0$ for $n$ large enough. By (2.1), we have

$$\lambda(K_{V}, \Omega) \leq \frac{\int_{\Omega}(|\nabla \psi_{n}|^{p} + V \psi_{n}^{p})dx}{\int_{\Omega} \psi_{n}^{p}dx}.$$ 

Letting $n \to \infty$ yields

$$\lambda(K_{V}, \Omega) \leq \frac{\int_{\Omega}(|\nabla \psi|^{p} + V \psi^{p})dx}{\int_{\Omega} \psi^{p}dx} = \lambda.$$ 

This completes the proof. □

**Proposition 2.4.** Let $\Omega$ be a smooth bounded domain or $\Omega = \mathbb{R}^{N}$. Assume $0 \not\equiv V \in L^{\infty}(\Omega)$. There holds

$$\lambda(K_{V}, \Omega) = \lambda'(K_{V}, \Omega) \quad (2.10)$$

**Proof.** Equality (2.10) follows directly from Lemma 2.2 and Lemma 2.3. □

**Lemma 2.5.** Let $\lambda \in \mathbb{R}$ and $V \in L^{\infty}(\mathbb{R}^{N})$. If $0 \leq u \in C_{\text{loc}}^{1}(\mathbb{R}^{N})$ satisfies $K_{V}u \leq \lambda u^{p-1}$ in the weak sense in $\mathbb{R}^{N}$ then

$$\left(\lambda(K_{V}, \mathbb{R}^{N}) - \lambda\right) \int_{\mathbb{R}^{N}} u^{p-1} \psi^{p} dx \leq C(p) \int_{\mathbb{R}^{N}} u^{p} |\nabla \psi|^{p} dx \quad \forall \psi \in C_{c}^{1}(\mathbb{R}^{N}), \psi \geq 0. \quad (2.11)$$

**Proof.** From the assumption, we have

$$\int_{\mathbb{R}^{N}} (|\nabla u|^{p-2} \nabla u \nabla \phi + V u^{p} \phi) dx \leq \lambda \int_{\mathbb{R}^{N}} u^{p-1} \phi dx \quad \forall \phi \in C_{c}^{1}(\mathbb{R}^{N}). \quad (2.12)$$
By choosing \( \phi = u \psi^p \) as a test function in (2.14), we get

\[
\int_{\mathbb{R}^N} (|\nabla u|^p \psi^p + pu \psi^{p-1} |\nabla u|^{p-2} \nabla u \nabla \psi + V u^p \psi^p) dx \leq \int_{\mathbb{R}^N} V u^p \psi^p dx.
\]

It follows that

\[
\int_{\mathbb{R}^N} (|\nabla u|^p \psi^p + V u^p \psi^p) dx \leq p \int_{\mathbb{R}^N} u \psi^{p-1} |\nabla u|^{p-1} |\nabla \psi| dx + \lambda \int_{\mathbb{R}^N} u^p \psi^p dx.
\]

By Young’s inequality, we deduce that

\[
\int_{\mathbb{R}^N} (|\nabla u|^p \psi^p + V u^p \psi^p) dx \leq C(p) \left( \int_{\mathbb{R}^N} u^p |\nabla \psi|^p dx + \lambda \int_{\mathbb{R}^N} u^p \psi^p dx \right).
\]

This, together with the following estimate

\[
|\nabla (u \psi)|^p dx \leq C(p) \left( |\nabla u|^p \psi^p + u^p |\nabla \psi|^p \right)
\]

leads to

\[
\int_{\mathbb{R}^N} (|\nabla (u \psi)|^p + V (u \psi)|^p) dx \leq C(p) \left( \int_{\mathbb{R}^N} u^p |\nabla \psi|^p dx + \lambda \int_{\mathbb{R}^N} (u \psi)^p dx \right).
\]

This, joint with Theorem 2.1 implies (2.11). \( \square \)

**Proposition 2.6.** (i) If \( \Omega \) is a smooth bounded domain and \( V \in L^\infty(\Omega) \) then

\[
\lambda''(K_V, \Omega) = \lambda(K_V, \Omega).
\]  
(2.13)

(ii) Assume \( \Omega \) is a smooth bounded domain or \( \Omega = \mathbb{R}^N \). If \( 0 \neq V \in L^\infty(\Omega) \) then

\[
\lambda''(K_V, \Omega) \leq \lambda'(K_V, \Omega).
\]
(2.14)

(iii) If \( \Omega = \mathbb{R}^N \) and \( V \in L^\infty_{\text{loc}}(\mathbb{R}^N) \) is radially symmetric then

\[
\lambda(K_V, \mathbb{R}^N) = \lambda''(K_V, \mathbb{R}^N).
\]  
(2.15)

**Proof.** i) Obviously, \( \lambda''(K_V, \Omega) \leq \lambda(K_V, \Omega) \). Let us prove that \( \lambda''(K_V, \Omega) \geq \lambda(K_V, \Omega) \). It suffice to show that

\[
\lambda \leq \lambda''(K_V, \Omega)
\]

for any \( \lambda < \lambda(K_V, \Omega) \).

Let \( \mathcal{O} \) be a smooth bounded neighborhood of \( \partial \Omega \) then \( \Omega \cup \mathcal{O} \) is a smooth bounded domain. Consider an extension of \( V \) to \( \Omega \cup \mathcal{O} \), still denoted by \( V \), such that \( V \in L^\infty(\Omega \cup \Omega) \). Let \( \{ \Omega_n \} \) be a decreasing sequence of smooth bounded domains such that

\[
\Omega_1 \setminus \Omega \subset \mathcal{O}, \quad \Omega \subset \Omega_n \quad \text{for every } n, \quad \bigcap_n \Omega_n = \Omega,
\]

and \( \Omega_n \) has the same smoothness as \( \Omega \) for every \( n \). Let \( (\lambda_n, \phi_n) \) be the principal eigenvalue and the corresponding eigenfunction of \( K_V \) in \( \Omega_n \) with normalization \( \phi_n(x_0) = 1 \) for some fixed reference point \( x_0 \in \Omega \).

We claim that

\[
\lim_{n \to \infty} \lambda_n = \lambda(K_V, \Omega).
\]

Assume for the moment that the claim holds true. Since \( \lambda < \lambda(K_V, \Omega) \), there exists \( N_0 > 0 \) large enough such that \( \lambda_n > \lambda \) for every \( n > N_0 \). Since \( \overline{\Omega} \subset \Omega_n \), it follows that \( \inf_{\overline{\Omega}} \phi_n > 0 \). Choosing \( \psi = \phi_n|_{\overline{\Omega}} \) in the definition of \( \lambda''(K_V, \Omega) \) in Definition 1.3, we obtain that \( \lambda_n \leq \lambda''(K_V, \Omega) \) and thus \( \lambda \leq \lambda''(K_V, \Omega) \).

It remains to prove the claim. By Theorem 2.1 (2i), we deduce that \( \{ \lambda_n \} \) is strictly decreasing and therefore there exists \( \lambda^* = \lim_{n \to \infty} \lambda_n \). By the local regularity of weak solutions of degenerate elliptic equations [10], up to a subsequence, \( \phi_n \) converges in \( C^1_{\text{loc}}(\Omega) \) to a function \( \phi^* \) which is a weak solution of

\[
K_V[\phi^*] = \lambda^* (\phi^*)^{p-1} \quad \text{in } \Omega,
\]
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Since $\Omega_n$ has the same smoothness as $\Omega$, by the $C^1$ regularity up to the boundary \cite[21]{21}, we obtain $\phi^* = 0$ on $\partial \Omega$. Note that $\phi^*(x_0) = 1$, by the Harnack inequality \cite[30]{30}, we get $\phi^* > 0$ in $\Omega$ and hence it is a Dirichlet principal eigenfunction of $K_V$ in $\Omega$. This implies $\lambda^* = \lambda(K_V, \Omega).

(ii) By Proposition \cite[2.1]{2.1} $\lambda'(K_V, \Omega) = \lambda(K_V, \Omega)$. This, together with the fact that $\lambda''(K_V, \Omega) \leq \lambda(K_V, \Omega)$, implies inequality \cite[2.14]{2.14}.

(iii) It is easy to see that $\lambda''(K_V, \mathbb{R}^N) \leq \lambda(K_V, \mathbb{R}^N)$. It remains to show that $\lambda''(K_V, \mathbb{R}^N) \geq \lambda(K_V, \mathbb{R}^N)$. To this end, take arbitrary $\lambda < \lambda(K_V, \mathbb{R}^N)$ and we will demonstrate that $\lambda \leq \lambda''(K_V, \mathbb{R}^N)$. Without loss of the generality, we assume that $\lambda = 0$. This follows that $\lambda(K_V, \mathbb{R}^N) > 0$.

For any $n > 0$, put $\lambda_n = \lambda(K_V, B_n)$. By Theorem \cite[2.1]{2.1} $\lambda_n \downarrow \lambda(K_V, \mathbb{R}^N)$ as $n \to \infty$, hence $\lambda_n \geq \lambda(K_V, \mathbb{R}^N) > 0$. For any $n \in \mathbb{N}$, let $f_n \in C^\infty(B_n)$ be nonnegative, radially symmetric and not identically equal to zero in $B_n$ with $\text{supp} f_n \subset B_n \setminus B_{n-1}$. By \cite[Theorem 2 (v)]{10}, there exists a unique nonnegative weak solution $w_n \in W^{1,p}_0(B_n)$ of

$$
\begin{cases}
K_V[w_n] = f_n & \text{in } B_n \\
w_n = 0 & \text{on } \partial B_n.
\end{cases}
$$

Since $V$ and $f_n$ are both radially symmetric, the uniqueness implies that $w_n$ is radially symmetric too. Moreover, by the strong maximum principle \cite[Theorem 2 (ii)]{16}, we obtain that $w_n$ is positive in $B_n$. Put

$$
\varphi_n(x) := \frac{w_n(x)}{w_n(0)}
$$

then $\varphi_n$ is radially symmetric and $\varphi_n(0) = 1$. By the Harnack inequality \cite[30]{30} and regularity results for quasilinear elliptic equations \cite[10]{10}, up to a subsequence, the sequence $\{\varphi_n\}$ converges in $C^1_{\text{loc}}(\mathbb{R}^N)$ to a function $\varphi$ which is a nonnegative, radially symmetric weak solution of $K_V[\varphi] = 0$ in $\mathbb{R}^N$. Since $\varphi(0) = 1$, in light of the Harnack inequality, we deduce that $\varphi$ is positive in $\mathbb{R}^N$.

Next, for $n \in \mathbb{N}$, let $\psi_n \in C^\infty(\mathbb{R}^N)$ such that $0 \leq \psi_n \leq 1$, $\psi_n = 1$ in $B_{n-1}$, $\psi_n = 0$ in $B_n$ and $|\nabla \psi_n| \leq C$ where $C$ is a constant independent of $n$. Applying Lemma \cite[2.5]{2.5} we get

$$
\lambda(K_V, \mathbb{R}^N) \int_{B_{n-1}} \varphi^p dx \leq c \int_{B_n \setminus B_{n-1}} \varphi^p dx \quad \forall n \in \mathbb{N}
$$

where $c$ is independent of $n$. Thus there exist constants $C > 0$ and $a > 1$ such that

$$
\int_{B_n \setminus B_{n-1}} \varphi^p dx \geq Ca^n \quad \forall n \in \mathbb{N}.
$$

Therefore, for each $n$ one can find $x_n \in B_n \setminus B_{n-1}$ such that $\varphi(x_n) \geq Ca^n$ with another constant $C$ independent of $n$. Since $\varphi$ is radially symmetric, by employing Harnack inequality, we derive that $\varphi$ has exponential growth. In particular, $\inf_{\mathbb{R}^N} \varphi > 0$. By choosing $\psi = \varphi$ in the definition of $\lambda''(K_V, \mathbb{R}^N)$ in Definition \cite[1.3]{1.3} we derive that $\lambda''(K_V, \mathbb{R}^N) \geq 0$. Thus $\lambda(K_V, \mathbb{R}^N) \leq \lambda''(K_V, \mathbb{R}^N)$. This completes the proof.

Proof of Theorem \cite[1.4]{3.1}. Statements (i)-(iii) follow directly from Proposition \cite[2.1]{2.1} and Proposition \cite[2.6]{2.6}.

3. Qualitative properties of the principal eigenvalue

Proof of Theorem \cite[1.5]{3.4}.

(i) The fact that $\lambda(\mathcal{L}_\alpha, \Omega)$ is concave and nondecreasing is directly deduced by its variational characterization

$$
\lambda(\mathcal{L}_\alpha, \Omega) = \inf_{\phi \in C^1_c(\Omega) \setminus \{0\}} \frac{\int_\Omega (\alpha |\nabla \phi|^p + V|\phi|^p) dx}{\int_\Omega |\phi|^p dx}.
$$

We see that

$$
\mathcal{L}_\alpha[\phi] = \alpha \left( -\Delta_\phi \phi + \frac{1}{\alpha} V(x) \phi^{p-1} \right) = \alpha K_{\frac{1}{\alpha} V}[\phi],
$$

where $\Delta_\phi$ is the $\phi$-harmonic operator.
it follows that
\[ \lambda(\mathcal{L}_\alpha, \mathbb{R}^N) = \alpha \lambda(\mathcal{K}_\alpha V, \mathbb{R}^N). \]

By Theorem 1.6 (ii), one has
\[ \lim_{\alpha \to 0} \alpha \lambda(\mathcal{K}_\alpha V, \mathbb{R}^N) = \inf_{\Omega} V. \]

Therefore \( \lim_{\alpha \to 0} \lambda(\mathcal{L}_\alpha, \mathbb{R}^N) = \inf_{\Omega} V. \)

(ii) Let \( \phi_0 > 0 \) be the eigenfunction associated with \( \lambda(\mathcal{L}_\alpha, \Omega) \) with normalization \( \|\phi_0\|_{L^p(\Omega)} = 1. \)

We have
\[ \{ \mathcal{L}_\alpha[\phi_0] = \lambda(\mathcal{L}_\alpha, \Omega)\phi_0\} \text{ in } \Omega \]
\[ \phi_0 = 0 \text{ on } \partial\Omega. \]

By the variational characterization of \( \lambda(\mathcal{L}_\alpha, \Omega) \), we have
\[ \lambda(\mathcal{L}_\alpha, \Omega) = \alpha \int_\Omega |\nabla \phi_0|^p \, dx + \int_\Omega V \phi_0^p \, dx \geq \alpha \int_\Omega |\nabla \phi_0|^p \, dx + \inf_{\Omega} V. \]

By Poincaré inequality, there exists a constant \( C = C(N, p, \Omega) > 0 \) such that
\[ \int_\Omega |\nabla \phi_0|^p \, dx \geq C \int_\Omega |\phi_0|^p \, dx. \]

Combining the above estimates yields
\[ \lambda(\mathcal{L}_\alpha, \Omega) \geq C\alpha + \inf_{\Omega} V, \]
which implies statement (ii).

(iii) We first prove (1.9). It suffices to show that \( \eta > \limsup_{|x| \to \infty} V(x) \).

Take \( \eta \) satisfying (3.2), there exists \( R \) large enough such that
\[ \inf_{|x| \geq R} (\eta - V(x)) > 0, \]

One sees that
\[ \lambda(-\alpha \Delta_p - (\eta - V), B_R^c(0)) < 0. \]

Indeed, by the variational formula
\[ \lambda(-\alpha \Delta_p - (\eta - V(x)), B_R^c(0)) = \inf_{\phi \in \mathcal{C}_0^1(\mathbb{R}_c^p(0)))} \frac{\alpha \int_{B_R^c(0)} |\nabla \phi|^p \, dx - \int_{B_R^c(0)} (\eta - V(x)) |\phi|^p \, dx}{\int_{B_R^c(0)} |\phi|^p \, dx} \]
\[ \leq \inf_{\phi \in \mathcal{C}_0^1(\mathbb{R}_c^p(0)))} \frac{\alpha \int_{B_R^c(0)} |\nabla \phi|^p \, dx}{\int_{B_R^c(0)} |\phi|^p \, dx} - \inf_{B_R^c(0)} (\eta - V(x)) \]
\[ = -\inf_{B_R^c(0)} (\eta - V(x)) < 0, \]

where we use the fact that
\[ \inf_{\phi \in \mathcal{C}_0^1(\mathbb{R}_c^p(0)))} \frac{\int_{B_R^c(0)} |\nabla \phi|^p \, dx}{\int_{B_R^c(0)} |\phi|^p \, dx} = 0. \]

Let us prove (3.3). For \( r > R \), it is easily seen that
\[ \inf_{\phi \in \mathcal{C}_0^1(\mathbb{R}_c^p(0)))} \frac{\int_{B_r(0) \setminus B_R(0)} |\nabla \phi|^p \, dx}{\int_{B_r(0) \setminus B_R(0)} |\phi|^p \, dx} = \lim_{r \to \infty} \lambda_r, \]

where
\[ \lambda_r = \inf_{\phi \in \mathcal{C}_0^1(\mathbb{R}_c^p(0)))} \frac{\int_{B_r(0) \setminus B_R(0)} |\nabla \phi|^p \, dx}{\int_{B_r(0) \setminus B_R(0)} |\phi|^p \, dx}. \]
Take $x_0 \in B_r(0) \setminus B_R(0)$ such that $|x_0| = \frac{r+R}{2}$. It is obvious that

$$B_{\frac{r+R}{2}}(x_0) \subset B_r(0) \setminus B_R(0),$$

and hence

$$0 \leq \lambda_r \leq \inf_{\phi \in C^1_{\infty}(B_{r}(x_0))} \frac{\int_{B_{r}(x_0)}}{\int_{B_{r}(x_0)}} |\nabla \phi|^p dx. \quad (3.5)$$

By [23, Theorem 4.3],

$$\inf_{\phi \in C^1_{\infty}(B_{r}(x_0))} \frac{\int_{B_{r}(x_0)}}{\int_{B_{r}(x_0)}} |\nabla \phi|^p dx \leq C(N, p, r, R),$$

where $C(N, p, r, R)$ is independent of $x_0$ and

$$C(N, p, r, R) := \begin{cases} \frac{4p^p}{p^p-N} & \text{if } N \neq p \\ \frac{n^{p-N}}{p^{p-N}} (p-1)^{-1} (r-R)^p & \text{if } N = p. \end{cases} \quad (3.6)$$

By letting $r \to \infty$ in (3.5), one gets

$$\lim_{r \to \infty} \lambda_r = 0.$$

By Theorem [24, (ii)], we have

$$\lambda(-\alpha \Delta_p + (V - \eta), \mathbb{R}^N) \leq \lambda(-\alpha \Delta_p - (\eta - V), B_R^0(x_0)) < 0.$$  

This implies that $\lambda(L_\alpha, \mathbb{R}^N) < \eta$ and hence we get (1.9).

We next prove (1.10). Put

$$\psi(r) := (e^{\beta r+1} + e^{-\beta r-1})^{-\gamma} \quad r \geq 0,$$

$$\tilde{\psi}(x) := \psi(|x|) \quad x \in \mathbb{R}^N,$$

where $\beta > 0$ and $\gamma > 0$ will be made precise later. Then we have

$$\Delta_p \tilde{\psi}(x) = (|\psi_r|^p-2 \psi_r)_r + \frac{N-1}{r} |\psi_r|^p-2 \psi_r \quad r = |x| > 0 \quad (3.7)$$

where $\psi_r$ denotes the first derivative of $\psi$. We next compute the left hand-side in (3.7). It is easy to see that

$$\psi_r(r) = -\beta \gamma (e^{\beta r+1} + e^{-\beta r-1})^{-\gamma} - (e^{\beta r+1} - e^{-\beta r-1}),$$

$$|\psi_r|^{p-2} \psi_r = -\beta p^{-1} (e^{\beta r+1} + e^{-\beta r-1})^{-\gamma} - (\gamma + 1)(p-1)(e^{\beta r+1} - e^{-\beta r-1})^{-1},$$

$$(|\psi_r|^p-2 \psi_r)_r = (p-1) \beta p^{\gamma-1} g(r)^{-2}[(\gamma + 1)g(r)^2 - 1] \psi^{p-1}$$

where

$$g(r) = \frac{e^{2(\beta r+1)} - 1}{e^{2(\beta r+1)} + 1}.$$  

Since $\psi_r(r) < 0$ for every $r > 0$, it follows that $\Delta_p \tilde{\psi} \leq (|\psi_r|^p-2 \psi_r)_r$, namely

$$\Delta_p \tilde{\psi} \leq (p-1) \beta p^{\gamma-1} g(r)^{-2}[(\gamma + 1)g(r)^2 - 1] \psi^{p-1}, \quad r = |x|.$$  

For $\beta > 0$, since $g$ is increasing with respect to $r \in (0, \infty)$, it follows that

$$\frac{e^2 - 1}{e^2 + 1} = g(0) < g(r) < \lim_{r \to \infty} g(r) = 1.$$

Therefore

$$\Delta_p \tilde{\psi} \leq c_p(p-1) \beta p^{\gamma-1} (\gamma + 1)g(r)^2 - 1] \psi^{p-1}, \quad c_p = \left(\frac{e^2 - 1}{e^2 + 1}\right)^{p-2} + 1. \quad (3.8)$$
Take arbitrarily \( \varepsilon > 0 \). Then there exists \( R > 0 \) large enough such that
\[
V(x) \geq \liminf_{|x| \to \infty} V - \varepsilon \quad \forall x \in B_R^c.
\]
It follows that
\[
-\alpha \Delta_p \tilde{\psi} + V \tilde{\psi}^{p-1} \geq \left[ -c_p(p-1)\alpha \beta^p \gamma^p + (\liminf_{|x| \to \infty} V - \varepsilon) \right] \tilde{\psi}^{p-1} \quad \text{in} \ B_R^c.
\]
Therefore, if we can choose \( \alpha, \beta \) and \( \gamma \) such that
\[
\alpha \beta^p \gamma^p \to 0 \quad \text{as} \ \alpha \to \infty,
\]
then there exists \( \alpha_1 \) large enough such that for any \( \alpha \geq \alpha_1 \),
\[
-\alpha \Delta_p \tilde{\psi} + V \tilde{\psi}^{p-1} \geq \left( \liminf_{|x| \to \infty} V - 2\varepsilon \right) \tilde{\psi}^{p-1} \quad \text{in} \ B_R^c.
\]
We next choose \( \beta > 0 \) small enough such that \( g(r)^2 < \frac{\beta}{3} \) for every \( r \in (0, R) \). Then by (3.8),
\[
\Delta_p \tilde{\psi}(x) \leq \frac{1}{3} c_p(p-1)\beta^p \gamma^{p-1}(2\gamma - 1) \tilde{\psi}(|x|)^{p-1}, \quad x \in B_R.
\]
This implies
\[
-\alpha \Delta_p \tilde{\psi} + V \tilde{\psi}^{p-1} \geq \left[ -\frac{1}{3} c_p(p-1)\alpha \beta^p \gamma^{p-1}(2\gamma - 1) + V \right] \tilde{\psi}^{p-1} \quad \text{in} \ B_R.
\]
If we can choose \( \alpha, \beta \) and \( \gamma \) such that
\[
\alpha \beta^p \gamma^{p-1} \to +\infty \quad \text{as} \ \alpha \to \infty,
\]
then there exists \( \alpha_2 > 0 \) large enough such that for any \( \alpha \geq \alpha_2 \),
\[
-\alpha \Delta_p \tilde{\psi} + V \tilde{\psi}^{p-1} \geq \left( \liminf_{|x| \to \infty} V(x) - 2\varepsilon \right) \tilde{\psi}^{p-1} \quad \text{in} \ B_R.
\]
By combining (3.10) and (3.12) we deduce that
\[
-\alpha \Delta_p \tilde{\psi} + V \tilde{\psi}^{p-1} \geq \left( \liminf_{|x| \to \infty} V(x) - 2\varepsilon \right) \tilde{\psi}^{p-1} \quad \text{in} \ \mathbb{R}^N
\]
provided that \( \alpha \geq \max\{\alpha_1, \alpha_2\} \), \( \beta \) and \( \gamma \) small and (3.9) and (3.11) hold. We will choose \( \beta \) and \( \gamma \) in the form
\[
\beta = \alpha^{-s_1} \quad \text{and} \quad \gamma = \alpha^{-s_2}, \quad s_1 > 0, s_2 > 0.
\]
Then (3.9) and (3.11) become
\[
\alpha^{1-p_s_1-p_s_2} \to 0 \quad \text{as} \ \alpha \to \infty,
\]
\[
\alpha^{1-p_s_1-(p-1)s_2} \to \infty \quad \text{as} \ \alpha \to \infty.
\]
We now choose \( s_1 = \frac{1}{2p} \) and \( s_2 = \frac{1}{2p-1} \) then (3.15) holds and thus we get (3.13). This implies
\[
\lambda(\mathcal{L}_\alpha, \mathbb{R}^N) \geq \left( \liminf_{|x| \to \infty} V - 2\varepsilon \right).
\]
Since \( \varepsilon > 0 \) is arbitrary, we derive
\[
\liminf_{\alpha \to \infty} \lambda(\mathcal{L}_\alpha, \mathbb{R}^N) \geq \liminf_{|x| \to \infty} V.
\]

Before proving Theorem 1.6, we first need the following result.

**Proposition 3.1.** Assume \( \{V_\alpha\} \) is a sequence of functions in \( L^\infty_{loc}(\Omega) \). For \( \alpha > 0 \), denote
\[
\mathcal{K}_\alpha[\phi] := -\Delta_p \phi + V_\alpha \phi^{p-1}, \quad \phi \geq 0.
\]
Assume \( V \in L^\infty_{loc}(\Omega) \) and \( V_\alpha \to V \) in \( L^1_{loc}(\Omega) \) as \( \alpha \to \infty \). Then
\[
\limsup_{\alpha \to \infty} \lambda(\mathcal{K}_\alpha, \Omega) \leq \lambda(\mathcal{K}_V, \Omega).
\]
Proof. Put \( \overline{\lambda} := \limsup_{\alpha \to \infty} \lambda(K_\alpha, \Omega) \). Obviously, \( \overline{\lambda} \in (-\infty, \infty) \). Therefore there exists a subsequence, still denoted by the same notation, such that \( \lambda(K_\alpha, \Omega) \to \overline{\lambda} \) as \( \alpha \to \infty \). We denote by \( \phi_\alpha \) the generalized principal eigenfunction associated to \( \lambda(K_\alpha, \Omega) \) with normalization \( \phi_\alpha(0) = 1 \). Since \( \{V_\alpha\} \) is locally uniformly bounded in \( \Omega \), by the Harnack inequality we deduce that \( \{\phi_\alpha\} \) is locally uniformly bounded in \( C^1_{loc}(\Omega) \). By local regularity results for quasilinear elliptic equations (see [10]) and a standard argument, we deduce that, up to a subsequence, \( \{\phi_\alpha\} \) converges in \( C^1_{loc}(\Omega) \) to a nonnegative function \( \overline{\phi} \) which is a weak solution of

\[
-\Delta_p \overline{\phi} + V \overline{\phi}^{p-1} = \overline{\lambda} \overline{\phi}^{p-1} \quad \text{in } \Omega
\]

and satisfies \( \overline{\phi}(0) = 1 \). By the strong maximum principle, one has \( \overline{\phi} > 0 \) in \( \Omega \). Therefore, by choosing \( \psi = \overline{\phi} \) in the definition of \( \lambda(K_\alpha, \Omega) \) in (1.11), we deduce that \( \lambda(K_\alpha, \Omega) \geq \overline{\lambda} \).

We are led to

**Proof of Theorem 1.6**

(i) Observe that \( \{V_\alpha\} \) is locally uniformly bounded in \( \mathbb{R}^N \) and \( V_\alpha \to V(0) \) in \( L^1_{loc}(\mathbb{R}^N) \) as \( \alpha \to 0 \). Define

\[ A[\phi] := -\Delta_p \phi + V(0)\phi^{p-1} \]

and denote by \( \lambda(A, \mathbb{R}^N) \) the generalized principal eigenvalue of \( A \) in \( \mathbb{R}^N \). By Proposition 3.1, we get

\[
\limsup_{\alpha \to 0} \lambda(K_\alpha, \mathbb{R}^N) \leq \lambda(A, \mathbb{R}^N). \tag{3.17}
\]

On the other hand, by Theorem 2.1 (i), for any \( \alpha > 0 \),

\[
\lambda(K_\alpha, \mathbb{R}^N) \geq \inf_{\mathbb{R}^N} V_\alpha = V(0). \tag{3.18}
\]

Hence from Theorem 1.4, (3.17) and (3.18) we get

\[
V(0) \leq \liminf_{\alpha \to 0} \lambda(K_\alpha, \mathbb{R}^N) \leq \limsup_{\alpha \to 0} \lambda(K_\alpha, \mathbb{R}^N) \leq \lambda(A, \mathbb{R}^N) = \lambda'(A, \mathbb{R}^N). \tag{3.19}
\]

We next prove that

\[
\lambda'(A, \mathbb{R}^N) \leq V(0). \tag{3.20}
\]

To this end, from the Definition 1.3 it is sufficient to show that there exists \( 0 < \psi \in W^{1,p}(\mathbb{R}^N) \) such that \( A[\psi] \leq V(0)\psi^{p-1} \) in the weak sense in \( \mathbb{R}^N \). Define

\[
\psi(x) := \chi_{B_1}(x) + e^{\frac{N-1}{p-1}(1-|x|)}\chi_{B_1^c}(x) \tag{3.21}
\]

then \( \psi \) is the desired function. Indeed, we see that \( \Delta_p \psi = 0 \) in \( B_1 \) and

\[
\Delta_p \psi(x) = \frac{(N-1)^p}{(p-1)^{p-1}}e^{(N-1)(1-|x|)}\left(1 - \frac{1}{|x|}\right) \geq 0 \quad \text{in } B_1^c.
\]

It follows that \( A[\psi] \leq V(0)\psi^{p-1} \) in the weak sense in \( \mathbb{R}^N \). By combining (3.19) and (3.20) we obtain (1.12).

Next, let us prove (1.13). By a similar argument as above and by Proposition 3.1 we obtain

\[
\limsup_{\alpha \to \infty} \lambda(K_\alpha, \mathbb{R}^N) \leq \lambda(B, \mathbb{R}^N),
\]

where

\[
B[\phi] := -\Delta_p \phi + V(x)\phi^{p-1} \quad \text{and} \quad V(x) := \begin{cases} \sup_{\mathbb{R}^N} V(x) & \text{if } x \neq 0 \\ \inf_{\mathbb{R}^N} V(x) & \text{if } x = 0. \end{cases}
\]
Thanks to variational characterization of \( \lambda(\mathcal{B}, \mathbb{R}^N \setminus \{0\}) \), one has

\[
\lambda(\mathcal{B}, \mathbb{R}^N \setminus \{0\}) = \inf_{\phi \in C_0^{1,2}(\mathbb{R}^N \setminus \{0\}), \phi \neq 0, \|\phi\|_{L^p(\mathbb{R}^N)} = 1} \int_{\mathbb{R}^N \setminus \{0\}} \left( |\nabla \phi|^p + \nabla \phi \cdot \nabla \phi \right) dx
\]

\[
= \inf_{\phi \in C_0^{1,2}(\mathbb{R}^N \setminus \{0\}), \phi \neq 0, \|\phi\|_{L^p(\mathbb{R}^N)} = 1} \int_{\mathbb{R}^N \setminus \{0\}} \left( |\nabla \phi|^p + \sup_{\mathbb{R}^N} \phi |\phi|^p \right) dx
\]

\[
= \sup_{\mathbb{R}^N} \left( \inf_{\alpha \in \mathbb{R}} \left( \lambda(\mathcal{B}, \mathbb{R}^N) \right) \right)
\]

Hence

\[
\limsup_{\alpha \to \infty} \lambda(\mathcal{K}_\alpha, \mathbb{R}^N) \leq \lambda(\mathcal{B}, \mathbb{R}^N) \leq \lambda(\mathcal{B}, \mathbb{R}^N \setminus \{0\}) = \sup_{\mathbb{R}^N} V.
\]

Let us show that

\[
\liminf_{\alpha \to \infty} \lambda_\alpha \geq \sup_{\mathbb{R}^N} V.
\]

By the variational characterization of \( \lambda_\alpha \), we have

\[
\lambda(\mathcal{K}_\alpha, \mathbb{R}^N) = \inf_{\phi \in C_0^{1,2}(\mathbb{R}^N \setminus \{0\}, \phi \neq 0, \|\phi\|_{L^p(\mathbb{R}^N)} = 1} \int_{\mathbb{R}^N} \left( |\nabla \phi|^p + V(\alpha x) |\phi|^p \right) dx
\]

\[
= \inf_{\phi \in C_0^{1,2}(\mathbb{R}^N \setminus \{0\}, \phi \neq 0, \|\phi\|_{L^p(\mathbb{R}^N)} = 1} \int_{\mathbb{R}^N} \left( |\nabla \phi|^p + V(x) |\phi|^p \right) dx
\]

where \( \phi_\alpha(x) = \phi(x/\alpha) \). Applying (1.10), we derive

\[
\liminf_{\alpha \to \infty} \lambda(\mathcal{K}_\alpha, \mathbb{R}^N) \geq \liminf_{|x| \to \infty} V(x) = \sup_{\mathbb{R}^N} V(x).
\]

This concludes the proof.

(ii) By Theorem 2.1 2), \( \lambda(\mathcal{K}_\alpha, \mathbb{R}^N) \geq \alpha \inf_{\Omega} V \). Therefore, to prove the statement (ii), it is sufficient to show that

\[
\limsup_{\alpha \to \infty} \frac{\lambda(\mathcal{K}_\alpha, \mathbb{R}^N)}{\alpha} \leq \inf_{\Omega} V. \quad (3.22)
\]

Since \( V \) is upper semi-continuous, for any \( \epsilon > 0 \), there exists a ball \( B \subset \Omega \) such that

\[
V(x) < \inf_{\Omega} V + \epsilon \quad \forall x \in B.
\]

Let \( \lambda_B \) and \( \phi_B \) be the Dirichlet principal eigenvalue and a corresponding eigenfunction of the operator of \( -\Delta_p \) in \( B \). For \( \alpha > \lambda_B / \epsilon \), we have

\[
\mathcal{K}_\alpha[\phi_B] - \alpha \left( \inf_{\Omega} V + 2\epsilon \right) \phi_B^{p-1} = (\lambda_B + \alpha (V(x) - \inf_{\Omega} V - 2\epsilon)) \phi_B^{p-1}
\]

\[
< (\lambda_B - \alpha \epsilon) \phi_B^{p-1} < 0
\]

By taking \( \psi = \phi_B \) in the definition of \( \lambda'(\mathcal{K}_\alpha, B) \) in Definition 1.3, we get

\[
\lambda'(\mathcal{K}_\alpha, B) \leq \alpha \left( \inf_{\Omega} V + 2\epsilon \right).
\]

Since \( \lambda'(\mathcal{K}_\alpha, B) = \lambda(\mathcal{K}_\alpha, B) \geq \lambda(\mathcal{K}_\alpha, \mathbb{R}^N) \), it follows that

\[
\limsup_{\alpha \to \infty} \frac{\lambda(\mathcal{K}_\alpha, \mathbb{R}^N)}{\alpha} \leq \inf_{\Omega} V + 2\epsilon.
\]

We achieve (3.22) due to the arbitrariness of \( \epsilon \). 

(iii) This can be proved by using a similar argument as above and thus we omit the detail. \( \square \)
4. Simplicity of the Generalized Principal Eigenvalue and Maximum Principle

Proof of Theorem 1.8 Let \( v \in W^{1,p}_{\text{loc}}(\mathbb{R}^N) \) be a positive weak solution of \( (1.17) \) in \( \mathbb{R}^N \).

Step 1: We show that

\[
\mathbb{D} := \{ d > 0 : u \leq dv \text{ in } \mathbb{R}^N \} \neq \emptyset.
\]

Indeed, suppose by contradiction that \( \mathbb{D} = \emptyset \). Then for each \( n \in \mathbb{N} \), there exists \( x_n \) such that \( u(x_n) \geq nv(x_n) > 0 \). We consider two cases: (i) up to a subsequence, \( x_n \to x^* \in \mathbb{R}^N \), (ii) up to a subsequence, \( |x_n| \to \infty \). In case (i), by passing to the limit, \( u(x^*) = \infty \), which is a contradiction. In case (ii), since \( u \) is a solution of \( (1.17) \) of minimal growth at infinity and \( v \) is a solution of \( (1.17) \) then there exists \( R^* > 0 \) and \( k > 0 \) such that \( u \leq kv \) in \( B^c_{R^*} \). Then we choose \( n_0 > 2k \) large enough such that \( |x_n| > R^* \) for every \( n \geq n_0 \). Therefore

\[
\forall n \geq n_0, \quad u(x_n) \geq nv(x_n) > 2kv(x_n) \geq 2u(x_n)
\]

which is a contradiction.

Step 2: Scaling process. Put \( \ell := \inf \mathbb{D} \) then \( u \leq \ell v \) in \( \mathbb{R}^N \). We consider two cases.

Case 1: There exists \( \tilde{x} \in \mathbb{R}^N \) such that \( u(\tilde{x}) = \ell v(\tilde{x}) \). Put \( w := \ell v - u \) then \( w \geq 0 \) in \( \mathbb{R}^N \) and \( w(\tilde{x}) = 0 \). Put

\[
W := V - \lambda(K_V, \mathbb{R}^N).
\]

We have

\[
0 = -\Delta_p(\ell v) + W(\ell v)^{p-1} - (-\Delta_p u + W u^{p-1})
\]

\[
= -(\Delta_p(\ell v) - \Delta_p u) + W[(\ell v)^{p-1} - u^{p-1}]
\]

\[
= - \sum_{i,j} \partial_i(a_{ij}(x) \partial_j w) + b(x)w
\]

(4.1)

where

\[
a_{ij} := |t_i \nabla(\ell v) + (1 - t_i) \nabla u|^{p-2} \left[ \delta_{ij} |t_i \nabla(\ell v) + (1 - t_i) \nabla u|^2 + (p - 2)(t_i \partial_i(\ell v) + (1 - t_i) \partial_i u)(t_i \partial_j(\ell v) + (1 - t_i) \partial_j u) \right]
\]

with some \( t_i \in (0,1) \) and

\[
b(x) := \begin{cases} W(x) \frac{(\ell v (x))^{p-1} - u(x)^{p-1}}{\ell v(x) - u(x)} & \text{if } \ell v(x) \neq u(x) \\ 0 & \text{if } \ell v(x) = u(x). \end{cases}
\]

We see that \( \nabla(\ell v(\tilde{x})) \neq \nabla u(\tilde{x}) \neq 0 \), hence

\[
a_{ij}(\tilde{x}) = |\nabla u(\tilde{x})|^{p-4} \left[ \delta_{ij} |\nabla u(\tilde{x})|^2 + (p - 2) \partial_i u(\tilde{x}) \partial_j u(\tilde{x}) \right].
\]

Therefore the matrix \( (a_{ij}(\tilde{x})) \) is positive definite. Consequently, \( (a_{ij}) \) is also positive definite in ball \( B_{\delta}(\tilde{x}) \) for some \( \delta > 0 \). We see that \( b \) is bounded in \( B_{\delta}(\tilde{x}) \). From (4.1), it follows that

\[
- \sum_{i,j} \partial_i(a_{ij} \partial_j w) + b^+ w \geq 0 \quad \text{in } B_{\delta}(\tilde{x}).
\]

By the strong maximum principle for linear equations with principal part of divergence form \( 17 \) Theorem 8.19, we deduce that \( w = 0 \) in \( B_{\delta}(\tilde{x}) \). In light of the strong comparison principle \( 13 \) Theorem 3.2, \( w = 0 \) in \( \mathbb{R}^N \), hence \( u = \ell v \) in \( \mathbb{R}^N \).

Case 2: \( u(x) < \ell v(x) \) for every \( x \in \mathbb{R}^N \) and there exists a sequence \( \{x_n\} \) such that \( |x_n| \to \infty \) as \( n \to \infty \) and

\[
\lim_{n \to \infty} \frac{u(x_n)}{v(x_n)} = \ell.
\]

(4.2)

Put \( r_n := |x_n| \) and \( M_n := \sup_{\partial B_{r_n}(0)} v(x) \). Set \( u_n(x) := M_n^{-1} u(r_n x) \), \( v_n(x) := M_n^{-1} v(r_n x) \) and \( W_n(x) = r_n^{-1} W(r_n x) \). Then \( u_n \) and \( v_n \) are solutions of

\[
-\Delta_p u + W_n u^{p-1} = 0 \quad \text{in } \mathbb{R}^N.
\]
By (4.5), there exists $C > 0$ and $R_0 > 0$ such that
\[ W(x) \leq C|x|^{-(p-1)} \quad \forall x \in B^c_{R_0}. \]
This implies that, for $n$ large enough (such that $r_n > 2R_0$),
\[ |W_n(x)| = r_n^{p-1}|W(r_nx)| \leq C r_n^{p-1} |r_nx|^{-(p-1)} = C |x|^{-(p-1)} \leq C' \quad \text{in } B^c_{\frac{R}{4}}. \]
Since $\sup_{\partial B_1} v_n = 1$, by Harnack inequality, for any $\rho > 1$ there exists a positive constant $C_\rho$ independent of $n$ such that $v_n \leq C_\rho$ in $B_\rho \setminus B_{\frac{\rho}{4}}$ for every $n$. It follows that $u_n \leq C_\rho \ell$ in $B_\rho \setminus B_{\frac{\rho}{4}}$ for every $n$. Note that, up to a subsequence, $\{W_n\}$ converges to a function $\tilde{W} \in L^\infty(B_{\frac{R}{4}})$ in weak-star topology of $L^\infty$. Therefore, by regularity results for quasilinear elliptical equations and a standard argument, we deduce that, up to a subsequence, $\{u_n\}$ and $\{v_n\}$ converge in the $C^1_{loc}(B_{\frac{R}{4}})$ topology to functions $\tilde{u}$ and $\tilde{v}$ respectively which are weak solutions of equation
\[ -\Delta_p u + Wu^{p-1} = 0 \quad \text{in } B^c_{\frac{R}{4}}. \]
Put $y_n := r_n^{-1}x_n$ then $|y_n| = 1$ for every $n$. Hence, up to a subsequence, $y_n \to \tilde{y} \in \partial B_1$ and $\kappa_n \to \hat{\kappa} \leq \ell$. Therefore if $\nabla \tilde{u}(\tilde{y}) \neq 0$ then we can use the strong comparison principle as in Case 1 to deduce that $\tilde{u} = \ell \tilde{v}$ in $B_\delta(\tilde{y})$ for some $\delta > 0$ small. Consequently, due to the strong comparison principle [14] Theorem 3.2, $\tilde{u} = \ell \tilde{v}$ in $B^c_{\frac{R}{4}}$.

Now we prove that $\nabla \tilde{u}(\tilde{y}) \neq 0$. Indeed, from (\ref{12}), we have $\tilde{u}(\tilde{y}) = \ell \tilde{v}(\tilde{y})$. Since $\{v_n\}$ converges to $\tilde{v}$ in $C^1_{loc}(\mathbb{R}^N)$. Therefore, there exists $n_1$ large enough such that for every $n \geq n_1$,
\[ |\nabla \tilde{v}(x)| > \frac{1}{2} |\nabla v_n(x)| \quad \forall x \in B_2(0). \quad (4.3) \]
From (\ref{121}), we deduce that there exist $\epsilon > 0$ and $n_2 > 0$ such that for every $n \geq n_2$,
\[ \frac{r_n|\nabla v(r_n \tilde{y})|}{v(r_n \tilde{y})} > \epsilon. \quad (4.4) \]
Next fix $n_0 > \max\{n_1, n_2\}$. By applying Harnack inequality for $v_{n_0}$, we derive that there exists a positive constant $C = C(N, p, \|V\|_{L^\infty(\mathbb{R}^N)}, r_{n_0})$ such that
\[ M_{n_0} \leq C \inf_{\partial B_{r_{n_0}}(0)} v_{n_0} \leq C v(r_{n_0} \tilde{y}). \quad (4.5) \]
Combining (4.4) and (4.5) yields
\[ |\nabla v_{n_0}(\tilde{y})| = \frac{r_{n_0}|\nabla v(r_{n_0} \tilde{y})|}{M_{n_0}} = \frac{r_{n_0}|\nabla v(r_{n_0} \tilde{y})|}{v(r_{n_0} \tilde{y})} \frac{v(r_{n_0} \tilde{y})}{M_{n_0}} > \frac{\epsilon}{C} > 0. \quad (4.6) \]
From (4.3) and (4.6), we get $|\nabla \tilde{v}(x)| > \frac{\epsilon}{C^2} > 0$. Therefore
\[ |\nabla \tilde{u}(\tilde{y})| = \ell |\nabla \tilde{v}(\tilde{y})| = \frac{\ell \epsilon}{C} > 0. \]

**Step 3: End of proof.** Put
\[ \kappa_n := \inf_{x \in \partial B_{r_{n_0}}(0)} \frac{u(x)}{v(x)} \]
then $\kappa_n \leq \ell$. Therefore, up to a subsequence, $\kappa_n \to \kappa \leq \ell$. From Step 2, we deduce that $\kappa = \ell$. Consequently, for every $\epsilon > 0$ there exists $n_\epsilon$ such that for any $n \geq n_\epsilon$,
\[ (\ell - \epsilon)v(x) \leq u(x) \leq \ell v(x) \quad \forall x \in \partial B_{r_{n_0}}(0). \]
By the weak comparison principle [14] Theorem 3.1, $(\ell - \epsilon)v \leq u$ in $B_{r_{n_0}}(0)$. Letting $n \to \infty$ and $\epsilon \to 0$ implies $\ell v \leq u$ in $\mathbb{R}^N$. Thus $u = \ell v$ in $\mathbb{R}^N$. \hfill \Box

**Proposition 4.1.** Assume $p \geq 2$ and $V \in L^\infty(\mathbb{R}^N)$ such that
\[ \lambda(K_V, \mathbb{R}^N) < \liminf_{|x| \to \infty} V(x) - \mu \quad (4.7) \]
for some $\mu > 0$. Let $u$ be a positive weak solution of (1.17). If
\[
\limsup_{|x| \to \infty} \frac{u(x)}{e^{\omega|x|}} < \infty \quad \text{with} \quad \tilde{\omega} := \left( \frac{\mu}{N(p-1)} \right)^{\frac{1}{p}}.
\] (4.8)

Then
\[
\lim_{|x| \to \infty} e^{\tilde{\omega}|x|} u(x) = 0.
\] (4.9)

**Proof.** Since $u$ satisfies (1.17), by (4.7), for any $\varepsilon > 0$ there exists $R = R(\varepsilon)$ such that
\[-\Delta_p u + (\mu + \varepsilon)u^{p-1} \leq 0 \quad \text{in the weak sense in } B_R.
\]

Let $L_\varepsilon[\phi] := -\Delta_p \phi + (\mu + \varepsilon)\phi^{p-1}$. It is easy to see that $L_\varepsilon[u] \leq 0$ in the weak sense in $B_R^c$. For any $\rho > 0$, set
\[
w_\rho^1(x) := e^{(R+\rho)(\tau-\omega)}e^{\omega|x|}, \quad w_\rho^2(x) := e^{R(\tau+\omega)}e^{-\omega|x|},
\]
where $\omega, \tau$ and $R$ will be chosen later. Observe that, in $\mathbb{R}^N \setminus \{0\}$,
\[
\Delta_p w_\rho = (p-2)|\nabla w_\rho|^{p-4}\langle D^2 w_\rho \nabla w_\rho, \nabla w_\rho \rangle + |\nabla w_\rho|^{p-2}\Delta w_\rho.
\] (4.10)

By Cauchy-Schwarz inequality, one has
\[
\Delta_p w_\rho \leq ((p-2)N \max_{i,j} |\partial_{ij} w_\rho| + |\Delta w_\rho|)|\nabla w_\rho|^{p-2}. \quad (4.11)
\]

Next, we look for an upper bound for the right-hand side of (1.11). Direct computation yields, for every $x \neq 0$,
\[
\nabla w_\rho = \frac{x}{|x|}w_\rho^1 - \frac{x}{|x|}w_\rho^2,
\]
thus
\[
|\nabla w_\rho|^{p-2} \leq \omega^{p-2}w_\rho^{p-2}. \quad (4.12)
\]

For every $1 \leq i, j \leq N$ and $x \neq 0$,
\[
\partial_{ij} w_\rho = \omega^2 \frac{x_i x_j}{|x|^2} w_\rho^1 - \omega \frac{x_i x_j}{|x|^3} w_\rho^1 + \delta(i-j)\omega \frac{w_\rho^1}{|x|} + \omega^2 \frac{x_i x_j}{|x|^2} w_\rho^2 \omega \frac{x_i x_j}{|x|^3} w_\rho^2 - \delta(i-j)\omega \frac{w_\rho^2}{|x|}
\]
where $\delta$ is the Dirac function. Since $|x_i x_j| \leq |x|^2$, it follows that
\[
|\partial_{ij} w_\rho| \leq \omega^2 w_\rho^1 + \omega \frac{w_\rho^1}{|x|} + \omega \frac{w_\rho^2}{|x|} = (\omega^2 |x| + 2\omega) \frac{w_\rho}{|x|}
\] (4.13)

and hence
\[
|\Delta w_\rho| \leq N(\omega^2 |x| + 2\omega) \frac{w_\rho}{|x|}. \quad (4.14)
\]

Combining (1.11)-(4.14), we have
\[
\Delta_p w_\rho \leq N(p-1)\omega^{p-1}(\omega |x| + 2) \frac{w_\rho^{p-1}}{|x|}.
\]

Put $A := 2N(p-1)\omega^{p-1}$. As $|x| \geq R$, one gets
\[
L_\varepsilon[w_\rho] \geq w_\rho^{p-1}\left[-N(p-1)\omega^p - \frac{A}{|x|} + \mu + \varepsilon\right]. \quad (4.15)
\]

One can choose $R$ and $\omega$ such that the right-hand side of (4.15) is nonnegative. Indeed, since $|x|^{-1} \to 0$ as $|x| \to \infty$, there exists $R(\varepsilon)$ such that, for every $R > R(\varepsilon)$, $A|x|^{-1} \leq \varepsilon/2$ $\forall x \in B_R^c$. Take
\[
\omega := \left(\frac{2\mu + \varepsilon}{2N(p-1)}\right)^{\frac{1}{p}},
\]
we obtain $\mathcal{L}_t[w_\tau] \geq 0$ in $B_{R+\rho} \setminus B_{\rho}$. \ We next show that $w_\phi$ dominates $u$ on $\partial B_{R+\rho} \cup \partial B_{\rho}$. Indeed, by (1.18), one can find $C > 0$ such that $u(x) \leq Ce^{\tilde{\omega}|x|}$ in $\mathbb{R}^N$. Therefore, we can take $\tau$ arbitrarily in $(\tilde{\omega}, \omega)$ and $R$ sufficiently large such that for any $\rho > 0$, one has

$$\begin{cases}
w_\phi(x) \geq e^{R\tau} \geq Ce^{R\tilde{\omega}} \geq u(x), & \text{as } |x| = R \\
w_\phi(x) \geq e^{(R+\rho)\tau} \geq Ce^{(R+\rho)\tilde{\omega}} \geq u(x), & \text{as } |x| = R + \rho.
\end{cases}$$

Fix such $\omega, \tau$ and $R$. Applying the weak comparison principle (16), we obtain

$$u(x) \leq w_\phi(x) = e^{(R+\rho)(\tau-\omega)} e^{\omega|x|} + e^{R(\tau+\omega)} e^{-\omega|x|} \quad \text{in } B_{R+\rho} \setminus B_{R}.$$ 

Sending $\rho \to \infty$ yields

$$u(x) \leq e^{R(\tau+\omega)} e^{-\omega|x|} \quad \text{in } \mathbb{R}^N \setminus B_{R}.$$ 

The fact $\omega > \tilde{\omega}$ confirms the proof. \hfill \qed

**Lemma 4.2.** Assume $V \in L^\infty(\mathbb{R}^N)$. There exist positive constants $C$ and $\beta$ depending on $N, p, \|V\|_{L^\infty(\mathbb{R}^N)}$ such that if $u \in W^{1,p}_{\text{loc}}(\mathbb{R}^N)$ is a positive weak solution of (1.10) in $\mathbb{R}^N$ then

$$u(x) \leq Ce^{\beta|x|}u(0) \quad \forall x \in \mathbb{R}^N.$$ 

(4.16)

**Proof.** By Harnack inequality (33) (see Theorem 5 for $p < N$, Theorem 6 for $p = N$ and Theorem 9 for $p > N$), we deduce that there exists a positive constant $C$ depending on $N, p, \|V\|_{L^\infty(\mathbb{R}^N)}$ such that

$$u(x) \leq Cu(0) \quad \forall x \in B_1(0).$$ 

(4.17)

Take $x_0 \in \partial B_1(0)$. We claim that for any nonnegative $m$, there holds

$$u(x) \leq C^{m+1}u(0) \quad \forall x \in B_1(mx_0).$$ 

(4.18)

We will prove (4.18) by induction on $m$. Obviously, (4.18) holds true for $m = 0$. Suppose that (4.18) is valid for some positive integer $m$, we will show that (4.18) also holds true for $m + 1$. Indeed, observe that since $V \in L^\infty(\mathbb{R}^N)$, (4.17) still holds if we replace $u$ by $u(\cdot + y)$ for every $y \in \mathbb{R}^N$. In particular, with $|x_0| = 1$, by replacing $u$ by $u(\cdot + (m + 1)x_0)$, we get

$$u(x + (m + 1)x_0) \leq Cu((m + 1)x_0) \quad \forall x \in B_1(0).$$

By changing the variable and (4.18), we get

$$u(x) \leq Cu((m + 1)x_0) \leq C^{m+2}u(0) \quad \forall x \in B_1((m + 1)x_0).$$

Thus we have proved (4.18).

By (4.18) we deduce that

$$u(x) \leq C|x|^{\beta}u(0) \quad \forall x \in B_1(mx_0).$$

This implies (4.16). \hfill \qed

**Proof of Theorem 1.9**

**Step 1:** Exponential decay. We prove that there exists $\mu > 0$ such that if (1.22) holds then every positive eigenfunction associated with $\lambda(\mathcal{K}_V, \mathbb{R}^N)$ decays exponentially.

Indeed, let $\phi \in W^{1,p}_{\text{loc}}(\mathbb{R}^N)$ be a positive eigenfunction associated with $\lambda(\mathcal{K}_V, \mathbb{R}^N)$ then $\phi$ is a weak solution of (1.17). By Lemma 1.2 there exist a constant $C_\phi > 1$ depending on $\phi, N, p, \|V\|_{L^\infty(\mathbb{R}^N)}$ and a constant $\beta > 0$ depending on $N, p, \|V\|_{L^\infty(\mathbb{R}^N)}$ such that

$$\phi(x) \leq C_\phi e^{\beta|x|} \quad \forall x \in \mathbb{R}^N.$$ 

Put $\mu := N(p - 1)\beta^p$. If (1.22) holds then by invoking Proposition 1.1 we deduce that

$$\phi(x) \leq C_\phi e^{-\beta|x|} \quad \forall x \in \mathbb{R}^N$$

where $C'_\phi$ is a positive constant depending on $\phi, N, p$ and $\|V\|_{L^\infty(\mathbb{R}^N)}$.

**Step 2:** Simplicity. Let $\phi, \varphi \in W^{1,p}_{\text{loc}}(\mathbb{R}^N)$ be two positive eigenfunctions associated with $\lambda(\mathcal{K}_V, \mathbb{R}^N)$. We will prove that, under condition (1.22), there exist a constant $k$ such that $\phi = k\varphi$ in $\mathbb{R}^N$. Indeed, if (1.22) holds then by Step 1 $u$ and $v$ are decay exponentially. In light of the regularity for quasilinear elliptic equations (21) and the Harnack inequality, we deduce
that \( \phi, \varphi \in W^{1,p}(\mathbb{R}^N) \). Therefore, without lost of generality, we can normalize \( u \) and \( v \) so that \( \| \phi \|_{L^p(\mathbb{R}^N)} = \| \varphi \|_{L^p(\mathbb{R}^N)} = 1 \). Set
\[
\vartheta := \frac{1}{p} \;	ext{with}\; \zeta := \frac{\phi^p + \varphi^p}{2},
\]
then \( \| \nabla \vartheta \|_{L^p(\mathbb{R}^N)} = 1 \). Set
\[
\theta := \frac{\phi^p}{\phi^p + \varphi^p} \in (0,1).
\]
One has
\[
\nabla \vartheta = \zeta^{-1/\rho} \left( \frac{\phi^{p-1} \nabla \varphi + \varphi^{p-1} \nabla \phi}{2} \right).
\]
The convexity of the map \( s \mapsto |s|^p \) yields
\[
|\nabla \vartheta|^p = \zeta^{1-p} \left| \frac{\phi^{p-1} \nabla \varphi + \varphi^{p-1} \nabla \phi}{2} \right|^p = \frac{\zeta}{2^p} \left| \frac{\theta(x) \nabla \varphi}{\varphi} + (1 - \theta(x)) \frac{\nabla \varphi}{\varphi} \right|^p \leq \zeta \left( \frac{\theta(x) |\nabla \varphi|^p}{\varphi} + (1 - \theta(x)) |\nabla \varphi|^p \right) = \frac{1}{2} (|\nabla u|^p + |\nabla v|^p).
\]
The equality holds if and only if \( \frac{\nabla \phi}{\varphi} = \frac{\nabla \varphi}{\varphi} \) in \( \mathbb{R}^N \). Hence,
\[
\int_{\mathbb{R}^N} |\nabla \vartheta|^p dx \leq \frac{1}{2} \left( \int_{\mathbb{R}^N} |\nabla \phi|^p dx + \int_{\mathbb{R}^N} |\nabla \varphi|^p dx \right).
\]
It follows that
\[
F(\vartheta) \leq \frac{1}{2} (F(\phi) + F(\varphi)),
\]
where
\[
F(w) := \int_{\mathbb{R}^N} (|\nabla w|^p + V|w|^p) dx \quad w \in W^{1,p}(\mathbb{R}^N).
\]
Since both \( \phi, \varphi \in W^{1,p}(\mathbb{R}^N) \) satisfy (1.17), we deduce
\[
F(\vartheta) \leq \frac{1}{2} (F(\phi) + F(\varphi)) = \lambda(K_V, \mathbb{R}^N). \tag{4.19}
\]
Let \( \{ \vartheta_n \} \subset C_c^1(\mathbb{R}^N) \) be a sequence converging to \( \vartheta \) in \( W^{1,p}(\mathbb{R}^N) \). Since \( \vartheta > 0 \), we infer that \( \vartheta_n > 0 \) for \( n \) large enough. For large \( n \), by Theorem 2.1 iii), we have
\[
\lambda(K_V, \mathbb{R}^N) \leq \frac{\int_{\mathbb{R}^N} (|\nabla \vartheta_n|^p + V \vartheta_n^p) dx}{\int_{\mathbb{R}^N} \vartheta_n^p dx}.
\]
Letting \( n \to \infty \) yields
\[
\lambda(K_V, \mathbb{R}^N) \leq \frac{\int_{\mathbb{R}^N} (|\nabla \vartheta|^p + V \vartheta^p) dx}{\int_{\mathbb{R}^N} \vartheta^p dx} = F(\vartheta) \tag{4.20}
\]
By (4.19) and (4.20), we get
\[
F(\vartheta) = \lambda(K_V, \mathbb{R}^N).
\]
The above equality holds if and only if \( \frac{\nabla \phi}{\varphi} = \frac{\nabla \varphi}{\varphi} \) in \( \mathbb{R}^N \), which implies \( \nabla \left( \frac{\phi}{\varphi} \right) = 0 \) in \( \mathbb{R}^N \). Therefore there exists \( k > 0 \) such that \( \phi = k \varphi \) in \( \mathbb{R}^N \). This concludes the proof. \( \square \)

**Proof of Theorem 1.10.** From the definition of \( \mathcal{E}(\mathbb{R}^N) \) and the definition of \( \lambda(K_V, \mathbb{R}^N) \) in (1.1), we deduce that \( \mathcal{E}(\mathbb{R}^N) \subset (\infty, \lambda(K_V, \mathbb{R}^N)] \).

We next prove the reverse inclusion \( (\infty, \lambda(K_V, \mathbb{R}^N)] \subset \mathcal{E}(\mathbb{R}^N) \). By Theorem 2.1 2.(ii), \( \lambda(K_V, \mathbb{R}^N) \in \mathcal{E}(\mathbb{R}^N) \). It remains to show that \( \lambda \in \mathcal{E}(\mathbb{R}^N) \) for every \( \lambda < \lambda(K_V, \mathbb{R}^N) \). Indeed, take \( \lambda < \lambda(K_V, \mathbb{R}^N) \). For any \( n \in \mathbb{N} \), let \( f_n \in C^\infty(B_n) \) be nonnegative and not identically equal
to zero in $B_n$ with $\text{supp} f_n \subset B_n \setminus B_{n-1}$. Since $\lambda(K_{\lambda}, B_n) > \lambda(K_{\lambda}, \mathbb{R}^N) > \lambda$, it follows that $\lambda(K_{\lambda-\lambda}, B_n) > 0$. By [16] Theorem 2 (v), there exists a unique nonnegative weak solution $u_n \in W^{1,p}_0(B_n)$ of

$$
\begin{cases}
K_{\lambda}[u] = f_n & \text{in } B_n \\
u = 0 & \text{on } \partial B_n.
\end{cases}
$$

By the strong maximum principle [16] Theorem 2 (ii), we obtain that $u_n$ is positive in $B_n$. Put

$$v_n(x) := \frac{u_n(x)}{u_n(0)}$$

then $v_n(0) = 1$. By the Harnack inequality [33] and regularity results for quasilinear elliptic equations [10], up to a subsequence, the sequence $\{v_n\}$ converges in $C^1_{\text{loc}}(\mathbb{R}^N)$ to a function $v$ which is a nonnegative weak solution of $K_{\lambda}[v] = 0$ in $\mathbb{R}^N$. Since $v(0) = 1$, by the Harnack inequality, we deduce that $v$ is positive in $\mathbb{R}^N$. Therefore $v$ is a positive weak solution of (1.6) in $\mathbb{R}^N$. It follows that $\lambda \in \mathcal{E}(\mathbb{R}^N)$. Finally $(-\infty, \lambda(K_{\lambda}, \mathbb{R}^N)] \subset \mathcal{E}(\mathbb{R}^N)$. This completes the proof.

**Proof of Theorem 1.11.** Suppose by contradiction that $u$ is positive somewhere in $\mathbb{R}^N$. Since $\lambda''(K_{\lambda}, \mathbb{R}^N) > 0$, there exist a function $\phi \in C^1_{\text{loc}}(\mathbb{R}^N)$ and positive number $\lambda$ and $\beta$ such that $\inf_{\mathbb{R}^N} \phi \geq \beta > 0$ and

$$K_{\lambda}[\phi] \geq \lambda \beta^{p-1}$$

in the weak sense in $\mathbb{R}^N$.

Since $u$ is continuous, $\sup_{\mathbb{R}^N} u < \infty$ and $\lim\sup_{|x| \to \infty} u(x) \leq 0$, we can find a positive constant $\gamma > 0$ and $x_0 \in \mathbb{R}^N$ such that

$$0 < \gamma = \frac{u(x_0)}{\phi(x_0)} = \max_{\mathbb{R}^N} \frac{u(x)}{\phi(x)} < \infty.$$ 

It follows that there exists $r > 0$ such that $u(x) > 0$ in $\overline{B}_r(x_0)$, $u(x) \leq \gamma \phi(x)$, $\forall x \in \overline{B}_r(x_0)$ and $u(x_0) = \gamma \phi(x_0)$. Therefore, by strong comparison principle [14] Theorem 3.2, we get $\gamma \phi = u$ in $B_r(x_0)$. Therefore, for every $0 < \psi \in C^1(B_r(x_0))$,

$$\int_{B_r(x_0)} K_{\lambda}[\gamma \phi] \psi \, dx = \int_{B_r(x_0)} K_{\lambda}[u] \psi \, dx. \quad (4.21)$$

On the other hand, we have

$$K_{\lambda}[\gamma \phi] \geq \lambda \gamma^{p-1} \beta^{p-1} > 0 \geq K_{\lambda}[u]$$

in the weak sense in $\mathbb{R}^N$. (4.22)

This implies

$$\int_{B_r(x_0)} K_{\lambda}[\gamma \phi] \psi \, dx > \int_{B_r(x_0)} K_{\lambda}[u] \psi \, dx, \quad (4.23)$$

which contradicts with (1.21). Thus $u$ must be nonpositive.
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