SPATIALLY SCALABLE RECURSIVE ESTIMATION OF GAUSSIAN PROCESS TERRAIN MAPS USING LOCAL BASIS FUNCTIONS
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ABSTRACT

When an agent, person, vehicle or robot is moving through an unknown environment without GNSS signals, online mapping of nonlinear terrains can be used to improve position estimates when the agent returns to a previously mapped area. Mapping algorithms using online Gaussian process (GP) regression are commonly integrated in algorithms for simultaneous localisation and mapping (SLAM). However, GP mapping algorithms have increasing computational demands as the mapped area expands relative to spatial field variations. This is due to the need for estimating an increasing amount of map parameters as the area of the map grows. Contrary to this, we propose a recursive GP mapping estimation algorithm which uses local basis functions in an information filter to achieve spatial scalability. Our proposed approximation employs a global grid of finite support basis functions but restricts computations to a localized subset around each prediction point. As our proposed algorithm is recursive, it can naturally be incorporated into existing algorithms that uses Gaussian process maps for SLAM. Incorporating our proposed algorithm into an extended Kalman filter (EKF) for magnetic field SLAM reduces the overall computational complexity of the algorithm. We show experimentally that our algorithm is faster than existing methods when the mapped area is large and the map is based on many measurements, both for recursive mapping tasks and for magnetic field SLAM.

Navigation in large, unknown, nonlinear geospatial fields can be done through simultaneous localisation and mapping (SLAM). This requires a spatially scalable online mapping technique. SLAM using nonlinear geospatial field maps has been used to compensate for odometry drift in robots, marine vehicles, aerial vehicles, and pedestrians [1, 2, 3, 4]. Some nonlinear fields that have been used in SLAM are magnetic fields [4, 5, 10], underwater bathymetry [2, 5], and terrain fields [7, 8]. A range of this research uses Gaussian process (GP) regression [9] to create nonlinear field maps [4, 2, 6, 7, 8]. These methods suffer from the computational complexity scaling either with the number of measurements used to build the map or with the area of the map. To remedy this, we propose a temporally and spatially scalable online GP mapping algorithm that removes this bottleneck from SLAM algorithms that use GPs for terrain navigation. Our proposed approximation uses a global grid of finite-support basis functions to approximate the GP. At each timestep, our approach restricts computations to a local grid of basis functions surrounding each prediction point, as illustrated in Fig. 1, which results in a reduction in computational cost. Our algorithm does not only reduce the computational cost for constructing maps, its recursive nature also opens up for using it in SLAM. We extend the magnetic field SLAM algorithm from [10] to include our recursive mapping algorithm, and show that it causes a reduction in the overall computational complexity of the SLAM algorithm. The magnetic field SLAM approach in [10] consists of a measurement update and a dynamic update. Our approach directly reduces the computational complexity of the measurement update. As our approximation gives rise to sparsity patterns in the map representation, our approximation also gives rise to a reduction in complexity in the dynamic update.
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Figure 1: A locally reconstructed approximation (indicated by the color of the heatmap) of a simulated large, nonlinear geospatial field (indicated with gray level curves) based on a local subset (marked with the black circles) of a global grid of basis functions (marked with the gray circles).

The remainder of the paper is organized as follows: Section 1 gives an overview of some background information. Specifically, it introduces GP regression and basis function approximations to GPs. Section 2 gives a description of our method for approximating a large GP scale map, and shows how the map can be incorporated in an EKF for SLAM. Section 3 gives an overview of the relation between our proposed mapping algorithm and other online GP mapping algorithms that can be used in SLAM. Section 4 describes experimental results comparing our proposed approach to other mapping and SLAM algorithms. Section 5 gives some concluding remarks and recommendations for future work.

1 Background

1.1 GP Regression

We are interested in estimating the terrain map using a GP. GP regression allows for estimating a nonlinear function $f : \mathbb{R}^d \to \mathbb{R}$, distributed according to

$$ f \sim \mathcal{GP}(0, \kappa(\cdot, \cdot)), $$

where $\kappa(x, x') : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ is some known kernel function, and $\mathcal{GP}(0, \kappa(\cdot, \cdot))$ denotes the GP prior (see [9] for definition) with a mean of 0 and covariance defined by the kernel function. The kernel that is used for all of the mentioned online GP maps in section 3 is called the squared exponential kernel, and is defined as

$$ \kappa_{SE}(x, x') = \sigma_{SE}^2 \left( \frac{\|x - x'\|^2}{2l_{SE}^2} \right), $$

where $\|\cdot\|_2$ is the Euclidean norm, $\sigma_{SE}$ is a hyperparameter indicating the magnitude of the spatial variations and $l_{SE}$ is a hyperparameter indicating the expected lengthscale of the spatial variations [9]. GP regression also uses $N$ noisy measurements of the function $y_{1:N} = \{y_i\}_{i=1}^N$ modelled as

$$ y_i = f(x_i) + e_i, \quad e_i \sim \mathcal{N}(0, \sigma_y^2), $$

where $x_{1:N} = \{x_i\}_{i=1}^N$ are known input locations where $x_i \in \mathbb{R}^d$, $e_i$ is a measurement noise, $\sigma_y^2$ is the noise variance, and $\mathcal{N}(0, \sigma_y^2)$ denotes the normal distribution with mean 0 and covariance $\sigma_y^2$. The expected value and variance of the function value in any arbitrary location $x^* \in \mathbb{R}^d$ is then given by

$$ \mathbb{E}[f(x^*)] = K(x^*, x_{1:N}) \left( K(x_{1:N}, x_{1:N}) + \sigma_y^2 I_N \right)^{-1} y_{1:N}, $$

$$ \text{Var}[f(x^*)] = -K(x^*, x_{1:N}) \left( K(x_{1:N}, x_{1:N}) + \sigma_y^2 I_N \right)^{-1} K(x_{1:N}, x^*) + K(x^*, x^*) $$

respectively. Here, the matrix $K(x_{1:N}, x_{1:N})$ is constructed by the kernel evaluated along each possible cross-combination of the entries in the vector $x_{1:N}$, such that the entry on the $i$th row and the $j$th column of $K(x_{1:N}, x_{1:N})$ is $\kappa(x_i, x_j)$. Similarly, the row vector $K(x^*, x_{1:N})$ is defined such that the $j$th column is defined by $\kappa(x^*, x_j)$. By the same notation, $K(x^*, x^*)$ is a single-entry matrix with value $\kappa(x^*, x^*)$. We are concerned with approximating the GP posterior. To distinguish the posterior in (4a) and (4b) from any approximation of it, we will refer to this as the full GP posterior. Computing the full GP posterior has a complexity of $O(N^3)$, as it requires the inversion of a $N \times N$ matrix.
1.2 Sparse approximations to GP Regression with Basis Functions

Sparse approximations to GP regression approximate the function \( f \) with a linear combination of \( m \) basis functions according to

\[
f \approx \Phi^T w, \quad w \sim \mathcal{N}(0, P),
\]

where \( w = \{w_i\}_{i=1}^m \) is a set of \( m \) scalar weights, and \( \Phi \) is a vector of \( m \) basis functions \( \phi_i : \mathbb{R}^d \rightarrow \mathbb{R} \). The prior covariance on the weights \( P \in \mathbb{R}^{m \times m} \) is chosen so that (5) approximates (1). There are different methods to approximate predictions using the assumption in (5). A commonly used one is the Deterministic Training Conditional (DTC) approximation \([11]\). The sparse predictions with DTC are given by

\[
\mathbb{E} [f(x^*)] \approx \Phi(x^*)^T (\Phi(x_{1:N})\Phi(x_{1:N})^T + \sigma^2 P)^{-1} \Phi(x_{1:N}) y_{1:N},
\]

\[
\text{Var} [f(x^*)] \approx \sigma^2 \Phi(x^*)^T (\Phi(x_{1:N})\Phi(x_{1:N})^T + \sigma^2 P)^{-1} \Phi(x^*) + K(x^*, x^*) - \Phi(x^*)^T P \Phi(x^*),
\]

where the entry on the \( i \)th row and the \( j \)th column of the matrix \( \Phi(x_{1:N}) \) is defined as \( \phi_i(x_j) \), and the \( i \)th row of the column vector \( \Phi(x^*) \) is defined as \( \phi_i(x^*) \). The expressions in (6a) and (6b) require \( O(m^2 + m^3) \) operations to compute, and \( O(Nm^2) \) storage. This greatly improves the computational complexity in the case where the number of basis functions \( m \ll N \) compared to the full GP approach in Section 1.1. The required number of basis functions \( m \) required to accurately approximate the GP scales with the size of the input domain relative to the lengthscale (\( \ell_{SE} \) in (2)) of the kernel \([12]\).

2 Method

In terrain mapping we typically have large areas and small lengthscales. The approach from Section 1.2 needs many basis functions in this case. To remedy this scaling, we propose training on a large grid of finite-support basis functions which we will introduce in Section 2.2. We incorporate each new measurement with an information filter. Section 2.2 describes how we include a new measurement. Including a new measurement in the way described in section 2.2 has a computational complexity of \( O(m^2) \), where \( m' \) is the number of basis functions with overlapping support in any input location. Section 2.3 describes how we use this trained map to make a prediction. Making a prediction in the way described in Section 2.3 requires \( O(m'^3) \) computations. Section 2.4 suggests how our proposed GP map approximation can be integrated into EKF SLAM with GP maps. The algorithm given in Section 2.4 requires \( O(m) \) computations at each timestep.

2.1 Choice of Basis Functions

We choose a set of basis functions \( \{\phi_j\}_{j=1}^m \) as truncated cross-sections with centers distributed on a uniform grid according to

\[
\phi_j(x) = \begin{cases} c(u_j, x), & \|x - u_j\|_{\infty} \leq r \\ 0, & \|x - u_j\|_{\infty} > r \end{cases},
\]

where \( \| \cdot \|_{\infty} \) denotes the sup-norm, and where each basis function \( j \) is centered in a fixed location \( u_j \in \mathbb{R}^d \) on a \( d \)-dimensional grid. For stationary geospatial fields, \( d \) is maximally 3. The basis functions converge to the basis functions induced by a grid of inducing inputs as the truncation limit tends to infinity. A grid of inducing inputs is known to converge to the true GP as the grid density goes to infinity \([13]\).

2.2 Recursive map estimation

Since the basis function approximation in (5) to the full GP regression is a parametric model, the posterior can be found using stochastic least squares estimation. A stochastic least squares estimate can recursively be obtained using a information filter without any dynamics. Specifically, obtaining the posterior on information form corresponds to computing the terms \( \Phi(x_{1:N}) y_{1:N} \) and \( \Phi(x_{1:N}) \Phi(x_{1:N})^T \) in (6a) and (6b) recursively \([14]\). In the remainder of this paper, we let the information vector at time \( t \) be defined as \( \mathbf{1}_{1:t} = \Phi(x_{1:t}) y_{1:t} \), and the information matrix at time \( t \) be
defined as $I_{1:t} = \Phi(x_{1:t})\Phi(x_{1:t})^T$. Updating the information vector $\iota_{1:t}$ and the information matrix $I_{1:t}$ as

$$
\iota_{1:t} = \iota_{1:t-1} + \Phi(x_t)y_t,
$$
(8a)

$$
I_{1:t} = I_{1:t-1} + \Phi(x_t)\Phi(x_t)^T,
$$
(8b)

only requires updating a finite amount of elements $m' << m$ in each update step when using the basis functions from Section 2.2. This is because the terms $\Phi(x_t)y_t$ and $\Phi(x_t)\Phi(x_t)^T$ only contain $m'$ non-zero elements because only $m'$ basis functions have overlapping support in any given location. The set $S$ of basis functions (identified by their index $j$) that are non-zero in $x_t$ follows from the definition of the basis functions in (7) as

$$
S = \{ j \mid \|x_t - u_j\|_\infty \leq r \}.
$$
(9)

It follows that for any single measurement $y_t$, the only entries of the information vector $\iota_j$ that change are the ones where $j \in S$. Let $l_d$ denote the distance between two neighboring inducing inputs along each dimension. The size of the set $S$ will always be smaller than or equal to $n' = (\frac{2r}{d} + 1)^d$, where $d$ is the dimension of the input vector. The recursive updates in (8a) and (8b) only need to be applied to entries $j \in S(x_t, r)$ for the information vector, and $j, j' \in S(x_t, r) \times S(x_t, r)$ for the information matrix, as the contribution from the term $\phi_j(x_t)y_t$ and $\phi_j(x_t)\phi_{j'}(x_t)$ will be zero for all other entries. Hence this update has computational complexity $O(m')$ for the information vector, and $O(m'^2)$ for the information matrix.

### 2.3 Prediction

Making a prediction of the terrain value in a new location requires evaluating the GP posterior mean and covariance in that location.

We could simply plug the information vector $\iota_{1:N} = \Phi(x_{1:N})y_{1:N}$ and the information matrix $I_{1:N} = \Phi(x_{1:N})\Phi(x_{1:N})^T$ into the approximate GP posterior in (6a) and (6b). However, solving these equations would require solving a linear system with $m$ variables, which in general requires $O(m^3)$ operations. Instead, we use only a local subset of $m''$ basis functions to perform each prediction. We select the local subset of basis functions in a local domain surrounding the prediction point.

The entries of the information vector of any subset of the basis functions are a subset of the entries of the information vector $\iota_{1:N}$. Equivalently, the entries of the information matrix of any subset of the basis functions are a subset of the entries of the information matrix $I_{1:N}$. As an illustrating example, consider a set of four basis functions $\{1, 2, 3, 4\}$. Then, consider the subset of basis functions indicated in black $\{2, 3\}$. The entry at row $i$ and column $j$ of the information matrix $I_{1:N}$ is given by $I_{1:N}^{ij} = \sum_{t=1}^{N} \phi_i(x_t)\phi_j(x_t)$. The entry in row $i$ of the information vector $\iota_{1:N}$ is given by the sum $\iota_{1:N}^i = \sum_{t=1}^{N} \phi_i(x_t)y_t$. The information matrix and information vector for the full set can therefore be written element-wise as

$$
I_{1:N} = \begin{bmatrix}
I_{1:N}^{1,1} & I_{1:N}^{1,2} & I_{1:N}^{1,3} & I_{1:N}^{1,4} \\
I_{1:N}^{2,1} & I_{1:N}^{2,2} & I_{1:N}^{2,3} & I_{1:N}^{2,4} \\
I_{1:N}^{3,1} & I_{1:N}^{3,2} & I_{1:N}^{3,3} & I_{1:N}^{3,4} \\
I_{1:N}^{4,1} & I_{1:N}^{4,2} & I_{1:N}^{4,3} & I_{1:N}^{4,4}
\end{bmatrix},
$$
(10a)

$$
\iota_{1:N} = \begin{bmatrix}
\iota_{1:N}^{1,1} \\
\iota_{1:N}^{2,1} \\
\iota_{1:N}^{3,1} \\
\iota_{1:N}^{4,1}
\end{bmatrix}.
$$
(10b)

The information matrix and information vector of basis functions 2 and 3 is a subset of the information matrix and information vector indicated by the black sub-entries in (10a) - (10b).

We leverage this property to define an approximation to the GP based on a local subset $S^*$ of basis functions close to the prediction point. In Fig. 1, we illustrate how a local subset of basis functions can be selected from a global grid. The local subset of the corresponding information vector and information matrix defined as $\iota_{1:N}^* = \Phi_{S^*}(x_{1:N})y_{1:N}$ and

$$
I_{1:N}^* = \Phi_{S^*}(x_{1:N})\Phi_{S^*}(x_{1:N})^T,
$$

respectively, can be constructed from subsets of the information vector $\iota_{1:N}$ and the information matrix $I_{1:N}$ for the full grid. From acquiring the information matrix and information vector on the global grid of basis functions indicated with gray circles in Fig. 1, we have access to the trained system the local subsets of basis functions illustrated with black circles in Fig. 1.

Formally, we choose $S^* = S(x^*, r^*)$ consisting of all basis functions whose center is closer than $r^*$ along each dimension to be in this set. The size of the set $S(x^*, r^*)$ will always be smaller than or equal to $m'' = (\frac{2r^*}{d} + 1)^d$, where $d$ is the dimension of the input vector. Evaluating the predicted mean and predicted variance using the basis
functions indexed by the set $S^*$ in place of the basis functions $\{1, \ldots, N\}$ in (6a)-(6b) gives

\[
\begin{align*}
E[f(x^*)] & \approx \Phi_{S^*}(x^*)^\top (I_{1:N} + \sigma_f^2 P_*^{-1})^{-1} \iota_{S^*}, \\
\text{Var}[f(x^*)] & \approx \sigma_f^2 \Phi_{S^*}(x^*)^\top (I_{1:N} + \sigma_f^2 P_*^{-1})^{-1} \\
& \quad \times \Phi_{S^*}(x^*) + K(x^*, x^*) \\
& \quad - \Phi_{S^*}(x^*)^\top P_* \Phi_{S^*}(x^*),
\end{align*}
\]

(11a)

(11b)

where the $i$th row and the $j$th column of $\Phi_{S^*}(x^*)$ is defined by the evaluation of basis functions number $i$ in the subset $S^*$ on the prediction point $x^*$, and where $P_*$ is the prior covariance on the basis function weights. We select $P_*$ such that the prior is recovered exactly in the center locations $u_{S^*}$ of the basis functions, which gives $P_* = (\Phi_{S^*}(u_{S^*}))^{-1} K(u_{S^*}, u_{S^*}) (\Phi_{S^*}(u_{S^*}))^{-1}$. A detailed derivation for the expression for $P_*$ is given in Appendix ??.

As the size $m^*$ of the set $S^*$ is always smaller or equal to $(\frac{2r^*}{l_w} + 1)^d$, the matrix inversion required in (11a) and (11b) is bounded. The prediction of our proposed GP prediction in (11a)-(11b) can therefore be computed with $O(m^*) = O((\frac{2r^*}{l_w} + 1)^{3d})$ operations.

2.4 Integration of mapping algorithm into an EKF for magnetic field SLAM

In this section, we give the algorithmic details of the implementation of a SLAM algorithm with an EKF as it is described in [10], but using our proposed map approximation instead of Hilbert space basis functions. From here on we will refer to the magnetic field SLAM algorithm with and EKF in [10] as EKF Mag-SLAM.

EKF Mag-SLAM gives estimates of the sensor’s position $\hat{\xi}_t$, its orientation $\hat{\eta}_t$ and the magnetic field map $\hat{m}(t)$. The magnetic field map is parameterized as the estimate of the weights $w_t$ of a sparse GP approximated with Hilbert space basis functions, using online measurements of the magnetic field denoted $\eta_t$ at each timestep $t$ and measurements of the change in position and orientation denoted $\Delta\xi_t$ and $\Delta\eta_t$ at each timestep $t$ respectively.

We use the same measurement and dynamic model as [10] (see Eqns (14a), (14b) and (13)), but we replace the basis functions denoted $\Phi$ with the finite-support basis functions described in section 2.1. As the computational benefits of the finite-support basis functions arise on the information form, we implement the EKF on the information form.

In the measurement update, the system is approximated using only the information of the basis functions that are closer than $r^*$ to the prediction point. This means that the information between two prediction points that are further apart than $2r^*$ will never be needed to carry out the measurement update. This means that the only entries of the information matrix we need to compute to carry out the dynamic update are given a sparse subset of the information matrix. We name this subset of all index pairs such that the distance between the corresponding basis functions is less than $2r^*$ as $S_{r^*} = \{i,j||x_i - x_j||_\infty \leq 2r^*\}$. The location of the indices corresponding to this subset for the information matrix for Mag-SLAM in three dimensions is illustrated in Fig. 2. The pattern arises from the ordering of the indices in the information matrix according to the location of the finite-support basis functions along each of the three spatial dimensions.

As the information matrix for online Kalman filters with dynamic updates [15] is generally defined as the inverse of the covariance matrix $P$, we initialize the information matrix as $I_0^{EKF} = P_0^{-1}$. Comparing this information matrix to the one defined generally in The initial error state of EKF Mag-SLAM is zero and thus the initial information vector $\iota_0 = I_0^{EKF} \xi_0 = 0$. 
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What is worth noting about the relinearisation in equation (17) is that it only requires knowledge of a subset of all entries in the first six columns and first six rows of the information matrix (corresponding to position and orientation), and a light blue color in the other entries. The second sparsity pattern has a dark blue color in the entries in the set $S_{u,v}^\star$ of all entries that can possibly be necessary to make a map prediction in any location. The last sparsity pattern is the union of these two sets.

The dynamic update on information form in general is given by

$$I_{t+1}^{EKF} = (I_{t}^{EKF} + Q)^{-1}$$  \hspace{1cm} (12)

Where $Q$ is the process noise on the state-space vector, defined in equation (23) in [10]. Since we assume the map to be static, the matrix $Q$ can be factorized according to

$$\begin{bmatrix} \tilde{Q} & 0 \\ 0 & 0 \end{bmatrix} = V^\top Q V, \quad V = [I \ 0],$$  \hspace{1cm} (13)

and where $\tilde{Q}$ is a $6 \times 6$ matrix expressing the process noise on the position and orientation. After applying the matrix inversion lemma to this dynamic update, it reduces to

$$I_{t+1}^{EKF} = I_{t}^{EKF} - I_{t}^{EKF} V^\top (V I_{t}^{EKF} V^\top + \tilde{Q})^{-1} V I_{EKF},$$  \hspace{1cm} (14)

The Kalamn filter measurement update of the information matrix when applied to Mag-SLAM becomes [15]

$$I_{t+1}^{EKF} = I_{t}^{EKF} + \frac{1}{y_t} H_t y_{t}^\top,$$  \hspace{1cm} (15)

where the Jacobian of the measurement model $H_t$ is as derived in a similar way as equation (25) in [10], but with finite-support basis functions from [7] replacing the Hilbert space basis functions. This update, as the one in (8b) is inherently sparse, and has complexity $O(m'^2)$. Similarly, the information vector of EKF-Mag SLAM at each timestep becomes [15]

$$\delta_t^E = \frac{1}{y_t} H_t y_t,$$  \hspace{1cm} (16)

with $y_t$ being a three-component magnetic field measurement. (see [16] for a detailed derivation of the extended information filter). The re-linearisation of the estimated position, orientation and magnetic field would then in general require an inversion of the full information matrix. However, by employing the approximation that only the basis functions that are closer to the prediction point (which in this case is the estimated location) are the ones necessary to approximate the magnetic field, we can execute the re-linearisation at a computational cost of $O(m'^3)$. We do this explicitly according to

$$\begin{bmatrix} \delta_{t,\star}^E \\ \eta_{t,\star}^E \\ \nu_{*,t}^E \end{bmatrix}^\top = \left( I_{t,\star}^{EKF} \right)^{-1} I_{t,\star}^{EKF},$$  \hspace{1cm} (17a)

$$\tilde{p}_{t|t} = \tilde{p}_{t|t-1} + \delta_{t},$$  \hspace{1cm} (17b)

$$\tilde{q}_{t|t} = \tilde{q}_{t|t-1} \otimes \exp_q(\eta_t),$$  \hspace{1cm} (17c)

$$\tilde{m}_{*,t|t} = \tilde{m}_{*,t|t-1} + \nu_{*,t},$$  \hspace{1cm} (17d)

where we only add the correction on the linearisation point corresponding to the magnetic field map $m_t$ in the entries in the subset $S_\star$. The orientation estimate $\tilde{q}_{t|t}$ is represented as a unit quaternion. The operator $\exp_q(\cdot)$ is defined in [17].

What is worth noting about the relinearisation in equation (17) is that it only requires knowledge of a subset $S_\star$ of the entries in the information matrix. Furthermore, for all possible position estimates $\tilde{p}_{t|t-1} \in \mathbb{R}^3$, the union of all possible subsets $S_\star$ is given as the set of index pairs $i,j$ where the corresponding basis functions are closer to each other according to the infinity norm than $2r^\star$. We can formally define this union of all possible usable subsets as $S_{\star,v} = \{i,j| ||\tilde{p}_{i,t} - \tilde{p}_{j,t}||_\infty \leq 2r^\star \}$. For an information matrix $I$, this subset is a sparse subset of the full set of entries, with $O(mm'^2)$ elements. Assuming $m >> m'$, this sparse subset contains $O(m)$ elements. Fig. 2 illustrates examples of sparsity patterns for an information matrix corresponding to a one-dimensional, a two-dimensional, and a
three-dimensional grid of equispaced basis functions. In the one-dimensional grid, four basis functions are located along the x-axis at \([-1.5, -0.5, 0.5, 1.5]\), and the indexes are ordered correspondingly in Fig. 2. In the two-dimensional grid, 16 basis functions are located along the x and y-axis at
\[
\begin{bmatrix}
-1.5 & -1.5 & -1.5 & \ldots & 1.5 & 1.5 \\
-1.5 & -0.5 & 0.5 & \ldots & 0.5 & 1.5
\end{bmatrix}
\]
and also indexed chronologically.

The only entries of the information matrix that are used to compute the term \(\mathcal{T}_{\text{EKF}} V^\top (V \mathcal{T}_{\text{EKF}} V^\top + \mathcal{Q})^{-1} V \mathcal{T}_{\text{EKF}}\) are the entries in the first 6 rows and the first 6 columns of the information matrix. These are the only entries that can possibly affect the values contained in \(S_v\), during the dynamic update. The only entries of the information matrix we need to keep track of are therefore the union of the first 6 columns and the first 6 rows and the values in \(S_v\). Fig. 3 shows an example of the union of these two sparsity sets, for our estimation problem with an equispaced 3D grid of finite-support basis functions. The sparsity pattern shows a fractal-like structure that is explained by the fact that we are displaying the pattern for a 3D grid of basis functions, and the nature of the ordering of the indexes of these basis functions. It is therefore sufficient during application of the entire algorithm to only keep track of the entries in \(S_v\), and in the first six rows and the first six columns.

3 Relation to existing work

Many approximations to GP maps have been proposed to remedy the poor scalability of GP terrain maps. The particular use-case our proposed approximation does well compared to previous work is the ability to perform online GP mapping with a computational complexity that does not change over time as more measurements are gathered (temporal scalability), and that simultaneously does get slower as the size of the map increases relative to the spatial variations (spatial scalability).

3.1 Temporally scalable approaches which are not spatially scalable

GP regression approximated with basis functions is a temporally scalable and well-established strategy for online GP mapping \([18, 4, 10, 19, 20, 2]\). This is commonly used for online learning with GP regression \([21]\). A prediction can also be made at any time in any location with a computational complexity of \(O(m^2)\).

Practical examples of realistic terrains used for aiding navigation have small spatial variations relative to the size of the map \([22, 23, 24, 25]\). Existing sparse approximations to GPs with basis functions require a number of computations which scale with the size of the mapped area relative to the lengthscale of the kernel \([26]\). This is due to the fact that GP approximations that efficiently recover the higher eigenvalues of the kernel but not the smaller eigenvalues will, in general, have poor performance when the lengthscale of the kernel is small relative to the domain \([26, 12]\). In practice, this manifests as a need for a larger number \(m\) of basis functions as the domain size increases \([12]\), which in turn increases the computational requirements \(O(m^2)\). Another online GP mapping approximation using finite-support basis functions was proposed by \([27]\), which uses a sparse-weight Kalman filter for this approach as described in \([28]\), and therefore has a computational complexity of including each new measurement of \(O(m)\).

In both our work and a range of other work, the magnetic field map is estimated online in a Bayesian filter for SLAM by including the basis function weights in the state space \([2, 4, 10]\). Basis-function approximation to GPs are employed for online creation of magnetic field maps \([4, \text{underwater bathymetry maps} 2]\) and ground elevation maps \([18]\). Due to the computational cost of \(O(m^2)\), SLAM algorithms using basis function approximations to create the map are limited to a small map area \([2, 10, 19]\), or to breaking up the map into separate maps without sharing information between the maps \([4, 29]\).

3.2 Spatially scalable approaches which are not temporally scalable

There is also some work for large-scale terrain mapping that suggests using only the \(k\) nearest measurements for applying GP regression \([30, 23]\). This approach uses KD-trees for efficient querying of the data. It requires storage which scales linearly in the amount of measurements. The storage requirements of this approach will therefore increase over time. Although they are spatially scalable, these approximations are therefore not spatially scalable.

3.3 Spatially and temporally scalable approximations that suffer from boundary effects

Local GPs avoid the issues of increased computational complexity with increasing domain size by splitting the input domain into discrete sub-domains \([31, 32]\). This approach suffers from discontinuities and inaccurate predictions at the
domain boundaries [31]. Patched local GPs [33] and domain decomposition methods [34] both remedy this problem by introducing constraints connecting the local domains. However, this remedy to the boundary effect problem requires a number of computations that scale with the number of considered domains and thus do not truly achieve a prediction time complexity independent of the spatial size of nonlinear field [33]. Although all of the previously mentioned local GP regression approximations are formulated offline, an online approach to local GP regression was proposed by [35].

The technique of splitting the field into sub-domains have also been integrated into SLAM [5, 4, 36]. These approaches often require additional modifications in the SLAM algorithm to handle the cases where position estimates are close to borders of the domains, where the boundary effects are strong [4]. This is in contrast to our proposed approach, where the local domain always surrounds the prediction point, and therefore does not suffer from boundary effects.

### 3.4 Structured Kernel Interpolation

Another approximation that performs GP regression efficiently in large maps was proposed by [37]. It applies the Woodbury matrix inversion lemma to reduce the required computational complexity of a GP approximation called Structured Kernel Interpolation (SKI) [13]. SKI uses grid-structured finite-support basis functions to perform approximate GP regression.

The novelty in our contribution in contrast to SKI is that we perform these updates online and that we perform predictions using only a local subset of \( m' \) of the finite support basis functions. The prediction cost of [37] is dependent on the size of the input domain. Each prediction with SKI, therefore, requires \( O(m \log(m)) \) operations, while each prediction with our method requires only \( O(m'^3) \) operations. SKI therefore is able to include new measurements in the map in a way which is both spatially and temporally scalable. In contrast to our work, SKI requires more computations to make predictions as the size of the map area grows. A detailed comparison of the computational complexity of SKI and our approach is given in table 1.

| Step     | SKI, [37] | Our method | HS functions |
|----------|-----------|------------|--------------|
| Meas update | \( O(m'^2) \) | \( O(m'^2) \) | \( O(m) \) |
| Prediction | \( O(m \log(m)) \) | \( O(m'^3) \) | \( O(m) \) |

### 3.5 Integration into SLAM

The use of our approximation reduces the overall computational complexity of an existing extended Kalman filter Mag-SLAM (EKF-Mag-SLAM) algorithm with Hilbert space basis functions [10]. Mag-SLAM with an EKF or requires a measurement update and dynamic update at each timestep. Additionally, a prediction of the magnetic field is required at each timestep (this is officially part of the measurement update, but we consider it a separate step to evaluate the computational complexity required to make this prediction). Incorporating our approach in Mag-SLAM gives direct improvements to the computational requirements for the measurement update, and for making a prediction. Furthermore, our approximation of using only a local subset of the basis functions in the prediction step induces a sparsity structure which reduces the computational requirements of the dynamic update. This causes an overall improved computational complexity of the EKF Mag-SLAM algorithm in [10] to reduce from \( O(m^2) \) to \( O(m) \). An overview of the computational complexities of EKF Mag-SLAM with our mapping technique compared to EKF Mag-SLAM with Hilbert space methods is given in table 2.

| Step     | EKF Mag-SLAM with our method | EKF Mag-SLAM with HS functions |
|----------|------------------------------|-------------------------------|
| Meas update | \( O(m'^2) \)               | \( O(m'^2) \)               |
| Prediction | \( O(m'^3) \)               | \( O(m) \)               |
| Dyn update | \( O(m) \)                  | \( O(m^2) \)               |

### 4 Results

In this section, we first compare the performance of our method with existing approaches on two low-dimensional, spatially large benchmark data sets. As the choice of kernel hyperparameters affects the trade-off between computational
Table 3: SMAE accuracies, combined time to include a new measurement and make a new prediction, MSLL scores on audio dataset. The results that obtain the lowest run-time while also obtaining the lowest SMAE is highlighted. SMAEs and MSLL scores are evaluated on all standardized test points inside the considered domain, and the average time plus minus one standard deviation is calculated based on 100 repetitions.

|                  | 10% of domain, m = 800 | 100% of domain, m = 800 |
|------------------|------------------------|--------------------------|
| SMAE             | Time[s]                | MSLL                     | Time[s]                  | MSLL             |
| $r = 6l_{SE}$    | 0.42                   | 6.2 · 10^{-5} ± 2.1 · 10^{-5} | 37.5                     | 7.3 · 10^{-5} ± 2.2 · 10^{-5} | 48.0             |
| $r = 12l_{SE}$   | 0.22                   | 9.4 · 10^{-5} ± 2.1 · 10^{-5} | 4.18                     | 1.1 · 10^{-4} ± 1.6 · 10^{-5} | 12.2             |
| $r = 18l_{SE}$   | 0.22                   | 1.3 · 10^{-3} ± 2.7 · 10^{-5} | 3.94                     | 1.6 · 10^{-4} ± 2.1 · 10^{-5} | 12.2             |
| SKI              | 0.22                   | 8.0 · 10^{-2} ± 1.2 · 10^{-4} | 5.74                     | 1.6 · 10^{-3} ± 1.7 · 10^{-4} | 18.2             |
| Inducing inputs  | 0.22                   | 1.0 · 10^{-2} ± 7.4 · 10^{-4} | 3.81                     | 2.1 · 10^{-1} ± 1.6 · 10^{-3} | 12.2             |
| Hilbert space    | 0.22                   | 9.5 · 10^{-3} ± 5.1 · 10^{-4} | 3.80                     | 2.2 · 10^{-1} ± 4.6 · 10^{-3} | 12.2             |

Figure 4: KL divergence (KLD) between the full GP posterior, and approximations with various local domain sizes $r$, trained on the audio dataset. The error bars indicate the average deviation above and below the mean, respectively, after 100 repeated experiments with 100 randomly sampled measurements from the training set.

As the data sets considered in Sections 4.2 and 4.3 are geospatial data with a non-zero mean value, the average of the output is subtracted before training. This average is subsequently added to each prediction. All computation times reported are measured while running on a Dell XPS 15 9560 laptop, with 16 GB RAM and an Intel Core i7-7700HQ CPU running at 2.80 GHz. In all experiments we set $r = 2r^*$, as picking $r > 2r^*$ gives that the expression for $P^{-1}$ reduces to $P^{-1} = K(u_{S^*}, u_{S^*})$, as derived in Appendix ??'. This means that we have a closed-form expression for the inverse of the prior covariance which does not rely upon computing any numerical inverses, further reducing the necessary computational efforts to make each prediction. All predictions are made using the squared exponential kernel. All code and files required to reproduce the results can be found on https://github.com/fridaviset/FastGPMapping.

4.1 One-dimensional sound map

A dataset describing natural sound was published by [39], and subsequently used by [13] and [37] to demonstrate the ability of their approximations to learn a large dataset with a large input domain relative to the size of the spatial variations in the field. This section describes various experiments that all make a one-dimensional GP map from the time axis to the amplitude of the sound wave.
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Figure 5: Online inference time on audio dataset for a growing domain size for our proposed method with various local domain sizes $r$, compared to the inducing input approximation using inducing inputs on a grid, the Hilbert space basis function approximation, and SKI. All methods were run using the same amount of basis functions. The error bars indicate the average deviation above and below the mean after 100 repeated experiments, respectively.

We illustrate multiple properties of our approximation using this dataset. Firstly, we show on the audio dataset that our approximation converges to the inducing point approximation as the radius of the local domain increases. Secondly, we show that our approach converges to the GP posterior as both the radius of the local domain and the basis function density increase. Thirdly, we show that our approach has a lower online computation time compared to both SKI, inducing points, and Hilbert space methods on the full dataset while matching the prediction accuracy measured by SMAE.

To evaluate the accuracy and required computation time on the same dataset with the same GP prior as [37], we use the squared exponential kernel in equation 2 with hyperparameters set to $\sigma_{SE} = 0.009$, $l_{SE} = 10.895$, $\sigma_y = 0.002$. The dataset is one-dimensional and contains a training set of 59,309 measurements of sound amplitude collected at a known input time and a fixed test set of 691 points.

In Fig. 4 we investigate how high the grid density has to be for the basis function approximation described in section 1.2 using the basis functions described in section 2.1 with $r = \infty$ and for our proposed method in sections 2.2 and 2.3 with various local domain sizes $r$. We assess our results in terms of the KL divergence between the approximate inference and the full GP posterior. This is a measure that can attain values between 0 and $\infty$ that compares how similar distributions are and a lower value means that the distributions are more similar. For all the investigated approximations, a higher basis functions density (measured in the number of basis functions per lengthscale) gives a lower KL divergence between the approximate inference and the full GP posterior. The results demonstrate that the KL divergence between the full GP posterior and our approximation reduces with increasing parameter choice $r$.

To measure how long it takes for our approach to perform online mapping, we measure the time it takes to include one additional measurement and perform one prediction step. In Fig 5 we compare our proposed method to the inducing input solution implemented with an online Kalman filter [21], an online Kalman filter implementation with Hilbert space basis functions [12], and an online implementation of SKI [37], for increasing domain sizes. As the domain size increases, we keep the basis function density constant to retain the same approximation accuracy. The amount of basis functions $m$ is therefore increasing linearly. As the online inference time of SKI is affected by how many iterations are used in the conjugate gradient solver to improve the approximation accuracy, we measure the run-time using just one iteration in the solver. To compare the prediction accuracy of SKI to our approach in Table 3 however, we use the exact solution that the solver is approximating. We can therefore conclude that an online evaluation of our algorithm is faster than competing approaches while being able to recover the same or better SMAE (standardized mean average error) and MSSL (mean squared log loss) scores (see Table 3). The online computational complexity of both Hilbert space basis functions and inducing inputs increases quadratically as the domain size increases. The computational complexity of our approach is bounded by $O(m^3)$ independent of the increase in the domain size, which is why our online computational complexity remains lower than $10^{-3}$ seconds independent of the growth of the domain size.
Table 4: SMSE accuracies of daily precipitation level predictions. The predictions are obtained with a local domain with size $r^* = 3l_{SE}$, which corresponds to using at most 144 basis functions in each local prediction for the highest $m = 800K$. 

| $N$       | full GP   | Inducing inputs | Local information filter |
|-----------|-----------|----------------|-------------------------|
| 10 000    | 0.823     | 0.957          | 0.906                   |
| 20 000    | 0.766     | 0.861          | 0.782                   |
| 100 000   | N/A       | 0.907          | 0.786                   |
| 528 474   | N/A       | 0.894          | 0.751                   |

Figure 6: Bathymetry dataset reconstruction with GP regression. The color corresponds to the posterior predicted elevation of the earth surface both above and below the sea, and the opacity is inversely proportional to the variance of the approximate GP prediction in each location.

### 4.2 Mapping daily precipitation levels

In this section, we compare the prediction accuracy and computation time of our mapping approach to alternative methods on a large geo-spatial dataset which is used as a benchmark dataset for evaluation accuracy and computation time by [37], and [13].

The precipitation dataset contains 528 474 measurements of daily precipitations from the US in the training set, and 100 000 measurements in the test set [37]. The input dimensions are latitude, longitude, and time. We use the squared exponential kernel using the same hyperparameters as [37]. These hyperparameters are $\sigma_{SE} = 3.99$, $\sigma_y = 2.789$ and $l_{SE} = [3.094, 2.030, 0.189]$, where the three lengthscales $l_{SE}$ apply to each of the three dimensions, respectively. The results are displayed in Table 4.

In Table 4 the standardized mean squared error (SMSE) of our approach with $r^* = 3.5l_{SE}$ is compared to the full GP prediction, and to the inducing input approximation with basis functions placed on the same grid. The SMSE of our approach almost matches the inducing input approximation with the same number of basis functions. Using 800 000 basis functions, it matches the GP prediction accuracy with the same number of measurements. Using all the measurements and 800 000 basis functions gives the highest prediction accuracy, which is a combination that is computationally infeasible given our hardware constraints for both the full GP regression and the inducing input approximation to give a prediction. However, our proposed method has an online training time of 0.017 seconds per measurement and 0.016 seconds per prediction.

### 4.3 Global Bathymetry Field Mapping

To investigate the time required for our method to include a new measurement and make a prediction in a large geospatial field with fine-scale variations, we run it on a dataset containing values of the height difference with respect to sea level across the globe [40]. The input domain of this data is huge compared to the scale of the spatial variations, and the data is therefore challenging to train on using state-of-the-art methods. We retrieve 37.5 million depth values from the database, and we consider the latitude and longitude as input locations.

We test our approach with the hyperparameters $\sigma_{SE}^2$ equal to the variance of the 37.5 million measurements, $\sigma_y = 0.1\sigma_{SE}$, and a lengthscale $l_{SE} = 0.16$ degrees (which corresponds to 18.3 km on the equator). We use a local subset contained within $r^* = 3l_{SE}$ for our prediction-point dependent local approximations to the GP posterior mean. We perform predictions using our proposed algorithm for three cases: one where we use 2.33 million basis functions and 373 thousand measurements, one where we use 268 thousand basis functions and 37.3 million measurements, and one where we use both 2.33 million basis functions and 37.3 million measurements.
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Figure 7: Trajectory estimates for indoor pedestrian walking laps in a hallway using only foot-mounted odometry, EKF-SLAM with the local information filter with various sizes of the local domain determined by \( r \) and EKF-SLAM with Hilbert space basis function (baseline). The average computation time in milliseconds for one iteration of each filter (dynamic update + measurement update) is written below each sub-Fig..

The result in Fig. 6 shows the learned bathymetry map using 10\% of the measurements, and 2.33 million basis functions (Fig. 6a), and the learned map using 100\% of the measurements and 268 thousand measurements (Fig. 6b) with a map learned with 100\% of the measurements and a dense grid of 2.33 million basis functions (Fig. 6c). For the results in Fig. 6c including each new measurement takes \( 3.7 \times 10^{-4} \pm 0.12 \times 10^{-4} \) seconds. Each prediction takes \( 0.0097 \pm 0.017 \) seconds. These results demonstrate that our proposed approach can remain computationally feasible in cases where the measurement density is high, and the map area is large relative to the length scale of the spatial variations. For that particular usecase, our proposed approach does not have the disadvantage of discarding measurements which is visible in Fig. 6a, which is that some areas can be far from any measurements relative to the lengthscale of the inference, meaning that the prediction in some areas is less certain than in others. Similarly, our proposed approach does not have the disadvantage of using less tight grids of inducing points, which is visible in Fig. 6b, where the prediction points far from inducing point locations are less certain than the ones close to the inducing point locations.

4.4 Using local information filter for faster Mag-SLAM

To experimentally compare the local information filter with Hilbert space basis functions in EKF Mag-SLAM, we apply both algorithms to a dataset from a foot-mounted sensor that was collected by [41] and subsequently used in [10] to demonstrate the drift-compensating abilities of EKF Mag-SLAM. We replace the Hilbert space basis function approximation with the local basis function approximation in EKF Mag-SLAM as described in section 2.4, and measure the average computation time required to make each iteration of the algorithm on the same laptop computer. We compare this with the average computation time required to make each iteration of the original EKF Mag-SLAM using Hilbert space basis functions.

In Fig. 7a, the odometry obtained by using only accelerometer and gyroscope measurements from a foot-mounted sensor using the algorithm in [42] is displayed. In Fig. 7b, the estimated trajectory using the EKF with Hilbert space basis functions as in [10] is displayed. All estimates are overlayed the floorplan of the building where the measurements were collected. This gives a rudimentary means of evaluating the position estimation accuracy, since the subject was repeatedly walking through the same hallways in a repeated pattern 8-motion. The drift in the odometry in Fig. 7a therefore shows up as a slow displacement of the position estimate away from the hallway the pedestrian was walking in. In contrast, the estimates obtained from our approximate mapping in Fig. 7d and from the baseline EKF Mag-SLAM with Hilbert space basis functions in Fig. 7c compensate for the drift of the estimates from the gyroscope and accelerometer. The notable difference between our approach and the approximation using Hilbert space basis functions, is that the Hilbert space basis functions require 26 ± 4.6 ms to run at each iteration, while our equally accurate algorithm require 5.6 ± 1.3 ms to run at each iteration.
5 Conclusion

To improve indoor position estimates online with few computational resources, we have presented an efficient online mapping technique that gives an approximation to the GP posterior requiring a number of computations that neither scales with the temporal duration of the mapping, nor with the spatial extend of the map. The storage requirements of our presented mapping algorithm scales linearly with the spatial extent of the map, and does not scale with the temporal duration of the mapping. We have also demonstrated the ability of our mapping algorithm to match the accuracy of previously proposed approximations on benchmark datasets using a lower computation time. It is possible to replace a previously proposed GP approximation in an EKF for Mag-SLAM. Our experiments on data from a foot-mounted sensor using our proposed method achieve the same prediction accuracy as Mag-SLAM with a previously proposed mapping approximation using a shorter computation time on the same computer. Future work could investigate the existence of theoretical bounds on the approximation errors, or investigate ways to incorporate the mapping technique for SLAM in different geospatial fields, and for other applications such as navigation of robots or vehicles.
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