RangeUDF: Semantic Surface Reconstruction from 3D Point Clouds
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Abstract. We present RangeUDF, a new implicit representation based framework to recover the geometry and semantics of continuous 3D scene surfaces from point clouds. Unlike occupancy fields or signed distance fields which can only model closed 3D surfaces, our approach is not restricted to any type of topology. Being different from the existing unsigned distance fields, our framework does not suffer from any surface ambiguity. In addition, our RangeUDF can jointly estimate precise semantics for continuous surfaces. The key to our approach is a range-aware unsigned distance function together with a surface-oriented semantic segmentation module. Extensive experiments show that RangeUDF clearly surpasses state-of-the-art approaches for surface reconstruction on four point cloud datasets. Moreover, RangeUDF demonstrates superior generalization capability across multiple unseen datasets, which is nearly impossible for all existing approaches. The code is available at https://github.com/vLAR-group/RangeUDF.
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1 Introduction

Recovering fine-grained geometry and the semantic composition of 3D scene point clouds is a key enabler for many cutting-edge applications in augmented reality and robotics. To obtain geometric details, classical methods [22] usually rely on strong geometric priors such as local linearity, resulting in the recovered surfaces to be over-smooth, losing fine details.

By encoding geometry into multi-layer perceptors, recent implicit representations have shown great potential to reconstruct complex shapes from point clouds and images [37,38,31]. Their key advantage is the ability to represent 3D structures as continuous functions, which can achieve unlimited spatial resolution in theory. Implicit representations can broadly be divided into: 1) occupancy fields (OF) [30], 2) signed distance fields (SDF) [37], 3) radiance fields (NeRF) [31], and 4) hybrid representations [35]. Although they have been successfully applied and achieved impressive results in 1) image based shape reconstruction [10,44], 2) image based scene understanding [55], 3) differentiable rendering
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Fig. 1. Given a sparse input point cloud with complex structures from ScanNet [13], our RangeUDF jointly recovers precise geometry and accurate semantics of continuous 3D surfaces, while existing methods such as NDF [11] cannot.

[34,27], 4) novel view synthesis [49], and 5) shape generation [33], few works are able to recover the precise 3D surfaces and semantics of large-scale point clouds such as spacious rooms with dozens of chairs and tables. Fundamentally, this is because the true surfaces of these sparse point clouds are inherently open and have arbitrary topology. However, the widely used OF [30] and SDF [37] can only model closed surfaces. Although NeRF [31] methods can take point clouds as input to estimate continuous structures, the underlying volume rendering does not provide sufficient geometric constraints to recover fine-grained details.

This lacuna in modeling open surfaces has recently begun to be filled by a handful of works. Among them, there are two pipelines. The first pipeline is SAL [2] and its variant [3]. By learning with an unsigned objective and careful initialization of an implicit decoder, they do not require closed shapes in training. However, their final recovered 3D surfaces tend to be closed, leading to missing interior structures. The second pipeline is based on NDF method [11]. Given an input point cloud and an arbitrary query point in 3D space, they learn to directly regress the unsigned distance between that query point and the underlying surface. Albeit simple, NDF achieves high-fidelity results in recovering truly open surfaces, especially for object-level and small-scale dense point clouds.

Nevertheless, NDF cannot be efficiently extended to scene-level point clouds due to two limitations. 1) Since NDF is based on voxel representations to extract local features, it requires high memory usage or time-consuming sliding windows to process large point clouds, and often fails to retain fine-grained details given limited voxel resolutions. 2) To infer the unsigned distance for a specific query point, NDF adopts trilinear interpolation to compute a feature vector for that query point from its neighbouring voxels. However, this key step is likely to suffer from surface ambiguity when the input point clouds are sparse and with variable density. These two limitations directly lead to the estimated unsigned distances inaccurate, and the recovered surfaces over-smooth. In addition, NDF does not simultaneously estimate surface semantics, and it is unclear how to integrate valid semantic segmentation for query points that might be on or off surfaces.

In this paper, we introduce range-aware unsigned distance fields, named RangeUDF, a simple end-to-end neural implicit function that can jointly estimate precise 3D surface structures and semantics from raw and large-scale point clouds, without suffering from the limitations of existing approaches. In partic-
ular, our framework consists of three major components: 1) a per-point feature extractor that can take large-scale point clouds in a single forward pass, 2) a range-aware neural interpolation module that can clearly avoid the surface ambiguity for all query points to infer accurate unsigned surface distances, and 3) a surface-oriented semantic segmentation module that can effectively learn surface semantics even if the query points are far from the surfaces during training.

Being built on the above components, in particular the latter two, our method is not restricted to any surface topology, and can recover fine-grained geometry and semantics regardless of the openness, sparsity and density of input point clouds. Our method clearly surpasses the state-of-the-art surface reconstruction approaches on four datasets. In addition, our RangeUDF demonstrates remarkable generalization capability across multiple unseen datasets. Figure 1 shows qualitative results of our approach in ScanNet [13]. Our key contributions are:

- We propose a range-aware feature interpolation module to obtain a unique feature vector for each query 3D point. This allows to infer precise unsigned distances without any surface ambiguity.
- We introduce a surface-oriented semantic segmentation module that enables our framework to jointly estimate surface semantics.
- We demonstrate significant improvement over baselines and surpass the state-of-the-art methods by large margins on four point cloud datasets.

Nevertheless, it is worthwhile highlighting that our RangeUDF is technically very simple, intuitive and easy to implement as detailed in Section 3, while achieving extraordinary performance. Therefore, the core novelty of our method lies in the simplicity and usefulness. We urge the reader to appreciate the neatness instead of expecting complicated or difficult novelties.

2 Related Work

Shape reconstruction has been studied for decades. Classical approaches to recover 3D structures from images mainly include SfM [36] and SLAM [5] systems such as Colmap [41] and ORB-SLAM [32]. Surface reconstruction of 3D point clouds mainly relies on global or local smoothness priors such as Poisson reconstruction [22], radial basis functions [6] and moving least-squares surfaces [17]. A comprehensive survey of classical methods can be found in [4]. Recent learning based approaches for 3D shape representation and semantic segmentation are outlined below.

**Explicit 3D Representations**: To model explicit 3D geometry of objects and scenes, impressive progress has come from recent advances in recovering voxel grids [12], octree [47], point clouds [14], triangle meshes [21] and shape primitives [57] from either images or point clouds. Although they have shown great performance in shape reconstruction [53,46], completion [43], shape generation [26], and scene understanding [50,15], the quality of such discrete shape representations are inherently limited by the spatial resolution and memory footprint. As a consequence, they are hard to scale up to complex 3D scenes.
In our RangeUDF, given an input point cloud, the feature extractor firstly extracts high-quality features for each point. This is followed by our novel range-aware unsigned distance function and surface-oriented segmentation module to learn precise geometry and semantics for each query point.

**Implicit 3D Representations:** To overcome the discretization issue of explicit representations, MLPs have been recently used to learn implicit functions to represent continuous 3D shapes. Such implicit representations can be generally classified as: 1) occupancy fields [30,9], 2) signed distance fields [42], 3) unsigned distance fields [11,2], 4) radiance fields [31], and 5) hybrid fields [52]. Among them, both occupancy fields and signed distance fields can only recover closed 3D shapes, while radiance fields focus on neural rendering instead of surface reconstruction. In the past two years, these representations have been extensively studied for shape reconstruction [38,40,7,29,56], neural rendering and novel view synthesis [34], shape generation [28], and understanding [24,55]. Although achieving impressive results, almost all of these works focus on single objects or small-scale scenes. In this paper, we scale up the implicit representation to the next level, where our RangeUDF can jointly estimate precise 3D surfaces with semantics from real-world complex point clouds where existing methods cannot.

**3D Semantic Segmentation:** To learn per-point semantics for point clouds, existing methods generally include 1) projection and voxel based methods [16] and 2) point based methods [39]. Given fully-annotated point cloud datasets, the existing approaches have achieved excellent semantic segmentation accuracy. However, these methods are designed to classify the discrete and individual 3D points explicitly sampled from scene surfaces. With the fast development of implicit representation of 3D scenes, it is desirable to learn semantic information for implicit surfaces. To the best of our knowledge, there is no prior work to jointly estimate structures and semantics for implicit representations from real-world sparse point clouds.

### 3 RangeUDF

#### 3.1 Overview

Given an input point cloud $P$ of a 3D scene, which consists of $N$ sparsely and non-uniformly distributed 3D points sampled from complex structures and open...
surfaces, our objective is to reconstruct the underlying continuous surface geometry \( S_{\text{geo}} \) and semantic classes \( S_{\text{sem}} \). We formulate this problem as learning a neural unsigned distance function \( f \) with semantic classification. This neural function takes the entire point cloud \( P \) and an arbitrary query point \( q \) as input, and then directly predicts the unsigned distance \( d_q \) between query point \( q \) and the closest surface, together with the semantic label \( s_q \) out of \( C \) classes for the corresponding closest surface point. Formally, it is defined as below:

\[
(d_q, s_q) = f(P, q); \quad q \in \mathbb{R}^3, d_q \in \mathbb{R}_0^+, s_q \in \mathbb{R}^C
\]  

(1)

As shown in Figure 2, our framework consists of four building blocks: 1) the per-point feature extractor shown in the top-left green block, 2) the query point neighbourhood search module in the bottom-left yellow block, 3) the range-aware unsigned distance function in the top-right orange block, and 4) the surface-oriented semantic segmentation module in the bottom-right blue block.

For the feature extractor, we simply adopt the existing large-scale-point-cloud friendly RandLA-Net [18], although our framework is not restricted to any specific network. For the neighbourhood query module, we use kNN to collect \( K \) neighbouring points for every query point \( q \) according to point Euclidean distances, although we note that other query methods such as spherical query [48] are also applicable. After collecting \( K \) points and their features for each query point \( q \), we feed them into our range-aware unsigned distance function and the surface-oriented segmentation module to learn structures and semantics. Details of these two modules are discussed below.

3.2 Range-aware Unsigned Distance Function

Ambiguity of Trilinear Interpolation: Given the \( K \) neighbouring points and their features for a specific query point \( q \), trilinear interpolation is widely used in existing works such as ConvOcc [38] and NDF [11] to obtain a weighted feature vector for the query point \( q \). However, such simple interpolation may suffer from distance ambiguity during network training when point clouds are sparse with complex structures. As shown in Figure 3, given two different point clouds \( (P_1, P_2) \) and the same query point \( q \) during training, it is very likely that the queried two sets of neighbouring points \( \{p_1^1, p_2^1, p_3^1\} \) in \( P_1 \), and \( \{p_1^2, p_2^2, p_3^2\} \) in \( P_2 \) have the same or similar point locations and features. Naturally, the simple trilinear interpolation will result in a same or similar feature vector for point \( q \) in these two scenarios.

However, due to the sparsity and complexity of point clouds \( (P_1, P_2) \), their underlying surfaces, as indicated by the brown and blue lines, can be significantly different. As a result, the ground truth supervision signals, i.e., unsigned distances \( d_1^q \) and \( d_2^q \), will be quite different. This means that, during training, the network has to predict two vastly different distance values given the same or similar input feature vector of query point \( q \). Such ambiguity directly confuses the network during training, and the network tends to predict mean distance values. In testing, the network naturally predicts over-smooth surfaces.
Range-aware Neural Interpolation: To overcome such ambiguity, we introduce a simple yet effective range-aware neural interpolation module as illustrated in the orange block of Figure 2. In particular, given a query point $q$, we have its neighbouring points $\{p_1 \ldots p_K\}$ and point features $\{F_1 \ldots F_K\}$ at hand. Our range-aware neural interpolation module explicitly takes into account the relative distances and absolute positions of all neighbouring points. In particular, we encode the range information for each neighbouring point as follows:

$$R^q_k = MLP((q - p_k) \oplus q \oplus p_k)$$

where $q$ and $p_k$ are the $xyz$ positions of points, $\oplus$ is the concatenation operation. For scale consistency, all input point clouds are normalized within a cube of $[-0.5, 0.5]$ along $xyz$ axes in our experiments. As illustrated in Figure 4, for the same query point $q$ in space, if the queried neighbouring patches of two point clouds ($P_1$, $P_2$) have similar surfaces but with different position shifts, the relative position term ($q - p_k$) can directly aid the network to learn the difference between unsigned distances $d^1_q$ and $d^2_q$. Our ablation study in Table 5 clearly shows the effectiveness of such range information.

Unlike trilinear interpolation which simply computes a set of weights $\{w^q_1 \ldots w^q_K\}$ using Euclidean distances between $q$ and $\{p_1 \ldots p_k \ldots p_K\}$, our module instead learns informative vectors $\{R^q_1 \ldots R^q_k \ldots R^q_K\}$. These are explicitly aware of the range between query point $q$ and all of its neighbouring points, overcoming the distance ambiguity of trilinear interpolation. In order to interpolate a single feature vector $F^q$ for the query point $q$, we concatenate the range vectors with point features followed by a pooling operation. In particular, our neural interpolation is defined as follows:

$$F^q = A(\left[ R^q_1 \oplus F_1 \right] \ldots \left[ R^q_k \oplus F_k \right] \ldots \left[ R^q_K \oplus F_K \right])$$

where $A$ is an attention module. We use the simple AttSets [54] in our experiments, though more advanced modules such as Transformer [51] would likely yield better results.

Unsigned Distance Regression: In order to infer the final unsigned distance value, we directly feed the feature vector $F^q$ of query point $q$ into a series
of MLPs. Identical to NDF [11], the output layer is followed by a ReLU function, clipping the distance value to be equal/greater than 0.

3.3 Surface-oriented Semantic Segmentation

Being different from unsigned distance estimation, it is non-trivial to learn valid semantic classes for continuous surfaces. The key difference is that, for those query points corresponding to empty space, they do not have any valid semantic labels to supervise. Instead, only the points on surface patches have supervision signals. A na"ive strategy is to separately optimize unsigned distance branch using both on/off-surface points, while optimizing semantic segmentation branch using on-surface points only. However, such a strategy would inevitably lead to an imbalance and ineffective optimization of two branches as shown in the appendix.

To overcome this issue, we introduce a surface-oriented semantic segmentation module as illustrated in the blue block of Figure 2. In particular, given a query point $q$, we have its neighbouring points $\{p_1 \ldots p_k \ldots p_K\}$ and point features $\{F_1 \ldots F_k \ldots F_K\}$ at hand. Our module only takes into account the information of these neighbouring points to infer the semantic class, while ignoring the absolute position information of query point $q$. Formally, our module learns the semantic class for point $q$ as follows:

$$s_q = MLP_s\left(\mathcal{A}\left([p_1 \oplus F_1] \ldots [p_K \oplus F_K]\right)\right)$$

(4)

where $\mathcal{A}$ is also Attsets, $p_1 \ldots p_K$ are the neighbouring point positions concatenated for training stability.
Fundamentally, our above formulation aims to learn a semantic class for the surface patch formed by the \( K \) neighbouring points, instead of for the query point \( q \) directly. As illustrated in Figure 5, given the same surface patch formed by neighbouring points \( \{p_1, p_2, p_3\} \), for all query points \( \{q_1, q_2, \ldots\} \) near such surface patch, our surface-oriented segmentation module is driven to learn a consistent semantic class, thus eliminating the sensitivity caused by the absolute position of query point \( q \).

### 3.4 End-to-End Implementation

**Training:** Our entire framework is trained end-to-end from scratch without any pretraining. The unsigned distance is optimized using \( \ell_1 \) loss and the semantic segmentation using cross-entropy loss \( \ell_{ce} \). To avoid manually tuning the weights between two losses for experiments in Sec 4.3, we apply the uncertainty loss \([23]\) with default settings. The number of nearest neighbours \( K \) is set as 4 in all experiments. ADAM optimizer with default parameters is adopted and the learning rate is set as \( 10^{-3} \) in all epochs.

**Explicit Semantic Surfaces Extraction:** In testing, given sparse point clouds as the input, we use the same algorithm introduced in NDF \([11]\) to extract dense point clouds and the Marching Cubes to extract meshes together with semantics for evaluation. Other details are in appendix.

### 4 Experiments

#### 4.1 Overview

We evaluate our RangeUDF in two categories of experiments. First, we evaluate the accuracy of surface reconstruction on four point cloud datasets, including Synthetic Rooms \([38]\), ScanNet \([13]\), 2D-3D-S \([1]\) and SceneNN \([19]\). Note that, only Synthetic Rooms consists of closed 3D surfaces, while the other three are real-world datasets with complex topology and noisy open surfaces. Second, we jointly evaluate both semantic segmentation and surface reconstruction of our RangeUDF on the three challenging real-world datasets, and extensively investigate how one task might benefit the other. For all datasets, we follow their original train/val/test splits. More details are in appendix.

**Training Data Generation:** For all datasets, we follow the same preprocessing steps used in NDF \([11]\) and ConvOcc \([38]\) to normalize each ground truth scene mesh into a unit cube. For each scene, we sample both on and off surface points as the query points in training. For each query point, we find its nearest face in the ground truth mesh, and then calculate the unsigned distance value. Naturally, we directly assign the semantic label of the nearest face to that query point. With the \( xyz \) positions of all query points and their unsigned distances and semantics, we train our RangeUDF in an end-to-end fashion.

**Metrics:** To evaluate the accuracy of reconstruction, we use the standard Chamfer-\( L_1 \) Distance (\( CD-L_1 \times 10^{-2} \)), Chamfer-\( L_2 \) Distance (\( CD-L_2 \times 10^{-4} \),
↓) and F-score (↑) with different thresholds (FS-δ, FS-2δ, FS-4δ, δ=0.005) as primary metrics [38]. To evaluate the performance of semantic segmentation, we report the standard metrics including the mean IoU (mIoU, ↑) and Overall Accuracy (OA, ↑) of all classes. Following NDF and ConvOcc, all scores are computed by comparing the point clouds sampled from predicted implicit surfaces and ground truth meshes.

| Metrics | CD-L₁ | CD-L₂ | FS-δ | FS-2δ | CD-L₁ | CD-L₂ | FS-δ | FS-2δ |
|---------|-------|-------|------|-------|-------|-------|------|-------|
| NDF     | 0.460 | 0.248 | 0.726 | 0.927 | 0.385 | 0.214 | 0.800 | 0.964 |
| Ours    | 0.327 | 0.169 | 0.834 | 0.977 | 0.286 | 0.125 | 0.884 | 0.988 |

Table 1. Quantitative results of our RangeUDF and NDF on three real-world datasets: SceneNN, ScanNet and 2D-3D-S.

4.2 Surface Reconstruction

To thoroughly evaluate our RangeUDF, we conduct two groups of experiments: 1) reconstruction on each of the four benchmark datasets, 2) generalization across unseen datasets. In all experiments, we follow the same settings of [30,11,38]. In particular, we use 10k on-surface points and 100k off-surface points of each scene in training. In testing, we randomly sample 100k points from the reconstructed surfaces to compute scores. All other details are provided in appendix.

Results on Four Benchmark Datasets: In this group of experiments, all methods are trained and tested within each of the four datasets. Table 3 compares the quantitative results of our method and ten solid baselines on Synthetic Rooms [38]. Since this synthetic dataset has perfect closed 3D surfaces,
Table 3. Quantitative comparison of our RangeUDF with existing methods on scene-level reconstruction of Synthetic Rooms. The best scores are in bold and the second best are underlined.

| Methods | CD-L1 | CD-L2 | FS-δ | FS-2δ | FS-4δ |
|---------|-------|-------|------|-------|-------|
| SPSR    | 2.083 | -     | 0.762| 0.812 |
| Trimming SPSR | 0.690 | -     | 0.892| -     |
| PointConv | 1.650 | -     | 0.790| -     |
| OccNet  | 2.030 | -     | 0.541| -     |
| SAL     | 2.720 | -     | 0.405| 0.598 |
| IGR     | 1.923 | -     | 0.740| 0.812 |
| LIG     | 1.953 | -     | 0.625| 0.710 |
| ConvOcc | 0.420 | 0.538 | 0.778| 0.964| 0.983 |
| NDF     | 0.408 | 0.301 | 0.713| 0.952| 0.998 |
| SA-CONet| 0.496 | 0.686 | 0.747| 0.936| 0.986 |
| **RangeUDF** | **0.348** | **0.179** | **0.803** | **0.978** | **0.999** |

Table 1 shows the quantitative results on the three challenging real-world datasets: SceneNN [19], ScanNet [13] and 2D-3D-S [1]. Since these datasets only have open 3D surfaces for training, we can only compare with NDF [11], while other methods fail to be trained. It can be seen that our RangeUDF surpasses NDF by large margins on all three datasets over all metrics. This demonstrates the superiority of our simple range-aware unsigned distance function for recovering real-world complex 3D scenes with arbitrary topology. Figure 6 shows the qualitative results, and we can see that our method successfully recovers continuous and fine-grained scene geometries, while NDF generates surfaces with many holes and fails to interpolate high-quality continuous geometries.

**Generalization to Unseen Datasets:** We further evaluate the generalization capability of our RangeUDF in surface reconstruction. In particular, we train RangeUDF on one specific dataset and then directly test it on the other three datasets. For comparison, we include ConvOcc [38], NDF [11], SA-CONet [45] to conduct the generalization experiments from Synthetic Rooms to the other three datasets. For generalization from real-world datasets, we can only compare with NDF.

As shown in Table 2, our RangeUDF significantly outperforms all methods in all settings of generalization experiments. Remarkably, the reconstruction performance of our method is extremely consistent and stable across multiple unseen datasets in the challenging generalization experiments. Note that, the state of the art implicit methods including ConvOcc, NDF and SA-CONet, all adopt trilinear interpolation to obtain the feature vectors for query points, while our method uses the proposed range-aware neural interpolation module. This clearly shows the superiority of our RangeUDF.
Fig. 6. Qualitative results of surface reconstruction from our RangeUDF and NDF on three real-world datasets: SceneNN, ScanNet and 2D-3D-S. For a fair comparison and visualization, we use the same level value to obtain the approximate meshes using Marching Cubes for both NDF and our RangeUDF.

4.3 Semantic Segmentation and Reconstruction

In addition to recovering accurate 3D surfaces from point clouds, our RangeUDF can also infer semantic classes for continuous surfaces, while the existing implicit representation based methods cannot. Although there are a plethora of semantic segmentation approaches [39,25,48] specially designed for discrete 3D point clouds, their experimental settings are vastly different from our RangeUDF. Therefore, it is hard and unfair to directly compare the performance on the online benchmark. In fact, our simple semantic branch does not target at achieving the best performance for a specific set of discrete points. Instead, we aim to demonstrate that the semantics of continuous surfaces can be effectively learned for our implicit representation.

In this section, we turn to evaluate how the semantics of our implicit representation can be effectively learned, and how the surface reconstruction and semantic segmentation affect each other in the joint framework. In particular, we conduct the following two groups of experiments on the three real-world datasets: SceneNN [19], ScanNet [13] and 2D-3D-S [1].

Does semantic branch degrade surface reconstruction?

In this group of experiments, we simultaneously train our range-aware unsigned distance function and the surface-oriented semantic segmentation module with different amounts of semantic supervision signals. In particular, for each scene in the datasets, we sample 10k on-surface points and 100k off-surface points
to train both branches in a fully-supervised fashion. For comparison, we train 5 additional groups of models, giving randomly sampled semantic annotations during training, ranging from 10%, 1%, 0.1%, 0.01%, to 0.001%. Figure 7 shows the quantitative results of both surface reconstruction and semantic segmentation in the 6 different settings on three datasets, and Figure 8 shows the qualitative results training with only 0.1% of semantic labels. It can be seen that:

- The accuracy of surface reconstruction is consistently superior even though the network is jointly trained with different amounts of semantic annotations. The CD-$L_1$ scores on all datasets only fluctuates within a margin of 0.024, and the FS-$\delta$ scores within a tiny range of 0.029. This shows that the high quality of surface reconstruction is barely influenced by semantic segmentation.
- Given as few as 1% of full semantic annotations for training, the performance of our semantic segmentation only decreases by less than 3% in mIOU scores compared with the model trained with 100% annotations. This shows that our surface-oriented semantic segmentation module is robust to sparse semantic annotations.

**Does surface reconstruction benefit semantic branch?**

In this group of experiments, we aim to investigate whether our high quality surface reconstruction module can benefit the semantic branch. In particular, we simply remove the unsigned distance branch and train our network in a semantic-only mode (w/o Recon.) on three datasets. We then compare the semantic results with the models jointly trained with surface reconstruction in Figure 7.

Table 4 compares the mIoU scores in different settings on three datasets. It can be seen that the semantic segmentation results can be consistently higher when the surface reconstruction branch is jointly optimized (w/ Recon mode), especially when the semantic annotations are scarce (e.g., $\leq 1\%$) during training. We hypothesize that the surface reconstruction module exhibits strong geometric priors such as continuity in spatial regions, which aids the network to propagate sparse semantic information to a wider context.
4.4 Ablation Study

We conduct ablation studies to evaluate our framework. All ablated networks are evaluated on ScanNet [13] with 10k on-surface points and 100k off-surface points using full semantic labels. Since ScanNet scenes are spatially large, the voxel-based backbones of existing works such as NDF and ConvOcc are unable to be applied without time-consuming sliding windows. Therefore, we opt out ablation studies on voxel-based backbones. Because the range-aware neural interpolation and surface-oriented semantic segmentation modules are the major components of our RangeUDF, we conduct the following groups of ablation experiments.

- We only remove the explicit range-aware term \((q - p_k)\) in Eq. 5 to evaluate the effectiveness of range information.
- We only add the position of the query point \(q\) in our surface-oriented semantic branch in Eq. 7.
- We choose different values for the hyperparameter \(K\) in the KNN query step to verify its impact.
- We only remove the uncertainty loss introduced to automatically balance the two branches.

From Table 5, we can see that: 1) once the range-aware term \((q - p_k)\) is removed, the reconstruction performance decreases sharply and the CD-\(L_1\) score is the worst, showing that adding this term, albeit technically simple, is crucial in our method; 2) once we add the position information of query point \(q\) into semantic branch, the segmentation performance significantly drops and the mIoU score becomes the lowest, demonstrating that it is more effective to adopt our surface-orientated module; 3) given different choices of \(K\) with or without the uncertainty loss, the performance fluctuates within a reasonable range, showing the robustness of our framework overall.
Table 4. Quantitative results of semantic segmentation of our RangeUDF in different settings. Here, w/o and w/ denote that the framework is trained without and with reconstruction branch, respectively.

| Settings | CD-L1 | FS-δ | mIoU  |
|----------|-------|------|-------|
| w/o (q − p_k) in Eq. 5 | 0.324 | 0.856 | 0.407 |
| w/ q in Eq. 7 | 0.300 | 0.872 | 0.392 |
| K=1 | 0.313 | 0.850 | 0.396 |
| K=8 | 0.300 | 0.872 | 0.400 |
| K=16 | 0.305 | 0.866 | 0.409 |
| w/o uncertainty loss | 0.301 | 0.868 | 0.399 |
| **RangeUDF (Full)** | **0.298** | **0.876** | **0.411** |

Table 5. Quantitative results of ablated networks in semantic 3D surface reconstruction. Note that the results of our full framework is different from Table 1 where the network is only trained for reconstruction.

| Settings | CD-L1 | FS-δ | mIoU  |
|----------|-------|------|-------|
| 10% | 0.404 | 0.401 | 0.604 |
| 1% | 0.384 | **0.392** | 0.567 |
| 1% | 0.351 | **0.366** | 0.473 |
| 0.1% | 0.261 | **0.281** | 0.304 |
| 0.01% | 0.205 | **0.231** | 0.241 |

5 Limitations and Future Work

Our RangeUDF is simple yet powerful to jointly reconstruct accurate 3D scene surfaces and estimate semantics from sparse point clouds. However, one limitation is the lack of object instance segmentation for our implicit representations. In addition, it is desirable to design a meshing strategy to extract accurate surfaces from the predicted unsigned distances instead of using Marching Cubes to find the approximate surfaces. It is also interesting to explore unsupervised learning techniques to automatically discover the surface semantics. We leave these problems for our future exploration.

6 Conclusion

In this paper, we propose RangeUDF, a simple and effective framework to simultaneously learn the structure and semantics of continuous surfaces from 3D point clouds. Our key components include a range-aware unsigned distance function which can estimate precise 3D structure without any surface ambiguity, and a surface-oriented semantic segmentation branch which can effectively learn semantics for implicit representations. Our RangeUDF demonstrates an unprecedented level of fidelity in 3D surface reconstruction, and has high potential to open up new opportunities in this area.
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A Appendix

A.1 Network Architecture

Fig. 9. The detailed architecture of feature extractor. We only modify the last layer of the decoder in RandLA-Net [18] to output a 32-D feature vector for each surface point.

**Feature Extractor** This module aims to extract per-point features from an input point cloud. As mentioned in Section 3.1, we simply adopt the existing large-scale-point-cloud friendly RandLA-Net [18]. As shown in Figure 9, given a raw point cloud with \( N \) on-surface points \( \{p_1, \ldots, p_n, \ldots, p_N\} \) of a scene, a 4-level encoder-decoder with skip connections is applied to learn a 32-dimensional feature vector \( \{F_1, \ldots, F_n, \ldots, F_N\} \) for each of \( N \) points.

Fig. 10. The details of neighbourhood query module.

**Neighbourhood Query** For the neighbourhood query module, we use kNN to collect \( K \) neighbouring points for every query point according to point Euclidean distances. As shown in Figure 10, given a query point \( q \), we first search the nearest \( K \) points in \( N \) surface points. Such \( K \) neighbouring surface points \( \{p_1, \ldots, p_k, \ldots, p_K\} \) of \( q \) and corresponding point features \( \{F_1, \ldots, F_k, \ldots, F_K\} \) are retrieved.
Range-aware Unsigned Distance Function Our range-aware unsigned distance function consists of: 1) range information encoding; 2) neural interpolation; and 3) unsigned distance regression.

1) Given a surface point $p_k$ as an example, we encode the range information for this neighboring point as follows:

$$R^q_{k} = MLP(q \oplus p_k \oplus (q - p_k))$$  \hspace{1cm} (5)

where $q$ and $p_k$ are the $xyz$ positions of points, $\oplus$ is the concatenation operation.

As shown in the top block in Figure 11, the input of $MLP$ is a concatenated 9-dimensional position vector and the output is a 32-dimensional range vector $R^q_k$.

2) To interpolate a single feature vector $F^q_u$ for the query point $q$, we concatenate the range vectors with point features followed by an attention pooling. Our neural interpolation is defined as follows:

$$F^q_u = A\left([R^q_k \oplus F_1] \ldots [R^q_k \oplus F_k] \ldots [R^q_K \oplus F_K]\right)$$  \hspace{1cm} (6)

where $A$ is the simple AttSets [54] in our experiments. As shown in the bottom block in Figure 11, the input of AttSets is $K$ concatenated 64-dimensional vectors and the output is a 32-dimensional feature vector $F^q_u$.

3) Lastly, we directly feed the feature vector $F^q_u$ of query point $q$ into 4 MLPs. The output dimensions of these MLPs are $(512 \rightarrow 32 \rightarrow 32 \rightarrow 1)$. For the first three MLPs, a LeakyReLU (slope=0.2) is integrated into each layer. The last MLP is followed by a ReLU function, enabling the distance value to be equal/greater than 0.

Surface-oriented Semantic Segmentation Our surface-oriented semantic segmentation module contains two modules: 1) surface-oriented interpolation and 2) semantic classification.
Given a query point \( q \), we have its neighbouring points \( \{p_1 \ldots p_K\} \) and point features \( \{F_1 \ldots F_K\} \) at hand. Our module only takes into account the information of these neighbouring points. Formally, we learn the semantic feature for point \( q \) as follows:

\[
F_q^s = A([p_1 \oplus F_1] \ldots [p_K \oplus F_K])
\] (7)

where \( A \) is also the attention function \text{Attsets} [54] to aggregate the \( K \) feature vectors. Specifically, the input of \text{AttSets} is \( K \) concatenated 35-dimensional vectors and the output is a 32-dimensional semantic feature vector \( F_q^s \).

2) Then, we predict the semantic class for the query point \( q \) from its semantic feature vector \( F_q^s \) by 3 MLPs. The output dimensions of these MLPs are \((64 \rightarrow 32 \rightarrow n_{\text{class}})\). For the first two MLPs, a LeakyReLU (slope=0.2) is integrated into each layer.

### A.2 Data Preparation

**Datasets** In this paper, we consider four point cloud datasets: Synthetic Rooms, ScanNet, 2D-3D-S and SceneNN.

**Synthetic Rooms** [38] is a synthetic indoor dataset, consisting of 5000 scenes (3,750 for training, 250 for validation and 1,000 for testing). Each scene has several objects (chair, sofa, lamp, cabinet, table) from ShapeNet [8]. We follow the same split setting in [38] and use the whole test set to conduct quantitative evaluation.

**SceneNN** [19] is an RGB-D dataset with 76 indoor scenes for the task of 3D semantic segmentation. There are 56 scenes for training and 20 scenes for testing [20] with 11 semantic classes. We adopt the same split setting in our experiments.

**ScanNet** [13] contains 1,513 real-world rooms collected by an RGB-D camera. There are 20 semantic classes in the evaluation of 3D semantic segmentation. In particular, there are 1,201 scans for training and 312 for validation. Since ScanNet does not provide an online benchmark for surface reconstruction, we use the validation as our testing set and directly sample surface points from the provided raw (without alignment) non-watertight meshes.
2D-3D-S \[1\] covers 6 large-scale indoor areas with 271 rooms (Area-1: 44, Area-2: 40, Area-3: 23, Area4: 49, Area-5: 67, Area-6: 48) captured by Matterport sensors. There are 13 annotated semantic classes for this dataset. A non-watertight mesh is provided for each room. Note that, Area-5 is split into Area-5a and Area-5b, in which 47 rooms are unevenly broken into two parts. To avoid the imbalanced data introduced by Area-5, we choose Area-1∼Area-4 as our training set and Area-6 as the testing set.

**Data Generation** For all datasets, we follow the same pre-processing steps used in ConvOcc \[38\] to normalize each ground truth scene mesh into a unit cube. For each scene, we randomly sample 10k surface points from the normalized mesh. For each surface point, we take the semantic class of the face that the surface point belongs to as its semantic class. Moreover, for all surface points, their unsigned distance values are all 0.

We also sample 100k off-surface points in a unit cube for each scene using the same strategy in NDF \[11\]. For each off-surface point, we find its nearest face on the ground truth mesh and then calculate the corresponding unsigned distance value. Naturally, we directly assign the semantic label of the nearest face to that query point. It is noted that all surface and off-surface points are preserved and fixed for both training and testing after the sampling.

**A.3 Experiment Details**

We implement our RangeUDF with PyTorch. All experiments in the main paper are conducted on the same machine with an Intel(R) Xeon(R) E5-2698 v4 @ 2.20GHz CPU and an NVIDIA Tesla V100 GPU. Note that, for a fair comparison with ConvOcc \[38\] and SA-ConvOnet \[45\], the evaluations are based on their provided pretrained models. In addition, as NDF does not conduct scene-level surface reconstruction in the original paper \[11\], we carefully adapt it to our context based on the official implementation.

**Training** During training, we use a batch size of 4 on all datasets. For each scene in the batch, we feed a point cloud with 10k points into the feature extractor, and feed randomly sampled 50k query points into the neighbourhood query module. We observe that our method can be quickly optimized. In particular, for the task of surface reconstruction on the ScanNet dataset, NDF \[11\] requires around 48.2 hours (85 epochs) to fully converge. In contrast, our RangeUDF only uses \(~10.4\) hours (390 epochs). For an easy reproduction of our results in semantic surface reconstruction, we uniformly train our RangeUDF by 20 hours on each dataset which ensures the convergence for all datasets.

**Quantitative Evaluation** To quantitatively compare the performance of our approach and baselines, we randomly sample 100k points (the same as \[30,11,38\]) from the reconstructed surfaces to compute both reconstruction metrics (CD-$L_1$,
CD-$L_2$, F-score) and semantic segmentation metrics (mIoU, OA). Different from baselines such as OccNet, ConvOcc and SA-ConvONet which sample surface points from generated meshes, both NDF and our method sample surface points from extracted dense point clouds.

For dense point cloud extraction, we use Algorithm 1 from NDF. Specifically, the distance threshold and the minimum number of generated points are set to 0.1 and 1,600k, respectively. Our RangeUDF consumes around 9.8s on average to generate a dense point cloud for a scene. However, NDF needs 60.2s for one scene. Additionally, only 0.8s is needed by our RangeUDF to infer the semantic classes for a generated dense point cloud (over 1,600k points).

**Qualitative Evaluation** To comprehensively demonstrate the performance of our proposed approach, qualitative results are shown by generating meshes for each scene. For both NDF and our RangeUDF, we simply regress the unsigned distance value for each voxel in a volume at the resolution of 256$^3$. To generate such volume, our method takes about 0.95s while NDF needs around 15.0s. The volume is then directly fed into the `marching_cubes_lewiner` method from `skimage.measure` with the setting of (level=0.003, spacing=[1.0/255] * 3) to extract the mesh.

Fig. 13. Qualitative results of our method and baselines (ConvOcc [38], SA-ConvONet [45] and NDF [11]) in the generalization of surface reconstruction from Synthetic Rooms [38] to real-world SceneNN [19], ScanNet [13] and 2D-3D-S [1] datasets. For comparisons, all meshes are obtained using Marching Cubes with the same settings.
Table 6. Quantitative results of semantic surface reconstruction on 2D-3D-S [1] and SceneNN [19]. For these two datasets, we evaluate the impact of two factors: 1) the percentage of points with semantic labels (varying from 0.01% to 100%); 2) the number of surface points (10K and 50K). The best results on different metrics are in bold and the second-best ones are underlined.

A.4 Additional Results

Surface Reconstruction In Figure 13, we also provide more qualitative results of generalization experiments from Synthetic Rooms [38] to the other three datasets: SceneNN [19], ScanNet [13] and 2D-3D-S [1]. For comparison, we include the results from ConvOcc [38], NDF [11], SA-ConvONet [45]. To better demonstrate the generalization capability, we use the same scenes from qualitative results in Section 4.2.

In particular, all methods are trained on the synthetic dataset and then directly test it on the other three real-world datasets. As shown in Figure 13, our RangeUDF demonstrates significantly finer surface details, while ConvOcc / SA-ConvONet can only recover over-smooth surfaces and NDF fails to generalize to novel datasets. Remarkably, the qualitative results of our method is extremely consistent and stable across multiple unseen datasets.

Semantic Surface Reconstruction 1) We evaluate the performance of semantic segmentation using the generated dense point clouds. We also calculate the results on ScanNet [13] using point clouds (all vertices) directly from ground truth meshes, and we get a 40.8% mIoU. This is almost the same as our results in Table 6 (41.1% mIoU). This shows that using the generated point clouds to evaluate the performance of semantic segmentation in our context is more valid and meaningful.

2) In Section 3.3, we argue that optimizing the semantic segmentation branch with on-surface points only would result in imbalanced and ineffective optimization between reconstruction and semantic segmentation branches. To verify this, we modify the training strategy of our RangeUDF. In particular, we only use on-surface points to optimize the semantic branch on the ScanNet [13] dataset. Given the same generated dense point clouds, such a strategy achieves 39.1% mIoU during inference. In contrast, 41.1% mIoU is reported when both on/off-surface points are considered for semantic segmentation during training.
### Semantic Segmentation

| Tasks | Surface Reconstruction |
|-------|------------------------|
|       | w/o RGB | w/ RGB |
| Color | OA (%) | mIoU (%) | OA (%) | mIoU (%) | CD-\(L_1\) | FS-\(\delta\) | CD-\(L_1\) | FS-\(\delta\) |
| Points | OA (%) | mIoU (%) | OA (%) | mIoU (%) | CD-\(L_1\) | FS-\(\delta\) | CD-\(L_1\) | FS-\(\delta\) |
| 0.01% | 67.8 | 71.5 | 23.1 | 28.4 | 70.9 | 73.4 | 23.4 | 29.1 | 0.309 | 0.255 | 0.860 | 0.925 | 0.301 | 0.258 | 0.865 | 0.919 |
| 0.1%  | 68.7 | 79.7 | 28.1 | 39.0 | 74.1 | 80.1 | 30.9 | 41.7 | 0.297 | 0.253 | 0.875 | 0.929 | 0.295 | 0.262 | 0.876 | 0.916 |
| 1%    | 76.8 | 82.2 | 36.6 | 47.6 | 79.6 | 82.8 | 39.5 | 48.7 | 0.306 | 0.258 | 0.872 | 0.930 | 0.290 | 0.251 | 0.881 | 0.931 |
| 10%   | 79.3 | 83.1 | 39.2 | 50.0 | 81.5 | 82.5 | 41.9 | 49.5 | 0.302 | 0.260 | 0.870 | 0.917 | 0.284 | 0.268 | 0.894 | 0.917 |
| 100%  | 79.6 | 83.5 | 41.1 | 50.1 | 81.6 | 84.3 | 44.0 | 51.1 | 0.298 | 0.264 | 0.876 | 0.912 | 0.294 | 0.261 | 0.876 | 0.917 |

#### Table 7. Quantitative results of semantic surface reconstruction on the ScanNet [13].

We evaluate the impact of three factors: 1) the percentage of points with semantic labels (varying from 0.01% to 100%); 2) RGB information (w/o RGB and w/ RGB); 3) the number of surface points (10K and 50K). The best results on different metrics are in bold and the second-best ones are underlined.

3) We also report the detailed experimental results of semantic surface reconstruction on the SceneNN [19], ScanNet [13] and 2D-3D-S [1] datasets in Table 7 and Table 6. As shown in these two tables, we additionally explore the impact of color and surface point density on the performance of surface reconstruction and semantic segmentation.

More qualitative results can be found in the supplied video.