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Abstract
In the past decades, emerging technologies such as unmanned driving and indoor navigation have developed rapidly, and simultaneous localization and mapping has played unparalleled roles as core technologies. However, dynamic objects in complex environments will affect the positioning accuracy. In order to reduce the influence of dynamic objects, this article proposes an improved simultaneous localization and mapping algorithm combined with semantic segmentation model. First, in the pre-processing stage, in order to reduce the influence of dynamic features, fully convolutional network model is used to find the dynamic object, and then the output image is masked and fused to obtain the final image without dynamic object features. Second, in the feature-processing stage, three parts are improved to reduce the computing complexity, which are extracting, matching, and eliminating mismatching feature points. Experiments show that the absolute trajectory accuracy in high dynamic scene is improved by 48.58% on average. Meanwhile, the average processing time is also reduced by 21.84%.
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Introduction
In the field of vision processing,1 using monocular and binocular cameras to obtain image information and achieve accurate positioning has always been a research hotspot. In recent years, visual SLAM (Simultaneous Localization and Mapping) has a wide range of applications, such as unmanned driving, urban planning, geographic surveying, and so on. However, the unmanned landing of vehicles still needs further technical innovation. It is not only the state estimation of a few vehicles2 but also the integration of the data link of the whole intelligent vehicle network.3,4 There are many excellent and advanced visual SLAM schemes, such as ORB-SLAM2,5 VINS-MONO6 LSD-SLAM (Large-Scale Direct Monocular SLAM),7 and so on. However, their
theoretical backgrounds are based on a static environment and the pose solving method and map building are based on geometric information. However, for a dynamic environment, visual SLAM still lacks a good solution, because the proposed mathematical geometry methods cannot deal with the fuzziness caused by moving objects. For complex environments, the robustness of the visual SLAM scheme needs to be improved. At the same time, feature point extraction and descriptor calculation in visual SLAM take up a lot of computing time, so for a real-time SLAM system, a more efficient and accurate algorithm is essential when extracting, matching, and eliminating mismatching feature points.

At present, the localization theory of visual SLAM is mainly divided into two categories. The first category is called feature point method, which extracts pixel-level feature points from pictures, and calculates geometric relations to obtain rotation matrix and translation information, and then obtains the final localization result (ORB-SLAM and ORB-SLAM). The second category is the direct method, which calculates the minimum photometric error to get the optimized rotation matrix and translation information Semi-Direct Monocular Visual Odometry (SVO) and LSD-SLAM. However, if the surrounding environment is dynamic, the feature matching relationship in the visual SLAM system will be affected by different magnitudes, which will eventually lead to the decline of positioning accuracy. At present, the visual SLAM system has been effectively applied in urban traffic, and some progress has been made in solving the offset imposed by dynamic environment. For example, inertial measurement unit (IMU) including accelerometer, gyroscope, and magnetometer can provide multiple degrees of freedom. IMU can solve the scale problem of initialization and provide better initial pose. Combining IMU shows higher accuracy and robustness (VINS-MONO) in dynamic complex environment. In the field of deep learning, after the image is segmented with semantic segmentation network, the dynamic objects are restored to static background, which also effectively solves the influence of dynamic features, in DynaSLAM. However, it is still a problem whether the background repaired by DynaSLAM system completely fits the original image.

In recent years, the Deep Convolutional Neural Network (DCNN) has developed rapidly, showing a dominant position in many visual recognition tasks and emerging excellent network structures such as Resnet. Similarly, image semantic segmentation is also an important part of image processing and machine vision technology, and an important branch of the artificial intelligence (AI) field. Many excellent semantic segmentation networks have developed better architectures based on fully convolutional network (FCN), such as SegNet, U-Net, Mask-RCNN, and PspNet. Semantic information obtained by fusing semantic segmentation can not only be introduced into BA (Bundle Adjustment) and function optimization but also be used to build semantic maps to provide more accurate judgment for positioning. In the aspect of seeking the combination of semantic segmentation network and SLAM, there have been many excellent schemes such as DynaSLAM, which uses multi-view geometry method and deep learning method to jointly detect dynamic objects and finally repairs the key frames affected by dynamic objects to generate static maps. However, its drawbacks are also obvious. If there is no dynamic scene information of the current frame in other frames, it will lead to repair cracks in the results, which will affect the accuracy. Similarly, DS-SLAM also proposed the combination of semantic segmentation network and mobile consistency checking method, which can reduce the influence of dynamic objects. However, the actual influence is deviated, and there are still many undetected feature points in the actual moving object area. In this article, semantic segmentation network is used to remove dynamic objects, which directly avoids the problems of repairing cracks in images and incomplete removal of dynamic feature points.

Videos and images in dynamic environment are studied to eliminate the influence of dynamic objects. TUM data set is used to verify that the influence of dynamic objects and the existence of dynamic feature points in the original image are eliminated, which further solves the problem that ORB-SLAM cannot effectively deal with dynamic feature points. This fundamentally eliminates the influence of dynamic objects, and can provide robust static environment tracking for camera visual positioning.

The main contributions of this article are as follows:

- The method of image semantic segmentation is introduced. By fusing the semantic image and the original image of data set, moving objects and the existence of dynamic feature points in the original image are eliminated, which further solves the problem that ORB-SLAM cannot effectively deal with dynamic feature points. This fundamentally eliminates the influence of dynamic objects, and can provide robust static environment tracking for camera visual positioning.
- In order to reduce the difficulty of initialization, this article proposes an improved FAST feature point extraction algorithm, which combines the idea of machine learning and reduces the influence of image noise without sacrificing the speed of extracting feature points.
- At the same time, facing the feature point matching in different environments, this article sets the threshold in the system. In the case of multiple feature points in complex environment, FLANN (Fast Nearest Neighbor Algorithm)
is used to improve the matching rate. In the case of a simple environment with few feature points, the violent matching algorithm is still used to pursue higher accuracy. Different algorithm processing in different situations improves the time complexity of the system.

In view of mismatching, an improved RANSAC\(^24\) (Random Sample Consensus) algorithm is proposed, which prioritizes and dynamically adjusts iteration times. On the premise of retaining the randomness of RANSAC algorithm, the problem of randomness of iteration times of calculation parameters is avoided, and the final result is trained more effectively and quickly, which improves the speed and ensures the accuracy.

**System introduction**

In visual SLAM scheme, ORB-SLAM2, as the most mainstream SLAM system, has shown predominant performance in real-time positioning speed and accuracy, as well as loop detection and repositioning. Meanwhile, the ORB feature points are proposed by ORB-SLAM2, which not only improves the feature extraction rate but also improves the efficiency of feature matching. In this article, ORB-SLAM2 is adopted as the overall SLAM framework, and a series of improvements is proposed to optimize the algorithm of feature point module of ORB-SLAM2 system while combining the semantic segmentation model (Figure 1).

**Dynamic object elimination model based on semantic segmentation**

Semantic segmentation is to classify every pixel in an image and determine the category, such as background, person, car, and bed. Since the FCN structure came into being, FCN has become the basic framework of semantic segmentation, and many excellent frameworks are based on the improvement of FCN. In this article, in order to achieve semantic segmentation, the FCN is used to train on the MIT ADE20K\(^25\) data set and carry out pixel-level semantic segmentation. The images obtained by the FCN model can distinguish people, tables, chairs, and other objects and label them with different colors. Because of the particularity of TUM data set, this article takes people as dynamic objects, and eliminates the pixel information of people to eliminate its influence on system accuracy (Figure 2).

The dynamic object elimination model works as follows:

- Selecting indoor pictures in MIT ADE20K data set to train FCN network and generate semantic segmentation model.
- Using FCN to segment the image data set and obtaining semantic segmentation images.
- Using OpenCV to add masks to dynamic objects in semantic segmentation images.
- Performing binary not-operation on each pixel value corresponding to the semantic mask image and the original image to obtain a processed dynamic object rejection image.
The final image is loaded into the improved ORB-SLAM2 system to run, and the final measurement accuracy is obtained.

**Feature point extraction: improved FAST algorithm**

As the SLAM system requires real-time performance, it is a key element to quickly extract effective feature points for image matching, and then obtain the required location. ORB-SLAM2 proposed a scheme of combining FAST feature points with binary robust independent elementary features (BRIEF) descriptors, which can meet the real-time requirements. The FAST feature point method proposes that each FAST corner is judged by selecting 16 pixels around it through a circle with a radius of 3, and each pixel is subtracted from the central pixel value. If there are \( N \) continuous pixel values that satisfy the difference value greater than the set threshold, the central point is judged as FAST corner (Figure 3).

Since it is necessary to traverse all the pixels in the neighborhood circle of the center point, and because there are \( n \) consecutive pixels which has low efficiency and long-term initialization. Therefore, combined with the idea of feature selection in machine learning, an improved FAST algorithm is proposed. At first, this article selects pixel point \( p \) whose brightness is \( I_p \). Then, the 16 points on the neighborhood circle with radius of
3 are selected with \( p \) as the center, and all points are divided into singular points and even points by labels. Finally, the statistics \( \Delta \) is obtained by the formula as follows

\[
\Delta = \sum_{i=1}^{n} |(I_{\text{odd}} - I_p)^2 - (I_{\text{even}} - I_p)^2|
\]  

(1)

where \( I_{\text{odd}} \) are the singular points and \( I_{\text{even}} \) are the even points. The final statistics are compared with the preset threshold \( Q \), and if it is greater than the threshold, it is judged as an FAST corner point. The improved FAST feature extraction method is simple and fast, which can guarantee the accuracy and improve the initialization successful probability.

**Feature point matching: introducing the FLANN algorithm**

ORB-SLAM2 uses violent matching algorithm for feature point matching between reference frame and current frame during monocular initialization. Each feature point of the reference frame will match each feature point of the current frame, and then the best matching point will be found with the shortest distance between different feature point descriptors. Although the positioning accuracy is the best, the computing complexity is the highest. Therefore, the FLANN algorithm is introduced to realize efficient matching. There are many index parameter structures of FLANN, such as the random \( k-d \) tree and preferential search \( k \)-means tree. The method of Multi-Probe LSH\(^2^7\) (Locality Sensitive Hashing) is selected in this article. The core idea is to use the probe sequence to detect multiple hash buckets containing adjacent points. If the neighboring points of the feature points are not detected in the bucket, the neighboring points have a high probability in the adjacent bucket. Multi-Probe LSH increases the probability of finding neighboring points. LSH algorithm in FLANN library is used to match the descriptor distance between reference frame and current frame to get a matched pair. Then, it will traverse the distance \( x \) of the matched pair to obtain the maximum distance \( X_{\text{max}} \) and the minimum distance \( X_{\text{min}} \). Finally, if the distance of the matched pair is less than two times of the minimum distance, that is, \( X < 2 \times X_{\text{min}} \), it will be eliminated and the rest pairs will be established as the correct matched pairs (Figure 4).

The flow of improved feature point matching algorithm is as follows:

1. The number of feature points of the current frame is checked, and if it is less than the set threshold value \( Q \), go to step 2, otherwise go to step 3.
2. Due to the small number of frames, it is suitable for the violent search algorithm to find the optimal solution and obtain higher accuracy in a simple environment.
3. Due to the large number of current frames, the FLANN algorithm is best suited in a complex environment to meet the requirements of computing time with suboptimal precision.

The improved feature point matching algorithm can effectively decrease the matching time and the visual SLAM system can complete positioning with high accuracy and speed in all kinds of environments.

**Mismatch elimination: improved RANSAC algorithm**

After the extraction and matching of feature points, a series of well-matched feature point pairs can be obtained. However, there will be mismatching between feature points in the obtained matched pairs, which means that, non-corresponding feature points will be detected as matching ones. If the mismatching point pairs are not eliminated, the positioning accuracy will be affected. In ORB-SLAM2 framework, the RANSAC algorithm is used to eliminate the mismatching. Its principle is to fit the model through a set of random assumed local points, then substitute other points into the model to check whether it is a local point and evaluate the advantages and disadvantages. After a certain number of iterations, the best model is evaluated, which is suitable for all local points. Because of its complete randomness, the model evaluated by
RANSAC algorithm is very robust. However, the number of iterations needs to be set artificially, which brings different influences. The high number of iterations will consume calculation time, while the model trained by the low number of iterations cannot check local points effectively. To solve the said problems, this article proposes an improved RANSAC algorithm which prioritizes and dynamically adjusts iteration times (Figure 5).

First, the maximum iteration times $MAX$ is set, and eight feature point pairs are randomly extracted at each iteration for later calculation. At the same time, the ratio sum $C$ of the optimal distance to the suboptimal distance is calculated for the eight feature point pairs extracted at each iteration

$$C = \sum_{i=1}^{8} \frac{X_{\text{best}}}{X_{\text{minor}}}$$  \hspace{1cm} (2)

where $X_{\text{best}}$ is the optimal distance and $X_{\text{minor}}$ is the suboptimal distance. Second, the optimal pair of feature points is placed in the last iteration by sorting.

![Flowchart of Improved RANSAC Algorithm](image-url)
Finally, the iteration times are dynamically adjusted. While ensuring that the iteration times are reduced orderly, the feature point pair calculated in the next round will be better and the obtained model will be more accurate. In this way, the influence of excessive iteration times on the system efficiency will be effectively avoided.

The algorithm flows of dynamically adjusting iteration times are as follows:

1. Introducing statistics $\text{ep} = (\text{goodcounts}/\text{counts})^2$, learning rate $p = 0.01$, point = 8, and initial iteration times $M = \text{MAX}$. Among them, goodcounts are the number of feature point pairs detected as local points in the current model, and counts are the number of feature point pairs matched as a whole.

2. Set the threshold of statistics as 0.5. And when the statistic ep is less than 0.5

$$rnum = \log\left(\sqrt{\frac{1}{\text{ep}^\text{point}}}\right)$$

when the statistic ep is more than 0.5

$$rnum = \log\left(\sqrt{\frac{1}{\text{ep}^\text{point}}^2}\right)$$

3. If $rnum > 0$ or $num \leq rnum \times \text{MAX}$, the iteration times will not be changed and the iterations are still performed in sequence. On the contrary, the maximum number of iterations is updated as

$$\text{max\_iters} = \left\lceil \frac{num}{rnum} \right\rceil$$

where $num = \log(1-p)$. If the score of the current iteration exceeds the threshold or if it has reached the final iteration, then the model with the highest score is selected to eliminate the mismatch. With the proposed RANSAC algorithm, the model can be found more efficiently and accurately, the mismatched pairs can be eliminated, and the original randomness of the algorithm can be maintained.

**Experimental results**

In order to verify the feasibility and effectiveness of the proposed algorithm, this article uses the dynamic object sequence of the TUM data set. Compared with other static scenes, the dynamic scene sequence of the TUM data set can be divided into low dynamic set and high dynamic set. These data sets can effectively check the robustness of the SLAM system with dynamic objects and can also be used to distinguish maps and find changes in scenes. In this section, all experiments were conducted on a computer with Intel i7 CPU, GTX960M GPU, and 8 GB memory. In addition, the test results of the original ORB-SLAM2 system in the TUM data set set are compared in accuracy and speed, so as to quantify the advantages of the improved system. At the same time, in order to avoid the contingency of the experimental data, the average value of the results of five runs is taken for each series.

**Evaluation on TUM data set**

In this section, result comparison will be showed between the proposed algorithm and the ORB-SLAM2 system. The used high dynamic TUM data set includes the rgbd_dataset-freiburg3_walking_halfsphere, rgbd_dataset_freiburg3_walking_XYZ, and rgbd_dataset_freiburg3_walking_rpy. The used low dynamic TUM data set includes the rgbd_dataset_freiburg3_sitting_halfsphere and the rgbd_dataset_freiburg3_sitting_XYZ. Both two data sets moving directions are the same.

The final quantitative results are shown in Table 1. This article gives the RMSE (root mean square error), mean error, and median error of the measurement results and shows the robustness and accuracy compared with ORB-SLAM2 test results.

Table 1 shows that the accuracy of the proposed algorithm has been improved to a certain extent regardless of whether it is a high dynamic data set or a low dynamic data set. In terms of absolute trajectory error,
the RMSE is improved by 48.58% on average. This is because that the large number of dynamic objects is removed, and then the accuracy is improved, especially in complex dynamic environment. However, the average improvement of RMSE on low dynamic data set is only 25.22%, which also proves that ORB-SLAM2 algorithm is reasonable for static environments. Therefore, the proposed algorithm can improve the result very little on static environments (Figures 6–8).

**Figure 6.** APE comparison between proposed algorithm and ORB-SLAM2 in fr3/walking halfsphere data set (a) proposed algorithm and (b) ORB-SLAM2.

**Figure 7.** RPE comparison between proposed algorithm and ORB-SLAM2 in fr3/walking halfsphere data set (a) proposed algorithm and (b) ORB-SLAM2.

**Time evaluation**

This article not only combines semantic segmentation networks but also improves the feature module of ORB-SLAM2 system, so it not only improves the accuracy but also further reduces the processing time. Table 2 shows that the improved ORB-SLAM2 algorithm displays excellent time superiority in both high and low dynamic sequences of the TUM data set with
Figure 8. Comparison of trajectory errors in yaw, pitch and roll between proposed algorithm and ORB-SLAM2 in fr3/walking halfsphere dataset.

Table 2. Average computing time.\(^1\)

| Data set             | ORB-SLAM2 algorithm | Proposed algorithm | Improvements |
|----------------------|---------------------|--------------------|--------------|
|                      | Mean\(^{10}\)       | Median\(^{10}\)    | Mean\(^{10}\) | Median\(^{10}\) | Mean\(^{10}\) | Median\(^{10}\) |
| walking_xyz          | 0.0424              | 0.0469             | 0.0299       | 0.0289       | 29.48%          | 38.38%          |
| walking_halfsphere   | 0.0332              | 0.0321             | 0.0301       | 0.0288       | 9.34%           | 10.28%          |
| walking_rpy          | 0.0381              | 0.0401             | 0.0281       | 0.0265       | 26.25%          | 33.91%          |
| sitting_halfsphere   | 0.0409              | 0.0403             | 0.0290       | 0.0281       | 29.10%          | 30.27%          |
| sitting_xyz          | 0.0376              | 0.0363             | 0.0320       | 0.0304       | 14.90%          | 16.25%          |
an improvement of 21.84% in average time and 25.82% in median time. It also shows that the proposed feature module improves not only the original high precision and high speed but also the robustness of the whole system.

Conclusion
This article proposes an improved SLAM algorithm combined with semantic segmentation model in dynamic environment. FCN is used to segment semantic images, and then dynamic objects are identified and eliminated, which improves the positioning accuracy of SLAM system in dynamic environment. At the same time, three parts of ORB-SLAM2 system are improved, which are extracting, matching, and eliminating mismatching feature points. The proposed algorithm can not only improve the initialization speed of the system but also improve the robustness for different situations. Finally, the improved ORB-SLAM2 algorithm has been well verified in the TUM data set. In the future, the key research direction is how to identify all kinds of dynamic objects in video, and eliminate the influence of their feature points according to the scene.
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