How memory generates heterogeneous dynamics in temporal networks
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Empirical temporal networks display strong heterogeneities in their dynamics, which profoundly affect processes taking place on these networks, such as rumor and epidemic spreading. Despite the recent wealth of data on temporal networks, little work has been devoted to the understanding of how such heterogeneities can emerge from microscopic mechanisms at the level of nodes and links. Here we show that long-term memory effects are present in the creation and disappearance of links in empirical networks. We thus consider a simple generative modeling framework for temporal networks able to incorporate these memory mechanisms. This allows us to study separately the role of each of these mechanisms in the emergence of heterogeneous network dynamics. In particular, we show analytically and numerically how heterogeneous distributions of contact durations, of inter-contact durations and of numbers of contacts per link emerge. We also study the individual effect of heterogeneities on dynamical processes, such as the paradigmatic Susceptible-Infected epidemic spreading model. Our results confirm in particular the crucial role of the distributions of inter-contact durations and of the numbers of contacts per link.

I. INTRODUCTION.

The availability of large temporally resolved datasets of human communication1–6 and mobility7–11, as well as recent technological advances allowing the recording of physical proximity12,13 and face-to-face contacts in social groups14,15, has made it possible to study the dynamics of complex networks. These systems show heterogeneous dynamics, which crucially affect dynamical processes taking place on the networks, such as rumor or epidemic spreading6,16–21. While the role of various individual mechanisms in the emergence of the heterogeneous topology of slowly varying networks has been well studied22, less work has been devoted to the development of models for temporal networks. It is still unclear how their heterogeneous dynamics emerge from microscopic interaction mechanisms at the level of single nodes and links. There is in particular a need for generative models containing a minimal number of plausible microscopic mechanisms, both to understand how temporal heterogeneities emerge and to serve as simple yet realistic paradigms of temporal networks for the study of how dynamical processes evolve in complex systems. Recently, some models have been proposed to explain specific aspects of heterogeneous dynamics in networks6,8,23–29, most notably the empirically observed burstiness (apparent in the broad distributions of inter-contact durations), known to have a strong impact on dynamical processes on temporal networks16,18. Memory effects have been proposed as an explanation for the emergence of heterogeneous dynamics6,8,23, yet memory in human interaction dynamics has only been observed directly in the specific case of how mobile phone users connect to new contacts6. Furthermore, the individual role of different elementary memory mechanisms in the emergence of heterogeneous dynamics has not been investigated.

We here present a minimal yet general modeling framework consisting of a fixed set of agents (or nodes) that stochastically create and break contacts. We investigate the rates of creation and deletion of contacts in empirical temporal networks, describing on the one hand face-to-face contacts and on the other hand email communications, and find that long-term memory effects are present. We thus propose four distinct memory mechanisms corresponding to these effects and study systematically their individual and combined effects on the network model’s dynamics and on dynamical processes taking place on the network. We focus in particular on the distributions of the durations of contacts between two agents i and j, p(τ(i,j)), of the inter-contact durations for a given agent i or a given link (i,j), p(Δτi) and p(Δτ(i,j)) respectively, and finally of the numbers of contacts per link, p(n), which also has a crucial impact on the outcome of spreading processes on temporal networks6,20.

The remainder of this paper is organised as follows. Section II presents the main results of the paper; namely, it first describes the general modeling framework, then shows the presence of long-term memory effects in empirical data, and finally investigates how these affect network dynamics and dynamical processes on the networks. We discuss the results and present some conclusions in Section III, while technical details are given in two appendices. Appendix A shows how analytical results for the dynamics of model networks are derived. In Appendix B we present details on the simulations of epidemic processes and describe the quantities used for the quantitative comparison of the outcome of these simulations on model and empirical temporal networks. Appendix C contains supplementary figures.
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II. RESULTS

A. The model

We consider a population of $N$ agents. The $N(N-1)/2$ pairs $(i, j)$ of agents are all potential links. If $i$ and $j$ are in contact the link $(i, j)$ is active, while $(i, j)$ is inactive when $i$ and $j$ are not in contact. The number of active links at time $t$ is denoted $M_1(t)$. Agents are characterized by the time $t - t_i$ elapsed since the last time $t_i$ they changed state, i.e., the last time that the agent either gained or lost a contact. Links are characterized by their age, defined as the time $t - t_{(i, j)}$ elapsed since the link was either activated or inactivated. We initialize the network with all agents isolated (all links inactive). At each time step $dt$, all active links and all agents are updated as follows:

(i) Each active link $(i, j)$ is inactivated with probability $dt f_t(t - t_{(i, j)})$, where $f_t$ may depend on $t - t_{(i, j)}$ and $z$ is a parameter of the model controlling the rate with which contacts end;

(ii) Each agent $i$ initiates a contact with another agent with probability $dt b f_a(t - t_i)$, where $f_a$ may depend on $t - t_i$ and $b$ is a parameter that controls the rate of contact creation. The other agent $j$ is chosen among agents that are not in contact with $i$, with probability $\Pi_a(t-t_j) \Pi_t(t-t_{(i, j)})$, where $\Pi_a$ may depend on $t - t_j$ and $\Pi_t$ on $t - t_{(i, j)}$. If a link $(i, j)$ has never been active we set $t_{(i, j)} = 0$.

B. Relating the model’s ingredients to memory effects in empirical data

In the model, the “memory kernels” $f_t$ and $\Pi_t$ control the rates with which a link is inactivated and activated, respectively, and $f_a$ and $\Pi_a$ control the rate with which agents enter new contacts, i.e., create or receive a contact, respectively. Specifically, we show in Appendix A that

- the rate $r_{-(i, j)}(t - t_{(i, j)})$ at which contacts of age $t - t_{(i, j)}$ end is proportional to $f_t(t - t_{(i, j)})$,
- the rate $r_{+(i, j)}(t - t_{(i, j)})$ at which inactive links of age $t - t_{(i, j)}$ are activated is approximately proportional to $\Pi_t(t - t_{(i, j)})$,
- the rate $r_{+(i)}(t - t_i)$ at which agents that have not changed state since $t_i$ enter a new contact at $t$ is proportional to a linear combination of $f_a(t - t_i)$ and $\Pi_a(t - t_i)$

[see Eqs. (A29)–(A32) of Appendix A for exact relations].

The simplest case where these rates are constant as functions of $t - t_i$ and $t - t_{(i, j)}$ is thus obtained for $f_t = f_a = \Pi_a = \Pi_t = 1$. It leads to a memoryless network (“0” in the figures) with Poissonian statistics (see also the numerical simulations in Section IID). Figure 1 however shows that the rates at which links are activated and inactivated in empirical temporal networks actually depend on $t - t_i$ and $t - t_{(i, j)}$, with slowly decaying forms (close to power laws with exponents close to one) providing evidence of long-term memory effects.

C. Incorporating the memory effects into the model

In order to capture the memory effects found in empirical data, we propose four memory mechanisms, each controlled by one of the model’s memory kernels: contact self-reinforcement (CSR) [$f_t(\tau) \sim \tau^{-\gamma}$]—the longer a contact has lasted, the less likely it is to end [23]; activity self-reinforcement (ASR) [$f_a(\tau) \sim \tau^{-\gamma}$]—the more recently an agent has been active, the more likely it is to initiate a new contact; agent-centric preferential attachment (APA) [$\Pi_a(\tau) \sim \tau^{-\gamma}$]—the more recently an agent has been active, the more likely it is to be chosen by another agent initiating a contact; link-centric preferential attachment (LPA) [$\Pi_t(\tau) \sim \tau^{-\gamma}$]—an agent initiating a contact is more likely to choose an agent that has recently been in contact with. Note that, inspired by Fig. 1 we will mostly consider slowly decaying functional forms for the memory kernels, and in particular $\sim \tau^{-1}$ in the numerical investigations. We however emphasize that the framework and analytical computations remain valid for different functional forms (Appendix A and Fig. C2). Slowly decaying kernels correspond to rich-get-richer mechanisms, i.e., self-reinforcing effects, akin to the preferential attachment mechanism [23, 30]. ASR and APA capture the idea that highly active agents

![FIG. 1: Memory effects in empirical data of face-to-face contacts recorded at a conference (conf.) [31] and in a hospital ward (hosp.) [32] (see Fig. C1 for the case of an email exchange network) [39]. a) Average rate $r_{-(i, j)}$ at which contacts of age $t - t_{(i, j)}$ end, calculated as the number of links being inactivated at age $t - t_{(i, j)}$ divided by the total number of active links of age $t - t_{(i, j)}$. b) Average rate $r_{+(i, j)}$ at which agents that have been isolated for exactly $t - t_i$ enter a new contact, calculated as the number of agents that enter a contact after having been isolated for a time $t - t_i$ divided by the total number of agents that have been isolated for $t - t_i$. c) Average rate $r_{+(i)}$ at which inactive links of age $t - t_{(i, j)}$ are activated, calculated as the number of links being activated at age $t - t_{(i, j)}$ divided by the total number of inactive links of age $t - t_{(i, j)}$. All quantities were averaged over all agents/links in the system and over the full recording time (approx. 32 hours for the conf. and 5 days for the hosp. data, recorded in $dt = 20$ s intervals).]
the number of active links of age $\tau$ and the distribution of $\Delta$ have the same functional form as $\bar{f}(\tau)$, which is exponentially distributed. The distribution of contact durations $\Delta_i(t)$ is commonly approximated by $\bar{f}(\tau) = e^{-\lambda \tau} \lambda^\tau/\Gamma(\tau)$, where $\lambda$ is the rate of change of $\Delta_i(t)$ and $\Gamma(\tau)$ is the gamma function. This gives (Appendix A) for a dense network $\Delta_i(t)$ is homogeneous; for a sparse network $\Delta_i(t)$ is heterogeneous.

$p(n) = \text{hom.}/\text{het.}$

**3. LPA induces heterogeneous distribution of links’ inter-contact durations**

The distribution of links’ inter-contact durations $\Delta_{i,j}(t)$, i.e., of the time elapsed between consecutive contacts of two given agents $i$ and $j$, is found as the rate of change $p(\Delta_{i,j}(t)) = \partial_t n_{0}(t, t-\Delta_{i,j}(t))$ at time $t$. Heterogeneous mean-field theory (HMFT) gives $m_{1}(t, t-\tau_{i,j}(t)) = \exp[-\tau_{i,j}(t)] f_{i}(u)u$du (Appendix A), and requiring $p(\tau_{i,j}(t))$ to be normalized yields

$$p(\tau_{i,j}(t)) = \frac{z}{\tau_{i,j}(t)} f_{i}(u) \exp[-\tau_{i,j}(t)] f_{i}(u)u,$$

where $f_{i}$ is the distribution of contact durations $\tau_{i,j}(t)$ and CSR $f_{i}(\tau) = \tau^{-\gamma}$ induces a broad distribution of $\tau_{i,j}(t)$, while the effects of other distributions of interest (Fig. 2). For $f_{i}(\tau) = (1 + \tau)^{-1}$ we recover a scale-free distribution of contact durations: $p(\tau_{i,j}(t)) = \frac{z}{(1 + \tau_{i,j}(t))^{2+1}}$.

**2. ASR+APA induces broad distributions of agents’ inter-contact durations**

The agents’ inter-contact durations $\Delta_{i}$ are defined, for each agent $i$, as the time elapsed between the end of a contact and the beginning of another one. Since temporal networks of practical interest are sparse, we can in practice approximate $\Delta_{i}$ by the durations agents are isolated. The distribution of $\Delta_{i}$ is then found as $p(\Delta_{i}) \sim \partial_{t} n_{0}(t, t-\tau_{i})$, where $n_{0}(t, t-\tau_{i})$ is the number of agents that have been isolated since $t-\tau_{i}$ at time $t$. Analytical computations (Appendix A) and numerical simulations show that ASR or APA individually [i.e., $(f_{a}(\tau) = \tau^{\gamma}, \Pi_{a}(\tau) = 1)$ or $(f_{a}(\tau) = 1, \Pi_{a}(\tau) = \tau^{\gamma})$] lead to exponentially distributed $\tau_{i}$, while their combination $(f_{a}(\tau) = \tau^{\gamma}, \Pi_{a}(\tau) = \tau^{\gamma})$ induces a broad distribution of $\Delta_{i}$ (Fig. 2). For instance, assuming that $\Pi_{a}$ has the same functional form as $f_{a}$ leads to (Appendix A)

$$p(\Delta_{i}) = 2b f_{a}(\Delta_{i}) e^{-2b f_{a}(\Delta_{i})} f_{a}(u)u.$$

For $\Pi_{a}(\tau) = f_{a}(\tau) = (1 + \tau)^{-1}$, we obtain $p(\Delta_{i}) = 2b(1 + \Delta_{i})^{-2b+1}$.

**4. CSR, ASR, APA, and LPA collectively induce heterogeneous numbers of contacts per link**

None of the four mechanisms individually induce a broad $p(n)$ (Fig. 2); however, including all of them in the model yields a broad distribution of $n$ (Figs. C2 and C3). Table I summarizes the effects of the various memory mechanisms on network dynamics.

| Mechanism | CSR | ASR+APA | LPA | All |
|-----------|-----|---------|-----|-----|
| $p(\tau_{i,j}(t))$ | het. | hom. | hom. | het. |
| $p(\Delta_{i})$ | hom. | hom. | het. |
| $p(\Delta_{i,j}(t))$ | hom. | hom./het. | het. |
| $p(n)$ | hom. | hom. | hom./het. |

*For a dense network $p(\Delta_{i,j}(t))$ is homogeneous; for a sparse network $p(\Delta_{i,j}(t))$ is heterogeneous.*

$p(n)$ is homogeneous for a stationary network and heterogeneous for a non-stationary network.

Table I summarizes the effects of the various memory mechanisms on network dynamics. Besides broad distributions of $p(\tau_{i,j}(t))$, $p(\Delta_{i})$, $p(\Delta_{i,j}(t))$, and $p(n)$, the full network models also present heterogeneous distributions of the lifetime of triangles and agent activity levels (Fig. C6): moreover, when the networks are aggregated over time they present heterogeneous distributions of edge weights, homogeneous...
degree distributions, and high clustering coefficients, similarly to aggregated empirical temporal networks (Fig. C6 and Table II; see also Figs. C7 and C8 and for other model networks) [39].

E. Dynamical processes on temporal networks

To investigate the effect of the memory mechanisms, and resulting network heterogeneities, on dynamic processes taking place on temporal networks, we simulate the paradigmatic deterministic Susceptible-Infected (SI) process on the temporal networks obtained through our modeling framework. SI processes have indeed often been used as simple but useful probes of temporal networks.

For each run, we start with all agents in the susceptible (S) state, select at random a single agent as “seed”, and put it in the infectious (I) state. The “infection” spreads then deterministically from infectious to susceptible agents at each contact (see Appendix B for more details). We repeat the process for all possible seeds and for different seeding times and we consider for each agent the arrival time of the infection, i.e., the time at which the agent becomes infectious, and the distributions of these times. The arrival times are measured using activity clocks [19, 20]: the arrival activity time $t^*$ is defined for each agent as the number of contacts it has taken part in from the start of the process to the arrival of the infection at the corresponding node. This definition leads to similar distributions of arrival times for different
seeding times of the SI process and for seeds with different activity levels, and provides an interesting tool for the comparison of models. We provide a quantitative comparison of SI processes unfolding on model temporal networks and on empirical data sets by computing the symmetrized Kullback-Leibler (KL) divergence between the corresponding arrival time distributions $p(t^*)$ (Appendix B), an information-theoretic measure of the distance between two distributions related to the information lost when approximating one by the other. We also consider KL divergences KL10+ restricted to the tails of the distributions ($t^* > 10$).

Figure 3 shows the arrival time distributions $p(t^*)$, as well as boxplots of the KL divergences between $p(t^*)$ obtained from different realizations of the network model and from the conf. temporal network (see Fig. C9 for comparison with the hosp. data). Taken individually, each memory mechanism has little effect on $p(t^*)$; CSR even has no effect at all since it only changes $p(\tau_{i,j})$, which has no effect on a deterministic SI process. More interestingly, on a network with ASR and APA, the tail of $p(t^*)$ is highly similar to the one obtained for spreading on empirical networks; this suggests a crucial role of the burstiness of agents' contacts (exposed by $p(\Delta \tau_i)$), which is controlled by ASR+APA, in determining the occurrence of large $t^*$ values and overall for diffusion phenomena on temporal networks.

The addition of LPA ("All" in Fig. 3) is necessary to obtain a distribution of arrival times $t^*$ that resembles that of the empirical data. This confirms the importance of $p(n)$ in determining the global shape of $p(t^*)$, as shown in [20], and in particular for the distribution of the small $t^*$ values: the comparison of $p(t^*)$ obtained for non-stationary and stationary model networks (Fig. C9) highlights its sensitivity to the precise shape of $p(n)$. On the other hand, link burstiness by itself, as determined by a broad $p(\Delta \tau_{i,j})$, does not influence the spreading dynamics much (LPA in Fig. 3), at least for the deterministic SI process considered here.

III. DISCUSSION

The modeling framework presented here enabled us to characterize the emergence of several aspects of the temporal heterogeneities observed in complex networks as a result of specific memory mechanisms controlling the creation and ending of contact events. The four memory mechanisms proposed collectively result in broad distributions of contact and inter-contact durations and of the number of contacts per link. They also yield a broad distribution of agents’ activities and may thus explain the
emergence of heterogeneous activity observed recently in large scale communication networks \cite{10,35}. The framework exposed here also let us study the individual impact of each type of heterogeneity on dynamical processes on temporal networks. In particular, broad distributions of \( \Delta \tau_i \) and \( \Delta \tau_{(i,j)} \) are often interchangeably referred to as burstiness. However, while both distributions are broad in empirical data, they are not identical. Furthermore, our study shows that these heterogeneous distributions may have different origins and have a different impact on the unfolding of dynamical processes on the network. Finally, our modelling framework highlighted the crucial roles of \( p(\Delta \tau_i) \) and \( p(n) \) in spreading processes, in agreement with \cite{20}.

Our modeling framework can easily be extended to include more features such as circadian rhythms or the existence of groups of agents, such as classes or departments in school \cite{30} or workplace \cite{37} settings. Considering groups of agents with different properties may also prove a convenient way to model activity variations, which result from agents entering or leaving the system, and thus to study how such variations might induce incomplete sampling of a population and possible biases in empirical data. Finally, it would be interesting to investigate the impact of the memory mechanisms presented here on other dynamic processes on networks and in particular on more realistic epidemic models.
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Appendix A: Heterogeneous mean-field theory in the continuous limit

Here we derive heterogeneous mean-field (HMF) master equations governing the time evolution of the network of connections between agents. We consider the number \( n_k(t,t') \) of nodes (agents) of degree \( k \) that last changed state at time \( t' \) and the number \( m_1(t,t') \) and \( m_0(t,t') \) of active and inactive links of age \( t-t' \) at \( t \). We assume that \( t, t', m_1(t,t'), m_0(t,t'), \) and \( n_k(t-t') \) are large enough to approximate them by continuous variables.

Section 1 derives HMF master equations for \( m_1(t,t'), m_0(t,t'), \) and \( n_k(t-t') \). Section 2 shows how these master equations simplify for a stationary system. Section 3 gives the relation between the rates of creation and deletion of contacts and the memory kernels in the model, allowing us to relate empirical measures to the model’s ingredients. Section 4 derives analytical expressions for the distributions of contact and inter-contact durations. Section 5 derives expressions for these distributions for discretely sampled data. Section 6 finally considers a selection of relevant examples.

1. Derivation of master equations

a. Updating a single contact

We first consider the effect of updating a single contact as described in (i) in the main text. In the mean-field approximation, this changes \( m_1(t,t'), n_k(t,t'), \) and \( m_0(t,t') \)
TABLE II: Summary statistics for model and empirical networks intergrated over the full time of recordings $T$: number $N_c$ of connected (not isolated) nodes, number $E$ of edges, average degree $(k)$, average clustering coefficient $C$, and average clustering coefficient $C_{EER}$ of a random (Erdős-Rényi) network with $N$ nodes and $E$ edges. For the conf. dataset (and corresponding model networks) $N = 399$ and $T = 5,750 \ dt$ and for the hosp. dataset $N = 80$ and $T = 17,383 \ dt$. Note that clustering coefficients from different networks are not directly comparable since the number of edges may differ; instead one should compare the ratios $C/C_{EER}$. ASR+APA increases clustering, while other mechanisms have no significant effect. ASR+APA and LPA both reinforce specific links at the expense of others and lead to a decrease in the number of edges in the integrated networks. 

|        | Conf. |          |          |          | Hosp. |          |          |          |
|--------|-------|----------|----------|----------|-------|----------|----------|----------|
|        | $N_c$ | $E$ | $(k)$ | $C$ | $C_{EER}$ | $N_c$ | $E$ | $(k)$ | $C$ | $C_{EER}$ |
| 0      | 399 ± 0 | 28200 ± 100 | 141 ± 1 | 0.356 ± 0.002 | 0.355 | 80 ± 0 | 3148 ± 3 | 78.7 ± 0.08 | 0.996 ± 0.001 | 0.996 |
| CSR    | 399 ± 0 | 28200 ± 100 | 141 ± 1 | 0.356 ± 0.002 | 0.356 | 80 ± 0 | 3147 ± 3 | 78.7 ± 0.08 | 0.996 ± 0.001 | 0.996 |
| ASR+APA | 399 ± 0 | 22500 ± 700 | 113 ± 4 | 0.44 ± 0.01 | 0.284 | 80.0 ± 0.2 | 2400 ± 100 | 59 ± 3 | 0.84 ± 0.02 | 0.75 |
| LPA    | 399 ± 0 | 17500 ± 1300 | 88 ± 7 | 0.22 ± 0.01 | 0.22 | 80 ± 0 | 1580 ± 20 | 39.4 ± 0.4 | 0.50 ± 0.01 | 0.50 |
| All    | 398 ± 1 | 9600 ± 300 | 48 ± 1 | 0.178 ± 0.004 | 0.121 | 79.8 ± 0.4 | 1160 ± 60 | 29 ± 2 | 0.48 ± 0.02 | 0.37 |
| Empirical | 396 | 12265 | 62 | 0.32 | 0.16 | 80 | 1405 | 35 | 0.69 | 0.44 |

by

$\begin{align*}
\frac{d m_1(t, t')}{dt} &= -dt \, z \, f(t-t') \, m_1(t,t')/M_1(t) , \\
\frac{d n_k(t,t')}{dt} &= -2dt \, \lambda_-(t-t',t) \frac{k}{\langle k \rangle(t)} \, n_k(t,t')/N \quad \text{(A1)} \\
+ \frac{2dt}{\langle k \rangle(t)} \lambda_-(k+1) \, q_{-k+1}(t) \, \delta(t-t') , \\
\frac{d m_0(t,t')}{dt} &= dt \, r_-(t) \, \delta(t-t') . \quad \text{(A3)}
\end{align*}$

Here $M_1(t) = \int_0^t m_1(t,u) \, du$ is the total number of active links. $\langle k \rangle(t)$ is the average node degree. $r_-(t)$ is the rate at which links are inactivated with

$\begin{align*}
r_-(t) = z \int_0^t f_u(t-u) \frac{m_1(t,u)}{M_1(t)} \, du . \quad \text{(A4)}
\end{align*}$

$q_{-k}(t) = \int_0^t r_-(t,u) n_k(t,u) \, du/N$. Finally, $\lambda_-(t-t',t)$ is a term that describes correlations between the time $t-t'$ elapsed since a node last changed state and the ages of its active links; it captures that a node’s links are all at least as old as $t-t'$ and that the age of at least one of the node’s links is equal to $t-t'$; $\lambda_-(t-t',t)$ is given by

$\begin{align*}
\lambda_-(t-t',t) &= z \int_0^{t'} f_u(t-u) \rho_1(t-u, t') \frac{m_1(t,u)}{M_1(t)} \, du , \quad \text{(A5)}
\end{align*}$

where $\rho_1(t-u, t')$ is proportional to the probability that a given active link of age $t-u$ is connected to a node which last changed state at time $t'$. 

b. Updating a single node

Secondly, we consider the effect of updating a single node as described in (ii) in the main text. This changes $m_1(t,t')$, $n_k(t,t')$, and $m_0(t,t')$ as

$\begin{align*}
\frac{d m_1(t,t')}{dt} &= dt \, r_+(t) \, \delta(t-t') . \quad \text{(A6)}
\end{align*}$

d$\begin{align*}
\frac{d n_0(t,t')}{dt} &= -dt \left[ b \, f_u(t-t') + r_+(t) \, c(t) \, \Pi_a(t-t') \right] \frac{n_0(t,t')}{N} \quad \text{(A7)}
\end{align*}$

d$\begin{align*}
\frac{d n_k(t,t')}{dt} &= -dt \left[ b \, f_u(t-t') + r_+(t) \, c(t) \, \Pi_a(t-t') \right] \frac{n_k(t,t')}{N} \\
+ dt \, r_+(t) \, q_{+k-1}(t) & \, \delta(t-t') , \quad \text{(A8)}
\end{align*}$

and

$\begin{align*}
\frac{d m_0(t,t')}{dt} &= -dt \, \lambda_+(t-t',t) \, d(t) \, \Pi_k(t-t') \frac{m_0(t,t')}{M_0(t)} . \quad \text{(A9)}
\end{align*}$

Here $r_+(t)$ is the rate at which nodes create contacts, with

$\begin{align*}
r_+(t) &= (b/N) \int_0^t f_u(t-u) n(t,u) \, du , \quad \text{(A10)}
\end{align*}$

where $n(t,u) = \sum_{k=0}^{\infty} n_k(t,u)$ is the total number of nodes which last changed state at time $u$. $dt \, r_+(t)$ is the probability to add a contact to a node of degree $k$, with

$\begin{align*}
r_{+k}(t) &= (b/N) \int_0^t f_u(t-u) \, n_k(t,u) \, du . \quad \text{(A11)}
\end{align*}$

c(t) is a normalization constant for $\Pi_a$. $q_{+k}(t) = c(t) \int_0^t \Pi_a(t-u) \, n_k(t,u) \, du/N$ and satisfies the constraint $\sum_{k=0}^{\infty} q_{+k}(t) = 1$ since we require ($c \Pi_a) = 1$. $d(t)$ normalizes $\Pi_k$. $M_0(t) = N(N-1)/2 - M_1(t)$ is the total number of inactive links. Finally, $\lambda_+(t-t',t)$ describes correlations between the time $t-t'$ elapsed since a node last changed state and the ages of its inactive links; it is given by

$\begin{align*}
\lambda_+(t-t',t) &= \int_0^{t'} \left[ b f_u(t-u) + r_+(t,0) \Pi_a(t-u) \right] \\
&\times \rho_0(t-t',t,u) \frac{n(t,u)}{N} \, du . \quad \text{(A12)}
\end{align*}$
where \( \rho_0 (t-t',t,u) \) is proportional to the probability that a given inactive link of age \( t-t' \) is connected to a node which last changed state at time \( u \).

c. Continuous-time master equations

Each time-step, we update all \( N \) nodes and \( M(t) \) active links. The differential master equations governing the evolution of \( m_1(t,t') \), \( n_k(t,t') \), and \( m_0(t,t') \) are thus in the continuous limit:

\[
\partial_t m_1(t,t') = -z f_{\ell}(t-t') m_1(t,t') + N r_+(t) \delta(t-t'), \quad (A13)
\]

\[
\partial_t n_0(t,t') = -[b f_a(t-t') + r_+(t)c(t)\Pi_a(t-t')] n_0(t,t') + \pi_{1,0}(t) \delta(t-t'), \quad (A14)
\]

\[
\partial_t n_k(t,t') = -[b f_a(t-t') + r_+(t)c(t)\Pi_a(t-t')] n_k(t,t') - k \lambda_-(t-t',t) n_k(t,t') \]

\[+\left[\pi_{k-1,k}(t) + \pi_{k+1,k}(t)\right] \delta(t-t') \quad (A15)
\]

and

\[
\partial_t m_0(t,t') = -2\lambda_a(t-t',t) d(t)\Pi_a(t-t') m_0(t,t') \]

\[+\frac{N - 1 - 2M_1(t)/N}{M_1(t)r_-(t)} \delta(t-t'), \quad (A16)
\]

where we have used that \( \langle k \rangle(t) = 2M_1(t)/N \). Here \( \pi_{k-1,k}(t) \) and \( \pi_{k+1,k}(t) \) are the number of nodes gaining or losing a link during a time-step, respectively [42], they are equal to

\[
\pi_{k-1,k}(t) = N[r_+(t,k-1) + r_+(t,q_{+,-1,k}(t))], \quad (A17)
\]

\[
\pi_{k+1,k}(t) = N(k + 1)q_{-,k+1}(t). \quad (A18)
\]

Integrating Eq. [A13] w.r.t. \( t' \) gives

\[
\partial_t M_1(t) = N r_+(t) - M_1(t) r_-(t). \quad (A19)
\]

Thus, in a stationary state we find \( N r_+(t) = M_1(t) r_-(t) \) as one should expect.

2. Master equations simplify for a stationary system

Depending on the form of \( f_{\ell}, f_a, \Pi_a, \) and \( \Pi_b \) and the values of \( b \) and \( z \) the system may enter a stationary state after an initial transitory behavior. In the stationary state the master equations governing \( m_1(t,t'), n_k(t,t'), \) and \( m_0(t,t') \) simplify. If we assume that system has reached a stationary state, \( m_1, n_k, \) and \( m_0 \) only depend on \( \tau = t - t' \).

The average number of active links is then constant,

\[
M_1 = N r_+^*/r_-^* \quad (A20)
\]

with

\[
r_+^* = b/N \int_0^\infty f_a(u)n^*(u) du \quad (A21)
\]

and

\[
r_-^* = (z/M_1^*) \int_0^\infty f_{\ell}(u)m_1^*(u) du \quad (A22)
\]

where the star denotes stationarity.

The number \( m_1^*(\tau) \) of active links of age \( \tau \) is governed by

\[
\partial_\tau m_1^*(\tau) = -z f_{\ell}(\tau) m_1^*(\tau) + N r_+^* \delta(\tau) . \quad (A23)
\]

Equations [A14] and [A15] give us master equations governing the number of nodes of degree \( k \) which have remained in the same state for a time \( \tau \),

\[
\partial_\tau n_k^*(\tau) = -[b f_a(\tau) + r_+^* c\Pi_a(\tau) + k \lambda_+^*(\tau)] n_k^*(\tau) \quad +n_k^*(0) \delta(\tau) . \quad (A24)
\]

Finally, Eq. [A16] reduces to

\[
\partial_\tau m_0^*(\tau) = -2\lambda^*_+(\tau)d^*\Pi_1(\tau)/N - 1 - 2r_+^*/r_-^* m_0^*(\tau) + N r_+^* \delta(\tau) . \quad (A25)
\]

Equation [A23] gives

\[
m_1^*(\tau) = N r_+^* e^{-z \int_0^\tau f_{\ell}(u) du} , \quad (A26)
\]

and thus

\[
M_1^* = N r_+^* \int_0^\infty e^{-z \int_0^\tau f_{\ell}(u) du} d\tau . \quad (A27)
\]

So from Eq. [A20] we then have

\[
r_-^* = \left( \int_0^\infty e^{-z \int_0^\tau f_{\ell}(u) du} d\tau \right)^{-1} . \quad (A28)
\]

3. Relation between rates of contact creation and deletion and memory kernels

The relation between the rates of contact creation and deletion and the memory kernels of the model can in the HMF approximation be derived in a manner analogous to the master equations governing \( m_1, m_0, \) and \( n_k \). We here use the results of Section A1 [Eqs. (A13)–(A16)].

The average rate \( r_{-,i,j}(t-t') \) at which a contact ends is by definition given by \(-\partial_t m_1(t,t')/m_1(t,t')\) for \( t > t' \). Equation [A13] thus directly gives

\[
r_{-,i,j}(t-t') = z f_{\ell}(t-t') . \quad (A29)
\]

Since data is always discrete, \( r_{-,i,j}(t-t') \) is estimated from data as \(-\Delta m_1(t,t')/m_1(t,t')\), where \(-\Delta m_1(t,t')\) is the number of contacts of age \( t-t' \) ending at time \( t \) and \( \Delta \) denotes the average over \( t \).

Similarly, \( r_{+,i,j}(t-t',t) = -\partial m_0(t,t'/m_0(t,t') \) for \( t > t' \), and thus [Eq. (A16)]

\[
r_{+,i,j}(t-t',t) = \alpha(t-t',t)\Pi_i(t-t') . \quad (A30)
\]
where \( \alpha = 2d(t)\lambda_+(t-t',t)/[N - 1 - 2M_1(t)/N] \). Averaging Eq. (A30) over \( t \) yields the average rate at which inactive links are activated:

\[
 r_{+,i}(t-t') = \alpha (t-t',t)P_k(t-t') \ . \tag{A31}
\]

For discrete data, \( r_{+,i}(t-t') \) is estimated as

\[
 -\Delta m_0(t,t')/m_0(t,t'), \quad \text{where } \Delta m_0(t,t') \text{ is the number of inactive links of age } t-t' \text{ being activated at time } t.
\]

Finally, the rate \( r_{+,i}(t-t') \) at which agents enter into contact is the same as the rate at which agents change degree from \( k \) to \( k+1 \), thus it is equal to, e.g., \(-\partial_t m_0(t,t')/m_0(t,t') \) [Eq. (A14)] and is given by

\[
r_{+,i}(t-t',t) = b_f a(t-t') + c(t)r_+(t)P_k(t-t') \ . \tag{A32}
\]

Averaging \( r_{+,i} \) over \( t \) then yields a linear combination of \( f_a \) and \( P_k \), which can be estimated from data as

\[
 -\Delta m_0(t,t')/m_0(t,t'), \quad \text{where } \Delta m_0(t,t') \text{ is the number of isolated agents gaining a contact at time } t.
\]

4. Distributions of contact and inter-contact durations

a. Contact durations

The distribution of contact durations \( \tau_{(i,j)} \) is given by the number of contacts of age \( \tau_{(i,j)} = t-t' \) ending at a given instant, i.e., \( p(\tau_{(i,j)}) \propto -\partial_t m_1(t,t') \). From Eq. (A13) we have

\[
m_0(t,t') = N r_+(t') e^{-\int_0^t f_s(u-t')du} \ . \tag{A33}
\]

which gives Eq. (1) by requiring \( p(\tau_{(i,j)}) \) to be normalized.

b. Agents’ inter-contact durations

We find in the same manner as above the distribution of times during which a node stays isolated \( \Delta \tau_i' \). Note that \( \Delta \tau_i' \) is in general not the same as the node’s inter-contact durations \( \Delta \tau_i \). However, since temporal networks of practical interest are sparse \( \langle k \rangle (t) \ll 1 \) we use in the following the approximation \( \Delta \tau_i = \Delta \tau_i' = t-t' \). From Eq. (A14) we have

\[
n_0(t,t') = N q_{-1}(t')e^{-\int_0^t [b_f a(u-t') + r_+(u)P_1(u-t')]du} \ . \tag{A34}
\]

From \( p(\Delta \tau_i, t) \propto -\partial_t n_0(t,t') \) we then obtain that

\[
p(\Delta \tau_i, t) = \left[ b f_a(\Delta \tau_i) + r_+(t)c(t)P_1(\Delta \tau_i) \right] e^{-\int_0^t [b f_a(u)+r_+(t-\Delta \tau_i+u)c(t-\Delta \tau_i+u)P_1(u)]du} . \tag{A35}
\]

Note that \( p(\Delta \tau_i, t) \) in general depends not only on \( \Delta \tau_i \), but also on \( t \); for \( \Pi_k(t) = f_a(t) \), the requirement that \( c \Pi_k \) is normalized \( \langle c \Pi_k \rangle = 1 \) means, however, that \( c(t) = b/r_+(t) \), and we recover Eq. (2).

Conversely, for a stationary network, \( p(\Delta t_i) \) is by definition independent of \( t \), and we have in general

\[
p(\Delta t_i) = [b f_a(\Delta \tau_i) + r_+c ^i \Pi_k(\Delta \tau_i)] e^{-\int_0^t [b f_a(u)+r_+c ^i \Pi_k(u)]du} \ . \tag{A36}
\]

5. Distributions for discrete data

Empirical and simulated data are by nature discrete, whereas our theory is continuous. To relate the two, we derive here a discrete version of the distributions of (inter-)contact durations.

An event (contact or inter-contact duration) which lasts for a time \( (k-1)dt < \tau \leq kdt \) is recorded as lasting \( \tau_k = k dt \). The probability of recording an event that lasts \( \tau = \tau_k \) is then given by

\[
p(\tau_k) = S([k-1]dt, t) - S(k dt, t) \ , \tag{A39}
\]

where \( S \) is the survival distribution of \( \tau \), given by normalized versions of \( m_1, n_0 \), and \( m_0 \) for \( \tau_{(i,j)} \), \( \Delta \tau_i \), and \( \Delta \tau_{(i,j)} \), respectively [normalized such that \( S(0) = 1 \); \( S \) may or may not depend on \( t \). In general, \( S \) is given by

\[
S(\tau, t) = e^{-\int_0^\tau \beta(u, t-u)du} \ , \tag{A40}
\]

where \( \beta(u) = \{ f_i(\tau_{(i,j)}) \) for \( \tau_{(i,j)}, \) \( \beta(u, t-\tau) = b f_a(u) + e(t-\tau+u)r_+(t-\tau+u)P_1(u, t-\tau+u) \) for \( \Delta \tau_i \), and \( \beta(u, t-\tau) = 2d(t-\tau+u)\lambda_+(u, t-\tau+u)P_1(u, t-\tau+u) \) for \( \Delta \tau_{(i,j)} \).

6. Case studies

a. Memoryless network (0)

We first consider the simplest possible network obtainable using our modeling framework, that of a memoryless network. We set \( f_a = f_e = \Pi_k = \Pi_t = 1 \), then \( r_+(t) = b \)
[Eq. [A10]] and \( r_-(t) = z \) [Eq. [A4]]. Since the network is memoryless it rapidly reaches a stationary state where the average number of active links is \( M^*_t = Nb/z \) [Eq. (A20)]. From Eq. (1) we obtain:

\[
p(\tau_{(i,j)}) = ze^{-r\tau_{(i,j)}}.
\]

Equation (2) gives:

\[
p(\Delta \tau_t) = 2be^{-2b\Delta \tau_t}.
\]

By approximating \( r^*_b(\tau) \) by \( r^*_b = b \) we finally obtain from Eq. (A38) in the stationary state:

\[
p(\Delta \tau_{(i,j)}) = \frac{2b \exp\left(-\frac{2b\Delta \tau_{(i,j)}}{N-1-2b/z}\right)}{N-1-2b/z}.
\]

Thus, \( \tau_{(i,j)} \), \( \Delta \tau_t \), and \( \Delta \tau_{(i,j)} \) are all exponentially distributed for a memoryless network [Fig. 2(0)]. Considering that contacts are created and broken at random (uncorrelated) and with constant rates, we find that the distribution of instantaneous degrees \( k \) of the nodes in the network must be Poissonian, with mean degree given by the identity \( \langle k \rangle = 2M^*_t/N = 2b/z \).

b. Contact self-reinforcement (CSR)

To obtain a network with CSR we set \( f_\tau(t) = (1+\tau)^{-1} \) and let \( f_\tau, \Pi_\alpha \), and \( \Pi_\ell \) be constant. Then \( r_+(t) = b \) [Eq. [A10]] and \( r^*_b = b - z \) [Eq. [A28]] in the stationary state; the number of active links is here \( M^*_t = Nb/(z-1) \) for \( z > 1 \) [Eq. (A20)], while \( M_t(t) \) diverges for \( z \leq 1 \). From Eqs. (1)–(3) we see that CSR results in a scale-free distribution of \( \tau_{(i,j)} \), here with

\[
p(\tau_{(i,j)}) = z(1+\tau)^{-(z+1)},
\]

while \( \Delta \tau_t \) and \( \Delta \tau_{(i,j)} \) remain exponentially distributed as for the memoryless network [Fig. 2(CSR)]; \( p(\Delta \tau_t) \) is for a stationary network given by Eq. (A42) and

\[
p(\Delta \tau_{(i,j)}) = \frac{2b \exp\left(-\frac{2b\Delta \tau_{(i,j)}}{N-1-2b/z}\right)}{N-1-2b/z}.
\]

The nodes’ instantaneous degrees are Poisson distributed with \( \langle k \rangle = 2b/(z-1) \).

c. Activity self-reinforcement (ASR)

To obtain a system with ASR we set \( f_a(\tau) = (1+\tau)^{-1} \) and let \( f_\tau, \Pi_\alpha \), and \( \Pi_\ell \) be constant. Here \( r_-(t) = z \) [Eq. [A4]]. The system rapidly reaches a stationary state, where \( M^*_t = Nr^*_b/z \) [Eq. (A20)]. The distributions \( p(\tau_{(i,j)}) \) and \( p(\Delta \tau_{(i,j)}) \) are exponential [Fig. 2(ASR)], with \( p(\tau_{(i,j)}) \) given by Eq. [A41] and

\[
p(\Delta \tau_{(i,j)}) = \frac{2r^*_b \exp\left(-\frac{2r^*_b \Delta \tau_{(i,j)}}{x-1-2r^*_b/z}\right)}{x-1-2r^*_b/z}.
\]

Finally, Eq. (A36) gives us:

\[
p(\Delta \tau_t) = [b(1+\Delta \tau_t)^{-1} + r^*_b](1+\Delta \tau_t)^{-b} \times e^{-r^*_b \Delta \tau_t},
\]

i.e., ASR has a small effect on \( p(\Delta \tau_t) \) for small \( \Delta \tau_t \), the exponential term (due to \( \Pi_\alpha = 1 \)), however, dominates at large \( \Delta \tau_t \) [Fig. 2(ASR)]. ASR induces correlations in the creation of links, which means that we do not obtain a closed-form expression for the instantaneous degree distribution.

d. Agent-centric preferential attachment (APA)

To induce APA we let \( \Pi_\alpha(\tau) = (1+\tau)^{-1} \) and let \( f_\ell, f_\alpha \), and \( \Pi_\ell \) be constant. Here \( r_+(t) = b \) [Eq. [A10]] and \( r_-(t) = z \) [Eq. [A4]]. In this case the system also rapidly reaches a stationary state, where \( M^*_t = Nb/z \) [Eq. (A20)]. The distributions \( p(\tau_{(i,j)}) \) and \( p(\Delta \tau_{(i,j)}) \) are exponential as for the memoryless network [Fig. 2(APA)] and are given by Eqs. (A41) and (A43), respectively. Finally, we have from Eq. (A36):

\[
p(\Delta \tau_t) = b[\Pi^*(1+\Delta \tau_t)^{-1} + 1](1+\Delta \tau_t)^{-b} \times e^{-b\Delta \tau_t},
\]

where numerical simulations show that \( \Pi^* \approx 1 \) [Fig. 2(APA)]. As for ASR, we do not find a closed-form expression for the instantaneous degree distribution of a network with APA.

e. ASR+APA

By letting \( f = (1+\tau)^{-1} \) and \( \Pi_\alpha(\tau) = (1+\tau)^{-1} \), and keeping \( f_\tau, f_\ell, \Pi_\alpha \), and \( \Pi_\ell \) constant, we obtain a network with ASR and APA. Here \( c(t) = b/r_+(t) \) and \( r_-(t) = z \) [Eq. [A28]]; the number of active links is in the stationary state \( M^*_t = Nr^*_b/z \) for \( b > 1/2 \) [Eq. (A20)], while the system does not have a (non-empty) stationary state for \( b < 1/2 \) as \( M_1(t) \) tends to zero. Since \( f_\ell \) is constant, \( p(\tau_{(i,j)}) \) is given by Eq. [A41] [Fig. 2(ASR+APA)]. ASR+APA leads to a scale-free distribution of \( \Delta \tau_t \) [Fig. 2(APA)] given by

\[
p(\Delta \tau_t) = 2b(1+\Delta \tau_t)^{-(2b+1)}.
\]

Finally, ASR+APA can make \( \lambda_+(t-t',t) \) a slowly decaying function of \( \tau = t-t' \) through its dependency on \( f_\alpha \) and \( \Pi_\alpha \) [Eq. (A12)]. Depending on the parameter values of the system, this may result in a heterogeneous distribution of \( \Delta \tau_{(i,j)} \) [Eq. (3)], and Figs. 2(ASR+APA) and 3(CS) [39]; a simple analytical expression for the shape of \( p(\Delta \tau_{(i,j)}) \) is not available, however.
f. Link-centric preferential attachment (LPA)

LPA is induced by letting \( f_\ell = f_\alpha = \Pi_\alpha = 1 \) and \( \Pi_\ell(\tau) = (1 + \tau)^{-1} \). Here \( r_+(t) = b, r_-(t) = z \), and thus \( M^* = Nb/z \) [Eq. (A20) in a stationary state. The distributions \( p(\tau_{i,j}) \) and \( p(\Delta \tau) \) are given by Eqs. (A41) and (A43) [Fig. 2(LPA)]. Assuming that \( \lambda_+ \approx \lambda_0 \) and \( \lambda_0 \) change slowly with \( t \) compared to \( \Delta \tau_{i,j} \) we can approximate \( \lambda_0 (u-t', t) \) by \( \lambda_0 (t-t', u) \) and \( d(u) \) by \( d(t) \) for \( t' \leq u \leq t \); we then find that \( p(\Delta \tau_{i,j}, t) \) is given by

\[
p(\Delta \tau_{i,j}, t) = \alpha(t, \Delta \tau_{i,j}) (1 + \Delta \tau_{i,j})^{-[\alpha(t, \Delta \tau_{i,j}) + 1]} ,
\]

with \( \alpha(t, \Delta \tau_{i,j}) = 2d(t) \lambda_0 (\Delta \tau_{i,j}, t)/N \), where we have used that \( N \gg 2M(t)/N + 1 \). If we furthermore ignore node-link correlations, we can approximate \( \lambda_0 (t-t', t) \) by \( r_+(t) \), and the above expression simplifies to

\[
p(\Delta \tau_{i,j}, t) = \alpha(t) (1 + \Delta \tau_{i,j})^{-[\alpha(t) + 1]} .
\]

If we finally assume that the system is stationary, we have [Eq. (A25)]

\[
m^*_0 (\tau) = Nb(1 + \tau)^{-\alpha^*} ,
\]

where \( \alpha^* \approx 2b d^*/N \). By integrating \( m^*_0 (\tau) \) we obtain

\[
M^*_0 = Nr^*_+ \int_1^\infty u^{-\alpha^*} du = Nr^*_+/(\alpha^* - 1) ,
\]

for \( \alpha^* > 1 \). Using that \( M^*_0 = N(N-1)/2 - M^*_1 \) we find \( \alpha^* = 1 + Nr^*_+/M^*_0 = 1 + Nb/N \approx 1 \). Numerical simulations show that \( \bar{\tau} \approx 0.5 \) [Fig. 2(LPA)], where \( \bar{\tau} \) denotes an average over the simulations.

As for networks with ASR or APA, we do not obtain a closed-form expression for the degree distribution of a network with LPA.

g. Full model

We set \( f_\ell = f_\alpha = \Pi_\alpha = \Pi_\ell = (1 + \tau)^{-1} \) to obtain a network with all four memory mechanisms (CSR, ASR, APA, and LPA). We have here that \( r^*_+ = z - 1 \) [Eq. (A25)] and thus that \( M^*_1 = Nr^*_+/z - 1 \) in the stationary state [Eq. (A20)], which exists for \( b > 1/2 \) and \( z > 1 \). As discussed above, CSR induces a scale-free distribution of \( \tau_{i,j} \) [Eq. (A14)], ASR and APA together result in a scale-free distribution of \( \Delta \tau_{i,j} \) [Eq. (A40)], and LPA gives a scale-free distribution of \( \Delta \tau_{i,j} \) [Eqs. (A50) and (A51)].

Appendix B: Epidemic spreading

We here give details pertaining to simulations of SI processes on the networks and subsequent analysis of their propagation.

Section A details how simulations of SI processes were performed and how arrival activity times were calculated. Section B defines the symmetrized Kullback-Leibler distance and describes how it was used in practice to compare two distributions of arrival activity times.

1. Simulation of the SI process

We simulated the SI process as follows [19] [20].

We chose 200 different seeding times \( t_0 \) (1000 for empirical data) for the epidemic, distributed over the duration of the simulation/measurement. The interval corresponding to the first 10% of contacts was excluded to avoid artifacts due to highly transitory behavior for simulated data or related to the handout of RFID badges for empirical data; the last 10% of the contacts were also excluded to avoid bias due to exclusion of infections that spread slowly. The seeding times \( t_0 \) were chosen with probability proportional to the instantaneous activity for \( t_0, M_1(t_0) \). For each \( t_0 \), we initiated a SI process at each node that was active both before and after \( t_0 \); we recorded the arrival times \( t_a \) of the infection at the other nodes of the network.

The arrival activity time \( t^* \) of the infection at a node is defined as the number of contacts the node has partaken in during the time-interval \( [t'_0, t_a] \), where \( t'_0 \) is the time of the seed’s first contact [20]. (Since the seed may stay isolated for a long time before engaging in contact we use \( t'_0 \) rather than \( t_0 \).)

2. Kullback-Leibler divergences

Distributions are compared quantitatively by calculating the symmetrized Kullback-Leibler (KL) divergence between them. The KL divergence between distributions \( D^{(1)} = (D^{(1)}_i)_i \) and \( D^{(2)} = (D^{(2)}_i)_i \) is defined as [35]:

\[
KL = \frac{1}{2} \sum_i D^{(1)}_i \log(D^{(1)}_i/D^{(2)}_i),
\]

\[
+ \frac{1}{2} \sum_i D^{(2)}_i \log(D^{(2)}_i/D^{(1)}_i).
\]

The KL divergence is only defined for strictly positive distributions \( D^{(1)} \) and \( D^{(2)} \); in practice, since we calculated \( D^{(1)} \) and \( D^{(2)} \) from numerical simulations, they may have zeros. To avoid numerical problems when we calculate the KL divergence between models and data, we thus replaced eventual zeros in \( p(t^*) \) by \( \epsilon \), where we chose \( \epsilon \) to be 0.01 times the smallest value of \( p(t^*) \).

The KL divergence is only defined for properly normalized distributions, i.e., distributions that sum to one. To calculate KL10+ we thus first normalized distributions as \( D^{(1)}_{KL10+} = (D^{(1)}_i)_{i=10...} / \sum_{i=10...}D^{(1)}_i \) before calculating the divergences from Eq. (B1).
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For the more general form \((1 + \tau)^{-\gamma}\) (or \(\tau^{-\gamma}\) for \(\tau > a\)), \(p(\tau_{i,j})\) is a stretched exponential distribution, which in practice is often very close to a power law (Fig. C2).

ASR and APA together may also induce a broad \(p(\Delta \tau_{i,j})\) for sparse networks (Figs. 2 and C8, and Appendix A); however, the distribution induced by APA+ASR does not show the same scale-free shape as for empirical networks.

Since we consider infinitesimal time-increments, nodes can at most gain or loose one contact per time step.
Appendix C: Supplementary figures

FIG. C1: Memory effects and contact dynamics of an empirical network of electronic messages sent between 1,899 students at University of California Irvine (UCI) recorded over 194 days [38]. Since the message network is directed, we can here investigate the shape of $f_a$ and $\Pi_a$ individually. a) Average rate $r_{+,i\rightarrow}$ with which an individual $i$ sends a new email as function of the time $\Delta t_{i\rightarrow}$ elapsed since he last send an email. b) Average rate $r_{+,i\leftarrow}$ with which an individual $i$ receives a new email as function of the time $\Delta t_{i\leftarrow}$ elapsed since he last received an email. c) Average rate $r_{+,i,j}$ with which an email is send between two individuals $i$ and $j$ (either $i \rightarrow j$ or $j \rightarrow i$) as function of the time $\Delta t_{i,j}$ elapsed since they last exchanged an email. d) Distribution of times $\Delta \tau_i$ elapsed between the times at which an individual $i$ sends two consecutive emails. e) Distribution of times $\Delta \tau_j$ elapsed between the times at which an individual $j$ receives two consecutive emails. f) Distribution of times $\Delta \tau_{i,j}$ elapsed between the times at which two successive emails are sent between two individuals $i$ and $j$. g) Distribution of numbers $n$ of mails sent between each pair of individuals $(i,j)$. 
(\Delta p(i,j)) = (1+\tau(i,j)^{-\gamma}) - (1+\tau(i,j)^{-1}); \text{deno.}) For \Pi(\tau) = (1+\tau)^{-\gamma} and \Pi(\tau) = f_b(\tau) = (1+\tau)^{-1}; \text{nume.}) For \Pi_b(\tau) = (1+\tau)^{-\gamma} and \Pi_b(\tau) = f_b(\tau) = (1+\tau)^{-1}. The number of agents in the network was \text{N} = 399, and \text{b} and \text{z} were chosen such that the total number of contacts and the total contact duration were approximately the same as in the empirical conf. network. Symbols correspond to numerics and lines to analytical computations. For \Pi_b \sim \tau^{-\gamma} with \gamma \neq 1, we do not have an analytical form for \text{p}((\Delta \tau(i,j))).

FIG. C3: Dynamics of model network with all four memory mechanisms (Full model) for parameters corresponding to the hosp. data. Parameter values are: \text{N} = 80 and \text{T} = 17382, and \text{b} = 0.39 and \text{z} = 1.39 for non-stat., while \text{b} = 0.5 and \text{z} = 1.39 for stat..
FIG. C4: Longitudinal activity $M_1(t)$ for empirical and model networks with all four memory mechanisms. Model parameters were chosen such that the number of agents, total number of contacts, and total contact duration were the same as in the corresponding data (columns).
FIG. C5: Quantitative comparison of distributions of $\tau_{(i,j)}$, $\Delta \tau_i$, $\Delta \tau_{(i,j)}$, and $n$ between model networks and the conf. network: boxplots of symmetrized Kullback-Leibler (KL) divergences (Appendix B). KL10+ are KL divergences restricted to the distributions for durations or number of contacts larger than 10 $dt$ or 10 for distributions of durations and number of contacts per link, respectively. Note that since distributions are highly skewed, the KL divergence almost exclusively weights low values of $\tau$, $\Delta \tau$, and $n$. To get a more complete picture of the agreement between model and data one should also look at KL10+ which compares the tails of the distributions. KL(10+) divergences between hosp. and conf. networks are also shown for comparison.
FIG. C6: Additional statistics of model networks with all four memory mechanisms (Full model) and empirical networks. Distributions of triangle lifetimes $\tau_\tri$, of edge weights $w$, of agent activities $a$ (number of contacts an agent partakes in), and of normalized degrees $k/\langle k \rangle$. $p(a)$, $p(w)$, and $p(k/\langle k \rangle)$ are for networks aggregated over the duration of simulations/measurements.

FIG. C7: Effect of individual memory mechanisms on topology: distributions of edge weights $w$ and normalized degrees $k/\langle k \rangle$ in networks integrated over time-windows of $\Delta T = 10,000$. Open circles and full lines mark numerical and analytical results, respectively. Titles indicate the memory effects included in each column: (0) memoryless network ($f_\ell = f_a = \Pi_a = \Pi_v = 1$); (CSR) contact self-reinforcement [$f_\ell(\tau) = (1 + \tau)^{-1}$]; (ASR) activity self-reinforcement [$f_a(\tau) = (1 + \tau)^{-1}$]; (APA) agent-centric preferential attachment [$\Pi_a(\tau) = (1 + \tau)^{-1}$]. (ASR+APA) ASR and APA [$f_a(\tau) = (1 + \tau)^{-1}$] and $\Pi_a(\tau) = (1 + \tau)^{-1}$; (LPA) link-centric preferential attachment [$\Pi_\ell(\tau) = (1 + \tau)^{-1}$]. For all simulations $N = 100$, $dt = 0.1$, and the model was run until a stationary state was reached before recording statistics; $z$ and $b$ were chosen such that the average rate for an agent to initiate a new contact was $r^*_a = 0.05$ and the average rate for an existing contact to end was $r^*_\ell = 0.5$ in the quasi-stationary state (as witnessed by the mean of $M_1(t)$ remaining constant over time), hence the average number of active links was $M^*_\ell = 10$. 
FIG. C8: Dynamics of model network with ASR+APA for parameters corresponding to the conference (conf.) data and for parameters corresponding to the hospital (hosp.) data. Parameter values are: for conf., $N = 399$ and $T = 5750$, with $b = 0.314$, $z = 0.44$ for non-stat. and $b = 0.4$, $z = 0.44$ for stat.; for hosp., $N = 80$ and $T = 17382$, with $b = 0.3$, $z = 0.39$ for non-stat. and $b = 0.35$, $z = 0.39$ for stat..
FIG. 9: (left) Arrival time $t^*$ distributions $p(t^*)$ of SI processes on model networks with parameters corresponding to conf. (top) and hosp. data. (bottom) and (right) boxplots of the corresponding KL and KL10+ divergences.