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Abstract. Radially symmetric shadow wave solutions to the system of multidimensional pressureless gas dynamics are introduced, which allow one to capture concentration of mass. The transformation to a one-dimensional system with source terms is performed and physically meaningful boundary conditions at the origin are determined. Entropy conditions are derived and applied to single out physical (nonnegative mass) and dissipative (entropic) solutions. A complete solution to the pseudo-Riemann problem with initial data exhibiting a single delta shock on a sphere is obtained.
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1. Introduction. This paper is devoted to radially symmetric nonclassical solutions to the multidimensional pressureless Euler system

\[
\begin{align*}
\partial_t \rho + \nabla \cdot (\rho \bar{u}) &= 0 \\
\partial_t (\rho \bar{u}) + \nabla \cdot (\rho \bar{u} \otimes \bar{u}) &= 0
\end{align*}
\]

(1.1)

which consists of the convection part of the equations of conservation of mass and momentum in isentropic gas dynamics [1, Section 3.3]. System (1.1) also describes the behavior of a gas consisting of sticky particles, i.e. particles that stick together if they collide. This model and related models (sticky particles, adhesion particle dynamics, with or without viscosity) have a long history in cosmology, see e.g. the representative articles [2, 3, 4].

Following the seminal work of [5, 6], the one-dimensional case has found widespread attention. It has been evident from the beginning that solutions become measure-valued in finite time even for regular initial data. Thus solution concepts have been developed that admit accommodating nonclassical solutions such as delta shocks. We list a selection of results: The notion of duality solutions has been introduced in [7]. Further existence and uniqueness results on measure valued solutions have been obtained by various methods, including the mentioned duality approach [8, 9, 10], particle approximations [11, 12], zero viscosity limits [13], zero pressure limits [14], optimal transport theory [15]. For numerical methods, we refer to [16, 17, 18]. Another approach, namely shadow waves, is due to the first author. Shadow waves were introduced for the one-dimensional pressureless Euler system, among other conservation laws, in [19], and will be the method of choice in this paper.
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Concerning nonclassical solutions in the higher dimensional case, not so much seems to be known about system (1.1), although this case is important in applications. There is work on radially symmetric solutions to related systems of magnetohydrodynamics [20, 21, 22, 23] and to the isentropic Euler equations [24]. The numerically inspired weak asymptotic method has been applied to various systems of conservation laws, in particular to system (1.1), in [25]. As general references for rotationally symmetric solutions to systems of conservation laws we mention [26, 27] and [28], the latter reference especially for the behavior at the origin.

In this paper, we address system (1.1) in \( n \) space dimensions. The new contributions consist in (a) extending the notion of shadow waves to the \( n \)-dimensional rotationally symmetric case; (b) constructing nonclassical radially symmetric solutions to the \( n \)-dimensional pressureless Euler system, in particular, solutions to the pseudo-Riemann problem, and (c) determining physically meaningful boundary conditions at the origin. (The term pseudo-Riemann problem refers to initial data which are piecewise multiples of \(|\vec{x}|^{1-n}\) with a jump at \(|\vec{x}| = R > 0\); these arise due to the fact that the radially transformed system contains source terms.)

The plan of exposition is as follows: Section 2 addresses the radially symmetric version of system (1.1) and the appropriate boundary conditions at the origin. In Section 3, we recall the notion of shadow waves, extend it to the radially symmetric, higher dimensional case, and present the basic calculation of the weak limits fixing the structure of the shadow wave. This concerns both the local case (the behavior near the initial jump at \(|\vec{x}| = R\)) and the global behavior including the origin \( \vec{x} = 0 \). Section 4 is a brief discussion of the case of solutions with constant wave speed (which will turn out to be the physically meaningful entropy solutions to the pseudo-Riemann problem). Section 5 is devoted to deriving and discussing entropy conditions for shadow wave solutions. Finally, in Section 6 we solve the pseudo-Riemann problem explicitly, obtaining solutions which are physical (i.e., with nonnegative density) and dissipative (i.e., satisfying the entropy condition). Further, these solutions are shown to be locally unique (for small time). In the last subsection we exhibit an example of nonuniqueness, provided by a global, physical solution which violates the entropy condition (and has non-constant wave speed).

2. The radially symmetric pressureless Euler system. As physical background, we consider the system of pressureless gas dynamics (1.1) as describing the evolution of the density \( \rho(\vec{x}, t) \) and velocity field \( \vec{u}(\vec{x}, t) \) of a gas of sticky particles. Here \( t \geq 0 \) and \( \vec{x} \in \mathbb{R}^n \); \( \rho \) is a scalar quantity and \( \vec{u}(\vec{x}, t) \in \mathbb{R}^n \). Initial conditions \( \rho(\vec{x}, 0) = \rho_0(\vec{x}) \) and \( \vec{u}(\vec{x}, 0) = \vec{u}_0(\vec{x}) \) are presumed to be given.

Assuming that the initial data are radially symmetric it makes sense to search for radially symmetric solutions—indeed it is obvious that classical solutions are radially symmetric if the initial data are. Making the ansatz \( \rho(\vec{x}, t) = \rho(r, t) \) and \( \vec{u}(\vec{x}, t) = \vec{u}(r, t)\frac{\vec{x}}{|\vec{x}|} \), system (1.1) is transformed into

\[
\begin{align*}
\partial_t \rho + \partial_r (\rho u) + \frac{n-1}{r} \rho u &= 0 \\
\partial_t (\rho u) + \partial_r (\rho u^2) + \frac{n-1}{r} \rho u^2 &= 0 .
\end{align*}
\]

These equations have to be accompanied by the initial data \( \rho_0(r) \), \( u_0(r) \). The system is non-strictly hyperbolic. In principle, radially symmetric solutions can be constructed by using one-dimensional solutions and rescaling the density with the surface area of the corresponding sphere. However, such an approach is not easily justifiable for
nonclassical solutions because—as can be seen from the equations above—for non-smooth solutions also the nonlinear source terms will contain singularities. Moreover, the transformation to polar coordinates introduces an artificial boundary at \( r = 0 \). We want to mention, however, that for smooth solutions, system (2.1) can be transformed to the one-dimensional pressureless Euler system (on the half line) by setting \( u = r^{1-n} \tilde{u} \). The one-dimensional pressureless Euler system is well known to be equivalent to the Burgers equation, but again only for smooth solutions that in addition have strictly positive densities. In view of these limitations, we will not make use of such transformations—apart from maybe implicitly using them for regular parts of the solutions in Section 6.

In the absence of pressure, it is possible that mass accumulates at \( r = 0 \). We track the mass accumulating at \( r = 0 \) and time \( t \) in the value \( m_0(t) \). In order to retain mass conservation we introduce the following boundary conditions

\[
\begin{align*}
\text{for } u(0+, t) > 0 & \quad \dot{m}_0(t) = 0, \quad \rho(0+, t) = 0, \quad u(0+, t) \text{ arbitrary} \\
\text{for } u(0+, t) < 0 & \quad m_0(t) = -\lim_{r \to 0} r^{n-1}|S^{n-1}| \rho(r, t) u(r, t),
\end{align*}
\]

where \( |S^{n-1}| \) denotes the surface area of the sphere in \( n \) dimensions and the quantity \( u(0+, t) \) is to be understood, in the usual way, as the right-hand limit \( \lim_{r \to 0} u(r, t) \). Note that, as can be seen from the equations, in regions of zero mass the velocity can be prescribed arbitrarily—as one would also expect by physical considerations. Moreover, due to the pressureless nature of the equation we cannot expect the Dirac delta function forming at zero to evaporate mass: the mass accumulating at the origin will have zero velocity. This is expressed by the boundary conditions (2.2), and it is consistent with the interpretation as sticky particle system.

The total mass of a solution is given by \( m(t) = m_0(t) + \int_0^\infty r^{n-1}|S^{n-1}| \rho(r, t) \, dr \). The following formal calculation shows that mass conservation holds, at least for sufficiently regular solutions of compact support:

\[
\begin{align*}
\dot{m}(t) &= \dot{m}_0(t) + \int_0^\infty r^{n-1}|S^{n-1}| \partial_r \rho(r, t) \, dr \\
&= \dot{m}_0(t) - \int_0^\infty r^{n-1}|S^{n-1}| \left( \partial_r (\rho u) + \frac{n-1}{r} \rho u \right) \, dr \\
&= \dot{m}_0(t) - \int_0^\infty |S^{n-1}| \partial_r (r^{n-1} \rho u) \, dr = 0,
\end{align*}
\]

no matter whether the first or the second case in (2.2) arises.

3. Shadow wave solutions. Shadow wave solutions are models of shock wave solutions that contain a singularity of the type of a delta function. In the radially symmetric case, they are supported on spheres and concern the density \( \rho \). They were introduced for the one-dimensional pressureless Euler system, among other conservation laws, in [19]. Shadow waves are constructed as families of functions that approximate delta shock waves (or—as a matter of fact—other types of singular shocks) in a small \( \varepsilon \)-neighborhood of the shock location. Outside the \( \varepsilon \)-neighborhood, they are classical solutions of the system. As \( \varepsilon \to 0 \), their structure is enforced by requiring that conservation of mass and momentum holds in the weak sense. In the limit, a Dirac mass might be forming at the shock location. The limit is not viewed as an actual solution of the system in the algebraic sense, but captures the physical essence of conservation of mass and momentum flowing in or out of the singularity.
To deduce the conditions on the shock we first assume that the shock is located at position $R + c(t) > 0$, where $c(0) = 0$ and $R > 0$. (Shadow waves emanating from the origin will not arise in the solution of the pseudo-Riemann problem.) Using a simplification of one of the approaches from [19], we make the ansatz

$$U_{\text{sw}}^\varepsilon(r, t) = (\rho_{\text{sw}}^\varepsilon(r, t), u_{\text{sw}}^\varepsilon(r, t)) = \begin{cases} 
(\rho_0, u_0), & r - R < c(t) - \frac{\varepsilon}{2} \\
(\rho_\varepsilon, u_\varepsilon), & c(t) - \frac{\varepsilon}{2} < r - R < c(t) + \frac{\varepsilon}{2} \\
(\rho_1, u_1), & r - R > c(t) + \frac{\varepsilon}{2}.
\end{cases}$$

Here the singularity is located in the interval $R + c(t) - \varepsilon/2 < r < R + c(t) + \varepsilon/2$ and travels with speed $\dot{c}(t)$. All of the functions $\rho_0, \rho_\varepsilon, \rho_1, u_0, u_\varepsilon, u_1$ are assumed to be $C^1$-regular and may depend on $r$ and $t$, in general. For the moment we assume $R + c(t) > 0$, avoiding interaction of the delta wave with the singularity at zero. In other words, we are first interested in the local behavior of shadow waves. The global behavior, including boundary conditions at the origin, will be addressed afterwards.

Before arriving at a formal definition of a shadow wave solution, we dedicate the next paragraphs to studying the behavior of shadow waves for fixed $\varepsilon > 0$ and as $\varepsilon \to 0$. We are guided by the idea that a shadow wave solution should have a singularity in the mass of the type of a Dirac delta function, and at the same time satisfy conservation of mass and momentum, at least in the weak sense as $\varepsilon \to 0$. We make the additional simplification that

$$\rho_\varepsilon = \frac{1}{\varepsilon} \sigma(t), \quad u_\varepsilon = v(t)$$

for some $C^1$-regular functions $\sigma$ and $v$, and plug the ansatz (3.1) into the weak formulation of the equation, that is

$$\int_0^\infty \int_0^\infty \left[ -\rho \partial_t \phi - (\rho u) \partial_r \phi + \frac{n-1}{r} \rho u \phi \right] \, dr \, dt = 0$$

and

$$\int_0^\infty \int_0^\infty \left[ - (\rho u) \partial_t \phi - (\rho u^2) \partial_r \phi + \frac{n-1}{r} \rho u^2 \phi \right] \, dr \, dt = 0$$

for test functions $\phi \in D(\mathbb{R} \times [0, \infty[)$. We only perform the calculations of the terms in (3.3) here and will comment on equation (3.4) later.

First observe that the following integration by parts rules hold (for $C^1$-functions $f, g$)

$$\int_{r \leq R + c(t)} \partial_t (f(r, t)g(r, t)) \, dr \, dt = - \int_0^\infty (f g)(R + c(t), t) \dot{c}(t) \, dt$$

and

$$\int_{r \leq R + c(t)} \partial_r (f(r, t)g(r, t)) \, dr \, dt = \int_0^\infty (f g)(R + c(t), t) \, dt.$$
Using these formulas in (3.3) at fixed $\varepsilon > 0$ and evaluating the first term yields

\[- \int \int \rho_{uw}^\varepsilon (r, t) \partial_t \phi(r, t) \, dr \, dt = \int_0^\infty \int_0^{R+c(t)-\varepsilon/2} \partial_t \rho_0 \phi \, dr \, dt \]

\[+ \int_0^\infty \int_{R+c(t)-\varepsilon/2}^{R+c(t)+\varepsilon/2} \frac{\varepsilon}{\varepsilon} \partial_t \phi \, dr \, dt + \int_0^\infty \int_{R+c(t)+\varepsilon/2}^\infty \partial_t \rho_1 \phi \, dr \, dt \]

\[+ \int_0^\infty \left( (\rho_0 \phi)(R + c(t) - \frac{\varepsilon}{2}, t) - \frac{1}{\varepsilon} \sigma(t) \phi(R + c(t) - \frac{\varepsilon}{2}, t) \right) \dot{c}(t) \, dt \]

\[+ \int_0^\infty \left( - (\rho_1 \phi)(R + c(t) + \frac{\varepsilon}{2}, t) + \frac{1}{\varepsilon} \sigma(t) \phi(R + c(t) + \frac{\varepsilon}{2}, t) \right) \dot{c}(t) \, dt , \]

while the term containing spatial derivatives becomes

\[- \int \int (\rho_{uw}^\varepsilon)(r, t) \partial_r \phi(r, t) \, dr \, dt \]

\[= \int_0^\infty \int_0^{R+c(t)-\varepsilon/2} \partial_r (\rho_0 u_0) \phi \, dr \, dt + \int_0^\infty \int_{R+c(t)-\varepsilon/2}^{R+c(t)+\varepsilon/2} \partial_r (\rho_1 u_1) \phi \, dr \, dt \]

\[- \int_0^\infty \left( (\rho_0 u_0 \phi)(R + c(t) - \frac{\varepsilon}{2}, t) - \frac{1}{\varepsilon} \sigma(t) v(t) \phi(R + c(t) - \frac{\varepsilon}{2}, t) \right) \, dt \]

\[- \int_0^\infty \left( - (\rho_1 u_1 \phi)(R + c(t) + \frac{\varepsilon}{2}, t) + \frac{1}{\varepsilon} \sigma(t) v(t) \phi(R + c(t) + \frac{\varepsilon}{2}, t) \right) \, dt . \]

We use Taylor expansion of the test function $\phi$ in $r = R + c(t)$,

\[\phi(R + c(t) - \frac{\varepsilon}{2}, t) = \phi(R + c(t), t) - \frac{\varepsilon}{2} \partial_r \phi(R + c(t), t) + O(\varepsilon^2) , \]

\[\phi(R + c(t) + \frac{\varepsilon}{2}, t) = \phi(R + c(t), t) + \frac{\varepsilon}{2} \partial_r \phi(R + c(t), t) + O(\varepsilon^2) , \]

\[\phi(r, t) = \phi(R + c(t), t) + O(\varepsilon), \quad R + c(t) - \frac{\varepsilon}{2} < r < R + c(t) + \frac{\varepsilon}{2} \]

to calculate the contributions from the boundary integrals as well as the contribution from integrating about the singularity. We find

\[- \int \int \rho_{uw}^\varepsilon (r, t) \partial_t \phi(r, t) \, dr \, dt = \int_0^\infty \int_0^{R+c(t)-\varepsilon/2} \partial_t \rho_0 \phi \, dr \, dt \]

\[+ \int_0^\infty \partial_t \sigma(t) \phi(R + c(t), t) \, dt + \int_0^\infty \int_{R+c(t)-\varepsilon/2}^{R+c(t)+\varepsilon/2} \partial_t \rho_1 \phi \, dr \, dt \]

\[+ \int_0^\infty \left( \rho_0 (R + c(t) - \frac{\varepsilon}{2}, t) - \rho_1 (R + c(t) + \frac{\varepsilon}{2}, t) \right) \phi(R + c(t), t) \dot{c}(t) \, dt \]

\[+ \int_0^\infty \sigma(t) \partial_r \phi(R + c(t), t) \dot{c}(t) \, dt + O(\varepsilon) \]
Concerning the source term, we note that

First, from the double integrals, that is terms away from the front, we find that

\[ (3.9) \]

Second, balancing the single integrals, that is terms with support near the front, and using that the terms multiplying \( \rho u \) and \( \phi \) using that the terms multiplying \( \rho \) and \( \phi \)

we get

\[ (3.8) \]

From the integral equation \((3.7)\) and the subsequent calculations we obtain the following conditions as \( \varepsilon \to 0 \):

First, from the double integrals, that is terms away from the front, we find that

\( (\rho_0, u_0) \) is a solution to \((3.3)\) in \( ]0, R + c(t)[ \times ]0, \infty[ \)

\( (\rho_1, u_1) \) is a solution to \((3.3)\) in \( ]R + c(t), \infty[ \times ]0, \infty[ \)

Second, balancing the single integrals, that is terms with support near the front, and using that the terms multiplying \( \phi \) and \( \partial_r \phi \) have to satisfy the equation independently, we get

\[ (3.5) \]

\[ -\partial_r \left( \rho_1 - \rho_0 \right) + \left( \rho_1 u_1 - \rho_0 u_0 \right) + \left( \partial_t \sigma + \frac{n-1}{R+c(t)} \sigma v \right) = 0 \]  and

\[ (3.6) \]

\[ \dot{c}(t) \sigma(t) - \sigma(t) v(t) = 0. \]

We do not perform the calculations for equation \((3.4)\) explicitly here, but along the same lines one finds that \( (\rho_0, u_0) \) resp. \( (\rho_1, u_1) \) have to be solutions to \((3.4)\) in the corresponding regions and

\[ (3.7) \]

\[ -\dot{c}(\rho_1 u_1 - \rho_0 u_0) + \left( \rho_1 u_1^2 - \rho_0 u_0^2 \right) + \left( \partial_t (\sigma v) + \frac{n-1}{R+c(t)} \sigma v^2 \right) = 0, \]

\[ (3.8) \]

\[ \dot{c}(t) \sigma(t) v(t) - \sigma(t) v^2(t) = 0. \]

We introduce the standard notation for the jump in density \([\rho] = \rho_1 - \rho_0 \) and momentum \([\rho u] = \rho_1 u_1 - \rho_0 u_0 \) and use the abbreviations

\[ (3.9) \]

\[ \kappa_1 := \dot{c}[\rho] - [\rho u] \]

\[ \kappa_2 := \dot{c}[\rho u] - [\rho u^2] \]

where it is understood that \( \kappa_1 \) and \( \kappa_2 \) are functions of \( R + c(t) \). Note that \( \kappa_1 \) is the mass flowing into the shadow wave. The first part is the net influx due to the movement of the shadow wave and the second part corresponds to the net flux by
differences in velocity and density to the left and right of the front. Similarly $\kappa_2$ can be interpreted as the net momentum flux into the shadow wave.

With these notations, equations (3.5) and (3.7) can be written as the differential equations

\begin{align}
(3.10) & \quad \partial_t \sigma + \frac{n-1}{R+c(t)} \sigma v = \kappa_1, \\
(3.11) & \quad \partial_t (\sigma v) + \frac{n-1}{R+c(t)} \sigma v^2 = \kappa_2.
\end{align}

Further, (3.6) implies (3.8) and is satisfied if $v(t) = \dot{c}(t)$ or $\sigma(t) = 0$.

Summarizing the calculations above, we arrive at the following assertion.

**Proposition 3.1.** A family of functions $U^\varepsilon_{sw}$ of the form (3.1) satisfies system (2.1) in the weak limit as $\varepsilon \to 0$ if and only if

1. $(\rho_0, u_0)$ is a weak solution to (2.1) in $[0, R + c(t)] \times [0, \infty]$.
2. $(\rho_1, u_1)$ is a weak solution to (2.1) in $[R + c(t), \infty] \times [0, \infty]$ and $c$, $\sigma$ and $v$ are related through the differential equations (3.10), (3.11).

Further, if $\sigma(t) \neq 0$ on some time interval, then necessarily $v(t) \equiv \dot{c}(t)$ there.

**Definition 3.2.** (a) A family of functions $U^\varepsilon_{sw}$ of the type introduced in (3.1) is called a local shadow wave (SW) solution for system (2.1), if the conditions (1), (2) and (3) of Proposition 3.1 are satisfied and $v(t) \equiv \dot{c}(t)$.

(b) A local shadow wave is called physical if the mass in the shadow wave $\sigma(t)$ is nonnegative on its interval of existence.

**Remark.** (a) Let us briefly comment on the special case $\sigma(t) = 0$. Due to (3.10), (3.11), this case can only arise for $t$ in some time interval if $\kappa_1 = 0$ and $\kappa_2 = 0$ on that time interval. But $\kappa_1 = \kappa_2 = 0$ are just the Rankine-Hugoniot conditions for piecewise differentiable solutions. Together with $\sigma = 0$ this means that the limit of $U^\varepsilon_{sw}$ is a shock wave solution of system (2.1). In addition, a simple calculation using (3.9) shows that $\kappa_1 = \kappa_2 = 0$ implies that $\rho_0 = 0$ or $\rho_1 = 0$ or $u_0 = u_1$. In these three cases, the resulting shock speeds are easily calculated to be $\dot{c} = u_1$, $\dot{c} = u_0$ and $\dot{c} = u_0 = u_1$, respectively.

(b) In ansatz (3.1) one could admit intermediate functions $(\rho_\varepsilon, u_\varepsilon)$ of a more general form than (3.2). As long as $\rho_\varepsilon = O(\varepsilon^{-1})$, $u_\varepsilon = O(1)$ and sufficiently strong uniformity conditions (in $\varepsilon$, $r$ and $t$) are satisfied, the same calculations as above would lead to the existence of the limits $\lim_{\varepsilon \to 0} \varepsilon \rho_\varepsilon(R+\varepsilon t), t = \sigma(t)$, $\lim_{\varepsilon \to 0} u_\varepsilon(R+\varepsilon t), t = v(t)$ where $\sigma$ and $v$ satisfy the conditions of Proposition 3.1. Thus qualitatively no new solutions are gained by this generalization. Also, the two-sided shadow waves with different values of $(\rho_\varepsilon, u_\varepsilon)$ to the left and right of the curve $r = R + \varepsilon t$ will not lead to qualitatively different shadow wave solutions in the context of pressureless gas dynamics.

(c) Here and in the remainder of this section we denote the regular, piecewise $C^1$-part of the shadow wave by $\rho(r, t)$ and $u(r, t)$, that is

\begin{equation}
(3.12) \quad (\rho(r, t), u(r, t)) = \begin{cases} (\rho_0(r, t), u_0(r, t)), & r < R + c(t) \\ (\rho_1(r, t), u_1(r, t)), & r > R + c(t). \end{cases}
\end{equation}

As $\varepsilon \to 0$, the local shadow wave solution of equation (1.1) converges to a delta shock wave of the form

\begin{align}
\rho_{\lim}(\bar{x}, t) &= \rho(|\bar{x}|, t) + m_0(t)\delta_{|\bar{x}| = 0} + |S|^{n-1}|\sigma(t)\delta_{|\bar{x}| = R + c(t)} \quad \text{and} \\
\bar{u}_{\lim}(\bar{x}, t) &= u(|\bar{x}|, t)\frac{\bar{x}}{|\bar{x}|}, \quad \text{for } |\bar{x}| > 0.
\end{align}
Indeed, the assertion is clear for the regular parts. The singular part is handled by the following calculation:

\[
(3.13) \quad \int_{S^{n-1}}^{1/2} \sigma(t) \frac{r^n - 1}{r} dr \phi(\omega r) d\omega = \int_{S^{n-1}}^{1/2} \sigma(t) (\varepsilon r + R + c(t))^{n-1} \phi(\omega (\varepsilon r + R + c(t))) dr d\omega \\
= |S^{n-1}| \sigma(t) (R + c(t))^{n-1} \phi(R + c(t)) = |S^{n-1}| \sigma(t) (R + c(t))^{n-1} \langle \delta_{|\xi|=R+c(t)}, \phi \rangle.
\]

We now turn to the global case including \( r = 0 \) and state what we mean by a radially symmetric shadow wave solution, specifying the required behavior at the origin.

**Definition 3.3.** (a) A triple \((\rho_{sw}(r, t), u_{sw}(r, t), m_{0}(t))\) is called a radially symmetric shadow wave solution of system (1.1), if

1. away from the origin, \((\rho_{sw}(r, t), u_{sw}(r, t))\) is a local shadow wave in the sense of Definition 3.2;
2. the limits \(\lim_{r \to 0} u(r, t)\) and \(\lim_{r \to 0} \rho(r, t) r^{n-1}\) exist, except possibly at a discrete set of times \(t\);
3. the boundary conditions (2.2) hold.

Moreover, in case there exists \(t_0 > 0\) such that \(R + c(t_0) = 0\), it is required that \(m_0(t_0+) = m_0(t_0-) + \lim_{r \to 0} \sigma(t) (R + c(t))^{n-1} |S^{n-1}| \).

(b) If system (1.1) is supplemented by initial data \((\rho^0(r), u^0(r))\), locally integrable on \(\{r \geq 0\}\), a radially symmetric shadow wave solution is required to satisfy \(\lim_{r \to 0} (\rho_{sw}(r, t), u_{sw}(r, t)) = (\rho^0(r), u^0(r))\) in the sense of distributions on \(\{r > 0\}\), and \(m(0+) = 0\).

**Remark.** (a) Conservation of mass: Let \((\rho_{sw}(r, t), u_{sw}(r, t), m_{0}(t))\) be a radially symmetric shadow wave solution of system (1.1) with compact support in the space variable, and let \(\rho\) be the regular part (3.12) of its distributional limit. Then the quantity

\[
Q(t) = m_0(t) + \int_0^\infty r^{n-1} |S^{n-1}| \rho(r, t) dr + |S^{n-1}| (R + c(t))^{n-1} \sigma(t)
\]

is conserved in the evolution. Here the first term

\[
m_0(t) = - \int_0^t \lim_{r \to 0} (|S^{n-1}| r^{n-1} \rho(r, s) u(r, s)) ds
\]
captures the mass accumulating at the origin, where the limit in the integrand is understood to be zero when the first case of the boundary condition (2.2) occurs. The second term in \(Q(t)\) describes the mass of the regular part of the solution, while the third term depicts the mass concentrating along the location of the singular part of the shadow wave.

Clearly, conservation of mass was one of the basic ingredients in deriving the structure of the shadow wave. Nevertheless, it is instructive to check that the resulting distributional limit obeys mass conservation, indeed. We write

\[
Q(t) = m_0(t) + \int_0^{R+c(t)} r^{n-1} |S^{n-1}| \rho(r, t) dr + \int_0^\infty r^{n-1} |S^{n-1}| \rho(r, t) dr \\
+ |S^{n-1}| (R + c(t))^{n-1} \sigma(t).
\]
Differentiating $Q(t)$ with respect to $t$ yields

\[ \dot{Q}(t) = \dot{m}_0(t) + \int_0^{R+c(t)} r^{n-1} |S^{n-1}| \partial_r (r^{n-1} u) dr + \int_{R+c(t)}^\infty r^{n-1} |S^{n-1}| \partial_r (r^{n-1} u) dr \]

\[ - (R+c(t))^{n-1} |S^{n-1}| [\rho \dot{c}(t)] + (n-1) |S^{n-1}| (R+c(t))^{n-2} \sigma(t) \dot{c}(t) + |S^{n-1}| (R+c(t))^{n-1} \dot{\sigma}(t). \]

Using the fact that the regular part satisfies (2.1) we get, as in (2.3), that

\[ \dot{Q}(t) = \dot{m}_0(t) - \int_0^{R+c(t)} |S^{n-1}| \partial_r (r^{n-1} \rho u) dr - \int_{R+c(t)}^\infty |S^{n-1}| \partial_r (r^{n-1} \rho u) dr \]

\[ - (R+c(t))^{n-1} |S^{n-1}| [\rho \dot{c}(t)] + (n-1) |S^{n-1}| (R+c(t))^{n-2} \sigma(t) \dot{c}(t) + |S^{n-1}| (R+c(t))^{n-1} \dot{\sigma}(t) = 0. \]

(b) Conservation of momentum: In a similar way, one can show that the evolution conserves the quantity

\[ M(t) = - \int_0^t \lim_{r \to 0} (|S^{n-1}| r^{n-1} \rho(r,s) u^n(r,s)) ds + \int_0^\infty r^{n-1} |S^{n-1}| \rho(r,t) u(r,t) dr \]

\[ + |S^{n-1}| (R+c(t))^{n-1} \sigma(t) \dot{c}(t). \]

4. Existence of shadow wave solutions with constant wave speed. Recall from the definition of a shadow wave that the mass term $\sigma(t)$ and the velocity $c(t)$ must satisfy

\[ \partial_t \sigma + \frac{n-1}{R+c(t)} \dot{c} \sigma = \kappa_1 = \dot{c} [\rho] - [\rho u] \]

\[ \partial_t (\ddot{c} \sigma) + \frac{n-1}{R+c(t)} \dot{c}^2 \sigma = \kappa_2 = \dot{c} [\rho u] - [\rho u^2], \]

where $\kappa_1$ and $\kappa_2$ are evaluated at $r = R+c(t)$. Using the product rule in equation (4.2) and inserting the result in (4.1) leads to

\[ \sigma \ddot{c} + \dot{c} \kappa_1 = \kappa_2. \]

In this section we consider the case when $\ddot{c} = 0$, that is the wave speed is constant, $\dot{c}(t) = v_0 = \text{const}$, and $c(t) = tv_0$. Equations (4.1) and (4.3) become

\[ \partial_t \sigma + \frac{n-1}{R+v_0} v_0 \sigma = \kappa_1 = v_0 [\rho] - [\rho u] \]

\[ v_0 \kappa_1 = \kappa_2 = v_0 [\rho u] - [\rho u^2]. \]

We impose the initial condition $\sigma(0) = 0$, corresponding to the generic case that there is no concentration of mass initially.

Let us for now assume that $\kappa_2 \neq 0$ and thus $v_0$ as well as $\kappa_1$ have to be different from 0. The case of a standing shadow wave shall be considered later. The homogeneous solution of the first equation is given by $\sigma(t) = \text{const} \cdot (R + v_0 t)^{1-n}$ where the
constant has to be nonnegative for physical shadow waves. To solve the inhomogeneous problem we use variation of constants and the fact that for constant \( \dot{c} \) we have \( \kappa_1 = \kappa_1(R + v_0 t) \). This results in

\[
\sigma(t) = \int_0^t \kappa_1(R + v_0 s)(R + v_0 s)^{n-1} ds \cdot (R + v_0 t)^{1-n} = \frac{1}{v_0} \int_R^{R+v_0 t} \kappa_1(r)r^{n-1} dr \cdot (R + v_0 t)^{1-n}.
\]

(4.4)

This solution satisfies the initial condition \( \sigma(0) = 0 \). To find \( v_0 \) we have to solve the quadratic equation \( v_0 \kappa_1 = \kappa_2 \). (Note that \( \kappa_1 \) and \( \kappa_2 \) may be functions of \( r = R + c(t) \), but \( \kappa_2/\kappa_1 \) must be constant.) For \( |\rho| \neq 0 \) we obtain the solutions

\[
v_0 = \frac{u_1 \sqrt{\rho_1} + u_0 \sqrt{\rho_0}}{\sqrt{\rho_1} + \sqrt{\rho_0}} \quad \text{or} \quad 2v_0 = \frac{u_1 \sqrt{\rho_1} - u_0 \sqrt{\rho_0}}{\sqrt{\rho_1} - \sqrt{\rho_0}}.
\]

(4.5)

For \( |\rho| = 0 \), there is the single solution \( v_0 = (u_0 + u_1)/2 \) which coincides with \( 1v_0 \). We will later see that the second root \( 2v_0 \) never leads to an entropy solution and thus physical shadow waves have the unique propagation velocity \( 1v_0 \).

**Proposition 4.1.** Assume that \( v_0 \) is one of the (constant) roots given in (4.5) and that \( \kappa_2 \neq 0 \). Then a shadow wave solution of system (2.1) is given by

\[
(\rho_{sw}^\varepsilon(r,t), u_{sw}^\varepsilon(r,t)) = \begin{cases} 
(\rho_0, u_0) \\
\left( \frac{1}{v_0} \int_R^{R+v_0 t} \kappa_1(r)r^{n-1} dr \cdot (R + v_0 t)^{1-n}, v_0 \right) \\
(\rho_1, u_1)
\end{cases}
\]

with the three expressions on the right-hand side valid in the regions \( r < R + v_0 t - \frac{\varepsilon}{2} \), \( R + v_0 t - \frac{\varepsilon}{2} < r < R + v_0 t + \frac{\varepsilon}{2} \) and \( r > R + v_0 t + \frac{\varepsilon}{2} \), respectively. Further, \( (\rho_0, u_0) \) and \( (\rho_1, u_1) \) are classical solutions in the corresponding regions.

Now we turn to the case \( \kappa_2 = 0 \). In this case either \( \kappa_1 = 0 \) or \( v_0 = 0 \). As noted in the remark after Definition 3.2, the case \( \kappa_1 = \kappa_2 \) leads to \( \sigma(t) \equiv 0 \) and to a shock wave rather than a shadow wave with a delta function part. So we are left with the case \( v_0 = \kappa_2 = 0 \). Then by the definition of \( \kappa_1 \) and \( \kappa_2 \) we have \( \kappa_1 = -|\rho u| \) and \( 0 = \kappa_2 = -|\rho u|^2 \). Further, \( \partial_t \sigma = \kappa_1 \) and we arrive at the following result:

**Proposition 4.2.** Assume that \( \kappa_2 = 0 \). Then a shadow wave solution of system (2.1) is given by

\[
\rho_{sw}^\varepsilon(r,t) = \begin{cases} 
\rho_0 \\
-\frac{\varepsilon}{\rho_1} |\rho u| \quad \text{or} \\
\rho_1
\end{cases}, \quad u_{sw}^\varepsilon(r,t) = \begin{cases} 
u_0 \\
0 \quad R - \frac{\varepsilon}{2} < r < R + \frac{\varepsilon}{2} \\
u_1 \quad r > R + \frac{\varepsilon}{2}.
\end{cases}
\]

(4.7)

Note that there exists no shadow wave solution of constant wave speed if \( \kappa_2 \neq 0 \) but \( \kappa_1 = 0 \). However, this is the non-physical case of momentum flowing into the singularity without mass flux.

5. **Admissibility conditions and overcompressibility.** Entropy conditions and—in the case of delta shocks—overcompressibility are commonly used to single out physically meaningful solutions. This section starts with a formal derivation of entropy inequalities (for sufficiently smooth solutions). Requiring that the same inequalities hold in the weak limit will produce the notion of a dissipative shadow wave solution.
5.1. The kinetic energy as entropy functional. Considering the decay of kinetic energy in the formation of the shadow wave the total kinetic energy appears as a reasonable entropy functional for the pressureless Euler dynamics. The kinetic energy is given by

\[ E(\rho, \vec{u}) := \frac{1}{2} \rho |\vec{u}|^2. \]

In order to establish entropy fluxes we rewrite the system in canonical form. Setting \( m_i = \rho u_i \) for \( i \in \{1,2,3\} \) and \( U = (\rho, m_1, m_2, m_3) \) we can rewrite, following [29, Section 7.2], equation (1.1) in the canonical form

\[ \partial_t U + \nabla_x F(U) = 0 \]

where \( F \) is defined as

\[
F(\rho, m_1, m_2, m_3) = \begin{pmatrix}
\frac{m_1 + m_2 + m_3}{\rho} \\
\frac{1}{\rho} (m_1^2 + m_1 m_2 + m_1 m_3) \\
\frac{1}{\rho} (m_2 m_1 + m_2^2 + m_2 m_3) \\
\frac{1}{\rho} (m_3 m_1 + m_3 m_2 + m_3^2)
\end{pmatrix}.
\]

Now we can split \( F \) by setting \( F = \sum_{j=1}^{3} G_j \), where

\[ G_j(\rho, m_1, m_2, m_3) = \frac{m_j}{\rho} \begin{pmatrix} \rho \\ m_1 \\ m_2 \\ m_3 \end{pmatrix}. \]

The integrability conditions for the existence of an entropy–entropy-flux pair with entropy \( E \) then can be expressed [29, Section 7.4] as

\[ (5.1) \quad D^2 E \, D G_j = D G_j^T \, D^2 E. \]

We only check this condition for \( j = 1 \), the other relations can be checked in a similar fashion. We have

\[ D^2 E = D^2 \left( \frac{|\vec{u}|^2}{2\rho} \right) = \begin{pmatrix}
\frac{m_1^2 + m_2^2 + m_3^2}{\rho^3} & -\frac{m_1}{\rho^2} & -\frac{m_2}{\rho^2} & -\frac{m_3}{\rho^2} \\
-\frac{m_1}{\rho^2} & \frac{1}{\rho} & 0 & 0 \\
-\frac{m_2}{\rho^2} & 0 & \frac{1}{\rho} & 0 \\
-\frac{m_3}{\rho^2} & 0 & 0 & \frac{1}{\rho}
\end{pmatrix} \quad \text{and} \]

\[ D G_1 = \begin{pmatrix}
0 & 1 & 0 & 0 \\
-\frac{m_1^2}{\rho^2} & 2 \frac{m_1}{\rho} & 0 & 0 \\
-\frac{m_2 m_1}{\rho^2} & \frac{m_2}{\rho} & \frac{m_1}{\rho} & 0 \\
-\frac{m_1 m_3}{\rho^2} & \frac{m_3}{\rho} & 0 & \frac{m_1}{\rho}
\end{pmatrix}. \]

Condition (5.1) can then be verified by calculating the matrix products. To calculate the entropy fluxes \( Q_j \) we have to solve

\[ D Q_j = D E \, D G_j, \]
and thus, for \( j = 1 \), the system of equations

\[
\frac{\partial \rho}{\partial t} Q_j = -\frac{m_j^2}{\rho^2} (m_1 + m_2 + m_3) \\
\frac{\partial m_j}{\partial t} Q_j = -\frac{m_j}{\rho^2} (3m_1^2 + m_2^2 + m_3^2) \\
\frac{\partial m_2}{\partial t} Q_j = -\frac{m_1}{\rho^2} m_2 \rho \\
\frac{\partial m_3}{\partial t} Q_j = \frac{m_1 m_3}{\rho^2} 
\]

This system is, up to constants uniquely, solved by \( Q_j = \frac{m_j}{2\rho^2} |\vec{m}|^2 \). Performing the same calculation for the other components of the flux, or using symmetry considerations, one can derive

\[
Q_j = \frac{m_j}{2\rho^2} |\vec{m}|^2 ,
\]

and thus the entropy inequality

\[
(5.2) \quad \partial_t \left( \frac{|\vec{m}|^2}{2\rho} \right) + \sum_{j=1}^{3} \partial_{x_j} \left( \frac{m_j |\vec{m}|^2}{2\rho^2} \right) \leq 0 .
\]

In the original variables this amounts to

\[
\partial_t \left( \frac{1}{2} \rho |\vec{u}|^2 \right) + \text{div} \vec{x} \left( \frac{1}{2} \rho |\vec{u}|^2 \right) \leq 0 ,
\]

and for radially symmetric solutions

\[
(5.3) \quad \partial_t \left( \frac{1}{2} \rho u^2 \right) + \partial_r \left( \frac{1}{2} \rho u^3 \right) + \frac{n-1}{2r} \rho u^3 \leq 0 .
\]

**Definition 5.1.** Radially symmetric local shadow waves satisfying the entropy condition (5.3) in the weak limit, i.e.

\[
\lim_{\epsilon \to 0} \left( \partial_t \left( \frac{1}{2} \rho_{\text{sw}} (u_{\text{sw}}^\epsilon)^2 \right) + \partial_r \left( \frac{1}{2} \rho_{\text{sw}} (u_{\text{sw}}^\epsilon)^3 \right) + \frac{n-1}{2r} \rho_{\text{sw}} (u_{\text{sw}}^\epsilon)^3 \right) \leq 0
\]

(when applied to nonnegative test functions) will be called dissipative shadow waves.

**Proposition 5.2.** A local shadow wave solution in the sense of Definition 3.2 to system (2.1) is dissipative if and only if

\[
(5.4) \quad \kappa_1 (u_0 u_1 - c^2) \leq \kappa_2 (u_0 + u_1 - 2c) ,
\]

or equivalently,

\[
(5.5) \quad -\dot{c}^2 |\rho| + 3\dot{c}^2 |\rho u| - 3\dot{c} |\rho u|^2 + |\rho u|^3 \leq 0 .
\]

**Proof.** First, algebraic transformations in system (2.1) immediately show that differentiable solutions satisfy the entropy condition (5.3) (actually with equality). Thus the regular parts \((\rho_0, u_0), (\rho_1, u_1)\) of the shadow wave satisfy (5.3) in their respective domain. A calculation similar to the one leading to Proposition (3.1) shows that

\[
-\dot{c}(t) [\rho u^2] + [\rho u^3] + \partial_t (\sigma v^2) + \frac{n-1}{R(t)} \sigma v^3 \leq 0 ;
\]
here and in the sequel the jump terms are evaluated at \( r = R + c(t) \). For the first part a straightforward algebraic calculation yields

\[
-\dot{c}[\rho u^2] + [\rho u^3] = -(u_0 + u_1)(\dot{c}[\rho u] - [\rho u^2]) + u_0 u_1 (\dot{c}[\rho] - [\rho u]) \\
= -(u_0 + u_1)\kappa_2 + u_0 u_1 \kappa_1.
\]

Recalling that \( v = \dot{c} \), we infer the entropy condition

\[
\partial_t (\sigma \dot{c}(t)^2) + \frac{\rho - c(t)}{\rho} \sigma \dot{c}(t)^3 \leq (u_0 + u_1)\kappa_2 - u_0 u_1 \kappa_1.
\]

Using (4.2) and applying the chain rule we can simplify this further to derive

\[
\dot{\kappa}_2 + \ddot{\kappa} \sigma \leq (u_0 + u_1)\kappa_2 - u_0 u_1 \kappa_1.
\]

Invoking (4.3) leads to the desired inequality (5.4). The second equivalent condition (5.5) follows by plugging in the definitions of \( \kappa_1 \) and \( \kappa_2 \). □

5.2. The case of constant wave speed. In this subsection we generally assume that either \( \kappa_1 \) or \( \kappa_2 \) is nonzero. (The case \( \kappa_1 = \kappa_2 = 0 \) was briefly discussed after Definition 3.2 and leads to a shock wave solution.) In particular, this also means that \( \rho_0 \) and \( \rho_1 \) cannot be zero simultaneously. Applying (5.4) to the special solutions of constant wave speed \( \dot{c} = v_0 \) and recalling that \( \kappa_2 = v_0 \kappa_1 \), we find the simpler form

\[
(5.6) \quad u_0 u_1 \kappa_1 \leq (u_0 + u_1 - v_0)\kappa_2.
\]

Proposition 5.3. The shadow wave solution of constant wave speed \( v_0 \) given in Proposition 4.1 is physical and dissipative if and only if

\[
(5.7) \quad v_0 = \dot{v}_0 = \frac{u_1 \sqrt{\rho_1} + u_0 \sqrt{\rho_0}}{\sqrt{\rho_1} + \sqrt{\rho_0}}.
\]

Further, if \( \rho_0 > 0 \) and \( \rho_1 > 0 \), then necessarily \( u_0 \geq u_1 \) and the dissipativity condition (5.6) is equivalent to the overcompressibility condition

\[
(5.8) \quad u_0 \geq v_0 \geq u_1.
\]

Proof. The case \( \kappa_2 \neq 0 \): In this case we have that \( \kappa_1 \) and \( v_0 \) are different from zero. Thus \( \kappa_1 \) cannot change sign, and the special form of the solution (4.6) implies that \( \kappa_1 \) has to be positive for the density \( \rho \) to be nonnegative. (Note that depending on the sign of \( v_0 \), \( R + v_0 t \) is less or bigger than \( R \).) At any rate, \( v_0 \) and \( \kappa_2 \) have the same sign. Using \( \kappa_1 = \kappa_2/v_0 \) in the entropy condition we find

\[
u_0 u_1 \frac{\kappa_2}{v_0} \leq (u_0 + u_1 - v_0)\kappa_2
\]

and upon multiplying by the positive quantity \( v_0/\kappa_2 \) and factorizing we conclude

\[
(5.9) \quad (u_0 - v_0)(u_1 - v_0) \leq 0.
\]

Thus for a shadow wave to be physical (Definition 3.2) and dissipative (Definition 5.1) it is necessary that

\[
(5.10) \quad \min\{u_0, u_1\} \leq v_0 \leq \max\{u_0, u_1\}.
\]
Using the fact that \( \kappa_1 \geq 0 \) equivalently yields

\[
\begin{align*}
(5.11) \quad 0 & \leq \kappa_1 = v_0 (\rho_1 - \rho_0) - \rho_1 u_1 + \rho_0 u_0 = \rho_0 (u_0 - v_0) - \rho_1 (u_1 - v_0).
\end{align*}
\]

Analyzing (5.9) further, we see that the combination \( u_0 - v_0 < 0, u_1 - v_0 > 0 \) is ruled out by the nonnegativity of \( \rho_0 \) and \( \rho_1 \) and inequality (5.11). The remaining possibilities are

(i) \( \rho_0 = 0, \rho_1 > 0, v_0 = u_1 \);
(ii) \( \rho_0 > 0, \rho_1 = 0, v_0 = u_0 \);
(iii) \( \rho_0 > 0, \rho_1 > 0, u_0 - v_0 \geq 0 \) and \( u_1 - v_0 \leq 0 \).

Case (iii) implies that \( u_0 \geq u_1 \) and then the inequality \( u_0 \geq v_0 \geq u_1 \) is equivalent with (5.9) and in turn with (5.6). As derived in Section 4, \( v_0 \) must be one of the roots (4.5). The first root \( v_0 = 1v_0 \) satisfies the inequality \( u_0 \geq v_0 \geq u_1 \), as can be seen by direct calculation. The second root \( 2v_0 \) is ruled out by (5.10) and the lemma below (unless \( u_0 = u_1 \), in which case, however, \( v_0 = 1v_0 = 2v_0 \)). Thus the proposition is proven in case (iii).

In cases (i) and (ii), \( v_0 \) is also given by the formula (5.7).

The case \( \kappa_2 \equiv 0 \): Here the entropy condition simplifies to \( u_0 u_1 \kappa_1 \leq 0 \). By our basic assumption in this section, \( \kappa_1 \neq 0 \). Thus we must have that \( v_0 = 0 \), and it follows that \( \kappa_1 = -[\rho u] \) and

\[
(5.12) \quad u_0 u_1 (-[\rho u]) \leq 0.
\]

Since the density in the shadow wave is given by \( \sigma = -t[\rho u] \) we must assume that \([\rho u] \leq 0 \) to obtain physical solutions. This together with (5.12) yields that the signs of \( u_0 \) and \( u_1 \) have to be different. In addition, \(-[\rho u] = -\rho_1 u_1 + \rho_0 u_0 \geq 0 \). This rules out that \( u_0 < 0 \) and \( u_0 > 0 \) and we are again left with the three cases

(i) \( \rho_0 = 0, \rho_1 > 0, v_0 = 0 = u_1 \);
(ii) \( \rho_0 > 0, \rho_1 = 0, v_0 = 0 = u_0 \);
(iii) \( \rho_0 > 0, \rho_1 > 0, u_0 \geq 0 \) and \( u_1 \leq 0 \).

In case (iii) we arrive at overcompressibility:

\[
(5.13) \quad u_0 \geq v_0 = 0 \geq u_1.
\]

Finally, the equation \( \kappa_2 = u_1^2 \rho_1 - u_0^2 \rho_0 = 0 \) together with (5.13) shows that in all cases \( v_0 = 1v_0 = 0 \).

\begin{lemma}
For all choices of real numbers \( u_0 \neq u_1 \) and \( \rho_0 > 0 \), \( \rho_1 > 0 \), \( \rho_0 \neq \rho_1 \), we have

\[
2v_0 = \frac{u_1 \sqrt{\rho_1} - u_0 \sqrt{\rho_0}}{\sqrt{\rho_1} - \sqrt{\rho_0}} \notin \left[ \min\{u_0, u_1\}, \max\{u_0, u_1\} \right].
\]

\end{lemma}

\begin{proof}
To prove the assertion, we distinguish cases according to the signs of the denominator. In the first case, \( \sqrt{\rho_1} - \sqrt{\rho_0} < 0 \). Here we use

\[
\frac{u_1 \sqrt{\rho_1} - u_0 \sqrt{\rho_0}}{\sqrt{\rho_1} - \sqrt{\rho_0}} = u_0 + \frac{[u] \sqrt{\rho_1}}{\sqrt{\rho_1} - \sqrt{\rho_0}}.
\]

Now if \( u_0 > u_1 \) then \([u] < 0 \) and thus \( 2v_0 > u_0 > u_1 \). If on the other hand \( u_0 < u_1 \) then \([u] > 0 \) and thus \( 2v_0 < u_0 < u_1 \).
\end{proof}
In the second case in which \( \sqrt{\rho_1} - \sqrt{\rho_0} > 0 \), we rewrite

\[
\frac{u_1\sqrt{\rho_1} - u_0\sqrt{\rho_0}}{\sqrt{\rho_1} - \sqrt{\rho_0}} = u_1 + [u]\sqrt{\rho_0}.
\]

For \( u_0 > u_1 \) we again have \([u] < 0\) and conclude that \( 2v_0 < u_1 < u_0 \), while for \( u_0 < u_1 \) and thus \([u] > 0\) we infer that \( 2v_0 > u_1 > u_0 \).

6. The pseudo-Riemann problem. In the next step we aim at solving the Riemann problem for system (2.1), together with the boundary conditions (2.2), by solutions that can contain radially symmetric shadow waves and point masses at the origin.

6.1. Pseudo-Riemann data. First we want to discuss which problem in spherical coordinates corresponds to the piecewise constant initial data of the Riemann problem in a single space dimension. From equation (2.1) we calculate the solutions that are constant in time. Apart from the vacuum solutions \( \rho = 0 \) for which \( u \) can actually be an arbitrary function of \( r \) and \( t \) these are

\[
u = c_1, \ \rho = c_2 \cdot r^{1-n}
\]

where \( c_1, c_2 \) are arbitrary constants. This corresponds to solutions of equal mass on all spheres moving radially with velocity \( u \) and will replace the constant solutions in our considerations of the Riemann problem. Throughout this section we develop a complete set of shadow wave solutions for the following set of pseudo-Riemann data

\[
(r, u)|_{t=0} = \begin{cases} 
(\rho_0, u_0) = (\rho_l^{1-n}, u_l), & r < R \\
(\rho_1, u_1) = (\rho_r^{1-n}, u_r), & r > R 
\end{cases}
\]

where \( R > 0 \) denotes the position of the jump in the initial data and \( \rho_l, u_l \) as well as \( \rho_r, u_r \) are constants satisfying the physical assumption \( \rho_l, \rho_r \geq 0 \). Thus the subscript \( l \) denotes the solution for \( r \) smaller than the location of the jump—comparable to the left-hand side of the jump in the one-dimensional situation—and the corresponding analogy holds for the subscript \( r \). For notational simplicity in the diagrams we have set, in accordance with the previous sections, \( (\rho_0, u_0) = (\rho_l^{1-n}, u_l) \) and \( (\rho_1, u_1) = (\rho_r^{1-n}, u_r) \).

6.2. Uniqueness of entropy solutions for pseudo-Riemann data. We consider pseudo-Riemann data of the form (6.2) and wish to show that any physical and dissipative local shadow wave solution has a constant velocity \( \dot{c} \). This holds true as long as no interaction with another wave takes place.

**Proposition 6.1.** Assume pseudo-Riemann initial data of the form (6.2) where \( \rho_l, \rho_r > 0 \) and \( u_l > u_r \) are real constants. Then any physical and dissipative local shadow wave solution has a constant velocity \( \dot{c} \). This holds true as long as no interaction with another wave takes place.

**Remark.** Such an interaction can arise, for example, for \( u_l > 0 \), when a contact discontinuity separating the vacuum state emanating from the origin meets the shadow wave, cf. Figure 5.

**Proof.** Equality (4.3) and the definition of \( \kappa_1, \kappa_2 \) yield

\[
\sigma \ddot{c} + \dot{c} (\dot{c}[\rho] - [\rho u]) = \dot{c}[\rho u] - [\rho u^2].
\]

By the same calculation as in (4.5) this can be written as

\[
\sigma \ddot{c} + (\dot{c} - 1)v_0(\dot{c} - 2v_0)[\rho] = 0
\]
with the velocities
\[
1v_0 = \frac{u_1\sqrt{\rho_1} + u_0\sqrt{\rho_0}}{\sqrt{\rho_1} + \sqrt{\rho_0}} = \frac{u_1\sqrt{\rho_1} + u_0\sqrt{\rho_0}}{\sqrt{\rho_1} + \sqrt{\rho_0}} \quad \text{and} \quad 2v_0 = \frac{u_0\sqrt{\rho_0} - u_1\sqrt{\rho_1}}{\sqrt{\rho_0} - \sqrt{\rho_1}}.
\]
A priori, these velocities need not be constant. It is our aim to verify that in the physical, dissipative case these velocities are constant for pseudo-Riemann data as long as \( \rho_r \) and \( \rho_l \) at the position of the shadow wave do not change. At time \( t = 0 \) the shadow wave starts with density zero, so \( \sigma(0) = 0 \). Equation (4.3) leads to \( \dot{\sigma}(0)=\kappa_1(0) = \kappa_2(0) \). Using the same calculations as in the proof of Proposition 5.3, dissipativity (or equivalently overcompressibility) holds initially if and only if
\[
\dot{\sigma}(0) = 1v_0.
\]
Evaluated at \( t = 0 \) the term \( (\dot{c} - 2v_0)[\rho] \) can be calculated to be
\[
(\dot{c} - 2v_0)[\rho] = (1v_0 - 2v_0)[\rho] = (u_l - u_r)\sqrt{\rho_l}r^{1-n} > 0.
\]
Further, \( \sigma \geq 0 \) because the shadow wave is assumed to be physical.

Suppose that \( \dot{c} \) increases as \( t > 0 \). Then \( \sigma \dot{c} \geq 0 \) and \( (\dot{c} - 1v_0)(\dot{c} - 2v_0)[\rho] > 0 \). That is, (6.3) cannot be satisfied. Similarly, if \( \dot{c} \) decreases, both terms are now negative and (6.3) cannot be satisfied either. Therefore, \( \dot{c} \) has to be constant, and the shadow wave is given by formula (4.6).

**Corollary 6.2.** Under the assumptions of Proposition 6.1, the pseudo-Riemann problem for system (2.1) has at most one physical and dissipative local shadow wave solution, locally near \( r = R \) and for sufficiently small time.

**Proof.** The assertion follows by combining Proposition 6.1 and Proposition 5.3.

**Remark.** The condition \( u_l > u_r \) corresponds to the case when a shadow wave solution of nonzero mass will develop. Thus we have derived that physical shadow wave solutions of the Riemann problem with nonincreasing kinetic energy have a unique wave speed. This is in general not the case for nonregular solutions of pressureless gas dynamics (cf. [16]); not even using all smooth convex entropy functionals can remedy this nonuniqueness. Our result is however in line with these considerations because we only admit a single shadow wave. If two shadow waves starting from the same point are allowed, it is actually very simple to construct examples for nonuniqueness. However, multiple shadow waves can be ruled out either by requiring overcompressibility or by resorting to the underlying sticky particle system (cf. [5]).

**6.3. Existence of global solutions to the pseudo-Riemann problem.** In this section, we will compute radially symmetric, physical and dissipative solutions to the pseudo-Riemann problem for system (2.1) explicitly. The solutions will exist globally in time (i.e., for \( t \geq 0 \)) and will be composed of a minimal number of shadow waves, contact discontinuities, vacuum states bounded by shock spheres, and possibly a delta function singularity accumulating at the origin. The conditions imposed at \( r = 0 \) are the ones spelled out in Definition 3.3.

Recall from the remark after Definition 3.2 that the Rankine-Hugoniot conditions are given by \( \kappa_1 = \kappa_2 = 0 \). As noted there, these conditions can only hold if \( \rho_0 = 0 \) or \( \rho_1 = 0 \) or \( u_0 = u_1 \). The first two cases lead to a vacuum state bounded by a shock curve with speed \( \dot{c} = u_1 \) or \( \dot{c} = u_0 \), respectively. The third case amounts to a contact discontinuity. All three waves arise as special cases of shadow waves for which \( \sigma(t) = 0 \).

**Proposition 6.3.** Let \( \rho_0, \rho_1 \geq 0 \) and let \( u_l, u_r \) be arbitrary real numbers. Then the pseudo-Riemann problem (6.2) for system (2.1) has a radially symmetric, global,
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physical and dissipative solution. At each point of time, the solution consists of at most one shadow wave, one contact discontinuity, three shocks following vacuum states and a delta function at the origin.

The remainder of this subsection will be devoted to proving the proposition. We will distinguish cases depending on the signs of \( u_l \) and the relation between \( u_l \) and \( u_r \).

6.3.1. Pseudo-Riemann data, first case: \( u_l \leq 0 \).

The case \( u_r > u_l \): vacuum state and shocks. In this case the parts of the solution separate at the jump and the density is zero in-between. The velocity in that region can be chosen arbitrarily since in the equations \( \rho \) always multiplies the velocity and all jump conditions are trivially fulfilled. The following graphs illustrate the situation in case \( u_r \) is larger or smaller than zero. We start with the case \( u_r > 0 \), depicted in Figure 1.

![Vacuum state, \( u_l < 0 \leq u_r \)](image)

For \( u_l < 0 \), the complete solution is given by

\[
m_0(t) = \begin{cases} 
- t \rho_l u_l |S^{n-1}| & \text{for } 0 < t \leq - \frac{R}{u_l} \\
R \rho_l |S^{n-1}| & \frac{R}{u_l} \leq t \\
\left( \rho r^{1-n}, u_l \right) & \text{for } 0 < r \leq R + u_l t \\
(0, \text{arb.}) & R + u_l t \leq r \leq R + u_r t \\
(\rho r^{1-n}, u_r) & R + u_r t \leq r.
\end{cases}
\]

For \( u_l = 0 \) the same holds true but \( m_0(t) = 0 \). In case \( u_l < 0 \) we have the situation of Figure 2.

The complete solution is a bit more complicated at 0,

\[
m_0(t) = \begin{cases} 
- t \rho_l u_l |S^{n-1}| & \text{for } 0 < t \leq - \frac{R}{u_l} \\
R \rho_l |S^{n-1}| & \frac{R}{u_l} \leq t \leq - \frac{R}{u_r} \\
\left( R \rho_l - (t + \frac{R}{u_r}) \rho r u_r \right) |S^{n-1}| & - \frac{R}{u_r} \leq t \\
\left( \rho r^{1-n}, u_l \right) & \text{for } 0 < r \leq R + u_l t \\
(0, \text{arb.}) & R + u_l t \leq r \leq R + u_r t \\
(\rho r^{1-n}, u_r) & R + u_r t \leq r.
\end{cases}
\]
The case \( u_r = u_l \): contact discontinuity. The contact discontinuity solution can be viewed as a special case of the solutions above, with width of the lacuna equal to zero. Thus we will not write down the solution again.

The case \( u_r < u_l \): shadow wave. We have learned that a physical and dissipative shadow wave only exists in this case. As determined by (5.7) it travels with velocity

\[
v_0 = \frac{u_1 \sqrt{\rho_l} + u_0 \sqrt{\rho_0}}{\sqrt{\rho_l} + \sqrt{\rho_0}} = \frac{u_r \sqrt{\rho_r} + u_1 \sqrt{\rho_l}}{\sqrt{\rho_r} + \sqrt{\rho_l}}
\]

which satisfies the overcompressibility condition \( u_r < v_0 < u_l \), cf. Figure 3.

In order to calculate the mass in the shadow wave we need to determine the influx, given by \( \kappa_1 \). A straightforward calculation yields

\[
\kappa_1 = \sqrt{\rho_0} \sqrt{\rho_l} (u_0 - u_1) = r^{1-n} \sqrt{\rho_l} \sqrt{\rho_r} (u_l - u_r).
\]

In the case \( \kappa_2 \neq 0 \), we can derive the mass \( \sigma \) in the shadow wave from equation (4.4) and it is given by

\[
(6.4) \quad \sigma(t) = t \sqrt{\rho_l} \sqrt{\rho_r} (u_l - u_r)(R + v_0 t)^{1-n}.
\]

With this result we can again give a complete representation of the shadow wave.
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solution,

\[ m_0(t) = -|S^{n-1}| \rho u \, t + H(t - t_0)(\sqrt{\rho_r \rho_t} |u| \, t_0 + |S^{n-1}| \rho u \, t_0 - |S^{n-1}| \rho_r \, u_r \, t), \]

\[
(\rho, u) = \begin{cases} 
(\rho r^{1-n}, u_l) & 0 < r \leq R + v_0 t - \frac{\varepsilon}{2} \\
(t \sqrt{\rho_r \rho_t} (u_l - u_r) \frac{1}{2}, v_0) & R + v_0 t - \frac{\varepsilon}{2} \leq r \leq R + v_0 t + \frac{\varepsilon}{2} \\
(\rho_r r^{1-n}, u_r) & R + v_0 t + \frac{\varepsilon}{2} \leq r 
\end{cases}
\]

with \( t_0 = -R/v_0 \), where \( H \) denotes the Heaviside function.

When \( \kappa_2 = 0 \), either \( \kappa_1 = 0 \) as well, or \( v_0 = 0 \). Either possibility can only arise when one of the initial states is a vacuum state. Thus this case leads to a vacuum state followed by a shock (or vice versa).

6.3.2. Pseudo-Riemann data, second case: \( u_l > 0 \). In case \( u_l > 0 \) initially we always have a vacuum state followed by a shock emanating from \( \vec{x} = 0 \). The situation at \( |\vec{x}| = R \) depends on the relation of \( u_l \) and \( u_r \).

The case \( u_r \geq u_l \): vacuum states or contact discontinuity. In this situation we either have another vacuum state (for \( u_r > u_l \)) or a contact discontinuity (for \( u_r = u_l \)) evolving from \( r = R \) at \( t = 0 \). The vacuum case is depicted in Figure 4.

The explicit representation of the solution takes the simple form

\[ m_0(t) = 0, \]

\[ (\rho, u) = \begin{cases} 
(0, \text{arb}) & \text{for } 0 < r < u_l t \\
(\rho r^{1-n}, u_l) & u_l t < r \leq R + u_l t \\
(0, \text{arb}) & R + u_l t \leq r \leq R + u_r t \\
(\rho_r r^{1-n}, u_r) & R + u_l t \leq r.
\end{cases} \]

The case \( u_r < u_l \): shadow wave. We begin with the generic case \( \rho_l > 0, \rho_r > 0 \). In this situation the overcompressibility condition \( u_l \geq v_0 \geq u_r \) must be satisfied.

This is the most delicate case since at some point the shadow wave will have absorbed all the mass on its left-hand side (more precisely, the mass in the interior of the sphere of radius \( R + v_0 t \)) as illustrated in Figure 5.

For \( t < t_{in} \) the solution is the same as in the previous shadow wave case when \( u_r < u_l \). We have to calculate the solution after the interior part of the initial data has been absorbed completely, which will happen at time

\[ t_{in} = \frac{R}{u_l - v_0} = \frac{R \sqrt{\rho_r} + \sqrt{\rho_l}}{\sqrt{\rho_r} (u_l - u_r)}. \]
In this situation we are left with a shadow wave with nonzero initial mass and vacuum in its interior. The corresponding initial time is \( t_{in} \) and initial mass and velocity are given by the values in the shadow wave at \( t_{in} \). Equation (6.4) evaluated at \( t_{in} \) yields
\[
\sigma(t_{in}) = t_{in}\sqrt{\rho_l\sqrt{\rho_r}(u_l-u_r)} r(t_{in})^{1-n} = R\sqrt{\rho_l}(\sqrt{\rho_r} + \sqrt{\rho_l}) r(t_{in})^{1-n}
\]
with \( r(t_{in}) = R + v_0 t_{in} \). Further, \( v_0 \) is again given by
\[
(6.5) \quad v_0 = \frac{u_r\sqrt{\rho_r} + u_l\sqrt{\rho_l}}{\sqrt{\rho_r} + \sqrt{\rho_l}},
\]
and the position at that time is
\[
r(t_{in}) = R \left( 1 + \frac{u_r\sqrt{\rho_r} + u_l\sqrt{\rho_l}}{\sqrt{\rho_r}(u_l-u_r)} \right) = R \frac{u_l(\sqrt{\rho_r} + \sqrt{\rho_l})}{\sqrt{\rho_r}(u_l-u_r)}.
\]
For times larger than \( t_{in} \) we have to calculate the evolution of a shadow wave with initial nonzero mass and momentum, but for \( \rho_l = 0 \). To do so observe that for \( \rho_l = \rho_0 = 0 \) we are in the simple case \( \kappa_1 = \rho_1(\hat{c}-u_1) = r^{1-n}\rho_r(\hat{c}-u_r) \) and \( \kappa_2 = u_r\kappa_1 \). Since \( \sigma(t_{in}) \neq 0 \) we expect the system of differential equations (4.1), (4.2) to have a (locally) unique solution \( \sigma(t), c(t) \) provided we prescribe the initial mass and velocity of the delta function part. Using the special form of \( \rho_1 \) in the system of equations and performing the substitution \( \sigma^{r^n-1} = p \) (with \( r = R + c(t) \)) yields
\[
\dot{p} = \rho_r(\hat{c}-u_r)
\]
\[
\ddot{c} + \dot{c}p = u_r\rho_r(\hat{c}-u_r).
\]
Plugging the first equation into the second one and denoting the relative velocity by \( w = \hat{c} - u_r \) results in the equation
\[
p = -\rho_r \frac{w^2}{\dot{w}}.
\]
Inserting this in the first equation we derive
\[
\frac{\ddot{w}}{w} = 3\frac{\dot{w}}{w}.
\]
This equation can be integrated once readily to yield

\[ \dot{w} \frac{w^3}{w^3} = -\frac{1}{2}C, \]  

for a constant \( C \). (We choose the minus sign expecting \( C \) to be nonnegative because \( w \) is expected to be positive and \( \dot{w} \) negative.) Another integration results in

\[ w = (Ct + D)^{-1/2}, \]

where \( D \) is an arbitrary constant. Using equation (6.6) and the result above in the equation for \( p \) we arrive at

\[ p = -\rho_r \dot{w}^2 = \rho_r \frac{2}{C} \frac{(Ct + D)}{\sqrt{(Ct + D)^{1/2}}} . \]

In this way the unique solution can be calculated for \( t > t_{in} \). In the original variables it reads

\[ \dot{c}(t) = u_r + (Ct + D)^{-1/2} \]

\[ \sigma(t) = \frac{2}{C} (Ct + D)^{1/2} (R + c(t))^{1-n}. \]

We integrate the first equation in \( t \) again:

\[ c(t) = u_r t + E + \frac{2}{C} (Ct + D)^{1/2}, \]

and can determine the constants \( C, D, E \) from the conditions at \( t = t_{in} \), namely

\[ \dot{c}(t_{in}) = u_r + (Ct_{in} + D)^{-1/2} = \frac{u_r \sqrt{\rho_r} + u_l \sqrt{\rho_l}}{\sqrt{\rho_r} + \sqrt{\rho_l}} \]

\[ \sigma(t_{in}) = \frac{2}{C} (Ct_{in} + D)^{1/2} \left[ R \left( \rho_l + \sqrt{\rho_l} \right) + R \left( \rho_r + \sqrt{\rho_r} \right) \right] \left( t_{in} \right)^{1-n} \]

\[ c(t_{in}) = u_r t_{in} + E + \frac{2}{C} (Ct_{in} + D)^{1/2} = \frac{u_l \left( \sqrt{\rho_r} + \sqrt{\rho_l} \right)}{\sqrt{\rho_r} \left( u_l - u_r \right)}. \]

This system of equations can be solved for \( C, D \) and \( E \) and we arrive at

\[ C = \frac{2\rho_r}{R\rho_l (u_l - u_r)} \]

\[ D = \frac{\rho_l - \rho_r}{\rho_l (u_l - u_r)^2} \]

\[ E = \frac{R}{\rho_r (\rho_r - \rho_l)} \]

The velocity of the shadow wave \( \dot{c}(t) \) will approach \( u_r \) for \( t \to \infty \). If \( u_r \geq 0 \) the shadow wave will never reach zero and we are in the situation of Figure 6.

We do not write the complete solution but note that before \( t_{in} \), the shadow wave position is determined by \( R + v_0 t \) with velocity from equation (6.5). The mass is given in (6.4). After \( t_{in} \) the position of the shadow wave can be calculated from (6.8) and the mass from (6.7) by plugging in the constants given in (6.9)–(6.11). The mass at zero is identically zero, \( m_0(t) \equiv 0 \).
If $u_r < 0$ then the shadow wave will eventually reach $r = 0$, no matter whether $v_0$ is positive or negative. Figure 7 shows the case when $v_0 > 0$. The shadow wave will reach $r = 0$ at time $t_{sw0}$. Until this time the position of the shadow wave and the mass content can be calculated in exactly the same way as in the above case. Now $c(t)$ from (6.8) will have a zero and this determines $t_{sw0}$. The explicit formula for $t_{sw0}$ is rather complicated and thus we omit it. The mass at zero will initially be zero, then at $t_{sw0}$ it will increase instantaneously by the amount of mass in the shadow wave $\sigma(t_{sw0})$. For $t > t_{sw0}$ the mass at zero will grow linearly with the continuing influx $(\rho_r, u_r)$.

Finally, the remaining cases concern initial pseudo-Riemann data such that $\rho_l > 0$, $\rho_r = 0$, $u_r < u_l$ or $\rho_l = 0$, $\rho_r > 0$, $u_r < u_l$. The first case leads to vacuum states emanating from $\vec{x} = 0$ and $|\vec{x}| = R$ with velocity $v_0 = u_l$ (see the arguments in the proof of Proposition 5.3). The second case leads to a vacuum state bounded by a shock with velocity $v_0 = u_r$. If $u_r < 0$, mass will start accumulating at $\vec{x} = 0$ after
time \( t = -R/u_r \). The amount of mass can be computed from formula (2.2).

6.4. Non-entropic solutions for pseudo-Riemann data. For completeness we give an explicit example of a shadow wave solution for pseudo-Riemann initial data with nonconstant speed \( \dot{c}(t) \) in dimension two. Such a solution cannot satisfy the entropy condition and be physical at the same time, as we showed earlier. While construction of non-physical solutions is simple, the construction of a global, physical non-entropy solution is somewhat more difficult.

Consider Equation (2.1) in two dimensions and with initial data
\[
\rho(r, 0) = \begin{cases} 
0 & r \leq 1 \\
1/r & r > 1 
\end{cases} \quad \text{and} \quad u(r, 0) = \begin{cases} 
-1 & r \leq 1 \\
0 & r > 1 
\end{cases}.
\]

We fix the position \( r(t) = R + c(t) \) of the shadow wave by setting \( R = 1 \) and \( c(t) = \frac{t}{\sqrt{t+1}} \), hence \( r(t) = 1 + \frac{t}{\sqrt{t+1}} \) and also the mass in the shadow wave as
\[
\sigma(t) = \frac{c(t)}{2r(t)} = \frac{t}{2(t + \sqrt{t+1})},
\]
which is 0 for \( t = 0 \) but becomes positive during evolution. Since \( r(t) \) is monotonically increasing and \( u_r = 0 \) we know the right-hand side data at the position of the shadow wave. It is just \( \rho_r = 1/r(t) \) and \( u_r = 0 \). From the equations (4.1), (4.2) for \( n = 2 \) and \( \ddot{c} \neq 0 \) we have
\[
\dot{\sigma} + \frac{1}{r + \dot{c}(t)} \dot{c} \sigma = \kappa_1 = \dot{c} [\rho] - [pu],
\]
\[
\sigma \ddot{c} + \dot{c} \kappa_1 = \kappa_2 = \dot{c} [pu] - [pu^2].
\]

This system can be solved for \( \rho_l \) and \( u_l \), resulting in
\[
\rho_l(t) = \frac{(t + 2)^2}{2(t^2 - t - 1)(t^2 + 4t + 8)} (t + 1) - \frac{2}{(t + 1)^{3/2}(t + 2)},
\]
and
\[
u_l(t) = -\frac{\sqrt{t^2 + 1} - t - 1}{2(t^2 - t - 1)(t^2 + 4t + 8)}.
\]
Note that, for positive \( t \), \( \rho_l \) is nonnegative and regular \( (t = (1 + \sqrt{5})/2 \) is a common root of numerator and denominator), and \( u_l \) is negative and increasing. Thus the solution to the left of the location of the shadow wave can be constructed, e.g., by the method of characteristics. The complete solution is depicted in Figure 8.

**Remark.** (a) Integrating the mass arriving at zero over time gives a complete solution; we omit the tedious calculations as the example is intended as an illustration.

(b) The shadow wave solution will not change its shape if \( \rho(r, 0) \) and \( u(r, 0) \) are chosen differently for \( r < 1 \) as long as \( u(r, 0) \) is monotonically increasing in the interval \( r \in [0, 1] \) and \( u(1, 0) \leq -1 \).
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