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Abstract—Autonomous navigation of mobile robots is an essential aspect in use cases such as delivery, assistance or logistics. Although traditional planning methods are well integrated into existing navigation systems, they struggle in highly dynamic environments. On the other hand, Deep-Reinforcement-Learning-based methods show superior performance in dynamic obstacle avoidance but are not suitable for long-range navigation and struggle with local minima. In this paper, we propose a Deep-Reinforcement-Learning-based control switch, which has the ability to select between different planning paradigms based solely on sensor data observations. Therefore, we develop an interface to efficiently operate multiple model-based, as well as learning-based local planners and integrate a variety of state-of-the-art planners to be selected by the control switch. Subsequently, we evaluate our approach against each planner individually and found improvements in navigation performance especially for highly dynamic scenarios. Our planner was able to prefer learning-based approaches in situations with a high number of obstacles while relying on the traditional model-based planners in long corridors or empty spaces.

I. INTRODUCTION

With the rise of mobile robotics for tasks such as logistics, health care, or last-mile delivery, navigation within unknown and highly dynamic environments has become an essential aspect [1], [2]. Current industrial navigation solutions often employ hierarchical planning systems consisting of a global planner for long-range planning in static environments, and a local planner considering unknown and dynamic obstacles. However, these approaches reach their limits when dealing with fast-moving obstacles and require large computational efforts. Typically, to ensure safety and robustness, conservative safety thresholds, hand-engineered safety measures, or the complete avoidance of dynamic zones are being employed, which makes the operation of mobile robots inflexible and limited. Deep Reinforcement Learning (DRL) has emerged as an end-to-end planning method to replace overly conservative approaches in highly dynamic environments due to its ability to achieve efficient navigation and obstacle avoidance from raw sensor input. Thus, a variety of researchers employed DRL for obstacles avoidance [3], [4], [5], [6]. However, DRL-based approaches are prone to local minima, which makes specific situations such as long corridors, corners, or dead-ends challenging and sometimes unsolvable. Efforts to increase the capabilities of DRL-based systems to achieve long-range navigation are complex and

Fig. 1: Our proposed all-in-one planner combines a variety of state-of-the-art planning approaches and trains an agent to decide which approach should be inferred in each specific situation. For instance, a DRL-based planner is inferred when there are multiple dynamic obstacles approaching, while a classic model-based planner is inferred in long corridors or maze-office environments. This way, the advantages of multiple planning approaches can be leveraged.
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- Integration of both model- and learning-based local planners into a hierarchical navigation system
- Proposal of a DRL-based control switch to decide between multiple local planners for each situation based solely on 2D laser scan observations
- Extensive evaluation of the control switch against benchmark navigation systems in terms of safety, efficiency, and robustness

The paper is structured as follows. Sec. II begins with related works. Subsequently, the methodology is presented in Sec.
III. Sec. IV presents the results and discussion. Finally, Sec. V will give a conclusion and outlook. We made the code publicly available under https://github.com/ignc-research/all-in-one-DRL-planner.

II. RELATED WORKS

Autonomous navigation of mobile robots has been extensively studied in various research publications. Whereas navigation in static environments can be solved by using traditional approaches such as A-Star or RRT, dynamic obstacle avoidance is still an open frontier. Traditional methods regard the obstacle avoidance task as an optimization control problem [10], [11], [12]. These approaches require high computational calculations and can not cope well with fast-moving obstacles. On the other hand, learning-based approaches such as DRL-based navigation demonstrated superior performance for obstacle avoidance [13], [6], [3], [4], [7] but struggle in situations like mazes, corners, dead-ends or long corridors. Thus a variety of research works propose hybrid approaches, which aim to leverage the strength of multiple planners. The concept of switching between an array of different controllers is widely known and used in control theory. Often, these control problems propose a switching mechanism using, for instance, probability distributions [14], Lyapunov functions [15], or hand-designed rules [16]. Jin et al. [15] proposed a switching approach for wheeled mobile robots combining goal-navigation and obstacle avoidance by defining an avoidance vector and hand-designed switching rules. Despite the improved performance in safety, the approach is not flexible and needs to be hand-designed for each scenario. Similarly, Malone et al. [17] proposed a switching controller using stochastic reachable sets. A large number of these approaches were proposed by control theory and include complex underlying theoretical assumptions. Furthermore, they are not tested on actual robots and only validated on specific use cases such as simple velocity control of a bicycle or parking situations. In works from Jacobson et al. [13] the researchers proposed a switching between different behaviors using Filippov conditions and stochastic potential fields to optimize the gap between switching operations. The researcher could successfully deploy their controller towards a Turtlebot 3 and validate the switching approach in simulation. In the works from Berkane et al. [19], a hybrid controller is proposed that is able to switch between a robust motion-to-goal and obstacle avoidance mode using traditional approaches. The main drawback is that the researchers require a variety of presumptions and have only tested the approach in simple simulation environments. Most similar to our work, Cimurs et al. [20] and Zhang et al. [21] propose a DRL-based controller to switch between different modes. However, the approach was only demonstrated on simple, static scenarios without moving obstacles. Instead of combining low-level controllers, our work focuses on the usage of high-level planners and train a DRL agent in an end-to-end manner. The agent should learn to decide on the most suitable planner in each situation based solely on sensor observations. This makes our approach more flexible against incoming rapid changes and enables more efficient and safe navigation in highly dynamic environments as we leverage the strength of DRL for dynamic obstacle avoidance as well as model-based approaches for long-range navigation.

III. METHODOLOGY

In this chapter, we present the methodology of our proposed framework. Our system design is illustrated in Fig. 2. We train a DRL agent to choose between multiple different local planners and select the most suitable one for any specific situation based solely on laser scan observations.

A. System Design

To enable the fast switching between the planners, we implemented an interface, which allows to trigger a planner instantly and compute the action commands. The interface is based on the move-base package, the difference being that the planners can be called via services instead of running periodically. Therefore, the necessity to run all planners in parallel is eliminated, which enables the system to only activate the planner if it is selected by the DRL agent. This makes the system more efficient. To combine the advantages of model-based planners, namely navigation over long ranges, corridors, corners, etc. with that of DRL-based approaches namely obstacle avoidance, our interface is able to integrate a variety of both planning paradigms. In total, the interface provides the planners MPC [11], TEB [10], DWA [12] as model-based planners, and CADRL [5], RLCA [6] and DRL [9] of our previous work as learning-based planners. The interface can be extended to include more planners. The final selection of these planners will be described in the agent design section. The velocity bounds are set to $[-0.15,0.3]$ m/s for the linear velocity and $[-2.7,2.7]$ rad/s for the angular velocity. The minimum distance to all obstacles is set to 0.3m plus 0.2m inflation because the robot has to be able to navigate through narrow corridors. As a global planner, we employ the Dijkstra approach, which is also called using services. The replanning is running at $\frac{1}{10}$ times the frequency of the local planner (1s vs 100ms).

B. Agent Design

The observation space of our DRL agent contains the robot pose (through localization), the robot scan (360-degree laser scan sensor), the goal pose, the sub-goal pose (through sampling from the global path), and a known / static map (it is assumed that mapping was already performed). Subsequently, a static and dynamic scan representation is calculated. The static scan is calculated from the robot pose and the static map, whereas the dynamic scan $s_{\text{dyn}}$ is calculated from the static scan $s_{\text{static}}$ and the sensor scan $s_{\text{sensor}}$. Equation 1 outlines these calculations.

$$s_{\text{dyn}}(x) = \begin{cases} s_{\text{sensor}}(x) & \text{if } |s_{\text{sensor}}(x) - s_{\text{static}}(x)| > \varepsilon \\ \text{laser-range} + 1 & \text{otherwise} \end{cases}$$
Two different scan streams are used to provide the switch with information about the scenario in which the robot is in, such as 1) driving through an empty area 2) driving next to static obstacles, e.g. a corridor, or 3) driving next to dynamic obstacles. A distinction between scenarios 2) and 3) is not possible using only one laser scan measurement at a time. A pre-condition is that knowledge of the robot pose (localization) and the static map (mapping) can be extracted without large errors or uncertainties. It is noted that the dynamic and static scan is only used for the DRL agent switch and not for the local planners themselves. Therefore, in the case of an error in localization, the local planners still work as intended. The AIO agent selects a local planner from a given list of planners making the action space discrete and of the size of the list of local planners. The switch runs with a frequency of 2 Hz.

1) Planner Selection: After extensive testing and careful assessment of all planners, our AIO agent employs TEB as a model-based planner and a DRL-based approach from our previous work [22] as a learning-based planner for obstacle avoidance. This is based on the following assessments: Rlca [13] is not competitive on office maps due to its hard-coded safe policy where the robot drives slowly when close to obstacles, which works well for multi-robot scenarios but does not work for static obstacles and can lead to collisions with dynamic obstacles, which do not follow that same policy. The MPC planner is computationally demanding and less stable compared to TEB. Moreover, the non-linear controlling aspect is not relevant for our differential drive robot model. The CADRL approach [5] showed robust obstacle avoidance in highly dynamic environments. However, it was also designed for multi-robot systems and requires knowledge of all other obstacles. The DWA planner [12] performs worse than TEB with no advantages.

C. Neural Network Design

Fig. 2 illustrates the neural network design to process the observations and output recommendations to chose a planner. The network consists of a feature extractor for both scans separately based on a convolutional layer and one fully connected layer. The features are concatenated and given as input into two MLPs for the policy and the value function. Relu is used for the whole network.

D. Reward System

Our reward system is formalized in Eq. 2. It gives a small reward for following the global plan $r_{global\_plan}$, a small reward for approaching the global goal $r_{approaching\_goal}$ and a medium negative reward when the robot is too close to an obstacle $r_{safe\_dist}$. This results in the following reward

$$r_{total} = r_{collision} + r_{goal\_reached} + r_{global\_plan} + r_{approaching\_goal} + r_{safe\_dist}$$

In general, tuning the reward for collision and following the global plan will influence the selection choice of the AIO agent due to the trade-off between safety and efficiency. Since the main emphasis is robust collision avoidance, the reward for following the global path is moderate. Approaching a goal
results in a reward based on the difference of the distance to the sub-goal between two time steps $\delta_{\text{sub-goal}}$:

$$r_{\text{approaching goal}} = \begin{cases} 
    \delta_{\text{sub-goal}} \cdot 0.25 & \text{if } \delta_{\text{sub-goal}} \geq 0 \\
    -\delta_{\text{sub-goal}} \cdot 0.5 & \text{if } \delta_{\text{sub-goal}} < 0 
\end{cases}$$

(3)

The punishment is twice as high as the punishment for driving in circles.

$$r_{\text{safe dist}} = \begin{cases} 
    -0.1 & \text{if } \min(s_{\text{dyn}}) < 0.18 \text{m} \\
    0 & \text{otherwise} 
\end{cases}$$

(4)

The final reward is based on the possible outcomes: goal reached, collision occurred, or maximum number of iterations exceeded (mostly when the robot got stuck).

$$r_{\text{final}} = \begin{cases} 
    3 & \text{if goal reached} \\
    0 & \text{if max iterations reached} \\
    -2 & \text{if collision occurred} 
\end{cases}$$

(5)

E. Training procedure and environments

The agent is trained on randomized maps to mitigate overfitting. The training environments are depicted in Fig. 3. We employ a curriculum training, which increases in difficulty once a success threshold is reached. In indoor maps, the corridors become smaller while in outdoor maps, the static obstacles become larger. Both random, as well as static obstacles, are randomly spawned for each new episode. The experimental tests were done in both the 2D simulator with randomized maps containing static and dynamic obstacles.

IV. EVALUATION

In this chapter, we present the evaluation of our all-in-one agent denoted as AIO. We assess the navigation performance of our AIO agent both qualitatively and quantitatively against all our local planners individually. These include the model-based TEB, MPC, DWA, and RLCA, and DRL as learning-based baselines.

A. Qualitative

For the qualitative evaluations, we deployed the AIO agent on indoor and outdoor scenarios with an increasing number of obstacles (5, 10, and 20 obstacles plotted as circles). Subsequently, we deployed the TEB and DRL approaches individually and recorded 20 runs for each. The results are illustrated in Fig. 4. For our AIO agent, the trajectory is visualized with a specific color for TEB (green) and DRL (red). In the same plot, the DRL agent (yellow) and the TEB agent (blue) are plotted. We can observe that our AIO planner is able to switch between model-based and learning-based approaches in specific situations. For instance, when there are multiple obstacles approaching, our AIO planner is able to select the learning-based approach, while in corridor situations, TEB is preferred. This leads to more straightforward and efficient trajectories towards the goal as well as fewer collisions in both indoor and outdoor environments. On the other side, the stand-alone DRL approach struggles in indoor environments, which results in a high number of roundabout paths as can be observed in Fig. 4(a) and (b). Contrarily, the stand-alone TEB approach accomplished a straightforward and robust path to the goal. In the outdoor scenarios, our AIO planner also selects between the two options and chooses the DRL planner when encountering obstacles e.g. in Fig. 4 d) at position (x:17, y:16) or in e) at position (x:18,y:19), and TEB for goal-navigation. In Fig. 5, the trajectory of the AIO agent on both maps is plotted over time. Once again, the illustrations indicate the successful switching mechanism of our AIO agent, which chooses to switch to the DRL planner for incoming obstacles and otherwise relies on the TEB planner. The navigation behavior of our approach is demonstrated visually in the supplementary video.

B. Quantitative

For the quantitative evaluation, we statistically tested our AIO agent and its individual planners TEB and DRL on randomly generated maps of increasing difficulty and obstacle numbers (5, 10, and 20 obstacles) over 500 episodes. Subsequently, we calculated the average success rates, the average collision rate, the average path length to reach the goal as well as the computation time per iteration. Additionally, we evaluated the baseline approaches MPC [11], RLCA [13], and DWA [12]. The results are plotted in Fig. 6. It is observed that our AIO planner outperforms all planners, especially in highly dynamic scenarios. Whereas the number of collisions increases for all planners, the AIO agent accomplishes a low collision rate with an average
Fig. 4: Trajectories of the AIO agent (red and green) and its standalone components: TEB (blue) and DRL (yellow) in the indoor map (upper row) and the outdoor map (lower row). The scenarios contain 5, 10, and 20 obstacles each with an obstacle velocity of 0.3 m/s.

Fig. 5: Trajectory of the AIO agent on the indoor and outdoor map over the time. The AIO agent switches to DRL (red) when encountering obstacles while utilizing TEB (green) in corridors and for situations with less or no obstacles. DRL is inferred more often in outdoor maps, whereas TEB is preferred in indoor maps due to a larger number of walls and corridors.

collision rate per episode of under 0.1 in the scenario with 20 obstacles. The model-based baselines MPC and DWA perform worst with over 0.45 and 0.55 average collisions per episode, respectively. In terms of robustness, the TEB planner performs best in scenarios with 5 obstacles accomplishing almost 99 percent, whereas our AIO planner reaches a 98 percent success rate. However, in scenarios with 20 obstacles, the success rate drops to 78 percent while our AIO planner still accomplishes 89 percent. The DRL agent also achieves competitive performance with a constant success rate of over 80 percent for all scenarios, which demonstrates the robustness of DRL for obstacle avoidance. However, in terms of efficiency, the stand-alone DRL approach requires the longest paths to reach the goal with over 20 meters in the indoor scenario with 20 obstacles. In terms of the computation time per iteration, which indicates the computational efficiency of a planner, it is visible that the MPC planner is the least efficient requiring triple the amount of time compared to all other approaches. This is due to the additional optimization processes done by the MPC planner, which is not relevant for our differential drive robot. Our AIO planner, along with the other learning-based approaches RLCA and DRL,
Fig. 6: Quantitative evaluations of our AIO planner against all baseline approaches. The collisions, success rates, distances traveled, and computation times per iteration were plotted over the number of obstacles (5, 10, and 20) for indoor and outdoor scenarios. A total of 500 runs were conducted and the average values were calculated.

requires the least computation time with only about 100ms per iteration making it slightly more efficient than the stand-alone TEB approach, which requires about 50 ms more per iteration. The results demonstrated that our AIO planner is more efficient and accomplishes a higher success rate in scenarios with a high number of obstacles compared to the stand-alone components TEB and DRL. In the outdoor environments, similar results were accomplished except for the DRL approach, which expectantly accomplished a higher success rate.

C. Switching Probabilities

Fig. 7 illustrates the probabilities of each planner for the different scenarios. Our agent inferred the DRL planner slightly more often in outdoor environments. With an increasing number of obstacles, the usage of DRL increased to up to 25 percent in the outdoor scenarios with 20 obstacles. On the other hand, TEB was preferred by the agent in indoor environments as it coped better with long corridors and walls. TEB is also being used a majority of the time due to the more efficient planning utilizing the global and local costmap, which enables long-range navigation. Thus, the results indicate a clear preference for the DRL-based approach only for obstacle avoidance and the model-based TEB planner for navigation in static and indoor environments.

V. CONCLUSION

In this paper, we proposed a DRL-based control switch, which is able to select and switch between high-level planning approaches based on sensor observations to leverage the advantages of multiple methods. Therefore, we developed an efficient ROS navigation interface containing state-of-the-art model-based as well as learning-based approaches.

We demonstrated that our AIO agent is able to select between different methods based on the specific situation. More specifically, DRL-based approaches were inferred in situations with a high number of obstacles while model-based approaches were selected for long-range navigation. Our approach was evaluated against the individual planners used in the AIO agent as well as other navigation systems. We found enhancement in safety, robustness, as well as efficiency using our AIO agent, especially in highly dynamic environments. Future works will extend the agent with a higher number of planners and the observation space with high-level semantic information. Moreover, we aspire to transfer and extensively evaluate our approach on real robots.

APPENDIX

The code is publicly available at https://github.com/ignc-research/all-in-one-DRL-planner
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