Information gains from Monte Carlo Markov Chains
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Abstract In this paper, we present a novel method to compute the relative entropy as well as the expected relative entropy using an MCMC chain. The relative entropy from information theory can be used to quantify differences in posterior distributions of a pair of experiments. In cosmology, the relative entropy has been proposed as an interesting tool for model selection, experiment design, forecasting and measuring information gain from subsequent experiments. In contrast to Gaussian distributions, these quantities are not available analytically and one needs to use numerical methods to estimate them which are computationally very expensive. We propose a method and provide its python package to estimate the relative entropy as well as expected relative entropy from an MCMC sample. We consider the linear Gaussian model to check the accuracy of our code. Our results indicate that the relative error is below 0.2% for sample size larger than 10^5 in the linear Gaussian model. In addition, we study the robustness of our code in estimating the expected relative entropy in the Gaussian case.

1 Introduction

In contrast to a few decades ago, there are a large number of probes in cosmology, which provide us remarkable information about content and evolution of the Universe. These datasets have been extensively used to study and constrain free model parameters in literature (see [1–4] and references therein). Bayesian inference provides a common and widely used method to constrain free model parameters. In this case, a prior probability density in parameter space is updated to obtain the posterior distribution using an observational data. Since an analytic solution in the Bayesian inference is very limited, one has to develop a numerical method to find the posterior. Among these, the Monte Carlo Markov Chain (MCMC) techniques are widely accepted and used in different problems. The purpose of an MCMC algorithm is to construct a sample of points in parameter space which is called a chain and then obtain posterior probability density from it. The simplest and widely used MCMC algorithm is Metropolis-Hasting [5], but considering different situations other algorithms like Gibbs sampling [6,7] and Hamilton Monte-Carlo [8] have been used to obtain the posterior distributions. To quantify the difference between probability distributions from different surveys, a robust framework is needed.

Initially motivated from information theory, the relative entropy or Kullback–Leibler divergence has been proposed to measure differences in two probability densities [9]. In
addition, this method has been used for experiment design and forecasting [10–12] as well as model selection [13, 14] in cosmology. Moreover, the relative entropy has been introduced as a new tool to measure information gain from successive experiment [15, 16] as well as a tool to measuring tensions among datasets within a given model [17,18]. The relative entropy quantifies both statistical precision and shifts of confidence regions, and by disentangling these contributions, one can measure change of confidence regions and shifts of parameters from two different datasets. In the limit of Gaussian distributions, the relative entropy has an analytic solution, but in a general case, one should use numerical method to obtain it. Since in most cases the probability distributions, coming from a MCMC chain, it would be a remarkable task to provide the relative entropy from an MCMC chain. In this work, we introduce a method and provide a python package to estimate the relative entropy from an MCMC chain.

Given two datasets $D_1$ and $D_2$, it is straightforward to find the posterior probability distributions and then the relative entropy between these two distributions. As we mentioned above, the relative entropy consists of two contributions, information gain in precision and shifts in parameter space. To distinguish these two contributions, one can use the constrains from $D_1$ dataset to anticipate the expected relative entropy for $D_2$ dataset by assuming both datasets are described by the same model. The difference between the relative entropy and the expected one is called surprise and has been introduced in [15] as a remarkable tool to measure consistency between datasets in a given model. The expected relative entropy has an analytic solution in the case of two Gaussian distributions, but for a general case, we need to use a numerical method to estimate it. To do this, many algorithms have been proposed in literature [19–21]. In this work, we introduce a python package to estimate the expected relative entropy base on the algorithm proposed in [21].

This work is organized as follows. In Sect. 2, we review the formalism of relative entropy and present it for two Gaussian distributions. In Sect. 3, we argue about the surprise and its close-form in the Gaussian limit. In Sect. 4, we present the linear Gaussian model and compare the exact results from those of our code to check its accuracy. Finally, in 5, we conclude and highlight importance of our work.

2 Information gain base on the relative entropy

In this section, first of all a brief discussion regarding the importance of the calculation of the relative entropy is given and then we describe its formalism. In a model dependent scenario, given a model with some free parameters, one can update the prior distribution and find the posterior distribution using the Bayesian theorem. In such a process, the relative entropy between these two distributions measures the amount of information which is consist of two parts, gains in statistical precision and shifts of confidence regions. This quantity might be used to measure amount of information from different cosmological datasets. For example from a wide prior, one can measure amount of information from supernovae, baryon acoustic oscillation or cosmic microwave background data to identify the power of each datasets to constrain the model parameters.

In addition, it is possible to disentangle these two contributions and measure the tension between two datasets. Such a measurement is very useful to investigate the tension in the concordance $\Lambda$CDM model. There is a tension in low and high redshift datasets considering the $\Lambda$CDM model. Quantifying the tension, considering different low and high redshift data is very interesting for cosmologists. In the following, we briefly describe the formalism of the relative entropy.
The likelihood is the probability of the data $D$ given the value of the parameters and is a crucial quantity in the parameter inference. Given a likelihood, it is straightforward to update a prior information on parameters $\pi(\Theta)$ to obtain the posterior $P(\Theta|D)$ through Bayes’ theorem:

$$P(\Theta|D) = \frac{L(\Theta; D)\pi(\Theta)}{E(D)},$$

(1)

where $L(\Theta; D)$ is the likelihood function for the data and the denominator is the Bayesian evidence which is given by

$$E(D) = \int d\Theta L(\Theta; D)\pi(\Theta).$$

(2)

In this process, one can measure information gain from updating the prior to posterior via the relative entropy or Kullback–Leibler. The relative entropy between two probability distributions $P_1(\Theta)$ and $P_2(\Theta)$ is given by:

$$D(P_2||P_1) = \int d\Theta P_2(\Theta) \log \frac{P_2(\Theta)}{P_1(\Theta)}.$$

(3)

The relative entropy is always positive and equals to zero only for $P_1(\Theta) = P_2(\Theta)$. Apart from not being symmetric in $P_1$ and $P_2$, the relative entropy is invariant under invertible transformations in $\Theta$.

For two Gaussian distributions $P_1(\Theta) = \mathcal{N}(\Theta; \Theta_1, \Sigma_1)$ and $P_2(\Theta) = \mathcal{N}(\Theta; \Theta_2, \Sigma_2)$ the relative entropy is given by:

$$D(P_2||P_1) = \frac{1}{2} (\Theta_1 - \Theta_2)^T \Sigma_1^{-1} (\Theta_1 - \Theta_2)$$

$$\quad + \frac{1}{2} \left( \text{tr} \left( \Sigma_2 \Sigma_1^{-1} \right) - d - \log \frac{\det(\Sigma_2)}{\det(\Sigma_1)} \right).$$

(4)

The first term measures the significance of mean shift, and the second term quantifies change in precision. In a general case, the probability distributions are not Gaussian so developing a method to estimate the relative entropy for any arbitrary distributions is a remarkable task. Assuming $P_2(\Theta)$ as a posterior and using Eq. (1), the relative entropy can be rewritten as:

$$D(P_2||P_1) = -\log E(D) + \int d\Theta P_2(\Theta) \log L(\Theta).$$

(5)

Given a sample of posterior, the second integral can be easily estimated from $<\log L(\Theta)>_P$ so knowing the evidence, one can estimate the relative entropy from a sample for any arbitrary distributions. We provide a python package (available at https://github.com/ahmadiph/MCKLdivergence) to estimate the relative entropy using Eq. (5). Inputs are a sample chain and log(prior) at each sample in the chain. The code estimates the first term using method introduced in [22] using kth nearest-neighbor distance in parameter space and then estimates the relative entropy from Eq. (5).

### 3 Expected relative entropy and surprise

Considering a prior and likelihood function, it is possible to find several realizations of data. Assuming $P(D'|D)$ as the probability of obtaining $D'$ given $D$, the expected relative entropy is given by
\[ < D > = \int dD' P(D'|D)D(P_2||P_1), \] (6)

where \( P(D'|D) \) is given by:

\[ P(D'|D) = \int d\Theta P(\Theta|D) P(D'|\Theta). \] (7)

Notice that, it is possible to consider the prior from one dataset for example \( D_1 \) and likelihood from \( D_2 \) so the expected relative entropy can be estimated between two datasets. The surprise is defined via [15]

\[ S = D - < D > , \] (8)

which scatters around zero. A positive value of \( S \) indicates that posterior is more different than what we expect and a negative value means the constrains are more consistent than expected a priori.

It has been proved that \( S \) follows a generalized \( \chi^2 \) distribution [15] for Gaussian distributions and given a particular value of \( S \), one can measure the probability for measuring \( S \) that deviates from zero by more than \( S \). This quantity is the so-called \( p \) value for hypothesis that both datasets are consistent within the considered model and a small \( p \) value indicates evidence against the hypothesis.

In the limit of two Gaussian posteriors, the surprise is given by

\[ S = \frac{1}{2} \{ (\Theta_1 - \Theta_2)^T \Sigma^{-1}_1 (\Theta_1 - \Theta_2) - \text{tr}(1 \pm \Sigma_2 \Sigma^{-1}_1) \}, \] (9)

where the - holds when posterior of \( D_1 \) is used as a prior to obtain posterior of \( D_2 \) and the + holds when a wide prior is used for both posteriors. Since in a general case, posteriors derived from \( D_1 \) and \( D_2 \) are not Gaussian, we need a general approach for obtaining surprise.

In the Bayesian experimental design, the expected relative entropy is a well-known quantity. In fact, many algorithms have been proposed to obtain this quantity in a general nonlinear cases [19–21]. Among these, a simple method has been proposed in [21], where the expected relative entropy can be estimated from

\[ \langle D \rangle \approx \frac{1}{n} \sum_{i=1}^{n} \{ \log P(D_2^i|\Theta_i) - \log P(D_2^i|D_1) \}, \] (10)

where the second term can be estimated from

\[ P(D_2^i|D_1) \approx \frac{1}{n} \sum_{j=1}^{n} P(D_2^j|\Theta_j). \] (11)

In the above formula, \( \Theta_i \) is a sample from \( D_1 \) posterior and \( D_2^j \) is a sample of simulated data from \( D_2 \) likelihood. Given a sample of \( \Theta \) from \( D_1 \) posterior and the likelihood function of \( D_2 \), it is possible to estimate the expected relative entropy and then the surprise from the above formula. We provide a class in our python package to estimate the expected relative entropy using above algorithm. In this case, inputs are a sample of \( \Theta \) from \( D_1 \) posterior, the covariance of the likelihood (\( \Sigma \)), the model function \( F(\Theta) \), number of sample (\( l \)) to be used to estimate expected relative entropy and the dimension of the data (\( n \)). The code uses \( l \) given sample value to simulate \( l \) data from a Gaussian likelihood

\[ \mathcal{L}(\Theta; D) \sim e^{(D-F(\Theta))^T \Sigma^{-1}(D-F(\Theta))}, \] (12)
4 Linear Gaussian model and accuracy of the method

In order to check the accuracy of our code, we consider the linear Gaussian model which has an analytic solution for both relative entropy and expected relative entropy. We consider a Gaussian prior $\mathcal{N}(\Theta; \Theta_1, \Sigma_1)$ on $\Theta$ and a Gaussian likelihood $\mathcal{N}(D; F(\Theta), C)$ on the data. The model function $F(\Theta)$ must be linear in $\Theta$, we assume

$$F(\Theta) = F_0 + M\Theta,$$

(13)

where $M_{ij} = X^j(x_i)$ is a matrix evaluated at some arbitrary points $x_i$ and $F_0$ is a constant vector. In this formalism, $X(x)$ are the basic functions which can very well be a nonlinear function of $x$. Notice that the model function must be linear in $\Theta$, not necessarily in the basic functions. Using Bayes’ theorem, the posterior is a Gaussian with the following covariance and mean

$$\Sigma_2 = (\Sigma_1^{-1} + M^T C^{-1} M)^{-1}$$

$$\Theta_2 = \Sigma_2 (\Sigma_1^{-1} \Theta_1 + M^T C^{-1} (D - F_0))$$

(14)

Having both Gaussian prior and posterior, we can use Eqs. (3) and (6) to compute the relative and expected relative entropy. After this, we generate a sample chain using Hamilton algorithm and compute these quantities by our code. The results in 3 dimensions are shown in Figs 1 and 2. In the case of relative entropy, for $k = 1$ and with $10^4$ samples, the relative error is around 0.6%, but it decreases for a larger $k$ and is below 0.2% for $k = 4$ with $10^5$ samples. As we show in Fig 1, the relative entropy decreases like a power law by increasing size of the sample. The expected relative entropy also decreases like a power law by increasing size of samples and goes below 0.2% with $n = 3 \times 10^4$ samples. Since the expected relative
entropy is computationally expensive, the code provides a class to parallel all computations using the MPI.

Moreover, we repeat above computation for a 5 dimensions case to study how increasing dimension affects the results. The results in this case are presented in Figs. (3 and 4).

In contrast to 3D, different value of $k$ gives almost the same results. In this case, the relative error for $10^5$ samples is around 0.3% which indicates robustness of our code. Similar to the 3D case, the expected relative entropy decreases like a power law and is around 0.5% for $3 \times 10^4$ samples. Note that error in the expected relative entropy for 5D case is relatively larger than 3D with small number of samples.
Fig. 4 Relative difference of the exact and estimated expected relative entropy in 5D case

5 Conclusion

In this work, we introduce a novel method and provide its python package to compute relative and expected relative entropy. The relative entropy quantifies amount of information in updating from a prior to a posterior probability densities. Since in the most cases of Bayesian inference, we use an MCMC algorithm to generate a sample of posterior, our code uses the chain information alongside the log(prior) to estimate the relative entropy from the chain. For the relative entropy, the relative error between the exact and estimated values in a linear Gaussian model is around 0.2% and 0.3% for $10^5$ samples in 3D and 5D, respectively. Since there is no closed-form solution for the relative entropy in the case of an arbitrary probability distributions, the code would be useful to estimate amount of information gain in updating from a prior to posterior in a general case.

In addition to the relative entropy, there are some algorithms to estimate the expected relative entropy. The expected relative entropy has been used to define a quantity so-called surprise. The surprise is a measurement of consistency between posterior distributions and can be used to quantify possible tension between datasets within a model. Given a sample of first posterior and likelihood function of the second dataset, our code provides an estimation of expected relative entropy base on the algorithm presented in [21]. Since the linear Gaussian model has an analytic solution, we compare the estimated value with the exact one in 3D and 5D to check the robustness of our code. The relative errors in this case are around 0.2% and 0.5% for $3 \times 10^4$ samples in 3D and 5D, respectively. The code is available on Github. Alongside the code, there are two examples for computing the relative entropy and the expected relative entropy in the case of linear Gaussian model.

References

1. A. Mehrabi, S. Basilakos, F. Pace, Mon. Not. R. Astron. Soc. 452, 2930 (2015). arXiv:1504.01262 [astro-ph.CO]
2. A. Mehrabi, F. Pace, M. Malekjani, A. Del Popolo, Mon. Not. R. Astron. Soc. 465, 2687 (2017). arXiv:1608.07961 [astro-ph.CO]
3. M. Rezaei, M. Malekjani, S. Basilakos, A. Mehrabi, D.F. Mota, Astrophys. J. 843, 65 (2017). arXiv:1706.02537 [astro-ph.CO]
4. A. Mehrabi, Phys. Rev. D 97, 083522 (2018). arXiv:1804.09886 [astro-ph.CO]
5. W. Hastings, Biometrika 57, 109 (1970)
6. P.A.D.A. van Dyk, J. Comput. Graph. Stat. 18, 283 (2009)
7. T. Park, D.A. van Dyk, J. Comput. Graph. Stat. 20, 531 (2011)
8. R.M. Neal. arXiv:1206.1901 [stat.CO] (2011)
9. S. Kullback, R.A. Leibler, Ann. Math. Stat. 22, 79 (1951)
10. M. Farhang, J.R. Bond, O. Doré, C.B. Netterfield, Astrophys. J. 771, 12 (2013). arXiv:1108.2043 [astro-ph.CO]
11. P. Paykari, A.H. Jaffe, Mon. Not. R. Astron. Soc. 433, 3523 (2013). arXiv:1212.3194 [astro-ph.CO]
12. A. Amara, A. Refregier, Phys. Rev. D 89, 083501 (2014). arXiv:1309.5955 [astro-ph.CO]
13. M. Kunz, R. Trotta, D. Parkinson, Phys. Rev. D 74, 023503 (2006). arXiv:astro-ph/0602378 [astro-ph]
14. L. Verde, P. Protopapas, R. Jimenez, Phys. Dark Univ. 2, 166 (2013). arXiv:1306.6766 [astro-ph.CO]
15. S. Seehars, A. Amara, A. Refregier, A. Paranjape, J. Akeret, Phys. Rev. D 90, 023533 (2014). arXiv:1402.3593 [astro-ph.CO]
16. S. Grandis, S. Seehars, A. Refregier, A. Amara, A. Nicola, JCAP 1605, 034 (2016). arXiv:1510.06422 [astro-ph.CO]
17. S. Seehars, S. Grandis, A. Amara, A. Refregier, Phys. Rev. D 93, 103507 (2016). arXiv:1510.08483 [astro-ph.CO]
18. A. Nicola, Amara, A. Refregier, JCAP 1901, 011 (2019). arXiv:1809.07333 [astro-ph.CO]
19. C.C. Drovandi, J.M. McGree, A.N. Pettitt, Comput. Stat. Data Anal. 57, 320 (2013)
20. Q. Long, M. Scavino, R. Tempone, S. Wang, Computer Methods. Appl. Mech. Eng. 259, 24 (2013)
21. X. Huan, Y.M. Marzouk, J. Comput. Phys. 232, 288 (2013)
22. A. Heavens, Y. Fantaye, A. Mootoovaloo, H. Eggers, Z. Hosenie, S. Kroon, E. Sellentin, arXiv:1704.03472 [stat.CO] (2017)