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Abstract—Lean manufacturing is a production method focused on reducing production times, eliminating waste, and synchronizing production with fluctuating demand. A standard lean manufacturing methodology is the product wheel, a repeating sequence of production of various items. If this product wheel sequence is short, it is easier to interrupt or alter production to adjust for failures or fluctuations in demand, so the manufacturing process is leaner. However, a sequence that is too short results in frequent changeover from the production of one item to the next, yielding higher costs. This study formulates the product wheel methodology as an optimization problem and proposes two approaches to solving this problem: one via a relaxation to integer linear programming, and another via the probabilistic optimization technique of simulated annealing. We assess the performance of these two approaches through simulations and analyze the relationships between production leanness and costs.
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I. INTRODUCTION

Economies of scale are foundational to traditional manufacturing, [12]. High-volume operations help minimize total unit costs, but result in large inventories and other inefficiencies. By contrast, lean manufacturing – pioneered by Toyota in the 1950s – focuses on minimizing waste and being highly responsive to demand, [6], [3]. By producing items in harmony with the demand rate, lean manufacturing reduces overproduction, waiting times, excess inventory, and the impacts of defects and demand fluctuations, [9], [15]. Many businesses, particularly those in the automotive and aerospace industries, embrace lean manufacturing, [5], [7], [16].

The product wheel is a concept derived from the theory of lean manufacturing, [14], [4]. The core idea of the product wheel is to repeat a sequence of production of various items, with a fixed quantity of each item produced at each step in the sequence. This methodology has two key advantages: (i) the fixed nature of the production sequence simplifies operations, and (ii) production can more easily be interrupted to address defects or demand fluctuations. Furthermore, the shorter the production sequence, the easier it is to interrupt or modify production, resulting in a leaner manufacturing process. However, a shorter sequence leads to more frequent changeover from the production of one item to the next, incurring greater costs, [9]. The present work focuses on developing an optimization model to quantitatively determine the trade-off between leanness and production cost in the product wheel methodology.

The contributions of this paper are as follows.

• As far as we know, this is the first work that formulates and aims to optimize leanness, which is the time required for completing a product wheel cycle, in the product wheel methodology under demand and cost constraints.
• Two approaches to the product wheel optimization problem are described: (i) the probabilistic optimization technique of simulated annealing for optimization in the general nonconvex case where skipping products in the product wheel sequence is allowed, and (ii) an integer linear programming approach for a relaxed linear version of the problem, where product skipping is prohibited and the product wheel stays fixed through the entire manufacturing process.
• The performance of these two approaches is evaluated through simulations. In particular, we investigate the relationships between leanness and different types of costs incurred.

This paper is organized as follows. The problem formulation is presented in Section II. Section III develops two approaches to solving this optimization problem. In Section IV these two approaches are tested via numerical simulation. In Section V we conclude by discussing further directions of research.

II. PROBLEM FORMULATION

The formulation of our model is guided by three characteristics of an ideal product wheel: (i) the resulting production should meet demand, (ii) the total cost should not exceed a given cost tolerance, and (iii) the wheel time (total time for one complete cycle of the product wheel) should be minimized.

Consider a product wheel for manufacturing $N$ items over $H$ time periods (e.g., 12 months), each with length $T$ (e.g., 100 hours). Items and time periods are indexed by the sets $N = \{1, \ldots, N\}$ and $H = \{1, 2, \ldots, H\}$, respectively. In one cycle of a product wheel, we produce $\lambda_i$ batches of item $i$. We do not produce partial batches, [5], so $\lambda_i \in \mathbb{N}$. Each batch of item $i$ contains $M_i$ units of the item, and the time needed to produce a single batch of item $i$ is $t_i$. Therefore, during one cycle of the product wheel, a total time of $\lambda_i t_i$ is spent on the production of item $i$. The total time $\Omega$ required to execute a full cycle of the product wheel, called the wheel time, can be written

$$\Omega = \sum_{i \in N} \lambda_i t_i.$$
If we do not allow partial runs of the product wheel, there are exactly \( \left\lceil \frac{T}{\Omega} \right\rceil \) product wheel cycles possible in a single time period.

We now introduce the idea of item skipping. During a given time period, it may not be necessary to produce all items on the product wheel. Instead of modifying the product wheel itself to account for this, we introduce the possibility of skipping the production of a given item during that time period. The choice of skipping is encoded by a *skipping coefficient* \( s^h_i \), where \( s^h_i = 1 \) if item \( i \) is to be produced in time period \( h \), and \( s^h_i = 0 \) if the item is skipped in the given time period.

Our wheel time then varies across time periods, and the *wheel time in period* \( h \), denoted by \( \Omega_h \), is written as

\[
\Omega_h = \sum_{i \in \mathcal{N}} \lambda_i t_i s^h_i. \tag{2}
\]

We complete \( \left\lfloor \frac{T}{\Omega_h} \right\rfloor \) full cycles of the product wheel in time period \( h \). Note that if no skipping is allowed, all \( s^h_i \) are 1 and \( \Omega_h = \Omega \) for all time periods \( h \).

To achieve lean manufacturing, the wheel time should be small. Because item skipping causes wheel time to vary across time periods, we set our optimization objective to be the minimization of root-mean-square wheel time \( \bar{\Omega} \), defined as

\[
\bar{\Omega} = \sqrt{\sum_{h \in H} \Omega_h^2 / H}. \tag{3}
\]

Root-mean-square wheel time is preferred to the average wheel time because it penalizes outliers more heavily – a time period with a lengthy wheel time is highly undesirable.

Denote by \( D^h_i \) the demand for item \( i \) in period \( h \) and by \( I^h_i \) the inventory of item \( i \) after production in time period \( h \) but before satisfying the demand \( D^h_i \). For simplicity, we assume that all demand \( D^h_i \) is known before production planning. Current inventory can be expressed in terms of previous inventory, previous demand, and current production,

\[
I^h_i = I^{h-1}_i - D^{h-1}_i + \lambda_i M_i s^h_i \left[ \frac{T}{\Omega_h} \right]. \tag{4}
\]

We consider two sources of costs: set-up cost and inventory cost. The set-up cost \( p_i \) is the cost incurred transitioning to production of item \( i \) from the production of any other item. Since there are \( s^h_i \left[ \frac{T}{\Omega_h} \right] \) product wheel cycles in period \( h \), the total set-up cost due to production of item \( i \) in period \( h \) is \( p_i s^h_i \left[ \frac{T}{\Omega_h} \right] \). Note that if we do not produce a particular item, no set-up costs are incurred for that item. The inventory cost \( k_i \) is the cost incurred when storing one unit of item \( i \) for a single time period. At the beginning of period \( h \), there will be \( I^{h-1}_i - D^{h-1}_i \) units of item \( i \) that must be kept in inventory, so the total inventory cost for item \( i \) in period \( h \) is \( k_i (I^{h-1}_i - D^{h-1}_i) \). The cost of production \( c^h_i \) associated with item \( i \) and period \( h \) is the combination of total set-up cost and total inventory cost,

\[
c^h_i = p_i s^h_i \left[ \frac{T}{\Omega_h} \right] + k_i (I^{h-1}_i - D^{h-1}_i). \tag{5}
\]

Finally, we have two requirements for production. First, production must meet the demand for all items in all time periods:

\[
I^h_i \geq D^h_i. \tag{6}
\]

Second, the total cost of production cannot exceed a fixed cost tolerance \( \tau \):

\[
\sum_{h \in H} \sum_{i \in \mathcal{N}} c^h_i \leq \tau. \tag{7}
\]

To create a lean manufacturing plan, we want to minimize the root-mean-square wheel time subject to these constraints. Thus we arrive at our central optimization problem:

minimize \( \bar{\Omega} \)

subject to:

\[
\sum_{h \in H} \sum_{i \in \mathcal{N}} c^h_i \leq \tau \quad \tag{8a}
\]

\[
I^h_i \geq D^h_i \quad i \in \mathcal{N}, h \in \mathcal{H}; \tag{8b}
\]

\[
\lambda_i \in \mathbb{N}, s^h_i \in \{0, 1\} \quad i \in \mathcal{N}, h \in \mathcal{H}. \tag{8c}
\]

### III. Optimization Approach

In the optimization problem \( \text{(8)} \), there are \( 2^{N \cdot H} \) choices for skipping coefficients \( \{s^h_i \}_{i \in \mathcal{N}} \), and for each of these choices (if feasible) there is an optimal product wheel to be computed. Searching for the optimal wheel time over all possible skipping choices is intractable, so we consider two restricted choices of skipping coefficients.

First, we consider optimization with no item skipping, so \( s^h_i = 1 \) for all items and time periods. Wheel time will then be the same for all time periods, and with a small relaxation, \( \text{(8)} \) can be reformulated as an integer linear program. Second, we consider non-anticipative item skipping, where skipping coefficients in a given time period are determined by a criterion applied to the current production variables. A heuristic optimization based on simulated annealing is then used to solve this simplified problem.

#### A. No item skipping

With no item skipping, all \( s^h_i = 1 \). The objective function in \( \text{(8)} \) then becomes identical to \( \text{(1)} \), and thus linear in the \( \lambda_i \). To arrive at a linear program, we relax equation \( \text{(4)} \) by allowing a fractional number \( \frac{T}{\Omega_h} \) of cycles of the product wheel in a given time period. With this relaxation \( \text{(4)} \) becomes

\[
I^h_i = I^{h-1}_i - \sum_{j=1}^{h-1} D^{j}_i + \lambda_i M_i \left[ \frac{T}{\Omega_h} \right] \lambda t_i. \tag{9}
\]

After expressing inventory via \( \text{(9)} \) and applying some algebraic manipulation and the relaxation assumption, the cost and demand constraints \( \text{(8a)} \) and \( \text{(8b)} \) are also seen to be linear. The optimization problem \( \text{(8)} \) can then be recast as an integer linear program and solved with standard software such as Python-MIP. \text{(11)}. 
B. Non-anticipative item skipping

In practice, items can be skipped when the current inventory does not require their production. For example, item production in time period $h$ may be skipped if remaining inventory meets the next period’s demand, i.e. $I_{i}^{h-1} - D_{i}^{h-1} \geq D_{i}^{h}$. Item production could also be triggered when the remaining inventory falls below a set value $Q_{i}$ known as a trigger point. Combining these criteria results in a skipping coefficient

$$s_{i}^{h} = \begin{cases} 0 & \text{if } I_{i}^{h-1} - D_{i}^{h-1} \geq \max (Q_{i}, D_{i}^{h}), \\ 1 & \text{otherwise.} \end{cases}$$

(10)

Skipping according to (10) is non-anticipative, relying on a criterion applied only to the current (or previous) production values, with no need for knowledge of future states. Applying a non-anticipative skipping policy simplifies the solution of the optimization problem (8) because all skipping coefficients can be determined by a choice of product wheel.

We outline in Algorithm 1 the application of simulated annealing to determine an optimal product wheel for a non-anticipatory skipping policy. The central idea behind simulated annealing is to iteratively search for a more optimal state with a guessing strategy that “cools”, becoming more restrictive as the iteration progresses. We apply a constant cooling $C$ over a fixed number $W$ of iterations. Write $\lambda(k) = [\lambda_{1}(k), \lambda_{2}(k), \ldots, \lambda_{N}(k)]$ and $\Omega(k)$ for the product wheel and root-mean-square wheel time values at iteration $k$, and suppose that $\lambda(0)$ and the demand schedule $D$ are known. Let $\pi$ be shorthand for our non-anticipative skipping policy.

We briefly describe the steps in Algorithm 1. Line 2 finds a proposed product wheel $\lambda'(k + 1)$ given the current product wheel $\lambda(k)$. For example, we can randomly perturb each $\lambda_{i}(k)$ to arrive at $\lambda'(k + 1)$. Lines 3 - 5 then simulate $H$ periods of production with demand schedule $D$ and the product wheel $\lambda'(k + 1)$ under the skipping policy $\pi$. Because $\pi$ is non-anticipatory, all skipping coefficients are determined by product wheel $\lambda'(k + 1)$ during this simulated production run. If, during this simulation, the cost constraint or inventory constraint are violated, a new product wheel is again proposed.

In Lines 6 - 8, if the proposed product wheel has a shorter root-mean-square wheel time, we accept the proposed product wheel with the probability of $\exp \left\{ \frac{\bar{\Omega}(k + 1) - \bar{\Omega}(k)}{C} \right\}$. We otherwise keep the current product wheel, as shown in Lines 10 - 13. If the proposed product wheel has a longer root-mean-square wheel time, we accept the proposed product wheel.

The entire process described above is repeated $W$ times, and all feasible product wheels found during these iterations are recorded. The product wheel that yields the smallest root-mean-square wheel time is returned.

IV. NUMERICAL RESULTS

In this section, we compare the performance of the optimization approaches of Section III using synthetic data. In particular, we investigate how cost tolerances, set-up costs, and inventory costs affect the root-mean-square wheel times. As shorthand, we refer to the integer linear programming strategy for optimization with no item skipping as the ILP approach, and the simulated annealing strategy for optimization with non-anticipatory skipping (10) as the SA approach.

A. Synthetic data

To generate the synthetic data, a demand schedule for three items over 24 time periods is sampled from a normal distribution with parameters given in Table I. To test robustness, five such demand schedules are generated. Values for other parameters are also shown in Table I. For all simulations $T = 400$, and for the comparisons of set-up cost and inventory cost, we fix a cost tolerance of $\tau = 40000$. These synthetic values are chosen to be comparable to some particular manufacturing processes but have no special significance beyond illustration of trends and comparison of ILP and SA approaches.

B. Cost tolerance

An illustration of the effect of cost tolerance on root-mean-square wheel time is shown in Figures 1a and 1b. Optimal root-mean-square wheel times are found (when feasible) across 10 values of $\tau$. For low cost tolerance, the ILP approach finds no feasible solutions (represented by $\times$ in the figure and jittered for visibility). The SA approach succeeds in finding optimal solutions with high root-mean-square wheel times for low cost tolerance $\tau$; this is possible in part due to the lower set-up cost of a large product wheel. For both approaches, root-mean-square wheel times clearly decrease as the cost tolerance goes
up. In particular, allowing for greater total set-up costs makes leaner production possible. Overall, the SA approach results in significantly lower root-mean-square wheel time than the ILP approach at comparable cost tolerances.

C. Set-up cost

An illustration of the effect of set-up cost on root-mean-square wheel time is shown in Figures 1c and 1d. Optimal root-mean-square wheel times are found (when feasible) across 10 multiples of set-up cost $p_i$ in Table II all at a fixed cost tolerance of $\tau = 40000$. As expected, root-mean-square wheel time increases as set-up cost increases. The SA approach finds feasible solutions for larger values of set-up cost than the ILP approach, but with a sharp increase in root-mean-square wheel time in some cases. Again, the SA approach results in significantly lower root-mean-square wheel time than the ILP approach at comparable set-up cost.

D. Inventory cost

An illustration of the effect of inventory cost on root-mean-square wheel time is shown in Figures 1c and 1d. Similar to the previous examples, optimal root-mean-square wheel times are found across 10 multiples of inventory costs $k_i$ in Table II all at a fixed cost tolerance of $\tau = 40000$. Increasing inventory cost does not produce as strong an increase in root-mean-square wheel time as seen in the previous illustrations. As expected, the SA approach again results in significantly lower root-mean-square wheel time than the ILP approach at comparable inventory cost.

V. CONCLUSIONS AND FUTURE RESEARCH

In this work, we introduced a mathematical framework for the product wheel methodology, and cast the problem of creating a lean manufacturing schedule as a nonconvex optimization problem. We applied simplifying assumptions to the skipping policy for the product wheel and created reformulations of this optimization problem solvable via integer linear programming and simulated annealing. Finally, we evaluated the performance of these optimization strategies on a synthetic data set, investigating how different costs affect leanness.

Several future research directions are apparent. (i) The simplifying assumptions of no skipping and non-anticipatory skipping were essential for the optimization strategies presented. It would be valuable to explore strategies for optimization outside those assumptions. In particular, a global optimization over all possible skipping choices could achieve still shorter wheel times. (ii) Throughout this work, we have assumed full knowledge of demand schedules, which is unrealistic in most manufacturing scenarios. Addressing the propagation of uncertainty through the optimization process, e.g., via Monte Carlo simulation or robust optimization, would have significant practical value. (iii) Finally, our simulations make the overall advantage of the SA approach over the ILP approach apparent but do not explore more extreme demand schedules or costs (e.g., demand with large fluctuations or large disparities in costs between different items). It would be worthwhile to do a more thorough numerical exploration of these extremes to understand ideal cases to employ non-anticipative skipping.
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TABLE I: Parameters for generating synthetic data.

| Items | Mean Monthly Demand | Std Dev Demand | $p_i$ | $k_i$ | $t_i$ | $M_i$ | $I^*$ | $Q_i$ |
|-------|---------------------|----------------|-------|-------|-------|-------|------|------|
| Item #1 | 900                | 100            | 100   | 0.1   | 1     | 10    | 0    | 100  |
| Item #2 | 700                | 140            | 100   | 0.15  | 1     | 15    | 0    | 100  |
| Item #3 | 1000               | 200            | 100   | 0.1   | 2     | 15    | 0    | 100  |

(a) ILP: Effects of Cost Tolerances on Root-Mean-Square Wheel Times

(b) SA: Effects of Cost Tolerances on Root-Mean-Square Wheel Times

(c) ILP: Effects of Set-up Costs on Root-Mean-Square Wheel Times

(d) SA: Effects of Set-up Costs on Root-Mean-Square Wheel Times

(e) ILP: Effects of Inventory Costs on Root-Mean-Square Wheel Time

(f) SA: Effects of Inventory Costs on Root-Mean-Square Wheel Time

Fig. 1: Optimal wheel time from SA and ILP approaches under varying cost tolerance, set-up cost, and inventory cost.