A GENERALIZATION OF THE GGR CONJECTURE

S. CATOIU AND H. FEJZIČ

ABSTRACT. For each positive integer \( n \), function \( f \), and point \( c \), the GGR Theorem states that \( f \) is \( n \) times Peano differentiable at \( c \) if and only if \( f \) is \( n-1 \) times Peano differentiable at \( c \) and the following \( n \)-th generalized Riemann derivatives of \( f \) at \( c \) exist:

\[
\lim_{h\to 0} \frac{1}{h^n} \sum_{i=0}^{n} (-1)^i \binom{n}{i} f(c + (n-i-k)h),
\]

for \( k = 0, \ldots, n-1 \). The theorem has been recently proved in [5] and has been a conjecture by Ghinchev, Guerragio, and Rocca since 1998. We provide a new proof of this theorem, based on a generalization of it that produces numerous new sets of \( n \)-th Riemann smoothness conditions that can play the role of the above set in the GGR Theorem.

Given two finite sequences of real numbers, \( \{a_i\}_{i=0}^{m} \) and \( \{b_i\}_{i=0}^{m} \), such that the \( a_i \) are non-zero and the \( b_i \) are distinct, we define

\[
D(h)(f) = \sum_{i=0}^{m} a_i f(c + b_i h),
\]

where \( f \) is a real valued function and \( c \) is a fixed real number. For a fixed \( h \), the map \( f \mapsto D(h)(f) \) is a linear operator on the vector space of all real valued functions, while for a fixed \( f \), the map \( h \mapsto D(h)(f) \) is a function of \( h \). The expression \( D(h)(f) \) is called a difference of \( f \) and \( h \) centered at \( c \), the \( a_i \) are its coefficients, and the \( b_i \) are its nodes. For simplicity, we write \( D(h) \) to denote \( D(h)(f) \) whenever there is no confusion as to what the function \( f \) is. We say that the difference \( D(h) \) has order \( n \) if \( D(1)(x^k) = 0 \) for \( k = 0, 1, \ldots, n-1 \) and \( D(1)(x^n) \neq 0 \). The definition of the order implies that this does not depend on \( c \). Moreover, if \( D(h) \) has order \( n \) then it must have at least \( n+1 \) nodes and, for every set \( B = \{b_i\}_{i=0}^{n} \), there is a difference of order \( n \) with nodes from \( B \). It is easy to verify that if \( D(h) \) has order \( n \), then \( D(h)(p) \equiv 0 \) for every polynomial \( p \) of degree less than \( n \), the value of \( D(1)(x^n) \) is independent of \( c \), and \( D(h)(x^n) = D(1)(x^n) h^n \).

By taking \( c = 0 \), one has \( D(1)(x^k) = \sum_{i=0}^{m} a_i (b_i)^k \), for \( k = 0, 1, \ldots, n \), so that the difference \( D(h) \) has order \( n \) if and only if it satisfies the Vandermonde system of linear equations \( \sum_{i=0}^{m} a_i (b_i)^k = \delta_{k,n} \cdot C \), for \( k = 0, 1, \ldots, n \), where \( C \) is a non-zero constant. When \( C = n! \), the \( n \)-th difference \( D(h) \) is called an \( n \)-th generalized Riemann difference.

In this case, the above linear system in unknowns \( a_i \) is consistent when \( m \geq n \) and has a unique solution when \( m = n \), in which case the \( n \)-th generalized Riemann difference is called exact. Examples of exact \( n \)-th generalized Riemann differences include the \( n \)-th
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a function \( f \) and the differences in Theorem 0.2 below, and numerous other differences we use in this article.

If \( D(h) \) is a difference of order at least \( n \), then the limit \( \lim_{h \to 0} D(h)/h^n \) is an \( n \)-th smoothness condition for \( f \) at \( c \). When \( D(h) \) is an \( n \)-th generalized Riemann difference, then the \( n \)-th smoothness condition associated to it is called an \( n \)-th generalized Riemann derivative of \( f \) at \( c \). When \( D(h) \) is just an \( n \)-th difference, a unique scalar multiple of it is an \( n \)-th generalized Riemann difference: simply take the scalar to be \( n!/C \). Consequently, the \( n \)-th smoothness condition associated to an \( n \)-th difference is a non-zero scalar multiple of, hence equivalent to, an \( n \)-th generalized Riemann derivative. We retain that smoothness is more general than generalized Riemann differentiation.

The goal of this paper is to use generalized Riemann differences in order to establish sufficient criteria for approximating functions by polynomials. We say that a function \( f \) is approximated to order \( n \) by a polynomial \( p \) near a point \( c \), if the error \( f(c + h) - p(c + h) \) is of order \( o(h^n) \), that is, if \( \lim_{h \to 0} h^n (f(c + h) - p(c + h)) = 0 \). When this approximation is possible, then there is unique approximating polynomial of degree less than or equal to \( n \). For \( n \) times differentiable functions at \( c \), this approximation is possible and the corresponding result is the well-known Taylor’s Theorem. But as it was first pointed by Peano, functions that can be approximated by polynomials do not have to be \( n \) times differentiable at \( c \). In his honor, we say that \( f \) is \( n \) times Peano differentiable at \( c \), if there is a polynomial \( p \) such that \( f(c + h) - p(c + h) = o(h^n) \).

Our main result is the following theorem, whose proof is given in Section 4.

**Theorem 0.1 (The Generalized GGR Theorem).** Let \( n \geq 2 \) and let \( f \) be an \( n - 1 \) times Peano differentiable function at \( c \). The following are sufficient conditions for \( f \) to be \( n \) times Peano differentiable at \( c \):

- For \( n \) odd, \( \lim_{h \to 0} D_k(h)(f)/h^n \) exists at \( c \), for all \( k \) with \( \frac{n - 1}{2} \leq k \leq n - 1 \), where \( D_k(h) \) is a difference of order at least \( n \), whose one node is \( k \) and the rest belong to the set \( \{ -\frac{n - 1}{2}, -\frac{n - 3}{2}, \ldots, 0, 1, \ldots, k - 3, k - 2, k - 1 \} \).

- For \( n \) even, \( \lim_{h \to 0} D_k(h)(f)/h^n \) exists at \( c \), for all \( k \) with \( \frac{n}{2} \leq k \leq n \), where \( D_k(h) \) is a difference of order at least \( n \), whose one node is \( k \) and the rest belong to the set \( \{ -\frac{n}{2}, -\frac{n}{2} + 1, \ldots, -1, 0, 1, \ldots, k - 3, k - 2, k - 1 \} \).

Theorem 0.1 generalizes the GGR Conjecture, which provides a sufficient condition for a function \( f \) to be \( n \) times Peano differentiable at \( c \), using a concrete set of generalized Riemann derivatives instead of a set of smoothness conditions. The conjecture states that the existence of the \( \frac{n(n + 1)}{2} \) exact generalized Riemann derivatives of \( f \) at \( c \), for \( k = 1, \ldots, n \), and with nodes \( \{-j, -j + 1, \ldots, -j + k\} \), for \( j = 0, \ldots, k - 2 \), is sufficient for \( f \) to be \( n \) times Peano differentiable at \( c \). Using a basic inductive argument, the GGR Conjecture can be expressed in the following equivalent form:
**Theorem 0.2** (GGR Conjecture). Let \( n \geq 2 \) and let \( f \) be \( n-1 \) times Peano differentiable at \( c \). If all generalized Riemann derivatives
\[
\lim_{h \to 0} \frac{\sum_{j=0}^{n} (-1)^j \binom{n}{j} f(c + (k - j)h)}{h^n}, \text{ for } k = 1, 2, \ldots, n,
\]
then \( f \) is \( n \) times Peano differentiable at \( c \).

All differences \( D_k(h)(f) = \sum_{j=0}^{n} (-1)^j \binom{n}{j} f(c + (k - j)h) \), for \( k = 1, 2, \ldots, n \), have order \( n \) and, regardless of the parity of \( n \), there are more than enough of them to satisfy the hypothesis in Theorem 0.1, so that the GGR Conjecture is a special case of this theorem. The original GGR Conjecture was proved by Ginchev, Guerragio, and Rocca by hand for \( n = 1, 2, 3, 4 \) in [22] and with the help of a computer they proved it for \( n = 5, 6, 7, 8 \) in [24]. The conjecture has been recently proved for general \( n \) in [5] and is now a theorem.

The above exact \( n \) th generalized Riemann difference, \( D_{n-k} \) for \( k = 0, 1, \ldots, n-1 \), was denoted in [5] as \( \Delta_{n,k} \) and called the \( k \)-th backward shift of the \( n \)-th Riemann difference \( \Delta_n = \Delta_{n,0} \). In this way, the \( n \)-th symmetric Riemann difference is \( \Delta^s_n = \Delta_{n,\frac{n}{2}} \).

Our main motivation for generalizing the GGR conjecture in the way we do it in Theorem 0.2 comes from a particular case of a result from [7], providing two sufficient smoothness conditions for a function at a point that make it differentiable at the point. We conveniently restate this here in an equivalent form as the following proposition:

**Proposition 0.3** ([7, Corollary 3.2]). Given a function \( f \) and a point \( c \), if both limits
\[
\lim_{h \to 0} \frac{f(c+h) - f(c-h)}{h} \text{ and } \lim_{h \to 0} \frac{f(c+h) - 2f(c) + f(c-h)}{h}
\]
then \( f \) is differentiable at \( c \).

Both limits in Proposition 0.3 are smoothness conditions of order 1. The first difference has order 1 and 2 nodes; its smoothness condition is twice the symmetric derivative of \( f \) at \( c \). The second difference has order 2.

When \( n = 1 \), Theorem 0.2 is a tautology that does not even require the hypothesis that \( f \) is \( n-1 \) times Peano differentiable at \( c \); while Theorem 0.1 does not make sense. Proposition 0.3 is almost an extension of Theorem 0.1 for \( n = 1 \); it points in the direction of the result for higher \( n \). A non-trivial generalization of the \( n = 1 \) case in Theorem 0.2 is the problem of finding all exact first order generalized Riemann derivatives that imply the first (Peano) derivative for all continuous functions at \( c \), as proved in [12].

Later on in the introduction we will explain why the condition that \( f \) is \( n-1 \) times Peano differentiable at \( c \) in Theorem 0.1 is necessary. Before that, we provide a few examples for small \( n \), to help with understanding the result of the theorem. In addition, Examples 0.4, 0.6, 0.7, and 0.9 justify the need for more than one smoothness condition in the theorem, a need not highlighted in any of the above mentioned articles.

In the case of Proposition 0.3 consider the following two non-differentiable functions at \( c \): \( f(x) = |x-c| \), for which the first smoothness condition is satisfied while the second is not; and \( g(x) = |x-c| \cdot \chi_{[c,\infty)}(x) \), where \( \chi_{[c,\infty)} \) is the characteristic function of the interval \([c,\infty)\), for which the second smoothness condition in the proposition is satisfied and the first is not. The two examples highlight the fact that neither of the two smoothness conditions alone implies the differentiability of a function at \( c \), but together they do.

Here are the announced examples:

**Example 0.4.** Let \( n = 2 \) and let \( f \) be differentiable at \( c \). By Theorem 0.1 if both limits
\[
\lim_{h \to 0} \frac{f(c+h) - 2f(c) + f(c-h)}{h^2} \text{ and } \lim_{h \to 0} \frac{f(c+2h) - 3f(c+h) + 3f(c) - f(c-h)}{h^2}
\]
exist, then \( f \) is twice Peano differentiable at \( c \).

The above example has \( 1 \leq k \leq 2 \), so that \( D_1(h) \) has to be a difference of order 2 with nodes \( \{-1, 0, 1\} \), and we picked the exact difference \( \Delta_2^2 \); while for \( D_2(h) \) we picked the third difference \( \Delta_{3,1} \) out of a wider range of differences of orders at least 2 and with nodes \( \{-1, 0, 1, 2\} \). That the first limit condition alone is not enough to assure that \( f \) is twice Peano differentiable at \( c = 0 \) is easily seen by analyzing the function \( f(x) = x|x| \), which is differentiable at 0 and has \( D_1(h)(f) \equiv 0 \), while \( f \) is not twice Peano differentiable at 0.

Example 0.5. Let \( n = 3 \) and let \( f \) be twice Peano differentiable at \( c \). By Theorem 0.1 if

\[
\lim_{h \to 0} \frac{f(c + 2h) - 3f(c + h) + 3f(c) - f(c - h)}{h^3}
\]

then \( f \) is three times Peano differentiable at \( c \).

Given that Example 0.4 needed two limits to assure twice Peano differentiation, Example 0.5 requiring a single limit to guarantee third Peano differentiation comes as a surprise. Indeed, the condition \( \frac{3 + 1}{2} \leq k \leq 3 - 1 \) in Theorem 0.1 allows only one choice for \( k \). Other instances where a single such limit implies three times Peano differentiation for all twice Peano differentiable functions \( f \) at \( c \) are provided in [? , ?].

Example 0.6. Let \( n = 4 \) and let \( f \) be three times Peano differentiable at \( c \). If all of the following limits

\[
\lim_{h \to 0} \frac{f(c + 2h) - 4f(c + h) + 6f(c) - 4f(c - h) + f(c - 2h)}{h^4},
\]

\[
\lim_{h \to 0} \frac{f(c + 3h) - 4f(c + 2h) + 6f(c + h) - 4f(c) + f(c - h)}{h^4},
\]

\[
\lim_{h \to 0} \frac{f(c + 4h) - 4f(c + 3h) + 6f(c + 2h) - 4f(c + h) + f(c)}{h^4},
\]

exist, then \( f \) is four times Peano differentiable at \( c \).

In Example 0.6 by Theorem 0.1 \( n = 4 \) implies \( 2 \leq k \leq 4 \), so that \( D_2(h) \) has to be a difference of order 4 with nodes \( \{-2, -1, 0, 1, 2\} \), hence a nonzero scalar multiple of \( \Delta_{4,2} \), and we picked the scalar to be 1; while for \( D_3(h) \) and \( D_4(h) \) we picked the fourth differences \( \Delta_{4,1} \) and \( \Delta_4 \) out of two wider classes of differences of orders at least 4 whose respective sets of nodes are included in \( \{-2, -1, \ldots, 3\} \) and \( \{-2, -1, \ldots, 4\} \). The following example shows that only the first two limit conditions in Example 0.6 those corresponding to the differences \( D_2(h) \) and \( D_3(h) \), are not enough to guarantee four times Peano differentiability for all three times Peano differentiable functions at \( c \).

Example 0.7. Let \( s \), with \( 3 < s < 4 \), be a real number. For \( h \geq 0 \), define \( f(c + h) = (-1)^m n^h \) if \( h = 2^m 3^n \) where \( m \) and \( n \) are integers, and 0 otherwise. For \( h < 0 \) we define \( f(c + h) = -f(c - h) \). Clearly \( f \) is three times Peano differentiable at \( c \), but not four times.

Since \( f \) is odd relative to \( c \) and \( f(c) = 0 \), \( D_2(h) = 0 \), while \( D_3(h) = f(c + 3h) - 4f(c + 2h) + 5f(c + h) + (-1)^m n^h (-3^s + 4 \times 2^s + 5) \), for \( h > 0 \). Since \( -3^3 + 4 \times 2^3 + 5 = 10 > 0 \) and \( -3^4 + 4 \times 2^4 + 5 = -12 < 0 \), if we pick \( s \) with \( 3 < s < 4 \) such that \( -3^s + 4 \times 2^s + 5 = 0 \), then \( D_3(h) \equiv 0 \) for \( h > 0 \), and the property that \( D_3(-h)(f) = -D_3(h)(f) \) makes \( D_3(h) \equiv 0 \) for all \( h \).

Example 0.8. Let \( n = 5 \) and let \( f \) be four times Peano differentiable at \( c \). If both limits

\[
\lim_{h \to 0} \frac{f(c + 3h) - 5f(c + 2h) + 10f(c + h) - 10f(c) + 5f(c - h) - f(x - 2h)}{h^5}
\]

and

\[
\lim_{h \to 0} \frac{f(c + 4h) - 15f(c + 2h) + 40f(c + h) - 45f(c) + 24f(c - h) - 5f(c - 2h)}{h^5}
\]

were zero, then \( f \) would be five times Peano differentiable at \( c \). The hypothesis that all six limits, i.e., both limits of above, are zero, guarantees that \( f \) is five times Peano differentiable at \( c \).
exist, then \( f \) is five times Peano differentiable at \( c \).

Theorem 0.1 is applied in Example 0.8 for \( 3 \leq k \leq 4 \), so that \( D_3(h) \) has to be a difference of order 5 with nodes \( \{ -2, -1, 0, 1, 2, 3 \} \), hence a non-zero scalar multiple of \( \Delta_{5,3}(h) \), and we considered the case when the scalar is 1; for \( D_4(h) \) we picked a difference of order 5 out of a wider range of possibilities of differences of orders at least 5 and with set of nodes included in \( \{ -2, -1, \ldots, 4 \} \).

The next example shows that the first limit condition in Example 0.8 is not enough to imply five times Peano differentiability for all four times Peano differentiable functions at \( c \).

Example 0.9. Let \( s \), with \( 4 < s < 5 \), be a real number. For \( h \geq 0 \), define \( f(c + h) = (-1)^{m+n} h^s \) if \( h = 2^m3^n \), where \( m \) and \( n \) are integers, and 0 otherwise. For \( h < 0 \) we define \( f(c + h) = f(c - h) \). Clearly \( f \) is four times Peano differentiable at \( c \), but not five times Peano differentiable at \( c \).

Since \( f \) is even relative to \( c \) and \( f(c) = 0 \), for \( h > 0 \), \( D_3(h) = f(c + 3h) - 6f(c + 2h) + 15f(c + h) = (-1)^{m+n} h^s \) with \( p(s) = -3^s + 6 \times 2^s + 15 \). And since \( p(4) = 30 > 0 \) and \( p(5) = -36 < 0 \), there is an \( s \) between 4 and 5 such that \( p(s) = 0 \), so that \( D_3(h) \neq 0 \) for \( h > 0 \). This extends to \( D_3(h) \equiv 0 \) for all \( h \), due to the hypothesis that \( f \) is even relative to \( c \).

As promised, we will show that the condition that \( f \) is \( n - 1 \) times Peano differentiable at \( c \) in the statement of Theorem 0.1 is necessary. This will follow from Theorem 0.10 below, which also highlights the following two consequences of Theorem 0.1:

- It is easy to see that the difference \( D_k(h) \) corresponding to the lowest \( k \) in Theorem 0.1 has \( n + 1 \) nodes and order at least \( n \), so it must have order \( n \).
- In general, if a finite collection \( \{ D_\alpha(h) \} \) of differences of orders at least \( n \) has the property that \( \lim_\alpha \lim h_\to 0 D_\alpha(h)(f)/h^n \) exists for all \( \alpha \) implies that \( f \) is \( n \) times Peano differentiable at \( c \), for all \( n - 1 \) times Peano differentiable functions \( f \) at \( c \), then at least one \( D_\alpha(h) \) must have order \( n \).

Theorem 0.10. Let \( n \) be an integer, at least 2, and let \( \{ D_\alpha(h) \} \) be a finite collection of differences of orders at least \( n \). Then:

(i) There is an \( n - 2 \) times Peano differentiable function \( f \) at \( c \), so that \( D_\alpha(h)(f) \equiv 0 \) for all \( \alpha \), but \( f \) is not \( n \) times Peano differentiable at \( c \).

(ii) If all orders are greater than \( n \), then there is an \( n - 1 \) times Peano differentiable function \( f \) at \( c \), such that \( D_\alpha(h)(f) \equiv 0 \) for all \( \alpha \), but \( f \) is not \( n \) times Peano differentiable at \( c \).

Proof. Let \( B = \{ b_j \}_{j=1}^m \) denote the set of all nodes of all the \( D_\alpha(h) \). The set \( G = \{ \prod_{j=1, b_j \neq b_j}^{m} k_j \in \mathbb{Z} \} \) has the property that if \( h \in G \) then \( b_j h \in G \) for all \( k_j \notin B \), and if \( h \notin G \) then \( b_j h \notin G \) for all \( b_j \in B \). Let \( f, g : \mathbb{R} \to \mathbb{R} \), defined by

\[
    f(c + h) = \begin{cases} 
    h^{n-1} & \text{if } h \in G \\
    0 & \text{otherwise} 
    \end{cases}
    \quad \text{and} \quad
    g(c + h) = \begin{cases} 
    h^n & \text{if } h \in G \\
    0 & \text{otherwise} 
    \end{cases}
\]

Clearly, \( B \) finite makes \( G \) countable, so that both \( f \) and \( g \) are measurable. It is also clear that \( f \) is \( n - 2 \) and \( g \) is \( n - 1 \) times Peano differentiable at \( c \), but neither \( f \) nor \( g \) are \( n \) times Peano differentiable at \( c \).

(i) Since each difference of order greater than \( n - 1 \) vanishes on every polynomial degree up to \( n - 1 \), \( D_\alpha(h)(f) \equiv 0 \) for all \( \alpha \). (ii) If all orders are greater than \( n \), then a similar argument for \( n \) in place of \( n - 1 \) makes \( D_\alpha(h)(g) \equiv 0 \) for all \( \alpha \). \( \square \)
The proof of the GGR Theorem given in [5] has a part based on the theory of symmetric Peano and symmetric generalized Riemann derivatives, developed in that article, and a part based on a highly non-trivial combinatorial algorithm. The proof of the Generalized GGR Theorem, Theorem 0.1, is based entirely on analysis, by extending the notion of a generalized Riemann differentiation to the notion of a generalized Riemann smoothness. It uses properties of symmetric differences, which we review next.

**Symmetric differences.** A difference \( D_h(f) \) of a function \( f(x) \) is an *even or odd difference*, if \( D_{-h} = \pm D_h \), and is a *symmetric difference*, if \( D_{-h} = (-1)^n D_h \), where \( n \) is the order of \( D \). For example, the \( n \)-th symmetric Riemann difference \( \Delta^n_s(h) \) is a symmetric difference. The following are properties of symmetric differences that will be used throughout the paper:

- The set of nodes of a symmetric difference is symmetric relative to the origin.
- Odd differences do not allow 0 as a node.
- The order of a symmetric difference has the same parity as the difference.
- Each exact difference whose set of nodes is symmetric relative to the origin must be a symmetric difference.
- A linear combination of symmetric differences of the same parity is a symmetric difference of the same parity.

Most of these properties can be checked directly, from the definition of a symmetric difference; others have a bit more involved proofs. For more on symmetric differences, see [5, 6].

The exact even symmetric difference \( S_k \) with nodes \( 0, \pm 1, \pm 2, \ldots, \pm k \) is the difference

\[
S_k = \Delta^s_{2k} = \Delta_{2k,k}.
\]

The exact odd symmetric difference \( T_k \) with nodes \( \pm 1, \pm 2, \ldots, \pm k \) is not the difference \( \Delta^s_{2k-1} = \Delta_{2k-1,(2k-1)/2} \), whose nodes are half integers. Its actual expression is given by

\[
T_k = (\Delta^s_{2k-1,k-1} + \Delta^s_{2k-1,k}) / 2.
\]

**A few details of the proof.** The proof of the Generalized GGR Theorem relies on two fundamental lemmas that are the subject of Sections 1 and 2.

The first fundamental lemma, Theorem 1.1, is needed in the proof of the second fundamental lemma. It says that if \( R(h) = o(h^n) \) and \( D(h) := R(2h) - 2^s R(h) = o(h^n) \), for \( n > s \geq 0 \), then \( R(h) = o(h^n) \). It is worded in terms of functions, but it can also be worded in terms of differences of the same function at \( x = 0 \) and \( h \).

The second fundamental lemma is a result on symmetric differences of \( f \) at 0, where \( f \) satisfies \( f(h) = o(h^{n-1}) \). Since it has many ingredients that are parity dependent, this lemma is separated into two theorems with similar proofs: Theorem 2.3 for even differences, and Theorem 2.4 for odd differences.

The statement of the second fundamental lemma is closely related to the statement and especially the original proof of the GGR Theorem in [5], that uses symmetric differences. It says that when the differences \( D_k, D_{k+1}, \ldots, D_{n-1}, (D_n) \) of \( f \) at 0 are symmetric (of a more general kind when compared to the ones in the original proof of the GGR Theorem), have the same parity, and have an extra condition on their orders, then this sequence can be completed to a sequence with the same properties all the way down to either \( k = 2 \) or 1, depending on the common parity of the differences. In particular, this leads to the
existence of one of the following two limits:
\[
\lim_{h \to 0} \frac{f(h) + f(-h)}{h^n}, \quad \text{when all the } D_j \text{ are even;}
\]
\[
\lim_{h \to 0} \frac{f(h) - f(-h)}{h^n}, \quad \text{when all the } D_j \text{ are odd.}
\]

The last step between the second fundamental lemma and the proof of the Generalized
GGR Theorem is Proposition 3.1, dealing with the case when there are two such sequences
of differences \(D_j\) of \(f\) at \(x\), one of even differences and one of odd differences, all under
the assumption that \(f\) is \(n - 1\) times Peano differentiable at \(x\). In this case, by subtracting
from \(f(x)\) its \((n - 1)\)-st Taylor polynomial and then by shifting the variable, without loss
of generality, we may assume that \(x = 0\), \(f(0) = 0\), and \(f(h) = o(h^{n-1})\). Then the
second fundamental lemma makes both of the above limits exist and so does their average,
\(\lim_{h \to 0} f(h)/h^n\). This in turn is equivalent to the \(n\)-th Peano differentiability of \(f\) at \(x\).

The leftover proof of the Generalized GGR Theorem is then about using the hypothesis
to construct the two sequences \(\{D_j\}\) in Proposition 3.1, one for each parity differences.

The context. The solution to the GGR Conjecture came in the context of a few recent
developments in the theory of generalized derivatives. Among these are the solution in [8],
by Ash, Catoiu, and Csörnyei, to the nearly a century old problem of finding the equival-
cences between Peano and generalized Riemann derivatives, and the solution in [6, 7], by
Ash, Catoiu, and Chin, to the half a century old problem of finding the equivalences be-
tween any two generalized Riemann derivatives. These developments highlighted the use
of new techniques on generalized derivatives that are usually proper to other areas of math-
ematics, such as the theory of infinite linear systems, the use of group algebras, grading, or
generalized polynomial algebras, recursive set theory and combinatorial methods.

The problem of finding the equivalences between the Peano and generalized Riemann
derivatives, or the above mentioned century old problem, was initiated in 1927 by Kint-
chine in [27], who proved that the symmetric derivative is equivalent to the first Peano
derivative, for all functions \(f\) at almost everywhere points \(c\) on a measurable set. This
was extended to order \(n\) symmetric Riemann and Peano derivatives in 1936 by Marcinkiewicz
and Zygmund in [29], and then to order \(n\) generalized Riemann and Peano derivatives in
1967 by J. Marshall Ash in [1]. The original proofs in [1] and [29] assumed that certain
sets were measurable. This flaw was corrected by Fejzić and Weil in [20].

The generalized Riemann derivatives were shown to satisfy properties similar to those for
ordinary derivatives, such as monotonicity [26, 37, 38], convexity [23, 25, 30], or the
mean value theorem [11, 18]. They have many applications in the theory of trigonometric
series [36, 39] and numerical analysis [10, 28, 35]. Quantum Riemann derivatives are
studied in [3, 9], and multidimensional Riemann derivatives are a part of [4]. For more on
generalized Riemann differentiation see [32, 33] and the survey article [2] by Ash.

The study of Peano derivatives also has a long and rich history. See for example the
survey article [15] by Evans and Weil. The Peano derivatives were invented by Peano
in [31] and then developed by de la Valléé Poussin in [13]. More recent developments in
this subject can be found in [16, 17, 19, 21].

1. The first fundamental lemma

The following theorem is crucial in the proofs of the main results in Section [2]

**Theorem 1.1.** Let \(n > s\) be non-negative integers, and let \(D(h) = R(2h) - 2^s R(h)\),
where \(R\) is a function of \(h\). If \(R(h) = o(h^s)\) and \(D(h) = o(h^n)\) then \(R(h) = o(h^n)\).
Proof. By the hypothesis $D(h) = o(h^n)$, there are $\epsilon, \delta > 0$ such that $|D(h)| < \epsilon|h|^n$, whenever $0 < |h| < \delta$. Fix $h$. Substituting $t = \frac{h}{2^s}$ for $k = 1, 2, \ldots, \ell$, into the hypothesis

$$D(t) = R(2t) - 2^s R(t),$$

and observing that $|t| = |\frac{h}{2^s}| < \delta$ makes $|D(t)| < \epsilon|t|^n$, we obtain a system of inequalities,

$$|R(h) - 2^s R \left( \frac{h}{2^s} \right) | < \epsilon \frac{|h|^n}{2^{sn}}, \quad |R \left( \frac{h}{2^s} \right) - 2^{2s} R \left( \frac{h}{2^{2s}} \right) | < \epsilon \frac{|h|^n}{2^{2sn}}, \ldots$$

$$\ldots, |R \left( \frac{h}{2^{(s-1)s}} \right) - 2^{(s-1)s} R \left( \frac{h}{2^{(s-1)s}} \right) | < \epsilon \frac{|h|^n}{2^{(s-1)s}}.$$

Multiply the second inequality by $2^s$, the third by $2^{2s}$, and so on, the last one by $2^{(\ell-1)s}$, to deduce

$$|R(h) - 2^s R \left( \frac{h}{2^s} \right) | < \epsilon \frac{|h|^n}{2^{sn}}, \quad |2^s R \left( \frac{h}{2^s} \right) - 2^{2s} R \left( \frac{h}{2^{2s}} \right) | < \epsilon \frac{|h|^n}{2^{2sn}}, \ldots$$

$$\ldots, |2^{(\ell-1)s} R \left( \frac{h}{2^{(s-1)s}} \right) - 2^{(\ell-1)s} R \left( \frac{h}{2^{(s-1)s}} \right) | < \epsilon \frac{|h|^n}{2^{(s-1)s}}.$$

Since

$$R(h) - 2^{\ell s} R \left( \frac{h}{2^{\ell s}} \right) = [R(h) - 2^s R \left( \frac{h}{2^s} \right)] + [2^s R \left( \frac{h}{2^s} \right) - 2^{2s} R \left( \frac{h}{2^{2s}} \right)] + \ldots$$

$$\ldots + [2^{(s-1)s} R \left( \frac{h}{2^{(s-1)s}} \right) - 2^{(s-1)s} R \left( \frac{h}{2^{(s-1)s}} \right)],$$

by the triangle inequality, the sum of all inequalities in (1) implies the single inequality

$$|R(h) - 2^{\ell s} R \left( \frac{h}{2^{\ell s}} \right) | < \epsilon \frac{|h|^n}{2^{sn}} \sum_{k=0}^{\ell-1} \left( \frac{2^s}{2^{s+k}} \right)^k,$$

and from here,

$$|R(h)| < 2^{\ell s} |R \left( \frac{h}{2^{\ell s}} \right) | + \epsilon \frac{|h|^n}{2^{sn}} B,$$

where $B$ is the sum of the convergent geometric series $\sum_{k=0}^{\infty} \left( \frac{2^s}{2^{s+k}} \right)^k$. To complete the proof, it suffices to show that the term $2^{\ell s} R \left( \frac{h}{2^{\ell s}} \right)$ in (2) goes to 0 as $\ell \to \infty$. Indeed, we rewrite this as $h^s R \left( \frac{h}{2^s} \right)/(\frac{h}{2^s})^s$, and the desired assertion follows from the hypothesis that $R(t) = o(t^s)$. \hfill \Box

Note that both the statement and the proof of Theorem 1.1 will remain true if the number 2 in the definition of $D(h)$ is replaced by any real number $q$ greater than 1.

2. The Second Fundamental Lemma

The second fundamental lemma is divided into two parts: one result for even differences, Theorem 2.3, and another result for odd differences, Theorem 2.5. The proofs of both theorems require the following lemma on basic properties of the two special symmetric differences defined in the introduction: the exact even generalized Riemann difference $S_k = \Delta_{2k,k}$ with nodes $0, 1, \ldots, \pm k$ and order $2k$; and the exact odd generalized Riemann difference $T_k$ with nodes $\pm 1, \pm 2, \ldots, \pm k$ and order $2k - 1$. Before stating the lemma, we need to make two remarks.

The first remark is about two interpretations of the Vandermonde relations of a generalized Riemann difference, that will be used in both the statement and the proof of Lemma 2.1, as well as in the proofs of the two versions of the second fundamental lemma.
Suppose $D(h)(f) = \sum A_i f(x + a_i h)$ is such a difference of order $p$. The left side of its $j$th Vandermonde relation can be interpreted as

$$\sum A_i(a_i)^j$$

and the trivial equation $\sum A_i(a_i)^j = \frac{1}{h^j} \sum A_i(a_i h)^j$ is interpreted in the original difference as

$$D(1)(x^j) = D(h)(x^j)/h^j,$$

for all $h$, when both sides are evaluated at $x = 0$.

The second remark is an interpretation using Laurent polynomials of the differences that appear in the proof of Lemma 2.1. The map that associates to a difference $D(h) = \sum A_i f(x + a_i h)$ the Laurent polynomial $p(t) = \sum A_i t^{a_i}$ is a linear isomorphism from the space of all differences with integer nodes to the space of all Laurent polynomials. Here are a few properties of this isomorphism: if $D(h) = \Delta_{n,j}(h)$, then $p(t) = t^{-j}(t - 1)^n$; $D(h)$ is an $n$-th generalized Riemann difference, if $p(t) = (t - 1)^n q(t)$ and $q(1) = 1$; and $D(h)$ is an $n$-th difference, if $p(t) = (t - 1)^n q(t)$ and $q(1)$ is non-zero.

The following lemma uses the above interpretation for $D(h)$ when this is either $S_k$ or $T_k$.

**Lemma 2.1.** For a positive integer $k$, the differences $S_k$ and $T_k$ satisfy the following properties:

(i) $S_k(1)(x^n) \neq 0$, for all even $n$, with $n \geq 2k$;

(ii) $T_k(1)(x^n) \neq 0$, for all odd $n$, with $n \geq 2k - 1$.

**Proof.** (i) By the above two remarks, the polynomial $p(t)$ associated to the difference $S_k(h) = \Delta_{2k,k}(h)$ is $p(t) = t^{-k}(t - 1)^{2k} = (t^{e_1} - t^{e_2})^{2k} = \sum_{j=-k}^{k} c_j t^j$. Consider the function $P(x) := p(e^x) = (e^{e_1} - e^{e_2})^{2k} = x^{2k}(c_0 + c_2 x^2 + c_4 x^4 + \ldots)^{2k}$, for some positive constants $c_j$. It follows that for $n$ even, $n \geq 2k$, the coefficient of $x^n/n!$ in the Taylor series expansion of $P(x)$ is not zero. Since $P(x) = \sum_{j} a_j e^{jx}$, the same coefficient is $P^{(n)}(0) = \sum_{j} a_j j^n = S_k(1)(x^n)$, and the result is clear.

(ii) In this case, by the same remarks, the polynomial associated to the difference $2T_k(h) = \Delta_{2k-1,k-1}(h) + \Delta_{2k,k-1}(h)$ is $p(t) = t^{-k+1}(t - 1)^{2k-1} + t^{-k}(t - 1)^{2k-1} = t^{-k+1}(t^2(t - 1)^{-1})^{2k-2} + t^{-k}(t - 1)^{2k-2} = 2 \sum_{j} a_j t^j$. Then $P(x) := p(e^x) = (e^{e_1} - e^{e_2})^{2k-2} (e^{e_1} - e^{e_2}) = (c_1 x + c_3 x^3 + c_5 x^5 + \ldots)^{2k-2} (d_1 x + d_3 x^3 + d_5 x^5 + \ldots)$ has the $c_j$ and the $d_j$ positive, hence non-zero, for all odd $i$. In particular, for odd $n$, with $n \geq 2k - 1$, the coefficient of $x^n/n!$ in the Taylor expansion of $P(x)$ is non-zero. Writing $P(x) = \sum_{j} a_j e^{jx}$, this coefficient is $\sum_{j} a_j j^n = 2T_k(1)(x^n)$, yielding the result. \qed

2.1. The second fundamental lemma for even differences.

**Definition 2.2.** Let $n, k$ be positive integers, with $n \geq 3$, and let $m = \lfloor \frac{n-1}{2} \rfloor$. For a function $f$ and point $x$, a set $\{D_k, D_{k+1}, \ldots, D_{2m}\}$ of even differences of $f$ at $x$ is called an $S_k$-class of even differences, or an $S_k^{\even}$-class, if, for each $r = k, k+1, \ldots, 2m$,

(i) $D_r$ is an even difference of order at least $2k$;

(ii) two nodes of $D_r$ are $\pm r$ and the rest belong to the set $\{0, \pm 1, \ldots, \pm (r-1)\}$;

(iii) $\lim_{h \to 0} D_r(h)(f)/h^n$ exists.

For convenience, we also denote $S_k = S_k^{\even} = \{D_k, D_{k+1}, \ldots, D_{2m}\}$ whenever the above conditions are satisfied.

The following is the second fundamental lemma for even differences.
Theorem 2.3. Suppose that \( f(h) = o(h^n) \). Then each \( S_{m+1} \)-class of even differences of \( f \) at 0 extends to an \( S_k \)-class. In particular, the limit

\[
\lim_{h \to 0} \frac{f(h) + f(-h)}{h^n} \text{ exists.}
\]

Proof. Let \( k \) be the smallest positive integer at most \( m \) such that there is an \( S_{k+1} \)-class of even differences. We have to show that \( k = 0 \). If \( k > 0 \), it suffices to show that \( \lim_{h \to 0} S_k(h)/h^n \) exists. Then the set \( \{ S_k \} \cup S_{k+1} \) will be an \( S_k \)-class of even differences, contradicting the minimality of \( k \). Consider the even difference

\[
S(h) := S_k(2h) - 2^{2k} S_k(h)
\]

and claim that \( S(h) \) has order at least \( 2k + 2 \). To prove this, it suffices to show that \( S(1)(x^p) = 0 \), for \( p = 0, 1, \ldots, 2k + 1 \). Indeed, for \( p \leq 2k \), \( S(1)(x^p) = S_k(1)((2x)^p) - 2^{2k} S_k(1)(x^p) = (2^p - 2^{2k}) S_k(1)(x^p) = (2^p - 2^{2k}) \delta_{p,2k} \cdot (2k)! = 0 \), where the second to last equality follows from the Vandermonde relations for \( S_k \). And, for \( p = 2k + 1 \), \( S(1)(x^p) = 0 \) is due to \( S(h) \) being an even difference.

All nodes of \( S(h) \) belong to \( \{ 0, \pm 1, \ldots, \pm k, \ldots, \pm 2k \} \). By the assumption \( k \leq m \), this is a subset of \( \{ 0, \pm 1, \ldots, \pm k, \ldots, \pm 2m \} \). Since \( S_{k+1} = \{ D_{k+1}, \ldots, D_{2m} \} \) and the largest node in \( D_r(h) \) is \( r \), there exist \( c_{k+1}, c_{k+2}, \ldots, c_{2m} \) such that all nodes of the difference

\[
S(h) = \sum_{D_r \in S_{k+1}} c_r D_r(h)
\]

belong to the set \( \{-2m, -2m + 1, \ldots, k - 1, k \} \). This together with the fact that this is an even difference makes all nodes belong to \( \{ 0, \pm 1, \ldots, \pm k \} \). And since the order of the difference is at least \( 2k + 2 \), that is, more than the number of its base points, this difference has to be the zero difference. Consequently, \( S(h) = \sum_{D_r \in S_{k+1}} c_r D_r(h) \) and so the limit

\[
\lim_{h \to 0} S(h)(f)/h^n = K
\]

exists.

If \( n \) is odd, then replacing \( h \) with \(-h\) in the above limit leads to \(-K = K \), or \( K = 0 \). If \( n \) is even, the condition \( n > 2m \geq 2k \) implies by Lemma 2.1 that \( L := S_k(1)(x^n) \) is non-zero, which in turn leads to \( S(1)(x^n) = S(h)(x^n)/h^n \)

\[
= \frac{S_k(2h)(x^n) - 2^{2k} S_k(h)(x^n)}{h^n} = S_k(1)(x^n)(2h^n - 2^{2k} S_k(1)(x^n) h^n) = (2^n - 2^{2k}) L = M
\]

is non-zero. Consider the function \( g \) defined by

\[
g(x) = \begin{cases} f(x) - (K/M) x^n & \text{if } n \text{ is even,} \\ f(x) & \text{if } n \text{ is odd.} \end{cases}
\]

In both parity cases, equation (3) implies that \( S(h)(g) = o(h^n) \).

We need to apply Theorem 1.1 with \( D(h) = S(h)(g) \), \( R(h) = S_k(h)(g) \), and \( s = 2k \).

For this we have to check that \( S_k(h)(g) = o(h^{2k}) \). Indeed, this follows from the expression

\[
S_k(h)(g) = \begin{cases} S_k(h)(f) - (KL/M) h^n & \text{if } n \text{ is even,} \\ S_k(h)(f) & \text{if } n \text{ is odd,} \end{cases}
\]

since the inequality \( 2k \leq 2m \leq n - 1 \) together with the hypothesis \( f(h) = o(h^{n-1}) \) gives \( f(h) = o(h^{2k}) \), and so \( S_k(h)(f) = o(h^{2k}) \), and clearly \( h^n = o(h^{2k}) \). Theorem 1.1 makes
\[ S_k(h)(g) = o(h^n), \text{ and so by } (4) \text{, the limit } \]
\[ \lim_{h \to 0} \frac{S_k(h)(f)}{h^n} = \begin{cases} KL/M & \text{if } n \text{ is even}, \\ 0 & \text{if } n \text{ is odd}, \end{cases} \]
exists, as needed. \qed

2.2. The second fundamental lemma for odd differences. The fundamental result in this case operates with the notion of an \( S_k \)-class of odd differences, which we define next.

Definition 2.4. Let \( n, k \) be positive integers, with \( n \geq 3 \), and let \( m = \left\lfloor \frac{n}{2} \right\rfloor \). For a function \( f \) and point \( x \), a set \( \{D_k, D_{k+1}, \ldots, D_{2m}\} \) of odd differences of \( f \) at \( x \) is an \( S_k \)-class of odd differences, or an \( S_k^{\text{odd}} \)-class, if, for each \( r = k, k+1, \ldots, 2m \),

(i) \( D_r \) is an odd difference of order at least \( 2k - 1 \);
(ii) two nodes of \( D_r \) are \( \pm r \) and the rest belong to the set \( \{\pm 1, \ldots, \pm (r-1)\} \);
(iii) \( \lim_{h \to 0} D_r(h)(f)/h^n \) exists.

Again, for convenience, we also write \( S_k = S_k^{\text{odd}} = \{D_k, D_{k+1}, \ldots, D_{2m}\} \) whenever the above conditions are satisfied.

The following is the second fundamental lemma for odd differences.

Theorem 2.5. Suppose that \( f(h) = o(h^{n-1}) \). Then each \( S_{m+1} \)-class of odd differences of \( f \) at 0 extends to an \( S_1 \)-class. In particular, the limit
\[ \lim_{h \to 0} \frac{[f(h) - f(-h)]}{h^n} \]
exists.

Proof. Let \( k \leq m \) be the smallest positive integer for which there is an \( S_{k+1} \)-class of odd differences, and show that \( k = 0 \). If \( k > 0 \), it is enough to prove that the limit \( \lim_{h \to 0} T_k(h)(f)/h^n \) exists, for then \( \{T_k \} \cup \{S_{k+1}\} \) is an \( S_k \)-class of odd differences, and this would contradict the minimality of \( k \). Similar to the proof of Theorem 2.3 one can show that the odd difference
\[ T(h) = T_k(2h) - 2^{2k-1}T_k(h) \]
has order at least \( 2k+1 \) and its nodes belong to the set \( \{\pm 1, \ldots, \pm k, \ldots, \pm 2k\} \), hence they belong to \( \{\pm 1, \ldots, \pm k\} \). Moreover, there exist coefficients \( c_{k+1}, c_{k+2}, \ldots, c_{2m} \) such that all nodes of the difference
\[ T(h) = \sum_{r \in S_{k+1}} c_r D_r(h) \]
belong to the set \( \{-2m, \ldots, -k, \ldots, -1, \ldots, k\} \), and, by the symmetry of the odd difference, they must belong to \( \{\pm 1, \ldots, \pm k\} \). With order at least \( 2k+1 \) and having at most \( 2k \) nodes, the above difference must be the zero difference. It follows that
\[ T(h) = \sum_{r \in S_{k+1}} c_r D_r(h), \]
hence the limit
\[ \lim_{h \to 0} T(h)(f)/h^n = K \]
exists.

If \( n \) is even, then replacing \( h \) with \( -h \) in the above limit yields \( -K = K \), or \( K = 0 \). If \( n \) is odd, the condition \( n > 2m - 1 \geq 2k - 1 \) implies by Lemma 2.1 that \( L = T_k(1)(x^n) \neq 0 \). This in turn makes
\[ T(1)(x^n) = T_k(2)(x^n) - 2^{2k-1}T_k(1)(x^n) = (2^n - 2^{2k-1})L = M \neq 0. \]
Consequently, the function
\[ g(x) = \begin{cases} f(x) - (K/M)x^n & \text{if } n \text{ is odd,} \\ f(x) & \text{if } n \text{ is even,} \end{cases} \]
by \(5\), has \(T(h)(g) = o(h^n)\), regardless of the parity of \(n\). In order to apply Theorem 1.1 with \(D(h) = T(h)(g)\), \(R(h) = T_k(h)(g)\), and \(s = 2k - 1\), we need to check that \(T_k(h)(g) = o(h^{2k-1})\). Indeed, this follows from the expression

\[
T_k(h)(g) = \begin{cases} 
T_k(h)(f) - (KL/M) h^n & \text{if } n \text{ is odd,} \\
T_k(h)(f) & \text{if } n \text{ is even,}
\end{cases}
\]

where the bound \(2k - 1 \leq 2m - 1 \leq n - 1\), together with the hypothesis \(f(h) = o(h^{n-1})\), yields \(f(h) = o(h^{2k-1})\), hence \(T_k(h)(f) = o(h^{2k-1})\); we clearly have \(h^n = o(h^{2k-1})\).

By Theorem 1.1 we deduce that \(T(h)(g) = o(h^n)\) which, by \(6\), implies that the limit

\[
\lim_{h \to 0} \frac{T_k(h)(f)}{h^n} = \begin{cases} 
KL/M & \text{if } n \text{ is odd,} \\
0 & \text{if } n \text{ is even,}
\end{cases}
\]

exists, as needed. \(\square\)

3. The Proof of the Generalized GGR Theorem

As an application of the two versions of the second fundamental lemma, the following theorem provides sufficient conditions for an \(n - 1\) times Peano differentiable function at \(x\) to become \(n\) times Peano differentiable at \(x\). This result is a generalization of the GGR theorem, since a consequence of it, Theorem 3.3, is a stronger version of the GGR theorem.

**Proposition 3.1.** Let \(n\) be an integer, at least 3, and let \(f\) be an \(n - 1\) times Peano differentiable function at \(x\). If either

(i) \(n\) is odd and there are two \(S_{n+1}\)-classes, one of odd and one of even differences of \(f\) at \(x\), or

(ii) \(n\) is even and there are an \(S_n\)-class of even and an \(S_{n+2}\)-class of odd differences of \(f\) at \(x\),

then \(f\) is \(n\) times Peano differentiable at \(x\).

**Proof.** Let \(g(h) = f(x + h) - p(x + h)\), where \(p\) is the approximating Peano polynomial of \(f\) at \(x\). Then \(g(h) = o(h^{n-1})\) and any difference \(D_r\) in the above three classes has the property that \(D_r(h)(g)\) evaluated at \(0\) is the same as \(D_r(h)(f - p)\) evaluated at \(x\).

Notice that, for \(n\) odd, the orders of even differences are at least \(2(n + 1)/2 > n - 1\), and the order of odd differences are at least \(2(n + 1)/2 - 1 > n - 1\); while for \(n\) even, the orders of even differences are at least \(2n/2 > n - 1\), and the orders of odd differences are at least \(2(n + 2)/2 - 1 > n - 1\). Hence all differences in Proposition 3.1 have orders greater than \(n - 1\), and so they vanish on \(p\). In particular, \(D_r(h)(g)\) evaluated at \(0\) is the same as \(D_r(h)(f - p) = D_r(h)(f)\) evaluated at \(x\).

The conditions in both Theorems 2.2 and 2.3 are met for \(g\), and so, by the same results, both limits \(\lim_{h \to 0} [g(h) + g(-h)] / h^n\) and \(\lim_{h \to 0} [g(h) - g(-h)] / h^n\) exist. Taking the average, \(\lim_{h \to 0} g(h)/h^n\) exists, hence \(g\) is an \(n\) times Peano differentiable function at \(0\), or \(f\) is \(n\) times Peano differentiable at \(x\). \(\square\)

An interesting special case of the above theorem is \(n = 3\), when each of \(S_{2}^{\text{ev}}\) and \(S_{2}^{\text{odd}}\) consists of just one symmetric difference. Note that a third difference of a function \(f\) at \(x\) and \(h\) with nodes \(-1, 0, 1, 2\) is a non-zero scalar multiple of \(\Delta_{3,1}(h)\), a third difference with nodes \(-2, -1, 0, 1, 2\) is a non-zero scalar multiple of \(\Delta_{3,2}(h)\), and a third difference with nodes \(-2, -1, 0, 1, 2\) is a non-zero linear combination of both, with the exception of \(a\Delta_{3,1}(h) - a\Delta_{3,2}(h) = a\Delta_{4,2}(h), a \neq 0\), or the fourth differences with these nodes.
The following corollary shows that any third generalized Riemann derivative whose set of nodes is one of the above three is equivalent to the third Peano derivative, for all twice Peano differentiable functions $f$ at $x$.

**Corollary 3.2.** Let $D$ be any third difference of $f$ at $x$ and $h$ whose set of nodes is one of $\{-1, 0, 1, 2\}$, $\{-2, 0, 1, 2\}$, or $\{-2, -1, 0, 1, 2\}$. If $f$ is twice Peano differentiable at $x$ and $\lim_{h \to 0} D(h)(f)/h^3$ exists, then $f$ is three times Peano differentiable at $x$.

**Proof.** Take $S^* = \{D(h) + D(-h)\}$ and $S^{odd} = \{D(h) - D(-h)\}$. We need to check that none of the differences $D(h) \pm D(-h)$ is the zero difference, that is, $D(h)$ is not symmetric. Clearly, this is the case when the set of nodes is non-symmetric, $\{-1, 0, 1, 2\}$ or $\{-2, 0, 1, 2\}$. If the set of nodes is $\{-2, -1, 0, 1, 2\}$, then 0 being a node makes the third difference $D(h)$ non-symmetric. The result now follows from Proposition 3.1. □

The above corollary 1) proves both the classical and the updated versions of the GGR Theorem for $n = 3$; and 2) shows that some crazy third generalized Riemann derivatives, such as

$$-\frac{3}{5} \lim_{h \to 0} \left[ 2f(-2h) - 7f(-h) + 9f(0) - 5f(h) + f(2h) \right]/h^3,$$

obtained as $\frac{6}{5} \lim_{h \to 0} \Delta_{k,2}(h)/h^3 - \frac{2}{5} \lim_{h \to 0} \Delta_{k,3}(h)/h^3$, are equivalent to the third Peano derivative for all twice Peano differentiable functions $f$ at 0. These two important findings suggest that there should be a more general consequence of Proposition 3.1, which will: 1) lead to a new proof of the GGR Theorem; and 2) provide large families of sets of $n$-th generalized Riemann derivatives that are equivalent to the $n$-th Peano derivative, for all Peano differentiable functions $f$ at $x$.

This desired result for general $n$ is Theorem 0.1, the Generalized GGR Theorem, which we are ready to prove next.

**Proof of the Generalized GGR Theorem.** Since $\lfloor n/2 \rfloor$, two nodes of both differences $D_k(h) \pm D_k(-h)$ are $\pm k$ and the rest belong to the set $\{0, \pm1, \ldots, \pm(k - 1)\}$. Moreover, both limits $\lim_{h \to 0} D_k(h)(f) \pm D_k(-h)(f))/h^n$ exist. We apply Proposition 3.1 with

$$S^{even/odd}_{\frac{n}{2}} = \{D_k(h) \pm D_k(-h) : \frac{n+1}{2} \leq k \leq n - 1\} \quad \text{(for n odd)},$$

and with

$$S^{even}_{\frac{n}{2}} = \{D_k(h) + D_k(-h) : \frac{n}{2} \leq k \leq n - 2\},$$

$$S^{odd}_{\frac{n}{2}} = \{D_k(h) - D_k(-h) : \frac{n+2}{2} \leq k \leq n\} \quad \text{(for n even)}.$$

For this, we only need to verify the conditions in Definitions 2.2 and 2.4 and then the result will follow from Proposition 3.1.

First, none of $D_k(h) \pm D_k(-h)$ is the zero difference. Indeed, assuming the contrary, since $k$ is a node of $D_k(h)$, then $D_k(h) \pm D_k(-h)$ is zero implies that $k$ is a node in $D_k(-h)$, or $-k$ is a node of $D_k(h)$. This could only happen when $k \leq \lfloor \frac{2}{n} \rfloor$, which for $n$ odd contradicts the condition $\frac{n+1}{2} \leq k$. When $n$ is even, the same inequality will contradict the second assumption, $\frac{n+2}{2} \leq k$; and together with the first assumption, $\frac{2}{n} \leq k$, the same inequality forces $n = 2k$, so that $D_k$ has order at least $n$, and its nodes belong to the set $\{-\frac{2}{n}, \ldots, \frac{n}{n}\}$ with $n + 1$ elements. This forces $D_k$ to be the even difference $\Delta_{k, 2}$. Then $D_k(h) + D_k(-h) = 2D_k(h)$ is non-zero, a contradiction.

Second, we need to check the orders condition in part (i) of Definitions 2.2 and 2.4. This means that for odd differences the order is at least $2 \times \frac{n+1}{2} = n$ for $n$ odd and at least $2 \times \frac{n+2}{2} = n + 1$ for $n$ even. For even differences we need to check that the order
is at least $2 \times \frac{n+1}{2} = n + 1$ for $n$ odd and at least $2 \times \frac{n}{2} = n$ for $n$ even. Summarizing, what we need to check is that, for $n$ odd, the order of $D_k(h) - D_k(-h)$ is at least $n$ and, for $n$ even, the order of $D_k(h) - D_k(-h)$ is at least $n + 1$. The first of these is obvious, and the second follows from the fact that odd differences have odd orders.

Finally, we need to check that, for $n$ odd, the order of $D_k(h) + D_k(-h)$ is at least $n + 1$; and, for $n$ even, the order of $D_k(h) + D_k(-h)$ is at least $n$. The second of these is obvious, and the first follows from the fact that even differences have even order. □

In addition to providing infinitely many sets of $n$-th generalized Riemann derivatives whose joint existence is equivalent to the existence of the $n$-th Peano derivative, for all functions $f$ at $x$, the Generalized GGR Theorem provides a new proof of the GGR Theorem, which we restate here in its simplified, equivalent form, where half of the backward shifts of the $n$-th (forward) Riemann derivative are eliminated, as we discussed in the introduction. Recall that $\Delta_{n,k}(h)(f) = \sum_{i=0}^{n} (-1)^i \binom{n}{i} f(x + (n - k - i)h)$ is the $k$-th backward shift of the $n$-th Riemann difference $\Delta_{n}(h)(f) = \Delta_{n,0}(h)(f)$, and denote $\mathcal{R}_{n,k} f(x) = \lim_{h \to 0} \Delta_{n,k}(h)(f)/h^n$. The notation $(n)$ means that the value $n$ is taken only for $n$ even.

**Theorem 3.3 (The Simplified GGR Theorem).** Let $n \geq 3$, and let $f$ be an $n - 1$ times Peano differentiable function at $x$.

If all derivatives $\mathcal{R}_{n,k} f(x)$, for $k = \lfloor \frac{n+1}{2} \rfloor, \lfloor \frac{n+1}{2} \rfloor + 1, \ldots, n - 1, (n)$, exist, then $f$ is $n$ times Peano differentiable at $x$.

**Proof.** The result follows from the Generalized GGR Theorem, by taking $D_k$ to be the difference $\Delta_{n,n-k}$, the $(n-k)$-th backward shift of $n$-th Riemann difference $\Delta_{n}$.
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