Absolute Properties of the Triple Star CF Tauri
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ABSTRACT

CF Tau is now known to be an eclipsing triple star with relatively deep total and annular eclipses. New light and radial velocity curves as well as new times of minima were obtained and used for further modeling of the system. Very accurate (better than 0.9%) masses and radii of the eclipsing pair are determined from analysis of the two new light curves, the radial velocity curve, and the times of minimum light. The mass and luminosity of the distant third component is accurately determined as well. Theoretical models of the detached, evolved eclipsing pair match the observed absolute properties of the stars at an age of about 4.3 Gyr and [Fe/H] = −0.14.
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1. INTRODUCTION

In stellar astronomy it is still important to test current theory against accurate observations of stellar dimensions, masses, luminosities, and internal structure constants. These fundamental data can be supplied by measurements of eclipsing binary stars. Light curves, radial velocity curves, and O − C diagrams can be built up from measurements of brightness, Doppler shifts, and times of minimum light. The projected rotation rates ($v \sin i$) of the components also may be measured from high-resolution spectra. In systems with distant third components, the light travel time across the wide orbit can be measured to determine accurately some properties of this third star as well. Measured absolute properties can be compared with the results of stellar evolution theory in order to gauge the completeness of that theory, which is the main motivation of this type of investigation. A general compilation and investigation of these types of results is given by Torres et al. (2010).

The eclipsing binary star CF Tau, which we find below to be a detached evolved binary, is a relatively bright star ($V = 10.35$ mag; Høg et al. 2000), originally classified as G0 (HD Catalogue) but, as a result of our study, it is now known to be a G0+K0 eclipsing pair with a much fainter third component. The eclipsing components will be denoted Aa (the more massive, cooler, and larger eclipsing star), Ab (the less massive, hotter, and smaller eclipsing star), and the distant third component will be referred to as star B. The system was first discovered as a visual light curve, which shows a shallow secondary eclipse indicating a much cooler eclipsing component. It is included in the lists of chromospherically active stars (Strassmeier et al. 1993; Kashyap & Drake 1999; Eker et al. 2008) and stars with X-ray and radio emission (Drake et al. 1992). Popper (1996, p. 139) noted that he could see “a third component with sharp lines and a constant velocity, close to the poorly determined systemic velocity...” and that if the primary eclipse is the total, CF Tau is an evolved system. Our findings agree with his observations. CF Tau was one of the stars studied photometrically by Liakos et al. (2011), based on unfiltered SWASP photometry, but their study did not include radial velocity measurements as ours does, their photometric results were based on many fewer observations, and their published absolute results differ significantly from ours. We reanalyze their photometric data below. They estimated a minimum mass for the third body, B, as 0.89 ± 0.02 solar masses from the O−C variations. This is rather different from our result of 1.167 ± 0.054 solar masses derived below.

2. ECLIPSE TIMING AND SPECTROSCOPIC STUDY

Spectroscopic observations of CF Tau were obtained at the Harvard–Smithsonian Center for Astrophysics using nearly identical spectrographs on the 1.5 m Tillinghast reflector at the F. L. Whipple Observatory (Mount Hopkins, AZ), and on the 4.5 m equivalent Multiple Mirror Telescope (also on Mount Hopkins), prior to its conversion to a monolithic 6.5 m telescope. A single echelle order 4.5 nm wide was recorded with intensified photon-counting Reticon detectors, at a central wavelength of about 519 nm containing the lines of the Mg I b triplet. A total of 56 usable observations were obtained from 1985 December to 2009 January at a resolving power of approximately $R = 35,000$. The signal-to-noise ratios of these observations range from 22 to 55 per resolution element of 8.5 km s$^{-1}$.

The spectra of CF Tau are clearly triple lined (see Figure 1), with the sharp lines of the tertiary always lying between the broad lines of the two main components, and generally showing small but noticeable displacements over the years, suggesting physical association. This is confirmed in our detailed analysis below.

To measure radial velocities for all three components we used an extension of the two-dimensional cross-correlation technique TODCOR (Zucker & Mazeh 1994) to three dimensions (Zucker et al. 1995). Cross-correlations were performed against synthetic templates based on model atmospheres by R. L. Kurucz. The templates for CF Tau were selected from a large library at our disposal in the same way as described recently by Torres et al. (2012), by determining the set of three synthetic
TODCOR, based on numerical simulations analogous to those velocities were applied to correct for systematic errors resulting as described by Latham (1992). Additional adjustments to the instrumental shifts were applied to the velocities in each run.

The template parameters adopted for the velocity determinations correspond to effective temperatures \( T_{\text{eff}} \) of 5250 K and 6000 K for the more massive and less massive stars in the eclipsing binary (spectroscopic primary and secondary), 5750 K for the tertiary, and rotational velocities \( (v \sin i) \) when seen in projection of 60 km s\(^{-1}\), 40 km s\(^{-1}\), and 2 km s\(^{-1}\), respectively. Surface gravities and metallicity \( \log g \) and \([\text{Fe}/\text{H}]\) have a much smaller impact on the velocities. Solar metallicity was assumed throughout, and for the \( \log g \) gravities we adopted values of 3.5 and 4.0 for the cool and hot stars of the binary, and 4.0 for the tertiary. The values for the binary are close to those determined from our final analysis in Section 4. We improved these stellar parameters by interpolation following the procedures detailed by Torres et al. (2002), and obtained temperatures of 5930 K, 5240 K, and 6060 K for the spectroscopic primary, secondary, and tertiary (with estimated uncertainties of 150 K), and projected rotational velocities of 56 \( \pm 4 \) km s\(^{-1}\), 38 \( \pm 2 \) km s\(^{-1}\), and 2 \( \pm 2 \) km s\(^{-1}\), respectively. The spectroscopic primary and secondary temperatures are further refined below, incorporating information from the light curve analysis that constrains their difference. We also measured the brightness ratios between the three stars in our spectra (at the mean wavelength of 519 nm) and corrected them to the V band, obtaining \( L(\text{hot})/L(\text{cool}) = 1.16 \pm 0.10 \) and a fractional contribution of the third star to the total light of \( L_B = 0.16 \pm 0.03 \). These values are consistent with those derived from the light curve analysis in the next section.

The zero point of our velocity system was monitored by taking exposures of the dusk and dawn sky, and small corrections for instrumental shifts were applied to the velocities in each run as described by Latham (1992). Additional adjustments to the velocities were applied to correct for systematic errors resulting from the narrow spectral window and residual blending effects in TODCOR, based on numerical simulations analogous to those described by Torres et al. (2012). The resulting velocities for all three stars are listed in Table 1, where typical uncertainties are 2.8, 2.1, and 1.0 km s\(^{-1}\) for the spectroscopic primary, secondary, and tertiary.

Inspection of the tertiary velocities as a function of time revealed changes that are correlated with the motion of the center of mass of the binary, implying a hierarchical triple system. An initial orbital solution solving for the inner and outer orbits simultaneously gave an estimate of the period of the outer orbit as \( \sim 8000 \) days and a rather high eccentricity, but the phase coverage is incomplete (although a full cycle has elapsed since the beginning of our observations, and periastron passage is covered) and the elements are much more uncertain than those of the inner orbit.

Times of eclipse for CF Tau have been recorded since its discovery, using a variety of techniques. An O–C diagram of the more recent measurements that have better precision shows an obvious light-time effect consistent with the 8000 day period we determined. These timings therefore constrain the outer orbit and complement the velocity observations, so we have used them in a joint solution. Table 2 collects the CCD and photoelectric timing measurements available from the literature that are accurate enough for our purposes. Older timings obtained visually or photographically have typical uncertainties that are one or two orders of magnitude worse, and were thus not considered in our analysis as they do not provide any significant constraint on the O–C amplitude. To the published eclipse times may be added values determined from the ROTSE photometry of the NSVS survey (a fit to the ROTSE photometry was made in the fashion discussed in the next section by using the \textit{jktebop} program, allowing the reference time of eclipse to vary in order to determine precise values of primary and secondary eclipses during the epoch of those measurements). Additional unpublished times of eclipse were determined from the NFO data discussed below by using the methods of Lacy (2006). We incorporated all of these determinations in our orbital fit following the formalism of Irwin (1952), and corrections were applied to the spectroscopic times of observation by iterations to account for the light-time effect on the radial velocities. The joint orbital fit using radial velocities and timings (see Torres 2004) was performed by nonlinear least squares using the Levenberg–Marquardt algorithm (Press et al. 1992), solving for the elements of the inner and outer orbits simultaneously. This obviates the need for a separate fit to the timings in order to model the light-time effect (typically referred to as a “LITE” curve), as this effect follows directly from the elements of the outer orbit, which is constrained in our global fit both by the velocities and the eclipse timings. The orbital period of the inner orbit and the reference epoch of eclipse resulting from our fit constitute the line of nodes that we use in our modeling of the differential photometry below. A similar application of this global modeling technique may be seen in the work of Torres et al. (2006). Tests allowing for non-zero eccentricity in the inner orbit gave values indistinguishable from zero, consistent with evidence presented in the next section, so we have assumed for the remainder of the paper that the inner orbit is circular. We also allowed for systematic shifts between the spectroscopic primary (more massive and cooler eclipsing star) and secondary velocity scales, and between the spectroscopic primary and tertiary velocity scales, to account for possible template mismatch in our TODCOR determinations. Both fitted offsets turned out to be small and do not affect the results. The published uncertainties for eclipse timings are often underestimated, so we rescaled...
them by iterations in our solution, in order to achieve reduced \( \chi^2 \) values of unity separately for the deeper and shallower eclipse timings. The measurements for eclipses of the hotter star (deeper eclipse) required a scale factor of 2.4, while those of the cooler star (shallower eclipse) were increased by a factor of 4.6, qualitatively consistent with the smaller depth of those eclipses. O – C values in Table 2 are based on the fitted parameters in symbols in Table 3 refer to the standard  

Note. \( \Delta t \) is the correction applied to the dates of observation for light-travel time in the outer orbit.
Table 2

Times of Eclipse for CF Tau

| Year  | HJD − 2,400,000 | Err (days) | Cycle | Typ | Method | O−C | Reference |
|-------|-----------------|------------|-------|-----|--------|-----|-----------|
| 1989.92 | 47864.4441 | 0.003 | −1395.0 | 1 | pe | −0.0051 | 1 |
| 1992.92 | 47864.4464 | 0.003 | −1395.0 | 1 | pe | −0.0028 | 1 |
| 1995.79 | 50008.5090 | 0.0030 | −617.0 | 1 | ccd | −0.0067 | 2 |
| 1999.96 | 51529.7649 | 0.0005 | −65.0 | 2 | ROTSE | 0.0002 | 3 |
| 2001.03 | 51919.7246 | 0.0005 | 76.5 | 2 | ccd | 0.0005 | 4 |
| 2001.15 | 51966.5772 | 0.0007 | 93.5 | 2 | ccd | 0.0028 | 4 |
| 2007.78 | 54387.6264 | 0.0044 | 972.0 | 1 | ccd | −0.0012 | 15 |
| 2007.84 | 54406.9206 | 0.0003 | 979.0 | 1 | ccd | 0.0021 | 15 |
| 2008.73 | 54734.8615 | 0.0004 | 1098.0 | 1 | ccd | −0.0020 | 15 |
| 2009.88 | 55153.7515 | 0.0003 | 1250.0 | 1 | ccd | −0.0017 | 17 |
| 2010.83 | 55572.6417 | 0.0011 | 1402.0 | 1 | ccd | 0.0001 | 19 |
| 2011.84 | 55868.8932 | 0.0006 | 1509.5 | 2 | ccd | −0.0029 | 20 |

Notes. The cycle numbers refer to the reference time of eclipse of the hotter star given in Table 3. Internal errors under the “Err” column are reported here as published, but were re-scaled in our orbital solution as described in the text. The type of eclipse under “Typ” is 1 for the deeper eclipse of the hotter star and 2 for an eclipse of the cooler star. The observational technique is indicated under “Method” as “pe” (photoelectric), “ccd,” or ROTSE. Residuals from our combined orbital fit are listed under “O−C.”

References. (1) Hubscher 1990; (2) Paschke 1996; (3) this paper (ROTSE); (4) Lacy et al. 2001; (5) Lacy et al. 2002; (6) Nagai 2003; (7) Lacy 2003; (8) Albayrak et al. 2005; (9) Nagai 2004; (10) Lacy 2006; (11) Hubscher et al. 2005; (12) Hubscher et al. 2006; (13) Lacy 2007; (14) Hubscher & Walter 2007; (15) Lacy 2009; (16) Hubscher et al. 2008; (17) Hubscher et al. 2010; (18) this paper (NFO); (19) Diethelm 2011; (20) Diethelm 2012.
Figure 2. Radial velocity measurements for the spectroscopic primary and secondary of CF Tau along with our best-fit model, after subtraction of the motion in the outer orbit. Phase 0.0 corresponds to the eclipse of the hotter (less massive) star in the binary, represented with open circles. The solid and dashed lines are the computed curves for the cooler and hotter stars, respectively, and the horizontal dotted line corresponds to the center-of-mass velocity of the triple system. Residuals are shown at the bottom.

Figure 3. Top: radial velocity measurements of CF Tau in the outer orbit. Motion in the inner orbit has been subtracted from the measurements of both components of the eclipsing pair (filled and open circles for the cooler and the hotter star, respectively). The velocities of the third star are shown with triangles, and the curves correspond to our best-fit model. The center of mass of the triple system is represented with a dotted line. Bottom: O–C timing residuals (filled symbols for the cooler star) along with our best-fit model of the light-time effect.

Figure 4. Enlargement of Figure 3 near the 2005 periastron passage.

Table 3

| Spectroscopic Orbital Solution Incorporating Eclipse Timings |
|------------------------------------------------------------|
| Inner Orbit                                               |
| P(A) (days)                                               | 2.75587690 ± 0.00000079 |
| y (km s\(^{-1}\))                                         | −14.51 ± 0.39       |
| K(Aa) (km s\(^{-1}\))                                    | 102.15 ± 0.42       |
| K(AB) (km s\(^{-1}\))                                    | 104.65 ± 0.32       |
| e                                                         | 0 (fixed)            |
| \(T_{\text{min}}\) (Ab) (HJD)                             | 2,454,708.90707 ± 0.00066 |
| offset2 (km s\(^{-1}\))                                  | +1.15 ± 0.48        |

| Outer Orbit                                              |
|----------------------------------------------------------|
| P(AB) (days)                                             | 8375 ± 136          |
| K(A) (km s\(^{-1}\))                                    | 7.88 ± 0.25         |
| K(B) (km s\(^{-1}\))                                    | 17.10 ± 0.38        |
| \(e_{\text{AB}}\)                                       | 0.8388 ± 0.0065     |
| \(o(A)\) (deg)                                          | 70.0 ± 1.6          |
| offset3 (km s\(^{-1}\))                                 | +0.87 ± 0.48        |

| Derived Quantities                                       |
|----------------------------------------------------------|
| K(O–C) (days)                                            | 0.01908 ± 0.00054   |
| M(Aa) sin\(^3\) i (solar masses)                        | 1.2780 ± 0.0094     |
| M(AB) sin\(^3\) i (solar masses)                        | 1.247 ± 0.011       |
| \(q = M(AB)/M(Aa)\)                                    | 0.9761 ± 0.0050     |
| \(a\) sin i (solar radii)                               | 11.265 ± 0.029      |
| M(A) sin\(^3\) i (solar masses)                         | 1.496 ± 0.056       |
| M(B) sin\(^3\) i (solar masses)                         | 0.689 ± 0.032       |
| \(\sigma_{\text{RV}(Aa)}\) (km s\(^{-1}\))             | 2.74                |
| \(\sigma_{\text{RV}(AB)}\) (km s\(^{-1}\))             | 2.06                |
| \(\sigma_{\text{RV}(B)}\) (km s\(^{-1}\))              | 1.01                |
| N R vs (Aa,Ab,B)                                        | 56                  |
| N (Min Aa)                                               | 19                  |
| N (Min Ab)                                               | 19                  |

Note. offset2 is a systematic offset between the primary and secondary velocities (see the text), and offset3 is the same between the primary and tertiary.
Kimpel Hall on the University of Arkansas campus. A Bessell (1990) V filter was used for all observations.

The NFO WebScope is a refurbished 24 inch Group 128 Cassegrain reflector with a 2K × 2K Kodak CCD camera, located near Silver City, NM (Grauer et al. 2008). Observations of 60 s duration through a Bessell (1990) V filter were repeated, often for hours.

Software written by Lacy was used to measure the images (see the description in Lacy et al. 2012). The comparison stars were TYC 1814–0104-1 (V = 11.85, G5; main comparison star, comp) and TYC 1814–0014-1 (V = 11.89, G6; check star, ck). The magnitudes are from Høg et al. (2000), and the spectral types are estimated from those color indices. Both comparison stars are within 6 arcmin of the variable star. The mean nightly comparison star magnitude differences were constant at the level of 0.009 mag (URSA) and 0.017 mag (NFO) for the standard deviation of the mean magnitude differences during a night, and 0.027 mag (URSA) and 0.022 mag (NFO) for the standard deviation of the differential magnitudes during a night. For the differential magnitudes, URSA observations were based only on the comp magnitudes. NFO differential magnitudes were based on the sum of the fluxes of both comparison stars (comp and ck), which was converted to a magnitude called “comparisons”.

The resulting 8052 (URSA) and 5013 (NFO) V magnitude differences (variable-comp and variable-comparisons) are listed in Tables 4 and 5 (without any nightly corrections) and are shown in Figure 5 (after the nightly corrections discussed below have been added, and a few clearly aberrant points were removed).

Small variations in the zero point of the magnitude system were seen in the NFO measurements, and to a much smaller extent, also in the URSA data. These variations of a few hundredths of a magnitude are due to sensitivity changes across the field of view of the telescope, coupled with imprecise centering from night to night. The fact that the variations are very much smaller in the URSA data shows that the effect is intrinsic to the telescope design, and not due to night-to-night variations in the stars being measured. Such effects are a well-known feature of wide-field Cassegrain telescopes. They can be partially removed by fitting the variations with a two-dimensional polynomial (see Selman 2004).

From our orbital fit in the preceding section, the semi-amplitude of the O–C variations of the eclipse timings corresponds to 27.6 ± 0.7 minutes. This is large enough that it has an impact on the light curve fits described below. We have therefore applied appropriate corrections for this light-time effect to the times of observation of our differential photometry.

### 3.2 Light Curve Modeling

The light curves were fitted with the Nelson–Davis–Etzel (NDE) model as implemented in the code jktebop (Etzel 1981; Popper & Etzel 1981; Southworth et al. 2007), adopting the linear ephemeris:

$$\text{HJD min } I = 2,454,708.90707(66) + 2.75587690(79) E,$$

based on our global fit described earlier (see Table 3). The main adjustable parameters of the eclipsing binary star model (stars Aa and Ab) are the relative central surface brightness of the cooler star Aa (J_{Aa}) in units of the central surface brightness of the hotter star Ab, the sum of the relative radii of the cooler and hotter stars (r_{Aa} + r_{Ab}) in units of the separation, the ratio of radii (k = r_{Aa}/r_{Ab}), the inclinations of the orbit (i), and the geometric eccentricity factors e cos ω and e sin ω. Auxiliary parameters needed in the analysis include the gravity-brightening exponent,

| Table 4 | URSA Differential Photometry of CF Tau |
|---------|--------------------------------------|
| HJD − 2,400,000 | ΔV |
| 51919.664616 | −1.843 |
| 51919.664248 | −1.853 |
| 51919.666350 | −1.855 |
| 51919.666451 | −1.837 |
| 51919.666554 | −1.855 |

(This table is available in its entirety in machine-readable and Virtual Observatory (VO) forms in the online journal. A portion is shown here for guidance regarding its form and content.)

| Table 5 | NFO Differential Photometry of CF Tau |
|---------|--------------------------------------|
| HJD − 2,400,000 | ΔV |
| 53359.62535 | −0.924 |
| 53359.62625 | −0.917 |
| 53359.62720 | −0.903 |
| 53359.62809 | −0.921 |
| 53359.62904 | −0.898 |

(This table is available in its entirety in machine-readable and Virtual Observatory (VO) forms in the online journal. A portion is shown here for guidance regarding its form and content.)

Figure 5. Light curves of CF Tau from the URSA and NFO WebScope data sets after removal of the nightly corrections. The curves are offset for clarity. Residuals from the fitted photometric orbit are shown at the bottom. The orbital phases have been corrected for motion of the eclipsing pair around the center of mass of the triple star system.

---

Table 4

| HJD − 2,400,000 | ΔV |
|----------------|----|
| 51919.664616 | −1.843 |
| 51919.664248 | −1.853 |
| 51919.666350 | −1.855 |
| 51919.666451 | −1.837 |
| 51919.666554 | −1.855 |

Table 5

| HJD − 2,400,000 | ΔV |
|----------------|----|
| 53359.62535 | −0.924 |
| 53359.62625 | −0.917 |
| 53359.62720 | −0.903 |
| 53359.62809 | −0.921 |
| 53359.62904 | −0.898 |
which we adopt as 0.35 for the hotter star Ab and 0.42 for the cooler star Aa based on their temperatures (Claret 1998). For the analysis of the data, quadratic limb-darkening coefficients \((u, u')\) were adopted from the tables of Claret & Bloeman (2011, least-squares method) because a quadratic limb-darkening law produced a better fit to the data than did a linear law. The mass ratio \(q = M_{\text{Aa}}/M_{\text{Ab}} = 1.024\) was adopted from the spectroscopic analysis in Section 2. Two auxiliary parameters (the magnitude at quadrature, between the deeper and shallower eclipses, and the phase of the deeper eclipse) were also fitted. “Third light” \(L_B\) was included as a parameter to be fitted by the method. “Reflected light” was calculated from bolometric theory (see Popper & Etzel 1981). The method converged to a solution for both the Ursa and NFO data sets (Table 6). In this table, the values of \(\sigma\) are the standard deviations of the residuals from the fits and \(N\) are the number of observations used in the fits.

As discussed above, small adjustments were made to remove nightly instrumental variations due to the telescopes’ variable responsivity. The number of nights where these adjustments were applied is listed in Table 6 as “Corrections.” Fits to the “corrected” data then show significantly reduced residual variance, and we have adopted these improved fits (Table 6).

The “third light” parameter \(L_B\) was found to be significantly non-zero (as expected because of the spectroscopic presence of a third star in the system), and fits to the Ursa and NFO data sets did agree well on its value, fitted at 15% of the total light. This is due to the component that is causing the light-time effect as discussed in Section 2, the same component that Popper saw in his spectra near the center-of-mass velocity.

Monte Carlo simulations were done where synthetic data were generated and analyzed in the same way as the measured data. In this way we could gauge the accuracy of the uncertainty estimates. Five hundred simulations were run, allowing us to check the uncertainty’s accuracy to about two digits. Values of parameter uncertainty generally agreed between the original fitting method and the Monte Carlo method, but when they did not agree exactly, the larger uncertainty estimate was adopted.

The uncertainties of the adopted photometric elements in Table 6 take into account both the error estimates from the Monte Carlo method and the degree of agreement between the independent parameter values from the Ursa and NFO telescopes. Plots of the fits are shown in Figure 5.

Lacy (1987) showed that the difference in visual surface brightness parameter, \(\Delta F_v\), is related to the normalized \(V\)-band central surface brightness of the cooler star in eclipsing binaries: \(\Delta F_v = 0.25 \log J_c'\). Here, \(J_c\) is a parameter, the central surface brightness of the cooler star, that is fitted in the \textit{jktebop} code that we use to model the light curves, and \(J_c'\) is the average surface brightness after correction for limb darkening. The relationship between the visual surface brightness parameter \(F_v\) and the stellar temperature is tabulated in Popper’s (1980) Table 1, thus the temperature difference is readily and very accurately determined from the \(V\)-filter light curve fit alone. Additional light curves in different bandpasses are not needed in order to determine accurately the temperature difference if this method is used.

The intrinsic color indices and amount of interstellar reddening were determined through a deconvolution procedure using the \textit{uvby} indices of Lacy (2002). We explored combinations of synthetic Strömgren indices for the three stars taken from the calculations of Girardi et al. (2000), as well as a range of reddening values, seeking to obtain the total magnitudes (combined light of the three stars) consistent with the measurements. We imposed the measured light ratios in Table 6 as constraints, along with the condition that the masses of the primary and secondary should be close to those determined in this paper. We obtained a very good fit for a color excess of \(E(b - y) = 0.21\), with a negligible dependence on the metallicity assumed. This corresponds to \(E(B - V) = 0.28\). As a consistency check, we collected all available absolute photometry for CF Tau in the Johnson–Cousins, Strömgren, Tycho-2, and 2MASS systems, and formed 11 non-independent color indices for which color/temperature calibrations exist (Casagrande et al. 2010). We de-reddened each index using \(E(B - V) = 0.28\) and the extinction prescription by Cardelli et al. (1989), and computed the average of the 11 temperatures as 5590 K. This is close to the luminosity-weighted spectroscopic determination of 5650 K (Section 2), indicating that the adopted reddening is reasonable.

Tests comparing the NDE model used by \textit{jktebop} with more complicated models (Popper & Etzel 1981; North & Zahn 2004) including the WD (Wilson & Devinney 1971) model

---

### Table 6

Photometric Orbital Parameters of CF Tau

| Parameter | Ursa | NFO | Adopted |
|-----------|------|-----|---------|
| \(J_{\text{Aa}}\) | 0.5206 ± 0.0012 | 0.5265 ± 0.0010 | 0.524 ± 0.003 |
| \(r_{\text{Aa}} + r_{\text{Ab}}\) | 0.4303 ± 0.0010 | 0.4288 ± 0.0007 | 0.4296 ± 0.0008 |
| \(r_{\text{Aa}}\) | 0.2477 ± 0.0006 | 0.2482 ± 0.0004 | 0.2480 ± 0.0007 |
| \(r_{\text{Ab}}\) | 0.1826 ± 0.0011 | 0.1806 ± 0.0008 | 0.1816 ± 0.0013 |
| \(k = r_{\text{Aa}}/r_{\text{Ab}}\) | 1.357 ± 0.010 | 1.375 ± 0.007 | 1.366 ± 0.009 |
| \(i\) (deg) | 87.32 ± 0.20 | 87.21 ± 0.15 | 87.26 ± 0.25 |
| \(u_{\text{Aa}}, u_{\text{Ab}}\) | 0.569, 0.411 fixed | 0.569, 0.411 fixed | 0.569, 0.411 fixed |
| \(u_{\text{Aa}}, \lambda_{\text{Mab}}\) | 0.189, 0.288 fixed | 0.189, 0.288 fixed | 0.189, 0.288 fixed |
| \(y_{\text{Aa}}, y_{\text{Ab}}\) | 0.42, 0.35 fixed | 0.42, 0.35 fixed | 0.42, 0.35 fixed |
| \(q = M_{\text{Aa}}/M_{\text{Ab}}\) | 1.024 fixed | 1.024 fixed | 1.024 ± 0.005 |
| \(L_{\text{Aa}}\) | 0.410 ± 0.005 | 0.425 ± 0.004 | 0.418 ± 0.008 |
| \(L_{\text{Ab}}\) | 0.437 ± 0.005 | 0.436 ± 0.004 | 0.436 ± 0.004 |
| \(L_B\) | 0.153 ± 0.006 | 0.139 ± 0.005 | 0.146 ± 0.009 |
| \(L_{\text{Aa}}/L_{\text{Ab}}\) | 0.939 ± 0.015 | 0.975 ± 0.012 | 0.956 ± 0.023 |
| \(\sigma\) (mmag) | 19.63038 | 12.01743 | 5004 |
| \(N\) | 8052 | 105 |

**Note.** The luminosity values cited here are fractional luminosities, where \(L_{\text{Aa}} + L_{\text{Ab}} + L_B = 1\).
Figure 6. Light curve and orbital fit for the SWASP data set. The fitted orbital parameters are not significantly different from those of the URSA and NFO data set, but the number of observations is many fewer and the observational error is greater (see Tables 6 and 7).

Table 7

| Parameter in V Band | Liakos et al. (2011) | This Paper URSA + NFO | This Paper SWASP | Adopted SWASP |
|---------------------|----------------------|-----------------------|------------------|---------------|
| Inclination $i$ (deg) | $86.8 \pm 0.1$       | $87.26 \pm 0.25$     | $90 \pm 2$      | $87.26$ fixed |
| Mass ratio $q = M_{A}/M_{B}$ | $0.940 \pm 0.004$  | $1.024 \pm 0.005$  | $1.024 \pm 0.005$ | $1.024 \pm 0.005$ |
| Temperature $T_{A}$ (K) | $5308 \pm 5$       | $5200 \pm 150$      | $5200 \pm 150$  | $5200 \pm 150$ |
| Temperature $T_{B}$ (K) | $5950$            | $6000 \pm 150$      | $6000 \pm 150$  | $6000 \pm 150$ |
| Radius $r_{A}$ | $0.225$            | $0.248 \pm 0.0007$  | $0.2454 \pm 0.0008$ | $0.2465 \pm 0.0008$ |
| Radius $r_{B}$ | $0.206$            | $0.1816 \pm 0.0013$ | $0.1842 \pm 0.0015$ | $0.1794 \pm 0.0015$ |
| Luminosity $L_{A}$ | $0.560 \pm 0.002$  | $0.436 \pm 0.004$  | $0.422 \pm 0.008$ | $0.423 \pm 0.008$ |
| Luminosity $L_{B}$ | $0.043 \pm 0.002$  | $0.146 \pm 0.009$  | $0.170 \pm 0.004$ | $0.131 \pm 0.004$ |
| $\sigma$ (mmag) | $12.017$           | $20.339$            | $20.342$        | $20.342$ |
| $N$ | $3521$            | $13056$             | $3521$          | $3521$ |

Note. The luminosity values cited here are fractional luminosities, where $L_{A} + L_{B} + L_{B} = 1$.

have been made by others. It was found that the limits for high-accuracy determination of parameters such as the radii, inclination, etc., with the NDE model are mean radii less than 0.25 and component oblateness less than 0.04. The CF Tau properties are all within these limits, so we do not feel the need to use a more complicated model in this case.

The photometric parameters of the orbit by Liakos et al. (2011) are compared to our adopted solution in Table 7. The differences in fitted parameter values are likely due to the much smaller numbers of observations in minima in the Liakos et al. solution and the lack of an accurate spectroscopically measured mass ratio by them.

We have obtained and re-analyzed the SWASP data they used. Our results are given in Table 7 (under SWASP) and displayed in Figure 6. The orbital inclination parameter is very poorly determined from the SWASP data set, but when fixed at the mean value of the URSA and NFO results, the other fitted parameters are not significantly different from the URSA and NFO values.

4. ABSOLUTE PROPERTIES

The combination of the spectroscopic results of Table 3 with the light curve results in Table 6 leads to the absolute dimensions and masses for CF Tau shown in Table 8. Table 1 of Popper (1980) has been used for the radiative quantities. The masses are determined to an accuracy of better than 0.9% (standard error), and the radii are good to better than 0.8% (standard error). We have conservatively estimated the uncertainties in the effective temperatures to be 150 K (standard error) to include possible systematic errors in the photometry, spectroscopy, and in the calibrations of Popper (1980). Absolute magnitudes for the stars in the eclipsing pair computed using bolometric corrections are consistent with those directly from the visual surface brightness parameter $F_{v}$ to within 0.1 mag. The mean distance using bolometric corrections (BCs) is 258 ± 30 pc, also consistent with the $F_{v}$ value. Separate distances for the primary and secondary using BCs are 253 and 262 pc, indicating good internal consistency. The distance we derive for the system corresponds to a parallax of $\pi = 3.73 \pm 0.37$ mas. The Hipparcos catalog does not include this star.

From the absolute masses in Table 8 and the minimum mass of the binary from our orbital fit in Table 3, we infer an inclination angle for the outer orbit of 57°. This leads to a tertiary mass of 1.167 ± 0.054 solar masses. Its absolute visual magnitude can be computed based on $L_{B}$ (from Table 7) and the absolute magnitudes of the other two stars. Adopting for the latter the
Table 8
Physical Parameters of the CF Tau Eclipsing System

| Parameter                      | Star Aa       | Star Ab       |
|--------------------------------|---------------|---------------|
| Mass (solar masses)            | 1.282 ± 0.009 | 1.251 ± 0.011 |
| Radius (solar radii)           | 2.797 ± 0.011 | 2.048 ± 0.016 |
| log g (cgs)                    | 3.653 ± 0.005 | 3.913 ± 0.008 |
| $T_{\text{eff}}$ (K)           | 5200 ± 150    | 6000 ± 150    |
| log $L$ (solar units)          | 0.71 ± 0.05   | 0.69 ± 0.05   |
| Measured $v$sin$i$ (km s$^{-1}$)| 56 ± 4        | 38 ± 2        |
| Synchronous $v$sin$i$ (km s$^{-1}$)| 51.3 ± 0.2  | 37.6 ± 0.3    |
| Semimajor axis (solar radii)   | 11.28 ± 0.03  |
| $E(b - y)$ (mag)               | 0.21 ± 0.05   |
| $F_v$                          | 3.695 ± 0.017 | 3.770 ± 0.014 |
| $M_V$ (mag)                    | 3.07 ± 0.17   | 3.00 ± 0.14   |
| $m - M$ (mag)                  | 7.14 ± 0.24   |
| Distance (pc)                  | 268 ± 30      |
| BCV (mag)                      | −0.23 ± 0.11  | −0.04 ± 0.10  |
| $M_{\text{bol}}$ (mag)         | 2.96 ± 0.12   | 3.01 ± 0.11   |

Notes. Absolute magnitudes $M_V$ are computed directly from the visual surface brightness $F_v$ following Popper (1980). BCV values are from Flower (1996) and their uncertainties include 0.1 mag added in quadrature to the uncertainty that comes from the temperature errors. Bolometric magnitudes assume $M_{\text{bol}}$(Sun) = 4.73 (see Torres 2010).

results based on $F_v$ (Table 8), we obtain a tertiary absolute magnitude of 4.20 ± 0.14. Alternately, if we adopt instead the absolute magnitudes of the primary and secondary computed by using bolometric corrections, the result for the tertiary is 4.28 ± 0.15. The semimajor axis of the outer orbit is 12.48 AU, which at the distance of the system corresponds to 47 mas. Given the ~2 mag V-band brightness difference between the tertiary and the binary, the wide pair should be fairly easy to resolve with long-baseline interferometry.

5. COMPARISONS WITH THEORY

The accurate dimensions obtained for CF Tau allow for interesting comparisons with stellar evolution theory as well as tidal evolution calculations in close binaries. We discuss these in turn.

5.1. Stellar Evolution

In Figure 7, we display the measurements for CF Tau in the plane of surface gravity versus effective temperature, against standard evolutionary tracks from the Yale series (Yi et al. 2001; Demarque et al. 2004) interpolated for the measured masses and the mean age of the system (4.3 Gyr, according to these models) are represented with a dashed line. Solar-metallicity tracks are shown for reference (dotted lines).

Figure 7. Surface gravity and temperature measurements for the eclipsing components of CF Tau, compared with evolutionary tracks from the Yale series (Yi et al. 2001; Demarque et al. 2004) for the measured masses and their uncertainties include 0.1 mag added in quadrature to the uncertainty that comes from the temperature errors. Bolometric magnitudes assume $M_{\text{bol}}$(Sun) = 4.73 (see Torres 2010).

system of nearly equal-mass components (mass difference of only ~2.5%) in very different evolutionary states: one star appears to be crossing the Hertzsprung gap, while the other is already at the base of the giant branch. Such systems with significant differential evolution are particularly useful for testing theory, especially when the metallicity has been measured. The best-known example is the classic binary AI Phe (Andersen et al. 1988; see also Torres et al. 2010), which is remarkably similar to CF Tau. Unfortunately, the chemical composition of CF Tau is unknown. Nevertheless, it may still pose strong constraints on the importance of convective core overshooting.

To explore this, and at the same time to investigate how overshooting affects the temperature difference, we made use of the stellar evolution models of Claret (2004). For comparison purposes we adjusted the metallicity in these models using the value of [Fe/H] = −0.14, nearly identical to the previous composition, and a mean age of 4.5 Gyr. We then held the metallicity fixed, and varied the overshooting between $\alpha_{\text{ov}}$ = 0.00 and 0.40. The results are shown in Figures 8(a)–(e).

Because overshooting extends the core hydrogen-burning phase, higher values of $\alpha_{\text{ov}}$ place the secondary star closer to the end of the main sequence, rather than in the Hertzsprung gap. At $\alpha_{\text{ov}}$ = 0.40, we find that a small change in the metallicity allows the measured temperatures of the stars to be reproduced almost exactly (Figure 8(f)). We note, however, that this high value of $\alpha_{\text{ov}}$ seems at odds with typical values found for other binaries of similar mass (see Claret 2007). An accurate metallicity determination for CF Tau would be highly beneficial, as it would eliminate a free parameter in this modeling.
5.2. Tidal Evolution

Based on the old age estimated for the CF Tau system, and its short orbital period, the general expectation from theory is that the orbit should be circularized by now due to tidal forces, and that the rotations of the stars should be locked in synchronism with the orbital motion (see, e.g., Mazeh 2008). This is indeed what the observations suggest. To place these predictions on a more quantitative basis, we have carried out tidal evolution calculations using the formalism of Hut (1981), integrating the set of six coupled differential equations describing the time evolution of the semimajor axis, eccentricity, angular rotation rates, and inclination of the spin axes relative to the orbital axis. The procedure we follow is the same as that described by Torres et al. (2009) and applied also recently to the BF Dra system by Lacy et al. (2012). Because the initial conditions are unknown a priori, we experimented with different values. The properties of the stars at each time step were taken from the same Claret (2004) evolutionary tracks used in the previous section, for [Fe/H] = −0.12 and α_{ov} = 0.20. Changes in these parameters have a negligible effect on the results.

The outcome of our tidal calculations is displayed graphically in Figure 9. The first two panels show the evolution of the orbital eccentricity and period for two different sets of initial conditions (P_0 = 3 days, e_0 = 0.3, thin line; and P_0 = 4 days, e_0 = 0.5, heavy line). The models indicate that regardless of the initial conditions the orbit circularizes just before an age of approximately 1 Gyr, consistent with the observation that the eccentricity at the present age (vertical dotted line) is effectively zero. Figure 9(c) illustrates the evolution of the angular rotation rates of the two stars (solid lines for the more massive primary, dashed for the secondary), which for convenience we have normalized to the orbital rate. The pseudo-synchronous rotation rate (Hut 1981) is indicated with the dot-dashed lines. We used the same two sets of initial conditions as before, but theory shows once again that the end result does not depend strongly on those values, and pseudo-synchronization is achieved very early on, at an age of about 3 Myr (log age = 6.5). Another effect of tidal forces is that they tend to align the spin axes of the stars with the orbital axis. The evolution of the spin-orbit angles (φ) for CF Tau is illustrated in Figure 9(d) for the same \{P_0, e_0\} values used above. The curves shown were calculated for initial values of φ = 90° for both stars (spin axes perpendicular to the orbital axis), but the results indicate that these angles are quickly damped and reach 0° before an age of 10 Myr, much younger than the current age of the system. Smaller initial values of φ would therefore not change this conclusion.

Finally, the evolution of the projected rotational velocities of the stars is illustrated in Figures 9(e) and (f), with the same initial conditions as above. The measured values for CF Tau are indicated with the dashed lines. While v sin i evolves considerably and is sensitive to initial conditions in
Figure 9. Tidal evolution calculations for the eclipsing components of CF Tau for two sets of initial conditions regarding the period and eccentricity: $P_0 = 3 \, \text{days}$, $e_0 = 0.3$ (thin line) and $P_0 = 4 \, \text{days}$, $e_0 = 0.5$ (heavy line). The current age of the system (4.5 Gyr, or log age = 9.66 based on the models by Claret (2004), for $[\text{Fe/H}] = -0.12$ and $\alpha_{\text{ov}} = 0.20$) is indicated with a vertical dotted line. (a and b) Time evolution of the eccentricity and period. The observed values are marked with horizontal dotted lines. (c) Angular rotation rates, normalized to the orbital rate. Initial values are arbitrarily set to $\Omega / \Omega_{\text{orb}} = 5.0$. The curves for the primary (solid) and secondary (dashed) are nearly indistinguishable. Pseudo-synchronous rates as a function of time are indicated with the dot-dashed lines. (d) Spin-orbit inclination angles, set initially to 90°. (e and f) Evolution of the projected rotational velocities. Measured $v \sin i$ values and uncertainties are indicated with horizontal dashed lines and shaded areas.

In the early stages, theory predicts final values at the current mean age of 4.5 Gyr of 51.3 km s$^{-1}$ for the more massive star and 37.6 km s$^{-1}$ for the other. The latter agrees nearly perfectly with our measurement, and the predicted value for the cooler star is only marginally lower than observed, given our uncertainties.

In conclusion, theoretical predictions from tidal evolution are in good agreement with the observations regarding circularization of the orbit and synchronization of the stellar rotations, and the models indicate also that the spin axes of both stars should be aligned with the orbit (although this is not directly measurable for CF Tau).
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