Online Learning Video Recommendation System Based on Course and Syllabus Using Content-Based Filtering
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Abstract

Learning using video media such as watching videos on YouTube is an alternative method of learning that is often used. However, there are so many learning videos available that finding videos with the right content is difficult and time-consuming. Therefore, this study builds a recommendation system that can recommend videos based on courses and syllabus. The recommendation system works by looking for similarity between courses and syllabus with video annotations using the cosine similarity method. The video annotation is the title and description of the video captured in real-time from YouTube using the YouTube API. This recommendation system will produce recommendations in the form of five videos based on the selected courses and syllabus. The test results show that the average performance percentage is 81.13% in achieving the recommendation system goals, namely relevance, novelty, serendipity and increasing recommendation diversity.
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1. INTRODUCTION

Learning through video is one of the learning alternatives that is often applied by college students. Learning videos also help lecturers who find it difficult to deliver material online. The use of video in the online learning process is the right step, because the ability of videos can visualize material very effectively and of course this is very helpful for educators in delivering dynamic material [1]. Several studies have shown that the use of video teaching media is more desirable and shows college student interest [2]. Scenarios in the form of videos also contain lots of information and triggers for students to determine their own learning methods and learning objectives that must be achieved [3]. Learning videos are abundantly available online such as on the YouTube video platform.

However, the abundance of available videos makes finding videos with the right topic or content quite difficult and time-consuming. Often the videos are incomplete and do not match the content of the topic. Therefore, it needs a video recommendation system that is capable of filtering videos by topic.

Recommender systems represent user preferences for the purpose of suggesting items to purchase or examine. They have become fundamental applications in electronic commerce and information access, providing suggestions that effectively prune large information spaces so that users are directed toward those items that best meet their needs and preferences [4].

In research conducted by Adam et al. [5], the researcher built a Calculus video recommendation system to help students find videos on Calculus topics with relevant content using content-based recommendation techniques. In this video recommendation system, the user first selects a Calculus topic in the system, then the system will make a query and search for several video lists via the YouTube API. The results of the video search will be displayed to the user as many as twenty videos and the user is asked to select several lists of these videos to be included in the favorite list. The recommendation system will then only work when at least one video is selected from the video list to be included in the favorite list. This makes the video recommendation system ineffective because the user must first select the right video list so that the results of the recommendations are more appropriate. In addition, the video content used in this recommendation system is the video title only, so the results of the recommendations may not be appropriate because the video title alone is not sufficient to represent the video as a whole.

Based on the description of the problems previously described, this study created an online video learning recommendation system based on courses and syllabus to help students in their learning activities. The system will look for similarity between courses and syllabus with video annotations. The video annotations are video titles and descriptions obtained in real-time from YouTube with a maximum of fifty video annotations. The system then immediately displays the results of video recommendations based on the highest similarity value order.

2. METHODS

2.1 Data

This study uses two types of data to form recommendations on the system, namely learning video data and curriculum data.
2.1.1 Learning video data

Learning video data in this study is YouTube video data consisting of video annotations (video title and description), duration, publication date, thumbnail, and link. This data is obtained in real-time, when the system successfully performs a query to Youtube using the YouTube API.

2.1.2 Curriculum data

This research uses the curriculum 2016 of Computer Science Bachelor Degree Study Program UGM data consisting of courses and syllabus in English. Data is taken from the website of the Department of Computer Science and Electronics, Faculty of Mathematics and Natural Sciences. The website URL is https://dcse.fmipa.ugm.ac.id/site/en/undergraduate-computer-science/1999-2/. The data is finally stored in the system hard coded.

2.2 Text Preprocessing

Text processing is done to remove noise from text data before the data is used for further processing. The text preprocessing stages used in this study include case folding, tokenization, and stop word removal.

2.2.1 Case folding

In text preprocessing, the case folding process aims to change all letters in a text document to lowercase. In this process, characters other than letters such as numbers, punctuation marks, and symbols are removed so that what remains is the text of the alphabet a to z.

2.2.2 Tokenization

In text processing, tokenization is the procedure of splitting a text into words, phrases, or other meaningful parts, namely tokens. In other words, tokenization is a form of text segmentation. Typically, the segmentation is carried out considering only alphabetic or alphanumeric characters that are delimited by non-alphanumeric characters (e.g., punctuations, whitespace) [6].

2.2.3 Stop words removal

Many of the most frequently used words in English are useless in Information Retrieval (IR) and text mining. These words are called 'Stop words'. Stop-words, which are language-specific functional words, are frequent words that carry no information (i.e., pronouns, prepositions, conjunctions) [7].

2.3 Recommendation System

Recommender system works as a helper in finding relevant and related items by making relevant suggestions to the users [8]. In this study, the recommendation system was created through a content-based recommendation technique that used the similarity of video annotations (video titles and descriptions) taken from YouTube to make recommendations. The system flowchart is shown in the following Figure 2.
The system first displays a list of available courses based on curriculum data. Next, the system accepts input for one of the courses chosen by students based on their preferences. The system then performs filtering based on course input to display the syllabus. Filling in the syllabus is done by selecting the syllabus that is displayed by the system in the form of a checkbox or can be typed in the form provided. The syllabus must be selected or filled out, and the system will give a warning if the syllabus is not filled out after submitting. The system also provides filling in the duration and date of the video publication. Video duration input aims to get a video with the desired duration range. The video duration consists of any (any video duration and is the default), short (less than four minutes), medium (between four to twenty minutes), and long (more than twenty minutes). The video publication date input aims to get videos with a publication date before or equal to the date that is inputted with the default being the date when the user inputs.

Furthermore, the system performs text preprocessing on course and syllabus input including case folding, deleting numbers, deleting certain symbols, deleting links, deleting html tags, deleting characters with only one length, tokenization, and deleting stop words. The input that has been preprocessed will be used as one of the query parameters to find and retrieve a maximum of fifty video lists on YouTube in real-time using the YouTube API. The system takes YouTube videos when the user submits data and there is a query to YouTube. Video retrieval is also filtered based on other input query parameters such as video duration and video publication date. The obtained videos are then stored in the system in the form of a list consisting of link, duration, date of publication, and video annotations consisting of video title and description. Video annotations will be preprocessed before being stored in the system.

The next stage is the system performs feature extraction on input text and video annotations using the TF-IDF method. After getting TF-IDF, the system then calculates the similarity using the cosine similarity method. Similarity calculations are carried out on the input text of the course name and syllabus with a collection of video annotations that have been preprocessed. Then, the results of the text similarity calculation will be sorted from largest to smallest (descending) and the system recommends five videos to the user.

2.3.1 Term Frequency – Inverse Document Frequency

Term Frequency (TF) is the number of occurrences of certain words or terms in a document [9]. Term Frequency has several solutions, one of which is used in this study is the Raw Term Frequency (Raw TF). The formula for Raw TF is shown in Equation 1, where \( i \) is the unique term that appears in document \( j \).

\[
tf(i, j) = f_{ij}
\]  

Inverse Document Frequency (IDF) is a reduction of the term domination that often appear in various documents by calculating the inverse frequency of document which contain
the term [10]. The fewer the number of documents that contain the term, the greater the IDF value. IDF is calculated using Equation 2, where $D$ is the total number of documents and $DF_i$ is a document containing the unique term $i$.

$$idf_i = \log \left( \frac{D}{df_i} \right)$$

(2)

The term frequency-inverse document frequency (TF-IDF) is a numerical statistic which reflects how important a word is to a document. The tf-idf value increases proportionally to the number of times a word appears in the document [11]. The formula used to calculate TF-IDF is in Equation 3, where $tf_{ij}$ is the term frequency of term $i$ in document $j$ and $idf_i$ is the inverse document frequency of term $i$.

$$w_{ij} = tf_{ij} \times idf_i$$

$$w_{ij} = tf_{ij} \times \left( \log \frac{D}{df_i} + 1 \right)$$

(3)

2.3.2 Cosine Similarity

Cosine similarity is a method to calculate the similarity between two text documents. The concept of cosine similarity is to calculate the cosine angle between two vectors that if given a document which is represented by a vector $d_j$ and documents or query is represented as a vector $q$, and $t$ terms are extracted from a database or a collection of text, then the value of the cosine similarity is obtained using the formula in Equation 4.

$$Similarity(q, d_j) = \frac{q \cdot d_j}{|q||d_j|} = \frac{\sum_{i=1}^{t} w_{iq} \times wij}{\sqrt{\sum_{i=1}^{t} (w_{iq})^2} \times \sqrt{\sum_{i=1}^{t} (wij)^2}}$$

(4)

2.4 Evaluation

System evaluation performed to measure the system objective which consists of relevance, novelty, serendipity and increasing recommendation diversity.

3. RESULT AND DISCUSSION

3.1 Curriculum Data Collection Results

As previously explained, curriculum data in the form of course and syllabus used in this system are the curriculum 2016 of Computer Science Bachelor Degree Study Program UGM. The data is stored in the system as hard code in the form of a list of dictionaries data structure. The following is a snippet of curriculum data stored in Figure 2.
Curriculum data that has been stored will be displayed to users in stages starting with displaying courses with an interface as shown in Figure 3.

After selecting courses, the system then displays the syllabus with an interface as in Figure 4 below.

3.2 Video Data Retrieval

Before retrieving video data, the system first accepts input consist of courses and syllabus, duration, and publication date. The input of courses and the syllabus is preprocessed first before being used as one of the parameters in the query.

3.2.1 The results of text processing on the input of courses and syllabus

After the system receives the input, the system will first perform text preprocessing on the input of the course and syllabus before being used as one of the parameters in the query. For
example, the system accepts input the numerical method and one of its syllabus, then the text preprocessing results is in Figure 5.

![Text Preprocessing Results](image)

**Figure 5** The results of text preprocessing on the input

### 3.2.2 The results of video data retrieval

Video data retrieval is done by making a request to YouTube using YouTube API with query parameters consisting of: courses and syllabus as shown in Figure 5, the video duration is any (any video duration), and the video publication date is the default (the date when making a request to YouTube). The video data obtained, such as the title and description, will be preprocessed first before being saved. The following are the results of some video data that have been taken as in Figure 6.

![Video Data Retrieval Results](image)

**Figure 6** Snippets of video data retrieval results

### 3.3 The Result of Cosine Similarity Calculation

After the system performs TF-IDF calculations from input text (courses and syllabus) and video annotation text obtained from video data retrieval, the system then calculates the cosine similarity between the input text and the video annotation text. The calculation results are then sorted based on the highest similarity value as shown in Figure 7.
3.4 Video Recommendation

Once sorted, the system then recommends five videos that have the highest value of the similarity. The following is the video recommendation interface in Figure 8.

![Figure 8 Results of video recommendation](image)

3.5 System Evaluation

Evaluation of system objective was carried out by conducting a survey of 40 UGM Computer Science students. Before filling out the form, students are asked to try the recommendation system first by entering the name of the course and the syllabus. After trying
the system, students are then asked to fill in the form that has been provided in relation to the evaluation of the recommendation system that has been built.

Each question regarding the recommendation system will have 5 values to choose from. Value 5 means strongly agree, value 4 means agree, value 3 means neutral, value 2 means disagree, and value 1 means strongly disagree. After getting all the scores, then for each attribute the value will be added up and then divided by the maximum score to get the percentage of goal achievement. Following are the results of the survey for the achievement of the system objectives in Table 1 below.

Table 1 System objective survey result

| Student | Relevance | Novelty | Serendipity | Diversity |
|---------|-----------|---------|-------------|-----------|
| 1       | 5         | 5       | 4           | 5         |
| 2       | 4         | 3       | 2           | 4         |
| 3       | 4         | 3       | 4           | 4         |
| 4       | 4         | 4       | 4           | 4         |
| 5       | 4         | 4       | 3           | 5         |
| 6       | 2         | 3       | 3           | 4         |
| 7       | 4         | 4       | 5           | 3         |
| 8       | 5         | 4       | 4           | 5         |
| 9       | 4         | 3       | 3           | 5         |
| 10      | 5         | 4       | 4           | 4         |
| 11      | 4         | 5       | 5           | 5         |
| 12      | 5         | 4       | 3           | 5         |
| 13      | 4         | 4       | 4           | 3         |
| 14      | 5         | 4       | 4           | 5         |
| 15      | 4         | 3       | 4           | 5         |
| 16      | 4         | 3       | 5           | 5         |
| 17      | 4         | 5       | 4           | 4         |
| 18      | 2         | 5       | 4           | 4         |
| 19      | 3         | 4       | 4           | 2         |
| 20      | 4         | 5       | 5           | 4         |
| 21      | 4         | 4       | 4           | 4         |
| 22      | 4         | 4       | 3           | 4         |
| 23      | 5         | 5       | 4           | 4         |
| 24      | 4         | 5       | 3           | 5         |
| 25      | 5         | 4       | 4           | 3         |
| 26      | 5         | 4       | 4           | 4         |
| 27      | 4         | 4       | 5           | 4         |
| 28      | 5         | 2       | 2           | 3         |
| 29      | 5         | 5       | 5           | 5         |
| 30      | 4         | 3       | 4           | 4         |
| 31      | 4         | 4       | 4           | 4         |
| 32      | 5         | 4       | 4           | 5         |
| 33      | 4         | 4       | 5           | 5         |
| 34      | 5         | 3       | 4           | 4         |
| 35      | 3         | 5       | 3           | 5         |
| 36      | 4         | 4       | 4           | 5         |
| 37      | 4         | 2       | 3           | 4         |
| 38      | 4         | 3       | 4           | 5         |
| 39      | 5         | 3       | 3           | 4         |
| 40      | 5         | 5       | 4           | 5         |
| Total Score | 168    | 156     | 154         | 171       |
| Maximum Score | 200    | 200     | 200         | 200       |
| Achievement Percentage | 84%   | 78%     | 77%         | 85.5%     |
4. CONCLUSIONS

The recommendation system that has been built is able to achieve the system objective with a good score for relevance of 84%, novelty of 78%, serendipity of 77%, and 85.5% of increasing recommendation diversity. The system has an average 81.13% of the system objective.
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