CONVOLUTION OF PERSISTENCE MODULES
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Abstract. We conduct a study of real-valued multi-parameter persistence modules as sheaves and cosheaves. Using the recent work on the homological algebra for persistence modules, we define two different convolution operations between derived complexes of persistence modules. We show that one of these operations is canonically isomorphic to the derived tensor product of graded modules. We give formulas for computing convolutions between single-parameter interval decomposable modules. Our convolution operations are analogous to the convolution of derived complexes of constructible sheaves on $\mathbb{R}^n$ introduced by Schapira and Kashiwara. In our setting, $\mathbb{R}^n$ has a non-standard topology. We show our convolution operation satisfies analogous properties to the convolution of constructible sheaves on $\mathbb{R}^n$ with the standard topology. We define a convolution distance for derived complexes of persistence modules and show that it extends the classical interleaving distance. We also prove stability results from the sheaf and cosheaf points of view.

1. Introduction

Sheaves and cosheaves have found many applications in data science problems of the local-to-global character [17, 20, 21, 23, 26, 27]. A common perspective in applications is to study sheaves and cosheaves on partially ordered sets often valued in vector spaces over a field $k$. The thesis work of Curry [12] showed that functors from a partially ordered set into a “nice” category are equivalent to sheaves and cosheaves on open and closed sets of the Alexandrov topology [1] on the partially ordered set, respectively, valued in said category. An example of this are cellular sheaves and cosheaves [12, 13]. On an arbitrary topological space sheaf cohomology is well defined and studied in the derived setting for any sheaf. On the other hand, cosheaf homology is only defined for constant or locally constant cosheaves. However, on finite partially ordered sets one can construct a rich sheaf cohomology and cosheaf homology theory in the framework of derived functors for any sheaf and cosheaf [28]. One can even study entropy and information theory from this point of view [2].

A particular area of interest is topological data analysis, where sheaves have found applications [11, 7, 22, 23, 4, 6]. In topological data analysis, data is often encoded as a diagram of topological spaces. An appropriate homology functor with field coefficients is applied to obtain a diagram of vector spaces. When data is parametrized by a number of real variables, this diagram of vector spaces is indexed by $\mathbb{R}^n$ and is called a (real-valued multi-parameter) persistence module.

Even though persistence modules have been studied extensively, it is a relatively recent endeavor to study them using homological algebra techniques [24, 5, 3, 16, 10, 18]. This work reconsiders classical results such as the definition of interleaving distance and its stability theorems from the homological algebra perspective. We consider persistence modules from the sheaf and cosheaf points of view. Motivated by the work done by Schapira and Kashiwara in [23], where a convolution operation derived complexes of constructible
sheaves of vector spaces is used to define a distance, we define two different operations for derived complexes of persistence modules: the sheaf and cosheaf convolutions. We show these convolution operations satisfy properties analogous to the original definition. We use the convolutions to define two distances for derived complexes of persistence modules, that turn out to be equivalent. Furthermore, when restricted to persistence modules thought of as complexes concentrated in degree 0, the convolution distance recovers the classical interleaving distance of persistence modules. In particular, if we denote by $d_C$ the convolution distance between $M$ and $N$ and by $d_I$ the interleaving distance of persistence modules we have the following result:

**Theorem 1.1.** Let $M$ and $N$ be persistence modules thought of as complexes concentrated in degree 0, then $d_C(M, N) = d_I(M, N)$.

The original motivation for this work, were two bifunctors of persistence modules, $\otimes_{\text{gr}}$ and $\text{Hom}$, the graded module tensor product and its adjoint internal hom, whose homological algebra was studied with detail in [9]. In sheaf theory, the six Grothendieck operations are well known and often a functor of interest is canonically isomorphic to some combination of them [22]. In this work we show that $\otimes_{\text{gr}}$ is canonically isomorphic to the composition of the external tensor product, $\boxtimes$, and a direct image functor of cosheaves. Similarly, we show that $\text{Hom}$ is canonically isomorphic to a composition of inverse image functors, the sheaf hom, $\underline{\text{Hom}}$, and a direct image functors of sheaves. More specifically we have the following two theorems:

**Theorem 1.2.** Let $M$ and $N$ be bounded derived complexes of persistence modules. We define the cosheaf convolution of $M$ and $N$, $M \bullet^L N := L \overset{s}{\rightarrow} (M \boxtimes N)$. There exists a canonical isomorphism

$$M \bullet^L N \cong M \otimes_{\text{gr}}^L N.$$  

**Theorem 1.3.** Let $M$ and $N$ be bounded derived complexes of persistence modules. We define $R\underline{\text{Hom}}^*(M, N) := R\pi_2 \underline{\text{Hom}}(\pi_1^{-1} M, s^{-1} N)$. There exists a canonical isomorphism

$$R\underline{\text{Hom}}^*(M, N) \cong R\underline{\text{Hom}}(M, N).$$

We provide explicit formulas for interval modules arising from the persistent homology of sublevel sets of functions, for the sheaf and cosheaf convolutions. In applications, single-parameter persistence modules decompose into direct sums of finitely many such interval modules. Since the sheaf and cosheaf convolutions are additive functors and thus preserve finite direct sums, the general case reduces to that of interval modules.

**Proposition 1.4.** Let $M = k[a, b)$ and $N = k[c, d)$ be interval modules. The cohomology complex of the sheaf convolution $M \ast^R N$ is given by:

- $(M \ast^R N)^0 = k[\max(a + d, b + c), b + d)$
- $(M \ast^R N)^1 = k[a + c, \min(a + d, b + c)]$
- $(M \ast^R N)^i = 0$ for $i \geq 2$.

The homology complex of the cosheaf convolution $M \bullet^L N$ is given by:

- $(M \bullet^L N)_0 = k[a + c, \min(a + d, b + c)]$
- $(M \bullet^L N)_1 = k[\max(a + d, b + c), b + d)$
- $(M \bullet^L N)_i = 0$ for $i \geq 2$. 


The paper is structured as follows. In Section 2 we recall the necessary background for the rest of the paper. In Section 3 we define the sheaf and cosheaf convolution for derived complexes of persistence modules and the induced convolution distance. In Section 4 we prove stability results for the convolution distance. In Section 5 we summarize the work done in the paper and discuss possible future work. We also give a short background on sheaf theory in the Appendix.

Related work. A distance on the derived complexes of persistence modules, developed from the homological algebra perspective has been considered recently by Berbouk in [3]. The convolution distance defined in this paper agrees with the distance defined in [3]. Berbouk in [3] relies on the translation functor for his definition, which turns out to be an exact functor. On the other hand, we show that we recover the translation functor by convolving with particular persistence modules. Thus, you can also find Theorem 1.1 in [3]. Our approach is thus complementary and also in spirit with the work of Schapira and Kashiwara in [23] which was the first example of an interleaving-type distance in the derived setting in applied topology. Another difference is that in our work we view persistence modules as sheaves and cosheaves, whereas in [3] only the functor point of view is prevalent. Thanks to our (co)sheaf-theoretic approach we are able to state stability theorems for derived direct images of sheaves and cosheaves of vector spaces on a topological space $X$, relative to a map $f : X \to \mathbb{R}^n$.

2. Background

In this section we introduce the necessary background for the rest of the paper. We assume that the reader is familiar with basic definitions and facts about sheaves, cosheaves, homological algebra and derived functors, although some background will also be provided in the paper. For a more detailed exposition, see [22, 6]. We first introduce notation that will be used throughout the paper.

- If $C$ and $D$ are two categories, we denote by $D^C$ the functor category of functors $F : C \to D$ and natural transformations.
- If $k$ is a field, we denote by $\text{Vect}_k$ the category of $k$-vector spaces and $k$-linear maps.
- If $C$ is a complete and cocomplete category, we denote by $\text{Sh}(X; C)$ the category of $C$-valued sheaves and by $\text{CoSh}(X; C)$ the category of $C$-valued cosheaves on a topological space $X$, respectively. If $k$ is a field, for simplicity we denote by $\text{Sh}(X; k)$ and by $\text{CoSh}(X; k)$ the categories $\text{Sh}(X; \text{Vect}_k)$ and $\text{CoSh}(X; \text{Vect}_k)$, respectively.
- If $(P, \leq)$ is a preordered set, we denote by $P$ the category whose objects are the elements of $P$ and there is a unique morphism $x \to y$ if and only $x \leq y$.
- If $A$ is an abelian category we denote by $C^b(A)$ its category of bounded complexes, by $K^b(A)$ its bounded homotopy category and by $D^b(A)$ its bounded derived category.
- If $M$ is in $C(A)$ we denote by $H^\bullet M$ ($H_\bullet M$) the cohomology (homology) complex of $M$, that is $H^\bullet M^n := H^n(M)$ ($H_\bullet M := H_n(M)$) and all the coboundary (boundary) maps are 0.

2.1. Convolution of constructible sheaves on euclidean space. We recall the convolution operation, $\ast$, for bounded derived complexes of constructible sheaves of $k$-vector spaces, $D^b_{\text{const}}(\text{Sh}(V; k))$, for some field $k$ on $V = \mathbb{R}^n$. For a more detailed introduction and proofs see [23, 4]. The reader does not need to know what constructible sheaves are but a definition is given in Appendix A. The purpose of this section is to recall results for constructible sheaves
on $\mathbb{R}^n$ with its standard topology. In later sections we define analogous convolution operations for sheaves and cosheaves on $\mathbb{R}^n$ with non-standard topologies and show results that are analogous to the ones presented below. Hence, the definitions and results that follow only serve as a reference in order to make the paper somewhat self-contained.

Definition 2.1. Let $M, N \in D^b_{\text{Re}}(\text{Sh}(V; k))$. The convolution $M \star N$ is defined to be

$$M \star N := R\Gamma(M \boxtimes N),$$

where $\boxtimes$ denotes the external tensor product of sheaves and $R\Gamma$ is the right derived functor of the direct image with proper support of the addition map $s : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n$, $s(x, y) = x + y$. See Appendix A for more details.

Definition 2.2. For $\epsilon \geq 0$, let $K_\epsilon := K_\epsilon := k_{B_\epsilon}$ where $B_\epsilon := \{x \in V \mid ||x|| \leq \epsilon\}$ and $k_{B_\epsilon}$ is considered as a complex concentrated in degree 0 in $D^b(\text{Sh}(V; k))$. For $\epsilon < 0$, set $K_\epsilon := k_{\{x \in V \mid ||x|| < -\epsilon\}}[n]$, where $n$ is the dimension of $V$ (Recall that if $X$ is a chain complex, $X[n]$ is the shifted complex $X[n]^m := X^{n+m}$).

**Proposition 2.3.** Let $\epsilon, \delta \in \mathbb{R}$ and let $F$ be a complex in $D^b(\text{Sh}(V; k))$.

1. There are natural isomorphisms $(F \star K_\epsilon) \star K_\delta \cong F \star K_{\epsilon + \delta}$ and $F \star K_0 \cong F$.
2. If $\delta \geq \epsilon$, there is a canonical morphism $K_\delta \to K_\epsilon$ in $D^b(k_V)$ inducing a canonical morphism $F \star K_\delta \to F \star K_\epsilon$.
3. The canonical morphism $F \star K_\delta \to F \star K_\epsilon$ induces an isomorphism $R\Gamma(V, F \star K_\delta) \to R\Gamma(V, F \star K_\epsilon)$ and hence an isomorphism in cohomology.

**Proposition 2.4.** Let $F$ and $G$ be complexes in $D^b(\text{Sh}(V; k))$ and let $a \geq 0$. We say $F$ and $G$ are $a$-isomorphic if there are morphisms $f : K_a \star F \to G$ and $g : K_a \star G \to F$ such that the composition $K_{2a} \star F \xrightarrow{K_a \star f} K_a \star G \xrightarrow{g} F$ coincides with the natural morphism $K_{2a} \star F \to F$ and the composition $K_{2a} \star G \xrightarrow{K_a \star g} K_a \star F \xrightarrow{g} G$ coincides with the natural morphism $K_{2a} \star G \to G$. If $F$ and $G$ are $a$-isomorphic, then they are $b$-isomorphic for any $b \geq a$. Thus, one can define the convolution distance between $F$ and $G$ by:

$$\text{dist}(F, G) = \inf(\{+\infty\} \cup \{a \in \mathbb{R}_{\geq 0} \mid F \text{ and } G \text{ are } a\text{-isomorphic}\})$$

Note that $F$ and $G$ are 0-isomorphic if and only if $F \cong G$.

**Proposition 2.5.** The convolution distance is an extended pseudo metric on $D^b_{\text{Re}}(\text{Sh}(V; k))$, that is for all $F, G, H \in \text{Ob}(D^b_{\text{Re}}(\text{Sh}(V; k)))$ we have:

- $\text{dist}(F, G) = \text{dist}(G, F)$,
- $\text{dist}(F, G) \leq \text{dist}(F, H) + \text{dist}(H, G)$.

2.2. Persistence modules. Here we recall facts about persistence modules that will be necessary for the rest of the paper. Let $(P, \leq)$ be a preordered set. A subset $U \subseteq P$ is called an up-set if whenever $x \in U$ and $x \leq y$ then $y \in U$. A principal up-set at $x$ is the up-set $U_x$ defined by $U_x := \{y \mid x \leq y\}$. A subset $D \subseteq P$ is called a down-set if whenever $x \in D$ and $y \leq x$ then $y \in D$. A principal down-set at $x$ is the down-set $D_x$ defined by $D_x := \{y \mid y \leq x\}$. Given a preordered set $(P, \leq)$ we also have the preordered set $(P, \leq_{op})$ where $x \leq_{op} y$ if and only if $y \leq x$ for all $x, y \in P$.

**Definition 2.6.** Let $(P, \leq)$ be a preordered set. Define the Alexandrov topology on $P$ to be the topology whose open sets are the up-sets in $P$. Let Open($P$) denote the category whose
objects are the open sets in $P$ and whose morphisms are given by inclusions. The opposite Alexandrov topology on $P$ is the topology whose open sets are the up-sets with respect to the opposite preorder $\leq^{\text{op}}$. Equivalently, the open sets of the Alexandrov topology of $(P, \leq^{\text{op}})$ are the closed sets of the Alexandrov topology of $(P, \leq)$.

**Lemma 2.7.** Let $(P, \leq)$ and $(Q, \leq)$ be preordered sets and consider $P$ and $Q$ together with their corresponding Alexandrov topologies. Let $f : P \to Q$ be a map of sets. Then $f$ is order-preserving if and only if $f$ is continuous.

**Example 2.8.** Consider $(\mathbb{R}, \leq)$ with the Alexandrov topology. Then the open sets are $\emptyset$, $\mathbb{R}$, and the intervals $(a, \infty)$ and $[a, \infty)$, where $a \in \mathbb{R}$. Similarly, the open sets of $(\mathbb{R}, \leq^{\text{op}})$ are the $\emptyset$, $\mathbb{R}$, and the intervals $(-\infty, a)$ and $(-\infty, a]$ where $a \in \mathbb{R}$.

**Definition 2.9.** A persistence module is a functor $M : \mathbb{R}^n \to \text{Vect}_k$. A morphism $f : M \to N$ between persistence modules $M$ and $N$ is a natural transformation.

**Definition 2.10.** Let $M$ and $N$ be persistence modules. The graded module tensor product of $M$ and $N$ is the persistence module $M \otimes_{\text{gr}} N : \mathbb{R}^n \to \text{Vect}_k$ defined by $(M \otimes_{\text{gr}} N)_x := \text{colim}_{a+b \leq x} M_a \otimes_k N_b$. The bifunctor $- \otimes_{\text{gr}} -$ is right exact is each argument and we can consider its left derived functor, $\otimes_{\text{gr}}^L$. Let $M$ be a persistence module. If the functor $M \otimes_{\text{gr}} -$ or $- \otimes_{\text{gr}} M$ is exact, we say the persistence module $M$ is $\otimes_{\text{gr}}$-flat. As the name implies, this definition coincides with the tensor product of graded modules over a certain $\mathbb{R}^n$ graded ring, when we think of $M$ and $N$ as graded modules over said ring. It is not important for this paper to identify the graded ring in question as we can give the above functorial definition of $\otimes_{\text{gr}}$. See for example [3] for more details involving the graded module point of view.

**Theorem 2.11.** [12, Theorem 4.2.10] Let $(P, \leq)$ be a preordered set and let $C$ be a complete (respectively cocomplete) category. Then there is an isomorphism of categories $P^C \cong \text{Sh}(P; C)$ (respectively $P^C \cong \text{CoSh}(P^{\text{op}}; C)$).

**Proof.** We only give the main ideas of the proof as they will be used later in the paper. There are embeddings of pre-ordered sets, $\iota : P \to \text{Open}(P)$ and $j : P \to \text{Open}(P^{\text{op}})$ where $\text{Open}(P)$ are the up-sets in $P$ and $\text{Open}(P^{\text{op}})$ are the up-sets in $P^{\text{op}}$ or equivalently, down-sets in $P$. The orders on $\text{Open}(P)$ and $\text{Open}(P^{\text{op}})$ are given by inclusions of subsets. The embeddings are given by $\iota(x) := U_x$ and $j(x) := D_x$.

Given a functor $F$ in $P^{\text{set}}C$ abusing notation we can define a presheaf, that turns out to be a sheaf, $F$ in $\text{Sh}(P; k)$ by a right Kan extension along $\iota$, $F(U) := \text{Ran}_\iota F(U) := \text{lim}_{x \in U} F_x$ for every up-set $U \subseteq P$. Dually, we can define a cosheaf $F$ in $\text{CoSh}(P^{\text{op}}; k)$ by a left Kan extension along $j$, $F(D) := \text{Lan}_j F(D) := \text{colim}_{x \in D} D_x$ for every down-set $D \subseteq P$.

Going the other way, given a sheaf in $\text{Sh}(P; C)$ or a sheaf $\text{CoSh}(P^{\text{op}}; C)$ we can define a functor in $P^C$ by considering the sheaf stalks or the cosheaf costalks respectively. These two constructions give us the isomorphisms of categories.

In particular, for every principal down-set and up-set $D_x$ and $U_x$, we have the following equalities, $F(D_x) = F_x = F(U_x)$ and thus these Kan extensions are actual extensions.

An immediate consequence of Theorem 2.11 and the fact that $\text{Vect}_k$ is complete and cocomplete, we have that Definitions 2.12 and 2.13 are equivalent to Definition 2.9.

**Definition 2.12.** A persistence module $M$ is a sheaf on $(\mathbb{R}^n, \leq)$ valued in $\text{Vect}_k$, where the open sets are the up-sets.
Definition 2.13. A persistence module $M$ is a cosheaf on $(\mathbb{R}^n, \leq)$ valued in $\text{Vect}_k$, where the open sets are the down-sets, i.e., the opposite topology of the one in Definition 2.12.

Let $M: \mathbb{R}^n \to \text{Vect}_k$ be a persistence module. If $a \in \mathbb{R}^n$ we define a persistence module $M(a)$, by $M(a)_x := M_{x+a}$. A morphism $f: M \to N$ of persistence modules induces an obvious morphism $f(a): M(a) \to N(a)$. If $A \subseteq \mathbb{R}^n$ define $A(a) = \{x \in \mathbb{R}^n | \exists y \in A, x = y + a\}$. Having the sheaf and cosheaf point of view as in Theorem 2.11, it follows that $M(a)(U) = M(U(a))$ and $M(a)(D) = M(D(a))$ for every up-set $U$ and every down-set $D$ in $\mathbb{R}^n$. If $M$ is a complex of persistence modules we can also define $M(a)$ to be the complex whose $n$-term is $M(a)^n := M^n(a)$.

Definition 2.14. Let $M$ and $N$ be persistence modules. We can construct a new persistence module $\text{Hom}(M, N): \mathbb{R}^n \to \text{Vect}_k$ defined by $\text{Hom}(M, N)_x := \text{Hom}(M, N(x))$. It was shown in [1], Proposition 4.6 that there is a canonical isomorphism $\text{Hom}(M, N)_x \cong \text{lim}_{a+b \geq x} \text{Hom}_k(M_{-a}, N_b)$.

The following is perhaps a non-standard definition of the interleaving distance between persistence modules, but a reader familiar with persistence modules will quickly realize it is equivalent to the standard definition.

Definition 2.15. Let $M, N: \mathbb{R}^n \to \text{Vect}_k$ be persistence modules. Let $\epsilon \in [0, \infty)$ and consider the vector $\epsilon \in \mathbb{R}^n$, where $\epsilon_i = \epsilon$ for all $1 \leq i \leq n$. We say $M$ and $N$ are $\epsilon$-interleaved if there exists a pair of morphisms of $f: M(-\epsilon) \to N$ and $g: N(-\epsilon) \to M$ such that the compositions $M(-2\epsilon) \xrightarrow{f(-\epsilon)} N(-\epsilon) \xrightarrow{g} M$ and $N(-2\epsilon) \xrightarrow{g(-\epsilon)} M(-\epsilon) \xrightarrow{f} N$ are equal to the natural transformations whose components are $M_{x-2\epsilon \leq x}$ and $N_{x-2\epsilon \leq x}$ for $x \in \mathbb{R}^n$, respectively. If $M$ and $N$ are $\epsilon$-interleaved, then they are $\delta$-isomorphic for any $\delta \geq \epsilon$. Thus, we can define the interleaving distance between $M$ and $N$ to be the following extended pseudo-metric

$$d_I(M, N) := \inf(\{+\infty \cup \{\epsilon \in \mathbb{R}_{\geq 0} \mid M \text{ and } N \text{ are } \epsilon \text{-interleaved}\})$$

Definition 2.16. Let $(P, \leq)$ be a preordered set. A subset $A \subseteq P$ is convex with respect to $\leq$ if for any two $a, b \in A$ there exists a sequence $a = p_0 \leq q_1 \leq p_1 \leq q_2 \leq \ldots p_n \leq q_n = b$ for some $n \in \mathbb{N}$ such that all $p_i, q_i \in A$ for $0 \leq i \leq n$. A connected and convex subset $A \subseteq P$ is called an interval. If $A \subseteq \mathbb{R}^n$, we will denote by $k[A]$ the interval persistence module over $A$, that is, $k[A]: \mathbb{R}^n \to \text{Vect}_k$ is given by $k[A]_a = k$ if $a \in A$ and is 0 otherwise and all the maps $k[A]_{a \leq b}$, where $a, b \in A$, are identity maps. If $A$ is an interval on the real line, say $A = [a, b]$, we will write $k[a, b]$ instead of $k[[a, b]]$ for brevity. Note that every up-set $U \subseteq \mathbb{R}^n$ and every down-set $D \subseteq \mathbb{R}^n$ is an interval.

In order to conduct homological algebra computations we need to know if our category of interest has enough projectives and injectives. We are in luck as that is true and furthermore we understand somewhat which interval modules are injective and which ones are $\otimes_{\text{gr}}$-flat.

Proposition 2.17. The category of persistence modules, $\text{Vect}_{\mathbb{R}^n}$, has enough projectives and enough injectives.

Proposition 2.18. [1] Proposition 6.8 Let $D \subseteq \mathbb{R}^n$ be a down-set such that for all $a, b \in D$ the join $a \wedge b$ is in $D$. Then the interval module $k[D]$ is injective. Let $U \subseteq \mathbb{R}^n$ be an up-set such that for all $a, b \in U$ the meet $a \vee b$ is in $U$. Then the interval module $k[U]$ is $\otimes_{\text{gr}}$-flat.
Definition 2.19. [28, Definitions 1.1.3 and 1.5.2] Let \((P, \leq)\) be a preorder and let \(F : P \to \text{Vect}_k\) be a functor. By Theorem 2.11, \(F\) is a sheaf on the up-sets of \(P\) and a cosheaf on the down-sets of \(P\). For a subset \(S \subseteq P\) we define

\[
\Gamma(S; F) := \lim_{s \in S} F_s, \quad L(S; F) := \colim_{s \in S} F_s
\]

which we call the sections and cosections of \(F\) on \(S\) respectively. The functors \(\Gamma(S; -) : \text{Vect}_k \to \text{Vect}_k\) and \(L(S; -) : \text{Vect}_k \to \text{Vect}_k\) are left exact and right exact respectively.

2.3. Direct and inverse images. Here we recall some basic facts about the direct and inverse image functors of sheaves and cosheaves. See for example [12, 22].

Definition 2.20. [22, Definition 2.3.1] Let \(f : Y \to X\) be continuous.

1) Let \(G\) be sheaf on \(Y\). The direct image of \(G\) by \(f\), denoted \(f_*G\) is the sheaf on \(X\) defined by:

\[
U \mapsto f_*G(U) := G(f^{-1}(U))
\]

for all \(U \subseteq X\) open.

2) Let \(F\) be a sheaf on \(X\). The inverse image of \(F\) by \(f\), denoted \(f^{-1}F\), is the sheaf on \(Y\) associated to the presheaf:

\[
V \mapsto \colim_U F(U)
\]

where \(V \subseteq Y\) is open and \(U\) ranges through the family of open neighborhoods of \(f(V)\) in \(X\).

Definition 2.21. Let \(f : Y \to X\) be continuous. Let \(G\) be cosheaf on \(Y\). The direct image of \(G\) by \(f\), denoted \(f^!G\) is the cosheaf on \(X\) defined by:

\[
U \mapsto f^!G(U) := G(f^{-1}(U))
\]

for all \(U \subseteq X\) open.

We would like to define an inverse image functor for cosheaves in a similar fashion as the inverse image of sheaves. The problem is that in general cosheafification does not necessarily exists, however for cosheaves of vector spaces we have the following result.

Theorem 2.22. [11, Corollary 2.3] The category of cosheaves of vector spaces is a coreflective subcategory precosheaves of vector spaces, i.e., cosheafification exists.

Thus, we have the following definition.

Definition 2.23. Let \(F\) be a cosheaf of vector spaces on \(X\). The inverse image of \(F\) by \(f\), denoted \(f^{-1}F\), is the cosheaf on \(Y\) associated to the precosheaf:

\[
V \mapsto \lim_U F(U)
\]

where \(V \subseteq Y\) is open and \(U\) ranges through the family of open neighborhoods of \(f(V)\) in \(X\).

Example 2.24. If \((X, \leq_X)\) and \((Y, \leq_Y)\) are preordered sets and let \(f : X \to Y\) be continuous with respect to the Alexandrov topologies on \(X\) and \(Y\). If \(F\) is a sheaf of vector spaces on \(Y\), then \(f^{-1}F_x \cong F_{f(x)}\). If \(F\) is a cosheaf of vector spaces on \(Y\), then we also have \(f^{-1}F_x \cong F_{f(x)}\).
Theorem 2.25. [12, Theorem 5.3.2] Let \((X, \leq_X)\) and \((Y, \leq_Y)\) be preordered sets with the Alexandrov topology and let \(f : X \to Y\) be a continuous map. Then there exist canonical isomorphisms
\[
\text{Hom}_{\text{Sh}(X,k)}(f^{-1}G, F) \cong \text{Hom}_{\text{Sh}(Y,k)}(G, f_*F)
\]
and
\[
\text{Hom}_{\text{CoSh}(Y,k)}(f_!F, G) \cong \text{Hom}_{\text{CoSh}(X,k)}(F, f^{-1}G)
\]
for any functor \(G : Y \to \text{Vect}_k\) and any functor \(F : X \to \text{Vect}_k\). In other words, \(f^{-1}\) is the left adjoint of \(f_*\) and \(f_!\) is the left adjoint of \(f^{-1}\). Consequently, the functor \(f^{-1}\) is exact, \(f_*\) is right exact and \(f_!\) is left exact.

We will denote by \(Rf_*\) and \(Lf_!\) the right derived functor of \(f_*\) and the left derived functor of \(f_!\) respectively.

Definition 2.26. Let \((P, \leq)\) be a preordered set. Let \(F, G : P \to \text{Vect}_k\) be a functors. We define \((F \otimes_{\text{sh}} G) : P \to \text{Vect}_k\) to be the functor \((F \otimes_{\text{sh}} G)_x \coloneqq F_x \otimes_k G_x\) and call it the sheaf tensor product of \(F\) and \(G\). As the name suggest one can check that this definition coincides with the usual sheaf tensor product definition when we are considering \(F\) and \(G\) as sheaves on \(P\) with the Alexandrov topology. Furthermore, this definition also coincides with the cosheaf tensor product definition when we consider \(F\) and \(G\) as cosheaves on \(P\) with the opposite Alexandrov topology. Let \(P \times P\) be endowed with the product partial order induces from \((P, \leq)\). Define the functor \(F \boxtimes G : P \times P \to \text{Vect}_k\) by \(F \boxtimes G = \pi_1^{-1}F \otimes_{\text{sh}} \pi_2^{-1}G\) where \(\pi_i\) are the canonical projections for \(i = 1, 2\). \(F \boxtimes G\) is called the external tensor product of \(F\) and \(G\). As the name suggests, this definition coincides with the external tensor product of \(F\) and \(G\) when considered as sheaves (Appendix A). In general, it is not possible to define an external tensor product for cosheaves as the inverse image functors are not defined as cosheafification is not guaranteed to exist. However for cosheaves of vector thanks to Theorem 2.22 we do not have to worry about that. Furthermore, because \(\otimes_{\text{sh}}\) is the same for sheaves and cosheaves and because the inverse image functors for sheaves and cosheaves on pre-ordered sets agree (Example 2.24) it turns out that we can define \(\boxtimes\) for cosheaves and that it agrees with the sheaf definition (on preordered sets). Because we are also working with sheaves and cosheaves of vector spaces we have that \(\otimes_{\text{sh}}\) is exact. As inverse image functors are also exact it follows that \(\boxtimes\) is an exact functor. Thus, when we consider it in the derived setting we don’t have to write \(\boxtimes\) for its left derived functor, as one usually has to for general sheaves.

2.4. Derived category. Let \(A\) be an abelian category. Suppose \(A\) has enough projectives and injectives. We assume the reader is familiar with the category of chain complexes of objects in \(A\), \(C(A)\). This section is dedicated to understanding the morphisms in the derived category of \(A\). This will be necessary in our proof of Theorem 1.1.

Definition 2.27. Let \(X\) and \(Y\) be in \(C(A)\) and let \(f \in \text{Hom}_{c(A)}(X,Y)\). The chain map \(f\) is a quasi-isomorphism if for all \(j \in \mathbb{Z}\), \(H^j(f)\) is an isomorphism.

Definition 2.28. Let \(X\) and \(Y\) be in \(C(A)\). A roof from \(X\) to \(Y\) is a diagram in \(C(A)\) of the form:
where $q$ is a quasi-isomorphism. We write $f \cdot q^{-1}$ for this roof.

**Lemma 2.29** (Ore condition). Let $X, \tilde{X}$ and $Y$ be in $C(A)$. Given the solid part in the diagram below, where $q$ is a quasi-isomorphism, it is possible to find the dashed part including $Y$ such that $r$ is also a quasi-isomorphism and that the full diagram commutes in $C(A)$.

$$
\begin{array}{c}
\tilde{X} \\
X \quad q \\
\end{array}
\quad
\begin{array}{c}
f \\
Y \\
\end{array}
$$

Dually, given the dashed part we can find the solid part.

**Definition 2.30.** Let $X$ and $Y$ be in $C(A)$. Two roofs $f \cdot q^{-1}$ and $f' \cdot q'^{-1}$ are **equivalent** if there is a chain complex $H$ and quasi-isomorphisms $h_i : H \to \tilde{X}_i$ for $i = 1, 2$, such that the following diagram commutes:

$$
\begin{array}{c}
\tilde{X}_1 \\
X \quad q_1 \\
\end{array}
\quad
\begin{array}{c}
h_1 \\
H \\
\end{array}
\quad
\begin{array}{c}
f_1 \\
Y \\
\end{array}
\quad
\begin{array}{c}
\tilde{X}_2 \\
f_2 \\
\end{array}
$$

It is a standard result that this is indeed an equivalence relation between roofs from $X$ to $Y$.

We now recall the composition of roofs.

**Definition 2.31.** Let $X, Y$ and $Z$ be in $C(A)$. Suppose $f \cdot q^{-1}$ is a roof from $X$ to $Y$ and that $g \cdot r^{-1}$ is a roof from $Y$ to $Z$. The **composition of roofs** $f \cdot q^{-1}$ and $g \cdot r^{-1}$ is defined to be the equivalence class of the roof $g \tilde{f} \cdot (q\tilde{r})^{-1}$ where $\tilde{f}$ and $\tilde{r}$ exist by Lemma 2.29. More specifically, the composition is a roof from $X$ to $Z$ given by the following diagram:

$$
\begin{array}{c}
\tilde{X} \\
X \quad q \\
\end{array}
\quad
\begin{array}{c}
f \\
Y \quad r \\
\end{array}
\quad
\begin{array}{c}
g \\
Z \\
\end{array}
$$
Definition 2.32. The derived category $D(A)$ of $A$ is given by:

- $\text{Ob}(D(A)) = \text{Ob}(C(A))$.
- For $X, Y$ in $\text{Ob}(D(A))$, $\text{Hom}_{D(A)}(X, Y) = \{\text{roofs from } X \text{ to } Y\}$

To each object $X$ in $A$ we can associate to it the corresponding complex concentrated in degree 0, and to each $f \in \text{Hom}_A(X, Y)$ we can associate to it the equivalence class of the roof $f \cdot 1_X^{-1}$. This yields a fully faithful localization functor $\iota_A : A \to D(A)$. More generally, if $f : X \to Y$ is a chain map in $C(A)$ we can associate to it the equivalence class of the roof $f \cdot 1_X^{-1}$, although this is no longer a fully faithful localization.

3. Convolution of persistence modules

In this section we define sheaf and cosheaf convolutions of derived complexes of persistence modules. We will use these two operations to define convolution distances of derived complexes of persistence modules, that turn out to be equivalent. We show a relationship between this convolution distance and the classical interleaving distance. We assume persistence modules, that turn out to be equivalent. We show a relationship between this convolution distance and the classical interleaving distance. We assume $\mathbb{R}^n$ is given the Alexandrov topology induced by $\leq$, or the opposite topology. We denote these topological spaces by $\mathbb{R}^n_\leq$ and by $\mathbb{R}^n_{\leq op}$ respectively. In particular, the open sets in $\mathbb{R}^n_\leq$ are the up-sets and the open sets in $\mathbb{R}^n_{\leq op}$ are the down-sets with respect to $\leq$. We denote by $s : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n$ the addition map $s(x, y) = x + y$. An important observation is that $s : \mathbb{R}^n_\leq \times \mathbb{R}^n_\leq \to \mathbb{R}^n_\leq$ and $s : \mathbb{R}^n_{\leq op} \times \mathbb{R}^n_{\leq op} \to \mathbb{R}^n_{\leq op}$ are both continuous maps of topological spaces. Therefore we can talk about the direct image functors $s_!$ and $s_*$ and their derived functors $Ls_!$ and $Rs_*$. We also denote by $\pi_i : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n$ for $i = 1, 2$ the projections onto the first and second coordinates respectively.

3.1. Cosheaf convolution. Here we restrict ourselves to the cosheaf point of view of persistence modules as in Definition 2.13 and we define the cosheaf convolution of bounded derived complexes of persistence modules.

Definition 3.1. Let $M$ and $N$ be persistence modules, define $M \bullet N := s_!(M \boxtimes N)$. If $M$ and $N$ are in $D^b(\text{Vect}_{\mathbb{R}^n}^\text{gr})$, we define the cosheaf convolution to be the left derived functor

$$M \bullet^L N \cong Ls_!(M \boxtimes N).$$

Theorem 3.2 (Theorem 1.2). Let $M$ and $N$ be in $D^b(\text{Vect}_{\mathbb{R}^n}^\text{gr})$. Then there is a canonical isomorphism $M \otimes_{\text{gr}}^L N \cong M \bullet^L N$.

Proof. Let $x \in \mathbb{R}^n$ and suppose that $M$ and $N$ are persistence modules. Then we have the following canonical isomorphisms

$$(s_!(M \boxtimes N))(x) \cong s_*(M \boxtimes N)(D_x) := (M \boxtimes N)(s^{-1}(D_x)) \cong \text{colim}_{a+b \leq x}(M \boxtimes N)(a, b)$$

$$:= \text{colim}_{a+b \leq x}(\pi_1^{-1}M \otimes_{\text{sh}} \pi_2^{-1}N)(a, b) \cong \text{colim}_{a+b \leq x}(M_{\pi_1(a, b)} \otimes_{k} N_{\pi_2(a, b)}) = \text{colim}_{a+b \leq x}(M_a \otimes_{k} N_b).$$

Recall that $(M \otimes_{\text{gr}}^\text{gr} N)(x) := \text{colim}_{a+b \leq x}(M_a \otimes_{k} N_b)$. Thus, $M \bullet N \cong M \otimes_{\text{gr}}^\text{gr} N$. The derived statement $M \otimes_{\text{gr}}^L N \cong M \bullet^L N$ follows immediately by the uniqueness property of derived functors, see for example [19].

Due to Theorem 3.2 and known computations for $\otimes_{\text{gr}}$ between interval modules, see for example [9], we have the following proposition.
Proposition 3.3 (Second part of Proposition 1.4). Consider two interval modules, \( M = k(a, b) \) and \( N = k(c, d) \). Then \((M \otimes^L N)_0 \cong M \otimes N \cong k(a + c, \min(b + c, a + d))\), \((M \otimes^L N)_1 \cong k(\max(a + d, b + c), b + d)\) and \((M \otimes^L N)_i = 0\) for \( i \geq 2 \).

From now on, we will denote \( \bullet \) by \( \otimes_{\text{gr}} \) in the remainder of the paper, the exception being Corollary 3.4.

Lemma 3.4. Let \( M \) be in \( D(Vect^R_k) \). Then there is a canonical isomorphism \( M \otimes^L_{\text{gr}} k[U_s] \cong M(-s) \). In particular, for every down-set \( D \) we have a canonical isomorphism \( M(D(-s)) \cong (M \otimes^L_{\text{gr}} k[U_s])(D) \).

Proof. Suppose that \( M \) is a persistence module. We have the following natural isomorphisms:
\[
(M \otimes_{\text{gr}} k[U_s])_x \cong \text{colim}_{a+b \leq x} (M_a \otimes_k k[U_s]_b).
\]
Note that if \( s \not\leq b \), then \( k[U_s]_b = 0 \). Thus, to evaluate the above colimit, we only need consider the case \( s \leq b \). Then \( a + s \leq a + b \). Furthermore, assuming \( a + b \leq x \), we get \( a + s \leq x \). Thus, we have \((M \otimes_{\text{gr}} k[U_s])_x \cong \text{colim}_{a+s \leq x} (M_a \otimes_k k) \cong \text{colim}_{a \leq x-s} M_a \cong M_{x-s}\).

Now suppose that \( M \) is in \( D(Vect^R_k) \). Then, by Proposition 2.18, we have that \(- \otimes_{\text{gr}} k[U_s]\) is an exact functor and thus \( M \otimes^L_{\text{gr}} k[U_s] \cong M(-s) \) as an exact functor and hence an isomorphism in homology. \( \square \)

Proposition 3.5. Let \( \epsilon, \delta \in R \) and let \( M \) be in \( D^b(Vect^R_k) \).

1. There are natural isomorphisms \((M \otimes^L_{\text{gr}} k[U_{\delta}]) \otimes^L_{\text{gr}} k[U_{\delta}] \cong M \otimes^L_{\text{gr}} k[U_{\epsilon}+\delta] \) and \( M \otimes^L_{\text{gr}} k[U_{0}] \cong M \) in \( D^b(Vect^R_k) \).

2. If \( \delta \geq \epsilon \), there is a canonical morphism \( k[U_{\delta}] \to k[U_{\epsilon}] \) in \( D^b(\text{CoSh}(X; k)) \) inducing a canonical morphism \( M \otimes^L_{\text{gr}} k[U_{\delta}] \to M \otimes^L_{\text{gr}} k[U_{\epsilon}] \).

3. The canonical morphism \( M \otimes^L_{\text{gr}} k[U_{\delta}] \to M \otimes^L_{\text{gr}} k[U_{\epsilon}] \) induces an isomorphism \( L(R^n; M \otimes^L_{\text{gr}} k[U_{\delta}]) \to L(R^n; M \otimes^L_{\text{gr}} k[U_{\epsilon}]) \) and hence an isomorphism in homology.

Proof.

1. By Proposition 2.18, the functor \(- \otimes_{\text{gr}} k[U_{\epsilon}]\) is exact. Thus \( M \otimes^L_{\text{gr}} k[U_{\epsilon}] = M \otimes_{\text{gr}} k[U_{\epsilon}]\), i.e., \( M \otimes_{\text{gr}} k[U_{\epsilon}]\) is a complex whose \( n \)-th term is \((M \otimes_{\text{gr}} k[U_{\epsilon}])^n = M^n \otimes_{\text{gr}} k[U_{\epsilon}]\). The rest follows by Lemma 3.4.

2. Note that for \( \delta \geq \epsilon \), \( k[U_{\delta}] \) is a submodule of \( k[U_{\epsilon}] \) and the inclusion map is the canonical morphism. By Lemma 3.4, we have that \( M \otimes_{\text{gr}} k[U_{\delta}] \cong M(-\delta) \) and \( M \otimes_{\text{gr}} k[U_{\epsilon}] \cong M(-\epsilon) \). Furthermore, the morphism induced is canonically isomorphic to the chain map \( M(-\delta) \to M(-\epsilon) \) whose \( n \)-degree component is the natural transformation with components \( M^n_{x \leq x+\delta-\epsilon} \) for \( x \in \mathbb{R}^n \). The morphism in \( D^b(Vect^R_k) \) is the localization of this chain map.

3. By Lemma 3.4, we have that \( M \otimes_{\text{gr}} k[U_{\alpha}] \cong M(-\alpha) \) for all \( \alpha \in \mathbb{R}^n \). Thus, if \( P \to M \) is a projective resolution, \( M, P(-\delta) \) and \( P(-\epsilon) \) are projective resolutions of \( M(-\delta) \) and \( M(-\epsilon) \) respectively since \(- \otimes_{\text{gr}} k[U_{\alpha}] \) is an exact functor for all \( \alpha \in \mathbb{R}^n \) by Proposition 2.18. By definition, for any \( \alpha \in \mathbb{R}^n \) we have \( L(R^n; M \otimes_{\text{gr}} k[U_{\alpha}]) \cong L(R^n; M(-\alpha)) := L(R^n; P(-\alpha)) \). On the other hand \( L(R^n; P(-\alpha)) \) is the complex of \( k \)-vector spaces \( P(-\alpha)(\mathbb{R}^n) := \text{colim}_{x \in \mathbb{R}^n} P(-\alpha)_x = \text{colim}_{x \in \mathbb{R}^n} P_x \). Furthermore, the maps from part 2 do induce isomorphisms as we would be computing the colimits \( \text{colim}_{x \in \mathbb{R}^n} P^n_{x \leq x+\delta-\epsilon} \) and these would yield the identity chain morphism \( P(\mathbb{R}^n) \to P(\mathbb{R}^n) \). \( \square \)
3.2. Sheaf convolution. Here we restrict ourselves to the sheaf point of view of persistence modules as in Definition 2.12 and we define the sheaf convolution of bounded derived complexes of persistence modules.

Definition 3.6. Let $M$ and $N$ be persistence modules, define $M \star N := s_*(M \boxtimes N)$. If $M$ and $N$ are in $D^b(\mathcal{V}ect_k)$, we define the sheaf convolution to be the right derived functor

$$M \star^R N \cong R\pi_* (M \boxtimes N).$$

The following proposition gives us a formula for attempting to compute the sheaf convolution. We will see that this formula is useful for computing examples of single-parameter persistence modules that decompose as intervals.

Proposition 3.7. For all $x \in P$, there is a natural isomorphism $(M \star N)_x = \lim_{a+b \geq x} (M_a \otimes N_b)$.

Proof. We have the following natural isomorphisms

$$(M \star N)_x := (s_*(M \boxtimes N))_x \cong s_*(M \boxtimes N)(U_x) := (M \boxtimes N)(s^{-1}(U_x)) := \lim_{a+b \geq x} (M \boxtimes N)_{(a,b)}$$

$$\cong \lim_{a+b \geq x} (\pi_1^{-1} M \otimes_{\text{sh}} \pi_2^{-1} N)_{(a,b)} \cong \lim_{a+b \geq x} (M_{\pi_1(a,b)} \otimes_k N_{\pi_2(a,b)}) \cong \lim_{a+b \geq x} (M_a \otimes_k N_b).$$

□

Proposition 3.8. For every pair of persistence modules $M$ and $N$ there is a natural isomorphism $M \star N \cong N \star M$.

Proof. Let $x \in P$. Then $(M \star N)_x \cong \lim_{a+b \geq x} (M_a \otimes N_b) \cong \lim_{a+b \geq x} N_b \otimes_k M_a \cong (N \star M)_x$. □

Lemma 3.9. Let $M$ be in $D(\mathcal{V}ect_k)$. Then for every up-set $U$, there is a canonical isomorphism $M(U(-e)) \cong (M \star k[D_e])(U)$. In particular, $M \star k[D_e] = M(-e)$.

Proof. The proof is dual to the proof of Lemma 3.4. □

Proposition 3.10. Let $\epsilon, \delta \in \mathbb{R}$ and let $M$ be in $D^b(\mathcal{V}ect_k)$.

1. There are natural isomorphisms $(M \star^R k[D_\delta]) \cong M \star^R k[D_{\epsilon+\delta}]$ and $M \star^R k[D_0] \cong M$ in $D^b(\mathcal{V}ect_k)$.

2. If $\delta \geq \epsilon$, there is a canonical morphism $k[D_\delta] \to k[D_\epsilon]$ in $D^b(\mathcal{V}ect_k)$ inducing a canonical morphism $M \star k[D_\delta] \to M \star k[D_\epsilon]$.

3. The canonical morphism $M \star k[D_\delta] \to M \star k[D_\epsilon]$ induces an isomorphism $R\Gamma(V, M \star k[D_\delta]) \to R\Gamma(V, M \star k[D_\epsilon])$ and hence an isomorphism in cohomology.

Proof. Use Lemma 3.9 and dual arguments to the ones in the proof of Proposition 3.5. □

Proposition 3.11 (First part of Proposition 1.4). Consider two interval modules, $M = k[a,b]$ and $N = k[c,d]$. Then $(M \star^R N)_0 \cong M \star N \cong k[\max(a+d, b+c), b+d]$, $(M \star^R N)_1 \cong k[a+c, \min(b+c, a+d)]$ and $(M \star^R N)_i = 0$ for $i \geq 2$.

Proof. It follows by Proposition 3.7 that $(M \star N)_x$ is the $k$-vector subspace of $\prod_{a+b=x} M_a \otimes_k N_b$ that is the limit of the digram of vector spaces $M_p \otimes_k N_q$ with $p+q \geq x$ and the maps in the diagram are given by $1_{M_p} \otimes_k N_{q \leq q'}$ and $M_{p \leq p'} \otimes_k 1_{N_q}$ and their compositions. Suppose that $b+c \leq a+d$ as in Figure 1. Note that $M_a \otimes_k N_c \cong k$. However, for any other $a' \neq a$, $c' \neq c$ such that $a' + c' = a + c$ we have $M_{a'} \otimes_k N_{c'} = 0$. Therefore, we have
Furthermore, the limits of computation outside the rectangle in Figure 1 are mapping into trivial vector spaces. The first one where we have a nontrivial limit as all the relevant maps that contribute to the limit computation are trivial. Vector spaces relevant in the limit computation are trivial. Thus all the vector spaces in the rectangle are copies of $\mathbf{k}$ and all the linear maps are identities and thus it is the one dimensional diagonal subspace of $\prod_{k+t \geq 0} M_s \otimes_R M_t$ that is the limit. Similar reasoning shows that for any antidiagonal $l < b + d$ we have $(M \ast N)_l \cong \mathbf{k}$. Finally, at $b + d$ we have $(M \ast N)_{b + d} = 0$ as all the vector spaces relevant in the limit computation are trivial. Thus $M \ast N \cong \mathbf{k}[a + d, b + d]$. If we had instead assumed in the beginning that $a + d \leq b + c$ by the same reasoning we would have gotten $M \ast N \cong \mathbf{k}[b + c, b + d]$. Thus, in general we have $M \ast N \cong \mathbf{k}[\max(a + d, b + c), b + d)$.

\[ (M \ast N)_{a+c} = \lim_{s+t \geq a+c} M_s \otimes_R M_t = 0. \]

Same reasoning shows that along any antidiagonal $l < a + d$ we have $(M \ast N)_l = \lim_{s+t \geq 0} M_s \otimes_R M_t = 0$. The antidiagonal $a + d$ is the first one where we have a nontrivial limit as all the relevant maps that contribute to the limit computation are trivial. Vector spaces relevant in the limit computation are trivial. Thus all the vector spaces in the rectangle are copies of $\mathbf{k}$ and all the linear maps are identities and thus it is the one dimensional diagonal subspace of $\prod_{k+t \geq a+d} M_s \otimes_R M_t$ that is the limit. Similar reasoning shows that for any antidiagonal $l < b + d$ we have $(M \ast N)_l \cong \mathbf{k}$. Finally, at $b + d$ we have $(M \ast N)_{b + d} = 0$ as all the vector spaces relevant in the limit computation are trivial. Thus $M \ast N \cong \mathbf{k}[a + d, b + d]$. If we had instead assumed in the beginning that $a + d \leq b + c$ by the same reasoning we would have gotten $M \ast N \cong \mathbf{k}[b + c, b + d]$. Thus, in general we have $M \ast N \cong \mathbf{k}[\max(a + d, b + c), b + d)$.

**Figure 1.** Sheaf convolution of interval modules: $\mathbf{k}[a, b] \ast \mathbf{k}[c, d] = \mathbf{k}[\max(a + d, b + c), b + d)$

In order to calculate $(M \ast^R N)_1$ we note that by Proposition 2.18 we have the following augmented injective resolution of $M = \mathbf{k}[a, b)$:

\[ 0 \to \mathbf{k}[a, b) \to \mathbf{k}(-\infty, b) \to \mathbf{k}(-\infty, a) \to 0 \]

Apply the functor $- \ast \mathbf{k}[c, d)$ to the injective resolution to get the following (no longer exact) sequence.

\[ 0 \to \mathbf{k}[b + c, b + d) \to \mathbf{k}[a + c, a + d) \to 0 \]

Calculating cohomology in degree 1 we get the following:

\[ ((\mathbf{k}[a, b) \ast^R \mathbf{k}[c, d')))^1 = \mathbf{k}[a + c, \min(b + c, a + d)]. \]

Similarly $(\mathbf{k}[a, b) \ast^R \mathbf{k}(-\infty, d)) = 0$ and $(\mathbf{k}[a, \infty) \ast^R \mathbf{k}[c, d))^1 = \mathbf{k}[a + c, a + d)$. \qed

Recall the definition of the sheaf hom $\mathcal{H}om$. If $F$ and $G$ are sheaves on a space $X$, $\mathcal{H}om(F, G)$ is the sheaf of abelian groups $\mathcal{H}om(F(U), G(U)) = Hom(F \mid_U, G \mid_U)$ for every open $U \subseteq X$, where $F \mid_U$ and $G \mid_U$ are the restrictions of $F$ and $G$ on $U$ respectively.

**Definition 3.12.** Let $M$ and $N$ be persistence modules. We can define $\mathcal{H}om^\ast(M, N) := \pi_2_* \mathcal{H}om(\pi^{-1}_1 M, s^{-1} N)$. If $M$ and $N$ are in $D^b(\text{Vect}_R^n)$, we also have the derived functor $R\mathcal{H}om^\ast(M, N) := R\pi_2_* \mathcal{H}om(\pi^{-1}_1 M, s^{-1} N)$.

**Theorem 3.13 (Theorem 1.3).** Let $M$ and $N$ be in $D^b(\text{Vect}_R^n)$. There is a canonical isomorphism $R\mathcal{H}om^\ast(M, N) \cong R\mathcal{H}om(M, N)$. 
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Proof. Let \( x \in \mathbb{R}^n \). We have the following natural isomorphisms

\[
\mathcal{H}om^*(M, N)_x \cong \mathcal{H}om^*(M, N)(U_x) := \pi_{2x} \mathcal{H}om(\pi_1^{-1}M, s^{-1}N)(U_x) := \\
\cong \lim_{b \geq x, d \geq x, c-a \geq 0, d-b \geq 0} \mathcal{H}om_k((\pi_1^{-1}M|_{\pi_2^{-1}(U_x)})(a, b), (s^{-1}N|_{\pi_2^{-1}(U)})(c, d)) \cong \\
\cong \lim_{d \geq b \geq x, c-a \geq 0} \mathcal{H}om_k(M_a, N_{c+d}) \cong \lim_{d+c-a \geq x} \mathcal{H}om_k(M_a, N_{c+d}) = \mathcal{H}om(M, N)_x
\]

The crucial step in the above composition of canonical isomorphisms was the observation

\[
\mathcal{H}om(\pi_1^{-1}M|_{\pi_2^{-1}(U_x)}, s^{-1}N|_{\pi_2^{-1}(U_x)}) \cong \\
\cong \lim_{b \geq x, d \geq x, c-a \geq 0, d-b \geq 0} \mathcal{H}om_k((\pi_1^{-1}M|_{\pi_2^{-1}(U_x)})(a, b), (s^{-1}N|_{\pi_2^{-1}(U)})(c, d));
\]

which follows from Definition 2.14. \( \square \)

The bifunctor \( - \otimes_{\mathbb{gr}} - \) is the left adjoint of \( \mathcal{H}om(-, -) \), see [8]. We thus have the following corollary.

**Corollary 3.14.** For every triple of persistence modules \( M, N \) and \( P \) there exist canonical isomorphisms

\[
\mathcal{H}om(M \bullet N, P) \cong \mathcal{H}om(M, \mathcal{H}om^*(N, P)).
\]

Observe that Definitions 3.1 and 3.6 are analogous to Definition 2.1 and that Propositions 3.5 and 3.10 are analogous to Proposition 2.3. We believe this justifies calling the operations we defined as convolutions. However, the reader should note that in our convolution definitions we are considering the direct image of the addition map \( s \), while the convolution of constructible sheaves involves the direct image with proper supports of the addition map \( s \) Appendix A. Our choice of only considering the direct image and not direct image with proper supports was because of the following two reasons. A useful tool for computing the direct image with proper supports comes in the form of Beck-Chevalley Theorem (Theorem A.6). The theorem states that computing the direct image with proper supports is equivalent to computing the compactly supported cohomology of the fibers. However, the topological spaces involved are assumed to be Hausdorff (and locally compact). Note that \( \mathbb{R}^n \) is not a Hausdorff space with respect to the Alexandrov topology (for any \( a, b \in \mathbb{R}^n, U_a \cap U_b \neq \emptyset \) and \( D_a \cap D_b \neq \emptyset \)). Hence, even if we had considered \( s_1 \) in our definition, we would have no easy way of computing the convolution. The second reason is Theorem 3.2 which says that our cosheaf convolution is canonically isomorphic to the derived graded module tensor product, a canonical operation in graded module theory. This enforces our belief that we are on the right track with the cosheaf definition.

### 3.3. Convolution distance.

In this section we use the sheaf and cosheaf convolutions of derived complexes of persistence modules to define a convolution distance.

**Definition 3.15.** Let \( M \) and \( N \) bounded derived complexes of persistence modules and let \( \epsilon \geq 0 \). We say \( M \) and \( N \) are \( \epsilon \)-isomorphic if there are morphisms \( f : k[D_\epsilon] \ast M \rightarrow N \) and \( g : k[D_\epsilon] \ast N \rightarrow M \) in \( D^b(Vect^\mathbb{R}_\epsilon^\mathbb{R}) \) such that the composition \( k[D_\epsilon] \ast M \xrightarrow{k[D_\epsilon] \ast f} k[D_\epsilon] \ast N \xrightarrow{g} M \) coincides with the natural morphism \( k[D_\epsilon] \ast M \rightarrow M \) and the composition
\[ k[D_2] \ast N \xrightarrow{k[D_2]^{\ast q}} k[D_2] \ast M \xrightarrow{\varphi} N \] coincides with the natural morphism \( k[D_2] \ast N \to N \). If \( M \) and \( N \) are \( \epsilon \)-isomorphic, then they are \( \delta \)-isomorphic for any \( \delta \geq \epsilon \). Thus, one can define
\[
d_C(M, N) = \inf(\{+\infty\} \cup \{\epsilon \in \mathbb{R}_{\geq 0} \mid M \text{ and } N \text{ are } \epsilon \text{-isomorphic}\})
\]

**Definition 3.16.** Let \( M \) and \( N \) bounded derived complexes of persistence modules and let \( \epsilon \geq 0 \). We say \( M \) and \( N \) are \( \epsilon \)-isomorphic if there are morphisms \( f : k[U_\epsilon] \otimes_{\text{gr}}^L M \to N \) and \( g : k[U_\epsilon] \otimes_{\text{gr}}^L N \to M \) in \( D^b(\text{Vect}_{k}^{R^n}) \) such that the composition \( k[U_\epsilon] \otimes_{\text{gr}}^L M \xrightarrow{k[U_\epsilon] \otimes_{\text{gr}}^L f} k[U_\epsilon] \otimes_{\text{gr}}^L N \xrightarrow{g} M \) coincides with the natural morphism \( k[U_\epsilon] \otimes_{\text{gr}}^L M \to M \) and the composition \( k[U_\epsilon] \otimes_{\text{gr}}^L N \xrightarrow{k[U_\epsilon] \otimes_{\text{gr}}^L g} k[U_\epsilon] \otimes_{\text{gr}}^L N \xrightarrow{\varphi} N \) coincides with the natural morphism \( k[U_\epsilon] \otimes_{\text{gr}}^L N \to N \). If \( M \) and \( N \) are \( \epsilon \)-isomorphic, then they are \( \delta \)-isomorphic for any \( \delta \geq \epsilon \). Thus, one can define
\[
d_C(M, N) = \inf(\{+\infty\} \cup \{\epsilon \in \mathbb{R}_{\geq 0} \mid M \text{ and } N \text{ are } \epsilon \text{-isomorphic}\})
\]

**Lemma 3.17.** Let \( M \) and \( N \) be in \( D^b(\text{Vect}_{k}^{R^n}) \). Then \( d_C(M, N) = d^C(M, N) \).

**Proof.** By Lemmas 3.3 and 3.9 we have that for every \( a \in \mathbb{R}^n \), \( k \otimes_{\text{gr}}^L M \cong M(-a) \cong k[D_a] \ast R M \). Thus the result follows from the definitions of \( d_C \) and \( d^C \).

From now on, we use \( d_C \) to denote both \( d_C \) and \( d^C \). Furthermore, by construction \( d_C \) is an extended pseudo-metric on \( D^b(\text{Vect}_{k}^{R^n}) \). The authors in [23] use the idea behind the definition of the interleaving distance of persistence modules to define a convolution distance between complexes of constructible sheaves on euclidean space. We now show that in fact the classical interleaving distance is a type of convolution in the sense that the convolution distance extends it in the derived setting.

**Theorem 3.18 (Theorem 1.1).** Let \( M \) and \( N \) be persistence modules which we think of as complexes of persistence modules concentrated in degree 0. Then \( d_C(M, N) = d_1(M, N) \).

**Proof.** This follows from the definitions and Lemma 3.3 or Lemma 3.9 and the fact that the localization functor \( \iota_{\text{Vect}_{k}^{R^n}} : \text{Vect}_{k}^{R^n} \to D(\text{Vect}_{k}^{R^n}) \) is fully faithful.

**Proposition 3.19.** Let \( M \) and \( N \) be in \( D^b(\text{Vect}_{k}^{R^n}) \). Suppose that the boundary maps of \( M \) and \( N \) are 0. Then
\[
d_C(M, N) \leq \max_n d_I(M^n, N^n).
\]

Without the 0 boundary maps assumption, we still have
\[
d_C(H^*(M), H^*(N)) \leq \max_n d_I(H^n(M), H^n(N))
\]

**Proof.** If \( \max_n d_I(M^n, N^n) = \infty \) we are done. So suppose \( \max_n d_I(M^n, N^n) < \infty \), say \( \max_n d_I(M^n, N^n) = \epsilon \). Let \( \delta > \epsilon \). Then, the persistence modules \( M^n \) and \( N^n \) are \( \delta \)-interleaved for every \( n \in \mathbb{Z} \). Thus there exist persistence module morphisms \( f^n : M^n(-\delta) \to N^n \) and \( g^n : N^n(-\delta) \to M^n \) that achieve the \( \delta \)-interleaving for all \( n \in \mathbb{Z} \). As all the boundary maps in the complexes \( M \) and \( N \) are 0, the sequences of persistence module morphisms \( f^n \) and \( g^n \) assemble into chain maps \( f : M(-\delta) \to N \) and \( g : N(-\delta) \to N \). The localizations of the maps \( f \) and \( g \) thus give the desired \( \delta \)-isomorphism in \( D^b(\text{Vect}_{k}^{R^n}) \). Thus the result follows.
4. Stability

In this section we discuss stability results involving the convolution distance of bounded derived complexes of persistence modules using the sheaf and cosheaf points of view. Let \( f : X \to \mathbb{R}^n \) be a set-theoretic function. Note that for every \( a \leq b \in \mathbb{R}^n \) we have inclusion maps \( f^{-1}(D_a) \to f^{-1}(D_b) \) and \( f^{-1}(U_b) \to f^{-1}(U_a) \). Applying singular homology and cohomology in degree \( n \) functors with coefficients in a field \( k \) for every \( a \in \mathbb{R}^n \) we obtain vector spaces \( H_n(f^{-1}(D_a); k) \) and \( H^n(f^{-1}(U_b); k) \). Furthermore, for \( a \leq b \) the mentioned inclusions maps induce \( k \)-linear maps \( H_n(f^{-1}(D_a); k) \to H_n(f^{-1}(D_b); k) \) and \( H^n(f^{-1}(U_b); k) \to H^n(f^{-1}(U_a); k) \), respectively. Thus, by considering homology and cohomology of inverse images of principal down-sets and up-sets in \( \mathbb{R}^n \), respectively, we obtain two persistence modules which we label by \( H_n f \) and \( H^n f \) respectively. We have the following classical result in persistence theory.

**Theorem 4.1.** [8, Theorems 4.3, 4.4 and Example 4.6] Let \( X \) be a topological space and let \( f, g : X \to \mathbb{R}^n \) be set-theoretic functions. Then \( d_I(H_n f, H_n g) \leq ||f - g||_{\infty} \) and \( d_I(H^n f, H^n g) \leq ||f - g||_{\infty} \).

**Remark 4.2.** Theorems 4.3, 4.4 and Example 4.6 in [8] only give us \( d_I(H_n f, H_n g) \leq ||f - g||_{\infty} \). However, it is straightforward to adapt the arguments in a dual way to prove the cohomology case as well.

Given a set theoretic function \( f : X \to \mathbb{R}^n \) we can also use \( f \) to construct complexes of persistence modules in the following way. For every \( a \) we can assign to \( f^{-1}(D_a) \) the chain complex of \( k \) vector spaces that is the chain complex of singular chains with coefficients in \( k \), \( C_\bullet(f^{-1}(D_a); k) \). Similarly we can assign to \( f^{-1}(U_a) \) and the cochain complex of \( k \) vector spaces that is the cochain complex of singular cochains with coefficients in \( k \), \( C^\bullet(f^{-1}(U_a); k) \). Denote these complexes of persistence modules by \( C_\bullet f \) and \( C^\bullet f \) respectively. Denote by \( H_\bullet f \) and by \( H^\bullet f \) the respective homology and cohomology complexes. Note that \( (H_\bullet f)_n = H_n f \) and \( (H^\bullet f)^n = H^n f \). From Theorem 4.1 and Proposition 3.19 we have Corollary 4.3.

**Corollary 4.3.** Let \( X \) be a topological space and let \( f, g : X \to \mathbb{R}^n \) be set-theoretic functions. Suppose \( H_\bullet f \) and \( H^\bullet f \) are bounded complexes of persistence modules. Then \( d_C(H_\bullet f, H_\bullet g) \leq ||f - g||_{\infty} \) and \( d_C(H^\bullet f, H^\bullet g) \leq ||f - g||_{\infty} \).

4.1. Stability for direct images. Here we consider stability of direct images of sheaves and cosheaves on \( \mathbb{R}^n \).

**Theorem 4.4** (Stability for direct images). Let \( X \) be a topological space and let \( f, g : X \to \mathbb{R}^n \) be continuous maps. Let \( F \) be in \( D^b(\text{Sh}(X; k)) \). Then

\[
d_C(Rf_* F, Rg_* F) \leq ||f - g||_{\infty}.
\]

Dually, if \( G \) is in \( D^b(\text{CoSh}(X; k)) \). Then

\[
d_C(Lf^! G, Lg^! G) \leq ||f - g||_{\infty}.
\]

**Proof.** We prove the sheaf statement. The cosheaf one is dual. If \( ||f - g||_{\infty} = \infty \) we are done so suppose that \( ||f - g||_{\infty} = \epsilon < \infty \). Let \( F \to E \) be an injective resolution of \( F \). We need to show that \( d_C(f_! E, g_! E) \leq \epsilon \). Let \( U \subseteq \mathbb{R}^n \) be an up-set. Since \( ||f - g||_{\infty} \leq \epsilon \) we have that \( f^{-1}(U) \subseteq g^{-1}(U(-\epsilon)) \subseteq f^{-1}(U(-2\epsilon)) \) and \( g^{-1}(U) \subseteq f^{-1}(U(-\epsilon)) \subseteq g^{-1}(U(-2\epsilon)) \). By
definition, we have $f_*E^n(U) := E^n(f^{-1}(U))$ for all $n \in \mathbb{Z}$. Thus, we have the following sheaf restriction maps that commute with the boundary maps, as $E$ is assumed to be a complex:

$$
\begin{array}{c}
E^n(f^{-1}(U(-\varepsilon))) \longrightarrow E^n(g^{-1}(U(-\varepsilon))) \longrightarrow E^n(f^{-1}(U)) \\
\downarrow \partial \quad \quad \quad \downarrow \partial \quad \quad \downarrow \partial \\
E^{n+1}(f^{-1}(U(-\varepsilon))) \longrightarrow E^{n+1}(g^{-1}(U(-\varepsilon))) \longrightarrow E^{n+1}(f^{-1}(U))
\end{array}
$$

and

$$
\begin{array}{c}
E^n(g^{-1}(U(-\varepsilon))) \longrightarrow E^n(f^{-1}(U(-\varepsilon))) \longrightarrow E^n(g^{-1}(U)) \\
\downarrow \partial \quad \quad \quad \downarrow \partial \quad \quad \downarrow \partial \\
E^{n+1}(g^{-1}(U(-\varepsilon))) \longrightarrow E^{n+1}(f^{-1}(U(-\varepsilon))) \longrightarrow E^{n+1}(g^{-1}(U))
\end{array}
$$

We can thus define a chain maps $\Phi : f_*E(-\varepsilon) \to g_*E$ and $\Psi : g_*E(-\varepsilon) \to f_*E$ where for each up-set $U \subseteq \mathbb{R}^n$, $\Phi^n(U)$ and $\Psi^n(U)$ are the restrictions $E^n(f^{-1}(U(-\varepsilon))) \to E^n(g^{-1}(U))$ and $E^n(g^{-1}(U(-\varepsilon))) \to E^n(f^{-1}(U))$ respectively. Then by construction, the localizations of the chain maps $\Phi$ and $\Psi$ give us an $\varepsilon$-isomorphism between $f_*E$ and $g_*E$ and thus $d_C(f_*E, g_*E) \leq \varepsilon$.

The natural question to ask is in how many examples of interest in topological data analysis do we actually encounter continuous maps $f : X \to \mathbb{R}^n_{\leq}$ or $f : X \to \mathbb{R}^n_{\leq_{op}}$. The following example shows that even a somewhat canonical example, like a Morse function on a circle, does not fit in this framework.

**Example 4.5.** Let $p : S^1 \to \mathbb{R}$ be the projection onto the $x$-axis of the unit circle, centered somewhere on the $y$-axis (Figure 2). Note that $p : S^1 \to \mathbb{R}^n_{\leq}$ and $p : S^1 \to \mathbb{R}^n_{\leq_{op}}$ are not continuous maps. Indeed, $[0, \infty) \subseteq \mathbb{R}$ is open in $\mathbb{R}^n_{\leq}$ and the inverse image $p^{-1}([0, \infty))$ is not. Similarly for $(-\infty, 0]$ in $\mathbb{R}^n_{\leq_{op}}$.

Thus, if $p : S^1 \to \mathbb{R}^n$ is as in Example 4.3 direct images of sheaves or cosheaves of vector spaces on $S^1$ are not defined. In particular, persistent homology/cohomology persistence modules are not obtained as direct images of homology and cohomology sheaves on $S^1$. This observation somewhat limits the applicability of Theorem 4.4. We attempt to address this issue in two ways, by modifying the topology on the domain and codomain.

**4.2. Stability for modified direct images on the domain.** Let $f : X \to \mathbb{R}^n_{\leq}$ be a set-theoretic map. Denote by $X_f$ the topological space with the underlying set $X$ and the topology the pullback topology induced by $f$. That is, $A \subseteq X_f$ is open if and only if there exists an open $U \subseteq \mathbb{R}^n$ such that $f^{-1}(U) = A$. Similarly we denote by $X_f^{op}$ the pullback topology of a map $f : X \to \mathbb{R}^n_{\leq_{op}}$. If $X$ is already a topological space to being with, we will abuse notation and denote by $X_f$ the topological space whose open sets are all the open sets in $X$ and also all the open sets in $X_f$. Same for $X_f^{op}$. Thus, the identity maps $1_X : X_f \to X$ and $1_X : X_f^{op} \to X$ are continuous as the topologies on $X_f$ and $X_f^{op}$ are finer than the one on $X$ by construction.
The complex of persistence module $H^\bullet p$ is not equal to $Rp_\ast F$, where $F$ is a complex of sheaves valued of $k$-vector spaces on $S^1$ that assigns to each open $U \subseteq S^1$ the singular cohomology complex valued in $k$, $H^\bullet(U;k)$.

Furthermore, $Rp_\ast F$ is not even defined as $p$ is not continuous. Same for $H^\bullet p$ and $Lp_\dagger F$.

If $F$ is a sheaf on $X$ and $f : X \to \mathbb{R}^n_\leq$ is not necessarily continuous, we can construct the sheaf $f_\ast \mathbf{1}_{X_\leq}^{-1} F$ on $\mathbb{R}^n_\leq$. Similarly, if $G$ is a cosheaf on $X$ and $g : X \to \mathbb{R}^n_{\leq\op}$ is not necessarily continuous, we can construct the cosheaf $g^\dagger \mathbf{1}_{\mathbb{R}^n_{\leq\op}}^{-1} G$ on $\mathbb{R}^n_{\leq\op}$.

If $X$ is a topological space and $f, g : X \to \mathbb{R}^n_{\leq}$ or $f, g : X \to \mathbb{R}^n_{\leq\op}$ are not necessarily continuous maps, we denote by $X_{fg}$ and by $X_{fg}^{\op}$ the topologies on $X$ that have the open sets all the open sets from $X_f$, $X_g$ and $X$ and $X_f^{\op}$, $X_g^{\op}$ and $X$ respectively. Thus, the identity maps $1_X : X_{fg} \to X$ and $1_X : X_{fg}^{\op} \to X$ are continuous. We then we have the following corollary to Theorem 4.4.

**Corollary 4.6.** Let $X$ be a topological space and let $f, g : X \to \mathbb{R}^n$. Let $F$ be in $D^b(\text{Sh}(X;k))$. Then

$$d_C(Rf_\ast \mathbf{1}_X^{-1} F, Rg_\ast \mathbf{1}_X^{-1} F) \leq \|f - g\|_\infty.$$  

Dually, if $G$ is in $D^b(\text{CoSh}(X;k))$. Then

$$d_C(Lf_\dagger \mathbf{1}_X^{-1} G, Lg_\dagger \mathbf{1}_X^{-1} G) \leq \|f - g\|_\infty.$$  

**Proof.** Apply Theorem 4.4 to $1_X^{-1} F$ and $1_X^{-1} G$. \hfill \ensuremath{\Box}

### 4.3 Stability for modified direct images on the codomain

Consider the following topology on $\mathbb{R}^n$. A set $U$ is open if and only if it is an up-set and also open in the Euclidean topology on $\mathbb{R}^n$. This is an example of a $\gamma$-topology on $\mathbb{R}^n$ where $\gamma$ is the cone $U_0$ [22, Chapter 3.5]. Dually, we can declare a set $D$ to be open if and only if it is a down-set and open in the Euclidean topology. This is an example of a $\gamma^{\op}$-topology where $\gamma^{\op}$ is the...
antipodal cone to $\gamma, D_0$. Denote by $\mathbb{R}^n_\gamma$ the set $\mathbb{R}^n$ with the $\gamma$ topology and by $\mathbb{R}^n_{\gamma_{op}}$ the set $\mathbb{R}^n$ with the $\gamma_{op}$ topology. Note that by construction the identity maps $1_{\mathbb{R}^n} : \mathbb{R}^n_{\gamma} \to \mathbb{R}^n$ and $1_{\mathbb{R}^n} : \mathbb{R}^n_{\gamma_{op}} \to \mathbb{R}^n_{\gamma_{op}}$ are continuous as the topologies on the domains are finer by construction.

If $f : X \to \mathbb{R}^n_\gamma$ is continuous we have the following diagram of topological spaces.

\[
\begin{array}{ccc}
X & \xrightarrow{f} & \mathbb{R}^n_\gamma \\
\downarrow & & \downarrow \\
\mathbb{R}^n_\leq & \xrightarrow{1_{\mathbb{R}^n}} & \mathbb{R}^n_\gamma \\
\end{array}
\quad
\begin{array}{ccc}
X & \xrightarrow{g} & \mathbb{R}^n_{\gamma_{op}} \\
\downarrow & & \downarrow \\
\mathbb{R}^n_\geq & \xrightarrow{1_{\mathbb{R}^n}} & \mathbb{R}^n_{\gamma_{op}} \\
\end{array}
\]

**Figure 4.** If $F$ is a sheaf on $X$ and $f : X \to \mathbb{R}^n_\gamma$ is continuous, we can construct the sheaf $1_{\mathbb{R}^n}^{-1}f_*F$ on $\mathbb{R}^n_\leq$. Similarly, if $G$ is a cosheaf on $X$ and $g : X \to \mathbb{R}^n_{\gamma_{op}}$ is continuous, we can construct the cosheaf $1_{\mathbb{R}^n}^{-1}g^!G$ on $\mathbb{R}^n_\geq$.

**Theorem 4.7.** Let $f, g : X \to \mathbb{R}^n$ be set-theoretic maps. Suppose that $f, g : X \to \mathbb{R}^n_\gamma$ are continuous. Let $F$ be in $D^b(\text{Sh}(X; k))$. Then

$$d_C(1_{\mathbb{R}^n}^{-1}f_*F, 1_{\mathbb{R}^n}^{-1}g_*F) \leq \|f - g\|_\infty.$$  

Dually, suppose that $f, g : X \to \mathbb{R}^n_{\gamma_{op}}$ are continuous. Let $G$ be in $D^b(\text{CoSh}(X; k))$. Then

$$d_C(1_{\mathbb{R}^n}^{-1}f^!G, 1_{\mathbb{R}^n}^{-1}g^!G) \leq \|f - g\|_\infty.$$  

**Proof.** The proof is analogous to the proof of Theorem 4.4, we sketch out the details for the sheaf case. Suppose that $\|f - g\|_\infty = \epsilon$. Note that if $U \subseteq \mathbb{R}^n$ is open in the $\gamma$-topology, then $U(a)$ is also open in the $\gamma$-topology for all $a \in \mathbb{R}^n$. Suppose that $F \to E$ is an injective resolution of $F$. We thus need to show that $d_C(1_{\mathbb{R}^n}^{-1}f_*E, 1_{\mathbb{R}^n}^{-1}g_*E) \leq \epsilon$. We can construct chain maps $\Phi$ and $\Psi$ as in the proof of Theorem 4.4 on the complexes $f_*E$ and $g_*E$. In particular, for $U$ open in $\mathbb{R}^n_\gamma, \Phi^n(U)$ is the sheaf restriction map $E^n(f^{-1}(U(-\epsilon))) \to E^n(g^{-1}(U))$ and $\Psi^n(U)$ is the sheaf restriction map $E^n(g^{-1}(U(-\epsilon))) \to E^n(f^{-1}(U))$. Note that open set $U$ in $\mathbb{R}^n_\gamma$ is also open in $\mathbb{R}^n_\leq$ by construction. Thus $1_{\mathbb{R}^n}^{-1}f_*E(U) = f_*E(U)$. However the principal up-sets $U_x$ for $x \in \mathbb{R}^n_\leq$ are not open in $\mathbb{R}^n_\gamma$. In particular, by definition we have that $1_{\mathbb{R}^n}^{-1}f_*E(U_x)$ is the complex of sheaves associated to the complex of presheaves $\text{colim}_{U_x \subseteq V} f_*E(V)$. Since we already constructed the maps $\Phi$ and $\Psi$, applying the colimit functor gives us extensions of $\Phi$ and $\Psi$ to $1_{\mathbb{R}^n}^{-1}\Phi : 1_{\mathbb{R}^n}^{-1}E(-\epsilon) \to 1_{\mathbb{R}^n}^{-1}g_*E$ and $1_{\mathbb{R}^n}^{-1}\Psi : 1_{\mathbb{R}^n}^{-1}g_*E(-\epsilon) \to 1_{\mathbb{R}^n}^{-1}f_*E$. Thus, the functor $1_{\mathbb{R}^n}^{-1}$ then gives us chain maps $1_{\mathbb{R}^n}^{-1}(\Phi)$ and $1_{\mathbb{R}^n}^{-1}(\Psi)$ whose localizations give us an $\epsilon$-isomorphism between $1_{\mathbb{R}^n}^{-1}f_*E$ and $1_{\mathbb{R}^n}^{-1}g_*E$ by construction. 

This approach, of modifying the topology on the codomain, also fixes the issue in Example 4.5 making the projection maps $p : S^1 \to \mathbb{R}^n_\gamma$ and $p : S^1 \to \mathbb{R}^n_{\gamma_{op}}$ continuous. More generally, if $M$ is a manifold and a map $f : M \to \mathbb{R}^n$ is continuous (with the Euclidean topology on $\mathbb{R}^n$) or even Morse, then the maps $f : M \to \mathbb{R}^n_\gamma$ and $f : M \to \mathbb{R}^n_{\gamma_{op}}$ are also continuous as the Euclidean topology on $\mathbb{R}^n$ is finer than both $\mathbb{R}^n_\gamma$ and $\mathbb{R}^n_{\gamma_{op}}$ by construction. Thus, a lot of examples we might care about where a particular map $f : X \to \mathbb{R}^n_\leq$ is not necessarily continuous, the same map on the modified codomain $\mathbb{R}^n_\gamma$ or $\mathbb{R}^n_{\gamma_{op}}$ will be continuous.
In this work, we have introduced two convolution operations on the derived category of functors $\mathbb{R}^n \to \text{Vect}_k$ using the sheaf and cosheaf perspectives. Using analogous arguments as the ones in this paper, it should be straightforward to define convolutions on any derived category of functors $P \to \text{Vect}_k$ where $(P, \leq)$ is a pre-ordered set with a compatible group structure, meaning $a \leq b$ implies $a + c \leq b + c$ for any $a, b, c \in P$. We leave that as possible future work. Our convolution operation can also be thought of as thickening of sheaves, originally introduced in the work by Curry in [12] and later expanded in the derived setting by Schapira and Kashiwara in [23]. After all, for an up-set $U$, $U(-\epsilon)$ is the open set $U$ thickened by $\epsilon$ in the Hausdorff distance sense.

We defined a convolution distance and showed stability theorems for direct images of sheaves and cosheaves. Currently, we have no way of computing this distance for arbitrary complexes of persistence modules. Perhaps looking at a particular subclass of complexes the distance is computable. It might also be possible to define a matching type distance that is isometric and easier to compute analogous to the work of Berbouk and Ginot in [4].

Convolution operations for sheaves of vector spaces on $\mathbb{R}^n$ and cosheaves of vector spaces on $\mathbb{R}^n_{op}$ seem plausible as well. It does not seem that sheaves and cosheaves on these topological spaces are isomorphic to graded modules over a graded ring, thus a graded module tensor product is not defined. However one can still define convolutions by setting $M \bullet N := Ls_t(M \boxtimes N)$ and $M * R N := Rs_s(M \boxtimes N)$. The reason why $s_t$ might not be a good candidate is that we run into the same issue of non-Hausdorffness and thus cannot apply the Beck-Chevalley Theorem (Theorem A.6) to do computations. Thus we suspect direct images are the correct choice rather than direct images with proper supports.

**Acknowledgments.** This material is based upon work supported by, or in part by, the Army Research Laboratory and the Army Research Office under contract/grant number W911NF-18-1-0307.

## Appendix A. Sheaves

We introduce some notions from sheaf theory. For more details see [6, Chapter 1] and [22, Chapter 2]. Throughout this section, $X$ is a topological space.

Given a presheaf $F$ on $X$ there exists a sheaf $F^+$ and a morphism $\theta : F \to F^+$ such that for any sheaf $G$ the homomorphism given by $\theta$:

$$\text{Hom}_{\text{Sh}(X)}(F^+, G) \to \text{Hom}_{\text{PSh}(X)}(F, G)$$

is an isomorphism. In other words, $F \mapsto F^+$ is the left adjoint functor of the inclusion functor $\text{Sh}(X) \to \text{PSh}(X)$. Moreover, $(F^+, \theta)$ is unique up to isomorphism, and for any $x \in X$, $\theta_x : F_x \to F^+_x$ is an isomorphism. The sheaf $F^+$ is called the sheaf associated to $F$ or sheafification of $F$.

Given an abelian group $A$, we denote by $A_X$ the sheaf associated to the presheaf $U \mapsto A$, where $U$ is open in $X$, and we say $A_X$ is the constant sheaf on $X$ with stalk $A$.

Let $\mathcal{R}$ be a sheaf of rings on $X$. The pair $(X, \mathcal{R})$ is called a ringed space. A left $\mathcal{R}$-module $M$ is a sheaf of abelian groups $M$ such that for every open $U \subset X$, $M(U)$ is a left $\mathcal{R}(U)$-module, and for any inclusion $V \subset U$, $V$ and $U$ open, the restriction morphism is compatible with the structure of the module, that is, $M(V \subset U)(sm) = \mathcal{R}(V \subset U)(s) \cdot M(V \subset U)(m)$ for
every $s \in \mathcal{R}(U)$ and $m \in M(U)$. Define right $\mathcal{R}$-modules in the obvious way and morphisms between left(right) modules is a natural transformation compatible with the structure of the module. Denote these sets of natural transformations by $\text{Hom}_\mathcal{R}(M,N)$. We denote the category of right $\mathcal{R}$-modules by $\textbf{Mod-}\mathcal{R}$, and the category of left $\mathcal{R}$-modules by $\mathcal{R}\text{-Mod}$.

Denote by $\mathbb{Z}_X$ the sheaf associated to the constant presheaf $U \mapsto \mathbb{Z}$ for every open $U \subset X$. Then $\mathbb{Z}_X$-modules are precisely sheaves with values in abelian groups, i.e., $\textbf{Mod}(\mathbb{Z}_X) = \text{Sh}(X)$. More generally, define $R_X$ to be the sheaf associated to the constant presheaf $U \mapsto R$ for every open $U \subset X$. For example, we have the constant sheaf $k_{\mathbb{R}^s}$.

Let $F$ be a right $\mathcal{R}$-module and $G$ be a left $\mathcal{R}$-module. Define $F \otimes_\mathcal{R} G$ to be the sheaf associated to the presheaf of abelian groups $U \mapsto F(U) \otimes_{\mathcal{R}(U)} G(U)$, and call $F \otimes_\mathcal{R} G$ the tensor product of $F$ and $G$ over $\mathcal{R}$.

**Definition A.1.** [22, Definition 1.1] Let $M$ be a real analytic manifold and let $F \in \textbf{Mod}(k_M)$. If there is a subanalytic stratification $M = \bigsqcup M_\alpha$ such that for each stratum $M_\alpha$ the restriction $F|_{M_\alpha}$ is locally constant, we say that $F$ is weakly $\mathbb{R}$-constructible. Furthermore, if for all $x \in M$ the stalk $F_x$ is finite-dimensional then we say $F$ is $\mathbb{R}$-constructible.

**Definition A.2.** [22, Definition 2.2.11]

1) Let $A$ be an abelian group. One denotes by $A_X$ the sheaf associated to the presheaf $U \mapsto A$, for $U \subseteq X$ open, and says that $A_X$ is the constant sheaf on $X$ with stalk $A$.

2) Let $F$ be a sheaf on $X$. One says $F$ is locally constant on $X$ if there exists an open covering $X = \bigcup U_i$ such that for each $i$, $F|_{U_i}$ is a constant sheaf.

**Definition A.3.** [22, Notation 2.3.12] Let $p_X : X \rightarrow S$ and $p_Y : Y \rightarrow S$ be two continuous maps, and let $X \times_S Y$ be the fiber product of $X$ and $Y$ over $S$. Denote by $q_1$ and $q_2$ the projections from $X \times_S Y$ to $X$ and $Y$ respectively, and by $p$ the projection $X \times_S Y \rightarrow S$. Let $\mathcal{R}$ be a sheaf of rings on $S$, let $F$ (respectively $G$) be a sheaf of $p_X^{-1}(\mathcal{R}^{op})$-modules (respectively $p_Y^{-1}\mathcal{R}$-modules). One sets:

$$F \boxtimes_S G := q_1^{-1}F \otimes_{p^{-1}\mathcal{R}} q_2^{-1}G$$

If there is no risk of confusion, we write $F \boxtimes G$, and if $S$ is the one point space, we simply write $F \boxtimes G$. The sheaf $F \boxtimes G$ is called the external tensor product of $F$ and $G$ (over $S$).

**Definition A.4.** Let $F$ be a sheaf on $X$. Define the support of a section $s$ of $F$ on an open set $U$ as the complement in $U$ of the union of open sets $V \subseteq U$ such that the restriction of $s$ on $V$ is 0. Denote this set by $\text{supp}(s)$. More explicitly, we have $\text{supp}(s) = \{ x \in U \mid s_x = 0 \}$.

**Definition A.5.** [22, Section 2.5] Let $f : Y \rightarrow X$ be continuous. Recall that $f$ is proper if $f$ is closed and its fibers are relatively Hausdorff (two distinct points in the fiber have disjoint neighborhoods in $Y$) and compact. If $X$ and $Y$ are locally compact, $f$ is proper if and only if the inverse image of any compact subset of $X$ is compact. Let $G$ be a sheaf on $Y$. Let $f_!G$ be the subsheaf of $f_*G$ defined by:

$$\Gamma(U; f_!G) := \{ s \in \Gamma(f^{-1}(U); G) \mid f : \text{supp}(s) \rightarrow U \text{ is proper} \}$$

for all $U \subseteq X$ open. This sheaf is called the direct image with proper supports of $G$. We also define

$$\Gamma_c(U; F) = \{ s \in \Gamma(U; F) \mid \text{supp}(s) \text{ is compact and Hausdorff} \}$$
Theorem A.6. [13, Theorem 2.3.26][Beck-Chevalary or Proper Base Change Theorem] Let $X$ and $Y$ be locally compact Hausdorff spaces, $f : Y \to X$ a continuous map and $G$ a sheaf on $Y$. Then for all $x \in X$, there is a canonical isomorphism

$$(f_! G)_x \to \Gamma_c(f^{-1}(x); G|_{f^{-1}(x)})$$

Moreover, we also have a canonical isomorphism

$$(R^n f_! G)_x \cong R^n \Gamma_c(f^{-1}_x; G|_{f^{-1}(x)})$$
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