Does “task difficulty” explain “task-induced deactivation?”
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INTRODUCTION

“Task-induced deactivation” was originally identified as a phenomenon whereby a set of regions exhibited greater blood flow or BOLD signal during baseline rest or fixation conditions than during task performance (e.g., Shulman et al., 1997). This phenomenon has been reported to occur in widespread brain regions including medial prefrontal and parietal cortices, inferior parietal lobule, and medial temporal lobe (Buckner et al., 2008). While there is general consensus that this effect represents the occurrence of mental processes that are more common during unconstrained baseline conditions than performance of cognitive tasks, the exact nature of these processes is not fully understood. The most common theoretical interpretation has been that “task-induced deactivations” reflect the occurrence of spontaneous internally directed thought processes such as autobiographical memory retrieval and internally oriented mindwandering during unconstrained baseline conditions (Buckner et al., 2008). However, others have argued that activity in the default mode network – particularly medial rostral prefrontal cortex (MPFC) – may at least in some situations reflect enhanced stimulus-oriented attention, e.g., watchfulness toward the external environment rather than internally focused attention (Gilbert et al., 2006a, 2007a; Hahn et al., 2007).

The “default mode network” is commonly described as a set of brain regions in which activity is suppressed during relatively demanding, or difficult, tasks. But what sort of tasks are these? We review some of the contrasting ways in which a task might be assessed as being difficult, such as error rate, response time, propensity to interfere with performance of other tasks, and requirement for transformation of internal representations versus accumulation of perceptual information. We then describe a fMRI study in which 18 participants performed two “stimulus-oriented” tasks, where responses were directly cued by visual stimuli, alongside a “stimulus-independent” task, with a greater reliance on internally generated information. When indexed by response time and error rate, the stimulus-independent task was intermediate in difficulty between the two stimulus-oriented tasks. Nevertheless, BOLD signal in medial rostral prefrontal cortex (MPFC) – a prominent part of the default mode network – was reduced in the stimulus-independent condition in comparison with both the more difficult and the less difficult stimulus-oriented conditions. By contrast, other regions of the default mode network showed greatest deactivation in the difficult stimulus-oriented condition. There was therefore significant functional heterogeneity between different default mode regions. We conclude that task difficulty – as measured by response time and error rate – does not provide an adequate account of signal change in MPFC. At least in some circumstances, a better predictor of MPFC activity is the requirement of a task for transformation and manipulation of internally represented information, with greatest MPFC activity in situations predominantly requiring attention to perceptual information.
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In the years following the discovery of task-induced deactivations, subsequent studies demonstrated similar patterns of results not only when unconstrained baseline conditions were compared against cognitive tasks, but also when relatively easy tasks were contrasted against relatively difficult tasks. For example, MPFC activity is greater during performance of a relatively easy 0-back task than a 2-back working memory task (Leech et al., 2011). Furthermore, parametric designs reveal increasing activity in MPFC as task demands decrease (McKiernan et al., 2003). This is perhaps not surprising. After all, rather than being wholly unconstrained, “rest” is still an externally imposed task in the sense that participants are expected to lie still in the scanner, to keep their eyes open or closed as instructed, to refrain from speaking, to await upcoming instructions and so on. There is not therefore any necessary qualitative difference between “rest” or “fixation” and other low-demand tasks (e.g., 0-back).

The foregoing discussion raises an obvious question. What exactly is meant by a low-demand (or easy) task versus a high-demand (or difficult) one? If we can identify what factors are associated with task difficulty, as it relates to task-induced deactivation, this may help understand the processes contributing to this effect. There are many different ways of defining or measuring “task
difficulty.” Below, we consider some of the ways in which difficulty might be conceptualized. Some of these approaches reflect operationalizations that can directly be measured, while others reflect putative cognitive processes that cannot directly be observed. Although clearly interrelating, these different approaches need not overlap perfectly with each other.

The most obvious test of task difficulty is whether or not a particular task can be performed at all. Related to this is a developmental perspective, according to which an easier task is defined as one that can first be performed at an earlier developmental stage. More helpfully in research with healthy adult participants, rather than defining a difficult task as one that cannot be performed at all, the difficulty of a task might be indexed by some quantitative measure of task compliance, such as percent correct in a task split into a series of trials.

A second measure of task difficulty is response time, typically the time taken between the appearance of an imperative stimulus and the production of an appropriate motor response; by this measure a longer average response time indicates a more difficult task. These first two indices of task difficulty are complicated by their relationship with each other. It has long been recognized that participants are able voluntarily to trade accuracy and response time against each other, i.e., respond relatively quickly and inaccurately or slowly and accurately (Fitts, 1966; Wickelgren, 1977). Thus, both response time and accuracy must be considered to derive conclusions about task difficulty, as opposed to shifts in a speed/accuracy tradeoff. Considered together, response time and accuracy are the most common indices of task difficulty, and it is not uncommon for authors to state that tasks or conditions have been “matched in difficulty,” meaning that these measures do not differ significantly between conditions. We will refer to accuracy and response time below as the standard indices of task difficulty. However, we consider below some other potential measures.

A third index of task difficulty might be in terms of dual-task interference. According to this idea, a task can be defined as more difficult insofar as it causes greater interference to concurrent performance of an additional task. On a practical level, this definition may be particularly helpful when it is difficult to assess the task itself (e.g., if it has no response requirements), seeing as the effects on a secondary task may be measured. However, it should be noted that propensity to disturb performance of a second task is affected by both tasks under consideration. It is quite possible that task X interferes with performance of task A but not task B, while task Y shows the reverse pattern. This is likely to depend upon com

A fifth definition of task difficulty might encompass the concept of “executive function” or “cognitive control.” Executive function is an umbrella term encompassing a variety of cognitive processes that optimize flexible, goal-directed behavior, particularly in the face of novelty (Norman and Shallice, 1986; Miller and Cohen, 2001; Gilbert and Burgess, 2008). Difficult tasks are associated with high demands on executive function, rather than being performed in a routine manner.

Seeing as executive function is an umbrella term, more specific definitions of task difficulty are possible, relating to particular facets of this concept. For example, a sixth measure of task difficulty might be in terms of subjective effort and motivation, i.e., a difficult task would be one that participants perceive as more demanding and/or one that they have less intrinsic motivation to perform. In this sense, most people find that eating enough fruit and vegetables is a more difficult task than eating enough saturated fat. This definition relates to the concept of executive function seeing as processes required for overcoming temptation might be considered to involve cognitive control (Muraven and Baumeister, 2000; Vohs and Heatherton, 2000).

Finally, a seventh definition of task difficulty – again relating to the concept of executive function – might be that difficult tasks require participants to transform internal representations relevant to task performance, in a manner decoupled from current sensory input. This contrasts with tasks that may be performed on the basis of relatively direct stimulus-response links (see Gilbert et al., 2006a,b for discussion of this definition of task difficulty as it relates to signal change within MPFC). By this criterion, a task requiring participants simply to accumulate perceptual evidence for a decision and then respond on the basis of a learned stimulus-response link is less difficult than one that requires participants to effect one or more transformations of an internal representation of the stimulus before responding. Note that the requirement to manipulate stimulus-independent information itself describes a wide variety of situations (e.g., autobiographical memory retrieval, forms of mathematical cognition, etc.), which may potentially involve quite different cognitive processes.

It is clear that in everyday language the word “difficult” is used in many related but non-identical senses. Of course, there does not have to be a single definition of difficulty that precisely captures all of these senses. However, returning to the literature on task-induced deactivations, this raises the question of the most appropriate definition of task difficulty for predicting the effect of different tasks on activity within regions of the so-called “default mode” network. If task-induced deactivation is defined as the finding of greater brain activity during an easy task such as “rest” or 0-back than a difficult task (e.g., 2-back), we cannot understand this effect without understanding what is meant by “difficulty.” Can we achieve a more scientifically precise definition of task difficulty, as it relates to task-induced deactivations? One possibility is that the concept of difficulty is used in so many disparate senses that it cannot play a useful neuroscientific role, because it has “wildly disjunctive” meanings (Fodor, 1974). This would be akin
to other concepts of folk psychology like belief or desire that are unlikely to map neatly onto neuroscientific theories (Churchland, 1981). Alternatively, it might be argued that the family resemblance between different uses of “task difficulty” is sufficient for it to play a helpful conceptual role, but that its meaning needs to be defined more precisely in order to better understand the phenomenon of task-induced deactivation.

In the present study we contrast the standard operationalization of task difficulty – that difficult tasks are those with high response time and/or error rate – with the final conceptualization: that difficult tasks are those with greater requirement for transformation internal representations. In many situations, these different criteria will converge. For example, a well-learned response to the magnitude of visually presented digits will have faster response time than a task requiring more extensive arithmetical operations (Dumontetheil et al., 2010). However, response time and requirement for transformation of internal representations can be dissociated. A task with minimal requirement for transformation of internal representations can nevertheless be made very difficult, in terms of response time and error rate, if it requires a fine perceptual discrimination. Such a task may require a long period of evidence accumulation on each trial before a response can be made with any confidence (i.e., according to the diffusion model of Ratcliff, 1978 this would be a task with a low drift rate). We therefore contrasted two stimulus-oriented tasks, one easy and one difficult but both with minimal requirement for transformation of internal representations, with a stimulus-independent task that had an intermediate response time and error rate, but a greater demand than either of the other two tasks for transformation of internal representations. This allowed us to investigate which of these two definitions of task difficulty best predicts signal change within “default mode” brain regions.

MATERIALS AND METHODS
The present article reports data from the control group of Gilbert et al. (2008), including an experimental condition that was not described in the original study.

PARTICIPANTS
Eighteen volunteers participated in the study (13 male; mean age 32, SD 8). All participants were right-handed, had normal or corrected-to-normal vision and were naïve with respect to the purpose of the experiment. None had performed the present experimental tasks, or related tasks, previously. The experiment was performed with local ethical committee approval and in accordance with the ethical standards laid down in the 1964 Declaration of Helsinki. Written informed consent was obtained from all participants before their inclusion in the study.

TASKS
The experimental task was modified from Gilbert et al., 2005, Task 3). In the main experimental condition, participants alternated between the easy stimulus-oriented (SOeasy) and stimulus-independent (SI) conditions. During SOeasy phases, participants classified capital letters by pressing one of two buttons, according to whether the letter was composed entirely of straight lines (e.g., “A”), or whether it had any curves (e.g., “B”). Immediately following each button press, the subsequent letter in the alphabet was presented. Stimuli were presented in Arial typeface, approximately 1” tall and wide. During SI phases, randomly chosen letters were presented and participants were required to mentally continue the sequence from their current position in the alphabet, performing the same classification task for each self-generated letter. In this condition, the correct continuation of the alphabet sequence was never presented on screen. Stimuli in the two phases were presented in different colors (red or blue), with the assignment of each color to a particular phase counterbalanced across participants. The first letter to be presented in each SO phase was the appropriate continuation of the sequence, assuming that the sequence had been correctly maintained during the preceding SI phases. Transitions between the SO and SI phases occurred with a mean interval of 7.5 s (range 3–21 s). In additional blocks of trials, participants performed the SODifficult condition. In this task, non-alphanumeric, non-meaningful stimuli were presented on each trial and the task, like the SOeasy condition, was to decide whether the stimulus was composed entirely of straight lines or contained a curve. The stimuli were generated by an algorithm that randomly chose between three and five lines for each item, which were approximately matched in size with the letter stimuli in the other two conditions. On a randomly selected 50% of trials one of these lines was slightly curved (randomly in a concave or convex direction). See Figure 1 for example stimuli. As in the SOeasy and SI conditions, the next stimulus was presented immediately after each response, and the stimulus color switched between red and blue with the same timing parameters as switches between the SOeasy and SI conditions. In all conditions, participants were asked to respond as quickly and as accurately as possible. Seeing as the tasks were self-paced, each block contained a variable number of trials.

SCANNING PROCEDURE
Participants were familiarized with the tasks during a practice session lasting approximately 15 min, immediately before the scanning session. A 3T Siemens Allegra head-only system was used...
to acquire both T1-weighted structural images and T2*-weighted echoplanar (EPI) images \([64 \times 64; 3 \, \text{mm} \times 3 \, \text{mm} \, \text{pixels}; \, \text{echo time} (\text{TE}), 30 \, \text{ms}]\) with BOLD contrast. Each volume comprised 48 axial slices \((2 \, \text{mm} \, \text{thick, separated by 1 mm})\), oriented approximately parallel to the AC–PC plane, covering the whole brain. Volumes were acquired continuously with an effective repetition time \((\text{TR})\) of 3.125 s per volume. Functional scans were acquired during two sessions, each comprising 121 volumes (lasting approximately 6 min). The first five volumes in each session were discarded to allow for T1 equilibration effects. Half of the participants performed two sessions of an unrelated random generation task before the two sessions of the tasks described in the present study (see Gilbert et al., 2008 for details). Within each session, participants alternated between 40 s blocks where they performed the SOeasy and SI conditions and 20 s blocks where they performed the SODifficult condition. Each block was preceded by a 6 s instruction period. Note that there was no “rest” condition in this experiment, so there is no meaningful baseline with which to compare the three experimental conditions. Although this makes it difficult to directly compare the present results with studies of “rest,” it maximizes our power to detect differences between our theoretically motivated experimental conditions, which aim to disambiguate alternative definitions of task difficulty.

**DATA ANALYSIS**

fMRI data were analysed using SPM2 software (http://www.fil.ion.ucl.ac.uk/spm/spm2.html). Volumes were realigned, corrected for different slice acquisition times, normalized into 2 mm cubic voxels using a standard EPI template based on the Montreal Neurological Institute (MINI) reference brain using fourth-degree B-spline interpolation, and smoothed with an isotropic 8 mm full-width half-maximum Gaussian kernel. The volumes acquired during the two sessions were treated as separate time series. For each series, the variance in the BOLD signal was decomposed with a set of regressors in a general linear model (Friston et al., 1995). Variance was decomposed into components associated with responses made during the SOeasy, SI, red SODifficult, and blue SODifficult phases. An additional pair of regressors indexed (1) switches between SOeasy and SI, and (2) switches between red SODifficult and blue SODifficult. Thus the red and blue trials in the SOeasy and SI conditions were modeled identically to the red and blue trials in the SODifficult condition. These regressors were derived from delta functions aligned to each stimulus onset convolved with a canonical hemodynamic response function. An additional regressor indexed sustained activity during the instruction periods, using a boxcar function convolved with a canonical hemodynamic response function. These regressors, together with regressors representing residual movement-related artifacts and the mean over scans, comprised the full model for each session. The data and model were high-pass filtered to a cut-off of 1/128 Hz.

Parameter estimates for each regressor were calculated from the least mean squares fit of the model to the data. Effects of interest were assessed in random effects analyses using \(t\)-tests on contrast images generated from subject-specific analyses. Seeing as the difference between red and blue SODifficult trials was not of theoretical interest, averaged parameter estimates for regressors representing these two conditions were compared against either SOeasy or SI. Comparisons between the three experimental conditions were performed on regressors indexing non-switch trials only, in order to discard activity related to switching between the SOeasy and SI conditions, or between the two colors in the SODifficult condition. Contrasts were thresholded at \(p < 0.001\) uncorrected for multiple comparisons, with a minimum extent of five contiguous voxels. These exploratory analyses were supplemented with results at a corrected threshold, using small-volume corrections based on independently defined regions of interest as defined below. For each of these region-of-interest analyses, and the analyses of behavioral data, an initial omnibus test was conducted across regions and/or conditions. Where this test was significant \((p < 0.05)\), exploratory (i.e., non-Bonferroni-corrected) follow-up tests were performed in order to characterize the pattern of results that led to the significant omnibus test.

**RESULTS**

**BEHAVIORAL RESULTS**

Figure 2 illustrates mean response time and error rate in the three conditions. For both measures, there was a main effect of condition \([F(2,16) > 8.8, \, p < 0.003]\). The SI condition was intermediate between the SOeasy and SODifficult conditions in both cases. Furthermore, all pairwise comparisons between conditions were significant \(\{t(17) > 2.8, \, p < 0.012\}\) with the exception of the comparison between the error rates for the SOeasy and SI conditions \(\{t(17) = 1.7, \, p = 0.10\}\).

**fMRI RESULTS**

Full results of the contrasts between the three conditions are shown in Figure 3 and Table 1.

Two patterns of results can be seen. One network of brain regions, predominantly comprising lateral prefrontal cortex, anterior cingulate, lateral parietal, and premotor cortex is activated by contrasts between SI and SO conditions, regardless of difficulty as indexed by response time and error rate. A similar network is seen in the contrast of SOeasy versus SODifficult. This network overlaps with three partially overlapping networks identified by previous studies: the “task-positive” (Fox et al., 2005), “multiple-demand” (Duncan, 2010), and “frontoparietal control” (Vincent et al., 2008) networks. By contrast, another set of brain regions, including occipital cortex and MPFC, is activated by the contrasts between SO and SI conditions, regardless of task difficulty. The MPFC activation overlaps with the default mode network (Buckner et al., 2008), although other nodes of this network did not show significant signal change at the selected threshold.

We followed up these exploratory analyses by investigating an independently defined region-of-interest based on the peak MPFC co-ordinate from our previous study investigating a version of the present task \((0, 64, 26, \, \text{derived from Gilbert et al., 2005})\). Mean signal for an 8 mm-radius sphere centered on this co-ordinate is illustrated in Figure 2. As in the behavioral data, there was a significant effect of condition \([F(2,16) = 14.6, \, p < 0.001]\). However, the pattern of results was clearly different between the behavioral and BOLD data. Whereas the SI condition was intermediate between the other two conditions in both behavioral measures, signal in MPFC was significantly lower in the SI condition than either the SOeasy \(\{t(17) = 4.5, \, p < 0.001\}\) or the SODifficult \(\{t(17) = 4.2, \)
FIGURE 2 | Behavioural data, and signal change in medial prefrontal cortex (MPFC). Response time and error rate were both intermediate in the SI condition between SOeasy and SODifficult conditions. All pairwise comparisons were significant, except for the comparison in error rates between SOeasy and SI conditions. Contrastingly, signal change in MPFC was relatively high in SOeasy and SODifficult, relative to SI. Error bars indicate within-subject 95% confidence intervals (Loftus and Masson, 1994) for the comparison of each bar against the bar with the closest value.
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FIGURE 3 | Significant differences in activation between SOeasy, SODifficult, and SI conditions. Both SO conditions showed relatively high activity in medial rostral prefrontal cortex and occipital cortex, relative to SI. Conversely, the SI condition showed relatively high activity in lateral prefrontal cortex and posterior medial prefrontal cortex relative to both SO conditions. Results are plotted on the mean normalized structural scan.

$p < 0.001$] conditions. In addition, signal was slightly higher in the SODifficult than the SOeasy condition [$t(17) = 2.1, p = 0.049$]. Thus, insofar as difficulty is indexed by response time and error rate, MPFC signal was higher in the easier condition when comparing SOeasy with SI, but higher in the more difficult condition when comparing SODifficult with SI or SOeasy.

We next investigated how far these results extended to other regions of the default mode network, defined by nine peak co-ordinates described in the meta-analysis of Laird et al. (2009). Again, results were based on 8 mm-radius spheres centered on the relevant co-ordinates, after conversion from the Talairach co-ordinates reported by Laird et al. (2009) into MNI co-ordinates using the Lancaster transform (Lancaster et al., 2007). The following analyses focus on the contrast between SODifficult and SI conditions, seeing as it is this contrast clearly distinguishes the two definitions of task difficulty: if activity is suppressed by task difficulty (as standardly measured), this predicts reduced signal for the SODifficult condition, but if activity is suppressed by transformation of internal representations, this predicts reduced signal for the SI condition. Across all
Table 1 | Regions of significant difference in activation between conditions ($p < 0.001$ uncorrected; minimum extent five voxels)

| Region | BA | Co-ordinate | $Z_{max}$ | N voxels |
|--------|----|-------------|-----------|----------|
| **SOEASY > SI** | | | | |
| Medial rostral PFC | 10 | 4, 64, 30 | 4.19 | 152 |
| Lateral occipital cortex | 18 | 26, -92, 6 | 3.89 | 403 |
| 17/18 | -22, -100, 14 | 3.87 | 670 |
| Postcentral gyrus | 3 | 66, -16, 28 | 3.52 | 22 |
| | 3 | -64, -8, 26 | 3.25 | 7 |
| **SODIFFICULT > SI** | | | | |
| Lateral occipital cortex | 18/19 | -20, -100, 16 | 5.15 | 2212 |
| 18/19 | 26, -94, -6 | 5.05 | 2773 |
| Medial rostral PFC | 10 | -10, 68, 20 | 4.10 | 150 |
| Postcentral gyrus | 3 | 66, -8, 32 | 3.75 | 38 |
| Lateral temporal cortex | 37 | 46, -46, -16 | 3.19 | 6 |
| **SI > SOEASY** | | | | |
| Lateral PFC | 6/44 | -40, 4, 42 | 4.57 | 908 |
| Posterior medial PFC | 6/24/32 | 2, 22, 36 | 4.39 | 621 |
| Lateral PFC | 9 | -26, 38, 40 | 3.98 | 12 |
| Lateral PFC | 47 | -36, 44, 0 | 3.93 | 101 |
| Lateral parietal cortex | 40 | -50, -36, 50 | 3.83 | 38 |
| 40 | 52, -36, 46 | 3.77 | 39 |
| Lateral PFC | 10 | 24, 56, 4 | 3.77 | 95 |
| 8 | 28, 20, 50 | 3.73 | 111 |
| 47 | 34, 24, -4 | 3.67 | 157 |
| 6 | 40, 6, 46 | 4.58 | 55 |
| Superior parietal cortex | 7 | -28, -70, 54 | 3.63 | 133 |
| Medial occipital cortex | 17 | 8, -84, -4 | 3.60 | 27 |
| Lateral PFC | 46 | 44, 38, 26 | 3.54 | 66 |
| Thalamus | – | 0, -8, 4 | 3.52 | 12 |
| Superior parietal cortex | 7 | 38, -56, 46 | 3.48 | 54 |
| Medial occipital cortex | 18 | 10, -56, -2 | 3.40 | 17 |
| Superior parietal cortex | 7 | -10, -68, 54 | 3.39 | 9 |
| Posterior medial PFC | 32 | -4, 38, 38 | 3.33 | 13 |
| Lateral PFC | 46 | 34, 48, 22 | 3.32 | 8 |
| 44 | -52, 18, 16 | 3.17 | 6 |
| **SI > SODIFFICULT** | | | | |
| Cerebellum | – | -38, -52, -38 | 5.90 | 1589 |
| Lateral PFC | 46/10 | -36, 52, 14 | 5.58 | 13860 |
| Lateral parietal cortex | 44 | -54, -44, 52 | 5.51 | 3958 |
| Cerebellum | – | 34, -58, -30 | 5.01 | 1903 |
| Lateral temporal cortex | 21 | 62, -52, 6 | 4.75 | 2849 |
| Lateral PFC | 47 | 54, 20, -6 | 4.35 | 306 |
| Medial occipital cortex | 17 | 2, -80, -8 | 4.18 | 82 |
| Superior parietal cortex | 7 | -6, -70, 62 | 4.16 | 782 |
| Anterior insula | – | 28, 18, 8 | 3.82 | 98 |
| Medial parietal cortex | 23 | 12, -26, 40 | 3.78 | 170 |
| Lateral temporal cortex | 22 | 68, -16, 0 | 4.79 | 30 |
| Superior parietal cortex | 7 | 2, -42, 58 | 3.62 | 77 |
| Cerebellum | – | -18, -90, -32 | 3.61 | 53 |
| Medial parietal cortex | 23 | 2, -28, 28 | 3.56 | 69 |
| | 23 | -10, -30, 36 | 3.36 | 12 |
| Thalamus | – | 18, -8, 8 | 3.35 | 19 |
| Medial occipital cortex | 18 | -14, -72, -10 | 3.32 | 8 |
| Lateral temporal cortex | 20 | 50, -24, -10 | 3.25 | 10 |
| Caudate | – | 20, 8, 24 | 3.25 | 14 |

(Continued)
nine regions, there was a significant Region × Condition interaction \([F(8,10) = 3.5, p = 0.035]\), indicating significant regional heterogeneity. This interaction remained marginally significant even after the data for each region were rescaled into z scores based on parameter estimates across participants and conditions \([F(8,10) = 2.7, p = 0.07]\), suggesting that this result did not arise simply from scaling differences between regions.

In order to explore this regional heterogeneity, Figure 4 illustrates mean signal change in each of the nine “default mode” regions. In each graph, parameter estimates for the SODifficult and SI conditions are plotted relative to a zero point representing the SOeasy condition. Thus error bars that do not cross zero represent a significant difference from the SOeasy condition. Furthermore, the direct comparison between SODifficult and SI conditions is represented by the color of the bars (note that the error bars are only informative with respect to the comparison against the SOeasy condition, not the direct comparison between the other two conditions). Of the two medial prefrontal regions defined by Laird et al. one showed significantly greater activity in the SODifficult than the SI condition [ventral anterior cingulate; \(t(17) = 2.6, p = 0.017]\] and the other showed a non-significant trend in the same direction [medial prefrontal cortex; \(t(17) = 1.7, p = 0.10]\], consistent with the MPFC results reported above. Furthermore, the posterior cingulate region identified by Laird et al. (2009) showed a borderline significant increase in signal for the SODifficult than the SI condition \([t(17) = 2.1, p = 0.052]\). However, four other regions showed significant effects in the opposite direction: precuneus \([t(17) = 2.4, p = 0.030]\), right inferior parietal lobule \([t(17) = 2.3, p = 0.032]\), left middle frontal gyrus \([t(17) = 4.2, p < 0.001]\), and left inferior parietal lobule \([t(17) = 5.4, p < 0.001]\). Thus it is possible to find regions within the default mode network where activity is preferentially suppressed either by the requirement to transform internal representations, or by conditions with slow response times and high error rates.

**DISCUSSION**

In this study we investigated the relationship between activity in regions of the “default mode network” and a standard index of task difficulty: mean response time and error rate. In one prominent region, MPFC, this relationship was non-monotonic. Compared with a task requiring stimulus-independent attention, MPFC activity was greater in both an easier and a more difficult task requiring stimulus-oriented attention. This shows that task difficulty, as standardly defined, is an inadequate predictor of MPFC activity. Instead, at least in some circumstances, the requirement for attention toward and/or manipulation of internally represented information is a better predictor of BOLD signal within this

| Region | BA | Co-ordinate | Z<sub>max</sub> | N voxels |
|--------|----|-------------|-----------------|----------|
| **SODIFFICULT – SOEASY** | | | | |
| Lateral occipito–temporal cortex | 18/19/37 | 24, −96, −6 | 5.38 | 3298 |
| Lateral occipital cortex | 18/19 | −24, −90, 36 | 4.98 | 2090 |
| Lateral occipito–temporal cortex | 19/37 | −32, −64, −14 | 3.97 | 193 |
| Amygdala | – | −26, −2, −24 | 3.78 | 30 |
| Posterior medial PFC | 24 | −2, 30, 8 | 3.54 | 23 |
| Parahippocampal gyrus | 28 | −20, −18, −22 | 3.31 | 5 |

**Table 1 | Continued**

| Region | BA | Co-ordinate | Z<sub>max</sub> | N voxels |
|--------|----|-------------|-----------------|----------|
| **SODIFFICULT – SOEASY** | | | | |
| Lateral occipito–temporal cortex | 18/19/37 | 24, −96, −6 | 5.38 | 3298 |
| Lateral occipital cortex | 18/19 | −24, −90, 36 | 4.98 | 2090 |
| Lateral occipito–temporal cortex | 19/37 | −32, −64, −14 | 3.97 | 193 |
| Amygdala | – | −26, −2, −24 | 3.78 | 30 |
| Posterior medial PFC | 24 | −2, 30, 8 | 3.54 | 23 |
| Parahippocampal gyrus | 28 | −20, −18, −22 | 3.31 | 5 |

Laird et al. (2009) showed a borderline significant increase in signal for the SODifficult than the SI condition \([t(17) = 2.1, p = 0.052]\). However, four other regions showed significant effects in the opposite direction: precuneus \([t(17) = 2.4, p = 0.030]\), right inferior parietal lobule \([t(17) = 2.3, p = 0.032]\), left middle frontal gyrus \([t(17) = 4.2, p < 0.001]\), and left inferior parietal lobule \([t(17) = 5.4, p < 0.001]\). Thus it is possible to find regions within the default mode network where activity is preferentially suppressed either by the requirement to transform internal representations, or by conditions with slow response times and high error rates.

**DISCUSSION**

In this study we investigated the relationship between activity in regions of the “default mode network” and a standard index of task difficulty: mean response time and error rate. In one prominent region, MPFC, this relationship was non-monotonic. Compared with a task requiring stimulus-independent attention, MPFC activity was greater in both an easier and a more difficult task requiring stimulus-oriented attention. This shows that task difficulty, as standardly defined, is an inadequate predictor of MPFC activity. Instead, at least in some circumstances, the requirement for attention toward and/or manipulation of internally represented information is a better predictor of BOLD signal within this

| Region | BA | Co-ordinate | Z<sub>max</sub> | N voxels |
|--------|----|-------------|-----------------|----------|
| **SODIFFICULT – SOEASY** | | | | |
| Lateral occipito–temporal cortex | 18/19/37 | 24, −96, −6 | 5.38 | 3298 |
| Lateral occipital cortex | 18/19 | −24, −90, 36 | 4.98 | 2090 |
| Lateral occipito–temporal cortex | 19/37 | −32, −64, −14 | 3.97 | 193 |
| Amygdala | – | −26, −2, −24 | 3.78 | 30 |
| Posterior medial PFC | 24 | −2, 30, 8 | 3.54 | 23 |
| Parahippocampal gyrus | 28 | −20, −18, −22 | 3.31 | 5 |
region, with greater signal associated with situations that require attention to be directed toward incoming perceptual information rather than representations decoupled from current sensory input. These findings corroborate the results of Gilbert et al. (2006a) indicating a double dissociation between standard measures of task difficulty and signal change within MPFC. Whereas signal in MPFC was lowest in the condition requiring attention to stimulus-independent information, signal in other regions of the default mode network was lowest in the (stimulus-oriented) condition with the slowest response times and greater error rates. Thus, there was significant heterogeneity between different regions of the default mode network.

**IMPLICATIONS FOR THEORIES OF MPFC FUNCTION**

What can we learn from these results about the nature of task-induced deactivations in MPFC? First, it is clear that the concept of task difficulty, as standardly defined, provides at best an incomplete means of understanding this phenomenon. One
might go beyond this and additionally suggest that, at least in some circumstances, the role of MPFC is to promote attention toward incoming perceptual information rather than internally represented information, seeing as greater signal was associated with conditions requiring greater attention to perceptual information. This contrasts with the standard account that activity in “default-mode” brain regions, particularly MPFC, reflects the occurrence of unconstrained internally directed cognitive processes (Buckner et al., 2008). However, before accepting this conclusion it is important to consider an alternative interpretation. This interpretation relates to the third definition of task difficulty considered in the Introduction, i.e., that difficult tasks are those that most interfere with performance of concurrent tasks. According to this interpretation, it is possible that the SO conditions of the present study were easier than the SI condition specifically in the sense that they could be more readily combined with off-task spontaneous thinking (or “mindwandering”) than the SI condition. In this case, the greater MPFC activation observed in the SO conditions might reflect task-unrelated thought processes rather than anything functionally related to the tasks.

In the behavioral literature on stimulus-independent or task-unrelated thoughts, there is already evidence that gives this possibility some superficial plausibility. For example, the occurrence of such off-task thinking is reduced when participants engage in various working memory tasks that might be considered more similar to the SI condition of the present study than the SO conditions (Teasdale et al., 1993, 1995). However, there are several empirical and theoretical reasons to doubt that the enhanced MPFC activation seen during SO than SI conditions is entirely reducible to the increased occurrence of internally directed off-task thinking in SO conditions. We elaborate on these below:

1. Gilbert et al. (2006a) investigated activity in MPFC during performance of a simple reaction time task requiring participants to respond to an unpredictable visual cue with a button press response. They argued that insofar as MPFC activation reflects the occurrence of off-task thinking, trials with relatively high MPFC activity should be associated with relatively slow response time, seeing as those trials should be those on which participants are most distracted from the task. In fact, the opposite correlation was observed, consistent with a role in directing attention toward perceptual information rather than task-unrelated processes. This is consistent with other studies that have found that MPFC activity is associated with faster RTs in perceptually driven tasks (Small et al., 2003; Hahn et al., 2007). Note that the correlation with trial-by-trial RT fluctuation is not so interpretable in the present study, seeing as variation in RT might reflect differences in the nature of individual trials rather than differences in attentional state. Thus, slow RTs in the present study might reflect particularly difficult trials, or alternatively trials where participants did not attend adequately to the stimuli. In the Gilbert et al. (2006a) study the stimulus, response, and stimulus-response mapping was identical on every trial, removing this ambiguity.

2. Gilbert et al. (2006b) conducted a meta-analysis of functional neuroimaging studies reporting signal change within rostral prefrontal cortex (approximating Brodmann Area 10). Tasks with relatively fast RT (compared with their control conditions) were particularly associated with signal change in MPFC. This could be explained by at least two factors. First, tasks with relatively fast RT might on average involve particularly strong engagement with the external environment, permitting relatively fast responses triggered by salient stimulus features instead of requiring a time-consuming process of transforming internal representations. Second, tasks with relatively fast RT could permit additional time for task-unrelated thinking between responding on one trial and seeing the stimulus on the next. Seeing as some studies involved fixed inter-stimulus intervals, whereas others involved fixed response-stimulus intervals, we were able to deconfound these two factors. When both factors were included in a regression model, fast RTs had a significant association with signal change in MPFC but there was no effect of long response-stimulus intervals. Thus, the opportunity for off-task thinking was not associated with MPFC activity whereas there was an association with tasks that could be responded to rapidly.

3. The idea that SO tasks may activate MPFC due to the task-unrelated processes that tend to accompany them, rather than any intrinsic property of the tasks themselves, may be questioned on a conceptual level. Why might SI tasks suppress the occurrence of concurrent task-unrelated thoughts? Presumably because SI tasks and task-unrelated thoughts compete for an overlapping resource, making it difficult for them to be combined (Teasdale et al., 1995). According to this hypothesis, there is at least one resource that is required by both task-unrelated thoughts and SI tasks, but not SO tasks. But if this resource is supported by MPFC, then the most obvious prediction would be that MPFC should be engaged equally by SI tasks and by off-task thinking during SO tasks, seeing as it is putatively involved in both. Instead, one must explain why MPFC is engaged more by off-task thinking in SO conditions than by SI thinking when it is required by the instructed task. In order to explain this, a more complex position is required. One possibility would be that (1) MPFC supports a process that is engaged more during task-unrelated thoughts than either SI or SO tasks, and (2) a second process is involved in both SI tasks and task-unrelated thoughts, thus suppressing the emergence of task-unrelated thoughts during SI tasks. For example, a model of this type might suggest that both SI tasks and task-unrelated thoughts require the use of an articulatory loop (Baddeley, 1986), explaining why they cannot be combined. Furthermore, it would need to be assumed that an additional process supported by MPFC is engaged primarily by task-unrelated thoughts rather than SI tasks, such as retrieval of autobiographical memories. This is a very complex hypothesis, for which we are not aware of any direct evidence. By contrast, an alternative hypothesis is simply that some SO tasks require a process supported by MPFC to a greater degree than some SI tasks. This hypothesis does not invoke the concept of off-task thinking, and is supported by the empirical findings reviewed above. We suggest that this simpler hypothesis should be preferred in the absence of direct evidence supporting the complex model described above.
The present study follows a similar approach to McKiernan et al. (2003), who conducted a parametric examination of task-induced deactivation related to three indices of task difficulty in an auditory target detection task: stimulus presentation rate, task discriminability, and short-term memory load. In the behavioral data, all three manipulations of task difficulty led to increases in response time and error rate. Unlike the present study, McKiernan et al. (2003) also found that their three operationalizations of task difficulty had broadly consistent effects on task-induced deactivation, i.e., manipulations leading to greater response time and error rate tended to suppress activity in a variety of “default mode” brain regions, including a region labeled left anterior cingulate/superior frontal gyrus which was close to (but not identical with) the region of MPFC identified in the present study. This is particularly surprising seeing as McKiernan et al.’s “target distinctiveness” criterion seems similar to the present manipulation of perceptual discriminability between the SOeasy and SOdifficult conditions. However, the contrast between SOeasy and SOdifficult did not produce task-induced deactivation within MPFC in the present study. How can these results be reconciled?

There are at least two possibilities. First, it should be noted that the left anterior cingulate region reported by McKiernan et al. (2003) was centered posteriorly to the region identified in the present study. Seeing as MPFC exhibits functional specialization on a fine-grained scale (Gilbert et al., 2006c, 2007b, 2010), there is no necessary reason to expect consistent results between nearby but non-identical MPFC regions, although results were consistent between the MPFC regions based on regions of interest defined by our earlier study (Gilbert et al., 2005) and the Laird et al. (2009) meta-analysis. Secondly, the task used by McKiernan et al. involved detection of infrequent targets, rather than a two alternative perceptual discrimination. In such a target detection task, a more difficult perceptual discrimination may lead to increased attention during task performance toward a memorized target representation, in order to detect its occasional occurrence. Thus, it is not clear how well the target distinctiveness criterion of task difficulty used by McKiernan et al. (2003) fits with our distinction between SO and SI tasks. More generally, we do not disagree with McKiernan et al. (2003) that there is often a monotonic relationship between standard measures of task difficulty and task-induced deactivation in functional neuroimaging. Our purpose in the present study is simply to point out that this is not always the case, indicating that standard indices of task difficulty are not sufficient to explain task-induced deactivation in all circumstances.

While the study of McKiernan et al. (2003) suggests that diverse cognitive demands cause relatively consistent patterns of deactivation, other recent studies have suggested that a single measure of cognitive demand is inadequate to explain task-induced deactivation across all regions (Mayer et al., 2010; Harrison et al., 2011). Consistent with this, the qualitative pattern of results in eight of the nine regions shown in Figure 4 was a non-monotonic relationship between BOLD signal and RT/accuracy across the three conditions. Recently, Mayer et al. (2010) investigated a task that manipulated both the difficulty of a visual search to identify targets, and the number of targets that then needed to be remembered over a retention interval. Some regions were deactivated by the two task demands in an additive manner. However, this did not characterize the default mode network as a whole, many regions of which were selectively deactivated by one or the other task demand. In particular, a region of MPFC near to the peak investigated in the present study (−7, 54, 13) was deactivated by the requirement to remember more targets over the retention interval (i.e., greater requirement for attention toward internally represented information) but not by the difficulty of the visual discrimination required to identify targets. The results of Mayer et al. (2010) are thus highly consistent with the present study.

**Task difficulty activations**

As well as an MPFC region showing greater activation in conditions requiring strong engagement with perceptual information, a network of predominantly lateral and posterior medial prefrontal and parietal regions was more active in conditions requiring attention toward representations decoupled from current sensory input, showing a mirror image of the pattern of results seen in MPFC. These regions correspond well with those identified as being part of the “task-positive” (Fox et al., 2005), “multiple demand” (Duncan, 2010), or “frontoparietal control” (Vincent et al., 2008) networks. Thus, the present results fit well with the hypothesis of specialization within rostral PFC for attention toward SO and SI information in medial and lateral subregions respectively (Burgess et al., 2003, 2007).

Similar brain regions were activated not only when comparing the SI condition with either of the SO conditions, but also when comparing SOeasy with SOdifficult. Two factors can explain this pattern of results. First, increased activation in lateral PFC when comparing easy with relatively difficult conditions has been reported previously (Christoff et al., 2004; Dumontheil et al., 2010), and attributed to the emergence of off-task stimulus-independent thought in easy conditions. Secondly, in the SOeasy condition of the present study, participants needed to maintain an internal representation of their position in the alphabet, so that they could continue from this point if a question mark was presented in the next trial. By contrast, the SOdifficult condition could be performed on the basis of attention to current perceptual information alone.

Of particular theoretical interest is the pattern of results in posterior dorsal medial PFC, corresponding to anterior cingulate cortex and extending into supplementary motor area. This region was activated both by the contrast of SOeasy > SOdifficult and also by the contrast of SI > SOdifficult. In both of these contrasts, activity was greater in an easier than a more difficult condition, using the standard definition of difficulty. The cognitive functions of this region have been a matter of intense theoretical debate, with theoretical accounts linking anterior cingulate with monitoring for response conflict (Botvinick et al., 2001; Kerns et al., 2004), detecting error likelihood (Brown and Braver, 2005), evaluating action-response contingencies (Alexander and Brown, 2011), and goal setting (Anderson et al., 2009). The present results do not clearly adjudicate between these accounts, although they are perhaps difficult to reconcile with theories in terms of action-outcome monitoring, seeing as the only condition with non-random action-outcome contingencies was the SOeasy condition,
yet this condition was associated with anterior cingulate activity that was intermediate between the other two conditions. Recently, Grinband et al. (2011) have suggested that signal change in this region can be explained wholly in terms of response time (i.e., “time on task”). The present study constitutes a clear exception to this suggestion, seeing as greater activity in anterior cingulate could be observed both when contrasting a slower task against a faster one (SI > SOeasy) and also when contrasting a faster task against a slower one (SI > SODifficult, and SOeasy > SODifficult).

ARE BETWEEN-CONDITION DIFFERENCES IN TASK DIFFICULTY A CONFOUND?

Our results are relevant to the debate over whether differences in response time between tasks or conditions should be considered a confound in functional neuroimaging studies, and therefore controlled for. In some circumstances a pair of tasks might require the same underlying cognitive processes or resources, with one task placing greater demands on those resources than the other. In this case, it would be wrong to infer differences in activation between the tasks that they require qualitatively distinct cognitive processes. Instead, greater activity in the task with slower response time might just reflect “more of the same,” i.e., increased utilization of whatever processes are required by the other task. In such a scenario, it might be appropriate to control for differences in response time between the two tasks (e.g., using the method suggested by Grinband et al., 2008). However, we suspect that more commonly a difference in response time between tasks reflects the engagement of partially distinct cognitive processes. A strong form of this view is the hypothesis of “pure insertion” which underlies interpretation of the subtraction methodology (Friston et al., 1996). Controlling for response time in this situation might end up controlling for precisely the factor of interest, i.e., the cognitive processes that differ between the tasks. It is therefore not always appropriate to control for response time differences between conditions, and this should not be seen as necessarily a confound. In order to make an argument on the appropriateness or otherwise of controlling for response time differences, it is important to carry out task analyses to identify putative cognitive processes that may differ between tasks or conditions. If such differences can be identified, this provides an argument against controlling for response time differences between conditions.

RELATIONSHIP BETWEEN MPFC AND OTHER REGIONS OF THE DEFAULT MODE NETWORK

The present study demonstrated functional heterogeneity between distinct nodes of the default mode network. Unlike MPFC, signal in precuneus, left middle frontal gyrus, and bilateral inferior parietal lobule showed the strongest suppression in the condition with slowest RTs and greatest error rates. Thus, the present results need not rule out the idea that task-induced deactivation in these regions is best predicted by standard behavioral indices of task difficulty. However, the pattern in MPFC was clearly different, consistent with other recent demonstrations of functional heterogeneity within the default mode network (Leech et al., 2011). We therefore conclude that:

1. Standard measures of task difficulty are inadequate as a tool to understand task-induced deactivation in MPFC.
2. In order to better understand the default mode network, rather than investigating the so-called “resting state,” which is likely to reflect a disparate, uncontrolled, and highly variable set of cognitive processes from one study to the next, a better approach may be to investigate well-defined cognitive tasks, in conjunction with a clear task analysis (see Christoff et al., 2009; Stawarczyk et al., 2011 for a related approach).
3. This approach may be expected to help define the contrasting roles of disparate brain regions that typically exhibit relatively high activation during low-demand tasks.
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