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Abstract

Projective connections arise from equivalence classes of affine connections under the reparametrization of geodesics. They may also be viewed as quotient systems of the classical geodesic equation. After studying the link between integrals of the (classical) geodesic flow and its associated projective connection, we turn our attention to 2-dimensional metrics that admit one projective vector field, i.e. whose local flow sends unparametrized geodesics into unparametrized geodesics. We review and discuss the classification of these metrics, introducing special coordinates on the linear space of solutions to a certain system of partial differential equations, from which such metrics are obtained. Particularly, we discuss those that give rise to free second-order superintegrable Hamiltonian systems, i.e. which admit 2 additional, functionally independent quadratic integrals. We prove that these systems are parametrized by the 2-sphere, except for 6 exceptional points where the projective symmetry becomes homothetic.

1 Introduction

The term metric is used for metrics of arbitrary signature. Specifically, in the 2-dimensional case, the word metric stands for both Riemannian and Lorentzian metrics, unless otherwise specified. Einstein’s summation convention will be used. Our focus is a local study, i.e. the manifold may be identified with an open subset of \( \mathbb{R}^2 \). This is in line with the existing literature on the topic, e.g. compare [BM08; Mat12b; MV17], which are also of a local nature. Let us now introduce the basic terminology and the main objects used in this paper.

Definition 1. We say that two symmetric affine connections on the same manifold \( M \) are projectively equivalent if they share the same geodesics (as unparametrized curves). The set of all connections projectively equivalent to a given connection \( \nabla \) is called the \emph{projective class} of such a connection, denoted by \( [\nabla] \).

If a projective class \([\nabla]\) contains a Levi-Civita connection \( \nabla^g \) of a metric \( g \), we say that \([\nabla]\) is \emph{metrizable}.

Two metrics are said to be projectively equivalent if their Levi-Civita connections are so. We denote by \( \mathfrak{P}(g) \) the projective class of \( g \), i.e., the set of metrics projectively equivalent to \( g \).

A classical result [Wey21; Tho25; Veb22] states that two connections \( \tilde{\nabla} \) and \( \nabla \) are projectively equivalent if there exits a 1-form \( \alpha \) such that
\[
\tilde{\nabla} - \nabla = \alpha \otimes \text{Id} + \text{Id} \otimes \alpha,
\]
or, locally,
\[
\tilde{\Gamma}^a_{bc} - \Gamma^a_{bc} = \delta^a_b \alpha_c + \delta^a_c \alpha_b.
\]
where \( \tilde{\Gamma}^a_{bc} \) and \( \Gamma^a_{bc} \) are, respectively, the Christoffel symbols of \( \tilde{\nabla} \) and \( \nabla \). For a more detailed explanation and proof of this statement see, for instance, [Mat12b].

Definition 2. A \emph{projective transformation} is a (local) diffeomorphism of \( M \) that sends geodesics into geodesics (where geodesics are to be understood as unparametrized curves). A vector field on \( M \) is projective if its (local) flow acts by projective transformations.

The term projective symmetry, as defined in Definition 2, is explained for a given connection. We say that a projective symmetry \( X \) is homothetic (for a metric \( g \)), if \( \mathcal{L}_X g = \lambda g \) for some \( \lambda \in \mathbb{R} \). Particularly, if \( X \) is Killing, it is also homothetic. If \( X \) is not homothetic, it is called essential.

While the characterization of a projective symmetry depends on the projective class only, the property of being homothetic or essential relies on the existence of a metric. Oftentimes, one is interested in projective
classes that admit metrics with an essential projective symmetry, see e.g. [Mat12b]. This is also true in the present paper, and we therefore introduce the concept of essentiality of projective symmetries on the level of projective connections.

**Definition 3.** An infinitesimal projective symmetry \( X \) of a metrizable projective connection \( \nabla \) is called **essential** if and only if the symmetry \( X \) is non-homothetic for at least one metric \( g \) that realizes \( \nabla \) via its Levi-Civita connection.

In view of formula (1), a vector field \( X \) is a projective vector field if there exists a 1-form \( \mu \) such that
\[
\mathcal{L}_X \nabla = \mu \otimes \mathrm{Id} + \mathrm{Id} \otimes \mu \tag{3}
\]
where the Lie derivative \( \mathcal{L}_X \nabla \) of \( \nabla \) along \( X \) is a \((1,2)\)-tensor defined as follows:
\[
(\mathcal{L}_X \nabla)(Y, Z) := \mathcal{L}_X (\nabla_Y Z) - \nabla_Y (\mathcal{L}_X Z) - \nabla_{\mathcal{L}_X Y} Z = [X, \nabla_Y Z] - \nabla_Y [X, Z] - \nabla_{[X,Y]} Z.
\]

Locally, (3) reads
\[
\mathcal{L}_X \Gamma^i_{jk} = \mu_j \delta^i_k + \mu_k \delta^i_j.
\]
From an ODE perspective, the projective class of a given symmetric affine connection \( \nabla \) can be understood as follows. Let \((y^1, y^2, \ldots, y^N) = (x, y^2(x), \ldots, y^N(x))\) be a system of coordinates on \( M \). Then \( \nabla \) gives rise to a system of second order ordinary differential equations
\[
y^k_{xx} = -\Gamma^k_{11} - (2\Gamma^k_{1i} - \delta^k_{ij}\Gamma^i_{1j})y^i_x + (\Gamma^k_{ij} - 2\delta^k_{ij}\Gamma^i_{1j})y^i_ym^j_x + \Gamma^i_{ij}y^i_y^jy^k_x, \quad k = 2, \ldots, N, \quad i, j \geq 2, \tag{4}
\]
obtained by eliminating the external parameter from the classical geodesic equations (see for instance [Man08]):
\[
y^k_x + \Gamma^k_{ij}y^i_y^j = 0, \quad k = 1, \ldots, N. \tag{5}
\]

**Definition 4.** System (4) is called the **projective connection** representing the projective class \( [\nabla] \).

In Section 5.1 we describe in detail how to construct this representative system.

For any solution \((y^2(x), \ldots, y^N(x))\) to (4), the curve \((x, y^2(x), \ldots, y^N(x))\) is, up to reparametrization, a solution to (5), i.e., a geodesic of \( \nabla \). Thus, we can interpret system (4) as the projective connection associated to \( \nabla \).

On the other hand, as we said, two connections \( \nabla \) and \( \bar{\nabla} \) are projectively equivalent if and only if they are related by (2) and connections linked by (2) give the same system of equations (4).

Taking into account the above considerations, finite point symmetries, i.e. local diffeomorphisms
\[
(y^1, \ldots, y^N) \to (y^1(v^1, \ldots, v^N), \ldots, y^N(v^1, \ldots, v^N))
\]
that preserve (4), are precisely the projective transformations of the connection \( \nabla \), as they send solutions (i.e., unparametrized geodesics) into solutions. Infinitesimal point symmetries of (4) are projective vector fields of \( \nabla \) and generate a 1-parametric family of projective transformations. We can see a \((N\text{-dimensional})\) projective connection as the following system of ODE:
\[
y^k_{xx} = f^k_{11} + f^k_{1i}y^i_x + f^k_{ij}y^i_y^jy^k_x + f^k_{ij}y^i_y^jy^k_x, \quad k = 2, \ldots, N, \quad i, j \geq 2, \quad f^k_{ij} = f^k_{ji}.
\]

Note that, for \( N = 2 \), system (4) reduces to a single ODE, namely the classical 2-dimensional projective connection associated to a 2-dimensional metric
\[
y_{xx} = -\Gamma^2_{11} + (\Gamma^1_{12} - 2\Gamma^2_{12})y_x - (\Gamma^2_{22} - 2\Gamma^1_{22})y^2_x + \Gamma^1_{22}y^2_x
\]
where \((x, y, y_x, y_{xx}) := (y^1, y^2, y^2_x, y^2_{xx})\). Furthermore, (4) reduces to a single ODE
\[
y_{xx} = f_0 + f_1 y_x + f_2 y^2_x + f_3 y^3_x, \quad f_i = f_i(x, y), \tag{7}
\]
extensively studied, for instance, in [BMM08, BDE09, Mat12b, Sha97, AA06].

## 2 Metrizable projective connections and Benenti tensors

A classical question is whether a projective connection is metrizable. In local coordinates, the projective connection (4) is metrizable if there exists an \( N \)-dimensional metric \( g \) such that (4), where \( \Gamma^i_{jk} \) are the Christoffel
is (7) if and only if the entries \( \sigma \) of the metric. Furthermore, note that, since \( g \) is a weighted tensor field, its degree of mobility is the same for any choice of metric \( g \).

Remark 1. In dimension 2, it is also possible to linearize the system (11) by choice of the new unknowns \( A \).

Proposition 1. Since the degree of mobility is the same for any choice of metric \( g \), we have, in dimension 2, the following example.

System (8) is highly non-linear in the unknown functions \( g_i \), but it turns out that if we perform the substitution

\[
\sigma^{ij} := \text{det}(g)^{\frac{1}{2} - \frac{m}{N}} g^{ij} \in S^2(M) \otimes (\Lambda^N(M))^2,
\]

we obtain a linear system in the unknown variables \( \sigma^{ij} \). Of course, (9) does not make sense if \( g \) is negative-definite. Therefore, without further mentioning, in (9) and in the remainder of the paper, the fractional exponent implies that we use the absolute value of the base expression unless stated otherwise. We have the following theorem.

Theorem 1. A metric \( g \) on an \( N \)-dimensional manifold lies in the projective class of a given connection \( \nabla \) if and only if \( \sigma^{ij} \) defined by (9) is a solution to

\[
\nabla_a \sigma^{bc} = \frac{1}{N+1} (\delta_a^c \nabla_b \sigma^{ib} + \delta_a^b \nabla_c \sigma^{ic}) = 0.
\]

Note that Theorem 1 implicitly contains the assumption \( \text{det}(\sigma) \neq 0 \), as \( \sigma^{ij} \) otherwise does not correspond to a metric. Furthermore, note that, since \( \sigma \) is a weighted tensor field,

\[
\nabla_a \sigma^{bc} = \sigma^{bc}_{,a} + \Gamma_{ad}^{bc} \sigma^{dc} + \Gamma_{ad}^{bd} \sigma^{dc} = \frac{1}{N+1} \Gamma_{ad}^{bd} \sigma^{bc}.
\]

Of course, the set of solutions to the linear system of PDEs (10) form a linear space. As a special case of Theorem 1 we have, in dimension 2, the following example.

Example 1. The projective connection associated to the Levi-Civita connection of a metric \( g \) is (7) if and only if the entries \( \sigma^{ij} \) of the matrix \( \sigma = |\text{det}(g)|^{1/2} g^{-1} \) satisfy the linear system of PDEs

\[
\begin{align*}
\sigma_{x}^{x} - 2\sigma_{x}^{y} = 0, \\
\sigma_{y}^{x} - 2\sigma_{y}^{y} = 0, \\
-2\sigma_{x}^{x} + \sigma_{y}^{y} = 0
\end{align*}
\]

where the subscripts \( x, y \) denote derivatives.

Remark 1. In dimension 2, it is also possible to linearize the system (11) by choice of the new unknowns \( a_{ij} \), i.e., components of the metric \( a = \frac{2}{|\text{det}(g)|^{1/2}} \). In this case, the object \( a \) should be understood as a section of \( S^2(M) \otimes (\Lambda^2(M))^2 \).

Definition 5. Let \( g \) be a metric and \( \nabla \) its Levi-Civita connection. The (linear) space of solutions to system (11) is denoted by \( \mathcal{A}(g) \) (or \( \mathcal{A} \) in short when there is no risk of confusion) and it is called the Liouville metrization space, or briefly Liouville space. Its dimension is called the degree of mobility of \( g \). The subset \( \mathfrak{M} \subset \mathcal{A} \) of solutions that actually correspond to a metric, projectively equivalent to the underlying metric \( g \), is to be called the metrizability space and denoted by \( \mathfrak{M} \).

Remark 2. In the case of a 2-dimensional manifold, the Liouville metrization and the metrizability space are almost identical, differing only by the origin, i.e. \( \mathfrak{M} = \mathcal{A} \setminus \{0\} \). This follows from Lemma 2 of [Mat12b], where the following statement is proven: Assume \( \sigma \in \mathcal{A} \) is not identically zero. Then, the set of the points where \( \sigma \) is degenerate is nowhere dense.

Since the degree of mobility is the same for any choice of metric \( g \) within a given projective class, it is also reasonable to call the degree of mobility of \( g \) the degree of mobility of its projective class (or of its projective connection).

Proposition 1. Let \( g_1 \) and \( g_2 \) be two metrics that are projectively equivalent, but not proportional. Then, around almost every point, there exist local coordinates, say \((x,y)\), such that the pair \((g_1, g_2)\) assumes one of the following Dini normal forms.
The Dini normal forms for pairs of projectively equivalent metrics

| A | Liouville case | B | complex Liouville case | C | Jordan block case |
|---|----------------|---|------------------------|---|------------------|
| $g_1$ | $(X - Y)(dx^2 + dy^2)$ | $\frac{h(z) - h(z)}{z} (dz^2 - dz^2)$ | $(1 + xY')dy^2$ |
| $g_2$ | $\frac{(\chi - \chi)}{z^2} (dz^2 - dz^2)$ | $\frac{h(z) - h(z)}{z} (dz^2 - dz^2)$ | $\frac{1}{4}x^2 ((-2Y dx^2 + (1 + xY')dy^2)$ |

Table 1: The Dini normal forms as developed in [BMP09]. The functions $X = X(x)$ and $Y = Y(y)$ depend on one variable only, and in the complex Liouville case we use variables $z = x + iy$, $\tau = x - iy$.

Note that, if the degree of mobility is precisely one, instead of Proposition 1, the following normal form holds: There exist local coordinates such that $X = \partial_x$ and every metric in the projective class is proportional to a metric

$$g = e^{\lambda x} \begin{pmatrix} q_1(y) & q_2(y) & q_3(y) \\ q_2(y) & q_3(y) & q_4(y) \end{pmatrix}$$

where $q_i$ are functions in one variable. On the other hand, if the degree of mobility is at least 3, note that Proposition 1 still holds, but depending on the choice of the pair $(g_1, g_2)$ the Dini type might differ. Indeed, this phenomenon is observed in [MV17] in the case of one, essential projective vector field and a metric with degree of mobility 3.

**Definition 6.** The coordinates given in Proposition 1 are called Dini coordinates. A Dini basis is a basis of the metrization space, see Definition 5, whose corresponding metrics, via Formula (9), are of the form as in Proposition 1. Analogously, if the degree of mobility is 3, a Dini basis is understood to be the basis corresponding to (14).

Let $X$ be a projective vector field. Furthermore, let $\sigma$ be a solution of (10). Then, as is well known from e.g. [BMM08; EM08], the Lie derivative $\mathcal{L}_X \sigma$ is also a solution of (10). Indeed, the Lie derivative w.r.t. $X$ acts on the Liouville space $\mathfrak{A}$ as a linear action

$$\mathcal{L}_X : \mathfrak{A} \to \mathfrak{A} , \quad \sigma \to \mathcal{L}_X \sigma .$$

(12)

Let $\phi_t$ be the (local) flow of $X$, then also the pullback

$$\phi_t^* : \mathfrak{A} \to \mathfrak{A} , \quad \sigma \to \phi_t^* \sigma$$

acts on the Liouville space $\mathfrak{A}$.

If $X$ is homothetic for $\sigma$, i.e. $\mathcal{L}_X \sigma = \lambda \sigma$ for some $\lambda \in \mathbb{R}$, then $X$ is also homothetic for $\mathcal{L}_X \sigma$, i.e. the action of $\mathcal{L}_X$ naturally preserves eigenspaces. This immediately leads to the following observation.

**Lemma 1.** If $X$ is projective, but not homothetic for $\sigma \in \mathfrak{M}$, then $\mathcal{L}_X \sigma \in \mathfrak{A}$ is a solution that is non-proportional to $\sigma$.

This observation allows us, for metrics with an essential projective vector field and with mobility degree 2, to easily construct the entire metrization space from the projective vector field $X$ and the metric $g$ corresponding to $\sigma \in \mathfrak{M}$. This is going to be discussed in more detail below in Proposition 6.

**Definition 7.** For a projective connection with precisely one essential projective vector field (up to rescaling), we define the essential metrizability space $\mathcal{E} \subset \mathfrak{M}$ as the subset of solutions of (10) that correspond to metrics, via Formula (9), such that the projective symmetry is essential.

Note that, by definition, we have the following tower of inclusions: $\mathcal{E} \subset \mathfrak{M} \subset \mathfrak{A}$. Given a pair of solutions to (10), we can define a $(1,1)$-tensor field (i.e., an endomorphism). Before we give a formal definition, let us briefly digress on the significance of this object, which is known as the Benenti tensor (or sometimes, although ambiguous, special conformal Killing tensor). It was formally introduced, as a $(2,0)$-tensor on Riemannian manifolds, in [Ben92]. In later works by S. Benenti, they are referred to as $L$-tensors, e.g. [Ben05; Ben08]. In [Mat12a; BM11; MV18], and many other references, Benenti tensors appear as powerful tools, not least for projective differential geometry. For instance, eigenvalues of the $(1,1)$-Benenti tensor are closely linked to orthogonal separation coordinates (cf., e.g., Killing-St¨ackel spaces). There exists a number of applications in physics, see e.g. [Mat12a; CST00] or [IMM00; BM03]. The latter references contain the following definition.
Definition 8 ([BM03; IMM00]). Let $g$ be a Riemannian metric on a $N$-dimensional manifold $M$. A non-degenerate $(1,1)$-tensor field $L$ on $M$ is called a Benenti tensor field with respect to $g$ if $L$ is self-adjoint and satisfies:

1. The Nijenhuis tensor of $L$ is identically zero;
2. For the functions $H := \frac{1}{2}g^{ij}p_ip_j$, $F := g^{ij}L^1_i p_ip_j$, we have
   \[ \{H,F\} = 2H \left( \frac{\partial \text{trace}(L)}{\partial x^a} g^{ij}p_j \right) \]

where $x^i, p_j$ are the standard coordinates on the cotangent bundle $T^*M$ and $\{ , \}$ is the standard Poisson bracket between functions on $T^*M$.

In the context of metric projective differential geometry, i.e. for a pair $g, g'$ of projectively equivalent metrics, the Benenti tensor can be defined as follows.

Definition 9 ([BM03] and [BM05, Sect. 5]). Let $g, \bar{g}$ be projectively equivalent metrics. Their associated Benenti tensor is

\[ L(g, \bar{g}) := \left( \frac{\det(\bar{g})}{\det(g)} \right) \bar{g}^{-1}g. \]  

Indeed, for Riemannian metrics, the Benenti tensor [13] is a Benenti tensor for $g$ in the sense of Definition 8 Definition 8 reveals, as well, the close relation of Benenti tensors, projective differential geometry and integrals of motion, i.e. conserved quantities in classical mechanics. This relation will be examined more closely in Section 5.4, see also [TM03; BMM08; MV18] and references therein.

An integral of motion is a function on the cotangent space $I: T^*M \to \mathbb{R}$ (or, analogously, on the tangent space) such that the Poisson bracket with the Hamiltonian $H = \frac{1}{2}g^{ij}p_ip_j$ vanishes, $\{H,I\} = 0$. A classical question is how many integrals of motion a given Hamiltonian system admits, and which Hamiltonian systems admit a large number of such integrals. For the purposes of the current paper, we introduce the notion of superintegrability.

Definition 10. A Hamiltonian system is said to be superintegrable if it admits $2n - 1$ functionally independent integrals of motion including the Hamiltonian itself. Equivalently, this can be expressed by the existence of two distinct Benenti tensors, $L_1 = L(\sigma, \sigma)$ and $L_2 = L(\sigma, \sigma')$, for the metric $g$ corresponding to $\sigma$.

Similarly, we may define the concept of integrable metrics as follows: A pair $(g, L)$ is called a 2-dimensional integrable system if $g$ is a 2-dimensional metric and $L$ a Benenti tensor for it.

A superintegrable system admits a ‘maximal’ number of integrals assuming their functional independence. It is common to require, in addition, that the integrals are polynomials in the fibre coordinates. Let us assume the integral $I$ is a homogeneous polynomial in the $p_i$ of degree $d$. It is well known that such integrals correspond to Killing tensors, i.e. symmetric $d$-tensor fields $K_{i_1...i_d}$ that satisfy

\[ K_{i_1...i_d,i_{d+1}} = 0. \]  

If all integrals are polynomials of at most degree $k$, the superintegrable system is said to be of order $k$, see [KKM18] for a comprehensive introduction. Second order superintegrable systems on constant curvature manifolds (and conformally flat spaces) are essentially classified (in terms of normal forms) in dimension 2 [KKPM01] and 3 [KKM05; CK14]. Partially, a classification in terms of an algebraic variety has been reached, see [KS18; CK14]. Higher order superintegrability is less understood today. Some recent papers on superintegrable systems involving integrals of order 3 are, for instance, [MS11; Rn97; VDS15; MW08; PPW12; TW10].

3 Overview of the main body and summary of main outcomes

Sections 4 to 7 are the main body of this present work. In Section 4, we introduce some terminology and discuss briefly the strategy that is employed in earlier papers, namely [Mat12; MV17] to obtain the normal forms of metrics with one, essential projective symmetry. The section is concluded with an improvement of two of the existing normal forms. Concretely, we remove the remaining ambiguity by introducing normal forms in terms of hypergeometric special functions. Next, in Section 5 we review projective connections as quotient systems

\footnotetext[1]{Note that we consider a free Hamiltonian system, i.e. the Hamiltonian is determined by the metric $g$ exclusively. For the case when the Hamiltonian includes also a potential term, i.e. $H = \frac{1}{2}g^{ij}p_ip_j + V$ with a function $V : T^*M \to \mathbb{R}$, see [VDS15; Vol13], for instance.}

\footnotetext[2]{Depending on the context, we will express integrals as polynomials either in momenta or velocities, whichever is more convenient.
from an ODE perspective and discuss how integrals of these quotient systems can be obtained from integrals of
the geodesic equation of a particular representative of the projective class. We also discuss the relation between
integrals and projective symmetries of metrizable projective connections. Sections 6 and 7 provide the proof
of the two main theorems, outlined below in the present section. Finally, in Appendices A and B we review
the existing classification in terms of normal forms of metrics that admit one, essential projective symmetry. This
classification is going to be referred to in many parts of the present paper.

Before we start with the detailed outline of the main results, let us digress briefly on the terminology that
is going to be used in the remainder of the paper. Specifically, concerning terminology, we are faced with the
following issue: We are dealing with three major sets of characteristic data, specifying either a projective class,
a metric within a particular projective class (respectively, a solution of (11)), or a point on a differentiable
manifold. In order to avoid ambiguities let us therefore agree, once and for all, on the following terminology.

Variables specify a point on a differentiable manifold and will typically be called \( x, y \), unless stated otherwise.
Coordinates reference points within a given metrization space. We denote them, typically, by \((u_1, u_2)\) if they
refer to the natural (Dini) basis introduced in Definition 6, see also [Mat12b; MV17].

Distinguished coordinates on connected components of the essential metrizability space \( \mathcal{E} \subseteq \mathcal{A} \) are going
to be introduced later, and are typically denoted by \((s, u)\).

Parameters specify a projective class, particularly such which contains metrics with one, essential projective
symmetry. Typically we use the letters \( \xi, \lambda \) as well as \( C, h, \varepsilon \), consistent with [Mat12b; MV17]. The
different roles that these parameters play are reviewed in Appendix A.

The terminology is briefly summarized in Table 2.

| Data          | Space                          | Notation |
|---------------|--------------------------------|----------|
| Variables     | differentiable manifold \( M \) | \( x, y \) |
| (Dini) coordinates | Liouville metrization space \( \mathcal{A} \) | \( u_1, u_2 \) |
| (Distinguished) coordinates | connected component of the space \( \mathcal{E} \subseteq \mathcal{A} \) | \( s, u \) |
| Parameters    | (family of) projective classes | \( \xi, \lambda, C, h, \varepsilon \) |

Table 2: Terminology used for the specification of points (on a manifold), metrics (within a particular projective
class) and to single out a specific projective class.

**Proposition 2.** The normal forms (C.8) and (C.9) in Table 3 can, almost everywhere on their domain, be
expressed in terms of hypergeometric polynomials.

In dimension 2, metrics with one, essential projective symmetry typically have degree of mobility 2, compare
Appendices A and B. The following theorem, one of the main results of the current paper, describes the geometry
of these metrics within their projective classes.

Particularly, the first part of the theorem states how to canonically divide the solution space \( \mathcal{A} \) into a
number of components and how this division is related to the action of the projective symmetry. The second
part provides distinguished coordinates that can be employed to find the normal forms for metrics with one
essential normal forms given in Appendix A. This procedure has indeed already been executed, for the case of
Section 6.2.3 of the present paper, in [MV17].

**Theorem 2.** Let \( g \) be a 2-dimensional metric with degree of mobility 2. Let us furthermore assume that \( g \)
admits exactly one projective vector field \( X \) (up to a factor), and that \( X \) is essential (i.e., non-homothetic).

a) Let \( r \) be the number of real eigenvalues of \( \mathcal{L}_X : \mathcal{A} \to \mathcal{A} \). The essential metrizability space \( \mathcal{E} \subseteq \mathcal{A} \) decomposes
into \( 2^r \) connected components. The connected components are, respectively:

- If \( 2 \geq r > 0 \), we have \( 2^r \) copies of \( \mathbb{R}^2 \). Some of them might be diffeomorphic, e.g. in the complex
  Liouville normal forms and the special cases of the classification (see Table 5 in Appendix A).

- If no real eigenvalue exists, there is one component that is isomorphic to \( \mathbb{S}^1 \times \mathbb{R} \).

b) There are distinguished coordinates on each connected component of \( \mathcal{E} \), adjusted to the flow of \( X \). Let us
call \((s, u)\) the adjusted coordinates such that \( s \) is a parameter along the orbit of the projective flow and such
that \( u \) is constant along orbits. In terms of Dini coordinates, we find that a solution \( \sigma \) of (10) can be expressed as

\[
\sigma = f_1(s, u) \sigma_1 + f_2(s, u) \sigma_2
\]

where \((\sigma_1, \sigma_2)\) is a Dini basis as detailed in Table 7. The functions \( f_i \) are functions on \( \mathbb{R}^2 \) as in Table 5.
The distinguished coordinates for degree of mobility 2

|       | (I)           | (II)           | (III₀)          | (III₁)          |
|-------|---------------|----------------|-----------------|-----------------|
| r (real eigenvalues) | 2             | 1              | 0               | 0               |
| σ (parametrization)  | $ue^{\lambda s} \sigma_1 + e^s \sigma_2$ | $e^s (s + \ln(u)) \sigma_2$ | $u \sin(s) \sigma_1 + u \cos(s) \sigma_2$ | $ue^{\lambda s}(\sin(s)\sigma_1 + \cos(s)\sigma_2)$ |
| u (invariant parameter) | $\frac{|u_1|}{|u_2|} e^{-\lambda s} \frac{1}{|u_1|}$ | $\frac{u_1^2 + u_2^2}{\lambda} - \arctan\left(\frac{u_2}{u_1}\right)$ | $\arctan\left(\frac{u_2}{u_1}\right)$ | $\arctan\left(\frac{u_2}{u_1}\right)$ |
| s (orbit parameter)   | $\ln(u_1)$    | $\ln(u_1)$     | $\arctan\left(\frac{u_2}{u_1}\right)$ | $\arctan\left(\frac{u_2}{u_1}\right)$ |

Table 3: The table shows the distinguished coordinates $(s, u)$ on the Liouville metrization space $\mathfrak{A}$, or rather on the essential metrizability space $\mathfrak{E}$, in comparison with the standard Dini coordinates $(u_1, u_2)$ used in [Mat12b, MV17]. The parameter $\lambda$ characterizes the eigenvalue structure of $L_X$. In case (I), $\lambda$ is the ratio between the two eigenvalues (see (15) below). In case (III), $\lambda$ is the ratio between the real and imaginary part of the eigenvalue ($\lambda = 0$ implies the eigenvalues are purely imaginary). The last row sketches the orbits of the action of $X$ in $\mathfrak{A}$. In the case (I), the geometric shape of the orbit depends on the sign of $\lambda$ (above: $\lambda > 0$, below: $\lambda < 0$). For the case (III), there are two columns as the situation for vanishing and non-vanishing $\lambda$ are essentially different.

The second main result concerns superintegrable systems. Recall from Definition [11] that, in dimension 2, a superintegrable system requires the existence of 3 functionally independent integrals of motion, including the Hamiltonian itself. Since we know, explicitly in terms of a normal form, the metrics with one, essential projective symmetry — the classification itself is reviewed in Appendices A and B.

**Theorem 3.** Let $g$ be a 2-dimensional metric with degree of mobility 3. Let us furthermore assume that $g$ admits exactly one projective vector field $X$ (up to a constant factor), and that $X$ is essential (i.e., non-homothetic). Then $g$ gives rise to free superintegrable systems, where $g$ corresponds to $\sigma = \sigma[\theta, \varphi]$ and

$$
\sigma = \sin(\theta) \cos(\varphi) \sigma_1 + \sin(\theta) \sin(\varphi) \sigma_2 + \cos(\theta) \sigma_3 \quad (15a)
$$
$$
\bar{\sigma} = \cos(\theta) \cos(\varphi) \sigma_1 + \cos(\theta) \sin(\varphi) \sigma_2 - \sin(\theta) \sigma_3 \quad (15b)
$$
$$
\tilde{\sigma} = -\sin(\varphi) \sigma_1 + \cos(\varphi) \sigma_2 \quad (15c)
$$

where $\sigma_i$ are obtained via Formula (14) from $g_i$, see (17) in Appendix B. Indeed, these superintegrable systems are free second order maximally superintegrable systems in the usual sense.

For the well-established notion of superintegrable systems, see reference KKM18, for instance. Note that we consider only the case of free Hamiltonians here (i.e., no potential term exists), see also Vol18 for a subsequent study of the full superintegrable systems. In Section 5.3 we explicitly compute the trajectories of the geodesics of the (superintegrable) systems described in Theorem 3.

### 4 Uniqueness of the normal forms for metrics with one, essential projective symmetry

This current section has two principal parts. First, in Subsection 4.1 we review the strategy of [MV17], compiling a synopsis how symmetries and group actions are exploited to obtain mutually non-diffeomorphic normal forms for metrics with one, essential projective symmetry — the classification itself is reviewed in Appendices A and B. Afterwards, in Subsection 4.2, we critically review the uniqueness of these normal forms. Indeed, two of the normal forms are given in terms of unevaluated integrals, allowing for an integration constant to be chosen. This weaker form of uniqueness is remedied by an alternative representation in terms of special functions. Some of the material in this current section is going to be referred to in the proofs of Theorems 2 and 3 too.
4.1 Group actions and symmetries

Let $g$ be a metric and let $\mathfrak{A}$ be its associated metrization (Liouville) space. On $\mathfrak{A}$, or rather on $\mathfrak{M}$, there are two major group actions: First, the action of the projective group. Second, the action of the isometry group. Most importantly, any projective vector field $X$ induces a linear mapping on $\mathfrak{A}$, as (12) shows.

**Lemma 2** ([Mat12b; MV17]). Let $X$ be a projective vector field. Then there is a 2-dimensional subspace $\mathfrak{A} \subseteq \mathfrak{X}$ that is invariant under the Lie derivative $\mathcal{L}_X : \mathfrak{A} \to \mathfrak{A} \subseteq \mathfrak{A}$. There exists a basis $(\sigma_1, \sigma_2)$ of $\mathfrak{A}$ such that $\mathcal{L}_X$ assumes one of the following normal forms up to rescaling $X$.

\[
\begin{align*}
(I) \quad & \begin{pmatrix} \lambda & 0 \\ 0 & 1 \end{pmatrix} \quad \text{with } |\lambda| \geq 1; \\
(II) \quad & \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}; \\
(III) \quad & \begin{pmatrix} \lambda & -1 \\ 1 & \lambda \end{pmatrix} \quad \text{with } \lambda \geq 0.
\end{align*}
\]

The action in $\mathfrak{A}$ of (the projective algebra generated by) $X$ can also be investigated in terms of a pullback operation. Let $\phi_t$ be the local flow of $X$, $(\sigma_1, \sigma_2)$ a basis of the Liouville metrization space $\mathfrak{A}$ according to (16), and $\sum u_i \sigma_i \in \mathfrak{A}$ a linear combination, with $u_i \in \mathbb{R}$. We have the following transformation rules.

\[
\begin{align*}
(I) \quad & \phi_t^* \left( \sum u_i \sigma_i \right) = e^{\lambda u} u_1 \sigma_1 + e^{\lambda} u_2 \sigma_2 \\
(II) \quad & \phi_t^* \left( \sum u_i \sigma_i \right) = e^{\lambda u} u_1 \sigma_1 + (te^t u_1 + e^t u_2) \sigma_2 \\
(III) \quad & \phi_t^* \left( \sum u_i \sigma_i \right) = e^{\lambda} ((\cos(t) u_1 - \sin(t) u_2) \sigma_1 + (\sin(t) u_1 + \cos(t) u_2) \sigma_2)
\end{align*}
\]

What about the action of the isometry group? In fact, if two projective classes are isometric, they are identical. This fact has been exploited in [Mat12b; MV17] to achieve the parameter restrictions in (16). Similarly, on the level of the underlying manifold, a swapping of the variables $x \leftrightarrow y$ permits one to reduce the normal forms [MV17].

Before we continue further, let us first investigate the parameter $\lambda$ more closely, justifying the assumption $\lambda \geq 0$ in (16).

**Lemma 3** ([MV17]). Consider two projectively equivalent metrics of label (III) and identical type $A$, $B$ or $C$ in Table 3 with parameters $\lambda, \nu$. The parameters satisfy $\lambda' = \pm \lambda$.

**Proof.** The projective class is fixed by the eigenvalues on the 2-dimensional space $\mathfrak{A}$ (the space is 2-dimensional due to Theorem 2 of [MV17]). Up to a constant factor, we have $\mathcal{L}_X(\sigma_2) = \begin{pmatrix} \lambda & -1 \\ 1 & \lambda \end{pmatrix}(\sigma_2)$, and this means the Lie derivative, as an endomorphism on $\mathfrak{A}$, has the two complex eigenvalues $\{\lambda + i, \lambda - i\}$. The only further freedom this allows for, is to replace $\lambda \to -\lambda$, which does not change the set of eigenvalues (any other multiplication by a constant would; however the replacement reorders the pair of eigenvalues). Therefore, $\lambda \geq 0$ is the optimal parameter range, in the sense that for different choices of such $\lambda$, the projective classes are different.

Let us now discuss the general strategy of [MV17], which might be described as follows: Consider the space $\mathfrak{A}$ of solutions to (14). For metrics with one, essential projective symmetry a general description (however not sharp) of such spaces is given in [Mat12b] in terms of a number of parameters. Use the action of the isometry group to reduce the number and range of the parameters. Thus, we find a minimal description of the spaces $\mathfrak{A}$.

Take one of these spaces, denoted $\mathfrak{A}$ from now on. The action of the projective group, via its pullback $\phi_t^*$, provides us with a simple isometry that we can use to restrict to some representative for each orbit of the action of the projective symmetry $X$. In a final step, it needs to be checked if two given representatives are, indeed, isometric. This outlined strategy is facilitated by a number of simple invariant properties and objects under isometries and the projective group action. Specifically, the available invariants include:

a) **Degree of Mobility.** The degree of mobility is invariant under projective transformation, as is the eigenvalue configuration of $\mathcal{L}_X$ on the space $\mathfrak{A}$.

b) **Action of projective symmetries.** Metrics on the orbit of the projective symmetry are isometric (diffeomorphic) and thus we can choose a representative on each orbit and ignore the other metrics on this orbit. Moreover, the set of poles and zeros of the (square of the) length of the projective vector field is preserved under diffeomorphisms, and this can be exploited to identify isometries (similarly to Benenti tensors mentioned below). Finally, the action of the projective symmetry on the space $\mathfrak{A}$ is an important tool, as eigenspaces of $\mathcal{L}_X$ are geometric objects and thus preserved under diffeomorphisms.

c) **Benenti tensors.** Benenti tensors ([13]), with $g$ admitting the homothetic vector field $X$, transform linearly under diffeomorphisms, as eigenspaces of $\mathcal{L}_X$ are preserved. This permits to derive candidates for local isometries, and thus Benenti tensors can be used as a means to find all diffeomorphisms mediating between candidates of normal forms. Benenti tensors are also important in the study of degenerate solutions to (10), particularly in higher dimensions [MV18].
\[ \text{d) Swapping of variables.} \] There is an additional freedom inherently present in some of the normal forms. It typically manifests itself, in \[ \text{Mat12b} \] and \[ \text{MV17} \], as a freedom to exchange the roles of the two variables. This additional freedom has at least two effects on the normal forms: On the one hand, it permits to identify identical projective classes among the description in \[ \text{Mat12b} \]. On the other hand, it reveals special cases, see Table 3 i.e. the existence of additional isometric freedom that allows one to restrict the ranges of some of the parameters in the normal forms (refer to Appendix A for details).

This permits one to identify the possible diffeomorphisms that connect the explicit solutions of \[ \text{11} \]. In fact, asking for the above invariant properties to be observed, we can restrict ourself to a small set of diffeomorphisms. As a second step, one can check whether these diffeomorphisms indeed map one solution onto another (this might produce extra restrictions on the parameters). The result is the list of mutually non-diffeomorphic (locally non-isometric) normal forms, see Appendices A and B. Let us now investigate the uniqueness of these normal forms more carefully.

4.2 Uniqueness of the Normal Forms: Proof of Proposition 2

The normal forms in \[ \text{MV17} \] are unique in the following sense: After specifying the antiderivative of unevaluated integrals, if present, there does not exist a change of variables such that the resulting expression for the metric is identical in form with the initial one, but with different parameter values. In other words, we may say that the parameters are sharp, not allowing for variable transformations between the normal forms. However, antiderivatives have to be specified first. Consider the normal forms (C.8) and (C.9) in Appendix A. They indeed allow for a slight arbitrariness, as they involve unevaluated integrals in one variable, denoted by \( Y(y) \) and \( Y_\lambda(y) \) respectively. We are therefore free to choose the integration constant, but this supposed arbitrariness is naturally absorbed by a translational freedom in the other variable, called \( x \) in Table 3. Thus, while (C.8) and (C.9) are unique in the stated sense, there is also some arbitrariness present.

The current subsection is devoted to a discussion of the uniqueness of these normal forms. Can we remove the mentioned remaining arbitrariness from the normal forms? The answer, in fact, is yes (almost everywhere) as the following two lemmas show.

Lemma 4. Metric (C.8) is isometric to

\[ g = \kappa \left( x + \text{erfi}(\sqrt{y}) \right) dx dy, \quad \text{if } y < 0, \quad \text{and} \quad g = \kappa \left( x + \text{erfi}(\sqrt{y}) \right) dx dy, \quad \text{if } y > 0. \]

Proof. In Section 3.1.3. of \[ \text{Mat12b} \], the function \( Y \) is obtained as the derivative of a function \( Y_1 \), where \( Y = Y_1 \) satisfies the ODE \( y^2 Y_1'' - \frac{y}{2}(y-3)Y_1' + \frac{1}{2}Y_1 = 0 \). This equation is similar to Kummer’s equation. Indeed we can write the solution in terms of the confluent hypergeometric function \( {}_1F_1 \),

\[ Y_1(y) = C_1 \left( 2\sqrt{y}y(y-3) \right)_1F_1 \left( \frac{1}{2}, \frac{3}{2}, \frac{3}{2}y \right) + 6\sqrt{y}e^{3/2y} + C_2(y-3) \quad \text{and w.l.o.g.} \quad Y(y) = y \left( \frac{1}{2}, \frac{3}{2}, \frac{3}{2}y \right) . \]

For \( y \neq 0 \), the special function \( {}_1F_1 \left( \frac{1}{2}, \frac{3}{2}, \frac{3}{2}y \right) \) can be represented by the (imaginary) error function \( \text{erf} \) (erfi),

\[ Y_1(y) = C_1 \left( 2\sqrt{y}y(y-3) \text{erfi} \left( \frac{\sqrt{3}}{2\sqrt{y}} \right) + 6\sqrt{y}e^{3/2y} \right) + C_2(y-3), \quad \text{for } y < 0 \]

\[ Y_1(y) = C_1 \left( 2\sqrt{y}y(y-3) \text{erfi} \left( \frac{\sqrt{3}}{2\sqrt{y}} \right) + 6\sqrt{y}e^{3/2y} \right) + C_2(y-3), \quad \text{for } y > 0. \]

Therefore, w.l.o.g. one may assume \( Y = \text{erfi}(\sqrt{y}) \) for \( y < 0 \) and \( Y = \text{erfi}(\sqrt{y}) \) for \( y > 0 \).

For the normal forms (C.9), the description via hypergeometric functions is possible analogously, although it is much less concise.

Lemma 5. Metrics (C.9) are isometric to \( \kappa (Y_\lambda(y) + x) dx dy \) where \( Y_\lambda \) is a hypergeometric polynomial.

Proof. Analogously to Lemma 4 \( Y_\lambda(y) = \Xi_\lambda(y) \) is obtained from an ODE, given in \[ \text{Mat12b} \],

\[ (y^2 + 1) \Xi_\lambda' - \frac{1}{2}(y - 3\lambda)\Xi_\lambda + \frac{1}{2}\Xi_\lambda = 0 . \]

We find the solution in terms of a generalized hypergeometric function, denoted by hypgeom,

\[ \Xi_\lambda(y) = c_1 (3\lambda - y) + c_2 (y + i)^{-3(3\lambda+i)} \quad \text{hypgeom} \left( \left[ -\frac{3}{4} (\lambda + i), \frac{3}{4} (\lambda + 3i), -\frac{1}{2} (y + i) \right] , \right) . \]

Thus, \( Y_\lambda \) is a hypergeometric polynomial also.

\[ \text{Lemmas 4 and 5 combined, prove Proposition 2} \]

---

9The discussion is based on the previous versions of the preprint [arXiv:1705.06630] of \[ \text{MV17} \], particularly Lemmas 4 and 5 correspond to Remarks 10 and 13 of its versions 1 and 2. These were removed from later versions due to length considerations.
5 Projective vector fields and first integrals

In this section, we review projective connections employing both an ODE-jet perspective and classical-mechanic integrals of motion. Particularly, we shall see how homogeneous polynomial integrals of the geodesic equation (i.e. Killing tensors) are interrelated with rational integrals of its associated projective connection.

5.1 ODE-Jets perspective: projective connections as quotient systems

A geometric viewpoint for obtaining system (4) is provided by the jet spaces. In fact, system (5) can be interpreted as a $N$-codimensional submanifold of the second jet space $J^2\pi$ of the trivial bundle $\pi : \mathbb{R} \times M \to \mathbb{R}$. Recall that a point of the jet space $J^2\pi$ is an equivalence class $[\gamma]_i^2$ of parametrized curves whose Taylor expansion in $t$ is the same as that of $\gamma$ in $t$ up to the second order. To any curve $\gamma : I \subseteq \mathbb{R} \to M$ one can associate a (local) section of $\pi$, and vice-versa. From now on we consider only local sections $\gamma$ of $\pi$ that come from regular curves. We denote by $(t, y^i, \dot{y}^i, \ddot{y}^i)$ a local chart of $J^2\pi$. On the other hand, system (4) can be interpreted as an $(N-1)$-codimensional submanifold of the second jet space $J^2(\pi(M))$ of 1-dimensional submanifolds of $M$, with $(x, y^i_x, y^i_{xx})$ being a local chart of $J^2(M, 1)$. In fact, similarly to the case of $J^2\pi$, a point of $J^2(\pi(M))$ is an equivalence class $[\alpha]_i^p$ of 1-dimensional submanifolds having with the 1-dimensional submanifold $\alpha$ a contact of order 2 in $p \in \alpha$, i.e. if they are locally described by graphs of functions then the Taylor expansions of these functions in the given point $p$ coincide up to order 2. The link between systems (5) and (4) is provided by the following natural map:

$$[\gamma]_i^2 \in J^2\pi \to [\gamma(J)]_{i}^2(\pi) \in J^2(\pi(M), 1)$$

(18)

where $J \subseteq I$ is a suitable small subinterval of $I$ such that $\gamma(J)$ is a 1-dimensional submanifold of $M$. The local expression of (18) is

$$(t, x, y^i, \dot{x}, \dot{y}^i, \ddot{y}^i) \in J^2\pi \to \left( x, y^i, \frac{\ddot{y}^i - \dddot{y}^i}{\dot{x}^3} \right) = (x, y^i, y^i_x, y^i_{xx}) \in J^2(M, 1)$$

(19)

Proposition 3. System (5) projects to system (4) via the map (18).

So, in view of Proposition 3 we can interpret the projective connection (4) (associated to the connection $\nabla$) as the quotient equation of (5). This will also provide a way to construct an integral of (5) (and, consequently, an integral of (4)) starting from a projective vector field.

5.2 First integrals of the geodesic equation and of its projective connection

A first integral of (4) is a function $F(t, y^i, \dot{y}^i)$ such that $\overline{D}_t (F) = 0$ (see (20) for the definition of $\overline{D}_t$). Let us assume, from now on, that $\nabla$ is a Levi-Civita connection of a metric $g$. Therefore system (5) is equivalent to the Hamiltonian system with Hamiltonian function $H = \frac{1}{2} y^i \dot{y}^i p_i$, where $p_i$ are the momenta. In this case the above criterion for $F$ to be a first integral of (5) coincides with the vanishing of the Poisson bracket $\{ H, F \} = 0$, once replacing, in $F$, $\dot{y}^i$ by $y^i p_i$. Analogously, a first integral of (4) is a function $f(x, y^i, \dot{y}^i)$ such that $\overline{D}_x (f) = 0$ (see (21) for the definition of $\overline{D}_x$). Below we shall see how to associate an integral of (4) starting from an integral of (5). This will also provide a way to construct an integral of (5) (and, consequently, an integral of (4)) starting from a projective vector field.

Proposition 4. If $F(x, y^i, \dot{y}^i)$ is a first integral of system (4), then $F(x, y^i, y^i_x)$ is a first integral of system (4).

Proof. This follows by a straightforward computation.
Corollary 1. If system (5) admits a time-independent homogeneous quadratic integral \( h_{ij} \dot{y}^i \dot{y}^j \), in velocities, then system (4) admits the following first integral:

\[
h_{11} + 2h_{1m} \dot{y}^m + h_{mn} \dot{y}^m \dot{y}^n \overline{g}_{11} + 2 \overline{g}_{1m} \dot{y}^m + \overline{g}_{mn} \dot{y}^m \dot{y}^n.
\]  

(22)

Proof. Since \( h_{ij} \dot{y}^i \dot{y}^j \) is a first integral of system (5), also

\[
F = \frac{h_{ij} \dot{y}^i \dot{y}^j}{g_{ij} \dot{y}^i \dot{y}^j}
\]

is a first integral of system (5) as such a system always admits the polynomial \( g_{ij} \dot{y}^i \dot{y}^j \) as a first integral. It is of the form \( F = F(x, y^i, \dot{x}_i) \) as it is the quotient of two homogeneous polynomials. So, in view of Proposition 4, \( F(x, y^i, \dot{x}_i) \) is a first integral of (4), i.e., the function (22) is the integral we were looking for.

\[ \square \]

Remark 3. It is natural to consider as integrals of (4) functions that are the ratio of two polynomials in the variables \( y^m \) of the same degree as these functions form a closed class w.r.t. point transformations. In fact, the prolongation of such transformations to \( J^1(M, 1) = PTM \) is the ratio of two polynomials of first degree in \( y^m \). More precisely, the prolongation to \( J^1(M, 1) \) of the point transformation \( (x, y^i) \to (u(x, y^i), v^k(x, y^i)) \) is

\[
(x, y^i, y^j) \to \left( u, v^j, \frac{v^j + v^i y^j}{u + u y^j} \right)
\]

and the aforementioned class of functions is invariant up to the above transformations.

Proposition 5 ([Hir80; OP98]). If \( X \) is a projective vector field of a \( n \)-dimensional metric \( g \), then

\[
I_X = \left( X_{(ij)} - \frac{2}{n+1} \text{div} X \, g_{ij} \right) \dot{x}^i \dot{x}^j
\]

is a quadratic first integral of the geodesic flow of \( g \). The following notation has been used:

\[
X_{(ij)} := \frac{1}{2} (X_{ij} + X_{ji}) = \frac{1}{2} (X^a_{ij} g_{ai} + X^a g_{ai,j} + X^a_j g_{ai} + X^a_i g_{aj} - 2X^a_{gik} \Gamma^k_{ji})
\]

\[
\text{div} X := X^j_i = X^j_i + X^j \Gamma^i_{ij} = \frac{1}{\sqrt{\det g}} (\sqrt{\det g} X^i)_i
\]

Corollary 2. Let \( X \) be a projective vector field of a metric \( g \). Let

\[
h_{ij} := X_{(ij)} - \frac{2}{n+1} \text{div} X \, g_{ij}.
\]

(24)

Inserting (24) into (22), we obtain a first integral of the projective connection associated to \( g \).

Proof. In view of Proposition 5, \( h_{ij} \dot{x}^i \dot{x}^j \) is a time-independent first integral of the geodesic flow of \( g \). Then, in view of Corollary 1, function (22) with \( h_{ij} \) defined by (24) is an integral of the corresponding projective connection associated to the Levi-Civita connection of \( g \).

\[ \square \]

Remark 4. The classical equation of geodesics is the Euler-Lagrange equation of the Lagrangian density \( \sqrt{g_{ij} \dot{x}^i \dot{x}^j} dt \), which is the “horizontalization”\(^{12} \) of the pull-back of

\[
L = \sqrt{g_{11} + 2g_{1m} \dot{y}^m + g_{mn} \dot{y}^m \dot{y}^n} \, dx =: L \, dx.
\]

(25)

via the map (19), restricted to first jet spaces. The projective connection is the Euler-Lagrange equation of the Lagrangian density (25).

A divergence symmetry is a vector field \( X = X^i \partial_i \), where \( y^i := x_i \), such that the Lie derivative preserves (26) up to a total divergence, i.e., there exists a function \( B = B(y^1, \ldots, y^n) \) such that

\[
\mathcal{L}_X (L \, dx) = (X^{(1)}(L) + L D_x (X^1)) \, dx = D_x (B) \, dx
\]

(26)

\[^{12}\text{In fact, if } f \text{ and } g \text{ are integrals of (22), then } D_f (\frac{\mathcal{L}_X}{\mathcal{L}_X(x)}) = 0, \text{ so that } \frac{\mathcal{L}_X}{\mathcal{L}_X(x)} \text{ is an integral of (22).}\]

\[^{13}\text{Let } \alpha = a \, dt + b_i \, dy^i \text{ be a 1-form on } J^1 \pi = \mathbb{R} \times TM \text{ with values in } T^* J^1 \pi = T^*(\mathbb{R} \times M). \text{ The horizontalization of } \alpha \text{ is the differential form } (a + b_i y^i) dt, \text{ that is a differential 1-form on } J^1 \pi \text{ with values in } T^* \mathbb{R}. \text{ For more details and generalization of this procedure see } [Boc+99].\]

\[^{14}\text{If } B = 0 \text{ then such symmetries are called variational. Variational symmetries of the Lagrangian density (25) are the infinitesimal isometries of } g.\]
where \( X^{(1)} = X^i \partial_{x^i} + \sum_{i=2}^{n} \left( D_x(X^i) - g_{ij} D_x(X^j) \right) \partial_{x^i} \) is the prolongation of \( X \) on \( J^1(M, 1) \) and \( D_x \) is the total derivative truncated to the first order. The Noether Theorem says that to any divergence symmetry of \( L \) one can associate a first integral of the corresponding Euler-Lagrange equation (see Section 4.4 of [Olv93] for a proof). A direct computation (see the discussion of Example 2 below) shows that, in general, projective symmetries are not of divergence type, so the first integral associated to a projective symmetry cannot be computed by the Noether Theorem.

**Example 2.** Let us consider the round metric on the sphere,

\[
ds^2 = \sin(y)^2 dx^2 + dy^2.\tag{27}
\]

Then the associated projective connection is

\[
y_{xx} = \sin(y) \cos(y) + 2 \cot(y) g_x^2\tag{28}
\]

The vector field \( X = \sin(y)^2 \cos(x) \partial_y \) is a projective vector field and, by applying (23), we obtain that

\[
K_X = -2 \sin(y)^3 \cos(y) dx^2 - 2 \sin(y)^2 \sin(x) dx dy
\]

is a Killing tensor, implying that

\[
F = \frac{\sin(y)^3 \cos(y) x^2 + \sin(y)^2 \sin(x) x \dot{y}}{\sin(y)^2 + g_x^2}
\]

is a first integral of the geodesic flow of (27). Furthermore, in view of Corollary 1, the function

\[
f = \frac{\sin(y)^3 \cos(y) \cos(y) + \sin(y)^2 \sin(x) y_x}{\sin(y)^2 + g_x^2}
\]

is a first integral of (28). Finally, we note that \( X \) is not a divergence symmetry. In fact, in this case, (26) leads to a polynomial in \( y_x \) of fourth degree: the vanishing of the coefficients of such polynomial lead to an incompatible first-order system of PDE (in the unknown function \( B \)).

### 5.3 Quadratic integrals and projectively equivalent metrics

There is a well-known interdependence of first integrals that are quadratic polynomials in the momenta (resp., in the velocities) and projectively equivalent metrics. To this end, let us recall the correspondence between integrals polynomial in momenta and Killing tensors (14), as discussed in Section 2. In turn, the Killing tensors, and thus the associated polynomial integrals, are in correspondence with projectively equivalent metrics.

**Theorem 4 ([TM03]).** Let \( g \) and \( \hat{g} \) be metrics on an \( n \)-dimensional manifold. If they are projectively equivalent then the tensor

\[
K := \left( \frac{\det(g)}{\det(\hat{g})} \right)^{\frac{2}{n+2}} \hat{g},\tag{29}
\]

is a Killing tensor of the geodesic flow of \( g \). In dimension \( n = 2 \), the above implication is actually an equivalence. In this case, if \( K \) is a Killing tensor of order two of a 2-dimensional metric \( g \), then

\[
\hat{g} = \left( \frac{\det(g)}{\det(K)} \right)^2 K\tag{30}
\]

is projectively equivalent to \( g \).

So, at least in dimension \( 2 \), the projective equivalence of two metrics and their integrability are intimately related. Let \( g \) and \( \hat{g} \) be non-proportional 2-dimensional projectively equivalent metrics, then the metric \( g \) gives rise to an integrable system \((H, I)\), where \( H = \frac{1}{2} g_{ij} \xi^i \xi^j \) is the Hamiltonian rewritten in terms of velocities. Another integral is given by contracting the Killing tensor (29) with the velocities; in terms of the Benenti tensor, \( L = L(g, \hat{g}) \), this integral is obtained as

\[
I(\xi) = \det(L) g(L^{-1}(\xi), \xi).
\]

Similarly, an integrable system can be defined for the metric \( \hat{g} \).

With Lemma 1 in mind, let us pose the following question: Given a metric \( g \) with degree of mobility \( D \), admitting one, essential projective symmetry \( X \), can we reconstruct all projectively equivalent metrics without solving (11)? We can actually gather the answer from [MV14, Mat12], see also Lemma 1.
In this case, the projective class \( \mathcal{P}(g) \) of \( g \) is given by \( \{kg, k \neq 0\} \), and thus \( X \) is a homothety for any \( g \in \mathcal{P}(g) \). The quadratic integral \( I_X \) associated to \( X \) is a multiple of the Hamiltonian \( H \) and \( \mathcal{L}_X g \) is proportional to \( g \). 

\( \mathcal{D} = 2 \) The space of quadratic integrals is spanned by \( H \) and \( I_X \) if \( X \) is essential. 

\( \mathcal{D} = 3 \) If \( X \) is not homothetic for \( g \), \( H \) and \( I_X \) span a 2-dimensional space. If this is not a \( \mathcal{L}_X \)-invariant subspace of \( \mathfrak{A} \), then we can define \( J_X \) from a second Lie derivative of \( g \), i.e., from \( \mathcal{L}_X(\mathcal{L}_X g) \). In the first case, \( H \) and \( I_X \) span only the 2-dimensional invariant subspace. In the latter case, \( H, I_X \) and \( J_X \) span \( \mathfrak{A} \).

Note that in case of a Killing vector field \( X \), we are able to choose coordinates \((x, y)\) such that \( g = f(y)(dx^2 + dy^2) \) and \( X = \partial_x \). A straightforward consequence of Proposition 6 is the following observation: If a 2-dimensional metric \( g \) admits an essential projective vector field, then there exists a metric in \( \mathcal{P}(g) \) non homothetic to \( g \).

### 5.4 Integration of the superintegrable projective connection by rational integrals

In the case of 2-dimensional metrics, when we have two different integrals of the geodesic flow, say \( I_1 \) and \( I_2 \), then in view of Corollary 1 we have also two integrals of the associated projective connection, say \( \tilde{I}_1 \) and \( \tilde{I}_2 \). We have the system \( \tilde{I}_i(x, y, y_x) = c_i \) and, theoretically, we can solve it w.r.t. \( y \) and \( y_x \), i.e., we can find, almost algebraically, all solutions of the projective connection associated to the geodesic flow. This is the case of superintegrable metrics, i.e., metrics 17a of Appendix B. For uniformity of notation, we apply the changing of variables \( x \leftrightarrow y \), so that the superintegrable metric 17a becomes \((y + x^2)dx dy\) (and analogously for the metrics projectively equivalent to it). The projective connection associated to this projective class is

\[
y_{xx} = 2 \frac{x}{x^2 + y} y_x - \frac{1}{x^2 + y} y_{yx}^2. \tag{31}
\]

In view of Theorem 4 metric \((y + x^2)dx dy\) admits two additional quadratic integrals coming from metrics 47a and 47c (provided we exchange \( x \leftrightarrow y \)). This implies, in view of Corollary 1 that the projective connection 31 admits the following (rational) integrals:

\[
\tilde{I}_1 = \frac{2xy_x - (y + x^2)}{y_x}, \quad \tilde{I}_2 = \frac{9(y + x^2)y_x^2 - 4x(x^2 + 9y)y_x + 12y(x^2 + y)}{y_x}, \quad y_x \neq 0. \tag{32}
\]

Also, we can solve the system \( \tilde{I}_1 - \tilde{c}_1 = 0 = \tilde{I}_2 - \tilde{c}_2, \tilde{c}_i \in \mathbb{R} \), to obtain

\[
x^4 + 4\tilde{c}_1 x^3 - 6x^2 y - 12\tilde{c}_1 xy + 9y^2 - 2\tilde{c}_2 x + 12\tilde{c}_1^2 y + \tilde{c}_1 \tilde{c}_2 = 0. \tag{33}
\]

Thus, Equation 33 yields the unparametrized geodesics or, in other words, the trajectories of the (parametrized) geodesic curves of any superintegrable metric, i.e. of any metric in the projective class given by metrics 17a–17c. Any metric in this projective class is given, up to a diffeomorphic transformation, by Formula 44. From the equation \( \tilde{I}_1 = \tilde{c}_1 \), we obtain that unparametrized geodesics are given by the ODE

\[
y_x = \frac{x^2 + y}{2x - \tilde{c}_1}. \tag{34}
\]

It is straightforwardly verified that any \( y = y(x) \) that satisfies (33) also solves (34), meaning that these two conditions are (differentially) dependent. Wrapping up, we have therefore reduced the integration of the system to solving the algebraic equation (33).

Let us now investigate how the proper parametrization for geodesics is obtained, given 33 and 34, by picking a particular metric within the projective class, i.e. specifying the Hamiltonian. Denote the derivative with respect to the coordinate \( x \) by \( ' \), and the derivative w.r.t. the proper time by a dot. The transformation between these parametrizations is given by \( \dot{\gamma} = \dot{x} \gamma' \). The integrals of motion thus are

\[
H = g(\dot{\gamma}, \gamma), \quad I_i = I_i(\dot{\gamma}, \gamma). \tag{35}
\]

We may also express the integrals 32 on the quotient in these terms,

\[
\tilde{I}_i = \frac{I_i(\dot{\gamma}, \gamma)}{g(\dot{\gamma}, \gamma)} = \tilde{c}_i \in \mathbb{R}. \tag{36}
\]
For proper geodesics, we require the stronger condition that $H(\dot{\gamma}, \dot{\gamma}) = k$ and $I_i(\dot{\gamma}, \dot{\gamma}) = c_i$, where $k, c_i \in \mathbb{R}$. Using (35) and the transformation rule $\dot{\gamma} = \tilde{x}\gamma'$, it is easily confirmed that $\tilde{c}_i = \frac{k}{\tilde{x}}$. Next, we have $k = g(\dot{\gamma}, \dot{\gamma}) = \tilde{x}^2 g(\gamma', \gamma')$ and thus, as we work in dimension 2,

$$\dot{x}^2 = \frac{k}{H(x, y, \gamma'_1 = 1, \gamma'_2 = y_x)}.$$

The right hand side of this expression depends only on known data.

Let us consider the simplest possible example, i.e. the metric $g = (x^2 + y)dx dy$. We find $H = g(\dot{\gamma}, \dot{\gamma}) = (y + x^2)\dot{y} \dot{x}$. Using $\tilde{I}_1 = \tilde{c}_1$ and (34), we thus obtain

$$\dot{x}^2 = \frac{k}{(x^2 + y) y_x} = \frac{2x - \tilde{c}_1}{(x^2 + y)^2} k$$

(36)

Finally, again employing (34),

$$\dot{y}^2 = \dot{x}^2(y_x)^2 = k \frac{2x - \tilde{c}_1}{(x^2 + y)^2} \frac{(x^2 + y)^2}{(2x - \tilde{c}_1)^2} = \frac{k}{(2x - \tilde{c}_1)}$$

(37)

Equations (36) and (37) constitute a system of ODEs that determine the parametrization $x(t), y(t)$, given only the Hamiltonian as additional data. However, in order to actually solve for $x(t), y(t)$, Equation (37) is not needed. Indeed, having solved (35) algebraically, we may substitute this solution into (36). The resulting ODE for $x = x(t)$ has a unique solution. Subsequently, $y = y(t)$ is determined by (33), i.e. the algebraic equation (33) is complemented only by the ODE (36), yielding together the full solution $x(t), y(t)$.

6 Proof of Theorem 2

Each point in the metrizability space $\mathcal{M}$ gives rise to a metric and then an integrable system (using the Benenti tensor (13)), see Section 2. It is therefore interesting to discuss the geometry of this space in the presence of a projective symmetry $X$. We specifically look at the case when $X$ is essential.

6.1 Part (a)

Let $\dim(\mathfrak{X}) = 2$. We prove that the number of eigenvalues of $\mathcal{L}_X$ determines the number of connected components of $\mathfrak{E}$. More precisely: The space of solutions to the metrization equations (11), restricted to solutions for which the projective symmetry is actually essential, is isomorphic to the complement of an algebraic variety in $\mathbb{R}^D$ where $D$ is the degree of mobility. The proof is indeed easy:

Proof of part (a) of Theorem 2 Each real eigenvalue $\Lambda_i$ gives rise to a 1-dimensional eigenspace $E_i \subseteq \mathfrak{X}$ of $\mathcal{L}_X$ in the Liouville metrization space. These eigenspaces have, by definition, vanishing intersection with the essential metrizability space, $(\bigcup_i E_i) \cap \mathfrak{E} = \emptyset$. Any $\sigma \in \mathfrak{M}$ corresponds to a metric, and thus we can conclude $\bigcup_i E_i = \mathfrak{M} \setminus \mathfrak{E}$. Recall that we have degree of mobility 2, that each $E_i$ is 1-dimensional, and that any two eigenspaces are orthogonal (in the obvious sense). Therefore, each $E_i$ divides $\mathfrak{M}$ into two connected components, and so forth, yielding the required statement. Note, in particular, that if there do not exist real eigenvalues, $\bigcup_i E_i = 0$ and thus $\mathfrak{E} = \mathfrak{M} = \mathfrak{X} \setminus \{0\} \sim \mathbb{R}^2 \setminus \{0\}$, resulting in $\mathfrak{E} \sim S^1 \times \mathbb{R}$. The interpretation of the components in this product, however, differs according to the parameter $\lambda$, see Table 3 and part (b) below.

Note that the metrization space is open both w.r.t. the Zariski topology and the usual topology inherited from $\mathbb{R}^D$.

6.2 Part (b)

We have already seen in Proposition 3 that there exist natural (Dini) coordinates $(u_1, u_2)$ on the Liouville metrization space. The goal of the current section is to derive distinguished coordinates on each connected component of the essential metrizability space $\mathfrak{E} \subseteq \mathfrak{M}$, in the case of degree of mobility 2. To this end we employ orbital invariants of the projective flow. More precisely, we have already seen that $\mathcal{L}_X$ acts on $\mathfrak{X}$ so we look for coordinates such that one coordinate parametrizes the orbit while the other coordinate identifies a specific orbit. First, recall that $\mathcal{L}_X$ is a linear action on the space $\mathfrak{X}$, see Section 3.11. Its Gram matrix assumes, in a suitable basis, a Jordan normal form. For a two-dimensional matrix, there are three possible real Jordan normal forms: A diagonal matrix (2 real eigenvalues), a matrix with two complex conjugate eigenvalues, and an (upper triangular) Jordan block structure. In the latter case, we can further assume that the eigenvalue is 1, see Lemma 2 for details.

\footnote{The following discussion takes up and extends material included in versions 1 and 2 of the preprint arXiv:1705.06630 of [MV17], which fell victim to subsequent shortenings of this paper. In particular, Lemmas 3, 5 and their proofs are found already in version 1 of arXiv:1705.06630.}
6.2.1 Diagonal matrix case.

In this case, the Lie derivative $\mathcal{L}_X$ takes the form of a diagonal matrix, like (I) of \cite{16}. Let us prove the following statement, which implies the required part of Theorem \cite{2}.

Lemma 6. The pairs $(u_1, u_2)$ and $(u_1', u_2')$ are related by the projective flow if and only if they satisfy one of the following cases

(a) $\frac{u_1}{u_1'} > 0$ and $u_2 = u_2' = 0$ 

(b) $\frac{u_2}{u_2'} > 0$ and $\frac{u_1}{|u_2'|^\lambda} = \frac{u_1'}{|u_2|^\lambda} =: u$.

Proof. In order to prove this lemma, let us assume $u_1', u_1, u_2', u_2 \neq 0$ (otherwise the statement is trivial). Now, let us assume that $u_1' = e^{\lambda t}u_1$ and $u_2' = e^{t}u_2$ holds, that in particular implies $\frac{u_1}{u_2'} > 0$. Exponentiating the absolute values in the second equation by $\lambda \neq 0$ and then eliminating $t$ we obtain

$$u_1' |u_2|^\lambda = u_1 |u_2'|^\lambda,$$

i.e. the case (b) above. Conversely, if we assume either (a) or (b), we arrive, by a straightforward computation, to the required condition. □

The graphs in Table 3 illustrate the orbits of the projective flow inside $\mathcal{E} \subset \mathfrak{A}$. In conclusion, we arrive at the following: Along a given orbit of the projective flow, the function $u = \frac{u_2}{u_2'}$ is constant. Thus we can use this number (up to its sign) as a coordinate on the respective connected component of $\mathcal{E} \subset \mathfrak{M}$. Note, as well, that the signs of $u_1$ and $u_2$ identify the quadrant of $\mathbb{R}^2 \sim \mathfrak{A}$ and thus indicate the respective connected component. Altogether, we obtain the transformation

$$u_1 = u e^{\lambda s}, \quad u_2 = e^t.$$

Remark 5. Note that the same strategy works in any degree of mobility. For instance, let $(\sigma_1, \sigma_2, \ldots, \sigma_m)$ be a basis of $\mathfrak{A}$ such that $\mathcal{L}_X \sigma_i = \lambda_1 \sigma_i$. Let us denote the flow of $X$ by $\phi_t$. We have

$$\phi_t^* \left( \sum u_i \sigma_i \right) = \sum u_i e^{\lambda t} \sigma_i =: \sum u_i' \sigma_i,$$

and thus $u_i' = u_i e^{\lambda t}$. Requiring $\lambda_i \neq 0$ (existence of a non-Killing basis) and $u_i \neq 0$, it is then quickly confirmed that

$$\frac{u_i'}{u_i} = \frac{u_i'}{u_j},$$

and therefore we have $m(m-1)/2$ functions $F_{ij} = \frac{|u_i|^{\lambda_j}}{|u_j|^{\lambda_i}}$ for $i < j$,

which are constant along orbits. However, not all of them are independent.

Alternative (angular) invariants. We could also use more intuitive functions that are constant along orbits of the projective symmetry. Indeed, take the diagonal matrix case and consider the pullback

$$\phi_t^* \left( \sum u_i \sigma_i \right) = \sum e^{\lambda(t-r)} u_i \sigma_i = \sum u_i' \sigma_i$$

After a change to ellipsoidal coordinates, $(u_1, u_2) = (e^{-\lambda_1 r} \cos(\varphi), e^{-\lambda_2 r} \sin(\varphi))$,

$$\phi_t^* \left( \sum u_i \sigma_i \right) = e^{\lambda_1 (t-r)} \cos(\varphi) \sigma_1 + e^{\lambda_2 (t-r)} \sin(\varphi) \sigma_2$$

and thus we have established $\varphi$ as an orbital invariant, while $t \rightarrow t' = t - r$. We will come back to this idea in Section 7.

6.2.2 Upper triangular Jordan block case.

Let us now assume that $\mathcal{L}_X$ takes the form (II) of \cite{16}. Exponentiating, we find

$$\sum u_i' \sigma_i = \phi_t^* \left( \sum u_i \sigma_i \right) = \begin{pmatrix} e^t & te^t \\ e^t & e^t \end{pmatrix} \begin{pmatrix} \sigma_1 \\ \sigma_2 \end{pmatrix}$$

which implies, in particular, $u_2' = e^t u_2$ and $u_1' = e^t u_1 + te^t u_2$, and thus

$$u_1' = \frac{u_2'}{u_2} u_1 + \ln \left( \frac{u_2'}{u_2} \right) u_1'$$
As a consequence,
\[ e^{\omega_1/\omega_2} \frac{u'_2}{u_2} = e^{\omega_1/\omega_2} \frac{u'_2}{u_2}. \]
This implies that the function \( F_1(u_1, u_2) = \frac{u_1}{u_2} \) is constant along orbits of the projective symmetry.

**Lemma 7.** The pairs \( (u_1, u_2) \) and \( (u'_1, u'_2) \) are related by the projective flow if and only if they satisfy one of the following cases

(a) \( u'_1 = u_1 = 0 \) and \( u'_2 > 0 \)
(b) \( u'_1 > 0 \) and \( \frac{u'_2}{u_1} = 1 = \frac{u'_2}{u_1} = 1 \)

**Proof.** We have \( u'_1 = u_1 e^t \) and \( u'_2 = u_1 te^t + u_2 e^t \). Eliminating \( t \) we therefore have either \( u'_1 = u_1 = 0 \) and then \( \frac{u'_2}{u_2} > 0 \), or \( \frac{u'_1}{u_1} > 0 \) and
\[ u'_2 = u_1 \frac{u'_1}{u_1} \ln \left( \frac{u'_1}{u_1} \right) + u_2 \frac{u'_1}{u_1}. \]
The converse direction is straightforward.

We have thus obtained, letting \( u_1 = e^s \), that \( u_2 = u_1 \ln(u_1 u) = e^s \ln(e^s u) = e^s (s + \ln(u)) \). The plots in Table 3 illustrates the orbits of a metric in the projective class \( \mathfrak{P}(g_1) = \mathfrak{P}(g_2) \) under the flow of \( \phi_t \).

**Remark 6.** The above reasoning can in fact be extended to higher degree of mobility. Assume, for instance,
\[ \mathcal{L}_X \sigma_m = \sigma_m, \quad \text{and} \quad \mathcal{L}_X \sigma_i = \sigma_i + \sigma_{i+1} \quad \text{for} \ 1 \leq i \leq m - 1. \]
As a consequence, we obtain
\[ \sum u'_i \sigma_i = \phi_t^* \left( \sum u_i \sigma_i \right) = \begin{pmatrix} e^t & te^t & \cdots & e^{t(m-1)} \\ e^t & \cdots & \cdot & \cdot & \cdot & e^t \\ \cdot & \cdot & te^t & \cdot & \cdot & \cdot \\ \cdot & \cdot & \cdot & e^t \end{pmatrix} \begin{pmatrix} \sigma_1 \\ \sigma_2 \\ \cdot \\ \cdot \\ \cdot \\ \sigma_m \end{pmatrix}, \]
implying in particular that \( u'_m = e^t u_m \) and \( u'_{m-1} = e^t u_{m-1} + te^t u_m \). Thus, assuming \( u_2, \ldots, u_m \neq 0 \) (non-homotheticness),
\[ u'_{m-1} = \frac{u'_m}{u_m} u_{m-1} + \ln \left( \frac{u'_m}{u_m} \right) u'_1 \]
from which we infer \( \frac{u'_m}{u_m} = \frac{e^{s-1}}{u_m} \), i.e. the function \( \frac{u_{m-1}}{u_m} \) is constant along orbits of the projective symmetry. Similarly, the other equations yield further invariants, e.g., using \( t = \frac{u'_m}{u_m} - \frac{u_{m-1}}{u_m} \) we derive from
\[ \frac{u'_{m-2}}{u_m} = \frac{u_{m-2}}{u_m} + t \frac{u_{m-1}}{u_m} + \frac{1}{2} t^2 \quad \text{and} \quad \frac{u'_{m-1}}{u_m} = \frac{u_{m-1}}{u_m} + t \left( \frac{u_{m-1}}{u_m} + \frac{t}{2} \right) \]
the function \( \frac{u_{m-2}}{u_m} - \frac{u_{m-1}}{u_m} \), which is constant along orbits of the projective symmetry, and so forth.

**Other invariants: higher multiplicity eigenvalues.** We have, recalling case (II) of Section 4.1
\[ \phi_t^* \left( \sum u_i \sigma_i \right) = u_1 e^t \sigma_1 + u_1 te^t \sigma_2 + u_2 e^t \sigma_2 = u'_1 \sigma_1 + u'_2 \sigma_2, \]
which implies new coordinates \( (r, \kappa) \) with \( (u_1, u_2) = (e^t, re^t \kappa) \), i.e. \( \kappa = \frac{m}{u_1} - \ln(u_1) = \ln(F_1) \) where \( F_1 = F_1(u_1, u_2) \) is as defined in Section 6.2.2. This means
\[ \phi_t^* \left( \sum u_i \sigma_i \right) = e^{t+r} \sigma_1 + e^{t+r} (t + r + \kappa) \sigma_2, \]
i.e. \( \kappa \) is the invariant parameter and \( r \to r' = r + t \) parametrizes the projective orbits.
6.2.3 Pair of complex eigenvalues.

This is the case when $\mathcal{L}_X$ has the form (III), i.e.

$$\exp(t\mathcal{L}_X) = e^{\lambda t} \begin{pmatrix} \cos(t) & -\sin(t) \\ \sin(t) & \cos(t) \end{pmatrix}.$$  \hspace{1cm} (39)

This case has already been discussed in [MV17], but we restate it here for completeness.

Consider a general metric $g$, obtained from $u_1\sigma_1 + u_2\sigma_2$ via Formula (39), realizing the projective class $\mathfrak{P}(g_1) = \mathfrak{P}(g_2)$. By virtue of Equation (39), we can compute

$$\phi_t^*(u_1\sigma_1 + u_2\sigma_2) = e^{\lambda t} (u_1 \cos(t)\sigma_1 - u_1 \sin(t)\sigma_2 + u_2 \sin(t)\sigma_1 + u_2 \cos(t)\sigma_2).$$ \hspace{1cm} (40)

Thus, the orbits of the projective flow describe logarithmically spiralling curves in $\mathfrak{A}$. We obtain

$$u_1' = (u_1 \cos(t) + u_2 \sin(t)) e^{\lambda t}, \quad u_2' = (u_2 \cos(t) - u_1 \sin(t)) e^{\lambda t},$$

and thus

$$(u_1')^2 + (u_2')^2 = e^{2\lambda t} \left(u_1^2 + u_2^2\right).$$ \hspace{1cm} (41)

Therefore, if $\lambda = 0$, $u_1^2 + u_2^2$ is constant along orbits of the projective symmetry. If, in contrast, $\lambda \neq 0$, consider

$$\frac{u_1'}{u_2'} = \frac{u_1 + u_2 \tan(t)}{u_2 - u_1 \tan(t)}, \quad \text{which becomes} \quad \tan(t) = \tan(s' - s),$$

where we introduce $s = \arctan \left(\frac{u_2}{u_1}\right)$. Thus we find $t = s' - s + N\pi$, $N \in \mathbb{Z}$, and therefore Equation (41) becomes $((u_1')^2 + (u_2')^2) e^{-2\lambda s'} = e^{-2\lambda s} \left(u_1^2 + u_2^2\right) e^{2N\lambda \pi}$. We conclude that the function

$$\left[\frac{\ln(u_1^2 + u_2^2)}{2\lambda} - s\right] \mod \pi$$

is constant along the orbits of the projective symmetry. Note that this implies new, spiralling parameters $(s, u)$ in $\mathfrak{A}$, namely

$$u_1 = ue^{\lambda s} \sin(s) \quad \text{and} \quad u_2 = ue^{\lambda s} \cos(s)$$ \hspace{1cm} (42)

with the inverse reparametrization given by $s = \arctan \left(\frac{u_1}{u_2}\right)$ and $u = \sqrt{u_1^2 + u_2^2} e^{-\lambda \arctan(u_1/u_2)}$.

Remark 7. Note that in case $\lambda = 0$, the new parametrization is by polar parameters, with $u > 0$ being the radius parameter and $s \in [0, 2\pi]$ being the angle parameter. On the other hand, if $\lambda \neq 0$, it is convenient to take $s \in \mathbb{R}$ as parameter along the spiralling curves in $\mathfrak{A}$, whereas $u$ should be considered as an angle by way of letting $u = e^{\lambda s}$ where $\alpha \in (0, 2\pi)$.

The parametrization (42) is adjusted to the problem in the sense that $K$ is constant along orbits of the projective flow.

Lemma 8. The pairs $(s, u)$ and $(s', u')$ are related by the transformation (40) if and only if they satisfy $u' = u$.

Proof. Consider (40), i.e.

$$ue^{\lambda(t+s)} ((\sin(s) \cos(t) + \cos(s) \sin(t)) \sigma_1 + (-\sin(s) \sin(t) + \cos(s) \cos(t)) \sigma_2)$$

$$= u' e^{\lambda s'} \sin(s')\sigma_1 + u' e^{\lambda s'} \cos(s')\sigma_2.$$

Using standard trigonometrical identities, one finds $u' = u$ and $s' = s + t$ (in case $\lambda = 0$ we understand the second equality modulo 2$\pi$). \hspace{1cm} $\blacksquare$

The results of Sections 6.2.1–6.2.3 particularly Lemmas 6–8 prove part (b) of Theorem 2. One can make use of these distinguished coordinates to find normal forms for metrics with one essential normal forms. This procedure has indeed already been executed, for the case of Section 6.2.3 in [MV17].
7 Proof of Theorem 3

Let \( g \) be a metric with one, essential projective symmetry and let its degree of mobility be 3. Let \( g \) correspond to the solution \( \sigma \in \mathfrak{A} \) via \([9]\). Parametrize the space \( \mathfrak{A} \) of solutions to \([11]\) using the generators \([17]\) and \([9]\). Now consider the pullback of \( \sigma = \sum u_i \sigma_i \) along the flow \( \phi_t \) of the projective symmetry \( X \), as in \([17]\), i.e.

\[
\phi_t^* \sigma = \sum u_i \phi_t^* \sigma_i = e^{-\frac{t}{2}} u_1 \sigma_1 + e^{-\frac{t}{2}} u_2 \sigma_2 + e^{\frac{t}{2}} u_3 \sigma_3.
\]

Reparametrizing the essential metrizability space in terms of ellipsoidal coordinates,

\[
\begin{pmatrix}
  u_1 \\
  u_2 \\
  u_3
\end{pmatrix} =
\begin{pmatrix}
  e^{-\frac{t}{2}} \sin(\theta) \cos(\varphi) \\
  e^{-\frac{t}{2}} \sin(\theta) \sin(\varphi) \\
  e^{\frac{t}{2}} \cos(\theta)
\end{pmatrix},
\]

where \( \theta \in (0, \pi) \) and \( \varphi \in (0, 2\pi) \) with \( \varphi \notin \{\frac{\pi}{2}, \pi, \frac{3\pi}{2}\} \), we achieve representatives on the unit sphere, by letting \( t = -r \). Any two such representatives are mutually non-isometric, i.e. not linkable by a local coordinate transformation \([MV17]\).

Remark 8 (Orbital invariants). In Remark \([5]\) we have found orbital invariants \( F_{ij} = \frac{|u_i|^2}{|u_j|^2} \), \( 1 \leq i < j \leq 3 \). These invariants exist, analogously, for the case considered here. However, we actually do not use these invariants in our reasoning of this current section. Indeed, such a choice of invariants is less geometrically instructive as the one actually pursued, which the reader might easily verify by computation. Having said this, it should also be stated that the parametrization \([13]\) indeed reveals better invariants, namely \( \theta \) and \( \varphi \). These invariants have been discussed at the end of Section 6.2.1 and are better suited (for the current purposes) than the \( F_{ij} \) in at least two respects: Firstly, they are geometrically much more instructive as they can be identified with angles on the 2-sphere. Secondly, they are “economical” and indeed it is quickly verified that the invariants \( F_{ij} \) cannot all be independent.

So far, we have achieved that the superintegrable systems that admit exactly one, essential projective vector field, are parametrized by points on the unit sphere.

An explicit description of these superintegrable systems is obtained as follows:

Proof of Theorem 3. It is easily verified that \( \sigma \) and \( \bar{\sigma} \) are orthogonal in \( \mathfrak{A} \), using the standard scalar product of \( \mathfrak{A} \sim \mathbb{R}^3 \) w.r.t. the basis \((\sigma_1, \sigma_2, \sigma_3)\). Thus, the third Liouville tensor is obtained from their cross product, \( \gamma = \sigma \times \bar{\sigma} \). This defines three linearly independent integrals of motion, the first of which is the Hamiltonian of \( g = g[\theta, \varphi] \). These integrals \((H, I, J)\) are given via \([20]\),

\[
H = \frac{1}{2} \hat{g}^{ij} p_i p_j, \quad I = \left( \frac{\det(g)}{\det(\hat{g})} \right)^{\frac{3}{2}} \hat{g}^{ij} p_i p_j, \quad J = \left( \frac{\det(g)}{\det(\hat{g})} \right)^{\frac{3}{2}} \hat{g}^{ij} p_i p_j,
\]

where \( g, \hat{g}, \bar{g} \) correspond to \( \sigma, \bar{\sigma}, \bar{\sigma} \), respectively via Formula \([9]\). Raising and lowering indices is done by using the metric \( g \). We have to verify that these integrals are functionally independent, i.e. that the matrix

\[
A[g, \hat{g}, \bar{g}] = \begin{pmatrix}
  H_x & I_x & J_x \\
  H_y & I_y & J_y \\
  H_z & I_z & J_z
\end{pmatrix}
\]

has maximal rank, i.e. rank 3. In fact, it is enough to check this for the integrals \((H, I, J)\) obtained from \((g_1, g_2, g_3)\) of \([17]\), because the isomorphism among the superintegrable systems does not affect the momenta derivatives, c.f. \([BMM08]\). From this latter fact, one can deduce that, if \([45]\) had rank less than 3, for \( g \neq g_1 \), the following equation would necessarily have to hold:

\[
(\gamma_x - \gamma_y) \det(A[g_1, g_2, g_3]) = 0,
\]

where \( \gamma = \frac{\det(\hat{g})}{\det(g)} \). It is straightforward to show that \( \gamma_x \neq \gamma_y \) for \( g \neq g_1 \). Thus, it remains to prove \( \det(A[g_1, g_2, g_3]) \neq 0 \), generically. We take \((H, I, J)\) for \((g, \hat{g}, \bar{g}) = (g_1, g_2, g_3)\) from \([17]\), and we consider the \( 3 \times 3 \) submatrix \( S \) of \( A[g_1, g_2, g_3] \),

\[
S = \begin{pmatrix}
  H_x & I_x & J_x \\
  H_y & I_y & J_y \\
  H_z & I_z & J_z
\end{pmatrix}
\]

of \([45]\). Assume rk\((A) < 3\), then det\((S) = 0\). But det\((S)\) is, after multiplying through with the common denominator, a polynomial in \( x, y, p_x, p_y \). It is easily confirmed that it cannot be zero for generic values of these variables.

\( \square \)
Remark 9. What about the remaining six points, i.e. points on the 2-sphere that correspond, via \( \varphi \), to metrics with a homothetic (as opposed to essential) projective vector field? Indeed, Equations (15) apply also for these metrics, as the following table demonstrates.

| Point | Basis \((\sigma, \bar{\sigma}, \hat{\sigma})\) |
|-------|---------------------------------|
| \(\theta = \frac{\pi}{2}, \varphi = 0\) | \(\sigma[\pi/2, 0] = \sigma_1, \quad \bar{\sigma}[\pi/2, 0] = \sigma_3, \quad \hat{\sigma}[\pi/2, 0] = \sigma_2\) |
| \(\theta = \frac{\pi}{2}, \varphi = \frac{\pi}{2}\) | \(\sigma[\pi/2, \pi/2] = \sigma_2, \quad \bar{\sigma}[\pi/2, \pi/2] = -\sigma_3, \quad \hat{\sigma}[\pi/2, \pi/2] = -\sigma_1\) |
| \(\theta = 0\) | \(\sigma[0, \varphi] = \sigma_3, \quad \bar{\sigma}[0, \varphi] = \cos(\varphi) \sigma_1 + \sin(\varphi) \sigma_2, \quad \hat{\sigma}[0, \varphi] = -\sin(\varphi) \sigma_1 + \cos(\varphi) \sigma_2\) |

In the last case, we are free to choose the parameter \(\varphi\), say \(\varphi = 0\) for convenience. We thus obtain the simpler form \(\bar{\sigma}[0, 0] = \sigma_1, \bar{\sigma}[0, 0] = \sigma_2\). The other three exceptional points can be checked analogously and we therefore confirmed that the projective class of metrics III(C) of [MV17] is indeed parametrized by the unit sphere, including these six points where the essential projective symmetry degenerates into a homothetic one.

We have thus confirmed: Metrics with one, essential projective vector field and degree of mobility 3 are superintegrable in the usual sense and their projective class is parametrized by the unit sphere. In the case when \(| h | \rightarrow 0\), we see that the spiralling orbits of the projective symmetry “degenerate” to circular ones, changing the geometry of the metrizability space. In the case when \(| h | = 1\), we obtain special cases with additional symmetry (linked to the interchangability of the variables \(x, y\)) in cases (A.1) and (A.2). A similar special case appears in case (A.3a); in case (A.3b), in contrast, \(| h | = 1\) is a case where the projective symmetry becomes trivial, i.e. a Killing-Noether symmetry.

### A Metrics with one, essential projective symmetry: Normal forms for degree of mobility 2

Let \(g\) be a (pseudo-)Riemannian metric on a 2-dimensional manifold \(M\) of degree of mobility 2. Let us assume that \(\dim(p(g)) = 1\) in any neighborhood of \(M\) and that \(p(g)\) is generated by an essential projective vector field. Then, in a neighborhood of almost every point there exists a local coordinate system \((x, y)\) such that \(g\) assumes one of the mutually non-diffeomorphic normal forms given in Table 5 (organized according to their type, see Proposition 1). Table 5 contains some “special cases” for the choice of the parameter values. For the origin of these exceptions, see [MV17]. Roughly speaking, they reveal additional symmetries of the geometries, which manifest themselves as a freedom to “swap” the variables on the base manifold.

Let us briefly comment on the parameters \(\lambda, \xi\) and \(C, h, \varepsilon\) in Table 5. In fact, we can split them up into three sets, which appear to have distinct effects on the respective normal forms, characterizing different aspects of the geometry.

| Parameters | Interpretation |
|------------|----------------|
| \(\lambda\) and \(\xi\) | Captures the eigenvalue configuration of \(\mathcal{L}_X\) |
| \(| h |\) and \(C\) | ‘Measures’ how far the metric is from the symmetry to swap variables \(x, y\) |
| \(\varepsilon\) and \(\text{sgn}(h)\) | Contain information about the signature |

Table 4: The interpretation of the parameters of projective classes. Note that \(\xi = 2 \frac{\lambda}{2\lambda + 1}\) as derived in [Mat12b].

Indeed, consider [12] for the first pair of parameters. The other two can be inferred by directly considering the normal forms in Table 5. We also note that when these parameters “hit” a case of additional symmetry (e.g., \(\lambda \rightarrow 0\) or \(| h | \rightarrow 0\)), the properties of the projective class may be affected. For instance, if \(\lambda \rightarrow 0\), we see in Figure 3 that the spiralling orbits of the projective symmetry “degenerate” to circular ones, changing the geometry of the metrizability space. In the case when \(| h | = 1\), we obtain special cases with additional symmetry (linked to the interchangability of the variables \(x, y\)) in cases (A.1) and (A.2). A similar special case appears in case (A.3a); in case (A.3b), in contrast, \(| h | = 1\) is a case where the projective symmetry becomes trivial, i.e. a Killing-Noether symmetry.
Normal forms for metrics with one, essential projective vector field

| Label | Parameters | Normal form | Coordinates |
|-------|------------|-------------|-------------|
| (A.1) | \( \varepsilon, h, \xi \) | \( g = \kappa \left( \frac{\varepsilon^2 - \kappa^2}{1 + \varepsilon^2} \right) \quad dx^2 + \frac{\varepsilon^2}{1 + \varepsilon^2} \quad dy^2 \) | \( \kappa \in \mathbb{R} \setminus \{0\}, \quad \varrho \in \{\pm 1\} \) |
| (A.2) | \( h \) | \( g = \kappa \left( \frac{y - z}{x + y} \right)^2 \quad dx^2 + \frac{h(y - z)^2}{x + y} \quad dy^2 \) | \( \kappa \in \mathbb{R} \setminus \{0\} \) |
| (A.3a) | \( |h| \leq e^{-3\lambda\pi} \), \( \lambda > 0 \) | \( g = \frac{\sin(y - z)}{\sin(y + \theta) \sin(z + \theta)} \left( \frac{e^{-3\lambda\pi}}{\sin(z + \theta)} \quad dx^2 + \frac{h \varepsilon^{-3\lambda\pi}}{\sin(y + \theta)} \quad dy^2 \right) \) | \( \theta \in [0, 2\pi) \) |
| (A.3b) | \( h \), \( \lambda = 0 \) | \( g = \frac{\sin(y - z)}{\sin(y + \theta) \sin(z + \theta)} \left( \frac{dx^2}{\sin^2(y + \theta)} + \frac{h \varepsilon^{-3\lambda\pi}}{\sin^2(y + \theta)} \quad dy^2 \right) \) | \( \kappa > 0 \) |
| (B.4) | \( C, \xi \) | \( g = \kappa \left( C \frac{\varepsilon^2 - \kappa^2}{(1 + \varepsilon^2)^2 + C^2} \right) \quad dx^2 - \frac{C \varepsilon^2}{(1 + \varepsilon^2)^2 + C^2} \quad dy^2 \) | \( \kappa \in \mathbb{R} \setminus \{0\} \) |
| (B.5) | \( C \) | \( g = \kappa \left( \frac{\varepsilon^2 - \kappa^2}{y + z} \right)^2 \quad dx^2 - \frac{C \varepsilon^2}{y + z} \quad dy^2 \) | \( \kappa > 0 \) |
| (B.6a) | \( C \), \( \lambda > 0 \) | \( g = \frac{\sin(y - z)}{\sin(y + \theta) \sin(z + \theta)} \left( \frac{C \varepsilon^{-3\lambda\pi}}{\sin^2(z + \theta)} \quad dx^2 - \frac{C \varepsilon^{-3\lambda\pi}}{\sin^2(y + \theta)} \quad dy^2 \right) \) | \( \theta \in [0, 2\pi) \) |
| (B.6b) | \( C \neq 1 \), \( \lambda = 0 \) | \( g = \frac{\sin(y - z)}{\sin(y + \theta) \sin(z + \theta)} \left( \frac{C \varepsilon^2}{\sin^2(y + \theta)} \quad dx^2 - \frac{C \varepsilon^2}{\sin^2(y + \theta)} \quad dy^2 \right) \) | \( \kappa > 0 \) |
| (C.7) | \( \xi \neq \frac{1}{2} \) | \( g = \kappa \left( -2 \frac{y^2 + y}{(y - z)^2} \quad dx \quad dy + \frac{y^2}{(y - z)^2} \quad dy^2 \right) \) | \( \kappa \in \mathbb{R} \setminus \{0\}, \quad \varrho \in \{\pm 1\} \) |
| (C.8) | | \( g = \kappa (Y(y) + x) \quad dx \quad dy \) | \( \kappa \in \mathbb{R} \setminus \{0\} \) |
| (C.9a) | \( \lambda > 0 \) | \( g = e^{\lambda \theta} \left( Y(y,y) + x \right) \quad dx \quad dy \) | \( \kappa > 0 \) |
| (C.9b) | \( \lambda = 0 \) | \( g = \kappa (Y(y) + x) \quad dx \quad dy \) | \( \kappa \in \mathbb{R} \setminus \{0\} \) |

Universally, the constraints \( \xi \in (0, 1) \cup (1, 4), \quad 0 \neq h \leq 1, \quad \varepsilon \in \{\pm 1\} \) and \( C = e^{\varphi \varepsilon^2} \), where \( \varphi \in [0, \pi) \), apply. Additional constraints are specified in the table. Furthermore, we impose some parameter constraints in individual cases.

(A.1) If \( \xi = 2 \): \( h \neq -\varepsilon \) and \( h \neq -4\varepsilon \); if \( \xi = 3 \): \( |h| \neq 1 \) when \( \varepsilon = -1 \); if \( \xi = 4 \): \( h \neq 1 \).

Special cases: If \( h = -1 \): \( g = 1 \). If \( h = +1 \) and \( \varepsilon = 1 \): \( \kappa > 0 \).

(A.2) Special case: In case \( h = 1 \), \( \kappa > 0 \) is required.

(A.3) If \( \lambda = 0 \): \( h \neq \pm 1 \). Special case: If \( \lambda > 0 \) and \( |h| = e^{-3\lambda\pi} \), we require \( \theta \in [0, \pi) \).

(B.4) If \( \xi = 2 \): \( C \neq \pm 1 \); if \( \xi = 3 \): \( C^2 \neq \pm 1 \); if \( \xi = 4 \): \( C \neq 1 \).

Table 5: The normal forms for metrics with one, essential projective vector field. As established in [Mat12b, MV17].

B Metrics with one, essential projective symmetry: Normal forms for degree of mobility 3

Let \( g \) be a (pseudo-)Riemannian metric on a 2-dimensional manifold \( M \), but now with degree of mobility 3. We still assume \( \dim(p(g)) = 1 \) in any neighborhood of \( M \) and that \( p(g) \) is generated by an essential projective vector field. Then, in a neighborhood of almost every point there exists a local coordinate system \( (x, y) \) such that \( g \) assumes the normal form (\( \kappa \in \mathbb{R} \setminus \{0\}, \varepsilon \in \{\pm 1\} \) and \( c \in \mathbb{R} \), see [MV17],

\[
g = \kappa \left( -2 \frac{y^2 + x}{(y - c)^3} \quad dx \quad dy + \frac{y^2 + x}{(y - c)^3} \quad dy^2 \right) \quad \text{(46a)}
\]

\[
g = \frac{\kappa}{F(0, \varepsilon, x, y)^2} \left( 9(y^2 + x)^2 \quad dx^2 - 2(3y^2 + 9xy - 2\varepsilon)(y^2 + x) \quad dx \quad dy + 12x(y^2 + x)^2 \quad dy^2 \right) \quad \text{(46b)}
\]

\[
g = \frac{\kappa}{F(\varepsilon, x, y)^2} \left( 9(y^2 + x)^2 \quad dx^2 - 2(3y^2 + 2\varepsilon y + 9xy - 2\varepsilon)(y^2 + x) \quad dx \quad dy + 4(\varepsilon + 3x)(y^2 + x)^2 \quad dy^2 \right) \quad \text{(46c)}
\]

with

\[
F(\zeta, c, x, y) = y^6 - 9xy^4 + 27x^2y^2 - 27x^3 + 4c^2 - (36xy^4 + 4c^2) \quad c + (18x^4 - 5y^4 - 9x^2 - 8yc) \quad \zeta + 4y^2 \quad \zeta^2.
\]

Two such normal forms, for different parameter values, are not diffeomorphic. There is, also, another approach, which may be considered more geometrical. As we have degree of mobility 3, the space of solutions \( \mathfrak{A} \) to [11].
is spanned by three basis vectors, which via \( \text{(9)} \) correspond to three metrics. These metrics can be taken as follows [Mat12]:

\[
\begin{align*}
g_1 &= (y^2 + x) \, dx \, dy \\
g_2 &= -2 \frac{y^2 + x}{y^3} \, dx \, dy + \frac{(y^2 + x)^2}{y^3} \, dy^2 \\
g_3 &= \frac{y^2 + x}{(3x - y^3)} \left( 9(y^2 + x) \, dx^2 - 4y(9x + y^2) \, dx \, dy + 12x(y^2 + x) \, dy^2 \right)
\end{align*}
\]

Indeed, this choice is (up to multiplication by a constant and reordering of the basis) canonical in the following sense: These metrics correspond, again via \( \text{(9)} \), to eigenvectors of the Lie derivative \( \mathcal{L}_X \) w.r.t. the projective vector field \( X \). Thus, \( X \) is homothetic for the metrics \( g_i \) in \( \text{(17)} \). Note that the essential metrizability space, \( \mathfrak{E} \subseteq \mathfrak{M} \), is the complement (in \( \mathfrak{M} \)) of the union of the three eigenspaces corresponding to the \( g_i \). Since we are interested in normal forms up to isometries, we can identify diffeomorphic metrics within the 3-dimensional space \( \mathfrak{A} \) (respectively, within \( \mathfrak{M} \)). Thus, we end up with the normal form

\[
\sigma[\theta, \varphi] = \sin(\theta) \cos(\varphi) \sigma_1 + \sin(\theta) \sin(\varphi) \sigma_2 + \cos(\theta) \sigma_3,
\]

with \( \theta \in (0, \pi) \) and \( \varphi \in [0, 2\pi) \) where we require \( \varphi \notin \{ 0, \frac{\pi}{2}, \pi, \frac{3\pi}{2} \} \) if \( \theta = \frac{\pi}{2} \). Note that \( \text{(18)} \) amounts to a parameterization in terms of points on the 2-sphere.

Let us briefly contrast the normal forms \( \text{(16)} \) and \( \text{(18)} \) from a geometric viewpoint. Obviously, the metrics \( \text{(17)} \) provide a basis of the 3-dimensional space \( \mathfrak{A} \). We should then remove the eigenspaces of \( \mathcal{L}_X \), to arrive at \( \mathfrak{E} = \mathfrak{A} \setminus \{ \text{eigenspaces of } \mathcal{L}_X \} \). At this step, many metrics will still be diffeomorphic, so we need to remove this ambiguity to arrive at proper normal forms. Reference [MV17] provides two approaches for this problem, resulting in either \( \text{(16)} \) or \( \text{(18)} \). It is not explained in the reference, so let us briefly comment on the underlying geometric procedure.

As is proven in [MV17], the orbits in \( \mathfrak{A} \) under isometries are precisely given by the action of the projective group, generated by \( X \). We fix normal forms by specifying 2-dimensional surfaces in \( \mathfrak{A} \) that have (at most) one intersection with each orbit. Let us start with the normal forms \( \text{(18)} \), because this is conceptually more straightforward. Indeed, consider the 2-sphere \( S^2 \subseteq \mathbb{R}^3 \). It has precisely one intersection with each orbit, and these intersections are precisely the points \( \text{(18)} \).

On the other hand, we might choose planes in \( \mathfrak{A} \sim \mathbb{R}^2 \). Let \( \sigma = \sum_i u_i \sigma_i \in \mathfrak{A} \). Then consider the plane \( \{ u_3 = 0 \} \). On this plane, which actually is a 2-dimensional \( \mathcal{L}_X \)-invariant subspace of \( \mathfrak{A} \), the action of \( X \) simplifies to

\[
\phi^*_t(u_1 \sigma_1 + u_2 \sigma_2) = e^{\lambda_1 t} u_1 \sigma_1 + e^{\lambda_2 t} u_2 \sigma_2,
\]

where \( \lambda_1 \) and \( \lambda_2 \) are the eigenvalues of \( \mathcal{L}_X \) for \( \sigma_1 \) and \( \sigma_2 \), respectively. Since we are not interested in cases where either \( u_1 = 0 \) or \( u_2 = 0 \) (because then \( X \) would become homothetic), and we cannot change the signs of each coordinate, we are able to choose the line \( u_3 = \pm u_1 = 0 \) to obtain the normal forms. Thus,

\[
\sigma = \kappa (\sigma_1 \pm \sigma_2)
\]

where \( \kappa = u_1 = \pm u_2 \). This is (basically) the normal form \( \text{(16a)} \). The normal forms \( \text{(16b)} \) and \( \text{(16c)} \) can be obtained by similar considerations.
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