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Abstract—Model-based development is a widely-used method to describe complex systems that enables the rapid prototyping. Advances in the science of distributed systems has led to the development of large scale statechart models which are distributed among multiple locations. Taking medicine for example, models of best-practice guidelines during rural ambulance transport are distributed across hospital settings from a rural hospital, to an ambulance, to a central tertiary hospital. Unfortunately, these medical models require continuous and real-time communication across individual medical models in physically distributed treatment locations which provides vital assistance to the clinicians and physicians. This makes it necessary to offer methods for model-driven communication and synchronization in a distributed environment.

In this paper, we describe ModelSink, a middleware to address the problem of communication and synchronization of heterogeneous distributed models. Being motivated by the synchronization requirements during emergency ambulance transport, we use medical best-practice models as a case study to illustrate the notion of distributed models. Through ModelSink, we achieve an efficient communication architecture, open-loop-safe protocol, and queuing and mapping mechanisms compliant with the semantics of statechart-based model-driven development. We evaluated the performance of ModelSink on distributed sets of medical models that we have developed to assess how ModelSink performs in various loads. Our work is intended to assist clinicians, Emergency Medical Technicians (EMT), and medical staff to prevent unintended deviations from medical best practices, and overcome connectivity and coordination challenges that exist in a distributed hospital network. Our evaluations are based on real-world case studies done by research community, model-driven software industry, and hospital as the end user. Our practice suggests that there are in fact additional potential domains beyond medicine where our middleware can provide needed utility, such as automobile and avionics industry, e-learning, or any other domains where statechart models are employed.
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I. INTRODUCTION AND BACKGROUND

Medical best-practice guidelines, instructions and standards of care play a vital role in medical care. Results of studies report that 44,000 to 98,000 Americans die each year as a result of failing to follow medical best-practice guidelines [1], [2]. Many medical best-practice guidelines exist in hospital handbooks that are commonly lengthy and quite difficult to apply clinically, particularly in the acute medical care setting. Therefore, more and more text-based medical best-practice guidelines are represented and encoded in computer-interpretable formats such as Arden [3], GLIF [4], and PROforma [5]. Decision support systems such as Spock [6] have been developed to monitor treatment decisions and provide medical staff with proper, timely recommendations. However, most such encodings and representations are similar to the format of executable pseudo code, which are usually at a quite low level for medical staff. Many clinical problems are complicated and such formats do not provide a visual and user friendly interface for physicians to validate correctness. Furthermore, it is not easy to verify formally these formats using the requirement of rigorous correctness needed for life-critical medical cyber-physical systems.

Advances in techniques of software engineering accelerated the industrial use of model-driven development, and visual modeling in particular, for building very large and complex models not only in the medical domain, but also other domains such as automobile and avionics [7]–[9]. It is said that 60–90% of production in the automotive domain for example, is done through model-driven development [7]. Organizations such as FDA have supported initiatives to aid in the effective development medical devices [10], [11]. For medicine, the fact is that visual models such as statecharts are very similar to disease models and treatment models, and are executable and can be indirectly verified motivates the use of statecharts for encoding medical guidelines. Their well-designed user interface, simulation functionality, and hence rapid prototyping and validation helps medical staff to understand the design more easily, validate the design model through user-friendly simulation, and therefore give more meaningful suggestions to the model of the best-practice guidelines.

Emergency patient transport for acute diseases from a rural hospital to a tertiary center hospital such as those seen in stroke scenario has naturally complicated the process of adherence to best practice guidance. Executable medical best-practice models are distributed across multiple locations from the time that a patient first presents at a rural hospital, through diagnosis and ambulance transfer, to arrival and treatment at a regional tertiary hospital center. This has led to the creation of medical models that are widely separated physically and
must run synchronously while communicating with each other in real-time and sharing clinical data as necessary. These distributed medical models are executable statecharts based on various disease models, patient condition models, and models of care provision capability. Care provisions vary from remote rural to ambulance to central tertiary referral. Figure 1 shows an abstract view of a stroke rural patient transport.

Best-practice models are executed in real-time at each of the three locations, with physicians at the tertiary center facility supervising the remote rural hospital physicians and/or the EMT in the transporting ambulance. This approach extends in a virtual manner the boundaries of the tertiary center to include the remote facility and transport channels using models and an integrated communication system that safely and effectively synchronizes care across large hospital network. The models of patient and system remain consistent throughout. Furthermore, the heterogeneous nature of medical models exacerbates the problems as model design applications may lack consistency and common features of design. This makes the problem of monitoring, traceability, and validation even harder for the medical software developers during development of medical systems [12]–[15].

The problem of coordination and synchronization may sometimes be hazardous that needs to be considered during the design and modeling phases. In laser tracheotomy, for example [16], [17], a surgeon operates a laser scalpel to unblock the airway of the patient. In a simplified scenario, the system has two main components: the ventilator to supply the oxygen or plain air, and the laser scalpel to emit the laser. Coordination among these two components is highly critical to ensure the ventilator and the laser scalpel are not operating at the same time. More specifically, laser scalpel should not start operation until a certain amount of time past from shutting off the ventilator to make sure the amount of oxygen left in the patient is always kept below a specific safe threshold. Similarly, to avoid brain damage due to hypoxia, the ventilator should not be kept at non-operational status for a specific amount of time. Overall, a need for an intermediary system to help medical devices software or their executable models to communicate with each other, and to update, coordinate, and to get consistent with each other is therefore evident.

In our preliminary work [12], [13], we ran a pilot study on a pathophysiological model-driven communication for dynamic distributed medical best practice guidance systems.

The work presented here follows our pilot study, and builds upon our earlier model-driven design towards a real-platform development and implementation of a model-driven communication middleware for synchronization of the executable models that we codified during our pilot study, followed by performance evaluation through extensive experiments and instrumentation. We describe ModelSink, a middleware that enables automatic model-to-model communication and synchronization among heterogeneous statechart models, not only during execution, but can also aid model-driven development, simulation, validation, and traceability of any distributed statechart models. Through ModelSink, distributed statechart models can communicate and be synchronized with each other efficiently through automatic sharing of data such as patient state changes for example in the clinical context. This permits the communication and automatic synchronization of various statechart models such as medical best-practice guidance models in distributed hospital settings, in an ensemble. In summary, ModelSink

i automatically performs model-to-model synchronization by sharing state changes as opposed to manual updates by the users. ModelSink therefore facilitates communication among physically distributed users (e.g. EMT and doctors at a center hospital) to share status updates.

ii leverages an efficient communication architecture to distribute messages among disjoint statechart models. Our design uses a customized low-overhead persistent push/poll communication mechanism which also complies with the semantics of automata-based model-driven development.

iii leverages a synchronized atomic and thread-safe queuing module to achieve the real-time requirements for co-execution and synchronization of statechart models. Our specialized design removes possible synchronization overhead between the pushes and the multi-threaded polls.

iv provides a distributed mechanism to avoid life-critical safety issues within the context of distributed medical systems when communication fails. We embed an open-loop safety parameter field in the communication protocol header to ensure that the models always transit to a safe state in case of communication failure or message loss.

v leverages a parameter mapping module to transfer messages among distributed models for the purpose of supporting coordination and synchronization. The module helps translate model-specific synchronization control events from one model to another.

vi is platform independent. ModelSink can be deployed on any platform, and supports the heterogeneous nature of statechart models as the design semantics are independent of the underlying modeling application.

To the best of our knowledge, this is the first middleware that achieves automatic communication and synchronization among heterogeneous distributed statechart models.

Figure 2 illustrates a view of the ModelSink workflow. The heterogeneous medical models such as best-practice guidance models monitored by physicians and nurses are executed in different locations. Once the medical models are connected, our middleware automatically shares synchronization data and control events such as patient state changes and monitoring guidelines in the context of best practices across the distributed medical and clinical models, remotely, as if they are manually controlled by the medical staff. Furthermore, ModelSink’s automated communication and synchronization mechanisms achieved through model-only control incurs a high degree of flexibility, and can effectively adapt to clinical ecosystem changes when reconfiguration of medical models such as disease models rapidly occurs. This leads to significant reduction in heterogeneous model-driven development and software maintenance costs of medical best-practice models. ModelSink can further assist software engineers to build a single user-friendly gateway with minimum complexity that can be used as a front-end interaction to realize co-simulation, co-execution, or to monitor and control large-scale statechart models simultaneously.

II. RELATED WORK

ModelSink is conceptually similar to the notion of mediators underlying emergent connectors [19]–[21] such as Enterprise Service Bus [22] as the concept of a “connectivity middleware” is common between the two. However, ModelSink is fundamentally different as the design goal of

1 Hypoxia is a condition where the oxygen concentrations fall below the level necessary. Hypoxia may cause severe brain damage or brain death.
mediators is to enable the composition of pervasive networked systems and protocol mediation as opposed to remote synchronization of executable statechart models. Another set of related work to ModelSink is database data replication tools such as [23]–[25] and [26] that provide automated data sharing and data replication between databases. Overall, while there are multitude of related work from computer science perspective, these tools have not been properly integrated into medicine and the safety-critical aspects of clinical practices, such as handling connection failure and safety in cases of communication loss. A major distinguishing point for ModelSink therefore, is to adapting to the context, such as clinical needs as well as the life critical requirements of medical domain. Furthermore, in ModelSink, on the contrary, the notion of access is platform independent and lightweight because it provides a model-to-model access as opposed to system-to-system or database-to-database.

In the medical context, medical best-practice guidelines for emergency care have been created for patients in major hospitals. For instance, the University of Texas MD Anderson Cancer Center has developed clinical management algorithms [27] that depict best practices for diagnosis, evaluation, and treatment of specific diseases such as cancer targeting adult patients. Their contribution however, only provides a high level algorithmic workflow using a multi-disciplinary approach, and not only are not modeled as executable guidelines, but also are conceptually centralized, and therefore the notion of communication, synchronization, and distribution is not applicable in their context.

A variety of heterogeneous model construction and interpretation have been proposed for the simulation of complex systems. Ptolemy [28] for example, the most famous heterogeneous modeling platform, supports prototyping of heterogeneous systems with different domain computation model to capture different type of subsystems. Current examples of domains include synchronous and dynamic dataflow, discrete-event, and others appropriate for control software. Domains can be mixed as appropriate and use underlying meta model to realize an overall system simulation. Similar methods are adopted by [29] and [30], as they use automata to interpret heterogeneous timed automata and dataflow model and capture the heterogeneous sub-models. These works however, function in a single project and a single machine, and lack support of communication and distributed execution.

Some works have been done to address the problem of co-simulation for heterogeneous models located in different projects. For example, in [31], the authors implement Crescendo, a tool that allows the model expressed in discrete-event of a tool called VDM and the model expressed in continuous time of a tool called 20-sim to share information and accomplish co-simulation among them. In [32], the authors propose FMI, a tool to support model exchange using a combination of XML files and C-code. Similarly in [33], authors propose a code-in-the-loop co-simulation framework for the OMG SysML implemented in the Artisan Studio tool, and the Stateflow model implemented in Matlab Simulink tool. The main feature of their tool is the automatic generation of optimized code, allowing simulation that may eventually run natively on a target for embedded systems. While these works capture the heterogeneous models, they are still limited to a single machine and lack support for distributed models, which need significant effort to solve the communication, synchronization, and consistency which motivates our work.

III. DESIGN OF THE MIDDLEWARE

The core of ModelSink is implemented through a queuing and mapping system as well as a push-based and poll-based communication system, which are accomplished through socket-based and Remote Method Invocation (RMI)-based client/server architecture, respectively. Two client agents (a push socket client agent and a polling RMI client agent) are installed on every machine executing any statechart models. These clients are then connected to the corresponding servers that can be located on any of those machines. During ModelSink sessions, all corresponding communication and synchronization control events are registered and distributed through ModelSink as if medical staff were actually monitoring and manually tracking the disease or patient status through their executable models. We implemented ModelSink in Java as a partial compliance with the design feature (vi), so that it can be deployed on any platform running Java Virtual Machine (JVM), including Linux and Windows, therefore, making the compiled code platform-independent. We have designed an open-loop safe communication protocol for cases where communication fails, as well as a list of APIs for ease of operations such as establishment of a connection, specifying medical control events and rules for synchronization, as well
as specifying push or poll mechanisms for communication or synchronization control events.

A. Middleware Structure

ModelSink consists of six major components: a socket-based client agent (push client) and a RMI-based client agent (polling client), both residing on each medical machine, a mapping module for synchronization purpose, a queuing module, a multi-threaded socket-based server (push server) and a RMI-based registry and server residing on any of the distributed medical machines designated as the server. The overall structure of ModelSink is illustrated in Figure [5].

The push client captures medical events through operation callback on the executable models once an event such as a state change is triggered. These locally-triggered synchronization control events are then encoded to a specific message format identifying the statechart model’s UID and triggered events which overall forms the synchronization control message. The messages are then encrypted with the AES 128-bit symmetric cipher in Electronic Codebook (ECB) mode, serialized, buffered, and then sent to the push server via the persistent socket connection that has been established. The push server is a socket-based multi-threaded server that communicates with all other remote push-client agents concurrently. The server receives synchronization control messages associated with each executable statechart model, which are eventually pushed into the queuing module. Once received at the push server, the synchronization messages are deserialized, decrypted, decoded, and normalized to a generic format which are then directed to the mapping module. The use of the generic format is to store messages as a globally understandable format, which later helps with model-specific translation of synchronization control events specific to each statechart model.

To enable synchronization among distributed statechart models, the mapping module is pre-configured with semantic mappings of synchronization control events from one model to another, to provide a particular set of events specific to each of the distributed statechart models. This happens by performing translation of synchronization control events from one statechart model to corresponding control events of other statechart models located on other remote devices or platforms, thereby automatically synchronizing statechart models or co-executing medical devices altogether. While placement of the mapping module in a centralized manner on the server machine is more convenient for applying or spreading updates as well as for auditing and security purposes, it is not yet a hard requirement. The mapping module can be partially placed locally on each of medical machines alternatively.

The normalized synchronization messages originated from the mapping module are then pushed to the atomic thread-safe FIFO queuing module. Upon polling operations which are done through RMI-based communication system, the generic formatted messages are then dequeued from the queuing module, and are re-mapped to form model-specific events, and to generate a set of synchronization control events specific to each statechart model. Messages are then composed and deployed on our open-loop-safe communication protocol supporting both reliability and safety features, and are then sent to the RMI polling server. The synchronization control messages are deserialized and decrypted once polled by the RMI client agents residing on each statechart model. Once the synchronization control events are decomposed, synchronization among distributed statechart models is performed by triggering the destination model’s receive() operation callback formed in accordance with the originating model’s synchronization control events received through the communication channel.

B. Communication Architecture

In compliance with the design feature (ii) (refer to Section [1]), we employ an efficient communication architecture inside ModelSink to propagate messages among distributed statechart models. Our design uses customized low-overhead persistent push-based and poll-based communication mechanisms which is also compliant with the semantics of automata-based model-driven development. From an engineering point of view, unlike a regular client-server communication such as those used in messaging applications with the client process looping around a buffer to read responses, our medical middleware must also support continuous and sporadic message transfer, but with no termination of the socket connection. However, it also needs to maintain safety, security, reliability, as well as a long-lived connection after each data transfer in order to incur minimum latency.

To address the communication requirements, we customized a low-overhead persistent socket-based client-server communication architecture over TCP/IP for push operations throughout the running sessions rather than setting up a new connection for each push operation. This maintains the stability of the socket connections by initially creating a connection at the beginning of each transfer session, and occasionally sending a message as necessary. To enable that, we wrapped the push client socket connection around a thread, and use a blocking queue to wait for messages. A single sender queue exists throughout the application, therefore using a singleton pattern. On the other hand, performing a read() function causes the thread to block forever. To address that, we use a special thread that calls a specific method repetitively at specified periods and read time-out that can be used to post a ping message, once in a while. This improves the stability of connections while also relaxing problems associated with application terminations due to calling the close() function.

While the socket-based client-server architecture is good for individual statechart models to push messages to the socket-based server, this is not yet a good solution for distributing the messages between the distributed statechart models as it imposes a significant commitment on the server side. The server is forced to keep a long-lived and mostly unused socket connection open with each client in an inefficient way. This leads us to use client-side polling, for two main reasons: First, client-side polling is architecturally simpler. Using this approach, the server doesn’t have to track which statechart clients called and which statechart clients are waiting for messages. This leads to simpler implementations while also making it easier to support various types of statechart clients; meeting the heterogeneous requirements of the distributed medical devices and their executable models. The second reason to use client-side polling is the inability of clients to accept socket connection initiated from server, especially in the context of automata-based model designs. Our design enables ModelSink to support the heterogeneous nature of statechart models and makes it independent of the automata modeling application, partially addressing the design feature (vi). For example, in models designed in Simulink’s Stateflow, the destination model reads the value of data from an input port which is only possible through polling mechanism. Similarly, in
models designed in Yakindu’s Statecharts modeling software, it is not possible to directly raise events from the operation callback and trigger a receiving data. Nevertheless, the only option here is to poll values in a guard expression. Our use of RMI-based callbacks further helps with significant efficiency improvements such as decreased client-side processing as well as implementation simplicity and support of various statechart modeling frameworks [34].

### C. Open-Loop Safety Protocol

Communication failure in the wireless medical environment can lead to life-critical safety issues within the context of distributed medical systems. Following the design feature (iv), the architecture of our medical middleware should guarantee the safety of the execution of distributed medical statechart models, to ensure that the models always transit to a safe state from a model-driven perspective even with communication failure or loss of messages. Let’s take Stroke best-practice guidance models as an example. Figure 4 illustrates a simplified version of our developed stroke best-practice workflow model both for rural hospital (top) and regional center hospital (bottom), which form the executable core of best-practice guidance models. Assume a message triggers a state change event in the model of regional center hospital, making the workflow model transit to “tPA Therapy” state. Suddenly communication failure occurs. A question which arises is “how long to continue tPA therapy and stay in that state?”. Continuing tPA therapy for longer than a specific duration characteristically is hazardous for the patient, which therefore is considered to be unsafe for the whole cyber-physical-medical system.

Similarly, let’s consider the laser tracheotomy example again. As mentioned earlier, to avoid surgical fire, one of the vital safety requirements is to ensure the ventilator and the laser scalpel are not operating at the same time, and that laser scalpel does not start operation until a certain amount of time has been past from shutting off the ventilator. Similarly, to avoid brain damage due to hypoxia, the ventilator should not be kept non-operational for a specific amount of time. In such scenarios therefore, continuing emission of laser or keeping ventilator off more than a specific period are both considered unsafe for the whole system.

Given the aforementioned characteristics, we therefore classify states of model execution into the following two classes:
A transient safe state, which allows models to stay safely in the state, but only for a limited duration. That said, if staying on a transient safe state lasts longer than the specified allowed limit, it becomes unsafe, and may lead to medical hazards. “tPA Therapy” state is an example of a transient safe state.

An open-loop safe state, which is considered always-safe for the maximum duration of the given medical procedure. Therefore, an open-loop safe state does not involve any medical hazard while stay lasts more than any time threshold.

To maintain reliability and safety, our designed communication and synchronization system uses open-loop safety to guarantee that execution of medical models transits from a transient-safe state to a predefined open-loop-safe state when a communication failure occurs. Earlier works on open-loop safety protocol in the context of a medical systems include [35] and [36]. The authors in these works used an airway laser surgery system as the target example to propose a centralized supervisor which decides a safe operation region for medical devices. While these works share the same assumption that the communication network is unreliable, they deal with the problem of open-loop safety by a centralized approach. Whereas in our work, we employ the notion of open-loop safety mechanisms in a distributed medical environment, and extend that towards medical best-practice models in a distributed hospital network. As a part of tackling the problem in the distributed environment, we embed open-loop safety as a safety parameter field into our communication protocol’s header, so that a communicated message triggering a state change forces the medical statechart models not to make a state change unless an open-loop state is already determined and queued as an emergency option in case communication fails. It is also necessary to assure that the open-loop safety option is executable locally on patient’s side. In the context of Stroke best-practice guidance models, transient safe states such as “tPA Therapy” are transited to an implicit “general assessment” as an open-loop-safe state to ensure the safety requirements of execution of distributed medical statechart models.

D. Data Structures and Rules for Mapping

Following the design feature (v), ModelSink leverages a parameter mapping module to transfer messages and control events among distributed executable models for the purpose of supporting coordination and synchronization. It provides a mapping of model-specific synchronization control events specific to each individual model from one model to another. The mapping module works on the principle of key-value store and hashing, composed of a combination of multi-hashmap and 2-dimensional linked-list data structures, which is pre-configured with mappings of synchronization control events from one statechart model to another for the purpose of coordination and synchronization. To store key-value pairs, we used the first dimension of the 2D linked-list as a bucket to store key objects corresponding to encoded normalized generic synchronization control events. The second dimension is used to store values corresponding to an ordered list of model-specific synchronization control events specific to each individual model such as necessary medical functions and state changes that must be triggered on the other statechart models. Similar to a regular HashMap, the mapping module’s get(Key k) method calls hashCode method on the key inputs, and applies returned hashValue to its own static hash function to find a bucket location where keys and values are stored.

Our implementation of the mapping module imposes a one-time overhead, while it can also be reusable. Therefore, if the specifications of statechart models change considerably, only the mapping module is updated, therefore incurring minimum cost.

E. Data Structures and Rules for Queuing

According to the design feature (i) and (iii), to achieve the real-time requirements of co-execution and synchronization of emergency medical systems, it is crucial to remove possible synchronization overhead between the multi-threaded push server and the pipelined RMI polls. As mentioned earlier, for higher performance, ModelSink does not rely on send/receive messaging model to distribute messages across different statechart clients. Instead, statechart clients retrieve messages by polling data from a shared synchronized queue-like data structure where only the socket push server writes. This specific approach is called pointer polling and is more efficient, is simpler, and requires no additional storage data structure on the receiving side compared to send approach when data is continuously produced.

In order to synchronize multiple pipelined RMI polling accesses, we developed a listed chasing-pointer queue which is our efficient customized list. Our listed chasing-pointer queue is a specialized data structure which employs an efficient wait-free algorithm to support low-latency concurrent accesses. We borrow concepts from [37] and [38] to implement a variation of an efficient algorithm that can be employed for multiple number of producers and consumers. The queue is thread-safe, and is based on linked nodes. The queue orders messages FIFO, with the head of the queue being the message pushed the longest time and the retrieval operations obtaining elements at the head of the queue. The traditional implementation of a synchronized queue works based on the concept of a shared variable such as a counter to synchronize the writer and the reader, which is referred to as a counter-based approach. Since both the writer and the different readers modify this shared variable, multiple cache misses are unavoidable for distribution of each message on the server side, therefore resulting in significant performance overhead when synchronization has to be performed very frequently. Our specialized implementation avoids use of a shared synchronization variable, and instead uses a list of boolean flags to indicate whether a message is available in the list to poll which reduces the synchronization issues. Each message slot in the queue is augmented with a header that indicates whether a message is available or not. Each queue cell contains the normalized generic message value, which points to a list of flagged pointers, with each index associated with a specific statechart client. Thus, a consumer statechart client is always chasing the producer statechart client in the synchronized queue for filled queue cells. With that feature being implemented, every statechart client regularly polls only its own pointer, and unflags it whenever data is successfully retrieved. The process of polling messages from the queue continues until at least one pointer associated with a specific statechart model is still flagged. Once all pointers are unflagged, the data is dequeued, and the head of the queue is advanced.
IV. Evaluation

From a medical perspective, physicians are taught organ system function as part of the representation of disease process. They look for patterns of pathophysiological changes (the change in physiological measurements as a result of disease) within an organ system to understand organ states \cite{39}, \cite{40}. This organ-centric view of pathophysiological expression also matches medical treatment, which is captured by a best-practice medical system. Given that, to evaluate our middleware, we developed multiple medical best-practice executable models, and used them as benchmarks and proof-of-concepts to evaluate ModelSink. The engine of our best-practice guidance systems is executable medical statechart models including disease and organ models. We codified medical knowledge into executable formal best-practice models so that they can be checked by expert physicians via the execution of these models using scenario-driven simulation and a user-friendly graphical interface that the statechart-based design provides.

A. Experimental Setup

For the development of the executable models, we used Yakindu Statechart tools 2.4 plugged into Eclipse Luna 4.4.0 Integrated Development Environment (IDE) which altogether provide an integrated open-source modeling environment for model-driven development, and rapid prototyping and validation with domain experts \cite{41}. Our medical models include executable models of simplified models of sepsis and stroke best practice guidelines consisting of both disease and underlying organ models, which are codified from medical knowledge, simplified, and then validated with physicians for correctness.

We have evaluated and tested the functionality of ModelSink through our proof-of-concept medical case studies conducted in collaboration with Carle Foundation Hospital \cite{42}. Our studies were conducted on real platforms where overall 230 types of communication and synchronization requirements were specified to provide communication across multiple sets of distributed executable medical models, and to synchronize them as necessary. Figure \ref{fig:6} illustrates an instance of simplified best-practice guidance models for sepsis, consisting of the main disease workflow model and multiple organ models. These medical statechart models are all represented as executable statecharts that focus on adherence to best-practice medical guidelines, with sets of disjoint models mounted...
and executed on two physically distributed machines. The machines included a Dell Latitude E5540 with Intel(R) Core i7 4600U 2.10 GHz quad-core processors, 4 MByte Cache and 8,192 MByte physical memory, running Windows 10.0 Pro 64-bit Operating System, and a HP Z230 SFF with Intel Xeon E3-1240 with 3.4 GHz quad-core processors, 8 MByte Cache and 8,192 MByte physical memory, running Windows 7 Enterprise 64-bit Operating System. Overall, the correctness of communication and synchronization operations were inspected multiple times with multi-disciplinary domain experts (10 developers, 12 researchers, and 4 physicians) to ensure that specific functional and medical requirements were satisfied and accomplished correctly. Figure 5 presents our real-platform simulations and clinical experiments.2

B. Performance Evaluation

We evaluated the performance of ModelSink through resource consumption instrumentation. We used three different monitoring tools as below for instrumentation of the Java Virtual Machine (Java VM) for fine-grained experimental data and to ensure the results are accurate and are consistent with each other:

- JConsole 1.8.0 [43]: A monitoring tool compliant with Java Management Extensions (JMX) which monitors Java Virtual Machine (JVM) and Java applications, supporting both local and remote machines.
- VisualVM 1.38 [44]: A profiling tool to profile the performance and memory consumption, which provides detailed information about CPU and memory usage of Java applications.
- JVM Monitor 3.8.1 [45]: A Java profiling tool integrated with Eclipse as a plug-in to monitor resource usage of Java applications running on Eclipse IDE.

We employed all three profiling tools and instrumented detailed information on the CPU usage, number of threads, and heap memory consumption of ModelSink. Each profiling experiment lasted for 300 seconds, and we repeated each single experiments for 10 times to make sure the standard deviation always falls below 10% and that the results are accurate and dependable. We tuned the polling frequency of each statechart clients at multiple rates including 100ms, 1s, and 5s to analyze trade-offs between callback frequencies and processing overhead. Figures 7 to 9 illustrate a subset of all our performance instrumentation results.

1) Memory Instrumentation:

We measured the heap and non-heap memory usage of ModelSink through instrumentation done with JConsole profiler. The heap memory of JVM is created at the JVM start-up, and is the runtime data area from which memory for all class instances and arrays are allocated. We set the maximum heap size to 35MByte. The non-heap memory of JVM is also created at the JVM start-up, however, stores per-class structures and includes call stacks, memory allocated by native code for instance for off-heap caching, the Metaspace as well as memory used by the JIT compiler (compiled native code).

Figure 7 illustrates the average heap memory consumption of ModelSink. We analyzed and compared the memory consumption of ModelSink for five different scenarios: a) baseline performance where no statechart model is communicating with ModelSink, b) a single statechart model is communicating with ModelSink, polling data with the rate of 1s and sending data as necessary, c) two statechart models are communicating with each other through ModelSink, polling data with the rate of 1s and sending data as necessary, d) two statechart models are communicating with each other through ModelSink, polling data with the rate of 100ms and sending data as necessary, and e) two statechart models are communicating with each other through ModelSink, polling data with the rate of 5s and sending data as necessary. As can be seen, the heap memory usage show an overall slight increasing linear trend due to the increase in buffer size, and no anomalies is noticed within the heap memory usage. Also, a relative comparison of the overall heap memory consumption of cases a to e above can be derived according to the figure. As can be seen, case c (average of 21.678 MByte over the time range of demo runtime) shows a slightly higher slope in heap memory usage compared to case b (average of 20.552 MByte), and case b shows a slightly higher slope in heap memory usage than case a (average of 19.234 MByte) simply due to the increase in the number of statechart clients communicating with each other. Similarly, case e (average of 20.579 MByte) shows a slightly lower slope in heap memory usage compared to case c (average of 21.678 MByte), and case c shows a slightly lower slope in heap memory usage than case d (average of 23.335 MByte) simply due to the higher rates of polling requests. Overall, an increase in the number of communicating statechart models and higher frequencies of polling requests pushes negligible overhead.

No OutOfMemoryError due to data spike or memory leakage is detected by the profiler during the time range of the demo runtime, approving the heap memory usage functionality of the tool. As the heap memory size reaches the defined maximum size (i.e. 35MByte), the dead objects of the heap memory are reclaimed by the JVM’s garbage collection, freeing almost 31 MByte (i.e. 88% of used memory). It is also concluded that the overhead of garbage collector process is negligible, and that garbage collector is not even called for a single point in time during a 5 minute runtime of case d above where two statechart models are communicating through ModelSink with a polling rate of 100ms. Furthermore, in case garbage collector process runs, a single call only takes an average of 2 ms to free up heap memory, which is significantly below the polling threshold and charges relatively no performance overhead on the execution of ModelSink.

Figure 7 (middle) shows the average non-heap memory consumption of ModelSink. For non-heap memory, the abnormal growth of memory size may indicate a critical problem such as leaked loader issues or massive interned strings. In our experiments, no abnormal increase was identified in non-heap memory consumption of ModelSink over the time range of its runtime. That proves there is no class loading and object allocation problems within ModelSink. As can be seen, all figures show almost identical trendlines, with no noticeable difference. As can be seen, a tiny difference exists among the five cases.

Interestingly, the same argument made previously for heap memory usage is compliant with non-heap memory usage. Case c with 2 communicating models (average of 14.985 MByte over the time range of demo runtime) shows a slightly higher values in non-heap memory usage compared to case b with a single communicating model (average of 14.901 MByte), and case b shows a slightly higher values in non-heap memory usage than case a with no communicated...
model (average of 14.750 MByte) simply due to the increase in the number of threads corresponding to statechart clients communicating with each other and the memory stacks allocated for socket threads. Similarly, case e with polling rate of 5s (average of 14.914 MByte) shows a slightly lower values in non-heap memory usage compared to case c with polling rate of 1s (average of 14.985 MByte), and case c shows a slightly lower values in non-heap memory usage than case d with polling rate of 100ms (average of 15.051 MByte) simply due to the higher polling rates. Overall, similar to the argument made for heap memory, it can be concluded that an increase in the number of communicating statechart models and higher frequencies of polling requests enforces negligible overhead.

3Inside JVM, each Thread consumes a small amount of memory called Stack where all active execution frames and traces are stored.

2) Threads Statistics:
We instrumented the JVM, monitored the thread properties of ModelSink, and collected thread statistics of JVM such as the list of threads, their states, resource usage, as well as stack traces. Given the architecture design of ModelSink, a new socket thread is created and executed to serve each communicating medical thread whenever a new statechart client communicates with ModelSink. Figure 8 shows the trend in the total thread count per the total number of communicating statechart clients. We instrumented three types of JVM’s monitoring statistics: a) threadcount, which shows the current number of live and active daemon and non-daemon threads (currently running), b) peakthreadcount showing the peak live thread count since the JVM started or it was reset,
The rapid growth of model-driven development together with distributed computer systems has led to the development of large-scale distributed best-practice statechart models. In the medical context, the executable statechart models can assist
the medical staff with clinical validation and adherence to best practices, which are achieved across a medical network from rural, through ambulance transfer, to tertiary center. However, the distributed statechart models require continuous and real-time interaction among models of different forms. This makes it necessary to offer methods of communication, especially to synchronize their execution, necessary in a medical environment.

In this paper, we describe ModelSink, a middleware that enables model-to-model communication and synchronization between heterogeneous distributed statechart models. We evaluated ModelSink, and instrumented its resource usage using medical statechart models that we have developed to assess how ModelSink performs in various loads given different performance metrics. We tested ModelSink on a real platform running distributed medical models, and demonstrated that there are in fact many potential uses of our tool in industry services other than medicine that cannot be realized through other means.

In the future, we plan to formally verify and systematically evaluate ModelSink using quantitative metrics, especially using model checking, reliability analysis, and formal verification techniques such as those proposed in [49], [50], and [52]. We also plan to validate clinically our middleware in collaboration with Carle Foundation Hospital [42], and to implement ModelSink on a real clinical testbed that we have built using the SimMan medical patient simulator [53].
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