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Abstract. We consider a Hilfer fractional differential equation with nonlocal Erdélyi-Kober fractional integral boundary conditions. The existence, uniqueness and Ulam-Hyers stability results are investigated by means of the Krasnoselskii’s fixed point theorem and Banach’s fixed point theorem. An example is given to illustrate the main results.

1. Introduction

It has become widely observed in recent years a large number of research papers interested in the theory of fractional differential equations, whether those involving classical Riemann-Liouville and Caputo type fractional derivatives or that include Hadamard and Hilfer type fractional derivatives, see for example [1, 4, 6–8, 11, 13, 18, 21, 22, 24, 30, 32] and references cited therein.

On the other hand, The stability of functional equations was originally raised by Ulam [29], next by Hyers [17]. Thereafter, this type of stability is called the Ulam-Hyers stability. The concept of stability for a functional equation arises when we replace the functional equation by an inequality which acts as a perturbation of the equation. Considerable efforts have been made to study the Ulam-Hyers stability of all kinds of fractional differential equations, see for example [2, 3, 5] and references therein.

In the past few years, the Erdélyi-Kober fractional derivative, as a generalization of the Riemann-Liouville fractional derivative, is often used, too [28, 51]. An Erdélyi-Kober operator is a fractional integration operation introduced by Arthur Erdélyi and Hermann Kober in 1940 [19]. These operators have been used by many authors, in particular, to obtain solutions of the single, dual and triple integral equations possessing special functions of mathematical physics as their kernels. In [10], B. Ahmad et al. studied the existence and uniqueness of solution of a class of boundary value problems of Caputo fractional differential equations with Riemann-Liouville and Erdélyi-Kober fractional integral boundary conditions of the form

\[
\begin{align*}
C^\alpha D^\beta x(t) &= f(t, x(t)), \quad t \in [0, T], \\
x(0) &= \alpha I_p x(\zeta), \quad x(T) = \beta I^{\gamma, \delta}_0 x(\xi), \quad 0 < \zeta, \xi < T.
\end{align*}
\]
In [9], B. Ahmad and S. K. Ntouyas considered the following Riemann-Liouville fractional differential inclusion with Erdélyi-Kober fractional integral boundary conditions
\[
\begin{align*}
\mathcal{D}^\rho x(t) &\in F(t, x(t)), \quad 0 < t < T, \quad 1 < q \leq 2, \\
x(0) = 0, \quad ax(T) = \sum_{i=1}^m \beta_i I_{\eta_i}^{\gamma_i,\delta_i} x(\xi_i), \quad 0 < \xi < T,
\end{align*}
\]
they applied endpoint theory, Krasnoselskii’s multi-valued fixed point theorem and Wegrzyk’s fixed point theorem for generalized contractions.

By using Mawhin continuation theorem, Q. Sun et al. [25] investigated the existence of solutions of the following boundary value problem at resonance
\[
\begin{align*}
\mathcal{C} \mathcal{D}^\alpha x(t) &= f(t, x(t), x'(t)), \quad t \in [0, T], \\
x(0) &= \alpha I_{\eta}^{\gamma,\delta} x(\xi), \quad x(T) = \beta \mathcal{I}^\rho x(\xi), \quad 0 < \zeta, \xi < T,
\end{align*}
\]
where \( \mathcal{I}^\rho \) denotes to the generalized Riemann-Liouville (Katugampola) type integral of order \( p > 0 \).

In the last of this brief survey, N. Thongsalee et al. [27] studied the sufficient conditions for existence and uniqueness of solutions for system of Riemann-Liouville fractional differential equations subject to the nonlocal Erdélyi-Kober fractional integral conditions of the form
\[
\begin{align*}
\mathcal{D}^q y(t) &= f(t, x(t), y(t)), \quad t \in [0, T], \quad 1 < q_1 \leq 2 \\
\mathcal{D}^q x(t) &= g(t, x(t), y(t)), \quad t \in [0, T], \quad 1 < q_2 \leq 2 \\
x(0) &= 0, \quad y(T) = \alpha_1 I_{\eta_1}^{\gamma_1,\delta_1} x(\xi_1), \quad 0 < \xi_1 < T, \\
y(0) &= 0, \quad x(T) = \alpha_2 I_{\eta_2}^{\gamma_2,\delta_2} y(\xi_2), \quad 0 < \xi_1 < T.
\end{align*}
\]

Based on the above mentioned papers, we consider the Hilfer fractional differential equations with Erdélyi-Kober fractional integral boundary conditions of the form
\[
\begin{align*}
\mathcal{H} \mathcal{D}^\alpha x(t) &= f(t, x(t)), \quad t \in [0, T], \\
x(0) &= 0, \quad x(T) = \sum_{i=1}^m \alpha_i I_{\eta_i}^{\mu_i,\delta_i} x(\xi_i),
\end{align*}
\]
where \( \mathcal{H} \mathcal{D}^\alpha \) is the Hilfer fractional derivative of order \( \alpha \in (0, 1) \) and type \( \beta \in [0, 1] \) introduced by Hilfer (see, [14-16]), \( I_{\eta_i}^{\mu_i,\delta_i} \) is the Erdélyi-Kober fractional integral of order \( \delta_i > 0 \) with \( \eta_i > 0 \) and \( \mu_i \in \mathbb{R}, i = 1, 2, \ldots, m \) and \( \alpha_i \in \mathbb{R}, \xi_i \in (0, T) \) are given constants.

To the best of the author’s knowledge this is the first paper dealing with Hilfer differential equation subject to Erdélyi-Kober type integral boundary conditions.

The paper is organized as follows: Section 2 contains some preliminary concepts related to fractional calculus and Section 3 comprises the existence and uniqueness results. In Section 4, we analyze the Ulam-Hyers stability results. Finally, Section 5 contains an illustrative example of our main results.

2. Preliminaries

In this section we present some definitions and lemmas which will be used in our results later.

At first, we review some fundamental definitions of the Riemann-Liouville fractional integral and derivative which will be made up to the Hilfer fractional derivative (see [12-20]).

**Definition 2.1.** The Riemann-Liouville fractional integral of order \( \alpha > 0 \) of a continuous function \( y : (0, \infty) \to \mathbb{R} \) is defined by
\[
I^\alpha y(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha-1} y(s) \, ds, \quad n - 1 < \alpha < n,
\]
where $n = [\alpha] + 1$, $[\alpha]$ denotes the integer part of a real number $\alpha$ and $\Gamma(\cdot)$ is the Gamma function defined by $\Gamma(\alpha) = \int_{0}^{\infty} e^{-s}s^{\alpha-1}ds$, provided the integral exists.

**Definition 2.2.** The Riemann-Liouville fractional derivative of order $\alpha > 0$ of a continuous function $y : (0, \infty) \to \mathbb{R}$ is defined by

$$RLD_{\alpha}^{a} y(t) = D^{n} \int_{t}^{a} (t-s)^{n-\alpha-1} y(s) ds, \quad n-1 < \alpha < n,$$

where $n$ and $\delta$ are positive constants. Then we have $RLD_{\alpha}^{a} e^{s} = (t-s)^{\alpha}/\alpha$.

**Definition 2.3.** (Hilfer fractional derivative) The Hilfer fractional derivative operator of order $\alpha$ and type $\beta$ is defined by

$$HLD_{\alpha, \beta}^{\eta} y(t) = D^{\beta} I^{n-\beta} (t-s)^{\alpha-\beta-1} y(s),$$

where $n-1 < \alpha < n$, $0 \leq \beta \leq 1$ and $D_{\alpha} = t^{\alpha}$.

This generalization (3) yields the classical Riemann-Liouville fractional derivative operator when $\beta = 0$. Moreover, for $\beta = 1$, it gives the Caputo fractional derivative operator.

Some properties and applications of the generalized Riemann-Liouville fractional derivative are given in [14].

**Definition 2.4.** The Erdélyi-Kober fractional integral of order $\delta > 0$ with $\eta > 0$ and $\mu \in \mathbb{R}$ of a continuous function $y : (0, \infty) \to \mathbb{R}$ is defined by

$$I_{\eta}^{\mu, \delta} y(t) = \frac{\eta^{-\eta(\mu+\delta)}}{\Gamma(\delta)} \int_{0}^{t} \frac{s^{\eta+\eta-1} y(s)}{(t-s)^{1-\delta}} ds,$$

provided the right side is pointwise defined on $\mathbb{R}^+$.

**Remark 2.5.** For $\eta = 1$, the above operator is reduced to the Kober operator

$$K^{\mu, \delta} y(t) = \frac{t^{-\mu+\delta}}{\Gamma(\delta)} \int_{0}^{t} \frac{s^{\mu} y(s)}{(t-s)^{1-\delta}} ds, \quad \mu, \delta > 0,$$

that was introduced for the first time by Kober in [19]. For $\mu = 0$, the Kober operator is reduced to the Riemann-Liouville fractional integral with a power weight:

$$K^{0, \delta} y(t) = \frac{t^{\delta}}{\Gamma(\delta)} \int_{0}^{t} \frac{y(s)}{(t-s)^{1-\delta}} ds, \quad \delta > 0.$$

**Lemma 2.6.** Let $\delta, \eta > 0$ and $\mu, q \in \mathbb{R}$. Then we have

$$I_{\eta}^{\mu, \delta} t^{q} = \frac{t^{q+\delta}}{\Gamma(q+\delta+1)}.$$

**Lemma 2.7.** Let $\eta, \lambda$ and $\nu$ be positive constants. Then

$$\int_{0}^{1} (t^{\eta} - s)^{\lambda-1} s^{\nu-1} ds = \frac{\Gamma(\lambda-1+\nu)}{\eta \Gamma(\nu)} B(\eta, \lambda),$$

where $B(w, v) = \int_{0}^{1} (1-s)^{w-1}s^{v-1} ds$, $(\text{Re}(w) > 0, \text{Re}(v) > 0)$ is the well-known beta function.
Lemma 2.8. Let $1 < \alpha \leq 2$. Then
\[ I^\alpha (rL \mathcal{D}^2 f)(t) = f(t) - \frac{(I^{1-\alpha} f)(a)}{\Gamma(\alpha)} (t-a)^{\alpha-1} - \frac{(I^{2-\alpha} f)(a)}{\Gamma(\alpha-1)} (t-a)^{\alpha-2}. \]

Now, we adopt the following definitions of Ulam-Hyers and generalized Ulam-Hyers stabilities from Rus [23].

**Definition 2.9.** Equation considered in problem (1) is Ulam-Hyers stable if there exists a real number $C_f > 0$ such that for each $\epsilon > 0$ and for each solution $y \in C([0, T], \mathbb{R})$ of the inequality
\[ |H^{\alpha, \delta} y(t) - f(t, y(t))| \leq \epsilon, \quad t \in [0, T], \]
there exists a solution $x \in C([0, T], \mathbb{R})$ of Eq.(1) with
\[ |y(t) - x(t)| \leq C_f \epsilon, \quad t \in [0, T]. \]

**Definition 2.10.** Equation considered in problem (1) is generalized Ulam-Hyers stable if there exists $\delta_f \in C(\mathbb{R}^+, \mathbb{R}^*)$, $\delta_f(0) = 0$ such that for each solution $y \in C([0, T], \mathbb{R})$ of the inequality
\[ |H^{\alpha, \delta} y(t) - f(t, y(t))| \leq \epsilon, \quad t \in [0, T], \]
there exists a solution $x \in C([0, T], \mathbb{R})$ of Eq.(1) with
\[ |y(t) - x(t)| \leq \delta_f(\epsilon), \quad t \in [0, T]. \]

**Remark 2.11.** It is clear that Definition 2.9 $\Rightarrow$ Definition 2.10

To end this section, we recall the Krasnoselskii’s fixed point theorem, which plays a key role in the main results for the problem (1).

**Theorem 2.12. (Krasnoselskii’s fixed point theorem [25])** Let $K$ be a closed convex and non-empty subset of a Banach space $X$. Let $\mathcal{A}$ and $\mathcal{B}$, be two operators such that

(i) $\mathcal{A}x + \mathcal{B}y \in K$, for all $x, y \in K$;

(ii) $\mathcal{A}$ is a contraction mapping;

(iii) $\mathcal{B}$ is compact and continuous.

Then there exists $a x \in K$ such that $z = \mathcal{A}x + \mathcal{B}z$.

3. Existence and Uniqueness Results

Let $C([0, T], \mathbb{R})$ be the Banach space of all real-valued continuous functions from $[0, T]$ into $\mathbb{R}$ equipped by the norm $\|x\|_C = \sup_{t \in [0, T]} |x(t)|$, $\forall x \in C([0, T], \mathbb{R})$.

**Lemma 3.1.** Let $1 < \alpha < 2$, $0 \leq \beta \leq 1$, $\gamma = \alpha + 2\beta - \alpha\beta$, $\delta_i, \eta_i > 0$, $\mu, \sigma_i \in \mathbb{R}$, $\xi_i \in (0, T)$, $i = 1, 2, \ldots, m$ and $h \in C([0, T], \mathbb{R})$. Then the linear Hilfer fractional differential equation subject to the Erdélyi-Kober fractional integral boundary conditions
\[
\begin{align*}
\left\{
\begin{array}{ll}
H^{\alpha, \delta} x(t) = h(t), & t \in [0, T], \\
x(0) = 0, & x(T) = \sum_{i=1}^{m} \sigma_i I_{\eta_i}^{\mu, \delta_i} x(\xi_i),
\end{array}
\right.
\end{align*}
\]
is equivalent to the following fractional integral equation

\[ x(t) = I^\alpha h(t) + \frac{t^{\rho-1}}{\Delta} \left( \sum_{i=1}^{m} \sigma_i I_{\eta_i}^{\mu_i,\delta_i} I^\alpha h(\xi_i) - I^\alpha h(T) \right), \]  

where

\[ \Delta = T^{\gamma-1} - \sum_{i=1}^{m} \sigma_i \xi_i^{\gamma-1} \frac{\Gamma(\mu_i + (\gamma - 1)/\eta_i + 1)}{\Gamma(\mu_i + (\gamma - 1)/\eta_i + \delta_i + 1)} \neq 0. \]

**Proof.** By Definition 2.3 (with \( n = 2 \)), the equation \( \mathbb{D}^{\alpha,\beta} x(t) = h(t) \) can be written as

\[ I^{\alpha(2-\alpha)} \mathbb{D}^2 I^{(1-\beta)(2-\alpha)} x(t) = h(t). \]

Applying the Riemann-Liouville fractional integral \( I^\alpha \) of order \( \alpha \) to both sides of the equation (8), we get

\[ I^\alpha I^{\alpha(2-\alpha)} \mathbb{D}^2 I^{(1-\beta)(2-\alpha)} x(t) = I^\alpha h(t). \]

Indeed,

\[ I^\alpha I^{\alpha(2-\alpha)} \mathbb{D}^2 I^{(1-\beta)(2-\alpha)} x(t) = I^\alpha \mathbb{D}^2 I^{2-\gamma} x(t) = I^\gamma (RL \mathbb{D}^\gamma) x(t), \]

thus

\[ I^\gamma (RL \mathbb{D}^\gamma) x(t) = I^\alpha h(t). \]

By using Lemma 2.8 (with \( a = 0 \)), we get

\[ x(t) = I^\alpha h(t) + \frac{(I^{1-\gamma} x(0))}{\Gamma(\gamma)} t^{\gamma-1} + \frac{(I^{2-\gamma} x(0))}{\Gamma(\gamma - 1)} t^{\gamma-2}. \]

Setting \( (I^{1-\gamma} x)(0) = c_1 \), \( (I^{2-\gamma} x)(0) = c_2 \) gives

\[ x(t) = I^\alpha h(t) + \frac{c_1}{\Gamma(\gamma)} t^{\gamma-1} + \frac{c_2}{\Gamma(\gamma - 1)} t^{\gamma-2}. \]

From the first boundary condition \( x(a) = 0 \), we obtain \( c_2 = 0 \). Then we get

\[ x(t) = I^\alpha h(t) + \frac{c_1}{\Gamma(\gamma)} t^{\gamma-1}. \]  

(9)

In view of Lemma 2.6 and the boundary condition \( x(T) = \sum_{i=1}^{m} \sigma_i I_{\eta_i}^{\mu_i,\delta_i} x(\xi_i) \), we get

\[ I^\alpha h(T) + \frac{c_1}{\Gamma(\gamma)} T^{\gamma-1} = \sum_{i=1}^{m} \sigma_i I_{\eta_i}^{\mu_i,\delta_i} \left( I^\alpha h(\xi_i) + \frac{c_1}{\Gamma(\gamma)} \xi_i^{\gamma-1} \right) = \sum_{i=1}^{m} \sigma_i I_{\eta_i}^{\mu_i,\delta_i} I^\alpha h(\xi_i) + \frac{c_1}{\Gamma(\gamma)} \sum_{i=1}^{m} \sigma_i \xi_i^{\gamma-1} = \sum_{i=1}^{m} \sigma_i I_{\eta_i}^{\mu_i,\delta_i} I^\alpha h(\xi_i) + \frac{c_1}{\Gamma(\gamma)} \sum_{i=1}^{m} \sigma_i \xi_i^{\gamma-1} \frac{\Gamma(\mu_i + (\gamma - 1)/\eta_i + 1)}{\Gamma(\mu_i + (\gamma - 1)/\eta_i + \delta_i + 1)}. \]

Therefore, we conclude that

\[ c_1 = \Gamma(\gamma) \left( \frac{\sum_{i=1}^{m} \sigma_i I_{\eta_i}^{\mu_i,\delta_i} I^\alpha h(\xi_i) - I^\alpha h(T)}{T^{\gamma-1} - \sum_{i=1}^{m} \sigma_i \xi_i^{\gamma-1} \frac{\Gamma(\mu_i + (\gamma - 1)/\eta_i + 1)}{\Gamma(\mu_i + (\gamma - 1)/\eta_i + \delta_i + 1)}} \right) = \Gamma(\gamma) \Delta \left( \sum_{i=1}^{m} \sigma_i I_{\eta_i}^{\mu_i,\delta_i} I^\alpha h(\xi_i) - I^\alpha h(T) \right). \]

By substitution the value of \( c_1 \) in equation (9), we obtain the solution (6). The converse follows by direct computation. This completes the proof.
We consider the following assumptions:

(H1) The function \( f : [0, T] \times \mathbb{R} \to \mathbb{R} \) is continuous.

(H2) There exist constants \( L, M > 0 \) such that
\[
|f(t, x) - f(t, y)| \leq L|x - y|, \quad \text{for each } t \in [0, T], \ x, y \in C([0, T], \mathbb{R}),
\]
and
\[
M = \sup_{t \in [0, T]} |f(0, t)|.
\]

(H3) There exists a function \( \psi \in C([0, T], \mathbb{R}^+) \) such that
\[
|f(t, x)| \leq \psi(t), \quad \text{for all } (t, x) \in [0, T] \times \mathbb{R},
\]
and
\[
\|\psi\| = \sup_{t \in [0, T]} |\psi(t)|.
\]

We transform the problem \([1]\) into a fixed point problem \( \mathcal{F}x = x \), where the operator \( \mathcal{F} : C([0, T], \mathbb{R}) \to C([0, T], \mathbb{R}) \) is defined by
\[
(\mathcal{F}x)(t) = I^\alpha f(s, x(s))(t) + \frac{T^{\gamma-1}}{\Delta} \left( \sum_{i=1}^{m} \sigma_i I^\mu_i \int_0^t I^\alpha f(s, x(s)) (\xi_i) - I^\alpha f(s, x(s))(T) \right),
\]
where
\[
I^\mu_i I^\alpha f(s, x(s)) (\xi_i) = \frac{\eta_i \xi_i^{1-\eta_i} \Gamma(\eta_i) \Gamma(\alpha)}{\Gamma(\delta_i) \Gamma(\alpha)} \int_0^\xi_i \int_0^y \frac{y^{\eta_i-2}(y - s)^{\alpha-1}}{(\xi_i^{\delta_i} - y^{\delta_i})^{1-\delta_i}} f(s, x(s)) ds dy,
\]
where \( \xi_i \in (0, T) \) for \( i = 1, 2, \cdots, m \), and
\[
I^\alpha f(s, x(s))(y) = \frac{1}{\Gamma(\alpha)} \int_0^y (y - s)^{\alpha-1} f(s, x(s)) ds, \quad y \in [t, T]
\]
for \( t \in [0, T] \).

The following uniqueness result is based on Banach’s fixed point theorem.

**Theorem 3.2.** Under the assumptions (H1) and (H2), the boundary value problem \([1]\) has a unique solution on \([0, T] \), provided that \( L\Omega < 1 \), where
\[
\Omega = \frac{1}{\Gamma(\alpha + 1)} \left( \frac{T^{\gamma+1}}{\Delta} + \frac{T^{\gamma-1}}{|\Delta|} \sum_{i=1}^{m} \left| \sigma_i \xi_i^2 \Gamma(\alpha/\eta_i + \mu_i + 1) \right| \right).
\]

**Proof.** Define the set \( \mathcal{B}_r = \{ x \in C([0, T], \mathbb{R}) : \|x\|_C \leq r \} \) with
\[
r \geq \frac{M \Omega}{1 - L\Omega}.
\]
Clearly, the fixed points of the operator \( \mathcal{F} \) are solutions of problem \([1]\).
We show that $\mathcal{F}B_1 \subset B_1$. For any $x \in B_1$, we have

$$
\| (F(x))(t) \| &\leq \sup_{t \in [0, T]} \left\{ \int_0^T |f(s, x(s))|(t) + \frac{T^{\gamma-1}}{|\Delta|} \int_0^T |f(s, x(s))|(T) \\
+ \frac{T^{\gamma-1}}{|\Delta|} \sum_{i=1}^m |\sigma_i| \int_0^{\xi_i} |f(s, x(s))|(\xi_i) \right\} \\
& \leq \int_0^T |(f(s, x(s)) - f(s, 0) + |f(s, 0)|(T) \\
+ \frac{T^{\gamma-1}}{|\Delta|} \sum_{i=1}^m |\sigma_i| \int_0^{\xi_i} |f(s, x(s)) - f(s, 0) + |f(s, 0)|(\xi_i) \\
& \leq (Lr + M) \left( T^\gamma + \frac{T^{\gamma-1}}{|\Delta|} \sum_{i=1}^m |\sigma_i| \int_0^{\xi_i} \left| \frac{y^\gamma - y^{\gamma-1}}{(\xi_i^\gamma - y^{\gamma-1})^{1-\eta_i}} \right| ds dy \\
& \leq Lr + M \frac{T^\gamma}{|\Delta|} \left( T^{\gamma-1} \sum_{i=1}^m |\sigma_i| \int_0^{\xi_i} \left| \frac{y^\gamma - y^{\gamma-1}}{(\xi_i^\gamma - y^{\gamma-1})^{1-\eta_i}} \right| ds dy \\
= (Lr + M) \Omega \leq r,
$$

which implies that $\mathcal{F}B_1 \subset B_1$.

Next, for each $t \in [0, T]$ and $x, y \in C([0, T], \mathbb{R})$, we have

$$
\| (F(x))(t) - (F(y))(t) \| \leq \int_0^T |(f(s, x(s)) - f(s, y(s)))(T) + \frac{T^{\gamma-1}}{|\Delta|} \int_0^T |(f(s, x(s)) - f(s, y(s))|(T) \\
+ \frac{T^{\gamma-1}}{|\Delta|} \sum_{i=1}^m |\sigma_i| \int_0^{\xi_i} |(f(s, x(s)) - f(s, y(s))|(\xi_i) \\
& \leq L \frac{T^\gamma}{|\Delta|} \left( T^{\gamma-1} \sum_{i=1}^m |\sigma_i| \int_0^{\xi_i} \left| \frac{y^\gamma - y^{\gamma-1}}{(\xi_i^\gamma - y^{\gamma-1})^{1-\eta_i}} \right| ds dy \\
= L \Omega \|x - y\|,
$$

which implies that $\| Fx - Fy \| \leq L \Omega \|x - y\|$. As $L \Omega < 1$, $F$ is contraction. Therefore, we deduce by the Banach’s contraction mapping principle, that $F$ has a fixed point which is the unique solution of the boundary value problem \[1\]. The proof is completed. □

The following existence theorem is based on the Krasnoskelskií’s fixed point theorem (Theorem 2.12).

**Theorem 3.3.** Assume that assumptions (H1) – (H3) hold. Then the boundary value problem \[1\] has at least one solution on $[0, T]$, provided that $L \Lambda < 1$, where

$$
\Lambda = \frac{1}{\Gamma(a+1)} \left( T^{\gamma+a-1} \frac{1}{|\Delta|} \sum_{i=1}^m |\sigma_i| \Gamma(a/\eta_i + \mu_i + 1) + \frac{T^{\gamma-1}}{|\Delta|} \sum_{i=1}^m |\sigma_i| \Gamma(a/\eta_i + \mu_i + 1) \right),
$$

(11)
Proof. Consider $\mathcal{B}_r = \{ x \in C([0, T], \mathbb{R}) : ||x||_C \leq r' \}$ with $r' \geq ||\psi||\Omega$. We define two operators $\mathcal{A}, \mathcal{B}$ on $\mathcal{B}_r$ by

$$(\mathcal{A}x)(t) = \frac{t^{\gamma-1}}{\Delta} \left( \sum_{i=1}^{m} \sigma_i I^{\mu_i - \Delta} \int f(s, x(s))(\xi_i) - I^\alpha f(s, x(s))(T) \right),$$

and

$$(\mathcal{B}x)(t) = I^\alpha f(s, x(s))(t).$$

For each $t \in [0, T]$ and any $x, y \in \mathcal{B}_r$, we have

$$\|(\mathcal{A}x)(t) + (\mathcal{B}x)(t)\| \leq \sup_{t \in [0, T]} \left\{ \left| I^\alpha f(s, x(s))(t) + \frac{t^{\gamma-1}}{\Delta} I^\alpha f(s, x(s))(T) \right| + \frac{t^{\gamma-1}}{\Delta} \sum_{i=1}^{m} |\sigma_i I^{\mu_i - \Delta} I^\alpha f(s, x(s))(\xi_i)| \right\}$$

$$\leq \frac{||\psi||}{\Gamma(\alpha + 1)} \left( \frac{T^{\gamma + \alpha - 1}}{\Delta} + \frac{T^{\gamma - 1}}{\Delta} \sum_{i=1}^{m} |\sigma_i \xi_i^\alpha \Gamma(\alpha/\eta_i + \mu_i + 1)| \right)$$

$$= \frac{||\psi||\Omega}{r'}.$$

Therefore, $\mathcal{A}x + \mathcal{B}x \in \mathcal{B}_r$.

Next, it is easy to show that $\mathcal{A}x$ is contraction. Indeed,

$$\|(\mathcal{A}x)(t) - (\mathcal{A}y)(t)\| \leq \frac{T^{\gamma-1}}{\Delta} I^\alpha ((f(s, x(s)) - f(s, y(s)))(T)$$

$$+ \frac{T^{\gamma-1}}{\Delta} \sum_{i=1}^{m} |\sigma_i I^{\mu_i - \Delta} I^\alpha ((f(s, x(s)) - f(s, y(s)))(\xi_i)$$

$$\leq \frac{1}{\Gamma(\alpha + 1)} \left( \frac{T^{\gamma + \alpha - 1}}{\Delta} + \frac{T^{\gamma - 1}}{\Delta} \sum_{i=1}^{m} |\sigma_i \xi_i^\alpha \Gamma(\alpha/\eta_i + \mu_i + 1)| \right) ||x - y||$$

$$= L \Delta ||x - y||.$$
For each $t_1, t_2 \in [0, T], t_1 \leq t_2$ and $x \in \mathcal{B}_r$, we get

$$
|\mathcal{B}x(t_2) - \mathcal{B}x(t_1)| \leq \frac{1}{\Gamma(\alpha)} \left| \int_0^{t_2} (t_2 - s)^{\alpha-1} f(s, x(s))ds - \int_0^{t_1} (t_1 - s)^{\alpha-1} f(s, x(s))ds \right|
$$

$$
\leq \frac{1}{\Gamma(\alpha + 1)} \left( \int_0^{t_2} [((t_2 - s)^{\alpha-1} - (t_1 - s)^{\alpha-1})] f(s, x(s))ds + \int_{t_1}^{t_2} (t_1 - s)^{\alpha-1} f(s, x(s))ds \right)
$$

$$
\leq \frac{1}{\Gamma(\alpha + 1)} |t_2^\alpha - t_1^\alpha|.
$$

The right hand side of the above inequality tends to zero as $t_2 - t_1 \to 0$, which implies that $\mathcal{B}$ is equicontinuous. Hence $\mathcal{B}$ is relatively compact on $\mathcal{B}_r$. By the Arzelá-Ascoli theorem, we deduce that the operator $\mathcal{B}$ is compact. We conclude, by the Krasnoskelskii’s fixed point theorem, that the boundary value problem (1) has at least one solution on $[0, T]$. The proof is completed.

4. Stability Results

In this section, we discuss the Ulam-Hyers and generalized Ulam-Hyers stability results for the problem (1).

**Remark 4.1.** A function $y \in C([0, T], \mathbb{R})$ is a solution of the inequality

$$
|^{[1]}D^{\alpha, \beta} y(t) - f(t, y(t))| \leq \epsilon, \quad t \in [0, T],
$$

if and only if there exist a function $g \in C([0, T], \mathbb{R})$ (which depend on $y$) such that

(i) $|g(t)| \leq \epsilon, \quad t \in [0, T],$

(ii) $^{[1]}D^{\alpha, \beta} y(t) = f(t, y(t)) + g(t), \quad t \in [0, T],$

**Lemma 4.2.** If $y \in C([0, T], \mathbb{R})$ is a solution of the inequality

$$
|^{[1]}D^{\alpha, \beta} y(t) - f(t, y(t))| \leq \epsilon, \quad t \in [0, T],
$$

then $y$ satisfies

$$
|y(t) - (\mathcal{F} y)(t)| \leq \Omega \epsilon,
$$

where $\Omega$ is defined in (10).

**Proof.** From Remark 4.1 and Lemma 3.1 we have

$$
y(t) = I^\alpha (f(s, y(s)) + g)(t) + \frac{t^{\alpha-1}}{\Delta} \left( \sum_{i=1}^{m} \sigma_i I^\alpha_{\rho_i} I^\alpha (f(s, y(s)) + g)(\xi_i) - I^\alpha (f(s, y(s)) + g)(T) \right).
$$
Then, we get
\[
|y(t) - (F y)(t)| = \left| I^\alpha (f(s, y(s)) + g(t)) + \frac{\tau - 1}{\Delta} \left( \sum_{i=1}^{\infty} \sigma_i I^{\mu_i, \nu_i}_T I^\alpha f(s, y(s)) (\xi_i) - I^\alpha f(s, y(s))(T) \right) \right|
\]
\[
\leq I^\alpha |y(t)| + \frac{\tau - 1}{\Delta} \left( \sum_{i=1}^{\infty} |\sigma_i| I^{\mu_i, \nu_i}_T I^\alpha |y(\xi_i) - I^\alpha |y(T)\right)
\]
\[
\leq \Omega \epsilon.
\]
This completes the proof. \(\Box\)

**Theorem 4.3.** Assume that assumptions (H1) and (H2) are satisfied. Then the problem (1) is Ulam-Hyers stable.

**Proof.** Let \(\epsilon > 0, y \in C([0, T], \mathbb{R})\) be a solution of the inequality
\[
|H^t D^{\alpha, \beta} y(t) - f(t, y(t))| \leq \epsilon, \quad t \in [0, T],
\]
and let \(x \in C([0, T], \mathbb{R})\) be the unique solution of problem (1). Then, we have
\[
|y(t) - x(t)| = \left| y(t) - I^\alpha f(s, x(s))(t) - \frac{\tau - 1}{\Delta} \left( \sum_{i=1}^{\infty} \sigma_i I^{m_i, \nu_i}_T I^\alpha f(s, x(s))(\xi_i) - I^\alpha f(s, x(s))(T) \right) \right|
\]
\[
= |y(t) - (F y)(t)| = |y(t) - (F y)(t) + (F y)(t) - (F x)(t)|
\]
\[
\leq |y(t) - (F y)(t)| + |(F y)(t) - (F x)(t)|
\]
\[
\leq \Omega \epsilon + L\Omega |y - x|,
\]
which implies that
\[
|y(t) - x(t)| \leq \frac{\Omega \epsilon}{1 - L\Omega}, \quad L\Omega < 1.
\]
By setting \(C_f = \frac{\Omega}{1 - L\Omega}\), we get
\[
|y(t) - x(t)| \leq C_f \epsilon.
\]
Thus, the problem (1) is Ulam-Hyers stable.

If we set \(\delta_f(\epsilon) = C_f \epsilon, \, \delta_f(0) = 0\), then the problem (1) is generalized Ulam-Hyers stable. \(\Box\)

5. An example

In this section we consider the following Hilfer fractional differential equation with Erdélyi-Kober fractional integral boundary condition:

\[
\begin{cases}
H^t D^{\frac{1}{4}, \frac{3}{4}} x(t) = \frac{\eta(t)}{25 V^{L+1}(1+|t|)}, & t \in [0, 1], \\
x(0) = 0, \quad x(1) = \frac{1}{3} I^{\frac{1}{4}, \frac{3}{4}} x(\frac{3}{4}) + \frac{2}{3} I^{\frac{1}{4}, \frac{3}{4}} x(\frac{1}{2}) + \frac{5}{6} I^{\frac{1}{4}, \frac{3}{4}} x(\frac{1}{2}).
\end{cases}
\] (13)
where \( \alpha = \frac{1}{4}, \beta = \frac{5}{6}, \gamma = \frac{17}{8}, T = 1, m = 3, \sigma_1 = \frac{1}{5}, \sigma_2 = \frac{1}{5}, \sigma_3 = \frac{7}{5}, \mu_1 = \frac{1}{4}, \mu_2 = \frac{7}{5}, \mu_3 = \frac{1}{4}, \delta_1 = \frac{3}{4}, \delta_2 = \frac{7}{5}, \delta_3 = \frac{1}{4}, \eta_1 = \frac{3}{4}, \eta_2 = \frac{1}{5}, \eta_3 = \frac{7}{5}, \xi_1 = \frac{1}{4}, \xi_2 = \frac{7}{5}, \xi_3 = \frac{1}{4} \) and the function \( f(t, x(t)) = \frac{1}{25 \sqrt{4 + t^2} (1 + |x(t)|)} \).

We can see that
\[
|f(t, x(t)) - f(t, y(t))| = \frac{|x(t)|}{25 \sqrt{4 + t^2} (1 + |x(t)|)} + \frac{|y(t)|}{25 \sqrt{4 + t^2} (1 + |y(t)|)}
\]
\[
\leq \frac{1}{25 \sqrt{4 + t^2} (1 + |x(t)|)(1 + |y(t)|)}
\]
which implies, by assumption (H2), that \( L = \frac{1}{50} \).

Simple calculations give
\[
\Delta = T^{\gamma-1} - \sum_{i=1}^{m} \sigma_i \xi_{i}^{-1} \Gamma(\mu_i + (\gamma - 1)/\eta_i + 1) \approx -0.029801394 \neq 0,
\]
\[
\Omega = \frac{1}{\Gamma(\alpha + 1)} \left( T^{\alpha} + \frac{T^{\alpha+i-1}}{|\Delta|} + \frac{T^{\gamma-1}}{|\Delta|} \sum_{i=1}^{m} \frac{|\sigma_i| \xi_{i}^{\alpha} \Gamma(\alpha/\eta_i + \mu_i + 1)}{\Gamma(\delta_i + \alpha/\eta_i + \mu_i + 1)} \right) \approx 43.74995072,
\]
and
\[
\Lambda = \frac{1}{\Gamma(\alpha + 1)} \left( T^{\alpha+i-1} + \frac{T^{\gamma-1}}{|\Delta|} \sum_{i=1}^{m} \frac{|\sigma_i| \xi_{i}^{\alpha} \Gamma(\alpha/\eta_i + \mu_i + 1)}{\Gamma(\delta_i + \alpha/\eta_i + \mu_i + 1)} \right) \approx 42.91006582.
\]

Hence, we get \( L \Omega \leq 0.874990144 < 1 \) and \( \Lambda \Omega \approx 0.8582013164 < 1 \).

Therefore, the conclusion of Theorem 3.3 implies that the boundary value problem (13) has at least one solution on \([0, 1]\) and by Theorem 3.2, this solution is unique.
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