An Approach to Dynamic Sensing Data Fusion
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Abstract: For the research and development of sensor systems, the collection and fusion of sensing data is the core. In order to make sensor data acquisition change with the change in environment, a dynamic data acquisition and fusion method based on feedback control is proposed in this paper. According to the sensing data acquisition and fusion model, the optimal acquisition of sensor data is achieved through real-time dynamic judgment of the collected data, decision-making of the next acquisition time interval, and adjustment. This model enables the sensor system to adapt to different environments. An experimental study of the proposed model was carried out on an experimental platform, and the results show that the proposed model can not only reflect the change in sensing data but also improve the transmission efficiency.
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1. Introduction

Sensors are one of the main equipment for data acquisition and an important bridge to obtain environmental information. How to process the data collected by sensors is a hot research topic in industry. Because of the complex and changeable environment, sensors cannot perform their best. How to dynamically adjust the sensor acquisition frequency according to environmental changes and then fuse the sensor data is therefore very meaningful.

Sensor data acquisition indicators include accuracy and bandwidth. The former requires the collected data to accurately reflect the objective facts, while the latter requires the collected data to be as few as possible in order to achieve the fastest transmission efficiency. At present, there are two kinds of sensor data acquisition methods in industry and academia: the best accuracy method and the minimum bandwidth method.

In order to improve the accuracy of the best accuracy method, we usually adopt the method of shortening the acquisition time interval. The advantages of this method are high precision and accurate prediction, while the disadvantages are larger transmission bandwidth occupation and lower handling efficiency. The sensor data collection of DSP chip TMS320VC33 [1] and the sensor data collection based on the Advantech card PCI-1811L [2] are examples of the best accuracy method.

In the minimum bandwidth method, in order to reduce the number of acquisitions, we usually expand the acquisition time interval. Therefore, the minimum bandwidth method reduces the number of acquisitions and achieves the real-time processing requirements for environmental data. The advantage of this method is high collection efficiency that is suitable for concurrency and real-time systems, while the disadvantage is lower collection precision. The multiplex signal asynchronous sampling model proposed by Shi et al. [3], microbial environmental data collection [4], data collection in biological and environmental sciences [5], and collection of experimental data for aerosol monitoring cyclones [6] belong to this sensor data acquisition method.
In practical applications, the best accuracy method and the minimum bandwidth method are often combined. The merged method is a compromise method, which uses as little bandwidth as possible to meet the basic acquisition accuracy, thus promoting the progress of environmental data acquisition [7–9].

However, the traditional method is a static method, which does not take into account the dynamic characteristics of current environmental data. If we can mine the changes in sensor data from the current collected data in the recent period, then we can regard them as a priori knowledge to dynamically adjust the collection intervals and therefore achieve collection precision and maximum utilization of transmission bandwidth. Based on this, we adopted a dynamic collection method for sensor data that predicts the changing degree of data according to the collected sensor data and decides whether the current acquisition time intervals need to be dynamically adjusted. If the time intervals need to be adjusted, then the algorithm will be immediately conducted; otherwise, the original values are maintained. The method proposed in this paper can achieve collection precision and maximum utilization of transmission bandwidth.

In this paper, we propose a dynamic and adaptive data acquisition interval adjustment method to solve the problem of data acquisition efficiency and accuracy.

The key issues are judgment of data changing degree and dynamic regulation of acquisition time intervals. The judgment process of data changing degree is as follows. First, collect N data and compute the predicted value of the N+1 data based on the collected N data. Second, collect the N+1 data and compute its measured value. Finally, compare the predicted value and the measured value of the N+1 data. If the difference between the predicted value and the measured value of the N+1 data exceeds the designated threshold, the acquisition time intervals need to be adjusted. The existing research includes the Delta model [10], Markov model [11], Shirai model [12], and data detection model [13]. The process of dynamically adjusting the acquisition time intervals is as follows. According to the current changing degree of collection data, adaptively adjust the acquisition time intervals, i.e., designate a basic acquisition time unit in advance, and the practical collection time interval is K times the basic acquisition time unit (K is an integer). When the collection time interval needs to be increased, appropriately increase the value of K; otherwise, appropriately decrease the value of K.

In order to verify the method of dynamic sensing data acquisition, we used the W5 experimental system [17], which has common sensor types. This is an experimental system for monitoring, image acquisition, data analysis, meteorological prediction, and pesticide spraying. It is simple and direct and was therefore chosen as the experimental platform in this study.

The quality and efficiency of sensor data acquisition are of great significance to Internet of Things equipment, namely, (1) improving the quality of Internet of Things equipment because accurate sensor data is the scientific basis for improving the quality of equipment; (2) real-time understanding of the status of equipment because staff can understand the status of the system in real time through sensor data acquisition so as to monitor the equipment; (3) measuring the quality of Internet of Things equipment. In practice, the quality and efficiency of sensor data collection are always regarded to be an important factor to measure the quality of Internet of Things equipment.

The aim of this study was to introduce the dynamic change judgment model of sensor data and adjust the acquisition frequency in real time according to the change in sensor data. The change in sensor data was calculated and judged according to data collected in the recent period, and the amount of data collected depended on the performance of the system. Feedback control was used to deal with the change in environment and make the model adaptive. We mainly investigated the acquisition time interval algorithm and the data changing degree judgment algorithm.

The rest of this paper is organized as follows. Section 2 discusses the dynamic acquisition algorithm of sensor data, including judgment of the degree of data change, adjustment of acquisition time interval, dynamic acquisition model of sensor data, and the method of data fusion. Section 3 outlines the experiment, and Section 4 concludes the work.
2. Dynamic Acquisition and Fusion

2.1. Data Change Decision

In data change decision, we make decisions based on the data currently collected. It determines a collection window in advance and then fits the data in the collection window and predicts the data of the next collection point. After collecting the data of the next collection point, the predicted data and the practical data are compared. If the compared result exceeds the specified threshold, the data is regarded to be changing remarkably; otherwise, the data is considered to be changing slowly.

During the whole movement process, due to the interference of external factors, the change in sensor data appears irregular. However, in a relatively small range, this change can be approximated by a function [14]. In order to facilitate calculation, the data in the acquisition window are processed by regression.

Suppose \( m \) to be the size of the collection window. For \( x_i \), which is one of the components of \( X \), we continuously conduct the collection process \( m \) times, i.e., collect \( m \) times the values of \( x_{i,1}, x_{i,2}, \ldots, x_{i,m} \) and then predict the value of \( x_{i,m+1} \) based on the collected data.

If the predicted value of \( x_i \) is \( x_i' \), then the absolute value of the degree of change will be \(|x_i - x_i'|\).

Let \( D_i^m \) denote the variance of \( m \) collection points related with \( x_i \). Then, \(|x_i - x_i'|/D_i^m\) denotes the relative changing degree related with \( x_i \). Obviously, the relative changing degree is a numeric number greater than 0, and in most cases, the number is less than 1.

For the method of data change decision, we give a data changing degree threshold \([\epsilon^-, \epsilon^+]\) in advance and then compare the value of actual change and the threshold. If the value of actual change is greater than the given threshold \(\epsilon^+\), we regard the data change as exceeding the maximum linear errors permitted by the system, and the acquisition time intervals will be shortened to improve the fitting precision. If the actual change is less than the given threshold \(\epsilon^-\), we regard the data change as lower than the minimum linear errors permitted by the system and then adopt the method that increases the acquisition time intervals to decrease the bandwidth. If the actual change is within the interval \([\epsilon^-, \epsilon^+\)], we regard the current acquisition time intervals as better portraying the changing data, and the acquisition time intervals are kept the same. Equation (1) formalizes these situations.

\[
\begin{cases}
  |x_i - x_i'|/D_i^m > \epsilon^+ & \text{shorten collecting interval} \\
  |x_i - x_i'|/D_i^m < \epsilon^- & \text{increase collecting interval} \\
  \text{otherwise} & \text{maintain collecting interval}
\end{cases}
\]

In Equation (1), \( x_i \) takes values according to the domain knowledge; \( x_i' \) is the predicted value of \( x_i \), whose unit is the same as \( x_i \); \( m \) is the size of the collection window, i.e., the number of samples; \( D_i^m \) is the variance of \( m \) samples; \( \epsilon^- \) is the minimum threshold of data changing degree; \( \epsilon^+ \) is the maximum threshold of data changing degree. The size of the collection window, \( m \), is set according to the domain, and the values of \( m \) are different in different fields. If \( m \) takes the larger values, more historical data is used for prediction and the predicting precision is higher, but the time consumption is larger. If \( m \) takes the smaller values, less historical data is used for prediction and the predicting precision is lower, but the time consumption is smaller.

Equation (1) shows that the correction of the acquisition interval is not only related to the deviation between the current value and the mean value but also to the variance of the acquisition interval. This is an optimization process, and by constantly calculating deviations and variances, we can find a local optimal time interval.

2.2. Dynamic Regulation

When the system judges the data changing degree as greater than the preset threshold, it will adjust the acquisition time intervals dynamically. In the following section, the dynamic regulation technique based on acquisition time intervals is introduced.
**Definition 1** (acquisition time slice, \( \Delta \tau \)). The acquisition time slice is the basic unit of acquisition time, and the acquisition time interval consists of one or more acquisition time slices.

Suppose acquisition time interval to be \( T \) and \( T = K \Delta \tau \), where \( K \) takes the integers greater than or equal to 1.

The basic unit of dynamic adjustment technology based on acquisition time interval is the time slice: When \( |x_i - x_i'|/D^{\text{m}}_i > \varepsilon^+ \), the collection time interval will decrease \( \Delta \tau \), and this judgment will be conducted periodically, i.e., if \( |x_i - x_i'|/D^{\text{m}}_i > \varepsilon^+ \) still holds, then the acquisition time interval will continue to decrease \( \Delta \tau \) until the condition does not hold; when \( |x_i - x_i'|/D^{\text{m}}_i < \varepsilon^- \), the acquisition time interval will increase \( \Delta \tau \), and this judgment will be conducted periodically, i.e., if \( |x_i - x_i'|/D^{\text{m}}_i < \varepsilon^- \) still holds, the acquisition time interval will continue to increase \( \Delta \tau \); in other cases, the collection time interval will stay unchanged.

A dynamic regulation method based on acquisition time and feedback control is shown in Figure 1.

In Figure 1, the control index is the data changing threshold \( [\varepsilon^-, \varepsilon^+] \), which is used to adjust the acquisition time interval; the controlled object is the collection time interval \( T \), which is a variable; and the control law is the associated relationship formed by data collection, computing \( D^{\text{m}}_i \), predicting \( x_i' \), computing \( |x_i - x_i'|/D^{\text{m}}_i \), comparing \( [\varepsilon^-, \varepsilon^+] \), and so on.

The implementation steps for dynamically regulating the acquisition time interval based on feedback control are as follows.

First step: Initialize system and define the size of the collection window, data changing degree threshold, and size of the acquisition time slice.

Second step: Start the timer and make the time interval of the timer equal to the acquisition time interval.

Third step: Conduct the data acquisition.

Fourth step: Collect the data in the acquisition window and compute the variance and predict the value of the next acquisition point.

Fifth step: Collect the next data point and conduct comparison with the predicted value and compute the relative changing degree.

Sixth step: Judge according to the changing degree, i.e., if the changing degree is larger than the given maximum threshold, decrease the current collection time interval; if the changing degree is smaller than the given minimum threshold, increase the current acquisition time interval.

Seventh step: Modify the current time interval of the timer and make it equal to the new acquisition time interval.

Eighth step: Execute steps 3–7 repeatedly until the end of data collection.
Algorithm 1. Dynamic Adjustment Algorithm of Acquisition Time Interval

**Input:** m, size of acquisition window; \([\varepsilon^-, \varepsilon^+], \) threshold of data changing degree; T, acquisition time interval; \(\Delta \tau, \) acquisition time slice; alpha, threshold of confidence;

**Output:** S, acquisition dataset;

**Design of algorithm:**

1. Initialization \((m, \ [\varepsilon^-, \varepsilon^+], \Delta \tau); \) //System initialization
2. Start the timer with \(T; \) //Start the timer with collection time interval \(T\)
3. while (acquisition is not terminated) \{ //data acquisition loop
   4. \(S \leftarrow \) conduct collection;
   5. \(W \leftarrow \) get data \((S, m); \) //get the collect data to \(W\)
   6. \(W_{\text{var}} = \text{var}(W); \) //compute the variance of the dataset \(W\)
   7. \(x^* \leftarrow \text{regress.predict}(W, \alpha); \) //predict by regress method
   8. \(x \leftarrow \text{sampling}(S); \) //collect the value of the next point
   9. if(\(|x - x^*| / W_{\text{var}} > \varepsilon^+\) \{ //Decrease the acquisition time interval
      10. \(T = T - \Delta \tau; \)
   11. else if(\(|x - x^*| / W_{\text{var}} < \varepsilon^-\) \{ //Increase the acquisition time interval
      12. \(T = T + \Delta \tau; \)
   13. \}
   14. \} //The system converges or runs the prescribed iteration steps

**Remarks:** In Algorithm 1, firstly initialize the system according to the parameters, such as the size of acquisition window, data changing degree threshold, and acquisition time slice. Then, start the timer and set the initial collection time interval to be \(T\). Finally, enter into the data acquisition loop. In the data acquisition loop, firstly save the collected data into the dataset \(S\), then compute the variance of the data in the acquisition window according to the collected data, and then conduct the regression analysis for the data in the collection window and predict the value of the next acquisition point. According to Equation (1), judge whether the data changing degree exceeds the preset threshold. If the value of the relative changing degree is greater than the maximum data changing degree threshold, the acquisition time interval will be decreased by an acquisition time slice; if the value of the relative changing degree is less than the minimum data changing degree threshold, the acquisition time interval will be increased by an acquisition time slice; and in other circumstances, the acquisition time interval will be maintained.

In addition, in the dynamic adjustment algorithm of acquisition time interval, the sampling interval is adjusted by adding or reducing a fixed time unit. When the deviation between the predicted value and the actual value is large, the increase or decrease of the calculation is linear and frequent. When the deviation between the predicted value and the actual value is small, the increase or decrease of the calculation will occur less. This is an effective adjustment method, which has three advantages: (1) simple and easy to implement; (2) high operating efficiency; (3) high fault tolerance if the time slice value is small.

The potential algorithms in this paper include data preprocessing, calculation of acquisition interval, acquisition of data transmission rate, dynamic adjustment of acquisition interval, etc. Their logical relationship is that data preprocessing is carried out first, and periodic cycle is then introduced. In the cycle, data are collected according to the current acquisition interval, and the data transmission rate is detected; the mean and variance are also computed at the same time. According to the transmission rate, adjust the acquisition interval or maintain the status quo so that the cycle continues until the completion of data acquisition.
Because this algorithm collects data from adjacent time intervals, the number of acquisitions is small, and the training can be completed in a very short time. In addition, there is a local correlation between the data, which also ensures the validity of the training model. The training model is a linear model. According to the current fitting model, the data of the next moment are predicted, and a new fitting model is then generated at the next moment to predict the data of the next time, i.e., iteration.

Acquisition and fusion of sensor data is an organic whole. After the data of the first N frames are collected by several sensors, the average values are fused and compared with the actual values to determine the sampling rate of the next frame.

3. Sensor Data Acquisition System

3.1. System Composition

W5 is an experimental system for verifying sensor networks, which has the advantages of convenient operation, high accuracy, reliable transmission, and accurate positioning. W5 has been proven to be stable, functional, and expansible in multiparty testing and teaching, and it can play a good platform role in practical research. This training platform provides full ecological practice training for sensing equipment, which involves many contents, such as the Internet of Things technology, electronic engineering, computer engineering, mobile internet, communication engineering, biomedical electronics, and so on [18–25]. It is especially suitable for Internet of Things, electronic engineering, computer software, medical electronics, and communication engineering. An image of the system is presented in Figure 2.

![Figure 2. W5 experimental platform.](image)

The sensor network of W5 consists of ground control station, remote control adapter, radio control (RC) receiver, RC controller, data radio, autopilot, and so on, as shown in Figure 3.

![Figure 3. W5 sensor network.](image)
In Figure 3, the components of the W5 system are divided into two classes: sensor parts and controlled parts. The controlled parts include autopilot, airborne data radio, and so on, while the sensor parts include ground control station, RC receiver, RC controller, remote control adapter, ground data radio, and so on.

In the W5 system, there are three wireless transmission paths: the first is the wireless transmission path between RC controller and RC receiver, whose frequency is 2.4 GHz; the second is the wireless transmission path between ground data radio and airborne data radio, whose frequency is 433 MHz; and the third is the wireless transmission path between the video receiver on ground and the video capture card onboard, whose frequency is 5.8 GHz.

There are three functional modules in the W5 system: (1) remote control module, i.e., the data link consisting of RC remote controller, RC receiver, remote control adapter, ground data radio, and airborne data radio, whose function is to provide the interfaces for users to remotely control the controlled objects; (2) planning and management module, i.e., the data link consisting of ground control station, remote control adapter, ground data radio, airborne data radio, and autopilot, whose function is route planning, task management, and automatic control; (3) video collection module, i.e., the data link consisting of the video receiver on the ground part and the video capture card on the airborne part, whose function is video collection, video display, and video recording.

### 3.2. Sensing Data Acquisition

The acquisition of sensor data involves different devices, including the following:

1. Location identification: data obtained from the sensor of the global positioning system (GPS) receiver
2. Number of satellites: data obtained from the sensor of the GPS receiver
3. Control pattern: data obtained from the ground control station
4. Type of reception: data obtained from the ground control station
5. Identification of reception: data obtained from the sensor of the RC receiver
6. Mark of automatic aerial photography: data obtained from the ground control station
7. Mark of cycling route: data obtained from the ground control station
8. Flight mode: data obtained from the sensor of the RC remote controller and the ground control station
9. Types of taking off and landing: data obtained from the sensor of the RC remote controller and the ground control station
10. Longitude and latitude: data obtained from the sensor of the GPS receiver
11. Heading: data obtained from the sensor of the autopilot
12. Speed: data obtained from the sensor of the autopilot
13. GPS altitude: data obtained from the sensor of the GPS receiver
14. Barometric height: data obtained from the sensor of the autopilot
15. Distance to the destination waypoint: data obtained from the sensor of the autopilot
16. Lateral deviation distance: data obtained from the sensor of the autopilot

In order to facilitate research, the relevant variables are formalized, namely, location identification (x1), number of satellites (x2), control pattern (x3), type of reception (x4), identification of reception (x5), mark of automatic aerial photography (x6), mark of cycling route (x7), flight mode (x8), types of taking off and landing (x9), longitude (x10) and latitude (x11), heading speed (x12), GPS altitude (x13), barometric height (x14), distance to the destination waypoint (x15), and lateral deviation distance (x16):

\[
X = [x_1, x_2, \ldots, x_{16}] \quad (2)
\]

Obviously, X is a 16-dimensional vector.
Vector is a good way to express input data. It expresses equations in a concise way, and it is suitable for multidimensional data applications. Therefore, the X represents the input data.

We can regard the sensor data as a time-varying function \( X(t) = f(t) = [x_1(t), x_2(t), \ldots x_{16}(t)] \). Obviously, the changes in \( X(t) \) are related to the sensor device, and different time intervals correspond to different states.

When the data changing degree is different, the acquisition period has a different influence on the change curve, i.e., the larger the acquisition period, the harder it is for the change curve to reflect the real situation; in contrast, the smaller the acquisition period, the greater the impact on the efficiency of the system. Therefore, the data acquisition algorithm based on equal time interval is low efficiency, which ignores the changing feature of acquisition data.

4. Experiments

We used W5 experimental device for dynamic data acquisition and fusion experiments, and the results are shown in Figures 4–6.

Figures 4–6 are the first phase of the experiment and show the changing situations of collection data in the following time intervals: 0–100, 101–200, and 201–300 s.

In Figure 4, it can be seen that the curve changes sharply in the 51–75 s time interval. If equal time interval collection is adopted, it will be hard to find the details of the changes. Therefore, within 51–75 s, the sampling rate needs to be reduced to find the detailed changes.

In Figure 5, changes in global position service (GPS) altitude in the 101–200 s time interval.
In Figure 5, the current sampling rate is too large for data collection in the 101–125 s and 175–200 s time intervals. Therefore, the sampling rate needs to be reduced to capture the data changes within the two time intervals.

![Figure 6. Distance to destination waypoint in the 201–300 s time interval.](image)

In Figure 6, the sampling rate between 201 and 225 s should be maintained, and the sampling rate in the 226–300 s time interval should be reduced.

The second phase of the experiment was environmental data collection. Here, the algorithm of dynamic regulation technique for the acquisition time intervals was adopted, as shown in Figure 7.

![Figure 7. Result of dynamic regulation technique for the acquisition time intervals.](image)

In Figure 7, according to the dynamic regulation technique, the collection effect in the 201–225 s time interval is basically the same as the changes in Figure 6. However, in the 226–300 s time interval, the collection effect has obvious enhancement, i.e., the collection effect is basically the same as the real changes and better than the results in Figure 6.

In order to verify the effectiveness of this method, the data collected by the sensors were fused in stages. For the processing, the time estimation method [4], passive monitoring method [5], sampling method [6], and dynamic adaptive method were used, among which the first three are fixed acquisition intervals and the last one is dynamic acquisition interval.

Table 1 shows a comparison between the sensor data dynamic collection algorithm and the algorithms of [4–6].
Table 1. Comparison between the collection algorithms.

| Experimental Content                  | Fixed Acquisition Interval | Dynamic Time Interval | Improvement (%) |
|---------------------------------------|-----------------------------|-----------------------|-----------------|
|                                       | Sampling Interval (ms)      | Deviation to the Desired Value | Sampling Interval (ms) | Deviation to the Desired Value |                      |
| Heading experiment                     | 10                          | 512.0                 | Dynamic          | 125.0                      | 309.6                |
| Speed experiment                       | 10                          | 51.4                  | Dynamic          | 41.2                       | 24.8                 |
| GPS altitude                           | 10                          | 37.6                  | Dynamic          | 27.8                       | 35.3                 |
| Barometer height                       | 10                          | 41.7                  | Dynamic          | 39.2                       | 6.4                  |
| Distance to waypoint                   | 10                          | 682.7                 | Dynamic          | 122.8                      | 455.9                |
| Lateral deviation                      | 10                          | 75.4                  | Dynamic          | 23.4                       | 222.2                |
| Distance experiment                    | 10                          | 450                   | Dynamic          | 180                        | 150.0                |
| Locating identification                | 10                          | 0                     | Dynamic          | 0                          | 0                    |
| Number of satellites                   | 10                          | 0                     | Dynamic          | 0                          | 0                    |
| Control mode                           | 10                          | 0                     | Dynamic          | 0                          | 0                    |
| Reception types                        | 10                          | 0                     | Dynamic          | 0                          | 0                    |
| Reception identification              | 10                          | 0                     | Dynamic          | 0                          | 0                    |
| Automatic photography                  | 10                          | 0                     | Dynamic          | 0                          | 0                    |
| Cycling route identification           | 10                          | 0                     | Dynamic          | 0                          | 0                    |
| Flight pattern                         | 10                          | 0                     | Dynamic          | 0                          | 0                    |
| Types of taking off and landing        | 10                          | 0                     | Dynamic          | 0                          | 0                    |
| Longitude and latitude                 | 10                          | 5.8                   | Dynamic          | 1.2                        | 383.3                |

In Table 1, “deviation to the desired value” denotes the standard deviation between the measured values and the desired values, i.e., \( \text{Sqrt}\left\{(\sum(x_i - x'_i)^2)/(m-1)\right\} \). In this formula, \( \sum \) denotes the summation, \( x'_i \) denotes the desired value of \( x_i \), \( m \) denotes the size of the sampling window, and \( \text{Sqrt} \) denotes solving the square root. The desired values are measured by as little sampling time interval as possible. “Improvement (%)” means \( \text{(deviation to the desired value in old method – deviation to the desired value in new method) / deviation to the desired value in new method} \times 100\% \).

The efficiency of all stages of experiments was not significantly reduced under the premise of improving the experimental accuracy, as shown in Figure 8.

![Efficiency Comparison](image)

**Figure 8. Efficiency comparison.**

In Figure 8, the average sampling interval of the dynamic sampling method is 200/16 = 12.5, which is larger than that of the fixed sampling method. This reduces the processing time and data transmission time of the processor and improves the average efficiency.

The experimental effects (improvement) of the heading, distance to the destination waypoints, lateral deviation distance, and longitude and latitude experiments were the best, achieving over 300%
improvement on average. The effects of the speed, GPS altitude, barometric height, and locating identification experiments were next, achieving about 20% improvement on average.

5. Conclusions

Sensor data dynamic adaptive acquisition is a meaningful research topic. In this paper, an adaptive data acquisition method based on time interval dynamic adjustment is proposed. Sensor networks are located in a variety of complex natural environments, which makes it necessary for sensor data acquisition to adapt to them. The existing data processing methods based on sensor networks adopt fixed acquisition time interval, which not only wastes bandwidth but also reduces the accuracy of sensor data acquisition. By detecting and judging the degree of data change, the proposed method can dynamically adjust the time interval of sensor acquisition according to the data change, thus ensuring the efficiency and accuracy of acquisition. In this study, a wireless communication system with sensor devices was constructed to verify the effectiveness and efficiency of the proposed method.

Author Contributions: Conceptualization, Y.Y.; methodology, Y.Y.; software, C.Z. and L.G.; validation, L.G. and C.Z.; investigation, L.G. and C.Z.; data curation, L.G. and C.Z.

Funding: The research was supported by Basic Research on the Frontier and Application of Chongqing City under grant cstc2015jcyjA40006; the National Natural Science Foundation of China (No. 61702059); Postgraduate Educational Grant of Chongqing City (yjg20163062); Educational Grant of Chongqing University (2016Y25); Research Fund of Guangxi Key Lab of Multisource Information Mining & Security (MIM18-03); and Project No. 2018CDGFC0020 supported by the Fundamental Research Funds for the Central Universities.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Kumar, N.; Dash, D. Mobile data sink-based time-constrained data collection from mobile sensors: A heuristic approach. *IET Wirel. Sens. Syst.* **2018**, *8*, 129–135. [CrossRef]
2. Tukiran, Z.; Ahmad, A. Exploiting LabVIEW FPGA in Implementation of Real-Time Sensor Data Acquisition for Rowing Monitoring System. In Proceedings of the 3rd International Conference on Soft Computing and Data Mining (SCDM), Johor, Malaysia, 6–7 February 2018; Volume 8, pp. 272–281.
3. Shi, C.; Zou, B.; Cai, M.; Meng, Z.; Chen, Z. Adaptive Asynchronous Sampling Based Motion Data Compression. *Acta Electron. Sin.* **2012**, *40*, 128–133.
4. Silvestri, E.E.; Yund, C.; Taft, S. Considerations estimating microbial environmental data concentrations collected from a field setting. *J. Expo. Sci. Environ. Epidemiol.* **2017**, *27*, 141–151. [CrossRef] [PubMed]
5. Vidya, T.N.C. Large, secondarily collected data in biological and environmental sciences. *Curr. Sci.* **2014**, *106*, 802–803.
6. Kenny, L.C.; Thorpe, A.; Stacey, P. A collection of experimental data for aerosol monitoring cyclones. *Aerosol Sci. Technol.* **2017**, *51*, 1190–1200. [CrossRef] [PubMed]
7. Finke, A.D.; Panepucci, E.; Vonrhein, C. Advanced Crystallographic Data Collection Protocols for Experimental Phasing. *Methods Mol. Biol.* **2016**, *1320*, 175–191. [PubMed]
8. Bosse, J.D.; Leblanc, R.G.; Jackman, K. Benefits of Implementing and Improving Collection of Sexual Orientation and Gender Identity Data in Electronic Health Records. *Comput. Inform. Nurs.* **2018**, *36*, 267–274. [CrossRef] [PubMed]
9. Naven, L.; Inglis, G.; Harris, R. Right Here Right Now (RHRN) pilot study: Testing a method of near-real-time data collection on the social determinants of health. *Evid. Policy* **2018**, *14*, 301–321. [CrossRef]
10. Parvardeh, A.; Balakrishnan, N. On Mixed Delta-Shock Models. *Stat. Probab. Lett.* **2015**, *102*, 51–60. [CrossRef]
11. Liu, W.; Zhan, B.; Zhang, Z.W. Model Selection in Finite Mixture of Regression Models: A Bayesian Approach with Innovative Weighted G Priors and Reversible Jump Markov Chain Monte Carlo Implementation. *J. Stat. Comput. Simul.* **2015**, *85*, 2456–2478. [CrossRef]
12. Shiravi, A.; Shiravi, H.; Tavallaei, M.; Ghorbani, A.A. Toward Developing a Systematic Approach to Generate Benchmark Datasets for Intrusion Detection. *Comput. Secur.* **2012**, *31*, 357–374. [CrossRef]
13. Li, J.; Zhou, Y.F.; Lamont, L.; Yu, F.R.; Rabbath, C.A. Swarm Mobility and Its Impact on Performance of Routing Protocols in MANETs. *Comput. Commun.* 2012, 35, 709–719. [CrossRef]

14. Zou, Z.Y. Non-Singular Fixed-Time Terminal Sliding Mode Control of Non-Linear Systems. *IET Control Theory Appl.* 2015, 9, 545–552.

15. Hens, A.B.; Tiwari, M.K. Computational Time Reduction for Credit Scoring: An Integrated Approach Based on Support Vector Machine and Stratified Sampling Method. *Expert Syst. Appl.* 2012, 39, 6774–6781. [CrossRef]

16. Guttman, M.M.; Roberts, G.W. Sampled-Data Iir Filtering via Time-Mode Signal Processing. *Analog Integr. Circuits Signal Process.* 2012, 71, 495–506. [CrossRef]

17. Yin, Y.F.; Wang, X.N.; Guan, H.C.; Zeng, Y.F. Online Joint Control Approach to Formation Flying Simulation. *IEEE Aerosp. Electron. Syst.* 2014, 29, 24–36.

18. Byun, S.-W.; Lee, S.-P. Hand Gesture Recognition Suitable for Wearable Devices using Flexible Epidermal Tactile Sensor Array. *J. Electr. Eng. Technol.* 2018, 13, 1731–1738.

19. Farley, B.; Bullock, A.; Kaul, I. Validation of a Wearable Device for Continuous Tremor Measurement in Parkinson’s Disease and Essential Tremor. *Mov. Disorder.* 2018, 33, S66–S67.

20. Kuan, J.-Y.; Pasch, K.A.; Herr, H.M. A High-Performance Cable-Drive Module for the Development of Wearable Devices. *IEEE/ASME Trans. Mechatron.* 2018, 23, 1238–1248. [CrossRef]

21. Liu, L.; Wang, S.; Hu, B.; Qiong, Q.Y.; Wen, J.H.; Rosenblum, D.S. Learning structures of interval-based Bayesian networks in probabilistic generative model for human complex activity recognition. *Pattern Recognit.* 2018, 81, 545–561. [CrossRef]

22. Gravina, R.; Alinia, P.; Ghaseemzadeh, H.; Fortino, G. Multi-sensor fusion in body sensor networks: State-of-the-art and research challenges. *Inf. Fusion* 2017, 35, 68–80. [CrossRef]

23. Fortino, G.; Galzarano, S.; Gravina, R.; Li, W.F. A framework for collaborative computing and multi-sensor data fusion in body sensor networks. *Inf. Fusion* 2016, 22, 50–70. [CrossRef]

24. Fortino, G.; Parisi, D.; Pirrone, V.; Di Fatta, G. BodyCloud: A SaaS approach for community Body Sensor Networks. *Future Gener. Comput. Syst.* 2014, 35, 62–79. [CrossRef]

25. Fortino, G.; Giannantonio, R.; Gravina, R.; Kuryloski, P.; Jafari, R. Enabling Effective Programming and Flexible Management of Efficient Body Sensor Network Applications. *IEEE Trans. Hum. Mach. Syst.* 2013, 43, 115–133. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).