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Abstract—We apply the generalized sphere-packing bound to two classes of subblock-constrained codes. À la Fazeli et al. (2015), we make use of automorphisms to significantly reduce the number of variables in the associated linear programming problem. In particular, we study binary constant subblock-composition codes (CSCCs), characterized by the property that the number of ones in each subblock is constant, and binary subblock energy-constrained codes (SECCs), characterized by the property that the number of ones in each subblock exceeds a certain threshold. For CSCCs, we show that the optimization problem is equivalent to finding the minimum of \( N \) variables, where \( N \) is independent of the number of subblocks. We then provide closed-form solutions for the generalized sphere-packing bounds for \( t \)-error correcting CSCCs for \( t \in \{1, 2, 3\} \). For SECCs, we provide closed-form solutions for the generalized sphere-packing bounds for single errors in certain special cases. We also obtain improved bounds on the optimal asymptotic rate for CSCCs and SECCs, and provide numerical examples to highlight the improvement.

Index Terms—Subblock-constrained codes, constant subblock-composition codes (CSCCs), subblock energy-constrained codes (SECCs), generalized sphere-packing bound.

I. INTRODUCTION

SUBBLOCK-CONSTRAINED codes are a class of constrained codes where each codeword is divided into smaller subblocks, and every subblock satisfies a certain application-dependent constraint. Subblock-constrained codes have recently gained attention as they are suitable candidates for applications such as simultaneous energy and information transfer [3], visible light communication [4], low-cost authentication methods [5], and powerline communications [6].

In the application of simultaneous energy and information transfer, we have an energy-harvesting receiver that uses the same received signal both for decoding information and for harvesting energy, which is employed to power its circuitry. In the scenario where the receiver has limited battery size, a signal with bursty energy content may cause power outage at the receiver since the battery will drain during intervals with low signal energy. In practice, imposing only an average received power constraint is not sufficient; we also need to regularize the transferred energy content. This is because a codeword satisfying the average power constraint may still cause power outage at the receiver if the energy content in the codeword is bursty, since a receiver battery with small capacity may drain during periods of low signal energy. In order to regularize the energy content in the signal, Tandon et al. adopted a subblock-constrained approach where codewords are divided into smaller subblocks, and every subblock must carry energy exceeding a given threshold [3]. The subblock length and the energy threshold can be chosen to meet the energy requirement at the receiver. This subblock approach to real-time energy transfer is also relevant in scenarios where symbols are batch-processed at the receiver.

In this article, we discuss two important subclasses of subblock-constrained codes. The first subclass is class of the constant subblock-composition codes (CSCCs). Binary CSCCs have various applications [4], [5], [7], and are characterized by the property that each subblock in every codeword has the same weight, i.e. each subblock has the same number of ones. The second subclass of subblock-constrained codes that we study is the class of subblock energy-constrained codes (SECCs). SECCs ensure that the energy content in every subblock of each codeword exceeds a certain threshold [3]. SECCs have applications in simultaneous energy and information transfer [3], and binary SECCs are characterized by the property that the number of ones in each subblock is at least \( w \). Bounds on the capacity and error exponent for SECCs and CSCCs over noisy channels were presented in [3, while bounds on the SECC and CSCC code size and asymptotic rate, with minimum distance constraint, were analyzed in [8].

In this article, we study a modified version of the generalized sphere-packing bound à la Fazeli et al. [9]. A specialized version of the generalized bound was first introduced by Kulkarni and Kiyavash [10] in the context of deletion-correcting codes and since then, variants of their method were applied to a myriad of coding problems (see [9] for a survey). Fazeli et al. then studied their method in a general setup and provided what is called the generalized sphere-packing bound. Now, the generalized sphere-packing bound is essentially given by the optimal solution of a linear programming problem and in most cases, determining its exact value is difficult. Nevertheless, we apply the symmetry techniques in [9] to significantly reduce the size of the linear program and our main contributions are the closed-form solutions of the generalized sphere-packing bound in certain cases for CSCCs and SECCs.
We also extend the results in [8] to present improved upper bounds on the asymptotic rates for CSCCs and SECCs for a range of relative distance values. These results are obtained by applying a modified version of the sphere-packing bound (Sec. II), and by judiciously choosing appropriate constrained spaces for estimating asymptotic ball sizes.

II. GENERALIZED SPHERE-PACKING BOUND

We give a modified version of the sphere-packing bound in full generality, and then specialize it to the class of codes that we are interested in.

Let \( \tau \) be a distance metric defined over \( \Sigma^n \) and pick some constrained space \( S \subseteq \Sigma^n \). A subset \( C \subseteq S \) is an \( (n, d; S) \)-code if \( d = \min\{\tau(x,y) : x, y \in C, x \neq y\} \) and we are interested in determining the value \( A(n, d; S) \triangleq \max\{|C| : C \text{ is an } (n, d; S)\text{-code}\} \).

Fix \( d \) and set \( t = \lceil (d-1)/2 \rceil \). For \( x \in S \), let \( B(x, t) \) be the ball \( \{y \in \Sigma^n : \tau(x,y) \leq t\} \). We further define \( T \triangleq \bigcup_{x \in S} B(x, t) \). In other words, \( T \) is the set of all words whose distance is at most \( t \) from some word in \( S \).

We consider a binary matrix \( M \) whose rows are indexed by \( S \) and columns are indexed by \( T \). Set

\[
M_{x,y} = \begin{cases} 1 & \text{if } \tau(x,y) \leq t, \\ 0 & \text{otherwise.} \end{cases}
\]

**Theorem 1 (Fazeli et al. [9], Cullina and Kiyavash [11]):** For \( d \leq n \), set \( t \) and \( M \) as above. Then

\[
A(n, d; S) \leq \min \left\{ \sum_{y \in T} Y_y : MY \geq 1, Y_y \geq 0 \text{ for } y \in T \right\}.
\]

(1)

Usually, we consider spaces \( S \) whose size is exponential in \( n \). Therefore, determining the exact value of (1) by solving the linear program directly is computationally prohibitive. Hence, the authors in [9], [11] chose certain feasible points in the linear program (1) and evaluated the objective functions to obtain upper bounds on \( A(n, d; S) \). In particular, Cullina and Kiyavash [11] introduced the local degree iterative algorithm to pick “good” feasible points. In the following theorem, we picked feasible points by judiciously choosing constrained spaces that contain \( S \) and estimating the corresponding ball sizes. This is motivated by Freiman’s and Berger’s methods [12], [13] that improve the usual sphere-packing bounds for constant weight codes.

Formally, we choose \( \tilde{S} \subseteq \Sigma^n \), a subset possibly different \(^1\) from \( S \). For \( x \in \tilde{S} \), define \( \mathcal{B}_{\tilde{S}}(x, t) \triangleq \{y \in \tilde{S} : \tau(x,y) \leq t\} \) and set \( V_{S,\tilde{S}}(t) \triangleq \min\{|\mathcal{B}_{\tilde{S}}(x,t) : x \in S\}| \).

**Theorem 2:** Set \( t = \lceil (d-1)/2 \rceil \). For any \( \tilde{S} \subseteq \Sigma^n \), if \( V_{S,\tilde{S}}(t) \geq 1 \), then

\[
A(n, d; S) \leq \frac{\tilde{n}}{V_{S,\tilde{S}}(t)}.
\]

(2)

\(^1\)Given a constrained space \( S \), a word \( x \in S \) and radius \( t \), there are usually points whose distance from \( x \) is at most \( t \) that lie outside \( S \). Hence, in considering sphere-packing type bounds, we consider spaces that are possibly different from the original constrained space.

**Proof:** Abbreviate \( V_{S,\tilde{S}}^{\min}(t) \) with \( V \) and consider the vector \( Y \) with entries \( Y_y \) defined as

\[
Y_y = \begin{cases} 1/V & \text{if } y \in \tilde{S}, \\ 0 & \text{otherwise.} \end{cases}
\]

We show that vector \( Y \) above is a feasible point in the optimization program (1). In other words, we claim that \( MY \geq 1 \). Indeed, for \( x \in S \), let \( M_x \) denote the row of \( M \) that corresponds to \( x \). We have that

\[
M_x Y = |\mathcal{B}_{\tilde{S}}(x,t) / V| = |\mathcal{B}_{\tilde{S}}(x,t)| / V \geq 1,
\]

since \( V \) corresponds to the smallest ball volume. To complete the proof, it remains to compute the objective value that is

\[
\sum_{y \in T} Y_y = \sum_{y \in \tilde{S} \cap T} Y_y \leq |\tilde{S}| / V.
\]

Observe that there are exponentially many choices for the constrained space \( \tilde{S} \). Nevertheless, in this article, for the class of CSCCs, we provide a small family of constrained spaces and show that the optimal solution to (1) must correspond to one of these constrained spaces. Furthermore, the number of these constrained spaces depends only on \( t \) and is independent of the length \( n \).

Another approach to make the linear program (1) tractable exploits symmetries in the linear program. The approach essentially uses the symmetric structure of the linear program (1) to define another linear program that has significantly lesser variables and constraints, while ensuring the solution to the latter program is the same as the former. The method is formally summarized in Theorem 3 and we remark that similar methods can be found in linear programming literature (see Margot [14], and Bödi and Herr [15]). Independently, Fazeli et al. obtained Theorem 3 in the specialized setting of finding a fractional transversal in hypergraphs and applied it to various coding problems. Here, we describe the method in the language of metric spaces.

Recall that \( \tau \) is a distance metric defined over \( \Sigma^n \). We say that the permutations \( \pi : \Sigma^n \to \Sigma^n \) is an automorphism with respect to \( \tau \) if for all \( x, y \in \Sigma^n \), we have that \( \tau(x,y) = \tau(\pi(x), \pi(y)) \). It is known that the set \( G \) of all automorphisms with respect to \( \tau \) form a subgroup of the symmetric group on the set \( \Sigma^n \).

Consider \( \mathcal{X} \subseteq \Sigma^n \) and a subgroup \( H \) of \( G \). \( \mathcal{X} \) is \( H \)-closed if \( \pi(x) \in \mathcal{X} \) for all \( \pi \in H \) and \( x \in \mathcal{X} \). Recall that \( T \) is subset of \( \Sigma^n \) defined by the constrained space \( S \) and radius \( t \). Suppose that \( T \) is \( H \)-closed and let \( O_1, O_2, \ldots, O_N \) be the orbits under the group action of \( H \).

**Theorem 3 (Fazeli et al. [9]):** Given \( n, d, S \), we define \( t \), \( T \) and \( O_1, O_2, \ldots, O_N \) as above. Then

\[
A(n, d; S) \leq \min \left\{ \sum_{j \in [N]} Y_j^* : M^* Y^* \geq 1, Y_j^* \geq 0 \text{ for } j \in [N] \right\}.
\]

(3)

where \( M^* \) is a matrix whose rows are indexed by \( S \), columns are indexed by \( [N] \), and its entries are given by

\[
M^*(x,j) = \sum_{y \in O_j} M(x,y) \text{ for all } x \in S, j \in [N].
\]

Note that \( M^*(x,j) \) is also the size of the ball \( B_{O_j}(x,t) \).
A. Subblock-Constrained Codes

In this article, we focus on the Hamming metric and the following two constrained spaces. Our constrained spaces are parameterized by integers $m$, $L$ and $w$ with $L/2 \leq w \leq L$. We consider words of length $n \triangleq mL$, where each word is partitioned into $m$ subblocks, each of length $L$. The constant subblock-composition codes (CSCC) space is the space of all words that have constant weight $w$ in each subblock and is denoted by $\mathcal{C}(m, L, w)$. On the other hand, the subblock energy-constrained codes (SECC) space is the space of all words that have weight at least $w$ in each subblock and is denoted by $\mathcal{S}(m, L, w)$. The quantities of interest are hence

$$
C(m, L, d, w) \triangleq A(mL, d; \mathcal{C}(m, L, w)),$n
S(m, L, d, w) \triangleq A(mL, d; \mathcal{S}(m, L, w)).
$$

Our contributions are as follows:

(A) We provide exact solutions to the optimization problem given by (1).

- For CSCCs, we show that (1) can be computed by finding the minimum amongst a set of at most $N(t)$ values. We demonstrate that $N(t)$ is independent of $m$ and $L$ and provide a combinatorial interpretation of this value in Section III. Furthermore, each of these $N(t)$ values corresponds to a choice of constrained space $\mathcal{S}$ in Theorem 2. Using this fact, we provide closed-form solutions for the case $t \in \{1, 2, 3\}$.

- For SECCs, we show that (1) can be computed by solving a linear program in at most $L^m N(t)$ variables. For $t = 1$, we provide closed-form solutions for (1) in the following cases: (i) when $m = 1$ and $w \geq L/2$; (ii) when $w = L - 1$ and $L \geq m/2$.

(B) When $d$, or equivalently, $t$, grows linearly with $n$, the reduced optimization problem remains intractable. Nevertheless, we provide estimates to the optimization problem by judiciously choosing appropriate constrained spaces for estimating asymptotic ball sizes and subsequently, applying the generalized sphere-packing bound.

In comparison with [8], we obtain new upper bounds on the code sizes in the regime where the number of errors is constant, and provide improved upper bounds on the asymptotic rates for CSCCs and SECCs for a range of relative distance values. Crucially, by determining the exact optimization solutions, we demonstrate the limits of the generalized sphere-packing bound.

III. Closed-Form Solutions for (1) for Subblock-Constrained Codes

For words of length $mL$, we consider the following subgroup of automorphisms on $\{0, 1\}^{mL}$ with respect to the Hamming metric. Let $H$ be the set of automorphisms that permute the $m$ subblocks and then permute the $L$ coordinates within each block. Let $H$ act on the words $\{0, 1\}^{mL}$. Then under this group action, we can index each orbit with an $m$-tuple in

$$
\mathcal{P}(m, L) \triangleq \{[u_1, u_2, \ldots, u_m]: u_1 \geq \ldots \geq u_m, 0 \leq u_i \leq L\}.
$$

In other words, if we pick a word in $O_{u_1, u_2, \ldots, u_m}$

$$
[u_1, u_2, \ldots, u_m]
$$

is the $m$-tuple obtained by taking the $m$ weights of subblocks and arranging them in non-increasing order.

Example 1: Consider $m = 2$ and $L = 2$. Under the group action of $H$, the orbits are

$$
O_{[0, 0]} = \{0000\},
O_{[1, 0]} = \{0001, 0010, 0100, 1000\},
O_{[1, 1]} = \{0101, 0110, 1001, 1010\},
O_{[2, 0]} = \{0011, 1100\},
O_{[2, 1]} = \{1101, 1110, 0111, 1011\},
O_{[2, 2]} = \{1111\}.
$$

Notice that

$$
\mathcal{C}(m, L, w) = O_{[w^m]},
\mathcal{S}(m, L, w) = \bigcup_{u_1 \geq u_2 \geq \ldots \geq u_m \geq w} O_{u_1, u_2, \ldots, u_m}.
$$

Therefore, both $\mathcal{C}(m, L, w)$ and $\mathcal{S}(m, L, w)$ are $H$-closed. Here, we use the shorthand $[w^m]$ to denote the tuple $[w, w, \ldots, w]$. Let $t \in \{0, 1, 2, 3\}$.

To apply Theorem 3, we have to compute the orbit sizes and determine the number of orbits under the action of $H$.

First, we determine the number of words in the orbit corresponding to some $m$-tuple $u = [u_1, u_2, \ldots, u_m]$. To do so, we introduce the following notation for a multinomial. Let $\mu = (\mu_1, \mu_2, \ldots, \mu_\ell)$ be a vector of length $\ell$ such that $\sum_{i=1}^\ell \mu_i = m$. We write

$$
\binom{m}{\mu} \triangleq \binom{m}{\mu_1, \mu_2, \ldots, \mu_\ell} = \frac{m!}{\mu_1! \mu_2! \cdots \mu_\ell!}.
$$

For $u \in \mathcal{P}(m, L)$, set

$$
N(u) \triangleq \binom{m}{\mu}, \text{ where } \mu_j = \# \{i : u_i = j\} \text{ for } 0 \leq j \leq L.
$$

Then the size of $O_u$ is given by

$$|O_u| = N(u) \prod_{i=1}^m \binom{L}{u_i}.
$$

To determine the number of orbits, we look at the respective classes of subblock-constrained codes.

A. Constant Subblock-Composition Codes

First, we consider the space $\mathcal{S} = \mathcal{C}(m, L, w)$ and set $t = \lfloor (d - 1)/2 \rfloor$. Let $\mathcal{T}$ be the resulting space and our task is to determine the number of orbits that are contained in $\mathcal{T}$. Now, the orbits in $\mathcal{T}$ are indexed by the $m$-tuples in the set

$$
\mathcal{P}(m, L; w, t) \triangleq \{u \in \mathcal{P}(m, L) : \sum_{i=1}^m \max\{u_i - w, 0\} \leq t\}.
$$

Hence, our task is to determine the size of $\mathcal{P}(m, L; w, t)$. The next proposition states that this number is upper
bounded by a value independent of \(m, L,\) and \(w\). As its proof is combinatorial in nature, we defer the proof to Appendix A.

Proposition 4: For all \(m, L, w, t\), we have \(|P(m, L; w, t)| \leq N(t)\), where

\[
N(t) = \sum_{r=0}^{t} \sum_{i=0}^{r} p(i)p(r-i),
\]

and \(p(i)\) is the partition number of \(i\). Furthermore, we have equality, or \(|P(m, L; w, t)| = N(t)\), whenever \(m \geq t\) and \(t \leq \min(w, L - w)\).

Next, we set \(w = [w, w, \ldots, w]\) and observe that \(c(m, L, w) = O_w\). Applying Theorem 3, we reduce (1) to the following optimization program:

\[
\min \left\{ \sum_{u \in P(m, L; w, t)} |O_u| Y_u^* : M^* Y^* \geq 1, Y_u \geq 0 \right\},
\]

(5)

\(M^*\) is the matrix indexed by \(\{w\} \times P(m, L; w, t)\) whose entries are given by

\[M_{w,u}^* = \left| B_{O_u}((0^L-w^1)^m, t) \right|.
\]

Note that Theorem 3 states that the constraint matrix \(M^*_{\text{Thm3}}\) is indexed by \(S = c(m, L, w)\), while the corresponding optimization problem (5) uses a significantly smaller constraint matrix \(M^*\) with a single row. This simplification can be applied because the constraint matrix \(M^*_{\text{Thm3}}\) (provided by Theorem 3) comprises \(|S|\) identical rows. Hence, it is equivalent to considering an optimization problem with only one constraint as in (5).

The general expression for \(M^*_{w,u}\) can be obtained as such

\[M_{w,u}^* = N(u) \sum_{0 \leq t_1 + \cdots + t_m \leq t} \prod_{i=1}^{m} V(u_i, w, t_i),
\]

(6)

where

\[V(u, w, t) = \begin{cases} \frac{L-w}{t-u+w} & \text{if } t = u + w \text{ is even}, \\ 0 & \text{otherwise}. \end{cases}\]

Example 2: Consider \(m = 3, L = 10, w = 5\) and \(t = 2\). Then

\[P(m, L; w, t) = \binom{3}{10, 5, 2} = \left\{ \begin{array}{c} 5, 5, 5, \{6, 5, 5\}, [5, 5, 4], [7, 5, 5], \\ [6, 6, 5], [6, 5, 4], [5, 4, 4], [5, 5, 3] \end{array} \right\}.
\]

Then \(M^*\) is given by

\[M^* = \left\{ 76, 15, 15, 30, 75, 150, 75, 75, 30 \right\},
\]

and the objective function is given by

\[
252^2 Y_{555} + 3(210)(252)^2 Y_{655} + 3(210)(252)^2 Y_{554}
+ 3(120)(252)^2 Y_{755} + 3(252)(210)^2 Y_{665} + 6(252)(210)^2 Y_{654}
+ 3(252)(210)^2 Y_{544} + 3(120)(252)^2 Y_{553}
\]

Notice that there are eight variables and the feasible region is described by nine constraints (including the eight nonnegative constraints). Hence, each vertex of the feasible region has exactly seven zero components. Therefore, the optimal value of the linear program is given by

\[
\min \left\{ \frac{252^2}{76}, \frac{3(210)(252)^2}{15}, \frac{3(210)(252)^2}{15}, \frac{3(120)(252)^2}{30}, \right.
\]

\[
\left. \frac{3(252)(210)^2}{75}, \frac{6(252)(210)^2}{150}, \frac{3(252)(210)^2}{75}, \frac{3(120)(252)^2}{30} \right\} = 210565.894.
\]

More generally, we provide a closed formula for the exact solution to (5), or equivalently (1).

Proposition 5: For all \(m, L, w, t\), the exact solution to (1) for CSCCs is given by

\[
\min \left\{ \frac{|O_u|}{M^*_{w,u}} : u \in P(m, L; w, t) \right\} =
\min \left\{ \prod_{i=1}^{m} \frac{V(u_i, w, t_i)}{\prod_{0 \leq t_1 + \cdots + t_m \leq t} \sum} : u \in P(m, L; w, t) \right\}.
\]

(7)

Furthermore, since \(|P(m, L; w, t)| \leq N(t)\), the solution (7) can be computed in time independent of \(m, L,\) and \(w\).

Remark 1:

(i) For \(u \in P(m, L; w, t)\), if we set the space \(\bar{S}\) to be \(O_u\) in Theorem 2, equation (2) yields the value \(|O_u|/M^*_{w,u}\).

In other words, in order to obtain the best upper bound for Theorem 2, it suffices to consider \(\bar{S}\) in the collection \(\bar{S} \equiv \{O_u : u \in P(m, L; w, t)\}\).

(ii) When \(t\) is proportional to \(n\), the collection \(\bar{S}\) is exponential in \(n\) and hence, it remains computationally prohibitive to check through all possible constrained spaces. Cullina and Kiyavash [11] introduced the local degree iterative algorithm to iteratively improve the objective value of (1) by suitable modifying the current feasible point. Unfortunately, the algorithm fails to improve all feasible points that correspond to spaces in \(\bar{S}\).

To conclude this subsection, we apply Proposition 5 to the case \(t \in \{1, 2, 3\}\).

Corollary 6:

(i) When \(t = 1\) and \(1 \leq w \leq L - 1\), we have that

\[
C(m, L, 4, w) \leq \frac{(L-w+1)^{-1}}{(w+1)^{-1}}, \text{ if } w \leq L/2,
\]

\[
(L-w+1)^{-1}, \text{ otherwise.}
\]

(ii) When \(t = 2, 2 \leq w \leq L - 2\), and \(m \geq 2\), we have that

\[
C(m, L, 6, w) \leq \frac{(L-w+1)^{-2}}{(w+1)^{-2}}, \text{ if } w \leq \frac{L+2}{m+1},
\]

\[
1 + mw(L-w)^{-1}, \text{ otherwise.}
\]
When $t = 3$, $3 \leq w \leq L - 3$, and $m \geq 3$, we have that
\[
C(m, L, 8, w) = \min\left\{ (L - w + 1)^{-3}, (w + 1)^{-3}, \right.
\]
\[
\left. ((L - w + 1)(1 + (m - 1)w(L - w))^{-1},
\right.
\]
\[
\left. (w + 1)(1 + (m - 1)w(L - w))^{-1} \right\}
\]

To prove this corollary, we apply the following technical lemma on binomial coefficients. Lemma 7 can be easily verified by algebraic manipulations.

**Lemma 7:** For $s \geq 2$ and $j \geq 0$, we have that
\[
\frac{(\binom{L+j}{w+j})}{\binom{L}{w}} \geq \frac{(\binom{L}{w})}{\binom{L-j}{w}} \frac{(\binom{L-j}{w})}{(\binom{L-j}{w})}
\]
Furthermore, we can verify the following inequalities:
\[
F([w + 1]) \geq F([w] + 1) \geq F([w] + 2)
\]
\[
F([w] + 1) \geq F([w] + 2)
\]
\[
F([w] + 2) \geq F([w] + 3)
\]
Or,
\[
\min\left\{ \frac{(\binom{L}{w})}{(L-w)^2}, \frac{(\binom{L}{w})}{(L-w)^2}, \frac{(\binom{L}{w})}{(L-w)^2} \right\}
\]

By considering the specific cases, we obtain Corollary 6(ii).

For $t = 3$, we proceed as before. The eight $m$-tuples in $\mathcal{P}(m, L; w, 1)$ are listed below with their corresponding orbit sizes and entries in the matrix $M^*$.

| $u$          | $|O_u|/N(u)$ | $M_{w, u}/N(u)$ |
|--------------|--------------|-----------------|
| $[w^m]$      | $L^m$        | 1               |
| $[(w + 1)w^{m-1} - 1]$ | $L^m$        | $L - w$         |
| $[(w + 1)w^{m-1}]$ | $L^m$        | $L - w$         |
| $[(w + 1)^2w^{m-2} - 1]$ | $(L^2 - w)^2$ | $w(L - w)$    |
| $[(w + 1)^2w^{m-2}]$ | $(L^2 - w)^2$ | $w(L - w)$    |
| $[(w + 1)^3w^{m-3} - 1]$ | $(L^3 - w)^3$ | $(L - w)^3$    |

As before, we consider (7) and make the following observations. Henceforth, in this proof, we use $F(u)$ to abbreviate the expression $|O_u|/M^{*}_{w, u}$. Then Lemma 7 implies the following inequalities:
\[
F([w + 2]w^{m-1}) \geq F([w + 1]w^{m-2})
\]
\[
F([w] + 2)w^{m-1} - 2) \geq F([w] + 1)w^{m-2}
\]
\[
F([w] + 3)w^{m-1} - 2) \geq F([w] + 2)w^{m-2}
\]

Recall that $F(u) = |O_u|/M^{*}_{w, u}$. As before, Lemma 7 implies the following inequalities:
\[
F([w] + 1)w^{m-1} - 2) \geq F([w] + 2)w^{m-2}
\]
\[
F([w] + 2)w^{m-1} - 2) \geq F([w] + 3)w^{m-2}
\]
\[
F([w] + 3)w^{m-1} - 2) \geq F([w] + 4)w^{m-2}
\]
Furthermore, we can verify the following inequalities:

\begin{align}
F([(w + 1)w^{m-2}(w - 1)]) & \geq F(w^m) \\
F([(w + 1)w^{m-2}(w - 2)]) & \geq F(w^{m-1}(w - 1)) \\
F([(w + 1)w^{m-3}(w - 1)^2)] & \geq F(w^{m-1}(w - 1)) \\
F([(w + 1)^2w^{m-3}(w - 1)]) & \geq F([(w + 1)w^{m-1}]) \\
F([(w + 2)w^{m-2}(w - 1)]) & \geq F([(w + 1)w^{m-1}]) \\
F([w^m]) & \geq F([(w + 1)w^{m-1}]) \\
F([(w + 1)^2w^{m-2}(w - 1)]) & \geq F([(w + 1)^3w^{m-3}]) \\
F([w^{m-2}(w - 1)^2]) & \geq F([w^{m-3}(w - 1)^3])
\end{align}

Therefore, the value of (7) is given by

\[
\min \left\{ F([(w + 1)w^{m-3}(w - 1)]), F([(w + 1)w^{m-1}] - F([(w + 1)^2w^{m-3}(w - 1)]) \right\}
\]

\[
= \min \left\{ \left( \frac{L + 1}{w + 1} \right)^3 \left( \frac{L - w}{w} \right)^{m-3}, \frac{L}{w - 1}, \left( \frac{L}{w - 1} \right)^{m-1}, \frac{L}{w - 2}, \left( \frac{L}{w - 2} \right)^{m-3}, \frac{L}{w} \right\}
\]

Again, by considering the specific cases, we obtain Corollary 6(iii).

Observe that in the proof for Corollary 6, we need not consider all tuples in \( P(m, L, w, t) \). In fact, the tuples \( u \) that yield the values in the closed formula belonging to the following set:

\[
P^*(m, L, w, t) = \{ u \in P(m, L) : u_i - u_j \leq 1 \text{ for } 1 \leq i < j \leq m \}.
\]

Specifically, if we set \( F(u) = |O_u|/M_{w,u}^* \) and \( t \in \{1, 2, 3\} \), we observe that:

\[
\text{for all } u \in P(m, L, w, t), \quad F(u) \geq F(v)
\]

\text{for some } v \in P^*(m, L, w, t).

Unfortunately, Lemma 7 is insufficient to demonstrate (30). Nevertheless, if (30) is true, we can have the following conjecture.

Conjecture 1: For \( t \geq 4, t \leq L - t \), and \( m > t \), the exact solution to (1) for CSCCs is given by \( P^*(m, L, w, t) \), or

\[
\min \{ F(u) : u \in \{ w^m, [w^m](w - 1)]^t, \ldots, [w^m](w - 1)^t \}
\]

Furthermore, since \( |P^*(m, L, w, t)| = 2t + 1 \), the solution (7) can be computed in time linear in \( t \).

Via numerical computations, we verified that Conjecture 1 holds for the parameters \( (m, L, w, t) \) in the set \( \{ (m, L, w, t) : 4 \leq t \leq 7, L = 2t, w = t, mL \leq 100 \} \).

B. Subblock Energy Constrained Codes

Consider the space \( S = S(m, L, w) \) and set \( t = \lceil (d - 1)/2 \rceil \). Let \( T \) be the resulting space and again, our task is to determine the number of orbits that are contained in \( T \). To this end, we set

\[
P_{row}(m, L, w) \triangleq \{ v \in P(m, L) : L \geq v_1 \geq \ldots \geq v_m \geq w \}.
\]

Hence, \( S(m, L, w) = \bigcup_{w \in P_{row}(m, L, w)} O_w \). As before, we define \( P(m, L, v, t) = \{ u \in P(m, L) : \sum_{i=1}^{m} |u_i - v_i| \leq t \} \). Hence, the orbits that partition \( T \) have indices in the set

\[
P_{col}(m, L, w, t) = \bigcup_{w \in P_{row}(m, L, w)} P(m, L, v, t).
\]

The next proposition states that \( N(t) \) (defined in (4)) is an upper bound for \( P(m, L, v, t) \). This in turn provides an upper bound for \( P_{col}(m, L, w, t) \), the number of variables in the reduced program. The proof of Proposition 8 is deferred to Appendix A.

**Proposition 8**: For all \( m, L, v, t \), we have \( |P(m, L, v, t)| \leq N(t) \). Therefore, \( P_{col}(m, L, w, t) \leq L^m N(t) \).

**Example**: Consider \( m = 4, L = 3, w = 2 \) and \( t = 1 \).

Then

\[
P_{row}(4, 3; 2) = \{ [3, 3, 3, 3], [3, 3, 3, 2], [3, 3, 2, 2], [3, 2, 2, 2], [2, 2, 2, 2] \}
\]

\[
P_{col}(4, 3; 2) = P_{row}(4, 3; 2) \cup \{ [3, 3, 3, 1], [3, 3, 2, 1], [3, 2, 2, 1], [2, 2, 2, 1] \}
\]

Then \( M^* \) is given by

\[
M^* = \begin{pmatrix}
1 & 12 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 9 & 0 & 0 & 2 & 0 & 0 \\
0 & 0 & 1 & 6 & 0 & 0 & 4 & 0 \\
0 & 0 & 3 & 1 & 3 & 0 & 0 & 6 \\
0 & 0 & 0 & 4 & 1 & 0 & 0 & 8
\end{pmatrix}
\]

and the objective function is given by

\[
Y_{3333} + 12 Y_{3332} + 54 Y_{3322} + 108 Y_{3222} + 81 Y_{2222} + 12 Y_{3331} + 108 Y_{3321} + 324 Y_{3221} + 324 Y_{2221}.
\]

Since the number of orbits contained in \( S(m, L, w) \) is at most \( L_m \), the optimization problem (31) for SECCs has at most \( L_m N(t) \) variables and at most \( L_m \) constraints. Therefore, we have the following proposition.

**Proposition 9**: For all \( m, L, w, t \), the exact solution to (1) for SECCs can be computed in time polynomial in \( L_m \) and \( N(t) \).
Even though we reduce the number of variables from \( \Omega(2^{mL}) \) to \( \tilde{O}(L^mN(t)) \), the number of variables remains exponential in \( m \). Nevertheless, when \( t = 1 \), we are able to provide closed-form solutions for the optimization problem (31).

To solve the linear program, we introduce the notion of optimality certificates.

**Definition 10**: A pair \((\tilde{Y}^*, \tilde{X}^*)\) is an optimality certificate for (31) if the following three conditions hold.

(i) \( \tilde{Y}^* \) is feasible solution for the primal problem. In other words, \( M^*\tilde{Y}^* \geq \tilde{1} \) and \( \tilde{Y}^*_u \geq 0 \) for all \( u \in \mathcal{P}_{\text{col}}(m, L; w, t) \).

(ii) \( \tilde{X}^* \) is feasible solution for the dual problem. In other words, \( \tilde{X}^*M^* \leq \bar{O} \) and \( \tilde{X}^*_u \geq 0 \) for all \( u \in \mathcal{P}_{\text{row}}(m, L; w) \). Here, \( \bar{O} = \{(O_u)_{u \in \mathcal{P}_{\text{col}}(m, L; w,t)}\} \).

(iii) \( \sum_{u \in \mathcal{P}_{\text{col}}(m, L; w, t)} |O_u| \tilde{Y}^*_u = \sum_{u \in \mathcal{P}_{\text{row}}(m, L; w)} \tilde{X}^*_u \).

Given an optimality certificate, it is then straightforward to obtain the optimal value.

**Proposition 11** (see Chvátal [16]): If \((\tilde{Y}^*, \tilde{X}^*)\) is an optimality certificate for (31), then the optimal value for (31) is given by \( \sum_{u \in \mathcal{P}_{\text{col}}(m, L; w, t)} |O_u| \tilde{Y}^*_u \).

**Example 4** (Example 3 continued): Consider \( m = 4 \), \( L = 3 \), \( w = 2 \) and \( t = 1 \). Then consider the pair \((\tilde{Y}^*, \tilde{X}^*)\), where

\[
\tilde{Y}^* = (0, 1/12, 1/4, 1/4, 0, 0, 0, 0, 0), \quad \text{and} \quad \tilde{X}^* = (1, 0, 0, 18, 45/2).
\]

We verify that

\[ M^*\tilde{Y}^* \geq 1 \quad \text{and} \quad \tilde{X}^*M^* \leq \bar{O} \]

Also, we check that

\[
\sum_{u \in \mathcal{P}_{\text{col}}(m, L; w, t)} |O_u| \tilde{Y}^*_u = \frac{12}{12} + \frac{54}{4} + \frac{108}{4} = 41.5
\]

\[
\sum_{u \in \mathcal{P}_{\text{row}}(m, L; w)} \tilde{X}^*_u = 1 + 18 + \frac{45}{2} = 41.5.
\]

Hence, \((\tilde{Y}^*, \tilde{X}^*)\) satisfies all properties in Definition 10. Therefore, it follows from Proposition 11 that the solution to (1) for SECCs is 41.5.

Therefore, to determine (31), it suffices to provide optimality certificates for the problem. We provide these certificates and the detailed verification in Appendix B. Here, we state the exact solutions to (31).

**Proposition 12**: Fix \( t = 1 \) and \( w = L - 1 \). For all \( L \) and \( L \geq m/2 \), the exact solution to (31) is as follows.

(i) When \( m \equiv 0 \pmod{4} \), the solution is

\[
1 + \sum_{i=0}^{\lfloor m/4 \rfloor - 1} \frac{1}{4i+2} \left( \left( \frac{m}{4i+2} \right) L^{4i+2} + \left( \frac{m}{4i+3} \right) L^{4i+3} \right);
\]

(ii) when \( m \equiv 1 \pmod{4} \), the solution is

\[
1 + \sum_{i=0}^{\lfloor m/4 \rfloor - 1} \frac{1}{4i+5} \left( \left( \frac{m}{4i+3} \right) L^{4i+3} + \left( \frac{m}{4i+4} \right) L^{4i+4} \right);
\]

(iii) when \( m \equiv 2 \pmod{4} \), the solution is

\[
\sum_{i=0}^{\lfloor m/4 \rfloor - 1} \frac{1}{4i+2} \left( \left( \frac{m}{4i+2} \right) L^{4i+2} + \left( \frac{m}{4i+3} \right) L^{4i+3} \right);
\]

(iv) when \( m \equiv 3 \pmod{4} \), the solution is

\[
\sum_{i=0}^{\lfloor m/4 \rfloor - 1} \frac{1}{4i+3} \left( \left( \frac{m}{4i+2} \right) L^{4i+2} + \left( \frac{m}{4i+3} \right) L^{4i+3} \right).
\]

**Proposition 13**: Fix \( t = 1 \) and \( m = 1 \). For all \( L \) and \( w \geq L/2 \), the exact solution to (31) is as follows.

(i) When \( L - w \equiv 0 \pmod{4} \), the solution is

\[
1 + \sum_{i=0}^{\lfloor (L-w)/4 \rfloor - 1} \frac{1}{4i+4} \left( \left( \frac{L}{4i+2} \right) + \left( \frac{L}{4i+3} \right) \right);
\]

(ii) when \( L - w \equiv 1 \pmod{4} \), the solution is

\[
1 + \sum_{i=0}^{\lfloor (L-w)/4 \rfloor} \frac{1}{4i+5} \left( \left( \frac{L}{4i+3} \right) + \left( \frac{L}{4i+4} \right) \right);
\]

(iii) when \( L - w \equiv 2 \pmod{4} \), the solution is

\[
1 + \sum_{i=0}^{\lfloor (L-w)/4 \rfloor} \frac{1}{4i+2} \left( \left( \frac{L}{4i+3} \right) + \left( \frac{L}{4i+4} \right) \right);
\]

(iv) when \( L - w \equiv 3 \pmod{4} \), the solution is

\[
1 + \sum_{i=0}^{\lfloor (L-w)/4 \rfloor} \frac{1}{4i+3} \left( \left( \frac{L}{4i+3} \right) + \left( \frac{L}{4i+2} \right) \right).
\]

**IV. IMPROVED BOUNDS ON ASYMPTOTIC RATES**

In this section, we provide improved upper bounds on the asymptotic rates for CSSCCs and SECCs for a range of relative distance values. These results are obtained by judiciously choosing appropriate constrained spaces for estimating asymptotic ball sizes, and by applying the generalized sphere-packing bound.

**A. Constant Subblock-Composition Codes**

We present bounds for the CSSCC rate in the asymptotic setting where the number of subblocks \( m \) tends to infinity, minimum distance \( d \) scales linearly with \( m \), and \( L \) and \( w \) are fixed. Formally, for fixed \( 0 < \delta < 1 \), the asymptotic rate for CSSCCs with fixed subblock length \( L \), subblock weight parameter \( w \), number of subblocks in a codeword \( m \to \infty \), and minimum distance \( d \) scaling as \( d = [mL\delta] \) is defined as

\[
\gamma(L, \delta, w/L) = \limsup_{m \to \infty} \log C(m, L, [mL\delta], w)/mL.
\]

The asymptotic CSSCC rate, \( \gamma(L, \delta, w/L) \), was studied in [8] and it was shown that \( \gamma(L, \delta, w/L) = 0 \) when \( \delta \geq \delta^*(w/L) \), where \( \delta^*(w/L) \) is defined as

\[
\delta^*(w/L) = \min \left\{ \frac{w}{L}, \frac{1}{2} \left( 1 - \frac{w}{L} \right) \right\}.
\]

Further, in [8] the following sphere-packing upper bound on \( \gamma(L, \delta, w/L) \) was presented.
Theorem 14 (Tandon et al. [8]): For $0 < \delta < \delta^*(w/L)$, we have
\[
\gamma(L, \delta, w/L) \leq \gamma_{SP}(L, \delta, w/L),
\]
where $\gamma_{SP}(L, \delta, w/L)$ is defined as
\[
\frac{1}{L} \log \left( L \cdot \left( \frac{L + u - \lceil u \rceil}{L} \right) \log \left( \frac{w}{\lceil u \rceil} \right) \right) - \frac{1}{L} \log \left( L - w \right)
\]
where $\tilde{u} = \delta L/4$.

We will show that for certain parameters, the above result can be improved by applying the generalized sphere packing formulation in Theorem 2. The bound on the asymptotic CSCC rate in Theorem 14 was obtained by estimating the ball size in the space $\mathcal{C}(m, L, w)$, and therefore corresponds to the case where $\hat{S} = S = \mathcal{C}(m, L, w)$. In Prop. 15, we present an upper bound on the optimal CSCC code-size, $C(m, L, d, w)$, by choosing the space $\hat{S} = \mathcal{C}(m, L, w + 1)$.

Proposition 15: For $2m < d \leq 6m$ and $L \geq w + 2$, with $t = [(d-1)/2]$ and $\tilde{t} = [(t-m)/2]$, we have
\[
C(m, L, d, w) \leq \frac{\left( \frac{L}{w+1} \right)^m}{\left( \frac{L}{w+1} \right)^{\tilde{t}} \left( \frac{L-w}{w} \right)^{\tilde{t}} \left( L-w \right)^{m-\tilde{t}}}.
\]
Proof: We will apply Theorem 2, where we choose $\hat{S} = \mathcal{C}(m, L, w + 1)$. Thus $|\hat{S}| = \left( \frac{L}{w+1} \right)^m$, and using Theorem 2, it suffices to show that
\[
\min_{S \subseteq \hat{S}} V_{S, \hat{S}} \left( t \right) \geq \frac{\left( \frac{L-w}{w} \right)^{\tilde{t}} \left( L-w \right)^{m-\tilde{t}}}{\left( \frac{L}{w+1} \right)^{m}}.
\]
where the constrained CSCC space is $\hat{S} = \mathcal{C}(m, L, w)$. For $x \in \hat{S}$, let $A_x$ consist of all words $y \in \hat{S}$ which satisfy the following two properties:
(i) $\tilde{t}$ subblocks of $y$ differ from corresponding subblocks of $x$ in exactly three bit positions.
(ii) Remaining $m - \tilde{t}$ subblocks of $y$ differ from the corresponding subblocks of $x$ in exactly one bit position.

The size of $A_x$ is given by
\[
|A_x| = \left( \frac{L-w}{w} \right)^{\tilde{t}} \left( L-w \right)^{m-\tilde{t}}.
\]
For any $y \in A_x$, we observe that $\tau(x, y) = 3\tilde{t} + (m - \tilde{t}) \leq t$, and thus $A_x \subseteq B_3(x, t)$. Finally, the inequality in (36) follows because $B_3(x, t) \geq |A_x|$ for all $x \in \hat{S}$.

The following theorem applies Prop. 15 to provide an upper bound on the asymptotic rate for CSCCs.

Theorem 16: For $2/L < \delta < 6/L \leq \delta^*(w/L)$, we have
\[
\gamma(L, \delta, w/L) \leq \gamma_{SP}(L, \delta, w/L),
\]
where $\gamma_{SP}(L, \delta, w/L)$ is defined as
\[
\frac{1}{L} \log \left( \frac{L}{w+1} \right) - \frac{1}{L} \log \left( \frac{w}{2} \right) \left( \frac{w}{1} \right) - \frac{1}{L} \log \left( L - w \right)
\]
\[
= \frac{1}{L} \log \left( \frac{L}{w+1} \right) - \frac{1}{L} \log \left( \frac{w}{2} \right) \left( \frac{w}{1} \right) - \frac{1}{L} \log \left( L - w \right).
\]
\[
\gamma_{SP}(L, \delta, w/L) = \frac{1}{L} \log \left( \frac{L}{w+1} \right) - \frac{1}{L} \log \left( \frac{w}{2} \right) \left( \frac{w}{1} \right) - \frac{1}{L} \log \left( L - w \right).
\]
we choose \( L = 20 \), we have that \( \tilde{u} = \delta L/4 = 1 \) at \( \delta = 0.2 \). Thus, the values of \( \lceil \tilde{u} \rceil \) and \( \lfloor \tilde{u} \rfloor \) make an abrupt change around \( \delta = 0.2 \).

### B. Subblock Energy-Constrained Codes

We provide an upper bound on the asymptotic SECC rate when the number of subblocks \( m \) tends to infinity, minimum distance \( d \) scales linearly with \( m \), and parameters \( L, w \) are fixed. Formally, for fixed \( 0 < \delta < 1 \), the asymptotic rate for SECCs is defined as

\[
\sigma(L, \delta, w/L) \triangleq \limsup_{m \to \infty} \frac{\log S(m, L, \lfloor mL\delta \rfloor, w)}{mL}.
\] (44)

Further, we introduce the notation \( \lfloor L \geq w \rfloor \) which we define as

\[
\lfloor L \geq w \rfloor \triangleq \sum_{j=w}^{L} \binom{L}{j}.
\]

First, we apply Theorem 2 to present an upper bound on \( \sigma \),

**Proposition 18:** For \( d \leq 2m + 1 \), \( 0 \leq m_0 \leq m \), and \( t = \lfloor (d - 1)/2 \rfloor \), we have

\[
S(m, L, d, w) \leq \sum_{t_1, t_2 \leq t} \binom{m_0}{t_1} \binom{m - m_0}{t_2} L^{t_1} (L - w)^{t_2}.
\] (45)

**Proof:** We will apply Theorem 2, and choose \( \tilde{S} \subset \{0, 1\}^{mL} \) to be the space where the first \( m_0 \) subblocks have weight at least \( w - 1 \), and the remaining \( m - m_0 \) subblocks have weight at least \( w \), with fixed subblock length \( L \). Thus \( |\tilde{S}| = \lfloor L \geq w - 1 \rfloor \binom{L}{w-1} \binom{L}{w} m^{m_0} \), and using Theorem 2, it suffices to show that

\[
V_{S, \tilde{S}}(t) \geq \sum_{t_1, t_2 \leq t} \binom{m_0}{t_1} \binom{m - m_0}{t_2} L^{t_1} (L - w)^{t_2}.
\] (46)

For \( x \in S(m, L, w) \), let \( x[i] \) denote the \( i \)-th subblock of \( x \), and hence \( x = (x[1], x[2], \ldots, x[m]) \). Let \( \Lambda_x \) be defined as

\[
\Lambda_x \triangleq \{ y \in \tilde{S} \colon \tau(x, y) \leq t, \tau(x[i], y[i]) \leq 1, i \in \{1, \ldots, m\} \}.
\]

Let \( y \in \tilde{S} \) be such that \( t_1 \) (resp. \( t_2 \)) subblocks out of the first \( m_0 \) (resp. last \( m - m_0 \)) subblocks of \( y \) differ in exactly one bit from corresponding subblocks of \( x \), with \( t_1 + t_2 \leq t \). Then \( y \in \Lambda_x \), and

\[
|\Lambda_x| \geq \sum_{t_1, t_2 \leq t} \binom{m_0}{t_1} \binom{m - m_0}{t_2} L^{t_1} (L - w)^{t_2}.
\]

Note that the inequality above holds for every \( x \in S(m, L, w) \). Finally, the inequality in (46) follows because \( \Lambda_x \subseteq \mathcal{B}_S(x, t) \) for every \( x \in S(m, L, w) \).

The following theorem gives an upper bound on the SECC rate \( \sigma(L, \delta, w/L) \).

**Theorem 19:** For \( 0 < \delta < 2/L \), we have

\[
\sigma(L, \delta, w/L) \leq R_1 - \alpha \nu,
\] (47)

where

\[
R_1 \triangleq \log \frac{L}{L_{\geq w}} - h(\delta L/2) - \frac{\delta}{2} \log(L - w)
\] (48)

\[
h(x) \triangleq -x \log(x) - (1 - x) \log(1 - x)
\]

\[
\nu \triangleq \frac{\delta}{2} \log \frac{L}{L - w} - \frac{1}{L} \log \left( \frac{L_{\geq w}}{L_{\geq w - 1}} \right)
\] (49)

\[
\alpha \triangleq \begin{cases} 0, & \text{if } \nu \leq 0 \\ 1, & \text{if } \nu > 0 \end{cases}
\] (50)

**Proof:** For \( 0 \leq m_0 \leq m \), let \( \alpha = m_0/m \) with \( t_1 = \lfloor t \alpha \rfloor \) and \( t_2 = \lfloor t(1 - \alpha) \rfloor \). Then \( t_1 + t_2 \leq t \), and it follows from (45) that

\[
S(m, L, d, w) \leq \sum_{t_1, t_2 \leq t} \binom{m_0}{t_1} \binom{m - m_0}{t_2} L^{t_1} (L - w)^{t_2}.
\] (51)

Combining (44) and (51), we get

\[
\sigma(L, \delta, w/L) \leq \frac{\alpha}{L} \log \frac{L}{L_{\geq w}} + \frac{1 - \alpha}{L} \log(L - w)
\]

\[
-\alpha \frac{\delta}{2} \log L - \frac{(1 - \alpha)\delta}{2} \log(L - w).
\]

By combining the coefficients of \( \alpha \), the above inequality can be expressed as

\[
\sigma(L, \delta, w/L) \leq R_1 - \alpha \nu,
\] (52)

where \( R_1 \) and \( \nu \) are given by (48) and (49), respectively. The above bound on SECC rate holds for all \( \alpha \in [0, 1] \), and hence the right side in (52) is minimized by choosing \( \alpha = \hat{\alpha} \), with \( \hat{\alpha} \) given by (50).

We observe that the upper bound on \( \sigma(L, \delta, w/L) \), given by Theorem 19, can equivalently be expressed as

\[
\sigma(L, \delta, w/L) \leq \min\{R_1, R_1 - \nu\},
\]

where \( R_1 \) corresponds to the sphere packing bound on the asymptotic rate \( \sigma(L, \delta, w/L) \) when space \( \tilde{S} \) is chosen to be \( \tilde{S} = S(m, L, w) \), while \( R_1 - \nu \) corresponds to the sphere packing bound when space \( \tilde{S} \) is chosen to be \( \tilde{S} = S(m, L, w - 1) \).

**Corollary 20:** \( R_1 - \nu \), the upper bound on SECC rate obtained by choosing \( \tilde{S} = S(m, L, w - 1) \), is less than \( R_1 \), the upper bound on SECC rate obtained by choosing \( \tilde{S} = S(m, L, w) \), for the following range of \( \delta \) values

\[
\frac{2}{L \log(L/(L - w))} \log \left[ \frac{L_{\geq w - 1}}{L_{\geq w}} \right] < \delta < \frac{2}{L}.
\] (53)

**Proof:** Follows from (49).

An alternate sphere-packing bound was presented in [8], where it was shown that \( \sigma(L, \delta, w/L) \), the asymptotic rate for SECCs, is upper bounded by

\[
\sigma_{SP} \triangleq \frac{\log \left( \frac{L_{\geq w}}{L_{\geq w - 1}} \right)}{L} - \frac{h(\delta L/4)}{L} - \frac{\delta}{4} \log((L - w)(w + 1)).
\] (54)
sphere-packing bounds. Specifically, for fixed values of $t$, the number of variables are reduced from $\Theta(2^{mL})$ to $O(1)$ and $O(L^m)$ for CSCCs and SECCs, respectively (see Propositions 5 and 9). For non-binary codes with subblock weight constraints, our techniques can also be adapted to reduce the number of variables in the similar fashion. However, as the definition of the subblock weight constraints is application-dependent, it is difficult to describe the orbits and their sizes completely. A detailed study of these possibilities is beyond the scope and will be investigated in future work.

- While we study subblock constrained codes in this article, this generalized sphere-packing approach applies to other classes of constrained codes such as skip-sliding window codes [17]. For the latter class of codes, we note that the automorphism group may be smaller and hence, the reduction in the number of variables may not be significant.

APPENDIX A

UPPER BOUND ON THE NUMBER OF ORBITS

In this appendix, we prove Propositions 4 and 8. Recall that $P(m, L; w, t) \triangleq \{ u \in P(m, L) : \sum_{i=1}^{m} |u_i - w| \leq t \}$ and our task is to provide an upper bound on the size of $P(m, L; w, t)$. To this end, we consider the notion of partitions and partitions into parts of two kinds. Specifically, for a fixed value of $t$, we say that a tuple $\lambda = (\ell_1, \ell_2, \ldots, \ell_s)$ is a partition of $t$ if $\ell_1 \geq \ell_2 \geq \cdots \geq \ell_s > 0$ and $\sum_{i=1}^{s} \ell_i = t$. A pair $(\lambda_1, \lambda_2)$ is a partition of $t$ into parts of two kinds if $\lambda_1$ is a partition of $t_i$ for $i \in \{1, 2\}$ and $t_1 + t_2 = t$. We then set $\Lambda(t)$ to be the collection of all partitions of $t$ into parts of two kinds. The size of $\Lambda(t)$ is (see for example, sequence A000712 – https://oeis.org/A000712) as follows.

\[
|\Lambda(t)| = \sum_{i=0}^{t} p(i)p(t-i),
\]

where $p(i)$ is the partition number of $i$.

To give an upper bound on the size of $P(m, L; w, t)$, we define the map $\phi : P(m, L; w, t) \rightarrow \bigcup_{r=0}^{t} \Lambda(r)$. For $u \in P(m, L; w, t)$, set $(\ell_1, \ell_2, \ldots, \ell_m) = u - w$ where $w = [w, w, \ldots, w]$. Then we find $i$ and $j$ such that $\ell_{i-1} > 0$, $\ell_{j+1} < 0$ and $\ell_i = \ell_{i+1} = \cdots = \ell_j = 0$. Finally, we let $\lambda_1 = (\ell_1, \ell_2, \ldots, \ell_{i-1})$ and $\lambda_2 = (-\ell_m, -\ell_{m-1}, \ldots, -\ell_{j+1})$, and set $\phi(u) = (\lambda_1, \lambda_2)$.

Lemma 21: Let $\phi : P(m, L; w, t) \rightarrow \bigcup_{r=0}^{t} \Lambda(r)$ be defined as above. Then $\phi$ is a well-defined injective map. Furthermore, if $m \geq t$, we have that $\phi$ is a bijection.

Proof: Let $\lambda_1$ and $\lambda_2$ be defined as above. Since $u_1 \geq u_2 \geq \cdots \geq u_m$, we have that $\lambda_1$ and $\lambda_2$ are partitions. Since $\sum_{i=1}^{m} |u_i - w| = \sum_{i=1}^{m} \ell_i = r$, we have that $(\lambda_1, \lambda_2)$ is a partition of $r$ into parts of two kinds. As $r \leq t$, we have that $(\lambda_1, \lambda_2)$ belongs to $\bigcup_{r=0}^{t} \Lambda(r)$ and the map $\phi$ is therefore well-defined.

To demonstrate injectivity, suppose that $(\lambda_1, \lambda_2)$ is the image $\phi(u)$ and we find $u$ from $(\lambda_1, \lambda_2)$. First, we pad $\lambda_1$ with $m - |\lambda_1|$ zeroes to obtain $\ell_1$. Next, we reverse $\lambda_2$ and...
pad the result \( m - |\lambda_2| \) zeroes at the front to obtain \( \ell_2 \). It is then easy to verify that \( u = \ell_1 - \ell_2 + w \).

Finally, we assume that \( m \geq t \) and we consider \((\lambda_1, \lambda_2) \in \bigcup_{r=0}^t \Lambda(r)\). Since \( \lambda_1 \) and \( \lambda_2 \) are partitions of \( t_1 \) and \( t_2 \) with \( t_1 + t_2 \leq t \), the sum of their lengths \( |\lambda_1| + |\lambda_2| \) is at most \( t \). Define \( \ell_1 \) and \( \ell_2 \) as in the preceding paragraph and we have that the support sets of \( \ell_1 \) and \( \ell_2 \) are disjoint. Therefore, the tuple \( u = \ell_1 - \ell_2 + w \) has non-increasing entries and belong to \( \mathcal{P}(m, L, w, t) \). Since \( \phi(u) = (\lambda_1, \lambda_2) \), the map \( \phi \) is surjective and therefore, bijective. \( \Box \)

(4) then follows from the fact that \( \phi \) is injective and the formula (55). To complete the proof of Proposition 4, we observe that \( \phi \) is a bijection whenever \( m \geq t \).

We next prove Proposition 8. Recall that \( \mathcal{P}(m, L, w, t) \triangleq \{ u \in \mathcal{P}(m, L) : \sum_{i=1}^m |u_i - v_i| \leq t \} \) and our task is to provide an upper bound on the size of \( \mathcal{P}(m, L, w, t) \).

As before, we define the map \( \phi_\circ : \mathcal{P}(m, L, w, t) \to \bigcup_{r=0}^t \Lambda(r) \). For \( u \in \mathcal{P}(m, L, w, t) \), set \( (\ell_1, \ell_2, \ldots, \ell_m) = u - v \). Then we find \( i \) and \( j \) such that \( \ell_{i-1} > 0, \ell_{j+1} < 0 \) and \( \ell_i = \ell_{i+1} = \cdots = \ell_j = 0 \). Finally, we let \( \lambda_1 = (\ell_1, \ell_2, \ldots, \ell_{i-1}) \) and \( \lambda_2 = (-\ell_m, -\ell_{m-1}, \ldots, -\ell_{j+1}) \), and set \( \phi_\circ(u) = (\lambda_1, \lambda_2) \). Following the proof for Lemma 21, we obtain the following lemma.

Lemma 22: Let \( \phi_\circ : \mathcal{P}(m, L, w, t) \to \bigcup_{r=0}^t \Lambda(r) \) be defined as above. Then \( \phi_\circ \) is a well-defined injective map.

Therefore, Proposition 8 follows from the fact that \( \phi_\circ \) is injective and (55).

**APPENDIX B**

**Verification of Optimality Certificates**

We establish Propositions 12 and 13 by providing the optimality certificates for the linear program (31). In Tables I and II, we provide the optimality certificates \( \big( \tilde{\mathbf{Y}}, \tilde{\mathbf{X}} \big) \) for Propositions 12 and 13, respectively.

In this appendix, we also provide a detailed verification for the case \( w = L - 1, m \geq L/2, \) and \( m \equiv 0 \) (mod 4). We omit the detailed verification for the other cases as the verification process is similar.

For brevity, we adopt the following notations:

\[
L(i) \triangleq \lfloor L(L - 1)^{m-i-1} \rfloor,
\]

\[
K(i) \triangleq \lfloor L(L - 1)^{m-i-1}(L - 2) \rfloor.
\]

We also write \( \mathcal{P}_{row}(m, L, w) \) and \( \mathcal{P}_{col}(m, L, w) \) as \( \mathcal{P}_{row} \) and \( \mathcal{P}_{col} \), respectively.

Observe that \( \mathcal{P}_{row} = \{ L(i) : 0 \leq i \leq m \} \) and \( \mathcal{P}_{col} = \{ L(i) : 0 \leq i \leq m \} \cup \{ K(i) : 0 \leq i \leq m - 1 \} \). We now state explicitly the entries of \( \mathbf{M} \). For \( 0 \leq i, j \leq m \), we have that

\[
\mathbf{M}_{L(i), L(j)} = \begin{cases} 
-1, & \text{if } i = j - 1, \\
0, & \text{if } i = j + 1, \\
1, & \text{otherwise}.
\end{cases}
\]
For $0 \leq i \leq m$ and $0 \leq j \leq m - 1$, we have that
\[ M_{L(i),K(j)} = \begin{cases} (L-1)(m-i), & \text{if } i = j, \\ 0, & \text{otherwise}. \end{cases} \]

Next, we state explicitly the entries of $O$.
\[ |O_{L(i)}| = \binom{m}{i} L^{m-i}, \quad \text{for } 0 \leq i \leq m, \]
\[ |O_{K(i)}| = m \binom{m-1}{i} L^{m-i-1} \binom{L}{2}, \quad \text{for } 0 \leq i \leq m - 1. \]

We first verify property (i) for Definition 10. In particular, we check that $M^* \bar{Y}^* \geq 1$, or equivalently, $\sum_{v \in \mathcal{P}_{\text{row}}} M_{L(m-i),v} Y^*_v \geq 1$ for all $0 \leq i \leq m$. Now, since all entries of $Y^*_v$ are nonnegative, we have that
\[ \sum_{v \in \mathcal{P}_{\text{row}}} M_{L(m-i),v} Y^*_v \geq \sum_{j=1}^{i+1} M_{L(m-i),L(m-j)} \bar{Y}^*_L(m-j). \]

Then we have the following cases.

- When $i = 0$, the quantity on the righthand side is bounded from below by
  \[ M_{L(m),L(m-1)} \bar{Y}^*_L(m-1) = mL(1/mL) = 1. \]

- When $i \equiv 0 \pmod{4}$, the quantity on the righthand side is bounded from below by
  \[ M_{L(m-i),L(m-i+1)} \bar{Y}^*_L(m-i+1) = i(1/i) = 1. \]

- When $i \equiv 1 \pmod{4}$, the quantity on the righthand side is bounded from below by
  \[ M_{L(m-i),L(m-i-1)} \bar{Y}^*_L(m-i-1) = (m-i)L/(i+3) \geq 1. \]

- When $i \equiv 2 \pmod{4}$, the quantity on the righthand side is bounded from below by
  \[ M_{L(m-i),L(m-i+1)} \bar{Y}^*_L(m-i+1) = (m-i)L/(i+2) \geq 1. \]

- When $i \equiv 3 \pmod{4}$, the quantity on the righthand side is bounded from below by
  \[ M_{L(m-i),L(m-i+1)} \bar{Y}^*_L(m-i+1) + M_{L(m-i),L(m-i)} \bar{Y}^*_L(m-i) = i/(i+1) + 1/(i+1) = 1. \]

Next, we verify property (ii) for Definition 10. In particular, we check that $\bar{X}^* \bar{M}^* \leq O$, or equivalently,
\[ \sum_{v \in \mathcal{P}_{\text{row}}} \bar{X}^*_v M_{v,L(m-i)} \leq |O_{L(m-i)}| \quad \text{for all } 0 \leq i \leq m, \]
\[ \sum_{v \in \mathcal{P}_{\text{row}}} \bar{X}^*_v M_{v,K(m-i)} \leq |O_{K(m-i)}| \quad \text{for all } 1 \leq i \leq m. \]

Now, let us focus on the column indexed by $L(m-i)$ for $0 \leq i \leq m$. Recall that $|O_{L(m-i)}| = \binom{m}{i} L^i$. Since most entries of $M$ are zero, we have that
\[ \sum_{v \in \mathcal{P}_{\text{row}}} \bar{X}^*_v M_{v,L(m-i)} = \sum_{j=0}^{i+1} \bar{X}^*_L(m-j) M_{L(m-j),L(m-i)}. \]

Then we have the following cases.

- When $i = 0$, the quantity on the righthand side is
  \[ \bar{X}^*_L(m) M_{L(m),L(m)} = 1 = |O_{L(m)}|. \]

- When $i = 1$, the quantity on the righthand side is
  \[ \bar{X}^*_L(m+1) M_{L(m+1),L(m)} = 1 = |O_{L(m+1)}|. \]

- When $i \equiv 0 \pmod{4}$ and $i \neq 0$, the quantity on the righthand side is
  \[ \bar{X}^*_L(m-i+1) M_{L(m-i+1),L(m)} + \bar{X}^*_L(m-i+1) M_{L(m-i),L(m-i)} \]
  \[ = \left( \frac{1}{i-1} \binom{m}{i-2} L^{i-2} \right) L(m-i+1) \]
  \[ + \frac{1}{i} \left( \binom{m}{i-1} L^{i-1} - \frac{1}{i-1} \binom{m}{i-2} L^{i-2} \right) \]
  \[ \leq \left( \frac{m-i+1}{i} \binom{m}{i-2} L^{i-1} + \frac{1}{i} \binom{m}{i-1} L^{i-1} \right) \]
  \[ \leq \left( \binom{m}{i} L^i = |O_{L(m-i)}| \right). \]

- When $i \equiv 1 \pmod{4}$ and $i \neq 1$, the quantity on the righthand side is
  \[ \bar{X}^*_L(m-i+1) M_{L(m-i+1),L(m)} = \binom{m}{i-1} L^i i = |O_{L(m-i)}|. \]

- When $i \equiv 2 \pmod{4}$, the quantity on the righthand side is
  \[ \bar{X}^*_L(m-i+1) M_{L(m-i+1),L(m)} = \frac{1}{i} \binom{m}{i} i = |O_{L(m-i)}|. \]

- When $i \equiv 3 \pmod{4}$, the quantity on the righthand side is
  \[ \bar{X}^*_L(m-i) M_{L(m-i),L(m-i)} + \bar{X}^*_L(m-i) M_{L(m-i+1),L(m-i)} \]
  \[ = \frac{1}{i} \binom{m}{i-1} L^{i-1} + \frac{1}{i+1} \left( \binom{m}{i} L^i - \frac{1}{i} \binom{m}{i-1} L^{i-1} \right) (i+1) \]
  \[ = \left( \binom{m}{i} L^i = |O_{L(m-i)}| \right). \]

Next, we look at the column indexed by indexed by $K(m-i)$ for $1 \leq i \leq m$. Recall that $|O_{K(m-i)}| = m \binom{m-1}{i-1} L^{i-1} (L/2)$. Since most entries of $M$ are zero, we have that
\[ \sum_{v \in \mathcal{P}_{\text{row}}} \bar{X}^*_v M_{v,K(m-i)} \]
\[ = \bar{X}^*_L(m-i) M_{L(m-i),K(m-i)} = \bar{X}^*_L(m-i) (L-1)i. \]

Since $\bar{X}^*_L(m-i)$ is nonzero only in certain instances, we consider the following.

- When $i = 1$, the quantity on the righthand side is
  \[ L-1 \leq m L/2 = |O_{K(m-1)}|. \]
• When \( i \equiv 0 \pmod{4} \) and \( i \neq 0 \), the quantity on the right-hand side is
\[
\frac{1}{i} \left( \binom{m}{i-1} L^{i-1} - \binom{m}{i-2} L^{i-2} \right) (L-1)i
\]
\[
\leq \frac{1}{i} \binom{m}{i-1} L^{i-1} (L-1)i
\]
\[
= m \binom{m-1}{i-1} L^{i-1} \binom{L}{2} = |O_{K(m-i)}|.
\]

• When \( i \equiv 3 \pmod{4} \), the quantity on the right-hand side is
\[
\frac{1}{i} \binom{m}{i-1} L^{i-1} (L-1)i
\]
\[
\leq m \binom{m-1}{i-1} L^{i-1} \binom{L}{2} = |O_{K(m-i)}|.
\]

Finally, we verify property (iii) for Definition 10. Indeed, we have that
\[
\sum_{u \in \mathcal{P}_{row}} |O_u| \sum_{u \in \mathcal{P}_{row}} \left| \tilde{Y}_{u} \right| = \frac{mL}{m} \sum_{i=0}^{[m/4]-1} \frac{1}{4i+4} \left( \binom{m}{4i+2} L^{4i+2} + \binom{m}{4i+3} L^{4i+3} \right)
\]
\[
= 1 + \sum_{i=0}^{[m/4]-1} \frac{1}{4i+4} \left( \binom{m}{4i+2} L^{4i+2} + \binom{m}{4i+3} L^{4i+3} \right);
\]
and
\[
\sum_{u \in \mathcal{P}_{row}} \tilde{X}_{u} = \frac{mL}{m} \sum_{i=0}^{[m/4]-1} \frac{1}{4i+4} \left( \binom{m}{4i+2} L^{4i+2} + \binom{m}{4i+3} L^{4i+3} \right).
\]

Therefore, equality holds and we have verified the conditions for \( (\tilde{Y}^*, \tilde{X}^*) \) to be an optimality certificate.
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