Transit timing variations in the HAT-P-13 planetary system
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ABSTRACT
In this Letter we present observations of recent HAT-P-13b transits. The combined analysis of published and newly obtained transit epochs shows evidence for significant transit timing variations since the last publicly available ephemerides. Variation of transit timings result in a sudden switch of transit times. The detected full range of TTV spans ≈ 0.015 days, which is significantly more than the known TTV events exhibited by hot Jupiters. If we have detected a periodic process, its period should be at least ≈ 3 years because there are no signs of variations in the previous observations. This argument makes unlikely that the measured TTV is due to perturbations by HAT-P-13c.
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1 INTRODUCTION
Transit timing variations (TTVs) of transits are expected in transiting extrasolar planetary systems where the host star has more than one companion. This effect might reveal the presence of other companions with smaller masses (see e.g. Agol et al. 2003; Steffen & Agol 2007) or co-orbital bodies as well (Ford & Holman 2007). On the other hand, if the system has two or more known planetary components, the magnitude of the TTV effects can be predicted and/or used to characterize the system more precisely (Holman et al. 2010; Steffen et al. 2010). Similarly, the lack of TTVs can rule out other companions above a certain limit (Csizmadia et al. 2010). One should note that even two-body systems (i.e. the parent star and the planet) can show significant TTVs due to non-gravitational physical processes (see e.g. Fabrycky 2008) and in the case of eccentric orbits, there are intrinsic timing variations due to the effects of general relativity (see e.g. Pál & Kocsis 2008). In the case of two planetary companions, the magnitude of the TTV effects can be predicted analytically using the same methodology that is known for hierarchical stellar systems (Borkovits et al. 2003), and of course, by numerical integrations.

At the time of its discovery, the planetary system orbiting the star HAT-P-13 was the only known multiple extrasolar planetary system that exhibits at least one transiting planet as well (HAT-P-13b, Bakos et al. 2009). Follow-up studies showed that the host star has a spin alignment with respect to the orbital plane of the transiting planet (Winn et al. 2010) as well as this work also noticed a significant long-term drift in the radial velocity of the host star that might be interpreted as a presence of a third companion. Additional studies (Szabó et al. 2010) reported the lack of primary transits of the long-period second companion HAT-P-13c, and presented additional observations from the transits of the close-in planet as well. As of this writing, no other (than Bakos et al. 2009; Szabó et al. 2010) publicly available photometric data are available for this planetary system. Here we describe recent photometric measurements of the host star. The analysis of the light curves showed significant timing variations since the last public ephemerides. The structure of this Letter is as follows. In Section 2 we describe details of the observations, data reduction and light curve modelling. The analysis of the results yielded by light curve fits is presented in Section 3. Section 4 discusses possible scenarios for the observed TTVs and summarizes our results.
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2 OBSERVATIONS AND DATA REDUCTION

We carried out photometric observations of the star HAT-P-13 with the telescopes of the Konkoly Observatory, located at the Piszkesteto Mountain Station, Konkoly Observatory. Superimposed are the best-fit transit model light curves. Below the light curve plots, the fit residuals are also shown. See text for further details.

2.1 Data reduction

Reduction of raw technical and scientific frames has been carried out with the pipelines built on the software package described in [Pál (2009)]. The calibration procedure followed the standard way of dark subtraction and flat-field corrections using dark frames taken with similar exposures as the scientific images. (employing the tasks ficalib and ficombine). The source identification, astrometric solution and centroid coordinates were derived as follows. First, individual point-like sources were extracted from each frame using the task fistar. These lists of profile coordinates were then cross-matched ([Pál & Bakos 2006]) between the frames and a reference frame, yielding both a list of matched pairs and the spatial transformation between two images. The polynomial order of the spatial transformation were 3 and 1 for the Schmidt and RCC fields, respectively (increasing these orders did not decrease the unbiased fit residuals). Then, using these initial differential astrometric solutions, the stellar pixel coordinates were refined using an independent profile centroid fit (done by the task fiphot) for the expected positions. These lists of refined profile coordinates were used to refine the spatial transformation as well. This is a rather relevant step because the point matching task (grmatch) sometimes misses a point and the exclusion of even a single point can yield a systematic deviation in the transformation coefficients whose error can propagate into the photometry errors (resulting in unexpected red noise). Following this two-stage astrometry, these refined coefficients were used to transform the reference object list to the system of individual frames to perform aperture photometry. Involving the task fiphot, aperture photometry was performed with annuli of appropriate sizes and a series of apertures from which we picked the best one later on the modelling. Differential magnitudes were then computed from these raw instrumental magnitudes using several nearby comparison stars. The white-noise uncertainties of the individual photometric points were derived from the photon noise, background noise and scintillation [Young 1967] noise components of both the target star and comparison stars.
2.2 Light curve modelling

Light curves obtained by the procedure (as described above) have been used to model the transit event and derive the respective parameters. In order to fit a model light curve to the observed data, we employed the analytic formulae of Mandel & Agol (2002). The effects of stellar limb darkening have been taken into account by fixing the quadratic limb darkening coefficients using the stellar atmospheric parameters (Bakos et al. 2006). These coefficients have been derived from the tables of Claret (2000). Since many of the regression methods used by us require the knowledge of parametric derivatives of the model function, we used the formulae provided by Pal (2008) to compute these partial derivatives.

The light curve models have been parameterised using \( p \equiv R_p/R_\star \), the planet-to-star size ratio, \( b^2 \), the square of the impact parameter, the quantity \( \zeta/R_\star \), related to the duration of the transit as \( \zeta/R_\star = 2/(T_{3.5} - T_{1.5}) \) and \( T_c = (T_{1.5} + T_{3.5})/2 \), the time instance at the center of the transit (here \( T_{1.5} \) and \( T_{3.5} \) denotes the time instances when the center of the transit event intersects the limb of the star inwards and outwards, respectively). See also Pal (2008) for further details on the advantages of this parameterisation. In addition to these parameters, we fitted simultaneously the out-of-transit magnitude, a linear trend in the out-of-transit magnitude (correcting to the effects of changing airmasses) and a linear decorrelation parameter against the variations resulted by the changes in the profile FWHM. In the case of the observation on 2010 December 30/31, we kept \( R_p/R_\star \), \( b^2 \) and \( \zeta/R_\star \) fixed, since this light curve does not cover the entire transit event. We employed the Markov Chain Monte Carlo method (MCMC; see Ford 2003) to obtain the a posteriori distribution of the fit parameters from which the best fit values, uncertainties and correlations can easily be derived. The best fit values for the light curve shape parameters for the event 2010 December 27/28 are \( R_p/R_\star = 0.0880 \pm 0.0031 \), \( b^2 = 0.544 \pm 0.086 \) and \( \zeta/R_\star = 17.07 \pm 0.28 \). These values agree well with the previously published ones (Bakos et al. 2009). Fig. 1 shows the light curves with these best fit model functions superimposed while the best fit values for the transit center instances are listed in Table 1. This table also lists the previously published individual transit event instances as well, from Bakos et al. (2009) and Szabó et al. (2010). The fit residuals have been compared to the expected residual value that can be computed from the photon noise, background noise and scintillation of the star. We find that the fit residuals for the observation of 2010 December 27/28 were only larger by a factor of 1.05, that indicates a very good quality light curve with small systematic variations (red noise). Indeed, even the raw instrumental magnitudes (i.e. the magnitude of the target star without subtracting any comparison star) varied in a range of only 0.02 mag. However, the analysis of the observation from 2010 December 30/31 yielded a fit residual that is larger by a factor of \( \approx 2 \) than the expected and as it clear from the lower plot on Fig. 1 the residuals contain significant amount of red noise. This was due to both weather circumstances and significant flat field image structures in the vicinity of HAT-P-13. Therefore we conservatively scaled up the derived errors by that factor of 2 (and this is the value that has been reported in Table 1). The observation carried out on 2011 January 28/29 was partial: the out-of-transit part of the light curve after the transit was not measured, however, the observed egress can be incorporated into the light curve analysis. This fit has been done similarly as for the night of December 27/28 and yielded \( R_p/R_\star = 0.0820 \pm 0.0078 \), \( b^2 = 0.471 \pm 0.214 \) and \( \zeta/R_\star = 16.88 \pm 0.48 \). These values also agree well (within uncertainties) both with the fit of December 27/28 data and the published values. For the center of the transit, we obtain the value found in Table 1. For this analysis, the uncertainties yielded by the MCMC fit have been multiplied by 1.5 in order to take into account the red noise components: this value is the ratio of the fit residuals and the expected formal photometric errors (those have been derived from the photon and background noise and the scintillation). The uncertainties reported above for the geometric parameters and listed in Table 1 are these increased values.

### 3 TIMING VARIATIONS

Using the data of Bakos et al. (2009) and Szabó et al. (2010), the subsequent observed transit events can be modelled easily with a strictly periodic assumption: the formal errors reported in these papers yield an unbiased residual of \( \chi_0 = 9.2 \) for these 7 degrees of freedom. By defining the event \( N_t = 0 \) as the reference epoch, this linear model yields \( E = 2454779.2978 \pm 0.00049 \) (BJD) and \( P = 2.9162953 \pm 0.0000085 \) days while \( \text{Corr}(E,P) = -0.406 \). These ephemerides give an uncertainty of \( \Delta t = 0.0021 \) days for the predictions of the discussed events (\( N_t = 267, 268 \) and 278 for the nights 2010 December 27/28, 30/31 and January 28/29). As it is clear from Fig. 3 these three recent measurements outline from the linear fit by 8.4-\( \sigma \), 3.3-\( \sigma \) and 5.5-\( \sigma \), respectively. We note here that the significance of the first (December 27/28) measurement is determined mostly by the uncertainty of the predictions while the significance of the second one is determined by the uncertainty of that particular measurement. All in all, both values can be treated as a significant deviation.

Due to the significance of the results, i.e. the deviation of the transit center instances from the predictions, we applied

| Event | BJD        | Error     |
|-------|------------|-----------|
| −68   | 2454581.62406 | 0.00122   |
| −1    | 2454777.01287 | 0.00100   |
| 0     | 2454779.92953 | 0.00063   |
| 1     | 2454782.84357 | 0.00155   |
| 24    | 2454849.92062 | 0.00075   |
| 35    | 2454882.60041 | 0.00150   |
| 62    | 2454960.73968 | 0.00178   |
| 124   | 2455341.55220 | 0.00100   |
| 161   | 2455249.45080 | 0.00200   |
| 267   | 2455558.56265 | 0.00098   |
| 268   | 2455561.48379 | 0.00400   |
| 278   | 2455590.64486 | 0.00179   |
several independent analysis methods. These methods include the minimisation algorithm based on the downhill simplex method (Press et al. 1992), as well as a one-parameter scan. In the latter test, the light curve shape parameters \((R_p/R_\star, b^2\) and \(c/R_\star\) have been fixed and only the \(T_c\) has been varied while the out-of-transit magnitude and other decorrelation parameters (see above) have been minimised using the classic linear least squares method. Additionally, we compared the statistical covariances with the covariances yielded by linear error propagation analysis. All of these methods have confirmed the results and uncertainties of the Markov Chain Monte Carlo analysis presented in the previous section. In addition to these tests, we checked other data acquisition logs to exclude other sources of possible systematic errors. The filesystem metadata information has been compared with the FITS keywords as well as the logs of the NTP daemon were also checked (this showed an approximately 0.002 seconds of standard deviation from the time synchronization servers).

4 DISCUSSION

There are a few examples for extrasolar planets proven to exhibit TTV. WASP-3b has been found to display a full TTV amplitude of 0.004 day period. As an explanation, a third planet has been inferred on a resonance orbit that may be either an inner or outer perturber (Maciejewski et al. 2010). The TTV of WASP-5 is about 0.0023 day, and a set of different perturber solutions were invoked that can equivalently well explain the observed TTV (Fukai et al. 2011). WASP-10 exhibits a similar TTV to that of WASP-3 and WASP-5, its TTV has a full amplitude of 0.002 day with 5.47 day period. The perturber has been suggested to have 5 \(M_\odot\) mass and orbit in 5 : 3 mean motion resonance with WASP-10b (Maciejewski et al. 2010). Other sources than perturbing planets are also known as sources of TTV, such as exomoons orbiting the planets (Szabo et al. 2008).
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