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Abstract—In recent years, deep learning has presented a great advance in the hyperspectral image (HSI) classification. Particularly, long short-term memory (LSTM), as a special deep learning structure, has shown great ability in modeling long-term dependencies in the time dimension of video or the spectral dimension of HSIs. However, the loss of spatial information makes it quite difficult to obtain better performance. In order to address this problem, two novel deep models are proposed to extract more discriminative spatial–spectral features by exploiting the convolutional LSTM (ConvLSTM). By taking the data patch in a local sliding window as the input of each memory cell band by band, the 2-D extended architecture of LSTM is considered for building the spatial–spectral ConvLSTM 2-D neural network (SSCL2DNN) to model long-range dependencies in the spectral domain. To better preserve the intrinsic structure information of the hyperspectral data, the spatial–spectral ConvLSTM 3-D neural network (SSCL3DNN) is proposed by extending LSTM to the 3-D version for further improving the classification performance. The experiments, conducted on three commonly used HSI data sets, demonstrate that the proposed deep models have certain competitive advantages and can provide better classification performance than the other state-of-the-art approaches.

Index Terms—Classification, convolutional long short-term memory (ConvLSTM), deep learning, feature extraction, hyperspectral image (HSI).

I. INTRODUCTION

The hyperspectral remote sensing image is a 3-D data cube, which integrates the spectral information with the 2-D spatial information of land covers. With the development of remote sensing technology, together with the continuous improvement of hyperspectral sensors, hyperspectral images (HSIs) can provide more opportunities to manage and analyze the information from the Earth’s surface [1]–[3].

Correspondingly, HSIs have been widely used in many fields, such as environmental sciences [2], precision agriculture [4], [5], ecological science [6], and geological exploration [7].

As a basic and important research topic, HSI classification has attracted plenty of attention. The support vector machine (SVM) is the most widely used classifier and shows great success in HSI classification [8]. In particular, a composite kernel SVM (SVM-CK) was proposed to exploit the spatial and spectral information simultaneously [9]. Inspired by the successful application on face recognition [10], sparse representation (SR) [11] has also been applied in HSI classification, which was further improved to exploit the spatial information by Chen et al. [12], resulting in a joint SR classifier (JSRC). Subsequently, more and more classifiers based on joint sparse model were developed, such as nonlocal weighted JSRC (NLW-JSRC) [13], nearest regularized JSRC (NRJSRC) [14], and correntropy-based robust JSRC (RJSRC) [15].

In recent years, deep learning has presented a great advance for feature extraction and classification in the field of computer vision, such as object detection [16], object tracking [17], and behavior recognition in crowd scene [18], and also shown the effectiveness in HSI classification task [19]. An increasing number of feature extraction and classification methods deep learning-based have been designed for HSIs. In [20], a classification method based on Stacked AutoEncoder (SAE) was exploited for HSI classification for the first time by extracting spatial–spectral features. Ever since Hu et al. [21] and Chen et al. [22] introduced the Convolutional Neural Network (CNN) into HSI classification, many new classification models based on CNN have emerged and provided satisfactory performance in HSI classification. Li et al. [23] integrated the pixel-pair model into CNN to further obtain discriminative features. Shao and Du [24] utilized CNN and the balanced local discriminant embedding to fuse the spatial and spectral information. For the sake of joint learning of the spatial–spectral features, many classification models [25]–[28] were built by taking the 3-D data cube as the input and deepening the network to obtain more discriminative features. In order to compute the distance between the features of the same classes and that between features of different classes more effectively and quickly, Fang et al. [29] integrated the hashing learning into CNN to realize the transformation from high-dimensional features to low-dimensional features. In addition, to overcome
the problem of the limitation of available labeled samples, two self-taught learning frameworks based on the multiscale independent component analysis (MICA) and the stacked convolutional autoencoder (SCAE) [30], semi-supervised CNN [31], and a supervised deep feature extraction method based on siamese CNN (S-CNN) [32] were proposed. In addition to the single-channel deep network models, there are also some novel works [27], [33] based on multi-channel CNN to improve feature extraction and classification. In particular, Li et al. [34] made a systematic review of HSI classification methods, and not only comprehensively classified the existing models based on deep learning but also presented a review of the strategies that are used to improve the performance when the labeled samples are limited, which is meaningful for the future research.

Obviously, CNN has provided an extremely effective and basic structure for various tasks, and become the core architecture of various models, such as VGG16 [16], ResNet [25], CapsNets [35], DenseNet [36], among which the convolutional layer is the core backbone for feature extraction. To address the gradient vanishing problem caused by deeper and deeper structures [37], effective feature extraction and classification models [25], [35], [36] were proposed by promoting the CNN filters to improve the classification performance for the HSIs.

In order to analyze sequential data, recurrent neural network (RNN) [38], as an effective deep learning model, has been widely concerned for modeling long-range dependencies, and also expected to extract features for HSI classification. By using a special activation function and an improved gated recurrent unit (GRU), Mou et al. [39] built a RNN model for pixel-level spectral classification. Considering that the spatial information has a positive impact on HSI classification, in which the convolutional layers followed by CNN. Wu and Prasad [48] built a hybrid model for HSI classification, in which the convolutional layers were used to extract spectrally contextual features. By utilizing the convolutional recurrent layers, Rußwurm and Körner [49] built an encoder framework for land cover classification. Song et al. [50] proposed a recurrent 3-D fully convolutional network for change detection in HSIs, in which the ConvLSTM layer is used to perform long-term dependencies modeling on the outputs of a fully convolutional network in the temporal field. Moreover, Seydgar et al. [51] proposed a two-stage model, in which ConvLSTM, cascading with 3-D CNN, was utilized to extract spatial–spectral features.

In addition to the above combination with CNN, there are some works to build deep models using LSTM alone. Zhou et al. [52] designed a spatial–spectral LSTMs (SSLSTMs) model based on two independent LSTMs in the way of spatial LSTM (SaLSTM) and spectral LSTM (SeLSTM). However, this way not only insufficiently fuses the spatial and spectral information, but also loses the spatial structure. Rußwurm and Körner [53] employed multilevel cascaded LSTMs for land cover classification. Inspired by spatial similarity measurements [54], Ma et al. [55] built a LSTM-based model, in which the spatial–spectral features are extracted by these measurement strategies. Moreover, a bidirectional-ConvLSTM (Bi-CLSTM) model [56] was proposed by cascading all outputs in each layer for extracting spatial–spectral features. However, this simple cascade fails to fully utilize the correlation between different spectral bands.

Inspired by the above works, the main purpose of this article is to construct two novel deep ConvLSTM neural networks for HSI feature extraction and classification. The main contributions of this article are listed as follows.

1) In order to address the problem of underutilization of the correlations between different spectral bands in Bi-CLSTM and the issues of insufficient fusion of the spatial and spectral information and the loss of the spatial structure information in SSLSTMs, an effective feature extraction model, i.e., spatial–spectral ConvLSTM 2-D neural network (SSCL2DNN), is proposed by modeling long-term dependencies in the spectral field for joint learning of spatial–spectral features, in which the local window patch is decomposed into a spectral sequence and then input to each memory cell band by band.
2) To better preserve the intrinsic structure of hyperspectral data, the 3-D structure (namely ConvLSTM3D) is further developed from the basic ConvLSTM cell, with which a novel deep model, i.e., spatial–spectral ConvLSTM 3-D neural network (SSCL3DNN), is constructed. Different from the way of band-by-band processing, the local patch directly takes the form of 3-D cube as the input of SSCL3DNN, which enables it to further improve classification performance of SSCL2DNN.

The remainder of this article is organized as follows. Section II presents CNN, LSTM, and ConvLSTM, and discusses the applications on HSI feature extraction and classification. In Sections III and IV, the proposed deep models with the extraction of spatial–spectral features for HSI classification are described in detail, respectively. Comprehensive quantitative analysis and evaluation of the proposed models are implemented in Section V. And conclusively, Section VI summarizes this article.

II. RELATED WORK

A. CNN

The fundamental CNN mainly consists of the following parts: convolutional layer, pooling layer, full connection layer, and classification layer. Based on different convolution operations, we can construct various networks to meet a variety of practical requirements. Originally, the calculation formula of each convolutional layer in CNN can be expressed as

\[ o_{r+1} = \phi(W_r \ast o_r + b_r) \]  

(1)

where \( o_{r+1} \) is the output with \( M \) feature maps of the \( r \)th convolutional layer, \( W_r \) denotes the convolution filter, and \( b_r \) is the bias of the \( r \)th convolutional layer, \( o_r \) is the output of the \((r-1)\)th convolutional layer, and \( \phi(\cdot) \) is the nonlinear activation function. \( W_r \) has a size of \( k^{(r)} \times k^{(r)} \) for 2-D CNN. With respect to 3-D CNN, \( W_r \) is a convolution filter in the \( r \)th convolutional layer with the size of \( k^{(r)} \times k^{(r)} \times d^{(r)} \), in which \( k^{(r)} \) and \( d^{(r)} \) denote the size and depth of the convolution filter, respectively.

Since Hu et al. [21] and Chen et al. [22] proposed HSI feature extraction and classification models based on CNN, more and more improved CNN-based models have been introduced. CNN has become an extremely effective and basic structure for various tasks. It is noteworthy that a sliding window is still used to extract spatial features in CNN, which is a traditional way of exploiting spatial information. Moreover, the data transmission in CNN exists only between adjacent layers, lacking information interaction inside each layer, which may make it difficult to extract more effective features.

B. LSTM

LSTM is proposed to deal with the issues that RNN is not suitable for learning long-term dependencies and prone to bring about gradient vanishing and exploding problems [46]. It is obvious that the data transmission and processing in LSTM are realized by three key gate units: input gate, output gate, and forget gate, which are used for implementing information protection and control [44]. The calculation formulas between these three gate structures in LSTM are written as

\[ i_t = \sigma(W_{ix}X_t + W_{hi}h_{t-1} + W_{ic}c_{t-1} + b_i) \]

\[ f_t = \sigma(W_{xf}X_t + W_{hf}h_{t-1} + W_{fc}c_{t-1} + b_f) \]

\[ \tilde{c}_t = \tanh(W_{xc}X_t + W_{hc}h_{t-1} + b_c) \]

\[ c_t = f_t \circ c_{t-1} + i_t \circ \tilde{c}_t \]

\[ o_t = \sigma(W_{xo}X_t + W_{ho}h_{t-1} + W_{oc}c_t + b_o) \]

\[ h_t = o_t \circ \tanh(c_t) \]  

(2)

where \( x_t, h_{t-1}, \) and \( c_{t-1} \) represent the input of the current cell, the output and state of the last cell in LSTM, respectively. \( i_t, f_t, \) and \( h_t \) denote the input gate, forget gate, and output gate of LSTM. \( W_i \) and \( b_i \) are the weight and bias of the input gate, \( W_f \) and \( b_f \) are the weight and bias of the forget gate, and \( W_o \) and \( b_o \) are the weight and bias of the output gate, where \( \cdot \) indicates \( x, h \), and \( c. \circ \) denotes the Hadamard product, and \( \sigma \) is the nonlinear activation function.

Zhou et al. [52] first attempted to apply LSTM to HSI classification and advanced the SSLSTMs. The experimental results show that LSTM can also be used well for modeling long-range dependencies in the spectral domain. Nevertheless, it is worth noting that the two branches in SSLSTMs are independent of each other. In addition, the unfolding of the original HSI data to one-dimensional vectors as the input of SSLSTMs will actually lose the intrinsic structure of the hyperspectral data, since spatial information is not considered in LSTM.

C. ConvLSTM

Considering the shortcomings of LSTM, a modification and extended version of LSTM, i.e., ConvLSTM [47], is developed. Different from LSTM, the input-to-state and state-to-state transitions in ConvLSTM are realized by convolution, and ConvLSTM holds the same structure as LSTM and can be used to model long-term dependencies in the time domain or spectral domain, in which the calculation formulas can be expressed as

\[ i_t = \sigma(W_{ix}X_t + W_{hi}H_{t-1} + W_{ic}C_{t-1} + b_i) \]

\[ f_t = \sigma(W_{xf}X_t + W_{hf}H_{t-1} + W_{fc}C_{t-1} + b_f) \]

\[ \tilde{c}_t = \tanh(W_{xc}X_t + W_{hc}H_{t-1} + b_c) \]

\[ C_t = f_t \circ C_{t-1} + i_t \circ \tilde{c}_t \]

\[ o_t = \sigma(W_{xo}X_t + W_{ho}H_{t-1} + W_{co}C_t + b_o) \]

\[ H_t = o_t \circ \tanh(C_t) \]  

(3)

where \( X_t \) denotes the input of the current cell, \( C_{t-1} \) and \( H_{t-1} \) are state and output of the last cell, respectively. \( \ast \) means the convolution operation. \( W \) denotes the 2-D convolution filter with a \( k \times k \) kernel, and \( k \) is the size of the convolution kernel, respectively. Specially, the definitions of \( W_i, W_f, W_o, b_i, b_f, \) and \( b_o \) are similar to that in (2), however, the data dimensions and processing methods are different.

Different from the traditional way of extracting spatial features based on the sliding window in CNN, the ConvLSTM cell holds three special gate mechanisms to complete data transmission and processing, which makes it possible to utilize spatial information of HSIs more effectively. Simultaneously,
the ConvLSTM layer, constructed by the ConvLSTM cell in (3) as the basic unit, can not only implement data transmission and processing of the inter-layer, but also execute those of the intra-layer, which is another great difference from CNN. This special structure enables ConvLSTM layer to extract the more effective feature representation than CNN. Furthermore, compared with LSTM, the implementations of three gate mechanisms are extended from one-dimensional to multidimensional convolution operation, and this change can not only capture the spatial context information of the original data similar to the convolutional layer in CNN but also model the long-range dependencies in the time domain of video or the spectral domain of HSIs.

III. SSCL2DNN

In SSLSTMs [52], the spatial and spectral features are not effectively fused, and the spatial structure information is not well preserved. As for Bi-CLSTM [56], the correlations between different spectral bands are not fully utilized. In order to address the above issues, a novel ConvLSTM-based spatial–spectral feature extraction model is proposed. It should be noted that ConvLSTM given in Section II-C is actually a 2-D extension structure of LSTM, and in what follows, to distinguish the 3-D extension form in Section VI, ConvLSTM involved in this section is named ConvLSTM2D.

A. SSCL2DNN

On account of the above analysis, a joint spatial–spectral feature extraction and classification model based on ConvLSTM2D is constructed, which is shown in Fig. 1 labeled by with blue. The core structure of our proposed SSCL2DNN consists of ConvLSTM2D layer and pooling layer. Based on the basic ConvLSTM2D cell in (3), a ConvLSTM2D layer will be built, and a 3-D data cube needs to be decomposed into a spectral sequence, which is then input into each memory cell of the ConvLSTM2D layer one by one. However, there is much redundant information in original HSI data cube, and the more data used, the greater the complexity involved. Unlike [22], PCA is selected as the preprocessing method to implement dimension reduction of data.

First of all, the size of the original HSI data cube can be denoted as $W \times H \times D$, where $D$ indicates the number of the spectral bands, and $W$ and $H$ are the width and height of HSI, respectively. In order to reduce computational complexity, the first $K$ components after PCA are selected as the spectral information of each pixel $x_i$. Furthermore, for each ConvLSTM2D layer in SSCL2DNN, considering that the spatial context information is beneficial to HSI classification, the data in a local spatial window with the size of $s \times s$ is extracted as the spatial information for extracting spatial–spectral features, which is the input of each memory cell in the ConvLSTM2D layer. After data preprocessing, a 3-D input data denoted by $s \times s \times K$ is constructed. In particular, suppose that the special dimension time_step in ConvLSTM2D is expressed as a variable $\tau$, and it needs to be fixed as $K$ to maintain the same dimension as the input data. Concretely, the 3-D input of each pixel $x_i$ is decomposed into $K$ 2-D components and converted into a sequence with the length of $K$, i.e., $\{x_i^1, x_i^2, \ldots, x_i^K\}$, $k \in \{1, 2, \ldots, K\}$, where $x_i^k$ denotes the $k$th component of the pixel $x_i$. Then, this sequence is fed into the ConvLSTM2D layer one by one. In order to compress the feature maps generated by the ConvLSTM2D layer and reduce the computational complexity, the pooling layer is also used in the proposed deep model. After cascading multiple ConvLSTM2D layers and pooling layers, the final output of the last ConvLSTM2D layer in the proposed SSCL2DNN model is the desired feature representation that is subsequently fed into the classification layer to obtain the final result. Specifically, according to [22] and [26], small convolution kernels are efficient for yielding better classification performance. As such, the size of the convolution kernels in our proposed deep model can be set as $4 \times 4$ or $3 \times 3$, and the kernel size of $2 \times 2$ is adopted to implement the operation of the pooling layer.

Due to the exceptional inner structure of LSTM and its extended architecture, it is evident that if we set $\tau$ to 1 and $K$ to 1 in each ConvLSTM2D layer, and convert the input from a 3-D data to a 2-D data, the proposed deep model is reduced to spatial ConvLSTM 2-D neural network (SaCL2DNN), which is shown in Fig. 1 labeled by with red dotted boxes. Specially, this transform is similar to that from 3-D CNN to 2D CNN, however, SaCL2DNN can utilize the spatial structure information of hyperspectral data more effectively to obtain better classification performance than 2-D CNN.
processing within each ConvLSTM2D layer. It is known that adjacent spectral bands are highly correlated, and there may also be some correlations between nonadjacent spectral bands [48]. Therefore, by effectively modeling long-range dependencies in the spectral field, SSCL2DNN can jointly consider the spatial–spectral information, which can address the problems of insufficient feature fusion caused by using two subbranches independently and the loss of spatial information in SSLSTMs [52] and underutilization of correlation between different spectral bands in Bi-CLSTM [56].

B. Loss Function and Optimization Method

Suppose that there are \( L \) ConvLSTM2D layers and pooling layers in SSCL2DNN. In the first ConvLSTM2D layer, each 2-D component \( X_k^i \) in the spectral sequence \( \{X_1^i, \ldots, X_h^i, \ldots, X_k^i \} \) is the input of the \( i \)th memory cell, which is actually \( X_t \) in (3), and then there will be two kinds of outputs, i.e., the outputs \( \{H_1^i, \ldots, H_h^i, \ldots, H_k^i \} \) of \( K \) memory cells and the state and output \( \{C_i, H_i\} \) yielded by modeling long-term dependencies, which are actually \( \{C_i, H_i\} \) in (3). The outputs of \( K \) memory cells are retained as the inputs of the next layer to extract high-level features. After \( L \) ConvLSTM2D layers and pooling layers, the output \( H_{Li} \) of the last ConvLSTM2D layer generated by modeling long-range dependencies in the spectral field is the desired spatial–spectral features. After reducing dimensions through the last pooling layer, the spatial–spectral features \( H_{Li} \) are converted into the 1-D vectors \( h_{Li} \) and then fed into a fully connected layer to map the feature space to class label space. Finally, the feature vectors \( h_{Li} \) are input to a softmax function to predict the conditional probability distribution \( P(y = c|h_{Li}, W, b) = \frac{e^{W_h h_{Li} + b_y}}{\sum_{c}^{N} e^{W_h h_{Li} + b_y}} \) of each class \( c \), where \( c \in 1, 2, \ldots, N \), and \( N \) is the number of classes in the HSI data sets.

In addition, the cross entropy [52] is used as the loss function to obtain the final classification results, which is optimized by adaptive momentum (ADAM) algorithm.

IV. SSCL3DNN

In order to better preserve the intrinsic structure information of the hyperspectral data, in this section, the 3-D extended structure (ConvLSTM3D) is further developed, and another novel deep feature extraction and classification model, i.e., SSCL3DNN, is proposed, which can yield more discriminative spatial–spectral features for further improving the classification performance.

A. ConvLSTM3D

On the basis of ConvLSTM2D, the 3-D extended version (ConvLSTM3D) is further developed, in which there are three gate units, and the calculation formulas are similar to that in ConvLSTM2D. However, different from it, the whole 3-D data cube is taken as the input of each memory cell in ConvLSTM3D. In particular, the input \( X_t \), the state \( C_{t-1} \) and \( C_t \), the output \( H_{t-1} \) and \( H_t \), and the gate units \( i_t, f_t, \) and \( o_t \) of ConvLSTM3D are 4-D tensors, whose last three dimensions are spectral dimension and two spatial dimensions, and the convolution filters \( W_i, W_f, \) and \( W_o \) are 3-D tensors. The structure illustration of the ConvLSTM3D layer is shown in Fig. 3. Specifically, the equations of the ConvLSTM3D cell can be written as

\[
\begin{align*}
i_t &= \sigma(W_{xi} \odot X_t + W_{hi} \odot H_{t-1} + W_{ci} \odot C_{t-1} + b_i) \\
f_t &= \sigma(W_{xf} \odot X_t + W_{hf} \odot H_{t-1} + W_{cf} \odot C_{t-1} + b_f) \\
C_t &= f_t \odot C_{t-1} + i_t \odot \tanh(C_t) \\
o_t &= \sigma(W_{xo} \odot X_t + W_{ho} \odot H_{t-1} + W_{co} \odot C_t + b_o) \\
H_t &= o_t \odot \tanh(C_t)
\end{align*}
\]

where \( \odot \) is the defined 3-D convolution between 4-D input or output and 3-D convolution filter.

Compared with the LSTM cell in (2) and the ConvLSTM2D cell in (3), the extended ConvLSTM3D cell has a similar calculational model, however, the main difference is the calculation of the convolution in each gate unit. Take the input gate of the ConvLSTM3D cell as an example. Suppose that \( X_t \in R^{5 \times w \times h \times d} \) is the input of it, which is the \( t \)th component in a sequence decomposed from the input of the ConvLSTM3D layer according to the dimension time_step, and \( X_{t,i} \in R^{k_1 \times k_2 \times d} \), where \( t_r, u_t, h_t, s_t, k_1, k_2, \) and \( d \) are the dimension time_step, width, height, the number of the spectral bands, kernel size and depth, respectively. We define the 3-D convolution of \( X_t \) and \( X_{t,i} \) as \( W_{x} X_t \odot X_{t,i} \), where the output \( u_{t,i,l,s} \) yielded by \( X_t \) at position \( (i_x, i_y, l_z) \) in the input gate is defined as

\[
u_{t,i,l,s} = \sum_{j=1}^{k_1} \sum_{p=1}^{k_2} \sum_{q=1}^{d} W_{x_{ij}} X_{t,l+p} X_{t,l+q}.
\]

B. SSCL3DNN

According to the extraordinary structure of ConvLSTM3D, we further extend SSCL2DNN to a new deep model, i.e., SSCL3DNN, based on ConvLSTM3D. Different from SSCL2DNN, the whole data cube must be taken as the input of the memory cell in SSCL3DNN. Therefore, the intrinsic structure of HSIs can be captured well, and the spatial–spectral features can be well learned to further improve the HSI classification performance. Fig. 2 clearly shows the structure of the proposed deep model, and the parameter \( \tau \) is fixed as 1.

In particular, PCA is also used to reduce the redundant information in this section, and similarly, the first \( K \) components are chosen. With regard to the selection of the size of the convolution kernel, the small kernel size is also considered, which can be set as \( 3 \times 3 \times 3 \) or \( 5 \times 5 \times 5 \) in the proposed deep model. Besides, the size of the pooling kernel in the pooling layer is set as \( 2 \times 2 \times 2 \). After the cascade of multiple ConvLSTM3D layers and pooling layers, the spatial–spectral features are extracted from the 3-D data cube and subsequently fed into the classification layer to obtain the classification results.

Although the loss function and optimization method in this section are the same as those of SSCL2DNN in Section III,
the spatial–spectral features $H_L$ and its 1-D vector form $h_L$ of each pixel $x_i$ and data processing at each layer in SSCL3DNN are quite different.

V. EXPERIMENTAL RESULTS

To quantitatively and qualitatively analyze the classification performance of the proposed models, SVM [57], 2-D CNN [22], 3-D CNN [22], SaLSTM [52], SSLSTMs [52], and Bi-CLSTM [56] are used as the comparative algorithms. In particular, the special case (SaCL2DNN) of SSCL2DNN is used to compare fairly with SVM, 2-D CNN, and SaLSTM. Three commonly used quantitative metrics are adopted, i.e., overall accuracy (OA), average accuracy (AA), and Kappa coefficient ($\kappa$). To eliminate the bias introduced by randomly choosing training samples, each experiment is repeated 10 times, and the mean values of each evaluation criterion are presented.

A. Hyperspectral Data Sets

Three common HSI data sets, i.e., Indian Pines, Salinas Valley, and the University of Pavia, are considered in our experiments, whose false-color maps, ground-truth maps, and the corresponding training size are shown in Fig. 4, respectively.

1) Indian Pines: The Indian Pines data set was captured in 1992 by the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) sensor in Northwestern Indiana, USA, which is mainly composed of multiple agricultural fields. The spatial size of this data set is $145 \times 145$ pixels with a spatial resolution of 20 meters per pixel (mpp), and there are 224 spectral bands in the wavelength range from 0.4 to 2.5 $\mu$m. Since some of them cannot be reflected by water together with four null bands, there are generally 200 bands remaining for study. After removing the background pixels, 10249 pixels are reserved, which contain useful ground-truth information from 16 different class labels.

2) Salinas Valley: The Salinas Valley data set was collected by the 224-band AVIRIS sensor over Salinas Valley, California. This data set is made up of 512 lines and 217 columns, and contains 16 ground-truth classes. After removing the water absorption bands and noise-affected bands, there are 204 spectral bands preserved.

3) University of Pavia: The University of Pavia data set was acquired by the Reflective Optics System Imaging Spectrometer (ROSIS) sensor over University of Pavia, Northern Italy. There are 103 spectral bands in the spectral range from 0.43 to 0.86 $\mu$m by removing several noise-corrupted bands, and it presents a size of $610 \times 340$ pixels with a spatial resolution of 1.3 mpp. Different from the Indian Pines and Salinas Valley data sets, this data set contains nine distinguishable classes.

B. Experimental Settings

In order to reduce the computational complexity, PCA is used as a preprocessing method to reduce data dimensions. For SVM, 2-D CNN, SaLSTM, and SaCL2DNN, the first principal component is preserved as the input. As far as SSCL2DNN and SSCL3DNN are concerned, the top $K$ components are extracted as the spectral features.

All the parameters of the compared methods are confirmed according to [22], [52], [56], and [57] to achieve the quasi-optimal performance. Specifically, for SVM, the radial basis function (RBF) is used in the Libsvm toolbox [57]. There are two key parameters in SVM, i.e., $C$ and $\gamma$, which denote the regularization parameter and the kernel function parameter, respectively. According to [57], fivefold cross-validation is adopted to tune $C$ and $\gamma$ from the range of $\{2^{-5}, 2^{-4}, \ldots, 2^{19}\}$ and $\{2^{-15}, 2^{-14}, \ldots, 2^{4}\}$, respectively. For Bi-CLSTM [56], the kernel size and the number of feature maps in each ConvLSTM2D layer are fixed as 3 and 32, respectively. As for SaLSTM, SaLSTM, and SSLSTMs [52], the numbers of output nodes in SaLSTM and SaLSTM are set to 64 and 128, respectively, for the Indian Pines and Salinas Valley data sets, while set to 128 and 256, respectively, for the University of Pavia data set.

For SSCL2DNN and SSCL3DNN, there are four key parameters to be determined, i.e., the size $(s \times s)$ of the local
window, the number ($K$) of the principal components after PCA, the size ($k \times k$) of the convolution operation, and the number ($M$) of the feature maps at each ConvLSTM layer. First, $K$ is fixed as 10. Then, $s$ is generated from $\{21, 23, 25, 27, 29, 31, 33\}$, $k$ is from $\{3, 4, 5\}$, and $M$ is searched from three given combinations $\{16\}$, $\{32\}$, and $\{64\}$. The experimental results under different sizes of the local window are reported in Table I, from which it can be seen that for these three data sets, the optimal $s$ in SSCL2DNN is 27, while for SSCL3DNN, it is 27, 31, and 31, respectively. Although SSCL3DNN can obtain 0.46% and 0.32% gains when $s$ varies from 27 to 31 for the Salinas Valley and University of Pavia data sets, the computational complexity and runtime will obviously increase. Based on the above analysis, the size of the local window for the proposed models is fixed as $27 \times 27$, which can not only achieve satisfactory classification performance but also provide convenience for the practical application of the proposed models. In particular, the size of the local window in SaCL2DNN is the same as that in SSCL2DNN.

In order to ensure the convergence of the loss function, the number of training epochs is fixed as 2000, and the learning rate is set as 0.0001 from epochs 1 to 2000 for the proposed deep models. More detailed parameter settings are summarized in Tables III–V.

**TABLE I**

| NO. | Color         | Training | Total |
|-----|---------------|----------|-------|
| Indian Pines | Salinas Valley | University of Pavia |

| s x s | Indian Pines | Salinas Valley | University of Pavia |
|-------|--------------|----------------|---------------------|
| 21 x 21 | 96.63 | 97.90 | 92.24 | 98.75 | 86.97 | 87.74 |
| 23 x 23 | 97.09 | 98.21 | 92.45 | 98.95 | 87.14 | 91.29 |
| 25 x 25 | 97.37 | 98.32 | 94.03 | 98.97 | 88.42 | 95.38 |
| 27 x 27 | 97.73 | 98.79 | 96.30 | 99.29 | 89.04 | 97.10 |
| 29 x 29 | 97.70 | 98.47 | 95.58 | 99.59 | 87.95 | 97.32 |
| 31 x 31 | 97.68 | 98.20 | 95.69 | 99.75 | 85.87 | 97.42 |
| 33 x 33 | 97.10 | 98.07 | 95.52 | 99.40 | 86.92 | 95.99 |

**TABLE II**

| $K$ | Indian Pines | Salinas Valley | University of Pavia |
|-----|--------------|----------------|---------------------|
| 5 | 98.03 | 98.74 | 95.64 | 98.97 | 91.47 | 95.43 |
| 10 | 97.72 | 98.79 | 96.30 | 99.29 | 89.04 | 97.10 |
| 15 | 96.90 | 98.72 | 95.24 | 99.18 | 85.56 | 96.74 |
| 20 | 96.63 | 98.51 | 95.40 | 99.40 | 83.46 | 96.53 |

After that, the experiments for analyzing the influence of different $K$ on the performance are further completed, and $K$ is searched from $\{5, 10, 15, 20\}$ for the Indian Pines and University of Pavia data sets, while from $\{5, 10, 15\}$ for the Salinas Valley data set because of the memory problems. The results in Table II reveal that for these three data sets, the optimal $K$ in SSCL3DNN is 10, while for SSCL2DNN, it is 5, 10, and 5, respectively.

For hardware system configuration, all the following experiments are completed on a desktop with an 8th Generation Intel Core i7-8700 processor and up to 3.7 GHz, 16 GB of DDR4 RAM with a serial speed of 2400 MHz, a Nvidia GeForce GTX 1080ti GPU with 11-GB memory, an Inter SSD D3-S4510 with 240 GB. For software system configuration, we adopt Ubuntu 16.04.4 x 64 as our operating system for all experiments. CUDA 8.0 and cuDNN 7.0.5, Tfelearn with 0.3.2, Tensorflow-GPU with 1.4.0, and python 3.5.4 are the main
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programming environment. Specially, all methods involved in our experiments are completed in Anaconda 3.4. It should be noted that TFLearn is a modular and transparent deep learning library built on Tensorflow, and can provide a higher-level API than Tensorflow. A combination of TFLearn and Tensorflow constructs the core framework of the proposed deep models.

C. Classification Performance

In order to show the superiority of the proposed deep models, we randomly select 1% of the available labeled samples for training for both the Salinas Valley and the University of Pavia data sets while 10% for the Indian Pines data set, respectively. And the remaining samples are used for testing.

According to the experimental settings in Section V-B, the quantitative assessments based on all models are reported in Tables VI–VIII, from which it can be seen that the proposed SSCL2DNN and SSCL3DNN models can provide better classification performance than other considered models.

First of all, three special gate mechanisms make it possible for ConvLSTM to take full use of both the spatial and spectral information of HSIs, and fuse the spatial and spectral information more effectively than LSTM. Specifically, on the one hand, compared with 2-D CNN, SSCL2DNN improves OA by 0.96%, 5.03%, and 4.80%, respectively, for the Indian Pines, Salinas Valley, and University of Pavia data sets, which can better capture spatial context information from hyperspectral data. It should be noted that it is the loss of the spatial information that leads to unsatisfactory performance for SVM and SaLSTM. In addition, SaCL2DNN is a special case of SSCL2DNN, and compared with it, SSCL2DNN can obtain 0.96%, 1.62%, and 4.78% gains in OA for these three data sets. For Bi-CLSTM, although ConvLSTM2D is also the core backbone for the feature extraction, this way of simply cascading all the outputs not only does not fully exploit the correlations between different spectral bands but also easily leads to overfitting problem. Different from it, SSCL2DNN is built by alternating cascades of multilayer ConvLSTM2D layers and pooling layers, in which the outputs yielded by modeling long-range dependencies are the final feature representations. To some extent, this approach can not only make great use of the characteristics of ConvLSTM2D but also reduce the number of features and the complexity of the model, and the gains in OA yielded by SSCL2DNN are 2.41%, 0.58%, and 6.25% for these three HSI data sets, respectively, which verifies the effectiveness of SSCL2DNN, and demonstrates that joint learning of spatial–spectral features by modeling long-term dependencies in the spectral field can provide higher classification performance.

On the other hand, SSCL3DNN fuses the spatial and spectral information more effectively by the special 3-D operation, which can preserve the intrinsic structure of hyperspectral data to further improve the classification performance of SSCL2DNN, and obtains 0.76%, 2.99%, and 5.63% gains in OA for these three HSI data sets, respectively. Compared with 3-D CNN, the improvements in OA provided by SSCL3DNN are 0.51%, 2.12%, and 7.96% for these three data sets, respectively, for the Indian Pines, Salinas Valley, and University of Pavia data sets. In particular, SSCL3DNN produces remarkable gains for the Salinas Valley and University of Pavia data sets. From Tables VI–VIII, it can be seen that the 3-D extended architecture of LSTM makes it possible for SSCL3DNN to generate better classification performance by preserving the intrinsic structure of hyperspectral data, and the special gate structures enable SSCL3DNN to extract more discriminative spatial–spectral features. In addition, the classification performance of some classes with high correlation, such as class 10, class 11, and class 12 in the Indian Pines data set, class 8 and class 15 in the University of Pavia data set, and class 1, class 6, and class 8 in the Indian Pines data set, is improved, which demonstrates the superiority of the proposed models.

Corresponding to Tables VI–VIII, similar conclusions can be drawn from the classification maps presented in Figs. 5–7 from which it is obvious that the maps provided by the proposed models are closest to the ground-truth maps for these three data sets. In addition, there are only fewer misclassifications, and the boundaries of each class are better recognized, especially for class 2, class 10, and class 11 in Fig. 5, class 8 and class 15 in Fig. 6, and class 1, class 6, and class 8 in Fig. 7, which further verifies the effectiveness of the proposed models.

| Layer Name       | Output Shape | Filter Size | Padding |
|------------------|--------------|-------------|---------|
| Input Layer      | 27 x 27      | N/A         | N/A     |
| ConvLSTM2D Layer | 27 x 27 x 32 | 3 x 3 x 32  | SAME    |
| MaxPooling Layer | 14 x 14 x 32 | 2 x 2 x 32  | SAME    |
| ConvLSTM2D Layer | 14 x 14 x 64 | 5 x 5 x 64  | SAME    |
| MaxPooling Layer | 7 x 7 x 64   | 2 x 2 x 64  | SAME    |
| Droup            | 7 x 7 x 64   | 0.25        | N/A     |
| Flattten         | 3136         | N/A         | N/A     |
| Dense Layer      | 128          | N/A         | N/A     |
| Output           | N            | N           | N/A     |

| Layer Name       | Output Shape | Filter Size | Padding |
|------------------|--------------|-------------|---------|
| Input Layer      | 10 x 27 x 27 | N/A         | N/A     |
| ConvLSTM3D Layer | 10 x 27 x 32 | 4 x 4 x 32  | SAME    |
| MaxPooling Layer | 5 x 14 x 32  | 2 x 2 x 32  | SAME    |
| ConvLSTM3D Layer | 5 x 14 x 64  | 3 x 3 x 64  | SAME    |
| MaxPooling Layer | 3 x 7 x 64   | 2 x 2 x 64  | SAME    |
| Droup            | 3 x 7 x 64   | 0.25        | N/A     |
| Flattten         | 9408         | N/A         | N/A     |
| Dense Layer      | 128          | N/A         | N/A     |
| Droup            | 128          | 0.5         | N/A     |
| Output           | N            | N           | N/A     |

| Layer Name       | Output Shape | Filter Size | Padding |
|------------------|--------------|-------------|---------|
| Input Layer      | N/A          | N/A         | N/A     |
| ConvLSTM2D Layer | N/A          | N/A         | N/A     |
| MaxPooling Layer | N/A          | N/A         | N/A     |
| ConvLSTM2D Layer | N/A          | N/A         | N/A     |
| MaxPooling Layer | N/A          | N/A         | N/A     |
| Droup            | N/A          | N/A         | N/A     |
| Flattten         | N/A          | N/A         | N/A     |
| Dense Layer      | N/A          | N/A         | N/A     |
| Output           | N/A          | N/A         | N/A     |
As we all know, it is greatly expensive and difficult to obtain samples with labels. Therefore, it is necessary to investigate the performance under a small training size.

D. Sensitivity Comparison and Analysis Under Small Samples

In order to further demonstrate the performance of the proposed deep models, we randomly select ten samples from each labeled class to construct smaller training sets.

The experimental results are reported in Tables IX and X, from which it can be observed that even in the case of a small size of training samples, the proposed deep models can also show better classification performance. Compared with 2-D CNN, the improvements in OA yielded by SaCL2DNN are 4.39%, 5.34%, and 16.46%, respectively, and SSCL2DNN improves the performance of SaCL2DNN and obtains 3.12%, 15.43%, and 3.83% gains in OA for these three HSI data sets, respectively, which further verifies the validity of joint learning of the spatial–spectral features. However, Bi-CLSTM obtains better performance than SSCL2DNN, and yields 1.32%, 0.96%, and 1.90% gains in OA, respectively. The main reason is the way of cascading all the outputs of each ConvLSTM2D layer determines that Bi-CLSTM can provide more available...
features than SSCL2DNN. In particular, it is the defects of Bi-CLSTM and SSCL2DNN that lead to the destruction of the intrinsic structure of the hyperspectral data when putting each component of the local patch as the input of each memory cell. SSCL3DNN overcomes this shortcoming, and yields the best classification performance, which obtains 2.07%, 4.96%, and 22.61% gains in OA for these three data sets, respectively, when compared with 3-D CNN. More detailed results are

Fig. 5. Classification maps for the Indian Pines data set. (a) Ground-truth map. (b) SVM. (c) 2-D CNN. (d) SaLSTM. (e) SaCL2DNN. (f) SSLSTMs. (g) Bi-CLSTM. (h) SSCL2DNN. (i) 3-D CNN. (j) SSCL3DNN.

| Table IX | Classification Results of Training Under Small Samples (Ten Samples for Each Class) |
|---|---|---|---|---|---|---|
| Class | Indian Pines | SVM | 2-D CNN | SaLSTM | SaCL2DNN | SVM | 2-D CNN | SaLSTM | SaCL2DNN | SVM | 2-D CNN | SaLSTM | SaCL2DNN |
| 1 | 91.67 | 94.44 | 88.33 | 95.00 | 93.31 | 76.16 | 70.96 | 85.71 | 90.07 | 37.14 | 32.95 | 44.89 |
| 2 | 97.78 | 95.73 | 91.33 | 95.98 | 95.15 | 61.93 | 47.37 | 73.62 | 92.49 | 43.53 | 30.42 | 67.08 |
| 3 | 56.51 | 47.59 | 41.90 | 52.34 | 53.98 | 46.20 | 36.31 | 67.70 | 30.80 | 34.96 | 21.97 | 34.67 |
| 4 | 73.83 | 76.12 | 65.37 | 84.93 | 74.94 | 97.34 | 93.05 | 99.21 | 54.21 | 59.74 | 31.83 | 66.72 |
| 5 | 86.57 | 88.01 | 75.67 | 83.00 | 87.47 | 87.88 | 82.36 | 92.50 | 83.97 | 75.18 | 69.46 | 80.02 |
| 6 | 60.42 | 64.06 | 53.86 | 61.44 | 87.51 | 55.21 | 81.16 | 82.60 | 35.57 | 33.00 | 18.84 | 45.57 |
| 7 | 97.78 | 100.00 | 94.44 | 100.00 | 63.57 | 68.06 | 60.57 | 82.64 | 66.39 | 35.86 | 33.23 | 39.77 |
| 8 | 96.28 | 93.33 | 70.56 | 87.78 | 37.40 | 38.37 | 40.94 | 32.38 | 43.75 | 63.47 | 30.15 | 79.58 |
| 9 | 100.00 | 100.00 | 84.00 | 100.00 | 43.82 | 34.70 | 40.19 | 45.79 | 57.42 | 86.27 | 57.45 | 95.35 |
| 10 | 57.77 | 47.80 | 26.64 | 56.30 | 53.64 | 53.20 | 47.65 | 83.46 | | | | |
| 11 | 42.94 | 42.45 | 28.09 | 42.81 | 94.67 | 93.01 | 89.21 | 96.07 | | | | |
| 12 | 49.67 | 45.97 | 38.42 | 52.08 | 89.17 | 80.86 | 69.13 | 90.28 | | | | |
| 13 | 81.13 | 86.97 | 75.18 | 95.90 | 90.53 | 93.09 | 85.76 | 94.88 | | | | |
| 14 | 70.66 | 69.94 | 73.34 | 82.10 | 90.60 | 87.72 | 88.72 | 97.96 | | | | |
| 15 | 71.33 | 69.95 | 67.98 | 78.67 | | | | | | | | |
| 16 | 90.84 | 90.60 | 77.11 | 92.77 | 73.32 | 61.37 | 51.50 | 82.53 | | | | |
| OA | 56.41 | 53.08 | 45.77 | 57.47 | 63.77 | 62.15 | 59.15 | 67.49 | 45.81 | 44.30 | 31.02 | 60.76 |
| AA | 70.98 | 69.19 | 61.26 | 73.38 | 73.28 | 71.92 | 66.39 | 79.89 | 50.30 | 51.05 | 36.26 | 61.54 |
| }
reported in Tables IX and X, which further demonstrate the advantages of the proposed models.

To further show the effectiveness of the proposed deep models, 20, 30, and 40 samples from each class are randomly extracted for training in these three data sets. In particular, the number of training samples for classes 7 and 9 in the Indian Pines data set is fixed as 10. When taking different numbers of training samples into account, the OA curves of all models are provided in Fig. 8, from which it can be seen that for these three HSI data sets, SSCL3DNN provides the highest classification accuracy. It is worth noting that SSCL3DNN obtains significant performance improvements in the Salinas Valley and University of Pavia data sets. In particular, compared with Bi-CLSTM, SSCL2DNN achieves higher accuracy when the number of training samples is greater than or equal to 20, which means the way of using ConvLSTM2D to model long-range dependencies between different spectral bands may be more effective than that of simply cascading all the outputs.
The results in Tables IX and X and Fig. 8 further demonstrate the effectiveness of the proposed deep models, and the design of the special gate structure makes it possible for them to better capture spatial information and preserve the intrinsic structure information of the original data, which is extremely important for improving the classification performance.

VI. CONCLUSION

In this article, two novel deep ConvLSTM neural networks, i.e., SSCL2DNN and SSCL3DNN, have been proposed to extract more effective and discriminative spatial–spectral features for HSI classification. In SSCL2DNN, by taking the local patch as a spectral sequence and feeding into each memory cell band by band, the outputs by modeling long-range dependencies in the spectral domain are the spatial–spectral features, which can reduce the number of features to solve the overfitting problem to a certain extent while achieving satisfactory classification performance. By further developing the 3-D extended structure of LSTM, SSCL3DNN can better preserve the intrinsic structure of hyperspectral data, and the special gate mechanisms enable it to extract more discriminative spatial-spectral features, which can further improve classification performance. The experimental results conducted on three widely used HSI data sets show that the proposed deep models offer competitive advantages over state-of-the-art approaches, especially in the case of small training size.
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