Electrical Conductivity of an Anisotropic Quark Gluon Plasma: A Quasiparticle Approach
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The study of transport coefficients of strongly interacting matter got impetus after the discovery of perfect fluid ever created at ultrarelativistic heavy ion collision experiments. In this article, we have calculated one such coefficient viz. electrical conductivity of the quark gluon plasma (QGP) phase which exhibits a momentum anisotropy. Relativistic Boltzmann’s kinetic equation has been solved in the relaxation-time approximation to obtain the electrical conductivity. We have used the quasiparticle description to define the basic properties of QGP. We have compared our model results with the corresponding results obtained in different lattice as well as other model calculations. Furthermore, we extend our model to calculate the electrical conductivity at finite chemical potential.
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I. INTRODUCTION

Transport coefficients are of particular interest to quantify the properties of strongly interacting matter created at relativistic heavy ion collisions (HIC) and these coefficients can be instrumental to study the critical properties of QCD medium. The fluctuations or external fields cause the system to depart from its equilibrium and a non-equilibrium system has been created for a brief time. The response of the system to such type of fluctuations or external fields is essentially described by transport coefficients e.g. the shear and bulk viscosities, the speed of sound etc. In recent years a somewhat surprising result in the quark gluon plasma (QGP) story has occurred when the practitioners in this field tried to satisfy the collective flow data as obtained in collider experiments. In order to get the required collective flow in the framework of viscous hydrodynamics, the value of shear viscosity to entropy density ratio (\(\eta/s\)) comes out to be very small \(\frac{1}{3}\). The tiny value of \(\eta/s\) indicates the discovery of most perfect fluid ever created in laboratory. This perfect fluid is described as strongly interacting quark gluon plasma \(\frac{1}{4}\). Thus the study of various transport coefficients is a powerful tool to really understand the behaviour of the matter produced in the ultra relativistic heavy ion collision (uRHIC) experiments at RHIC and LHC.

Recently electrical conductivity has gained a lot of interest due to the strong electric field created in the collision zone of uRHIC experiments \(\frac{8}{10}\). It has been observed that strong electric and magnetic fields are created in peripheral heavy ion collisions whose strength are roughly estimated as \(eE = eB = m_\pi^2\) (where \(m_\pi\) is the mass of the pion) within proper time \(1 \, \text{fm/c} \) \(\frac{11}{12}\). This large electrical field can significantly affect the behaviour of the medium created in these collisions and the effect depends on the magnitude of electrical conductivity (\(\sigma_{el}\)) of the medium. \(\sigma_{el}\) is responsible for the production of electric current generated by the quarks in the early stage of the collision. The value of \(\sigma_{el}\) would be of fundamental importance for the strength of Chiral Magnetic Effect \(\frac{12}{13}\) which is a signature of CP-violation in strong interaction. Further the electrical field in mass asymmetric collisions (e.g. Cu-Au collisions etc.) has overall a preferred direction and thus generating a charge asymmetric flow whose strength is directly related to \(\sigma_{el}\) \(\frac{12}{13}\). Furthermore, \(\sigma_{el}\) is related with the emission rate of soft photons \(\frac{14}{15}\) accounting for their raising spectra \(\frac{15}{16}\). Despite of the importance of electrical conductivity, it has been studied rarely in the literature for the QGP phase.

With the discovery of “most perfect fluid ever generated”, another important observation has been made that this fluid possesses momentum-space anisotropies in the local rest frame (LRF) \(\frac{17}{18}\). This has important implications for both dynamics and signatures of the QGP. Earlier it has been assumed \textit{a priori} in the ideal hydrodynamics that the QGP is completely isotropic. However, recently dissipative hydrodynamics helps us to understand that the QGP created in ultrarelativistic heavy ion collisions has different longitudinal and transverse pressure. It has been shown heuristically in first-order Navier Stokes viscous hydrodynamics that the ratio of longitudinal pressure over the transverse pressure is: \(P_L/P_T = (3\tau - 16\bar{\eta})/(3\tau + 8\bar{\eta})\), where \(\bar{\eta} = \eta/s\) \(\frac{17}{17}\). Using the RHIC-like initial condition the value of \(P_L/P_T\) comes out equal to 0.5 and for LHC-like initial condition this ratio takes the value as 0.35 \(\frac{17}{17}\). It has also been shown that there exists an anisotropy in \(P_L\) versus \(P_T\) in second-order Israel-Stewart viscous hydrodynamics. Several other groups who study the early-time dynamics of QCD within AdS/CFT
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framework have also shown the early-time pressure anisotropies and quote $P_x/P_T = 0.31$ or smaller [13, 20]. In colour-glass condensate framework, the practitioners have found that the timescale for isotropization in classical Yang-Mills simulations is very long [21, 22]. From these observations and findings one can certainly assumes that the momentum anisotropy produced in the medium created in heavy ion collisions lasts for at least $\tau \lesssim 2\ f m/c$. Thus it is crucial to incorporate these momentum-space anisotropies in any phenomenological studies specifically for transport coefficients.

In this article our main motivation is to calculate the electrical conductivity of an anisotropic QGP phase using the Relativistic Boltzmann’s kinetic equation. We have used the quasiparticle description to define the basic properties of QGP since earlier we have shown that quasiparticle description provides the proper and realistic thermodynamical and transport behaviour of QGP phase [23, 24]. We want to provide the correct temperature dependence of $\sigma_{el}$ since it is not yet established. Lattice calculations have obtained $\sigma_{el}$ at few values of temperature and these estimates vary widely [23, 25]. Thus it is necessary to provide a proper temperature dependence to electrical conductivity. We will also extend our calculation at finite quark chemical potential ($\mu_q$). This is important since there is no guidance at finite $\mu_q$ due to severe limitation of lattice calculations in this region. Very recently Berrehrah and collaborators have shown the variation of $\sigma_{el}/T$ with respect to temperature at small but finite chemical potential in dynamical quasiparticle model (DQPM) [29].

Rest of the article is organized as follows: firstly we present the calculation of electrical conductivity in the isotropic case. In second subsection we introduce a momentum-space anisotropy in the distribution function of quarks and antiquarks and then derive the expression of $\sigma_{el}$ for this anisotropic hot and/or dense QCD medium using Relativistic Boltzmann’s approach. In the third subsection we will provide a brief introduction about quasiparticle model. We further explain the importance of quasiparticle description of QGP in comparison to ideal description. Later we demonstrate results obtained in our model at zero $\mu_q$ and their comparison with the corresponding results obtained in lattice as well as in phenomenological calculations. We have also extended our model calculation at finite $\mu_q$. Finally we will give the summary and the conclusions drawn from this work.

II. DESCRIPTION OF MODEL

A. Electrical Conductivity for Isotropic System

The electric conductivity represents the response of the system to applied electric field. According to Ohm’s law, the spatial electric current ($\mathbf{J}$) is directly proportional to the longitudinal component of the electric field $\mathbf{E}$:

$$\mathbf{J} = \sigma_{el}\mathbf{E},$$  

(1)

where the proportionality coefficient is known as electrical conductivity ($\sigma_{el}$). One can write down the expression for four current ($\mathbf{J}^\mu$) in a covariant form as:

$$\mathbf{J}^\mu = \int \frac{d^3p}{(2\pi)^3} \rho^\mu \{ g \ f(x, p) - \bar{q} \ f(x, p) \},$$

(2)

where $f(x, p)$ and $\bar{q}$ are the distribution function and electric charge for quark (anti-quark), respectively. Further $g$ is the degeneracy factor. Let us first assume the case of vanishing chemical potential i.e., $\mu_q = 0$. In this case quark and anti-quark distribution functions will become identical, so Eq. (2) takes the following form:

$$\mathbf{J}^\mu = 2q_g g_f \int \frac{d^3p}{(2\pi)^3} \rho^\mu f(x, p).$$

(3)

In the presence of infinitesimal external disturbance, the change in four current is:

$$\Delta \mathbf{J}^\mu = 2q_g g_f \int \frac{d^3p}{(2\pi)^3} \rho^\mu \delta f(x, p),$$

(4)

where $\delta f$ is the change in distribution function due to external disturbance. One can obtain the $\delta f(x, p)$ by using the Relativistic Boltzmann Transport (RBT) equation, which is given by [30, 31]:

$$p^\mu \partial_\mu f(x, p) + q F^{\alpha\beta} p_\beta \frac{\partial}{\partial p_\alpha} f(x, p) = C[f],$$

(5)

where $F^{\alpha\beta}$ is the electromagnetic field strength tensor and $C[f]$ is the collision integral, which in the relaxation-time approximation is given by:

$$C[f] \simeq - \frac{p^\mu u_\mu}{\tau} (f - f^0), \ (f - f^0) = \delta f$$

(6)

where $\tau$ is the relaxation time and $f^0$ is the equilibrium distribution function. In this approximation, RBT equation becomes:

$$p^\mu \partial_\mu f(x, p) + q F^{\alpha\beta} p_\beta \frac{\partial}{\partial p_\alpha} f(x, p) = - \frac{p^\mu u_\mu}{\tau} \delta f$$

(7)

where $u_\mu$ is the fluid four velocity and in the local rest frame i.e., $u_\mu = (1, \mathbf{0})$. The equilibrium quark distribution function at $\mu_q = 0$ has the following form:

$$f^0(x, p; T) = \frac{1}{e^{E/\sqrt{3}T} + 1},$$

(8)

where $E = \sqrt{p^2 + m^2}$.

Since we are interested only in electric field components of $F^{\alpha\beta}$ we take only two terms: $F^{oi} = -\mathbf{E}$ and $F^{00} = \mathbf{E}$. Thus the RBT equation (7) becomes:

$$- q \left( \frac{\partial f^0}{\partial p} - \mathbf{E} \cdot \frac{\partial f^0}{\partial p} \right) = - \frac{p^0}{\tau} \delta f,$$

(9)
where \( \frac{\partial f_0}{\partial p} \) can be solved by using the chain-rule and after differentiation we get the value of \( \delta f \) as:

\[
\delta f = qT \frac{E \cdot p}{p_0^2 T} f_0^0 (1 - f_0^0)
\]  \( (10) \)

By substituting \( \delta f \) in Eq. 4 we obtain the expression for \( \sigma_{el} \):

\[
\sigma_{el}^{iso} = \frac{2}{T} \sum_{f} g_f q_f^2 \int \frac{d^3p}{(2\pi)^3} \frac{p^2}{E_\tau} x f_\tau^0 (1 - f_\tau^0),
\]  \( (11) \)

where the subscript \( f \) implies summation over the flavors. Here we have taken up, down and strange flavors only.

It is important to provide a connection between the calculation of electrical conductivity by thermal field theory and in Boltzmann’s kinetic approach. In an equilibrated system having volume \( V \) and temperature \( \beta^{-1} \), the zero frequency Green-Kubo \([32, 33]\) formula for the electrical conductivity is given by the current-current autocorrelation

\[
\sigma_{el} = \beta V \int_0^\infty \langle j_i(t) j_i(0) \rangle dt,
\]  \( (12) \)

where the repeated spatial-indices, \( i \) do not imply sum- mation. In the local rest frame of fluid, the electric current density can be read as :

\[
j_i(t) = \frac{1}{V N_{test}} \sum_{k=1} M q_k N_k \left( \frac{p_i}{p_\|} \right)_t,
\]  \( (13) \)

where \( M \) is the number of particle-species and \( N_k \) is the number of particles of \( k \)-th species. For all equivalent directions \( (l) \), \( j_l(t) \) was obtained from Boltzmann Approach to Multi-parton Scatterings and then the autocorrelation function, \( C(t) \) of the electric current density in equilibrium has been extracted \([10]\). For example, the variance, \( C(0) \) has been computed analytically

\[
C(0) = \frac{1}{3V} \sum_{k=1}^M q_k^2 n_k,
\]  \( (14) \)

which finally gives the expression for \( \sigma_{el} \):

\[
\sigma_{el} = \frac{1}{3T} \sum_{k=1}^M q_k^2 n_k \tau,
\]  \( (15) \)

which is nothing but the non-relativistic Drude’s formula to calculate the \( \sigma_{el} \). Similarly one can show that the expression for \( \sigma_{el} \) obtained by solving relativistic Boltzmann kinetic equation (see Eq. (11)) can also be approximated as Drude’s formula assuming small electric field and no cross effects between heat and electrical conductivity \([10]\).

At finite quark-chemical potential (\( \mu_q \neq 0 \)), the distribution function for quark and anti-quark will be different. For quarks :

\[
f_\tau^0 (x, p; T, \mu_q) = \frac{1}{e^{(E - \mu_q) / T} + 1},
\]  \( (16) \)

and for antiquarks :

\[
f_{\bar{\tau}}^0 (x, p; T, \mu_q) = \frac{1}{e^{(E + \mu_q) / T} + 1}.
\]  \( (17) \)

One can then generalize the expression for electrical conductivity in an isotropic medium for \( \mu_q \neq 0 \) as follows :

\[
\sigma_{el}^{iso} (\mu_q \neq 0) = \frac{1}{T} \sum_{f} g_f q_f^2 \int \frac{d^3p}{(2\pi)^3} \frac{p^2}{E_\tau} \left[ \tau_{\bar{\tau}} f_{\bar{\tau}}^0 (1 - f_\tau^0) + \tau_\tau f_\tau^0 (1 - f_{\bar{\tau}}^0) \right],
\]  \( (18) \)

B. Electrical Conductivity for Anisotropic System \( \xi \neq 0 \)

The introduction of an anisotropic distribution function is needed to properly describe the QGP created in heavy ion collisions \([34, 35]\). Partons are produced from the incoming colliding nuclei just after the collision at proper time \( \tau = \tau_0 \approx Q_s^{-1} \), it can be assumed that the newly produced partons follow an isotropic (but not necessary an equilibrium) momentum distribution. Here \( Q_s \) is the gluon saturation scale. The early-time physics is mainly governed by the hard gluons with the momentum at the saturation scale which have very large occupation numbers of order \( 1 / \alpha_s \) \((s_s << 1) \) \([36–38]\). For \( \tau > Q_s^{-1} \), the hard gluons would follow the straight-line trajectories and isolate themselves in beam direction as if no any interaction exists. As a result, the longitudinal expansion causes the medium to become much colder in the longitudinal direction than the transverse direction, i.e. \( p_L \gg p_T \approx 1 / \tau \) and a local momentum anisotropy appears.

The anisotropic distribution can be obtained by stretching or squeezing an isotropic one along a certain direction, thereby preserving a cylindrical symmetry in momentum space. In particular, the anisotropic distribution relevant for HICs can be approximated by removing particles with the large momentum component along the direction of anisotropy, \( \mathbf{n} \) as \([39, 40]\):

\[
f_{aniso} (p) = f_{iso} \left( \sqrt{p^2 + \xi (p \cdot n)^2} \right),
\]  \( (19) \)

where \( f_{iso} \) is an arbitrary isotropic distribution function and \( \xi \) is the anisotropic parameter and is generically defined as:

\[
\xi = \frac{\langle p_L^2 \rangle}{2 \langle p_L^2 \rangle} - 1,
\]  \( (20) \)
where $p_L = \mathbf{p} \cdot \mathbf{n}$ and $p_T = \mathbf{p} - \mathbf{n}(\mathbf{p} \cdot \mathbf{n})$ are the components of momentum parallel and perpendicular to $\mathbf{n}$, respectively. There have been significant advances in the dynamical models used to simulate plasma evolution with the momentum-space anisotropies \cite{41-45}. Recently two of us have investigated the effects of anisotropy on the quarkonia states by the leading-anisotropic correction to the potential at $T=0$ \cite{46, 47}.

If $f_{iso}$ is a thermal ideal-gas distribution and $\xi$ is small then $\xi$ is also related to the shear viscosity of the medium via one-dimensional Bjorken expansion in the Navier-Stokes limit \cite{49}:

$$\xi = \frac{10}{T} \frac{\eta}{s},$$  \hspace{1cm} (21)

In an expanding system, non-vanishing viscosity implies finite-momentum relaxation rate and therefore an anisotropy of the particle momenta appears. For $\eta/s = 0.1 - 0.3$ and $\tau T = 1 - 3$, one finds that $\xi = 1$.

As we have explained, hot QCD medium due to expansion and non zero viscosity, exhibits a local anisotropy in momentum space, and the quark distribution function (or Fermi-Dirac distribution function) takes the following form for $\mu_q = 0$:

$$f_{aniso}(x, \mathbf{p}; T) = \frac{1}{e^{(\sqrt{p^2 + \xi(\mathbf{p} \cdot \mathbf{n})^2 + m^2)/T} + 1}}.$$  \hspace{1cm} (22)

For weakly anisotropic systems ($\xi << 1$), one can expand the quark distribution function as follows:

$$f_{aniso}(x, \mathbf{p}; T) = \frac{1}{e^{E/T} + \frac{\xi}{2E}(\mathbf{p} \cdot \mathbf{n})^2 e^{E/T}} ,$$  \hspace{1cm} (23)

where $\mathbf{p} \equiv (p \sin \theta \cos \phi, p \sin \theta \sin \phi, p \cos \theta)$ and $\mathbf{n} \equiv (\sin \alpha, 0, \cos \alpha)$, $\alpha$ is the angle between $\mathbf{p}$ and $\mathbf{n}$. After substituting the anisotropic distribution function in Eq. \(\text{[1]}\), the expression of electrical conductivity in an anisotropic medium system is modified as:

$$\sigma_{\text{el}}^{\text{aniso}}(\mu_q = 0) = \frac{1}{2\pi^2 T} \sum_f g_f q_f^2 \int dp^2 p^2 \tau_f f_{aniso}(1 - f_{aniso})$$  \hspace{1cm} (24)

On neglecting the higher-order distribution function (e.g., $f_3^3$ etc.) we get the expression for electrical conductivity as:

$$\sigma_{\text{el}}^{\text{aniso}} = \frac{2}{2\pi^2 T} \int \frac{dp^2 p^2}{E^2} \tau_f f_{\text{iso}}(1 - f_{\text{iso}})(1 - f_0^0)$$  \hspace{1cm} (25)

where $f_{\text{iso}}$ is a thermal ideal-gas distribution and $\xi$ is small then $\xi$ is also related to the shear viscosity of the medium via one-dimensional Bjorken expansion in the Navier-Stokes limit \cite{49}:

$$\xi = \frac{10}{T} \frac{\eta}{s},$$  \hspace{1cm} (21)

In an expanding system, non-vanishing viscosity implies finite-momentum relaxation rate and therefore an anisotropy of the particle momenta appears. For $\eta/s = 0.1 - 0.3$ and $\tau T = 1 - 3$, one finds that $\xi = 1$.

As we have explained, hot QCD medium due to expansion and non zero viscosity, exhibits a local anisotropy in momentum space, and the quark distribution function (or Fermi-Dirac distribution function) takes the following form for $\mu_q = 0$:

$$f_{aniso}(x, \mathbf{p}; T) = \frac{1}{e^{(\sqrt{p^2 + \xi(\mathbf{p} \cdot \mathbf{n})^2 + m^2)/T} + 1}}.$$  \hspace{1cm} (22)

For weakly anisotropic systems ($\xi << 1$), one can expand the quark distribution function as follows:

$$f_{aniso}(x, \mathbf{p}; T) = \frac{1}{e^{E/T} + \frac{\xi}{2E}(\mathbf{p} \cdot \mathbf{n})^2 e^{E/T}} ,$$  \hspace{1cm} (23)

where $\mathbf{p} \equiv (p \sin \theta \cos \phi, p \sin \theta \sin \phi, p \cos \theta)$ and $\mathbf{n} \equiv (\sin \alpha, 0, \cos \alpha)$, $\alpha$ is the angle between $\mathbf{p}$ and $\mathbf{n}$. After substituting the anisotropic distribution function in Eq. \(\text{[1]}\), the expression of electrical conductivity in an anisotropic medium system is modified as:

$$\sigma_{\text{el}}^{\text{aniso}}(\mu_q = 0) = \frac{1}{2\pi^2 T} \sum_f g_f q_f^2 \int dp^2 p^2 \tau_f f_{aniso}(1 - f_{aniso})$$  \hspace{1cm} (24)

On neglecting the higher-order distribution function (e.g., $f_3^3$ etc.) we get the expression for electrical conductivity as:

$$\sigma_{\text{el}}^{\text{aniso}} = \frac{2}{2\pi^2 T} \int \frac{dp^2 p^2}{E^2} \tau_f f_{\text{iso}}(1 - f_{\text{iso}})(1 - f_0^0)$$  \hspace{1cm} (25)

where $f_{\text{iso}}$ is a thermal ideal-gas distribution and $\xi$ is small then $\xi$ is also related to the shear viscosity of the medium via one-dimensional Bjorken expansion in the Navier-Stokes limit \cite{49}:

$$\xi = \frac{10}{T} \frac{\eta}{s},$$  \hspace{1cm} (21)

In an expanding system, non-vanishing viscosity implies finite-momentum relaxation rate and therefore an anisotropy of the particle momenta appears. For $\eta/s = 0.1 - 0.3$ and $\tau T = 1 - 3$, one finds that $\xi = 1$.

As we have explained, hot QCD medium due to expansion and non zero viscosity, exhibits a local anisotropy in momentum space, and the quark distribution function (or Fermi-Dirac distribution function) takes the following form for $\mu_q = 0$:

$$f_{aniso}(x, \mathbf{p}; T) = \frac{1}{e^{(\sqrt{p^2 + \xi(\mathbf{p} \cdot \mathbf{n})^2 + m^2)/T} + 1}}.$$  \hspace{1cm} (22)

For weakly anisotropic systems ($\xi << 1$), one can expand the quark distribution function as follows:

$$f_{aniso}(x, \mathbf{p}; T) = \frac{1}{e^{E/T} + \frac{\xi}{2E}(\mathbf{p} \cdot \mathbf{n})^2 e^{E/T}} ,$$  \hspace{1cm} (23)

where $\mathbf{p} \equiv (p \sin \theta \cos \phi, p \sin \theta \sin \phi, p \cos \theta)$ and $\mathbf{n} \equiv (\sin \alpha, 0, \cos \alpha)$, $\alpha$ is the angle between $\mathbf{p}$ and $\mathbf{n}$. After substituting the anisotropic distribution function in Eq. \(\text{[1]}\), the expression of electrical conductivity in an anisotropic medium system is modified as:

$$\sigma_{\text{el}}^{\text{aniso}}(\mu_q = 0) = \frac{1}{2\pi^2 T} \sum_f g_f q_f^2 \int dp^2 p^2 \tau_f f_{aniso}(1 - f_{aniso})$$  \hspace{1cm} (24)

On neglecting the higher-order distribution function (e.g., $f_3^3$ etc.) we get the expression for electrical conductivity as:

$$\sigma_{\text{el}}^{\text{aniso}} = \frac{2}{2\pi^2 T} \int \frac{dp^2 p^2}{E^2} \tau_f f_{\text{iso}}(1 - f_{\text{iso}})^2$$  \hspace{1cm} (25)

where $m_{th,f}$ is the thermal mass of the flavour, $f$ and $m_{th,f}$ is the thermal mass of the flavour, $f$, which is given by

$$m_{th,f}^2 = \frac{g^2 (T) T^2}{6} \left( 1 + \frac{\mu_f^q}{\pi \xi^2 T^2} \right).$$  \hspace{1cm} (30)
Here $g^2$ is the QCD running coupling constant which in two-loop has following form [50, 51]:

$$\alpha_S(T, \mu_q) = \frac{g^2(T, \mu_q)}{4\pi} = \frac{6\pi}{(33 - 2N_f) \ln \left( \frac{T}{\Lambda_T} \sqrt{1 + a_{\mu}^2 T^2} \right)} \times \left( 1 - \frac{3(153 - 19N_f)}{(33 - 2N_f)^2} \ln \left( \frac{2 \ln \frac{T}{\Lambda_T} \sqrt{1 + a_{\mu}^2 T^2}}{\ln \left( \frac{T}{\Lambda_T} \sqrt{1 + a_{\mu}^2 T^2} \right)} \right) \right),$$

where $\Lambda_T$ is the QCD scale-fixing parameter which characterizes the strength of the interaction. It originates from the lowest non-zero Matsubara modes [52]. Here parameter $a$ is equal to $\frac{\pi}{16}$. In Eqs. (18) and (29), $\tau_f$ is the collision time for which we use the following expressions for quarks (anti-quarks) from Ref. [53]:

$$\tau_{q(\bar{q})} = \frac{1}{15\alpha_s^2 T \log \left( \frac{1}{\alpha_s} \right) \left( 1 + 0.06N_{F_{eff}} \right)},$$

where $N_{F_{eff}}$ is the number of effective flavour degrees of freedom.

Before going to the electrical conductivity results, we want to just provide the difference between the ideal description (where the mass consists of only the current mass) and the quasiparticle description (where the mass consists of current mass along-with a thermally generated mass) of QGP. To understand the crucial difference between these two descriptions, it is better to plot the occupation probability or distribution function in both descriptions. In Fig. 1, we have shown the variation of QPM distribution function for light quarks ($u$ and/or $d$) with respect to momentum at two different temperatures $T = 180$ and $500$ MeV. We further compare these results with the corresponding ideal distribution functions where we use only the current mass of the quarks in the mass term and there is no any thermal contribution. We observe that at low momentum the difference between QPM and ideal description is large. The QPM occupation probability is low in comparison to ideal case and thus we can indirectly say that the number density will also be small. However, at higher momentum, both picture give the same distribution function. Similarly, Fig. 2 demonstrates the variation of QPM distribution function with respect to temperature at two different momenta $p = 0.01$ MeV (low momentum) and $1000$ MeV (high momentum). We have also plotted the corresponding ideal distribution function for comparison. Here we observed that the QPM distribution function or QPM occupation probability is small in comparison to ideal case at low momentum and this difference increases as
we move from higher temperatures towards lower temperature. However, at higher momentum the difference between QPM and ideal distribution function is quite insignificant over the entire temperatures range considered by us. As we know from non-relativistic Drude’s formula that the electrical conductivity is directly proportional to the number density which is nothing but the integration of distribution function over momentum space at any particular temperature. Therefore one can understand the usefulness of QPM description in describing the thermodynamical and transport properties of QGP specially near the critical temperature ($T_c$).

III. RESULTS AND DISCUSSIONS

In Fig. 3, we present the variation of ratio of electrical conductivity to temperature ($\sigma_{\text{el}}^{\text{aniso}}/T$) with respect to temperature at different values of anisotropy parameter $\xi = 0.0$, 0.3 and 0.6 and they are shown in the plot by solid, dashed and dash-dotted line, respectively. Green points are the data points obtained from various lattice calculations [25-28]. All other symbols are the data points obtained from dynamic quasiparticle model (DQPM) in Ref. [54].
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**Fig. 3:** Variation of ratio of electrical conductivity to temperature ($\sigma_{\text{el}}^{\text{aniso}}/T$) with respect to temperature at different values of anisotropy parameter $\xi = 0.0$, 0.3 and 0.6 and they are shown in the plot by solid, dashed and dash-dotted line, respectively. Green points are the data points obtained from various lattice calculations [25-28]. All other symbols are the data points obtained from dynamic quasiparticle model (DQPM) in Ref. [54].

In Fig. 3, we present the variation of ratio of electrical conductivity to temperature ($\sigma_{\text{el}}^{\text{aniso}}/T$) with respect to temperature at $\mu_q = 0$ for an anisotropic QGP. For weakly anisotropic system, we choose three constant values of $\xi$ as 0.0, 0.3 and 0.6, where $\xi = 0.0$ represents $\sigma_{\text{el}}/T$ in isotropic case as mentioned in Eq. (11). We have compared our model results with the corresponding results obtained in various lattice calculations [25-28]. We further compared our model results with the $\sigma_{\text{el}}/T$ obtained in DQPM model [54]. We observe that $\sigma_{\text{el}}^{\text{aniso}}/T$ increases monotonically with temperature starting from a lower value at $T = T_c$, where $T_c$ is the crossover temperature for the transition from QGP to hadron gas (HG). Further we observe that as the anisotropy increases from 0.0 to 0.6, the value of $\sigma_{\text{el}}^{\text{aniso}}/T$ decreases for all the temperatures. $\sigma_{\text{el}}^{\text{aniso}}/T$ satisfies the lattice results when the anisotropy parameter has a value equal to 0.6. The results obtained from DQPM overestimate the value of $\sigma_{\text{el}}/T$ as compared to the lattice as well as our model calculations. However, we cannot say at this moment the exact status of any model calculations since the lattice results are distributed over a wide range.
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**Fig. 4:** Variation of ratio of electrical conductivity to temperature ($\sigma_{\text{el}}^{\text{aniso}}/T$) with respect to temperature at two different values of anisotropy parameter $\xi = 0.0$ and 0.6 for quark chemical potential $\mu_q = 0$ and $\mu_q = 200$ MeV.

Fig. 4 represents the variation of $\sigma_{\text{el}}^{\text{aniso}}/T$ with respect to temperature at quark chemical potential $\mu_q = 200$ MeV and compare them with our model results at $\mu_q = 0$ MeV. Here we have shown the results for two different values of $\xi$ equal to 0.0 and 0.6. Solid and long-dashed curve demonstrate the $\sigma_{\text{el}}^{\text{aniso}}$ at $\mu_q = 0.0$ for $\xi = 0.0$ and 0.6, respectively. Short-dashed and dash-dotted curve show the results at $\mu_q = 200$ MeV for $\xi = 0.0$ and 0.6, respectively. At large temperatures we found that $\sigma_{\text{el}}^{\text{aniso}}/T$ at finite $\mu_q$ remains same as in the case of zero $\mu_q$. However, the value of $\sigma_{\text{el}}^{\text{aniso}}/T$ becomes large for finite $\mu_q$ in comparison to the value at $\mu_q = 0$ MeV as the temperature decreases below $T = 4T_c$. This behaviour is quite consistent with the results obtained in a very recent DQPM calculations at finite $\mu_q$ [29].
In summary we have studied the behaviour of electric conductivity for QGP phase in the framework of relativistic Boltzmann’s kinetic equation using relaxation time approximation. In this work we describe the QGP as a system of quasiparticles having temperature and chemical potential dependent mass along with their rest masses. Firstly we derive the expression to calculate $\sigma_{el}$ in an isotropic medium. Later a momentum anisotropy in the distribution function of quarks and anti-quarks has been introduced and taking the leading order contribution in distribution function we have obtained $\sigma_{el}$ in an anisotropic medium which is equal to the $\sigma_{el}^{iso}$ minus the correction factor due to momentum anisotropy. We have plotted $\sigma_{el}^{aniso}/T$ for different values of $\xi$ which is equal to 0.0, 0.3 and 0.6. We have compared our model results with the corresponding results obtained in various lattice results and found a reasonable agreement between them for certain value of $\xi$. Further, we have plotted our model expectations for $\sigma_{el}^{aniso}/T$ at $\mu_q = 200$ MeV and compare them with the model results obtained at zero chemical potential. Both in isotropic as well as in anisotropic case, we find the similar behaviour as observed in DQPM calculations i.e., increase in the value of $\sigma_{el}/T$ with increase in quark chemical potential near $T_c$. At very high temperatures ($T \sim 8 - 10 T_c$), the difference between $\mu_q = 0.0$ and $\mu_q = 200$ MeV case is very small. These calculations are done in a static system when there is no any proper time dependence has been given to the anisotropy parameter. However, in realistic situation, $\xi$ varies with the proper time starting from the initial proper time up to a time when the system becomes isotropic and $\xi$ becomes zero. Thus one has to incorporate a proper time dependence to the anisotropy parameter. Work in this direction is in progress and will be presented elsewhere.
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