Metagenomics has yielded massive amounts of sequencing data offering a glimpse into the biosynthetic potential of the uncultivated microbial majority. While genome-resolved information about microbial communities from nearly every environment on earth is now available, the ability to accurately predict biocatalytic functions directly from sequencing data remains challenging. Compared to primary metabolic pathways, enzymes involved in secondary metabolism often catalyze specialized reactions with diverse substrates, making these pathways rich resources for the discovery of new enzymology. To date, functional insights gained from studies on environmental DNA (eDNA) have largely relied on PCR- or activity-based screening of eDNA fragments cloned in fosmid or cosmid libraries. As an alternative, shotgun metagenomics holds underexplored potential for the discovery of new enzymes directly from eDNA by avoiding common biases introduced through PCR- or activity-guided functional metagenomics workflows. However, inferring new enzyme functions directly from eDNA is similar to searching for a ‘needle in a haystack’ without direct links between genotype and phenotype. The goal of this review is to provide a roadmap to navigate shotgun metagenomic sequencing data and identify new candidate biosynthetic enzymes. We cover both computational and experimental strategies to mine metagenomes and explore protein sequence space with a spotlight on natural product biosynthesis. Specifically, we compare in silico methods for enzyme discovery including phylogenetics, sequence similarity networks, genomic context, 3D structure-based approaches, and machine learning techniques. We also discuss various experimental strategies to test computational predictions including heterologous expression and screening. Finally, we provide an outlook for future directions in the field with an emphasis on meta-omics, single-cell genomics, cell-free expression systems, and sequence-independent methods.
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1. Introduction
1.1. The sequence–structure–function paradigm

The 1972 Nobel laureate in Chemistry, Christian Anfinsen, ended his Nobel lecture with the line, "It is certain that major advances in the understanding of cellular organization...will occur when we can predict, in advance, the three-dimensional, phenotypic consequences of a genetic message". Nearly 5 decades later, predicting the phenotypic consequences of protein sequences remains a complex task. Significant progress has been made on the three-dimensional prediction front, however. In 2020, the deep learning algorithm AlphaFold2 achieved landmark results for the prediction of 3D protein structure from primary sequence. In a rigorous blinded global competition, AlphaFold2 averaged within 1.6 Å of the truth, achieving an error less than the width of one atom. To this news, Frances Arnold, 2018 Nobel laureate in Chemistry, reacted with, "Pretty impressive! Perhaps we can now move to the protein function problem?".

While accurate predictions for the 3D structures of many proteins from primary sequence are now within our grasp, understanding function from protein structure or sequence is far from solved. Even for \textit{Escherichia coli}, one of the most well-characterized organisms on earth, >35% of genes lack experimental evidence of function. Moreover, the pan-genome, that is, the complete set of genes found among all strains of \textit{E. coli} is estimated to contain >16 000 different families of homologous genes. By these estimates, \textit{E. coli} is still considered to have an open pan-genome since the species is undergoing constant gene acquisition and diversification. Our limited understanding of one of the world’s most intensively-studied model organisms emphasizes the challenge in determining the functions of coding sequences not from organisms grown in monoclulture in the laboratory but from metagenomic DNA from complex environments.

1.2. Metagenomics: promises and perils

Metagenomics, a term first coined in 1998, refers to the study of environmental DNA (eDNA). This is not only limited to natural environments in the classical sense, but to essentially every sampling location conceivable, including the hindguts of termites, cheese rinds, and the International Space Station. Enabled by next-generation sequencing technologies,
metagenomics quickly became a new scientific field in its own right, contributing to exponential growth in the size of sequencing repositories. In 2007, still relatively early years for metagenomics, a single study – the Global Ocean Sampling Expedition – nearly doubled the total number of protein sequences in public databases. The rate of increase in next-generation sequencing has far surpassed Moore’s law and number of nucleotide base pairs (bp) in public repositories is estimated to reach exabase-scale \((10^{18} \text{ bp})\) well within the next five years.

One of the major advantages of metagenomics is gaining access to genetic information about the uncultivated majority of microbes which still largely lack functional characterization. Metagenomics studies have reshaped our view of the tree of life and led to the identification of deeply rooted and metabolically-diverse lineages such as the DPANN archaea and candidate phyla radiation. Many uncultivated microbial phyla, including ‘Candidatus Tectomicrobia’, ‘Eelbacter’ and ‘Angelobacter’ have had remarkable biosynthetic potential revealed by metagenomics. In the case of ‘Ca. Tectomicrobia’, heterologous expression enabled the experimental characterization of new biosynthetic pathways and products. However, the tantalizing promises of discovering new enzymology from metagenomes goes hand-in-hand with the challenges discussed in Section 4.2 of working with DNA from organisms that have eluded laboratory cultivation.

In this review, we aim to provide a bird’s-eye view of tools and strategies for metagenomic enzyme discovery. We emphasize enzymes involved in natural product biosynthesis, but many proteins outside of biosynthetic contexts will also be discussed as examples for relevant discovery strategies. We will also cover a number of examples from microbial isolates and highlight techniques which may be useful in future metagenome mining efforts.

1.3. Definitions for enzyme discovery
Before diving into methods, we will first attempt to define metagenomic enzyme discovery. The simplest definition – characterization of new enzymes from eDNA – lacks sufficient resolution. What exactly is a ‘new’ enzyme? In this review, we conceptualize metagenomic enzyme discovery as a pyramid with three tiers (Fig. 1). The tip of the pyramid, which we refer to as de novo enzyme discovery, refers to the identification of entirely new types of biocatalysts. In other words, de novo enzymes must belong to protein folds or families without any functionally characterized members. To date, most examples of de novo enzyme discovery have come from culturable bacteria and fungi rather than eDNA and uncultivated microbes. Yet it is clear that there is significant unexplored diversity in protein families identified from metagenomes. Wyman et al. recently reported >118 000 different protein domain families currently lacking functional characterization. About 6688 of these families were conserved in at least two separate taxonomic classes of organisms and ubiquitous in the environment including Tara Oceans and Human Microbiome Project metagenomes. This analysis was used to compile a ‘most wanted’ list of unknown protein families for experimental investigation. With regards to this most wanted list, it is interesting to note that biosynthetic enzymes often have a more discontinuous taxonomic distribution than primarily metabolic enzymes. Therefore the remaining 111 312 protein domains not on the list with a sparser taxonomic distribution may actually be of greater interest for the natural products community. Regarding de novo discovery of enzymes with new structural folds, the Baker lab recently used metagenomic sequences to model more than 614 protein families with unknown structures, 137 of which have completely new protein folds. This study and others predicting 3D structures from metagenomic protein sequences demonstrates that our experimental survey of natural protein space is far from complete.

The second tier in the pyramid, which we call ‘reference-based enzyme discovery’, is the characterization of new reaction types within the context of already discovered protein families (Fig. 1). One recent example of reference-based enzyme discovery is CreM, an ATP-dependent enzyme that installs diazo moieties in cremeomycin. CreM homologs are annotated in

![Fig. 1](image-url) Tiered definitions of enzyme discovery. The hierarchical structure is not meant to reflect superiority of higher tiers rather it is a reference to the relative number of metagenomic enzyme studies falling within each category.
databases as acyl-CoA ligases but CreM from *Streptomyces cre- meus* was experimentally found to use nitrite to catalyze N–N bond formation. Although functional discovery in this specific case was not aided by metagenomics, this is one of many reports of mis-annotated enzymes capable of catalyzing unprecedented reactions within well-established enzyme families.30,31 The distinction between reference-based and *de novo* discovery, although seemingly subtle, comes with unique challenges in each case. One major difficulty of *de novo* discovery is to determine functions for ‘hypothetical proteins’ or ‘domains of unknown function’ without any reference points for substrates, cofactors, or enzyme reaction classes. In reference-based discovery, however, one or more characterized enzymes within the protein fold or family is already known, but the newly discovered enzymes are actually functionally divergent. The comparison between these tiers is somewhat analogous to bugs in computer programming. In the *de novo* tier, an error is thrown with the cryptic error message: ‘hypothetical protein’. In reference-based enzyme discovery, the analogous situation is more like a ‘hidden bug’ in that the software functions normally and transfers functional predictions to proteins based on homology, but the functional annotation is incorrect. The base of the pyramid in Fig. 1, representing the largest fraction of metagenomic studies so far, refers to the discovery of enzymes with different substrate specificities or preferred reaction conditions including temperature, pH, salinity, or solvent preferences. Although often described as ‘enzyme discovery’ in the literature, we will refer to cases where the properties of a known enzyme class are extended as ‘enzyme expansion’ for clarity. Perhaps the most famous example of enzyme expansion is the highly thermostable Taq polymerase from *Thermus aquaticus*.32 Substitution of the *E. coli* DNA polymerase with *T. aquaticus* polymerase for improved polymerase chain reaction (PCR) efficiency is viewed by many as one of the key breakthroughs that advanced the modern field of molecular biology. Although Taq polymerase was discovered before the advent of metagenomics, mining eDNA from extreme environments such as hot springs or hydrothermal vents to identify ‘extremozymes’ remains a useful strategy, particularly for industrial applications. Enzyme expansion studies are extensively reviewed elsewhere,33,34 and will largely not be covered here so as to focus on biosynthetic novelty.

### 1.4. Caveats and assumptions

Some important caveats must be mentioned for the scope of this review. We will focus on mining metagenomes for naturally occurring enzymes and will not cover non-natural enzymes accessed through engineering or directed evolution strategies. We will also focus mostly on bacterial enzymes encoded in biosynthetic gene clusters (BGCs) since these have been the most extensively studied by the natural products community, but we must emphasize the vast underexplored diversity of enzymes from archaea, fungi, plants, and other eukaryotes. Characterized biosynthetic enzymes from plants and other non-fungal eukaryotes are especially lacking. For example, the curated Minimum Information about a BGC (MIBiG) database (version 2.0)35 contains >1500 experimentally characterized BGCs from prokaryotes but less than 30 from plants and other eukaryotes, excluding fungi. This knowledge gap may be attributed to additional challenges of dealing with sequences from eukaryotes including lower genomic coverage, fewer reference genomes, exon–intron architecture, splice variants, unusual enzymology, unclustered genes, RNA editing, and the lack of methods for heterologous expression and gene inactivation. Moreover, eukaryotes also have a significantly higher percentage of intrinsically disordered proteins with long (>30 amino acid) disordered segments further complicating our understanding of the relationship between protein structure and function.36 Intrinsically disordered proteins, small proteins and peptides, and protein isoforms all lie in the gray area outside the classical field of enzymology and thus represent exciting areas for future investigation and potential enzyme discovery.

Another important albeit obvious caveat for this review is that metagenomic DNA sequences are not fundamentally different from genomic DNA obtained from microbial isolates. Both are strings of nucleotides which come from biological systems. Architecturally, BGCs from metagenomic samples are largely indistinguishable from BGCs from the reference genomes of isolates apart from sometimes being more fragmented due to contig boundaries and errors introduced during assembly. Some metagenomic BGCs even have homologous clusters in the genomes of culturable organisms thereby offering promising routes to characterization as we discuss further in Section 4.2. Numerous studies have shown, however, that specialized metabolism is often limited to specific taxonomic groups.37,38 Thus, many new classes of biosynthetic enzymes and their corresponding natural products from deeply-branching, uncultivated lineages are likely only accessible through metagenomics or other cultivation-independent approaches.

### 2. Setting course: experimental design for metagenomics studies

In this section, we aim to provide a roadmap of *in silico* and experimental methods to access new enzymology from metagenomes with a focus on natural product biosynthesis. Although the main emphasis will be on enzyme discovery from shotgun metagenomic data, we will first provide a brief overview of activity-guided and PCR-based methods which are collectively referred to as functional metagenomics methods. Comprehensive reviews focusing on functional metagenomics approaches for natural products discovery are available,39,40 therefore only a brief overview of common methods is provided to allow comparisons with shotgun metagenomic sequencing.

#### 2.1. Activity-guided functional metagenomics

Activity-guided functional metagenomic library screening was one of the earliest methods developed in the field of metagenomics.4 This approach centers on the identification of clones, *e.g.*, from fosmid, cosmid, or artificial chromosome libraries, that exhibit desired phenotypes. Common methods for detection of enzymatic activity include using antibiotic
Table 1  Comparison of shotgun metagenomic sequencing with activity-guided and PCR-based functional metagenomics

| Methods of enzyme discovery | Shotgun metagenomic sequencing | Activity-guided screening | PCR-based screening |
|-----------------------------|--------------------------------|----------------------------|---------------------|
| Pros                        | Complete functional profile of an environment | Can lead to detection of new enzymes or folds catalyzing known reactions | Sensitive for low-abundance sequences |
|                             | Genomic context and taxonomy obtained through binning/assembly | Well-developed methods to screen for industrially-relevant enzymes, e.g., lipases, cellulases | Detect variation within a single gene family at the level of single nucleotide changes |
|                             | Higher accuracy achievable with proximity-guided assembly and long-read sequencing methods | Inexpensive | Relatively inexpensive |
|                             | Can be combined with other metagenomics analyses | Activity-forward method guarantees enzymes are active and express well in *E. coli* | |
|                             | Generally less biased than activity- and PCR-based methods | | |
| Cons                        | High sequencing depth required to detect genes in low abundance | Limited to genes and small to medium-sized gene clusters that are expressed in the screening host | Requires conserved DNA motifs in target sequences |
|                             | Computationally-intensive assembly and binning | Typically limited to types of reactions that can be screened rapidly | Not effective for detecting novel enzyme sequences or folds |
|                             | Challenging to infer function from sequence alone | Can requires specific high-throughput screening equipment | Little to no taxonomic information |
|                             | | No taxonomic information | PCR-bias against GC-rich sequences |
|                             | | Can only screen for one type of reaction/function at a time | Short reads make gene cluster context difficult to recover |

resistance, zones of inhibition, or colorimetric or fluorimetric readouts, as will be discussed further in Section 4.3. Since this activity-forward workflow does not rely on sequence homology, it is particularly effective for *de novo* enzyme discovery. Activity-guided screening has also been widely used in enzyme expansion studies, particularly for industrially relevant families including lipases/esterases, cellulases/hemicellulases, chitinases, and amylases.33 There are a number of disadvantages associated with activity-based screening for natural product biosynthetic enzymes however (Table 1). Since many biosynthetic enzymes require specialized substrates or cofactors, general assays developed for primary metabolic enzymes are unlikely to detect activity. Moreover, the number of hits can be limited due to incompatibility in codon usage bias, metabolic requirements, or low expression levels in library hosts. Despite these limitations, activity-guided screening remains one of the most effective and popular methods for sequence-independent enzyme discovery.41

2.2. PCR-based functional metagenomics

As the name suggests, PCR-based functional screening relies on the use of degenerate primers for the amplification of genes from eDNA coding for protein domains of interest. PCR-based screening methods are highly-sensitive and throughput can be enhanced through the use of pooling and deconvolution strategies.42,43 Amplicon-based analysis of common biosynthetic markers including adenylation and ketosynthase domains have been used widely with success to detect new BGCs and natural products.44,45 In a notable example, a completely new class of calcium-dependent antibiotics, the malacidins, were detected by PCR-based screening of adenylation domains from soil metagenomes.45 The major drawback of this approach, however, can be summed up with the line, “you get what you screen for”. PCR-based screening relies on sequence homology to known biosynthetic domains thereby limiting the detection of entirely new enzyme classes. Moreover, PCR-based methods have inherent amplification biases against GC-rich sequences46 and for low-abundance taxa. Short functional amplicons are also typically not able to provide reliable information about the taxonomy of the source organism or co-occurrence with other neighboring genes (Table 1). To combat the latter, Libis et al. reported an innovative method termed CONKAT-Seq which relies on co-occurrence network analysis of targeted amplicon sequences.47 The core of the CONKAT-Seq workflow is position-barcoded domain amplification followed by statistical analysis of co-occurring biosynthetic domains to identify rare BGCs. Amplicon sequencing is also a relatively low-cost technique (Table 1). As sequencing costs continue to drop however, we anticipate shotgun metagenomics will further advance as a complementary alternative to functional metagenomics methods for enzyme discovery.

2.3. Shotgun metagenomic sequencing

In contrast to the aforementioned methods, shotgun metagenomics refers to the direct, untargeted sequencing of eDNA. Methods for shotgun metagenomic sample preparation,
sequencing, assembly, and analysis are covered in several comprehensive reviews.47–50 Compared to functional metagenomics (Table 1), less bias is typically introduced during shotgun sequencing since PCR amplification and library hosts like E. coli are not required. Shotgun sequencing is also generally less labor-intensive and yields sequencing data much faster than constructing metagenomic fosmid or cosmids libraries. However, shotgun sequencing alone will not provide phenotypic information, thus downstream cloning and heterologous expression steps are still required for biochemical characterization of enzymes from both shotgun and functional metagenomics methods. Some of the greatest challenges of shotgun metagenomics includes the requirements for sufficient quantity and quality of eDNA from complex environmental samples and adequate sequencing depth to detect and correct errors in individual reads. For the detection of BGCs from rare organisms, new workflows such as Samplix technologies,51 offer solutions for dealing with lower quantities of genetic material. Samplix techniques rely on indirect capture and sequence enrichment through microdroplet multiple displacement amplification of unknown sequences that flank short, desired detection sequences. Targeted enrichment methods for sequencing can be especially useful where longer reads from specific taxa or BGCs are sought from low amounts of eDNA.

Key disadvantages of shotgun metagenomics using Illumina short-read sequencing, which is currently the most widely used technology, includes the computational cost, limitations, and inaccuracy of metagenomic assembly and binning. Complementary techniques for short-read assemblies such as Hi-C chromosome capture for proximity-guided assembly of short reads, have been used to obtain improved genome-resolved resolution of cow rumen52 and human gut microbial communities.53 Oxford Nanopore54 and PacBio HiFi55 methods for long-read sequencing56 can also be combined with short-read sequencing to dramatically improves the quality of [metagenomic assemblies], particularly when dealing with large or repetitive BGCs. Regardless of the sequencing method, one key advantage of direct shotgun sequencing over large-insert libraries is that complete sequencing datasets are typically deposited in public databases. This process effectively crowdsources the analysis of metagenomes to different research groups around the world. As an example, Tara Oceans, one of the largest metagenomic sequencing initiatives to date, has prioritized making all sequencing datasets with detailed environmental metadata available for public analysis. Indeed, since the research schooner, Tara, first set sail in 2009, over 100 papers have been published by the project members alone. Different groups around the world have further analyzed the released datasets to probe countless aspects of global ocean ecosystems biology.57 This output demonstrates how a single meta-omics campaign has contributed to research findings spanning the fields of ecology, evolution, enzymology, oceanography, virology, biogeochemistry, and more.

Compared to activity- and PCR-based functional metagenomics screens, the number of studies in which enzymes were discovered from direct shotgun metagenome sequencing data are still relatively rare. In a recent review of metagenomic enzyme discovery in 2017, only seven studies identified new enzymes through direct metagenomic sequencing compared to >300 that used functional screening methods.58 With the increasing accessibility of metagenomic sequencing data, however, we predict the tide will continue to shift towards in silico enzyme prospecting of shotgun metagenomes.

2.4. Parallels with natural product research

The balance between functional metagenomics and shotgun metagenomics-driven enzyme discovery is somewhat analogous to the changing field of natural products research. Historically, microbial natural products were identified through activity-guided bioassays from cultured organisms. After the initial boom of discovery, re-isolation of the same natural product types became commonplace, particularly for better-studied taxa. In the post-genomic era, genome mining methods coupled with heterologous expression and MS-based molecular networking have emerged as powerful, complementary approaches to bioactivity screening. These techniques are useful for rapid de-replication of candidate compounds to limit rediscovery.59 Nonetheless, new natural products continue to be discovered regularly through classical bioactivity-guided screening methods. Similarly, we anticipate activity-based and PCR-based functional metagenomics techniques will remain important pillars for enzyme discovery and expansion. However, advances in bioinformatic algorithms and technologies applicable to shotgun sequencing data offers the promise of new routes for enzyme discovery.

Specifically, we seek to highlight how enzymes involved in natural product biosynthesis can provide useful handles for combing through large-scale metagenomic datasets to gain functional insights into the secondary metabolism of uncultivated microbes. Our reasoning for the utility of biosynthetic gene products as handles is based on following criteria: (1) biosynthetic genes tend to cluster together. This enables taking a ‘guilt-by-association’ approach (Section 3.4) to predict enzyme function from genomic information. (2) The ability to predict chemical building blocks and moieties for many BGC types provides critical clues into the potential functions and substrates of biosynthetic enzymes. (3) Since secondary metabolism evolved from primary metabolism, secondary metabolic enzymes are particularly liable to be misannotated based on homology transfer from their primary metabolic functions. They are more likely therefore to be ‘hidden in plain sight’ by catalyzing different chemical reactions than their annotation suggests. Lastly, (4) natural products are some of the most complex non-polymeric chemical compounds known on earth. They also often contain a high number of stereocenters. Therefore, scaffolds require an exceptional diversity of biocatalysts to install regio- and stereoselective modifications. Amidst all this diversity, where do we begin?

2.5. Hotbeds for enzyme discovery

As a starting point, we will first ask the question, “are there hotbeds for enzyme discovery?” More specifically, we will investigate strategies to identify protein families with enriched biocatalytic diversity to increase chances of success for new functional
discoveries. One strategy is to focus on structural folds that are easily repurposed, such as the ubiquitous TIM-barrel scaffold used by at least 15 distinct enzyme families. Another route is to investigate protein families that tend to be more promiscuous, that is, they are able to catalyze one or more side-reactions in addition to their main reaction. Extensive work by Tawfik, Copley, Thornton, and others have suggested alternative functions arise from a combination of changes in the protein sequence that alter both substrate binding and the overall chemical reaction. In the case of phosphatases and sulfatases, particularly promiscuous enzyme families, Pabis et al. found that increased structural and/or electrostatic flexibility in their binding pockets to allow more unspecific accommodation of substrates. Ding et al. and others have proposed that enzymes with radical mechanisms may be more promiscuous than other enzyme classes. Clearly, the reasons underlying promiscuity are often enzyme family-specific, making it difficult to draw broad generalizations about relationships between enzyme evolution and biocatalysis. Regarding the promiscuity of enzymes in natural product biosynthesis, we refer readers to excellent recent reviews on secondary metabolic enzyme evolution.

For this review, we sought to systematically explore the diversity of different reactions catalyzed by common natural product biosynthetic enzymes building on the work of Veprinskiy et al. and others. We first extracted all protein family (PFAM) domains from the MIBiG database and quantified PFAM reaction diversity based on the number of unique Enzyme Commission (EC) codes to the level of two digits that were associated with each PFAM domain. EC digits correspond to varying levels of resolution for enzyme classification. The first EC digits categorize enzymes into seven large reaction classes: (1) oxidoreductases, (2) transferases, (3) hydrolases, (4) isomerases, (5) ligases and (7) translocases. The second digit covers broad reaction type, e.g., EC 2.7, the most common reaction in our dataset, indicates enzymes that transfer phosphorus-containing groups. Associations between 1931 PFAM domains extracted from MIBiG and 8256 high-confidence ECDo-miner predictions were cross-referenced and visualized as a heatmap (Fig. 2). To constrain heatmap size, we only display PFAM domains associated with 10 or more different EC classes (to the level of two EC digits) and occurring in at least 30 different BGCs in MIBiG. Fig. 2 highlights that oxidoreductases (EC class 1) tend to have the highest number of distinct within-EC-class reactions. Indeed, many redox enzymes including cytochrome p450 monoxygenases, aldo-keto reductases, short chain dehydrogenases, and Rieske oxygenases are known to introduce a wide variety of modifications in natural product scaffolds. In one notable example, the NAD(P)H-dependent oxidoreductase, IkaB, works in tandem with alcohol dehydrogenase-family enzyme, IkaC, for polypeptidyl ligation of the complex macro lactam structure of ikarugamycin (Fig. 4A).

Cytochrome p450 monoxygenases stand in Fig. 2 as one of the most promiscuous and the most prevalent PFAM domains in MIBiG with over 1000 examples found in experimentally characterized BGCs. Cytochrome p450s have been shown to modify compounds from nearly every major natural product class and also play a central role in xenobiotic metabolism and biodegradation. Cytochrome p450s catalyze a dizzying array of transformations including epoxidation, N- and S-oxidation, C-C bond cleavage, desaturation, and N-, O-, and S-dealkylations. Additionally, some naturally occurring cytochrome p450s catalyze Baeyer-Villiger type oxidations or phenolic couplings. A new class of cytochrome p450 enzymes was recently reported to catalyze biaryl linkages of tripeptides in a BGC containing the smallest synthesized and post-translationally modified peptide (RiPP) precursor-encoding gene (18 bp) reported to date. Engineered p450s have dramatically expanded beyond the limits of naturally occurring biocatalysts to catalyze olefin cyclopropanation, carbon-silicon, and carbon-boron bond formation. Structural analysis of cytochrome p450 monoxygenases has provided insights into the reasons underlying their remarkably wide reaction range including the highly-reactive activated oxygen species generated during the catalytic cycle and unusually dynamic elements of the core protein scaffold.

Transferases (EC class 2) also stand out in Fig. 2 as catalyzing the highest number of across-EC-class reactions as well as remarkable within-EC-class diversity. Among many possible examples, we highlight radical S-adenosyl-l-methionine (SAM) enzymes (PF04055) for their across-EC-class promiscuity. Radical SAM enzymes are notorious for catalyzing C-C bond formation and breakage to install diverse modifications across a wide range of natural product scaffolds. In particular, radical SAM enzymes post-translationally modify many RiPPs through epimerization of L- to D-amino acids, excision of tyramine to form α-keto moieties, and formation of intramolecular cross-links including strained cyclopane macrocycles. Radical SAMs also play a role in the biosynthesis of hypermodified tRNA bases and nucleoside-based natural products through C-C bond extension at CS′ of ribose rings to connect nucleosides to structurally diverse functional groups.

A number of other enzyme classes not covered in detail here also were predicted to have remarkable across-EC-class reaction diversity. Thioesterases, phosphopantetheine-binding domains, epimerases, and crotonases are predicted to catalyze reactions spanning 5 different EC classes. Overall, our analysis suggests that targeted characterization of hotbed PFAM domains such as cytochrome p450s and radical SAM enzymes from candidate metagenomic BGCs can be a strategy to hedge bets for the identification of new biochemistry. Moreover, it is clear we have only uncovered the tip of the iceberg even for reference-based discovery of new enzymeology from BGCs. To further facilitate de novo enzyme discovery, applying ECDo-miner or similar tools to predict EC classes for PFAMs of unknown functions may yield initial insights into relative within-EC-class or across-EC-class reaction diversity of under-explored areas of sequence space.

3. On the road: computational methods for enzyme function prediction

3.1. Querying metagenomic databases

In the next sections, we will cover computational methods to predict new enzyme functions within protein families, such as
the hotbeds identified in the previous section. Most shotgun metagenomics studies start with sampling the environment, extracting eDNA, and sequencing. Downstream bioinformatic processing steps must then be carried out to make metagenomes publicly available in public repositories such as the Joint Genome Institute Integrated Microbial Genomes and Microbiomes resource [JGI IMG/M],77 IMiCrobe,78 or MGnify.79 We specifically highlight MGnify as a consolidated resource which the authors highlight as being developed for ‘searching the microbial dark matter’. One benefit of MGnify is the ability to query metagenomes with Hidden Markov Models (HMMs) rather than using basic sequence alignment-based search methods such as BLAST80 or DIAMOND.81 While both of these are effective and quick methods for a first pass analysis, HMMs are particularly useful for the identification of more remote homologs. Profile HMMs can detect distant sequences more sensitively based on their underlying probabilistic models, enabling detection of enzymes at the boundaries of protein families. Rather than being based on just one single query sequence, HMMs are built from sets of aligned sequences and
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custom HMMs can easily be built for smaller clades of evolutionarily related proteins to more accurately mine metagenomes for specific subfamilies. For example, Neubauer et al. built a custom HMM based on known tryptophan halogenase sequences. The authors then queried metagenomes from public metagenomic databases and identified 254 HMM hits. One of these flavin-dependent halogenases was found to convert indole to 3-bromoindole. Notably, the enzyme preferred bromination even in the presence of excess chloride. The authors note, however, that the relatively low specific activity (2.5 mU mg\(^{-1}\)) suggests indole may not be the natural substrate, which further highlights the challenges of determining substrate and function solely based on sequence homology.

A complementary approach to gain genome-resolved information about shotgun metagenomic datasets is the reconstruction of metagenome-assembled genomes (MAGs). Nayfach et al. recently published >52 000 medium- to high-quality MAGs from >10 000 metagenomes from various environments on earth. This study was estimated to have expanded the known phylogenetic diversity of bacteria and archaea by 44% and provided insights into their predicted biosynthetic potential. Analysis by antiSMASH led to identification of >100 000 BGCs including the single largest candidate BGC known with 62 different modules containing polyketide synthase (PKS) or nonribosomal peptide synthetase (NRPS) domains in the soil-derived MAG for an Acidobacterium. This large BGC still awaits functional characterization. Studies of this scale underpin both the challenges and opportunity of metagenomics from the sheer quantity of data that are generated. Scientists face a Sisyphean task of novel functional enzyme discovery from such large metagenomic resources. There is a distinct need for improved platforms to facilitate and accelerate novel enzyme discovery, building on the foundation of existing targeted tools like MGnify and ANASTASIA. In the next sections, we will provide an overview of additional \textit{in silico} and experimental methods which can be used to systematically probe large metagenomic datasets (Fig. 3).

### 3.2. Phylogenetics

Dating back to Darwin’s first sketches of phylogenetic trees, the study of evolutionary relationships has long been a central tenet of biology. After the genetic code was cracked, phylogenetic analysis could be conducted at DNA and protein level instead of only morphological traits. Across these different scales, the overarching goal of phylogenetics has remained constant: to understand relationships between shared functional traits, which includes functionally related proteins. Unlike standard taxonomic markers like 16s rRNA genes, many classes of biosynthetic enzymes tend to group by preferred substrates and/or functions rather than source organism.

This makes phylogenetics a useful approach for reference-based biosynthetic enzyme discovery, particularly when seed sequences of characterized enzymes are aligned with uncharacterized (meta)genomic sequences. Curated databases such as Swiss-Prot, the Protein Data Bank and literature searches are useful to acquire characterized seed sequences for protein families. Sequences that form distinct phylogenetic clades without seed sequences are often interesting places to start for experimental characterization as they may prefer different substrates or perform new functions.

Detailed methods for phylogenetic and phylogenomic analysis of metagenomic sequencing data are reviewed elsewhere. Here we will briefly touch on commonly used tools and their limitations in the context of metagenomic enzyme
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**Fig. 3** Flowchart of strategies for \textit{in silico} selection and experimental characterization of candidate metagenomic enzymes.
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Countless tools for generating sequence alignments including MUSCLE, MAFFT, and Clustal Omega are available. Independent of alignment method, an important intermediate step is manually inspection of sequence alignments and trimming large gap regions with tools such as trimAl or Gblocks before treeing. Another limitation of phylogenetic analysis is the computational cost of estimating trees from large sequence alignments. FastTree overcomes this disadvantage by using heuristic methods to constrain the tree search space and make approximate maximum-likelihood estimations thereby dramatically cutting treeing time. Surprisingly, for many applications, FastTree is nearly as accurate as more rigorous maximum-likelihood methods such as PhyML or RaxML that make fewer assumptions but require orders of magnitude more time to run. The recently released RaxML-NG also combines the improved accuracy of RaxML with computational scalability for the analysis of large (met)genome-scale datasets. Another popular phylogenetic tool is IQ-Tree, which includes the added features of automated model selection and ultra-fast bootstrap approximation. For visualization and advanced annotation options of these phylogenetic trees, we recommend the widely-used Python ETE 3 toolkit or ggtree in R.

Ancestral sequence reconstruction adds another dimension to phylogenetic analysis by using contemporary protein sequences to infer their evolutionary history such as how biosynthetic enzymes might have arisen from primary metabolic enzymes. Ancestral reconstruction of adenylate-forming enzymes suggested that secondary metabolic enzymes such as β-lactone synthetases and nonribosomal peptide synthases arose from protein scaffolds similar to contemporary primary metabolic enzymes such as CoA ligases. Hendriks et al. reconstructed the evolutionary history of diterpene cyclases and experimentally characterized the predicted ancestral sequences. They reported the ancestral enzymes had increased thermostability and broader substrate specificity, both of which are common features of ancestral sequences that may promote the evolution of new functions. Probabilistic web-based tools like FastML make ancestral sequence reconstruction accessible to non-experts. Bayesian phylogenetic methods are also powerful for understanding evolutionary relationships, as exemplified by a phylogenomic study of lanthipeptide synthetases, a family of RiPP maturases that introduce sulfur bridges into peptides. Through Bayesian phylogenomic analysis of lanthipeptide BGCs, Zhang et al. unexpectedly found that the sequences of lanthipeptide precursors as well as maturases played a decisive role in determining the structure of the final natural products. Overall, phylogenetics remains one of the first and most fundamental stops on the roadmap for enzyme bioprospecting from metagenomes (Fig. 3 and Table 2).

In the context of natural product biosynthesis, many tools have been developed to predict biosynthetic enzyme substrate or function using phylogenetic methods, as recently reviewed by Adamek et al. The Natural Product Domain Seeker (NaPDoS) makes structural inferences about natural products based on

---

**Table 2** Selected pros and cons of different computational methods for enzyme discovery covered in this review

| In silico methods for enzyme discovery | Phylogenetics | Sequence similarity networking | Genome neighborhoods and protein interaction networks | 3D-structural methods, motifs, and active site residues | Machine learning |
|----------------------------------------|--------------|-------------------------------|-----------------------------------------------------|--------------------------------------------------|-----------------|
| **Pros**                               | ● Longstanding, well-established methods to investigate functional relationships between proteins | ● Intuitive graphical representation of thousands of protein sequences simultaneously | ● Guilt-by-association methods can reveal new functional relationships for proteins independent of primary sequence | ● Variations in active site architecture can have large consequences for bio catalysis to handles for discovery | ● Deep learning, transfer learning, and autoencoding methods useful to learn complex or hidden relationships for functional inference |
|                                        | ● Insights into evolution of protein families, e.g., through ancestral sequence reconstruction | ● Allows users to quickly identify clusters without known representatives in sequence space | ● Unusual co-occurring domains or interacting proteins are new targets for enzyme discovery | ● Structural motifs are useful for searches independent of full-length primary sequence | ● Capable of recognizing patterns in big metagenomic datasets |
|                                        | ● Heavily influenced by the quality of the underlying sequence alignment | ● Pruning of SSNs by BLAST e-value can be subjective | ● Analysis of gene neighborhoods from metagenomes requires assembly to introduces errors and not always possible to recover flanking genes for lowly-abundant organisms | ● Similar structural folds catalyze a wide range of different reactions | ● Requires a large quantity of ‘labeled’ e.g., experimentally-verified training data |
| **Cons**                               | ● Not all biosynthetic domains have a consistent or strong phylogenetic signal | ● Unclear how to handle or gain functional insights from ‘singletons’ | ● Relative few structures solved from metagenomic sources | ● Classification systems limited in their ability to predict entirely new enzyme functions | |
phylogenetic analysis of ketosynthese and condensation domains.\textsuperscript{122} Other phylogeny-based methods such as PrediCAT\textsuperscript{123} for NRPS adenylation domains and TransAtor for trans-acyltransferase PKS prediction\textsuperscript{123} both enable natural product structural predictions for these respective classes. Other classes of biosynthetic domains, however, are less amenable to making phylogeny-based structural or functional inferences. For example, type I thioesterase domains do not have a strong phylogenetic signal for the substrate class or offloading chemistry.\textsuperscript{124,125} Plant sesquiterpene synthases are similar and tend to group based on taxonomy of the source organism rather than chemical similarity of carboxation product type.\textsuperscript{126} Even for biosynthetic domains with a strong signal, there are always phylogenetic outliers which present challenges for substrate or final natural product structure classification.

For phylogeny-based genome mining to detect new enzyme classes, we highlight two complementary software tools, EvoMining and CORASON.\textsuperscript{127,128} EvoMining is based on the premise that primary metabolic enzymes often undergo duplication or horizontal gene transfer events, both of which may lead to the emergence of new enzyme functions in secondary metabolic pathways. EvoMining has been used for example to find enzymes that catalyze similar chemical reactions but perform different cellular functions,\textsuperscript{129} or to discover new enzymes involved in the biosynthesis of arsano-organic metabolites.\textsuperscript{130} A related tool, CORE Analysis of Syntenic Orthologs to prioritize Natural product BGCs (CORASON)\textsuperscript{126} generates cluster variation databases for intuitive phylogentic visualization of core and ancillary genes in BGC families. Overall, while phylogenetic analysis is a key first step, it is often more informative when used in combination with other approaches as will be discussed herein (Table 2).

### 3.3. Sequence similarity networking

Compared to phylogenetics, sequence similarity networks (SSNs) are relatively new methods for the visualization of protein families and superfamilies. First published for the purpose of protein superfamily analysis in 2009,\textsuperscript{131} SSNs are graphs that display relationships between protein families. SSNs are usually generated with an all-by-all BLAST search of a custom sequence set and visualized as a graph where nodes are protein sequences, and each edge represents pairwise sequence similarity. Typically, SSNs are pruned by setting different protein similarity score thresholds to reveal smaller clusters of protein superfamilies. As with phylogenetics, it is useful to include seed sequences of characterized enzymes in SSNs to serve as anchor points when seeking to identify relationships between enzyme families or superfamilies. In a massive enzyme screening study from soil and vanilla pod metagenomes, SSNs were used to identify the location of new functional triesterase hits in multiple unexplored protein family subclusters spread across three different protein superfamilies.\textsuperscript{132} SSNs have also been used in combination with phylogenetics to propose the nitroreductase protein superfamily arose from the radial divergence of functional diversity from a minimal cofactor-binding scaffold.\textsuperscript{133} These examples demonstrate the utility of SSNs to identify both known and unknown protein subfamily clusters as candidates for experimental characterization.

A major advantage of SSNs is the ability to quickly visualize the relationships between thousands of protein sequences simultaneously. Compared to a bootstrapped maximum-likelihood phylogenetic tree, SSNs are typically faster to compute and can be interactively visualized using the open-source software, Cytoscape, which provides a friendly Graphical User Interface.\textsuperscript{134} A downside of the point-and-click Cytoscape software is that workflows are often tedious to reproduce, particularly for large networks with thousands of nodes. With the release of the CyREST API, popular high-level languages such as Python and R can now be used to program reproducible SSN workflows.\textsuperscript{135,136} Alternative network analysis packages such as igraph are also popular and available for Python, R, and C/C++.\textsuperscript{137} For users without programming experience, the Enzyme Function Initiative Enzyme Similarity Tool (EFI-EST) was the first web-based application enabling automated construction of sequence similarity networks.\textsuperscript{138}

A key downside of SSNs is the bias that can be introduced during the selection of similarity thresholds to prune networks, most commonly based on BLAST e-value. BLAST e-values are dependent on the size of the sequence database and comparisons of e-value thresholds between SSNs generated using databases of different sizes is misleading. Moreover, various types of graph layouts for SSNs can lead to different interpretations. Therefore, we recommend users make the sequences, code, and networks over the full range of possible layouts and BLAST e-values available on a publicly available scientific image repository such as Zenodo. This promotes data transparency and limits the cherry-picking of specific e-values or network topologies.

### 3.4. Gene context and interactions

Gene context is an often underemphasized but highly effective method for enzyme discovery especially for natural product biosynthesis. Flanking genes can often provide insights into substrates, cofactors, and natural product bioactivity. For example, a new family of cobamide-remodeling enzymes widespread in the human gut microbiome was identified based on genome context analysis of a coding sequence of unknown function flanked by cobamide biosynthesis and salvaging genes.\textsuperscript{139} To automate genome neighborhood analysis, a widely used addition to the EFI-EST is the Genome Neighborhood Tool (GNT).\textsuperscript{140} EFI-GNT generates genome neighborhood networks and allows for rapid visual assessment of genome context. It also conducts statistical analysis of gene co-occurrence to identify possible functional linkages. For natural product BGCs we also recommend specific tools such as BiG-SLICE\textsuperscript{141} and BiG-SCAPE\textsuperscript{128} designed to identify and group BGCs into gene cluster families. BiG-SCAPE is integrated with CORASON (Section 3.2), thus combining the power of phylogenetics with neighborhood clustering methods. BiG-SLICE is specifically designed to handle massive numbers of BGCs by representing them in Euclidean space rather than by pairwise comparison.\textsuperscript{142} This
dramatically cut runtime to enable clustering of over one million BGCs from metagenome-assembled genomes. Based on its ‘BIG’ savings in computational cost, BiG-SLICE is therefore particularly well-suited for analysis of metagenomes for genome-context guided enzyme discovery. There are also numerous genome context tools available for specific natural product classes. For example, RODEO\textsuperscript{\textsuperscript{44}} and RIPPer\textsuperscript{\textsuperscript{38}} are useful to identify new RiPPs and maturases based on genomic context. Although RODEO is targeted towards RiPPs, it is not restricted to them and can be used generally to rapidly pull genome neighborhoods for any set of query sequences from public databases. Flanking genes are provided in tabular format for downstream PFAM co-occurrence analysis, phylogenetics, and SSN generation.

Genome neighborhood context can also provide insights into natural product bioactivity and guide the identification of new targets and self-resistance genes. The Antibiotic Resistance Target Seeker (ARTS) is one automated approach to identify known and potentially new self-resistance targets through analysis of gene proximity, duplication, and diversification events.\textsuperscript{,45} Culp \textit{et al.} recently used genome context-guided detection of known resistance genes combined with phylogenetic analysis to identify a divergent clade of glycopeptide antibiotic BGCs lacking well-characterized self-resistance genes.\textsuperscript{46} This led to the discovery of a completely new mode of action for a divergent clade of glycopeptides represented by complestatin and a novel antibiotic, carbomycin. This multi-pronged approach of genome context mining and phylogenetic analysis often yields a more holistic picture of BGC divergence and evolution, thereby guiding selection of candidate enzymes and cellular targets for experimental characterization.

More generally, the identification of gene functions based on genomic context has been termed a ‘guilt-by-association’ approach.\textsuperscript{47} One broad use platform that relies on guilt-by-association methods is the STRING web resource.\textsuperscript{48} STRING provides an intuitive interface for functional analysis of proteins including the prediction of protein–protein interactions through text mining of scientific literature and associations inferred from genomic context, co-expression data, or gene orthology to model organisms. Although STRING is not specifically targeted towards metagenomics or natural product biosynthesis, it can be used to predict–protein interactions such as for MbtH-like proteins in NRPS systems.\textsuperscript{49} A more specific tool, CO-ED, is useful for network analysis and identification of unusual co-occurring domains in multi-domain proteins including megasynthases commonly involved in natural product biosynthesis.\textsuperscript{50} CO-ED relies on PFAM information as inputs which can be extracted from (metagenomes using PfamScan).\textsuperscript{51} CO-ED highlights which co-occurring enzyme domains are already found in public databases (e.g. MIBiG,\textsuperscript{15} UniProt,\textsuperscript{52} or BREnda\textsuperscript{133}), and which combinations have not yet been characterized. As a proof-of-principle, CO-ED analysis of the \textit{Pseudoalteromonas rubra} genome identified an unusual nitroreductase-ThiF PFAM domain pair in a protein termed OxxB. Heterologous expression of \textit{oxxB} and its upstream gene \textit{oxxA} in 5 different organisms resulted in production of pigmented yellow natural products with unusual oxazolone moieties. \textit{In vitro} characterization of OxxB revealed the nitroreductase and ThiF-like domains catalyze the oxidation and cyclization of \textit{N}-acyl amino acid substrates, respectively, to form oxazolone heterocycles (Fig. 4B). Oxazolone-forming enzymes were previously unknown in nature, thus CO-ED analysis of protein domains facilitated biochemical discovery of the first oxazolone synthase.\textsuperscript{148}

3.5. 3D-structure based methods

Previously, the inclusion of structural information to infer metagenomic enzyme function was hampered by the lack of solved protein structures. Rooted in the assumption that novel protein folds are more likely to perform novel functions, high-throughput protein structural characterization campaigns were initiated around the globe to catalogue protein structural space.\textsuperscript{152} Still, these efforts focused disproportionately on cultivable organisms. As of January 2021, less than 0.3% of entries in the PDB were tagged as belonging to metagenomes or uncultured organisms. Moreover, while high-throughput structural genomics initiatives have solved thousands of structures, they surprisingly yielded far fewer completely new protein folds than expected.\textsuperscript{155} Out of the vastness of protein conformations given all possible amino acid combinations, only a small fraction of this is represented in biological macromolecules, at least in organisms interrogated to date. It remains to be seen if and how much of structural and functional protein space still awaits discovery within the uncultivated majority of microbial life. The fact that even the most conserved protein folds identified to date are able to catalyze a variety of different reactions further underpins that we are only at the beginning of understanding how the multi-dimensional space of enzymes affects catalytic diversity. It is clear that even powerful structure prediction tools like AlphaFold2 will not solve the ‘function’ aspect of the sequence–structure–function problem alone. Nonetheless, secondary, tertiary, and quaternary structures of proteins can yield critical insights into function beyond primary sequence. Many protein families involved in natural product biosynthesis including RiPP recognition elements,\textsuperscript{154} adenylate-forming enzymes,\textsuperscript{155} and thioesterase domains\textsuperscript{124} share the same highly conserved structural fold but relatively low amino acid sequence similarity with other members of the family. Not surprisingly, for many enzyme families, structural alignment tools such as MAMMOTH,\textsuperscript{156} MATRAS,\textsuperscript{157} and Caretta\textsuperscript{158} yield significantly more accurate alignments than purely sequence-based alignment methods.\textsuperscript{159} Although AlphaFold2 is currently not publicly available, existing web-based homology modeling tools including Phyre2,\textsuperscript{160} I-TASSER,\textsuperscript{161} and SWISS-MODEL\textsuperscript{162} can be used to provide insights into predicted structural fold of metagenomic sequences. Recently, a deep-learning structure prediction pipeline was used to model Tara Oceans metagenomic sequences across different ocean depths and implicated the involvement of a ubiquitous protein family (PF15461) in photosynthesis.\textsuperscript{28} Structural modeling is often the first step towards detecting active site residues and structural
motifs which can play a disproportionately large role in determining protein function as will be discussed in the next section.

3.6. Motifs and active site residues

Enzyme active sites only occupy a small fraction of the volume of a full-length protein folded in 3D space. Compared to the rest of the protein, catalytic residues are typically limited in their identity and arranged in conserved architectures.\textsuperscript{163} Perhaps the most famous example of active site conservation is the Ser-His-Asp catalytic triad used by alpha/beta hydrolases as well as several other protein folds including the subtilisin and chymotrypsin folds.\textsuperscript{164} This same triad hydrolyzes over 17 different reaction mechanisms spanning nearly every type of EC class. The multifunctionality of the Ser-His-Asp triad in particular is attributed to its ability to accommodate a wide range of substrates which can have different chemical interactions with the same key catalytic residues.\textsuperscript{165} Only about half of the enzymes with Ser-His-Asp triads had architectural differences in the active site such as changes in hydrogen bond partners or acids/bases for new mechanisms; the rest were driven by substrate chemistry alone.\textsuperscript{166} This study is just one example of how the same active site architecture can catalyze remarkable chemical diversity, making total prediction of function from protein active site alone challenging, if not impossible.

Fig. 4 Selected enzymes highlighted in this review. (A) IkaB oxidoreductase involved in ikarugamycin polycyclization. (B) ThiF-nitroreductase dimer enzyme, OxzB, catalyzes cyclization of oxazolone-containing metabolites with homologs detected in metagenomes from various environments (mainly marine). (C) PdxI catalyzes an alder–ene reaction to form a vinyl cyclohexane intermediate in biosynthetic pathways for fungal alkaloids including pyridoxatin and cordyrindones. (D) Arginase-family enzyme, OspR, promiscuously installs ornithine in the backbones of peptide natural products. OspR homologs were characterized from various microbial isolates and from the uncultivated phylum ‘Candidatus Wallbacteria’ from groundwater metagenomes. (E) FrsA thioesterase domain originally detected in an uncultivated leaf symbiont catalyzes intramolecular thioesterification of the Gq protein inhibitor FR900359.
Often altering even one residue can be sufficient to change the substrate specificity or enantioselectivity of an enzyme. Protein engineers are well aware of the fact, however, that making changes in the active site can have dire consequences for enzyme activity. The high-risk, high-reward task of active site modification often leads to countless evolutionary dead-ends. As a complement to engineering studies, characterization of naturally occurring active site variants that are conserved across different metagenomes provides an alternative route for enzyme discovery. As a striking example of the importance of active site variants, Ohashi et al. discovered several new enzymes originally annotated as O-methyltransferases, e.g., LeptIII and PdxI, which catalyze various types of pericyclic reactions in the biosynthesis of fungal alkaloids (Fig. 4C). Alteration of a single residue (V413M) in PdxI was able to shift the selectivity away from the Alder-ene reaction towards a more energetically favorable Diels–Alder reaction. Mutations of other residues in the PdxI active site could further tune periselectivity and regioselectivity and highlighted how even subtle changes can dramatically affect the final structures of natural products.

Studies targeting active site variants have not yet been widely applied to the task of enzyme discovery from shotgun metagenomes. Aberrant active site architectures are typically only remarked on during enzyme characterization following activity-based screening. For example, a divergent catalytic triad in an acid-stable endoglucanase was reported from activity-based screening. For example, a divergent catalytic triad in an soil metagenomic library. This article is licensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

Studies targeting active site variants have not yet been widely applied to the task of enzyme discovery from shotgun metagenomes. Aberrant active site architectures are typically only remarked on during enzyme characterization following activity-based screening. For example, a divergent catalytic triad in an acid-stable endoglucanase was reported from activity-based screening. For example, a divergent catalytic triad in an soil metagenomic library. This article is licensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

In addition to the active site, other conserved motifs or cofactor binding sites are also important for protein function and can be detected with tools such as ScanProsite. For example, structural alignment of promiscuous RiPP maturases that install ornithine residues into peptide backbones revealed a conserved ‘DXHDXD’ motif which was then used to detect and characterize new RiPP-modifying arginases from groundwater metagenomes and culturable isolates (Fig. 4D). In this study and many others, motif searching is used combination with full-length sequence homology searches for improved accuracy. For a different approach, however, motif searches can be used to identify conserved cofactor binding sites or structural features independent of protein family or fold from metagenomic sequences.

3.7. Machine learning

Machine learning offers the promise of moving beyond simple homology transfer methods to learn hidden relationships between protein sequences, structures, and functions. Advances in computing power and algorithms, have led to a renaissance of machine learning in many fields including biology and chemistry. Just in the past decade, >35 different machine learning-based methods have been published for protein function prediction. Rather than compare individual algorithms, we will focus on key steps and common pitfalls in a generalized machine learning workflow (Fig. 5).

Although machine learning has received a significant amount of hype in recent years, it is not a panacea. One key disadvantage is that machine learning techniques are extremely data hungry. Even the most sophisticated of machine learning models are only as good as the underlying quantity and quality training data. In fact, increasing model complexity requires larger amounts of data. Deep neural networks, in particular, commonly suffer from overfitting, that is, they cannot be generalized to other studies or data sets. Therefore, continued support and curation of public databases which provide high-quality training data, such as MIBiG and Swiss-Prot, are essential for machine learning to enable future enzyme discoveries. One active area of research that seeks to handle the paucity of ‘labeled’ or experimentally verified data points biology is known as transfer learning. During transfer learning, models are pre-trained on large quantities of unlabeled data, e.g., unknown metagenomic sequences, to learn features that are general to these sequences and thereby improve performance on separate, related tasks such as enzyme function prediction.

Fig. 5 Common steps in a machine learning workflow for protein function prediction covered in this review.
prediction through transfer of knowledge. A generalized transfer learning model pre-trained on short metagenomic reads was recently used for the identification of new candidate oxidoreductases from Tara Oceans metagenomes.\textsuperscript{176} Further advances in transfer learning and other semi-supervised learning techniques will help us leverage big metagenomic datasets with few labeled examples in the future.

Feature extraction and engineering is another critical step in machine learning workflows (Fig. 5). In addition to using protein sequences and structural information as features, some methods incorporate physicochemical amino acid properties or protein–protein interaction information to improve functional prediction accuracy.\textsuperscript{177,178} Natural language processing methods for text mining have also been used to extract features since biochemical knowledge continues largely to be stored in text format in journal articles.\textsuperscript{179,180} Recently, the use of autoencoders for unsupervised encoding of protein features has emerged. Autoencoders are artificial neural networks to automate the manual process of feature extraction and engineering, thereby removing human biases during the feature engineering process. One downside, however, is that autoencoders require even larger datasets and increased compute time.\textsuperscript{181,182}

Machine learning algorithms used to predict protein function vary from simple logistic regression and random forest models to multi-layer neural networks.\textsuperscript{174} However, benchmarking performance across studies can be complicated by inconsistent classification systems for the objective, e.g., protein function prediction. Most machine learning models use hierarchical tree-based structures such as Gene Ontology (GO),\textsuperscript{183} Functional Catalogue (FunCat),\textsuperscript{184} or EC classification systems\textsuperscript{185} as objectives but comparisons between models remains a challenge. Initiatives such as the Critical Assessment of Functional Annotation (CAFA) challenge, now in its fourth year, are making inroads to standardize the field.\textsuperscript{186} In recent comparisons of protein function prediction models, however, even simple homology transfer and logistic regression models were still able to outperform deep neural networks for some protein function prediction tasks.\textsuperscript{174} Unlike AlphaFold2's performance for protein structure prediction, the function prediction problem is far from solved and the field is still developing.

In terms of machine learning applications for natural product biosynthesis, BGCs have a unique advantage since biosynthetic logic and linkage to natural product structures can help narrow the range of potential substrates and functions. There are a growing number of BGC-specific machine learning tools available to predict natural product structure and bioactivity from metagenomes. These include BGC detection and classification software reviewed elsewhere\textsuperscript{187} such as antiSMASH,\textsuperscript{188} PRISM,\textsuperscript{189} DeepBGC\textsuperscript{190} and most recently, GECCO (https://gecco.embl.de/). Unfortunately, researchers tend to work either on the more general protein function prediction problem or on natural product biosynthesis, but they do not often communicate with each other. Increasing integration between these distinct research communities such as through joint conferences and workshops would advance progress for the prediction of new secondary metabolic enzyme functions.

A major limitation of machine learning methods available to date is the task of predicting truly novel enzyme functions. In many of the methods described, models are trained on a range of possible objectives, e.g., EC, FunCat, or GO terms, or BGCs for known natural product classes, but they are not capable of predicting entirely new classes. One alternative to multi-label classification is the use of negative selection algorithms which can label a protein as performing a particular function or not.\textsuperscript{191} The benefit of this approach is that negative selection does not force a protein to fit into a previously defined class. Rather a sequence can be predicted to not fit into any known functional classes or to fit into multiple classes, thus suggesting new function(s), potential promiscuity or even moonlighting.\textsuperscript{191} However, the best-case scenario still only provides negative or positive predictions. Will machine learning algorithms ever reach the stage of making completely de novo protein function predictions? Only time will tell, but if AlphaFold2 is any indication, then the future is bright.

4. Reaching the destination: characterizing new enzymes

4.1. Cloning and heterologous expression

Up until this point, our roadmap has explored various in silico methods for enzyme function prediction. However, while these methods can be helpful for identification and prioritization of new areas of protein sequence space they are, at best, only computational predictions. They do not provide functional validation, which requires experimental characterization. When selecting proteins to characterize in the lab, an important first step is quality control to remove chimeras and truncated sequences that may have sequencing errors or do not encode fully functional proteins. Outliers in sequence length visible from multiple-sequence alignments can also indicate a mis-prediction of start or stop codons. Particularly for Actinobacteria which are prolific natural product producers, gene products with non-canonical start and stop codons\textsuperscript{192} can be mis-predicted by gene annotation tools leading to frustrations in the laboratory.

When dealing with hundreds to thousands of metagenomic sequences as candidates to choose from, many tools exist to cluster proteins by similarity and automatically select representative sequences. Early pioneers in the field that are still widely used include CD-HIT\textsuperscript{193} and UCLUST.\textsuperscript{194} Newer clustering algorithms such as Linclust available through the MMSeqs2 software suite also can perform clustering for metagenomic protein sequences in a fraction of the CD-HIT runtime.\textsuperscript{195} SSN analysis and selection of cluster representatives using Cytoscape or igraph can also be used to select protein subfamily representatives. Independent of clustering strategy, the underlying assumption is that highly similar proteins will also determine function was exemplified by the discovery of a completely new enzyme within the well-known NifH protein family. Based on previous observations of unexpected ethylene
gas production from freshwater and soil bacteria, North et al. used a combination of differential gene expression and knockouts to determine the new function of a Rhodospirillum rubrum NiFH homolog as a methylthio-alkane reductase. This enzyme is part of a biosynthetic pathway for methionine and a new route for anaerobic ethylene and methane production completely independent from nitrogenase activity. Thus, homology determining function does not always hold, even for famous and well-characterized families like NiFH proteins. Nonetheless, clustering remains a useful method to choose protein representatives.

Depending on dataset size, further filtering steps may be required. For many enzyme activity assays without high-throughput capabilities, screening may be the bottleneck allowing for the selection of only a handful of metagenomic sequences to express and test. In this case, the decision of which few sequences to select becomes more tailored to the research question. In general, one of the most obvious strategies is to choose metagenomic sequences also found in culturable organisms, since this can permit functional characterization in the native host. Another popular strategy is the selection of proteins from thermophilic organisms which tend to encode enzymes with increased thermostability. We note this is also a generalization, however, since analysis of the ‘melomes’ of complete proteomes of diverse organisms across the tree of life showed high variability in protein melting temperature even for organisms adapted to temperature extremes.

Alternative approaches include selecting candidates that are more likely to be stable and express well including filtering for proteins that do not have high GC-content, transmembrane regions, or long disordered regions. Automated approaches to predict protein stability have been developed mainly for predicting crystallization propensity including tools like XtalPred, XANNPred, OB-Score, CrystalP2, ParCrys, and Cryst. A recent comparison of these tools was published by Wang et al. Given the abundance of different approaches to predict protein stability, we recommend using multiple criteria to rank and prioritize protein sequences for experimental characterization. In this way, individual biases in prediction tools may partially be offset by an ensemble-based approach to identify the most promising candidates.

Another useful step to increase the likelihood of obtaining soluble protein is the removal of signal peptides, that is, regions 16–30 amino acids in length at the N-terminus of many prokaryotic and eukaryotic proteins. These short regions of DNA typically direct the export of proteins from the cytosol. Signal peptides can influence protein solubility and export in heterologous expression experiments, particularly with N-terminal His tags. The gold standard for signal peptide detection and removal has been the software tool, SignalP, but more advanced machine learning methods for signal peptide detection and design are emerging. Recently, attention-based neural networks were successfully used to detect and generate diverse, functional signal peptides for a variety of protein families. As our understanding of the relationships between signal peptides and protein functions deepens, these short stretches of amino acids could also as serve features for enzyme discovery efforts in the future.

### 4.2. Heterologous expression

Once enzymes or BGCs of interest have been identified, constructs for heterologous expression must be designed. Unfortunately, most vectors that work for metagenomic library preparation for functional metagenomics methods are not typically suitable for heterologous expression. Many complete BGCs are also not fully captured in metagenomic libraries since fosmid/cosmid vectors have a maximum insert size of 45 kb. In addition to classical restriction cloning and Gibson assembly methods, new methods have been developed to improve the efficiency and ease of cloning large BGCs into heterologous hosts. One popular method, transformation-associated recombination (TAR) cloning, relies on natural homologous recombination in yeast to piece together overlapping cDNA cosmid/fosmid clones from soil and sponge metagenomes. Genetic recombineering uses a variety of bacteriophage proteins to mediate homologous recombination in E. coli, including a new rapid method for efficient cloning of large BGCs using RecET direct cloning coupled to Redαβ recombination. For a comprehensive review of cloning methods for BGCs, we refer readers to Zhang et al.

To obtain sufficient genetic material for cloning, PCR amplification is still often the most cost-effective method if original cDNA is still available or if source organisms are cultivable. In the event genetic material from the source is not available, the costs of DNA synthesis have dropped significantly in recent years. Moreover, gene synthesis enables complete codon optimization to match codon usage preferences of the heterologous host, which is particularly useful for expression of metagenomic sequences from taxonomically distant, uncultivated organisms.

Even with constructs that are properly designed, many heterologous expression experiments still fail. From our personal experience, the activity of some biosynthetic enzymes is only detectable through the expression of complete BGCs rather than expressing genes individually from a cluster. This further underscores the importance of protein–protein interaction for enzyme activity (Section 3.4). In other cases where expression fails, enzymes may require cofactors or other metabolic machinery not found in model organisms such as E. coli. For example, methylmalonyl-CoA is needed for complex polyketide biosynthesis in actinomycetes, but it is not produced by E. coli. Modular PKS and NRPS clusters also typically require co-expression of secondary metabolism-type phosphopante-theine transferases (PPTases) from source organisms since the proper PPTases for post translational modification of these complex natural products often differ from the PPTases present in E. coli. Many cobalamin-dependent radical SAM enzymes such as C-methyltransferases involved in maturation of proteusin-family RiPPs are also inactive in E. coli. In all of these cases, engineered E. coli strains have been developed, including recently published plasmids to improve cobalamin uptake in E. coli. Even using engineered strains, many natural
products still are not detectable in their final modified form from expression in *E. coli*.

As an alternative to using model organisms as heterologous hosts, non-model hosts can often be identified through genome mining. When heterologous expression in *E. coli* yielded low amounts of FR900359, a potent Gq protein inhibitor first uncovered from metagenomic eDNA of an uncultivated leaf symbiont, Hermès *et al.* identified a homologous BGC in the genome of the culturable bacterium *Chromobacterium vaccini.* Knockout studies of the native cluster in *C. vaccini* and successful heterologous expression of the *C. vaccini* enzymes in *E. coli* enabled characterization of the unusual thioesterase domain catalyzing intermolecular thioesterification of FR900359 (Fig. 4E). In another example, a homologous BGC to the RiPP-family polytheonamide cluster from the uncultivated sponge symbiont *Candidatus Entotheonella* was found in the culturable betaproteobacterium, *Microvirgula aerodenitrificans.* In particular, the cobalamin-dependent radical SAM C-methyltransferases that were largely inactive in *E. coli* were found to be highly active in *M. aerodenitrificans,* enabling production of fully modified final products. The poly-geonoides, polytheonamide-like compounds from a metagenomic bin of a deep-rock subsurface environment, were also produced and characterized from *M. aerodenitrificans.* The generalized strategy of searching for metagenomic BGC hits in the genomes of culturable organisms can be especially fruitful in the case that heterologous expression in model organisms is unsuccessful.

Selecting the closest culturable taxonomic relative, particularly if genetic tools are available for this strain, can also be another promising method to select heterologous hosts. This domain catalyzing intermolecular thioesterification of FR900359 (Fig. 4E). In another example, a homologous BGC to the RiPP-family polytheonamide cluster from the uncultivated sponge symbiont *Candidatus Entotheonella* was found in the culturable betaproteobacterium, *Microvirgula aerodenitrificans.* In particular, the cobalamin-dependent radical SAM C-methyltransferases that were largely inactive in *E. coli* were found to be highly active in *M. aerodenitrificans,* enabling production of fully modified final products. The poly-geonoides, polytheonamide-like compounds from a metagenomic bin of a deep-rock subsurface environment, were also produced and characterized from *M. aerodenitrificans.* The generalized strategy of searching for metagenomic BGC hits in the genomes of culturable organisms can be especially fruitful in the case that heterologous expression in model organisms is unsuccessful.

Selecting the closest culturable taxonomic relative, particularly if genetic tools are available for this strain, can also be another promising method to select heterologous hosts. This strategy enabled the discovery of Fe–S flavoenzymes involved in bile acid dehydroxylation produced by the gut microbiome commensal, *Clostridium sciden.* Funabashi *et al.* characterized these enzymes by introducing them into a closely related *Clostridium* strain amenable to genetic manipulation. This approach has long been used to express diverse BGCs from *Streptomyces* spp. in the model *Streptomyces coelicolor* A3(2). In other cases, heterologous expression of genes from taxonomically distant organisms can still work in *E. coli,* such as in the case of expressing a BGC from a diatom for domoic acid production. As with many experimental systems, the selection of a heterologous host is still largely a process of trial-and-error. In the future, we anticipate design-build-test-learn workflows used in synthetic biology and already being applied for the optimization of hosts will reduce this tedious trial-and-error process.

4.3. Screening for enzyme activity

Once enzymes of interest have been expressed, the next challenge comes in assaying them for *in vivo* or *in vitro* for activity. There is often a trade-off between throughput and generalizability for enzyme screening methods (Fig. 6). Activity-based screening of metagenomic libraries typically involves searching for zones of inhibition around bacterial colonies or using cleavable substrates that produce a color or fluorescence.

However, for many biosynthetic enzymes, appropriate substrate analogs may not be available, or the presence of a large fluorophore or chromophore may interfere with enzyme activity. Mass spectrometry (MS) is a sensitive and highly generalizable technique to monitor activity for many different enzymes since it does not require the use of substrate analogs. Due to the need for chromatographic separation steps, however, MS-based methods have historically suffered from low throughput. A number of alternative workflows to bypass the chromatographic separation step allow for scaling up MS-based screening of enzyme activity. For example, nanostructure-initiator mass spectrometry (NIMS) substitutes column-based separation with an *in situ* washing step over a perfluoroalkylated surface. The wash step promotes non-covalent fluororous interactions enabling compound separation. Previously, NIMS has only been successfully applied to enzymes with active sites able to accommodate bulky perfluoroalkylated tails such as acetyltransferases and carbohydrate-degrading enzymes. A more generalized solution, termed PECAN (Probing Enzymes with Click-Assisted NIMS), relies on click chemistry to expand NIMS technology to other enzyme classes. Although still requiring substrate analogs with ‘clickable’ alkynes or azides, these small handles are far less bulky than perfluoroalkylated tails. Another label-free alternative to NIMS is known as SAMDI-MS (Self-Assembled Monolayers for matrix-assisted Desorption/ Ionization Mass Spectrometry). SAMDI-MS relies on the immobilization of proteins or metabolites on self-assembled monolayers of alkanethiolates on gold. Importantly, the immobilization process for SAMDI-MS combines the sensitivity and generalizability of MS-based methods with significantly higher throughput. Since SAMDI-MS does not require labeling of the substrates, it is especially useful for enzyme classes which are challenging to screen such as glycosyltransferases. SAMDI-MS has mainly been applied for directed evolution or
metabolic engineering studies to date, but it is also a well-suited method for rapid and sensitive MS-based screening of metagenomic enzymes. The specialized expertise and equipment required for adoption of NIMS and SAMDI-MS methods are current barriers that must be overcome for the techniques to be used more widely.

Biosensors are another area of active research for the detection of new biocatalysts. One recent study developed a genetic screening system for the detection of capro-lactam ring-forming enzymes. A biosensor based on the highly specific activation of the Nitr regulator protein from Alcaligens faecalis in response to the presence of ω-caprolactam compounds was optimized and used to screen a marine sediment metagenomic library. In combination with FACS sorting, this biosensor enabled the identification of a new enzyme capable of cyclizing ω-amino fatty acids. mRNA display is another screening method to efficiently link peptides to their own encoding RNA through in vitro ribosomal translation. Most commonly used for directed evolution studies, mRNA display was also recently employed to screen activity of a naturally occurring highly promiscuous RIPP maturase, PaaA. PaaA modifies glutamic acid residues to form fused bicyclic cores in a wide range of peptide substrate analogs. We note, however, that both the biosensor and mRNA display methods described here are tailored to specific enzyme functions. Therefore, these approaches are extremely high-throughput but less generalizable than MS-based approaches. Overall, the methods described in this section present an overwhelming array of new tools which can be adapted to screen metagenomic enzymes from diverse environments. In the next section, we will focus on marine systems as a case study for exploring new enzymology.

5. Scenic drives: a case study on marine metagenomics

5.1. Global ocean microbiomes

Marine systems are treasure troves for new biosynthetic enzymes for a number of reasons: (1) due to the harsh and fluctuating environmental conditions, enzymes from marine organisms can often tolerate extremes in salinity, temperature, pH, and atmospheric pressure. (2) The chemical composition of oceans includes relatively high abundances of elements including boron, bromine, and chlorine compared to terrestrial systems. This naturally results in an enrichment of biosynthetic enzymes for the tailoring of boron-containing and halogenated natural products. Finally, (3) less than 10% of microbial marine metagenomes can currently be matched to cultivated reference genomes at the species level, highlighting metagenomics as a critical strategy to probe the uncultivated majority of the world’s oceans.

To enable marine bioprospecting, several studies have published meta-omics data resources including the Tara Oceans sampling expeditions which sequenced over 600 metatranscriptomes and 1000 metagenomes from >200 globally-distributed sampling stations. The combination of Tara Oceans data with Global Ocean Sampling, Malaspina, and bioGEOTrACES expeditions enabled the assembly of the largest genome-resolved ocean resource to date. From these data, >25 000 metagenome-assembled genomes were constructed and, together with ~10 000 marine single and isolate genomes, processed with antiSMASH, leading to the identification and functional characterization of new BGCs and biosynthetic enzymes. The scale of this metagenomics repository for one specific environment type is perhaps only paralleled by the Human Microbiome Project. Compared to the human gut microbiome, however, the variable ocean conditions promote a greater diversity of enzymes, particularly along the water column where a gradient of different temperature and pressure conditions exist. Indeed, analysis of microbial metagenomes from the Tara Oceans sampling expedition revealed the ocean harbors more than four times the number of unique genes found in the human gut. Accordingly, we anticipate marine systems harbor significant biosynthetic potential and new enzymology.

In a recent example of enzyme expansion, a new member of the amine dehydrogenase family was detected by mining marine metagenomes. Caparco et al. first constructed HMMs from eight characterized amine dehydrogenase sequences. They identified hundreds of metagenomic hits and systematically narrowed the search space by focusing on distant homologs which the authors reasoned were more likely to have altered substrate specificity. Eighteen homologs were cloned and heterologously expressed in E. coli. One eukaryotic enzyme from the Marine Atlas of Tara Oceans Unigenes was found to have an unusually high specific activity for isobutyraldehyde and represented the first eukaryotic amine dehydrogenase to be experimentally characterized. This enzyme was discovered from metagenomes from the open ocean, which has generally been an understudied ecosystem by natural products researchers compared to the microbiomes of marine sponges and other invertebrates.

5.2. Microbiomes of marine invertebrates

Marine sponges, tunicates, bryozoans, and molluscs are sessile or slow-moving animals that commonly benefit from chemical defenses provided by a wide range of natural products. A growing body of evidence has implicated invertebrate microbiota as an important source of bioactive substances found in these animals. Producers and their biosynthetic enzymes were initially identified by PCR screening metagenomic libraries and more recently by metagenomic sequencing as first steps towards functional studies. Intriguingly, the bacterial producers identified to date mostly belong to unusual taxa distinct from common natural product sources, such as actinomycetes. An example is Candidatus Entotheonella, belonging of the uncultivated phylum ‘Tectomicrobia’, a group of filamentous sponge symbionts with a rich specialized metabolism. Notable examples of enzymatic transformations in these bacteria are the polytheonamide peptide maturation system that installs up to 50 posttranslational modifications, RIPPS-methylation, diverse trans-AT PKS systems that assemble complex polyketides, cis-AT PKS modules catalyzing single-carbon extensions (e.g., calyculins, or ibriculamides, 17
keramamides, konbamides\(^7\)}, a promiscuous halogenation,\(^9\) and a to-date unique and biosynthetically unassigned peptide cross-link involving a histidine imidazole moiety.\(^{20}\)

In addition to ‘Entheothena’, other producers in sponges have been identified, all of which remain uncultured. These include a multiproducer community providing the cytotoxic pelorides, pateamines, mycalamides, and other compounds in the sponge *Mycale hentscheli*, an intracellular producer of renieramycin with a highly reduced genome.\(^{211,212}\) *Hormoscilla* (formerly *Oscillatoria*) *spongiae*, is a cyanobacterial sponge symbiont and a source of halogenated compounds, including polybrominated diphenyl ethers (PDBe). The combination of *de novo* metagenomic sequencing of the sponge metagenome and heterologous expression of the candidate biosynthetic locus for PDBe in a non-standard host, *Synechococcus elongatus* PCC 7942, ultimately led to successful characterization of this BGC.\(^{213}\) Cyanobacterial symbionts from other marine animals, such as tunicates, are also rich sources of biosynthetic diversity. Biosynthetic pathways for the cyanobactins, a class of cytotoxic RPPs including the patellamides and trunakamides, were originally discovered from metagenomic eDNA.\(^{214-216}\) The promiscuity of RPP maturases encoded in cyanobactin pathways, e.g., heterocyclases for azoline installation\(^{217}\) or macrocyclases for cyclic peptide formation,\(^{218}\) have been exploited to generate libraries of synthetic peptides.

Another biosynthetic treasure trove are shipworms, the bivalve molluscs famous for boring holes in wooden boat hulls and piers. Recent shotgun metagenomic analysis coupled with cultivation strategies revealed more than 150–200 distinct BGCs from shipworm gill endosymbionts.\(^{219}\) In addition to being biosynthetically talented, shipworm symbionts are of biotechnological interest for biomass degradation due to their wood-based diet. A new enzyme involved in lignocellulose degradation was recently isolated and characterized from the shipworm symbiont *Teredinibacter turnerae*.\(^{220}\) This represents a case of enzyme expansion within the family of oxidative enzymes known as lytic polysaccharide monooxygenases (LPMOs) that degrade chitin and cellulose-like polymers.\(^{221}\) Since the relatively recent discovery of the LPMOs in 2010, this enzyme family has been of great interest for biotechnological applications including the oxidative degradation of recalcitrant polymers.\(^{222}\) Perhaps the greatest finding from shipworm metagenomic studies to date, however, is that most members of the shipworm gill endosymbiotic microbial communities are culturable.\(^{223}\) The ability to cultivate and genetically manipulate nearly-complete microbial consortia from shipworm gills provides an exciting experimentally-tractable system within which to study host-endosymbiont co-evolution of secondary metabolism.

### 6. Gearing up for the future: new frontiers in enzyme discovery

In this section, we will provide an outlook on the future of the field and highlight emerging techniques which can be paired with metagenomics workflows to accelerate enzyme discovery.

### 6.1. Meta-omics

The integration of various meta-omics techniques, including metatranscriptomics, metaproteomics, and metabolomics, into enzyme discovery workflows can be a powerful framework connecting genotype to phenotype for hypothesis generation. RNA-Seq, for example, provides a global snapshot of differentially expressed genes under conditions of interest to implicate coding sequences of unknown function in specific cellular processes. Maini-Rekdal *et al.* used RNA-Seq to characterize the involvement of an unknown molybdenum-dependent enzyme, DadH, in the catabolism of dopamine in the human gut.\(^{224}\) Differential expression analysis of the gut bacterium *Eggerthella lenta* revealed *dadH* was upregulated >2500-fold in the presence of dopamine. Although DadH from *E. lenta* only exhibited narrow substrate specificity for l-dopa and close analogs, metagenome mining using DadH as a query sequence expanded the protein family to other molybdenum-dependent enzymes capable of degrading other classes of neurotransmitters and diet-derived catechols.\(^{225}\) In another example, RNA-Seq analysis of the marine diatom *Pseudo-nitzschia* under phosphate limitation and high CO\(_2\) guided the identification of the biosynthetic pathway for domoic acid, a harmful neurotoxin.\(^{226}\) Heterologous expression of the domoic acid BGC and structural analysis yielded insights into how the unusual biosynthetic enzyme, DaBA, that catalyzes N-prenylation of a primary amine arose within the ubiquitous terpene cyclase protein fold.\(^{227}\)

Although both of these examples used RNA-Seq to discover new enzymes from organisms in monoculture, similar strategies can be applied to metatranscriptomes. Surprisingly, the number of studies using metatranscriptomics for enzyme discovery are still relatively rare but increasing. Recently, metatranscriptomic analysis of a compost microbial community resulted in expansion of the glycoside hydrolase family to include an unusual enzyme with exo-1,4-β-xylanase activity.\(^{228}\) A new tool, BiG-MAP, was released to facilitate differential expression analysis of BGCs from (meta)transcriptomic data sets.\(^{229}\) BiG-MAP results can also further be integrated with metabolomics data. As a proof-of-principle, BiG-MAP was used to link differentially expressed BGCs from healthy and caries-associated oral microbiome samples with mass fragments associated with reuterin, a natural product inhibiting growth of the opportunistic pathogen *Streptococcus mutans* involved in tooth decay. With increasing availability of paired metatranscriptomic and metabolomic datasets and analysis pipelines like BiG-MAP, we anticipate meta-omic mining will accelerate the discovery of new biosynthetic enzymes.

Relative to the other -omics techniques, metaproteomics remains particularly underexploited. Sukul *et al.* proposed a workflow for functional metaproteomics relying on the direct isolation of proteins from soil samples followed by separation using 2D-polyacrylamide gel electrophoresis. Refolded proteins were assayed in-gel using a fluorogenic lipase substrate to detect new lipolytic enzymes. Hits were then excised from the gel, digested and subjected to MS analysis. Extracting eDNA from the same soil samples for shotgun metagenomic sequencing allowed mass spectra from in-gel lipolytically-active enzymes to
be compared to a custom environmental database to identify full-length sequences and permit their taxonomic assignment.\textsuperscript{267} While in-gel metaproteomics workflows are viable strategies for well-characterized enzymes such as lipases, they are more challenging for enzyme functions lacking established colorimetric or fluorimetric substrates. The limited availability of functional assays is one downside of metaproteomics in addition to difficulty with directly isolating proteins from environmental samples and a low likelihood of proper in-gel re-folding of enzymes. Technical challenges notwithstanding, it is clear that the integration of different multi-omics datasets offers promising new routes for enzyme discovery.

6.2. Single-cell genomics

Single-cell genomic sequencing is an alternative and complementary approach to shotgun metagenomics. Single-cell genomics relies on the sorting of microbial cells, usually with microfluidics (Section 6.3) or FACS methods, followed by lysis and whole genome multiple displacement amplification with high-fidelity polymerases.\textsuperscript{268} Despite enabling over a billion-fold amplification of genetic material from a single cell, the quantity of DNA is often still low, resulting in poor genome quality and a risk of contamination from extracellular DNA. Optimized protocols using thermostable polymerases have been developed to improve these issues and also correct for biases against amplification of GC-rich templates which is especially relevant for BGCs from Actinobacteria and other organisms with high GC-content.\textsuperscript{269} The benefits of directly linking taxonomic classification to genomic functional content without requiring binning provides a clear advantage of single-cell genomics over shotgun metagenomic sequencing. Optimally, single-cell genomics and metagenomics methods are best applied in combination since they have different sampling biases which minimizes their overlap. Previous analysis in our lab also found that reference genomes from cultivated marine isolates rarely overlapped with marine SAGs or MAGs, indicating that multi-pronged approaches of cultivation and multiple types of sequencing contributes to a greater genome-resolved understanding of ecological community composition.\textsuperscript{270}

There are still relatively few cases of biosynthetic enzyme discovery from SAGs. As the earliest example applied to natural product studies, Grindberg \textit{et al.} detected the cyanobacterial apratoxin biosynthetic pathway in a mixed bacterial assemblage through a combination of single-cell sequencing, \textit{in silico} mining, and a metagenomic fosmid library screening.\textsuperscript{271} Based on biosynthetic logic and \textit{a priori} knowledge of the apratoxin chemical structure, the authors used known conserved motifs from hydroxymethylglutaryl-CoA synthase-like enzymes to detect homologs in their SAG contig library. The motifs were then used to design degenerate primers and PCR screen their metagenomic library to identify overlapping contigs and assemble the complete apratoxin biosynthetic cluster. This study illustrated how the combination of single-cell genomics and functional metagenomics ultimately revealed the complete BGC for apratoxin. Skiba \textit{et al.} later built on these findings to characterize an unusual mononuclear iron-dependent dimethylating methyltransferase that initiates apratoxin biosynthesis through production of branched polyketide starter units.\textsuperscript{272} More recently, Mori \textit{et al.} used single-cell sequencing to characterize the remarkable biosynthetic potential of \textit{Candidatus Entotheonella} symbionts from marine sponges (Section 5.2).\textsuperscript{29}

Importantly, single-cell genomics does not rely on the assumption that populations of similar cells are clonal. As a result, single-cell genomics studies have revealed remarkable within-population genome variability and evolution in systems ranging from marine phytoplankton\textsuperscript{272} to cancer cells.\textsuperscript{273,274} BGCs are also notoriously strain-specific and single-cell sequencing is useful to detect needle BGCs in the haystack. For example, Sugimoto \textit{et al.} developed a new HMM-based computational strategy to mine BGCs from human microorganisms and found that some BGCs are only found in one out strain out >1000–5500 bacterial isolates from the same taxon.\textsuperscript{275} Advances in single-cell RNA sequencing in prokaryotes has further demonstrated how even genetically-identical populations of bacteria exhibit spatial transcriptional heterogeneity in communities.\textsuperscript{276} Spatial heterogeneity and division of labor has been documented for secondary metabolite production in a variety of systems both in microbial communities and monocultures.\textsuperscript{277} This nascent area of research calls for further applications of single-cell and spatial transcriptomics methods to better understand how microbial community structure and microenvironment affects biosynthetic gene expression.

6.3. Microfluidics

Microfluidic technologies have revolutionized biomedicine, particularly for devices where ‘lab on a chip’ compactness is desired. Microfluidic-based sorting methods have been widely applied for directed evolution and protein engineering studies,\textsuperscript{278} but have only rarely been used for metagenomic enzyme discovery. Colin \textit{et al.} screened >1 250 000 water-in-oil droplets using a microfluidic system to identify metagenomic enzymes that hydrolyze sulfate monoesters and phosphotriesters.\textsuperscript{132} This study highlighted microfluidics as a useful technique to probe the promiscuity of metagenomic enzymes in a sequence-independent manner. Another recent study used optical tweezers and microfluidics to sort complex microbial communities based on the Raman spectra of individual cells.\textsuperscript{279} This has numerous applications for downstream single-cell sequencing or cultivation efforts including sorting microbes based on stable isotope labels or natural Raman signals from storage compounds or carotenoids. By processing sorted cells for downstream single-cell sequencing, chemical phenotypes of live individual cells can be directly linked to their genotypes. Like most other new techniques discussed in this section, however, the application of microfluidics to discover new biosynthetic enzymes from metagenomes has not yet been widely applied.

6.4. Cell-free platforms

An elegant alternative to heterologous expression and protein purification is the use of cell-free systems such as filtered lysate from \textit{E. coli} or another host. Since cellular machinery remains...
in the lysate, exogenous addition of components including cofactors, amino acids, and DNA is all that is required to express enzymes or pathways of interest.\textsuperscript{280} Cell-free systems create conditions for rapid transcription and translation of desired DNA sequences without the constraints of maintaining cellular growth. Unlike \textit{in vivo} expression systems, cell-free platforms also allow for the production of toxic metabolites that normally kill heterologous hosts. To further increase throughput, screening methods including mRNA display, matrix-assisted desorption/ionization-MS and in-droplet reaction microfluidics have already been integrated with cell-free platforms.\textsuperscript{280} For some biosynthetic pathways, high yields are produced in just a few hours from DNA templates.\textsuperscript{281,282} In practice, however, low yields are a common challenge especially when working with DNA from organisms that are taxonomically-distant from \textit{E. coli}.\textsuperscript{280} Fast degradation of mRNA templates and other necessary reactions components is another challenge commonly faced when working with cell extract-based systems. Nonetheless, these systems have seen explosive popularity in recent years, and we anticipate future exploitation of cell-free platforms for metagenomic enzyme discovery.

6.5. Sequence-independent methods

On the whole, the vast majority of techniques described in this review rely on either sequence-based or structure-based homology to infer protein function. However, these approaches often fall short when making predictions for the ‘unknown unknowns’, that is, for the \textit{de novo} discovery of enzymes that do not share sequence or structural similarity with one or more characterized protein families. Sequence- or structure-independent approaches are also rarely used in natural products research, since most computational methods to identify BGCs rely on homology to common biosynthetic domains.\textsuperscript{283} In a departure from sequence-based methods, decRiPPter (Data-driven Exploratory Class-independent RiPP TrackER) was developed for the explicit purpose of detecting new RiPP classes without relying on homology to known RiPP classes or enzymatic machinery.\textsuperscript{284} This core filtering step of the decRiPPter algorithm uses pan-genomic comparisons to detect operons that are sparsely distributed within taxonomic groups and thus are likely involved in secondary rather than primary metabolic functions. Kloosterman \textit{et al.} analyzed 1295 \textit{Streptomyces} genomes with decRiPPter to identify a new family of RiPP maturases catalyzing dehydration and cyclization reactions for a new lantipeptide class of natural products.\textsuperscript{284} While this singular example is a proof-of-principle that sequence-independent methods can be used successfully for enzyme and natural product discovery, the authors emphasize a key limitation of this approach is the large number of false positives when searching for novelty rather than homology. Beyond RiPPs, the field remains open and poised for the emergence of new sequence- and structure-independent methods for enzyme discovery.

7. Conclusions

A major takeaway from this review is the surprising paucity of studies of \textit{de novo} and reference-based enzyme discovery studies that have used shotgun metagenomics rather than functional metagenomics. Even as we amass petabytes of meta-omics data in public databases, there is a disconnect between the relative ease of next-generation sequencing and the difficulty of gaining insights into new protein families and their functions. Based on a meta-analysis of this review, we will attempt to offer some general recommendations to advance future efforts in the field:

7.1. Discoveries often occur at the boundaries of protein families

Although not a universal rule, proteins with low sequence identities to reference proteins of known functions are more likely than enzymes with high sequence identities to accommodate different substrates and catalyze new reaction types. To detect distantly related sequences, we recommend moving beyond a basic BLAST search and using tools that are more sensitive for remote homology detection such as PSI-BLAST\textsuperscript{285} or HMMs. MetaHMM\textsuperscript{286} or HMMsearch tools in the EBI MGnify portal\textsuperscript{289} allow non-experts to query metagenomes with protein queries or custom HMMs through a web interface. Expert users may be interested in applying an iterative HMM search strategy. In this approach, an initial HMM model is used and combined with BLAST searches to identify more distant homologs of the same gene family. The newly identified sequences are then used to update the initial model and the procedure repeated until no additional homologs are identified. This strategy has been applied to identify new \(\beta\)-defensin members in humans and mice\textsuperscript{277} and to discover a cysteine-rich gene family in corals.\textsuperscript{287}

7.2. Think outside the colorimetric assay box to move into unexplored protein space

A previous meta-analysis of metagenomic enzymes discovered between Jan 2014 and March 2017 found that >84% belong to either the lipase/esterase or cellulase/hemicellulase classes.\textsuperscript{28} Similarly, >82% were discovered by activity-based screening. Clearly, there is a bias in current metagenomic screening methods towards industrially relevant enzyme classes that can readily be detected with standard colorimetric assays. Although less well-understood and more challenging to screen, protein superfamilies for which remarkable diversity is already documented, including, but not limited to, radical SAMs enzymes, methyltransferases, thioesterases, and cytochrome P450 mono-oxygenases, represent hotbeds for new enzymology.

7.3. Move beyond \textit{E. coli} into new hosts

\textit{E. coli} has been the workhorse for the vast majority of functional metagenomics and heterologous expression efforts to date. The benefits of using a model organism are undeniable for the relative ease of cloning, expression, and screening. However, a controlled study found that only 30–40% of genes from environmental bacteria in general and only 7% of high GC-content DNA could be expressed in \textit{E. coli}.\textsuperscript{288} Unfortunately, many secondary metabolites are produced by organisms classified as high GC-content thus classical functional metagenomics methods likely fail to capture large swaths of diversity in eDNA. As discussed in Section 4.2, a suite of other problems such as
the lack of proper coenzymes, substrates, cofactors, post-translational modification systems, self-resistance genes, protein folding factors, and additional proteins required for megasynthases (e.g., MbtH-like proteins, PPTases) all can cause heterologous expression in *E. coli* to fail. One strategy to troubleshoot these issues is using alternative hosts. For functional metagenomics, *Pseudomonas, Streptomycyes, Rhodococcus, Bacillus,* and even archaea have been used as library hosts as well as multi-host expression systems with shuttle vectors.\(^{289,290}\) Similarly, non-traditional heterologous expression hosts such as *M. aerodenitrificans*\(^{281}\) have been developed to access new enzymology from metagenomic BGCs.

7.4. (Genome) context is everything

There has been an explosion of new tools devoted to examination of genes in the context of their genome neighborhoods rather than in isolation. This has been a particularly fruitful strategy for the discovery of new multi-domain enzyme functions\(^{248}\) or RiPP maturases.\(^{271}\) Taking this one step further, deep learning methods for embedding genes as vectors in their genomic context (e.g., pfam2vec) have led to improvements in BGC prediction.\(^{289}\)

Although the current reliance on short-read sequencing methods requires binning and assembly to extract genomic context from shotgun metagenomes, we anticipate that advances in long-read metagenome sequencing will pave the way for genome neighborhoods to be analyzed more directly and accurately from eDNA. Just as bacteria act differently in communities than in isolation, we propose that enzymes are best studied and understood in the complete milieu of their flanking genes. Identification of gene coexpression modules from (meta)transcriptomic datasets can additionally be used reconstruct transcriptional units and predict the function of unknown genes through coexpression of genes with known function. Coexpression networks can also guide hypotheses regarding protein–protein interactions and complex formation. Overall, the protein interactome is an underexplored avenue to uncover new enzyme functions.

Perhaps one day we will see the emergence of AlphaFunction2 as a successor to AlphaFold2. But in order to train artificial intelligence models to tackle the sequence–structure–function problem, continued exploration of new areas of protein space is an important task for experimental enzymologists and computational researchers alike. As a final remark, we emphasize that AlphaFold2, and many other computational tools described in this review, were only made possible through the biochemical characterization of thousands of proteins by experimentalists at the bench. Experimental work is more critical than ever to enable new data-driven discoveries.
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