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Abstract: Complexity measures allow for reflecting on critical issues and estimating the efficiency of various processes and systems. To better organize the functioning of the legal domain, it is rational to use complexity measures. In essence, any legal process is an information process in the legal domain, involving one or several legal systems. Thus, the goal of this work is the development of theoretical and practical tools for the estimation of complexity of information processes, that is, complexity measures in the legal domain, with the goal to ameliorate functioning of the legal systems.
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1. Introduction

Legal systems are evolutionary social, i.e., in some sense, natural, behavioral systems, although many like to think that they are just artificial constructions created by people. The latter idea resulted in the amorphous areas of normative ethics and legal studies, although the legal domain needs meta-ethics, descriptive ethics, ethnology and ethology. Having this in mind, if we analyze the essential characteristics of legal systems, we can see that they are the result and product of millions of years of evolution in a changing world. Law consists of formal rules describing expectations concerning a class of human behavior. The origin of these formal rules is an individual or collective process that translates values into individual and general norms, norms into rules and rules into social standards and formal laws (the law). A value is an innate or social need. The argument for the evolutionary character of legal systems is made in [1,2]. The fact that many locally parallel and temporally sequential legal systems have the same characteristics does not prove that they are designed like—for example—cars, but provides evidence that they are the consequence of (have developed on) the basis of the same natural characteristics intrinsic for different societies.

To study legal systems with the goal of improving their functioning, we use complexity theory, because mathematical models of complexity describe efficiency. Indeed, complexity measures allow reflecting critical issues and estimating the efficiency of various processes and systems. Thus, to better organize functioning of the legal domain, it is rational to use complexity measures, which have been constructed in complexity theory and used in a variety of scientific and practical areas. In essence, any legal process is an information process in the legal domain, involving one or several legal systems. Thus, our goal is the development of theoretical and practical tools for the estimation of complexity of information processes, that is, complexity measures, in the legal domain with the goal to ameliorate functioning of the legal domain. Knowledge of dynamic and structural characteristics reflecting complexity of information processes in the legal domain can improve
results of these processes, decrease their complexity and better satisfy needs of the society where these processes go on.

To elaborate legal complexity measures, it is necessary to have formal descriptions of legal processes. Here, we use the Logic of Reasonable Inferences (LRI), as the tool for building a formal model of legal knowledge and formalizing descriptions of the legal processes. The LRI was introduced in [3] and utilized for the development of the computer program Argumentator, which was implemented and empirically validated against a multitude of real life legal cases [4]. In [5], a formal model of the factors that determine complexity in the legal domain is presented.

To develop legal complexity measures, we use the theory of direct and dual complexity measures developed in [6,7], as well as inductive complexity introduced and studied in [8]. According to these theories, complexity, at first, is measured for separate processes, and then it is integrated into the complexity of the system in question.

2. Complexity of Systems and Processes

The complexity of a system $R$ is determined by the resources used by this system in the processes of functioning. Note that these resources can be used by the system itself and/or by another system interacting, e.g., using the system $R$.

Systems use different kinds of resources:

- Natural resources consumed by the system $R$: time, space, information, energy, power, minerals and so on;
- Social resources consumed by the system $R$: people involved, their time, efforts, expertise, knowledge and so on;
- Artificial resources consumed by the system $R$: system time, system space, data, knowledge, memory, system units, system actions and so on.

There are three types of direct complexity measures of a system or a process: static, functional and processual complexity measures.

**Definition 1.** Static complexity measures depend on the system, in which this process goes, or on the system, which performs (realizes) this process, being estimated by resources given as input for the process.

Examples of such resources are the system itself, the program of its functioning or the input information.

**Definition 2.** Functional complexity measures depend both on the input, e.g., algorithm or program, and the output of the process that goes in the system or is realized by it.

As examples, we can take such measures as the quality of result obtained by the system or the ratio of the size of the input information to the size of the output information.

**Definition 3.** Processual complexity measures depend on the process itself.

As examples, we can take such measures as the time of processing some given data or the volume of memory that is demanded by this processing.

In general, there are three classes of complexity measures: direct, dual, and mixed complexity measures. Let us consider some examples of complexities for such systems as algorithms and programs.

**Direct complexity measures:**

- The length of an algorithm or program (static complexity);
- The quality of the result (functional complexity);
- Time of the computation directed by the algorithm or program (functional complexity).
Dual complexity measures:

- The length of the shortest algorithm or program needed to obtain the given system (static complexity);
- The best quality of the possible result (functional complexity);
- The least time needed to obtain the given system (functional complexity).

Mixed complexity measures:

- Computational complexity, e.g., time, of the shortest program that produces the given system.

It is possible to define complexity of a system (organization) by processes, which either go in this system (organization) or are performed (organized) by this system (organization).

- **Worst case complexity** of a system (organization) is the top measure of the processes, which either go in this system (organization) or are performed (organized) by this system (organization);
- **Average case complexity** of a system (organization) is the average measure of the processes, which either go in this system (organization) or are performed (organized) by this system (organization);
- **Best case complexity** of a system (organization) is the least measure of the processes, which either go in this system (organization) or are performed (organized) by this system (organization).

Having a direct complexity measure $\mu$, we define its dual complexity measure $\mu(R)$ of a system $R$ as the minimal value $\mu(A)$ of the system, program or process that allows obtaining, e.g., construction or computation, of $R$.

For instance, the algorithmic (Kolmogorov) complexity is a paradigmatic example of a dual complexity measure. The algorithmic (Kolmogorov) complexity of a string of symbols $R$ is the minimal length of a program (algorithm) that allows computation (recognition) of $R$ [9,10]. In general, algorithmic (Kolmogorov) complexity measures have been defined and explored in the axiomatic setting. This allows application of these measures in a variety of domains (such as medicine, biology, neurophysiology, physics, economics, hardware and software engineering) in general, and the legal domain in particular.

There are also temporally related complexity measures:

- The *estimated complexity* of a system or process reflects opinions about the complexity of this system or process;
- The *projected complexity* of a system or process reflects intentions or requirements to the complexity of this system or process;
- The *actualized complexity* of a system or process is the complexity of this system or process measured a posteriori.

Analyzing social processes in general and legal processes in particular, we see that almost any process $P$ is based on the process $\text{org } P$ of preparation and organization of $P$. In addition, there is the process $\text{act } P$ of putting into action the results of $P$.

For instance, taking such a process as court trial, we see that its preparation includes investigation while putting its decision into action includes law enforcement.

As a result, we have three temporal legal complexity measures:

- The *temporal organizational complexity* of a legal process is time used for organization of the legal process;
- The *temporal operational complexity* of a legal process is time used for conducting the legal process coming to a definite decision;
- The *temporal execution complexity* of a legal process is time used for putting the legal decision into action.

In turn there are three extent legal complexity measures:

- The *extent organizational complexity* of a legal process is the number of items used for organization of the legal process;
The extent operational complexity of a legal process is the number of items used for conduction the legal process coming to a definite decision;

The extent execution complexity of a legal process is the number of items used for putting the legal decision into action.

Both temporal and extent complexity measures are direct. Dual complexity measures are obtained by application of minimization operation to direct complexity measures.

3. Complexity in the Legal Domain

Items utilized in legal processes, which we will call legal articles, can be:

- instances of material evidence, i.e., weapon or fingerprints;
- participants of the process, e.g., attorneys, judges, witnesses;
- those who prepare (organize) the process, e.g., detectives, attorneys, judges;
- testimonies, depositions, speeches of participants during the process, negotiations, subpoenas, requests, interrogatories, affidavits, transcripts, objections, statements;
- legal rules and laws.

Rules for conducting legal processes, e.g., laws of the country, are basic items (legal articles) utilized in legal processes. This delineates an important class of legal complexity measures, namely, of extent operational complexities—imperative complexity measures.

The imperative complexity of a legal process is the number of legal rules used for conduction the legal process coming to a definite decision.

There are three modalities of legal rules (laws):

- Obligatory rules (laws) describe what is required to do in a legal process;
- Discretionary rules (laws) describe what is permitted (possible) to do in a legal process;
- Veto rules (laws) describe what is prohibited to do in a legal process.

Now let us look at dual complexity measures of legal processes.

- The obligatory (requisite) organizational algorithmic complexity of a legal process is the minimal number of items (legal articles) necessary (sufficient) to organize the legal process;
- The obligatory (requisite) operational algorithmic complexity of a legal process is the minimal number of items (legal articles) necessary (sufficient) to conduct the legal process coming to a definite decision;
- The obligatory (requisite) execution algorithmic complexity of a legal process is the minimal number of items (legal articles) necessary (sufficient) for putting the legal decision into action.

It is possible to consider only some type legal articles, e.g., rules or laws, estimating the complexity of a legal process by the (minimal) number of used rules or laws. However, for the sides involved in a legal process, it is important not only to organize, conduct and put into action a legal process, but to achieve definite results in this process. These assumptions bring us to new types of algorithmic complexity.

Let us suppose that there are sides (participants) \(A_1, \ldots, A_n\) in a legal process \(P\).

- The \(A_i\)-winning organizational algorithmic complexity of a legal process is the minimal number of items (legal articles) necessary (sufficient) to organize the legal process successful for \(A_i\).
- The \(A_i\)-winning operational algorithmic complexity of a legal process is the minimal number of items (legal articles) necessary (sufficient) to conduct the legal process successful for \(A_i\).

Further research will focus first of all on the legal articles distinguished in the formal model of the factors that determine complexity in the legal domain [5].
4. Conclusions

We have elaborated a system approach to the estimation of complexity of information processes in the legal domain aimed at upgrading and modernizing the functioning of the legal domain based on information technology.

An interesting problem for future research is construction of legal complexity measures based on Shannon’s entropy [11] and Fisher’s statistical information measures [12], as there are intrinsic relations between complexity measures introduced and studied in this paper, and the above mentioned information measures [13,14].

Communication is an important component of diverse legal processes. Consequently, it would be important to construct and study communication legal complexity, taking into account communication complexity of algorithmic processes [15].
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