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1. Introduction

Nowadays, more and more people have their own smart phone, tablet PC and other intelligent terminals. Which has enabled them to spend more time in accessing all kinds of social networks (such as Facebook and Twitter) and e-commerce sites (such as Amazon and eBay). However, the huge amount of available information and products makes them overwhelmed and indecisive. Users have to spend more time and energy in searching for their expected information. Even then, they cannot get satisfactory results. Fortunately, the behaviors of users can be tracked and recorded on the social networks and e-commerce sites. This makes it easier to analyze the preference of users. In this regard, recommender systems are used to recommend information of user expectations and provide personalized services through analyzing the user behaviors, such as the recommendation of photo groups in Flickr [1], the books in Amazon [2], videos in YouTube [3], and results in the Web search [4].

The collaborative filtering [5] has become the most widely used method to recommend items for users. It makes recommendation according to the similar users with the active user or the similar items with the items which are rated by the active user. The collaborative filtering includes memory-based method and model-based method [6]. The memory-based method first calculates the similarities among users and then selects the most similar users as the neighbors of the active user. Finally, it gives the recommendations according to the neighbors. However, the model-based method first constructs a model to describe the behavior of users and, therefore, to predict the ratings of items. The memory-based method can give considerable recommended accuracy, but the computing time will grow rapidly with the increasing of users and items. In some conditions, it is difficult to respond in real-time. The model-based method tends to be faster in prediction time than the memory-based method, because the construction of the model can be finished in a considerable amount of time and this process is executed off-line. The shortcoming of the model-based method is that the recommendation performance is not as good for the memory-based method. In addition to collaborative filtering, content-based technique [7], social recommendation [8], semantic recommendation [9] are also applied in prediction of user preference.

This paper focuses on the recommended performance in memory-based collaborative filtering algorithms. The core of collaborative filtering is to calculate similarities among users or items. The generic traditional similarity measures, such as Pearson correlation coefficient [10], cosine [11], mean squared difference [6], are not enough to capture the effective similar users, especially for cold user who only rates a small number of items. This paper presents an improved heuristic similarity measure model. The new similarity model combines the local context for common ratings of each pair users and global preference of each user ratings. In order to test and verify the new similarity measure, experiments are
implemented on three most used real data sets. In comparison with many state-of-the-art similarity measures, new model can show better recommended performance and better utilizes the ratings in cold user conditions.

2. Related work

Collaborative filtering (CF), as a kind of personalized recommendation technique, has been widely used in many domains [1–3,12,13]. However, collaborative filtering also suffers from a few of issues, for instance, cold start problem, data sparsity, scalability and so on. These problems seriously reduce the user experience. This paper focuses on how to improve the prediction accuracy. Collaborative filtering recommends items to users according to their preferences. Therefore, a history database of users’ preference must be available. However, the database is always very sparse, that is, user only rates a small number of items. Up to now, there are many researchers who have focused on the prediction accuracy and proposed some solutions.

To improve the accuracy, many researchers have proposed some new similarity measures. Ahn [14] proposed a new similarity for collaborative filtering that is called PIP (Proximity-Impact-Popularity). This paper analyzed the disadvantages of Pearson correlation coefficient [10] and cosine similarity [11]. This new similarity considered three aspects: proximity, impact and popularity of the user ratings. But, this similarity considers only the local information of the ratings and does not consider the global preference of user ratings. Traditional Pearson correlation coefficient does not consider the size of the set of common users. To solve this problem, weighted Pearson correlation coefficient has been proposed [16]. It considers the idea of capturing the confidence which can be placed on the neighbor. The confidence will increase with the number of common rated items. Jamali and Ester [15] introduced a similarity measure based on the sigmoid function. This approach can weaken the similarity of small common items among users. The adjusted cosine similarity measure [14] was proposed to make up the short-age of traditional cosine similarity, however, it did not consider the preference of user ratings.

Bobadilla et al. [18] proposed a new metric which combined the Jaccard measure [17] and mean squared difference [6]. It assumed that these two measures could complement each other. Another new metric, which is called MJD (Mean–Jaccard–Difference), was proposed to solve the cold user problem. This metric includes three steps: first the selection of similarity measures, the new metric has six similarity measures after this step. Then, the weights of each similarity measure will be evaluated by neural network learning. Finally, the prediction can be obtained according to the new metric. Recently, a singularity based similarity measure (SM) [19] was also presented. This measure hypothesized that the results obtained by applying traditional similarity measures could be improved by taking contextual information. This paper first categorized the rating as positive and non-positive. Then, it computed the singularity values of each user and each item. It replaced the similarity with singularity value. The experiments verified the effectiveness of this approach. Moreover, Bobadilla et al. [20] introduced a significance based similarity measure. This measure first calculates three kinds of significances, which is the significance of an item, the significance of a user to recommend to other users and the significance of an item for a user. Then the traditional Pearson correlation coefficient or cosine similarity will be used to calculate the similarities among users according to the significance.

Data smoothing technique is another most used method to improve the recommend performance in collaborative filtering. Various sparsity measures [21] were used to enhance accuracy of collaborative filtering. These sparsity measures were computed based on local and global similarities. Then, an estimating parameter scheme for weighting the various sparsity measures was proposed. The experimental results demonstrated that the proposed estimate parameter outperforms the schemes for which the parameter was kept constant on accuracy of prediction ratings. Ma et al. [22] proposed a partial missing data prediction algorithm, in which the information of both users and items was taken into account. In this algorithm, similarity threshold for users and items was set respectively and the missing data will be predicted if and only if, the intersection of the neighbors of user and the neighbors of item is not empty. The iterative prediction method [23] clusters the user and item respectively by using spectral clustering algorithm. Then, the iterative prediction technique is used to convert user-item sparse matrix to dense one based on the explicit ratings.

Beyond that, dimensionality reduction technique, such as principle component analysis (PCA) [24] and singular value decomposition (SVD) [25], is commonly used to alleviate the problem. Gong et al. [26] combined the SVD and item-based recommender in CF. It utilized the results of SVD to fill the missing ratings and then used the traditional item-based method to recommend. This combination method can increase the accuracy of system. Moreover, hybrid methods are also proposed. Szwabe et al. [27] investigated a hybrid recommendation method which was based on two-stage data processing—dealing with content features describing items and handling user behavioral data. This hybrid method combined random indexing (RI) technique and SVD to pre-process the content features. The experiments improved the recommendation accuracy without increasing the computational complexity. Probabilistic matrix factorization [28] is also combined in social recommendation to solve data sparsity.

Moreover, cluster-based smoothing method [29], support vector machine (SVM) [30], BP neural networks [31] and zero-sum reward and punishment mechanism [32] are also applied to smooth the missing ratings for the solution of accuracy in collaborative filtering.

3. The new similarity model

In this section, we first analyze the drawbacks of the existing similarity measures. Then, we introduce the motivation and hypothesis of the proposed similarity measure approach. Finally, we present the mathematic formalization of the proposed novel similarity measure approach. We assume that \( U = \{ u_1, u_2, \ldots, u_N \} \) and \( P = \{ p_1, p_2, \ldots, p_M \} \) are the set of users and items respectively. The user-item rating matrix is denoted as \( R = \{ r_{ij} \}_{i=1}^{N} \times_{j=1}^{M} \) .

3.1. The disadvantages of existing similarity measures

The Pearson correlation coefficient (PCC) and cosine (COS) similarity are the most widely used similarity measures in collaborative filtering. The formulas are defined as follows:

\[
\text{sim}(u,v)_{\text{PCC}} = \frac{\sum_{p \in I} (r_{up} - \bar{r_u}) (r_{vp} - \bar{r_v})}{\sqrt{\sum_{p \in I} (r_{up} - \bar{r_u})^2} \cdot \sqrt{\sum_{p \in I} (r_{vp} - \bar{r_v})^2}}
\]

(1)

\[
\text{sim}(u,v)_{\text{COS}} = \frac{\bar{r}_u \cdot \bar{r}_v}{\|\bar{r}_u\| \cdot \|\bar{r}_v\|}
\]

(2)

where \( l \) represents the set of common rating items by user \( u \) and \( v \), \( r_u \) and \( r_v \) is the average rating value of user \( u \) and \( v \) respectively. \( r_{up} \) and \( r_{vp} \) denotes the rating of item \( p \) by user \( u \) and \( v \) respectively. \( \bar{r}_u \) and \( \bar{r}_v \) is the vector of the user \( u \) and \( v \) rated respectively. The magnitude of vector is represented as \( \| \| \) .
However, some shortcomings exist in both PCC and COS (described in follows). In order to overcome these drawbacks, many improved similarity measures have been introduced. Generally, the scale of ratings is absolute in recommender systems. The system can know which ratings are positive or negative. For considering the impact of positive and negative ratings, the constrained Pearson correlation coefficient (CPCC) [33] has been presented. The CPCC is defined as follows:

\[
sim(u, v)_{\text{CPCC}} = \frac{\sum_{p \in P} (r_{u,p} - \bar{r}_u)(r_{v,p} - \bar{r}_v)}{\sqrt{\sum_{p \in P} (r_{u,p} - \bar{r}_u)^2} \cdot \sqrt{\sum_{p \in P} (r_{v,p} - \bar{r}_v)^2}}
\]

where \( \bar{r}_u \) is the median value in the rating scale. For example, \( \bar{r}_u = 0 \).

Additionally, many similarity measures have been proposed and they make up some drawbacks of the traditional similarity methods. These similarity measures still have some drawbacks. In this section, we will analyze these similarity methods in detail and show the shortages of these methods.

Table 1 gives an example of a user-item rating matrix. We assume that there are four items and five users in the systems. The missing ratings of the rating matrix are represented by the symbol ‘-’.

| User   | Item1 | Item2 | Item3 | Item4 |
|--------|-------|-------|-------|-------|
| User1  | 4     | 3     | 5     | 4     |
| User2  | 5     | 3     | –     | –     |
| User3  | 4     | 3     | 3     | 4     |
| User4  | 2     | 1     | –     | –     |
| User5  | 4     | 2     | –     | –     |

Although, many similarity measures have been proposed and they make up some drawbacks of the traditional similarity methods. These similarity measures still have some drawbacks. In this section, we will analyze these similarity methods in detail and show the shortages of these methods.

1. Low similarity regardless of the similar ratings by two users. Fig. 1(a) gives the user similarity matrix according to Pearson correlation coefficient. From Table 1, we can see that the User1 and User3 have very similar ratings. The rating vector is (4, 3, 5, 4) and (2, 1, –, –) for User1 and User3 respectively. However, we can see that the similarity of these two users is zero in Fig. 1(a). This drawback is still in the SPCC (Fig. 1(c)). And the CPCC has certain improvement, which the similarity is 0.577 (Fig. 1(b)). The ACOS also has this problem. In Fig. 1(e), the similarity between User1 and User3 is zero as well.

2. High similarity regardless of the difference between the two users’ ratings. Fig. 1(a) also shows that the user can obtain high correlation regardless of the difference in the ratings of both users. For example, the rating vectors of the both User2 and User4 are (5, 3, –, –) and (2, 1, –, –). However, the similarity is 1.0 between these two users. In Fig. 1(c), the SPCC similarity of these two users is 0.731. This is also very high. If two vectors are on the same line, the similarity will be set 1 according to cosine regardless of the difference between both users. This can be seen in Fig. 1(d). The two vectors of User 4 and User5 are (2, 1, –, –) and (4, 2, –, –) respectively. The similarity between them is 1 according to cosine. This shortage can be solved by adjusted cosine measure (ACOS). We can see that the similarity becomes 0.1 between User4 and User5 according to ACOS in Fig. 1(e).

3. Ignoring the proportion of common ratings will lead low accuracy.

Mean squared difference (MSD) only calculates the average difference between both users, but ignores the proportion of common ratings. This may lead to the low accuracy. In Fig. 1(f), the similarity between User1 and User2 is 0.98 and, the similarity between User1 and User3 is 0.96. But, in fact, from Table 1 we can see that the similarity between User1 and User3 should be higher than the similarity between User1 and User2. This is because the MSD does not consider the proportion of common ratings. In Table 1, the proportion of common ratings between User1 and User2 is 1/3 (the calculation of the proportion is the number of common ratings divided by the total number of User1 and User2 ratings). However, the proportion is 1/2.
Discarding the absolute value of rating will become difficult to distinguish different users. On the contrary, the Jaccard similarity only considers the proportion of common rating, and does not consider the absolute value of rating. This leads to the difficulty of distinguishing between the users. In Fig. 1(g), we note that there are only two kinds of similarities: 1.0 and 0.5. The similarities between the users who have rated four items and the users who have rated two items are 0.5. For example, the similarity between User1 and User2. However, the similarities between the both users who have rated two items are 1.0. For instance, the similarity between User2 and User5. Moreover, we also notice that the similarity between User2 and User5 is the same as the similarity between User2 and User4. But, obviously, from Table 1 we can see that the former should be higher than the latter.

The combination of Jaccard and MSD only solves partial problems.

The combination of Jaccard and MSD can make up for the partial shortages of Jaccard and MSD. In Fig. 1(g), we notice that the similarity becomes diversity. Different users will have different similarities. But it is not thorough, for example, the similarity between User1 and User4 is also the same as the similarity between User3 and User4. The low accuracy has certain improvement which exists in Fig. 1(f). For instance, the similarity between User1 and User3 is higher than the similarity between User1 and User2.

3.2. The motivations of the new similarity measure model

In previous section, we have analyzed the drawbacks of the traditional similarity measures and the improved variants. In most recommender systems, most users only rate a small number of items. This leads to very low accurate similarity based on the previous similarity measures. In order to improve the recommended accuracy, this paper proposes an improved heuristic similarity measure model. First, we introduce the initial heuristic measure. Then we analyze its shortages and present the motivations of the improved novel heuristic similarity measure.

3.2.1. The initial heuristic similarity measure

This heuristic similarity measure is composed of three factors of similarity, Proximity, Impact and Popularity. And hence, the measure is named PIP.

Fig. 2 shows the basic idea of the PIP similarity measure. The first factor, Proximity factor, not only calculates the absolute difference between two ratings, but also considers whether these ratings are in agreement or not, giving penalty to ratings in disagreement. The Impact factor represents how strongly an item is preferred or disliked by users. If two users have rated 5 on an item, it will show more strong prefer than they rate 4. We note that it is penalized repeatedly on the computation of Proximity and Impact, when two ratings are not in agreement. This is not very reasonable. The last factor is Popularity. It denotes how common two user’s ratings have. If both users average rating has a large difference with the average of total users’ ratings, the two ratings can provide more information about the similarity of the two users.

The PIP similarity between user $u$ and $v$ can be calculated as:

$$sim(u, v)^{PIP} = \sum_{p \in I} \frac{\text{Proximity}(r_{u,p}, r_{v,p}) \cdot \text{Impact}(r_{u,p}, r_{v,p}) \cdot \text{Popularity}(r_{u,p}, r_{v,p})}{C_0/C_1}$$

Fig. 1. The user similarity matrix in Table 1, according to all kinds of similarity measures.
The detailed calculation about the three factors can be found in [14].

### 3.2.2. The motivations

From the description of the previous section, we notice that the PIP similarity measure only considers the absolute value of the rating and penalizes repeatedly on the first two factors. However, the analysis in Section 3.1 shows that it will be sometimes misleading, where the similarity between similar users may be lower than the similarity between dissimilar users. In Fig. 1(i), it shows the user similarity matrix of the Table 1. We notice that the PIP similarity between User3 and User5 is lower than the PIP similarity between User4 and User5. However, from Table 1 we can see that the former is more similar than the latter.

The motivations for our improved heuristic similarity measure approach are as follows:

1. The similarity measure not only considers the absolute ratings, but also considers the proportion of the common ratings. The initial PIP measure only considers the set of common ratings and the absolute value, but not considers the proportion of the common ratings. This will lead to low accuracy. For example, user1 and user2 have four common rated items, where user1 and user2 have rated 6 and 8 items respectively. It will be more similar than user1 and user3 who have four common rated items, where user3 has rated 100 items. Hence, we adopt the idea of Jaccard measure to improve the PIP measure for considering the proportion of common ratings.

2. The similarity not only is decided by local context, but also the global preference of user behavior. We notice that the initial PIP measure only considers the local context information of common ratings. We have analyzed that the misleading of similarity still exists in the PIP. Like the MSD, this misleading does not eliminate by combining only the Jaccard measure. This can be seen in Fig. 1(h). There exists the misleading of similarity in the JMSD also, although it considers the proportion of common ratings. The reason of the misleading of the similarity is because these similarities only consider the local context information of the ratings. Hence, in order to eliminate the misleading, we consider the global information about the preference of the user behavior.

3. The similarity measure should be normalized and easily combined with other similarity measures. From the paper [14], we see that the initial formula of PIP similarity is very complex. It uses different formulas in different conditions. Moreover, the initial PIP similarity is not normalized. It is difficult to combine with other similarity measures. The most important is that the calculation of the PIP similarity is linear mainly. A good similarity measure should amplify the positive factors and restrain the negative factors. Hence, we consider building the model of the calculation of similarity measure with a non-linear formula.

### 3.3. Formalization of the new similarity measure model

#### 3.3.1. The formalization

In this section, we give the mathematic formalization of the proposed novel similarity measure approach. The previous section describes that the initial PIP similarity formula is too complex and not normalized. In order to punish the bad similarity and reward the good similarity, we adopt a non-linear function in our model. That is sigmoid function. Moreover, we will call the improved PIP measure as PSS (Proximity-Significance-Singularity). The user PSS similarity can be calculated as follows:

\[
\text{sim}(u,v)_{\text{PSS}} = \sum_{p \in I} \text{PSS}(r_{u,p} \cdot r_{v,p})
\]

This is the function formula of the PSS similarity measure. where the \( r_{u,p} \) is the PSS value of user \( u \) and \( v \), it is defined as follows:

\[
\text{PSS}(r_{u,p} \cdot r_{v,p}) = \text{Proximity}(r_{u,p} \cdot r_{v,p}) \times \text{Significance}(r_{u,p} \cdot r_{v,p}) \times \text{Singularity}(r_{u,p} \cdot r_{v,p})
\]

We can see that the PSS measure is also composed of three factors of similarity, Proximity, Significance and Singularity. Proximity is
the similar as the PIP. However, it only considers the distance between two ratings. The second factor is Significance. We assume that the ratings are more significance if two ratings are more distant from the median rating. For example, if two user rate two items as (4,4) or (2,2). We think it is more significant than two user give (5,3) or (4,2). The third factor is called Singularity. This factor represents how two ratings are different with other ratings. The formalizations of the three factors are defined as follows:

\[
\begin{align*}
\text{Proximity} & \quad (r_{u,p}, r_{v,p}) = 1 - \frac{1}{1 + \exp \left(-|r_{u,p} - r_{v,p}| \right)} \\
\text{Significance} & \quad (r_{u,p}, r_{v,p}) = 1 - \frac{1}{1 + \exp \left(-|r_{u,p} - \mu_u| \cdot |r_{v,p} - \mu_u| \right)} \\
\text{Singularity} & \quad (r_{u,p}, r_{v,p}) = 1 - \frac{1}{1 + \exp \left(-\frac{\left|\mu_u - \mu_v \right|}{2} \right)}
\end{align*}
\]

(14)

where \(\mu_u\) is the average rating of item \(p\), \(r_{u,p}\) is the rating of item \(p\) by user \(u\). Unlike the three factors of the initial PIP, each factor belongs to \((0, 1)\) in our model.

In Section 3.2.2, we analyze that the proportion of common ratings is a very important factor. In our model, we also consider this factor and it is different with the Eq. (7). We modify the formula to punish the small proportion of common ratings. It is defined as follows:

\[
sim(u, v)_{\text{Jaccard}} = \frac{|I_u \cap I_v|}{|I_u| \times |I_v|}.
\]

(15)

We can combine PSS with the modified Jaccard as a new similarity measure. That is called JPSS. The formalization is as follow:

\[
sim(u, v)_{\text{JPSS}} = \text{sim}(u, v)_{\text{PSS}} \cdot \text{sim}(u, v)_{\text{Jaccard}}.
\]

(16)

Further, we should consider the preference of each user. Different users have different rating preferences. Some users prefer giving high ratings. Some users tend to rate low value. In order to reflect this behavior preference, we adopt the mean and variance of the rating to model the user preference. The user rating preference based on similarity measure can be defined as follows:

\[
sim(u, v)_{\text{Jaccard}} = 1 - \frac{1}{1 + \exp \left(-|\mu_u - \mu_v| \cdot |\sigma_u - \sigma_v| \right)}
\]

(17)

where \(\mu_u\) and \(\mu_v\) is the mean rating of user \(u\) and \(v\) respectively. And \(\mu_u = \frac{\sum_{p \in I_u} r_{u,p}}{|I_u|}\). The \(\sigma_u\) and \(\sigma_v\) represents the standard variance of user \(u\) and \(v\). The calculation is \(\sigma_u = \sqrt{\frac{\sum_{p \in I_u} (r_{u,p} - \mu_u)^2}{|I_u|}}\).

We can obtain the final formalization by combining the formula (16) and (17), which we called improved new heuristic similarity model (NHSM). The formalization is as follows:

\[
sim(u, v)_{\text{NHSM}} = \text{sim}(u, v)_{\text{JPSS}} \cdot \text{sim}(u, v)_{\text{Jaccard}}
\]

(18)

We note that the NHSM similarity is in \(0, 1\), because each part is from 0 to 1.

3.3.2. Discussions on the new heuristic similarity model

We discuss the drawbacks of the existing similarity measures in Section 3.1. We now show that the improved new heuristic similarity model (NHSM) can successfully overcome these drawbacks. Fig. 3 shows the user similarity matrix of Table 1 according the improved model (NHSM).

First, from the Fig. 3 we can see that the similarity between User1 and User3 is higher than the similarity between User1 and User2. However, this is not accurate in PCC, CPCC, SPCC, ACOS and MSD. This indicates that the NHSM similarity measure can overcome the drawback of low similarity regardless of similar ratings by two users.

Second, the similarity between User3 and User5 is also higher than the similarity between User4 and User5. However, the misleading still exists in COS, ACOS, Jaccard, JMSD and PIP similarity. This demonstrates that the NHSM similarity measure can avoid the misleading.

Third, if high difference exists between the two user’s ratings, the similarity will be very small. For example, the similarity between User2 and User4 is very low, it is about 0.00464. It is the least similarity in the user similarity matrix. From Table 1, we can see that the rating vectors of these two users are (5, 3, –, –) and (2, 1, –, –) respectively. It has very low similarity indeed. Even when the difference is very small, the NHSM also can distinguish the similarities accurately. For instance, the similarity between User1 and User5 is slightly higher than the similarity between User1 and User2.

Fourth, each user becomes comparable, that is each user has different similarities. This can be seen in Fig. 3. Each pair has different similarities. However, this is not the case in existing similarity measures. This also can be seen from Fig. 1.
conducted a k-fold cross validation by randomly choosing different training and testing sets.

4.2. Evaluation metrics

Many researchers predict the rating of item by the user. The most used metrics are Mean Absolute Error (MAE) [14,19] and Rooted Mean Squared Error (RMSE) [21]. However, in many cases best MAE or RMSE is not equal to the best user satisfaction. The precision and recall are better in top-N recommendation [34].

Hence, in order to estimate the performance of the proposed similarity model, the prediction accuracy is measured with two popular used metrics.

Recall. The recall score is the average proportion of items from testing set that appear among the ranked list from the training set [35]. This measure should be as high as possible for good performance. Assuming \( M_f \) is the number of items which are in the testing set and liked by the active user, \( n \) is the number of items which the testing user likes and appears in the recommended list. Hence, the recall is computed as follows:

\[
\text{Recall} = \frac{n}{M_f}
\]

(19)

Precision. The precision is the proportion of recommended items that the testing users actually liked in the testing set [36]. This measure is also as high as possible for good performance. The precision is computed as follows:

\[
\text{Precision} = \frac{n}{\text{TopN}}
\]

(20)

4.3. Compared methods

In our experiments, we compare our improved similarity with many state-of-the-art similarity measures described in Section 1.

Except the initial PIP similarity measure [14], we also compare our similarity with some new similarity metrics. SM (Singularity Measure) [19] is based on the singularity of item. The definition is as follows:

\[
\text{sim}(u, v)^{SM} = \frac{1}{3} \cdot (\text{Sing}(A) + \text{Sing}(B) + \text{Sing}(C))
\]

\[
\text{Sing}(A) = \frac{1}{|A|} \sum_{i \in A} \left( 1 - \left( r_{ui} - r_{vi} \right)^2 \right) (s_i^u)^2
\]

\[
\text{Sing}(B) = \frac{1}{|B|} \sum_{i \in B} \left( 1 - \left( r_{ui} - r_{vi} \right)^2 \right) (s_i^v)^2
\]

\[
\text{Sing}(C) = \frac{1}{|C|} \sum_{i \in C} \left( 1 - \left( r_{ui} - r_{vi} \right)^2 \right) (s_i^3)^2
\]

(21)

where A and B is the set, in which the ratings of both user u and v are positive and negative respectively. In set C, one user’s rating is positive and another is negative. \( s_i^u \) is the positive singularity of item i. \( s_i^v \) is the negative singularity of item i.

MJD (Mean–Jaccard–Difference) [18] is a combination method of several similarity measures. It only considers the similarity measures which cause a very worse recommendation quality results. The final formula is defined as follows:

\[
\text{sim}(u, v)^{MJD} = \frac{1}{6} \left( w_1 \cdot d_{u,v} + w_2 \cdot d_{u,v}^2 + w_3 \cdot d_{u,v}^3 + w_4 \cdot d_{u,v}^4 + w_5 \cdot d_{u,v}^5 + w_6 \cdot \text{Jaccard}_{u,v} \right)
\]

(22)

where \( d_{u,v} \) represents the set of item, which the difference of ratings by user u and v is equal to k, \( \mu_{u,v} \) is the mean squared difference and \( \text{Jaccard}_{u,v} \) is the Jaccard similarity between user u and v. \( w_i \) is the weight of the i basic similarity metric, which can be obtained based on the neural network learning.

4.4. Performance comparison

In this section, several experiments are conducted on the two data sets and we compare the improved similarity measure with many other measures. In collaborative filtering, there are two parameters which can impact the performance of recommendation, that is, the number of nearest neighbors and the number of recommendations. We will compare the results with different values of these two parameters. Moreover, the recommended lists can be obtained by two steps. First, we predict the ratings for the user unrated items according to his/her nearest neighbors. Second, the TopN items with highest predicted values will be selected as the recommended lists.

4.4.1. The effect of the number of nearest neighbor

Assume K that denotes the number of nearest neighbor. Different K will lead different recommendation accuracies. We first analyze the impact of the to the performance.

Fig. 4 gives the performances of different similarity measures with different number of nearest neighbor on the ML-100K data set. In Fig. 4(a), the recalls of all the similarity measures decrease with the increasing of the number of nearest neighbor. We note that the improved similarity measure (NHSM) obtains the better recall than most other similarities when the K is not very large. However, it is worse than cosine similarity.

Compared with the PIP similarity measure, our improved similarity measure has remarkable improvement. The recall of PIP is better than the Pearson when the K is more than 40. However, the PIP is worse than the adjusted cosine, cosine, MJD and sigmoid-based similarity measures. The most improvement of recall of NHSM can be reached more than two times compared with the PIP.

In Fig. 4(a), the Pearson measure has the worst recall when the is more than 50. The variants of Pearson will have a better recall when the is less than 50, especially the sigmoid-based Pearson measure can surpass the Pearson in the whole range. The variant of cosine is also better than cosine when K is larger than 70.

In Fig. 4(b), the precision of the improved similarity measure can obtain the best result when the K is less than 10 and the result is worse than cosine similarity when the K is more than 20. The precision of PIP similarity is more stable than NHSM on the whole range. Compared with the PIP, our improved similarity measure can improve 100% when the K is 10. Except the NHSM, the COS has the best precision. Compared with the ACOS, the NHSM still improves 30.8% when the K gets 20. Pearson similarity has the worse precision when the K is more than 50.

Moreover, we notice that the recall and precision obtained by some measures (such as PIP) increase and others (such as ACOS) decrease as K increases. That is because some measures are sensitive to false neighbors. False neighbor means that the similarity between two users is high, but in fact, their preferences are not similar, this often leads by the data sparsity. Hence, although our measure can provide better recall and precision, it is not stable enough.

Fig. 5 shows the change of performance of different similarity measures with different K-neighbors on the ML-1M data set. From the figure we see that not only the recall but also the precision of all the similarity measures decrease with the increasing of the K. However, the NHSM, COS and MJD decrease faster than others.

In Fig. 5(a), our improved similarity measure (NHSM) can obtain the best recall when the K is less than 20. The recall of NHSM is worse than the COS and MJD when the number of neighbor is more than 20. The recall of PIP is very bad but it is better than the WPCC, SPCC and SM. The NHSM has about 166% improvement compared with the PIP when the K gets 10. Except the NHSM, the COS and MJD can surpass others when the K is more than 20 and the ACOS
becomes the best when the $K$ is more than 60. The most improvement of NHSM can reach about 40% compared with the MJD when the $K$ is 10.

In Fig. 5(b), our improved similarity measure (NHSM) can obtain the best precision when the $K$ is less than 20. Except the NHSM, the COS and MJD can get better performance than others. Compare with these two measures, the NHSM measure has 15.4% improvement when the $K$ is 10. However, the PIP and other new similarity measure (SM) have a bad performance. However, the PIP is still better than PCC, WPCC, SPCC, CPCC and MSD when the $K$ is more than 30.

Fig. 6 gives the comparison on Epinions data set. We can see that our proposed method is not the best in recall and precision when the $K$ is small. However, the proposed method can obtain the best performance when the number of neighbor $K$ is more than 80.

From Figs. 4–6, we can note that our improved similarity measure (NHSM) can obtain better performance with different numbers of neighbors than most other methods.

4.4.2. The performance with different recommended lists

In top-$N$ recommendation, different numbers of recommendations will lead different performances. In this section, we use as the number of recommendations and analyze the impact of similarity measure with different $TopN$.

Fig. 7 shows the performances of all kind of similarity measures with different $TopN$ on the ML-100K data set. From the figure we see that our improved similarity measure (NHSM) can obtain the best performance except cosine in the whole $TopN$ range and the improvement is very remarkable compared with PIP.

In Fig. 7(a), we notice that the recalls of all the similarity measure will increase with the increasing of the number of recommendations. However, the NHSM and cosine increases faster than others. Except the NHSM and cosine, the MJD similarity is better than others. However, the recall of the NHSM can improve 20% compared with the MJD. The WPCC is the worst. We also note that other two new similarity measures, MSD and SM, which are better than the PCC, and PIP. However, they are worse than the COS and ACOS.
In Fig. 7(b), the precisions of all kind of similarity measures have no remarkable change in the whole TopN range. Except the NHSM, the COS is better than others when K is 40. We see that the PIP is better than WPCC and SPCC. Other two new similarity measures, SM and MJD, which can surpass the PCC, but they are worse than COS and NHSM.

Fig. 8 shows the performances of all similarity measures with different numbers of recommendations on the ML-1M data set. From the figure we see that the recall of all kind of similarity measures will increase with the increasing of the TopN. However, our improved similarity measure (NHSM) can also obtain the best performance in the whole range.

In Fig. 8(a), we notice that the improvement of the NHSM becomes larger with the larger TopN. Except the NHSM, we also see that the new similarity measure, MJD, which can better than others except COS. Compared with COS, the NHSM can improve 8.2% when the TopN is set 60. The PIP measure can surpass the SPCC and WPCC. However, compared with the PIP, the NHSM has a remarkable improvement, it is about 300% when the TopN is set 60. The SM measure is similar with PIP and it is worse than the COS. The variant of cosine, ACOS, which is even worse than COS in the whole range of TopN. However, the variants of PCC, CPCC which have better results than PCC and SPCC and WPCC is worse than PCC.

In Fig. 8(b), the similarity of MJD and COS can surpass others in the whole TopN range except the NHSM measure. We notice that the improvement of NHSM has not very remarkable change compared with MJD and COS in the whole TopN. The PIP measure can surpass SPCC and WPCC in the whole range of TopN. However, the NHSM still has remarkable improvement compared with the PIP. This demonstrates that our improved similarity measure can have a better performance than PIP. Another new similarity measure, SM, which can have worse precision than PCC. Similar to the Fig. 8(a), the variant of cosine, ACOS, which has a worse precision than COS in the whole TopN range and the variants of PCC, CPCC which can surpass the PCC in the whole range of TopN.
Fig. 9 shows the comparison on Epinions data set. Similarly, the proposed method can obtain the best performance. However, the superiority is not obvious compared with MovieLens. This is because the Epinions data set is too sparse. We notice that all methods are worse than MovieLens.

From Figs. 4–9, we can conclude that our improved similarity measure (NHSM) can obtain the better performance than most other methods. Second, the NHSM can surpass most of the state-of-the-art similarity measures in the whole number of recommendations range.

In one word, our improved similarity measure can obtain better performance than most other measures. These experiments demonstrate the effectiveness of our improved similarity measure model. Our measure can provide better performance that is because it captures the similarities between users and distinguishes them. Moreover, our model not only considers the local context information of user ratings, but also takes the global information into account, such as the proportion of common rating, user rating preference.

5. Conclusions

The paper first analyzes the disadvantages of the existing similarity measures. In order to overcome these shortages, a novel similarity measure approach is proposed, which is based on the PIP measure. The initial PIP similarity is not normalized and the computing is complex. Hence, the paper proposes a new similarity model to overcome these shortages. Moreover, the improved similarity measure takes the proportion of the common rating between two users into account. Considering different users have different rating preferences, the paper uses the mean and variance
of the rating to describe the rating preference of user. For demonstrating the effectiveness of the novel similarity measure, several experiments are conducted on three popular used data sets. From the experimental results, we see that the novel similarity measure can obtain the better performance than most other methods. These results demonstrate the effectiveness of the novel similarity measure and it can overcome the drawbacks of the traditional similarity measures.
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