OTPose: Occlusion-Aware Transformer for Pose Estimation in Sparsely-Labeled Videos
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Abstract—Although many approaches for multi-human pose estimation in videos have shown profound results, they require densely annotated data which entails excessive man labor. Furthermore, there exists occlusion and motion blur that inevitably lead to poor estimation performance. To address these problems, we propose a method that leverages an attention mask for occluded joints and encodes temporal dependency between frames using transformers. First, our framework composes different combinations of sparsely annotated frames that denote the track of the overall joint movement. We propose an occlusion attention mask from these combinations that enable encoding occlusion-aware heatmaps as a semi-supervised task. Second, the proposed temporal encoder employs transformer architecture to effectively aggregate the temporal relationship and keypoint-wise attention from each time step and accurately refines the target frame’s final pose estimation. We achieve state-of-the-art pose estimation results for PoseTrack2017 and PoseTrack2018 datasets and demonstrate the robustness of our approach to occlusion and motion blur in sparsely annotated video data.

Index Terms—multi human pose estimation in video, occlusion, motion blur, transformer.

1. INTRODUCTION

Human pose estimation in images has been studied extensively, and methods [1]–[7] have shown remarkable results with the advent of deep learning. However, when applied to a video, these single image-based methods tend to produce temporally inconsistent (jitter or unsmooth) results. Meanwhile, there are several problems with video pose estimation. First, large benchmark datasets are essential to achieve high performance, but the extensive cost of dense annotation makes it challenging to increase the dataset size. Annotations for every frame may also be meaningless because poses are not significantly different unless large motions exist between frames. Second, inevitable problems such as occlusion, motion blur, and video defocus still exist in videos.

Thus, current methods [8]–[10] for videos have been studied to capture temporal correlations between frames. With great success in image classification using convolutional neural networks (CNNs) [11]–[13], many approaches are based on CNNs. The basic idea of CNN-based multi-human pose estimation methods for video is capturing each keypoint’s information from all frames using the depth of the network must be linearly increased to model long-range dependency between all pixel pairs in consecutive frames.

As another line of work, LPM [14] extends an image-based method CPM [4] by employing recurrent neural networks (RNNs) such as long short term memory (LSTM) to intuitively capture temporal dependency. RNN-based approaches perform well in single human pose estimation, which only contains spatially sparse scenes. However, they generally fail in multi-human pose estimation, a task with many occlusion and crowded scenes.

In this paper, we propose a network named OTPose (Occlusion-aware Transformer for Pose estimation) that explicitly encodes occlusion using a mask as a semi-supervised task and intuitively understands temporal dependency using a transformer encoder. First, we effectively accumulate occlusion-specific features and introduce an attention mask that focuses on the overlapped area of easily occluded keypoints such as wrists and ankles. As visualized in Fig. 1, occlusion attention masks enable us to encode robust features for occlusion. The mask made it possible by increasing the activation value in the keypoint heatmap area that has low confidence. Second, two temporal-domain branches independently encode unique pose features that focus on past and future frames, respectively. Furthermore, we employ a...
temporal encoder for each branch to overcome temporal-dependent issues such as occlusion and motion blur from various keypoint flows with efficient keypoint-wise attention. Finally, the keypoint positions are refined using the difference between these branches. In summary, the main contributions of the paper are:

- We propose a novel approach OTPose for estimating 2D poses in videos that effectively aggregates keypoint-wise attention with two temporal-domain branches, parameterized as transformer encoders.
- We propose an occlusion attention mask with increased activation values at keypoint locations that are easily occluded and use them to encode occlusion-aware heatmaps as a semi-supervised task.
- Our method jointly optimizes pose estimation and a semi-supervised task to reduce the reliance on dense annotations. We achieve state-of-the-art on large benchmark datasets: PoseTrack2017 and PoseTrack2018.

II. RELATED WORK

A. Multi-Person Pose Estimation in Video

Many pose estimation approaches in images [3]–[7], [15] are inappropriate to be directly applied to the video because they do not consider a temporal relationship. Thus, advances have been made in videos by expanding the image-based methods: By adding RNNs to CPM [4], LPM [14] intuitively captures the temporal dependency between keypoint positions in each frame, and 3D HRNet [10] replaces CNNs of HRNet [3] with 3D CNNs. Recently, modern approaches generally estimate pose per frame with an image-based backbone network and then refine it through temporal information. PoseWarper [8] learns the warping mechanism through label propagation in sparsely labeled videos [16]. In addition, DCPose [9] proposes refining a pose using bidirectional frames.

These prior works have shown remarkable performances by introducing temporal concepts. However, implicit learning a problem, such as occlusion and motion blur, results in a low estimation quality in complex scenes. In contrast to these methods, we explicitly train our model using occlusion attention masks.

B. Transformer

As methods have evolved from probabilistic modeling [17], [18], CNNs have been mainly used in the computer vision field. However, with the success of the attention-based method in NLP, transformers combined with CNNs have brought inspiration for new approaches [5], [19]–[21] to this field. Because the essential operation of the transformer is multi-head self-attention, which shows superior performance in modeling long-range dependencies, it can be effectively used to focus on spatio-temporal relations. After ViT [20], based on a pure-transformer, successfully outperforms CNNs counterparts in classification performance on large image datasets, several methods using transformers also emerged in pose estimation in images. Transpose [5] proposes a method that creates interpretability and captures long-range dependency. [21] also encodes 3D information using a spatial transformer with a temporal transformer. Unlike these studies, we extend transformers to predict the occluded keypoints distribution and heatmaps representing the spatio-temporal distribution of keypoints for 2D video human pose estimation.

III. METHOD

Our main objective is to build a model that leverages sparse labels without being affected by occlusion or motion blur. We introduce each component of OTPose in detail below.

A. Encoding Occlusion Attention Mask

1) Occlusion Attention Mask: We propose an occlusion attention mask from a keypoint flow $F$ that denotes a track of the movement of joints between sampled frames to address the fundamental problems of pose estimation in videos, such as occlusion and motion blur. We can obtain an explicit mask by element-wise product that increases the activation value in areas where occlusion or motion blur occurs, while the probability values in other areas are reduced. As visualized
in Fig. 1, masks focus on unpredictable joints due to severe occlusion or motion blur.

We consider five combinations of frame heatmaps: previous, subsequent, close, far, and total types, as shown in Fig. 2. The past and future frames heatmaps are penalized using a distance away from the current frame when generating a keypoint flow, except for the total type. This is given by, where denotes penalized heatmaps of the frame for a person  by a frame distance . A previous type aggregates penalized past frame heatmaps with current frame heatmaps and the subsequent type uses penalized future frame heatmaps. We use heatmaps of the same distance in each past and future domain in the close and far types. Then attention mask is generated from each keypoint flow type by an element-wise product with a channel-wise sum of . This can be formulated as follows:

where , , and denote an element-wise product between each keypoint flow type and the channel-wise sum of , the number of joints, and an occlusion attention mask for keypoint flow type , respectively.

2) Semi-supervised Occlusion Encoder: We design a semi-supervised task to generate occlusion-aware heatmaps from sampled frames. Occlusion encoder (OE) uses the temporal relationship of keypoint flow to predict occluded or blurred keypoints.

where denotes a sum of ground truth with mask normalized by . As visualized in Fig. 3, occlusion encoder can recover lost information through due to occlusion, motion blur, or inaccurate backbone predictions in a particular frame.

B. Temporal Branch

After masks and occlusion-aware heatmaps are obtained, two temporal branches encode features using the transformer encoder as showed in Fig. 4, representing past and future frame information. Our Temporal encoder (TE) divides and learns features since the difference between two estimated poses is refined through deformable convolution (in section III-C) that samples different temporally activated regions. At each branch, we process the corresponding stacked features. It can be expressed as:

\[
\phi_{\text{prev}}^{i} = \text{TE}(C^{i}; M_{\text{prev}}^{i}; F_{\text{prev}}^{i}),
\]

\[
\phi_{\text{sub}}^{i} = \text{TE}(C^{i}; M_{\text{sub}}^{i}; F_{\text{sub}}^{i}),
\]

\[
C^{i} = \{ M_{k}^{i}; F_{k}^{i}; M_{total}^{i}; \psi_{total}^{i} \mid k \in \{\text{close, far}\} \}.
\]

Features of each branch independently pass through the transformer encoder, and the head generates heatmaps and for each branch. Since the max activation position of the heatmap is predicted as a keypoint location, we do not use the decoder.

C. Refine Module

Given the output of the temporal encoder, refine module that exploits the deconvolution network [22] computes offsets and masks between branches. First, with , and are processed by a stack of convolution layers. Then independent 2D convolutions compute the offsets and mask at each dilation . Small dilation captures local information where the motion is small, while large dilation encodes fast motion. Then the refine module independently predicts the position from keypoint flow with offsets and masks in parallel. Finally, the output from each dilation is added and normalized to refine keypoint locations.

D. Encoder

1) Temporal Patch Embedding: Inspired by ViViT [19], we implement a temporal patch embedding by stacking features, as shown in Fig. 4. First, a heatmap is divided into a grid of patches where denotes the number of joints. Then each patch is stacked at the same location to form -dimensional embedded feature volume where and denote the number of stacked features. We set as 8 for temporal encoder and 1 for occlusion encoder. By embedding the patches in this way, temporal information accumulates into each patch at the same location. is then projected as , , and to represent query, key, and value.
2) **Attention Mechanism**: We can capture the pairwise relationship of each joint by self-attention. Because we employ a temporal patch embedding, estimating performance in videos can be maximized by attention between joints. Computed attention maps can be regarded as a contribution of other keypoints when predicting the target keypoint. Attention operation $A \in \mathbb{R}^{B \times D}$ is defined as:

$$A = \text{softmax}(QK^T / \sqrt{D}).$$

(5)

Patch-level attention has a complexity of $O(L^2)$, which has an extensive cost for a high-resolution image in both memory and computation. However, our keypoint-wise attention has an efficient memory and computation complexity $O(D^2)$ while maintaining or improving performances. Each query $q_i \in \mathbb{R}^L$ of token $x_i \in \mathbb{R}^L$ for keypoint $i$ computes similarities with all keys to obtain $A_{i,:} \in \mathbb{R}^{1 \times D}$. It determines how much the query depends on other tokens. Further, it indicates how much the query keypoint refers to other token keypoints when estimating the keypoint location. Then $A$ is multiplied by $V$ and added to $Z$.

Here, LayerNorm (LN) is applied before every multi-head self-attention (MSA) and MLP block. GELU is used for the MLP activation function. The embedded feature volume $Z$ is processed as:

$$\hat{Z}^\ell = \alpha^\ell \text{MSA}(\text{LN}(Z^\ell_{-1})) + Z^\ell_{-1}, \quad \ell = 1 \ldots N_L,$$

$$Z^\ell = \alpha^\ell \text{MLP}(\text{LN}(Z^\ell)) + Z^\ell, \quad \ell = 1 \ldots N_L,$$

(6)

where $N_L, \alpha^\ell$, and $\alpha^\ell$ denote the number of encoder layers and learnable scaling factors per channel initialized to zeros [23]. We only add a 2D sine position embedding for a first encoder layer. The attention maps of the last encoder layer $[23]$. We only add a 2D sine position embedding for a first encoder layer. The attention maps of the last encoder layer can be regarded as a contribution of occlusion-aware heatmaps, and the second loss term $L_{occ}$ penalizes the difference between prediction and ground truth. We give more penalties to $L_{pred}$ by giving a weight $N_f = 8$ to further enhance the final prediction result. These Euclidean distance are valid when a joint $j$ is visible.

### IV. Experiments

**A. Datasets**

PoseTrack dataset is a large-scale benchmark for multi-person pose estimation and tracking in videos. PoseTrack2017 [31] contains 514 videos, including 66,374 frames, split into 250, 50, and 214 videos for training, validation, and test set, respectively. PoseTrack2018 [16] increases the number of videos to 1,138 videos with 153,615 pose annotations and divides them into 593, 170, and 375 videos for training, validation, and test set. Every 30 frames from the center are annotated for training videos. For validation and test videos, every fourth frame is annotated. The annotations include 15 body keypoint locations with visibility, a unique person ID, and a head bounding box for each instance. We evaluate our model only for visible joints with average precision (AP), an evaluation metric of the PoseTrack datasets.

**B. Empirical Setting**

We conduct scaling, truncating, random rotation, and flipping for data augmentation during training. The bounding box for human $i$ is obtained from frame $t$ by a human detector, enlarged by 25%, and used to crop the supplement frames. Our model processes five consecutive images because using more frames causes high memory complexity, and using fewer frames results in inaccurate prediction results. By default, we set $P_h = P_w = 1$ for patch sizes to capture pixel-level relations. In multi-head self-attention, we set the number of heads as 1 for Occlusion Encoder and 2 for Temporal Encoder. We use the pretrained HRNet-W48 model as our backbone network. All parameters are initialized from Gaussian distribution $\sim \mathcal{N}(0, 0.001^2)$ with zero bias. With an optimizer AdamW, we set an initial learning rate as $1 \times 10^{-5}$ to warm up at 12 epochs, which decays to zero for the rest of 36 epochs in a cosine annealing manner. We use a batch size of 32 and train our model with 4 Nvidia A100 GPUs.
C. Comparisons

1) Quantitative Results: To verify the effectiveness of our methods, we compare our approach against current state-of-the-art frameworks for pose estimation. Tables I and II present the quantitative results on the validation set and test set of PoseTrack2017. We demonstrate that our method outperforms the existing approaches [3], [8], [9], [24]–[28]. We also represent the comparison results on the PoseTrack2018 dataset in Tables III and IV. As shown in the Tables, we once again indicate that our method performs better than current methods [8], [9], [27]–[30].

2) Qualitative Results: Through Fig. 5, we demonstrate that our method indicates remarkable results in complex scenes such as occlusion, crowded scenes, fast motion, and challenging poses. We follow previous methods for a precise comparison, using the same input size $384 \times 288$ and employing the same pretrained backbone network HRNet-W48 to process input images at test time. Our method is qualitatively validated by the comparisons with 1) DCPose [9] and 2) HRNet-W48 [3]. DCPose is a method that has long occupied state-of-the-art performance in the PoseTrack dataset by refining the pose of the current frame in the video using two-way frames. HRNet is a method that shows profound results for human pose estimation in images.

This approach achieves superior performance by maintaining high-resolution representations through a multi-scale fusion of feature maps. We show that our method outperforms the existing methods for challenging cases. The comparison results are illustrated in Fig. 6.

D. Ablation Study

1) Effect of Each Component: We validate the effect of our component with an extensive ablation study. We conduct experiments on the PoseTrack2018 validation set and compare the results in Table V. Row 1 indicates a minimal version of our approach that removes one temporal branch (TB) and occlusion encoder (OE). The last row shows our complete model. In rows 2 and 3, we remove our components one by one from the full model to observe their contributions. The occlusion encoder (row 3) has a significant advantage in quantitative evaluation, followed by temporal branch (row 2). In row 3, the occlusion-aware heatmaps $\psi_{\text{total}}$ are replaced by occlusion attention masks $M_{\text{total}}$. 
2) Effect of Occlusion Attention Mask: Additionally, rows 4 represents that the pseudo label’s mask component is replaced. The pseudo label is created by replacing the occlusion attention mask \( M_{\text{total}} \) with a pose difference \( F_{\text{total}} \); observing that an explicit mask has benefits in improving the prediction results of overall keypoints, including occluded joints.

3) Scaling the Size of Encoders: We study how the performance depends on the size of the transformer encoder, as shown in rows 5-7. The number of layers increases from 5 to 8, and the performance increases consistently then decreases when we get more layers in the encoder. Further, we conduct attention between patch to validate our keypoint-attention mechanism in rows 8 and 9. To use high-resolution images \( 384 \times 288 \), we adopt local self-attention [32], window size 19 and 36, which has recently been validated for performance and efficiency. They indicate that keypoint-wise attention has an advantage quantitatively.

V. CONCLUSION

In this work, we directly addressed occlusion issues and aggregated temporal features by constructing a transformer-based model to effectively exploit sparsely annotated videos. We demonstrated that explicitly learning occlusion in a semi-supervised manner enables detecting easily occluded keypoints, such as wrists and ankles, as well as overall joints. Our framework OTPose achieved state-of-the-art performance on the PoseTrack2017 [31] and PoseTrack2018 datasets [16] and reduced the need for dense annotations. We are interested in reviewing our task in a self-supervised manner, which can further reduce the need for annotations by combining it with our approach.
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