Reservoir Computers Modal Decomposition and Optimization
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The topology of a network associated with a reservoir computer is often taken so that the connectivity and the weights are chosen randomly. Optimization is hardly considered as the parameter space is typically too large. Here we investigate this problem for a class of reservoir computers for which we obtain a decomposition of the reservoir dynamics into modes, which can be computed independently of one another. Each mode depends on an eigenvalue of the network adjacency matrix. We then take a parametric approach in which the eigenvalues are parameters that can be appropriately designed and optimized. In addition, we introduce the application of a time shift to each individual mode. We show that manipulations of the individual modes, either in terms of the eigenvalues or the time shifts, can lead to dramatic reductions in the training error.
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A reservoir computer (RC) is a complex nonlinear dynamical system that is used for processing and analyzing empirical data, see e.g.\textsuperscript{[1]–[11]}, modeling of complex dynamical systems\textsuperscript{[12]}, speech recognition\textsuperscript{[13]}, learning of context free and context sensitive languages\textsuperscript{[14,15]}, the reconstruction and prediction of chaotic attractors\textsuperscript{[16–21]}, image recognition\textsuperscript{[22]}, and control of robotic systems\textsuperscript{[23–25]}. A typical RC consists of a set of nodes coupled together to form a network. Each node of the RC evolves in time in response to an input signal that is fed into the reservoir. An output signal is then generated from the time evolutions of the RC nodes. In a RC, the output connections (those that connect the RC nodes to the output) are trained to produce a best fit between the output signal and a training signal related to the original input signal. On the other hand, the connections between the nodes of the reservoir are constant parameters of the system. As a result, RCs are easier to analyze than other machine learning tools for which all the connections are typically trained.

Reference\textsuperscript{[26]} studied the effects of the network topology on the performance of a reservoir computer and focused on the sparsity of the connections and the presence of network symmetries. Recent work has analyzed linear reservoir computers\textsuperscript{[27,28]} and pointed out a connection with the theory of dynamic mode decomposition\textsuperscript{[29]}. A common assumption is that nonlinear reservoirs can outperform linear reservoirs\textsuperscript{[28]}. Optimizing the hyperparameters of a reservoir computer is often done, but optimizing the connections between the RC nodes is more difficult due to the high-dimensional parameter space. The standard recipe is to use random matrices. Our analysis that follows shows that under certain conditions, the reservoir equations can be rewritten in an equivalent form which corresponds to individual uncoupled nodes, which are easier to optimize.

We consider a reservoir computer modeled by the following dynamical equations in continuous time,

\[
\dot{r}_i(t) = F\left(r_i(t), \sum_{j=1}^{N} A_{ij} r_j(t), s_1(t), s_2(t), \ldots, s_l(t)\right), \quad i = 1, \ldots, N, \tag{1}
\]

where \(r_i\) is the scalar state of node \(i\) of the reservoir, \(N\) is the number of nodes, the adjacency matrix \(A = \{A_{ij}\}\) describes the connectivity between the network nodes, and \(s_1, s_2, \ldots, s_l\) are input signals to the reservoir. These can represent different data being fed into the reservoir, such as in a weather prediction application, a rainfall time series, a wind time series, a humidity time series, and so on. These input signals are in general a function of
an underlying process to which the reservoir is applied. The training signal \( g(t) \) is another
signal from the same underlying process which is related to the input signals through a
complex relation (e.g., in the weather prediction application, a temperature time series.)
The function \( F : R^{l+2} \to R \) determines the particular dynamics of the reservoir nodes.
Next we focus on a specific class of reservoirs, which possess the property of universality\(^{30}\),
described by the following set of equations,

\[
\dot{r}_i(t) = \alpha\left(1 + \epsilon s_2(t)\right) r_i(t) + \sum_{j=1}^{N} A_{ij} r_j(t) + w_i s_1(t), \quad i = 1, ..., N; \tag{2}
\]

where \( l = 2 \) and \( s_1 \) and \( s_2 \) are the two input signals. In what follows, we will often refer
to Eq. \((2)\) as that of a linear reservoir computer. The particular process to generate the
adjacency matrix \( A \) is described in the Supplementary Information. In the rest of this paper
we set \( N = 100 \) and we also assume for simplicity that \( A \) is symmetric, \( A = A^T \). The
coefficients \( w_i \) represent the weight by which the input signal is multiplied in the dynamics
of node \( i \). These are also typically randomly chosen.\(^{26}\)

The underlying process we want to model may evolve in time based on a set of determinis-
tic (chaotic) equations, such as the equations of the Lorenz chaotic attractor, in the variables
\( x_L(t), y_L(t), z_L(t) \) (see Supplementary Information.) One task we can give the reservoir is
to reconstruct the \( z_L(t) \) time evolution (training signal) from knowledge of either \( x_L(t) \) or
\( y_L(t) \) or both (input signals). We will also consider other tasks for which the time series are
generated by other chaotic or periodic systems, such as the Hindmarsh-Rose system or the
Duffing system (see Supplementary Information.)

In order to examine the accuracy of the reservoir computer relative to the dynamical
system it is modeling, we must have a way to quantify how well the reservoir is able to
reproduce the training signal \( g(t) \) from knowledge of the input signals \( s_1(t) \) and \( s_2(t) \). After
integrating the reservoir equations for a long enough time, its dynamics can be described by
the \( T \times (N + 1) \) matrix,

\[
\Omega = \begin{bmatrix}
    r_1(1) & r_2(1) & \ldots & r_N(1) & 1 \\
    r_2(1) & r_2(2) & \ldots & r_N(2) & 1 \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    r_1(T) & r_2(T) & \ldots & r_N(T) & 1 \\
\end{bmatrix} \tag{3}
\]

Here, \( N \) is the number of nodes in the reservoir computer and \( T \) is the amount of time-steps
taken. We add a column whose entries are all ones to account for any constant offset. The
fit \( h = [h(1), h(2), \ldots, h(T)] \) to the training signal \( g = [g(1), g(2), \ldots, g(T)] \) is computed as
\[
h(t) = \sum_{i=1}^{N} \kappa_i r_i(t) + \kappa_{N+1}
\] (or, equivalently, in vectorial form \( h = \Omega \kappa \)), where the vector \( \kappa = [\kappa_1, \kappa_2, \ldots, \kappa_{N+1}] \), which contains a set of unknown coefficients to be determined. We set
\[
\kappa = \Omega^\dagger g,
\] where with the symbol \( \Omega^\dagger \) we indicate the pseudo-inverse of the matrix \( \Omega \).

From this, we can compute the training error \( \Delta = \langle (\Omega \kappa - g) \rangle / \langle g \rangle \), where the notation \( \langle \rangle \) is defined \( \langle X \rangle = \sqrt{\frac{1}{T} \sum_{i=1}^{T} (X(i) - \mu)^2} \) for \( X \) any \( T \)-dimensional vector and \( \mu = \frac{1}{T} \sum_{i=1}^{T} X(i) \).

Feeding the reservoir with more than one input signal or even driving the reservoir in different ways with the same input signal can lead to improved performance. To see this, we perform numerical simulations in order to compare the single input with the \( l = 2 \) input case of Eqs. (2). In Fig. 1 we plot the training error \( \Delta \) vs the coefficient \( \epsilon \) seen in Eq. (2) (the case \( \epsilon = 0 \) corresponds to no effect of \( s_2(t) \) on the reservoir dynamics.) In this figure we deal with three different tasks, i.e., reconstructing \( g(t) = z(t) \) from \( s_1(t) = s_2(t) = x(t) \) for the Lorenz chaotic system (A) and the Hindmarsh-Rose chaotic system (B), and reconstructing \( g(t) = y(t) \) from \( s_1(t) = s_2(t) = x(t) \) for the Duffing periodic system (C).

We see from these plots that as we increase \( \epsilon \) the training error is first reduced and then it increases, indicating the advantage of picking specific values of \( \epsilon \). We have observed this type of relationship between the training error and \( \epsilon \) in a large variety of situations, including discrete time reservoirs (see Supplementary Information). Our results show that typically two input reservoir computers (2) are advantageous compared to the single input case (\( \epsilon = 0 \)).

**FIG. 1.** Plots of the training error vs. \( \epsilon \). Here we plot the training error \( \Delta \) for the following tasks in continuous time: Lorenz attractor (A), Hindmarsh-Rose attractor (B), and the Duffing attractor (C). In A and B \( s_1(t) = s_2(t) = x(t) \) and \( g(t) = z(t) \). In C \( s_1(t) = s_2(t) = x(t) \) and \( g(t) = y(t) \).
We also considered the case that the reservoir is only driven by \( s_2(t) \) and not by \( s_1(t) \), i.e., for which the coefficients \( w_i = 0 \). However, we found that for this case the training error was always close to 1, which seems to indicate the advantage of the reservoir (2) is limited to the case that both \( s_1(t) \) and \( s_2(t) \) are used.

Next we obtain a modal decomposition for the reservoir dynamics (2). Our derivations that follow are obtained for continuous time, but analogous derivations can be obtained for discrete time (see Supplementary Information.) We first rewrite Eq. (2) in vector form,

\[
\dot{r}(t) = p_1(t)I r(t) + A r(t) + w s_1(t),
\]

where \( I \) is the identity matrix, \( p_1(t) = \alpha (1 + \epsilon s_2(t)) \) and,

\[
\begin{bmatrix}
r_1(t) \\
r_2(t) \\
\vdots \\
r_N(t)
\end{bmatrix},
\begin{bmatrix}
w_1 \\
w_2 \\
\vdots \\
w_N
\end{bmatrix}
\]

As we have set the adjacency matrix \( A \) to be symmetric, it is also diagonalizable, \( A = V \Lambda V^T \) where \( V \) is the matrix whose columns are the eigenvectors of \( A \) and \( \Lambda \) is a diagonal matrix with the real eigenvalues of the matrix \( A \) on the main diagonal. We pre-multiply Eq. (5) by \( V^T \) and after setting \( q(t) = V^T r(t) \) and \( c(t) = V^T w(t) \), we obtain,

\[
\dot{q}(t) = p_1(t)q(t) + \Lambda q(t) + cs_1(t),
\]

which breaks up into a set of \( N \) independent modes,

\[
\dot{q}_i(t) = p_1(t)q_i(t) + \lambda_i q_i(t) + c_i s_1(t), \quad i = 1, \ldots, N,
\]

with solution,

\[
q_i(t) = \exp\left(\int_0^t (\lambda_i + p_1(\tau))d\tau\right)q_i(0) + c_i \int_0^t \exp\left(\int_\tau^t (\lambda_i + p_1(\rho))d\rho\right)s(\tau)d\tau,
\]

where the first term on the left hand side of (9) is the free evolution which by the assumption of stability goes to zero for large \( t \). For large \( t \), each mode \( q_i \) differs from the others through the coefficient \( \lambda_i \), while the particular modal amplitude is given by \( c_i \). We set

\[
h(t) = \sum_j \kappa_j q_j(t) + \kappa_{N+1},
\]
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where
\[ \kappa'_j = \sum_{i=1}^{N} V_{ij} \kappa_i, \]
(11)
i.e., \( h(t) \) can be written as a linear combination of the modes \( q_j(t) \). It is important to emphasize that for large enough \( t \) the particular value of \( c_i \) becomes irrelevant in order to determine the best fit to the training signal, as in Eq. (10) each mode is ‘rescaled’ by a particular coefficient \( \kappa'_i \). Another key observation is that the magnitude of \( \int_0^t \exp\left(\int_{\tau}^t (\lambda_i + p_1(\rho))d\rho\right)s(\tau)d\tau \) will depend on the value of \( \lambda_i \). In practice, it may be convenient to properly rescale each mode to be
\[ \tilde{q}_i(t) = (\lambda_i + \bar{p}_1)^{-1} \int_0^t \exp\left(\int_{\tau}^t (\lambda_i + p_1(\rho))d\rho\right)s(\tau)d\tau, \]
(12)
where \( \bar{p}_1 \) is a time-average value for \( p_1 \).

We can now formulate the problem of finding the best fit \( h(t) \) to the training signal in terms of the modes \( q_1(t), q_2(t), ..., q_N(t) \). To this end, we introduce the \( T \times (N + 1) \) matrix,
\[ \Omega' = \begin{bmatrix} q_1(1) & q_2(1) & ... & q_N(1) & 1 \\ q_1(2) & q_2(2) & ... & q_N(2) & 1 \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ q_1(T) & q_2(T) & ... & q_N(T) & 1 \end{bmatrix}, \]
(13)
and we define the best fit to the training signal, \( \mathbf{h}' = \Omega' \kappa' \), in the vector \( \kappa' = [\kappa'_1, \kappa'_2, ..., \kappa'_{N+1}] \) contains a set of unknown coefficients to be determined. The best fit is obtained by setting \( \kappa' = \Omega'^\dagger \mathbf{g} \).

One best fit is equal to the other one and vice versa. To see this, assume to first compute the coefficients \( \kappa' \). To this set of coefficients corresponds a set of coefficients \( \kappa \), which can be obtained by solving Eq. (11).

An illustration of the reservoir computer and of its modal decomposition is shown in Fig. 2. Figure 3 is a plot of the individual modes for the case of the Lorenz system as the parameter \( \lambda \) is varied.

There are several advantages of the modal decomposition. One is that in case of instability of one or a few modes, these can be ‘removed’ without the instability affecting the remaining modes. Another advantage is the possibility to individually manipulate each \( q_i(t) \) before it is used to generate the best fit to the training signal. One simple such manipulation that
we will study in what follows is application of a time shift \( q_i(t) \rightarrow q_i(t + \tau_i) \). As we will see, this simple modification will lead to dramatic reductions in the training error.

![Diagram](image1)

**FIG. 2.** On the left, we have a reservoir computer with a network of connected nodes and on the right a modal decomposition of the reservoir dynamics, where each *mode* is described by a *node*.

![Diagram](image2)

**FIG. 3.** Mode amplitude plot from a continuous time reservoir [8]. The input signal is the \( x_L \) state from the Lorenz system. We set \( \alpha = -15 \) and \( \epsilon = 0.5 \).

Our analysis shows that the eigenvalues \( \lambda_i \) differentiate individual modes. We now consider a parametric approach in which the eigenvalues \( \lambda_i \) are treated as parameters of Eq. [8]. We first choose an interval \([a, b]\) and then select the \( \lambda_i \in [a, b] \). A trivial choice is to pick the eigenvalues to be uniformly randomly distributed in the interval.

We are now interested in how the coefficients \( \kappa' \) (i.e., the mode weights) depend on the particular choice of the eigenvalues \( \lambda \). We observe that typically the curve \( \kappa'(\lambda) \) is robust to
(i) the particular choice of \( N \), (ii) the particular sampling of the eigenvalues from the interval \([a, b]\), and (iii) the particular choice of the three time series \( s_1(t), s_2(t), g(t) \) from a given (the same) attractor. Property (iii) indicates robustness of the vector \( \kappa' \) with respect to variations in the initial condition, which predicts a low testing error (see Supplementary Information.) As an example of this, in Fig. 4 we plot the resulting \( \kappa' \) vs the eigenvalues \( \lambda \), for the case of a continuous-time reservoir applied to the Lorenz chaotic system. In plot (A) we used linearly spaced eigenvalues and in plot (B) we use randomly spaced eigenvalues from a uniform distribution. In both plots we set \( N = 100 \) nodes and use the interval \([-10^2, -10^{-2}]\). Different curves in the same plot are for several choices of the initial conditions on the Lorenz attractor. In order to ensure that the time traces \( s_1(t), s_2(t), g(t) \) are from the attractor, we take the last point from the Lorenz attractor for the previous iteration as the initial point for the new iteration. In all cases, we see that certain eigenvalues are associated with larger \( \kappa' \) values in modulus (both positive and negative.) Other eigenvalues instead have associated \( \kappa' \) close to zero, indicating that these do not play a significant role in the mapping between the input signals and the output (training) signal. We also see that the plots in Fig. 4 are consistent over different iterations of the same task, indicating that the preference for certain eigenvalues is robust with respect to the particular choice of the input and training time series from the same attractor. The figure also shows that the functional relationship between \( \lambda \) and \( \kappa' \) is robust with respect to variations in the number of nodes \( N \). We thus envision an advantage of picking the eigenvalues \( \lambda \)'s about the maxima and minima of the \( \kappa' \) vs. \( \lambda \) plot, which provides the motivation for the optimization study presented next.
FIG. 4. Lorenz system. Continuous time RC, $N = 100$ nodes. We use $x_L(t)$ as the input signal and $z_L(t)$ as the training signal. Linearly spaced eigenvalues are used in plot A and uniformly randomly distributed eigenvalues are used in plot B. For both plots, eigenvalues are from the interval $[-10^2, -10^{-2}]$. 
We now consider a comparison of linear and nonlinear reservoirs, described by the following equations\(^{26}\),

\[
\dot{q}_i(t) = p_1(t) q_i(t) + p_2 q_i^2(t) + p_3 q_i^3(t) + \lambda_i q_i(t) + c_i s_1(t), \quad i = 1, \ldots, N.
\] (14)

where \(p_2 = -5\) and \(p_3 = -4\) were chosen so as to yield a low training error\(^{31}\). Note that Eq. (14) has the same parametric form in \(\lambda_i\) as (8) for direct comparison. When the parameters \(c_i\) are small, Eq. (14) is well approximated by the linear reservoir (8) \((p_2 = p_3 = 0.)\) In Fig. 5 we plot the training error \(\Delta\) vs the length of the time series \(T\). Plot A is for the HR system and plot B is for the Lorenz system. In each plot, we compare the following cases: nonlinear (Eq. (14)), linear (Eq. (8)), linear with application of random time shifts to the individual
modes, linear with optimized time shifts of the individual modes, and linear with optimized time shifts and eigenvalues of the individual modes. Optimization of the time-shifts and of the eigenvalues was obtained via simulated annealing (see Supplementary Information.) From Fig. 5, we see that the nonlinear reservoir performs better than the linear one, which is expected. However, this relation is inverted when manipulations of the individual modes of the linear reservoir are introduced, either in terms of the eigenvalues or the time shifts, for which the training error is much lower (also in the case of $\epsilon = 0$, see Supplementary Information.) A considerable reduction in the training error is observed even when the time shifts applied to the individual modes are randomly chosen. In the Supplementary Information we show that a linear reservoir with random time-shifts has both lower training error and testing error than a nonlinear reservoir.

In this paper we have studied a special class of reservoir computers for which a modal decomposition is possible. This is equivalent to replacing the reservoir network with a set of uncoupled nodes, each one corresponding to a ‘mode’ of the reservoir. We then have shown that the training error for the two reservoir computers (coupled network and uncoupled nodes) is the same. We build on this result and show that the modes can be manipulated to significantly decrease the overall training error. For example, the simple application of time shifts to the individual modes is found to be highly beneficial; namely, a linear reservoir formed of uncoupled nodes with application of random time shifts to the nodes’ outputs, is highly competitive against a nonlinear reservoir. As shown in Fig. 5, sometimes, the improvement is by orders of magnitude. A considerable reduction in the training error was observed even when the time shifts applied to the individual modes were randomly chosen. It is worth noting that the ability to either temporally delaying or advancing the individual modes is limited to the uncoupled nodes configuration (right panel of Fig. 2), as in the coupled network configuration (left panel of Fig. 2), the reservoir states are linear combinations of the modes.
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