ON THE HAUSDORFF DIMENSION OF MICROSETS
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ABSTRACT. We investigate how the Hausdorff dimensions of microsets are related to the dimensions of the original set. It is known that the maximal dimension of a microset is the Assouad dimension of the set. We prove that the lower dimension can analogously be obtained as the minimal dimension of a microset. In particular, the maximum and minimum exist. We also show that for an arbitrary \( F_\sigma \) set \( \Delta \subseteq [0,d] \) containing its infimum and supremum there is a compact set in \([0,1]^d\) for which the set of Hausdorff dimensions attained by its microsets is exactly equal to the set \( \Delta \). Our work is motivated by the general programme of determining what geometric information about a set can be determined at the level of tangents.

1. INTRODUCTION

To calculate the dimension of a set it is often important to understand its infinitesimal structure. This leads us to the notion of microsets introduced by Furstenberg \([F08]\). They are sets that are obtained as limits of successive magnifications of the original set. From a dynamical point of view, the collection of all microsets together with the magnification action define a dynamical system. The study of this dynamical system is known as the theory of CP-chains. For more details in this direction, see also \([FFS15,F08,HS12,KSS15,H10]\). In this paper, we want to study the collection of all microsets. This collection heuristically represents all possible fine structures of a set. For general compact sets the structure of this collection is very rich; see \([CR14]\).

The Assouad dimension characterises how large the densest part of a set is. It is known that the greatest Hausdorff dimension of all microsets of a set \( F \) is equal to the Assouad dimension of \( F \). In much the same way, the lower dimension reflects how sparse a set can be and it is natural to expect that the smallest microset of a set \( F \) represents the lower dimension of \( F \). This is our first result.

**Theorem 1.1.** For any compact set \( F \subset \mathbb{R}^d \) we have
\[
\dim_L F = \min_{E \in \mathcal{G}_F} \dim_H E = \min_{E \in \mathcal{G}_F} \overline{\dim}_B E.
\]

In particular, this minimum exists.

Here \( \dim_L \) stands for the lower dimension, \( \dim_H \) for the Hausdorff dimension, \( \overline{\dim}_B \) for the upper box dimension, and \( \mathcal{G}_F \) for the gallery of \( F \);
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see Section 2 for the precise definitions. Combining this result with the analogous one for the Assouad dimension, we obtain the following corollary.

**Corollary 1.2.** For any compact set $F \subset \mathbb{R}^d$, all elements in $G_F$ have the same Hausdorff dimension if and only if

$$\dim_H F = \dim_A F.$$  

Here $\dim_A$ stands for the Assouad dimension; again see Section 2 for the definition.

We know that the Hausdorff dimension of microsets attains both the lower and Assouad dimensions of a set. The question then becomes which other numbers can be attained by the dimensions of microsets and which numbers are guaranteed to be attained. The next result shows that the collection of Hausdorff dimensions obtained can be rather complicated and rich.

**Theorem 1.3.** If $\Delta \subseteq [0, d]$ is an $F_\sigma$ set which contains its infimum and supremum, then there exists a compact set $F \subseteq [0, 1]^d$ such that

$$\{\dim_H E : E \in G_F\} = \Delta.$$  

The gallery of a set is closed under the Hausdorff metric. However, the above theorem says that the set of dimensions of microsets in the gallery need not be. We have not been able to construct compact sets $F$ for which $\{\dim_H E : E \in G_F\}$ is not $F_\sigma$ and wonder if this is always the case.

Note that the Hausdorff, packing, upper and lower box dimensions of the original set need not appear as Hausdorff dimensions of sets in the gallery if one insists on the microsets having unbounded scaling sequence. This is a natural assumption which guarantees that microsets genuinely reflect infinitesimal structure, that is, one genuinely zooms in to generate them. This is in stark contrast to the Assouad and lower dimensions which we have seen always appear. See Section 7.1 for a full discussion of this observation.

In the opposite direction, there exist well studied sets whose microsets observe all possible dimensions between the lower and Assouad dimensions. For instance, Bedford-McMullen carpets $F$ which do not have uniform fibers have the property that $\dim_H F < \dim_A F$ and $\{\dim_H E : E \in G_F\} = [\dim_L F, \dim_A F]$. This can be seen by adapting the arguments in [F14, M11] which construct extremal microsets to such carpets. The extremal microsets are of the form $\pi F \times C$ where $\pi F$ is the projection of $F$ onto the first coordinate and $C$ is a self-similar set corresponding to the minimal or maximal column. To obtain intermediate dimensions, one may construct microsets of the form $\pi F \times C_p$ where $C_p$ is a ‘random Cantor set’, where the minimal column is chosen with probability $(1 - p)$ and the maximal column with probability $p$. Varying $p \in (0, 1)$ yields microsets with all possible dimensions. We do not pursue the details. Alternatively the construction of Chen and Rossi [CR14] yields a set $F \subseteq [0, 1]^d$ such that $\{\dim_H E : E \in G_F\} = [0, d]$.

In addition to the dimension results above, we also have the following topological result which can be naturally viewed as a dual version of [FY17,
Theorem 2.4, which says that any set of full Assouad dimension has the unit cube as a microset.

**Theorem 1.4.** If \( F \subset \mathbb{R}^d \) is compact with \( \dim_L F = 0 \), then there is a singleton in \( \mathcal{G}_F \).

2. Preliminaries

2.1. **Dimensions.** Let \( N_r(F) \) be the smallest number of cubes of side length \( r > 0 \) needed to cover the compact set \( F \subset \mathbb{R}^d \). The upper and lower box dimensions of \( F \) are

\[
\dim_B F = \limsup_{r \to 0} -\frac{\log N_r(F)}{\log r}
\]

and

\[
\dim_B F = \liminf_{r \to 0} -\frac{\log N_r(F)}{\log r},
\]

respectively. When these two values coincide we simply talk about the box dimension of \( F \), denoted by \( \dim_B F \).

Let \( F \subset \mathbb{R}^d \) be a compact set and \( s \) a non-negative real. For all \( \delta > 0 \) we define

\[
\mathcal{H}_s^\delta(F) = \inf \left\{ \sum_{i=1}^{\infty} \diam(U_i)^s : F \subset \bigcup_{i} U_i \text{ and } \diam(U_i) < \delta \right\}.
\]

The \( s \)-dimensional Hausdorff measure of \( F \) is

\[
\mathcal{H}_s(F) = \lim_{\delta \to 0} \mathcal{H}_s^\delta(F)
\]

and the Hausdorff dimension of \( F \) is

\[
\dim_H F = \inf\{s \geq 0 : \mathcal{H}_s(F) = 0\} = \sup\{s \geq 0 : \mathcal{H}_s(F) = \infty\}.
\]

For a more thorough treatment of the box and Hausdorff dimensions, see [F04, Chapters 2 and 3] and [M95, Chapters 4 and 5].

Finally we define the Assouad and lower dimensions of \( F \) by

\[
\dim_A F = \inf \left\{ s \geq 0 : \exists C > 0 \ (\forall R > 0) \ (\forall r \in (0, R)) \ (\forall x \in F) \right\}
\]

\[
N_r(B(x, R) \cap F) \leq C \left( \frac{R}{r} \right)^s
\]

and

\[
\dim_L F = \sup \left\{ s \geq 0 : \exists C > 0 \ (\forall 0 < R < 1) \ (\forall r \in (0, R)) \ (\forall x \in F) \right\}
\]

\[
N_r(B(x, R) \cap F) \geq C \left( \frac{R}{r} \right)^s,
\]

where \( B(x, r) \) is the closed ball of centre \( x \) and radius \( r \). For basic properties of these dimensions, see [F14].

The main property we will use is that,

\[
\dim_L F \leq \dim_H F \leq \dim_B F \leq \dim_B F \leq \dim_A F
\]
for all compact $F \subset \mathbb{R}^d$.

2.2. Microsets and galleries. We now introduce the notion of microsets and galleries following [F08]. We start by defining the Hausdorff distance between two compact sets $A, B \subset \mathbb{R}^d$ by

$$d_H(A, B) = \inf \{ \delta > 0 : A \subset B_{\delta} \text{ and } B \subset A_{\delta} \},$$

where $E_{\delta}$ is the closed $\delta$-neighbourhood of a compact set $E$.

Let $X = [0, 1]^d$ for some $d \in \mathbb{N}$. Then $(\mathcal{K}(X), d_H)$, the space of compact subsets of $X$, is a compact metric space.

**Definition 2.1.** We call $D \in \mathcal{K}(X)$ a miniset of $F \in \mathcal{K}(\mathbb{R}^d)$ if $D = (\lambda F + t) \cap X$ for some scaling coefficient $\lambda \geq 1$ and a translation vector $t \in \mathbb{R}^d$. A set $E \in \mathcal{K}(X)$ is called a microset if it is a limit of a sequence $(D_n)_{n \in \mathbb{N}}$ of minisets under the Hausdorff metric. The sequence $(\lambda_n)_{n \in \mathbb{N}}$, where each $\lambda_n$ is a scaling coefficient of the miniset $D_n$, is called the scaling sequence of the microset $E$.

If a set is regular enough, for instance a self-similar set of positive dimension, then one could expect all microsets to be of the same dimension without appealing to Theorem 1.2. However, it is easy to find microsets which are just singletons. Simply consider the middle third Cantor set $C$, then $(4C - 4/3) \cap [0, 1] = \{0\}$ is a miniset and hence a microset. This example can be easily modified such that none of the defining minisets contains singletons but the microset does. Thus it is natural to discard all microsets which only contain points on the boundary of $X$. This will be reflected in the next definition which strays slightly from the formulation in [F08].

**Definition 2.2.** Let $F$ be a compact subset of $\mathbb{R}^d$. We consider only microsets which intersect the interior of $X$. Then the collection of all such microsets of $F$ is called the gallery of $F$, denoted by $G_F$.

Due to [MT10] we know that for compact subsets $F \subset \mathbb{R}^d$,

$$\dim_A F \geq \sup_{E \in G_F} \dim_A E. \quad (2.1)$$

The lower dimension case was considered in [F14, Proposition 7.7] where the following proposition was obtained under some extra assumption but with the infimum taken over lower dimensions of microsets. We give a short proof to show that the extra assumption is not needed when one takes the infimum over Hausdorff dimensions.

**Proposition 2.3.** If $F \subseteq [0, 1]^d$ is a compact set, then

$$\dim_L F \leq \inf_{E \in G_F} \dim_H E.$$

**Proof.** Let $F \subseteq [0, 1]^d$ be compact. We may assume $\dim_L F > 0$ since otherwise there is nothing to prove. If $0 < s < \dim_L F$, then for any sequence of homotheties $T_k : \mathbb{R}^d \to \mathbb{R}^d$ there exists a constant $C > 0$ such that for any $k \in \mathbb{N}, y \in T_k(F)$ and $0 < r < R < 1$ we have

$$N_r(B(y, R) \cap T_k(F) \cap [0, 1]^d) \geq C \left( \frac{R}{r} \right)^s.$$
If this was not true, then the lower dimension of $F$ would be strictly less than $s$, a contradiction. Note that $T_k(F) \cap [0, 1]^d$ is a miniset of $F$.

Let $E \in G_F$ and recall from Definition 2.2 that then $E \cap (0, 1)^d \neq \emptyset$. Note that if $E$ has an isolated point on the boundary of $[0, 1]^d$, then $\dim_L E = 0 < \dim_H F$. To show that $\dim_L F \leq \dim_L E \cap (0, 1)^d$ let us fix $0 < r < R < 1$ and $x \in E \cap (0, 1)^d$. Choose $k \in \mathbb{N}$ so that $d_H(T_k(F) \cap [0, 1]^d, E) \leq r/2$. Then there is $y \in T_k(F) \cap [0, 1]^d$ such that $B(y, R/2) \subset B(x, R)$ and for every $r$-cover of $B(x, R) \cap E \cap (0, 1)^d$ there is a $2r$-cover of $B(y, R/2) \cap T_k(F) \cap [0, 1]^d$.

Thus
\[
N_r(B(x, R) \cap E \cap (0, 1)^d) \geq N_{2r}(B(y, R/2) \cap T_k(F) \cap [0, 1]^d) \geq C4^{-s} \left(\frac{R}{r}\right)^s
\]
yielding
\[
\dim_L F \leq \dim_L E \cap (0, 1)^d \leq \dim_H E
\]
as desired. $\square$

We are interested in whether the above inequalities are actually equalities and if the supremum and infimum can be attained. For the Assouad dimension, we have the following result.

**Theorem 2.4.** If $F \subset \mathbb{R}^d$ is a compact set, then
\[
\dim_A F = \max_{E \in G_F} \dim_H E = \max_{E \in G_F} \dim_A E.
\]

**Proof.** Recalling (2.1), the statement follows from [F08, Theorem 5.1] and [KR16, Proposition 3.13], or, alternatively, directly from [KOR18, Proposition 5.7]. $\square$

Thus, together with Theorem 1.1, we obtain the following equivalent definitions of the Assouad and lower dimensions for compact subsets of Euclidean spaces
\[
\dim_A F = \max_{E \in G_F} \dim_H E
\]
and
\[
\dim_L F = \min_{E \in G_F} \dim_H E.
\]

We remark that in the literature weak tangents are often used in place of microsets. They differ from microsets by allowing rotations in the magnifications, and sometimes they are not restricted to the unit cube.

3. **Global and Local Size of Trees**

Before proving Theorem 1.1 we need some combinatorial results on the structure of trees. Here we only talk about binary trees (finite or infinite) but all definitions and results can be easily generalized to any $k$-ary trees with $k \geq 3$. Notation introduced in this section will only be used in this section and the next one.

We adopt standard graph theoretic notation and use $V(T)$ and $E(T)$ for vertices and edges of $T$. We consider rooted trees which are directed graphs, with edges going away from a root vertex. We define the degree of a vertex to be the sum of indegrees and outdegrees of a vertex. A leaf of $T$ is an
element in $V(T)$ whose degree is 1, except when $T$ consists of just the root vertex then the only leaf is the root of degree 0. We denote the set of leaves of $T$ as $L(T)$, so in particular $L(T) \subset V(T)$.

Given a binary tree $T$, the height $h(T)$ is the length of the longest path starting at the root vertex. When $h(T) < \infty$ we say that $T$ is finite. For a vertex $a \in V(T)$, $h(a)$ is the length of the unique path from the root to $a$. We will often use the term ‘level $n$’ to mean all vertices of height $n$. Given $a \in V(T)$, we use $T(a, n)$ to denote the largest subtree of $T$ with root $a$ of height at most $n$, formally the vertex set of $T(a, n)$ is defined to be as follows

$$V(T(a, n)) = \{ b \in V(T) : \text{there is a path in } T \text{ from } a \text{ to } b \text{ of length at most } n \}.$$ 

The edge set of $T(a, n)$ is defined to be as follows

$$E(T(a, n)) = \{ (b_1, b_2) \in E(T) : b_1 \in V(T(a, n)), b_2 \in V(T(a, n)) \}.$$ 

In other words, $T(a, n)$ is the spanned subgraph of $T$ with vertices $V(T(a, n))$.

For any binary tree $T$ we use $\# T$ to denote the number of leaves and $\#_n T$ for the number of vertices of height $n$. A binary tree $T$ is tidy if $h(a) = h(T)$ for all leaves $a \in V(T)$. For example, a full tree is tidy but not vice versa. If $T$ is tidy, then for any $a \in V(T)$ and any integer $n$ such that $h(a) + n \leq h(T)$, it is clear that $T(a, n)$ is tidy.

**Definition 3.1.** Let $T$ be a tidy binary tree, $s > 0$ and $m \in \mathbb{N}$. We call $T$ locally $(s, m)$-large (or small) if for all $a \in V(T)$ with $h(a) + m \leq h(T)$, there exists $1 \leq n \leq m$ such that

$$\# T(a, n) \geq 2^{sn} \quad (\text{or } \# T(a, n) \leq 2^{sn}).$$

Note that when $T$ is infinite then this must simply hold for all $a \in V(T)$.

An extreme example of this would be to take $s, m = 1$ in the definition and then $T$ is in fact a full binary tree if it is locally $(1, 1)$-large. With this local property at hand we can also define the following global property.

**Definition 3.2.** Let $T$ be a tidy binary tree, $s > 0$ and $C > 0$. We call $T$ globally $(s, C)$-large (or small) if for all $n \in [1, h(T)]$

$$\#_n T \geq C2^{sn} \quad (\text{or } \#_n T \leq C2^{sn}).$$

Again note that if $T$ is infinite then this must hold for all $n \in [1, \infty)$. We state and prove our regularity lemma in terms of largeness. Note that it is also possible to obtain an analogous lemma with largeness being replaced by smallness. The proof is similar and we omit the details.

**Lemma 3.3.** Let $T$ be a tidy locally $(s, m)$-large tree with height larger than $m$, then it is globally $(s, 2^{-sm})$-large as well.

**Proof.** As $T$ is locally large in the above sense we can use the following algorithm to find large subtrees.

**Step 1:** let $T_0$ be the tree whose vertex set contains only the root of $T$.

**Step 2:** If $T_k$ is defined for an integer $k$, then $T_k$ has leaves. Take a leaf $a$ of $T_k$, then there is an integer $1 \leq n \leq m$ such that

$$\# T(a, n) \geq 2^{sn}.$$ 

Then we join $T(a, n)$ to $T_k$ at $a$ and call the tree obtained $T_{k+1}$. 


We can repeat Step 2 for all leaves of $T_k$. Notice that the above algorithm is not deterministic as there are multiple choices of leaves in Step 2. However, the algorithm could easily be made deterministic by picking leaves “from left to right”.

Let $N$ be an integer larger than $m$ and not greater than the height of $T$. Let $T^N$ be a subtree of $T$ obtained by repeating Step 2 with the restriction that all leaves of $T_k$ have height at most $N$. Suppose $T^N$ is maximal in the sense that we cannot enlarge $T^N$ by applying Step 2. Then it is clear that all the leaves of $T^N$ have height at least $N - m$ for otherwise the local largeness can help us enlarge $T^N$.

We define the $s$-weight of $a \in V(T)$ to be $W(a) = 2^{-sh(a)}$ for $s \in [0, 1]$. Note that the root always has weight 1. Consider the total $s$-weight of the leaves of $T^N$:

$$W(T^N) = \sum_{a \in L(T^N)} 2^{-sh(a)}.$$  

We can group the leaves of $T^N$ according to their ancestors. Namely, for each leaf $a$ of $T^N$, there is a unique $b \in V(T^N)$ such that $a$ is a leaf of $T(b, n)$ for some $n \in [1, m]$ and $T(b, n)$ is a tree joined to the main tree in Step 2 of our algorithm. We shall denote $b = b(a)$ to imply this dependence.

We now compute the total weight of the leaves of $T^N$. First, we find the set $L$ of leaves with maximum height. This is possible because there are only finitely many leaves in $L(T^N)$. Then if $a \in L$ and $b = b(a)$ then $T(b, h(a) - h(b))$ is contained in $T^N$ and $L(T(b, h(a) - h(b))) \subset L$. As there are only finitely many leaves in $L$ we can find a finite collection $B$ of vertices $b \in V(T^N)$ and integers $\{n_b\}_{b \in B}$ such that $L$ is the disjoint union of sets $L(T(b, n_b)), b \in B$. Therefore we see that

$$\sum_{a \in L} 2^{-sh(a)} = \sum_{b \in B} \sum_{a \in L(T(h,a_b))} 2^{-sh(a)}.$$  

As $T$ is locally $(s, m)$-large, we see that for each $b \in B$

$$\sum_{a \in L(T(b,n_b))} 2^{-sh(a)} \geq 2^{-sh(b)} 2^{s(h(a) - h(b))} = 2^{-sh(b)}.$$  

This implies that

$$\sum_{a \in L} 2^{-sh(a)} \geq \sum_{b \in B} 2^{-sh(b)}.$$  

Now we construct a subtree $T_1^N$ of $T^N$ replacing the subtrees $T(b, n_b), b \in B$ with single vertices $b \in B$. Then we have seen from above that

$$\sum_{a \in L(T_1^N)} 2^{-sh(a)} \leq \sum_{a' \in L(T^N)} 2^{-sh(a')}.$$  

because each $a \in L(T_1^N)$ is either in $L(T^N)$ or else it is in $B$.

We can then perform the above procedure on the tree $T_1^N$ instead of $T^N$ and we obtain a subtree $T_2^N$ whose leaves have weight no greater than that of $T_1^N$. Moreover, the height of $T_2^N$ is strictly smaller than the height of $T_1^N$. This means that after performing the above procedure at most finitely
many times we arrive at the tree with only one vertex, the root. This implies that
\[ W(T^N) \geq 1. \]

As we just observed, the leaves of \( T^N \) have height at least \( N - m \) so their weights are at most \( 2^{-s(N-m)} \) so the number of the leaves is at least
\[ 2^{s(N-m)}. \]

However, observe that \( \#_N T \geq \#_{T^N} \) because \( T \) is tidy. Therefore we see that
\[ \#_N T \geq 2^{s(N-m)}. \]

As \( N \) is arbitrarily chosen, this is what we want. \( \Box \)

4. LOWER DIMENSION AND MICROSETS

Returning to the Euclidean space, we now prove Theorem 1.1. We shall show that there exists a microset \( E \in \mathcal{G}_F \) such that
\[ \overline{\dim}_{B} E \leq \dim_{L} F \]
whenever \( F \) is a compact subset of \([0,1]\). The result easily generalizes to higher dimensions and Theorem 1.1 then follows from Proposition 2.3. The main idea behind the proof is to represent subsets of the unit interval as dyadic trees and then use the previous regularity lemma to determine the covering number of a microset.

For \( n \in \mathbb{N} \) and \( i \in \{0,1,\ldots,2^n-1\} \) we define the \( i \)-th dyadic interval of height \( n \) to be \( D_n(i) = \left[ \frac{i}{2^n}, \frac{i+1}{2^n} \right] \). This interval is then associated with the \( i \)-th vertex of level \( n \) in the full binary tree. We can then associate a subtree \( T(F) \) of the full binary tree to a compact set \( F \subseteq [0,1] \) by removing the \( j \)-th vertex of level \( k \) (as well as all of its descendants) if \( D_k(j) \cap F = \emptyset \). Note that if \( D_k(j) \cap F = \emptyset \) for some \( k \) and \( j \) then any smaller dyadic interval inside \( D_k(j) \) must also not intersect \( F \). So \( T(F) \) is indeed a subtree of the full dyadic tree. This association is morally 1-1, only failing to be due to the fact that dyadic rationals can be represented by two infinite paths. We get around this problem, as well as simultaneously explaining what the ‘tree analogue’ of our approach above used to avoid unwanted singletons arising as microsets, as follows. If there is some \( n \in \mathbb{N} \) and \( i \in \{1,\ldots,2^n-1\} \) such that \( \frac{i}{2^n} \in F \) then we need to check whether \( \left( \frac{i+1}{2^n}, \frac{i+2}{2^n} \right) \cap F = \emptyset \) or \( \left( \frac{i}{2^n}, \frac{i+1}{2^n} \right) \cap F = \emptyset \). If both intersections are empty then without loss of generality we remove the vertex associated to \( D_n(i) \) and keep the vertex associated to \( D_n(i-1) \). If both are non-empty then we keep both vertices. Finally, and most importantly, if only one of the two intersections is empty then we remove the vertex associated with the dyadic interval forming the empty intersection. Thus we have a 1-1 relationship between a subcollection of tidy infinite subtrees of the full binary tree and compact subsets of \([0,1]\).

Since we wish to somehow compare microsets and trees, we must also have a suitable notion of convergence of trees. Let \( T_i \) be a sequence of binary trees with roots denoted by \( a \). We say that \( T_i \) converges if there
exists a sequence of tidy binary trees \( \{ K_n \}_{n \in \mathbb{N}} \) with height \( n \) such that for all \( n \in \mathbb{N} \) there exists an \( I \in \mathbb{N} \) such that

\[
T_i(a, n) \text{ are equal to } K_n, \text{ for all } i \geq I.
\]

The limit \( \lim_{i \to \infty} T_i = T \) is defined to be the binary tree with root \( a \) and \( T(a, n) = K_n \) for all \( n \). Notice that if the above holds then it is necessary that \( K_{n_1} \) is a subtree of \( K_{n_2} \) for integers \( n_1 \leq n_2 \).

For any sequence of binary trees with unbounded heights, there exists a convergent subsequence. To see this we note that if a tree has some number of vertices at some level then there are only finitely many configurations for the vertices on the next level. Therefore for any sequence of trees of unbounded height, there will always be at least one configuration of the first \( n \) levels that repeats infinitely often for all \( n \in \mathbb{N} \).

Let \( T = T(F) \), then for any \( a \in V(T) \) and integer \( n \), the subtree \( T(a, n) \) corresponds to a finite approximation of a miniset \( E \) of \( F \) by blowing a dyadic interval of length \( 2^{-h(a)} \) up to the unit interval. Given a convergent sequence \( T(a_i, n_i) \) with \( h(a_i) \to \infty \), we can find a convergent sequence of minisets \( E_i = S(T(a_i, \infty)) \) such that the binary tree associated with the limit \( E_\infty \) is precisely \( \lim_{i \to \infty} T(a_i, n_i) \). To see that \( E_i \) indeed converges to \( S(\lim_{i \to \infty} T(a_i, n_i)) \) we need only to see that \( n_i \to \infty \) and the Hausdorff metric between \( E_i \) and \( S(\lim_{i \to \infty} T(a_i, n_i)) \) is bounded from above by \( 2^{-n_i} \).

Due to the construction of our tree such microsets will only intersect the boundary of \( X \) if there is a genuine isolated point, in which case there exists a number of actual microsets in the gallery containing the isolated point. Thus, without loss of generality, we may assume that the microsets obtained do satisfy our extra condition.

**Lemma 4.1.** If \( F \subseteq [0, 1] \) is a compact set and \( \varepsilon > 0 \), then there is a microset \( E \in \mathcal{G}_F \) such that \( \dim H E \leq \dim H F + \varepsilon \).

**Proof.** We associate a binary tree \( T(F) \) to \( F \). Such a tree \( T(F) \) is tidy by construction. Write \( s = \dim H F \) and observe that, for any \( \varepsilon > 0 \), we can find tidy subtrees \( T_i = T(a_i, n_i) \) of \( T(F) \) with height \( n_i \) and \( \#_n T_i \leq 2^{n(1+\varepsilon)} \). Moreover, we can assume that \( n_i \to \infty \) as \( i \to \infty \). We can also assume that \( h(a_i) \to \infty \). Indeed, if it is not possible to find such a sequence of \( a_i \), then there is an integer \( N_0 \) such that \( \#_N T(a, N) \geq 2^{(s+\varepsilon)N} \) whenever \( N \geq N_0 \) and \( h(a) \geq N_0 \). This implies that \( \dim H F \geq s + \varepsilon \) which is not possible.

Let us show that, for any integer \( m \geq 1 \), we can find \( T'_m = T(a'_m, n'_m) \) such that \( a'_m \in \bigcup_{i \in \mathbb{N}} V(T_i) \) and

\[
\#_n T'_m \leq 2^{(s+2\varepsilon)n} \tag{4.1}
\]

for all \( n \in [1, m] \). If we cannot find such a collection of subtrees, then all the trees \( T_i \) are locally \( (s + 2\varepsilon, m) \)-large for an integer \( m \) which does not depends on \( i \). Of course by dropping finitely many \( T_i \) we may assume that \( h(T_i) \geq m \) for all \( i \). Then take a \( T_i \) with large height (compared to \( m \)), then by Lemma 3.3 we see that \( \#_{n_i}(T_i) \geq 2^{(s+2\varepsilon)(n_i-m)} \). So we see that for all \( i \), with large enough \( n_i \),

\[
2^{(s+2\varepsilon)(n_i-m)} \leq 2^{(s+\varepsilon)n_i}.
\]
Therefore we see that
\[ n_i \leq (s + 2\varepsilon) \frac{m}{\varepsilon}. \]
This is a contradiction as \( n_i \) can be arbitrarily large, and hence such subtrees exist.

Let \( T'_m \) be a sequence of subtrees satisfying (4.1). By taking a subsequence of \( T'_m \) if necessary we assume that the sequence converges and this corresponds to a subset \( E \) of \( F \) with \( T(E) = \lim_{m \to \infty} T'_m \). It is clear that \( N_{2^{-n}}(E) = \#_n T(E) \leq 2^{(s+2\varepsilon)n} \) for all integers \( n \) and therefore the upper box dimension (and so the Hausdorff dimension) of \( E \) is at most \( s + 2\varepsilon \).

Now \( \sup_m h(a'_m) \) must be infinite because \( h(a_i) \to \infty \) and there are only finitely many vertices in each \( T_i = T(a_i, n_i) \). So we see that \( E \) is a microset. \( \square \)

**Theorem 4.2.** If \( F \subseteq [0, 1] \) is a compact set, then there is a microset \( E \in G_F \) such that
\[ \dim B E \leq \dim L F. \]

**Proof.** The above lemma says we can find a microset whose upper box dimension arbitrarily approximates the lower dimension of the original set. To obtain the equality desired we will use a Cantor diagonal argument to find a sequence of minisets which converge to a set satisfying the equality. From the previous lemma we know that, given \( \varepsilon > 0 \), there exists a subsequence of \( T'_m,\varepsilon \) which converges to \( T(E_\varepsilon) \) with \( \dim B E_\varepsilon \leq s + \varepsilon \), where \( s = \dim L F \). We actually have the following stronger inequality, that for all \( n \in [1, m] \),
\[ \#_n T'_m,\varepsilon \leq 2^{n(s+\varepsilon)}. \]

We construct an algorithm which will give us the desired sequence.

**Step 1:** Let \( j = 1 \) and \( n_1 = 1 \).

**Step 2:** Consider the subsequence of trees \( T''_{m,2^{-j}} \) which converges to \( T(E_{2^{-j}}) \). Let \( T_{n_j,j} = T'_{n_j+k,2^{-j}} \) where \( k \) is the smallest integer (including zero) such that \( T'_{n_j+k,2^{-j}} \) is in the convergent subsequence.

**Step 3:** Set \( n_{j+1} = n_j + k + 1 \) and \( j = j + 1 \), then repeat the previous step.

We thus obtain a sequence of strictly increasing integers \( \{n_j\} \) and a sequence of trees \( \{T_{n_j,j}\} \). There is therefore a subsequence which converges to the tree \( T(E) \) and \( E \) is such that
\[ N_{2^{-n}}(E) = \#_n T(E) \leq 2^{(s+2^{-j})n} \]
for all \( j \) and \( n \). Hence \( \dim B E \leq s \) as required. \( \square \)

5. **Obtainable Hausdorff Dimensions in a Gallery**

In this section we prove Theorem 1.3. Let \( \Delta \subseteq [0, d] \) be an arbitrary \( F_\sigma \) set which contains its infimum and supremum which we denote by \( \inf \Delta \) and \( \sup \Delta \), respectively. Further assume that \( \Delta \subseteq [0, d] \) is infinite, otherwise the proof is much simpler and we leave the details to the reader.
We use self-similar sets with particular dimensions as building blocks for $F$. We assume a working knowledge of self-similar sets and refer the unfamiliar reader to [F04, Chapter 9]. In what follows, we assume that the convex hull of each self-similar set we consider is $[0, 1]^d$. Let $Q_\infty \subseteq [0, 1]^d$ be a self-similar set generated by equicontractive homotheties satisfying the open set condition which has Hausdorff dimension $\sup \Delta$.

**Lemma 5.1.** For each $n \in \mathbb{N}$, there is a collection $\{ K(s, n) : s \in [0, \sup \Delta] \}$ of self-similar sets in $[0, 1]^d$ satisfying the open set condition such that $\dim_H K(s, n) = s$ and

$$d_H(K(s, n), Q_\infty) \leq \sqrt{d}/n \quad (5.1)$$

and, for a fixed $n$,

$$d_H(K(s, n), K(t, n)) \to 0 \quad (5.2)$$

as $|s - t| \to 0$.

**Proof.** To see that such a collection of sets exists, fix $n \in \mathbb{N}$ and assume $Q_\infty$ is generated by the iterated function system (IFS) $\{ f_i \}_{i=1}^a$ where each $f_i$ is a contracting homothety with common contraction ratio $c$. Define $k$ to be the smallest integer such that $c^k \leq 1/3$. Since $Q_\infty$ has the maximal dimension $\sup \Delta$, for any $s \in (0, \sup \Delta)$, the set $K(s, n)$ can be defined to be the self-similar set satisfying $\dim_H K(s, n) = s$ and generated by $a^k$ homotheties $\{ g_{n,j}^s \}_{j=1}^{a^k}$ of contraction ratio $a^{-k/s} < a^{-k/\sup \Delta} = c^k$ such that for any $j \in \{1, \ldots, a^k\}$, the image of $[0, 1]^d$ under $g_{n,j}^s$ lies in the corner of the image of $[0, 1]^d$ under $f_{i_1} \circ f_{i_2} \circ \cdots \circ f_{i_k}$ for some $i_1, i_2, \ldots, i_k \in \{1, 2, \ldots, a\}$. To do this in a canonical way it is enough to assume that $f_{i_1} \circ f_{i_2} \circ \cdots \circ f_{i_k}(0) = g_{n,j}^s(0)$. The set $K(0, n)$ can be defined similarly where we allow contraction ratio 0 and the set $K(\sup \Delta, n)$ is simply defined to be $Q_\infty$. This guarantees that

$$d_H(K(s, n), Q_\infty) \leq \sqrt{dc^k} \leq \sqrt{d}/n$$

which shows (5.1). Also, since the images $g_{n,j}^s([0, 1]^d)$ are placed in the same corner for each $s$, we also get, for fixed $n$ (and therefore fixed $k$) and for $s > t$,

$$d_H(K(s, n), K(t, n)) \leq \sqrt{d}(a^{-k/s} - a^{-k/t}) \to 0$$

as $|s - t| \to 0$. This proves (5.2). \qed

Since $\Delta$ is $\mathcal{F}_\sigma$ we may write it as $\Delta = \bigcup_n \Delta_n$ where each $\Delta_n$ is closed. Let

$$\Omega_n = \{ K(s, n) : s \in \Delta_n \} \subset \mathcal{K}([0, 1]^d)$$

and note that each $\Omega_n$ is closed by (5.2) and the fact that each $\Delta_n$ is closed. Since $\mathcal{K}([0, 1]^d)$ is separable in the Hausdorff metric, for each $n$ we can find a countable subset $\Omega_{n,0} \subseteq \Omega_n$ such that $\overline{\Omega_{n,0}} = \Omega_n$. Let $\Omega^0 = \{ Q_1, Q_2, Q_3, \ldots \}$ be an enumeration of $\bigcup_n \Omega_{n,0}$.

**Lemma 5.2.** We have

$$\overline{\Omega^0} = \{ Q_\infty \} \cup \bigcup_n \Omega_n.$$
Proof. First note that $\Omega^0 \supseteq \bigcup_n \Omega_{n,0} = \bigcup_n \Omega_n$ and $Q_\infty \in \Omega^0$ by construction (recall (5.1)) and so one direction is obvious. The other direction is more difficult, but follows from the way we defined the sets $K(s, n)$. It suffices to argue that $\{Q_\infty\} \cup \bigcup_n \Omega_n$ is a closed set. Let $K(s_i, n_i) \in \bigcup_n \Omega_n$ be a convergent sequence of sets, where for each $i$, $K(s_i, n_i) \in \Omega_{n_i}$. By taking a subsequence if necessary we may assume that either $n_i \to \infty$, in which case $K(s_i, n_i) \to Q_\infty$ by (5.1), or $n_i = n$ is constant. In this second case, we may take a further subsequence (using compactness of $\Delta_n$) where $s_i \to s \in \Delta_n$. Therefore $K(s_i, n_i) \to K(s, n) \in \Omega_n$ by (5.2). This proves the claim. \hfill \box

We are now ready to build $F$, but there are two slightly different cases depending on whether or not $\inf \Delta = 0$. The basic idea is to arrange shrinking copies of the sets $Q_i$ in such a way that a given miniset only sees a significant proportion of one of the sets $Q_i$, thus making the microsets easier to understand. Using Lemma 5.2 we then argue that microsets generated this way are essentially restricted to $\Omega^0$ plus another set $Q_0$ which has dimension $\inf \Delta$.

First, suppose that $\inf \Delta > 0$ and let $Q_0 \subseteq [0, 1]^d$ be a self-similar set generated by homotheties and satisfying the strong separation condition which has Hausdorff dimension $\inf \Delta$. We now construct $F$ based on the structure of $Q_0$, see Figure 1 for an illustration. Suppose $Q_0$ is generated by $b \geq 2$ similarity maps $\{h_u\}_{u=1}^b$ with common contraction ratio $c_0$ and let $I = \{1, \ldots, b\}$. Let $(\alpha_i)_{i \in \mathbb{N}}$ be a sequence of distinct integers which increases super exponentially and assume $\alpha_0 = 0$. Let

$$I_{\alpha_i} = \{(u_1, \ldots, u_{\alpha_i}) \in I^\alpha : (u_1, \ldots, u_{\alpha_i-1}) = (1, \ldots, 1) \text{ and } (u_{\alpha_i-1+1}, \ldots, u_{\alpha_i}) \neq (1, \ldots, 1)\}.$$  

Then for all $i \in \mathbb{N}$ define

$$Q_i^* = \bigcup_{(u_1, \ldots, u_{\alpha_i}) \in I_{\alpha_i}} h_{u_1} \circ h_{u_2} \circ \cdots \circ h_{u_{\alpha_i}}(Q_i)$$

and let

$$F = \bigcup_{i \in \mathbb{N}} Q_i^*.$$
We claim that $F$ has the desired properties. Since each $Q_i$ is a miniset of $F$, we clearly have $$\overline{Q^0} \subseteq G_F.$$ Furthermore, since $d_H(h_1^{-1} \circ \cdots \circ h_{i-1}^{-1}(F) \cap [0,1]^d, Q_0) \leq \alpha_i - \alpha_{i-1}$, where $h_1^{-1}$ is composed $\alpha_i$ times, we see that $Q_0 \in G_F$. Therefore, by Lemma 5.2,
$$\Delta = \{\dim H E : E \in \{Q_0 \cup \overline{Q^0}\} \subseteq \{\dim H E : E \in G_F\}.$$ It remains to show that we do not get any ‘unwanted’ microsets appearing whose Hausdorff dimension is outside of $\Delta$. Let $E \in G_F$ and therefore we can find cubes $J_k$ and vectors $t_k = \left( \min_{(x_1, \ldots, x_d) \in J_k} x_1, \ldots, \min_{(x_1, \ldots, x_d) \in J_k} x_d \right)$ such that $$\sqrt{d} \frac{\text{diam } J_k}{\sqrt{d}} (F \cap J_k - t_k) \to E.$$ If for all large enough $k$ we have that $J_k$ intersects more than one of the sets $Q^*_i$, then for all but at most one of the sets $Q^*_i$, the constituent pieces $h_{u_1} \circ h_{u_2} \circ \cdots \circ h_{u_m}(Q_i)$ become arbitrarily small compared with the diameter of $J_k$ and for such $Q^*_i$ the portion intersecting $J_k$ will get arbitrarily close to a subset of $Q_0$. Therefore we may assume that $J_k$ intersects only one of the sets $Q^*_i$ for all large enough $k$, since the contribution from other sets either approaches a subset of $Q_0$, a singleton, or disappears completely.

Either the set of $i$ such that $Q^*_i$ intersects $J_k$ for some $k$ is bounded, in which case $E$ is a microset of one of the sets $Q_i$, and therefore $\dim H E \in \Delta$, or the set of $i$ such that $Q^*_i$ intersects $J_k$ for some $k$ is unbounded, in which case $E$ is either a microset of $Q_0$ or a microset of a set from $\overline{Q^0}$, depending on how large the constituent pieces of $Q^*_i$ are with respect to each $J_k$. Lemma 5.2 implies that in all cases $\dim H E \in \Delta$. This completes the proof in the case $\inf \Delta > 0$.

The proof in the case $\inf \Delta = 0$ is similar, but actually more straightforward, and so we only sketch the idea. We let $$Q^*_i = 2^{-i} Q_i + (2^{-i}, 0, \ldots, 0)$$ and $$F = \bigcup_{i \in \mathbb{N}} Q^*_i,$$ that is we scale the sets $Q_i$ by a superexponential factor and then arrange them in an exponentially decreasing sequence accumulating at $0$. Arguing as above, a microset of $F$ is either a microset of the set $\{0\} \cup \{2^{-i} : i \in \mathbb{N}\}$ (which plays the role of $Q_0$ above) or a microset of a set from $\overline{Q^0}$.

6. SMALL MICROSETS

In this section, we will prove Theorem 1.4. If $F$ has a genuine microset of zero Hausdorff dimension then it is clear that $F$ has zero lower dimension. Therefore we just need to show the other direction, this will be done by proving the contrapositive. Let $F$ be a compact subset of $\mathbb{R}^d$ such that the
gallery of $F$ contains only microsets of cardinality at least two. To prove our result we just need to show $\dim H F > 0$.

Let $k > 1$ be an integer. In what follows cubes are assumed to be oriented with the coordinate axes. We say that $F$ satisfies property $P(k)$ if for every $x \in F$ and $R \in (0, 1)$ the following statement is satisfied:

If $Q(x, R)$ is the closed cube centred at $x$ with side length $R$, then there exist two cubes with disjoint interiors and with centres in $F \cap Q(x, R)$ and side lengths $2^{-k} R$.

If $F$ fails property $P(k)$ for all integers $k$ then for all $k$ there is a cube $Q_k$ such that $Q_k \cap F$ can be covered by one cube of side length $2^{-k}$ times that of $Q_k$. It follows that $T_k(F) \cap [0, 1]^d$ converges in the Hausdorff metric to a singleton as $i \to \infty$, where $T_k$ is the unique homothety mapping $Q_k$ to $[0, 1]^d$. Therefore by our assumption we see that $F$ satisfies $P(k)$ for some integer $k > 1$, which we fix from now on.

Let $x \in F$ be arbitrarily chosen and fix $0 < r < R \leq 1$. Consider $Q(x, R)$ and since $F$ satisfies $P(k)$ we see that there exist two disjoint cubes with centres in $F \cap Q(x, R)$ and side lengths $2^{-k} R$. Repeat the argument inside each of these cubes and then inside each of the four cubes at the next level and so on. Run this argument $m$ times where $m$ is chosen to be the largest integer such that $2^{-km} R > r$. It follows that there are disjoint cubes of side length at least $r$ contained in $Q(x, 2R)$. It follows that $\dim L F \geq 1/k > 0$, as desired.

7. Further remarks and problems

7.1. Dimensions which need not appear as dimensions of microsets. Here we elaborate on the following question: given a compact set $F \subset \mathbb{R}^d$, which dimensions of $F$ necessarily appear as the Hausdorff dimension of a microset of $F$ with unbounded scaling sequence? The answer is: the lower and Assouad dimensions necessarily do, but the Hausdorff, packing and upper and lower box dimensions need not. Note that it is vital to include the requirement that the scaling sequences are unbounded as otherwise the set itself appears as a microset and the question is trivial. Concluding that the upper and lower box dimensions do not necessarily appear even in the closure of $\{\dim H F : E \in \mathcal{G}_F \text{ has unbounded scaling sequence} \}$ is straightforward. For example the set $\{1/n : n \in \mathbb{N}\}$ has box dimension $1/2$, but all its microsets with unbounded scaling sequence are either an interval or a singleton.

Concluding that the Hausdorff and packing dimensions do not necessarily appear as Hausdorff dimensions of microsets with unbounded scaling sequence is a little more subtle and relies on our proof of Theorem 1.3. Let $\Delta = \{1, 1/2 - 1/(n+1) : n = 1, 2, \ldots \}$, which is clearly $\mathcal{F}_\sigma$, and let $F \subset \mathbb{R}$ be the set constructed in the proof of Theorem 1.3 given this $\Delta$. Note that we may assume $\Omega_0 = \{Q_1, Q_2, \ldots \}$ where $Q_n$ has dimension $1/2 - 1/(n+1)$ and importantly $Q_\infty \notin \Omega_0$. It follows that $\dim H F = \dim P F = \sup_n \dim H Q_n = \ldots$.
$1/2 \notin \Delta$ as required. The important point is that the $Q_n$ are chosen such that $\dim_H Q_n \to 1/2$, but $Q_n \to [0, 1]$ in the Hausdorff metric. Note that in the above example, the Hausdorff and packing dimensions do appear as accumulation points of the set of Hausdorff dimensions of microsets and so we pose the following question.

**Question 7.1.** Is it true that if $F \subset \mathbb{R}^d$ is compact, then $\dim_H F$ appears in the closure of $\{\dim_H E : E \in G_F \text{ has unbounded scaling sequence}\}$?

### 7.2. Hausdorff measures of microsets

Let us first recall that it is possible to obtain the following slightly stronger version of Theorem 2.4; see [F17, Theorem 1.3].

**Theorem 7.2.** Let $F$ be a compact set, then

$$\dim_A F = \max\{s \geq 0 : E \in G_F \text{ and } H^s(E) > 0\}.$$

Thus we can find a microset of $F$ whose $s$-Hausdorff measure is positive, where $s$ is the Assouad dimension of $F$. It is very natural to ask whether the following dual result for the lower dimension holds.

**Question 7.3.** Is it true that if $F$ is compact, then $\dim_L F = \min\{s \geq 0 : E \in G_F \text{ and } H^s(E) < \infty\}$?

### 7.3. Set theoretic complexity of $\{\dim_H E : E \in G_F\}$

We proved that the set of dimensions attained by a gallery can be surprisingly complicated: it can be $\mathcal{F}_\sigma$, despite the gallery itself being $\mathcal{F}$. However, we are unaware if the set of attained dimensions can be any more complicated than $\mathcal{F}_\sigma$. We remark that

$$\left\{\{\dim_H E : E \in G_F\} : F \subseteq [0, 1]^d \text{ compact} \right\}$$

must have cardinality $\aleph_1$, since we have a natural surjection from the set of compact sets $F \subseteq [0, 1]^d$ onto this set. In particular, there must be sets (which contain their infimum and supremum) which cannot be obtained as the set of dimensions attained by a gallery.

**Question 7.4.** If $F \subseteq [0, 1]^d$ is compact, then is $\{\dim_H E : E \in G_F\} \subseteq [0, d]$ an $\mathcal{F}_\sigma$ set? If not, does it belong to a finite Borel class?
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