Quantification of a subsea CO\textsubscript{2} release with lab-on-chip sensors measuring benthic gradients
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ABSTRACT

We present a novel approach to detecting and quantifying a subsea release of CO\textsubscript{2} from within North Sea sediments, which mimicked a leak from a subsea CO\textsubscript{2} reservoir. Autonomous lab-on-chip sensors performed in situ measurements of pH at two heights above the seafloor. During the 11 day experiment the rate of CO\textsubscript{2} release was gradually increased. Whenever the currents carried the CO\textsubscript{2}-enriched water towards the sensors, the sensors measured a decrease in pH, with a strong vertical gradient within a metre of the seafloor. At the highest release rate, a decrease of over 0.6 pH units was observed 17 cm above the seafloor compared to background measurements. The sensor data was combined with hydrodynamic measurements to quantify the amount of CO\textsubscript{2} escaping the sediments using an advective mass transport model. On average, we directly detected 43 ± 8% of the released CO\textsubscript{2} in the water column. Accounting for the incomplete carbonate equilibration process increases this estimate to up to 61 ± 10%. This technique can provide long-term in situ monitoring of offshore CO\textsubscript{2} reservoirs and hence provides a tool to support climate change mitigation activities. It could also be applied to characterising plumes and quantifying other natural or anthropogenic fluxes of dissolved solutes.

1. Introduction

Atmospheric carbon dioxide concentration has risen to >407 parts per million, a 47% increase over the concentration at the beginning of the industrial era (Friedlingstein et al., 2019). Carbon capture and storage (CCS) has been proposed as a tool to decrease emissions or atmospheric concentrations of CO\textsubscript{2}; this approach is included in many mitigation scenarios for keeping global warming to below 1.5 °C above pre-industrial levels (IPCC, 2005; Gale et al., 2015, 2018)). In Europe, most of the identified CO\textsubscript{2} storage capacity is in offshore sites, including in depleted subsea oil and gas reservoirs (IEA Greenhouse Gas R&D Programme (IEA GHG) 2008). A requirement for this offshore CO\textsubscript{2} storage is the ability to monitor and ensure reservoir integrity during and after the initial storage activity (Dean et al., 2020). This is necessary to satisfy regulatory requirements and to alleviate public concern around potential risks (Mabon et al., 2015). Reservoir integrity can be monitored in the reservoir itself but must also be complemented by monitoring for emissions of CO\textsubscript{2} into the overlying seawater (Dean and Tucker, 2017). Any techniques used to monitor for emissions should be sufficiently sensitive that the emission is detected and quantified before the regulatory limit is breached, and before any damage can occur to the local environment or ecosystem. Such monitoring techniques need to be developed and validated at low, known rates of CO\textsubscript{2} release in a relevant environment, to provide confidence in their suitability.

To this end, various novel methods for detecting a small subsea release CO\textsubscript{2} were developed and demonstrated in the context of the EU project “STEMM-CCS” (Strategies for environmental monitoring of marine carbon capture and storage; see (Flohr et al., 2021b)). Custom-built equipment enabled a release of CO\textsubscript{2} at a controllable flow rate 3 m below the seafloor, designed to mimic a leak from an offshore storage facility.

Here we present a novel approach to detecting and quantifying this CO\textsubscript{2} release in the water column using novel autonomous sensors...
measuring parameters of the carbonate system in seawater. The instruments, mounted on a seafloor lander, sampled at two altitudes above the seafloor. This data, combined with information about the local hydrodynamics, allowed for detection and quantification of the CO₂ release.

The technique described here is inspired by the gradient flux approach for quantifying vertical fluxes of solutes in the benthic boundary layer. In this approach, the concentration of a solute is measured at multiple vertical distances from the seafloor and coupled with measurements or estimates of local hydrodynamic properties. This technique has been used for the measurement of oxygen and indirectly for nutrients through the collection and subsequent analysis of samples (Holtappels et al., 2011), and for the measurement of oxygen (McGillis et al., 2011) and oxygen and pH (Takeshita et al., 2016) fluxes in a coral reef using autonomous in situ sensors.

Here, we use a set up adapted from the gradient flux setup to quantify a mass flow of CO₂ from a point on the seafloor. The source of the signal of interest (dissolved inorganic carbon) is not a planar vertical flux from the seafloor, but instead is the result of the turbulent advection of a vertical line source with a strong concentration gradient. As the CO₂ escapes from the sediment into the overlying water column it is typically in the form of a stream of gaseous bubbles. These bubbles readily dissolve in seawater and together with dissolved CO₂ escapes from the sediment into the overlying water column it is typically for nutrients through the collection and subsequent analysis of samples (Holtappels et al., 2011), and for the measurement of oxygen (McGillis et al., 2011) and oxygen and pH (Takeshita et al., 2016) fluxes in a coral reef using autonomous in situ sensors.

Throughout the experiment, other equipment for the detection, characterisation, and quantification of the gaseous and dissolved CO₂ through other means were also deployed around the site, including the deployment of LOC sensors on an ROV (Monk et al., 2020). Direct sampling was complemented by other in situ chemical, optical, and acoustic measurement in the sediment and the water column; an overview of the techniques can be found elsewhere (Flohr et al., 2021b).

2.2. Sensors and instrumentation

The measurements used in the CO₂ detection and quantification approach described in this paper were performed by LOC sensors which use a common hardware platform for implementing chemical assays (Beaton et al., 2012). These sensors are based around microfluidic chips: plastic discs with micro-scale channels and recesses machined onto their surfaces (Fig. 1a). These are bonded together to form a network of fluidic ports and channels. Some of these channels form optical cells in which optical absorbance measurements are performed. Pumps, valves, and electronics are mounted directly onto the chips (Fig. 1a), and the whole assembly is placed in a waterproof pressure-compensating housing. Reagents and where applicable calibration standards are stored in flexible bags external to the housing. Reagents and samples are pumped into the device with a deep-sea compatible syringe pump and valves. The sample and reagents mix in the fluidic channels and the reaction products are analysed optically.

The pH sensor utilises the standard seawater spectrophotometric pH method using purified meta-Cresol Purple indicator dye (Dickson et al., 2007). The sensor is described elsewhere (Rétolle et al., 2013; Yin et al., 2021) but in brief: a small plug of dye is introduced into a long (80 cm) channel full of seawater sample. As the dye plug moves along the channel, an axial dispersion curve of dye is created as a function of distance and hence time at a fixed location. This dye passes through an optical cell at the end of the channel where the sample is illuminated by two LEDs (peak wavelengths 435 and 590 nm) and the intensity of the transmitted light is measured with a photodiode. The optical absorbance of the sample is calculated from the Beer-Lambert law, referenced to the intensity measured while the blank seawater (without dye) passed through the cell directly ahead of the dye. This compensates for any intrinsic light absorptivity of the sample and any slow-scale optical drift caused by channel staining or changes in LED output levels. From this measurement the pH of the dye-free seawater is calculated. Because the peak wavelength of the 590 nm LED is further away than the absorbance maximum wavelength of mCP (578 nm), the sensor is calibrated at a 0 - 40 °C temperature gradient with in-house, gravimetrically prepared Tris–HCl synthetic seawater (S = 35) buffers against their historical temperature-dependant (at constant S = 35) pH value determined in the Harned cell by DelValls and Dickson (1998). The pH sensor was validated for its conformity with the spectrophotometric method on the benchtop Cary UV–Vis 600 spectrophotometer using validation seawater samples under laboratory-controlled conditions and in the field, and the overall measurement uncertainty of the sensor has been estimated at ≤0.010 pH units at pH = 8 and ≤0.014 pH units at pH =...
Quantifying the CO$_2$ in the water column requires knowledge of the concentration and spatial distribution of the CO$_2$. Rather than measure a quasi-steady-state plume with a spatially-distributed array of sensors, we use a single sensor in a fixed location and rely on the counter clockwise progression of the tidal ellipse to sweep the entire plume of CO$_2$-enriched waters over the sensors during each tidal cycle. To optimize this approach, the lander is positioned so that it is exposed to the plume over much of the tidal cycle (Fig. 2a).

The pH time series data from the sensors was used to calculate a time series of excess DIC (Fig. 2b) using the software package CO2SYS (Lewis and Wallace, 1998; van Heuven et al., 2011); the carbonic acid dissociation constants used were the recommended pairing (Mehrbach et al., 1973; Kester et al., 1994; Kester et al., 2000).

Further information on the sensor can be found in Yin et al. (2021). The entire measurement cycle takes approximately 10 min, with 5.7 min of flushing, 0.5 min of sample collection from the surrounding environment, and 3.5 min of injecting and analysing the sample pH. Each measurement is timestamped to the middle of the sample collection step.

The TA sensor implements a single-step open-cell titration (Breland and Byrne, 1993; Li et al., 2013) where seawater is mixed with a salinity-matched titrant comprising hydrochloric acid, bromophenol blue pH indicator, and a surfactant (Tween-20). The CO$_2$ produced is removed into NaOH in a gas exchange column. The mixed, degassed solution enters an optical cell where its optical absorbance is measured at two wavelengths (435 nm and 591 nm). This yields the pH of the mixed, degassed solution which allows calculation of the TA of the seawater sample (overview available in Wang et al., 2019). The sensor carries two certified reference materials for re-calibration in the field. The materials (CO$_2$ Seawater Reference Materials, Scripps Institute of Oceanography, batches 162 and 180) are re-measured after each 20 samples and used by the instrument to provide environmentally-dependant calibration terms in the TA calculation. The overall measurement uncertainty of this sensor in temperature-stable field deployments has been estimated at ±5 µmol/kg and each measurement takes 10 min.

The LOC sensors were mounted onto custom-built landers (Fig. 1b). Each lander had a LOC sensor for pH and TA, along with additional sensors and equipment. Each LOC sensor had two inlets, each with an 80 cm long sampling tube and a 0.45 µm pore size PES syringe filter at the intake end of the sampling tube. One intake filter for each sensor was placed near the bottom of the frame (16.9 ± 2.2 cm from the seabed) and one near the top of the frame (87.2 ± 2.2 cm above the seabed). The sensors alternated between taking samples from the two inlets. The goal of this approach was to characterize the vertical concentration gradient in each parameter, if any, and to use this to quantify the total CO$_2$ emission from the seafloor by the release experiment.

The same landers also housed a pH eddy covariance system (Koopmans et al., 2021). This system included a water velocimeter (Nortek Vector, Nortek AS, Norway) which performed high frequency measurements (>1 Hz) at 16 cm above the seafloor. On separate lander 375 m to the southeast, a single-point current metre (Nortek Aquadopp 3000 m, Nortek AS, Norway) measured the current every 10 min at 1.2 m height (Fig. 2a). Data from these two instruments was used to estimate the current velocity profile near the seabed.

The landers were deployed by remote-operated vehicle (ROV) and positioned 2.6 m due south of the bubble stream epicentre (Fig. 1c). The ROV had an equipment weight limit which prohibited the landers from holding enough batteries to run all of the systems continuously throughout the experiment. Instead, two identical landers were prepared, each with enough batteries to operate continuously for 48 h. Each LOC sensor was powered by a set of 4 D cell batteries in a deep-sea-rated titanium housing. The landers were swapped at the seafloor by the ROV every 48 h to allow for continuous monitoring of the CO$_2$ signal before, during, and after the release.

2.3. Quantification of the CO$_2$

Quantifying the CO$_2$ in the water column requires knowledge of the concentration and spatial distribution of the CO$_2$. Rather than measure a quasi-steady-state plume with a spatially-distributed array of sensors, we use a single sensor in a fixed location and rely on the counter clockwise progression of the tidal ellipse to sweep the entire plume of CO$_2$-enriched waters over the sensors during each tidal cycle. To optimize this approach, the lander is positioned so that it is exposed to the plume over much of the tidal cycle (Fig. 2a).

The pH time series data from the sensors was used to calculate a time series of excess DIC (Fig. 2b) using the software package CO2SYS (Lewis and Wallace, 1998; van Heuven et al., 2011); the carbonic acid dissociation constants used were the recommended pairing (Mehrbach et al.,...
Fig. 2. (a) Plot of the near-southbound currents during one tidal cycle; the length of the line is the current speed in m/s (scale indicated on the top). The red box indicates the position of the lander relative to the cardinal directions and the black dashed line is the range of directions over which the plume was detected. (b) The excess DIC at 16 cm altitude, calculated at the same time points, with the colours matching those of the simultaneously measured currents in (a). (c) Illustration of the system geometry and of the terms \( u(z) \), \( \delta DIC(z) \), and \( w \). The lander is due south of the bubble streams. The currents sweep the plume of excess DIC over the lander. The total DIC content of the plume is calculated for each segment of data by integrating the flux over a surface with arc width \( w \). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

The excess DIC distribution, \( \delta DIC_n(z) \), is estimated from a bubble dissolution model (Dewar et al., 2021, 2015). The bubbles were not fully dissolved until they were several metres above the seafloor. By scaling the outcomes of the model to the measurements of the excess DIC in the water column at two heights above the seafloor we can represent the full vertical distribution of DIC in the water column at the sensor location:

\[
\delta DIC_n(z) = \frac{r_b(a + b e^{-cz})}{u_n(z)}
\]

The values of the dimensionless constants \( a \), \( b \), and \( c \) were defined by an exponential approximation of the bubble dissolution model output. The bubble dissolution model assumes an average bubble diameter of 4 mm, with \( a = -0.936 \), \( b = 2.385 \) and \( c = 0.450 \). This diameter was based on estimates of bubble size made from in situ optical and acoustic measurements (Li et al., 2021) which showed a modal bubble diameter of 3.4 mm and a median bubble diameter of 5.3 mm. The constant \( r_b \) is the scaling term (in mol/m\(^2\)s) to match the model to the data and is calculated from a least-squares fit of the model to three \( \delta DIC \) concentrations: one at the lower sensor inlet, one at the higher sensor inlet, and one in the overlying water column where \( \delta DIC = 0 \). \( \delta DIC_n(z) \) thus describes the height-dependent bubble dissolution, diluted in the plane perpendicular to the sediments by the current velocity at each height \( z \), and scaled to the observed levels of excess DIC. The emission of excess DIC from the sediment pore water was neglected as experimental results showed that it was negligible (Lichtschlag et al., 2020). After the rate constant was determined for each segment, the residuals of the fitted \( \delta DIC_n(z) \) vs \( z \) curve were calculated for each integer mm bubble diameter. The fits to the 4 mm diameter bubbles had the lowest residuals which confirmed that this bubble size was the most appropriate to use.

To estimate the current velocity \( u_n(z) \) during each segment we use the log-law velocity profile

\[
u_n(z) = \frac{u_n}{k} \ln \left( \frac{z}{z_0} \right)
\]

where \( z_0 \) is the bottom roughness, \( u_n \) is the velocity-dependent friction velocity, \( k \) is von Kármán’s constant (\( k = 0.41 \)). \( z_0 \) was held constant.
while \( u \) was scaled to meet the observed velocity gradient.

The physical constants \( u_0 \) and \( z_0 \) were estimated by using values of \( u(z) \) at two heights \( z_1 \) and \( z_2 \) from the two current sensors to simultaneously solve for

\[
z_o = \exp \left( \frac{u(z_1) \ln(z_2) - u(z_2) \ln(z_1)}{u(z_1) - u(z_2)} \right)
\]

(6)

\[
u_o = \frac{u(z_1)}{\ln \left( \frac{z_1}{z_0} \right)}
\]

(7)

The product of \( u_0(z) \) and \( \Delta DIC(z) \) yields a flux over the surface at radius 2.6 m from the bubble source. The total excess DIC mass flow rate in each segment \( DCI \) is calculated by multiplying this flux by the arc length of each segment \( (w_o) \) and integrating over the vertical term \( z \) from the seafloor to the open water column (see illustration, Fig. 2c).

3. Results

3.1. Background measurements: hydrodynamics and total alkalinity

The currents at the site oscillated between predominantly northbound and southbound (Fig. 4). The maximum flow speed was between 0.1 and 0.2 m/s. To provide representative values, during mean steady-state southbound currents, Eqs. (6) and 7 yielded values of \( z_o = 2 \times 10^{-4} \) m and \( u_o = 0.0073 \) m/s.

The TA LOC sensors returned values of 2312.3 ± 25.5 µmol/kg at the upper inlet and 2308.9 ± 27.6 µmol/kg at the lower inlet \( (n = 562 \) samples at each inlet). There were no detectable correlations between TA and current direction, current magnitude, or time of day. Bottle samples were collected by a ship in the vicinity and subsequently analysed in a lab with standard methods (Espósito et al., 2020; Schmidt, 2019). Samples taken at depths >100 m showed TA = 2319.8 ± 10.6 \( (n = 71 \) samples). Since the TA LOC sensors, which were experimental prototypes, showed low accuracy and high variability compared to the bottle samples, and since the TA sensor means and variance were not correlated to current direction (i.e. not affected by site activity or CO\(_2\) release) or to time of day or height from the seafloor, the mean bottle sample TA values were used in calculations of the DIC concentration. More details on this point can be found in the Discussion section.

3.2. pH measurements

The pH LOC sensors took one measurement every 10 min. One sensor failed, causing the loss of data during one 48-hour deployment; it was replaced immediately afterwards with a backup sensor.

Before the CO\(_2\) release began, the baseline pH ranged from 8.035 – 8.049 and showed small variations with current magnitude, with a small drop in pH (~10 mph) during periods of high currents, whether north or southbound (Fig. 5) due to increased turbulent mixing (Holtappels et al., 2011). During this baseline period the difference between the upper and lower inlet never exceeded 5 mPH and the mean difference between them was 1.9 mPH.

As the CO\(_2\) release rate increased, increasingly large drops in pH were detected in the water whenever the currents turned southwards (Fig. 4). Transient drops of >0.6 pH units (equivalent to a DIC increase of >200 µmol/kg) were detected at the lower sensor inlet during the highest CO\(_2\) release rate.

There was a large difference between the upper and lower sensor intakes, with a notably lower pH at the lower inlet. During southbound currents at the highest release rate, the average pH at the lower and upper inlets was 7.85 and 7.98 respectively, equivalent to an excess DIC of 75 and 28 µmol/kg. Transient differences of >0.5 pH units between inlets were observed multiple times during this release rate.

The total DIC in the water column increases with CO\(_2\) release rate but also varies within each release rate (Fig. 5). On average, 43 ± 8% (mean ± 1σ) of the CO\(_2\) released by the CO\(_2\) injection system was detected as DIC in the water column by this method. At the lowest release rate, small drops in pH were visible on both inlets of the sensors but only for one or two data points during near-stagnant flow conditions, when the excess DIC was building up in the volume of water directly around the bubble streams.

Uncertainties in DIC emission (the error bars on Fig. 5) include contributions due to a ± 0.5 mm uncertainty on bubble diameter and an estimated ± 0.005 pH unit uncertainty of the pH sensor. The uncertainty in TA had little effect as the CO\(_2\) release quantification was a function of excess DIC rather than absolute DIC, and so was neglected here. However, our experimental setup has additional uncertainties which are more difficult to estimate. The bubble streams were intermittent and changed throughout the experiment; as a result, and because the DIC source was streams of individual bubbles in a moving current, the pH of the water at the lander was spatially inhomogeneous and changed rapidly (see data in (Koopmans et al., 2020) where pH data is collected at >1 Hz). The LOC sensors only measure one point every 10 min, resulting in undersampling relative to the timescales during which the pH of water in the plume of the bubble streams could change. Nevertheless, this measurement period is very fast compared to the 12.5 h tidal cycle and the ~4.5 h long period during which currents were within 45° of southbound during each tidal cycle.

4. Discussion

4.1. CO\(_2\) quantification and relevance for CCS monitoring

The CO\(_2\) release was successfully quantified using Eq. (2) at CO\(_2\) release rates ≥14.3 kg/d. Regulations on maximum permitted leaks have not yet been established for offshore CCS. However, one can apply proposed limits to the planned injection rates for the reservoir above which this experiment took place (i.e. <0.001%/yr of 10 Mt). This yields a representative maximum leakage rate of 274 kg/d (Flohr et al., 2021b). This is nearly twenty times higher than the rate at which we demonstrated detection and quantification of the released CO\(_2\).

The technique presented here likely underestimated the DIC in the water column due to the equilibration time of the carbonate system in seawater. Carbonate equilibration is a complex process with many variables, but for representative conditions of this experiment, the T90 (the time to get to 90% of the final equilibrium) is ~300 s (Koopmans et al., 2021; Schulz et al., 2006). Under steady-state southbound currents (~10–20 cm/s) the elapsed time between a volume of water passing through the bubble streams and being analysed in the LOC sensor’s optical cell would have been between 160 and 175 s. With this elapsed time, only about 70% of the true signal would have been measured. Taking this into account increases the estimate of the CO\(_2\) in the water column from 43 ± 8% to up to 61 ± 10% of that injected. This result was comparable with the estimates from other techniques used in the same experiment: at the highest release rate, the eddy covariance-based method measured 74% of the injected CO\(_2\) in the
an ROV survey using pH sensors measured 57% (Monk et al., 2021), and a gas-collection method measured 48% (Flohr et al., 2021a). The remaining CO$_2$ is expected to have remained in the sediments, where evidence of both dissolved (de Beer et al., 2021; Lichtschlag et al., 2020) and gaseous (Roche et al., 2021) CO$_2$ was observed during the experiment. It is possible that the quantification was also underestimated by only including measurements from when the currents were within $\pm 45^\circ$ of southbound. This cut-off was used to exclude CO$_2$ that accumulated in the water column at slack currents.

The amount of excess DIC measured in the water column varied within each injection rate. This may reflect several aspects of the variability of the experiment. The visible emission of CO$_2$ from the sediment was not steady: throughout the 11 day experiment, 22 different bubble streams were identified, starting and (in some cases) stopping at various injection rates. Some CO$_2$ may have been diverted to new streams (either included in or excluded from detection by the sensors, depending on location) throughout the course of a tidal cycle measurement period. The rate of retention of CO$_2$ within the sediment may have been inconsistent, either as rapid dissolution took place around newly-formed fractures or as pools of CO$_2$ formed within the sediment (Roche et al., 2021). In other experiments designed to mimic a seafloor CCS CO$_2$ leak, the presence and intensity of bubble plumes was affected by water depth (Kita et al., 2015), with higher release during lower tides. As all of the measurements taken here were during southbound currents, when the water depth was lower than during northbound currents, it is possible that this technique slightly overestimates the rate of CO$_2$ emission into the water column over an entire tidal cycle. However, the change in water depth due to tides here was at most $\pm 0.9\%$ of the mean water depth so it is unlikely that this caused a significant effect.

The results of these measurements can inform the requirements for CCS monitoring techniques. The strong vertical gradient caused by the rapid dissolution of gaseous CO$_2$ in the water column means that it is important to measure near the seabed. The parameterised model of the DIC distribution suggests that the plume’s signal would be virtually undetectable over 2 m height above the seabed. This conclusion is corroborated by results from other approaches to map the plume (Monk et al., 2021) and by pre-experiment models (Blackford et al., 2020). This outcome imposes strict conditions on the design of CCS monitoring approaches in areas with similar hydrodynamic and physical characteristics to our field site. Monitoring an entire reservoir requires large spatial coverage, which would ideally be achieved through putting sensors on an underwater vehicle rather than through a large array of fixed equipment. However, the strongest signals are found closest to the seabed, which is challenging location for operation of an autonomous underwater vehicle. It may be possible, or even necessary, for a vehicle to operate a vehicle.
to sample from a position below its main body, for example, by pumping sample water up from a weighted sample tube closer to the seafloor. This could be complemented by landers or moving benthic vehicles placed in or near strategic locations where a leak is more likely to occur – at a wellbore, for example (Dean and Tucker, 2017).

Previous work has suggested that, in a CCS context, a 0.1 decrease in pH would be a representative threshold below which some environmental impacts may be expected (Blackford et al., 2020). This value is smaller than the variation which can be observed in marine systems due to naturally-occurring seasonal cycles and is the estimated reduction in average surface seawater pH caused by human activities (Royal Society, 2005). To contextualize our measurements with this value, we observe that in our data from release rates of \(\leq 29 \text{ kg/d} \), this threshold was only exceeded once. At the next-highest release rate (86 kg/d), the pH signal during southbound currents was, on average, 0.172 and 0.060 units lower than during the northbound currents at the lower and upper inlets, respectively and at the highest rate of 143 kg/d these values were 0.212 and 0.075. This technique was able to detect and quantify the CO\(_2\) release at flow rates below those which would cause a 0.1 pH decrease even over a spatial area of square metres. Further sensitivity can be achieved by taking natural temporal and seasonal variability and stoichiometric ratios into account (Blackford et al., 2017). This approach has been demonstrated for the field experiment described here, using this data and others, and can be found elsewhere in this special issue (Omar et al., 2021).

### 4.2. Evaluation of this approach

The direct measurement of pH in seawater has benefits as a CCS monitoring approach. Proposed environmental impact thresholds have been expressed as a change in pH, so this measurement directly relates to the potential impact of a leak (Blackford et al., 2020). It could be paired with a complementary approach which has better coverage but lower specificity. For example, sonar-based detection of gas bubbles can examine a large area rapidly but cannot differentiate a CO\(_2\) leak from a natural methane seep. For a more comprehensive comparison of the strengths and weaknesses of the full range of techniques and tools tested in this field experiment, the reader is referred to the “Monitoring and Decision Tool” prepared by the STEMM-CCS project (http://stemm-ccs.eu/monitoring-tool/) and the associated publication (Lichtschlag et al., 2021).

LOC sensors had some strengths compared to commercially-available pH sensors in this context. One notable advantage is the use of multiple inlets on a single sensor. This avoids the need for a separate pumping system to bring water from a variety of heights to a single device, simplifying the hardware requirements, reducing power consumption, and avoiding potential issues with equipment synchronisation, calibration and flushing times. The LOC sensors demonstrated here each had two inlets but could readily be modified to have more sample inlets, enabling a higher spatial resolution. All of these sensors use spectrophotometric analyses for measurements and can carry preserved standards for re-calibration in the field. This provides a high performance standard over a long-term deployment, an important consideration for a longer-term offshore CCS monitoring scenario.

However, these sensors also have disadvantages compared to some commercial technology. Wet chemical analysis has an inherently slower response time compared to purely optical or electrochemical methods. For example, a SeaFET (Sea-Bird Scientific, USA) can provide pH data at 1 Hz. pH optodes, which were deployed on an ROV in the same field experiment, provided data at higher speeds albeit with a system response time of \(~3\text{ min}\) (Monk et al., 2021; Staudinger et al., 2018). The LOC pH sensor could analyse one sample every 10 min. In the present work this was not a major constraint, as the low-pH plume lasted for 4.5–5 h. In an arbitrary monitoring scenario the duration of the signal may be shorter, depending on the CO\(_2\) leak rate and the relative position of the lander, the leak, and the predominant current directions. The lower response time of the LOC pH sensor may have been inadvertently advantageous in this particular setting. As described above, the equilibration of the carbonate system in seawater is not complete on the timescales in this experiment. As the LOC sensor collects a volume of water before analysing it, adding a delay to the process, it can identify a larger signal than faster sensors or those not capturing fluid. A second potential weakness of this approach, specific to this demonstration, arose from the requirement to create and regularly swap two landers. Combining measurements taken by multiple instruments could be susceptible to errors due to differences between the instruments. To explore this possibility, we examined the measured pH during northbound currents (i.e. when there was no interaction with the plume) and compared these values across deployments. The mean difference between the upper and lower inlets during northbound currents was only 0.001 pH. The full data set of all measurements taken by all LOC pH sensors on both inlets and on both landers remained within a 0.031 pH unit range during northbound currents during the 12 days of measurements. This range is significantly smaller than the pH changes induced by the CO\(_2\) release. Any differences between instruments did not have any meaningful effect on the final analysis.

Before the experiment it was uncertain whether the injection of CO\(_2\) into the sediments would cause the expulsion of pore water from the sediments, or whether the rising bubbles would drag or push pore fluid out of the sediments as they traversed the sediment and entered the water column. The pore water in this region has TA concentrations substantially higher than found in the water column (Dale et al., 2021). In particular, the sediments directly at the ebullition points of the CO\(_2\) bubbles had particularly high TA, up to 10 mmol/kg a few cm below the water/sediment interface (Lichtschlag et al., 2020). This effect was extremely localised and was no longer detectable a few centimetres away from the bubble ebullition points. Models designed to explore the measurements of dissolved components in the sediments suggested a very low rate of pore water ejection into the water column (Lichtschlag et al., 2020). The fact that alkalinity did not show a statistically significantly correlation with current direction suggests that there was not a detectable amount of pore water consistently entering the water column, either with the bubble stream or due to frequent disturbance of the sediment by the ROV. In either case, there would have been higher alkalinity and/or higher variance during southbound currents than during northbound currents. An identical LOC TA sensor was deployed
on a “baseline” lander, 375 m southeast of the experimental site, to measure the background characteristics of the area away from the release and related activity and this instrument’s data showed a much smaller standard deviation (± 4.2 μmol/kg).

4.3. Potential other applications of this approach

While this application of a lab-on-chip sensors for measuring near-seafloor fluxes focused on a CO₂ release, this technique could be applied to measure spatial fluxes in a broad range of other environments and applications.

Benthic flux studies commonly rely on incubation chambers, either using collected samples or measuring with benthic chambers in situ. However, this approach offers limited spatial and temporal resolution. Benthic chambers typically remain in place for a short time (hours to days) and then need to be retrieved for analysis of the collected samples. The gradient flux and eddy covariance techniques can both be used for longer-term in situ benthic flux measurements. At the moment their wider applicability is limited by the availability of in situ sensors. Gradient flux typically measures a small signal and requires instruments which can perform high-precision in situ measurements over a long period. Eddy covariance can inherently perform highly sensitive flux measurements – in fact, in this field study it was able to not only unambiguously detect the CO₂ at the lowest release rate, but could even measure the background oxygen and DIC fluxes at the sediment-water interface (Koopmans et al., 2021). However, it requires high-frequency data collection (>1 Hz) and as a result only a limited number of parameters can be measured with this approach: oxygen (Berg et al., 2003), nitrate (Johnson et al., 2011), heat (Berg et al., 2016), conductivity (Crusius et al., 2008) and pH (Koopmans et al., 2021; Long et al., 2015).

LOC sensors could potentially be adapted into all of these above techniques to open new avenues for studies of benthic fluxes. LOCs could measure incubation samples directly within benthic chambers. This would overcome the requirement to collect and preserve samples for later analysis, which would allow a benthic chamber to serve as a longer-term analysis tool on, for example, a moving benthic platform. While the LOC sensors are too slow for eddy covariance, they could be used for the relaxed eddy accumulation technique in which slower concentration measurements are paired with fast velocity measurements (Lemaire et al., 2017). The gradient flux method demonstrated in the work could readily be expanded to other application areas and to use LOC sensors for other parameters. The LOC sensors described here (pH, alkalinity) are based on a platform technology which has been previously implemented and demonstrated elsewhere, for example, for nitrate (Beaton et al., 2012), phosphate (Clinton-Bailey et al., 2017; Grand et al., 2017), iron (Geißler et al., 2017) and silicate (Clinton-Bailey et al., 2019).

Measurements of fluxes with any of these sensors could be of interest in, for example, studies of metabolism of benthic environments as long as the characteristic time scales of change were comparable to the LOC sensor analysis time. This autonomous approach would also be of particular benefit in areas where ship access can be difficult, such as in areas with frequent storms, or in remote sites or polar regions, e.g. (Hoffmann et al., 2018). Since the sensors withdraw water through filters, they can also be adapted to measure pore water within sediments as well as in the water column, enabling a more complete characterisation of the benthic fluxes over the sediment-water interface. A similar approach to detecting and quantifying plumes could be implemented for other point sources or fluxes, either natural (e.g. gas seeps, hydrothermal vents) or anthropogenic (e.g. discarded waste, nutrient-rich outflows, sewage, excess aquaculture feed).

5. Conclusion

Autonomous lab-on-chip sensors were able to successfully detect and quantify a subsea CO₂ release through measurements of vertical chemical gradients. The use of novel sensors with multiple inlets allowed for a flexible setup with minimal additional hardware requirements beyond current meters. The CO₂ release could be quantified at rates an order of magnitude below a likely regulatory requirement, and at lower rates than would produce an environmental impact. This technique is both selective and sensitive enough to be a useful addition to the monitoring of offshore CO₂ reservoirs.
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