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Abstract

In response to an extreme event, individuals on social media demonstrate interesting behaviors depending on their backgrounds. By making use of the large-scale datasets of posts and search queries collected from Twitter and GoogleTrends, we first identify the distinct categories of human collective online concerns and durations based on the distributions of solo tweets and new incremental tweets about events. Such a characterization enables us to gain a better understanding of dynamic changes in human behaviors corresponding to different types of events. Next, we observe the heterogeneity of individual responses to events through measuring the fraction of event-related tweets relative to the tweets released by an individual, and thus empirically confirm the heterogeneity assumption as adopted in the meta-population models for characterizing collective responses to events. Finally, based on the correlations of information entropy in different regions, we show that the observed distinct responses may be caused by their different speeds in information propagation. In addition, based on the detrended fluctuation analysis, we find that there exists a self-similar evolution process for the collective responses within a region. These findings have provided a detailed account for the nature of distinct human behaviors on social media in presence of extreme events.

Introduction

Understanding the characteristics and dynamic changes of collective online behaviors during an extreme event is a very important issue for emergency management [1, 2]. Specifically, due to the uncertainty of an extreme event [3], exploring heterogeneous characteristics of human online behaviors can enhance emergency situation awareness for disaster relief (e.g., monitoring collective panic behaviors). And a clear classification of human behaviors can help the emergency management to effectively deal with the event based on the past experience. For example, the emergency management can gain a better understanding of the dynamic human
behaviors in different regions during an ongoing event and take effective measures (e.g., humanitarian relief or information management) in advance [4].

Previous studies have shown that human behaviors, during an extreme event, can be affected by various factors, e.g., the specific profiles of people (such as geographical/regional profiles) [5] and social influences (e.g., influences from friends and public news) [6]. As a result, different kinds of human responses may emerge or disappear on a daily basis. An interesting question that one may raise is: Is the evolution of human collective online behaviors over time mostly random, or governed by certain intrinsic rules? At the moment, it presents a challenge to adequately address such a question due to the lack of appropriate means for characterizing human behaviors and for quantitatively measuring their changes over time.

The existing questionnaire-based studies have provided a qualitative method for analyzing human collective behaviors to a certain extent [7]. However, they cannot reveal the dynamic changes of such behaviors over time. Meanwhile, the conclusions of a questionnaire-based analysis are often drawn from limited surveillance data, which may not always be evidentially convincing enough. As a rapidly emerging communication channel, online media can readily be used to study and hence explain the basic individual behaviors (e.g., to detect collective sentiments [8, 9], dynamics of human interests [10] and mobility [11]) and their hidden interactions (e.g., the structural detection based on retweets) [12, 13], which have been applied to improve disaster relief (e.g., earthquake [14], H1N1 [15, 16]) and to track a financial crisis [17].

In essence, online social media have provided an important data source for probing into the dynamics of human collective behaviors, while uncovering various patterns and phenomena as well as possible scaling laws [18, 19]. Along this direction, some human collective online behaviors during events have been examined with respect to their temporal scale, such as the features of sudden increment and power-law decay in the time series data composed of tweets count or search queries changing over time [18, 20], which have further been used to reveal the type of an event caused by exogenous or endogenous factors [21]. However, they overestimate the effect of the highest peak (measured by the highest volume in a normalized time series, as shown in Fig A in S1 Appendix) and assume each individual has the same contribution to the time series data. In reality, an event can consist of a series of episodes (i.e., subevents) [3, 22], which may cause multiple peaks (e.g., the double peak phenomenon in Fig A(a2) in S1 Appendix) in the time series. Although multiple peaks have been considered in [23, 24] when distinguishing collective attentions based on the sliding windows and peak-detection techniques, the homogenous assumption in their studies is somewhat controversial, as it does not take into account the differences between individual behaviors and thus assumes people have the same interests in events. On the contrary, empirical studies on Twitter have found that some people carry out a certain behavior during an event repeatedly (i.e., more event-related tweets are released by an account). That is to say, people with different profiles (e.g., regional information) will have varying contributions to the collective information-sharing behavior (i.e., tweet count). In this regard, the conclusion drawn from the homogenous assumption neither addresses the distinct contribution of each individual if only counting the total number of tweets, nor assesses the contribution of individual behaviors to overall influences if only measuring the total number of people.

In this paper, we describe a data analytics method to reveal heterogeneous characteristics of collective human responses to events from the individual perspective and demonstrate it by using the time series data from two online sources, i.e., tweets and search queries about events from Twitter and GoogleTrends, respectively. Specifically, we define and compute two temporal-scale indicators for measuring the characteristics of these time series (i.e., the cumulative distribution of solo tweets about events that reflects the diversity of individual concerns about events, and the distribution of increment of tweets about events which reflects the durations of
events), so as to better identify different types of events. In addition, it also performs spatial-scale analysis, which is to uncover regional characteristics of information propagation through measuring the correlation of regional information entropy, and to reveal the regional self-similarity evolution characteristics of human collective online responses based on the detrended fluctuation analysis. The distinct feature of this work lies in its focus on the heterogeneous characteristics of individual behaviors [25] that can result in different contributions to the collective behavior measurements (e.g., the dynamic changes of time series of tweets), in terms of the spatiotemporal patterns of different public concerns [15] (or interests [26]).

Materials and Methods

Data collection

By snowball sampling using Twitter REST API [27], we first extracted publicly available Twitter data from March 8 to March 31, 2011, as shown in Table A in S1 Appendix. In this period, there existed many events that can be used to differentiate collective online behaviors in presence of social unrests (e.g., Libya crisis) and extreme events (e.g., earthquake, tsunami or nuclear crisis). Specifically, these events can be described as instantaneous and non-instantaneous events based on the growth trends of public news about events [28]. Due to the infrequency and potential damages of extreme events to human beings (i.e., the relative infrequency of occurrence and unpredictable subsequent consequences), people will adapt proper behaviors to reduce the uncertainty and potential threat according to the types of events and perceived risks. On the one hand, for a familiar event (e.g., tsunami or the death of Elizabeth Taylor), since people are aware of their potential impacts and/or damages, they will quickly send messages via social media to warn others and/or cherish the memory of a famous actor. After that, people’s attention will be attracted to other topics. Meanwhile, although most of the people take part in such discussions, the messages they sent are just re-tweets from others. On the other hand, for some uncertain events, especially for their unpredictable subsequent consequences (e.g., nuclear leaking or Libya crisis), people share information via social media and take part in event-related discussions for gaining more information and reduce their uncertainties. During such events, we can extract more solo tweets (which mean more different opinions related to an event are emerged) and find that such discussions will last for a relatively long time. Therefore, this paper first selects two typical events as shown in Fig 1 to illustrate the different characteristics of events, and then classifies events from the individual perspective through measuring different responses to events as shown in Fig 2.

After that, we extracted the corresponding event data from GoogleTrends based on event-related keywords. Based on the GoogleTrends data, we can estimate the effect of solo tweets on event classification (as shown in Fig E in S1 Appendix). Although the Twitter data may not reflect all characteristics of our society due to the intrinsic pitfalls of social media [29] that can cause some biases (e.g., the analysis result of regional activeness in Fig H in S1 Appendix), the conclusion based on Twitter can reflect the characteristics of human online behaviors, which will in turn reveal human behaviors in the real world to a certain extent.

Hashtag selection based on the semantic analysis

In social media, hashtag is a popular technique to represent an event or object in tweets [15, 19, 24]. However, such keyword-based analysis cannot address the effects of different event episodes on collective responses [30]. Moreover, some irrelevant contents and typos in tweets may affect the quality of results. Here, a clustering-based analysis method [30] is used to eliminate the noises of irrelevant contents. First, based on the co-occurrence of hashtags appearing in a tweet, a weighted hashtag network can be constructed in which a node denotes a hashtag and
each edge is associated with a normalized weight. Based on such network, the skeleton of information contents on social media is plotted in Fig B in S1 Appendix. From this figure, we find that each event contains a few core hashtags and many marginal hashtags, which is a typical core-periphery structure. Then, based on the modularity $Q$ of a network defined in [31], we can categorize hashtags into different groups and identify the core hashtags. In this step, some

---

Fig 1. Distributions of collective online behaviors. (a) the cumulative distribution of solo tweets about two hashtags and their exponents $\alpha_c$, and (b) the corresponding distribution of incremental tweets about two hashtags and their exponents $\alpha_t$. All exponents are estimated by applying KS statistical test. doi:10.1371/journal.pone.0138673.g001

---

Fig 2. The illustration of classification in the CD space based on the ranking values of human concerns and durations ($k=4$ in KM algorithm). Some events, as shown in (c) and (e), are categorized into groups even if they have similar shapes of time series. Through comparing the temporal dynamic of collective online behaviors from Twitter, we find that our method can overcome the effect of multiple peaks in the curve, and provide more precise classification even if two events have similar shape of time series data. doi:10.1371/journal.pone.0138673.g002
core-periphery structures were found from the hashtag network as shown in Fig B(a), Fig B(b) and Fig B(c) in S1 Appendix. Finally, those core hashtags were used to represent events and searched in GoogleTrends in order to estimate the effect of solo tweets on event classification.

Measurements
During an extreme event (or exogenous disturbance), people are often selective to the type of information that they are concerned about most [32], to which different individuals (e.g., due to their specific beliefs and/or feelings) may respond differently, resulting in different behaviors. Generally speaking, whether or not people post a tweet or seek event-related information is determined by the level of their concerns and the durations of the event. Here, we consider three measurements to reveal the heterogeneous spatiotemporal characteristics of human collective online behaviors. The first two measurements, drawn from the (i) statistical distribution of sole tweets about an event and (ii) distribution of new incremental tweets about an event, are used for measuring temporal features of human collective online behaviors. The third measurement is (iii) the level of individuals’ concern about an event, which will be used for measuring spatial features of human collective online behaviors.

(i) Human collective concerns about events can be measured by the statistical distribution of sole tweets. That is because the sole tweets can further represent human actives rather than retweets [19] (discussed in Sec B in S1 Appendix). The more solo tweets, the more opinions an event generates. In this paper, human collective concerns about events are measured by solo tweets about the events and their retweeted times. For a hashtag \( #h \), there are a total of \( m_{eh} \) different solo tweets containing such a hashtag. And each solo tweet \( j \) in \( m_{eh} \) can be retweeted \( s(j) \) times.

(ii) Durations of human collective concerns about events can be measured by the distribution of new incremental tweets. Due to the rapid response mechanism of information spreading on Twitter, the information will quickly become outdated [33]. And people just forward and retweet the latest information. Therefore, the distribution of incremental new tweets of a hashtag (i.e., \( \Delta n_i(t) \)) can be used to reflect the durations of human collective concerns about events, which also further reflects the durations of the events. Here, \( \Delta n_i(t) \) is defined as \( n_i(t+1) - n_i(t) \), where \( n_i(t) \) is the total number of tweets about an event on day \( t \).

(iii) Individuals’ concerns about an event can be measured by the fraction of the number of event-related tweets that contain a certain term \( i \), relative to the tweets released by a user \( p \), i.e., \( C_p^i = \frac{N_p^i}{N_p} \) where \( C_p^i \) is the concern of a user \( p \) about an event \( i \). \( N_p^i = \sum n_p^i(t) \) is the total number of tweets about a certain term \( i \) released by \( p \). \( N_p = \sum n_p^i(t) \) denotes the tweets released by \( p \). If a user \( p \) posts a tweet about an event at least once, we regard \( p \) as an active person. And the user \( p \) is sensitive to an event \( i \) if \( C_p^i = 1 \). The activeness of a region for an event can be measured by the percentage of people in the region who are sensitive to the event. Based on the distribution of \( C_p^i \), we can further observe and measure the heterogeneity of regional collective responses to events.

Results
Fat-tailed distributions of collective online behaviors and their application in event classification
Fig 1 presents two examples to reveal the unequivocal signature of the fat-tailed scaling characteristic of human collective online behaviors with distinct characteristics. More results are shown in Fig C in S1 Appendix. Given a time series of posts from Twitter (e.g., Fig A in S1 Appendix), some event-related hashtags are selected through cluster-based analysis to denote
different events (Sec A in S1 Appendix). For a sole tweet $j$ of a certain hashtag $\#h$, the cumulative distribution $s(j)$ follows a power-law distribution as shown in Fig 1a and their exponents ($\alpha_c$) are estimated by applying the Kolmogorov-Smirnov statistical test based on [34]. This indicates that most people are interested in only a few solo tweets, i.e., only a few solo tweets can propagate and attract most of the people. Because of the different contributions of individuals to the total number of tweets, we can observe the distinct human online responses to events (i.e., different $\alpha_c$) even if two events have similar shapes of time series. For example, although events in Fig A(a3) and Fig A(a5) in S1 Appendix have the similar dynamic changes in the tweet count over time (i.e., a single peak in the time series), they attract different concerns (i.e., different $\alpha_c$) because of the different compositions of time series (i.e., the proportion of solo tweets to all tweets as discussed in Sec B in S1 Appendix).

On the other hand, Fig 1b shows that the incremental distribution of new tweets (i.e., $\Delta n_i(t)$) also follows a power-law distribution. Although the given time series of tweets about events have the similar varying tendency, such an exponent ($\alpha_t$) can also reveal the distinct temporal characteristic of human concerns about a certain event. For example, an instantaneous event (the volume of time series data has a sudden peak and relatively rapid relaxation [21], e.g., the tsunami hit in Hawaii or the death of Elizabeth Taylor as shown in Fig A in S1 Appendix) has the fewest solo tweets, and most of the tweets in such an event just forwarded certain popular solo tweets, which to a certain extent reflects the alarming ability of social media. While a relatively non-instantaneous event (the volume of time series data has a significant growth preceding the occurrence of the event and symmetric relaxation after the event [21], e.g., Libya crisis or nuclear crisis in Japan, as shown in Fig A in S1 Appendix) has the much more solo tweets, corresponding to the diversity of opinions to the event.

Based on the distinct human responses to events, measured by the exponents of the cumulative distribution of solo tweets (i.e., $\alpha_c$) and the distribution of new incremental tweets ($\alpha_t$), an event can be plotted in a two-dimensional space with respect to (1) human concern about the event and (2) the duration of the concern (denoted as CD space, for short). Fig 2 takes some typical events as examples to elucidate the clustering result based on the K-means algorithm, in which each event is represented by marker symbols of different shapes whose coordinates correspond to their positions in the concern-ranking (i.e., $\alpha_c$) and duration-ranking (i.e., $\alpha_t$) values. Furthermore, Fig C in S1 Appendix plots the distribution of retweeted network and the distribution of incremental tweets about some distinct events, as shown in Fig 2b, 2c, 2d and 2e, which belong to different categories. More classification results are shown in Fig D in S1 Appendix. With these two indicators, we are capable of effectively capturing the basic characteristics of events (i.e., the attraction of events to individuals and its durations) from the perspective of individuals’ behaviors, and then categorize events into several clusters.

More specifically, previous studies on the classification of online behaviors overestimate the effect of the highest peaks in the time series due to the homogenous assumption that doesn’t distinguish the compositions in a time series data [21]. In reality, however, the time series data on instantaneous events, as shown in Fig 2c, includes mainly retweets that are forwarded from a few of solo tweets, while the time series data on non-instantaneous events, as shown in Fig 2d, contains many solo tweets and their retweets. The method presented in this paper takes into account such an effect (i.e., the diverse composition of the time series data) and the influence of multiple peaks in the time series data, and is capable of further categorizing events through distinguishing the impacts of solo tweets from those of retweets. For example, although events in Fig 2c have the similar changes in the tweet count over time (i.e., a single peak in the time series), the level of human concerns can be used as an indicator to categorize instantaneous events into small clusters, as shown in Fig 2a. That is because human concerns about events reflect the attraction of the events as well as subsequent discussions about these events.
Heterogeneous characteristics of collective online behaviors

Some population-based models, based on the mean-field theory that adopts a homogenous assumption, have been used for characterizing collective behaviors in social media [18, 35–37]. However, our previous statistical results reveal the heterogeneous human concerns about events and their durations from an individual-based perspective. In what follows, Fig 3 takes ‘nuclear’ as an example to further illustrate such heterogeneous characteristics.

For different people, both the distributions of $N^p$ and the corresponding $N^p_{\text{nuclear}}$ follow power-law distributions as shown in Fig 3a and 3b, respectively. The distribution of $C^p_{\text{nuclear}}$ among people is shown in Fig 3c, which shows a nonlinear characteristic. Through extending hashtag ‘nuclear’ to term ‘nuclear’, such a nonlinear characteristic is becoming more evident as shown in Fig G in S1 Appendix. Moreover, for different regions, such a nonequilibrium distribution can also be observed in Fig F(c) and Fig F(e) in S1 Appendix. More regional heterogeneous responses to an events will be discussed in the next section.

In order to observe more regularities, Fig 3d illustrates the statistical characteristics of people on ‘nuclear’ in which each dot denotes the relationship between the number of groups with the same $C^p_{\text{nuclear}}$ and the number of individuals in each group. For example, a dot $(x, y)$ in Fig 3d indicates that there are $y$ groups and each group has $x$ people. Two individuals in the same group have the same $C^p_{\text{nuclear}}$, and vice versa. Through computing the proportion of long

![Fig 3. Statistical results of collective behaviors.](image-url)
tail (i.e., \( y = 1 \)) to the total, we find that most of the people (near more than 80% as shown in Fig 3d and Fig F(c) in S1 Appendix) have different values of \( C_p \) and can be divided into groups based on their \( C_p \) as shown in Fig 3e. More specifically, this nonlinear relationship, as shown in Fig 3e, is independent of the types of events and regions of people through comparing the distribution of human concerns, in different regions, about events as shown in Fig 3f and Fig H in S1 Appendix. That is to say, for different events, people, both in the whole and in the subregions, can be divided into several groups (i.e., subpopulations) and each group has the same value of concern (i.e., \( C_p \)). And the relationship between the number of groups and the number of people in each group follows a long-tail distribution. This finding well justifies the rationality of modeling collective online responses to events through categorizing people into subpopulations and initializing the distribution of human concerns of each subpopulation in a meta-population model.

Measuring regional responses to events

Fig 4a shows that there exists a positive relationship between the percentage of sensitive people and the total number of active people who post event-related tweets at least once. Here, the sensitive people refer to the people whose tweets are all related to the event (i.e., \( C_p = 1 \)). Therefore, the fraction of sensitive people in the dataset can be set as a benchmark to efficiently measure and distinguish the degrees of activeness among regions. If a region has a higher fraction of sensitive people than the average level, it will be more active than others. For example, Germany was more sensitive to nuclear crisis than Turkey as shown in Fig H(e) and Fig H(f) in S1 Appendix. That may be due to the fact that 24% electric in Germany was generated by nuclear power and lengthy discussions about replacing nuclear plant by renewable energy had been lasting for a long time before the nuclear reactor accident in Japan. And Germany turned off seven nuclear plants three days after the nuclear crisis occurred (see http://www.bbc.co.uk/news/business-12745899). In the mean time, Turkey was more active to social unrests in the Middle East (e.g., Libya crisis) due to the geographical relationship as shown in Fig H(g), Fig H(h) and Fig H(i) in S1 Appendix.

On the other hand, the heterogeneity of human responses to an event in the same region can be measured by the diversity of \( C_p \) (i.e., the number of different \( C_p \)) in such a region, which is relative to the percentage of sensitive people (i.e., \( C_p = 1 \)) as shown in Fig 4b. Fig I in S1 Appendix shows the heterogenous regional responses measured by the sensitive people.

![Fig 4](http://example.com/fig4.png)

**Fig 4.** Heterogenous regional responses measured by the sensitive people. (a) The positive relationship between the percentage of sensitive people and the total amount of active people who has posted a tweet about a certain event at least once. (b) The nonlinear relationship between the percentage of sensitive people and the number of different \( C_p \) in all regions. The more people take part in the discussions about an event, the more heterogeneity of people will appear that cause the diversity of human responses as shown in Fig H in S1 Appendix.
Appendix further provides more illustrations to reveal heterogeneous responses to different events in the same region through comparing the percentages of sensitive people.

Discussion

Regional information propagation

Fig 5 reveals the regional heterogeneity of information propagation based on the information entropy $H$ (Eq B in S1 Appendix). First, we find that such a heterogeneity is stable most of the time as shown in Fig 5a and 5b, which is determined by one characteristic of social media (e.g., the persistence of public opinion) as discussed in [38]. For example, the Libya crisis had been lasting a whole month in social media. And the fast information dissemination and sharing mechanism of the social media help people receive more information quickly and attract people take part in such discussions. Next, for some events as shown in Fig 5c and 5d, the entropy $H$ will reduce with time due to different regional declining rates of interests in such events, which indicates that there exist heterogenous regional responses to an event. That is because people in some regions may get bored or lose interests in certain event-related information [38], and only those people who are closely connected with the event will continue paying attention to such information, which reflect the other characteristic of social media (i.e., the event-driven characteristic of information propagation with particular durations). Moreover, we note that information bulletins from public media (e.g., BBC or CNN) play an important role in regional information propagation through comparing the number of retweets that forward a tweet released by the public media, and the change of $H$ value, which show another characteristic of social media, i.e., the dynamic changes of public opinion with events as shown in [38]. This finding is also supported by the latest research in [39]. For example, a tweet about '#nuclear' was released by Reuter on March 21 that aroused a retweeted peak in the time series of tweets.

Fig 6 and Fig J in S1 Appendix show that the degrees of correlation of information propagation speed among regions, measured by the pearson coefficient, are different due to the effect of regional profiles on the regularities of responses to events. For example, there is a very strong correlation ($0.9 \ < \ r \ < \ 1$) during suddenly erupted events (e.g., Tsunami as shown in Fig 6a) due to the alarming ability of social media. On the other hand, the obvious heterogeneities are found during the non-instantaneous event (e.g., nuclear accident as shown in Fig 6b) due to the effect of regional profiles on human collective online behaviors.

**Fig 5.** The dynamic change of regional information propagation. Generally speaking, the regional heterogeneity of information propagation is stable as shown in (a). However, there is a large fluctuation among regional information propagation in presence of different events as shown in (c)(d).

doi:10.1371/journal.pone.0138673.g005
The regional evolving characteristics of human collectives

Based on the previous empirical analysis about collected time series data on tweets, one of the most interesting phenomena is the fat-tailed characteristics following a power-law distribution. This phenomenon implies that the burst of collective online behaviors is separated by long periods of inactivity. Moreover, the scaling exponents are different according to the types of events and regional profiles.

Fig 7 quantifies the long-range power-law correlations embedded in the regional self-similarity regularity based on the detrended fluctuation analysis (DFA, defined in Sec E in S1 Appendix), which is a benchmark method to quantify long-term correlations [40–42]. Results show that the scaling exponents fluctuate with regions based on the types of events, and discover several hidden patterns as follows.

First, we find that the relationship of collective time series changes with the time scales in the same region. By the hour, there exist clear long-rang correlations as shown in Fig 7, which are independent of events or regional profiles. It means that we can predict coming collective online behaviors based on the current data on human behaviors. And the larger an exponent is, the more likely we can predict collective online behaviors during an extreme event. But by the day, human collective online behaviors may not be correlated as shown in Fig K(a) and Fig K(b) in S1 Appendix. According to our understanding, there are two reasons: one is determined by the inherent characteristics of the social network (fast information dissemination and responses to events) [43]. The other is determined by the types of events. People quickly lose interests in instantaneous events (e.g., tsunami or earthquake) and will be attracted to other topics on social media.

Second, human responses to the same event show the regional self-similarity regularity through comparing the scaling exponents in different regions. For example, the scaling exponents in most of the regions are greater than 0.8 for instantaneous events (as shown in Fig 7a), and lower than 0.8 for non-instantaneous events (as shown in Fig 7b), in which the scaling exponents fluctuate within a small time interval. Although collective time series doesn’t follow a power-law distribution (i.e., the exponent is greater than 1), there also exists a self-similarity
pattern among regions as shown in Fig K in S1 Appendix. The values of \( \alpha \) reveal similar scaling behaviors among all regions, implying that the collective human behaviors at the systems level involves a process embodying the self-similarity and long-range correlation.

Fig L in S1 Appendix analyzes the correlations of regional concerns based on the pearson coefficient \( r \) (Eq D in S1 Appendix). There is a very strong correlation among regional evolution of human collective concerns, which means that the evolitional trends of regional concerns follow the same pattern during an event. This finding is consistent with Fig 3f and Fig H in S1 Appendix. That is to say, a synchronous characteristic of regional responses during events can be observed.

Fig 7. The results of collective time series measured by DFA in a log-log plot. The symbols represent the different regional responses to the same event. Similar scaling behaviors indicate that human collective online behaviors as a show follow a long-correlated self-similar process. Especially, such a long-range correlation is changed with time granularity. For example, the time series present long-range correlation by the hour regardless of regional profiles and the types of events. Yet the time series measured by the day, as shown in Fig K in S1 Appendix, may not be correlated based on the type of events.

doi:10.1371/journal.pone.0138673.g007
Conclusion
Information relevant to decision making is critical to enhance emergency situation awareness for disaster relief. And measuring and understanding spatiotemporal characteristics of human online behaviors during extreme events can improve the emergency response to different events. This paper first reveals the distinct characteristics of human collective behaviors during events through measuring their concerns and durations, which enable us to gain a better understanding of dynamic changes in human online behaviors corresponding to different types of events. Next, we measure the heterogeneity of human responses to events from the individual and regional perspectives, which empirically confirm the heterogeneity assumption as adopted in the meta-population models for characterizing collective online responses to events. Finally, we discuss some characteristics of collective online behaviors within a region and across regions through measuring different regional speeds in information propagation based on information entropy, and modeling the self-similar evolution process of collective responses within a region based on DFA. All these findings have provided a detailed account for the nature of heterogeneous human behaviors on social media in presence of extreme events.
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