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Abstract—In this paper, we address the problem of blind image deblurring with high efficiency. We propose a set of lightweight deep-Wiener-networks to achieve the task with real-time speed. The network contains a deep neural network for estimating the parameters of Wiener networks and a Wiener network for deblurring. Experimental evaluations show that our approaches have an edge on the state-of-the-art in terms of inference speeds and number of parameters. Two of our models can reach a speed of 100 images per second, which is qualified for real-time deblurring. Further research may focus on some real-world applications of deblurring with our models.

Index Terms—Blind Deblurring, Wiener Filter, Deep Learning

I. INTRODUCTION

Image deblurring has long been a popular area of computer vision, which aims at recovering the sharp version of blurred images. Several reasons may lead to blurring, such as the accidental motion of the camera or being out-of-focus, which can be represented in a mathematical form as a blur kernel. Specifically, in this paper we use blur kernels to represent the blurring caused by the accidental motion of the camera, known as motion blurring.

Different methods are applied for this task. The non-artificial-intelligence methods mainly focus on finding an inverse function or filter to restore a sharp image from the original one. Multiple algorithms have been developed to address the problem, such as Lucy [1] and Richardson [2] methods, and Wiener deconvolution [3] for non-blind deblurring, and maximum likelihood restoration [4] and deconvolution [5] for blind deblurring. Since blur kernels can often become complicated due to various different reasons, traditional methods often have difficulty dealing with real-world problems.

With the development of artificial intelligence, deep-learning-based methods have gained popularity for deblurring tasks with incomparable accuracy. Network architectures such as CNN [6], UNet [7], and GAN [8] have been widely used for these types of applications. While they achieve high-quality restoration, the drawback of inference time and number of parameters prevent these models from being used in real-world situations.

In this paper, we propose a set of lightweight deep-Wiener-network-based algorithms to deblur images in real-time. Our contributions consist of the following:

- discussing the possibility of applying the Wiener Filter for blind deblurring combined with a deep neural network; and
- comparing the PSNR, inference time, and parameters among our models and some state-of-the-art.

According to our experiments, our methods can reach a restoration performance nearly as well as some state-of-the-art while having a much shorter inference time – about 0.01 seconds per image.

The remainder of this paper is divided as follows. Section II presents discusses related works to image deblurring. Section III explains the theoretical basement for the Wiener Filter. Section IV details the proposed method. Section V presents our experimental procedure. Finally, Section VI concludes the paper and lays out future work directions.

II. RELATED WORKS

With reference to the task of image deblurring, there are a multitude of existing works that address the different types of deblurring which have specific applications.

A. Blind and Non-blind deblurring

Processes for image deblurring are separated into two categories: blind and non-blind deblurring. The former, blind motion deblurring, is responsible for estimating the blur kernel in an image, whereas the latter, non-blind deblurring, is meant to restore an image to its original quality using a provided blur kernel [9]. In current blind deblurring methods, algorithms attempt to recover parameters of the kernel as it is significantly smaller in size compared to the image itself [10]. Blind deblurring as a technique is notably useful as it can be applied to scenarios in which the blur kernel’s exact formula is unknown in advance. The applications of blind deblurring range from motion deblurring to clarify images of faces for biometrical analysis [11], Magnetic Resonance Image (MRI) deblurring caused by Gaussian blur, out-of-focus imaging tools, motion blur, and more [12], as well as simple motion blur caused by the unsteady hand of a photographer.

In this paper, we focus on addressing the task of blind image deblurring, of which there are various methods that already exist which bring merits and sacrifices to factors such as inference time, accuracy, and computational resources, of which will be discussed in the following section.

B. Methods for Blind Image Deblurring

Given the assumption that the blur kernel is in a simpler parametric form such as a Gaussian form or low-frequency Fourier components, the task of deblurring can be easily
approached. However, in real-world applications, blur kernels are far more complex due to the factors that can affect the blurring of an image. Thus, various alternate algorithms have implemented deep learning to capture the complexity of the defblur kernel, counteracting the blurring from equipment error.

One such method utilizes the maximum a-posteriori (MAP) solution to infer the parameters of the kernel and latent image gradients, which are then used in conjunction with the Richardson-Lucy algorithm to reconstruct the image. This method for reconstruction iteratively maximizes the likelihood function of a Poisson statistics image noise model, as well as only outputs the non-negative values [13]. Another existing method is ForWaRD, standing for Fourier-wavelet regularized deconvolution, which performs a scalar shrinking in both the Fourier and wavelet domains, optimizing the mean squared error (MSE) through the shrinkage of domains to result in more economical wavelet representations that require less Fourier shrinkage [14].

Jump Regression Analysis (JRA) is a multi-step deblurring model used to perform blind image deblurring that takes into account that the effects of blurring are influenced by location. To address this, a defined jump regression surface with various edges corresponding with the surface and its higher order derivatives’ “jumps” is implemented through JRA. This method is successful in addressing the hierarchical nature of image deblurring, where JRA enables the ability for elements of the regression surface to be unrestricted based on predetermined assumptions [15].

Most recently, a method by the name of maximum entropy on the mean (MEM) has been developed based on the principle of maximum entropy (ME) developed in 1957, which is a method for estimating the optimal probability distribution [16]. The ME method can be used in deblurring, where each pixel’s gray level is interpreted as a probability, and the image will be normalized, setting the values to sum to one, which can be followed by the application of the principle of maximum entropy under available constraints [17]. However, the MEM method starts with the utilization of vectors instead of a probability, where the pixelated image is considered as a random vector, where the principle of the ME is applied to the probability distribution of said vector. Available constraints are then imposed on the unknown probability distribution, becoming the constraints on the probability of the image. The MEM approach has an advantage over the traditional ME method in the avenue of flexibility, where the potential for implementation of nonlinear constraints.

Other existing reports make use of hyper-laplacian priors, modeled by a hyper-laplacian \( p(x) \propto e^{-k|x|} \) which was able to deconvolute a 1 megapixel image in less than 3 seconds using a lookup table, as compared to the iteratively reweighted least squares (IRLS) that takes 20 minutes for an image of comparable size [18]. The IRLS algorithm is used for calculating quantities of statistical interest using weighted least squares calculations iteratively [19] and can be applied to approach the task of blind deblurring. The IRLS algorithm has also been accelerated by a preconditioned conjugate gradient method, which is an effective method for solving a system of linear equations under the conditions that the coefficient matrix is symmetric and positive definite [20]. As a result, this was able to match the traditional IRLS model’s time, and improve upon its computational cost efficiency for each iteration [21].

Specifically, for the experiments in this paper, we apply deep learning to the task of blind image deblurring. For this application of deep learning, several methods and foundations exist, of which will be enumerated and explained in the following subsection.

C. Blind deblurring with Deep Learning

Deep learning-based models like convolutional neural networks (CNNs) and deep auto-encoders (DAEs) have developed fast in recent years and become efficient in image deblurring, denoising, and super-resolution.

Specifically for image deblurring, an early model MRFCNN [23] utilized a CNN-based structure to predict a multi-regional blur kernel for an image and deconvolute each region. MT-RNN [31] proposes incremental temporal training with constructed multi-temporal level dataset to replace multi-scale approaches.

DeepDeblur [25] uses a more straightforward approach with an end-to-end DAE (deep auto-encoder) structure, predicting the clear image directly from an input of blurred image in the spatial domain. The authors of DeepDeblur [25] innovate a residual block specifically for image deblurring. BIDN [26] also uses a DAE structure to obtain a blur invariant representation with regression over encoder-features, which is fed into a decoder to generate the clear image. Another DAE structure model MIMO-UNet [29] introduces a coarse-to-fine strategy and asymmetric feature fusion, which mimics multi-cascaded U-nets.

MPRNet [28] utilizes channel attention blocks and a multi-stage architecture, that progressively learns restoration functions for the degraded inputs, which enables the MPRNet to achieve the highest PSNR (peak signal-to-noise ratio) on GoPro dataset without further information from the frequency domain. NDeblur [24] trains a network to predict region-specific deconvolution filter in the frequency domain directly from the spatial domain without regularization on the filter. DeepRFT [33] introduces a residual fast Fourier Transform with convolution block to capture both high and low frequency information.

Various effective GAN(generative adversarial network)-based deblurring methods are also proposed to solve image deblurring problems. DeblurGAN [27] introduces a generative model to predict clear image based on conditional GAN and content loss. DBGAN [32] learns to blur and deblur images with GAN at the same time to address the problem that synthetic blurred and clear image pairs do not represent the blurring process faithfully in real world.

III. THEORETICAL BASEMENT

Throughout this paper and the theoretical basement of the Wiener Filter, the Fourier Transform is used repeatedly and has its theory explained in the following subsection.
A. 2D Fourier Transform

Fourier Transform as described in equation (1) converts geometrical information \( f(x, y) \), where \( x, y \) denotes the pixel position, in the spatial domain (intensity value on different pixels of an image) into the frequency domain \( F(u, v) \), where \( u, v \) denotes the spatial frequency. The process is based on the orthogonality of different spatial frequencies so that we can extract the magnitude distribution of the frequency domain with equation (1).

Equation (2) describes how the spatial information can be restored from different frequency components \( u \) and \( v \). In other words, the spatial representations \( f(x, y) \) and \( F(u, v) \) are equivalent and contain the same information but in different forms.

\[
F(u, v) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \cdot e^{-j2\pi(ux+vy)} dx dy \tag{1}
\]

\[
f(x, y) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} F(u, v) \cdot e^{j2\pi(ux+vy)} dudv \tag{2}
\]

One desired property of the Fourier Transform is that convolution (denoted as * in this paper) in the spatial domain is equivalent to multiplication in the frequency domain as described by equation (3)

\[
f_1(x, y) * f_2(x, y) = F_1(u, v) \cdot F_2(u, v) \tag{3}
\]

This paper is aimed at addressing the task of blind image deblurring using a deep-learned Wiener Filter. Through the given explanation of the Fourier Transform from this subsection and more, the theoretical basement of the Wiener Filter used throughout the paper and in our experiments is given in the following subsection.

B. Wiener Filter

A blurred image \( b(x, y) \) is mathematically modelled to be a clear image \( c(x, y) \) convoluted with a blur kernel \( h(x, y) \) plus a noise \( n(x, y) \) as described by equation (4). In reality, the noise could be from the environment when capturing the image or from the sensor of the camera. The noise tends to be spread out a wide range of frequencies but tend to be minor without manipulation.

And in frequency domain, the convolution becomes multiplication as described by equation (5).

\[
b(x, y) = c(x, y) * h(x, y) + n(x, y) \tag{4}
\]

\[
B(u, v) = C(u, v) \cdot H(u, v) + N(u, v) \tag{5}
\]

The multiplication-convolution duality enables image deblurring to be more efficient because calculating multiplication and division is much easier and faster for both human beings and computer than convolution and deconvolution.

In the frequency domain, if the noise term is neglected, it can be easily inferred that the restored clear image could be obtained by \( C'(u, v) = \frac{B(u, v)}{H(u, v)} \), which is called an Inverse Filter. However, the blur kernel \( H(u, v) \) tends to be a low-pass filter in most cases and the inverse of a low-pass filter \( \frac{1}{H(u, v)} \) will be a high pass filter, which amplifies high frequency components. If we take the noise term into account, the restored image becomes \( C'(u, v) = \frac{C(u, v) \cdot H(u, v) + N(u, v)}{H(u, v)} = C(u, v) + \frac{N(u, v)}{H(u, v)} \).

Thus, the high-frequency noise will be significantly amplified and the clear image cannot be restored if we directly apply the Inverse Filter.

Therefore, Wiener Filter \( W(u, v) \) (equation (6)) is introduced to restore the original image as \( C(u, v) = W(u, v) \cdot B(u, v) \), where \( K(u, v) \) is theoretically the noise-to-signal-power ratio of the blurred image but in reality estimated by engineers.

\[
W(u, v) = \frac{H^*(u, v)}{|H(u, v)|^2 + K(u, v)} \tag{6}
\]

The intuition behind the Wiener Filter is that when \( H(u, v) >> K(u, v) \) at low frequency since \( H(u, v) \) is a low-pass filter, the Wiener Filter simply becomes an Inverse Filter and restore signals at low frequency faithfully. When \( H(u, v) << K(u, v) \) at high frequency, \( W(u, v) \rightarrow \frac{H^*(u, v)}{K(u, v)} \), which keeps decreasing as \( H(u, v) \) decreases. Thus, Wiener Filter restores the image faithfully while prevents high-frequency noise corrupting the restoration process.

Wiener Filter is widely used and showed to be one of the most efficient method in traditional robotics odometry and SLAM.

Specifically, in this paper, we will use a deep-learned version of the Wiener Filter through both Convolutional Neural Networks and U-Net both of which are explained in the following subsections respectively.

C. Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are generally made up of stacks of convolution layer, pooling layer, and fully-connected layer.

The convolution layer seems similar to traditional filtering but with a learnable kernel to convolve the input feature map and output the further extracted and abstracted features. Intuitively speaking, the deeper the layers the more abstracted features are represented in the intermediate feature maps (hidden image between layers) [34].

The pooling layer is fundamentally a down-sampling process involving various pooling techniques including max pooling, average pooling, and global pooling. The pooling layer reduces the resolution or channel of the processed intermediate feature map. For example, an \( n \times n \) max pooling layer divides the intermediate feature map into several \( n \times n \) patches and only passes the maximum value in one patch to represent the whole patch in the hidden output (next intermediate feature map). Thus, the feature map resolution will decrease by \( n^2 \) after the max pooling layer. The same logistics apply to average pooling and global pooling. Pooling layer reduces
the intermediate feature map memory and therefore enables the CNN to be trained on limited computational resources. Besides, pooling gives the CNN model shift invariance and robustness to a certain degree [34].

The fully-connected layer usually appears in the last few layers of CNN classifiers, which consists of neuron units disposed of in interconnected multilayers like Multiple Layer Perceptron. The input of the fully-connected layer consists of all flatten feature maps from the last convolution layer and the output could be a feature vector or classification scores after SoftMax [34].

In summary, the CNN model extracts representative features from the input image for various tasks like classification, detection, and segmentation.

D. U-Net

U-Net adopts full convolution neural network. After the image is input into U-net, it is down-sampled through convolution and pooling layers. After down sampling to a certain extent, the low-dimensional features will be up-sampled with up-convolution later to obtain higher resolution feature maps. During up-sampling feature maps with various resolutions during down-sampling are concatenated to the feature map during up-sampling before the next up-convolution layer. Finally, the feature maps are up-sampled and reconstructed to the original input resolution with a number of features extracted at various scales during down-sampling and up-sampling [35]. U-Net performs well on medical segmentation tasks and is now generalized to other computer vision tasks such as deblurring and diffusion model.

IV. PROPOSED METHOD

In the case of blind deblurring, the parameters $H(u, v)$ and $K(u, v)$ are traditionally hand-designed by engineers based on their prior knowledge when looking at the blurred image. However, noise tends to be complicated and sometimes non-intuitive to correspond to a blur kernel. Therefore, we propose the deep-learning-based Wiener Network to learn to map from a blurred image to its most fitted Wiener Filter. Our proposal uses the methods for deep learning explained in the theoretical basement section to determine the values of the aforementioned parameters instead of estimating by hand as has been traditionally done.

Our model aims to achieve better $\frac{PSNR}{Time}$ and $\frac{PSNR}{\#Parameter}$ than other state-of-the-art deblurring models so that real-time deblurring could be deployed on machines with limited computational resources such as embedded computer on UAVs or automobiles. Therefore we choose to use lightweight backbone models such as U-Net [35], MobileNetV3 [36], EfficientNet [37], and MnasNet [38].

A. Deep Auto-encoder Wiener Filter

As visualized in Fig. 1. The deep auto-encoder Wiener Filter first converts the input blurred image into the frequency domain by fast Fourier transform because the Wiener Filter parameters $H(u, v)$ and $K(u, v)$ are more directly related to the blurred image with frequency representation $B(u, v)$. 

Fig. 1: DAE-based Wiener Filter.

Fig. 2: Lightweight-CNN-based Wiener Filter.
Then the deep auto-encoder outputs the predicted Wiener Filter to deblur our input image in the frequency domain. Finally, inverse fast Fourier Transform is applied to the deblurred image with frequency representation and generate the actual deblurred image.

We use U-Net as the deep auto-encoder in the pipeline and the model learned to minimize the mean squared error between the deblurred image by the predicted Wiener Filter and the clear image label.

B. CNN Wiener Filter

As visualized in Fig. 2, the lightweight CNN based Wiener Filter learns to predict the parameters in the Wiener Filter in similar way as the deep auto-encoder Wiener Filter but in the spatial domain first and converts the predicted Wiener Filter into the frequency domain to conduct the deblurring process.

The lightweight CNN Wiener Filter design shows to be more efficient than the deep auto-encoder potentially because the deep-learning models are more suitable at dealing with real number data in the spatial domain than complex number data in the frequency domain. Besides, from the experiment section below, the CNN Wiener Filter is shown to be more efficient than most of the state-of-the-art models.

V. EXPERIMENTAL PROCEDURE

When carrying out experiments, determining the performance of our model with respect to other models requires a standardization of a dataset; the rationale for our decision is as follows.

A. Dataset

In this experiment, we use a dataset called GoPro [39] to evaluate the performance of deblurring (PSNR) and computational efficiency (FPS) of different deep neural networks. It contains 2103 samples of blurry images and 1111 samples for testing. Considering the limited computational resource, we conduct experiments on 16 image pairs on each model three times and calculate their mean PSNR and FPS as the final results.

The next subsection explains how, given the standardized dataset, we implemented each of the proposed models during experimentation, and how experimentation was standardized.

B. Implementation Details

Generally, We apply several different versions of U-Net, MobileNetV3, EfficientNet, and M NasNet in our experiments. We use PyTorch for the implementation of these models.

1) U-Net The U-Net contains a traditional structure of 12 down-sample layers and 12 up-sample layers. All of them have a kernel size of 3 with stride 1.

2) MobileNetV3 In this experiment, we use both small and large versions of MobileNetV3 provided by the authors. They have the same network structure with some differences in the numbers of bottleneck. They are named as MobileNetV3 and MobileNetV3Small mentioned in Table I.

3) EfficientNet We apply four EfficientNets for the backbone, which differ in their depth, width, and resolution. EfficientNetB0, EfficientNetB1, EfficientNetB2, and EfficientNetB3 in Table I indicate different versions of EfficientNet.

4) MNasNet We also apply four MNasNets for the backbone. They have some differences in their depth, MNasNet0-5, MNasNet0-75, MNasNet1-0, and MNasNet1-3 in Table I refer to different depth multipliers for MNasNet.

All experiments are conducted on Colab, with an input size of 1280 x 720, on an NVIDIA K80 GPU.

From these details, results are explained and analyzed, and particular results of interest are highlighted and compared against the state-of-the-art models.

C. Results

We show the result of our deep neural network-based Wiener Filter in Table I. We compared several metrics mentioned above with various state-of-the-art models. Overall, our models perform favorably compared with other methods in terms of efficiency with a relatively small amount of loss in accuracy.

Especially, for inference time, both MobileNetV3Small-Wiener and MNasNet1-0-Wiener reach the fastest processing speed of 0.01 s per image, which is far more efficient compared to the state-of-the-art. The speed of almost 100 fps enables our model to achieve real-time deblurring for sophisticated real-world tasks. This is comparable to the HINNET and MIMO-U Net+ models, which have inference times of 0.029 s and 0.031 s respectively. However, HINNET has its shortcomings in the number of parameters, meaning that despite its optimized processing speed, it is less applicable to real-world scenarios as other models. MIMO-U Net+, on the other hand, falls short with still having higher inference time than our Wiener models as well as having parameters comparatively high to our Wiener models, making our models more efficient in terms of both processing power and speed.

In addition, we also compare the PSNR relative to the number of parameters and PSNR relative to the time among these models, which evaluates both their efficiency and accuracy. For the former one, MNasNet0-5-Wiener achieves the highest value of nearly 12.31. The performance reflects the model’s advantage of easy deployment to hardware devices. For the latter one, MNasNet1-0-Wiener reaches the highest value of 29.07. As a result, the model is able to perform nearly as well as the state-of-the-art models, while having an edge on them in efficiency. Generally, our models obtain considerable improvement over some state-of-the-art methods. Comparative to the state-of-the-art, MT-RNN has a PSNR per parameter metric similar to that of our most efficient Wiener models, but has a significant drawback in terms of the PSNR per time measurement. This means that although the MT-RNN model may perform well in real-world applications, its low PSNR per time measurement means that our Wiener models are much more effective by having to sacrifice far less of either...
TABLE I: Experimental results. We compare our deep learning-based Wiener Filters with state-of-the-art methods using different metrics. The names of our models are explained in the Section V.

![Image of blurred and deblurred images](image)

**Fig. 3: Deblurred Image Demonstration on the GoPro Dataset using MnasNet1-0-Wiener.**

| Model                  | PSNR | #Parameter (M) | Time (s) | PSNR | #Parameter | Time (s) |
|------------------------|------|----------------|----------|------|------------|----------|
| MPRNet                 | 32.66| 20.1           | 0.094    | 1.625|            | 349.08   |
| MIMO-UNet+             | 32.68| 16.1           | 0.031    | 2.030|            | 1040.20  |
| HINNet                 | 32.77| 88.7           | 0.029    | 0.369|            | 1132.34  |
| MT-RNN                 | 31.15| 2.6            | 0.151    | 11.981|           | 206.31   |
| DeblurGAN              | 29.55| 60.9           | 1.826    | 0.485|            | 16.18    |
| DBGAN                  | 31.10| 11.6           | 0.297    | 2.681|            | 104.71   |
| DeepRFT                | 32.82| 9.6            | 0.711    | 3.419|            | 46.16    |
| UNet-Wiener            | 29.56| 7.8            | 0.094    | 3.809|            | 314.47   |
| MobileNetV3Small-Wiener| 27.92| 2.5            | 0.010    | 10.992|           | 2820.20  |
| MobileNetV3-Wiener     | 28.32| 5.5            | 0.019    | 5.168|            | 1490.52  |
| MNASNet0-5-Wiener      | 27.20| 2.2            | 0.013    | 9.360|            | 2282.31  |
| MNASNet7-5-Wiener      | 29.67| 3.2            | 0.013    | 12.308|           | 2906.86  |
| MNASNet1-0-Wiener      | 29.65| 4.4            | 0.010    | 6.769|            | 1125.60  |
| EfficientNetB0-Wiener  | 31.11| 6.3            | 0.011    | 4.795|            | 2737.27  |
| EfficientNetB1-Wiener  | 26.89| 5.3            | 0.016    | 5.083|            | 1680.63  |
| EfficientNetB2-Wiener  | 28.14| 7.8            | 0.025    | 3.612|            | 1125.60  |
| EfficientNetB3-Wiener  | 29.27| 9.1            | 0.024    | 3.213|            | 1219.58  |
| EfficientNetB4-Wiener  | 29.63| 12.2           | 0.028    | 2.423|            | 1058.21  |

VI. CONCLUSION AND FUTURE WORK

In this paper, we discuss the effects of using deep learning-based Wiener Filter in image deblurring task. We use four different types of neural network as backbone and design a pipeline for deep auto-encoder Wiener Filter. According to our experiments, we achieved an improvement in inference time and efficiency compared to the state-of-the-art works, which was able to be evaluated through measure of Peak signal-to-noise ratio per time and Peak signal-to-noise per number of parameters. Our results concluded our model would be useful for application in this field as it has better performance than the existing state-of-the-art for the time taken and computational resources used. From our results, it is apparent that the MnasNet0-5-Wiener is the optimal choice to carry out the task of blind image deblurring to a lightweight model as it yielded the highest PSNR per number of parameters—and thus, is the most resource-efficient—out of all Wiener and state-of-the-art models. On the other hand, the MnasNet1-0-Wiener is the optimal choice for efficiency for blind image deblurring as it yields the greatest PSNR per inference time of all the Wiener and state-of-the-art-models. Our model and work can be used to complete real-time deblurring in a variety of applications such as autonomous vehicles, especially for the motion blurring of text. Potentially, our lightweight Wiener model can be used implemented by creating a tool to carry out live and instantaneous motion deblurring.
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