Variational quantum eigensolver (VQE) emerged as a first practical algorithm for near-term quantum computers. Its success largely relies on the chosen variational ansatz, corresponding to a quantum circuit that prepares an approximate ground state of a Hamiltonian. Typically, it either aims to achieve high representation accuracy (at the expense of circuit depth), or uses a shallow circuit sacrificing the convergence to the exact ground state energy. Here, we propose the approach which can combine both low depth and improved precision, capitalizing on a genetically-improved ansatz for hardware-efficient VQE. Our solution, the multiobjective genetic variational quantum eigensolver (MoG-VQE), relies on multiobjective Pareto optimization, where topology of the variational ansatz is optimized using the non-dominated sorting genetic algorithm (NSGA-II). For each circuit topology, we optimize angles of single-qubit rotations using covariance matrix adaptation evolution strategy (CMA-ES) — a derivative-free approach known to perform well for noisy black-box optimization. Our protocol allows preparing circuits that simultaneously offer high performance in terms of obtained energy precision and the number of two-qubit gates, thus trying to reach Pareto-optimal solutions. Tested for various molecules (H$_2$, H$_4$, H$_6$, BeH$_2$, LiH), we observe nearly ten-fold reduction in the two-qubit gate counts as compared to the standard hardware-efficient ansatz. For 12-qubit LiH Hamiltonian this allows reaching chemical precision already at 12 CNOTs. Consequently, the algorithm shall lead to significant growth of the ground state fidelity for near-term devices.

**INTRODUCTION**

In recent years quantum computing made a giant leap from being a purely theoretical concept into forming a full-scale quantum industry. Its major applications are in the fields of quantum chemistry and materials science [1, 2]. A particularly promising task for quantum computing is studying low energy states of strongly-correlated molecular complexes and materials [3, 4]. By using quantum phase estimation and Hamiltonian simulation techniques [5, 6], one can perform calculations with exponentially improved scaling as compared to classical computational methods. However, this typically requires large auxiliary qubit registers and controlled multi-qubit operations. As modern quantum hardware is prone to noise, the implementation of deep quantum circuits becomes impractical unless quantum-error correction is used. The viable alternative for noisy intermediate scale quantum (NISQ) devices [7] corresponds to hybrid quantum-classical approaches that rely on the variational ground state search.

The first example of a hybrid quantum-classical algorithm is the variational quantum eigensolver [8–10], which combines the quantum state preparation with a classical optimization procedure. The standard workflow can be sketched as: 1) start from the initial state $|\psi_0\rangle$ as a simple product state, being a closest match to the ground state of the Hamiltonian $\hat{H}$; 2) construct a unitary operator $U(\theta)$ as a variational ansatz parametrized by angles $\{\theta\}$; 3) prepare an approximation to the ground state as $|\psi(\theta)\rangle = U(\theta)|\psi_0\rangle$; 4) measure the expected energy as $E = \langle\psi(\theta)|\hat{H}|\psi(\theta)\rangle$; 5) update parameters using a classical optimization procedure, and repeat steps 3, 4, and 5 until energy minimum is reached.

By now variational quantum algorithms are represented by the family of protocols, which can be tentatively divided into chemically-inspired and hardware-efficient approaches (see recent reviews [1] and [2] for the detailed discussion). For the chemically-inspired methods a unitary version of the coupled cluster ansatz is considered [10], which is routinely used in quantum chemistry, and allows converging close to the system ground state. At the same time, the chemically-motivated ansatz typically relies on implementing a large number of Pauli operator strings (originating from fermions-to-qubits mapping). This makes it an expensive ansatz for near-term devices. The approach was used for experimental demonstrations of the ground state energy estimation ranging from the simple molecular hydrogen molecule [11] to recent state-of-the-art VQE for H$_2$O molecule with an ion-trap processor [12]. The hardware-efficient approach represents a chemistry-agnostic ansatz that is formed by layers of entangling operations (usually taken as CNOT gates) and rotations with angles $\{\theta\}$, such that at increased number of layers a ground state can be prepared. First demonstrated experimentally for two, four, and six-qubit systems [13–15], the approach offers resource-efficient simulation at the expense of growth.
of variational parameters number. At the same time, the convergence with the number of layers is unknown, and strongly-correlated molecules generally require a large number of layers and two-qubit operations. Finally, a different approach based on Givens rotations was used to prepare variationally Hartree-Fock states of hydrogen chains and study isomerization of diazene [16].

Various improvements upon the basic VQE workflow were proposed. For instance, the state-of-the-art optimization strategies based on imaginary-time evolution and natural gradient techniques were developed [17–21]. Symmetry constraints can be introduced into the ansatz [22, 23], thus simplifying the circuit and lowering the gate count. A mixed variational approach with elements of quantum phase estimation allowed accelerating VQE into the genuine ground state direction [24]. Derivative-based methods were considered, where the use of analytic derivatives for unitary circuits was shown to be highly beneficial [25, 26]. Huge importance of the form of the variational cost-function was noted [27]. Time-grid methods based on state overlap measurement recently gained attention [28–31], also using a variational ansatz as a sum of unitaries [32]. State-of-the-art strategies with compressed pools of variational operators were successfully applied to improve variation [33–36]. Finally, reinforcement learning was employed to enhance quantum eigensolver workflow in a semi-automated fashion [37].

In this paper we tackle the problem of finding an optimal variational ansatz for chemistry problems using a system-agnostic and hardware-efficient ansatz, pushing it to the ultimate limit. The proposed Multiobjective Genetic Variational Quantum Eigensolver (MoG-VQE) performs multiobjective optimization of the ansatz circuit, where an original block-based ansatz circuit is genetically modified to yield quasi-optimal solutions in terms of energy precision and number of entangling two-qubit operations. Considering particular examples of 8- and 12-qubit Hamiltonians corresponding to BeH₂, H₄, and LiH molecules, we show that the number of CNOT operations can be reduced by an order of magnitude, being as low as 12 CNOTs for chemically precise preparation of 12-qubit LiH ground state.

**THE MOG-VQE ALGORITHM**

First, we recall the standard hardware-efficient VQE approach. It was proposed and used by the IBM Quantum group to find experimentally the ground state energy of small molecules with a superconducting quantum processor [13]. The hardware-efficient VQE uses a layered structure of a variational ansatz. The zeroth layer corresponds to choosing the basis by variation of optimal angles (single qubit rotations) on top of a trivial binary processor [13]. The hardware-efficient VQE uses a layered structure of a variational ansatz. The zeroth layer corresponds to choosing the basis by variation of optimal angles (single qubit rotations) on top of a trivial binary processor [13]. The hardware-efficient VQE uses a layered structure of a variational ansatz. The zeroth layer corresponds to choosing the basis by variation of optimal angles (single qubit rotations) on top of a trivial binary processor [13]. The hardware-efficient VQE uses a layered structure of a variational ansatz. The zeroth layer corresponds to choosing the basis by variation of optimal angles (single qubit rotations) on top of a trivial binary processor [13]. The hardware-efficient VQE uses a layered structure of a variational ansatz. The zeroth layer corresponds to choosing the basis by variation of optimal angles (single qubit rotations) on top of a trivial binary processor [13]. The hardware-efficient VQE uses a layered structure of a variational ansatz. The zeroth layer corresponds to choosing the basis by variation of optimal angles (single qubit rotations) on top of a trivial binary processor [13]. The hardware-efficient VQE uses a layered structure of a variational ansatz. The zeroth layer corresponds to choosing the basis by variation of optimal angles (single qubit rotations) on top of a trivial binary processor [13]. The hardware-efficient VQE uses a layered structure of a variational ansatz. The zeroth layer corresponds to choosing the basis by variation of optimal angles (single qubit rotations) on top of a trivial binary processor [13].

In this work we adopt a different approach which assumes that not all qubits shall be equally correlated, and excessive entangling operations may make optimization inefficient. This is also in line with recent results showing the connection between entanglement production and efficiency of convergence [38]. We propose to...
prepare the unitary $\hat{U}(\theta)$ as a variable scheme composed of blocks, with topology being decided in the process of multiobjective genetic search. From one side, the block structure resembles the previously described hardware-efficient ansatz (HEA), where only parts from each layer are utilized. From the other side, the similar block structure can be shown to represent a matrix product state ansatz. The high-level description of the approach is presented in Fig. 1. This corresponds to sequential optimization of both energy of the system and the variational ansatz itself.

For optimization of the VQE circuit topology in this work we propose to use a (multiobjective) genetic algorithm (GA) [39] from the family of evolutionary algorithms – general-purpose heuristics based on principles of biological evolution used for optimizing arbitrary functions. The optimization problem solved by GA is described as a list of gates, each gate associated to one or two qubits depending on its type. Instead of letting the GA to compose circuits from elementary quantum gates, we make it operate at the level of gate blocks composed of one or several CNOTs and several rotation operators (see Fig. 2 and the discussion below).

Gate blocks design. To ensure the convergence to the ground state, gate blocks shall be chosen such that effectively each state in the Hilbert space can be reached. For this, various strategies can be employed. First, let us consider the CNOT gate, where each qubit can be rotated by an arbitrary angle. The corresponding operation can be found in [41] representing a generalized CNOT, shown as a circuit in Fig. 2(a). This circuit implements a CNOT in both directions efficiently (by effectively changing control and target qubits), and also allows conversion of a CNOT to a CZ gate. The decomposition requires 4 variational angles (initially set randomly, though may be initialized using an intelligent guess), and can simplify the variational procedure. However, it cannot be reduced to an identity matrix.

Second, we can use a more general block that includes two CNOT gates. The idea comes from the arbitrary control operation [42]. Additionally, we consider an arbitrary rotation for the top qubit, such that we are not restricted to a certain control state. The resulting circuit is shown in Fig. 2(b). It has 5 variational angles and 9 single-qubit gates total. For instance, it should allow generation of a $\sqrt{\text{SWAP}}$ gate from CNOTs. Importantly, we can choose a non-trivial set of angles as $\theta_4 = \pi, \theta_5 = 2\pi - \theta_3$, and assign $\theta_{1,2,3}$ randomly from the $(-\pi, \pi]$ interval. In this case, the circuit turns into an identity matrix, and thus will utilize the previously optimized state [43]. We envisage there are many other choices that can improve performance, and few ideas are mentioned in the Discussion section.

Circuit initialization. For the zeroth population of NSGA-II we initialize each circuit in the following way. With a probability of 1/2, a circuit is constructed as a check-board of blocks on odd/even sublattices. This aims to correlate and entangle all qubits in the lattice. The procedure thus adds $N_{\text{init}} = N - 1$ blocks, where $N$ is the number of qubits. Alternatively, also with probability 1/2, we use the following circuit initialization procedure. We select the number of blocks $N_{\text{init}}$ to be added uniformly at random from the interval $[N, 4N]$, and then add $N_{\text{init}}$ blocks targeting randomly selected pairs of qubits.
This combined strategy provides necessary diversity of the initial population of the GA, and also deals with the issue of the a priori unknown complexity of the problem. Indeed, different circuit sizes are needed for different Hamiltonians, and, for example, if initialized with an insufficient circuit size, MoG-VQE will require many iterations to reach the needed size. By providing a diverse (in terms of size and structure) set of circuits in initialization we facilitate faster convergence to the ground state.

Circuit variation. To vary the circuit topology we use a simple mutation operator. It uses two basic operations: insertion of a block at a random position in the circuit, and deletion of a block from a random position in a circuit. The mutation operator selects one of three operations to perform according to a random weighted choice (the larger the weight, the larger the probability): 1) insert a block with weight $w_{\text{insert}} = 2.0$; 2) delete a block with weight $w_{\text{delete}} = 1.0$; 3) “large-scale” mutation with weight $w_{\text{big}} = 0.25$, performing 10 insertions/deletions. The latter operation is selected with low probability and is intended for escaping from local minima. As for crossover, initial experiments demonstrated that simple one-point and two-point crossover operations [39] for lists of circuit blocks are inefficient, so we omit using this operator in the current version of the algorithm. For selection we use the tournament selection operator proposed in [40] for multiobjective evolutionary optimization, which is based on non-dominance of solutions and crowding distance. We note that so far no physical topology for a quantum hardware is specified, and new blocks are inserted to act on chosen qubits $i$ and $k$. Later, this can be rewritten in the optimal form targeting a specific device, or encoding actual topology already when performing NSGA-II.

Objective functions evaluation. As mentioned above, we use two objective functions – the energy of the system and the number of CNOTs in the circuit. Calculation of the second objective function is trivial. However, to calculate the first objective function (expected value of energy), we need to optimize variational angles for the respective gates in the circuit. Traditionally, optimization of angles is done using classical methods based on numerical differentiation such as the BFGS algorithm [44] (suffers from noise when run on physical devices) or gradient-free methods that include the Nelder-Mead simplex method [45] and COBYLA [10]. Recent advances include use of stochastic gradient descent optimization and, in particular, Adam [46] being widely popular in machine learning (see comparison in [47]). In this work we propose to use an evolutionary algorithm, namely the Covariance-Matrix Adaptation Evolutionary Strategy (CMA-ES) [48]. CMA-ES is a heuristic derivative-free method for non-linear or non-convex continuous optimization problems that has been shown to be effective for hard problem instances. Each time we need to evaluate the energy for a particular circuit topology, we launch CMA-ES to optimize angles of single-qubit rotation gates. During a single run, CMA-ES starts from random angles for single-qubit gates and varies them to optimize the energy. For each valuation of angles the energy is calculated using a Hamiltonian averaging procedure implemented on a quantum processor (or its simulator). The energy found by a single run of CMA-ES is taken as the optimal energy for the circuit. This is, of course, a heuristic, since due to the stochastic nature of CMA-ES, different optimization runs may result in different minimal energy values. For a trade-off between evaluation time and accuracy, we can also select the number of independent optimization runs of CMA-ES: the minimal energy found in these runs will be taken as the optimal energy for the circuit.

A pseudocode of the proposed MoG-VQE approach is shown in Algorithm 1. The algorithm starts with initializing the population of potential solutions (circuits) $P$ according to the procedure described above. Then, in each generation a new population $P'$ of solutions is formed by mutating each individual and optimizing rotation angles of each circuit using CMA-ES. Note that the inner for-loop is executed in parallel. The algorithm terminates if some termination criterion (e.g., solution with chemical precision is found, or a given number of generations is reached) is satisfied.

**Algorithm 1** Pseudocode of the proposed MoG-VQE approach.

```
Require: number of qubits $N$
Require: population size $n$
Require: Hamiltonian $\mathcal{H}$

$P \leftarrow \text{initPopulation}(n, N)$
for gen $\leftarrow 0$ to $\infty$
    $P' \leftarrow \{\}$
    for $c \in P$
        $m \leftarrow \text{mutate}(c)$
        $m, \text{energy} \leftarrow \text{CMA-ES}(m, \mathcal{H})$
        $m, N_{\text{CNOT}} \leftarrow \text{countCNOTs}(m)$
        $P' \leftarrow P' \cup \{m\}$
    end for
    $P \leftarrow \text{NSGA-selection}(P, P')$
    if terminate($P$, gen) then
        return $P$
    end if
end for
```

Software implementation. Circuit topology optimization is implemented in Python using the DEAP library [49] for NSGA-II implementation. Optimization of angles for rotations is implemented in C++ language using libcmaes [50] library for CMA-ES. To simulate quantum circuits efficiently it is crucial to choose a fast software simulator of a quantum processor. We have benchmarked several packages for this task, including the statevector simulators in QuTiP [51] and Qiskit [52] packages for Python, and the high-performance Quantum Exact Simulation Toolkit (QueST) [53] written in C++. We find
We compare the developed MoG-VQE approach with HEA [13] with different number of layers $p$. In the latter the circuit topology is fixed during VQE and represents layers of CNOTs placed on neighbouring qubits followed by rotations, repeated $p$ times. To make a valid comparison, when optimizing rotation angles for HEA we initially used the same algorithm as in our approach, namely, CMA-ES. However, since the depth of resulting circuits (and thus the number of optimization parameters) for HEA is much larger than for our approach, the original CMA-ES performs poorly. This is mostly due to the use of operations that have a quadratic time complexity dependence from the number of optimization parameters. Therefore, below we report results in which HEA parameters were optimized using a variation of CMA-ES called sep-CMA-ES [58], in which each iteration has linear time complexity.

Beryllium hydride BeH$_2$ (8 qubits). As a first example, we consider BeH$_2$ at the bond distance of 1.33 Ångstrom, being a stable configuration. The Hamiltonian is obtained using different active space parameters, and is parallel for batches of 16 circuits. For all plotted results blocks of the first type [Fig. 2(a)] are used, while we comment on second block choice in the text. In each case the initial state is chosen as a Hartee-Fock state, that for relatively small molecules corresponds to the product state having the largest overlap with the genuine many-body Hamiltonian ground state.

FIG. 3: MoG-VQE vs. HEA for BeH$_2$. Results of numerical simulations are shown for beryllium hydride molecule BeH$_2$ at the equilibrium bond distance of 1.33 Ångstrom. (a) Pareto fronts generated by the proposed MoG-VQE approach for different generations of NSGA-II optimization. Here each Pareto front corresponds to a quasi-optimal trade-off solution in coordinates of CNOT number and energy, where both objectives cannot be simultaneously improved. The blue solid line corresponds to the ground state energy from exact diagonalization of the BeH$_2$ Hamiltonian, and the blue dotted line shows a minimal chemically accurate solution. Chemical precision can be reached with a minimal number of 9 CNOTs. (b) We compare results of MoG-VQE with genetically modified ansatz to the hardware-efficient strategy with fixed number of layers. Energies reached by HEA are shown for increasing numbers of layers (top scale), and corresponding numbers of CNOT gates are shown at the bottom. Chemical precision can be reached for the minimal number of 70 CNOTs.
FIG. 4: MoG-VQE vs. HEA for hydrogen chains. We consider the $H_4$ molecule in the open chain (line) geometry, where the bond distance $d$ (measured in Å) between atoms is uniform. (a) Potential energy curve for $H_4$ molecule shown as a function of bond distance $d$. Results of MoG-VQE are depicted by blue dots, and are shown to recover genuine ground state energies obtained from exact diagonalization. (b) Two-qubit gate counts for MoG-VQE circuits needed to prepare approximate ground states at different $d$. Circuits for runs that did not provide chemical accuracy are shown by crosses. The dashed curve represents the mean CNOT number for different runs, and serves as a guide to an eye. (c) Pareto fronts plotted for energy and $N_{\text{CNOT}}$ objective functions, and displayed for different generations. Here, we consider $H_4$ at bond distance of $d = 1.20$ Å. (d) Results for the HEA VQE simulations of $H_4$ ($d = 1.20$ Å). Minimal energy shown as a function of numbers of layers (top), and corresponding number of CNOT operations.

encoded with $N = 8$ qubits [28]. We perform multi-objective VQE, and compare it to the hardware efficient ansatz proposed in [13]. The results are shown in Fig. 3.

Here and below, the bottom solid line corresponds to the full configurational interaction (FCI) ground state energy from exact diagonalization, and the top dashed line depicts FCI energy within chemical accuracy, which allows for $10^{-3}$ Hartree error at room temperature. The number of CNOT operations comes directly from the number of blocks, where single-qubit operations supplement each two-qubit gate. In Fig. 3 we plot the minimal obtained energy as a function of $N_{\text{CNOT}}$ obtained by MoG-VQE, and provide the comparison to HEA. Fig. 3(a) shows Pareto fronts of solutions that account for the trade-off between energy minimization and number of CNOTs (circuit depth). Progressing from inefficient ansatz circuits of early generations, we see that at the 21st generation the GA reaches chemical precision with 14 CNOTs. As we continue to optimize variational circuits, Pareto fronts are bettered, with both energy precision and circuit depth being improved (gen=42 curve), shifting to the left bottom corner. The circuit containing as low as 9 CNOTs can be constructed in the way that
a chemically-accurate ground state of 8-qubit BeH$_2$ can be prepared. Generally we observe that forty to sixty generations are required to obtain quasi-optimal circuits that allow preparing low-energy states and are resource-efficient.

Additionally, we test the quality of obtained solutions tracking the total magnetization and parity of prepared states. As the system corresponds to interacting fermions in the absence of a magnetic field, both charge conservation and time-reversal symmetry must be satisfied. This, for instance, is captured by the ansatz choice that by construction does not change magnetization and parity for any physical state [23]. While our ansatz does not obey required symmetries explicitly, we find that magnetization and parity of variationally prepared states differ from the initial ones only in the third digit after the decimal point. This allows us to confirm that MoG-VQE indeed prepares physical ground state solutions. We also note that for some cases symmetries can be encoded in additional fitness functions, enjoying the power of multi-objective optimization.

Next, we perform calculations for the hardware-efficient ansatz described above. For HEA we repeat numerical experiments 5 times for each circuit depth. In Fig. 3(b) we show minimal HEA VQE energy as a function of the number of layers, or equivalently the number of CNOTs (each point for the same $N_{\text{CNOT}}$ corresponds to a separate computational experiment). We find that the minimal number of layers for attaining chemical precision is 10 (70 CNOTs), while to reach chemical precision with larger probability 30 layers (210 CNOTs) are needed.

Studying the efficiency of different blocks we discover that the block of first type [Fig. 2(a)] has better performance, and corresponds to our top choice for MoG-VQE. The reason is its versatility, as several blocks put in a series can represent other circuits at the same cost as a single two-qubit operation. On the contrary, we find that VQE with blocks of the second type [Fig. 2(b)] has weaker performance (not shown). While being rather general, training of the circuit network with 5-parameter blocks becomes challenging while also restricted by $N_{\text{CNOT}}$ set as one of the objective functions.

**Hydrogen chain $H_4$ in a line geometry (8 qubits).** Next, we consider a highly correlated molecule corresponding to the hydrogen chain $H_4$ (line geometry), where equal bond distance $d$ and open boundary are taken [56]. This corresponds to $N = 8$ qubit Hamiltonian in STO-3G basis. Bond distances from 0.50 Å to 2.00 Å are considered. Note that for bond distances of 1.3 Å and more, the initial energy (Hartree-Fock solution) and FCI energy are largely separated, making it a difficult molecule to study.

Results of MoG-VQE experiments for the hydrogen chain are shown in Fig. 4. In panel Fig. 4(a) we present a potential energy curve, showing that MoG-VQE allows accurate reproduction of the FCI ground state obtained by exact diagonalization of the molecular Hamiltonian. In Fig. 4(b) we present two-qubit gate counts $N_{\text{CNOT}}$ for circuits used to prepare approximate ground states with energies shown in Fig. 4(a). For each bond distance, we repeat independent numerical experiments for 10 times. Round points depict experimental runs in which chemical precision was reached, and crosses – runs in which it was not reached. We observe that multiobjective search can find compressed circuits with thirty to forty two-qubit gates for the majority of bond distances. Overall we note the gradual increase of required circuit size as $d$ grows. This aligns well with the fact that at large bonds hydro-
gen chains exhibit strong correlations, as evidenced by large discrepancy between Hartree-Fock energy and FCI energy [34, 56]. Additionally, we observe a noticeable optimization glitch at around 0.90 Å, which hinders efficient parameter research. While the origin of this phenomenon remains unclear, we narrowed down the area and revealed numerically that observed behavior resembles a computational phase transition.

The progress of variational optimization of circuit topology is demonstrated in Fig. 4(c), where Pareto fronts for several generations are shown (we choose $d = 1.20$ Å). While circuits of $N_{\text{CNOT}} = 35$ for reaching chemical accuracy can be prepared already at 19th generation, systematic lowering of two-qubit gate count is difficult, driven by strong interparticle correlations present in the system.

Fig. 4(d) shows a comparison of the proposed approach to HEA VQE for the bond distance of 1.20 Ångstrom, which was run until convergence for increasing number of layers. We observe that the hardware-efficient ansatz requires a minimum of 30 layers (210 CNOTs) to reach chemical precision (and at least 40 layers to reach it with high probability), while the proposed MoG-VQE method produces accurate circuits with as low as 31 CNOTs as seen from Fig. 4(c).

Lithium hydride LiH (12 qubits). Another considered large molecule corresponds to LiH decomposed into qubit form without simplifications [56] and mapped onto $N = 12$ qubits. The bond distance of 2.00 Å is considered. Results of experimental runs are shown in Fig. 5. In Fig. 5(a) we present Pareto fronts for several generations produced by MoG-VQE. Starting from compact circuits at early generations, the optimizer can efficiently lower both the energy and the gate count. Overall this corresponds to rather weak correlations for LiH, as was also noted before [34]. We compare results to HEA VQE simulation [Fig. 5(b)] where several independent runs of sep-CMA-ES are performed, yet we do not observe convergence to the chemically precise energy. We observe that at shallow depth circuits suffer from weak expressibility and simply cannot prepare the ground state of the 12-qubit Hamiltonian, while at large circuit depth ($p \geq 25$) training becomes inefficient, leading to energy increase. This is ultimately linked to increased number of optimization parameters and scaling for the CMA-ES optimizer.

As an example of a high-performing circuit for preparing LiH ground state, we provide the discovered circuit scheme with only 12 CNOTs from another experimental run. The circuit is visualized with Qiskit [52] and explicitly shown in Supplementary Figure S1. We note that this circuit is not optimized, nor it is transpiled to a specific geometry. These steps are however important when considered for real hardware implementation. While two-qubit operations in Fig. S1 may appear long-range interacting in some geometries, this is highly dependent on actual quantum processor topology. For instance, trapped ion processors and transmon-based processors in the star topology allow implementation with zero overhead [59], while modern two-dimensional square grid processors [60] can lower it significantly. In particular, when optimization for specific hardware is considered, a separate qubit routing procedure can be implemented via existing compilers [63] such that the overhead for non-neighbouring two-qubit gates is kept at minimal value.

**DISCUSSION**

To highlight the potential yield of the designed multiobjective genetic VQE we can take a simple noise model, where each single- and two-qubit operation is associated to an error (e.g. bit flip), and errors are uncorrelated. Notably, this holds even for large-scale quantum computation, as shown in the quantum supremacy experiment [60]. The representative circuit for LiH contains $N_{\text{CNOT}} = 12$ CNOTs and $N_{\text{rot}} = 84$ non-zero single-axis rotations, that can be contracted into $N_{\text{rot}} = 32$ general gates. This is associated to noise levels $\varepsilon_{\text{CNOT}} \sim 10^{-2}$ and $\varepsilon_{\text{rot}} \sim 10^{-3}$, correspondingly [12, 60]. Fidelity for the ground state preparation of 12-qubit molecule can be estimated as $F = (1 - \varepsilon_{\text{rot}})^{N_{\text{rot}}}(1 - \varepsilon_{\text{CNOT}})^{N_{\text{CNOT}}}$ and is over 85%, making ground state estimation reliable.

To conclude, we proposed the multiobjective genetic variational quantum eigensolver based on evolutionary algorithms. It utilizes the genetic algorithm NSGA-II to optimize the variational ansatz topology guided by the requirement to minimize the two-qubit gate count. For each scheme we optimize variational angles using CMA-ES evolutionary strategy that proves to work well for black-box functions. The strategy points to the ultimate limit where even usual hardware-efficient layered ansatz is expensive and excessive, as in certain cases only targetted entanglement between qubits might suffice to prepare ground state approximation. The approach is particularly useful for problems where two-qubit operations are noisy and their use needs to be minimized. We tested the approach for different molecular Hamiltonians encoded in 8 and 12 qubits, and found compact schemes which can readily prepare ground state approximations.

Recently, we became aware of two conceptually similar approaches (Rotoselect [61] and Evolutionary Variational Quantum Eigensolver (EVQE) [62]) having similar workflows with ansatz modification. In Rotoselect the distinct method for choosing generators of rotations was used, thus allowing to reach better energy accuracy with smaller number of layers compared to standard HEA VQE. EVQE uses a different genetic heuristic to modify variational ansatz operating at the level of layers (add/remove), and exploits a single objective function. In the current work we go beyond this approach by using block-structured ansatz and employing multiobjec-
tive approach that allows searching for Pareto-optimal solutions.

We shall stress that the proposed algorithm can be further improved. First, the question of optimal gate block choice remains open, and better parametrization can largely yield the performance of the algorithm. The promising approach (yet to be implemented) is building an ansatz from blocks that respect symmetries of molecular systems (for instance, charge conservation) [23]. For instance, by choosing a less “powerful” block with only single $\hat{Y}$ rotation we can largely facilitate the optimization process, reducing its wall-time, though at the expense of larger circuit depth. Also, recent results suggest that introduced correlation may largely help when searching for optimal VQE parameters [64]. Next, different initialization schemes will be considered in the future to further facilitate the convergence. Currently we do not reuse data when optimizing circuits, and continue to optimize all angles in the circuit. One improved strategy may account for quasi-optimal preparatory sequences, and “freezing” them to yield further fine-tuned optimization. Finally, while multiobjective genetic algorithms is important for changing ansatz topology, the intermediate variation for optimal angles can be performed by using gradient-based methods with automatic differentiation in the forward mode [25], likely improving the convergence.
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FIG. S1: Ground state preparation circuit for LiH molecule described by $N = 12$ qubits, found by the developed MoG-VQE algorithm. Here an unoptimized platform-agnostic version is shown, which can be further compressed to reduce the single-qubit gate count when more rotations are considered. Blue gates are CNOTs, and purple blocks are rotations generated by $\hat{X}$, $\hat{Y}$, $\hat{Z}$. 