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Abstract: We consider a system of ODEs of mixed order with derivative terms appearing in the non-linear function and show the existence of a solution which does not oscillate for such system. We applied the fixed point technique to show that under certain conditions there exists at least one solution to the system which is not only non-oscillating, but also asymptotically constant.
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1 Introduction

Systems of differential equations arise while modelling many situations. We will now look at few systems of coupled ODEs which arise in nature. In [1], the authors discuss some qualitative properties of elliptic systems of the type

$$\begin{align*}
\Delta u + a(|x|)f(u, v) &= 0, \\
\Delta v + b(|x|)g(u, v) &= 0, \\
R_1 < |x| < R_2, \quad x \in \mathbb{R}^n.
\end{align*}$$ (1.1)

They considered the existence of positive radial solutions for this system. In view of the spherical symmetry of $g(|x|)$, they rewrite the system (1.2) and find positive solutions for

$$\begin{align*}
\frac{u'}{r} + \frac{N-1}{r}u' + a(r)f(u(r), v(r)) &= 0, \\
\frac{v'}{r} + \frac{N-1}{r}v' + b(r)g(u(r), v(r)) &= 0.
\end{align*}$$ (1.3)

The following system of ODEs appears in Non-linear Optics [11]:

$$\begin{align*}
-w'' + aw - wv &= 0, \\
-v'' + bv - \frac{w^2}{2} &= 0,
\end{align*}$$ (1.4)

where $a, b$ are positive constants and $w, v$ are functions defined for all $x \in \mathbb{R}$. This system arises from a system of $\chi^2$–SHG equations which govern phenomena in non-linear optics. The $\chi^2$–SHG equations arise while studying the Parametric interactions of intense light signals in materials with second-order non-linearities. It is very important to know the asymptotic behaviour of solutions of such systems. In fact, Lopes in [11] talks about solutions of (1.4) with finite energy (equivalently tending to zero as the independent
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variable say $x \rightarrow \infty$.

While considering the steady flow of an electrically conducting fluid between two horizontal parallel plates where the fluid and the plates rotate in unison about an axis normal to the plates with an angular velocity, the following system of ODEs arise.

\[
\begin{align*}
    f'' - M^2 f' - 2K^2 g &= R \left( f' \right)^2 - ff'' + A, \\
    g'' - M^2 g + 2K^2 f &= R \left( g' \right)^2 - fg',
\end{align*}
\]

where $A$ is a constant, $R$ is the viscosity parameter, $M^2$ is the magnetic parameter and $K^2$ is the rotational parameter. The functions $f$ and $g$ are defined on the real line. These equations are found in [12].

These examples lead us to consider the more generalized forms of (1.3). So, we consider the following generalized version of coupled system of non-linear ordinary differential equations.

\[
\begin{align*}
    x_1^{(n_1)}(t) + h_1(t, x_1, x_1', x_2, x_2', \ldots, x_2^{(N_2)}) &= 0, \\
    x_2^{(n_2)}(t) + h_2(t, x_1, x_1', x_2, x_2', \ldots, x_2^{(N_2)}) &= 0,
\end{align*}
\]

where $h_1, h_2$ are real valued continuous functions on $[t_0, \infty) \times \mathbb{R}^{N_1+N_2}$, $t \geq t_0 > 0$, $n_i > 1$ and $N_i$ are integers with $0 \leq N_i \leq n_i - 1$ for $i = 1, 2$.

Lot of work is done in providing conditions to find non oscillating solutions of systems and equations. We refer to articles like [2–4, 6, 7, 9, 14]. In most of these article authors proved conditions for non oscillation or positive solutions for either lower order systems which are fully coupled or higher order systems which are weakly coupled. For example, Graef et al [13] considered the following second order system which is fully coupled.

\[
\begin{align*}
    -u''_1 &= \lambda_1 a_1(t)f_1(u, v) \quad t \in (0, 1), \\
    -v''_1 &= \lambda_2 a_2(t)f_2(u, v) \quad t \in (0, 1).
\end{align*}
\]

Whereas Henderson et al [14] considered the following higher order system.

\[
\begin{align*}
    u^{(n)}(t) + \lambda a(t)f(v) &= 0 \quad t \in (0, 1), \\
    v^{(n)}(t) + \lambda b(t)g(u) &= 0 \quad t \in (0, 1).
\end{align*}
\]

To the best of our knowledge more general systems of the type (1.5) are not considered in existing literature, which makes this problem worth attempting. In this article we presented different conditions under which the existence of a non-oscillating solution for system (1.5) is guaranteed. At the end we apply the theory developed on a theoretical example.

## 2 Mathematical Preliminaries

We present here some mathematical preliminaries required to prove the main results presented in the next section.

**Definition 2.1.** A pair of real valued continuous functions $x_1(t), x_2(t)$ are called solutions of (1.5) if they satisfy both the equations in (1.5) simultaneously on the interval $[t_0, \infty)$.

**Definition 2.2.** A continuous real valued function defined on $[t_0, \infty)$ is said to be oscillatory if it has arbitrarily large zeros and otherwise it is said to be non oscillatory. A solution $(x_1, x_2)$ of the system (1.5) is called oscillatory if both $x_1$ and $x_2$ are oscillatory. If a system has at least one non-trivial solution with finitely many zeros, then it will be called non-oscillatory.
We will now state Shauder’s theorem

Let $E$ be a Banach space and $X$ any nonempty convex and closed subset of $E$. If $S$ is a continuous mapping of $X$ into itself and $SX$ is relatively compact, then the mapping $S$ has at least one fixed point (i.e. there exists an $x \in X$ with $x = Sx$).

Consider $B ([0, \infty))$ to be the Banach space of all continuous and bounded real valued functions on the interval $[0, \infty)$, endowed with the sup-norm $\| \cdot \|$

\[ \|h\| = \sup_{t \geq 0} |h(t)| \quad \text{for} \quad h \in B ([0, \infty)) \]

We now define the set $(B)^N ([0, \infty))$ as:

$(B)^N ([0, \infty))$ is the set of all bounded continuous real valued functions on the interval $[0, \infty)$ which have bounded continuous $k$-order derivatives on $[0, \infty)$ for each $k = 1, 2, \ldots, N$.

Let us now define $\| \cdot \|_N$ as

\[ \|h\|_N = \max_{k=0,1,\ldots,N} \|h^{(k)}\| \quad (2.1) \]

for $h \in (B)^N ([0, \infty))$. We note that $(B)^N ([0, \infty))$ is complete under the norm $\| \cdot \|_N$.

Let $(B)^N ([0, \infty)) \times (B)^N ([0, \infty))$ be the Cartesian product of $(B)^N ([0, \infty))$ with itself with the product topology. This product space is endowed with the norm $\| \cdot \|_{N \times N}$ defined as

\[ \|(u_1, u_2)\|_{N \times N} = \max \{ \|u_1\|_N, \|u_2\|_N \} \quad (2.2) \]

We will now need a criterion to show the compactness of subsets of the space $(B)^N ([0, \infty))$. In that direction, we will revisit few definitions of concepts related to sets of functions taking real values.

**Definition 2.3.** A set of real-valued functions defined on the interval $[0, \infty)$, $U$ is called uniformly bounded if there exists a positive constant $M$ such that, for all functions $u \in U$

\[ |u(x)| \leq M \]

for every $x \geq 0$.

**Definition 2.4.** $U$ is said to be equicontinuous if, for each $\epsilon > 0$, there exists a $\delta \equiv \delta (\epsilon) > 0$ such that, for all functions $u \in U$

\[ |u(t_1) - u(t_2)| < \epsilon \]

for every $t_1, t_2 \geq 0$ with $|t_1 - t_2| < \delta$.

**Definition 2.5.** $U$ is called equiconvergent at $\infty$ if all functions in $U$ are convergent in $R$ at the point $\infty$ and, for each $\epsilon > 0$, there exists a $T > 0$ such that, for all $u \in U$

\[ |u(x) - \lim_{s \to \infty} u(s)| < \epsilon \]

for every $x \geq T$.

We will use the following lemma from [5] which is a generalization of the above mentioned compactness criterion.

**Lemma 2.6.** Let $H \times H$ be a subset of the Banach Space $(B)^N ([0, \infty)) \times (B)^N ([0, \infty))$ endowed with the norm $\| \cdot \|_{N \times N}$. Define $H^{(0)} \times H^{(0)} = H \times H$ and provided that $N > 0$, $H^{(k)} \times H^{(k)} = \{ (h_1^{(k)}, h_2^{(k)}) : (h_1, h_2) \in H \times H \}$ for $k = 1, 2, \ldots, N$. If $H^{(k)} \times H^{(k)} (k = 0, 1, 2, \ldots, N)$ are uniformly bounded, equicontinuous and equiconvergent at $\infty$, then $H \times H$ is relatively compact.

### 3 Main Results

The following is our main theorem.
Theorem 3.1. Let
\[ |h_i(t, z_1, z_2, \ldots z_{N_1+N_2})| \leq \sum_{k=0}^{N_1+N_2} p_{ik}(t) g_{ik}(\|z_k\|) + r_i(t) \]  
(3.1)
for all \((t, z_1, z_2, \ldots z_{N_1+N_2}) \in [t_0, \infty) \times \mathbb{R}^{N_1+N_2}\) and \(i = 1, 2\), where \(p_{ik}\) and \(r_i\) \((i = 1, 2)\), \((k = 1, 2, \ldots, N_1 + N_2)\) are non-negative continuous real-valued functions on \([t_0, \infty)\) such that for \(N = \max \{1, n_1, n_2\}\)
\[
\int_{t_0}^{\infty} t^{N-1} p_{ik}(t) dt < \infty,
\]
(3.2)
\[
\int_{t_0}^{\infty} t^{N-1} r_i(t) dt < \infty,
\]
for \(i = 1, 2, k = 0, 1, \ldots, N_1 + N_2\) and \(g_{ik}, i = 1, 2\) are non-negative continuous real-valued functions on \([0, \infty)\) which are not identically zero.

Let there exist positive constants \(K_1 > 0, K_2 > 0\) and \(T > t_0\) such that for
\[
\max_{k=0,1,\ldots,N_1} \left[ \sum_{l=1}^{N_1} \int_T^{\infty} (s-T)^{n_1-1-k} p_{1l}(s) ds \Theta_{1l} + \int_T^{\infty} (s-T)^{n_1-1-k} r_1(s) ds \right] \leq K_1
\]
(3.3)
and
\[
\max_{k=0,1,\ldots,N_2} \left[ \sum_{l=1}^{N_2} \int_T^{\infty} (s-T)^{n_2-1-k} p_{2l}(s) ds \Theta_{2l} + \int_T^{\infty} (s-T)^{n_2-1-k} r_2(s) ds \right] \leq K_2,
\]
(3.4)
where \(\Theta_{1l}, \Theta_{2l}\) are defined as
\[
\Theta_{1l} = \sup \left\{ g_{1l}(z) : 0 \leq z \leq \max \{2K_1, 2K_2\} \right\},
\]
\[
\Theta_{2l} = \sup \left\{ g_{2l}(z) : 0 \leq z \leq \max \{2K_1, 2K_2\} \right\}
\]
for \(l = 0, 1, 2, \ldots, N_1 + N_2\). Then the system (1.5) has a solution pair \((x_1, x_2)\) on \([T, \infty)\) such that \(x_1 \to K_1\) and \(x_2 \to K_2\) asymptotically and therefore are non-oscillatory.

Proof. Consider the space \(E = (B)^{\mathbb{N}}([T, \infty))\) with the norm \(\|\cdot\|_N\) as in (2.1), and define
\[
X = \{ x \in E : \|x\|_N \leq \max \{2K_1, 2K_2\} \}.
\]
Clearly \(X\) is a non-empty closed convex subset of \(E\).

Now pick \(x_1\) and \(x_2\), two arbitrary functions in the set \(X\). Then
\[
g_{1l}(\|x_1(t)\|) \leq \Theta_{1l},
\]
\[
g_{2l}(\|x_2(t)\|) \leq \Theta_{2l}
\]
for \(l = 1, 2, \ldots, N_1 + N_2\). From (3.1) we get
\[
\left| h_1(t, x_1, x_1^{(N_1)}, x_2, x_2^{(N_2)}) \right| \leq \sum_{l=1}^{N_1+N_2} \Theta_{1l} p_{1l}(t) + r_1(t),
\]
\[
\left| h_2(t, x_1, x_1^{(N_1)}, x_2, x_2^{(N_2)}) \right| \leq \sum_{l=1}^{N_1+N_2} \Theta_{2l} p_{2l}(t) + r_2(t)
\]
(3.5)
for every \(t \geq T\).

Thus, from (3.2) we conclude that
\[
\int_T^{\infty} (s-T)^{N-1} h_1 \left( t, x_1(s), x_1^{(N_1)}(s), x_2(s), x_2^{(N_2)}(s) \right) ds,
\]
exist in $\mathbb{R}$.

Now, by using (3.5), we get that,

$$\int_{T}^{\infty} (s - T)^{N-1} h_1 \left( t, x_1(s), x_1'(s), \ldots, x_1^{(N_1)}(s), x_2(s), x_2'(s), \ldots, x_2^{(N_2)}(s) \right) ds$$

$$\leq \sum_{l=1}^{N_1+N_2} \Theta_{1l} \int_{T}^{\infty} (s - T)^N \rho_{1l}(s) ds + \int_{T}^{\infty} (s - T)^N \rho_{1l}(s) ds,$$

$$\int_{T}^{\infty} (s - T)^{-1} h_1 \left( t, x_1(s), x_1'(s), \ldots, x_1^{(N_1)}(s), x_2(s), x_2'(s), \ldots, x_2^{(N_2)}(s) \right) ds$$

$$\leq \sum_{l=1}^{N_1+N_2} \Theta_{2l} \int_{T}^{\infty} (s - T)^{-1} \rho_{2l}(s) ds + \int_{T}^{\infty} (s - T)^N \rho_{2l}(s) ds.$$

From (3.3) and (3.4) for every $t \geq T$ we get

$$\int_{t}^{\infty} (s - t)^{N-1} h_1 \left( t, x_1(s), x_1'(s), \ldots, x_1^{(N_1)}(s), x_2(s), x_2'(s), \ldots, x_2^{(N_2)}(s) \right) ds$$

$$\leq K_1,$$

$$\int_{t}^{\infty} (s - t)^{-1} h_1 \left( t, x_1(s), x_1'(s), \ldots, x_1^{(N_1)}(s), x_2(s), x_2'(s), \ldots, x_2^{(N_2)}(s) \right) ds$$

$$\leq K_2$$  \hfill (3.6)

and

$$\int_{t}^{\infty} (s - t)^{N-1-j} h_1 \left( t, x_1(s), x_1'(s), \ldots, x_1^{(N_1)}(s), x_2(s), x_2'(s), \ldots, x_2^{(N_2)}(s) \right) ds$$

$$\leq K_1,$$

$$\int_{t}^{\infty} (s - t)^{-1-j} h_1 \left( t, x_1(s), x_1'(s), \ldots, x_1^{(N_1)}(s), x_2(s), x_2'(s), \ldots, x_2^{(N_2)}(s) \right) ds$$

$$\leq K_2$$  \hfill (3.7)

for every $t \geq T$ and $j = 0, 1, 2, \ldots, N - 1$.

As this is true for any pair $x_1, x_2$, we now define mapping $S = (S_1(x_1, x_2), S_2(x_1, x_2))$ on $X \times X$ as

$$(S_1(x_1, x_2))(t) = K_1 - (-1)^{n_1} \int_{t}^{\infty} (s - t)^{n_1 - 1} (n_1 - 1)! h_1 \left( t, x_1(s), x_1'(s), \ldots, x_1^{(N_1)}(s), x_2(s), x_2'(s), \ldots, x_2^{(N_2)}(s) \right) ds$$

and

$$(S_2(x_1, x_2))(t) = K_2 -$$
for every $t \geq T$.

It is not difficult to notice here that the map $S$, is a self map from $Y = X \times X$ to itself and is well defined because $S_1(X \times X) \subseteq X$ and $S_2(X \times X) \subseteq X$. We apply the Shauder’s theorem and show that $S$ has a fixed point pair. We first show that $S_1Y$ is relatively compact. We do this for $S_1$ and an analogous proof follows for $S_2$ also to show that $S_2Y$ is relatively compact, which we exclude. After applying the compactness criterion Lemma 2.6 given earlier, it suffices to show that each one of the sets $(S_1Y)^{(k)}$, $k = 0, 1, \ldots, n_1 - 1$, are uniformly bounded, equicontinuous and equiconvergent at $\infty$.

Since $S_1Y \subset Y$, we obviously have $(S_1(x_1, x_2))^{(k)} < K_1$ for $k = 0, 1, \ldots, n_1 - 1$ for all $(x_1, x_2) \in Y$. So $(S_1Y)^{(k)}$ for $k = 0, 1, \ldots, n_1 - 1$ are uniformly bounded.

Moreover for some $t \geq T \geq T$, we have

$$
|S_1(x_1(t), x_2(t)) - K_1| =
$$

$$
\left| (-1)^{n_1} \int_{t}^{\infty} \frac{(s-t)^{n_1-1}}{(n_1-1)!} h_1 \left( t, x_1(s), x_1(s), \ldots, x_1^{N_1}(s), x_2(s), x_2(s), \ldots, x_2^{N_2}(s) \right) ds \right|
$$

$$
\leq \int_{t}^{\infty} \frac{(s-t)^{n_1-1}}{(n_1-1)!} \left| h_1 \left( t, x_1(s), x_1(s), \ldots, x_1^{N_1}(s), x_2(s), x_2(s), \ldots, x_2^{N_2}(s) \right) \right| ds
$$

$$
\leq \sum_{l=1}^{N_1+N_2} \Theta_{1l} \int_{t}^{\infty} \frac{(s-t)^{n_1-1}}{(n_1-1)!} p_1(s) ds + \int_{t}^{\infty} \frac{(s-t)^{n_1-1}}{(n_1-1)!} r_1(s) ds
$$

for all $(x_1, x_2) \in Y$.

and

$$
|S_1^{(k)}(x_1(t), x_2(t))| =
$$

$$
\left| (-1)^{n_1} \int_{t}^{\infty} \frac{(s-t)^{n_1-1-k}}{(n_1-1-k)!} h_1 \left( t, x_1(s), x_1(s), \ldots, x_1^{N_1}(s), x_2(s), x_2(s), \ldots, x_2^{N_2}(s) \right) ds \right|
$$

$$
\leq \int_{t}^{\infty} \frac{(s-t)^{n_1-1-k}}{(n_1-1-k)!} \left| h_1 \left( t, x_1(s), x_1(s), \ldots, x_1^{N_1}(s), x_2(s), x_2(s), \ldots, x_2^{N_2}(s) \right) \right| ds
$$

$$
\leq \sum_{l=1}^{N_1+N_2} \Theta_{1l} \int_{t}^{\infty} \frac{(s-t)^{n_1-1-k}}{(n_1-1-k)!} p_1(s) ds + \int_{t}^{\infty} \frac{(s-t)^{n_1-1-k}}{(n_1-1-k)!} r_1(s) ds
$$

for $k = 1, 2, \ldots, n_1 - 1$. So, by using (3.2) and suitably choosing a large $T'$ such that $\int_{t}^{T'} \frac{(s-t)^{n_1-1-k}}{(n_1-1-k)!} p_1(s) ds < \frac{c}{2(N_1+N_2)\max \Theta_{1l}}$, $l = 1, 2, \ldots, N_1 + N_2$ and $\int_{t}^{\infty} \frac{(s-t)^{n_1-1-k}}{(n_1-1-k)!} r_1(s) ds < \frac{c}{2}$ for all $t > T'$ and for $k = 1, 2, \ldots, n_1 - 1$, we see that the right hand side of the inequality can be made close to zero, therefore we conclude that $S_1Y$ is equiconvergent at $\infty$.

Now by using (3.5) for any $(x_1, x_2) \in Y$, for every $t_1, t_2$ with $T \leq t_1 < t_2$ and for $k < n_1 - 1$, we see that

$$
\left| (S_1^{(k)}(x_1(t_2), x_2(t_2)) - (S_1^{(k)}(x_1(t_1), x_2(t_1)) =
$$
\[ \left| K_1 - (-1)^{n_1} \int_{t_1}^{\infty} \frac{(s-t_2)^{n_1-1-k}}{(n_1-1-k)!} h_1 \left( t, x_1(s), x_1(s), x_1^{(N_1)}(s), x_2(s), x_2(s), x_2^{(N_1)}(s) \right) ds \right| \]

\[ -K_1 + (-1)^{n_1} \int_{t_1}^{\infty} \frac{(s-t_1)^{n_1-1-k}}{(n_1-1-k)!} h_1 \left( t, x_1(s), x_1(s), x_1^{(N_1)}(s), x_2(s), x_2(s), x_2^{(N_1)}(s) \right) ds \]

\[ = \int_{t_1}^{\infty} \int_{t}^{\infty} \frac{(s-r)^{n_1-2-k}}{(n_1-2-k)!} h_1 \left( t, x_1(s), x_1(s), x_1^{(N_1)}(s), x_2(s), x_2(s), x_2^{(N_1)}(s) \right) dr \]

\[ - \int_{t_1}^{\infty} \int_{t}^{\infty} \frac{(s-r)^{n_1-2-k}}{(n_1-2-k)!} h_1 \left( t, x_1(s), x_1(s), x_1^{(N_1)}(s), x_2(s), x_2(s), x_2^{(N_1)}(s) \right) dr \]

\[ = \sum_{l=1}^{N_1+N_2} \Theta_{1l} \int_{t_1}^{t_2} \int_{r}^{\infty} \frac{(s-r)^{n_1-2-k}}{(n_1-2-k)!} p_{1l}(s) ds dr + \int_{t_1}^{t_2} \int_{r}^{\infty} \frac{(s-r)^{n_1-2-k}}{(n_1-2-k)!} r_{1l}(s) ds dr. \]

Also for \( k = n_1 - 1 \) we have

\[ \left| (S_1)^{(n_1-1)}(x_1(t_2), x_2(t_2)) - (S_1)^{(n_1-1)}(x_1(t_1), x_2(t_1)) \right| = \]

\[ \left| K_1 - (-1)^{n_1} \int_{t_1}^{\infty} h_1 \left( t, x_1(s), x_1(s), x_1^{(N_1)}(s), x_2(s), x_2(s), x_2^{(N_1)}(s) \right) ds \right| \]

\[ -K_1 + (-1)^{n_1} \int_{t_1}^{\infty} h_1 \left( t, x_1(s), x_1(s), x_1^{(N_1)}(s), x_2(s), x_2(s), x_2^{(N_1)}(s) \right) ds \]

\[ = \int_{t_1}^{\infty} \int_{t}^{\infty} h_1 \left( t, x_1(s), x_1(s), x_1^{(N_1)}(s), x_2(s), x_2(s), x_2^{(N_1)}(s) \right) dr \]

\[ - \int_{t_1}^{\infty} \int_{t}^{\infty} h_1 \left( t, x_1(s), x_1(s), x_1^{(N_1)}(s), x_2(s), x_2(s), x_2^{(N_1)}(s) \right) dr \]

\[ = \sum_{l=1}^{N_1+N_2} \Theta_{1l} \int_{t_1}^{t_2} \int_{r}^{\infty} p_{1l}(s) ds dr + \int_{t_1}^{t_2} \int_{r}^{\infty} r_{1l}(s) ds dr. \]
By referring to condition (3.2) we let \( A = \int_{t_2}^{\infty} \frac{(s-t)^{n-1}}{(n-1)!} p_i(s) \, ds \) and \( \int_{t_2}^{\infty} \frac{(s-t)^{n-1}}{(n-1)!} r_i(s) \, ds \). Now, by choosing \(|t_2 - t_1| < \max \{ \Theta_{n,i} \} \), we conclude that \( S_1 Y \) is equicontinuous. Therefore, \( S_1 Y \) is relatively compact. A similar proof can be given to show that \( S_2 Y \) is relatively compact. Therefore, \( SY \) is relatively compact.

To apply Schauder’s theorem, the mapping \( S \) has to be continuous. Consider \((x_{1v}, x_{2v})\) to be a random sequence in \( Y \), converging to \((x_1, x_2)\) under the norm defined before. From (3.5) we have

\[
|h_i \left( t, x_{1v}(t), x_{1v}'(t), \ldots, x_{1v}^{(N_1)}(t), x_{2v}(t), x_{2v}'(t), \ldots, x_{2v}^{(N_2)}(t) \right)| \leq \theta_i p_i(t) + r_i(t)
\]

for every \( t \geq T \) and for all \( v \in N \).

Now, due to the Lebesgue’s dominated convergence theorem we have

\[
\lim_{v \to \infty} \int_t^{\infty} \frac{(s-t)^{n-1}}{(n-1)!} h_i \left( s, x_{1v}(s), x_{1v}'(s), \ldots, x_{1v}^{(N_1)}(s), x_{2v}(s), x_{2v}'(s), \ldots, x_{2v}^{(N_2)}(s) \right) \, ds = \int_t^{\infty} h_i \left( s, x_1(s), x_1'(s), \ldots, x_1^{(N_1)}(s), x_2(s), x_2'(s), \ldots, x_2^{(N_2)}(s) \right) \, ds.
\]

This proves the pointwise convergence i.e

\[
\lim_{v \to \infty} (S(x_{1v}, x_{2v}))(t) = (S(x_1, x_2))(t).
\]

Now, consider any random subsequence \((u_{\mu_1}, u_{\mu_2})\) of \((x_{1v}, x_{2v})\). The relatively compactness of \( SY \) guarantees the existence of a subsequence \((\eta_1, \eta_2)\) of \((u_{\mu_1}, u_{\mu_2})\) and a pair of functions \((\eta_1, \eta_2)\) in \( E \) such that \((\nu_{\eta_1}, \nu_{\eta_2})\) converges uniformly to \((v_{\eta_1}, v_{\eta_2})\). So

\[
\lim_{v \to \infty} (S(x_{1v}, x_{2v}))(t) = (S(x_1, x_2))(t) = (\eta_1, \eta_2)
\]

for all \( t \geq T \) under the sup-norm. Therefore \( S \) is continuous.

Thus \( S \) satisfies all the assumptions of Schauder’s theorem, therefore \( S \) has a fixed point pair \((x_1, x_2) \in Y \) such that \( S_1(x_1, x_2) = x_1 \) and \( S_2(x_1, x_2) = x_2 \). That implies

\[
x_1(t) = K_i (-1)^{n_i} \int_t^{\infty} h_i \left( s, x_1(s), x_1'(s), \ldots, x_1^{(N_1)}(s), x_2(s), x_2'(s), \ldots, x_2^{(N_2)}(s) \right) \, ds.
\]

So by differentiating the above equation we see that

\[
x_i^{(n_i)}(t) + h_i \left( t, x_i(t), x_i'(t), \ldots, x_i^{(N)}(t), x_{j2}(t), x_{j2}'(t), \ldots, x_{j2}^{(N)}(t) \right) = 0
\]

for all \( t \geq T \) and also \( x_i \to K_i \) as \( t \to \infty \).

For arbitrary large values of \( t \) we see that the solutions \( x_i \to K_i, i = 1, 2 \). This also means that the solutions can not have arbitrarily large zero, so the solution is non-oscillatory.

\[\square\]

**Theorem 3.2.** Let \( K_1 > 0, K_2 > 0 \) be given and fixed. Assume that \( h_1 \) and \( h_2 \) are functions from \( \mathbb{R}^+ \times \mathbb{R}^{N_1+N_2} \) to \( \mathbb{R}^+ \) and satisfy

\[
\int_{t_0}^{\infty} t^{n-1} h_i \left( t, z_1, z_2, \ldots, z_{N_1+N_2} \right) \, dt \leq K_i
\]

for \( i = 1, 2, n = \max \{ n_1, n_2 \} \), any \( z_i \in \mathbb{R} \) and let

\[
|h_1(t, z_1, \ldots, z_{N_1+N_2}) - h_1(t, \tilde{z}_1, \ldots, \tilde{z}_{N_1+N_2})| \leq a(t) \left( \sum_{i=1}^{N_1+N_2} |z_i - \tilde{z}_i| \right),
\]

\[
|h_2(t, z_1, \ldots, z_{N_1+N_2}) - h_1(t, \tilde{z}_1, \ldots, \tilde{z}_{N_1+N_2})| \leq b(t) \left( \sum_{i=1}^{N_1+N_2} |z_i - \tilde{z}_i| \right),
\]

(3.9)
where \( a(t), b(t) \) be continuous functions from \( \mathbb{R}^+ \) to \( \mathbb{R}^+ \) such that
\[
\int_{t_0}^{\infty} t^{n-1} a(t) dt < 1/2, \\
\int_{t_0}^{\infty} t^{n-1} b(t) dt < 1/2.
\]

Then the system (1.5) has a unique solution pair \( (x_1, x_2) \) on the interval \((t_0, \infty)\) such that \( x_1 \to K_1 \) and \( x_2 \to K_2 \) asymptotically and therefore non-oscillatory.

Proof. Let \( X = \left\{ (x_1, x_2) \in (B)^{(N)} ([t_0, \infty)) \times (B)^{(N)} ([t_0, \infty)) : 0 \leq \|x(t)\|_{N,N} \leq K \right\} \)
where \( K = \max \{2K_1, 2K_2\} \).
We clearly see that the set \( X \) is a closed subset of \((B)^{(N)} ([t_0, \infty)) \times (B)^{(N)} ([t_0, \infty])\). It follows that \((X, \|\cdot\|_{N,N})\)
where \(\|\cdot\|_{N,N}\) is the usual norm defined in (2.2), is a Banach Space.
Let us now define the operator \( S = (S_1, S_2) \) on the set \( X_1 \) as follows
\[
(S_1(x_1, x_2))(t) = K_1 - (-1)^{n_1} \int_{t}^{\infty} \left( s - t \right)^{n_1-1} \frac{ds}{(n_1-1)!} \times h_1 \left( t, x_1(s), x_1(s), \ldots, x_1^{(N_1)}(s), x_2(s), x_2(s), \ldots, x_2^{(N_2)}(s) \right) ds,
\]
\[
(S_2(x_1, x_2))(t) = K_2 - (-1)^{n_2} \int_{t}^{\infty} \left( s - t \right)^{n_2-1} \frac{ds}{(n_2-1)!} \times h_2 \left( t, x_1(s), x_1(s), \ldots, x_1^{(N_1)}(s), x_2(s), x_2(s), \ldots, x_2^{(N_2)}(s) \right) ds
\]
for every \( t \geq t_0 \).
The integral part in the right hand side of \( S_1 \) and \( S_2 \) is definitely convergent due to (3.8). Indeed for any given
\( (x_1, x_2) \in X \) and for every \( t \geq t_0 \),
\[
\| (S(x_1, x_2))(t) \|_{N,N} \leq \max \{ \| (S_1(x_1, x_2))(t) \|_N, \| (S_2(x_1, x_2))(t) \|_N \} \leq \max \{ 2K_1, 2K_2 \}.
\]
Thus, we see that \( SX \subseteq X \).
We show that this operator has a unique fixed point using the Banach’s fixed point theorem. Clearly such a
fixed point is a solution that we are looking for. So, it suffices to show that \( S \) is a contraction.
Consider now,
\[
\| S_1(x_1, x_2) - S_1(\hat{x}_1, \hat{x}_2) \| = \left\| (-1)^n \int_{t}^{\infty} \left( s - t \right)^{n-1} \frac{ds}{(n-1)!} h_1 \left( t, x_1(s), x_1(s), \ldots, x_1^{(N_1)}(s), x_2(s), x_2(s), \ldots, x_2^{(N_2)}(s) \right) ds \right\|
\]
\[
- (-1)^n \int_{t}^{\infty} \left( s - t \right)^{n-1} \frac{ds}{(n-1)!} h_1 \left( t, \hat{x}_1(s), \hat{x}_1(s), \ldots, \hat{x}_1^{(N_1)}(s), \hat{x}_2(s), \hat{x}_2(s), \ldots, \hat{x}_2^{(N_2)}(s) \right) ds \right\|
\]
\[
\leq \int_{t}^{\infty} \left( s - t \right)^{n-1} \frac{ds}{(n-1)!} \| h_1 \left( t, x_1(s), x_1(s), \ldots, x_1^{(N_1)}(s), x_2(s), x_2(s), \ldots, x_2^{(N_2)}(s) \right) \|
\]
\[
- \| h_1 \left( t, \hat{x}_1(s), \hat{x}_1(s), \ldots, \hat{x}_1^{(N_1)}(s), \hat{x}_2(s), \hat{x}_2(s), \ldots, \hat{x}_2^{(N_2)}(s) \right) \| \right\| ds
\]
\[
\leq \int_{t}^{\infty} a(s) ds \| (x_1, x_2) \|_{N,N}.
\]
In similar fashion we can show
\[ \|S_2(x_1, x_2) - S_2(\bar{x}_1, \bar{x}_2)\| \leq \int_t^\infty b(s)ds \|\!(x_1, x_2)\!\|_{\mathcal{N}^N}. \]

Now taking (3.10) in to consideration, we see that \( S \) is a contraction, hence by contraction principle \( S \) has a unique fixed point pair. This fixed point pair \( x_1, x_2 \) satisfies the equation
\[ x_i(t) = K_i - (\text{-}1)^{n_i} \int_t^\infty \frac{(s - t)^{n_i - 1}}{(n_i - 1)!} h_i \left( t, x_1(s), x_1'(s), \ldots, x_1^{(N_i)}(s), x_2(s), x_2'(s), \ldots, x_2^{(N_i)}(s) \right) ds \]
for \( i = 1, 2 \). Differentiating the above equation \( n_i \) times gives us
\[ x_1^{(n_i)}(t) + h_i(t, x_1, x_1', \ldots, x_1^{(N_i)}, x_2, x_2', \ldots, x_2^{(N_i)}) = 0 \]
for \( i = 1, 2 \).
Therefore these fixed points \( x_1 \) and \( x_2 \) definitely satisfy the differential system (1.5) and \( x_i \to K_i \) as \( t \to \infty \) for \( i = 1, 2 \). This is a direct consequence by the definition of the integral operator because differentiating the integral operator gives back the system of differential equations and the presence of constants ensures the asymptotic property for large values of \( t \).

**Example 3.3.** consider the system of differential equations
\begin{align*}
    y_1'(t) + p_1(t) y_1(t) &\gamma_1 + p_2(t) y_1'(t) \delta_1 = 0, \\
    y_2'(t) + p_1(t) y_1(t) &\gamma_2 + q_2(t) y_2'(t) \delta_2 = 0, \\
\end{align*}
(3.11)
where \( p(t), q(t) \) are non-negative continuous real valued functions such that
\[ \int_0^\infty tp_i(t) < \infty, \]
\[ \int_0^\infty tq_i(t) < \infty \]
and \( \gamma_i, \delta_i \) are positive constants. Let \( T \) be a point with \( T \geq t_0 \) and suppose there exist positive constants \( K_1 \) and \( K_2 \) such that
\[ \left[ \int_T^\infty (s - T)p_1(s)ds \right] \left( \max \left( 2K_1, 2K_2 \right) \right)^{\gamma_1} + \left[ \int_T^\infty (s - T)p_2(s)ds \right] \left( \max \left( 2K_1, 2K_2 \right) \right)^{\delta_1} \leq K_1, \]
\[ \left[ \int_T^\infty (s - T)q_1(s)ds \right] \left( \max \left( 2K_1, 2K_2 \right) \right)^{\gamma_2} + \left[ \int_T^\infty (s - T)q_2(s)ds \right] \left( \max \left( 2K_1, 2K_2 \right) \right)^{\delta_2} \leq K_2, \]
and
\[ \left[ \int_T^\infty p_1(s)ds \right] \left( \max \left( 2K_1, 2K_2 \right) \right)^{\gamma_1} + \left[ \int_T^\infty p_2(s)ds \right] \left( \max \left( 2K_1, 2K_2 \right) \right)^{\delta_1} \leq K_1, \]
\[ \left[ \int_T^\infty q_1(s)ds \right] \left( \max \left( 2K_1, 2K_2 \right) \right)^{\gamma_2} + \left[ \int_T^\infty q_2(s)ds \right] \left( \max \left( 2K_1, 2K_2 \right) \right)^{\delta_2} \leq K_2. \]
We see that the system (3.11) satisfies conditions (3.2), (3.3), (3.4) of Theorem 3.1. By applying Theorem 3.1, existence of a non-oscillating solution to (3.11) such that $y_i \to K_i$ for $i = 1, 2$ as $t \to \infty$ is guaranteed.

For the special case where $\gamma_i = \delta_i = 1$, for $i = 1, 2$ and $K_1 = K_2 = 1/2$, these conditions boil down to finding if functions $p_i$ and $q_i$ are such that

\[
\left[ \int_{T}^{\infty} (s - T)p_1(s)ds \right] + \left[ \int_{T}^{\infty} (s - T)p_2(s)ds \right] \leq 1/2, \\
\left[ \int_{T}^{\infty} (s - T)q_1(s)ds \right] + \left[ \int_{T}^{\infty} (s - T)q_2(s)ds \right] \leq 1/2
\]

and

\[
\left[ \int_{T}^{\infty} p_1(s)ds \right] + \left[ \int_{T}^{\infty} p_2(s)ds \right] \leq 1/2, \\
\left[ \int_{T}^{\infty} q_1(s)ds \right] + \left[ \int_{T}^{\infty} q_2(s)ds \right] \leq 1/2
\]

for some $T > 0$. We note here that fixing $T = 2$, $p_1(t) = e^{-t}/2$, $p_2(t) = e^{-t^2}/2$ and $q_1(t) = e^{-t^2}/2$, $q_2(t) = e^{-t}/2$ satisfy the above inequalities.
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