Reducing numerical precision preserves classification accuracy in Mondrian Forests
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Abstract—Mondrian Forests are a powerful data stream classification method, but their large memory footprint makes them ill-suited for low-resource platforms such as connected objects. We explored using reduced-precision floating-point representations to lower memory consumption and evaluated its effect on classification performance. We applied the Mondrian Forest implementation provided by OrpailleCC, a C++ collection of data stream algorithms, to two canonical datasets in human activity recognition: Recofit and Banos et al. Results show that the precision of floating-point values used by tree nodes can be reduced from 64 bits to 8 bits with no significant difference in F1 score. In some cases, reduced precision was shown to improve classification performance, presumably due to its regularization effect. We conclude that numerical precision is a relevant hyperparameter in the Mondrian Forest, and that commonly-used double precision values may not be necessary for optimal performance. Future work will evaluate the generalizability of these findings to other data stream classifiers.
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I. INTRODUCTION

Mondrian Forests [1], an online variant of Random Forests, are powerful data stream classifiers that have been used in various applications. However, their considerable memory footprint limits their applicability to low-memory devices such as connected objects, which are common in online learning settings. We aim to decrease this footprint by reducing the numerical precision of floating-point data used throughout their training and application. Beginning from the OrpaillesCC [2] implementation of Mondrian Forests, we applied this investigation to the popular use-case of human activity recognition using the Recofit [3] and Banos et al [4] datasets.

The floating-point data standard (IEEE-754) [5] is universally supported across numerical computing. The popularity of this standard is due to its flexibility to store both very large and very small numbers consistently. The size of these data structures, γ, is given by:

\[ \gamma = p + e + 1, \]  

(1)

where \( p \)-bits are allocated to the mantissa (defining the value itself), \( e \)-bits are allocated to the exponent (its order of magnitude), and its sign fits in the remaining bit. Alongside the blueprint for constructing floating-point data, the IEEE-754 [5] norm specifies floating-point formats commonly used in CPUs, such as binary32 \((e = 8, p = 23)\) and binary64 \((e = 11, p = 52)\), also known as single and double precision or “floats” and “doubles”. Recently, deep learning has led to the emergence of reduced formats such as Microsoft’s msfp8 Minifloats (8 bits), IEEE-754 binary16 (16 bits), bfloat16 (16 bits) [6], or posits (8, 16, 32, and 64 bits) [7]. However, reduced formats implicitly store less information compared to double precision and should therefore be used carefully.

Mondrian classifiers are built upon like-named Mondrian processes [8], which are multidimensional generalizations of Poisson processes. These can be interpreted as a recursive generative process that randomly makes univariate cuts partitioning the data space hierarchically into \( k \)-dimensional trees [9]. A key feature of these processes is that they are self-consistent: a Mondrian process operating on the partition of some domain (e.g. a subdomain) is equivalent to a Mondrian process operating on the subdomain directly, allowing simultaneous subprocesses. While Mondrian processes can be infinite, Mondrian trees designate the classifiers formed by finite Mondrian processes, akin to decision trees. Each split is constructed by randomly selecting a feature and threshold, where the probability of selection is proportional to the normalized range of values for the feature. Finally, Mondrian Forests are constructed by ensembling a group of Mondrian trees, akin to Random Forest classifiers.

Data stream classifiers including Mondrian Forests, MicroCluster Nearest Neighbours [10], Hoeffding Trees [11], and simple Feedforward Neural Networks [12] are all commonly used in online contexts and were previously compared in [13] in the context of human activity recognition. Results showed superior performance of Mondrian Forests, and Hoeffding Trees. However, both methods remain too memory intensive for connected objects where memory is typically in the order of \( O(100\text{KB}) \) [14]. Without compromising the breadth or depth of constructed forests, typically optimized hyperparameters which have a considerable impact on model performance, reducing the numerical precision used would potentially enable their application on memory-constrained platforms. However, given the inter-dependence of these parameters on model performance, numerical precision, memory consumption, and model parameterization must be studied together. This paper uniquely quantifies the impact of reducing numerical precision on the performance of Mondrian Forests classifiers for activity recognition and evaluates the impact these results have on their portability.
II. MATERIALS AND METHODS

Using Verificarlo [15], the numerical precision of Mondrian Forest classifiers as implemented in OrpailleCC was controlled and modified. The reduced-precision models were tested with multiple human activity recognition datasets, Recofit and Banos et al., and performance was evaluated with F1 score.

A. Mondrian Forest Implementation

OrpailleCC’s implementation of Mondrian Forests pre-allocates a fixed amount of memory shared by all the trees in the forest, leading to a constant memory footprint. When the amount of allocated memory is reached, tree growth is stopped in the forest.

Mondrian trees are tuned using three parameters: base count, discount factor, and budget. The base count is used to initialize the prediction in the root of the tree, the discount factor influences how reliant nodes are upon their parent prediction, and the budget controls the tree depth. In our experiments, we use the same sets of hyperparameters as in [13] (Table I).

Table I: Hyperparameters used in the Mondrian Forests

| Number of trees | Base count | Discount | Budget |
|-----------------|------------|----------|--------|
| 1               | 0.0        | 1.0      | 1.0    |
| 5               | 0.0        | 1.0      | 0.4    |
| 10              | 0.0        | 1.0      | 0.4    |
| 50              | 0.0        | 1.0      | 0.2    |

Under memory constraints, increasing the number of trees does not necessarily imply better performance as it reduces tree depth. We tested Mondrian Forests with 1, 5, 10 and 50 trees, and in configurations with 0.6 MB, 1.2 MB or 3 MB of memory allocated.

B. Simulating Reduced Precision

The experiments presented here rely on Verificarlo [15], a tool that allows for the perturbation and manipulation of floating-point data. Verificarlo is an LLVM-based compiler that instruments floating-point instructions through different backends. The VPREC [16] backend (for “Virtual Precision”) was used here to simulate reduced floating-point formats. VPREC computes each instrumented floating-point operation using the original format (double precision in our case) and rounds the result to the desired precision, thereby ensuring correct rounding. VPREC also checks that the modified exponent is in the requested dynamic range \([e_{\text{min}}, e_{\text{max}}]\), where \(e_{\text{min}} = 2 - 2^{e-1}\) and \(e_{\text{max}} = 2^{e-1} - 1\).

We compared two instrumentation approaches to reduce the precision of Mondrian Forests in OrpailleCC:

a) Node instrumentation (NI): reduces floating-point precision only in tree nodes bounds, since most of the memory used by the forest is occupied by nodes. For the node instrumentation, new node bounds are rounded only when they are stored. This approach reduces memory consumption at most by half, as in OrpailleCC the memory occupied by nodes is equally divided between integers and floating-point numbers.

b) Whole instrumentation (WI): reduces precision in all floating-point values, i.e., node bounds, hyperparameters, and random splits. While whole instrumentation only marginally reduces memory consumption compared to node instrumentation, it implies that most floating-point calculations could be done in a globally reduced floating-point format, leading to faster computations and lower energy consumption.

For both instrumentations, we tested Mondrian Forests on 52 levels of precision, corresponding to each precision ranging from the maximum for 64-bit floating-point data down to a single bit (\(p\) in Equation 1). We also tested various exponent lengths \((e\) in Equation 1) ranging from 11 to 2.

C. Datasets

We tested reduced precision on the two publicly-available datasets in human activity recognition. The Banos et al. dataset [4], [17] (henceforth referred to as “Banos”) is a human activity dataset with 17 participants and 9 sensors per participant. Each sensor samples 3D acceleration, gyroscope, and magnetic field, as well as orientation in a quaternion format, producing a total of 13 values. Sensors were sampled at 50 Hz, and each sample was associated with one of 33 possible activities. In addition to the 33 activities, an extra activity labeled 0 indicated no specific activity. We preprocessed the Banos dataset using non-overlapping windows of one second (50 samples) and 6 axes (acceleration and gyroscope of the right forearm sensor). We computed the average and the standard deviation over the window as features for each axis and assigned the most frequent label to the window. To ensure that our results were independent of the order of the data points in the dataset, 7 random orderings were tested.

The second dataset, Recofit [3], is a human activity dataset containing 94 participants. Similar to the Banos dataset, the activity labeled 0 indicated no specific activity and similar activities were merged (see Table 2 in [18]). We preprocessed the dataset similarly to the Banos, using non-overlapping windows of one second and 6 axes of data (acceleration and gyroscope) from each sensor. From these 6 axes, the average and the standard deviation over the window were used as features. Previously reported F1 scores were globally much lower in this dataset, which is hypothesized to be due to the higher number of participants.

III. RESULTS

We compared the classification performance obtained with the node (NI) and whole (WI) instrumentations to the original double precision Mondrian Forests implementation in OrpailleCC. F1 scores were evaluated using the prequential error, meaning that for each new data point the model was first tested and then trained. We computed the resulting F1 score every 50 elements.

A. Reduced precision minimally affects performance

Figure 1 shows the difference in F1 scores \((\Delta F1 = F1_{p=1} - F1_{p=52})\) between reduced-precision and double precision classifiers across instrumentations and datasets. All
Datasets have been processed with an exponent length of 11 bits and with 3.0 MB of memory.

Across all configurations, the F1 score difference stabilized within approximately the first 25% of the dataset and remained stable beyond that point, indicating an overall good tolerance of Mondrian Forests to low precision.

With node instrumentation, reductions in F1 scores remained within the standard deviation of performance for configurations with \( p \geq 2 \) (Figures 1a and 1b), indicating that using a low precision for the node bounds has almost no influence on the F1 score. This can likely be attributed to the randomness of Mondrian Forests: given the randomness of the imposed splits, performance does not depend highly on their precision. Generally, the error due to reduced precision remains within the existing randomness of node bounds.

In contrast, whole instrumentation (WI) shows significant deviations in F1 scores for configurations with \( p \leq 6 \) (Figures 1c and 1d), indicating the high impact of precision loss in model hyperparameters. Distinctly, reducing the precision below \( p = 6 \) decreased the F1 score in the Banos dataset but increased the F1 score in the more complex Recofit dataset.

Observed differences between NI and WI stem from low-precision representations of the split thresholds and budget, since all other hyperparameters can be represented precisely with low precision (see Table I). Low-precision split bounds and budget both lead to increased regularization. Low-precision split bounds reduce minimal distances between random splits, while a low-precision budget reduces tree depth. In complex datasets such as Recofit, which contain numerous activity classes and participants, regularization reduces
overfitting. In contrast, simpler datasets such as Banos may not benefit from this form of regularization since the risk for overfitting is reduced.

### B. Reduced exponent size unimpactful down to 4 bits

Table II shows F1 score differences ($\Delta F1 = F1_{e=x} - F1_{e=1}$) between reduced-exponent and full-exponent Mondrian Forests. All classifiers used 52 bits of precision. The reported F1 score differences were calculated after having processed all the data points in the stream.

#### TABLE II: F1 score differences with reduced exponent length

| Instr  | Dataset | Memory | Trees | 2 bits | 3 bits | 4 bits | 5 bits | 6 bits |
|--------|---------|--------|-------|---------|--------|--------|--------|--------|
| NI     | Banos   | 0.6 MB |       | 1       | 0.4321 | -0.0404 | 0.0000 | 0.0000 |
|        |         |        | 5     | 0.5374 | -0.0157 | 0.0000 | 0.0000 |
|        |         |        | 10    | -0.5344| -0.0173 | 0.0000 | 0.0000 |
|        |         |        | 20    | -0.3971| -0.0047 | 0.0000 | 0.0000 |
|        |         |        | 1.2 MB| 1.2     | -0.4969| -0.0094 | 0.0000 | 0.0000 |
|        |         |        | 5     | -0.5937| -0.0275 | 0.0000 | 0.0000 |
|        |         |        | 10    | -0.5085| -0.0217 | 0.0000 | 0.0000 |
|        |         |        | 20    | -0.4771| -0.0405 | 0.0000 | 0.0000 |
|        |         |        | 3.0 MB| 1.2     | -0.4628| -0.0078 | 0.0000 | 0.0000 |
|        |         |        | 5     | -0.4436| -0.0404 | 0.0000 | 0.0000 |
|        |         |        | 10    | -0.4366| -0.0331 | 0.0000 | 0.0000 |
|        |         |        | 20    | -0.5482| -0.0155 | 0.0000 | 0.0000 |
|        |         |        | 10     |      | -0.7612| -0.1291 | -0.0001 |
|        |         |        | 5     | -1.4912| -0.1070 | -0.0009 |
|        |         |        | 10    | -0.6482| -0.0225 | -0.0000 |
|        |         |        | 2.8 MB| 1.2     | -0.3948| -0.1470 | -0.0038 |
|        |         |        | 5     | -0.4982| -0.3988 | -0.0052 |
|        |         |        | 10    | -0.1802| -0.1388 | -0.0025 |
|        |         |        | 20    | -0.1501| -0.1090 | -0.0009 |
|        |         |        | 3.0 MB| 1.2     | -0.2127| -0.1601 | -0.0042 |
|        |         |        | 5     | -0.2214| -0.1726 | -0.0018 |
|        |         |        | 10    | -0.1966| -0.1521 | -0.0008 |
|        |         |        | 20    | -0.1003| -0.0717 | -0.0001 |
|        |         |        | 1.2 MB| 1.2     | -0.4826| -0.0438 | 0.0000 |
|        |         |        | 5     | -0.5390| -0.0234 | 0.0000 |
|        |         |        | 10    | -0.4504| -0.0099 | 0.0000 |
|        |         |        | 20    | -0.3984| -0.1729 | 0.0000 |
|        |         |        | 1.2 MB| 1.2     | -0.4840| -0.0002 | 0.0000 |
|        |         |        | 5     | -0.4840| -0.0002 | 0.0000 |
|        |         |        | 10    | -0.5397| -0.0078 | 0.0000 |
|        |         |        | 20    | -0.4798| -0.1351 | 0.0000 |
|        |         |        | 1.2 MB| 1.2     | -0.4923| -0.0000 | 0.0000 |
|        |         |        | 5     | -0.5671| -0.0031 | 0.0000 |
|        |         |        | 10    | -0.5656| -0.0091 | 0.0000 |
|        |         |        | 20    | -0.5656| -0.1388 | 0.0000 |
|        |         |        | 1.2 MB| 1.2     | -0.4966| -0.0088 | 0.0000 |
|        |         |        | 5     | -0.5066| -0.0088 | 0.0000 |
|        |         |        | 10    | -0.5184| -0.0187 | 0.0000 |
|        |         |        | 20    | -0.5085| -0.0260 | 0.0000 |
|        |         |        | 1.2 MB| 1.2     | -0.2237| 0.0159 | 0.0000 |
|        |         |        | 5     | -0.2321| 0.0360 | 0.0000 |
|        |         |        | 10    | -0.2058| 0.0212 | 0.0000 |
|        |         |        | 20    | -0.1073| -0.0107 | 0.0000 |

For Ni and Wi, classifiers with a higher number of trees were consistently less affected by the precision reduction. This was likely because ensemble lowering the standard deviation in final predictions. The exception to the above observation was when using the Wi for prediction of the Banos dataset with p < 4, where the loss of useful complexity in the node splits appeared amplified by the resulting lower number of nodes per tree.

We also observed the F1 score differences at p > 2 were non-significantly related to memory. The fact that the reduction in precision did not affect memory allocations differently suggests that these benefits could be translated to higher or lower memory allocations than the ones tested.

As mentioned in Figure 1 and observed here consistently, the Ni performance was stable on every precision tested, while Wi had different tendencies depending on the dataset. Computations based on Table III revealed that p = 3 was the lowest precision where all results are within 2 Standard deviations of results at full precision.
Datasets

Fig. 2: F1 Score of the uninstrumented classifiers with 0.6 MB and 1.2 MB, NI and WI classifiers at 4 bit exponent and 3 bit precision (8 bits) with 1.2 MB.

D. Expected memory footprint reduction

Under constant memory constraints, reducing memory consumption could allow trees to grow deeper, thereby potentially improving classification performance. To quantify this performance improvement, Figure 2 shows performance using double precision with 0.6 MB of memory and reduced precision (8 bits) with 1.2 MB of memory. As the execution platform does not natively support 8-bit minifloats, we achieve similar memory scaling by doubling available memory. In reality, taking into account integer values in the implementation, the amount of memory consumed by the uninstrumented implementation is only 1.8× larger than for NI or WI. Indeed, the memory consumed by the uninstrumented implementation is \( I + F \), where \( I \) is the memory consumed by integer values and \( F \) is the memory consumed by floating-point values (\( I = F \) in our implementation), while the memory consumed by NI or WI with 8-bit minifloats is \( I + F/8 \). The limit of 0.6 MB was selected as a realistic memory allocation bound for connected objects [14].

The F1 score obtained with NI at 1.2 MB showed a 16.62% average increase (10.79% on Banos, 22.45% on RecoFit) compared to the uninstrumented classifier at 0.6 MB, which quantifies the classification performance improvement expected from reduced precision under memory constraints on platform-supporting minifloats. Besides, at 1.2 MB, NI has a very similar behavior to the uninstrumented 1.2 MB classifier (superposed blue and red curves), confirming that 8-bit bounds for nodes are practically possible and do not affect performance.

As observed previously, WI was more variable, leading to inconsistent F1 score improvements or decreases depending on the number of trees.

IV. RELATED WORK

Mixed and reduced precision have been studied in various contexts with popular classifiers in recent years. Rojek [19] dynamically reduced the energy consumption of Random Forest training up to 36% by using mixed precision data. The objective of reducing energy consumption and memory on tree-based classifiers is common to our goal, however, Mondrian forests were not previously included in such a test. It is also not known how tight the relationship is between energy savings obtained in the context of supercomputers versus those in connected devices. Since Random Forests and Mondrian Forests are very similar, we hypothesize efficient implementations of our improvements on Mondrian Forests would lead to lower energy consumption.

Yuval et al. [20] demonstrated the use of online and offline Random Forests to learn a parameterization from the coarse-grained output of a three-dimensional high-resolution idealized atmospheric model. In their experiment, numerical precision is low (16 bits) and the classifiers are trained across resolutions. We note from their work that online random forests have more stable performance across resolutions than offline ones. This could indicate our observed performance stability across numerical precisions is correlated characteristics of online algorithms.

Wang et al. [21] successfully reduced a wide spectrum of DNN data and computations for training to 8-bit floating-point
numbers with a potential of 2-4x improved throughput. Recent research [22] in Deep Neural Networks (DNNs) demonstrates that DNNs can have more than 99% of their training reduced to half precision with similar accuracy to corresponding unreduced training. The comparison of unreduced, dynamically reduced, and mostly reduced trained performances is similar to our approach, but deals with a very different machine learning model, and very low-precision formats are not explored.

V. Conclusion

Node bounds in Mondrian Forests can be implemented using an 8-bit floating-point format with negligible impact on the F1 score, reducing the entire memory footprint by approximately 1.8× compared to double precision implementations on 0.6 MB. For a given amount of memory, decreasing node size allows Mondrian Forests to grow deeper trees or have more trees, potentially resulting in higher performance. In our configurations, performance improvements resulting from memory reduction at 0.6 MB improved the F1 score by 16.62% on average. Improvements are hypothesized to be proportionally greater on lower memory at an optimal tree number.

Reducing the precision of random cuts and the budget hyperparameter in Mondrian trees may improve or worsen classification performance depending on the dataset. While the observed performance improvements are encouraging, future research is required to fully understand when such improvements can be expected. In the meantime, hyperparameterizing numerical precision using variable-length floating-points formats is a practical way to test this strategy.

Overall, reduced precision creates important opportunities for data stream classification in memory-constrained platforms such as connected objects. While we focused on reducing memory consumption, reduced precision would also decrease computation time substantially. Fully leveraging this result requires reduced-precision floating-point formats to be implemented in the target systems. Future research is required to test this technique with other data stream classifiers.

VI. Code & Data Availability

The data, experimental results, plots, and code involved in our experiments are publicly available at https://github.com/big-data-lab-team/benchmark-har-data-stream/tree/veripaille.
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