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Abstract—Federated learning (FL), as a distributed machine learning paradigm, promotes personal privacy by local data processing at each client. However, relying on a centralized server for model aggregation, standard FL is vulnerable to server malfunctions, untrustworthy server, and external attacks. To address this issue, we propose a decentralized FL framework by integrating blockchain into FL, namely, blockchain assisted decentralized federated learning (BLADE-FL). In a round of the proposed BLADE-FL, each client broadcasts the trained model to other clients, aggregates its own model with received ones, and then competes to generate a block before its local training of the next round. We evaluate the learning performance of BLADE-FL, and develop an upper bound on the global loss function. Then we verify that this bound is convex with respect to the number of overall aggregation rounds $K$, and optimize the computing resource allocation for minimizing the upper bound. We also note that there is a critical problem of training deficiency, caused by lazy clients who plagiarize others’ trained models and add artificial noises to disguise their cheating behaviors. Focusing on this problem, we explore the impact of lazy clients on the learning performance of BLADE-FL, and characterize the relationship among the optimal $K$, the learning parameters, and the proportion of lazy clients. Based on MNIST and Fashion-MNIST datasets, we show that the experimental results are consistent with the analytical ones. To be specific, the gap between the developed upper bound and experimental results is lower than 5%, and the optimized $K$ based on the upper bound can effectively minimize the loss function.

Index Terms—Federated learning, blockchain, lazy client, computing resource allocation

1 INTRODUCTION

With the development of the Internet of Things (IoT), the amount of data from end devices is exploding at an unprecedented rate. Conventional machine learning (ML) technologies encounter the problem of how to efficiently collect distributed data from various IoT devices for centralized processing [1]. To tackle the issue raised by transmission bottleneck, distributed machine learning (DML) has emerged to process data at the network edge in a distributive manner [2]. DML can alleviate the burden on the central server by dividing a task into sub-tasks assigned to multiple nodes. However, DML needs to exchange samples when training a task [3], posing a serious risk of privacy leakage [4]. As such, federated learning (FL) [5], proposed by Google as a novel DML paradigm, shows its potential advantages [6]. In a FL system, a machine learning model is trained across multiple distributed clients with local datasets and then aggregated on a centralized server. FL is able to cooperatively implement machine learning tasks without raw data transmissions, thereby promoting clients’ data privacy [7]–[9]. FL has been applied to various data-sensitive scenarios, such as smart health-care, E-commerce [10], and the Google project Gboard [11].

However, due to centralized aggregations of models, standard FL is vulnerable to server malfunctions and external attacks, incurring either inaccurate model updates or even training failures. In order to solve this single-point-failure issue, blockchain [12]–[14] has been applied to FL systems. Leveraging advantages of blockchain techniques, the work in [15] developed a blockchain-enabled FL architecture to validate the uploaded parameters and investigated system performance, such as block generation rate and learning latency. Most of the works [16]–[18] have introduced a third-party blockchain network into FL systems, to benefit from a fully decentralized network at the expense of extra mining delay and mining consumption. Since model aggregations are fulfilled by miners in a decentralized manner, the blockchained FL can solve the single-point-failure problem. In addition, owing to a validation process of local training, FL can be extended to untrustworthy devices in a public network [19].

To protect privacy and security of FL systems, the work in [20] developed a tamper-proof architecture that utilized blockchain to enhance system security when sharing parameters, and proposed a novel consensus mechanism, i.e., Proof of Quality (PoQ), to optimize reward function. The work in [21] protected privacy of blockchained FL by using local differential privacy, and stand against poisoning attack by executing smart contract. The work in [22] applied consortium blockchain and Practical Byzantine Fault Tolerance (PBFT) consensus algorithm into blockchained FL, to ensure the network reliability and safety with a trusted committee. The
work in [23] investigated the robustness of blockchained FL against certain percentage of member attacks, and proposed a corresponding defence mechanism to protect the system. The work in [24] proposed an autonomous blockchain based FL design for privacy-aware and efficient vehicular communication network, and achieved the system-level performance by adjusting parameters such as block size, block arrival rate, and retransmission limit.

Later, other works have investigated different directions of blockchain assisted FL. For example, the work in [25] proposed an incentive mechanism to encourage clients to follow the protocol of blockchained FL. The recent work in [26] modeled the computation and communication resource in the blockchained FL, and improved the utility between learning performance and resource consumption by controlling the number of local iterations in FL. The work in [27] showed the energy consumption model, and optimized the performance by allocating energy resources. The work in [28] applied blockchained FL into industrial IoT for device failure detection, so that the system can be applied in reality.

Although the above mentioned works resorted to blockchain architecture for avoiding single-point-failure, they inevitably introduced a third-party, i.e., miners rooted from blockchain, to store the aggregated models distributively, causing potential information leakage. Also, these works did not analyze the convergence performance of model training, which is important for evaluating FL learning performance. In addition, the consumption of resources, e.g., computing capability, caused by mining in blockchain [29] is generally not taken into account in these works. However, resources consumed by mining are not negligible compared with those consumed by FL model training [13], especially when mining with mobile phones has become a reality with the development of user terminals (e.g., mining for android.). Hence, blockchain-enabled FL needs to balance computational resource allocation between training and mining.

In this work, we propose a novel blockchain assisted decentralized FL (BLADE-FL) architecture. In our BLADE-FL, training and mining processes are incorporated and implemented at each client, i.e., a client conducts both training and mining tasks with its own computing capability. The conventional framework that FL and blockchain are separated and respectively executed by training clients and miners can be deemed as a special case of resource allocation in our BLADE-FL. That is, in the conventional framework, a part of clients allocate all the computation resources for training, and the other part for mining only.

To be specific, we analyze an upper bound on the loss function to evaluate the learning performance of BLADE-FL. Then we optimize the computing resource allocation between local training and mining on a client to approach optimal learning performance. We also pay special attention to a security issue that inherently exists in BLADE-FL, known as lazy clients problem. In this problem, lazy clients try to save their computing resources by directly plagiarizing models from others, leading to training deficiency and performance degradation. In this case, we explore the impact of lazy clients on the learning performance, and optimize $K$ for minimizing the loss function.

The main contributions can be summarized as follows.

- We propose a novel blockchain-assisted FL framework, namely, BLADE-FL, to overcome the issues raised by centralized aggregations in conventional FL systems. Compared with conventional blockchain-enabled FL, our BLADE-FL helps promote privacy against model leakage, and guarantees tamper-resistant model updates in a trusted blockchain network.
- We analyze an upper bound on the loss function to evaluate the learning performance of BLADE-FL. In particular, we minimize the upper bound by optimizing the computing resource allocation between training and mining, and further explore the relationship among the optimal number of integrated rounds, the training time per iteration, the mining time per block, the number of clients, and the learning rate.
- We focus on a lazy model for BLADE-FL, where the lazy clients plagiarize others’ weights and add artificial noises. Moreover, we develop an upper bound on the loss function for this case, and investigate the impact of the number of lazy clients and the power of artificial noises on the learning performance.
- We provide experimental results, which are consistent with analytical results. In particular, the developed upper bound on the loss function is tight with reference to the experimental ones (e.g., the gap can be lower than 5%), and the optimized resource allocation approaches the minimum of the loss function.

The remainder of this paper is organized as follows. Section 2 first introduces the background of this paper. Then we propose BLADE-FL in Section 3, and optimize the upper bound on the loss function in Section 4. Section 5 investigates the issue of lazy clients. Section 6 discusses the privacy issue. The experimental results are presented in Section 7. Section 8 concludes this paper. In addition, Table 1 lists the main notations used in this paper.

### Table 1: Summary of main notation

| Notation | Description |
|----------|-------------|
| $D_i$    | The set of training samples in the $i$-th client |
| $C_i$    | The $i$-th client |
| $N$      | The total number of clients |
| $M$      | The total number of lazy clients |
| $\sigma^2$ | The variance of artificial noise added by lazy clients |
| $K$      | The total number of integrated rounds |
| $\tau$   | The number of iterations of local training |
| $F(w)$   | The global loss function |
| $F_i(w)$ | The local loss function of the $i$-th client |
| $w^k_i$  | Local model weights of the $i$-th client at the $k$-th integrated round |
| $w^k_i$  | Global model weights aggregated from local models at the $k$-th integrated round |
| $\bar{w}^k_i$ | Local model weights of the $i$-th lazy client at the $k$-th integrated round |
| $\eta$   | Learning rate of gradient descent algorithm |
| $\alpha$ | Training time per iteration |
| $\beta$  | Mining time per block |
| $T_{sum}$ | Total computing time constraint of a FL task |
2 PRELIMINARIES

2.1 Federated Learning

In a FL system, there are \( N \) clients with the \( i \)-th client possessing the dataset \( D_i \), of size \(|D_i|\), \( i = 1, 2, \ldots, N \). Each client trains its local model, e.g., a deep neural network, based on its local data and transmits the trained model to the server. Upon receiving the weights from all the clients, the server performs a global model aggregation. There are a number of communication rounds for exchanging models between the server and clients. Each round consists of an uploading phase where the clients upload their local models, and a downloading phase where the server aggregates the model and broadcasts it to the clients. Clients then update their local models based on the global one.

In the \( k \)-th communication round, the server performs a global aggregation according to some combining rule, e.g., \( \bar{w}^k = \frac{1}{N} \sum_{i=1}^{N} w_i^k \), where \( w_i^k \) and \( \bar{w}^k \) denote the local weights of the \( i \)-th client and the aggregated weights, respectively. The global loss function is defined as \( F(\bar{w}^k) = \frac{1}{N} \sum_{i=1}^{N} F_i(\bar{w}^k) \) [30], where \( F_i(\cdot) \) is the local loss function of the \( i \)-th client. In FL, each client is trained locally to minimize the local loss function, while the entire system is trained to minimize the global loss function \( F(\bar{w}^k) \). The FL system finally outputs \( F(\bar{w}^k) \), where \( K \) is the overall communication rounds. Different from the training process in conventional DML systems [3], each client in FL only shares their local models rather than their personal data, to update the global model, promoting the clients' privacy.

2.2 Blockchain

Blockchain is a shared and decentralized ledger. Thanks to the consensus mechanism, each transaction included in the newly generated block is immutable. The consensus mechanism validates the data within the blocks and ensures that all the nodes participating in the blockchain store the same data. The most prevalent consensus mechanism is Proof of Work (PoW), used in the Bitcoin system [12].

In Bitcoin, the process of the block generation is as follows. First, a node broadcasts a transaction with its signature to the blockchain network by the gossip protocol [31]. Then the nodes in blockchain verify the transaction by the signature. Afterward, each node collects the verified transactions and competes to generate a new block that includes these transactions, by finding a unique, one-time number (called a nonce). This is to make the hash value of the data meet a specific target value. The node that finds the proper nonce is eligible to generate a new block and broadcasts the block to the entire network. Finally, the nodes validate the new block and append the verified block into the existing blockchain [32].

Notably, the work in PoW is a mathematical problem that is easy to verify but extremely hard to solve. The nodes in the blockchain consume massive computing resources to figure out this complex problem. This process is called mining, and those who take part in it are known as miners. Because of the mining process, PoW can defend attacks on the condition that the total computing power of malicious devices are less than the sum of honest devices (i.e., 51% attack) [33].

3 PROPOSED FRAMEWORK

In this section, we detail the proposed BLADE-FL framework in Section 3.1 and develop a computing resource allocation model in Section 3.2.

3.1 BLADE-FL

Our BLADE-FL system consists of \( N \) clients each with equal computing power (the computing power is measured by CPU cycles per second). In this distributed system, each client acts as not only a trainer but also a miner, and the role transition is designed as follows. First, each client (as a trainer) trains the local model, and then broadcasts the local model to the entire network as a requested transaction of the blockchain. Second, the client (as a miner) mines the block that includes all the local models that are ready for aggregation. Once the newly generated block is validated by the majority of clients, the verified models in the block are immutable. Without the intervention of any centralized server, each client performs the global aggregation to update its local model by using all the shared models in the validated block. Suppose that the uploading and downloading phases cannot be tampered with external attackers.

Let us consider that all the clients deploy the same time allocation strategy for local training and mining. In other words, all the clients start the training at the same time, and then turn to the mining stage simultaneously. In this context, for each global model update and block generation, we define an integrated round for BLADE-FL that combines a communication round of FL and a mining round of blockchain. As illustrated in Fig. 1, the \( k \)-th integrated round can be specified as the following steps\(^1\):

- **Step 1:** Local Training. Each client performs the local training by iterating the learning algorithm \( \tau \) times to update its own model \( w_i^k \).

- **Step 2:** Model Broadcasting and Verification. Each client signs its models by the digital signature and propagates the models as its requested transactions. The other clients verify the transactions of the requested client (i.e., identity of the client).

- **Step 3:** Mining. Upon receiving the models from others, all the clients generate the global model and then compete to mine the \( k \)-th block.

- **Step 4:** Block Validation. All the clients append the new block onto their local ledgers only if the block is validated.

- **Step 5:** Local Updating. Upon receipt of verified transactions in this block, each client updates its local model. Then the system proceeds to the \((k + 1)\)-th round.

In contrast to [20], BLADE-FL does not rely on an additional third-party for global aggregation, thereby promoting privacy against model leakage. From the above steps, the consensus mechanism builds a bridge between the local models from clients and the model aggregation. Thanks to PoW, BLADE-FL guarantees the tamper-resistant model update in a trusted blockchain network.

\(^1\) In the very beginning of first integrated round, each client initializes its local parameters, such as initial weight, learning rate, etc.
3.2 Computing Resource Allocation Model

In this subsection, we model the time required for training and mining, to show the relationship between FL and blockchain in BLADE-FL.

**Block Generation Rate**: The block generation rate is determined by the computation complexity of the hash function and the total computing power of the blockchain network (i.e., total CPU cycles). The average CPU cycles required to generate a block in PoW is defined as $E[\text{PoW}] = \kappa \chi$, where $\kappa$ is the mining difficulty, and $\chi$ denotes the average number of total CPU cycles to generate a block [34]. Thus, we define the average generation time of a block as

$$\beta \triangleq \frac{E[\text{PoW}]}{N f} = \frac{\kappa \chi}{N f},$$

(1)

where $f$ denotes the CPU cycles per second of each client. Given a fixed $f$, $\beta$ is a constant.

**Local Training Rate**: Recall that the local training of each client contains $\tau$ iterations. The training time consumed by each training iteration at the $i$-th client is given by [35]

$$\alpha_i \triangleq \frac{|D_i| \beta}{f},$$

(2)

where $|D_i|$ denotes the number of samples in the $i$-th client, and $\beta$ denotes the number of CPU cycles required to train one sample. This paper considers that each client is equipped with the same hardware resources (e.g., CPU, battery, and cache memory), and has sufficient energy. The performance analysis and optimization under limited energy will be considered in the future direction. Therefore, each client is loaded with the same number of local samples, and has the same $f$ and $\rho$. However, the contents of samples owned by different clients are diverse. For simplicity, we assume that each client uses the same training algorithm and trains the same number of $\tau$ iterations for its local model update. Consequently, each client has an identical local training time per iteration. In this context, we let $\alpha = \alpha_i, \forall i$, as a constant.

Consider that a typical FL learning task is required to be accomplished within a fixed duration of $t^{\text{sum}}$. Given the same hardware configuration, each client has the total number of CPU cycles $f t^{\text{sum}}$. From (1) and (2), the number of iterations for local training in each integrated round is given by

$$\tau = \left[ \frac{1}{\alpha} \left( \frac{t^{\text{sum}}}{K} - \beta \right) \right],$$

(3)

where $[\cdot]$ denotes the floor function, and $K$ is a positive integer that represents the number of total integrated round. Furthermore, $K \tau \alpha$ denotes the total training time, while $K \beta$ is the total mining time. Under the constraint of computing time $t^{\text{sum}}$, we notice that the longer the mining takes, the shorter the training occupies. That is because that (3) implies a fundamental tradeoff in BLADE-FL, i.e., the more iterations each client trains locally, the fewer integrated rounds the BLADE-FL network performs. Moreover, due to the floor operation in (3), there may exist some computing time left, i.e., $t^{\text{sum}} - K(\tau \alpha + \beta) \geq 0$. We stress that the extra time is not sufficient to perform another integrated round, and thereby the global model cannot update during this period. In this context, we ignore this computing time and assume $t^{\text{sum}} - K(\tau \alpha + \beta) = 0$ in the following analysis.

In what follows, we optimize the learning performance of BLADE-FL based on (3).

4 Performance Analysis of the BLADE-FL System

In this section, we evaluate the learning performance of BLADE-FL with the upper bound on the loss function in Section 4.1, and optimize the learning performance with respect to the number of integrated rounds in Section 4.2.

4.1 Achievable Upper Bound Analysis

Existing works such as [3]-[11] evaluated the learning performance of the standard FL based on the loss function, where a smaller value of the loss function corresponds to a learning model with higher accuracy. Recently, the work in [36] derived an upper bound on the loss function between the iterations of local training and global aggregation.

Compared with the standard FL, our BLADE-FL replaces the centralized server with a blockchain network for global aggregation. Notably, the training process and the aggregation rule are the same as the centralized FL. Thus, the derived upper bound on the loss function in [36] can be applied to BLADE-FL.
We make the following assumption for all the clients.

**Assumption 1** For any two different \( \mathbf{w} \) and \( \mathbf{w}' \), we assume that

1. \( F_i(\mathbf{w}) \) is convex [37], i.e., \( F(\mathbf{w}) \geq F(\mathbf{w}') + \nabla F(\mathbf{w}')^T (\mathbf{w} - \mathbf{w}') \);
2. \( F_i(\mathbf{w}) \) is \( \xi \)-Lipschitz [38], i.e., \( \| F_i(\mathbf{w}) - F_i(\mathbf{w}') \|_2 \leq \xi \| \mathbf{w} - \mathbf{w}' \|_2 \);
3. \( F_i(\mathbf{w}) \) is \( L \)-smooth [37], i.e., \( \| \nabla F_i(\mathbf{w}) - \nabla F_i(\mathbf{w}') \|_2 \leq L \| \mathbf{w} - \mathbf{w}' \|_2 \).

According to Assumption 1, \( F(\mathbf{w}) \) is convex, \( \xi \)-Lipschitz, and \( L \)-smooth [38].

The work in [36] also defined the following definition of measurements to capture the divergence between the gradient of the local loss function and that of the global loss function.

**Definition 1 ((Gradient Divergence) [36])** For each client, we define \( \delta_i \) as an upper bound on \( \| \nabla F_i(\mathbf{w}) - \nabla F_i(\mathbf{w}') \|_2 \), i.e., \( \| \nabla F_i(\mathbf{w}) - \nabla F_i(\mathbf{w}') \|_2 \leq \delta_i \). Thus, the global gradient divergence \( \delta \) can be expressed as \( \delta = \sum_{i=1}^{|D_i|} \delta_i \).

This divergence is related to the distribution of local datasets over different clients.

Based on the definition and assumptions, we derive the following theorem.

**Theorem 1** The upper bound of loss function of BLADE-FL.

\[
F(\bar{\mathbf{w}}^K) - F(\bar{\mathbf{w}}^*) \leq G(K, \alpha, \beta, \eta, \delta, t_{\text{sum}}) = \frac{1}{\gamma} \left( \frac{\xi \gamma}{\eta \phi - \frac{4\xi^2}{\gamma} (\lambda \gamma - 1) - \xi \delta \gamma} \right),
\]

where

\[
\lambda = \eta L + 1, \quad \gamma = \frac{t_{\text{sum}} - K \beta}{\alpha},
\]

and \( G(K, \alpha, \beta, \eta, \delta, t_{\text{sum}}) \) denotes the upper bound on the loss function in BLADE-FL.

**Proof:** Please see Appendix A.

The upper bound in (4) shows that the learning performance depends on the total number of integrated rounds \( K \), the local training time per iteration \( \alpha \), the average mining time per block \( \beta \), the learning rate \( \eta \), the data distribution \( \delta \), and the total computing time \( t_{\text{sum}} \). From Definition 1, \( \delta \) is fixed given \( N \) and the datasets of each client, and \( \eta \) is preset. Recall that \( \alpha \) and \( \beta \) are both constant in (1) and (2). Given any fixed \( \delta, \eta, \alpha, \beta \) and \( t_{\text{sum}} \), \( G(\cdot) \) in (4) is an univariate function of \( K \). In the following theorem, we verify that \( G(K) \) is a convex function with respect to \( K \).

**Theorem 2** \( G(K) \) is convex with respect to \( K \).

**Proof:** Please see Appendix B.

Note that \( K \) should not be too small, since a tiny \( K \) will make the system vulnerable to external attacks [39].

### 4.2 Optimal Computing Resource Allocation

First, following the theorem shows the optimal solution that minimizes \( G(K) \).

**Theorem 3** Given any fixed \( \alpha, \beta, N \) (or \( \delta \)) and \( \eta \), the optimal number of integrated rounds that minimizes the upper bound on the loss function in (4) is given by

\[
K^* = \frac{t_{\text{sum}}}{\sqrt{\frac{2\alpha \beta}{\eta L} + \alpha \beta + \beta^2}},
\]

when \( \frac{2L \delta}{K} \ll 1 \).

**Proof:** Please see Appendix C.

Then, under a fixed constraint \( t_{\text{sum}} \), let us focus on the effect of \( \alpha \) and \( \beta \) on \( K^* \) under fixed \( N \) and \( \eta \) by the following corollary.

**Corollary 1** Given \( N \) and \( \eta \), the optimal value \( K \) decreases as either \( \alpha \) or \( \beta \) goes up. In this case, more time is allocated to training when \( \alpha \) gets larger or to mining when \( \beta \) becomes larger.

**Proof:** This corollary is a straightforward result from Theorem 3.

**Corollary 2** Given fixed \( \alpha \) and \( \beta \), \( K^* \) becomes larger as \( \delta \) grows. In this case, more time is allocated to the mining.

**Proof:** Please see Appendix D.

**Corollary 3** Given fixed \( \alpha \) and \( \beta \), \( K^* \) becomes smaller as \( N \) grows. In this case, more time is allocated to the training.

**Proof:** Based on Corollary 2, the proof of Corollary 3 is straightforward, since \( \delta \) drops as \( N \) grows.

The explanation of Corollary 3 is that each client may have trained an accurate local model but not an accurate global model (\( \delta \) is large), and thus BLADE-FL needs to perform more global aggregation especially when \( N \) is small. This paper considers a number of honest clients in BLADE-FL to defend the malicious mining [40]. When \( N \) is sufficiently large, \( \delta \) converges to its mean value according to the law of large number. In this context, Corollary 2 shows that \( K^* \) approaches a constant as \( \delta \) converges, and further implies that \( K^* \) is independent of \( N \).

**Corollary 4** Given fixed \( \alpha \) and \( \beta \), \( K^* \) increases as \( \eta \) goes up. Meanwhile, the upper bound in (4) drops as \( \eta \) grows if \( \eta L < 1 \).

**Proof:** Please see Appendix E.

The reason behind Corollary 4 is that the global model may not converge when each client is allocated with limited learning resources and a small learning rate. In addition, a higher learning rate may lead to faster convergence but a less inaccurate local model. To compensate for the inaccurate training, more computing power is allocated to the local training. In practice, the learning rate is decided by

3. The following analytical results in Corollary 1, 2, 3, 4, and 5 are with respect to \( K \). Due to the fundamental tradeoff between \( K \) and \( \tau \), the opposite results with respect to \( \tau \) also hold.
the learning algorithm, and the learning rates of different learning algorithms are diverse. Therefore, we can treat $\eta$ as a constant in BLADE-FL.

5 Performance Analysis with Lazy Clients

Different from the conventional FL, a new problem of learning deficiency caused by lazy clients emerges in the BLADE-FL system. This issue is fundamentally originated from the lack of an effective detection and penalty mechanism in an unsupervised network such as blockchain, where the lazy client is able to plagiarize models from others to save its own computing power. The lazy client does not contribute to the global aggregation, and even causes training deficiency and performance degradation. To study this issue, we first model the lazy client in Section 5.1. Then, we develop an upper bound on the loss function to evaluate the learning performance of BLADE-FL with the presence of lazy clients in Section 5.2. Next, we investigate the impact of the ratio of lazy clients and the power of artificial noises on the learning performance in Section 5.3. In this section, suppose that there exist $M$ lazy clients in BLADE-FL and $M \leq N$. Let us define the lazy ratio as $\frac{M}{N}$.

5.1 Model of Lazy Clients

A lazy client can simply plagiarize other models before mining a new block. To avoid being spotted by the system, each lazy client adds artificial noises to its model weights as

$$w_i^k = w_i^M + n_i, \quad i' \subseteq M, i \notin M, k = 1, 2, \ldots, K, \quad (7)$$

where $M$ denotes the set of lazy clients, $n_i$ is the artificial noise vector following a Gaussian distribution with mean zero and variance $\sigma^2$. As Fig. 2 illustrates, the $i$-th client is identified as the lazy client if it plagiarizes an uploaded model from others and add artificial noise onto it in Step ①. Except the plagiarism in Step ①, the lazy clients follow the honest clients to perform Step ②-⑤.

5.2 Achievable Upper Bound with Lazy Clients

In this subsection, we develop an upper bound on the loss function with the lazy ratio and the power of artificial noise in the following theorem.

**Theorem 4** Using the model of lazy clients in (7), an upper bound on the loss function after $K$ integrated rounds with the lazy ratio of $\frac{M}{N}$ is given by

$$F(\tilde{w}^K) - F(\hat{w}^*) \leq \tilde{G}(K, \alpha, \beta, \eta, \delta, \epsilon_{\text{sum}}, \theta, \sigma^2) = \frac{1}{\gamma} \left( \eta \phi - \frac{\delta_k}{\epsilon} \left( \frac{\lambda}{\eta} - 1 \right) - \epsilon_{\text{sum}} \gamma + K \epsilon \frac{\alpha^2}{\eta^2} + \theta \right) \frac{\eta M}{\sigma^2} \epsilon_{\text{sum}}, \theta \sigma^2, \right) \), \quad (8)$$

where $\tilde{w}^K$ denotes the aggregated weights of BLADE-FL with lazy clients after $K$ integrated rounds, and $\theta = \|w_i^K - w_i^*\|_2$ denotes the performance degradation caused by lazy clients after $K$ integrated rounds.

**Proof:** Please see Appendix F.

Thereafter, we use the upper bound in (8) to evaluate the learning performance of BLADE-FL with lazy clients.

5.3 Optimization on Performance with Lazy Clients

Practically, a lazy node tends not to add either huge or tiny noise in order to conceal itself. To this end, it is required that the value of $\sigma^2$ is comparable to that of $\theta$.

**Remark 1** From (8), the plagiarism behavior contributes a term proportional to $\frac{M}{N}$ to the bound, while the artificial noise exhibits an impact term proportional to $\frac{K}{\sigma^2}$. This indicates that plagiarism has a more significant effect on the learning performance compared with the noise perturbation.

Then, we analyze the impact of $\frac{M}{N}$ and $\sigma^2$ on the optimal value of $K$ in the following corollary.

**Corollary 5** The optimal $K$ that minimizes $\tilde{G}(\cdot)$ in (8) decreases as either the lazy ratio $\frac{M}{N}$ or the noise variance $\sigma^2$ grows.

**Proof:** Please see Appendix G.

When the system is infested with a large number of lazy clients (i.e., the lazy ratio $\frac{M}{N}$ approaches 1), more computing power should be allocated to local training to compensate for the insufficient learning.

6 Discussions on Privacy Issue

In BLADE-FL, each client can add noise into local model as differential privacy (DP) mechanism [9] to meet the need of privacy. For example, $\epsilon$-DP mechanism provides a strong criterion for the privacy preservation schemes. Here, $\epsilon > 0$ is the distinguishable bound of all outputs on neighboring datasets $D, D'$ in a database. A larger $\epsilon$ gives a clearer distinguishability of neighboring datasets and thereby a higher risk of privacy violation. The definition of $\epsilon$-DP mechanism is as follows.

**Definition 2** ($\epsilon$-DP [41]): A randomized mechanism $\mathcal{M} : \mathcal{X} \rightarrow \mathcal{R}$ with domain $\mathcal{X}$ and range $\mathcal{R}$ satisfies $\epsilon$-DP, if for all measurable sets $\mathcal{S} \subseteq \mathcal{R}$ and for any two adjacent datasets $D, D' \in \mathcal{X}$, $\Pr[\mathcal{M}(D) \in \mathcal{S}] \leq e^{\epsilon} \Pr[\mathcal{M}(D') \in \mathcal{S}]. \quad (9)$

The inner privacy issue can be referred to privacy preserving schemes for decentralized FL in other works [42], [43]. When applying DP mechanism into BLADE-FL, we add a Gaussian noise with a small variance. Note that the DP mechanism solves the privacy leakage problem of FL, while our scheme solves the robust learning problem. These two problems are different and can be treated separately. Besides, based on the developed upper bound in Theorem 4,
we derive that a small noise does not affect the optimal integrated round. The optimal computing power allocation stays the same whether add DP or not. Thus, Clients in BLADE-FL can use DP mechanism to promoting their privacy without affecting the optimal computing power allocation of the system. We show the experimental results in Subsection 7.4.

7 Experimental Results

In this section, we evaluate the analytical results with various learning parameters under limited computing time $t_{sum}$. First, we evaluate the developed upper bound in (4), and then investigate the optimal value of overall integrated rounds $K$ under training time per iteration $\alpha$, mining time per block $\beta$, number of clients $N$, learning rate $\eta$, the ratio $M/N$, and power of artificial noise $\sigma^2$.

7.1 Experimental Setting

1) Datasets: In our experiments, we use two datasets for non-IID setting to demonstrate the loss function and accuracy versus different values of $K$.

- MNIST. Standard MNIST handwritten digit recognition dataset consists of 60,000 training examples and 10,000 testing examples. Each example is a $28 \times 28$ sized handwritten digit in grayscale format from 0 to 9.

- Fashion-MNIST. Fashion-MNIST for clothes has 10 different types, such as T-shirt, trousers, pullover, dress, coat, sandal, shirt, sneaker, bag, and ankle boot.

2) FL setting. Each client progresses the learning of a Multi-Layer Perceptron (MLP) model. The MLP network has a single hidden layer that contains 256 hidden units. Each unit applies softmax function and rectified linear units of 10 classes (corresponding to the 10 digits in MNIST and 10 clothes in Fashion-MNIST).

3) Parameters setting. In our experiments, we set the total computing time $t_{sum} = 100$, the samples of each client $|D_i| = 512, \forall i$, the number of clients $N = 20$, the mining time per block $\beta = 10$, the number of lazy clients $M = 0$, and the learning rate $\eta = 0.01$ as default, where the time is normalized by the training time per iteration $\alpha$.

7.2 Experiments on Performance of BLADE-FL

Fig. 3 plots the gap between the developed upper bound in (4) and the experimental results. We set learning rate $\eta = 0.005$ and lazy ratio $M/N = 0.4$ in conditions (a) and (b), respectively. First, we can see that the developed bound is close but always higher than the experimental one under both conditions. Second, both the developed upper bound and the experimental results are convex with respect to $K$, which agrees with Theorem 2. Third, both the upper bound in (4) and the experimental results reach the minimum at the same optimal value of $K$.

Fig. 4 plots the experimental results of the loss function and accuracy versus $K$ for different values of $\alpha$. The optimal training time and corresponding accuracy for different values of $\alpha$.

| Training time per iteration | $\tau\alphaK^+$ | Maximal accuracy |
|-----------------------------|----------------|-----------------|
|                             | MNIST | Fashion-MNIST | MNIST | Fashion-MNIST |
| $\alpha = 1$                | 40    | 46             | 87.44% | 59.57%        |
| $\alpha = 2$                | 58    | 70             | 82.16% | 57.18%        |
| $\alpha = 5$                | 64    | 82             | 66.47% | 50.11%        |
to larger loss function. This is due to the fact that both $K$ and $\tau$ from (3) drops as $\alpha$ grows. Second, from Table 2, the longer a training iteration consumes, the more training time each client takes. For example, using MNIST, the training time increases from 40 to 64 as $\alpha$ rises from 1 to 5. This observation is consistent with Corollary 1.

Fig. 5 plots the experimental results of the loss function and accuracy on MNIST and Fashion-MNIST for different values of $\beta$ (some curves are relatively short due to the limited total computing time), while Table 3 shows the optimal mining time and corresponding accuracy. First, Fig. 5(a) shows that larger $\beta$ leads to larger loss function, since both $K$ and $\tau$ from (3) drops as $\beta$ grows. Second, from Table 3, $K^*$ reduces as $\beta$ rises, but the optimal mining time $\beta K^*$ goes up as $\beta$ rises. For example, using MNIST, the mining time increases from 60 to 72 at $\beta$ grows from 6 to 12. This observation agrees with Corollary 1.

Fig. 6 shows the experimental results of the loss function and accuracy on MNIST and Fashion-MNIST for different values of $\beta K^*$, while Table 4 illustrates the optimal mining time and corresponding accuracy. We set $\beta = 6$. First, from Table 4, we notice that the optimal mining time drops as $N$ increases, which is consistent with Proposition 3. For example, using MNIST, $\beta K^*$ drops from 70 to 30 as $N$ increases from 10 to 25. Second, from Fig. 6(a), larger $N$ leads to lower loss function. This is because the involved datasets are larger as $N$ grows, which causes a smaller loss function. Third, from both Fig. 6(a) and (b), $K^*$ approaches a fixed value when $N$ is sufficiently large (e.g., $N > 20$). This observation is in line with Corollary 3.

Fig. 7 plots the experimental results of the loss function and accuracy on MNIST and Fashion-MNIST for different values of $\eta$, while Table 5 illustrates the optimal mining time and corresponding accuracy. First, from Table 5, we find that the optimal mining time rises as $\eta$ grows, which is in line with Corollary 4. For example, using MNIST, $\beta K^*$

Table 3: The optimal mining time and corresponding accuracy for different values of $\beta$.

| Mining time per block | $\beta K^*$ | Maximal accuracy |
|-----------------------|-------------|------------------|
|                       | MNIST       | Fashion-MNIST    | MNIST       | Fashion-MNIST |
| $\beta = 6$           | 60          | 30               | 87.47%      | 61.51%        |
| $\beta = 8$           | 64          | 40               | 85.68%      | 60.34%        |
| $\beta = 12$          | 72          | 48               | 79.32%      | 55.68%        |

Table 4: The optimal mining time and corresponding accuracy for different values of $N$.

| Number of clients | $\beta K^*$ | Maximal accuracy |
|-------------------|-------------|------------------|
|                   | MNIST       | Fashion-MNIST    | MNIST       | Fashion-MNIST |
| $N=10$            | 70          | 42               | 74.52%      | 52.66%        |
| $N=15$            | 60          | 36               | 75.74%      | 55.83%        |
| $N=20$            | 50          | 30               | 82.89%      | 62.91%        |
| $N=25$            | 50          | 30               | 83.03%      | 62.64%        |
rises from 54 to 72 as $\eta$ grows from 0.005 to 0.1. Second, from Fig. 7(a), the loss function drops as $\eta$ increases except $\eta = 0.1$. This is because $\eta$ grows significantly when $\eta L < 1$, and our developed upper bound is no longer suitable. For example, when $\eta > 0.05$, the loss function increases as $\eta$ rises in our experiments for both MNIST and Fashion-MNIST.

### 7.3 Experiments on Performance with Lazy Clients

Fig. 8 plots the experimental results of the loss function and accuracy on MNIST and Fashion-MNIST for different values of values of lazy ratio $\frac{M}{N}$, while Table 6 shows the optimal training time and corresponding accuracy. We set the power of artificial noise $\sigma^2 = 0.01$. First, from Table 6, it is observed the optimal training time steps up as $\frac{M}{N}$ increases. For example, using MNIST, the time allocated to training rises from 30 to 50 as $\frac{M}{N}$ increases from 0% to 30%. This observation is consistent with Corollary 5.

Second, from Fig. 8(a), the learning performance degrades as $\frac{M}{N}$ grows. This is because more lazy clients involved in the system as $\frac{M}{N}$ grows, leading to lower training efficiency.

Fig. 9 plots the experimental results of the loss function and accuracy on MNIST and Fashion-MNIST for different values of values of $\sigma^2$, while Table 7 shows the optimal training time and corresponding accuracy. We set $\frac{M}{N} = 20\%$. First, from Table 7, we notice that the optimal training time $\tau K^*$ grows as $\sigma^2$ increases, which agrees with Corollary 5. For example, using MNIST, $\tau K^*$ grows from 30 to 50 as $\sigma^2$ increases from 0.01 to 0.3. Second, from Fig. 9(a), the learning performance of BLADE-FL (i.e., loss function and accuracy) degrades as the noise power $\sigma^2$ goes larger.

### 7.4 Experiments of Differential Privacy Mechanism

Based on [9], we have the relationship between Gaussian noise variance and the privacy budget $\epsilon$. Then, we apply
local differential privacy on each client by adding random Gaussian noises on the uploaded models in each integrated round. We show the experiments of various \( \epsilon \) versus the optimal integrated rounds, the optimal loss function and accuracy in Fig. 10 and Fig. 11.

Fig. 10 plots the experimental results of the optimal integrated round, loss function and accuracy on MNIST for different values of values of privacy budget \( \epsilon \). The \( \epsilon \) of differential privacy algorithm represents the privacy budget [41] (a smaller \( \epsilon \) leads to a higher level of privacy protection). First, we notice that the optimal loss function decreases as \( \epsilon \) increases, while the optimal accuracy grows up. That is, the higher privacy budget leads to a lower learning performance. Second, from Fig. 10, we observe that the optimal integrated round is not related to \( \epsilon \). In this way, the method of privacy protection does not affect the optimal computing power allocation of BLADE-FL, which is consistent with the discussion of privacy of BLADE-FL in Section 6. Therefore, clients in BLADE-FL can use privacy protection algorithm to meet the privacy needs without changing their own optimal computing power allocation.

The testing accuracies of the Fashion-MNIST and Cifar-10 dataset are plotted in Fig. 11 with respect to different privacy level \( \epsilon \). This figure shows that the system achieves a higher performance with a larger value of \( \epsilon \). However, a larger \( \epsilon \) implies that the system is under a weaker privacy protection.

### 8 Conclusions

In this paper, we have proposed a BLADE-FL framework that integrates the training and mining process in each client, to overcome the single-point-failure of centralized network and maintain the privacy promoting capabilities of the FL system. In order to evaluate the learning performance of BLADE-FL, we have developed an upper bound on the loss function. Also, we have verified that the upper bound is convex with respect to the total number of integrated rounds \( K \) and have minimized the upper bound by optimizing \( K \). Moreover, we have investigated a unique problem in the proposed BLADE-FL system, called the lazy client problem and have derived an upper bound on the loss function with
lazy clients. We have included experimental results, which have been seen to be consistent with the analytical results. In particular, the developed upper bound is close to the experimental results (e.g., the gap can be lower than 5%), and the optimal 𝑘 that minimizes the upper bound also reaches the minimum of the loss function in the experimental results.

A few directions of future works are discussed as follows. First, it is of interest to design an efficient incentive mechanism for BLADE-FL that encourages all clients to actively follow the protocol. Second, another challenging issue of BLADE-FL is to detect plagiarism behaviors and discourage lazy clients. The detection of lazy clients will be addressed in our future work.
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**APPENDIX A**

**PROOF OF THEOREM 1**

From [36], the following lemma presents an upper bound on the loss function in the standard FL.

**Lemma 1 (36)** An upper bound on the loss function is given by

\[
F(\overline{w}^e) - F(\overline{w}^a) \leq \frac{1}{K\tau(\eta\phi - \xi h(\tau)\overline{\varepsilon}^2)},
\]

where

\[
h(x) = \frac{d}{L}(\eta L + 1 - 1 - \eta l \varepsilon) + 0 , \quad \varepsilon > 0,
\]

\[
\phi = \frac{1(1 - n_k)}{\|w^0 - w^*\|^2}, \quad (\eta\phi - \xi h(\tau)\overline{\varepsilon}^2) > 0,
\]

\[\overline{w}^0\] denotes the initial weight, \(\overline{w}^*\) denotes the optimal global weight, and \(\eta\) denotes the learning rate with \(\eta L < 1\), respectively.

From (3), we have \(g(\overline{w}^K) = 1\) (10), it yields \(\eta L <\) 1 denoting the learning rate, and \(\omega\) denotes the learning rate with \(\eta L < 1\), respectively.

Substituting (14), (15) and (16) into (18), it yields

\[
\frac{d^2 G(K)}{dK^2} = 2g(\overline{w}^K) \frac{d^2 G(K)}{dK^2} = \frac{d^2 G(K)}{dK^2} = \frac{d^2 G(K)}{dK^2} - \frac{d^2 G(K)}{dK^2} \frac{d^2 G(K)}{dK^2} g(K).
\]

This completes the proof.

**APPENDIX C**

**PROOF OF THEOREM 3**

Let \(\varepsilon^2 = \frac{\delta \xi}{\phi} \text{ and } \frac{n_k L^2}{\alpha^2} \ll 1\). We first have

\[
\lambda^\overline{K} = (1 + \eta L)^\overline{K}
\]

\[
= 1 + \eta L\frac{\gamma}{K} + \frac{\gamma}{K} \frac{\gamma}{K} - \frac{1}{2}\eta L + O(\eta L^2)
\]

\[
\leq 1 + 2\eta L\gamma K
\]

where

\[
\gamma K = \tau \geq 1, \quad \eta L < 1.
\]

Using (18), we obtain

\[
\gamma\eta\phi - \frac{\delta \xi K}{\phi} (\lambda^\overline{K} - 1 - \xi \delta K) > 0.
\]

Then, we approximate \(\lambda^\overline{K}\) as a quadratic term with Taylor expansion:

\[
\lambda^\overline{K} = (1 + \eta L)^\overline{K} = 1 + \eta L\frac{\gamma}{K} + \frac{\gamma}{K} \frac{\gamma}{K} - \frac{1}{2}\eta L^2.
\]

Thus, \(g(K)\) can be written as

\[
g(K) = \eta\phi\gamma \frac{1 - \frac{\gamma}{K} - 1}{2}
\]

To solve the convex problem, we let \(\left(\frac{d g(K)}{d K}\right)_{K = K^*} = 0\), i.e.,

\[
\left(\frac{d g(K)}{d K}\right)_{K = K^*} = -\beta + \frac{1}{2}\eta L\beta + \frac{t^\text{sum}}{2\eta L} - \frac{\alpha \gamma}{K^*} - \frac{\beta}{\gamma^2}
\]

\[
+ \frac{t^\text{sum}}{2\alpha(K^*)^2} - \frac{2}{2\alpha(K^*)^2} + \frac{\eta L\beta}{2} - 0.
\]

Finally, we have

\[
K^* = \frac{t^\text{sum}}{\sqrt{\frac{2\alpha}{\eta L} + \alpha \beta + \beta^2}}
\]

This completes the proof.
APPENDIX D
PROOF OF COROLLARY 2

Without approximation of (21), we first let \( \frac{\partial g(K)}{\partial x} |_{K=K^*} = 0 \), i.e.,

\[
\lambda \hat{x}^2 \left( \frac{t_{\text{sum}} \ln \lambda}{\alpha K^*} - 1 \right) - \left( \eta \phi \hat{x}^2 L + \frac{\eta L \beta}{\alpha} \right) = 0,
\]

(25)

For simplicity, we let

\[
p(x) = x \lambda x \ln \lambda - \lambda x - \Omega = 0,
\]

(26)

where

\[
x = \frac{t_{\text{sum}}}{\alpha K^*}, \quad \Omega = \lambda \beta \left[ \eta \phi \hat{x}^2 L + \frac{\eta L \beta}{\alpha} - 1 \right].
\]

(27)

Then, the first derivative of \( p(x) \) is given by

\[
\frac{dp(x)}{dx} = \lambda x (\ln \lambda)^2 + \lambda x^2 \ln \lambda - \lambda x \ln \lambda = \lambda x (\ln \lambda)^2 > 0.
\]

(28)

Notice that \( \Omega \) in (26) is a decreasing function with respect to \( \delta \), \( p(x) \) is an increasing function with respect to \( x \), and

\[
K^* = \frac{t_{\text{sum}}}{\alpha x}
\]

(29)

is a decreasing function function with respect to \( x \), respectively. Thus, the solution \( x \) of (26) drops as \( \delta \) grows. Finally, we conclude that \( K^* \) increases as \( \delta \) rises.

APPENDIX E
PROOF OF COROLLARY 4

From (27), we know that \( \Omega \) increases as the learning rate \( \eta \) rises, which leads to larger \( x \). Thus, from the proof of Corollary 2, \( K^* \) descends as \( \eta \) ascends. Then the derivative of the function \( g(\cdot) \) with respect to \( \eta \) is

\[
\frac{dg}{d\eta} = \gamma \left( \phi + \frac{\delta \xi}{\varepsilon^2} \right) > 0,
\]

(30)

where \( \eta L < 1 \). It indicates that the loss function decreases as rate \( \eta \) increases if \( \eta L < 1 \). However, the condition \( \eta L < 1 \) is not satisfied when \( \eta \) is sufficiently large. In this case, \( g(\cdot) \) is not an increasing function with respect to \( \eta \), resulting in larger loss function. This completes the proof.

APPENDIX F
PROOF OF THEOREM 4

Define the model weights \( \bar{w}^k \) of lazy clients as

\[
\bar{w}^k = \frac{1}{N} \left( \sum_{j=1}^{N} w^k_j - \sum_{j=1}^{M} \tilde{w}^k_{j'} + \sum_{i=1}^{M} \bar{n}_i \right)
\]

\[
= \bar{w}^k - \frac{1}{N} \left( \sum_{j=1}^{M} \tilde{w}^k_j - \sum_{j'=1}^{M} \tilde{w}^k_{j'} - \sum_{i=1}^{M} \bar{n}_i \right),
\]

(31)

where \( \tilde{w}^k_{j'} \) is the model parameters that are plagiarized by lazy clients.

Since \( F(\bar{w}^k) \) is \( \xi \)-Lipschitz, the proof of Lemma 1 in [36] has shown that

\[
\mathbb{E}\{F(\bar{w}^k)\} - F(\bar{w}^*) = \mathbb{E}\{F(\bar{w}^k)\} - F(\bar{w}^k) + (F(\bar{w}^k) - F(\bar{w}^*)) \\
\leq \mathbb{E}\{||\bar{w}^k - \tilde{w}^k||_2^2\} + \mathbb{E}\{\bar{w}^k - w^k\}^2 + \frac{\eta}{N} \mathbb{E}\{\sum_{i=1}^{M} n_i\}^2 + \xi h(\tau)
\]

(35)

where \( \bar{w}^k \) is the model parameters that are plagiarized by lazy clients.
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From the definition of \( g(K) \) in (13), we let

\[
L(K) = g(K) - \frac{K}{\varepsilon^2} \left( \frac{\bar{F}_M}{N} + \frac{\xi \sqrt{N}}{\sqrt{M}} \sigma^2 \right).
\]

(38)

As such, \( \frac{1}{L(K)} = \hat{G}(K) \), which represents the loss function of BLADE-FL with lazy clients.
Since we have
\[
\frac{dL(K)}{dK} = \frac{dg(K)}{dK} - \frac{1}{\varepsilon^2} \left( \frac{\xi M}{N} \theta + \frac{\xi \sqrt{M}}{N} \sigma^2 \right),
\]
and
\[
\frac{d^2L(K)}{dK^2} = \frac{d^2g(K)}{dK^2},
\]
we obtain that \( L(K) \) is still convex with respect to \( K \).

Furthermore, we let \( \varepsilon^2 = \frac{\delta \xi}{\sigma} \). Plugging this into
\[
\left( \frac{dL(K)}{dK} \right|_{K=K^*} = 0,
\]
we have
\[
\lambda^2 \left( \frac{t_{\text{sum}} \ln \lambda}{\alpha K^*} - 1 \right)
- \left( \frac{\eta \phi \varepsilon^2 L}{\delta \xi \alpha} + \frac{\eta L \beta}{\alpha} - 1 + \frac{L}{\delta} \left( \frac{M}{N} \theta + \frac{\sqrt{M}}{N} \sigma^2 \right) \right) = 0. \tag{41}
\]

Then we let
\[
x = \frac{t_{\text{sum}}}{\alpha K^*}, \tag{42}
\]
and express (41) as
\[
L'(x) = x \lambda^2 \ln \lambda - \lambda \varepsilon^2
- \left[ \lambda^2 \left( \frac{\eta \phi \varepsilon^2 L}{\delta \xi \alpha} + \frac{\eta L \beta}{\alpha} + \frac{L}{\delta} \left( \frac{M}{N} \theta + \frac{\sqrt{M}}{N} \sigma^2 \right) - 1 \right) \right] = 0. \tag{43}
\]

We notice that
\[
\frac{dL'(x)}{dx} = x \lambda^2 (\ln \lambda)^2 > 0. \tag{44}
\]
Thus \( L'(x) \) is an increasing function with respect to \( x \). Let
\[
\Omega' = \lambda^2 \left[ \frac{\eta \phi \varepsilon^2 L}{\delta \xi \alpha} + \frac{\eta L \beta}{\alpha} + \frac{L}{\delta} \left( \frac{M}{N} \theta + \frac{\sqrt{M}}{N} \sigma^2 \right) - 1 \right]. \tag{45}
\]
Thus (43) can be rewritten as
\[
x \lambda^2 \ln \lambda - \lambda \varepsilon^2 = \Omega', \tag{46}
\]
where \( \Omega' \) grows as either \( \frac{M}{N} \) or \( \sigma^2 \) increases, \( x \) goes up as \( \Omega' \) grows, and \( K^* \) declines as \( x \) goes up. Finally, \( K^* \) that minimizes \( \tilde{G}(\cdot) \) in (8) decreases as either \( \frac{M}{N} \) or \( \sigma^2 \) grows. This concludes the proof.