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Abstract
Exploring the transition dynamics is essential to the success of reinforcement learning (RL) algorithms. To face the challenges of exploration, we consider a zero-shot meta RL framework that completely separates exploration from exploitation and is suitable for the meta RL setting where there are many reward functions of interest. In the exploration phase, the agent learns an exploratory policy by interacting with a reward-free environment and collects a dataset of transitions by executing the policy. In the planning phase, the agent computes a good policy for any reward function based on the dataset without further interacting with the environment. This framework brings new challenges for exploration algorithms. In the exploration phase, we propose to maximize the Rényi entropy over the state-action space and justify this objective theoretically. We further deduce a policy gradient formulation for this objective and design a practical exploration algorithm that can deal with complex environments based on PPO. In the planning phase, we use a batch RL algorithm, batch constrained deep Q-learning (BCQ), to solve for good policies given arbitrary reward functions. Empirically, we show that our exploration algorithm is effective and sample efficient, and results in superior policies for arbitrary reward functions in the planning phase.

1 Introduction
The trade-off between exploration and exploitation is at the core of reinforcement learning (RL). Designing efficient exploration algorithm, while being a highly nontrivial task, is essential to the success in many RL tasks [1][2]. Hence, it is natural to ask the following high-level question: What can we achieve by pure exploration? To address this question, several settings related to meta reinforcement learning (meta RL) have been proposed (see e.g., [3][4][5]). One common setting in meta RL is to learn a model in a reward-free environment in the meta-training phase, and use the learned model as the initialization to fast adapt for new tasks in the meta-testing phase [6][7][8]. Since the agent still needs to explore the environment under the new tasks in the meta-testing phase (sometimes it may need more new samples in some new task, and sometimes less), it is less clear how to evaluate the effectiveness of the exploration in the meta-training phase. Another setting is to learn a policy in a reward-free environment and test the policy under the task with a specific reward function (such as the score in Montezuma’s Revenge) without further training with the task [1][2][9]. However, there is no guarantee that the algorithm has fully explored the transition dynamics of the environment unless we test the learned model for arbitrary reward functions. Recently, Jin et al.

∗Equal contribution.
[10] proposed a theoretical framework that fully decouples exploration and exploitation. Further, they designed a provably efficient algorithm that conducts a finite number of steps of reward-free exploration and returns near-optimal policies for arbitrary reward functions. However, their algorithm is designed for the tabular case and can hardly be extended to continuous or high-dimensional state spaces since they construct a policy for each state.

In this paper, we consider a similar zero-shot meta RL framework as follows: First, a single policy is trained to explore the dynamics of the reward-free environment in the exploration phase (i.e., the meta-training phase). Then, a dataset of trajectories is collected by executing the learned exploratory policy. In the planning phase (i.e., the meta-testing phase), an arbitrary reward function is specified and a batch RL algorithm [11, 12] is applied to solve for a good policy solely based on the dataset, without further interaction with the environment. This framework is suitable to the scenarios when there are many reward functions of interest or the reward is designed offline to elicit desired behavior. The key to success in this framework is to obtain a dataset with good coverage over all possible situations in the environment with as few samples as possible, which in turn requires the exploratory policy to fully explore the environment.

Several methods that encourage various forms of exploration have been developed in the reinforcement learning literature. The maximum entropy framework [13] maximizes the cumulative reward in the meanwhile maximizing the entropy of the action space conditioned on each state. This framework results in several efficient and robust algorithms, such as soft Q-learning [14, 15], SAC [16] and MPO [17]. On the other hand, maximizing the state space coverage may results in better exploration. Various kinds of objectives/regularizations are used for better exploration of the state space, including information-theoretic metrics [13] [13] [6] (especially the entropy of the state space [20, 21]), the prediction error of a dynamical model [9, 22, 23], the state visitation count [1, 24, 25] or others heuristic signals such as novelty [26, 27], surprise [28] or curiosity [29].

To obtain an exploratory policy for the zero-shot meta RL framework, we propose to maximize the Rényi entropy over the state-action space in the exploration phase. In particular, we demonstrate the advantage of using state-action space, instead of the state space via a very simple example (see Section 3 and Figure 1). Moreover, Rényi entropy generalizes a family of entropies, including the commonly used Shannon entropy. We can justify the use of Rényi entropy as the objective function theoretically by providing an upper bound on the number of samples in the dataset to ensure that a near-optimal policy is obtained for any reward function in the planning phase.

Further, we derive a gradient ascent update rule for maximizing the Rényi entropy over the state-action space. The derived update rule is similar to the vanilla policy gradient update with the reward replaced by a function of the discounted stationary state-action distribution of the current policy. We use variational autoencoder (VAE) [30] as the density model to estimate the distribution. The corresponding reward changes over iterations which makes it hard to accurately estimate a value function under the current reward. To address this issue, we propose to estimate a state value function using the off-policy data with the reward relabeled by the current density model. This enables us to efficiently update the policy in a stable way using PPO [31]. Afterwards, we collect a dataset by executing the learned policy. In the planning phase, when a reward function is specified, we augment the dataset with the reward function and use a batch RL algorithm, batch constrained deep Q-learning (BCQ) [12, 32], to plan for a good policy under the reward function. We conduct experiments on several environments with discrete, continuous or high-dimensional state spaces. The experiment results indicate that our algorithm is effective, sample efficient and robust in the exploration phase, and achieves good performance under the zero-shot meta RL framework.

Our contributions are summarized as follows:

• (Section 3) We consider a zero-shot meta RL framework that separates exploration from exploitation and therefore places a higher requirement for an exploration algorithm. To efficiently explore under this framework, we propose a novel objective that maximizes the Rényi entropy over the state-action space in the exploration phase and justify this objective theoretically.

• (Section 4) We propose a practical algorithm based on a derived policy gradient formulation to maximize the Rényi entropy over the state-action space for the zero-shot meta RL framework.
• (Section 5) We conduct a wide range of experiments and the results indicate that our algorithm is efficient and robust during the exploration and results in superior performance in the downstream planning phase for arbitrary reward functions.

2 Preliminary

A reward-free environment can be formulated as a controlled Markov process (CMP) \( \mathcal{S}, \mathcal{A}, \mathbb{P}, \nu, \gamma \) which specifies the state space \( \mathcal{S} \) with \( \mathcal{S} = [\mathcal{S}] \), the action space \( \mathcal{A} \) with \( \mathcal{A} = [\mathcal{A}] \), the transition dynamics \( \mathbb{P} \), the initial state-action distribution \( \nu \in \Delta^{\mathcal{S} \times \mathcal{A}} \) and the discount factor \( \gamma \). A (stationary) policy \( \pi_\theta : \mathcal{S} \rightarrow \Delta^\mathcal{A} \) parameterized by \( \theta \) specifies the probability of choosing the actions on each state. The stationary discounted state-action visitation distribution (or simply the state distribution) under the policy \( \pi \) is defined as \( d^\pi_\nu(s) := (1 - \gamma) \sum_{t=0}^\infty \gamma^t \Pr(s_t = s | (s_0, a_0) \sim \nu, \pi) \). The stationary discounted state-action visitation distribution (or simply the state-action distribution) under the policy \( \pi \) is defined as \( d^\pi_\nu(s,a) := (1 - \gamma) \sum_{t=0}^\infty \gamma^t \Pr(s_t = s, a_t = a | (s_0, a_0) \sim \nu, \pi) \). Unless otherwise stated, we use \( d^\nu \) to denote the state-action distribution. We also use \( d^\nu_{s_0,a_0} \) to denote the distribution started from the state-action pair \( (s_0, a_0) \) instead of the initial state-action distribution \( \nu \).

When a reward function \( r : \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R} \) is specified, CMP becomes the Markov decision process (MDP) \( (\mathcal{S}, \mathcal{A}, \mathbb{P}, r, \nu, \gamma) \). The objective for MDP is to find a policy \( \pi_\theta \) that maximizes the expected cumulative reward \( J(d; r) := \mathbb{E}_{(s_0, a_0) \sim d}[Q^{\pi_\theta}(s_0, a_0; r)] \), where \( Q^\pi(s, a; r) = \mathbb{E}_{x \sim \Delta^\mathcal{S}}[\sum_{t=0}^\infty \gamma^t r(s_t, a_t) | s_0 = s, a_0 = a, \pi] = d^\pi_{s,a} r \) is the Q function. The policy gradient for this objective is \( \nabla_\theta J(\theta; r) = \mathbb{E}_{s,a \sim d^\nu_{s,a}}[\nabla_\theta \log \pi_\theta(s,a) Q^\pi(s, a; r)] \).

Rényi entropy for a distribution \( d \in \Delta^\mathcal{X} \) is defined as \( H_\alpha(d) := \frac{1}{\alpha - 1} \log (\sum_{x \in \mathcal{X}} d^\alpha(x)) \), where \( d(x) \) is the probability mass or the probability density function on \( x \) (and the summation becomes integration in the latter case). When \( \alpha \rightarrow 0 \), Rényi entropy becomes Hartley entropy and equals the logarithm of the size of the support of \( d \). When \( \alpha \rightarrow 1 \), Rényi entropy becomes Shannon entropy \( H_1(d) := -\sum_{x \in \mathcal{X}} d(x) \log d(x) \) \( \mathbb{E}_{x \sim d} \log d(x) \).

Given a distribution \( D \in \Delta^\mathcal{X} \), the corresponding density model \( P_\phi : \mathcal{X} \rightarrow \mathbb{R} \) parameterized by \( \phi \) gives the probability density estimation of \( D \) based on the samples drawn from \( D \). Variational auto-encoder (VAE) \( \mathcal{VAE} \) is a popular density model which maximizes the variational lower bound (ELBO) of the log-likelihood. Specifically, VAE maximizes the lower bound of \( \mathbb{E}_{x \sim D} [\log P_\phi(x)] \), i.e., \( \max_\phi \mathbb{E}_{z \sim D, x \sim q_\phi(x)} [\log p_\phi(x) | z] + \mathbb{E}_{z \sim D} [KL(q_\phi(x) | x) | p(z)] \), where \( q_\phi \) and \( p_\phi \) are the decoder and the encoder respectively and \( p(z) \) is a prior distribution for the latent variable \( z \).

3 The objective for the exploration phase

The objective for the exploration phase under the zero-shot meta RL framework is to induce an informative and compact dataset: The informative condition is that the dataset should have good coverage such that the planning phase generates good policies for arbitrary reward functions. The compact condition is that the size of the dataset should be as small as possible to ensure a successful planning. In this section, we show that the Rényi entropy over the state-action space (i.e., \( H_\alpha(d^\nu_{s,a}) \)) is a good objective function for the exploration phase. We first demonstrate the advantage of maximizing the state-action space entropy over maximizing the state space entropy with a toy example. Then, we provide a motivation to use Rényi entropy by analyzing a deterministic setting. At last, we provide an upper bound on the number of samples needed in the dataset for a successful planning if we have access to a policy that maximizes the Rényi entropy over the state-action space. For ease of analysis, we assume the state-action space is discrete in this section and derive a practical algorithm that deals with continuous state-action space in the next section.

Why maximizing the entropy over the state-action space? We demonstrate the advantage of maximizing the entropy over the state-action space with a toy example shown in Figure 1. The example contains an MDP with two actions and five states. The first action always drives the agent back to the first state while the second action moves the agent to the next state. For simplicity of presentation, we consider a case with a discount factor \( \gamma = 1 \), but other values are similar. The policy that maximizes the entropy of the state distribution is a deterministic policy that takes the actions
shown in red. The dataset obtained by executing this policy is poor since the planning algorithm fails when, in the planning phase, a sparse reward is assigned to one of the state-action pairs that it visits with zero probability (e.g., a reward function \( r(s, a) \) that equals to 1 on \((s_2, a_1)\) and equals to 0 otherwise). In contrast, a policy that maximizes the entropy of the state-action visitation distribution avoids the problem. For example, executing the policy that maximizes the Rényi entropy with \( \alpha = 0.5 \) over the state-action space, the expected size of the induced dataset is only 44 to ensure that the dataset contains all the state-action pairs (cf. Appendix A). Note that, when the transition dynamics is known to be deterministic, a dataset containing all the state-action pairs is sufficient for the planning algorithm to obtain an optimal policy since the full transition dynamics is known.

**Why using Rényi entropy?** We analyze a deterministic setting where the transition dynamics is known to be deterministic. In this setting, the objective for the framework can be expressed as a specific objective function for the exploration phase. This objective function is hard to optimize but motivates us to use Rényi entropy as the surrogate.

We define \( n := SA \) as the cardinality of the state-action space. Given an exploratory policy \( \pi \), we assume the dataset is collected in a way such that the transitions in the dataset can be treated as i.i.d. samples from \( d^\pi \), where \( d^\pi \) is the state-action distribution induced by the policy \( \pi \).

In the deterministic setting, we can recover the exact transition dynamics of the environment using a dataset of transitions that contains all the state-action pairs. Such a dataset leads to a successful planning for arbitrary reward functions, and therefore satisfies the informative condition. In order to obtain such a dataset that is also compact, we stop collecting samples if the dataset contains all the \( n \) pairs. Given the distribution \( d^\pi = (d_1, \ldots, d_n) \in \Delta^n \) from which we collect samples, the average size of the dataset is \( G(d^\pi) \), where

\[
G(d^\pi) = \int_0^\infty \left( 1 - \prod_{i=1}^n (1 - e^{-d_i t}) \right) dt, \tag{1}
\]

which is a result of the coupon collector’s problem [38]. Accordingly, the objective for the exploration phase can be expressed as \( \min_{\pi \in \Pi} G(d^\pi) \). We show the contour of this function in Figure 2. We can see that, when any component of the distribution \( d^\pi \) approaches zeros, \( G(d^\pi) \) increases rapidly.

However, this function involves an improper integral which is hard to handle, and therefore cannot be directly used as an objective function in the exploration phase. One common choice for a tractable objective function is Shannon entropy, i.e., \( \max_{\pi \in \Pi} H_1(d^\pi) \) [20, 21]. Still, Shannon entropy suffers from the following problem: The policy that maximizes Shannon entropy (denoted as \( \pi^* \)) may visit some state-action pairs with vanishing probabilities, so that we need much more samples to collect these pairs with such a policy. We provide an illustrative example in Figure 2. Consider a CMP with three state-action pairs (specified in Appendix A). For this CMP, the feasible region in the distribution space \( \{d^\pi : \pi \in \Pi\} \subset \Delta^n \) is the green line, where \( \Pi \) is the set of all the stationary policies. The state-action distribution \( d^* := d^{\pi^*} \) is marked by the green star. We can see that, although the maximum probability to reach the last state-action pair for any policy is small, the policy \( \pi^* \) visits this pair with a probability 0.01 which is even smaller. Thus, we need to collect \( G(d^*) \approx 90 \) samples in average to ensure a successful planning. As a comparison, the numbers are only 20, 23 and 30 when using \( G, H_{0.1} \) and \( H_{0.5} \) as the objective function respectively, where \( H_\alpha \) is Rényi entropy. This
indicates that Rényi entropy with a small \( \alpha \) is a better objective function than Shannon entropy.

**Theoretical justification for the objective function.** Next, we formally justify the use of Rényi entropy over the state-action space with the following theorem. For ease of analysis, we consider a standard episodic case: The MDP has a finite planning horizon \( H \) with the objective to maximize the cumulative reward \( J(\pi; r) := \mathbb{E}_{s_1 \sim \mathbb{P}_1}[V^\pi(s_1; r)], \) where \( V^\pi(s; r) := \mathbb{E}\left[\sum_{h=1}^{H} r_h(s_h, a_h)|s_1 = s, \pi\right] \) and \( s_1 \) is picked from an initial state distribution \( \mathbb{P}_1. \) We assume the reward function \( r_h : S \times A \to [0, 1], \forall h \in [H] \) is deterministic. A (non-stationary, stochastic) policy \( \pi : S \times [H] \to \Delta^A \) specifies the probability of choosing the actions on each state and on each step. The state-action distribution induced by \( \pi \) on the \( h \)-th step is \( d^\pi_h(s, a) := \Pr(s_h = s, a_h = a|s_1 \sim \mathbb{P}_1; \pi). \)

**Theorem 3.1.** Denote \( \mathbb{P} \) as a set of policies \( \{\pi^{(h)}\}_{h=1}^{H}, \) where \( \pi^{(h)} : S \times [H] \to \Delta^A \) and \( \pi^{(h)} \in \arg\max_{\pi} H_{\alpha}(d^\pi_h). \) Construct a dataset \( M \) with \( M \) trajectories, each of which is collected by first uniformly randomly choosing a policy \( \pi \) from \( \mathbb{P} \) and then executing the policy \( \pi. \) Assume

\[
M \geq c \left( \frac{H^2SA}{e} \right)^{2(\beta+1)} \frac{H}{A} \log\left( \frac{SAH}{p\epsilon} \right),
\]

where \( \beta = \frac{\alpha}{2(1-\alpha)} \) and \( c > 0 \) is an absolute constant. Then, there exists a planning algorithm such that, for any reward function \( r, \) with probability at least \( 1 - p, \) the output policy \( \hat{\pi} \) of the planning algorithm based on \( M \) is \( 3\epsilon \)-optimal, i.e., \( J(\pi^{(h)}; r) - J(\hat{\pi}; r) \leq 3\epsilon, \) where \( J(\pi^{*}; r) = \max_{\pi} J(\pi; r). \)

We provide the proof in Appendix C. The theorem justifies that Rényi entropy with small \( \alpha \) is a proper objective function for the exploration phase since the number of samples needed to ensure a successful planning is bounded when \( \alpha \) is small. When \( \alpha \to 1, \) the bound becomes infinity. The algorithm proposed by Jin et al. [10] requires sol sample \( \hat{O}(H^4S^2A/\epsilon^2) \) trajectories where \( \hat{O} \) hides a logarithmic factor, which matches our bound when \( \alpha \to 0. \) However, they construct a policy for each state on each step, whereas we only need \( H \) policies which easily adapts for the non-tabular case.

4 Method

In this section, we develop an algorithm that works in the non-tabular case. In the exploration phase, we update the policy \( \pi \) to maximize \( H_{\alpha}(d^\pi_h). \) We first deduce a gradient ascent update rule which is similar to vanilla policy gradient with the reward replaced by a function of the state-action distribution of the current policy. Afterwards, we estimate the state-action distribution using VAE. We also estimate a value function and update the policy using PPO, which is more sample efficient and robust than vanilla policy gradient. Then, we obtain a dataset by collecting samples from the
learned policy. In the planning phase, we use a popular batch RL algorithm, BCQ, to plan for a good policy when the reward function is specified. One may also use other batch RL algorithms. We show the pseudocode of the process in Algorithm 1; the details of which are described in the following paragraphs.

**Algorithm 1** Maximizing the state-action space Rényi entropy for the zero-shot meta RL framework

1. **Input:** The number of iterations in the exploration phase $T$; The size of the dataset $M$; The parameter of Rényi entropy $\alpha$.
2. **Initialize:** Replay buffer that stores the samples form the last $n$ iterations $\mathcal{D} = \emptyset$; Density model $P_{\phi}$ (VAE); Value function $V_{\phi}$; Policy network $\pi_{\theta}$.
3. $\triangleright$ Exploration phase (MaxRenyi)
   4. for $i = 1$ to $T$ do
   5. Sample $D_i$ using the current policy $\pi_{\theta}$ and add it to $\mathcal{D}$
   6. Update $P_{\phi}$ to estimate the state-action distribution based on $D_i$
   7. Update $V_{\phi}$ to minimize $L_{\psi}$ defined in (5) based on $\mathcal{D}$
   8. Update $\pi_{\theta}$ to minimize $L_{\theta}$ defined in (6) based on $D_i$
9. $\triangleright$ Collect the dataset
   10. Rollout the exploratory policy $\pi_{\theta}$, collect $M$ trajectories and store them in $\mathcal{M}$
11. $\triangleright$ Planning phase
   12. Reveal a reward function $r: \mathcal{S} \times \mathcal{A} \to \mathbb{R}$ and construct a labeled dataset $\overline{\mathcal{M}} := \{(s, a, r(s, a))\}$
13. Plan for a policy $\pi_r = \text{BCQ}(\overline{\mathcal{M}})$

**Policy gradient formulation.** Let us first consider the gradient of the objective function $H_{\alpha}(d^\alpha_p)$, where the policy $\pi$ is approximated by a policy network with the parameters denoted as $\theta$. We omit the dependency of $\pi$ on $\theta$. The gradient of the objective function is

$$
\nabla_\theta H_{\alpha}(d^\alpha_p) = \frac{\alpha}{1 - \alpha} \mathbb{E}_{(s, a) \sim d^\alpha_p} \left[ \nabla_\theta \log \pi(a | s) \left( \langle (d^\alpha_p)^{\alpha - 1}, (d^\alpha_p)^{\alpha - 1} \rangle - \alpha (d^\alpha_p)^{\alpha - 1} \right) \right].
$$

As a special case, when $\alpha \to 1$, the Rényi entropy becomes the Shannon entropy and the gradient turns into

$$
\nabla_\theta H_1(d^\alpha_p) = \mathbb{E}_{(s, a) \sim d^\alpha_p} \left[ \nabla_\theta \log \pi(a | s) \left( \langle (d^\alpha_p)^{\alpha - 1}, -\log d^\alpha_p - \log d^\alpha_p \rangle \right) \right].
$$

Due to space limit, the derivation can be found in Appendix D. There are two terms in the gradients. The first term equals to $\mathbb{E}_{(s, a) \sim d^\alpha_p} \left[ \nabla_\theta \log \pi(a | s) Q^\pi(s, a; r) \right]$ with the reward $r(s, a) = (d^\alpha_p(s, a))^{\alpha - 1}$ or $r(s, a) = -\log d^\alpha_p(s, a)$, which resembles the policy gradient (of cumulative reward) for a standard MDP. This term encourages the policy to choose the actions that lead to the rarely visited state-action pairs. In a similar way, the second term resembles the policy gradient of instant reward $\mathbb{E}_{(s, a) \sim d^\alpha_p} \left[ \nabla_\theta \log \pi(a | s)r(s, a) \right]$ and encourages the agent to choose the actions that are rarely selected on the current step. For stability, we replace this term with $\nabla_\theta \mathbb{E}_{(s, a) \sim d^\alpha_p} \left[ H_1(\pi(\cdot | s)) \right]$, which encourages the agent to choose the actions uniformly conditioned on the state samples and therefore plays a similar role (see also Appendix D.3). Accordingly, we update the policy based on the following formula where $\eta > 0$ is a hyperparameter:

$$
\nabla_\theta J(\theta; r = (d^\alpha_p)^{\alpha - 1}) + \eta \nabla_\theta \mathbb{E}_{(s, a) \sim d^\alpha_p} \left[ H_1(\pi(\cdot | s)) \right] = 0 < \alpha < 1
$$

$$
\nabla_\theta J(\theta; r = -\log d^\alpha_p) + \eta \nabla_\theta \mathbb{E}_{(s, a) \sim d^\alpha_p} \left[ H_1(\pi(\cdot | s)) \right] = \alpha = 1.
$$

**Discussion.** Islam et al. [21] motivate the agent to explore by maximizing the Shannon entropy over the state space resulting in an intrinsic reward $r(s) = -\log d^\alpha_p(s)$ which is similar to ours when $\alpha \to 1$. Bellmare et al. [24] use an intrinsic reward $r(s, a) = \overline{N}(s, a)^{-1/2}$ where $\overline{N}(s, a)$ is an estimation of the visit count of $(s, a)$. Our algorithm with $\alpha = 1/2$ induces a similar reward.

**Sample collection.** To estimate $d^\alpha_p$ for calculating the underlying reward, we collect samples in the following way (cf. Line 5 of Algorithm 1): In the $i$-th iteration, we sample $m$ trajectories.\footnote{We found that using this term leads to more stable performance empirically since this term does not suffer from the high variance induced by the estimation of $d^\alpha_p$.}
In each trajectory, we terminate the rollout on each step with probability $1 - \gamma$. In this way, we obtain a set of trajectories $D_i = \{(s_{j1}, a_{j1}), \ldots, (s_{jN_j}, a_{jN_j})\}^{m_i=1}$ where $N_j$ is the length of the $j$-th trajectory. Then, we can use VAE to estimate $d_\pi^\phi$ based on $D_i$ (cf. Line 6 of Algorithm 1).

**Value function.** Instead of performing vanilla policy gradient, we update the policy using PPO which is more robust and sample efficient. However, the underlying reward function changes across iterations. This makes it hard to learn a value function incrementally that is used to reduce variance in PPO. We propose to train a value function network using relabeled off-policy data. In the $i$-th iteration, we maintain a replay buffer $D = D_i \cup D_{i-1} \cup \cdots \cup D_{i-n+1}$ that stores the trajectories of the last $n$ iterations (cf. Line 5 of Algorithm 1). Next, we calculate the reward for each state-action pair in $D$ with the latest density estimator $P_\phi$, i.e., we assign $r = (P_\psi(s, a))^{\alpha-1}$ or $r = -\log P_\phi(s, a)$ for each $(s, a) \in D$. Based on these rewards, we can estimate the target value $V_{\text{targ}}(s)$ for each state $s \in D$ using the truncated TD($\lambda$) estimator \cite{schulman2015trick} which balances bias and variance (see the detail in Appendix F). Then, we train the value function network $V_\psi$ (where $\psi$ is the parameter) to minimize the mean squared error w.r.t. the target values:

$$L_\psi = E_{s \sim D} [(V_\psi(s) - V_{\text{targ}}(s))^2].$$

(5)

**Policy network.** In each iteration, we update the policy network to maximize the following objective function that is used in PPO:

$$-L_\theta = E_{s,a \sim D_i} \left[ \min \left( \frac{\pi_\theta(a|s)}{\hat{\pi}_\text{old}(a|s)} \hat{A}(s,a), g(\epsilon, \hat{A}(s,a)) \right) \right] + \gamma E_{s \sim D_i} [H_1(\pi_\theta(\cdot|s))],$$

(6)

where $g(\epsilon, A) = \begin{cases} (1 + \epsilon)A & A \geq 0 \\ (1 - \epsilon)A & A < 0 \end{cases}$ and $\hat{A}(s,a)$ is the advantage estimated using GAE \cite{schulman2015trick} and the learned value function $V_\psi$.  

5 Experiments

We conduct experiments to answer the following questions: 1) Does our exploration algorithm MaxRenyi empirically obtain near-optimal policies in terms of the entropy over the state-action space? 2) How does MaxRenyi perform compared with previous exploration algorithms in the exploration phase? 3) Does MaxRenyi lead to better performance in the planning phase compared with previous exploration algorithms? 4) Does our algorithm succeed in complex environments? The experiments are conducted five times with different random seeds. The lines in the figures indicate the average and the shaded areas or the error bars indicate the standard deviation. The detailed experiment settings and hyperparameters can be found in Appendix F.

**Experiments on Pendulum and FourRooms.** To answer the first question, we compare the entropy induced by the agent during the training in MaxRenyi with the maximum entropy the agent can achieve. We implement MaxRenyi for two simple environments, Pendulum and FourRooms, where we can solve for the maximum entropy by brute force search. Pendulum from OpenAI Gym \cite{openai} has a continuous state-action space. For this task, the entropy is estimated by discretizing the state space into $16 \times 16$ grids and the action space into two discrete actions. FourRooms is a $11 \times 11$ grid world environment with four actions and deterministic transitions. We show the results in Figure B. The results indicate that our exploration algorithm approaches the optimal in terms of the corresponding state-action space entropy with different $\alpha$ in both discrete and continuous settings.

**Experiments on MultiRooms.** To answer the second and the third questions, we implement our algorithm for the MultiRooms environment from minigrid \cite{minigrid} which is hard to explore for standard RL algorithms. In the exploration phase, the agent has to navigate and open the doors to explore through a series of rooms. In the planning phase, we randomly assign a goal state to one of the grids, reward the agent if it reaches the state, and then train a policy with this reward function. There are four actions: turning left/right, moving forward and opening the door. The observation is the first person perspective from the agent which is high-dimensional and partially observable (cf. Figure 4b).
Figure 3: Top. The corresponding Rényi entropy of the state-action distribution induced by the policies during the training using our exploration algorithm with different $\alpha$. The dashed lines indicate the corresponding maximum entropies the agent can achieve. Bottom. The discounted state distributions of the learned policies compared with the random policy.

Figure 4: Experiments on MultiRooms. a) Illustration of the MultiRooms environment and the state distribution of the exploratory policy from our algorithm with $\alpha = 0.5$. b) The number of unique state-action pairs visited by running the policy for $2k$ steps in each iteration in the exploration phase. c) The cumulative reward of the policy computed in the planning phase, normalized by the corresponding optimal cumulative reward and averaged over different reward functions.

To answer the second question, we compare our exploration algorithm MaxRenyi with RND [11] (which uses the prediction error as the intrinsic reward), MaxEnt [20] (which maximizes the state space entropy) and an ablated version of our algorithm MaxRenyi(VPG) (that updates the policy directly by vanilla policy gradient using (2) and (3)). We show the performance of different algorithms in the exploration phase in Figure 4b. First, we observe that using PPO to update performs better than the ablated VPG versions, indicating that MaxRenyi benefits from the variance reduction with a value function. Second, we see that MaxRenyi is more sample efficient than MaxEnt that invokes multiple runs of a standard RL algorithm. Also, MaxRenyi is more stable than RND that explores well at the start but later degenerates when the agent becomes familiar with all the states.

To answer the third question, we collect datasets of different sizes by executing different exploratory policies, and use the datasets to compute policies with different reward functions using BCQ. We show the results in Figure 4c. First, we observe that the datasets generated by running random policies do not lead to a successful planning, indicating the importance of learning a good exploratory policy in this framework. Second, the dataset with only 8k samples leads to a successful planning (with a cumulative reward larger than 0.8) using MaxRenyi, whereas a dataset with 16k samples is needed to succeed in the planning phase when using MaxEnt or RND. This illustrates that MaxRenyi leads to a better performance in the planning phase (i.e., attains good policies with fewer samples) than the previous exploration algorithms.

Experiments on Montezuma’s Revenge. To answer the last question, we implement our algorithm for Montezuma’s Revenge [42] which is a video game with high-dimensional observations and discrete actions. We show the result for the exploration phase in Figure 5a. We observe that
our algorithm with different $\alpha$ successfully explores 10 to 20 rooms within 0.2 billion steps and performs better than RND. Then, we collect a dataset with 100 million samples by executing the policy obtained using $\alpha = 0.5$. We design two sparse reward functions that only reward the agent if it goes through Room 3 or Room 7 (to the next room). We show the trajectories of the policies planned with the two reward functions in red and blue respectively in Figure 5b. We see that although the reward functions are sparse, the agent chooses the correct path (e.g., opening the correct door in Room 1 with the only key) and successfully reaches the specified room. This indicates that our algorithm generates good policies for different reward functions based on an offline planning in complex environments.

Figure 5: Experiments on Montezuma’s Revenge. a) The average number of rooms visited in an episode along with the training in the exploration phase. b) The trajectory of the agent by executing the policy trained with the corresponding reward function in the planning phase. Best viewed in color.

6 Conclusion

In this paper, we consider a zero-shot meta RL framework, which is useful to train agents with multiple reward functions or design the reward function offline. In this framework, an exploratory policy is learned by interacting with a reward-free environment in the exploration phase and generates a dataset. In the planning phase, when the reward function is specified, a policy is computed offline to maximize the corresponding cumulative reward using the batch RL algorithm based on the dataset. We propose a novel objective function, the Rényi entropy over the state-action space, for the exploration phase. We theoretically justify this objective and design a practical algorithm to optimize for this objective. In the experiments, we show that our exploration algorithm is effective under this framework, while being more sample efficient and more robust than the previous exploration algorithms.
Broader Impact

The zero-shot meta RL framework studied in this paper may be useful in designing safe reinforcement learning agent. Under this framework, we can iteratively design the reward function and train the agent offline to avoid dangerous behaviors to the system. Furthermore, it is possible to collect trajectories by human, which ensures the safety during the overall training process. In this case, what constitutes a good trajectory dataset is an interesting research question, and our work may be seen as an attempt to answer this question.
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A The toy example in Figure 1

In this example, the initial state-action is fixed to be \((s_1, a_1)\). Due to the simplicity of this toy example, we can solve for the policy that maximizes the Rényi entropy of the state-action distribution with \(\gamma \to 1\) and \(\alpha = 0.5\). The optimal policy is

\[
\pi = \begin{bmatrix}
0.321 & 0.276 & 0.294 & 0.401 & 0.381 \\
0.679 & 0.724 & 0.706 & 0.599 & 0.619
\end{bmatrix},
\]

where \(\pi_{i,j}\) represents the probability of choosing \(a_i\) on \(s_j\). The corresponding state-action distribution is

\[
d_\nu^\pi = \begin{bmatrix}
0.107 & 0.062 & 0.047 & 0.045 & 0.065 \\
0.226 & 0.162 & 0.113 & 0.067 & 0.106
\end{bmatrix},
\]

where the \((i,j)\)-th element represents the probability density of the state-action distribution on \((s_j, a_j)\). Using equation (1), we obtain \(G(d_\nu^\pi) = 43.14\) which is the expected number of samples collected from this distribution that contains all the state-action pairs.

B The example in Figure 2

In this example, we consider a CMP with \(n = 3\) state-action pairs and \(\gamma = 0.9\). Specifically, there are two states \(s_1\) and \(s_2\). The state \(s_1\) has only one action \(a_{11}\). The state \(s_2\) has two actions \(a_{21}\) and \(a_{22}\). Therefore, the state-action space is \([I(s_1, a_{11}), (s_2, a_{21}),(s_2, a_{22})]\) and the state space is \([s_1, s_2]\). The transition matrix \(P \in \mathbb{R}^{n \times S}\) of this CMP is

\[
P = \begin{bmatrix}
1.00 & 0.00 \\
0.00 & 1.00 \\
0.44 & 0.56
\end{bmatrix},
\]

and the initial state action distribution of this CMP is

\[
\nu = [0.59, 0.30, 0.11].
\]

This example illustrates the following essence that widely exists in other CMPs: A good objective function should encourage the policy to visit the hard-to-reach states as frequently as possible and Rényi entropy does a better job than Shannon entropy from this perspective.

C Proof of Theorem 3.1

We provide Theorem 3.1 to justify our objective that maximizes the entropy over the state-action space in the exploration phase for the zero-shot meta RL setting. In the following analysis, we consider the standard episodic and tabular case as follows: The MDP is defined as \(\langle S, A, H, \mathbb{P}, r, \mathbb{P}_1 \rangle\), where \(S\) is the state space with \(S = |S|\), \(A\) is the action space with \(A = |A|\), \(H\) is the length of each episode, \(\mathbb{P} = \{P_h : h \in [H]\}\) is the set of unknown transition matrices, \(r = \{r_h : h \in [H]\}\) is the set of the reward functions and \(\mathbb{P}_1\) is the unknown initial state distribution. We denote \(\mathbb{P}_h(s'|s,a)\) as the transition probability from \((s,a)\) to \(s'\) on the \(h\)-th step. We assume that the instant reward for taking the action \(a\) on the state \(s\) on the \(h\)-th step \(r_h(s,a)\in [0,1]\) is deterministic. A policy \(\pi : S \times [H] \rightarrow A^H\) specifies the probability of choosing the actions on each state and on each step. We denote the set of all such policies as \(\Pi\).

The agent with policy \(\pi\) interacts with the MDP as follows: At the start of each episode, an initial state \(s_1\) is sampled from the distribution \(\mathbb{P}_1\). Next, at each step \(h \in [H]\), the agent first observes the state \(s_h \in S\) and then selects an action \(a_h\) from the distribution \(\pi(s_h,h)\). The environment returns the reward \(r_h(s_h,a_h) \in [0,1]\) and transits to the next state \(s_{h+1} \in S\) according to the probability \(\mathbb{P}_h(\cdot|s_h,a_h)\). The state-action distribution induced by \(\pi\) on the \(h\)-th step is \(d_h^\pi(s,a) := \Pr(s_h = s, a_h = a | s_1 \sim \mathbb{P}_1; \pi)\).
The state value function for a policy $\pi$ is defined as $V_\pi^h(s;r) := E\left[\sum_{t=0}^{H} r_t(s_t, a_t) | s_h = s, \pi\right]$. The objective is to find a policy $\pi$ that maximizes the cumulative reward $J(\pi;r) := E_{s_1 \sim P_1} \left[V_1^\pi(s_1;r)\right]$.

The proof goes through in a similar way to that of Jin et al. [10].

**Algorithm 2** The planning algorithm

**Input:** A dataset of transitions $\mathcal{M}$; The reward function $r$; The level of accuracy $\epsilon$.

1. for all $(s,a,s',h) \in \mathcal{S} \times \mathcal{A} \times \mathcal{S} \times [H]$ do
2. \hspace{1cm} $N_h(s,a,s') \leftarrow \sum_{(h,a_0,s_0,h+1) \in \mathcal{M}} 1[s_h = s, a_h = a, s_{h+1} = s']$
3. \hspace{1cm} $N_h(s,a) \leftarrow \sum_{s'} N_h(s,a,s')$
4. \hspace{1cm} $\hat{P}_h(s'|s,a) = N_h(s,a,s')/N_h(s,a)$
5. \hspace{1cm} $\hat{\pi} \leftarrow$ APPROXIMATE-MDP-SOLVER$(\hat{P},r,\epsilon)$
6. return $\hat{\pi}$

**Proof of Theorem 3.7** Given the dataset $\mathcal{M}$ specified in the theorem, a reward function $r$ and the level of accuracy $\epsilon$, we use the planning algorithm shown in Algorithm 2 to obtain a near-optimal policy $\hat{\pi}$. The planning algorithm first estimates a transition matrix $\hat{P}$ based on $\mathcal{M}$ and then solves for a policy based on the estimated transition matrix $\hat{P}$ and the reward function $r$.

Define $\hat{J}(\pi;r) := E_{s_1 \sim \hat{P}_1} [V_1^\pi(s_1;r)]$ and $\hat{V}$ is the value function on the MDP with the transition dynamics $\hat{P}$. We first decompose the error into the following terms:

$$J(\pi^*;r) - J(\hat{\pi};r) \leq \underbrace{\left|\hat{J}(\pi^*;r) - J(\pi^*;r)\right|}_{\text{evaluation error 1}} + \underbrace{\left|\hat{J}(\hat{\pi};r) - J(\hat{\pi};r)\right|}_{\text{optimization error}}$$

Then, the proof of the theorem goes as follows:

To bound the two evaluation error terms, we first present Lemma C.4 to show that the policy which maximizes Renyi entropy is able to visit the state-action space reasonably uniformly, by leveraging the convexity of the feasible region in the state-action distribution space (Lemma C.2). Then, with Lemma C.4 and the concentration inequality Lemma C.5, we show that the two evaluation error terms can be bounded by $\epsilon$ for any policy and any reward function (Lemma C.7).

To bound the optimization error term, we use the natural policy gradient (NPG) algorithm as the APPROXIMATE-MDP-SOLVER in Algorithm 2 to solve for a near-optimal policy on the estimated $\hat{P}$ and the given reward function $r$. Finally, we apply the optimization bound for the NPG algorithm [13] to bound the optimization error term (Lemma C.8).

\[\square\]

**Definition C.1** ($\mathcal{K}_h$). $\mathcal{K}_h$ is defined as the feasible region in the state-action distribution space $\mathcal{K}_h := \{d_h^n : \pi \in \Pi\} \subseteq \Delta^n$, $\forall h \in [H]$, where $n = |\mathcal{S}| \times |\mathcal{A}|$ is the cardinality of the state-action space.

Hazan et al. [20] proved the convexity of such feasible regions in the infinite-horizon and discounted setting. For completeness, we provide a similar proof on the convexity of $\mathcal{K}_h$ in the episodic setting.

**Lemma C.2.** Convexity of $\mathcal{K}_h$ \[convexity of $\mathcal{K}_h$ \] is convex. Namely, for any $\pi_1, \pi_2 \in \Pi$ and $h \in [H]$, denote $d_1 = d_h^{\pi_1}$ and $d_2 = d_h^{\pi_2}$, there exists a policy $\pi \in \Pi$ such that $d := \lambda d_1 + (1 - \lambda) d_2 = d_h^\pi \in \mathcal{K}_h$, $\forall \lambda \in [0,1]$.

**Proof of Lemma C.2.** Define a mixture policy $\pi'$ that first chooses from $\{\pi_1, \pi_2\}$ with probability $\lambda$ and $1 - \lambda$ respectively at the start of each episode, and then executes the chosen policy through the episode. Define the state distribution (or the state-action distribution) for this mixture policy on each layer as $d_h^\pi$, $\forall h \in [H]$. Obviously, $d = d_h^{\pi'}$. For any mixture policy $\pi'$, we can construct a policy $\pi : \mathcal{S} \times [H] \rightarrow \Delta^A$ where $\pi(a|s,h) = \frac{d_h^\pi(s,a)}{d_h^\pi(s)}$ such that $d_h^\pi = d_h^{\pi'}$ [14]. In this way, we find a policy $\pi$ such that $d_h^\pi = d$.

\[\square\]
Similar to Jin et al. \[10\], we define $\delta$-significance for state-action pairs on each step and show that the policy that maximizes Rényi entropy is able to reasonably uniformly visit the significant state-action pairs.

**Definition C.3 ($\delta$-significance).** A state-action pair $(s, a)$ on the $h$-th step is $\delta$-significant if there exists a policy $\pi \in \Pi$, such that the probability to reach $(s, a)$ following the policy $\pi$ is greater than $\delta$, i.e., $\max_\pi d_h^\pi(s, a) \geq \delta$.

Recall the way we construct the dataset $\mathcal{M}$: With the set of policies $\pi := \{ \pi(h) \}_{h=1}^H$, where $\pi(h) : S \times [H] \to \Delta^A$ and $\pi(h) \in \arg\max_\pi H_\alpha(d_h^\pi)$, $\forall h \in [H]$, we first uniformly randomly choose a policy $\pi$ from $\pi$ at the start of each episode, and then execute the policy $\pi$ through the episode. Note that there is a set of policies that maximize the Rényi entropy on the $h$-th layer since the policy on the subsequent layers does not affect the entropy on the $h$-th layer. We denote the induced state-action distribution on the $h$-th step as $\mu_h$, i.e., the dataset $\mathcal{M}$ can be regarded as being sampled from $\mu_h$ for each step $h \in [H]$. Therefore, $\mu_h(s, a) = \frac{1}{|\mathcal{H}|} \sum_{t=1}^H d_h^{(t)}(s, a), \forall s \in S, a \in A, h \in [H]$.

**Lemma C.4.** If $0 < \alpha < 1$, then

$$\forall \delta\text{-significant } (s, a, h), \quad \frac{\max_\pi d_h^\pi(s, a)}{\mu_h(s, a)} \leq \frac{SAH}{\delta^{\alpha/(1-\alpha)}}. \quad (7)$$

**Proof of Lemma C.4.** For any $\delta$-significant $(s, a, h)$, consider the policy $\pi \in \arg\max_\pi d_h^\pi(s, a)$. Denote $x := d_h'(s, a)$. We can treat $x$ as a vector with $n := SA$ dimensions and use the first dimension to represent $(s, a)$, i.e., $x_i = d_h'(s, a)$. Denote $z := d_h^{(h)}$. Since $\pi(h) \in \arg\max_\pi H_\alpha(d_h^\pi)$, $z = \arg\max_{d \in \mathcal{K}_h} H_\alpha(d)$. By Lemma C.2, $y_\lambda := (1 - \lambda)x + \lambda z \in \mathcal{K}_h, \forall \lambda \in [0, 1]$. Since $H_\alpha(\cdot)$ is concave over $\Delta^n$ when $0 < \alpha < 1$, $H_\alpha(y_\lambda)$ will monotonically increase as we increase $\lambda$ from 0 to 1, i.e.,

$$\frac{\partial H_\alpha(y_\lambda)}{\partial \lambda} \geq 0, \quad \forall \lambda \in [0, 1].$$

This is true when $\lambda = 1$, i.e., when $y_\lambda = z$, we have

$$\frac{\partial H_\alpha(y_\lambda)}{\partial \lambda} \bigg|_{\lambda=1} = \frac{\alpha}{1-\alpha} \frac{\sum_{i=1}^n ((1-\lambda)x_i + \lambda z_i)^{\alpha-1} (z_i - x_i)}{\sum_{i=1}^n ((1-\lambda)x_i + \lambda z_i)^{\alpha}} \bigg|_{\lambda=1} = \frac{\alpha}{1-\alpha} \frac{\sum_{i=1}^n z_i^{\alpha-1} (z_i - x_i)}{\sum_{i=1}^n z_i^{\alpha}} \geq \sum_{i=1}^n z_i^{\alpha} - \sum_{i=1}^n x_i^{\alpha-1} x_i \geq 0.$$

Since $x_i, z_i$ are non-negative, we have

$$\sum_{i=1}^n z_i^{\alpha} \geq \sum_{i=1}^n x_i z_i^{\alpha-1} = \sum_{i=1}^n \left( \frac{x_i}{z_i} \right)^{1-\alpha} x_i^{\alpha} \geq \left( \frac{x_1}{z_1} \right)^{1-\alpha} x_1^{\alpha}. \quad (8)$$

Note that $x_1 \geq \delta > 0$, we have

$$x_1 \leq \left( \sum_{i=1}^n x_i^{\alpha} \right)^{1/(1-\alpha)} \leq \left( \frac{n}{\delta^{\alpha}} \right)^{1/(1-\alpha)} = \frac{n}{\delta^{\alpha/(1-\alpha)}}.$$

Since $\mu_h(s, a) = \frac{1}{|\mathcal{H}|} \sum_{t=1}^H d_h^{(t)}(s, a), \forall s \in S, a \in A, h \in [H]$, we have $\mu_h(s, a) \geq \frac{1}{|\mathcal{H}|} d_h^{(h)}(s, a) = \frac{1}{|\mathcal{H}|} z_1$.

Using the fact that $x_1 = \max_\pi d_h^\pi(s, a)$, we can obtain the inequality in (7). \qed

When $\alpha \to 0^+$, we have

$$\forall \delta\text{-significant } (s, a, h), \quad \frac{\max_\pi d_h^\pi(s, a)}{\mu_h(s, a)} \leq SAH.$$

When $\alpha = \frac{1}{2}$,

$$\forall \delta\text{-significant } (s, a, h), \quad \frac{\max_\pi d_h^\pi(s, a)}{\mu_h(s, a)} \leq SAH/\delta.$$
Lemma C.5. Suppose \( \hat{P}_h \) is the empirical transition matrix estimated from \( M \) samples that are i.i.d. drawn from \( \mu_h \) and \( P_h \) is the true transition matrix, then with probability at least \( 1 - p \), for any \( h \in [H] \) and any value function \( G : S \rightarrow [0, H] \), we have:

\[
\mathbb{E}_{(s,a) \sim \mu_h}[(\hat{P}_h - P_h)G(s,a)]^2 \leq O\left(\frac{H^3S^2}{M \log(\frac{HM}{p})}\right).
\]

Proof of Lemma C.5. The lemma is proved in a similar way to that of Lemma C.2 in [10] that uses a concentration inequality and a union bound. The proof differs in that we do not need to count the different events on the action space for the union bound since the state-action distribution \( \mu_h \) is given here (instead of only the state distribution). This results in a missing factor \( A \) in the logarithm term compared with their lemma.

Lemma C.6 (Lemma E.15 in Dann et al. [45]). For any two MDPs \( M' \) and \( M'' \) with rewards \( r' \) and \( r'' \) and transition probabilities \( P' \) and \( P'' \), the difference in values \( V' \) and \( V'' \) with respect to the same policy \( \pi \) is

\[
V'_h(s) - V''_h(s) = \mathbb{E}_{M',\pi}\left[\sum_{i=1}^{H}[r'_i(s_i, a_i) - r''_i(s_i, a_i) + (P'_i - P''_i)V'_{i+1}(s_i, a_i)] \mid s_h = s\right].
\]

Lemma C.7. Under the conditions of Theorem 3.1 with probability at least \( 1 - p \), for any reward function \( r \) and any policy \( \pi \), we have:

\[
|\hat{J}(\pi; r) - J(\pi; r)| \leq \epsilon.
\]

Proof of Lemma C.7. The proof is similar to Lemma 3.6 in Jin et al. [10] but differs in several details. Therefore, we still provide the proof for completeness. The proof is based on the following observations: 1) The total contribution of all insignificant state-action pairs is small; 2) \( \hat{P} \) is reasonably accurate for significant state-action pairs due to the concentration inequality in Lemma C.5.

Using Lemma C.6 on \( M \) and \( M' \) with the true transition dynamics \( P \) and the estimated transition dynamics \( \hat{P} \) respectively, we have

\[
|\hat{J}(\pi; r) - J(\pi; r)| = \left|\mathbb{E}_{s_1 \sim P_1} \left[\hat{V}_1^\pi(s_1; r) - V_1^\pi(s_1; r)\right]\right| \leq \left|\mathbb{E}_\pi \sum_{h=1}^{H} (\hat{P}_h - P_h)\hat{V}_{h+1}^\pi(s_h, a_h)\right|
\]

\[
\leq \left|\mathbb{E}_\pi \sum_{h=1}^{H} (\hat{P}_h - P_h)\hat{V}_{h+1}^\pi(s_h, a_h)\right|.
\]

Let \( S^h = \{(s, a) : \max_{\pi} d^\pi_h(s, a) \geq \delta\} \) be the set of \( \delta \)-significant state-action pairs on the \( h \)-th step. We have

\[
\mathbb{E}_\pi[(\hat{P}_h - P)\hat{V}_{h+1}^\pi(s_h, a_h)] \leq \sum_{(s, a) \in S^h} |(\hat{P}_h - P_h)\hat{V}_{h+1}^\pi(s, a)|d^\pi_h(s, a) + \sum_{(s, a) \notin S^h} |(\hat{P}_h - P_h)\hat{V}_{h+1}^\pi(s, a)|d^\pi_h(s, a)\]

By the definition of \( \delta \)-significant \( (s, a) \) pairs, we have

\[
\zeta_h \leq H \sum_{(s, a) \notin S^h} d^\pi_h(s, a) \leq H \sum_{(s, a) \notin S^h} \delta \leq SAH \delta.
\]
As for $\xi_h$, by Cauchy-Shwartz inequality and Lemma C.4 we have

$$
\xi_h \leq \sum_{(s,a) \in S_h^k} \left| (\hat{P}_h - P_h) \hat{V}_{h+1}^\pi(s,a) \right|^2 d_h^* (s,a) \leq \sum_{(s,a) \in S_h^k} \left| (\hat{P}_h - P_h) \hat{V}_{h+1}^\pi(s,a) \right|^2 \frac{SAH}{\delta^{\alpha/(1-\alpha)} \mu_h(s,a)} \leq \frac{SAH}{\delta^{\alpha/(1-\alpha)}} \mathbb{E}_{\mu_h} \left[ (\hat{P}_h - P_h) \hat{V}_{h+1}^\pi(s,a) \right]^2.
$$

By Lemma C.5 we have

$$
\mathbb{E}_{(s,a) \sim \mu_h} \left| (\hat{P}_h - P) \hat{V}_{h+1}^\pi(s,a) \right|^2 \leq O \left( \frac{H^2 S^2 \log(\frac{HM}{p})}{M} \right).
$$

Thus, we have

$$
\mathbb{E}_\pi \left| (\hat{P}_h - P) \hat{V}_{h+1}^\pi(s_h, a_h) \right| \leq \xi_h + \zeta_h \leq O \left( \sqrt{\frac{H^3 S^2 A}{M} \log(\frac{HM}{p})} + HSA\delta \right).
$$

Therefore, combining inequalities above, we have

$$
\mathbb{E}_{s_1 \sim P_1} \left| \hat{V}_1^\pi(s_1; r) - V_1^\pi(s_1; r) \right| \leq \mathbb{E}_\pi \sum_{h=1}^H \left| (\hat{P}_h - P_h) \hat{V}_{h+1}^\pi(s_h, a_h) \right| \leq O \left( \sqrt{\frac{H^3 S^2 A}{M} \log(\frac{HM}{p})} + H^2 SA\delta \right).
$$

where $\beta = \frac{\alpha}{2(1-\alpha)}$ and $B = \frac{H}{AM} \log(\frac{HM}{p})$. With $\delta = (\sqrt{B})^{-\frac{1}{2\beta+1}}$, it is sufficient to ensure that $|\hat{J}(\pi; r) - J(\pi; r)| \leq \epsilon$, if we set

$$
M \geq O \left( \frac{H^2 SA}{\epsilon} \right) \left( \frac{H}{A} \log \left( \frac{SAH}{\epsilon p} \right) \right).
$$

Especially, for $\alpha \to 0^+$, we have

$$
|\hat{J}(\pi; r) - J(\pi; r)| \leq O \left( \sqrt{\frac{H^3 S^2 A}{M} \log(\frac{HM}{p})} \right) + H^2 SA\delta.
$$

To establish (10), we can choose $\delta = \epsilon/2SAH^2$ and set $M \geq \epsilon \frac{H^3 S^2 A}{\epsilon^2} \log \left( \frac{SAH}{\epsilon p} \right)$ for sufficiently large absolute constant $c$.

We use the natural policy gradient (NPG) algorithm as the approximate MDP solver.

**Lemma C.8** (13 [19]). With learning rate $\eta$ and iteration number $T$, the output policy $\pi^{(T)}$ of the NPG algorithm satisfies the following:

$$
J(\pi^*; r) - J(\pi^{(T)}; r) \leq \frac{H \log A}{\eta T} + \eta H^2
$$

(11)

By choosing $\eta = \sqrt{\log A/HT}$ and $T = 4H^3 \log A/\epsilon^2$, the policy $\pi^{(T)}$ returned by NPG is $\epsilon$-optimal.
D  Policy gradient of state-action space entropy

In the following derivation, we use the notation that sums over the states or the state-action pairs. Nevertheless, it can be easily extended to continuous state-action spaces by simply replacing summation by integration. Note that, although the Rényi entropy for continuous distributions is not the limit of the Rényi entropy for discrete distributions (since they differs by a constant \[37\]), their gradients share the same form. Therefore, the derivation still holds for the continuous case.

**Lemma D.1 (Gradient of discounted state visitation distribution).** A policy \(\pi\) is parameterized by \(\theta\). The gradient of the discounted state visitation distribution induced by the policy w.r.t. the parameter \(\theta\) is

\[
\nabla_\theta d^\pi(s', \theta) = \mathbb{E}_{s, a \sim d^\pi} [\nabla_\theta \log \pi(a|s)d^\pi_{s, a}(s')] (12)
\]

**Proof.** The discounted state visitation distribution started from one state-action pair can be written as the distribution started from the next state-action pair.

\[
d^\pi_{s_0, a_0}(s') = (1 - \gamma)\mathbb{I}(s_0 = s') + \gamma \sum_{s_1, a_1} P^\pi(s_1, a_1|s_0, a_0)d^\pi_{s_1, a_1}(s'),
\]

where \(P^\pi(s', a'|s, a) := P(s'|s, a)a(a')\).

Then, the proof follows an unrolling procedure on the discounted state visitation distribution as follows:

\[
\nabla_\theta d^\pi_{s_0, a_0}(s') = \sum_{s_1, a_1} \gamma \nabla_\theta \left[ P(s_1|s_0, a_0)\pi(a_1|s_1)d^\pi_{s_1, a_1}(s') \right] \\
\quad = \sum_{s_1, a_1} \gamma P(s_1|s_0, a_0) \left[ \nabla_\theta \log \pi(a_1|s_1)d^\pi_{s_1, a_1}(s') + \pi(a_1|s_1)\nabla_\theta d^\pi_{s_1, a_1}(s') \right] \\
\quad = \sum_{s_1, a_1} \gamma P^\pi(s_1, a_1|s_0, a_0) \left[ \nabla_\theta \log \pi(a_1|s_1)d^\pi_{s_1, a_1}(s') \right] + \gamma P^\pi(s_1, a_1|s_0, a_0)\nabla_\theta d^\pi_{s_1, a_1}(s') \\
\quad = \cdots \\
\quad = \mathbb{E}_{s, a \sim d^\pi_{s_0, a_0}} [\nabla_\theta \log \pi(a|s)d^\pi_{s, a}(s')] \\
\]

Summing over the initial state distribution \(\nu\) completes the proof. \(\square\)

D.1  Policy gradient of the Shannon entropy over the state-action space

The Shannon entropy over the state-action space under policy \(\pi\) is written as \(H_1(d^\pi)\) where the policy \(\pi\) is parameterized by \(\theta\). We derive the policy gradient of \(H_1(d^\pi)\) as follows:

First, we can obtain the gradient of the discounted state-action distribution using **Lemma D.1**

\[
\nabla_\theta d^\pi(s, a) = \nabla_\theta [d^\pi(s, a)] = \nabla_\theta [d^\pi(s, a)\pi(a|s)] + d^\pi(s, a)\nabla_\theta \pi(a|s) \\
\quad = \mathbb{E}_{s', a' \sim d^\pi} [\nabla_\theta \log \pi(a'|s')d^\pi_{s', a'}(s', a')\pi(a'|s') + d^\pi_{s', a'}(s', a')\nabla_\theta \pi(a'|s')] \\
\quad = \sum_{s', a'} [d^\pi_{s', a'}(s', a')\nabla_\theta \log \pi(a'|s')d^\pi_{s', a'}(s', a')] + d^\pi_{s', a'}(s', a')\nabla_\theta \log \pi(a'|s')] (14)
\]

\[\text{Since the initial state-action distribution } \nu \text{ is given, the initial actions are not controlled by the policy. This equation only holds approximately. To establish } d^\pi_{s_0}(s, a) = d^\pi(s, a)\pi(a|s), \text{ we first construct an additional state space } S_0 \text{ that only contains all the initial states. Besides, the subsequent states still belong to } S. \text{ Then, we complete the definition of the policy on } S_0 \text{ to be } \pi(a|s_0) = \frac{\mathbb{P}[s=s_0,a=a_0|s_0,a_0]}{\mathbb{P}[s=s_0,a=a_0|s_0,a_0]=1}, \forall a_0 \in A, s_0 \in S_0, \text{ which is fixed and does not depend on the parameter of the policy network } \theta. \text{ Another sufficient condition to establish the equation is } \gamma \to 1.\]
Then, we can calculate the gradient of Shannon entropy $\nabla_d H(d) = (-\log d - c)$ where $d$ is the state-action distribution and $c = -\sum_{s,a} \log d(s,a)$ is a normalization factor.

Using the standard chain rule, we can obtain the policy gradient:

$$\nabla_\theta H(d^\pi_\theta) = \sum_{s,a} \nabla_\theta d^\pi_\theta(s,a) \frac{\partial H_\alpha(d^\pi_\theta)}{\partial d^\pi_\theta(s,a)}$$

$$= \sum_{s,a} \nabla_\theta d^\pi_\theta(s,a) (-\log d^\pi_\theta(s,a) - c)$$

$$= \sum_{s,a,s',a'} d^\pi_\theta(s',a') \nabla_\theta \log \pi(a'|s') d^\pi_\theta(s',a)(-\log d^\pi_\theta(s,a) - c)$$

$$+ \sum_{s,a} d^\pi_\theta(s,a) \nabla_\theta \log \pi(a|s)(-\log d^\pi_\theta(s,a) - c)$$

$$= \mathbb{E}_{(s',a') \sim d^\pi_\theta} \left[ \nabla_\theta \log \pi(a'|s') \sum_{s,a} d^\pi_\theta(s',a')(s,a)(-\log d^\pi_\theta(s,a) - c) \right]$$

$$+ \mathbb{E}_{(s,a) \sim d^\pi_\theta} \left[ \nabla_\theta \log \pi(a|s)(-\log d^\pi_\theta(s,a) - c) \right]$$

$$= \mathbb{E}_{(s,a) \sim d^\pi_\theta} \left[ \nabla_\theta \log \pi(a|s)(H(d^\pi_\theta(s,a), d^\pi_\theta) - \log d^\pi_\theta(s,a)) \right],$$

where $H(d^\pi_\theta, d^\pi_\theta) = \langle d^\pi_\theta, - \log d^\pi_\theta \rangle$ is the cross-entropy between the two distributions. We use the fact $\mathbb{E}_{(s,a) \sim d^\pi_\theta} [c \nabla_\theta \log \pi(a|s)] = 0$ in the second from the last equation.

**D.2 Policy gradient of the Rényi entropy over the state-action space**

The Rényi entropy over the state-action space under policy $\pi$ is written as $H_\alpha(d^\pi_\theta)$. We obtain the policy gradient of $H_\alpha(d^\pi_\theta)$ for $0 < \alpha < 1$ as follows:

First, we note that the gradient of the Rényi entropy is

$$\nabla_d H_\alpha(d) = \frac{\alpha}{1 - \alpha} \frac{d^{\alpha-1} - c}{\sum_{i=1}^{n} d^\alpha},$$

where $c$ is a constant normalizer. Given a vector $d = (d_1, \ldots, d_n)^T$ and a real number $a$, we use $d^a$ to denote the vector $(d_1^a, \ldots, d_n^a)^T$.

Again, using the chain rule and [14], we have

$$\nabla_\theta H_\alpha(d^\pi_\theta) = \mathbb{E}_{(s,a) \sim d^\pi_\theta} \left[ \nabla_\theta \log \pi(a|s) \sum_{s,a} d^\pi_\theta(s,a) \left[ (d^\pi_\theta(s,a))^{\alpha-1} - c \right] \right]$$

$$= \mathbb{E}_{(s',a') \sim d^\pi_\theta} \left[ \nabla_\theta \log \pi(a'|s') \sum_{s,a} d^\pi_\theta(s',a')(s,a) \left[ (d^\pi_\theta(s,a))^{\alpha-1} - c \right] \right]$$

$$+ \mathbb{E}_{(s,a) \sim d^\pi_\theta} \left[ \nabla_\theta \log \pi(a|s) \left[ (d^\pi_\theta(s,a))^{\alpha-1} - c \right] \right]$$

$$= \mathbb{E}_{(s',a') \sim d^\pi_\theta} \left[ \nabla_\theta \log \pi(a'|s') \sum_{s,a} d^\pi_\theta(s',a')(s,a) \left[ (d^\pi_\theta(s,a))^{\alpha-1} \right] \right]$$

$$+ \mathbb{E}_{(s,a) \sim d^\pi_\theta} \left[ \nabla_\theta \log \pi(a|s) \left( (d^\pi_\theta(s,a))^\alpha - 1 \right) \right]$$

$$= \mathbb{E}_{(s,a) \sim d^\pi_\theta} \left[ \nabla_\theta \log \pi(a|s) \left( (d^\pi_\theta(s,a))^\alpha - 1 \right) \right].$$
Therefore, we obtain
\[
\nabla_{\theta} H_{\alpha}(d_\nu^\alpha) \propto \frac{\alpha}{1 - \alpha} \mathbb{E}_{s,a \sim d_\nu^\alpha} \left[ \nabla_{\theta} \log \pi(a|s) \left( (d_{s,a}^\alpha)^T (d_{s,a}^\alpha)^{\alpha-1} + (d_{s,a}^\alpha)^{\alpha-1} \right) \right].
\]

We should note that when \( \alpha \to 0 \), \( \nabla_{\theta} H_{\alpha}(d) \to 0 \); and when \( \alpha \to 1 \), \( \nabla_{\theta} H_{\alpha}(d) \to -\log d \).

Especially, we can write down the case for \( \alpha = \frac{1}{2} \):
\[
\nabla_{\theta} H_{\frac{1}{2}}(d_\nu^\alpha) = \mathbb{E}_{s,a \sim d_\nu^\alpha} \left[ \nabla_{\theta} \log \pi(a|s) \left( \frac{1}{\sqrt{d_{s,a}^\alpha}} + \frac{1}{\sqrt{d_{s,a}^\alpha(s,a)}} \right) \right].
\]

This leads to a policy gradient update with reward \( \propto (d_\nu^\alpha)^{-1/2} \). This inverse-square-root style reward is frequently used as the exploration bonus in standard RL problems \cite{16, 24} and similar to the UCB algorithm \cite{47, 48} in the bandit setting.

### D.3 Practical implementation

Recall the deduced policy gradient formulations of the entropies on a CMP:
\[
\nabla_{\theta} H_{\alpha}(d_\nu^\alpha) = \frac{\alpha}{1 - \alpha} \mathbb{E}_{(s,a) \sim d_\nu^\alpha} \left[ \nabla_{\theta} \log \pi(a|s) \left( (d_{s,a}^\alpha)^{\alpha-1} + (d_{s,a}^\alpha(s,a))^{\alpha-1} \right) \right],
\]
\[
\nabla_{\theta} H_1(d_\nu^\alpha) = \mathbb{E}_{(s,a) \sim d_\nu^\alpha} \left[ \nabla_{\theta} \log \pi(a|s)(d_{s,a}^\alpha - \log d_{s,a}^\alpha - \log d_{s,a}^\alpha(s,a)) \right].
\]

We observe that if we set the reward function \( r(s,a) = (d_{s,a}^\alpha(s,a))^{\alpha-1} \) (when \( 0 < \alpha < 1 \)) or \( r(s,a) = -\log d_{s,a}^\alpha(s,a) \) (when \( \alpha \to 1 \)), these policy gradient formulations can be compared with the policy gradient for a standard MDP: The first term resembles the policy gradient of cumulative reward \( \nabla_{\theta} \log \pi(a|s) \langle Q^\theta(s,a) \rangle \) and the second term resembles the policy gradient of instant reward \( \nabla_{\theta} \log \pi(a|s)r(s,a) \).

For the first term, a wide range of existing policy gradient based algorithms can be used to estimate this term. Since these algorithms such as PPO do not retain the scale of the policy gradient, we induce a coefficient \( \eta \) to adjust for the scale between this term and the second term.

For the second term, when \( \alpha = 1 \), this term can be reduced to
\[
\mathbb{E}_{(s,a) \sim d_\nu^\alpha} [\nabla_{\theta} \log \pi(a|s)(-\log d_{s,a}^\alpha)] \approx \nabla_{\theta} \mathbb{E}_{s \sim d_\nu^\alpha} [H_1(\pi(\cdot|s))],
\]
where \( H_1(\pi(\cdot|s)) \) denotes the Shannon entropy over the action distribution conditioned on the state sample \( s \). Although the two sides are equivalent in expectation, the right hand side leads to smaller variance when estimated using samples due to the following reasons: First, the left hand side is calculated with the values of a density estimator (that estimates \( d_{s,a}^\alpha \)) on the state-action samples and the density estimator suffers from high variance. In contrast, the right hand side does not involve the density estimation. Second, to estimate the expectation with samples, the left hand side uses both the state samples and the action samples while the right hand side uses only the state samples and the action distributions conditioned on these states. This reduces the variance in the estimation. When \( 0 < \alpha < 1 \), since the second term in equation \( 2 \) can hardly be reduced to such a simple form, we still use \( \nabla_{\theta} \mathbb{E}_{s \sim d_\nu^\alpha} [H_1(\pi(\cdot|s))] \) as the approximation.

### E Value function estimator

In this section, we provide the detail of the truncated TD(\( \lambda \)) estimator \cite{24} that we use in our algorithm. Recall that in the \( i \)-th iteration, we maintain the replay buffer \( D = D_i \cup D_{i-1} \cup \cdots \cup D_{i-n+1} \) as \( D = \{(s_{j1}, a_{j1}), \cdots, (s_{jN_j}, a_{jN_j})\}_{j=1}^{nm} \) where \( N_j \) is the length of the \( j \)-th trajectory and \( nm \) is the total number of trajectories in the replay buffer. Correspondingly, the reward calculated using the latest density estimator \( P_\alpha \) is denoted as \( r_{jk} = (P_\alpha(s_{jk}, a_{jk}))^{\alpha-1} \) or \( r_{jk} = -\log P_\alpha(s_{jk}, a_{jk}) \) for each \( (s_{jk}, a_{jk}) \in D, \forall j \in [nm], k \in [N_j] \).

\[3\] Still, we use the approximation \( d_{s,a}^\alpha(s,a) \approx d_{s,a}^\alpha(s)\pi(a|s) \).
The truncated n-step value function estimator can be written as:

\[ V_{nstep}^p(s_{jk}) := \sum_{\tau=k}^{h-1} \gamma^{\tau-k} r_{j\tau} + \gamma^{h-k} V_{\psi}(s_{jh}), \text{ with } h = \min(N_j, k + p). \]

where \( V_{\psi} \) is the current value function network with the parameter \( \psi \). When \( p \geq N_j - k \) (i.e., \( h = N_j \)), this corresponds to the Monte Carlo estimator whose variance is high. When \( p = 1 \) (i.e., \( h = k + 1 \)), this corresponds to the TD(0) estimator that has large bias. To balance variance and bias, we use the truncated TD(\( \lambda \)) estimator which is the weighted sum of the truncated n-step estimators with different \( p \), i.e.,

\[ V_{\lambda}^{\text{targ}}(s_{jk}) := (1 - \lambda) \sum_{p=1}^{P-1} \lambda^{P-1-p} V_{nstep}^p(s_{jk}) + \lambda^{P-1} V_{nstep}^P(s_{jk}), \]

where \( \lambda \in [0, 1] \) and \( P \in \mathbb{N}^+ \) are the hyperparameters.

### F Experiment settings and hyperparameters

Throughout the experiments, we set the hyperparameters as follows: The coefficient that balances the two terms in the policy gradient formulation is \( \eta = 10^{-4} \). The parameter for computing GAE and the target state values is \( \lambda = 0.95 \). The steps for computing the target state values is \( P = 15 \). The learning rate for the policy network is \( 4 \times 10^{-3} \) and the learning rate for VAE and the value function \( 10^{-3} \).

In Pendulum and FourRooms, we use \( \gamma = 0.995 \) and store samples of the latest 10 iterations in the replay buffer. To estimate the corresponding Rényi entropy of the policy during the training in the top of Figure 3, we sample several trajectories in each iteration. In each trajectory, we terminate the trajectory on each step with probability \( 1 - \gamma \). For \( \alpha = 0.5 \) and 1, we sample 1000 trajectories to estimate the distribution and then calculate the Rényi entropy over the state-action space. For \( \alpha = 0.5 \), we sample 50 groups of trajectories. In the \( i \)-th group, we sample 20 trajectories and count the number of unique state-action pairs visited \( C_i \). We use \( \frac{1}{50} \sum_{i=1}^{50} \log C_i \) as the estimation of the Rényi entropy when \( \alpha = 0 \). The corresponding entropy of the optimal policy is estimated in a same manner. The bottom figures in Figure 3 is plotted using 100 trajectories, each of which is also collected in a same manner.

In MultiRooms, we use \( \gamma = 0.995 \) and store samples of the latest 10 iterations in the replay buffer. We use the MiniGrid-MultiRoom-N6-v0 task from minigrid. We fix the room configuration for a single run of the algorithm and use different room configurations in different runs. The four actions are turning left/right, moving forward and opening the door. In the planning phase, we randomly pick 20 grids and construct the corresponding reward functions. The reward function gives the agent a reward \( r = 1 \) if the agent reaches the corresponding state and gives a reward \( r = 0 \) otherwise. We show the means and the standard deviations of five runs with different random seeds in the figures.

In Montezuma’s Revenge, we use \( \gamma = 0.995 \), \( M = 10^8 \) and store samples of the latest 20 iterations in the replay buffer. The two reward functions in the planning phase are designed as follows: Assume the rooms are numbered in the default order by the environment (cf. the labels in Figure 3). Under the first reward function, when the agent goes from Room 3 to Room 9 (the room below Room 3) for the first time, we assign a unit reward to the agent. Otherwise, we assign zero rewards to the agent. Similarly, under the second reward function, we give a reward to the agent when it goes from Room 7 to Room 13 (the room below Room 7).