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\textbf{ABSTRACT} Peripheral Blood Smear (PBS) analysis is a vital routine test carried out by hematologists to assess some aspects of humans’ health status. PBS analysis is prone to human errors and utilizing computer-based analysis can greatly enhance this process in terms of accuracy and cost. Recent approaches in learning algorithms, such as deep learning, are data hungry, but due to the scarcity of labeled medical images, researchers had to find viable alternative solutions to increase the size of available datasets. Synthetic datasets provide a promising solution to data scarcity, however, the complexity of blood smears’ natural structure adds an extra layer of challenge to its synthesizing process. In this work, we propose a methodology that utilizes Locality Sensitive Hashing (LSH) to create a novel balanced dataset of 2500 synthetic blood smears. This dataset, which was automatically annotated during the generation phase, will be made public for research purposes and covers 17 essential categories of blood cells. We proved the effectiveness of the proposed dataset by utilizing it for training a deep neural network, this model got a very high accuracy score of 98.72\% when tested with the well known ALL-IDB dataset. The dataset also got the approval of 5 experienced hematologists to meet the general standards of making thin blood smears.
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\section{I. INTRODUCTION}
A Blood test is an examination of a sample of blood performed in a specialized medical laboratory by specialists. Blood samples are vital sources of information for illness diagnosis, drug detection, and measurement in human bodies.

There are three main types of blood cells: Red Blood Cells (RBCs), White Blood Cells (WBCs), and Platelets. RBCs, also known as erythrocytes, are in charge of carrying oxygen and carbon dioxide to the entire body. WBCs, also known as leukocytes, are the primary defense system against infectious diseases. Platelets, also known as thrombocytes, are non-nucleated entities responsible for repairing blood vessels in case of injury. RBCs are the most plentiful type of blood cells. For instance, the number of WBCs in adult males ranges from 4.5 to 11.5 thousand in 1 microliter, where the number of RBCs in adult males ranges from 4.6 to 6 million in 1 microlitre [1].

Most blood tests are conducted by only placing a tube filled with liquid blood sample in an automatic analyzer that produces highly accurate results. In some cases, this procedure is not reliable enough and a blood smear is needed to further analyze the sample. A Peripheral Blood Smear (PBS), also known as a blood film, is the result of spreading and staining a thin layer of blood on a glass microscope slide. PBSs are used for three main purposes:

1) Verify automated analyzer results.
2) Identify atypical, immature, and abnormal cells.
3) Identify morphological abnormalities that are beyond the capabilities of the automated analyzers.

The automation of blood smear analysis has attracted the attention of researchers in recent years. As the automation of this procedure can save medical specialists time and lab consumables. This is more apparent at epidemics and pandemics times, as saving time and consumables are more crucial. The automation can also aid in delivering more accurate results, as the recognition of some morphological abnormalities is challenging even for experts. And despite the good results achieved so far in this context, many challenges still arise. In this work we tackle a main obstacle faced by computer researchers who work on automating blood analyses. The main contributions of this work are:
1) Employing Locality Sensitive Hashing (LSH) with Random Projections as a synthetic image generation method.

2) Creating a dataset of 2500 synthetic whole blood smears, that will be made public for research purposes, as it is not restricted by any privacy constraints. To our knowledge this is the first comprehensive synthetic dataset of this kind. Beside getting the approval of five medical experts for this dataset, we also prove its effectiveness as a training set for classification networks.

3) Providing two sets of annotations for the proposed dataset, that were automatically generated while constructing the smear images.

II. MOTIVATION

Deep Neural Networks are reliant on large volumes of data. Obtaining large datasets can be a real challenge for researchers from different research areas. Acquiring medical datasets can be even more challenging due to privacy constraints on patients’ data. Moreover, annotating this type of data is a costly procedure that can only be performed by medical experts. In the context of blood smear analysis some extra domain-specific challenges arise. The first challenge is that some blood cell subtypes are rare in occurrence, for example, the authors in [2], were able to collect only three samples of reactive plasmacytosis in three years. Hence, having a sufficient number of blood smears containing such rare types for training a deep network might take many years. Additionally, the complexity of preparing a balanced dataset of blood smears comes from its natural structure; each blood smear contains hundreds of blood cells from different types, which are naturally distributed in an imbalanced manner. In [3], the authors demonstrated that RBCs occurred approximately seven times more than WBCs in the training set. This challenge implies that traditional augmentation techniques might not help as it will only amplify the imbalance issue. Figure 1 shows the imbalance between the main blood cell types, the few WBCs cells are colored in purple, whilst the other cells are of type RBCs.

Moreover, most datasets employed in this research area are private which limits results reproducibility and comparability. Besides, most public blood smear datasets are for segmented blood cells, see Figure 2, this means that only one blood cell appears in each instance, which causes inconvenience in real applications [4].

Finally, the available public datasets are only annotated for the main blood cell types; RBCs, WBCs, and Platelets or the main normal types of WBCs which is not sufficient to fully comprehend and analyse blood smears. These challenges usually leave researchers with two choices, either narrow down research scope or go through the costly process of making and annotating a new dataset which might not have sufficient instances from all types (i.e., imbalanced dataset).

Generating synthetic blood smears can provide a solution to the challenges mentioned above, as it is not constrained by any privacy issues and it is possible to control the number of labelled instances of each cell type.

| Main blood cell type | Blood cell subtypes                        |
|----------------------|-------------------------------------------|
| Platelets            | Giant Platelets, Activated Platelets       |
| WBCs                 | Atypical Lymphocyte, Atypical Monocyte, Band cell, Basket cell, Basophil, Eosinophil, Hyper-Segmented Neutrophils, Hypo-Segmented Neutrophils, Lymphocyte, Monocyte, Plasma cell, Reactive Lymphocyte, Segmented Neutrophils, Nucleated RBCs |
| RBCs                 |                                           |

TABLE 1. Types of blood cells.

As mentioned in Section I, the main purpose of blood smears is studying abnormal cells and morphologies, rather than normal and main blood cell types. Table 1 summarises each main blood cell type and its corresponding subtypes. The target of PBS analysis is to classify the categories in the blood cell subtypes column. This has been automated in the literature either by one step approaches [7] or multi-step pipelines [3]. Hence, in this study both approaches will be taken into consideration, and two sets of annotations will be automatically composed during image constructions:

1) The first set of annotations targets multi-step pipelines, which classify the main types of blood cells, then further classify the regions of interest into its corresponding subtypes. Since Nucleated RBCs is the only subcategory of RBCs, this annotation set will classify cells into: WBCs, Platelets, and Nucleated RBCs.

2) The second set of annotations targets one-step classifiers, where the system classifies whole blood smears into all 16 subtypes. Platelets category is also annotated...
in this set based on the advice of a medical expert. Hence, this set of annotations includes 17 categories.

Throughout this study we will refer to WBCs, Nucleated RBCs, and Platelets as the main blood cell types, and will refer to the rest of the subtypes and abnormal morphologies as blood cell subtypes as listed in Table 1. Next, we discuss viable approaches towards constructing and engineering a synthetic blood smear dataset.

### III. RELATED WORK

Blood smear analysis has been an active research topic, that has attracted the attention of medical experts [8], [9] and computer scientists [10], [11] over the years.

Automatic PBS analysis has been utilized as a Leukemia diagnosis tool in [12] with 100% accuracy, where three deep architectures (AlexNet, CaffeNet, Vgg-f) were trained to generate features from PBS images. All features were concatenated and reduced by applying the gain ratio algorithm, before being emitted to a Support Vector Machine (SVM) classifier. The authors in [13] applied many augmentation operations on the ALL-IDB public dataset [14], such as, histogram equalization, translation, reflection, rotation, shearing, conversion to grayscale, and blurring. A convolutional neural network of 5 convolutional layers, a fully connected layer and a softmax layer was trained with the augmented dataset and achieved an accuracy score of 96.6%.

Automatic PBS analysis has also been applied to Malaria detection. The authors in [15] developed an Android smartphone application using a dataset of whole slide thick smear images. The methodology proposed in this work reduces the size of the initial search space by applying an intensity-based Iterative Global Minimum Screening (IGMS) procedure, all regions of interest are then directed to a CNN model consisting of seven convolutional layers. The classification accuracy was 93.46%. The authors in [16] utilized a dataset of whole slide peripheral blood smears to train a Deep Belief Network (DBN). A concatenated feature of color and texture was used to initialize the visible layer of the 4 hidden layer DBN. The network achieved an F-score of 89.66.

In some works automated PBS analysis was presented as a tool for counting and classifying blood cells. The work in [17] classified the five main normal types of WBCs in medical hyperspectral imaging (MHSI). Four different architectures were utilized for this purpose: SVM, VGG16, CNN without Gabor wavelet, CNN with Gabor wavelet and a combination of modulated Gabor wavelet and CNN kernels, named as MGCNN. The proposed model achieved its highest accuracy score of 97.65%. The work in [18] combined Fourier Ptychographic Microscopy (FPM) and an adjusted version of You Only Look Once (YOLO) network for the purpose of WBC detection. In the proposed YOLO network, the feature maps of the last three layers were concatenated and passed to a final convolution layer.

Other work in the literature, tackled a deeper level of cell classification; the work in [7] for example, classified 40 types and abnormal morphologies of blood by training a residual deep network. The average classification accuracy was 76.84%.

Recent approaches in learning algorithms like deep learning are data hungry, but due to the scarcity of labeled medical images [19], researchers had to find viable solutions to increase the size of available datasets like augmentation [20], [21]. A shortcoming of these augmentation techniques is that it is performed by trial and error, and there is no guarantee that it will enhance results until after training, which might lead to repeating the training process [22]. An alternative approach can be creating realistic instances, i.e. synthetic instances. The work in [23] presented the first synthetic blood smears dataset which was created considering only RBCs. This work presents a promising solution for the problem of data scarcity, and despite its importance, it is not sufficiently considered in the literature and there is still room for improvement in this context.

### IV. METHODOLOGY

In this section, we propose a framework for constructing a synthetic balanced dataset of blood smears. Synthetic data have helped to improve the performance of Neural Networks (NN) by providing sufficient instances that help NNs learn features of target classes. Synthetic instances do not necessarily need to look identical to real instances, but it must look realistic, hence, the quality of the smears produced by our framework does not matter as much as its ability to help the classification network better generalize [22].

The proposed framework aims to assemble images of segmented blood cells from all main and sub cell types as mentioned in Table 1 on blood smear canvases while keeping in mind the dataset balancing issue and retaining the natural distribution of blood cells. This approach, as illustrated in Figure 3, runs in two phases: Data pools preparation phase, and blood smears generation and annotation phase. The expected results of the proposed approach are:

1. A dataset of blood smear images.
2. A set of annotation files for the dataset instances that annotates blood cells to three main classes (Nucleated RBC, WBC, Platelet)
3. A set of annotation files for the dataset instances that annotates blood cells to the 17 subtypes of blood cells.

The following subsections provide more details about each phase.

#### A. PHASE 1: DATA POOLS PREPARATION

In this phase, we aim to create an image pool for each main and sub blood cell type, hence 18 image pools will be processed and ready by the end of this phase; 17 blood cell subtypes and RBCs. The RBCs class is added as a pool because it still shows in all blood smears even if it is not annotated. Each of the 18 pools contains images of segmented cells of the pool cell type. All images were collected from public resources and processed by removing the background. All images were
augmented by multiple rotations. Some restrictions need to be considered at this stage as follows:

1) All images must be subject to the same microscope magnification, because the size of the blood cell can be a major factor in distinguishing and classifying some morphological abnormalities.
2) All instances must be treated with the same stain for consistency purposes.
3) Each pool must be representative, well generalised, and comprise all possible appearances of the cell type. In other words, for each cell type we aim to collect distinct images that cover all possible features more than we aim to have a large number of instances.

### B. PHASE 2: BLOOD SMEARS GENERATION AND ANNOTATION

In this phase, cell images from phase one are assembled on blood smear canvases to form thin blood smear instances. This procedure can be a bit complicated because each blood smear contains hundreds or cells that have to be ordered in a natural realistic way. The following factors need to be considered at this phase:

1) No restrictions limit the selection of blood cell subtypes to appear in a blood smear, as the presence, absence or deficiency of each cell type or subtype represents certain types of syndromes or medical diagnoses that is independent from all other syndromes or medical diagnoses that can be concluded from other cell types appear in the same blood smear.
2) Total number of the main blood cell types must be carefully selected to represent realistic blood smears. Hence, RBCs, Platelets and WBCs cells are assumed to follow Normal (Gaussian) Distributions. The Normal distributions of WBCs and Platelets and their parameters were derived from the All-IDB dataset [14] statistics. However, the RBCs’ Gaussian Distribution was assumed to follow the ones as in [23].

The Gaussian Distribution is a probability distribution that typically used to model normal phenomena and is described by the probability density function (PDF). A PDF describes the probability of a value (x) of an experiment to fall within a particular range of values, it is mathematically represented by the following formula:

\[
P(x) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(x-\mu)^2}{2\sigma^2}}
\]

(1)

where, the mean denoted by \(\mu\) is the Arithmetic average of data, and \(\sigma\) is the standard deviation that is calculated by:

\[
\sigma^2 = \frac{\sum_{i=1}^{n} (x_i - \mu)^2}{N}
\]

(2)
where, \( N \) is the number of sample observations. The bell curve of a Gaussian Distribution is centered and symmetric around the mean and stretched by the standard deviation. Table 1 lists \( \mu \) and \( \sigma \) for each main cell type.

At this point an efficient approach is needed to place cell’s images from different pools on a blood smear background canvas. For this purpose, we first select three random numbers; a random number from each Gaussian Distribution. Second, subtypes of each main blood cell type are uniformly selected. Next, instances from each selected subtype pool are selected. When all subtypes and cell instances are selected from image pools, an efficient approach is needed to place these cells on canvas. In the following subsections we present and discuss three different placement strategies to paste the selected instances on blood smear canvas in a realistic fashion.

1) NAIVE APPROACH 1: RANDOM PLACEMENT

In this approach random paste coordinates are selected for each cell. This approach executes fast and is easy to implement but it does not guarantee the spread of cells on the smear canvas, instead, as shown in Figure 3-A it forms cell clumps, and some cells will override others which leads to wrong annotations. Figure 3-A shows how bounding boxes are very intersected.

2) NAIVE APPROACH 2: RANDOM PLACEMENT ON VIRTUAL BLOCKS

In this approach the blood smear background canvas is divided into \( M \times N \) virtual blocks. For each cell a block is uniformly chosen, then random paste coordinates are selected inside the chosen virtual block. A drawback of this approach is that some blocks might be selected more than others which will also form cell clumps. Figure 3-B illustrates a crowded block where 3-C illustrates an almost empty block.

3) NEAREST NEIGHBOUR MINING APPROACH

The main shortcoming resulted from the previous naive approaches is the formation of clumps in the blood smears. To avoid placing cells on canvas with high probability of occlusion we need to choose a paste location that does not overlap with any other surrounding cell. Implementing this in a brute-force manner can guarantee the accuracy of the results but the processing time grows linearly with the number of cells on canvas. On the other hand, choosing a potential paste point and estimating its nearest neighbors and reject those points that will cause occlusion with neighboring objects can reduce the number of comparisons and the complexity. Locality Sensitive Hashing (LSH) is a nearest neighbour retrieval algorithm that can be utilised for this purpose because it is a generic hashing technique that intends to preserve the local relations of the data.

In our problem, we have a set of cell objects to be pasted on a canvas, each object will be represented by its top left coordinates, called paste points, hence our space is a 2D Euclidean space. A dictionary keeps the width and height of the paste point’s corresponding cell. Our goal is to retrieve the nearest neighbor points to each potential paste point, check if the dimensions of the paste point will overlap with its neighbors or not within a certain threshold, and finally decide to accept this new point or reject it. An effective approach to implement our goal on the mentioned Euclidean space can be dividing the space by a set of projections and hash near points into the same bucket. This approach is called Random Projections.

The core idea behind random projections is given in the Johnson-Lindenstrauss lemma, [24] which states that if points in a vector space are of sufficiently high dimension, then they may be projected into a suitable lower-dimensional space in a way which approximately preserves the distances between the points. This can be represented as:

\[
H: \mathbb{R}^N \rightarrow \mathbb{R}^K
\]

Let \( X \) be a space of objects [25], to which dataset and query objects belong. Let \( D \) be a distance measure defined on \( X \). Let \( H \) be a family of hash functions \( h: X \rightarrow \mathbb{R}^K \), where \( \mathbb{R} \) is the set of integers.

Let \( R_1, R_2, P_1, \) and \( P_2 \) be real numbers. For any points \( X_1 \) and \( X_2 \) in \( X \) that are close to each other, there is a high probability \( P_1 \) that they fall into the same bucket

\[
P_H[h(X_1) = h(X_2)] \geq P_1\text{for }D(X_1, X_2) \leq R_1
\]

Moreover, for any points \( X_1 \) and \( X_2 \) in \( X \) that are far apart, there is a low probability \( P_2 < P_1 \) that they fall into the same bucket

\[
P_H[h(X_1) = h(X_2)] \leq P_2\text{for }D(X_1, X_2) > cR_1 = R_2
\]

Let \( L \) denote the number of random projections, then the space will be partitioned using \( L \) hyperplanes by selecting \( pr_{1}, \ldots, pr_{L} \) vectors at random from a Gaussian distribution. Then each dataset and query objects are hashed using equation 5, in our work we opted to choose random binary projections.

\[
[h(m)]_i = \begin{cases} 0 & pr^T m \leq 0 \\ 1 & pr^T m > 0 \end{cases}, \quad i = 1 \ldots L
\]

Object \( m \) will then be stored in a hash table with its hash value, \( h(m) \), as its key. Every time a potential paste point is queried against the LSH engine, it will be hashed using equation 5, and all previous points in the same bucket will be returned as possible neighbors. Each of the returned neighbors will be checked against a distance criteria, if all neighbor points are farther than a certain threshold, then the potential paste point will pass and the object will be pasted. Else, if at least one neighbor point is closer than the same

| Blood cell type | Mean | Standard Deviation |
|----------------|------|--------------------|
| Platelets      | 4.3  | 4.8                |
| WBCs           | 8.5  | 10.5               |
| RBCs           | 669  | 149                |
threshold, then the point will be rejected and a new paste point will be selected and queried against the LSH engine. Since we’re dealing with cells as bounding boxes, a good distance measure will be measuring the intersection over union ratio, a.k.a Jaccard similarity between the potential paste point and its neighbors. Jaccard Similarity can be defined as

\[ J(p, n_i) = \frac{|p \cap n_i|}{|p \cup n_i|} \tag{6} \]

where \( n_i \) denotes a neighbor point, and \( p \) denotes the potential paste point. The Jaccard similarity value of between each neighbor and the paste point will be checked by equation 7 to check the validity of the paste point.

\[ \text{Evaluation}[p] = \begin{cases} 
0 & \exists n_i, J(p, n_i) > T, n_i \in N \\
1 & \text{Else,} 
\end{cases} \tag{7} \]

Algorithm 1 demonstrates more details of the proposed approach. The following parameters are defined in Algorithm 1:

- \( R_w, R_R, R_P \) are the random counts of WBCs, RBCs, and Platelets respectively. Each of these counts represents the number of cells that will appear in the generated blood smear instance.
- \( LSH \): is the locality sensitive hashing engine, that is initialized once instantiated to \( D \) dimensions and \( L \) projections.
- \( Max \): for each of the main cell types (WBCs, Platelets, Nucleated RBCs), its corresponding subtypes have to appear in percentages that sum up to 1. The \( Max \) parameter is initialized to 1, and is later decreased as the algorithm progresses.

Some highlights from Algorithm 1 are:

- In lines 6 to 9: for each of the main blood cell types, subtypes are randomly chosen and stored in the \( \text{SubTypesCount} \) parameter. These subtypes and the percentages of which each of them will contribute in the blood smear instance are then randomly selected.
- In lines 11 to 15: cell instances are selected from corresponding pools, one cell instance at a time, and a random paste point is then selected within the blood smear canvas. Next, the LSH engine retrieves all potential neighbor points.
- In lines 16 to 22: each neighbor is checked against the potential paste point using the Jaccard similarity metric. If any neighbor overlaps with the potential point past the allowed percentage then the potential paste point will be rejected.

V. EXPERIMENTS AND RESULTS

In this section we present dataset generation experiments and results. We also conduct two sets of experiments to prove the effectiveness of this dataset.

A. SYNTHETIC DATASET GENERATION

To conduct this set of experiments, Algorithm 1 was implemented and executed. During the execution, we noted that the initial set of cells were often pasted without any overlapping and without the need to retrieve neighbors due to space availability. Hence, to further decrease the cost of execution, the initial 60 cells were pasted without neighbor retrieval. The threshold 60 was chosen empirically.

To further tune our algorithm, the assignment of the threshold parameter \( T \) from equation 7 was adjusted; instead of setting \( T \) to a constant value throughout the execution, we opted to assign it to a random value from an acceptable range that reflects the real distribution pattern. With this improvement, the synthetic blood smear instances reflected more realistic scenarios. For example, some RBCs were stacked in many smears forming patterns similar to the well-known Rouleaux formation. The resulting datasets

---

**Algorithm 1** Creating a Blood Smear Dataset of Size \( DS \)

1: \[ \text{for } i \leftarrow 1 \text{ to } DS \text{ do} \]
2: \[ R_w \leftarrow N(\sigma_w, \mu_w) \]
3: \[ R_R \leftarrow N(\sigma_R, \mu_R) \]
4: \[ R_P \leftarrow N(\sigma_P, \mu_P) \]
5: \[ LSH \leftarrow D(\text{Dimensions}), L(\text{Projections}) \]
6: \[ \text{for } R \leftarrow R_w, R_R, R_P \text{ do} \]
7: \[ \text{SubTypesCount} \leftarrow \text{Rand}(1, \text{MaxTypes}) \]
8: \[ \text{Max} \leftarrow 1 \]
9: \[ \text{for } S \leftarrow 1 \text{ to } \text{SubTypesCount} \text{ do} \]
10: \[ \text{TypePercentage} \leftarrow \text{Rand}(\text{Min}, \text{Max}) \]
11: \[ \text{Max} \leftarrow \text{Max} - \text{TypePercentage} \]
12: \[ \text{Cell} \leftarrow \text{Rand}(	ext{Pool}(S)) \]
13: \[ \text{RejectPoint} \leftarrow 1 \]
14: \[ \text{while } \text{RejectPoint} \text{ do} \]
15: \[ \text{PastePoint} \leftarrow \text{Rand}(\text{Canvas}) \]
16: \[ \text{Neighbors} \leftarrow \text{LSH.NN(PastePoint)} \]
17: \[ \text{for } N \leftarrow \text{Neighbors} \text{ do} \]
18: \[ \text{if } \text{Jaccard}(N, \text{PastePoint}) \geq T \text{ then} \]
19: \[ \text{RejectPoint} \leftarrow 1 \]
20: \[ \text{Break}; \]
21: \[ \text{else} \]
22: \[ \text{RejectPoint} \leftarrow 0 \]
23: \[ \text{end if} \]
24: \[ \text{end for} \]
25: \[ \text{if } \text{RejectPoint} = 0 \text{ then} \]
26: \[ \text{Paste(PastePoint, Cell, Canvas)} \]
27: \[ \text{Annotate(PastePoint, MainTypesFile)} \]
28: \[ \text{Annotate(PastePoint, SubTypesFile)} \]
29: \[ \text{end if} \]
30: \[ \text{end while} \]
31: \[ \text{end for} \]
32: \[ \text{SaveAnnotation(MainTypesFile)} \]
33: \[ \text{SaveAnnotation(SubTypesFile)} \]
34: \[ \text{SaveImage(Canvas)} \]
35: \[ \text{end for} \]
consists of 2500 blood smears, the dataset is balanced in terms of subtypes and each subtype has around 2000 total instances. Figure 4 and 5 depict more statistical details of the synthetic dataset. Figure 5 demonstrates the dataset balance. Figure 6 shows some samples from the synthetic dataset; smears (a) to (c) belong to the synthetic dataset, while the rest belong to ALL-IDB1 dataset.

**B. EXPERIMENTS ON THE SYNTHETIC DATASET**

To test the effectiveness of the proposed synthetic dataset we ran two sets of experiments.

1) BLOOD CELL CLASSIFICATION USING DEEP LEARNING

To test the effectiveness of our dataset, we fed the synthetic blood smears along with the first set of annotations; the main types annotation, to three YOLO deep networks. All computations mentioned in this section were made on the supercomputer Helios from Laval University, managed by Calcul Québec and Compute Canada.

YOLO deep network [26], is a real time object detection and classification network that performs objects’ detection and classification in one scan.

YOLO is a convolutional neural network which divides the input image into an $NxN$ grid. Each grid cell predicts bounding boxes and confidence scores for those boxes, where confidence scores mirror how confident the network is that the bounding box contains an object. Each bounding box consists of 5 attributes: $(x, y, h, w, \text{confidence})$ where, $x$ and $y$ are the coordinates of the center of the bounding box, $h$, and $w$ are the height and the width of the bounding box. Moreover, Each grid cell predicts $C$ conditional class probabilities to classify the object that is located in the grid cell. A deep network loss function aims to minimize the network error and in YOLO it is calculated as the combination of localisation and classification error:

$$S^2 \sum_{i=0}^{B} \sum_{j=0}^{B} y_{ij}^{\text{obj}} [(x_i - \hat{x}_i)^2 + (y_i - \hat{y}_i)^2]$$

$$+ \lambda_{\text{coord}} S^2 \sum_{i=0}^{B} \sum_{j=0}^{B} y_{ij}^{\text{obj}} [(\sqrt{w_i} - \sqrt{\hat{w}_i})^2 + (\sqrt{h_i} - \sqrt{\hat{h}_i})^2]$$

$$+ \lambda_{\text{coord}} S^2 \sum_{i=0}^{B} \sum_{j=0}^{B} y_{ij}^{\text{noobj}} (C_i - \hat{C}_i)^2$$

$$+ \lambda_{\text{coord}} \sum_{i=0}^{B} y_{ij}^{\text{obj}} \sum_{c \in \text{classes}} (p_i(c) - \hat{p}_i(c))^2$$

(8)

where $y_{ij}^{\text{obj}}$ denotes if object appears in cell $i$ and $y_{ij}^{\text{obj}}$ denotes that the $j$th bounding box predictor in cell $i$ is responsible for that prediction. All experiments were trained with the synthetic dataset and tested with the ALL-IDB1 Dataset. In our first experiment, we trained a Tiny YOLOv3 network [27]. Due to its relatively small size (13 convolutional layers) and the high complexity of the context, the network achieved a low Mean Average Precision (MAP) score of approximately 40%. To improve the results, we trained a larger network, namely YOLOv2 [26] that consists of 23 convolutional layers. This network achieved a better MAP score of 97.59%.

To further improve this result, we randomly resized the network input resolution every 10 batches during training, this regime which was proposed in [26] works like data augmentation and helps the network learn to better generalise. By exposing the network to randomness, the MAP score was improved to 98.72%. Both Nucleated RBCs and WBCs classes were classified with 100% Average Precision (AP), while Platelets scored 96.4%. This network ran with a momentum value of 0.9, learning rate of 0.001, and network input resolution of 800 as an initial resolution. Table 3 summarizes the blood cell classification experiments and results.

2) MEDICAL ASSESSMENT

A questionnaire of 12 questions about the dataset was created by the authors to ensure that the dataset meets the medical standards of thin blood smears. The questionnaire was filled by 5 hematologists with vast years of experience. A blood smear was displayed in each question, followed by some
questions to evaluate the following aspects about the dataset instances:

1) **Factor 1**: The general quality of the smears in terms of the total numbers of RBCs, WBCs and Platelets.
2) **Factor 2**: The correctness of the first set of annotation, by asking the respondents to verify some labels.
3) **Factor 3**: The correctness of the second set of annotation.
4) **Factor 4**: The quality of blood cell subtype choices.
5) **Factor 5**: The level of overlap and occlusion between the blood cells on the synthetic blood smears to assess the quality of the locations produced by our proposed algorithm.

The questionnaire was initially reviewed and verified by a designated hematologist for quality assurance purposes. The average years of experience for the participating hematologists is 6 years. The expected answers were set before starting this experiment and will be denoted by the ground truth throughout this section. Figure 7 demonstrates the results of the questionnaire, where the responses to each question is represented by a column in the chart. In each column, similar answers were grouped by color, and the blue color is used for answers that are identical to the ground truth. Figure 7 shows clearly that all responses were identical and meet the expected answers in all questions except for question 6 and 10. The sixth question is one of the questions that is used to verify factor 3. It shows a synthetic blood smear and asks the respondent to classify on the platelets that appear in the smear. The platelet is sub-classified as a platelet in the second set of annotations of the proposed dataset, however, one of the hematologists classified it as a giant platelet. It is common that medical experts have different opinions about medical data annotation [28]. The tenth question tests the ratio of the blood cell sizes in the smear. One of the hematologists expressed that some cells appeared a little larger than it should be, where the other 4 hematologists believed that the ratios were appropriate. Factor 5 verifies the correctness of the proposed algorithm. Due to the importance of the last assessment factor, the haematologists were asked to assess all the blood smears that appeared in the questionnaire in terms of the quality of cells distribution and occlusion. All respondents approved that all the slides that were shown.
in the questionnaire were thin and all cells were distributed in a natural pattern with a ratio of occlusion that meets the standard one in real blood smears.

The proposed dataset proved its usefulness in the context of PBS analysis, it also provides the following benefits:

1) The dataset is not subject to any privacy or security constraints since it does not belong to real people.
2) Rare subtypes, like Plasma cells, are sufficiently present in the dataset.
3) The dataset is annotated without any extra efforts of medical experts.

VI. CONCLUSION AND FUTURE WORK

In this paper, we provided a novel solution to creating a dataset of synthetic blood smears. Each thin blood smear contains hundreds of blood cells, which leads to a highly complicated synthesizing procedure. This novel dataset consists of 2500 instances, and was automatically annotated for 17 essential blood cell types and abnormal morphologies during the instances generation process. Such synthetic dataset is valuable since labeled medical data is scarce due to extra security and privacy constraints enforced on it. In order to create this dataset, 18 image pools were created in the first phase. In the second phase, RBCs, WBCs and Platelets counts were selected from Gaussian distributions. Next, LSH was employed to divide cells’ space into N projections and all near objects were hashed into the same bucket. All cells that hashed in the same bucket were tested against each other using Jaccard similarity, and all cells caused collision higher than an acceptable threshold were rejected. Three YOLO neural networks were trained on the proposed dataset and tested on the ALL-IDB dataset, an accuracy score of 98.72% was achieved. The dataset was also reviewed by a group of highly experienced hematologists from different countries to ensure that it meets the general standards of making thin blood smears.

The Deep network utilised in this work was only trained on the first set of annotations. For future work, we plan to train a Deep classification network on the second set of annotations.

VII. DATASET AVAILABILITY

The proposed synthetic blood smear dataset will be made public for research purposes upon request from the authors.
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