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Abstract—The outbreak of the global COVID-19 pandemic results in unprecedented demand for fast and efficient testing of large numbers of patients for the presence of SARS-CoV-2 coronavirus. Beside technical improvements of the cost and speed of individual tests, pool testing may be used to improve efficiency and throughput of a population test. Dorfman pool testing procedure is one of the best known and studied methods of this kind. This procedure is, however, based on unrealistic assumptions that the pool test has perfect sensitivity and the only objective is to minimize the number of tests, and is not well adapted to the case of imperfect pool tests. We propose and analyze a simple modification of this procedure in which test of a pool with negative result is independently repeated up to several times. The proposed procedure is evaluated in a computational study using recent data about dilution effect for SARS-CoV-2 PCR tests, showing that the proposed approach significantly reduces the number of false negatives with a relatively small increase of the number of tests, especially for small prevalence rates. For example, for prevalence rate 0.001 the number of tests could be reduced to 22.1% of individual tests, increasing the expected number of false negatives by no more than 1%, and to 16.8% of individual tests increasing the expected number of false negatives by no more than 10%. At the same time, a similar reduction of the expected number of tests in the standard Dorfman procedure would yield 675% and 821% increase of the expected number of false negatives, respectively. This makes the proposed procedure an interesting choice for screening tests in the case of diseases like COVID-19.
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I. INTRODUCTION

Identification of infected patients is crucial for providing appropriate treatment and limit further transmission of COVID-19 disease. Large number of infected or potentially infected patients results in unprecedented demand for fast and efficient testing of large populations. For example, the results of a recent simulation study reported by Larremore et al. [16] demonstrate that effective screening depends largely on frequency of testing and the speed of reporting and could turn the COVID-19 tide within weeks. Some countries have already decided to test the whole population. For example, in October 2020 Slovakia decided to test all adults for SARS-CoV-2 [13]. However, due to the cost, availability, and efficiency of PCR test, Slovakia’s government decided to use antigen tests which are known to have lower sensitivity and specificity.

Beside technical improvements of the cost and speed of individual tests, pool testing is an interesting option to improve efficiency and throughput of a population test. Dorfman pool testing procedure is one of the best known and studied methods of this kind [7]. In this procedure, the subjects are grouped into a number of non-overlapping pools and the specimens from the pool subjects are tested together. If the result of a test for a pool is negative, all subjects are assumed to be negative. Otherwise, all subjects from the pool are individually tested. Since, the prevalence rate is usually much below 50%, many pools may contain only negative subjects and may be efficiently identified.

Dorfman procedure procedure is, however, based on some assumptions that are not realistic in the context of COVID-19 and many other diseases, and thus limit its practical applications. This procedure assumes that the pool test has perfect sensitivity and the only objective is efficiency usually expressed as minimization of the number of tests. This assumption may seem justified in the case of PCR tests, including tests for presence of SARS-CoV-2 RNA, since in (reverse transcription) polymerase chain reaction the target DNA is exponentially multiplied, thus theoretically even extremely small amount of target DNA/RNA could be detected. In practice, the sensitivity of pool test may become lower due to the dilution effect [20], [25]. Indeed some recent studies confirm that dilution significantly affects sensitivity of SARS-CoV-2 PCR tests [1], [5], [23]. For example, Bateman et al. [5] estimated that pools of 5 (with one positive subject) lead to 93% sensitivity, pools of 10 lead to 91% sensitivity, and pools of 50 lead to 81% sensitivity, while estimated sensitivity for undiluted specimens is 99%. Thus, dilution effects are significant and need to be appropriately taken into account.

With lower sensitivity of the pool test many subjects may be false negative. Such situations are highly undesired in the context of diseases like COVID-19 since they make impossible providing appropriate treatment and limiting further transmission. Thus, test efficiency should not be the only objective [19]. Although a number of authors proposed improvements of Dorfman testing procedure or other pool testing schemes, these modifications usually focus on improving efficiency (number of tests) [15], [24], for example, by using a hierarchy of sub-pools tested in more than two stages. Hierarchical approach, however, even further increases the risk of a subject being false negative, since a subject is assumed negative it at least one of its (sub-)pool tests was negative. Other works take into account only reduced specificity with the assumption of perfect sensitivity [2], [8], [11]. There are relatively few studies taking into account accuracy related objectives with imperfect sensitivity in pool tests [4], [9], [14], [15]. Still, some of the approaches make the assumption that the imperfect sensitivity is constant and the same for both individual and pool tests [4], [9], [10], [15], [17], in other words, they do not take into account the dilution effect. Some works taking into account the dilution effect concern the problem of estimating the prevalence rate [21], [23], [29], not the problem of identifying positive/negative subjects. Furthermore, even the studies that consider dilution effect with false negatives as (partial) objective [4], [14], [27] do not propose modifications of the Dorfman test procedure that could reduce the number of false negatives. In general, in our opinion, the development of efficient and precise pool testing procedures did not obtain sufficient interest from the research community, due to limited practical interest before the outbreak of COVID-19 pandemic.

We show, that the standard Dorfman pool testing procedure is not well adapted to the case of imperfect pool tests with the objective of minimizing the number of false negatives and we propose a simple modification of this procedure in which test of a pool with negative result is independently repeated up to a given number of times. This
approach significantly reduces the number of false negatives with a relatively small increase of the number of tests.

We present also a numerical study based on the recently reported data about the influence of the dilution effect on the sensitivity of SARS-CoV-2 PCR tests [5]. We show that the modified procedure is better on both the expected number of false negatives and the number of tests than the standard Dorfman procedure for a wide range of parameters. We show also that the proposed procedure may significantly reduce the expected number of tests with practically negligible increase of the expected number of false negatives compared to individual tests.

Several authors proposed repeating test of pools (retesting) under some conditions [9], [10], [17]. In particular our procedure could be seen as the special case of the procedure proposed by Graff and Roeloffs [9] with \( r_1 = 1 \) and \( r_2 = r \). Still there are some important differences between these works and our approach, namely:

- These works do not take into account dilution effect, which significantly influences the analysis and performance of pool testing.
- The presented analysis differs from ours, in particular we use Bayes’ theorem to update posterior probabilities.
- We present a simulation study verifying the presented analysis.
- We do not propose to repeat test of pools with positive results, since although it could slightly reduce the number of false positives, it increases the number of tests. At the same time, the number of false positives has relatively low importance in the context of diseases like COVID-19.

Furthermore, in [18] Nyongesa described a procedure in which a pool with negative result is retested just once, however, this procedure was analyzed only from the point of view of prevalence rate estimation without dilution effect.

The contributions of this paper are:

- A modified Dorfman pool testing procedure for pool tests with dilution effect designed to improve the number of false negatives at a moderate cost of increased number of tests is proposed.
- Analytical formulas for the number of tests, the number of false negatives and the number of false positives in the proposed procedure are derived.
- The analytical formulas are verified in a computational simulation study.
- The practical contribution of the paper is that through a computational case study using recent data about SARS-CoV-2 PCR tests sensitivity it is shown that the proposed procedure may be highly beneficial in the case of diseases like COVID-19.

The paper is organized in the following way. In the next Section, we define basic concepts and notation. Then we present the analysis of the standard Dorfman pool testing procedure from the point of view of the number of tests, the number of false negatives and the number of false positives. In Section four, we introduce the proposed procedure and analyze its properties. In the fifth Section, we present a computational case study for SARS-CoV-2 PCR tests. Finally, we present conclusions and directions for further research.

II. Preliminaries

Let \( p = P(P_s = 1) \) be the probability of a subject being positive (prevalence rate), where \( P_s \in \{0, 1\} \) is a random variable describing that the subjects is positive (\( P_s = 1 \)) or negative (\( P_s = 0 \)). Let \( Sp \) be the test specificity, i.e. the conditional probability that the outcome of the test is negative given the subjects is negative. Let \( Se \) be test sensitivity, i.e. the conditional probability that the outcome of the test is positive given the subjects is positive.

Probability of a test being true negative in a given test is \( Sp(1−p) \).

Probability of a test being false negative in a given test is \( 1−Sp \).

Probability of a test being true positive in a given test is \( 1−Se \).

Probability of a test being false positive in a given test is \( Se(1−p) \).

Let \( Sp_1 \) and \( Se_1 \) denote specificity and sensitivity of an individual test. If each subject is tested individually, the expected number of false negatives \( E(FN) \), the expected number of false positives \( E(FP) \), and the number of tests \( T \) per subject are:

\[
E(FN) = (1−Se)p
\]
\[
E(FP) = (1−Sp)(1−p)
\]
\[
T = 1
\]

Consider a pool of size \( n \). The probability that there is at least one positive subject in the pool (pool is positive) is

\[
p_P = 1−(1−p)^n
\]

Let \( Sp_P \) and \( S_P \) denote specificity and sensitivity of a pool test. It is reasonable to assume that \( Sp_P = Sp_1 = Sp \) since in both cases we deal with a sample containing no virus RNA.

\[
E(FN) = p_P E(S_p(n,k), k = 1, \ldots, n) = \sum_{k=1}^{n} (Sp(n,k) Pr(k; n, p)) = \sum_{k=1}^{n} Pr(k; n, p) \sum_{k=1}^{n} (Se_P(n,k) Pr(k; n, p))
\]

where \( Se_P(n,k) \) is the sensitivity of a pool test with the pool of size \( n \) and \( k \) positive subjects in the pool, and \( Pr(k; n, p) \) is the probability of having \( k \) positive subjects in the pool of size \( n \) that could be derived from binomial distribution. \( Sp_P \) is the same for each pool assuming constant pool size and homogeneous subjects (i.e. constant \( p \)). In practice \( Sp_P = Sp_1 = Sp \) and \( Se_1 \) are close to 1. \( Se_P(n,k) \leq Se_1 \) and \( Se_P(n,k) \) decreases with growing \( n \) and increases with \( k \).

Let \( T \in \{0, 1\} \) denote the random variable being outcome of the pool test. The probability of a pool test being (true or false) positive is:

\[
P(T = 1) = Sp_PP + (1−Sp)(1−p_P)
\]

and the probability of a pool test being (true or false) negative is:

\[
P(T = 0) = (1−Sp_P)p_P + Sp(1−p_P)
\]

III. Standard Dorfman Pool Testing Procedure

The detailed analysis is presented in Appendix A. In this Section we present the analytical formulas for the expected number of false negatives \( E(FN) \), number of false positives \( E(FP) \), and expected number of tests \( E(T) \).

\[
E(FN) = p \sum_{k=1}^{n} ((1−Se_1Se_P(n,k)) Pr(k−1; n−1, p))
\]

\[
E(FP) = (1−Sp)Pr(T = 1)− \sum_{k=1}^{n} (Sp(n,k) Pr(k−1; n−1, p)p)
\]

\[
E(T) = \frac{1}{n} + Pr(T = 1)
\]
IV. MODIFIED POOL TESTING PROCEDURE

The weak point of pool tests is decreased sensitivity compared to an individual test. In result, the number of false negatives may be increased. This weak point could be, however, resolved by repeating test for the same pool, if the results of the previous tests were negative, until the last test was positive or a given number of tests were negative. In other words, we assume that the pool test is positive, if at least one result was positive and we assume that the pool test is negative, if all results were negative. The decision tree of the repeated pool test is presented in Figure 1. Note, that we assume that for each pool test, different samples from each subject are used, so the results of the repeated tests may be assumed to be independent.

Let $T'' \in \{0, 1\}$ denote the random variable being outcome of the pool test (with potential repeats). The probability of a pool test being (true or false) positive is:

$$P(T'' = 1) = Sp''_p Pr + (1 - Sp''_p)(1 - Pr)$$

and the probability of a pool test being (true or false) negative is:

$$P(T'' = 0) = (1 - Sp''_p)Pr + Sp''(1 - Pr)$$

where:

$$Sp''_p = Sp'' \leq Sp$$

is the repeated test specificity and

$$Sp''_p(n, k) = 1 - (1 - Sp''(n, k)) \geq Sp(n, k), k = 1, \ldots, n$$

$$Sp'' = E(Sp''(n, k), k = 1, \ldots, n) \geq Sp$$

is the repeated test sensitivity (see Appendix B).

Lemma IV.1. $P(T'' = 1) \geq P(T = 1)$ and $P(T'' = 0) \leq P(T = 1)$.

Proof. It is direct consequence of $Sp''_p \leq Sp$ and $Sp'' \geq Sp$.

The detailed analysis is presented in Appendix B. In this Section we present the analytical formulas for the expected number of false negatives $E(FN'')$, expected number of false positives $E(FP'')$, the expected number of individual tests $E(T''_1)$, and expected number of tests $E(T'')$.

$$E(FN'') = p \sum_{k=1}^{k=n} ((1 - Se_1)Pr(k - 1; n - 1, p))$$

$$E(FP'') = (1 - Sp) (P(T'' = 1) - \sum_{k=1}^{k=n} (Sp''(n, k)Pr(k - 1; n - 1, p)p))$$

$$E(T''_1) = P(T'' = 1)$$

$$E(T'') = 1 + \frac{1}{n} \sum_{l=2}^{l=n} (1 - Pr)Sp''_{l-1} + \sum_{k=1}^{k=n} (1 - Sp''(n, k))^{l-1} Pr(k; n, p)$$

$$P(T'' = 1)$$

Lemma IV.2. With the same parameters, the modified procedure has lower or equal expected number of false negatives than the standard Dorfman test:

$$E(FN'') \leq E(FN')$$

Proof. It is a direct consequence of $Se''_p(n, k) \geq Sp(n, k), k = 1, \ldots, n$.

Lemma IV.3. With the same parameters, the modified procedure has greater or equal expected number of individual tests and total number of tests than the standard Dorfman test:

$$E(T''_1) \geq E(T'_1)$$

$$E(T'') \geq E(T')$$

Proof. $E(T''_1) \geq E(T'_1)$ results from $P(T'' = 1) \geq P(T = 1)$, $E(T'') \geq E(T')$ results from $E(T''_1) \geq E(T'_1)$ and the fact that already the first iteration of pool tests in the modified procedure requires the same number of tests as the first stage in the standard procedure.

Lemma IV.4. The expected number of false negatives if greater or equal than in the case of individual tests:

$$E(FN'') \geq E(FN)$$

and $E(FN'')$ achieves minimum equal to $(1 - Se_1)p = E(FN)$, if $Se''_p(n, k) = 1, k = 1, \ldots, n$.

Proof. $Se''_p(n, k) \in [0, 1], k = 1, \ldots, n$ and $E(FN'')$ in non-increasing with $Se''_p(n, k), k = 1, \ldots, n$, thus $E(FN'')$ achieves minimum for $Se''_p(n, k) = 1, k = 1, \ldots, n$.

If $Sp''(n, k) = 1, k = 1, \ldots, n$ then:

$$E(FN'') = \frac{p}{n} \sum_{k=1}^{k=n} ((1 - Se_1)Pr(k - 1; n - 1, p))$$

$$p((1 - Se_1) \sum_{k=1}^{k=n} Pr(k - 1; n - 1, p)) = p(1 - Se_1) = E(FN)$$
the analytical formulas presented above. Second, we simulated the procedure and to individual tests. Since false positives are much less important than false negatives in the context of diseases like COVID-19, we decided to use two main objectives i.e. the expected number of tests with very low increase of the expected number of false negatives compared to individual tests. To analyze it more precisely, in Table II we present Pareto-optimal solutions for the proposed procedure that assure no more than 1%, 10%, and 100% increase of the expected number of false negatives with the minimum expected number of tests. Note, that for $p = 0.2$ and $p = 0.3$ no such solutions exist with the expected number of tests lower than the number of tests in individual testing. These results confirm that the proposed procedure may be highly beneficial with low prevalence rates. For example, for $p = 0.001$ and $p = 0.002$ we present exemplary sets of Pareto-optimal solutions of the standard Dorfman procedure with the similar expected number of tests. Note, however, that if reduction of the number of tests is the main objective, the standard Dorfman testing procedure could assure lower expected number of tests than the proposed procedure.

V. Computational case study

We verify the presented analysis and evaluate the proposed procedure using recent data about the influence of the dilution effect on the sensitivity of SARS-CoV-2 PCR tests. Since, however, the authors presented results (values of $S_e(n, k)$) only for some specific values of $n = 1, 5, 10, 50$ and $k = 1$ we need to fit to the data a model allowing calculation of $S_e(n, k)$ for other values of $n$ and $k$. We tried first the model proposed in [5] and used also in [6]:

$$S_e(n, k) = 1 - S_p + (S_{e1} + S_p - 1)(\frac{n}{k})^\alpha$$

with $S_p \geq 0.99$, however, this model did not fit the data perfectly (MSE = 0.000781). So, we decided to extend this model with a linear term:

$$S_e(n, k) = 1 - S_p + (S_{e1} + S_p - 1)(\frac{n}{k})^\alpha + \beta k$$

This model fitted the data almost perfectly (MSE = 0.000026) with $\alpha = 0.032482$ and $\beta = -0.001255$. We hypothesize that the linear term reflects PCR test dependence not only on the relative but also on the absolute amount of virus RNA and remaining material.

We tested the proposed procedure for prevalence rates $p = 0.001$, $0.002$, $0.005$, $0.01$, $0.02$, $0.05$, $0.1$, $0.2$, $0.3$. Our procedure involves two parameters, pool size $n$ and number of iterations of pool test $r$. Since their values are integer and reasonable ranges of their values are relatively small, all potential settings could be enumerated. We used $n = 2, \ldots, 50$ and $r = 2, \ldots, 5$. We did not try higher numbers of iterations, since they would be highly impractical and 5 iterations was enough to assure the expected number of false negatives very close to that of individual tests.

We performed two kinds of computational studies. First, we used the analytical formulas presented above. Second, we simulated the procedures for 100, 000, 000 subjects drawn randomly as either positive or negative with a given prevalence rate. By comparing results of the analytical and simulation studies we verified the analytical formulas. In Table II we present mean relative squared errors between the analytical and simulation results for particular parameters and methods. These results confirm very good agreement between the analytical and simulation study.

We compare the proposed procedure to the standard Dorfman procedure and to individual tests. Since false positives are much less important than false negatives in the context of diseases like COVID-19, we decided to use two main objectives i.e. the expected number of false negatives and the expected number of tests. Thus, we deal with a bi-objective optimization problem with two integer variables defining feasible solutions (settings of parameters) [12]. For each value of $p$, only Pareto-optimal solutions were preserved. A solution is Pareto-optimal (non-dominated, efficient) if there exists no other feasible solution better on one of the objectives and not worse on other objective(s). For solutions that are not Pareto-optimal it is possible to improve one objective without deteriorating other(s), so they do not constitute reasonable parameters for pool tests.

All detailed numerical results and the source code used in this computational study are available at dedicated web page [1]. In Figure we present exemplary sets of Pareto-optimal solutions of the standard Dorfman and the proposed procedure for selected values of $p$. The results are presented relative to the results corresponding to individual tests of all subjects. As it can be seen, the proposed procedure performs especially well for low prevalence rates and is able to assure much lower expected numbers of false negatives than the standard Dorfman procedure with the similar expected number of tests. Note, however, that if reduction of the number of tests is the main objective, the standard Dorfman testing procedure could assure lower expected number of tests than the proposed procedure.

### Table I

| Parameter\method | Individual | Dorfman | Proposed |
|-----------------|------------|---------|----------|
| $E(FI)$         | 1.20e-06   | 6.91e-07|          |
| $E(FN)$         | 1.53e-04   | 2.10e-05| 1.78e-04|
| $E(FP)$         | 3.78e-07   | 1.33e-05| 6.19e-05|

Note, that since values of $S_e(n, k)$ become very close to 1 in the repeated pool test, $E(FN''')$ may be very close to $E(FN)$.

### Table II

| $p \backslash E(FN)$ increase | $\leq 1\%$ | $\leq 10\%$ | $\leq 100\%$ |
|-------------------------------|------------|-------------|-------------|
| 0.001                         | 22.14, $r = 5$ | 10.64, $r = 4$ | 13.43, $r = 3$ |
| 0.002                         | 24.94, $r = 5$ | 20.54, $r = 4$ | 17.54, $r = 3$ |
| 0.005                         | 32.54, $r = 5$ | 29.24, $r = 4$ | 23.84, $r = 2$ |
| 0.01                          | 42.34, $r = 5$ | 37.04, $r = 3$ | 28.24, $r = 2$ |
| 0.02                          | 52.44, $r = 4$ | 45.34, $r = 3$ | 37.84, $r = 2$ |
| 0.05                          | 70.14, $r = 4$ | 64.14, $r = 3$ | 55.84, $r = 2$ |
| 0.1                           | 87.14, $r = 4$ | 81.94, $r = 3$ | 73.74, $r = 2$ |
| 0.2                           | -           | -           | -           |
| 0.3                           | -           | -           | -           |

### Table III

| $p$ | Individual tests | Standard Dorfman | Proposed |
|-----|-----------------|------------------|----------|
| 0.001 | 0.009998 | 0.000051 | 0.000665 |
| 0.002 | 0.00995 | 0.000073 | 0.00082 |
| 0.005 | 0.00990 | 0.000094 | 0.00147 |
| 0.01  | 0.00990 | 0.00127 | 0.00195 |
| 0.02  | 0.00950 | 0.00173 | 0.00200 |
| 0.05  | 0.00900 | 0.00237 | 0.00379 |
| 0.1   | 0.00800 | 0.00280 | 0.00479 |
| 0.2   | 0.00700 | 0.00622 | 0.00698 |

1. https://sites.google.com/view/pooltests/main
be to consider heterogeneous subjects with different prevalence rates with constant prevalence rate. An interesting research direction would may be highly beneficial for SARS-CoV-2 PCR screening tests.

In this study, we assumed that pool test is repeated with the same pool. Another possibility would to re-shuffle the subjects from the negative pools into new pools. It is yet to be established is such approach could bring some benefits.

Note, however, that adding a hierarchical approach or pools re-shuffling would increase complexity, while an advantage of the proposed procedure is relative simplicity which may be very important for practical implementations.

**Appendix A**

**Standard Dorfman pool testing procedure**

After obtaining a pool test result, the posterior probability of being positive should be updated for the subjects in this pool using Bayes’ theorem. If the test result was negative i.e. \( T = 0 \):

\[
P(T = 0|P_s = 1)P(P_s = 1) = \frac{P(T = 0)P(P_s = 1)p}{P(T = 0)}
\]

(23)

\[
P(T = 0|P_s = 1) = \mathbb{E} (1 - \text{Se}_P(n,k), k = 1, \ldots, n|P_s = 1) = \frac{\sum_{k=1}^{n} (1 - \text{Se}_P(n,k))Pr(k; n, p|P_s = 1)}{\sum_{k=1}^{n} Pr(k; n, p|P_s = 1)}
\]

(24)

Having \( k \) positive subjects given \( P_s = 1 \) means that there are \( k - 1 \) positive subjects among \( n - 1 \) remaining subjects, thus \( Pr(k; n, p|P_s = 1) = Pr(k - 1; n - 1, p) \), so:

\[
P(T = 0|P_s = 1) = \sum_{k=1}^{n} (1 - \text{Se}_P(n,k))Pr(k - 1; n - 1, p)
\]

(25)

Thus, the posterior probability is:

\[
\frac{(P_s = 1|T = 0)}{P(T = 0)} = \frac{\sum_{k=1}^{n} (1 - \text{Se}_P(n,k))Pr(k - 1; n - 1, p)p}{P(T = 0)}
\]

(26)

In an analogous way we may analyse the case \( T = 1 \):

\[
P(T = 1|P_s = 1) = \frac{P(T = 1|P_s = 1)p}{P(T = 1)}
\]

(27)

\[
P(T = 1|P_s = 1) = \mathbb{E} (\text{Se}_P(n,k), k = 1, \ldots, n|P_s = 1) = \sum_{k=1}^{n} (\text{Se}_P(n,k)Pr(k; n, p|P_s = 1))
\]

(28)

Thus:

\[
\frac{P(P_s = 1|T = 1)}{P(T = 1)} = \frac{\sum_{k=1}^{n} (\text{Se}_P(n,k)Pr(k - 1; n - 1, p))p}{P(T = 1)}
\]

(29)
The expected number of subjects in negative pools that are not individually tested is:

\[ P(T = 0) \quad (30) \]

The probability that one of these subjects is false negative is \( P(P_s = 1|T = 0) \) Thus, the expected number of false negative subjects from the pool testing stage is:

\[
\begin{align*}
E(FN_P) &= P(P_s = 1|T = 0)P(T = 0) = \\
&= \frac{\sum_{k=1}^{n} \left( ((1 - Se_P(n,k))Pr(k-1;n-1,p) \right) p \sum_{k=1}^{n} \left( ((1 - Se_P(n,k)Pr(k-1;n-1,p) \right) p \, \\
&= \frac{\sum_{k=1}^{n} \left( ((1 - Se_P(n,k))Pr(k-1;n-1,p) \right) p \sum_{k=1}^{n} \left( ((1 - Se_P(n,k)+
\end{align*}
\]

(31)

A subject is individually tested if its pool test result was true or false positive. The expected number of subjects individually tested in the second phase is:

\[
E(T'_i) = P(T = 1) \quad (32)
\]

So, the expected number of false negatives in the second stage is:

\[
E(FN'_i) = (1 - Se_t)P(P_s = 1|T = 1)P(T = 1) = \\
(1 - Se_t) \sum_{k=1}^{n} \left( Se_P(n,k)Pr(k-1;n-1,p) \right) p
\]

(33)

In total the expected number of false negative subjects in both stages is:

\[
\begin{align*}
E(FN') &= E(FN_P') + E(FN'_i) = \\
&= \sum_{k=1}^{n} \left( ((1 - Se_P(n,k))Pr(k-1;n-1,p) \right) p + \\
&\quad (1 - Se_t) \sum_{k=1}^{n} \left( Se_P(n,k)Pr(k-1;n-1,p) \right) p
\end{align*}
\]

(34)

\[
\begin{align*}
&= p \sum_{k=1}^{n} \left( ((1 - Se_P(n,k)) + \\
&\quad (1 - Se_t)Se_P(n,k)Pr(k-1;n-1,p) \right) \\
&\quad \sum_{k=1}^{n} \left( ((1 - Se_tSe_P(n,k))Pr(k-1;n-1,p) \right)
\end{align*}
\]

A subject is false positive, if its pool test was true or false positive and the individual test was false positive. Thus, the expected number of false positive subjects is:

\[
\begin{align*}
E(FP') &= E(T'_i)(1 - Sp)(1 - P(P_s = 1|T = 1)) = \\
&= P(T = 1)(1 - Sp)(1 - \\
&\quad \sum_{k=1}^{n} \left( Se_P(n,k)Pr(k-1;n-1,p) \right) p)
\end{align*}
\]

(35)

\[
\begin{align*}
&= \frac{\sum_{k=1}^{n} \left( Se_P(n,k)Pr(k-1;n-1,p) \right) p \, \\
&\quad (1 - Sp)(P(T = 1) - \\
&\quad \sum_{k=1}^{n} \left( Se_P(n,k)Pr(k-1;n-1,p) \right) p)
\end{align*}
\]

To calculate the expected number of tests we add the number of pool tests and the expected number of subjects tested individually in the second phase:

\[
E(T') = \frac{1}{n} + E'(T_i) = \frac{1}{n} + P(T = 1)
\]

(36)

APPENDIX B
MODIFIED POOL TESTING PROCEDURE

In repeated pool test we need to update test specificity and sensitivity for each value of \( k \). As can be seen from the Figure [1] the repeated pool test specificity with \( r \) iterations is

\[
Sp'_p = Sp^r \leq Sp
\]

and the repeated pool test sensitivity is

\[
Se'_p(n,k) = 1-(1-SP_p(n,k))^r \geq SP_p(n,k), k = 1, \ldots, n
\]

Obviously \( Se'_p(n,k) > SP_p(n,k), k = 1, \ldots, n \) if \( SP_p(n,k) < 1 \).

Note that the sensitivity of the repeated pool test may be higher than the sensitivity of an individual test if

\[
Se'_p = \sum_{k=1}^{n} \left( Se'_p(n,k)Pr(k; n, p) \right) > Se_t
\]

(39)

Following the analysis presented for the standard Dorfman pool testing procedure we can calculate the expected numbers of false negatives in the first \( E(FN''_P) \) and the second \( E(FN''_i) \) stage, the total expected numbers of false negatives \( E(FN'') \), the expected number of tests in the second stage \( E(T'') \), and the expected number of false positives \( E(FP'') \):

\[
E(T'') = P(T'' = 1)
\]

(40)

\[
E(FN'') = \\
\frac{\sum_{k=1}^{n} \left( ((1 - Se_P(n,k))Pr(k-1;n-1,p) \right) p \, \\
\quad (1 - Se_t) \sum_{k=1}^{n} \left( Se_P(n,k)Pr(k-1;n-1,p) \right) p
\end{align*}
\]

(41)

\[
\begin{align*}
&= p \sum_{k=1}^{n} \left( ((1 - Se_tSe_P(n,k))Pr(k-1;n-1,p) \right)
\end{align*}
\]

(42)

\[
E(FN''_i) = \\
\frac{\sum_{k=1}^{n} \left( ((1 - Se_P(n,k))Pr(k-1;n-1,p) \right) p \, \\
\quad (1 - Se_t) \sum_{k=1}^{n} \left( Se_P(n,k)Pr(k-1;n-1,p) \right) p
\end{align*}
\]

(43)

\[
\begin{align*}
&= p \sum_{k=1}^{n} \left( ((1 - Se_tSe_P(n,k))Pr(k-1;n-1,p) \right)
\end{align*}
\]

(44)

To calculate the expected number of tests we need to take into account that the pool test for a pool is repeated if all previous tests for this pool were negative. Consider iteration number \( l \). The probability that a pool was true negative in iterations \( 1, \ldots, l - 1 \) is:

\[
(1 - Sp)(P(T'' = 1) = \sum_{k=1}^{n} \left( Se'_p(n,k)Pr(k-1;n-1,p) \right) p
\]

(45)

To calculate the probability that a pool was false negative in iterations \( 1, \ldots, l - 1 \) we need to consider each \( k = 1, \ldots, n \). This probability for a given \( k \) is:

\[
p_f(k = 1 - Se_P(n,k))^{l-1}
\]

(46)

and for all \( k = 1, \ldots, n \):
\[
\sum_{k=1}^{n} \left( \left( 1 - S_k(n, k) \right)^{l-1} Pr(k; n, p) \right) = \frac{1}{n} + \frac{r}{n} \sum_{l=2}^{r} \left( \left( 1 - p \right) S^{l-1} + \sum_{k=1}^{n} \left( 1 - S_k(n, k) \right)^{l-1} Pr(k; n, p) \right)
\]

thus the probability that a pool was negative in iterations 1, \ldots, l - 1 is:

\[
(1 - p) \sum_{k=1}^{n} \left( 1 - S_k(n, k) \right)^{l-1} Pr(k; n, p)
\]

and the expected number of tests is

\[
\mathbb{E}(T^{*}) = \frac{1}{n} + \frac{r}{n} \sum_{l=2}^{r} \left( (1 - p) S^{l-1} + \sum_{k=1}^{n} (1 - S_k(n, k))^{l-1} Pr(k; n, p) \right)
\]

(48)

\[
P(T^{*} = 1) = \frac{1}{n} + \frac{r}{n} \sum_{l=2}^{r} \left( (1 - p) S^{l-1} + \sum_{k=1}^{n} (1 - S_k(n, k))^{l-1} Pr(k; n, p) \right)
\]

(49)

\[\]

REFERENCES

[1] Baha Abdalhamid, Christopher R. Bilder, Emily L. McCutchen, Steven H. Hinrichs, Scott A. Koepsell, and Peter C. Iwen. Assessment of Specimen Pooling to Conserve SARS CoV-2 Testing Resources. American Journal of Clinical Pathology, 153(6):715–718, Jun 2020.

[2] Christopher I. Amos, Marsha L. Frazier, and Wenfu Wang. Dna pooling in mutation detection with reference to sequence analysis. The American Journal of Human Genetics, 66(5):1689 – 1692, 2000.

[3] Harayer Aprahamian, Douglas R. Bish, and Ebru K. Bish. Optimal Risk-Based Group Testing. Management Science, 65(9):4365–4384, Sep 2019.

[4] Harayer Aprahamian, Ebru K. Bish, and Douglas R. Bish. Adaptive risk-based pooling in public health screening. ISe Transactions, 50(9):753–766, 2018.

[5] Allen C. Bateman, Shanna Mueller, Kyley Guenther, and Peter Shult. Assessing the dilution effect of specimen pooling on the sensitivity of SARS-CoV-2 PCR tests. Journal of Medical Virology, Sep 2020 Early access.

[6] Kevin C. Burns and Carl A. Mauro. Group testing with test error as a function of concentration. Communications in Statistics - Theory and Methods, 16(10):2821–2837, 1987.

[7] R Dorfman. The detection of defective members of large populations. Annals of Mathematical Statistics, 14:436–440, 1943.

[8] J.L. Gastwirth. The efficiency of pooling in the detection of rare mutations. American Journal of Human Genetics, 67(4):1036–1039, Oct 2000.

[9] L.E. Graff and R. Roeloffs. Group testing in the presence of test error; an extension of the dorfman procedure. Technometrics, 14(1):113–122, 1972. cited By 22.

[10] L.E. Graff and R. Roeloffs. A group-testing procedure in the presence of test error. Journal of the American Statistical Association, 69(345):159–163, 1974. cited By 8.

[11] Diwakar Gupta and Regina Malina. Group testing in presence of classification errors. Statistics in Medicine, 18(9):1049–1068, 1999.

[12] Julia Handl, Douglas B. Kell, and Joshua Knowles. Multiobjective optimization in bioinformatics and computational biology. IEEE-ACM Transactions on Computational Biology and Bioinformatics, 4(2):279–292, Apr-Jun 2007.

[13] E. Holt. Slovakia to test all adults for sars-cov-2. Lancet (London, England), 399(10260):1386–1387, 2020.