Distribution of Occupied Resources on A Discrete Resources Sharing in A Queueing System
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Abstract—In this paper, we study discrete resources sharing in a queueing system. We build analytical model of the distribution of occupied resources that can help for resources dimensioning. Both infinite and finite amount of discrete server resources are highlighted and validated with special cases of individual resource requirement following Poisson and Binomial distribution. It is found that there is a peak of usage near the average number of resources requested by customers, and other small peaks with low probability at multiples of this mean. The charging factor ρ of the queue impacts mostly on the resources occupation distribution.
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I. INTRODUCTION

An event flow called customers sequentially arrives in a system to claim a service [1]. The time between the arrival of these customers, called inter-arrival, and the length of service requested by customers are random variables. This queueing system is made up of a queueing area, of finite or infinite capacity, and servers handling the services requested by customers. With that comes a discipline dictating how or who in the queueing area customers are going to be served first.

Basic theories of queueing systems have focused on numbers (finite or not) of servers. Each customer will be served by a server, until all servers are busy. Once busy, customers in the queueing system will wait until one server is free.

However, in many real systems, some customers need more than one server, or more than one resource in a server. Some servers can take care of multiple customers at the same time, allocating some of their resources to customers, and some to other ones, depending on their needs. Researches have advanced on resource-based systems since Green's work on queues in which customers request multiple servers [2]. Others even wanted to generalize the notion of Erlang such as Romm [3] or Tikhonenko [4]. Studies and analyzes of queueing systems capacity have been advanced [6][7][8], on queues with multiple servers or multiple resources [9][10] but we will be interested in analytical models of a queueing system that can share its discrete resources with users requesting service from it. More precisely, we will explore the probability distributions followed by the occupied resources in such queues in order to be able to perform a resource dimensioning.

II. FROM BIRTH AND DEATH PROCESS

Given a queueing system a priori having k customers. It can handle between 0 and n customers. In this system, customers arrivals form a Poisson process of intensity λk, the service duration they request are random and are following an exponential distribution with average 1/μk.

We denote by N the state of this system, N describes the number of customers present on it. Let (λ0, λ1, …, λn−1) and (μ1, μ2, …, μn) be positive numbers.

Proposition 1

During an infinitely small time interval ε, knowing that there are k customers in the queue :

- The probability that a customer arrives in the queue is λkε + o(ε).
- The probability that a customer leaves the queue is μkε + o(ε).
- All other eventualities have a probability o(ε).

Proof:
The probability that a customer will arrive during an infinitely small time interval ε, which we denote by Pk, is equal to the probability that the inter-arrival T of the customers is less than ε. The arrival of customers form a Poisson process of intensity λk, so the inter-arrival T is random variable following an exponential distribution with parameter λk Pk = P(T ≤ ε) = 1 − e−λkε. For ε infinitely small, we can write the expansion limited to order 1 of this probability in the neighborhood of ε by Pk = 1 − (1 − λkε) + o(ε) = λkε + o(ε).

In a similar way, with a random variable of service duration following an exponential distribution with average 1/μk, we have the probability Pk of customer departure Pk = 1 − e−μkε = μkε + o(ε).

Proposition 2

The stationary distribution π = (π0, ..., πn) of this system is equal to :

\[ \pi_k = \frac{\lambda_0 \lambda_1 \cdots \lambda_{k−1}}{\mu_1 \mu_2 \cdots \mu_k} \pi_0, \quad k = 1, 2, ..., n \]

(1)

Where

\[ \frac{1}{\pi_0} = 1 + \frac{\lambda_0}{\mu_1} + \frac{\lambda_0 \lambda_1}{\mu_1 \mu_2} + \cdots + \frac{\lambda_0 \lambda_1 \cdots \lambda_{n−1}}{\mu_1 \mu_2 \cdots \mu_n} \]

(2)

Proof:

As a discrete-time Markov chain, with time step ε, we can show the following transition probability pij :
- \( p_{00} = 1 − \lambda_0 \epsilon + o(\epsilon) \)
- \( p_{i,i−1} = \mu_i \epsilon + o(\epsilon) \) for \( i = 1, ..., n \)
- \( p_{ii} = 1 − (\lambda_i + \mu_i) \epsilon + o(\epsilon) \) for \( i = 1, ..., n − 1 \)
- \( p_{nn} = 1 − \mu_n \epsilon + o(\epsilon) \)
\[ p_{i,i+1} = \lambda_i e + o(e) \text{ for } i = 0, ..., n - 1 \]

From these transition probabilities, the transition matrix corresponding to this Markov chain in discrete time is given by the following equation:

\[
P(e) = \begin{pmatrix}
1 - \lambda_0 e & \lambda_0 e & 0 & \cdots \\
\mu_1 e & 1 - (\lambda_1 + \mu_1) e & \lambda_1 e & \cdots \\
0 & \mu_2 e & 1 - (\lambda_2 + \mu_2) e & \cdots \\
\vdots & \vdots & \vdots & \ddots \\
0 & 0 & 0 & \cdots & 1 - (\lambda_n + \mu_n) e & \lambda_n e \\
0 & 0 & 0 & \cdots & 0 & 1 - \lambda_n e \\
\end{pmatrix}
\]

(3)

This matrix can be written in the form \( P(e) = I + A e + o(e) \) where \( A \) is the infinitesimal stochastic generator of the continuous-time Markov chain obtained as \( e \) approaches 0.

\[
A = \begin{pmatrix}
-\lambda_0 & 0 & \cdots & 0 \\
\mu_1 & -\lambda_1 & 0 & \cdots \\
0 & \mu_2 & -\lambda_2 & 0 & \cdots \\
\vdots & \vdots & \vdots & \ddots \\
0 & 0 & 0 & \cdots & -\lambda_n \\
\end{pmatrix}
\]

(4)

The stationary distribution of the state of the system is obtained from the equation of state relation of a continuous-time Markov chain \( \pi = A \pi \). So,

- \( \pi_0 \pi_0 = \mu_0 \pi_1 \)
- \( \pi_0 \pi_0 - (\lambda_1 + \mu_1) \pi_1 + \mu_2 \pi_2 = 0 \), \( \pi_1 \pi_1 = \mu_2 \pi_2 \)
- \( \pi_{i-1} - (\lambda_{i-1} + \mu_{i-1}) \pi_{i-1} + \mu_i \pi_i = 0 \), \( \pi_{i-1} \pi_{i-1} = \mu_i \pi_i \) for \( i = 2, ..., n - 1 \)
- \( \pi_{n-1} - \pi_n = \mu_n \pi_n \)

From these equations, we can get \( \pi_1 = \frac{\lambda_0}{\mu_1} \pi_0 \), \( \pi_2 = \frac{\lambda_0 \lambda_1}{\mu_2 \mu_1} \pi_0 \), \( \pi_3 = \frac{\lambda_0 \lambda_1 \lambda_2}{\mu_3 \mu_2 \mu_1} \pi_0 \), ..., and then \( \pi_k = \frac{\lambda_0 \lambda_1 \cdots \lambda_{k-1}}{\mu_k \mu_{k-1} \cdots \mu_2} \pi_0 \) for \( k = 1, 2, ..., n \). And knowing that \( (\pi_0, ..., \pi_n) \) is a probability distribution, \( \pi_0 + \pi_1 + \cdots + \pi_n = 1 \), so \( \pi_0 \) is given by \( \frac{1}{\pi_0} = 1 + \frac{\lambda_0}{\mu_1} + \frac{\lambda_0 \lambda_1}{\mu_2 \mu_1} + \cdots + \frac{\lambda_0 \lambda_1 \cdots \lambda_{n-1}}{\mu_n \mu_{n-1} \cdots \mu_2} \)

We note that \( \pi_0 = P(N = k) \), the probability to find \( k \) customers in the queueing system.

### III. STATE DISTRIBUTION IN RESOURCE SHARING

Now, we consider that the queueing system has discrete resources in its servers. In total, \( C \) resources are available on it, \( C \in \mathbb{N} \cup \{+\infty\} \). It means that the quantity of system resources can be finite or infinite in our study, relative to the case.

Each customer needs an amount \( r \) of resources, a discrete random variable. If the amount \( r \) of resources requested by the customer is available, the server can allocate them while serving it. If they are not available, then the requesting customer remains in the queueing area until the requested resources are released for use.

#### A. Infinite capacity queueing system with infinite server resources

The system queueing is \( \text{M/M} / \infty \).

1) General case

Proposition 3

The stationary distribution of this queueing system is:

\[
\pi_k = \frac{1}{k!} \rho^k e^{-\rho} \text{ where } \rho = \frac{\lambda}{\mu} \quad (5)
\]

\( \rho \) is called charging factor.

Proof:

In this case, \( n \to \infty \), \( \lambda_k = \lambda \) for all \( k = 1, 2, ..., \mu_k = k\mu \) for all \( k = 1, 2, ... \)

\[
\pi_k = \frac{\lambda_0 \lambda_1 \cdots \lambda_{k-1}}{\mu_k \mu_{k-1} \cdots \mu_2} \pi_0 \]

\[
\pi_k = \frac{\lambda_0 \lambda_1 \cdots \lambda_{k-1}}{\mu_k \mu_{k-1} \cdots \mu_2} \pi_0 = \frac{\lambda_0 \lambda_1 \cdots \lambda_{k-1}}{\mu_k \mu_{k-1} \cdots \mu_2} \pi_0 \quad (6)
\]

Since the server has infinite capacity, then all customers in the system are served simultaneously. Customers arriving to the queueing area are immediately served after entering the system. If the system has \( k \) servers served, they are using at the same time \( r_k \) amount of resources. Let denote \( P(R = r) \) the probability distribution of \( R \), the random variable describing the total amount of occupied resources, and \( P_k(r) \) the probability that the \( k \) customers use \( r \) resources.

\[
P(R = r) = \sum_{k=1}^{\infty} \frac{1}{k!} \rho^k e^{-\rho} P_k(r)
\]

#### 2) Individual resource usage following Poisson distribution

We consider that resource usage by individual customer follows Poisson distribution with parameter \( \alpha : \mathcal{P}(\alpha) \).

Proposition 4

Resource usage by \( k \) customers is a random variable also following the Poisson distribution with parameter \( \alpha k : \mathcal{P}(\alpha k) \).

Proof:

The sum of independent Poisson random variable \( \mathcal{P}(\alpha) \) and \( \mathcal{P}(\beta) \) is a random variable following Poisson distribution with parameter \( \alpha + \beta : \mathcal{P}(\alpha + \beta) \). In other hand, the total amount of occupied resources is additive (sum of resources amount of used by each customers).

Proposition 5

The number of occupied resources in the server has the following probability distribution:

\[
P(R = r) = \frac{\alpha^r}{r!} e^{-\alpha} \sum_{k=1}^{\infty} \frac{1}{k!} (\rho e^{-\rho})^k
\]

Proof:

From (6), and knowing that \( P_k(r) = \frac{1}{r!} (\alpha k)^r e^{-\alpha k} \), we get

\[
P(R = r) = \frac{1}{r!} e^{-\alpha} \sum_{k=1}^{\infty} \frac{1}{k!} (\alpha k)^r e^{-\alpha k} = \frac{\alpha^r}{r!} e^{-\alpha} \sum_{k=1}^{\infty} \frac{1}{k!} (\rho e^{-\rho})^k
\]

### B. Infinite capacity queueing system with finite server resources

1) General case

We still have infinite capacity of queueing system, \( n \to \infty \). But the server has finite resources, so the number of customers that can be served simultaneously is limited. Let \( s \) be the maximum number of customers served by the server. We note that \( s \) is variable according the amount of resources required by the customers.

The stationary distribution of the queueing
The probability distribution of the number of occupied resources is equal to:

\[ P(R = r) = \sum_{k=0}^{C} \pi_{k,r} P(R_k = r) + \sum_{k=0}^{\infty} \pi_{k+1,r} P(R_k = r), \quad P_k \text{ for } 0 < r \leq C \]
Due to the additivity of the amount of resources, and that the sum of \( k \) independents binomial distributions \( \mathcal{B}(n, p) \) is still a binomial distribution \( \mathcal{B}(kn, p) \).

Using (9), (10), (11) and (12), we have:

The probability of usage of \( r \) resources by \( k \) customers:

\[
P(R_k = r) = \binom{kn}{r} p^r q^{kn-r} \quad \text{where} \quad q = 1 - p
\]  

(13)

The probability that the system has a capacity of \( s \) customers:

\[
P_s = \sum_{r=1}^{s} P(R_s = r) \cdot P(R_1 > C - r)
\]

\[
= \sum_{r=1}^{C} \binom{M}{r} p^r q^{M-r} \cdot \sum_{i=C-r+1}^{C} \binom{M}{i} p^i q^{M-i}
\]  

(14)

The probability that \( r \) amount of resources are occupied in the system:

\[
P(R = r) = \sum_{s=1}^{C} \left( \sum_{k=1}^{s} \pi_{k,s} P(R_k = r) \right) \cdot P_s
\]

\[
= \sum_{k=1}^{C} \left( \sum_{s=1}^{C} \pi_{k,s} \binom{M}{s} p^s q^{M-s} \right) \cdot \sum_{s=C-r+1}^{C} \binom{M}{s} p^s q^{M-s} + \sum_{k=C-r+1}^{C} \binom{M}{s} p^s q^{M-s} \right)
\]  

(15)

IV. RESULTS AND DISCUSSIONS

A. Validation of the analytical model

To validate our theoretical results, simulations were carried out under Matlab-Simulink model of resource sharing.

The first step was to share discrete resources from a queue to server of infinite resources. Customers arrive with an arrival rate \( \lambda = 1/1.2 \text{ s}^{-1} \), request service with a random duration following exponential distribution of average \( 1/\mu = 0.8 \text{ s} \), and require a random number of resources amount following a Poisson distribution with average \( \alpha = 5 \) resources.

Fig. 1. shows comparison of the simulation result (histogram in blue) and the analytical expression of (7) (red curve). The histogram in blue indicates the normalized representation of observed number of resources occupied by customers. The observation is at each 0.1s for a duration of 5,000s. We note that the result of simulation follows the analytical expression of the probability distribution. Other simulations have been carried out for different values of \( \lambda, \mu, M \) and \( \alpha \) and we found the same facts. This validates our expression in (7).

We reach the same conclusion from the validation of our analytical model of finite resource sharing after multiple simulations with different values of \( \lambda, \mu, M \) and \( m \).

B. Abacus of occupied resources

From the analytical expressions that we have just validated, we can draw up the following charts based on the queueing system parameters values, whether finite resources or not.
There is a peak near the average number of resources requested by customers, and then the curves spread to the left and to the right. It indicates that the number of busy resources is concentrated around the average requested by the customers. Other small peaks with low probability at multiples of this mean are also observed, explaining the fact that several customers are saved at the same time by the server.

The probability of finding the server empty (in terms of the number of customers) decreases as \( \rho \) increases. The increase of \( \rho \) assumes that many customers are standing in the queueing area, either due to high service duration compared to inter-arrival, or to arrivals that are too frequent compared to service times. For infinite resources, \( \rho \) can exceed 1, and the number of occupied resources also tends towards a high quantity amount as shown by the cyan curve (\( \rho = 2 \)) in Fig. 4.

The higher the capacity, the more the system tends towards the previous infinite resource scenarios as we can see in Fig. 5. The probability of finding the system free (0 customer, 0 utilization) decreases as the number of resources is reduced (Fig. 5) or as the charging factor \( \rho \) increases (Fig. 6.). The notion of resource dimensioning begins to intervene from this step. We do not want to deploy resources that are not going to be used, or that will be under-used.

V. CONCLUSION

This paper focuses upon the study of occupied resources in queueing system whereby the customer’s arrival is Poisson process, they request service of duration exponential, and it requires a random amount of server resources. The server system has discrete resources and can share them to customers that request services to him. We proposed analytical model of the amount of the occupied resources by their probability distribution. We examined two cases of resources sharing: one with infinite amount of resources, and one with finite amount.
Special cases are also discussed regarding the individual resource usage following Poisson distribution and Binomial distribution. We validated our model using simulations on Matlab-Simulink.

The abacus presented in this paper can be used for resources dimensioning in case of Poisson or Binomial individual usage of discrete resource, but we can build more another abacus based on the formula that we validated.

In these proposed models, the server resources are discrete. In the future, we plan to build an analytical model of continuous resources sharing that we can also find in major cases of communication systems.
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