Optical frequency analysis on dark state of a single trapped ion
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Abstract: We demonstrate an optical frequency analysis method using the Fourier transform of detection times of fluorescence photons emitted from a single trapped 40Ca+ ion. The response of the detected photon rate to the relative laser frequency deviations is recorded within the slope of a dark resonance formed in the lambda-type energy level scheme corresponding to two optical dipole transitions. This approach enhances the sensitivity to the small frequency deviations and does so with reciprocal dependence on the fluorescence rate. The employed lasers are phase locked to an optical frequency comb, which allows for precise calibration of optical frequency analysis by deterministic modulation of the analyzed laser beam with respect to the reference beam. The attainable high signal-to-noise ratios of up to a MHz range of modulation deviations and up to a hundred kHz modulation frequencies promise the applicability of the presented results in a broad range of optical spectroscopic applications.

© 2018 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

The optical atomic spectroscopy is a well-developed research field comprising some of the most advanced applications of optical and laser technologies. It provides many crucial investigation methods and contributes to a whole spectrum of modern natural sciences. At the same time, it still holds an immense potential for further advancements by utilization of newly available tools for light generation, control and analysis developed within studies of light and matter at the level of individual particles [1-3]. The possibilities of employing the individual atomic systems for optical spectroscopy have in the last decade to a large extent governed the development in the field of optical frequency metrology and its attainable accuracies [4]. The implementation of frequency analysis with individual atomic particles has been dominantly focused on the development of optical frequency references utilizing a direct probing of narrow atomic transitions. Related phenomenological advancements have mostly been corresponding to knowledge improvements of atomic internal structure and its sensitivity to external disturbances. The development of advanced methods for laser frequency stabilization complemented by progress in generation and control of optical frequency combs seen in the past few years have recently enabled the pioneering excitations of Raman transitions in the gigahertz [5, 6] and terahertz domain [7] as well as new atomic spectroscopy methods [8].

Here we present a method for optical frequency analysis based on the time resolved spectroscopy on atomic dipole transitions with enhanced sensitivity to frequency deviations using the probing of individual atoms close to a two-photon resonance in a lambda-like three-level energy scheme. The spectral resolution and bandwidth of the presented approach profit from both, the high attainable count rates on atomic transitions with large decay rates and, at the same time, possibilities of continuous probing of narrow two-photon resonances with disparate optical wavelengths enabled by the sub-wavelength localization of probed single
atom. The two-photon interference not only enhances the spectral sensitivity but, crucially, it allows for optical frequency analysis of target optical field on optical reference field with very different frequency, which corresponds to a paramount task in many metrological applications [9-11]. The interference mediated by laser cooled atoms allows for optical frequency beating of two optical fields separated by hundreds of THz. This is typically realized indirectly via an optical frequency comb, which provides a traceability to stable frequency reference in a broad optical ruler [12, 13]. The presented method provides an alternative approach within limited spectral range, by representing a convertor of the relative optical frequency difference to the intensity of fluorescence emitted by a single atom.

We implemented a continuous measurement scheme on a single trapped $^{40}\text{Ca}^+$ ion excited in the lambda-type energy level scheme $4\text{S}_{1/2} \leftrightarrow 4\text{P}_{1/2} \leftrightarrow 3\text{D}_{3/2}$ by two lasers at wavelengths 397 nm and 866 nm, respectively. The 397 nm laser is simultaneously used for Doppler cooling, while the 866 nm laser serves as a repumper from a long-lived $3\text{D}_{3/2}$ manifold. Both lasers are phase locked to particular teeth of a fiber frequency comb referenced to a hydrogen maser. In this way, they adopt known frequency linewidths and stability of the optical reference. We analyze the properties of the presented scheme in terms of the fluorescence intensity response to imposed laser frequency characteristics and measurement length. For this purpose, the repumping laser serves as an analyzed field to which a deterministic frequency modulation is applied, while the cooling laser is the reference field with fixed frequency. A simple theoretical model for achievable signal-to-noise ratios (SNR) is compared with measured fluorescence intensity responses in a range of modulation frequencies and amplitudes. Finally, we estimate the limits of the presented method and discuss the comparisons of measured data with simulations.

2. Experimental scheme

To measure the dynamic response of ion fluorescence to the frequency detuning of the excitation lasers, it is necessary to narrow the linewidths and stabilize the frequencies of the lasers to levels where they do not interfere with the measurements. For this reason, two extended-cavity diode lasers (ECDLs) are phase locked to the optical frequency comb. The whole experimental setup is schematically shown in Fig. 1 with three parts: a) is dedicated to the ECDLs, b) to the phase locking and c) to the ion trap. The frequency comb with a center frequency at 1550 nm is frequency doubled by the second harmonic generation (SHG) process and broadened by a photonic crystal fiber to generate an optical supercontinuum ranging from about 600 nm to 900 nm. This broad spectrum is mixed with both laser beams to create beat notes with particular frequency comb teeth. The product of this mixing is spatially separated according to the wavelengths by a diffraction grating and serves as a signal for phase locked loop (PLL), which efficiently narrows a laser linewidth down to linewidth of a single component of the frequency comb. This method allows for stabilization of multiple lasers in near infrared and visible range to a single frequency reference within one optical setup. The two radio frequency parameters of optical frequency comb - the repetition rate $f_{\text{rep}}$ and the offset frequency $f_{\text{ceo}}$ are referenced to a hydrogen maser, which is disciplined for long-term stability by a GPS clock.

Particular beat note signal between the nearest comb tooth and the laser is amplified, and mixed with a reference signal. This reference signal is generated by a radiofrequency (RF) synthesizer referenced to the hydrogen maser, and has the value of desired beat note frequency $f_b$. After low-pass filtering, the product of the mixing is a DC signal that is proportional to the phase error of the comb-laser beat note and serves as the error signal for laser phase-locked loop (PLL). The PLL is realized with fast analog control electronics. In this way, the laser linewidths efficiently adopt the linewidths of the frequency comb. The cooling laser at 397 nm cannot be directly locked to the frequency comb and the lock is realized at its fundamental wavelength at 794 nm. The laser frequencies written in terms of the comb frequencies are then: $\nu_{866} = 2(n(2\cdot 866) + f_{\text{ceo}}) + f_{866}$ and $\nu_{397} = 2[2(n(2\cdot 794) + f_{\text{ceo}}) + f_{864}]$. The frequency difference
between lasers as seen by the ion is 

\[ \Delta \nu = (4n(2\cdot 794) - 2n(2\cdot 866)) f_{\text{rep}} + 2f_{\text{ceo}} + f_{794} - f_{866}, \]

where \(4n(2\cdot 794) - 2n(2\cdot 866) = 1635856.\) Standard deviations of the comb basic frequencies are \(\sigma(f_{\text{rep}}) \leq 1\) mHz and \(\sigma(f_{\text{ceo}}) \leq 1\) Hz at 100 s averaging time, which indicates standard deviation of laser frequency detuning below 1 Hz at the same averaging timescales. We measured the linewidth of a single comb tooth by beating it with a laser at 1540 nm which has linewidth at the level of a few Hz and obtained FWHM = 40 kHz with 1 kHz resolution bandwidth setting. The main contribution to this linewidth comes from the \(f_{\text{ceo}}\). The \(f_{\text{rep}}\) contribution in these time scales can be neglected. After each SHG process, the linewidth is also doubled. However, since the noise source is common for both 397 nm and 866 nm lasers, a simple estimation of their mutual linewidth based on \(\Delta \nu\) leads to 80 kHz.

The target frequencies of atomic transitions are achieved by fine frequency tuning with acousto-optic modulators (AOMs) in double-pass configuration. These AOMs are also used for stabilization of excitation laser intensities. The beams are combined by a dichroic mirror and focused to the center of the linear Paul trap with a 45° angle of incidence relative to the trap axis. The ion is trapped in the radial \(x, y\) directions by harmonically oscillating electric field at frequency of 30 MHz and with an amplitude corresponding to the radial secular frequency \(f_{x,y} = 1.66\) MHz. The axial position is confined by the voltage applied to tip electrodes \(U_{\text{tip}} = 500\) V, leading to the axial secular frequency \(f_{z} = 780\) kHz. The ion is Doppler cooled by a red detuned 397 nm laser. Fluorescence from the ion is collected in the direction of the magnetic field using a lens system with numerical aperture of 0.2. A flip mirror in the optical path is used to switch the detection between the electron multiplying CCD (EMCCD) camera.
and single-photon avalanche detector (SPAD). The photon detection times are recorded with fast time tagging module with up to 4 ps resolution.

In the case of $^{40}$Ca$^{+}$ ion, the convenient three-level systems with $\Lambda$ configuration can be realized on transitions $4S_{1/2} \leftrightarrow 4P_{1/2} \leftrightarrow 3D_{3/2}$, which are simultaneously driven by two laser fields at wavelengths 397 nm and 866 nm. For the individual laser detunings set to the two-photon resonance corresponding to the vanishing difference $\Delta_{866} \sim \Delta_{397} = 0$, the population of the excited state $4P_{1/2}$ disappears in ideal case. This corresponds to a dark state with no fluorescence emission [14, 15]. In practice, the dark state population is limited by the finite linewidth of the two involved lasers and finite coherence between the ground states $4S_{1/2}$ and $3D_{3/2}$ as well as thermal population of atomic motion [16-19]. The magnetic field of 6.1 Gauss is applied at the position of the ion to lift the degeneracy of Zeeman states which results in effective internal energy level scheme with eight states, see Fig. 2-a). The angle between linear polarization of laser fields is chosen to be perpendicular to the magnetic field, therefore only transitions with $\Delta m_j = \pm 1$ are excited, which allows for efficient depopulation of the outermost states from the $3D_{3/2}$ manifold and leads to the observation of four dark resonances. Tuning the 866 nm laser to the slope of particular dark resonance, which is described by the slope parameter $m(A_{866})$ representing the resonance gradient, allows to use the ion as a direct convertor of frequency deviation to fluorescence intensity due to its quasi-linear dependence. See Fig. 2-b) for schematic explanation. The fluorescence spectrum with dark resonances can be very well reproduced using standard approach based on 8-level optical Bloch equations [20], which allow for the estimation or cross-check of several experimental parameters including laser detunings, intensities or magnetic field amplitude and direction.

The enhancement of the dark resonance contrast and slope steepness by utilization of frequency stabilization of 397 nm and 866 nm lasers to the frequency comb is illustrated in Fig. 3. At this locking configuration, the fluorescence spectrum is measured, though only in narrow bandwidth limited by the PLL frequency range corresponding to $f_{\text{rep}}/2$. The whole spectrum containing all dark resonances is measured again but with the 866 nm laser frequency locked to the wavemeter with time constant in order of a second. This “wavemeter frequency lock” does not enhance the coherence properties of the laser in relevant frequency bandwidth in our scope of interest, but ensures well defined frequency scanning of the whole dark resonance spectra. Both fluorescence spectra are fitted with the optical Bloch equations; see Fig. 3. From
observed four resonances, one corresponding to transition between electronic states $|S_{1/2,+1/2}\rangle$ and $|D_{3/2,-3/2}\rangle$ is chosen for frequency analysis experiments because it is the closest one to a global fluorescence maximum and has the longest resonance slope. The measurement point $\Delta M_1$ is chosen in the middle of the slope of the dark resonance to maximize the measurable amplitudes of frequency modulation. The slope parameter for linear approximation at this measurement point was evaluated to $m(\Delta M_1) = 1.79 \pm 0.01$ counts s$^{-1}$kHz$^{-1}$, with corresponding photon count rate of 6800 counts s$^{-1}$. The frequency detunings of analyzed and reference lasers from their corresponding transition frequencies are $\Delta 866 \approx -9$ MHz and $\Delta 397 \approx -12$ MHz. The fit of optical Bloch equations of the measured fluorescence rates does not perfectly follow the fluorescence curve since the equations do not include the ion motion affected by the Raman cooling and heating processes naturally involved within the measurement scheme [16]. Particularly at the measurement point $\Delta M_1$ its gradient corresponds to $m_{\text{Bloch}}(\Delta M_1) = 2.21$ counts s$^{-1}$kHz$^{-1}$, which is 24% greater than the gradient of the numerical fit. For this reason, we use the polynomial fit as the slope function $m_{\text{nl}}$, instead of the fit of the optical Bloch equations. The fit parameters are: the magnetic field $B = 6.1$ Gauss, the detuning of the blue laser $\Delta 397 = -12$ MHz, angle between the light fields and the magnetic field $\alpha = 90^\circ$, saturation parameters $S_{397}=1$, $S_{866}=4$ and combined linewidth of the two lasers $\Gamma = 251$ kHz and $\Gamma = 124$ kHz for the case of employed PLL frequency stabilization.

![Figure 3](image)

Fig. 3. Dark blue dots represent the fluorescence spectrum measured with both ECDL lasers phase-locked to the frequency comb with limited bandwidth due to PLL limited scanning range. Red line is the fit and black circle corresponds to the measurement point $\Delta M_1$. Parameters of the fit are the magnetic field: $B = 6.1$ Gauss, the detuning of the blue laser $\Delta 397 = -12$ MHz, angle between the light fields and the magnetic field $\alpha = 90^\circ$, saturation parameters $S_{397}=1$, $S_{866}=4$ and combined linewidth of both lasers $\Gamma = 251$ kHz and $\Gamma = 124$ kHz. Light blue dots represent the fluorescence spectrum with all dark resonances visible, measured by scanning of the 866 nm laser frequency locked to the wavemeter. Purple line shows its theoretical fit with the lasers combined linewidth parameter $\Gamma = 251$ kHz. The black circle marks the chosen measurement point $\Delta M_1$. The inset depicts the lower part of the resonance slope to show the differences between the two spectra and the fits in the relevant region.

3. Analysis of the spectral sensitivity

To determine the dynamic response of the ion as a detector of mutual frequency shifts of the two lasers, we introduce a controlled frequency modulation of one of the lasers followed by fluorescence signal processing. A phase noise power spectral density distribution of both phase locked ECDLs to the optical frequency comb has dominantly $1/f$ noise shape profile [21]. The low magnitude of the noise has no influence on the dynamic response of the ion characterization. The modulation is applied to the 866 nm repumping laser as a harmonic frequency modulation with specific modulation frequency $f_m$ and peak frequency deviation $A$ (frequency deviation), see Fig. 2. The modulation results in a periodic signal on fluorescence which can be considered harmonic due to the quasi-linearity of the slope close to the measurement point. The fluorescence signal is detected by the SPAD and recorded as arrival
times of detected photons by the time tagging module. The timing resolution of the detected fluorescence is limited by the resolution of the SPAD and is on the level of 1 ns. The processing of such discrete signal with a nanosecond-sampling period can be simplified by summing the number of photon counts over time $\tau$ (gate interval). This acts as the filtering by a low-pass filter, which does not limit the extracted information about the spectrum if the fluorescence signal does not contain significant spectral components above the low-pass filter frequency band. The time tag record is thus processed into data of photon count rate in units of number of photon counts per interval bin $\tau$.

To determine the theoretical response function of the detected fluorescence photon rate to the introduced frequency modulation, we compare natural fluorescence noise to the observable signal in the evaluated frequency spectrum. The equation for the SNR is derived as the ratio of function describing the amplitude of harmonically modulated fluorescence $S(f_m, \tau, A)$ to amplitude of fluorescence detection noise $N(R, T, \tau)$.

$$S(f_m, \tau, A) \approx mA \tau$$

$$N(R, T, \tau) = R^2 \frac{R}{T}$$

where $R = \langle n \rangle / \tau$ is the average count rate per gate interval $\tau$, and $T$ is the measurement time. The corresponding SNR is

$$SNR = \frac{S}{N} = \sqrt{\frac{TR}{R} - mA \tau |\mathrm{sinc}(f_m \tau)|}.$$

In case of large frequency deviations ($A \approx$ hundreds of kHz) it is important to include a function, which reflects a true response of the observable fluorescence rate to the relative frequency detuning of analyzed laser $\lambda_{866}$. The nonlinear slope function $m_{nl}(\Delta)$ is taken from a polynomial fit of a measured fluorescence spectrum around the measurement point. To obtain the signal amplitude, modulation amplitude factor $mA$ is replaced with one half of the fluorescence difference at the two extremes of modulated detuning frequency $\Delta_M = A$ and $\Delta_M - A$. This yields

$$SNR = \frac{1}{2} \sqrt{\frac{TR}{R} \sum_{n=1}^{\infty} \left[ p_n \left( \Delta_M + A \right)^{n-1} - p_n \left( \Delta_M - A \right)^{n-1} \right] |\mathrm{sinc}(f_m \tau)|},$$

where $p_n$ are coefficients of $n^{th}$ degree polynomial fit $m_{nl}(\lambda_{866})$. 
4. Measurements of the fluorescence intensity response to the laser frequency modulation

The spectrum of the analyzed 866 nm laser deviations is measured by keeping the reference 397 nm laser at a constant detuning $\Delta_{397}$ and modulating the frequency detuning $\Delta_{866}(t) = \Delta_M + A \cos(f_m t)$. The measurements are done for various sets of modulation frequencies, frequency deviations and frequency detunings. Each measurement is analyzed in terms of its frequency spectrum with respect to the time bin length $\tau$. For the given $\tau$, the FFT algorithm evaluates the spectrum and the frequency component at the given modulation frequency (or with the highest amplitude) is compared to the average amplitude of the whole spectrum. The length of individual measurements is set to be an integer multiple of $1/f_m$, to avoid the spectral leaking in the FFT spectrum. The natural unmodulated fluorescence has Poissonian distribution, thus its spectrum has the character of white noise and can be averaged as a whole.

Relatively low photon count rate does not theoretically place any fundamental limit on the detectable modulation frequency. The information about frequency modulation is obtained from the modulation of the photon counts in the time bins and the information is thus still preserved even when the average count per bin is below one. Note that this should not be confused with the frequency detuning out of dark resonance slope, e.g. detuning into the bottom of the dark resonance where the count rate could eventually drop to zero. As mentioned above, the slope function $m_{nl}$ is defined in a certain region of the count rate (2000 $c \cdot s^{-1}$ to 14000 $c \cdot s^{-1}$). These boundaries obviously scale with the gate interval. A check that fluorescence has not crossed these boundaries, e.g. due to laser-locking dropout or ion vacuum impurity kick, has been performed for all measurements with 10 ms gate interval. Very rare but possible dropouts with prompt reappearing on shorter time scales can be considered to have negligible effect on the resulting signal.

We summarize the results of the frequency response measurements in four figures. Three of them are done at measurement point $\Delta_M$ and emphasize the $SNR(\tau)$ dependence on the critical measurement and evaluation parameters with respect to the gate interval $\tau$, simulating variable gate time of a photodetector. These important parameters include modulation frequency, frequency deviation, and measurement time. The minimum of $\tau$ is chosen such that $\text{sinc}(f_m \Delta \tau_{\min}) > 0.99$ and the maximum is chosen arbitrary but always much higher than $1/f_m$. The last figure compares the $SNR(\Delta_M)$ for two modulation frequencies with respect to the measurement point $\Delta_M$ to allow for estimation of optimal measurement points in future experiments. Note that we do not attempt to cover the whole accessible spectral range of modulation frequencies $f_m$ and frequency deviations $A$, but rather illustrate the working mechanism of the presented scheme and show its intrinsic limits.

4.1 Modulation frequency

First, we evaluate $SNR(f_m, \tau)$ performance of the method in term of the frequency bandwidth by realization of the measurements with varying modulation frequencies and constant frequency deviation. We set the length of the measurements to $T = 300$ s, frequency deviation to $A = 300$ kHz to be well within the employed resonance slope and range of modulation frequencies from $f_m = 66$ Hz to 120 kHz. For values of $\tau$ longer than the period corresponding to the modulation frequency $f_m$, the modulation component is aliased in the spectrum at aliased frequencies $f_{\text{alias}} = |b/2\tau - f_m|$, where folding factor $b$ is the closest even integer of multiple $2f_m\tau$. The values of signal-to-noise ratio are then $SNR = S_m/N_m$, where $S_m$ is the FFT frequency component at the modulation frequency $f_m$ or at the frequency $f_{\text{alias}}$ (for $\tau > 1/f_m$) and $N_m$ is the average amplitude of the whole FFT spectrum excepting the DC component. Importantly, the single ion based spectral analysis presented in Fig. 4. shows high attainable $SNR$ in the whole measured spectral range of $f_m$. The observed $SNR(f_m, \tau)$ ratios are well reproduced by the theoretical predictions of eq. (5) up to modulation frequencies comparable to the photon count rate $R = 6800$ $c \cdot s^{-1}$. 
Fig. 4. Measured signal-to-noise ratio for 300 s long measurements of fluorescence intensity response to modulated detuning $\Delta_{\text{mod}}$ as a function of the analysis gate interval $\tau$. Frequency deviation is kept at 300 kHz and modulation frequency varies in a broad range from 66 Hz to 120 kHz. The measured data are shown as full circles and red lines are corresponding theoretical plots evaluated using nonlinear slope function $m_{nl}$. The mean time between two successive photon detections is $\sim 0.15 \text{ ms}$.

4.2 Frequency deviation and measurement time

We have studied the potential of the presented spectrometry method with respect to capturing the frequency deviation $A$ within the measurement time $T$. The expectable upper limit will be given by the spectral width of the dark resonance slope, while the lowest detectable modulation depths will depend on the amount of the detection noise. The $\text{SNR}$ dependence on the gate interval is measured for low modulation frequency $f_m = 66 \text{ Hz}$ to avoid any effect of fast modulation on the observability of high modulation amplitudes. Figure 5. shows measured data of $\text{SNR}$ for $A$ ranging from 10 to 1000 kHz and $T$ from 2.5 to 500 s.

Fig. 5. Signal-to-noise ratio measurements of fluorescence with harmonically modulated detuning of analyzed laser field $\Delta_{\text{mod}}$ with modulation frequency set to 66 Hz as a function of a gate interval $\tau$. The measured data for selected combinations of frequency deviations and measurement times are shown with dots. Lines show the theoretical simulation of $\text{SNR}$. Amplitude levels for signals are taken from known frequency position in the spectrum.

The combinations are chosen in a manner to advert that an $x$-times lower $A$ gives the same value of $\text{SNR}$ if the measurement time is an $x^2$-times longer, reflecting the close to ideal Poissonian character of the detection noise. The measured $\text{SNR}$ data nicely reproduces the theoretical predictions down to a plateau of the lowest detectable signal, which has its limits given by amplitudes of shot noise at the specific frequency components $f_m$ or $f_{\text{alias}}$. The plateau is measured to be on the level of $\text{SNR}_{pl} = 1.8\pm0.4$, which corresponds to $A_{pl} = 38\pm8$ kHz for $T = 5$ s respectively $A_{pl} = 3.8\pm0.8$ kHz for $T = 500$ s.
4.3 SNR limit for unknown modulation frequency

For a general task of estimation of amplitude of unknown frequency components, the whole FFT spectrum has to be searched. In this case, the signal-to-noise ratio can be calculated as

$$\text{SNR}(T, \tau) = \frac{S_{\text{max}}}{N_m}$$

where $S_{\text{max}}$ is the highest amplitude component of the whole FFT frequency spectrum excepting the DC component. Thus, there is always a spectral component with amplitude at least on the level corresponding to the detectable limit defined here as variable $\text{SNR}_{\text{lim}}$. That means, if there is an unknown frequency modulation, we are able to detect it only if its SNR is higher than $\text{SNR}_{\text{lim}}$. It is obtained by simulating data of shot noise with Poissonian distribution. The simulated data represent pure fluorescence without any modulation and have the same count rate $R$ and measurement length $T$ as the real data. This simulated fluorescence is analyzed in the same way as the measured data and the $\text{SNR}_{\text{lim}}$ is calculated. An average of 500 simulations $\text{SNR}_{\text{lim}}$ is used for estimation of the detection limit $\text{SNR}_{\text{lim}}(T, \tau) = \langle \text{SNR}_{\text{lim}} \rangle_{500}$.

Fig. 6 shows two measurements of $\text{SNR}(T, \tau)$ both with $f_m = 66$ Hz, $A = 300$ kHz and with total measurement times $T$ equal to 3 and 300 s. Observed $\text{SNR}(T, \tau)$ values strictly follow theoretical curves in all regions above the limit of $\text{SNR}_{\text{lim}}(T, \tau)$. Importantly, the figure also shows the effect of the measurement length $T$ on the detectable limit $\text{SNR}_{\text{lim}}$ and as can be seen, the limit is not constant with $T$. A simple explanation is, as there is a higher probability for higher noise amplitude in longer measurements, $\text{SNR}_{\text{lim}}$ actually increases with measurement time. The rise of $\text{SNR}_{\text{lim}}$ is compensated by a decrease of noise mean value $N$. This ensures better detection sensitivity for longer measurements. For the two measurements times and gate interval $\tau = 1$ ms, the detectable limit levels are $\text{SNR}_{\text{lim}}(3 \text{ s}, 1 \text{ ms}) = 3.2 \pm 0.3$ and $\text{SNR}_{\text{lim}}(300 \text{ s}, 1 \text{ ms}) = 4.0 \pm 0.2$ with corresponding detectable laser frequency deviations $A_{\text{lim}} = 86 \pm 8$ kHz respectively $A_{\text{lim}} = 10.8 \pm 0.5$ kHz. In addition, for comparison with the previous paragraph and measurement times 5 and 500 s, the corresponding detectable frequency deviations are $A_{\text{lim}} = 68 \pm 5$ kHz and $A_{\text{lim}} = 8.6 \pm 0.4$ kHz, respectively.

4.4 Measurement point

We have further searched for optimal measurement point by characterization of the reciprocal dependence of the SNR on the count rate $R$, as shown in Fig. 7. Measurements of $\text{SNR}(R)$ for two modulation frequencies $f_m = 12$ Hz and $f_m = 120$ kHz with $A = 300$ kHz are realized along the dark resonance spectrum by changing the frequency detuning measurement point $\Delta M$. Gate interval $\tau$ is chosen such that $\text{sinc}(f_m \tau) > 0.99$. At each measurement point, the average SNR of ten measurements with $T = 10$ is compared with theoretical SNR calculated using the slope.
parameter $m$ obtained directly from the measured fluorescence spectrum. Furthermore, the ratio between the measured results of the two $f_m$ sets shows a decrease of SNR for the signal with $f_m > R$ and that this decrease is proportional to $\sim 1/R$.

Fig. 7. a) The comparison of achievable signal-to-noise ratios for frequency analysis with various reference laser detuning. The detected fluorescence rates across dark resonance are shown as blue dots and the measured signal-to-noise data for 20 measurement points are shown for two modulation frequencies $f_m$ of 12 Hz and 120 kHz depicted as black dots and crosses, respectively. The yellow dots are theoretical SNR data calculated from the measured dark resonance. Plot b) shows the ratio between measured SNR for the two modulation frequencies.

5. Results and Discussion

We have proposed and implemented a method for the estimation of optical frequency spectrum using the time resolved measurement of light scattered from a single trapped ion with a sensitivity enhanced by the excitation on the slope of dark resonance. Fluorescence rate sensitivity to laser frequency deviation $A$ is given by the slope function of the dark resonance $m$, which depends on the parameters of applied magnetic and laser fields. The measurement point $A_{M1}$ stands on the slope, whose length in the axis of frequency detuning has been set by the parameters of excitation lasers approximately to 8 MHz. This gives us the fundamental upper limit of the presented method on the frequency deviation and modulation frequency. According to the Carson rule for frequency modulation bandwidth with 98% of modulation energy [22], combined frequency deviation and modulation frequency has to satisfy the condition $2(A+f_m) \approx 8$ MHz, this condition was well satisfied for all presented measurements. The smallest detectable modulation amplitudes are limited by the amount of fluorescence noise. In terms of signal to noise ratio, this limit is defined in two approaches; when the signal part is taken from real data at specific frequency $\text{SNR}_{pl}$ and when the signal part is taken in the whole FFT spectrum of simulated data $\text{SNR}_{lim}$. Specifically for measurements at measurement point $A_{M1}$ the empirical limit is measured as $\text{SNR}_{pl} = 1.8\pm0.4$, which corresponds to the lowest detectable frequency modulation $A_{pl} = 38\pm8$ kHz for $T = 5$ s or $A_{pl} = 3.8\pm0.8$ kHz for $T = 500$ s. The simulated limit scales up with measurement time, however the mean level of amplitudes of noise frequency spectrum $N$ is proportional to $\sqrt{RT}$ thus the lowest detectable frequency deviation scales down with longer measurement times. The corresponding detectable frequency deviations in our setup are $A_{lim} = 68\pm5$ kHz for $T = 5$ s and $A_{lim} = 8.6\pm0.4$ kHz for $T = 500$ s.

The detectable modulation frequency should be, according to the presented theory Eq. (5), unlimited. However, the measurement results show a decrease of $\text{SNR}(f_m, \tau)$ for high modulation frequencies. The decrease has been observed for modulation frequencies higher than the photon
count rate $R$, where signals start to be undersampled. Comparisons of SNR for two modulation frequencies $f_m = 12$ Hz and $f_m = 120$ kHz measured at 20 points along the dark resonance indicate a correlation of the decrease with fluorescence intensity, although the theoretical simulation shows that the undersampling itself should not limit the observable modulation frequency detection bandwidth. Simulation results did not show any decrease of SNR, even for an order of magnitude higher modulation frequencies observed with the same photon rate. Other possible effects, including leaking of the spectral modulation sidebands out of the resonance slope or the frequency response of the AOM, were also investigated and do not explain the observable decrease of SNR. Thus, at this point, we leave the attainable bandwidth limit of the presented method, as well as the studies if possible excitation of the motional sidebands within the employed Raman excitation scheme might play a role, for further investigation.

The atomic level scheme that enables observation of dark-states in emitted fluorescence is occurring among vast majority of species commonly employed in ion trap experiments. Different branching ratios of the decay constants leads to different spectral shapes of the fluorescence. In general, the optimal spectral shape will depend on experimental parameters such as detuning of a cooling laser, laser intensities and strength and direction of applied magnetic field. A lower intensity and lower detuning of the cooling laser should always lead to narrower resonances and higher fluorescence gradients. On the other hand, such adjustment decreases the spectral width of dark resonances thus limiting spectral bandwidth of the method, also decreases fluorescence rate, and leads to unstable Doppler cooling performance. We provide a simplified comparison of $^{40}\text{Ca}^+$ with other frequently employed alkaline earth metal ions, such as $^{88}\text{Sr}^+$ and $^{138}\text{Ba}^+$ by estimating the values of fluorescence gradients on the same lambda scheme incorporating $S_{3/2}$, $P_{1/2}$ and $D_{3/2}$ levels. This is done by simulating dark resonance spectra, using optical Bloch equations and the same experimental parameters as described in section 2. For $^{40}\text{Ca}^+$ the highest gradient is on transition between Zeeman states $|S_{1/2},-1/2\rangle$ and $|D_{3/2},-1/2\rangle$ with $m_{(-1/2,-1/2)} = 2.3$ counts s$^{-1}$ kHz$^{-1}$. For $^{88}\text{Sr}^+$ it is $m_{(+1/2,+1/2)} = 2.4$ counts s$^{-1}$ kHz$^{-1}$ and for $^{138}\text{Ba}^+$ the highest gradient is on transition between states $|S_{1/2},+1/2\rangle$ and $|D_{3/2},+1/2\rangle$ with value $m_{(+1/2,+1/2)} = 2.6$ counts s$^{-1}$ kHz$^{-1}$. In practice, a better Doppler cooling performance and smaller broadening of resonances by motion for the heavier elements should increase the attainable gradients and higher detection efficiency at strontium’s 422 nm and barium’s 493 nm wavelengths can enhance the sensitivity of the method too.

The presented method of optical frequency analysis has been verified in a range of experimental parameters. The observed sensitivity to frequency deviations and achievable spectral bandwidths, which are in good agreement with theoretical model, are already sufficient for a large range of interesting applications in the optical spectral analysis [23]. Besides the techniques employing optical frequency combs, it offers an alternative method for frequency analysis of spectral noise of two frequencies of very distant lasers, which can excite transitions in atomic probes sharing a common level. The method can be extended to analysis of complementary experimental platforms for atomic trapping in optical lattices or tweezers. Another natural application of the presented scheme corresponds to analysis and phase locking of the two lasers for the purposes of coherent operations on Raman transitions incorporating two disparate wavelengths [7]. In addition, the method can be directly applied to spectral noise analysis of magnetic field seen by the ion. This simple sensing scheme with spatial resolution on the level of tens of nm can be beneficial when the knowledge of spatial dependence of the magnetic field within the Paul trap is of interest. Such knowledge is essential e.g. for quantum algorithms where multiple ions are stored at different locations of a segmented Paul trap and accumulate undesired position-dependent phases [24]. In comparison with traditional spectroscopy on narrow transitions or with direct analysis on dark resonances, this method can provide complete information of magnetic field change in time. The presented lowest detectable laser frequency deviations for $T = 500$ s would allow for detecting magnetic field deviations of $B_{\text{pl}} = 1.9 \pm 0.3$ mG and $B_{\text{lim}} = 2.8 \pm 0.1$ mG in the corresponding frequency range. The sensitivity
of the detectable fluorescence rate to the analyzed probe frequency deviations can be further improved by increasing the overall fluorescence detection efficiency, which has been in our case limited mostly by numerical aperture of the collection optics to 2% of the full solid angle. The other feasible option is to increase the number of trapped ions. Both approaches will linearly enhance fluorescence intensity and thus the steepness of the dark resonance slope.
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