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Abstract—In this article, the problem of decentralized eigenvalue decomposition of a general symmetric matrix that is important, e.g., in Principal Component Analysis, is studied, and a decentralized online learning algorithm is proposed. Instead of collecting all information in a fusion center, the proposed algorithm involves only local interactions among adjacent agents. It benefits from the representation of the matrix as a sum of rank-one components which makes the algorithm attractive for online eigenvalue and eigenvector tracking applications. We examine the performance of the proposed algorithm in two types of important application examples: First, we consider the online eigendecomposition of a sample covariance matrix over the network, with application in decentralized Direction-of-Arrival (DoA) estimation and DoA tracking applications. Then, we investigate the online computation of the spectra of the graph Laplacian that is important in, e.g., Graph Fourier Analysis and graph dependent filter design. We apply our proposed algorithm to track the spectra of the graph Laplacian in static and dynamic networks. Simulation results reveal that the proposed algorithm outperforms existing decentralized algorithms both in terms of estimation accuracy as well as communication cost.
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I. MOTIVATION AND INTRODUCTION

The eigenvalue decomposition is fundamental in various application areas such as signal processing, data mining, and machine learning [11], [12], [3]. Particularly when the dimension of the data is large, dimensionality reduction techniques, such as the Principal Component Analysis (PCA), are required to obtain lower-dimensional representations of the data, e.g., by means of eigendecomposition [4], [5], [6]. Moreover, scalable solutions, such as distributed algorithms, are of high interest in Big Data and machine learning applications, and when the data, e.g., local sensor measurements [7], anonymous surveys [8], private statistics [9], is massively distributed over a network of agents. Based on the concept of in-network processing, instead of collecting all information in a fusion center, agents perform local processing and collaborate by exchanging information only locally with their neighbors, and the significant bandwidth requirement at the fusion center is avoided. Such decentralized systems usually benefit from the robustness to, e.g., agent failure, which could lead to a complete breakdown of the system, and from the scalability in the sense that via collaboration a single agent is not limited to its own storage and computation resources [10].

The decentralized PCA algorithms can be categorized into two classes based on how the measurement matrix is partitioned over the network, i.e., the sample-wise partitioning and the feature-wise partitioning [11], [12]. While in the sample-wise partitioning, e.g., in [13], [14], [15], [16], each agent has access to a different subset of samples of the data set that contains the entire set of features, in the feature-wise partitioning, each node has access to all observations of a single feature (or an exclusive subset of features). This arises naturally in, for example, distributed sensor deployments and distributed antenna arrays, which is the focus of our work.

Different decentralized PCA algorithms with the feature-wise partitioning setup have been proposed in the literature by applying consensus gossiping strategies [17], [18]. Based on the Average Consensus (AC) algorithm the decentralized Power Method (d-PM) is presented in [19]. The distributed Normalized Oja’s (d-Oja) method for distributed subspace estimation is introduced in [20], where the Oja’s rule is performed using only local interactions. The Distributed Adaptive Covariance Matrix Eigenvector Estimation (DACMEE) algorithm is proposed in [21] for distributed eigenvector computation of a sample covariance matrix, whose applicability is, however, limited to fully connected or tree network topologies. Recently, the authors in [12] proposed a distributed PCA algorithm that combines a variant of the PM, i.e., the Orthogonal Iteration (OI) [22] method, and the AC algorithm to find the principal eigenspace of the covariance matrix simultaneously.

The distributed eigenvalue decomposition is valuable in various applications, such as the distributed Estimation of Signal Parameters via Rotational Invariance Techniques (d-ESPRIT) algorithm [23], [24] for decentralized Direction-of-Arrival (DoA) estimation. Combining the AC algorithm and the non-Hermitian generalized eigendecomposition, an online adaptive algorithm...
is proposed in [25] to perform decentralized cooperative DoA tracking. Moreover, distributed DoA tracking is carried out in [26], which is based on a distributed implementation of the Projection Approximation Subspace Tracking (PAST) algorithm proposed in [27].

Besides the application example in decentralized DoA estimation, the distributed eigenvalue decomposition enables the distributed inference of networks, which is important for a variety of applications in graph signal processing (GSP). More specifically, the knowledge of the eigenvalues of the shift operator, also known as the graph frequencies or the graph spectrum, plays an important role in various network inference tasks. For example, the finite-time AC (fTAC) algorithms proposed in [28], [29], [30] require the knowledge of the eigenvalues of the graph Laplacian to achieve the average consensus in finite time. Furthermore, the knowledge of the graph spectrum is required to design filters of reduced filter length in graph dependent filter designs [31], [32], [33], [34].

In contrast to the d-PM which we take as a benchmark, in this work we propose a decentralized implementation of an online and adaptive eigendecomposition algorithm that does not rely on the power iteration but is based on the eigendecomposition of a rank-one modified diagonal matrix [35], [36]. Moreover, our proposed algorithm does not suffer from divergence as encountered by other non power iteration based algorithms, e.g., the MAXimum Likelihood Adaptive Subspace Estimation (MALASE) method [37], the OPERator Restriction Algorithm (OPERA) [38] and the Given’s rotation based URV updating method [39], even though they are centralized algorithms [40].

In our proposed algorithm the data available at each agent is diffused through the network using parallel consensus protocols with local interactions between agents. At termination, each agent has the knowledge of all eigenvalues and one row (or multiple rows) of the eigenvector matrix corresponding to the index of the agent. The benefit of our distributed scheme with respect to the popular d-PM is that all eigenvalues and eigenvectors are computed in parallel and that the algorithm is particularly suitable for online tracking applications where rank-one updates are natural. We evaluate the performance of our decentralized eigendecomposition algorithm in two types of prominent application examples: (A) the decentralized eigendecomposition of an evolving sample covariance matrix and (B) the decentralized online computation of the graph eigenvectors and eigenvalues in a dynamically evolving graphical network. To summarize, our contributions are as follows:

- We address the decentralized eigenvalue decomposition as the problem of computing the eigenvalues of a rank-one modified matrix of a general symmetric matrix. The eigenvalues can be efficiently updated by the local rational function approximation approach [41], which is especially suitable for decentralized online eigenvalue estimation and tracking applications.
- Agnostic to a specific consensus protocol, we combine the rational function approximation and any consensus protocols to propose a distributed implementation that not only consumes less total communication cost but also achieves better estimation accuracy than the state-of-the-art d-PM [19] and d-NOja method [20] for distributed eigendecomposition.
- We examine the application scenario where our distributed algorithm is used to perform the eigendecomposition of an evolving sample covariance matrix. This is further developed for DoA estimation and tracking.
- We apply our distributed algorithm to the spectrum computation and tracking of the graph Laplacian of dynamic networks with evolving topologies. This is further adopted to customize and speed up the upper level decentralized algorithms, such as the finite-time Average Consensus protocol and the graph based filter design.

The article is organized as follows. In Section II we propose a distributed implementation of the online eigenvalue decomposition algorithm based on decentralized averaging protocols and the rational function approximation approach. Four different decentralized averaging approaches are briefly revised in Section III. In Section IV, different application scenarios are studied, i.e., the eigenvalue decomposition of the sample covariance matrix, the decentralized DoA estimation and the online DoA tracking, the spectrum computation in dynamic graphs, the spectrum computation in dynamic graphs with rank-two updates, and the eigenvalue decomposition of the sample covariance matrix with a stabilizing adapted graph Laplacian. We then conclude our article in Section V.

Notation: The regular letter $a$ denotes a scalar, the boldface lowercase letter $a$ denotes a column vector, and the boldface uppercase letter $A$ denotes a matrix. The calligraphic letter $A$ denotes a set. The symbols $\mathbb{R}$ and $\mathbb{C}$ represent the real domain and the complex domain, respectively, and $(\cdot)^T$ and $(\cdot)^H$ denote the transpose and the Hermitian of a matrix, respectively. The argument $(t)$ indicates the iteration index of the main algorithm where the subscript $(\cdot)_i$ indicates the iteration index of the consensus protocols. Finally, the vector $1$ and $0$ contain ones and zeros in all entries, respectively. $\mathbf{I}$ is the identity matrix.

II. ONLINE DISTRIBUTED STRATEGY FOR EIGENVALUE DECOMPOSITION

A network consisting of $N$ agents is described by the graph $G = (\mathcal{V}, \mathcal{E})$, where $\mathcal{V} = \{1, \ldots, N\}$ denotes the set of nodes (agents) and $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$ defines the set of edges. Throughout the article, we consider the connected undirected graph $G$, i.e., the graph $G$ is characterized by its symmetric adjacency matrix $A = \{a_{ij}\} \in \mathbb{R}^{N \times N}$. The entry $a_{ij}$ is 1 if $(i, j) \in \mathcal{E}$, i.e., if the $i$-th node has a communication link to the $j$-th node, and 0 otherwise. The indices of all neighbors of the $i$-th node are collected in the set $\mathcal{N}_i$. Let $d_i = \sum_{j=1}^{N} a_{ij}$ denote the degree of the $i$-th node, which is the number of the elements in the set $\mathcal{N}_i$, then the diagonal matrix $D = \text{diag}(d_1, d_2, \ldots, d_N)$ represents the degree matrix of $G$. The corresponding graph Laplacian can be expressed as $L = D - A$. Let $x_i(t) \in \mathbb{C}$ denote the signal of the $i$-th node at the time instant $t$, and then the vector $x(t) = [x_1(t), x_2(t), \ldots, x_N(t)]^T \in \mathbb{C}^{N \times 1}$ contains the graph signal of all nodes in the network.
We remark that depending on the particular application scenario, each node can also have access to multiple entries in vector $\mathbf{x}(t)$, and the number of entries in each node can be different. This is for example the case in the decentralized DoA estimation application considered in Section IV-B, where a node has access to the measurements of all sensors in its corresponding subarray. For the simplicity of presentation but without loss of generality, we develop our algorithm based on the case, where each node has a scalar signal $x_i(t)$. The case of multiple signals in each node is however simpler as in this case the associated communications that are required to reach the consensus among the signals of one node are then replaced by the local computation within the respective node.

Our online distributed strategy for eigenvalue decomposition is based on the rank-one modification of a diagonal matrix, where the eigenvalue update is carried out locally, and the rank-one modification is diffused through the network distributively via consensus protocols that will be revised in Section III. The efficient local update of the rank-one modification using the rational function approximation approach will be explained in the remainder of this section.

### A. Rank-One Modification Expression

We address the problem of the online distributed computation of the eigenvalues of a rank-one modification

$$
\mathbf{R}(t) = \mathbf{R}(t-1) + \rho(t)\mathbf{x}(t)\mathbf{x}(t)^T,
$$

where $\rho(t) \in \{-1, 1\}$. Denote the eigenvalues $\Lambda(t-1) = \text{diag}(\lambda_1(t-1), \ldots, \lambda_N(t-1))$ and corresponding eigenvectors $\mathbf{U}(t-1) = [\mathbf{u}_1(t-1), \ldots, \mathbf{u}_N(t-1)]$ of $\mathbf{R}(t-1)$, which are related as follows

$$
\mathbf{U}(t-1)^T\mathbf{R}(t-1)\mathbf{U}(t-1) = \Lambda(t-1).
$$

Moreover, we assume first that the eigenvalues are distinct and sorted in a descending order as $\lambda_1(t-1) > \cdots > \lambda_N(t-1)$.

Multiplying both sides of (1) with $\mathbf{U}(t-1)^T$ and $\mathbf{U}(t-1)$ from the left and the right, respectively, leads to

$$
\mathbf{U}(t-1)^T\mathbf{R}(t)\mathbf{U}(t-1) = \Lambda(t-1) + \rho(t)\mathbf{z}(t)\mathbf{z}(t)^T,
$$

with

$$
\mathbf{z}(t) = [z_1(t), \ldots, z_N(t)]^T = \mathbf{U}(t-1)^T\mathbf{x}(t).
$$

The expression on the right hand side of (3) represents a rank-one modification of a diagonal matrix. The modified eigenvalues and corresponding modified eigenvectors are denoted as $\tilde{\Lambda}(t-1) = \text{diag}(\tilde{\lambda}_1(t-1), \ldots, \tilde{\lambda}_N(t-1))$ and $\tilde{\mathbf{V}}(t-1) = [\mathbf{v}_1(t-1), \ldots, \mathbf{v}_N(t-1)]$, respectively, which are related as

$$
\tilde{\mathbf{V}}(t-1)^T(\tilde{\Lambda}(t-1) + \rho(t)\mathbf{z}(t)\mathbf{z}(t)^T)\tilde{\mathbf{V}}(t-1) = \tilde{\Lambda}(t-1).
$$

Furthermore, since

$$
\mathbf{U}(t)^T\mathbf{R}(t)\mathbf{U}(t) = \Lambda(t),
$$

we observe that $\mathbf{R}(t)$ shares the same eigenvalues with the rank-one modified matrix, i.e.,

$$
\Lambda(t) = \tilde{\Lambda}(t-1),
$$

and the corresponding eigenvectors can be computed by

$$
\mathbf{U}(t) = \mathbf{U}(t-1)\mathbf{V}(t-1).
$$

### B. Rational Function Approximation Approach

As described above in Section II-A, the eigenvalue decomposition of a diagonal matrix modified by a rank-one matrix in (5) plays a crucial role in the proposed distributed implementation. For notational simplicity, we drop the dependence of the matrix arguments on the time instant $t$. By exploiting the structure of the matrix argument, the efficient implementation of the rank-one modification problem is established by the following theorem [42]:

**Theorem 1:** Suppose $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_N) \in \mathbb{R}^{N \times N}$ where the diagonal entries are distinct and are sorted in descending order, i.e., $\lambda_1 > \cdots > \lambda_N$. Further assume that $\rho \neq 0$ and $\mathbf{z} = [z_1, \ldots, z_N] \in \mathbb{R}^{N+1}$ with $z_i \neq 0$ for all $i = 1, \ldots, N$. If $\mathbf{V} = [\mathbf{v}_1, \ldots, \mathbf{v}_N] \in \mathbb{R}^{N \times N}$ is an orthogonal matrix such that

$$
\mathbf{V}^T(\Lambda + \rho\mathbf{z}\mathbf{z}^T)\mathbf{V} = \text{diag}(\tilde{\lambda}_1, \ldots, \tilde{\lambda}_N),
$$

with $\tilde{\lambda}_1 > \cdots > \tilde{\lambda}_N$, then

1. The values in set $\{\tilde{\lambda}_1\}_{i=1}^N$ are the $N$ zeros of the secular function $f(\lambda) = 1 + \rho \mathbf{z}^T(\Lambda - \lambda)\mathbf{z}$.
2. The values $\{\tilde{\lambda}_1\}_{i=1}^N$ satisfy the interlacing property, i.e., $\tilde{\lambda}_1 > \lambda_1 > \lambda_2 > \cdots > \lambda_N > \lambda_N$, if $\rho > 0$,

$\lambda_1 > \lambda_1 > \lambda_2 > \cdots > \lambda_N > \lambda_N$, if $\rho < 0$.
3. The eigenvector $\mathbf{v}_i$ associated with $\tilde{\lambda}_i$ is a multiple of $(\Lambda - \lambda_i \mathbf{I})^{-1}\mathbf{z}$.
There is no loss in generality in assuming that $\rho > 0$, otherwise, we can replace $\lambda_i$ by $-\lambda_{N-i+1}$ and $\rho$ by $-\rho$ [42]. According to the Theorem 1.1, the eigenvalues $\lambda_k$ of the matrix $A + \rho z z^T$ can be computed by solving $f(\lambda) = 0$, i.e.,

$$f(\lambda) = 1 + \rho \sum_{n=1}^{N} \frac{z_i^2}{\lambda_i - \lambda} = 0. \quad (12)$$

Based on the interlacing property of the eigenvalues, for the $k$-th eigenvalue $\lambda_k \in (\lambda_i, \lambda_{k-1})$ with $\lambda_0 = \lambda_1 = \rho z z^T [41]$, we can rearrange the equation as

$$-\psi_{k-1}(\lambda) = 1 + \phi_k(\lambda) \quad (13)$$

where

$$\psi_{k-1}(\lambda) = \rho \sum_{i=1}^{k-1} \frac{z_i^2}{\lambda_i - \lambda} \quad \text{and} \quad \phi_k(\lambda) = \rho \sum_{i=k}^{N} \frac{z_i^2}{\lambda_i - \lambda}. \quad (14)$$

Since both functions $\psi_{k-1}(\lambda)$ and $\phi_k(\lambda)$ are sums of rational functions, it is natural to approximate them with simple rational functions [42] as

$$\tilde{\psi}_{k-1}(\lambda) = p + \frac{q}{\lambda_k - \lambda} \quad \text{and} \quad \tilde{\phi}_k(\lambda) = r + \frac{s}{\lambda_k - \lambda}. \quad (15)$$

In (15), the parameters $p$, $q$, $r$, and $s$ are chosen such that, at the given iterate $\lambda^{(t)}$, the rational approximants $\tilde{\psi}_{k-1}(\lambda)$ and $\tilde{\phi}_k(\lambda)$ in (15) coincide with the true rational functions $\psi_{k-1}(\lambda)$ and $\psi_{k-1}(\lambda)$ in (14) up to the first derivative, respectively. The next iterate $\lambda^{(t+1)} \in (\lambda_i, \lambda_{k-1})$ is obtained from a solution of the following equation

$$-\tilde{\psi}_{k-1}(\lambda) = 1 + \tilde{\phi}_k(\lambda). \quad (16)$$

For the special case where $k = 1$, function $\psi_{k-1}(\lambda)$ is approximated as $\psi_{0}(\lambda) = 0$. The rational function approximation algorithm is summarized in Algorithm 1 [43].

**C. Online Distributed Eigenvalue Decomposition Protocol**

In this section we describe how the eigendecomposition of a symmetric matrix with a rank-one modification, i.e., matrix $R(t)$ in (1), is computed in the network based on the distributed evaluation of the linear equation in (4) using a distributed consensus protocol. In contrast to the centralized scheme, where the measurements of each node are communicated to all nodes in the network (or to a central fusion center), the direct communication of the measurements $x(t)$ and the explicit computation of $R(t)$ are avoided in our decentralized scheme. Before we revise different distributed consensus protocols in Section III, we outline the general procedure to distribute the algorithm as summarized in Algorithm 2.

In Algorithm 2, we assume that each node maintains one row of the current and the past eigenvector matrices $U(t)$ and $U(t-1)$, respectively. Specifically, the $i$-th node locally stores vectors $\hat{u}_{i}^T(t) = e_i^T U(t) \in \mathbb{C}^{N \times 1}$ and $\hat{u}_{i}^T(t-1) = e_i^T U(t-1) \in \mathbb{C}^{N \times 1}$. Furthermore, each node maintains instances, i.e., local copies, of the current and past diagonal matrices of eigenvalues $A_i(t)$ and $A_i(t-1)$, respectively, as well as the auxiliary vectors $v_{i,k}(t-1)$ and $z(t)$. For the $i$-th node the local instances of the auxiliary vectors are denoted as $v_{i,k}(t-1)$ and $z_{i,k}(t)^3$.

**Algorithm 2: Online Distributed Eigenvalue Decomposition over Network.**

1: **Initialization:** In the $i$-th node

$$A_i(0) = 0, \hat{u}_{i}^T(0) = e_i^T, \rho(t), t = 1, \forall i \in \mathcal{V} \quad (17)$$

2: while $x(t)$ observed do

3: Network Communication

4: for each node $i \in \mathcal{V}$ do

5: for each entry $k = 1, \ldots, N$ do

6: $z_{i,k}(t) = \mathcal{NC}_{k}(\hat{u}_{i,k}(t-1)^T x(t))$ (17)

7: end for

8: end for

9: Local Computation

10: for all node $i \in \mathcal{V}$ do in each node

11: for each entry $k = 1, \ldots, N$ do

12: $[\hat{\lambda}_{i,k}(t-1), \hat{v}_{i,k}(t-1)] = \mathcal{RA}_{k}(A_i(t-1) + \hat{\rho}(t) z_{i,k}(t) z_{i,k}(t)^T)$ (Algorithm 1)

13: Update $\lambda_{i,k}(t) = \hat{\lambda}_{i,k}(t-1)$ (7)

14: Update $\hat{u}_{i,k}^T(t) = \hat{u}_{i,k}^T(t-1) v_{i,k}(t-1)$ ((18))

15: end for

16: end for

17: end while

$z_{i,k}(t)^3$ Then following (4), the $k$-th entry of the update vector $z_{i,k}(t) = [z_{i,1}(t), z_{i,2}(t), \ldots, z_{i,N}(t)]^T$ is distributively updated by

$$z_{i,k}(t) = \hat{u}_{i,k}^T(t-1) x(t) = \sum_{j=1}^{N} u_{jk}(t-1) x_j(t). \quad (17)$$

According to (8), the entries of the $i$-th row of $U(t)$ are locally updated by

$$\hat{u}_{i,k}(t) = \hat{u}_{i,k}(t-1) v_{i,k}(t-1), \quad \text{for } k = 1, \ldots, N. \quad (18)$$

The update procedure of Algorithm 2 is illustrated as a flow chart in Fig. 1, where the local information, the local updates, and the network communication are indicated by gray boxes, solid arrows, and dashed arrows, respectively. The $i$-th node is initialized with $A_i(0) = 0$ and $\hat{u}_{i}^T(0) = e_i^T$. At the time instant $t$, the $i$-th node contributes a new sample $x_i(t)$. Firstly, the required Network Communication (NC) is carried out, where the $k$-th entry of $z_{i,k}(t)$ in the $i$-th node is computed distributively throughout the network according to (17) by running any distributed consensus protocol denoted by $\mathcal{NC}_{k}(\cdot)$. Different distributed consensus algorithms can be applied in this step, which will be revised in Section III. Then the local update is performed by applying the rational function approximation locally in each node, which is possible since the local instances $A_i(t-1)$, $\rho(t)$, and $z_{i,k}(t)$ are accessible to the $i$-th node. Instead of performing the update (18) fully parallelized, if the storage capacity is not available the rational function approximation can be carried out partially parallelized or fully sequentially, such

---

3The indices $k$ and $t$ for auxiliary variables $z_{i}(t)$ and $v_{i,k}(t-1)$ are kept for the consistent presentation of the algorithm. In practical implementations, the storage for each auxiliary variable can be reused.
that in the latter case the storage requirement for the auxiliary vectors $v_{i,k}(t-1)$ is collapsed to one vector of size $N$.

**Remark 1:** Our proposed decentralized eigendecomposition scheme has the following advantages over the centralized eigendecomposition implementation. First, the observations are naturally distributed in the network and not available to each node (or the central processing node). Second, the decentralized implementation is simple and robust to, e.g., node failure, as centralized processing is associated with the requirement to route the data of all nodes to a centralized processor, where the failure in, e.g., the central processor leads to a complete breakdown of the application. Third, the decentralized scheme is more suitable for scalability than the centralized scheme with respect to the memory/storage requirements, which would be drastically increased in a centralized processing scheme. To be precise, in the proposed scheme the storage requirement of each node is $6N$ real floating point values, which is linear in the size of the network $N$, for the local vector instances $z_i(t)$, the auxiliary variable $v_{i,k}(t-1)$, the $i$-th row of matrices $U(t)$ and $U(t-1)$, i.e., $\tilde{u}_i(t)$ and $\tilde{u}_i(t-1)$, respectively, as well as the eigenvalues on the diagonal of matrix $A_i(t)$ and $A_i(t-1)$. In contrast, in the scheme where the entire vector $x(t)$ is communicated to each node (or the central server), each node needs to store the entire matrix $U(t)$ and $U(t-1)$ instead of just one row, along with the remaining vectors, resulting in a total storage requirement of $2N^2 + 4N$ real floating point values, which increase quadratically in $N$. Finally, even though negligible, the computation cost in each node is reduced, since the $i$-th node only updates its corresponding $i$-th row of $U(t)$ instead of the whole matrix in a centralized scheme.

**Remark 2:** In the first $N-1$ samples with $t = 1, \ldots, N-1$, the matrix $R(t)$ has zero eigenvalues with multiplicities, which violates the assumptions in Theorem 1. Thus, an extra deflation step is required to remove the multiplicity and to obtain a rank-one modification with a smaller size. Following the deflation technique discussed in [42], where the potential case that $z(t)$ contains zero components can also be deflated, we illustrate a deflation method using the Householder transformation in Appendix A. Notice that no extra network communication is required since the deflation is done locally in each node. Moreover, by replacing transpose with hermitian Theorem 1 provides similar result if the rank-one update $z(t)$ is complex.

### III. Consensus Protocols

The decentralized computation of the entries of the rank-one update vector plays a crucial role in our decentralized algorithm, and we remark that the decentralized computation of the expression in (17), i.e., $\mathcal{NC}_k(\cdot)$ for the $k$-th entry of $z(t)$, can be carried out with various methods, e.g., averaging consensus protocols, linear graph filters, and nonlinear graph filters [28], [44]. In the following, we revise four different approaches that can be utilized for the proposed online decentralized eigendecomposition algorithm. This includes three conventional averaging consensus protocols and a low-pass graph filter approach, where we propose to employ the normalized adjacency matrix as the shift operator to ensure the stability of the graph filter.

#### A. Push-Sum (PS) Consensus Algorithm

One prominent candidate for computing the weighted sum in (17) distributively is the PS consensus algorithm, which was first introduced and analyzed in [45], and its convergence is proven in [46] for arbitrary graphs based on weak ergodicity arguments. The principle of the PS algorithm is provided as follows.

Assume that the vector $y = [y_1, \ldots, y_N]^T$ contains the graph signal of $N$ nodes whose average needs to be computed distributively over the network. We introduce a column stochastic matrix $P$, i.e., $1^T P = 1^T$, where $p_{ji} = 0$ if there is no direct edge between the $i$-th and the $j$-th node. A simple and sufficient example of the matrix $P$ is

$$p_{ji} = \begin{cases} 1/d_{i}, & (i, j) \in E, \\ 0, & \text{otherwise}. \end{cases}$$

(19)

In order to perform the averaging operation distributively, the PS consensus algorithm further assumes that, at a given consensus iteration $\gamma$, the $i$-th node maintains a set consisting of two values: a cumulative estimate of the sum $s_{i(\gamma)}$ and a weight $w_{i(\gamma)}$ for $i = 1, \ldots, N$. The vector of sums $s(\gamma) = [s_{1(\gamma)}, \ldots, s_{N(\gamma)}]^T \in \mathbb{R}^{N \times 1}$ and the vector of weights $w = [w_{1(\gamma)}, \ldots, w_{N(\gamma)}]^T \in \mathbb{R}^{N \times 1}$ are initialized as, for example,

$$s(0) = y \quad \text{and} \quad w(0) = 1,$$

(20)

respectively, which are locally available at the nodes. The PS algorithm consists of two steps, which are iteratively performed in all nodes of the network until convergence. At the $\gamma$-th consensus iteration, based on the chosen column stochastic matrix $P$, the $i$-th node first splits its total sum $s_{i(\gamma)}$ and weight $w_{i(\gamma)}$ into shares and sends to its neighboring $j$-th node the corresponding share $s_{i\to j(\gamma)} = \{p_{ji} s_{i(\gamma)}, p_{ji} w_{i(\gamma)}\}$, $\forall j \in N_i$. Then, each node updates its own sum and weight by summing up all the shares received from its adjacent nodes. The above mentioned process is summarized in vector form as

$$s_{(\gamma)} = Ps_{(\gamma-1)} \quad \text{and} \quad w_{(\gamma)} = Pw_{(\gamma-1)},$$

(21)

Fig. 1. Working flow in the $i$-th node, where the $\mathcal{NC}_k(\cdot)$ step, indicated with dashed arrows, requires the network collaboration. Arrows with multiple heads indicate that associated operations need to be carried out for $k = 1, \ldots, N$ in each iteration. Indices of the operations are line indices in Algorithm 2.
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Algorithm 3: Push-Sum Consensus Algorithm Performed at the $i$-th Node for the $k$-th Entry of $z(t)$, $PS_k(\cdot)$.

1: Initialization: Iteration index $\gamma = 0$, maximum number of consensus iterations $\Gamma$, $p_{ji}$, initialize $s_{i(0)} = u_{ik}(t)x_i(t)$ (17)) and $w_{i(0)} = 1$.
2: while $\gamma \leq \Gamma$ do
3: Push step: Send the shares $S_{i \rightarrow j(\gamma)}$ to all adjacent nodes $j \in V$ with $(i, j) \in E$.
4: Sum step: Sum the shares $S_{j \rightarrow i(\gamma)}$ obtained from all adjacent nodes $j \in V$ with $(j, i) \in E$.
5: $\gamma \leftarrow \gamma + 1$
6: end while
7: return $z_k(t) = NS_{i(\gamma+1)}/w_{i(\gamma+1)}$

Given the estimated sum and weight in (21), the estimated average is calculated at each node as

$$\hat{z}_{i(\gamma)} = s_{i(\gamma)} \odot w_{i(\gamma)},$$

where $\odot$ is Hadamard division, i.e., elementwise division. It is shown in [46] that the PS algorithm converges at each node to the same average value, i.e.,

$$\lim_{\gamma \to \infty} \hat{z}_{i(\gamma)} = \lim_{\gamma \to \infty} s_{i(\gamma)} = \frac{1}{N} y, \forall i \in V.$$ \hspace{1cm} (23)

The PS consensus algorithm is summarized in Algorithm 3.

B. Average Consensus (AC) Algorithm

Apart from the PS algorithm, the AC algorithm, first introduced and analyzed in [47], can also be applied for the distributed computation of a weighted sum. The principle of the AC algorithm is provided as follows.

Based on the graph Laplacian $L$, we introduce a commonly used update matrix

$$W = I - \epsilon L,$$ \hspace{1cm} (24)

where $\epsilon$ is the step size, which must satisfy $\epsilon < \frac{2}{\lambda_{max}(L)}$ [48]. The update matrix in this case is doubly stochastic, i.e., $W1 = 1$ and $1^T W = 1^T$, and the step size can be chosen according to the maximum-degree weight, i.e.,

$$\epsilon = \frac{1}{d_{max}},$$ \hspace{1cm} (25)

where $d_{max}$ indicates the maximum degree of the nodes.

For the $i$-th node, the AC algorithm is initialized with $s_{i(0)} = y_i$ and at the $\gamma$-th consensus iteration, the $i$-th node updates its own values based on the disagreement with the neighboring nodes with the step size $\epsilon$. This is expressed as

$$s_{i(\gamma)} = s_{i(\gamma-1)} - \epsilon \sum_{j \in N_i} (s_{j(\gamma-1)} - s_j(\gamma-1)), \hspace{1cm} (26)$$

which can also be compactly written as

$$s_{i(\gamma)} = W s_{i(\gamma-1)}.$$ \hspace{1cm} (27)

The AC algorithm is summarized in Algorithm 4.

C. Finite-Time Average Consensus (ftAC) Algorithm

The AC algorithm may suffer from slow convergence. To guarantee the exact convergence after a finite number of iterations, the ftAC algorithm has been proposed where the knowledge of the graph Laplacian $L$ plays a central role [29], [30].

For the ftAC algorithm, the update matrix $W$ is no longer constant but adapts with consensus iterations. The sequence of update matrices $\{W_{(0)}, W_{(1)}, \ldots\}$ is not unique, and one choice of the sequence is based on the eigenvalues of the graph Laplacian. Without loss of generality, suppose the distinct eigenvalues of $L$ are $\lambda_1^*, \ldots, \lambda_R^*$, then the update matrices are chosen as [29], [30]

$$W_{(\gamma)} = I - \frac{1}{\lambda_{\gamma+1}} L, \hspace{1cm} \gamma = 0, \ldots, R - 2.$$ \hspace{1cm} (28)

The choice of update matrices shown in (28) can be considered as a special case that is used in the conventional AC algorithm with adaptive step sizes chosen as

$$\epsilon_{\gamma} = \frac{1}{\lambda_{\gamma+1}}, \hspace{1cm} \gamma = 0, \ldots, R - 2.$$ \hspace{1cm} (29)

By choosing the aforementioned sequence of update matrices, the ftAC algorithm guarantees the exact convergence after $R - 1$ iterations, i.e., the number of the distinct nonzero eigenvalues of the graph Laplacian $L$.

The ftAC algorithm is summarized in Algorithm 5.

D. Graph Filter Method

Instead of average consensus protocols, an alternative is to use low-pass graph filters. Denote the graph shift operator as $S \in \mathbb{R}^{N \times N}$ to describe the interactions between neighboring nodes, and the eigenvalues of the shift operator are also known as the graph frequencies. A linear shift-invariant graph filter $\hat{H}$ can be implemented in a distributed fashion and the output $y$ of the graph filter is related to the input $x$ as

$$y = \hat{H} x.$$ \hspace{1cm} (30)
Algorithm 5: Finite-time Average Consensus Protocol Performed at the $i$-th Node for the $k$-th Entry of $\mathbf{x}(t)$, $\mathbf{fAC}_k(\cdot)$.

1: **Initialization:** Iteration index $\gamma = 0$, distinct eigenvalues of the graph Laplacian: $\lambda_1, \ldots, \lambda_R = 0$, initialize $s_i(0) = u_{ik}(t)x_i(t)$ ((17)).

2: while $\gamma \leq R - 1$ do
3: Update the step size $\epsilon_{\gamma}^*$ ((29))
4: Update the estimate $s_i(\gamma)$ ((26))
5: $\gamma \leftarrow \gamma + 1$
6: end while
7: return $z_k(t) = Ns_i(\gamma+1)$

where

$$\tilde{H} = h_0S^0 + h_1S^1 + \cdots + h_mS^m = \sum_{m=0}^{K} h_mS^m,$$

and $h_m \in \mathbb{R}$, $m = 0, \ldots, K$, are polynomial coefficients for the filter order $K$. Then the frequency response of the graph filter at the frequency $\lambda$ is

$$\tilde{h}(\lambda) = \sum_{m=0}^{K} h_m \lambda^m.$$  

If the structure of the graph is unknown or the direct eigendecomposition of the shift operator is not practical, a universal design, i.e., graph independent filter design, is carried out, where only the range of the eigenvalues is required, and the high computation cost of the direct eigendecomposition is avoided. If the graph spectrum is available, graph dependent filters usually have lower filter order, and therefore the communication overhead in the filtering procedure is reduced [49].

To carry out the consensus operation, i.e., the distributed computation of the weighted average in (17), an ideal low-pass graph filter is required, where only the graph signal components associated with the low frequencies are preserved. For example, when the graph Laplacian is applied as the graph shift operator, i.e., $S = L$, the graph signal components associated with high frequencies, i.e., $\lambda > 0$, are suppressed, while those associated with the low frequency, i.e., $\lambda = 0$, are preserved. We remark that for more general variations of the shift operator the ordering of the graph frequencies from low to high may differ from the magnitudes of the eigenvalues of the shift operator. Instead, the ordering of the graph frequencies is defined, e.g., according to the total variation of the associated eigenvectors or their linear transformations [50]. The polynomial coefficients of the graph filter can be computed, e.g., by the polynomial fitting, in the case of the graph dependent filter design, at the known graph frequencies or, alternatively, in the graph independent filter design, at candidate frequencies on a sampling grid. Nevertheless, due to the fact that the multiplication with high power of the shift operator results in the amplification of intermediate graph signals and potential round-off errors in the filter in large networks, we propose to use the normalized adjacency matrix $\mathbf{L} = \mathbf{D}^{-\frac{1}{2}}\mathbf{A}\mathbf{D}^{-\frac{1}{2}} = I - \mathbf{D}^{-\frac{1}{2}}\mathbf{L}\mathbf{D}^{-\frac{1}{2}}$ as the shift operator, since its eigenvalues lie between $-1$ and $1$, and thus the amplification of intermediate graph signals is reduced, and the round-off errors can be avoided. For the concern of the decentralized implementation, the mapping from $\mathbf{L}$ to $\tilde{\mathbf{L}}$ is easily carried out in each node locally as $\tilde{\mathbf{D}}$ is diagonal (cf. Section IV-E and Appendix B for further discussion).

We remark that all aforementioned protocols can be applied in the network communication step in our proposed online distributed eigenvalue decomposition algorithm as stated in Algorithm 2. Moreover, different protocols provide different benefits. In particular, while the AC algorithm is favorable with its simple implementation, its application is limited to undirected graphs. On directed graphs, the PS algorithm can be applied, which maintains two variables in each iteration. While the AC algorithm and the PS algorithm convergence asymptotically, the fAC algorithm and the graph filter approach can reach the consensus in finite number of iterations, i.e., in the number of distinct non-zero eigenvalues of the graph shift operator $R - 1$, and in the filter order $K$, respectively. Furthermore, the local storage and computation requirements of different protocols also vary. The comparison between different consensus protocols is summarized in Table I.

### IV. APPLICATION EXAMPLES

In this section, we study important application examples that rely on the distributed eigenvalue computation. Throughout this section, the numerical precision for the rational function approximation according to Algorithm 1 is set as $\xi = 10^{-12}$. We use the PS algorithm as the consensus protocol if not specified otherwise.

**A. Distributed Sample Covariance Spectrum Estimation and Subspace Tracking**

One prominent application example of our distributed algorithm is the distributed tracking of the eigenvalue decomposition of the moving sample covariance matrix. In this application, $x_i(t)$ is the observation obtained at the $i$-th node, and the exponential weighted moving sample covariance matrix of the graph signals is given as

$$\mathbf{R}(t) = \alpha \mathbf{R}(t-1) + (1 - \alpha)\mathbf{x}(t)\mathbf{x}(t)^H,$$

where $\alpha$ is set as $LD$ (33).
where $0 < \alpha < 1$ is the forgetting factor. This is exactly a rank-one modification problem stated as (1) discussed in Section I. Another commonly used variant of the moving sample covariance matrix is obtained using a sliding window

$$R_\beta(t) = R_\beta(t-1) + \mathbf{x}(t)\mathbf{x}(t)^\text{T} - \mathbf{x}(t-\beta)\mathbf{x}(t-\beta)^\text{T},$$

(34)

where $\beta$ is the length of the sliding window. Note that the scalar $\rho$ in (1) can be either positive or negative, and the spectrum computation and subspace tracking of Equation (34) can be obtained from Algorithm 2 when we treat update (34) as two consecutive rank-one modifications.

We first consider the conventional finite sample estimate for stationary signals which can be obtained by choosing $\alpha = \frac{\delta - 1}{\delta}$ in (33). The d-PM is used as a comparison with the number of PM iterations $\Omega$. Another comparison is the decentralized Normalized Oja (d-NOja) method [20] with the step size $\beta$, which is a generalized decentralized Oja method for multiple principal eigenvectors. The relative errors are defined as

$$\eta_k(t) = \frac{|\lambda_k(t) - \hat{\lambda}_k(t)|}{|\lambda_k(t)|}, \quad \hat{\eta}_k(t) = \frac{|\hat{\lambda}_k(t) - \hat{\lambda}_k(t)|}{|\hat{\lambda}_k(t)|},$$

(35)

where $\lambda_k(t)$ is the $k$-th eigenvalue computed by our proposed algorithm, $\hat{\lambda}_k(t)$ is the $k$-th eigenvalue computed by a centralized processor, and $\hat{\lambda}_k$ is the $k$-th eigenvalue of the true sample distribution. Fig. 2 shows the relative error performance of the largest eigenvalue, i.e., $\eta_1$, of $R(t)$ with different numbers of consensus iterations $\Gamma$, where we observe that all distributed algorithms approach the relative error performance of the centralized algorithm.

We stress that although the relative error performance associated with the d-PM and d-NOja method is comparable to that of our distributed algorithm, the total numbers of consensus rounds $^5$ of the d-PM and the d-NOja method are higher than that of our proposed scheme. More precisely, for an undirected network with $N$ nodes and $T$ sample vectors, our distributed algorithm requires $C_{\text{Algorithm2}} = 2NT$ consensus rounds for the estimation of all eigenvalues and eigenvectors, while the d-PM and the d-NOja method require higher numbers of total consensus rounds, i.e., $C_{\text{d-PM}} = N(T\Omega + T + 2) + 2\Omega N(N - 1)/2$ for the d-PM (including the associated distributed normalization and the largest eigenvalue subtraction), and $C_{\text{d-NOja}} = 2(N + N^2)T + 2NT$ for the d-NOja method. Here, one PS round is treated as two AC rounds since two values are exchanged in each PS iteration.

Furthermore, the d-PM is a batch algorithm that requires the knowledge of all sample vectors to perform the eigenvalue decomposition, whereas our distributed algorithm is an online algorithm that can update the eigenvalue each time when a new sample vector is obtained. Although the d-NOja method is an online approach for the eigenvector estimation, it still requires the knowledge of all sample vectors to compute the associated eigenvalue. Note that the PM and the Oja’s method usually converge slowly in particular in the case where the largest eigenvalue is not dominant over the second largest eigenvalues [40], [51], i.e., a larger eigenvalue gap or eigengap, which our distributed algorithm does not suffer from. The comparison between the proposed Algorithm 2 and the state-of-the-art d-PM and d-NOja method are summarized in Table II.

### Table II

| Algorithm          | Online Approach | Eigengap Assumption | Total Communication Cost | Local Storage |
|--------------------|-----------------|---------------------|--------------------------|--------------|
| d-PM               | yes             | no                  | $2NT$                    | $6N$         |
| d-NOja             | no              | yes                 | $N(T\Omega + T + 2) + 2\Omega N(N - 1)/2$ | $2N + T$  |
| d-PM               | yes             | yes                 | $2(N + N^2)T + 2NT$      | $2N + T$    |

$^*$ For the computation of the eigenvalues, the d-NOja method requires the full knowledge of the sample vectors. Hence, it is an online approach for eigenvector estimation, and a batch approach for eigenvalue estimation.

---

**B. Distributed Direction-of-Arrival (DoA) Estimation**

Computing the eigenvalues and eigenvectors of the sample covariance matrix distributively enables the distributed DoA estimation. Among various DoA estimation methods, the ESPRIT algorithm is particularly useful for distributed implementation, since the displacement of the subarrays can be arbitrary and unknown while only the inner subarray sensor locations must be known. Hence, we propose a distributed ESPRIT DoA estimation method based on our distributed online eigendecomposition algorithm, where the d-ESPRIT algorithm based on the d-PM [23] is mentioned as a comparison.

We consider a sensor network consisting of $N$ nodes with totally $M$ identically oriented antennas. The sensor network is a shift invariant system where all antennas can be categorized into the identical upper and lower group with the relative distance $\delta$.

---

$^4$One consensus round is one communication instant that each node reaches the consensus of one scalar value with all its neighbors.
The shift invariant pairs from the upper group and the lower group form a subarray as a node in the network. Multiple pairs can merge together as a shift invariant subarray (node) consisting of multiple antennas.

The ESPRIT algorithm is a subspace based DoA estimation method and the eigenvalue decomposition of the sample covariance matrix \( R(t) \) can be partitioned as

\[
R(t) = U_s(t) \Lambda_s(t) U_s(t)^H + U_n(t) \Lambda_n(t) U_n(t)^H, \tag{36}
\]

where \( \Lambda_s(t) \in \mathbb{R}^{n \times n} \) and \( \Lambda_n(t) \in \mathbb{R}^{(M-n) \times (M-n)} \) are the diagonal matrices representing the signal and noise eigenvalues at the time instant \( t \), respectively, \( n \) is the number of DoAs, and \( U_s(t) \in \mathbb{C}^{M \times n} \) and \( U_n(t) \in \mathbb{C}^{M \times (M-n)} \) are the corresponding signal and noise eigenvectors, respectively. Based on the partition of the antennas in the subarrays, all the signal eigenvectors correspond to the upper group and the lower group are collected in \( \bar{U}_s(t) \in \mathbb{C}^{(M-N) \times n} \) and \( \bar{U}_n(t) \in \mathbb{C}^{(M-N) \times n} \), respectively. Following the conventional ESPRIT algorithm [52], the DoAs are revealed by the eigenvalues of the matrix

\[
\Psi = (\bar{U}_s(t)^H \bar{U}_s(t))^{-1} \bar{U}_s(t)^H \bar{U}_s(t) \tag{37}
\]

i.e., the DoAs are computed as

\[
\theta_i = \arcsin \left( -\frac{\arg(\psi_i)}{2\pi\delta} \right), \quad i = 1, \ldots, n, \tag{38}
\]

where \( \psi_i \) are the eigenvalues of the matrix \( \Psi \).

As described in Section II-C and shown above in Section IV-A, the eigenvectors of \( R(t) \) are computed with our distributed online eigendecomposition algorithm, where each subarray has access to the corresponding rows of the matrices \( \bar{U}_s(t) \) and \( \bar{U}_n(t) \). Defining \( C = \bar{U}_s(t)^H \bar{U}_s(t) \) and \( F = \bar{U}_s(t)^H \bar{U}_n(t) \), (37) becomes

\[
C \Psi = F. \tag{39}
\]

We observe that the computation of any entry in the matrix \( C \) is expressed explicitly as

\[
c_{jk} = \bar{u}_{s,j}(t)^H \bar{u}_{s,k}(t) = \sum_{i=1}^{N} \bar{u}_{s,(j,i)}(t)^H \bar{u}_{s,(k,i)}(t) \quad \forall j, k \in \{1, 2, \ldots, n\}, \tag{40}
\]

where \( \bar{u}_{s,j}(t) \) and \( \bar{u}_{s,k}(t) \) are the \( j \)-th and \( k \)-th column of the matrix \( \bar{U}_s(t) \), respectively, and \( \bar{u}_{s,(j,i)}(t) \) and \( \bar{u}_{s,(k,i)}(t) \) are the corresponding components associated with the \( i \)-th node, which are known locally. Therefore, the entry \( c_{jk} \) of the matrix \( C \) can be computed distributively with any consensus protocols introduced in Section III. Since the size of the matrix \( C \) is \( n \times n \), only \( n^2 \) consensus rounds are required to compute the matrix \( C \). A similar approach can be applied to the computation of the entries of the matrix \( F \) with additional \( n^2 \) consensus rounds. Consequently, the matrices \( C \) and \( F \) will be available at each subarray. Hence, the eigenvalues of the matrix \( \Psi \) are computed locally at each subarray, and the DoAs are found. Note that the communication and computation cost related to \( \Psi \) are low since the matrices \( C, F \) and \( \Psi \) are of size \( n \times n \), which are only related to the number of sources.

To illustrate and compare the performance of the distributed DoA estimation using our distributed online eigenvalue decomposition algorithm with the d-ESPRIT algorithm, we adopt the same simulation setup as in [23], with \( N = 6 \) subarrays, each of which consists of two antennas separated by half a wavelength, i.e., \( M_k = 2 \), for \( k = 1, \ldots, 6 \). Thus, the upper group and the lower group consist of the first antenna (i.e., the reference antenna) and the second antenna in each subarray, respectively. The connection of subarrays is illustrated in Fig. 3. In total 200 snapshots from \( n = 3 \) sources nearby located at \(-7, 19\) and 23 degrees are available for the DoA estimation. The Root Mean Square Error (RMSE) performance over 100 Monte Carlo iterations is shown in Fig. 4.

We observe that both distributed algorithms achieve the RMSE performance of the centralized ESPRIT algorithm. However, for high SNR scenarios, i.e., \( \text{SNR} \geq 20 \text{ dB} \), the d-ESPRIT algorithm using our distributed algorithm still achieves the RMSE performance of the centralized ESPRIT algorithm, whereas the d-ESPRIT algorithm using d-PM has a larger RMSE both for consensus iterations \( \Gamma = 10 \) and \( \Gamma = 15 \).

Apart from estimating the DoAs of stationary sources, our proposed d-ESPRIT algorithm using the distributed online eigenvalue decomposition approach naturally enables us to track the moving sources by simply updating the newly obtained sample vectors, e.g., by setting the forgetting factor \( \alpha \) in (33) as a constant. In Fig. 5, two sources move on crossing trajectories. The forgetting factor is chosen as \( \alpha = 0.88 \) and we observe that
As a comparison, we also implement the d-NOja method \[20\]. While the d-NOja method successfully estimates and tracks the DoAs as shown in Fig. 6, however, it suffers from slow convergence speed, and thus, higher RMSE over all samples compared to the DoA tracking performance of our algorithm as illustrated in Fig. 5.

Furthermore, due to the fact that the d-PM is a batch algorithm that requires all the sample vectors at once to estimate the sample covariance matrix, the algorithm does not naturally extend to an online tracking implementation for moving targets. One possible method to perform the DoA tracking with the d-PM is by applying a sliding window as indicated in (34), where an old sample outside the sliding window is dropped while a new sample is included. However, in this way, the d-PM still suffers from high communication cost to perform the DoA estimation in each sliding window. Nevertheless, the sliding window approach can be carried out according to (34) as two consecutive rank-one modifications. Hence, our distributed algorithm is still applicable with significantly lower communication costs compared to the d-PM. As a matter of fact, only the two rank-one updates need to be communicated over the network with \( C_{\text{Algorithm2, window}} = 2N \) consensus rounds in each sliding window update by performing our proposed distributed algorithm, whereas the d-PM requires a whole update of all the sample vectors with \( C_{\text{d-PM, window}} = N(\beta\Omega + \beta + 2) + \Omega N(N - 1)/2 \) consensus rounds for a window length \( \beta \).

C. Distributed Graph Spectrum Estimation and Tracking

We consider now the application example of the distributed computation of the graph spectrum, hence, the eigenvalues of the graph Laplacian \( L \). The graph Laplacian is often used as the shift operator in GSP, and its eigenvalues not only reveal the characteristic of the corresponding graph but can also be helpful in designing graph filters and filter banks, etc \[53\]. However, the centralized eigendecomposition of \( L \) requires a large communication and coordination overhead, particularly in large scale and evolving networks. To reduce this overhead and to make the tracking of the graph spectrum scalable we propose a distributed spectrum computation approach.

1) Spectrum Estimation in Static Networks: In this application example, we want to compute the eigenvalues of the graph Laplacian of a static network, where each node is labeled and interacts only with its neighboring nodes. We assume that the network is synchronized so that the communication is accomplished within the same synchronized time slot. To compute the eigenvalues of the graph Laplacian by our proposed algorithm, we express \( L \) as

\[
L = BB^T = \sum_{g=1}^{N_e} b_g b_g^T, \tag{41}
\]

where \( B = [b_1, \ldots, b_{N_e}] \in \mathbb{R}^{N \times N_e} \) is the oriented incidence matrix with \( N_e = |\mathcal{E}| \). The entry \( b_{kg} \) for the \( k \)-th node and the \( g \)-th edge (connecting the \( i \)-th node and the \( j \)-th node) is

\[
b_{kg} = \begin{cases} 
1, & \text{if } k = i, \ g = j, \\
-1, & \text{if } k = j, \ g = i, \\
0, & \text{otherwise}. 
\end{cases} \tag{42}
\]

In order to enable the nodes to cooperatively update the graph Laplacian with rank-one modifications according to (41), an appropriate protocol is required, where all edges must be visited exactly once and the \( k \)-th node, for \( k \in \mathcal{V} \), sends its value \( b_{kg} \in \{1, -1, 0\} \) of the incidence matrix \( B \), for \( g = 1, \ldots, N_e \), as the graph signal correspondingly. Since each node has access to all its connected edges and can exchange information with its adjacent neighbors, a protocol can be designed by finding the minimum spanning tree or any spanning tree of the graph, where a path through all nodes can be found. The distributed minimum spanning tree problem is well studied and various distributed algorithms are available in the literature, see \[22\], \[54\], \[55\], \[56\] and the references therein. As a matter of fact, only a subset of the minimum spanning tree already satisfies our need as long as all edges are covered. Since not all nodes are necessary to be visited to guarantee the coverage of all edges, we provide here a simple protocol to find a sequence of nodes from which all edges in the graph can be reached.
Node Sequence Determination Protocol: In the network, a node can be the Head, which sends 1, or the Tail, which sends -1, of an edge. There is only one active Head and one active Tail in the network in each synchronized time slot. If a node is the active Head, it cooperates with its neighbors to update the graph Laplacian with each of its edges in the network, and then the process is repeated in one of its adjacent neighbors. A node should not be the active Tail if it has already been the active Head. When there are no available neighbors, i.e., all the neighbors have been the active Head, the process is handed over to the previous active Head until it reaches the first active Head, and thus the protocol terminates. Different from the (minimum) spanning tree problem, in this protocol, not all nodes have to be visited, thus, to be the active Head, but all edges have been examined once.

Along the node sequence found by the aforementioned protocol, the eigendecomposition of $L$ can be carried out using Algorithm 2. Apart from the relative error performance, we also examine the communication cost of our distributed algorithm with different network sizes, and compare both with the d-PM, which are shown in Fig. 7. We observe that the communication cost of the d-PM increases drastically when the network size increases and the relative error performance remains similar, whereas our distributed algorithm reaches a better relative error performance with a reasonable communication cost increase.

2) Dynamic Graph Spectrum Tracking: Another advantage of our distributed algorithm compared to the d-PM is the ability to efficiently track eigenvalues of graph Laplacian matrices associated with dynamically evolving graphs. Denote a given graph Laplacian $\tilde{L}(t-1)$ at the time instant $(t-1)$. Further assume that at the time instant $t$, a random edge disappears in the network, though the network remains to be connected. Then we can use (1) with $R(t-1) = \tilde{L}(t-1)$, $x(t) = b_2$ and $\rho(t) = -1$ to express the graph Laplacian at the time instant $t$ as a rank-one update. Similarly, if at the time instant $t$ a new edge appears in the network we choose $\rho(t) = 1$ in the update.

Strategy Dealing With Node Variation: Apart from the edge variation, a node can appear or disappear in an evolving network. If a node is added to the existing network, it triggers the update process by adding its associated edges one by one. Similarly, if a node leaves the network in a controlled manner (e.g., it informs the network before it leaves), it removes its edges one by one. Nevertheless, a node may leave the network without notification, e.g., due to node failure. In such cases, we assume that each node maintains a one-hop-neighbor table, i.e., each node has the knowledge of the neighbor sets of its neighbors. Once a node fails, its neighboring nodes carry out the update process according to the table to remove the associated edges.

Fig. 8 shows the largest eigenvalue tracking when the network evolves (edge appearing and disappearing), where the network is initialized as an undirected $d$-regular network with $d = 4$ and $N = 50$ nodes. For the first 100 iterations, our distributed algorithm evaluates over all existing edges and computes the eigenvalues of the graph Laplacian. Then, at iteration 101 the network starts evolving, i.e., edges are randomly removed or added, and the relative error behavior shows that our distributed algorithm is able to track the evolution of the network in the eigenvalues. On the contrary, the d-PM is not suitable for spectrum tracking since it is a batch algorithm, and the d-Oja method is also not applicable to the case where edges are randomly removed, since it is designed based on the sample covariance matrix, which corresponds to the special case in our algorithm when $\rho = 1$, where samples can not be removed.

3) Communication Efficient Spectrum Estimation: With the increase of the size or the density of the network, the number of edges increases, thus the number of iterations that are needed for our distributed algorithm to learn the network topology increases since all edges must be taken into account to compute the eigenvalues of the graph Laplacian.

One way to reduce the required number of iterations in the learning phase shown above is directly examining the graph Laplacian $L$ instead of the incidence matrix $B$. Thus, we introduce a two-step consecutive rank-one update procedure to recursively estimate $L$ as

$$L(t) = L(t - 1) + \tilde{x}(t)x(t)^T - \tilde{x}(t)x(t)^T, \quad t = 1, \ldots, N, \tag{43}$$
where $L(0) = 0_{N \times N}$,

$$
\tilde{x}(t) = \begin{bmatrix}
0_{t-1} \\
\sqrt{\ell_{t,t}} \\
\sqrt{\ell_{t+1,t}} \\
\vdots \\
\sqrt{\ell_{N,t}}
\end{bmatrix}
\quad \text{and} \quad
\bar{x}(t) = \begin{bmatrix}
0_t \\
\sqrt{\ell_{t,t}} \\
\sqrt{\ell_{t+1,t}} \\
\vdots \\
\sqrt{\ell_{N,t}}
\end{bmatrix}.
$$

(44)

Note that in this procedure the time instant index $t$ also corresponds to the edge index. It is easy to show that $L(N) = L$. In such a way, the learning phase of the spectrum computation of a graph is restricted to a total of $N$ iterations as compared to $N_e$ iterations in the case of the update based on the incidence matrix. When the number of edges $N_e$ exceeds the number of nodes, the scheme based on $L$ is favorable to the update based on $B$. Moreover, the $j$-th element in $\bar{x}(t)$ and $\tilde{x}(t)$ is either directly accessible at the corresponding node ($\ell_{j,t}$) or can be obtained from its adjacent neighbors ($\ell_{j,t}$ for $j \neq t$). As mentioned in Section IV-B, such consecutive rank-one updates can also be solved by our distributed algorithm. The track of the largest eigenvalue of the graph Laplacian of an evolving network is shown in Fig. 9, where the iteration of the learning phase is reduced to the number of nodes $N$ instead of the number of edges $N_e$ as shown in Fig. 8.

Remark 3: The application of spectrum computation facilitated with the rank-one modification is not only suitable to the graph Laplacian itself but also applicable for its variations, such as the symmetric normalized graph Laplacian $\tilde{L}$ [57], which can be expressed as $\tilde{L} = I - D^{-\frac{1}{2}}AD^{-\frac{1}{2}} = BB^T$ with $B = D^{-\frac{1}{2}}B$.

D. Distributed Eigenvalue Decomposition of the Sample Covariance Matrix With Adapted Graph Laplacian.

As can be observed in Section IV-A, IV-B and IV-C, the application examples using our distributed scheme shown in Algorithm 2 require a large number of PS or AC iterations in the large network scenarios, and in theory, an infinite number of consensus iterations is needed to achieve exact convergence. According to Section III, one way to avoid this is by applying the ftAC protocol which reaches exact convergence in finite time. However, the ftAC requires the knowledge of the eigenvalues of the graph Laplacian. Nevertheless, as mentioned in Section IV-C, we can estimate the eigenvalues of the graph Laplacian, and thus adapt the step size in the ftAC protocol for, e.g., the eigenvalue decomposition of the sample covariance matrix. Although this brings extra computation and communication overhead at the initialization step or when the structure of the graph changes, we can benefit from faster convergence in each rank-one update in the main application.

Similar to the application example shown in Section IV-A, we evaluate the relative error achieved by our Algorithm 2 with the ftAC protocol using the adapted eigenvalues of the graph Laplacian. We choose a small network example with $N = 10$ nodes shown in Fig. 10, whose graph Laplacian has 5 distinct non-zero eigenvalues.

The relative error performance is shown in Fig. 11, where the number of iterations required in the ftAC protocol is equal to the number of distinct nonzero eigenvalues which is $\Gamma = 5$ in this example. Fig. 11 shows that the achieved relative error performance based on the ftAC protocol with the adapted eigenvalues of the graph Laplacian surpasses those based on the AC and the PS protocols with the same number of iterations ($\Gamma = 5$) and even with twice the number of iterations ($\Gamma = 10$), and approaches the relative error performance computed with a
central processor. This is attractive not only for the distributed eigenvalue decomposition of the sample covariance matrix but also for various decentralized algorithms that are based on the decentralized averaging protocols.

E. Eigenvalue Dependent Graph Filter Design With Adapted Graph Laplacian.

Another way to avoid the infinite consensus iterations associated with the PS and the AC protocols is by applying the low-pass graph filter approach introduced in Section III-D. Similar to the ftAC protocol, the knowledge of the eigenvalues of the graph Laplacian is also required in the graph dependent filter design. Thus, apart from adopting the estimated eigenvalues of the graph Laplacian in the ftAC protocol, the eigenvalues can also be utilized in the graph dependent filter design. Taking advantage of the adapted graph spectrum introduced in Section IV-C, we are able to design graph dependent filters based on the estimated graph frequencies as introduced in Section III-D, which also avoids the high computation cost of the direct eigendecomposition of the graph Laplacian. We illustrate this by designing a low-pass finite impulse response (FIR) graph filter based on the learned eigenvalues of the graph Laplacian using the algorithms introduced in Section IV-C.

We consider a random Erdős–Rényi network with \( N = 80 \) nodes as shown in Fig. 12, and apply the algorithms introduced in Section III-D with the number of PS iterations \( \Gamma = 80 \). By suppressing the graph signal component corresponding to the high frequencies, i.e., \( \lambda > 0 \) for the graph Laplacian \( \mathbf{L} \), we achieve the average of the graph signal as the output of the low-pass graph filter. As proposed in Section III-D, we use the normalized adjacency matrix \( \mathbf{\bar{L}} \) as the shift operator. We denote this graph dependent FIR filter as \( \text{FIR-GDnA} \), and the graph dependent FIR filter based on the original graph Laplacian as \( \text{FIR-GDL} \). As comparisons, two graph independent graph filters, where the frequency responses are designed continuously based on the easily accessed graph properties, i.e., the network size, denoted as \( \text{FIR-GIDN} \), and the maximum eigenvalue of the graph Laplacian, denoted as \( \text{FIR-GIDM} \), respectively, and the decentralized node-variant graph filter design [58], [59], denoted as NV, are considered. The frequency response of the designed FIR graph filters with filter order \( K = 12 \) are shown in Fig. 13. We remark that the \( \text{FIR-GDnA} \) is a low-pass graph filter, where the low frequency is at \( \lambda = 1 \). To make sure that the \( \text{FIR-GDnA} \) achieves the average, a pre-processing and a post-processing step are required, which is illustrated in detail in Appendix B.

After applying the designed FIR graph filters to the graph signal \( \mathbf{x} \), the output \( \mathbf{y} \), achieved by equations (30) and (31), is the approximation of the average of the graph signal. Denoting the relative error as

\[
\eta = \frac{\|\mathbf{y} - \bar{\mathbf{x}}\|_2^2}{\|\bar{\mathbf{x}}\|_2^2},
\]

where \( \bar{\mathbf{x}} = \frac{1}{N}\mathbf{x} \) is the true average of the graph signal, the performance of the designed FIR graph filters are illustrated in Fig. 14. We observe that the graph dependent filter designs, i.e., \( \text{FIR-GDnA} \) and \( \text{FIR-GDL} \), achieve better relative error than the graph independent filter designs, i.e., \( \text{FIR-GIDN} \) and \( \text{FIR-GIDM} \). Furthermore, using the normalized adjacency matrix \( \mathbf{\bar{L}} \) as the shift operator reduces the total variation during the filtering process as shown in Fig. 14, which is important for the stability of the filter in practical implementations with finite numerics. Since the node variant graph filter design enables different filter orders in each node, it requires higher filter orders, thus higher
communication overhead, to reach a similar relative error over all nodes.

V. CONCLUSION AND FUTURE WORK

In this article, we propose a decentralized implementation of the online eigendecomposition algorithm for parallel tracking of all eigenvalues of a rank-one modified matrix. Our distributed algorithm is based on parallel averaging consensus protocols and local rational function approximations. Apart from the natural application of our distributed algorithm in the eigenvalue decomposition of the sample covariance matrix and the spectrum computation of the graph Laplacian, we utilize the property of the rank-one modification to perform DoA estimation and DoA tracking, as well as the eigenvalue adaptation of the graph Laplacian in evolving graphs and the graph dependent filter design. All the simulation results show that our decentralized solution of our distributed algorithm converges to the centralized solution at a reduced total communication cost compared to the algorithms facilitated with the distributed power method. Furthermore, the adapted eigenvalues of the graph Laplacian enable the improvement of the total convergence speed in various decentralized algorithms that are based on the decentralized averaging algorithms.

For future work, applying the rational function approximation approach to decentralized singular value decomposition for non-symmetric matrices is an interesting open problem and worth further investigation.

APPENDIX A

DEFLATION PROCESS WITH THE HOUSEHOLDER TRANSFORMATION

The rational function approximation approach to perform the eigenvalue decomposition in an online manner is based on the theorem that the eigenvalues of the rank-one update can be found by exploring the roots of a secular function, where we have assumed that the diagonal matrix does not have any repeated eigenvalues as well as that the rank-one update does not contain any zero elements. However, these two assumptions may not hold in practice, especially at the initialization stage where the diagonal matrix has multiple zeros. To overcome this issue, a deflation step is required before the rational function approximation is applied.

1) We first consider the case that the rank-one update \( z \) contains zero element, i.e., \( z_k = 0 \). In this case, the \( k \)-th row and column of the diagonal matrix \( \Lambda \) are unperturbed by the rank-one matrix \( \rho \vec{z} \vec{z}^H \), thus the eigenvalue \( \lambda_k \) of the rank-one update is equal to \( \lambda_k \). The remaining eigenvalues \( \lambda_j \) with \( j \neq k \) are the eigenvalues of \( \tilde{\Lambda} + \rho \vec{z} \vec{z}^H \), where the diagonal matrix \( \tilde{\Lambda} \) and the column vector \( \vec{z} \) are obtained by removing the \( k \)-th entry from the diagonal matrix \( \Lambda \) and the vector \( z \), respectively.

2) The other case can be reduced to the first case by means of a Householder matrix \( \mathbf{H} \), where the Householder matrix \( \mathbf{H} \) sets some entries of the vector \( z \) to be zero while the norm of \( z \) remains unchanged, i.e.,

\[
\mathbf{H} z = \| z \|_2 \mathbf{e}_1,
\]

where \( \mathbf{e}_1 \) is the first column of the identity matrix \( \mathbf{I} \). The Householder matrices in the real domain and complex domain are

\[
\mathbf{H}_R = \mathbf{I} - \frac{2}{\| \mathbf{v} \|^2} \mathbf{v} \mathbf{v}^T,
\]

and

\[
\mathbf{H}_C = \mathbf{I} - \left( I + \frac{\mathbf{z}^H \mathbf{v}}{\mathbf{v}^H \mathbf{v}} \right) \frac{\mathbf{v} \mathbf{v}^H}{\| \mathbf{v} \|^2},
\]

respectively [60], where \( \mathbf{v} = z - \| z \|_2 \mathbf{e}_1 \). The Householder matrix is unitary, i.e., \( \mathbf{H}_R^H \mathbf{H}_R = \mathbf{I} \). The eigenvalues \( \tilde{\Lambda} \) and the corresponding eigenvector \( \tilde{\mathbf{v}} \) of the rank-one update \( \mathbf{R} = \Lambda + \rho \vec{z} \vec{z}^H \) are related as

\[
\mathbf{V} \tilde{\mathbf{\Lambda}} \mathbf{V}^H = \Lambda + \rho \vec{z} \vec{z}^H.
\]

Multiplying (49) with \( \mathbf{H} \) and its Hermitian from the left and the right, respectively, leads to

\[
\mathbf{H} \mathbf{V} \tilde{\mathbf{\Lambda}} \mathbf{V}^H \mathbf{H}^H = \mathbf{H} (\Lambda + \rho \vec{z} \vec{z}^H) \mathbf{H}^H.
\]

Denote the eigenvalues and the eigenvectors of

\[
\tilde{\mathbf{R}} = \mathbf{H} (\Lambda + \rho \vec{z} \vec{z}^H) \mathbf{H}^H
\]

as \( \tilde{\Lambda} \) and \( \tilde{\mathbf{V}} \), respectively. Comparing (49) and (50), we conclude that the eigenvalues of \( \mathbf{R} \) and \( \tilde{\mathbf{R}} \) coincide, i.e.,

\[
\tilde{\Lambda} = \tilde{\Lambda},
\]

and their eigenvectors are related as

\[
\tilde{\mathbf{V}} = \mathbf{H} \mathbf{V}, \quad \mathbf{V} = \mathbf{H}^H \tilde{\mathbf{V}}.
\]

Considering a special case where all the eigenvalues are the same, i.e., \( \Lambda = \lambda \mathbf{I} \), the eigenvalues \( \tilde{\Lambda} \) of \( \tilde{\mathbf{R}} \) are obtained by performing the eigendecomposition of the following rank-one modification with a diagonal matrix

\[
\tilde{\mathbf{R}} = \mathbf{H} (\Lambda + \rho \vec{z} \vec{z}^H) \mathbf{H}^H = \Lambda + \rho \vec{z} \vec{z}^H,
\]

where \( \vec{z} = \mathbf{H} z = \| z \|_2 \mathbf{e}_1 \). A general case where only part of the eigenvalues are the same can be divided into several special cases with a smaller size of the diagonal matrix, the rank-one update vector, and the corresponding Householder matrix.

APPENDIX B

NORMALIZED ADJACENCY MATRIX

We first derive the low frequency and its associated eigenvector of the normalized adjacency matrix \( \tilde{\mathbf{L}} \) from the graph Laplacian \( \mathbf{L} \), whose low frequency is \( \lambda = 0 \) with the associated eigenvector \( \mathbf{1} \), i.e., \( \mathbf{L} \mathbf{1} = 0 \). Hence,

\[
\mathbf{D}^{-\frac{1}{2}} \mathbf{L} \mathbf{D}^{-\frac{1}{2}} \mathbf{D}^{-\frac{1}{2}} \mathbf{e}_1 = 0
\]

\[
(\mathbf{I} - \mathbf{D}^{-\frac{1}{2}} \mathbf{L} \mathbf{D}^{-\frac{1}{2}}) \mathbf{D} ^{-\frac{1}{2}} \mathbf{e}_1 = \mathbf{D} ^{-\frac{1}{2}} \mathbf{1}
\]

\[
\tilde{\mathbf{L}} \mathbf{D} ^{-\frac{1}{2}} \mathbf{e}_1 = \mathbf{D} ^{-\frac{1}{2}} \mathbf{1}.
\]
We can see that the low frequency is transformed to $\lambda_{low} = 1$, and the associated normalized eigenvector is $u_{low} = D^{-1/2}v_i$. We now introduce the pre-processing and post-processing for the FIR-GDNiA to achieve the average consensus. Decompose the shift operator as $L = UAU^H$. Then, from (30), (31) and (32) we have

$$y = \sum_{m=0}^{K} h_m \left( \sum_{n=1}^{N} \lambda_n \nu_n \nu_n^H \right) x$$

$$= \sum_{n=1}^{N} \tilde{h}(\lambda_n) \nu_n \nu_n^H x.$$  \hfill (56)

Thus, for the low pass graph filter, the filter output is

$$y_{low} = u_{low}^H x,$$

where the desired output is $y_{low} = \frac{1}{N} 1^T x$. Denote

$$V = \sqrt{\frac{N}{2}} D^{-\frac{1}{2}},$$

and define the pre-processing and the post-processing as

$$\tilde{x} = V x, \quad y = V^H \tilde{y},$$

respectively, where $\tilde{y} = u_{low}^H \tilde{x}$, we can show that

$$y = V^H u_{low} v_i^H V \tilde{x}$$

$$= \frac{1}{N} \tilde{D}_1 \frac{1}{2} D^{-\frac{1}{2}} \frac{1}{2} D^{-\frac{1}{2}} \frac{1}{2} D^{-\frac{1}{2}} \frac{1}{2} D^{-\frac{1}{2}} \tilde{x}$$

$$= \frac{1}{N} 1^T x.$$  \hfill (60)

Moreover, since the $i$-th node knows the $i$-th entry of $u_{low}$, i.e., $u_{low,i}$, the the local degree $d_i$, it can compute

$$\tilde{D}_1 \frac{1}{2} = \frac{\sqrt{d_i}}{|u_{low,i}|}.$$  \hfill (61)

If we assume that the network size $N$ is known, which can also be determined by the PS protocol distributively, and notice that the transformation matrix $V$ is hermitian and diagonal, we conclude that the pre-processing and the post-processing can be carried out distributively at each node in the network.
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