A large strain gradient-enhanced ductile damage model: finite element formulation, experiment and parameter identification
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Abstract A gradient-enhanced ductile damage model at finite strains is presented, and its parameters are identified so as to match the behaviour of DP800. Within the micromorphic framework, a multi-surface model coupling isotropic Lemaitre-type damage to von Mises plasticity with nonlinear isotropic hardening is developed. In analogy to the effective stress entering the yield criterion, an effective damage driving force—increasing with increasing plastic strains—entering the damage dissipation potential is proposed. After an outline of the basic model properties, the setup of the (micro)tensile experiment is discussed and the importance of including unloading for a parameter identification with a material model including damage is emphasised. Optimal parameters, based on an objective function including measured forces and the displacement field obtained from digital image correlation, are identified. The response of the proposed model is compared to a tensile experiment of a specimen with a different geometry as a first approach to validate the identified parameters.

Keywords Ductile damage · Gradient-enhanced formulation · Micromorphic model · Parameter identification · DIC measurements · Multi-surface formulation

1 Introduction

The design of metal forming processes requires increasingly more accurate models to predict material behaviour in order to use more of the forming capability of the material and to more accurately predict safety margins, ultimately saving costs and energy. To this end, the description of damage, particularly damage preceding failure, needs to be improved together with the development of predictive simulation tools and models, e.g. by means of a regularised continuum damage formulation coupled to finite plasticity.

The field of damage mechanics dates back to the original findings from Kachanov [22] and further development by Rabotnov [50], who proposed a single scalar damage variable to model the effects of creep damage. For many years, only isotropic damage was considered, which, however, is in contrast to the anisotropic nature of damage mechanisms. In order to capture anisotropic damage phenomena, a tensorial damage variable may be introduced [9,13,23,30]. Damage evolves with increased loading, and the form of anisotropy can change during loading. These changes may be captured by an approach which, by means of related mappings, introduces a fictitious undamaged configuration and which defines a tensorial damage variable, see [17,41–43]
amongst others. Research on anisotropic damage formulations is a continuously active area of research, see, e.g., [29,64], to name but a few.

While initially only creep damage was considered, the term damage has since been extended to many different physical mechanisms and phenomenological effects, see, e.g., [44] for an overview. The present contribution focuses on ductile damage in metallic materials, i.e. we consider damage effects under large plastic deformations such as decohesion of the inclusion matrix interface as well as growth and coalescence of microvoids. Ductile damage models can be divided into micromechanically motivated models and phenomenological damage models. The probably most prominent candidate from the first category is the model based on void volume fractions proposed by Gurson [20] and its extensions by Tvergaard and Needleman [60] as well as by Rousselier [52]. Many researchers have worked on and with these models, see, e.g., the recent contributions [12,66] and references cited therein. Phenomenological models are typically referred back to the 1 − d approach established by Lemaitre [31,32] and Krajcinovic [25] and are continuously further developed, see, e.g., [5,10,24,63]. A detailed literature review on ductile damage and fracture can be found in [8].

A well-known deficiency of damage models is the possible loss of ellipticity of the governing equations, which, in the context of finite elements, may lead to mesh-dependent results. To remedy mesh dependence, non-local damage theories have been proposed. The contributions by Bažant et al. [6,7] introduce a non-local damage variable which is defined as the integral value of an only pointwise-defined, local damage variable. However, non-local formulations based on gradients are more common to use. Theories incorporating strain gradients were established at an earlier stage, see, e.g., [14,48,59], but thereafter theories based on gradients of other variables, such as damage, were proposed [57,58]. Initially, the gradients of other variables were incorporated directly. However, this results in a cumbersome treatment of the Karush–Kuhn–Tucker conditions on global finite element level, e.g. by an active-set algorithm [34,35] or by nonlinear complementarity functions [19]. Gradient-enhanced or micromorphic theories [16,18] allow a more efficient implementation and were adopted in the field, see, e.g. [46,49,62,65]. Effort has been made to explore efficient implementations of gradient enhancement into commercial finite element tools [47,55]. A different approach to efficiently include gradients was published recently [21]. The gradient-enhanced theory was recently extended to incorporate non-constant regularisation parameters [45,61,65]; i.e. the gradient contribution in the free Helmholtz energy is weighted by a term dependent on history variables, e.g. the damage state itself. Another focus lies on the regularisation of anisotropic damage formulations, see, e.g., [1,29].

A major challenge for the simulation of production processes is the identification of suitable material parameters. A detailed description of the parameter identification process in combination with the finite element method is given in [38]. Parameter identification in combination with gradient damage models is first reported in [37], though without taking full-field measurements into account. Further information regarding parameter identification is summarised in the review contributions [4,39]. In recent years, [53] has worked on parameter identification for a local Lemaitre model including full-field data, but has tested the framework only with numerically perturbed simulation data. In [2], a GISSMO failure surface identification is performed using full-field measurements obtained via DIC (digital image correlation). Direct determination of the change in the elastic modulus—already identified as a suitable measure to quantify damage in [33]—during loading/unloading of DP800 is reported in [3].

Experimentally, damage mechanisms in DP800 were recently identified in [26] by means of algorithmic detection and categorisation of voids in large panorama images obtained by electron microscopy—a novel methodology validated against established methods in [27]. The authors primarily observed (brittle) martensite cracking at small plastic strains and a shift towards ductile mechanisms as the plastic strains increase. The dominating ductile mechanisms are void nucleation, e.g. in the form of phase boundary decohesion, and void plasticity. These mechanisms acting on the microscale will be considered in the phenomenological material model by means of their effects on the macroscale, i.e. the reduction in elastic stiffness and their influence on the evolution of damage and plasticity.

The modelling approach pursued within this contribution aims at an accurate prediction of damage and plasticity preceding macroscopic failure in order to establish a material model which can be used to simulate forming processes and which is able to quantify a safety margin. To this end, a finite strain formulation of gradient-enhanced ductile damage conceptually following the small-strain contribution [24] is adopted.

Introducing multiple damage functions—each damage function affects a different contribution in the constitutive model—together with the multi-surface formulation results in a very flexible model, capable of capturing rather brittle behaviour as well as very ductile behaviour. The influence of triaxiality and Lode parameter on damage evolution is implicitly taken into account by a split of the elastic energy into volumetric and isochoric parts, each multiplied with a different damage function. By controlling the damage parameters for the vol-
metric and isochoric contribution independently, damage evolution is driven by (stress) triaxiality. It has been shown that triaxiality is an important factor for driving pore growth, whereas the Lode parameter is connected to microcrack elongation [40,67]. Triaxiality and Lode parameter have been explicitly taken into account for damage evolution in the modelling of ductile fracture in [67].

The multi-surface approach pursued herein couples damage to plasticity in a typical manner by using an effective stress in the yield function, see, e.g., [28]. Therefore, plasticity can evolve even in highly damaged material states. The recently published model [11], which includes kinematic hardening, follows a conceptually similar multi-surface approach as established as this work proceeds. Analogous to the effective stress, a novel effective damage driving force is proposed. In order to facilitate damage evolution under high plastic strains—especially for low levels of hardening or already saturated hardening—the effective damage driving force increases with increasing plastic strains.

The applicability of the proposed material model to DP800 is shown by means of microtensile experiments on two geometrically different specimens from DP800 steel sheets. In order to be able to capture the degradation effect, the monotonous tensile loading of the specimens is interrupted multiple times for a full unloading. The experiment is observed by a camera, so that the full displacement field can be obtained from DIC. Experiments on one specimen geometry are used for parameter identification. The parameter identification approach incorporating full-field measurements chosen in this work is directly based on [51] and uses an objective function formulated in terms of the force and the displacement field. The experiments on the other specimen geometry are used to validate the identified parameter set.

The paper is organised as follows. Section 2 briefly summarises the balance equations and the finite element implementation. The continuous form of the constitutive material model is described in Sect. 3, and an algorithmic implementation is given thereafter. The basic properties of the material model are discussed in Sect. 4. The next section deals with parameter identification. It is split into the description of experiments, the corresponding set-up of the simulation, the choice of the objective function and the presentation of the identified material parameters. Section 6 deals with the validation, and finally, Sect. 7 summarises the contribution and points out future research directions.

1.1 Notation

Let \(a = a_1 e_i\) and \(b = b_1 e_j\) be vectors, \(C = C_{ij} e_i \otimes e_j\) and \(D = D_{ij} e_i \otimes e_j\) tensors of second order and \(E = E_{ijkl} e_i \otimes e_j \otimes e_k \otimes e_l\) a tensor of fourth order with \(\{e_i\}_{1,3}\) a fixed orthonormal basis. Then, the single contraction \(a = C \cdot b\) is given as \(a_i e_j = C_{ij} b_j e_i\) and the double contraction \(C = E : D\) is defined as \(C_{ij} e_i \otimes e_j = E_{ijkl} D_{kl} e_j \otimes e_j\). Furthermore, we define the non-standard dyadic products \(C \otimes D = C_{ij} D_{jk} e_i \otimes e_j \otimes e_k \otimes e_l\) and \(C \otimes D = C_{ij} D_{jl} e_i \otimes e_j \otimes e_l \otimes e_l\).

2 Governing equations

In this section, essential kinematic relations are briefly summarised and the gradient-enhanced continuum damage framework used is introduced. The governing balance equations are derived in line with the approach detailed in [62]. The section closes with a representation of a finite element formulation, the related discretisation and the linearisation for a solution with a Newton–Raphson scheme.

2.1 Kinematics

Let \(B_0\) be a domain in reference configuration with referential placement \(X \in B_0\). The motion is described by \(x = \varphi(X, t)\) mapping referential to spatial placements \(x \in B_t\) with \(t\) denoting time. Infinitesimal referential line elements \(dX\) are transformed to their spatial counterparts \(dx\) with the help of the deformation gradient, defined as

\[ F := \nabla_X \varphi. \tag{1} \]

Furthermore, referential and spatial infinitesimal volume elements \(dV\) and \(dv\) are related via the determinant of \(F\), i.e.

\[ dv = \det(F) \, dV = J \, dV, \tag{2} \]
whereas referential and spatial infinitesimal surface elements \( dA \) and \( da \), with their area unit normals \( N \) and \( n \), transform according to

\[ n \, da = \text{cof}(F) \cdot N \, dA = J \, F^{-1} \cdot N \, dA. \tag{3} \]

2.2 Local and non-local energy contributions

Following the approach of [16, 58, 62], an additional (global) field variable \( \phi(X, t) \) is introduced. This field variable \( \phi \) is coupled to the local damage state variable \( d \) in a penalty term and is henceforth denoted as non-local damage variable. The gradient enhancement of the model is achieved by only incorporating the gradient of the non-local damage variable, allowing us to solve the ensuing Karush–Kuhn–Tucker problem on a (local) material point level. Consequently, an additive split of the Helmholtz energy into a local part \( \Psi^{\text{loc}} \) and a non-local part \( \Psi^{\text{nl}} \) is assumed, i.e.

\[ \Psi(F, \phi, \nabla_X \phi, d, \mathcal{I}^p) = \Psi^{\text{loc}}(F, d, \mathcal{I}^p) + \Psi^{\text{nl}}(F, \phi, \nabla_X \phi, d, \mathcal{I}^p), \tag{4} \]

where \( \mathcal{I}^p \) is a set of internal state variables connected to the modelling of plasticity. The non-local part of the Helmholtz energy is specified by

\[ \Psi^{\text{nl}}(\phi, \nabla_X \phi, d) = \frac{c_d}{2} \| \nabla_X \phi \|^2 + \frac{\beta_d}{2} [\phi - d]^2, \tag{5} \]

where \( \beta_d \) is denoted as penalty parameter and where \( c_d \) is referred to as regularisation parameter in the following. As this work proceeds, \( c_d \) shall be considered to be constant. The particular choice of the non-local energy contribution is not unique, see Remark 1.

Remark 1 In general, one may introduce gradients of the micromorphic variable into the non-local energy contribution. For the damage model considered here, this is either the referential gradient \( \nabla_X \phi \) or its spatial counterpart \( \nabla_x \phi = \nabla_X \phi \cdot F^{-1} \). For a gradient-enhanced crystal plasticity model, the advantages and interpretation of gradients with respect to the reference configuration, the intermediate configuration and the current configuration are discussed in [36]. For the phenomenological damage model considered in the present work, where the damage variable cannot directly be related to any quantity on the microscale, an interpretation of the different gradient choices is not straightforward. Hence, the (constant) parameter \( c_d \) is denoted as regularisation parameter and not as classic characteristic length, even though it correlates with the width of the damage zone. In this contribution, the gradient with respect to the reference configuration is chosen (5), since for tensile loading one typically observes \( ||\nabla_X \phi|| > ||\nabla_x \phi|| \) and a stronger regularisation can be expected. Furthermore, the regularisation properties may be controlled more precisely by letting the regularisation parameter depend on the current and/or past state of deformation, i.e. \( c_d(F, \mathcal{I}^p, \ldots) \), as other researches proposed, see, e.g., [61, 65]. Due to the already quite numerous parameters which need to be identified in the subsequent parameter identification, the regularisation parameter shall be constant in this work.

2.3 Weak formulation

The total energy of the quasi-static system considered is described by the total potential energy, i.e.

\[ \Pi = \Pi_{\text{int}} + \Pi_{\text{ext}}, \tag{6} \]

split into internal and external contributions. The internal energy depends on the Helmholtz energy \( \Psi \) and is given by

\[ \Pi_{\text{int}} = \int_{B_0} \Psi \, dV. \tag{7} \]

Assuming that only deformation-independent (dead) loads act on the body, the external potential energy is defined by

\[ \Pi_{\text{ext}} = - \int_{B_0} B \cdot \phi \, dV - \int_{\partial B_0} T \cdot \phi \, dA, \tag{8} \]
with the (dead) body force $B$ and the (dead) traction forces $T$ acting on the surface $\partial B_0$. Following the postulate of minimum potential energy, i.e.

$$\delta \phi \Pi \overset{!}{=} 0,$$

(9)

$$\delta \phi \Pi \overset{!}{=} 0,$$

(10)

one obtains the governing system of equations in weak form as

$$\int_{B_0} \frac{\partial \Psi}{\partial F} : \nabla \delta \phi \, dV - \int_{B_0} B \cdot \delta \phi \, dV - \int_{\partial B_0} T \cdot \delta \phi \, dA \overset{!}{=} 0,$$

(11)

$$\int_{B_0} \frac{\partial \Psi}{\partial \nabla \phi} \cdot \nabla \delta \phi + \frac{\partial \Psi}{\partial \phi} \delta \phi \, dV \overset{!}{=} 0,$$

(12)

whereby homogeneous Neumann boundary conditions are assumed in (12).

2.4 Discretisation

The boundary value problem is discretised in time and space. Since the quasi-static problem shall not explicitly depend on time, the simulated time is only used to incrementally apply external loads. The actual time step is obtained as $t_{n+1} = t_n + \Delta t_n n$, where the time increment $\Delta t_n$ is not necessarily constant. In view of the discretisation in space, configuration $B_0$ is subdivided into $n_{\text{el}}$ finite elements so that

$$B_0 \approx B_0^h = \bigcup_{e=1}^{n_{\text{el}}} B_0^e.$$

(13)

To each element $e$, there are $n_{\phi}^e$ nodes attached which are referred to the deformation $\phi$ and, respectively, $n_{\phi}^e$ nodes which are referred to the non-local damage field $\phi$. The referential placements $X$ are interpolated with shape functions $N_A$ resulting in

$$X \approx X^h = \sum_{A=1}^{n_{\phi}^e} N_A X_A,$$

(14)

where $X_A$ is the referential placement at node $A$. Following an isoparametric concept ($N^X = N^\phi = N^\psi$) together with the Bubnov–Galerkin method, one obtains

$$\phi \approx \phi^h = \sum_{C=1}^{n_{\phi}^e} N_C^\phi \phi_C,$$

$$\delta \phi \approx \delta \phi^h = \sum_{A=1}^{n_{\phi}^e} N_A^\phi \delta \phi_A,$$

$$F \approx F^h = \sum_{C=1}^{n_{\phi}^e} N_C^\phi \otimes \nabla X N_C^\phi,$$

$$\nabla X \delta \phi \approx \nabla X \delta \phi^h = \sum_{A=1}^{n_{\phi}^e} \delta \phi_A \otimes \nabla X N_A^\phi,$$

$$\phi \approx \phi^h = \sum_{D=1}^{n_{\phi}^e} N_D^\phi \phi_D,$$

$$\delta \phi \approx \delta \phi^h = \sum_{B=1}^{n_{\phi}^e} N_B^\phi \delta \phi_B,$$

$$\nabla X \phi \approx \nabla X \phi^h = \sum_{D=1}^{n_{\phi}^e} \phi_D \nabla X N_D^\phi,$$

$$\nabla X \delta \phi \approx \nabla X \delta \phi^h = \sum_{B=1}^{n_{\phi}^e} \delta \phi_B \nabla X N_B^\phi.$$

(15)
Inserting the discretisation (15) into the weak forms (11) and (12) allows us to separate the nodal values from the test functions, and, together with the definitions of the internal and external forces

\[ f_{\text{int},A}^\phi = \int_{B^0} \frac{\partial \Psi}{\partial F} : \nabla X N_A^\phi \, dV, \]
\[ f_{\text{ext},A}^\phi = \int_{B^0} B^\phi N_A^\phi \, dV + \int_{\partial B^0} T^\phi N_A^\phi \, dA, \]
\[ f_{\text{int},B}^\phi = \int_{B^0} \frac{\partial \Psi}{\partial \nabla \phi} : \nabla X N_B^\phi + \frac{\partial \Psi}{\partial \phi} N_B^\phi \, dV, \]

the discretised weak forms result in

\[ r_{\text{e}A}^\phi = f_{\text{int},A}^\phi - f_{\text{ext},A}^\phi = 0, \]
\[ r_{\text{e}B}^\phi = f_{\text{int},B}^\phi = 0. \]

The occurring derivatives can be identified as the Piola stress tensor \( P \) and the nonlinear damage driving forces, i.e.

\[ P := \frac{\partial \Psi}{\partial F}, \quad Y := \frac{\partial \Psi}{\partial \nabla \phi}, \quad Y := \frac{\partial \Psi}{\partial \phi}. \]

2.5 Linearisation

The nonlinear equations (19) are solved with an iterative Newton–Raphson scheme. A Taylor series expansion at iteration step \( i + 1 \), neglecting further higher-order terms, yields

\[ r_{\text{e}A,i+1}^\phi = r_{\text{e}A,i}^\phi + \sum_{C=1}^{n_C} \frac{d r_{\text{e}A,i}}{d \phi_C} \cdot \Delta \phi_C + \sum_{D=1}^{n_D} \frac{d r_{\text{e}A,i}}{d \phi_D} \cdot \Delta \phi_D, \]
\[ r_{\text{e}B,i+1}^\phi = r_{\text{e}B,i}^\phi + \sum_{C=1}^{n_C} \frac{d r_{\text{e}B,i}}{d \phi_C} \cdot \Delta \phi_C + \sum_{D=1}^{n_D} \frac{d r_{\text{e}B,i}}{d \phi_D} \cdot \Delta \phi_D, \]

where \( \Delta \phi_C \) and \( \Delta \phi_D \) are the increments of the respective field. The total derivatives of the residuals are computed elementwise. Introducing the stiffness contributions

\[ K_{\phi A}^{\phi C} := \frac{d r_{\text{e}A,i}}{d \phi_C} = \int_{B^0} [I \otimes \nabla X N_A^\phi] : \frac{d P}{d F} \cdot \nabla X N_C^\phi \, dV, \]
\[ K_{\phi A}^{\phi D} := \frac{d r_{\text{e}A,i}}{d \phi_D} = \int_{B^0} [I \otimes \nabla X N_A^\phi] : \frac{d P}{d \phi} \cdot N_D^\phi \, dV, \]
\[ K_{\phi B}^{\phi A} := \frac{d r_{\text{e}B,i}}{d \phi_A} = \int_{B^0} N_B^\phi \frac{d Y}{d F} \cdot \nabla X N_C^\phi \, dV, \]
\[ K_{\phi B}^{\phi D} := \frac{d r_{\text{e}B,i}}{d \phi_D} = \int_{B^0} N_B^\phi \frac{d Y}{d \phi} \cdot N_D^\phi + \nabla X N_B^\phi \cdot \frac{d Y}{d \nabla \phi} \cdot \nabla X N_D^\phi \, dV, \]

with \( I \) being the second-order identity tensor, and aggregating all nodal quantities in the element quantities

\[ r_e = \begin{bmatrix} r_{\text{e}A}^\phi \\ r_{\text{e}B}^\phi \end{bmatrix}, \quad K_e = \begin{bmatrix} K_{\phi A}^{\phi C} & K_{\phi A}^{\phi D} \\ K_{\phi B}^{\phi A} & K_{\phi B}^{\phi D} \end{bmatrix}, \quad \Delta w_e = \begin{bmatrix} \Delta \phi_C \\ \Delta \phi_D \end{bmatrix}, \]
allows the assembly of the global residual, stiffness matrix and increments as
\[ r := \bigwedge_{e=1}^{n_e} r_e, \quad K := \bigwedge_{e=1}^{n_e} K_e, \quad \Delta w := \bigwedge_{e=1}^{n_e} \Delta w_e. \] (28)

Finally, one obtains the global linearised system
\[ K \cdot \Delta w = -r. \] (29)

3 A multi-surface ductile damage model

This section deals with the formulation of the material model. Adopting an additive split of the elasticity-related parts of the Helmholtz energy into volumetric and isochoric contributions entails, in combination with different damage functions, an implicit influence of stress triaxiality and Lode parameter on damage evolution. A multi-surface formulation shall be established including plastic and damage dissipation potentials which are based on effective driving forces. The damage driving force is thereby influenced by the plasticity-related state and vice versa. Moreover, associated evolution equations are derived and thereafter discretised in time. The algorithmic formulation of the material model is then presented. The Lagrange multiplier associated with plasticity can be obtained from a radial return scheme in principal stress space. Together with the Lagrange multiplier connected to damage, a two-surface problem arises which may be solved with an active-set algorithm.

3.1 Continuous formulation

Assuming a multiplicative split of the deformation gradient \( F = F^e \cdot F^p \), the elastic Finger tensor and its spectral decomposition are given by
\[ b^e = F^e \cdot [F^e]^{-1} = \sum_{i=1}^{3} [\lambda_i^e] n_i \otimes n_i. \] (30)
The logarithmic strains \( \varepsilon^e \) are defined as
\[ \varepsilon^e = \sum_{i=1}^{3} \varepsilon_i^e n_i \otimes n_i \quad \text{with} \quad \varepsilon_i^e := \ln(\lambda_i^e), \] (31)
and the volumetric and isochoric logarithmic strains are obtained as
\[ \varepsilon^{e,\text{vol}} := \sum_{i=1}^{3} \varepsilon_i^e, \quad \varepsilon^{e,\text{iso}} := \sum_{i=1}^{3} \left[ \varepsilon_i^e - \frac{1}{3} \varepsilon^{e,\text{vol}} \right] n_i \otimes n_i. \] (32)
The local part of the Helmholtz energy is split into a volumetric, an isochoric and a plastic contribution, to be specific
\[ \Psi^{\text{loc}}(\varepsilon^e, d, \alpha) = \Psi^{\text{vol}}(\varepsilon^e, d) + \Psi^{\text{iso}}(\varepsilon^e, d) + \Psi^p(\alpha) \]
\[ = \frac{K}{2} f^{\text{vol}}(d) \left[ \text{tr}(\varepsilon^e) \right]^2 + G f^{\text{iso}}(d) \varepsilon^{e,\text{iso}} : \varepsilon^{e,\text{iso}} + \frac{h}{n_p + 1} \alpha^{n_p + 1}, \] (33)
with compression and shear moduli \( K \) and \( G \). The hardening parameters are \( h \) and \( n_p \leq 1 \), see also Remark 2. The internal state variables \( I^p \) are assumed to be the plastic part of the deformation gradient \( F^p \) and the variable \( \alpha \) representing effects of proportional hardening. The dependence of the local Helmholtz energy on the total and plastic part of the deformation gradient is implicitly taken into account via the elastic logarithmic strains \( \varepsilon^e \). The so-called damage functions \( f^* \) degrade the effective elastic properties of the material for increasing values of the local damage variable \( d \), i.e.
\[ f^* : \mathbb{R}^+ \rightarrow [0, 1] \quad \text{with} \quad f^*(d) = \exp(-\eta \xi_\star d), \] (34)
where the parameter \( \eta \) influences the rate of degradation and where \( \xi_\star \) weights the influence on the different terms.\(^1\) The local damage variable \( d \) is only constrained to be nonnegative, but not constrained from the above

\(^1\) From the modelling point of view, it is sufficient to introduce a single parameter in the exponential function, i.e. \( \chi_\star = \eta \xi_\star \). In view of subsequent parameter identification, however, it is beneficial to split the parameter, see Sect. 5.4.
which is in contrast to classic $[1 - d]$ approaches and also advantageous for the algorithmic treatment as this work proceeds.

The dissipation inequality in local form is given by
\[ D = m^l : l - \dot{\Psi} \geq 0, \] (35)
with the material time derivative $\dot{\bullet} := \frac{\partial}{\partial t}$ and the spatial velocity gradient $l := \nabla_x \dot{\phi}$. Following the framework of standard dissipative materials, the driving forces $\mathcal{F} = \{ m^l, \beta, q \}$ include the (spatial) Mandel stresses, an isotropic hardening stress and a damage driving force, to be specific
\[ m^l := 2 \frac{\partial \Psi}{\partial b} \cdot \dot{b}, \] (36)
\[ \beta := -\frac{\partial \Psi}{\partial \alpha}, \] (37)
\[ q := -\frac{\partial \Psi}{\partial d}. \] (38)

Representation (36) requires isotropic elastic properties so that $m$ turns out to be symmetric. By inserting the driving forces into the dissipation inequality (35) and with the split of the spatial velocity gradient into an elastic and plastic part, $l = l^e + l^p$ with $l^p = F^e \cdot \dot{F}^p \cdot F^{-1}$, one obtains the reduced dissipation inequality
\[ D_{\text{red}} = m^l : l^p + \beta \dot{\alpha} + q \dot{d} \geq 0. \] (39)

A multi-surface formulation is proposed in order to determine the evolution of damage and plasticity. Therefore, damage can evolve independently from plasticity which is important for the regularisation framework, see [24]. Furthermore, it offers excellent flexibility in terms of obtaining a ductile or brittle response. The admissible domain for the driving forces $\mathcal{F}$ is the union of the admissible plastic and admissible damage domain, i.e.
\[ E := \{ \mathcal{F} \in \mathbb{R}^{6+1+1} | E^p \cup E^d \}. \] (40)

The admissible damage and plasticity domains are each governed by dissipation potentials $\Phi^d$ and $\Phi^p$, respectively, such that
\[ E^d = \{ q \in \mathbb{R} | \Phi^d \leq 0 \}, \] (41)
\[ E^p = \{ \{ m^l, \beta \} \in \mathbb{R}^{6+1} | \Phi^p \leq 0 \}. \] (42)

The dissipation potentials are formulated in terms of effective driving forces $m^{l}_{\text{eff}}$ and $q_{\text{eff}}$ in the form of
\[ m^{l}_{\text{eff}} := \frac{m^l}{f^{m}(d)}, \quad \text{and} \quad q_{\text{eff}} := \frac{q}{f^{q}(\alpha)}. \] (43)

The effective Mandel stresses $m^{l}_{\text{eff}}$ can be motivated by the postulate of strain equivalence, where the load-bearing cross section is reduced by the factor $f^{m}$ in the damaged state. In analogy to the effective Mandel stresses, the damage driving force $q$ is divided by a function dependent on the proportional hardening variable $\alpha$, see also Remark 2. For the plastic dissipation potential $\Phi^p$, a von Mises yield surface with isotropic hardening is assumed, i.e.
\[ \Phi^p(m^{l}_{\text{eff}}, \beta) = \| \text{dev}(m^{l}_{\text{eff}}) \| - \sqrt{\frac{2}{3}} \left[ \sigma_{y0} - \beta \right], \] (44)
with the initial yield stress $\sigma_{y0}$. The damage dissipation potential, given by
\[ \Phi^d(q, d) = q_{\text{eff}} - q_{\text{max}} \left[ 1 - f^{q}(d) \right]^{n_d}, \] (45)
compares the effective damage driving force $q_{\text{eff}}$ to a threshold value $q_{\text{max}}$ multiplied by a term that increases from zero to one with increasing local damage variable $d$ and that additionally depends on the parameter $n_d < 1$. The effects of this additional term are elaborated in Remark 4. Straightforward calculation of damage driving force $q$ results in an expression dependent on the elastic logarithmic strains. However, it is possible to transform $q$ into an expression dependent on stress triaxiality and equivalent stress, see Appendix A.1. Stress
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Triaxiality (and Lode parameter) has been identified as an important quantity driving damage evolution, see, e.g., [67] amongst others.

Associative evolution equations are obtained as

\[
\dot{I}^p = \lambda^p \frac{\partial \Phi^p}{\partial \mathbf{m}} = \lambda^p \frac{\mathbf{v}}{f^m(d)},
\]

(46)

\[
\dot{\alpha} = \lambda^p \frac{\partial \Phi^p}{\partial \beta} = \lambda^p \sqrt{\frac{2}{3}},
\]

(47)

\[
\dot{d} = \lambda^d \frac{\partial \Phi^d}{\partial q} = \frac{\lambda^d}{f^a(\alpha)},
\]

(48)

with two Lagrange multipliers \(\lambda^p\) and \(\lambda^d\). The underlying Karush–Kuhn–Tucker (KKT) conditions result in two sets of loading and unloading conditions,

\[
\Phi^p \leq 0 \quad \lambda^p \geq 0 \quad \Phi^p \lambda^p = 0,
\]

(49)

Based on (44), the flow direction of plastic deformation in (46) specifies to \(\mathbf{v} = \text{dev}(\mathbf{m}^t) / \| \text{dev}(\mathbf{m}^t) \|\).

Remark 2 The specific form of the plastic contribution in the Helmholtz energy (33) is a generalisation of linear isotropic hardening through the parameter \(n_p\), with \(n_p = 1\) together with (44, 47) corresponding to linear hardening. For \(n_p < 1\), the transition between the elastic and plastic stages (in the load–displacement diagram) becomes smooth, as is observed in dual-phase steels such as DP800 for which a parameter identification is carried out later on in Sect. 5. Other forms of nonlinear hardening, such as saturation-type hardening, can be considered but may have adverse side effects. To give an example, \(\eta_{def} = q\) and consideration of saturation-type hardening may lead to a state of quasi-perfect plasticity. At this state, no further damage may evolve, since the elastic strains remain constant. This motivated the introduction of the effective damage driving force, (43).

Remark 3 An alternative formulation can be obtained by multiplying plastic potential \(\Phi^p\) with damage function \(f^m(d)\). Instead of an effective stress measure entering the plastic potential, the current yield surface is shrunk with evolving damage. In a similar way, damage potential \(\Phi^d\) can be multiplied with hardening-dependent function \(f^a(\alpha)\), such that the current damage threshold is decreased by plastic hardening. For the model chosen here, with associated evolution equations, these modifications lead to the same effective material behaviour, but they may influence the numerical robustness. Formulating a model as described above allows a comparison with the (small-strain) crystal-plasticity model incorporating damage proposed in [54]. To this end, the here-proposed dissipation potentials governing evolution of damage and plasticity might alternatively be formulated as

\[
\hat{\Phi}^p = m^\text{eq} - \left[ \Gamma_a(\alpha) \right]^{n_p} \left[ f(d) \right]^\xi^m,
\]

(50)

\[
\hat{\Phi}^d = q - \left[ \Gamma_d(d) \right]^{n_d} \left[ f(\alpha) \right]^\xi^q.
\]

(51)

The potentials proposed in [54] are given by

\[
\overline{\Phi}^p = |\tau| - \left[ r_0 + g_\alpha(\alpha) + \beta A(d) \right],
\]

(52)

\[
\overline{\Phi}^d = |\sigma_a| - \left[ Y_0 + g_d(d) + \beta A(\alpha) \right],
\]

(53)

with constants \(r_0, Y_0\) and \(\beta\). The similar structure of (50, 51) and (52, 53) becomes obvious, with two main differences: firstly, the structure following [54] is additive, while the structure in this contribution is multiplicative—these differences are analogous to the additive and multiplicative decomposition of strains and deformation gradient, respectively. Secondly, the function \(A(\bullet)\) is monotonically increasing, while \(f(\bullet)\) is monotonically decreasing. This difference stems from the different damage formulations in the two models. The damage variable proposed in [54] can be interpreted as an inelastic strain-type contribution, whereas the damage variable in this contribution corresponds to a reduction in stiffness.
Remark 4 In the damage dissipation potential (45), the threshold value is weighted by the term \( [1 - f^q(d)]^{rd} \), which results in an initial \((d = 0)\) threshold value of zero. However, due to the exponential type of the term, the threshold value quickly increases. In the overall response, this results in a smooth transition into the damage region. Therefore, the numerical robustness is improved and a more controlled interplay of damage and plasticity is possible. Consequently, a response with higher ductility can be obtained. Alternatively, one may introduce a constant (initial) threshold value, since an immediate onset of damage is difficult to physically interpret. Other researchers have proposed terms with similar effect; e.g. [10] introduced the so-called damage hardening—comparable to proportional hardening for plasticity—in the context of crystal plasticity [54] suggested an internal Helmholtz energy with mixed contributions containing isotropic damage as well as proportional hardening, see also Remark 3.

3.2 Algorithmic formulation

The algorithmic treatment of the evolution equations requires a discretisation in time. The evolution equations for isotropic hardening (47) and isotropic damage (48) are discretised with an implicit backward Euler scheme. In order to fulfil the plastic incompressibility condition, \( \det(F^p) = 1 \), an implicit exponential integration scheme is applied for the integration related to the evolution of plastic deformation contributions. For the particular model chosen, this results in a radial return scheme. For better readability, the index \( n + 1 \), referring to the current time step \( t_{n+1} = t_n + \Delta t \), is omitted as this work proceeds and only quantities from the previous time step are indexed with \( n \). With the incremental Lagrange multipliers \( \Delta \lambda^p := \Delta t \lambda^p \) and \( \Delta \lambda^d := \Delta t \lambda^d \), the discretised evolution equations result in

\[
F^p = \exp \left( \Delta \lambda^p \frac{\tilde{v}}{f^m(d)} \right) \cdot F^p_n, \tag{54}
\]

\[
\alpha = \alpha_n + \sqrt{\frac{2}{3}} \Delta \lambda^p, \tag{55}
\]

\[
d = d_n + \frac{\Delta \lambda^d}{f^a(\alpha)}. \tag{56}
\]

The algorithmic update for the plastic deformation gradient \( F^p \) requires the return direction in the intermediate configuration \( \tilde{\nu} \), defined with the Mandel stresses in the intermediate configuration \( \tilde{\Psi} = [F^e]^i \cdot m^i \cdot [F^e]^{-1} \). Computing the deviatoric spatial Mandel stresses \( \text{dev}(m^i) = 2 \partial b^e \Psi^\text{iso} \cdot b^e = m^i,\text{iso} \) in spectral decomposition, i.e.

\[
m^i,\text{iso} = \sum_{i=1}^3 m^i,\text{iso} \odot n_i, \quad m^i,\text{iso} = 2 G f^\text{iso}(d) \varepsilon^e,\text{iso}, \tag{57}
\]

the spatial return direction can be identified as

\[
\nu = \sum_{i=1}^3 v_i n_i \odot n_i, \quad v_i = \frac{\varepsilon^e,\text{iso}}{\sqrt{\sum_{k=1}^3 [\varepsilon^e,\text{iso}]^2}}, \tag{58}
\]

where the principal directions \( n_i \) of the spatial stresses coincide with the principal directions of the elastic Finger tensor due to isotropic elasticity. The return direction \( \nu \) transforms in the same manner as the plastic velocity gradient \( \dot{F} \), i.e. \( \nu = F^e \cdot \tilde{\nu} \cdot F^e^{-1} \).

Let \( b^e,\text{tr} \) denote the trial elastic Finger tensor computed with the current deformation gradient \( F \) and the plastic deformation gradient of the previous time step \( F^p_n \) as

\[
b^e,\text{tr} = F \cdot F^p_{n-1} \cdot F^p_{n-1} \cdot F^t. \tag{59}
\]

For the particular model considered, the principal directions \( n_i \) coincide with the principal directions of the trial state \( n^e_i \). Consequently, the relation \( \nu = \nu^e \) holds, such that the computation of the updated Lagrange
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multipliers can be performed in principal stress space, i.e. only two scalar equations need to be solved. The update of the elastic Finger tensor can be written as

\[ \mathbf{b}^e = F^{e,ir} \cdot \exp \left( -2 \Delta \lambda^p \frac{\mathbf{\hat{v}}}{f_m(d)} \right) \cdot [F^{e,ir}]^t. \]  

(60)

A modified representation of the functions \( f^m(d) \) and \( f^\alpha(\alpha) \) in the form of

\[ \tilde{f}^m(d) = \frac{1 + \epsilon}{f^m(d) + \epsilon}, \]

\[ \tilde{f}^\alpha(\alpha) = \frac{1 + \epsilon}{f^\alpha(\alpha) + \epsilon}, \]

(61) (62)
is employed, where the perturbation parameter \( \epsilon > 0 \) is typically in the order of \( 10^{-3} \) to \( 10^{-5} \). The functions \( f^* \) and \( \tilde{f}^* \) relate inversely to each other. The main goal of the perturbation parameter is to stabilise the global Newton–Raphson scheme for the strongly coupled problem; i.e. damage evolution depends on plasticity evolution and vice versa. While in the converged state \( f^*(d) > a_c \epsilon \) with \( a_c \gg 1 \) holds, during the Newton–Raphson iterations \( 0 < f^*(d) < \epsilon \) may occur which may lead to divergence. Consequently, the perturbation parameter \( \epsilon \) has no visible influence on the response of the simulation.

3.2.1 Update of Lagrange multipliers in principal stress space

Several solution procedures exist in order to solve this multi-surface problem, cf. [24], the active-set strategy of which will be adopted here. To shorten the notation, \( \bullet \) is introduced as the n-tuple of eigenvalues of the tensor \( \bullet \) and the derivative of the damage functions with respect to the damage variable is abbreviated as

\[ f^* := \frac{\partial f^*}{\partial d}. \]  

(63)

Considering an elastic trial step, \( \Delta \lambda^p = \Delta \lambda^d = 0 \), both dissipation potentials are evaluated; see Table 1, step 4. If the KKT conditions (49) are fulfilled, the current step remains elastic and the update of internal variables and the computation of stresses and driving forces are straightforward. If any KKT condition is violated, the active-set algorithm starts. In fact, a simplistic algorithmic form of the active-set algorithm can be employed here since only two conditions need to be fulfilled. This reduces the maximum number of remaining cases to three: a) only plasticity evolves; b) only damage evolves; and c) damage and plasticity evolve.

Let the active set \( A \) be a subset of the total set \( T \) composed of the plastic and damage part, \( T = \{ p, d \} \). The initial active set in iteration \( k = 1 \) is determined by the values of the inelastic potentials, i.e. \( A_1 = \{ p \} \) if \( \Phi^{p,ir} > \Phi^{d,ir} \) and \( A_1 = \{ d \} \) otherwise. For the current active set \( A_k \), the corresponding Lagrange multipliers are solved subject to \( \Phi^p = 0 \) and/or \( \Phi^d = 0 \) using a Newton–Raphson scheme. Since the Newton–Raphson scheme for the cases where only damage or only plasticity is active requires the same quantities as in the case where both damage and plasticity evolve, only the latter case is detailed here. The Newton–Raphson scheme is set up with the unknowns \( \xi \), the residual \( r \) and the Jacobian \( J \) given by

\[ \xi = \begin{bmatrix} \Delta \lambda^p \\ \Delta \lambda^d \end{bmatrix}, \quad r = \begin{bmatrix} \Phi^p \\ \Phi^d \end{bmatrix}, \quad J = \begin{bmatrix} \frac{d \Phi^p}{d \Delta \lambda^p} & \frac{d \Phi^p}{d \Delta \lambda^d} \\ \frac{d \Phi^d}{d \Delta \lambda^p} & \frac{d \Phi^d}{d \Delta \lambda^d} \end{bmatrix}. \]  

(64)

In each iteration, the update of variables depending on Lagrange multipliers \( \xi \) is computed and the entries of the new residual are determined; see Table 2, step 3. The entries of Jacobian \( J \) are described in Appendix A.2. Each iteration is completed by updating the unknown Lagrange multipliers as

\[ \xi = \xi + \Delta \xi \quad \text{with} \quad \Delta \xi = -J^{-1} \cdot r. \]  

(65)

The Newton–Raphson scheme is deemed converged once \( \| \Delta \xi \| \) is smaller than a chosen tolerance. The active-set algorithm continues in the next iteration by updating the active set \( A_{k+1} = A_k \). First, the set with the smallest (negative) incremental Lagrange multiplier is removed and the multiplier reset to zero, i.e.

\[ A_k = A_k \setminus \{ j \}, \quad \Delta \lambda^j = 0, \quad \text{with} \quad \Delta \lambda^j = \min \{ \Delta \lambda^j \in A_{k-1} | \Delta \lambda^j < 0 \}. \]  

(66)
4. Evaluate trial potentials
finite element implementation chosen here and can be obtained from a transformation of the Mandel stresses.

5. Update internal variables

6. Compute stresses and driving forces

7. Compute tangent moduli

Table 1
Algorithmic outline for the ductile damage model

| Step | Description |
|------|-------------|
| 1 | Compute trial elastic finger tensor and spectral decomposition \( F_0 = F \cdot C_n^{p-1} \cdot F^t \) \( = \sum_{i=1}^3 \epsilon_{i}^{\text{tr}} \otimes n_i \otimes n_i \) \( = \epsilon_{i}^{\text{tr}} = \log(\lambda_{i}^{\text{tr}}) \) |
| 2 | Compute return direction \( \vec{v} = \| \hat{\epsilon}_{\text{iso},\text{tr}} \|^{-1} \hat{\epsilon}_{\text{iso},\text{tr}} \) |
| 3 | Initialise \( \Delta \lambda^p = \Delta \lambda^d = 0 \) |
| 4 | Evaluate trial potentials \( \Phi^{\varphi,\pi} = \| \hat{m}^{\text{tr},\text{iso}} \| \hat{f}^m (d_n) - \sqrt{\frac{2}{3}} (\sigma_0 + h \alpha^p_{\varphi}) \) \( \Phi^{d,\pi} = -\frac{1}{2} \bar{K} \hat{f}^{\text{vol}} (d_n) [\epsilon_{e,\text{vol}}^3]^2 + G \hat{f}_{\text{iso}} (d_n) \| \hat{\epsilon}_{\text{iso},\text{tr}} \|^2 + \beta_d [\phi - d_n] \hat{f}^t (a_n) - q_{\max} (1 - f^q (d_n))^p_d \) |
| 5 | If \( \Phi^{\varphi,\pi} > 0 \) or \( \Phi^{d,\pi} > 0 \): update Lagrange multipliers \( \rightarrow \) Table 2 |
| 6 | Update internal variables \( \alpha = \alpha_0 + \sqrt{\frac{2}{3}} \Delta \lambda^p \) \( d = d_n + \Delta \lambda^d \hat{f}^e (a) \) |
| 7 | Compute stresses and driving forces \( m^t = \sum_{i=1}^3 \epsilon_{i}^{\text{tr}} m_i n_i \otimes n_i \) \( m_j = \bar{K} \hat{f}^{\text{vol}} (d) \epsilon_{e,\text{vol}} + 2 G \hat{f}_{\text{iso}} (d) \epsilon_{e,\text{iso}} \) \( Y = \beta_d [\phi - d] \) \( Y = c_d \sqrt{\lambda} \phi \) |
| 8 | Compute tangent moduli \( \rightarrow \) Table 3 |

Secondly, the largest inactive constraint is added to the active set, i.e.

\[ A_k = A_k \cup \{ f \}, \quad \text{with} \quad \Phi^f = \max \{ \Phi^f \in T \setminus A_{k-1} \mid \Phi^f > 0 \}. \] (67)

If the active set did not change, i.e., \( A_{k+1} \) is identical to \( A_k \), the active-set algorithm is finished, otherwise an update for the Lagrange multipliers of the new active set \( A_{k+1} \) has to be determined.

3.2.2 Determination of stresses and stiffness contributions

With the updated Lagrange multipliers at hand, the update for the internal variables as well as the stresses and driving forces can be computed; see Table 1, steps 6 and 7. The Piola stress tensor \( P \) (20) is required for the finite element implementation chosen here and can be obtained from a transformation of the Mandel stresses as

\[ P = m^t \cdot F^{-t}. \] (68)

In the context of a finite element implementation, the total derivatives of the driving forces with respect to the field variables are required to be computed, see (23)-(26). Since a significant portion of the algorithm is computed in principal space, it is convenient to also split the derivatives into contributions computed in principal space and contributions computed in the Cartesian basis system. Following the algorithmic structure in [56], the spatial elasticity tensor \( e \) can be split into derivatives of the stress eigenvalues and the derivatives of the eigenvectors; see Table 3, step 1. The derivative of the stress eigenvalues with respect to the logarithmic strain eigenvalues is supplied in Appendix A.3. A transformation of the tangent operator contribution \( e \) yields the derivative of the Piola stresses with respect to the deformation gradient; see Table 3, step 2. All derivatives of the stresses and driving forces which are required for the finite element implementation are summarised in Table 3, and further derivatives are specified in Appendix A.3.

4 Basic model properties

This section illustrates the constitutive behaviour of the local ductile damage model by means of a homogeneous uniaxial deformation test. The influence of the material and model parameters is analysed in order to demonstrate basic model properties representing different material responses.
Table 2 Algorithmic update of the Lagrange multipliers

1. Initialise active-set algorithm \( k = 0 \), \( \mathcal{A}_0 = \{ \emptyset \} \), \( \Phi^p = \Phi^{p, tr} \), \( \Phi^d = \Phi^{d, tr} \).
2. Update active set \( \mathcal{A}_{k+1} = \mathcal{A}_k \)
   (a) Remove smallest active multiplier for which \( \phi^* \leq 0 \)
   (b) Add largest inactive constraint with \( \phi^* \geq 0 \)
   (c) If \( \mathcal{A}_{k+1} = \mathcal{A}_k \) exit Box
   (d) Set \( k = k + 1 \)
3. Update active Lagrange multiplier by Newton-Raphson scheme
   (a) Compute Jacobian \( J \), see “Appendix A.2”
   (b) Add largest inactive constraint with \( \phi^* \).
   \( \Delta \xi = -J^{-1} \cdot r \), \( \Delta \lambda^p = \Delta \lambda^p + \Delta \xi_1 \), \( \Delta \lambda^d = \Delta \lambda^d + \Delta \xi_2 \)
   (c) Compute update for variables
   \( \alpha = \alpha_0 + \sqrt{\frac{2}{d} \Delta \lambda^p} \)
   \( d = d_a + \Delta \lambda^d \pi^a \cdot \alpha \)
   \( \hat{\varepsilon}^{e, iso} = \hat{\varepsilon}^{e, iso, tr} - \Delta \lambda^d \hat{\pi}^T \cdot \hat{\pi} \) (d)
   (e) If \( p \in \mathcal{A}_k : r_i = \Phi^p = 2G f^{iso}(\hat{\pi} \cdot \hat{\pi}) \) \( - \sqrt{\frac{2}{d} (\sigma y_0 + h \alpha^{e, iso})} \)
   if \( d \in \mathcal{A}_k : r_i = \Phi^d = q \hat{\pi}^T (\alpha) - q_{\text{max}} [1 - f^{iso}(\hat{\pi} \cdot \hat{\pi})]
   (c) If \( \| \Delta \xi \| \geq \text{tol} \) go to 3. (a)

Table 3 Algorithmic computation of tangent contributions

1. Computation of tangent operator contribution \( \mathbf{e} \)
   \[ g_{ij} = \begin{cases} 
   -m_j & i = j \\
   m_i (\lambda_j^p)^2 - m_j (\lambda_i^p)^2 & \text{if } i \neq j \text{ and } \lambda_i \neq \lambda_j \\
   \frac{(\lambda_i^p)^2}{2} \frac{dm_i}{dx_i} - m_j & \text{if } i \neq j \text{ and } \lambda_i = \lambda_j 
   \end{cases} \]
   \( \mathbf{e} = \sum_{i=1}^{\mathbf{n}} \sum_{j=1}^{\mathbf{n}} g_{ij} [n_i \otimes n_j \otimes n_j \otimes n_j + g_{ij} [n_i \otimes n_j \otimes n_j \otimes n_j + n_i \otimes n_j \otimes n_j \otimes n_j] \]
2. Compute derivatives of \( F \) with respect to \( F \) and \( \phi \)
   \[ \frac{dF}{dF} = [I \otimes F^{-1}] : \mathbf{e} - F^{-1} \otimes \mathbf{F}^{-1} \cdot \mathbf{F}^{-1} \cdot \mathbf{F} \]
   \[ \frac{dF}{d\phi} = \frac{dm}{dx} F^{-1} \]
3. Compute derivatives of \( \mathbf{Y} \) with respect to \( F \) and \( \phi \)
   \[ \frac{dY}{dF} = \sum_{i=1}^{\mathbf{n}} \frac{dY}{dF} \frac{1}{2} \left[ n_i \otimes n_i \right] \cdot \left[ I \otimes F : C^{\text{vol}} F^{-1} + F : C^{\text{vol}} F^{-1} \otimes I \right] \]
   \[ \frac{dY}{d\phi} = \beta \left[ 1 - \frac{dm}{dx} \right] \]
4. Compute derivative of \( \nabla \phi \) with respect to \( \nabla \phi \)
   \[ \frac{d\nabla \phi}{d\nabla \phi} = c_d I \]

Derivatives not specified are provided in “Appendix A.3”

4.1 Homogeneous tension

An analysis of the implemented ductile damage model under homogeneous uniaxial tension loading is performed by prescribing a deformation in the form of

\[ F = \lambda_{\parallel} \mathbf{e} \otimes \mathbf{e} + \lambda_{\perp} \left[ I - \mathbf{e} \otimes \mathbf{e} \right], \]

with \( \| \mathbf{e} \| = 1 \) and where the stretch \( \lambda_{\perp} \) develops such that the stress is uniaxial in the direction of \( \mathbf{e} \), i.e. \( \mathbf{P} = P_{\parallel} \mathbf{e} \otimes \mathbf{e} \).

The applied deformation is not increasing monotonically but rather it is interrupted at stretch values of 1.1, 1.15 and 1.2 to simulate unloading behaviour. The exact load curve \( \lambda_{\parallel}(t) \) is depicted in Fig. 1.

The influence of individual parameters is demonstrated by comparing the simulation responses of a reference parameter set with responses where the studied parameter is increased and decreased. For the reference
Fig. 1 Evolution of the prescribed stretch $\lambda_\parallel$ over time $t$. The reduction in the stretch $\lambda_\parallel$ at values 1.1, 1.15 and 1.2 results in a deformation-controlled unloading.

Table 4 List of material parameters for the homogeneous tension test

| Symbol | Description            | Value | Reference | Lower  | Higher  | Unit   |
|--------|------------------------|-------|-----------|--------|---------|--------|
| $E$    | Young’s modulus        | 208.0 | –         | –      | –       | GPa    |
| $\nu$  | Poisson’s ratio        | 0.3   | –         | –      | –       | –      |
| $\sigma_{y0}$ | Yield stress | 250.0 | 100.0    | 400.0  | –       | MPa    |
| $h$    | Hardening modulus      | 1300.0| 1000.0    | 2000.0 | –       | MPa    |
| $n_p$  | Hardening exponent     | 0.25  | 0.15      | 0.35   | –       | –      |
| $q_{max}$ | Damage threshold | 0.2   | 0.15      | 0.25   | –       | MPa    |
| $n_d$  | Damage exponent        | 2/3   | –         | –      | –       | –      |
| $\eta$ | Damage rate factor     | 0.1   | 0.05      | 0.15   | –       | –      |
| $\xi_{vol}$ | Volumetric damage factor | 1.0 | –         | –      | –       | –      |
| $\xi_{iso}$ | Isochoric damage factor | 1.0 | 0.5       | 1.5    | –       | –      |
| $\xi_{q}$ | Threshold factor       | 10.0  | 5.0       | 20.0   | –       | –      |
| $\xi_{m}$ | Effective stress factor | 1.0 | 0.5       | 1.5    | –       | –      |
| $\eta_\alpha$ | Coupling factor   | 2.5   | 0.0       | 5.0    | –       | –      |

The third column contains the reference set, and the subsequent columns list the decreased and increased values of each parameter set, the material parameters are adopted from an early stage of parameter identification, see Sect. 5, and resemble the typical response of a ductile steel, see Table 4.

The variations in two parameters each are grouped together, and the response is illustrated in three figures (Figs. 2, 3 and 4), each depicting the stress–stretch response, the evolution of proportional hardening $\alpha$ and the evolution of the isotropic damage variable $d$. The stress–stretch response can be divided into three stages—the (very small) first stage shows an elastic response, the second stage is dominated by plastic behaviour and in the last stage degradation of the material takes place. For all parameter combinations (apart from one), plasticity and damage both continue to evolve throughout the subsequent loading. Although the plastic parameters—yield stress $\sigma_{y0}$, hardening modulus $h$ and hardening exponent $n_p$—are common in the literature and have been extensively studied, the variation thereof is included here in order to demonstrate the non-intuitive influence upon the damage evolution. Increasing the yield stress (Fig. 2a, green line), hardening modulus (Fig. 2b, green line) and decreasing the hardening exponent (Fig. 3b, red line) all lead to slower evolution of plasticity and to a larger maximum of the elastic strains. Consequently, the stress is higher in the plasticity-dominated stage. However, this also leads to an increased damage driving force and accelerates the evolution of damage—a smaller plasticity-dominated stage is observed compared to the reference, and a more pronounced decline in stress is observed in the last stage. The opposite effect, i.e. plasticity evolves more strongly and the decline in stress is less pronounced, is observed if these parameters are varied such that plasticity evolves more.

Variation in the damage threshold $q_{max}$ (Fig. 2a) and the damage rate factor $\eta$ (Fig. 2b) leads to expected results. A higher threshold value and/or lower damage rate factor yields stiffer responses with less evolution of damage and more evolution of plasticity. Vice versa, stresses are lower and less plasticity evolution is
observed. For a higher damage rate factor, damage accumulation is not necessarily higher compared to the reference set. Since the stiffness is influenced by a product of damage rate factor $\eta$ and damage variable $d$, however, the overall degradation of the elastic properties is higher. A much more diverse response is obtained by varying the damage influence factors $\xi_\bullet$ (Fig. 3). While the influence factor on the isochoric elastic energy $\xi_{\text{iso}}$ (Fig. 3a) exhibits a similar behaviour to the damage rate factor $\eta$ (Fig. 2b), the influence factor for the effective stress $\xi_m$ (Fig. 3a) has a significant impact on the overall response. Increasing the factor leads to a
Fig. 3 Stress–stretch diagrams a and b, proportional hardening–stretch diagrams c and d and damage–stretch diagrams e and f. Influence of the isochoric damage factor $\xi_{iso}$ and the effective stress factor $\xi_{m}$ a, c and e as well as the hardening exponent $n_p$ and the damage threshold factor $\xi_q$ b, d and f on the material response under homogeneous tension.

slightly stiffer response (cyan line). However, a decrease (orange line) leads to an abrupt drop in the stress response. At some point, the yield limit is higher than the effective stress, and evolution of plasticity stops. Instead, damage evolution strongly increases reaching a value ten times above the reference parameter set. The reason lies in the lower influence factor $\xi_m$, which results in an insufficient compensation of damage in the effective stress. The influence factor in the damage potential $\xi_q$ (Fig. 3b) mainly affects the transition from the plasticity-dominated stage into the final stage. At some point, the stress response and the accumulated damage coincide and the equivalent plastic strains only differ by a small amount. Figure 4 demonstrates the effect of
the coupling factor $\eta_\alpha$. Increasing the parameter $\eta_\alpha$ leads, as expected, to an increased evolution of damage, especially in the later stages of loading where plasticity has already been accumulated.

5 Parameter identification

The previously described ductile damage model shall now be employed to predict the behaviour of DP800 steel. To this end, a parameter identification is necessary, i.e. a numerical optimisation scheme. At this stage, a simplex algorithm is carried out to determine (optimal) parameters in terms of an objective function which evaluates how well simulation results and experimental data match based on a least squares criterion. This section describes how the required experimental data are obtained and how simulation and objective function are set up and gives details on the parameter identification approach.

5.1 Experimental data

For the parameter identification process, a tensile specimen of type A, see Fig. 5a, is chosen and subjected to tensile loading with three unloading stages. The specimens are cut with a water jet from DP800 sheets with a thickness of 1.5 mm. In the tensile experiment, loading is applied by controlling the traverse displacement, see Fig. 6a. The experiment is captured by a camera, see Fig. 7a, which enables a determination of the inhomogeneous displacement field in a post-processing step. In addition, the camera is simultaneously used as an optical extensometer during the experiment, which allows a real-time measurement of the displacements $u_\parallel$ in tensile direction and $u_\perp$ perpendicular to the tensile direction in the centre of the specimen. The optical
Fig. 5 Geometries of specimens A and B with dimensions. The actual specimens are measured optically revealing an average minimum width of $B = 3.85 \text{ mm}$ and an average radius of $R = 39.4 \text{ mm}$ for specimens of type A. The optical measurements of specimens of type B yield $D = 4.32 \text{ mm}$ for the diameter of the hole and $W = 7.8 \text{ mm}$ for the width.

Fig. 6 a Loading path for testing of specimen A in terms of traverse displacement $u_T$. b Load–displacement diagram of the tensile tests of specimen A. Measured force $F$ in N over optically measured displacement $u_\parallel$ in tensile direction in mm.

extensometer measures the average displacement on the edges of a 10 mm by 2.6 mm rectangle, which is positioned at the centre of the specimen and which has its longer side aligned with the tensile direction. The force is measured by a 10 kN load cell. All experiments were carried out with a micro-tensile machine from Kammrath & Weß supporting a maximum load of 10 kN. DIC (digital image correlation) is performed by means of the software Veddac 7.

Figure 6b exhibits the load–displacement response of the tested specimens of type A. Overall, a response typical for dual-phase steels can be observed. The initially elastic behaviour smoothly transitions into a regime dominated by plasticity, before damage effects lead to softening and finally to failure. For seven different tests, the responses mostly coincide except that failure occurs at slightly different displacement–load levels. The point of unloading occurs at different optically measured displacements $u$ between the different specimens. The reason is that unloading is controlled by the traverse displacement $u_T$ and that the optically measured displacements (strongly) depend on the evolution of inelastic effects. The unloading response is important in order to be able to quantify the degradation of the elastic properties.

A degradation of elastic stiffness is measurable by using DIC. Consider only a narrow region in the centre of the specimen with initial length $l_0 = 800 \mu\text{m}$, see Fig. 7b. Let $l$ denote the current length, $l_i$ the length of the region in fully unloaded state after $i$th reloading, $A$ the current cross section and $F$ the current force; then,

$$\tilde{E}_i := \frac{F}{A} \frac{l}{l - l_i}$$

is a measure of the elastic stiffness during the $i$th reloading step. Since elastic strains are small compared to the plastic strains at the points considered for stiffness determination, the current cross section $A$ is assumed to only depend on plastic strains. Thus, it is also reasonable to assume volume constancy, which renders the current cross section at the $i$th unloading point to be $A_i = A_0 l_0 / l_i$. The result of the elastic stiffness analysis is depicted in Fig. 8. Both the average over all specimens and the values for specimen A04 show a monotonous decline in elastic stiffness. However, the measurement is not very reliable, as the large error bars indicate, and may only be used for qualitative conclusions.
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Fig. 7  
(a) Image of the microtensile machine from Kammrath and Weiß placed beneath the DIC camera.  
(b) Image of specimen A04 before testing taken from the DIC camera. Red lines indicate the region with 800 μm width for which the degradation of elastic stiffness is determined.

Fig. 8  
(a) Load–displacement diagram for specimen A04. Displacement \( u_{800} \) is determined from the region with 800 μm width marked in Fig. 7b. The red lines indicate the determined stiffness.  
(b) Degradation of stiffness over (re-)loading steps in terms of normalised stiffness. The blue line corresponds to the stiffness determined for specimen A04, while the red line (with error bars) is the average of specimens A01–A07.
5.2 Simulation set-up

In order to successfully identify material parameters, it is vital to simulate the experiment as accurately as possible, whereby the specimen geometry and boundary conditions are of key importance. Boundary conditions can be applied most accurately by directly prescribing measured quantities, i.e. either the measured total reaction force or the displacement measured by the optical extensometer. Due to the underlying softening in the model, displacement-controlled loading is advantageous in order to be able to compute a response for too soft parameter combinations. Since the optical extensometer measures over a length of 10 mm in the centre of specimen, it is most convenient to restrict the simulation to this domain. Furthermore, to keep the numerical effort at a minimum, symmetry is used so that only a section measuring 5 mm needs to be discretised, see Fig. 9a. This domain is discretised with 4000 8-noded brick elements, enhanced by the so-called F-bar method [15], with three displacement degrees of freedom and one non-local damage degree of freedom at each node. Displacement field and non-local damage field are linearly interpolated.

The specimens are measured optically revealing an average minimum width of 3.85 mm and an average radius of 39.4 mm resulting in an initial cross section of $A_0 = 5.755 \text{ mm}^2$, see Fig. 5a. The deviations from these average dimensions between different specimens are small ($< 20 \mu\text{m}$ for the width). These measured dimensions are the basis for the discretised geometry.

5.3 Objective function

The implementation of the parameter identification closely follows the work in [51]. The goal of the objective function $g$ is to quantify the difference between the response of the simulation and the physical specimen during the experiment. To this end, an objective function incorporating the reaction force and the displacement field is set up as

$$g = w_F g_F(F^\text{exp}(t), F^\text{sim}(t)) + w_{\Delta u} g_{\Delta u}(\Delta u^\text{exp}(X, t), \Delta u^\text{sim}(X, t)),$$  

(71)

$$g_F = \sum_t w_t \left( F^\text{exp} - F^\text{sim} \right)^2, \quad g_{\Delta u} = \sum_t \frac{w_t}{n_{\text{np}}} \sum_i \| \Delta u^\text{exp}_i - \Delta u^\text{sim}_i \|^2,$$  

(72)

where $w_*$ are weighting factors and where $w_t = 1$ is chosen. The reaction force is taken into account by the difference between the total measured reaction force of the experiment $F^\text{exp}$ and the total reaction force of the simulation $F^\text{sim}$ in every time step. Directly comparing the displacement fields has the drawback of inherent rigid body motions in the measured displacement field. Thus, instead of using the displacement field directly,
a strain-like quantity is employed for the evaluation of the objective function. By dividing the difference in the displacement of two neighbouring measurement points by their distance, a simple strain-like quantity \( \Delta u \) is obtained, which is less sensitive to rigid body motions, cf. [51]. Since the displacement field in the experiment is evaluated at different measurement points than the finite element nodes of the simulation, it is necessary to interpolate the measured displacement field to the finite element nodes—a linear interpolation in time and space is performed.

5.4 Identified parameters

Immediately starting with the identification of all 15 parameters in the model at once requires a high numerical effort, since even an educated guess for the starting parameters may be significantly far from a numerical optimum. In addition, with this amount of parameters, the chosen experiment could possibly not yield enough information to uniquely identify all parameters. Before even beginning the identification process, some parameters can be excluded and can instead be arbitrarily set or determined manually. The penalty parameter \( \beta_d \) is kept constant as it just needs to be large enough in order to guarantee that the non-local damage variable \( d \) matches the local damage variable \( d \). If the penalty parameter \( \beta_d \) is chosen to be too large, numerical instabilities may arise. Previous studies have shown \( \beta_d = 500 \text{ MPa} \) to be sufficient, see also Fig. 18b.

The influence factors \( \xi \), have been introduced in addition to the damage rate factor \( \eta \) in order to be able to bound the difference between the different factors in the exponential damage functions, i.e. the influence factors are bounded by 0.05 < \( \xi \) < 20.0. Therefore, numerically unstable parameter combinations can be excluded from the optimisation process. The influence factor \( \xi_{\text{vol}} \) is chosen as \( \xi_{\text{vol}} = 1 \) to prevent ambiguity between \( \eta \) and \( \xi_{\text{vol}} \). The damage exponent \( n_d \) has a similar influence as does \( \xi_q \), so that \( n_d = 0.6667 \) is chosen.

For the identification of the remaining 12 parameters, the numerical effort can be considerably reduced by splitting the problem into smaller subproblems. In this case, the distinction can be used between the elastic, plastic and damage stages in the response of the experiment in order to identify only the elastic, plastic or damage parameters, respectively. Since both plastic and damage stages are influenced by damage and plastic parameters, a final optimisation identifying plastic and damage parameters at once is carried out, where the parameters identified in the subproblems are chosen as starting values.

The elastic properties \( E \) and \( v \) can be determined directly from measurements. The Young’s modulus \( E \) is calculated with the help of measured forces and optically measured displacements in tension direction as well as with geometry information, whereas the Poisson ratio \( v \) is calculated with the ratio of the strains in the plane. Relations \( K = E/[3 (1 - 2v)] \) and \( G = E/[2 (1 + v)] \) result in \( K = 118.97 \text{ GPa} \) and \( G = 85.54 \text{ GPa} \).

The plastic stage is assumed to end at \( t = 900 \text{ s} \) before the first unloading starts. At this early stage of loading, the damage portion barely has an influence and it is possible to identify a very good estimate, as exhibited by Fig. 10a, of the initial yield stress \( \sigma_0 \), the hardening modulus \( h \) and the hardening exponent \( n_p \). A table with the results from this and the following preliminary parameter identifications can be found in Appendix A.4. Since the plastic parameter identification includes a response free of softening, the loading in the underlying simulation can be controlled by force. By prescribing the experimentally measured force as boundary condition, only relative displacements in the objective function need to be taken into account, i.e. \( w_F = 0 \) and \( w_{\Delta u} = 1 \). In other words, the force contribution in the goal function \( g_F \) is exactly satisfied.

On the basis of the identified plastic parameters, a parameter identification of only the most influential damage parameters (damage threshold \( q_{\text{max}} \), damage rate factor \( \eta \), effective stress factor \( \xi_{\text{em}} \) and regularisation parameter \( c_d \)) is carried out, see Fig. 10a for the corresponding load–displacement responses. Simulating the damage regime entails the inclusion of softening effects, and it is therefore beneficial to run the simulation controlled by displacement. Consequently, the objective function needs to take the force into account. In order to similarly weight the influence of displacement and force, both weights \( w_F \) and \( w_{\Delta u} \) are chosen such that the error in the objective function is scaled to have the unit of stress squared. To this end, the force is divided by cross section squared, and the relative displacements (strain-like quantities) are multiplied by Young’s modulus squared, i.e. \( w_F = [4/A_0]^2 \) and \( w_{\Delta u} = 0.7 E^2 \). The factor 4 in \( w_F \) is present due to symmetry, and the factor 0.7 in \( w_{\Delta u} \) has been determined empirically as yielding a subjectively good balance between matching force and displacement response simultaneously. These weighting factors are used in all following identifications.

Using the preliminary parameters as starting values, an identification (PI1) where all 12 parameters are to be determined by the simplex algorithm yields, after some restarts of the simplex, a good match with the experimental response, see Fig. 10. Based on this identification, other identifications with perturbed starting values are set up. (Most notable identifications are listed in Appendix A.5.) One of these identifications
Fig. 10 Load–displacement diagram of the simulation response of selected parameter sets and experimental data. The experimental response is displayed as a blue continuous line and the identifications by means of square, X and circle. a Responses of the preliminary identifications compared to experiment A03. b Responses of the final identifications PI1 and PI4b compared to experiment A07.

Table 5 List of identified material parameters for DP800 steel sheets

|                | PI1Start | Optimised | PI4bStart | Optimised |
|----------------|----------|-----------|-----------|-----------|
| Rel. tot. obj. | 100.00%  | 99.68%    |           |           |
| % Force obj.   | 31.29%   | 29.94%    |           |           |
| $E$ GPa        | 207.00   | 207.00    | 425.00    | 478.71    |
| $v$            | 0.21     | 0.21      | 0.21      | 0.21      |
| $\sigma_{y0}$ MPa | 250.00 | 248.59    | 425.00    | 478.71    |
| $d$ MPa        | 1700.00  | 1705.64   | 39900.00  | 40771.87  |
| $n_p$ MPa      | 0.2500   | 0.2654    | 0.8800    | 0.8920    |
| $\eta$         | 0.6667   | 0.6667    | 4.9551    | 4.9551    |
| $\xi_{vol}$    | 1.0000   | 1.0000    |           |           |
| $\xi_{iso}$    | 0.5000   | 0.5861    | 0.6000    | 0.5545    |
| $\xi_q$        | 1.0000   | 0.8100    | 1.0400    | 1.0030    |
| $\xi_m$        | 0.6000   | 0.6163    | 3.8700    | 3.6116    |
| $\eta_u$       | 0.0000   | 0.0000    | 0.0400    | 0.0026    |
| $c_d$ N        | 0.4000   | 0.5400    | 443.0000  | 379.1240  |
| $\beta$ MPa    | 500.00   | 500.00    |           |           |

Main parameter identification with different starting values—PI1: starting values from intermediate identification results, PI4b: highly perturbed starting values

(PI4b) stands out from the others—the total objective function value is slightly lower when compared to PI1 but the identified parameters differ considerably, see Table 5. In particular, the regularisation parameter $c_d$ is magnitudes higher in PI4b than in PI1, and damage threshold $q_{\text{max}}$ and damage rate factor $\eta$ also take much higher values. However, the effective stiffness degradation of both parameter sets is in fact very similar since the maximum value of the damage variable in the last load increment is much higher for PI1 ($d_{\text{PI1}} = 2.8$, $\exp(-\eta_{\text{PI1}} d_{\text{PI1}}) = 0.646$) than for PI4b ($d_{\text{PI4b}} = 0.092$, $\exp(-\eta_{\text{PI4b}} d_{\text{PI4b}}) = 0.634$). In the load–displacement diagram, Fig. 10, as well as in the contour plot of the damage function $f_{\text{vol}}(d)$, Fig. 13, the responses of both parameter sets are very similar, albeit distinguishable. A closer look at the error in relative displacement, as depicted in Figs. 11 and 12, reveals no visible differences between both parameter sets. The relative displacements of the simulation match the experimentally determined relative displacement quite well for roughly the first 2500 s of loading. Thereafter, relative displacements are higher in the simulation compared to the experimentally determined counterpart.

From the identification point of view, i.e. considering the objective function, the parameter sets of PI1 and PI4b seem to match the experimental response equally well. However, several problems arise. Even if both parameter sets resulted in identical responses for the current boundary value problem, they would not (necessarily) result in identical responses of the material model for arbitrary boundary value problems; i.e.
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Fig. 11 Depiction of the relative displacement $\Delta u$ of the first identified parameter set P1. Contour plot of the squared absolute error of the relative displacement, i.e. objective function $g_{\Delta u}$, see (71), at each node at $t = 3520$ s (left) and comparison of the evolution of the experimental and simulated relative displacements in x- and y-direction over time (right) for nodes P1, P2 and P3.

Fig. 12 Depiction of the relative displacement $\Delta u$ of the last identified parameter set P4b. Contour plot of the squared absolute error of the relative displacement, i.e. objective function $g_{\Delta u}$, see (71), at each node at $t = 3520$ s (left) and comparison of the evolution of the experimental and simulated relative displacements in x- and y-direction over time (right) for nodes P1, P2 and P3.

Further experimental data, ideally experiments which activate different deformations modes, need to be taken into account in the future. Another problem stems from the correlation between parameters, e.g. between the parameters $\eta$ and $c_d$. Damage variable $d$ always appears in combination with the parameter $\eta$ with the exception of the contribution of the gradient of non-local damage variable $\phi$. In fact, the quotient $c_d/\eta^2$ yields approximately 22 for P1 and 15 for P4b—in contrast to the regularisation parameter $c_d$ having the values 0.54 and 379, suggesting a high correlation between both parameters. Further problems lie in the consideration of damage during parameter identification. Damage can only be distinguished from plasticity by means of elastic stiffness degradation in this framework, e.g. by elastic unloading. In the herein-considered experiment, damage is only implicitly taken into account via force and displacement measurements during unloading. It might be possible that different weighting of unloading and loading in the objective function—by choosing $w_t$ accordingly — yields a parameter set which is able to predict the response of DP800 (or any other material) more precisely. An even more complex problem is the identifiability of the regularisation parameter $c_d$, since further experiments, especially with specimens of much larger or smaller dimensions, are required. In spite of these open problems, the next section is a first approach to the validation of the parameter sets identified in this section.
Fig. 13 Contour plot of the damage function value $f^{vol}(d)$ on the undeformed configuration after the last load increment ($t = 3730$ s). Comparison between the two identified parameter sets: a PI1 and b PI4b.

Fig. 14 Load–displacement diagrams with force in N over displacement in tensile direction in µm. On the left side, experimental response of the tensile test of specimen B01 and the simulation response with parameters of PI1 and PI4b are displayed. The experimental response is displayed as a blue continuous line and the identifications by red squares and green x. The right load–displacement diagram shows the mesh dependence ($c_d = 0.0$ N, red) and independence ($c_d = 0.54$ N, blue) for parameter set PI1 by means of three different discretisations with 920, 3680 and 14720 elements. The zoom-in shows more clearly the difference in the responses for the different discretisations. The premature end of the simulations due to divergence is marked with a red ‘x’.

6 Towards validation

With two—apparently equally well fitting—parameter sets having been identified, cf. Table 5, the validation reveals the prediction capability of the material model together with the identified parameters. To this end, a second experiment is considered, featuring a tensile specimen with a hole (specimen B, see Fig. 5), see also Remark 5.

The tensile test is performed in the same way and with the same set-up as the tensile test of the notched tensile specimen (type A), as described in Sect. 5.1. The comparison of the experimental response with the simulation response reveals clearly visible differences between the responses of both parameter sets in the load–displacement diagram, see Fig. 14. Parameter set PI1 (red squares) shows overall good agreement with the experimental response, as the force is slightly underestimated in the beginning of the plastic stage. The other parameter set, PI4b (green x), overestimates the force response in the inelastic stage but is able to predict the unloading behaviour as well as parameter set PI1.

The comparison of the relative displacements confirms a better match between experimental and simulation responses for parameter set PI1, see Fig. 15, than for parameter set PI4b, see Fig. 16. The contour plots showing the squared error of relative displacement indicate only very few spots with relevant error levels for PI1. The red region on the boundary of the hole can be ignored as relative displacements are not computed correctly at that edge. The two red patches on the upper edge can probably be attributed to measurement errors from DIC. In the necking region, three points are marked and the evolution of relative displacements over time is plotted for these points in the right diagram of Fig. 15. For point P1, nearly perfectly matching simulation and experimental responses can be observed, while points P2 and P3 show small offsets between experimental and simulation responses. The offset for displacements in x-direction seems to slightly increase after each inelastic
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Fig. 15 Illustration of the relative displacement $\Delta u$ of the first identified parameter set PI1. Contour plot of the squared absolute error of the relative displacement, i.e. objective function $g_{\Delta u}$, see (71), at each node at $t = 2160$ s (left) and comparison of the evolution of the experimental and simulated relative displacements in $x$- and $y$-direction over time (right) for nodes P1, P2 and P3.

Fig. 16 Illustration of the relative displacement $\Delta u$ of the last identified parameter set PI4b. Contour plot of the squared absolute error of the relative displacement, i.e. objective function $g_{\Delta u}$, see (71), at each node at $t = 2160$ s (left) and comparison of the evolution of the experimental and simulated relative displacements in $x$- and $y$-direction over time (right) for nodes P1, P2 and P3.

loading stage for both points. The displacements in $y$-direction match quite well in point P2, but for point P3 a constant offset is observed.

Qualitatively similar results are obtained for the second parameter set PI4b, see Fig. 16, but overall the error is larger as the error obtained for parameter set PI1. In the contour plot, the red patches occupy large domains and take higher values, especially around points P2 and P3 and to their right, indicating that probably the width of the localisation zone is predicted incorrectly in the simulation. This can be confirmed by the evolution of relative displacements over time. Displacements at point P1 are underestimated in the first 1000 seconds, but in the end, after 2000 seconds, they are overestimated, whereas at points P2 and P3, the underestimation of displacements constantly increases. The comparison of the damage evolution, see Fig. 17, reveals a higher localisation of damage evolution for the second parameter set PI4b.

Overall, the parameter set PI1 performs best and allows accurate predictions of the behaviour of DP800 steel. The mesh independence of this parameter set is proven in the right diagram of Fig. 14. An identical response is obtained for three different discretisations. Moreover, simulations with the same parameter set, but
Fig. 17 Contour plot of the damage function value $f^{vol}(d)$ on the deformed configuration after the last load increment ($t = 2160$ s). Comparison between the two identified parameter sets: a PI1, b PI4b.

Fig. 18 Contour plot of the damage-related quantity $Y$ on the undeformed configuration after the last load increment ($t = 2160$ s). Simulations were computed for parameter set PI1, but with modified penalty parameter $\beta_d = 2500$ MPa for b.

c_d = 0.0 N and $\beta_d = 0.0$ MPa (non-local damage field $\phi$ is fixed at zero throughout the body) show a strong mesh dependence. The point where the total force starts to drop differs between the different discretisations. All simulations end prematurely (marked with an x in the figure), due to divergence in the global Newton–Raphson scheme of the FE method. Employing an arc-length method might allow the simulations to advance further—for the purpose of illustrating the mesh dependence though, the standard solution method is sufficient. The properly working micromorphic approach is depicted in Fig. 18. Substantially increasing the penalty parameter $\beta_d$ leads to a quasi-identical distribution of the damage-related quantity $Y = \beta_d (\phi - d)$. The absolute difference between local and non-local damage variables seems to be (inversely) proportional to the penalty parameter $\beta_d$; i.e. the maximum difference for $\beta_d = 500$ MPa is $\max(|d - \phi|) = 7.8 \cdot 10^{-4}$ and for $\beta_d = 2500$ MPa it is $\max(|d - \phi|) = 1.56 \cdot 10^{-4}$.

Remark 5 A proper validation requires a (sufficiently) distinct and more complex experiment in order to test a different deformation pattern than the one used for the identification. At the same time, the experiment must lie within the region which the model is able to predict; e.g. a pressure-dominated experiment can presumably not be correctly predicted with this model. The here-chosen tensile tests with a notched specimen and a specimen with a hole both are tension dominated but exhibit different localisation patterns.
7 Summary and outlook

The present contribution started with a brief summary of the finite element implementation of the gradient-enhanced damage formulation in finite strains. By making use of an additional field variable—denoted non-local damage—and by coupling it to a local damage variable, a regularised damage formulation could be achieved by taking gradients of the non-local damage field (instead of the local damage variable) into account. Therefore, gradients of the local damage variable—along with a cumbersome treatment of Karush–Kuhn–Tucker conditions on global finite element level—were avoided. Thus, the ductile damage model discussed thereafter could be solved on material point level. A von Mises finite strain plasticity formulation with nonlinear isotropic hardening was coupled in a multi-surface setting to a damage formulation in the spirit of Lemaitre. The well-known \( [1 - d] \) formulation was replaced by multiple exponential damage functions each weighting a different contribution. Most notably, the different weighting of volumetric and isochoric elastic energy contributions allowed the indirect control of the influence of triaxiality on damage evolution. Plasticity and damage evolution were coupled strongly by means of effective driving forces. The already-established concept of an effective stress governing evolution of plasticity was analogously applied to damage evolution; i.e. the damage driving force was divided by a term depending on the accumulated plastic strain. The resulting two-surface problem in determining the Lagrangian multipliers for damage and plasticity was solved by an active-set algorithm.

The adaptability of the material model to resemble material behaviour ranging from brittle to very ductile responses was demonstrated by homogeneous tension tests. For the presented material model, suitable material parameters for the prediction of the response of DP800 steel were identified by means of a parameter identification process. The parameter identification was based on a tensile test of a notched tensile specimen, where the reaction force was measured as well as the inhomogeneous displacement field determined by DIC. Based on these two data sources, two equally optimal parameter sets could be identified. The validation, based on an additional tensile test of a specimen with a hole, revealed that only one of the two identified parameter sets is able to predict the response from the experiment correctly. In summary, this contribution presented a regularised ductile damage model for finite strains, which, together with the identified material parameters, is able to accurately predict the response of DP800 steel.

Future work may possibly be carried out in two areas of research. The one area of research would be parameter identification where the theoretical flexibility, respectively adaptability, of the material model can be proven by identifying parameter sets for other materials, such as stainless steel. An analysis of damage evolution under different deformation types should be considered, e.g. shear- and compression-dominated experiments, multi-axial loading and more complex loading states. More importantly, the identifiability of the regularisation parameter as well as the applicability of an identified regularisation parameter on other boundary value problems, especially of much larger (or smaller) size, should be analysed. Recent works, see, e.g., [61,65], suggested a non-constant regularisation parameter \( c_d \), which could be worthwhile trying to combine with the modelling approach followed herein. This might improve the model’s capability capturing the drop in force close to failure. This drop may also be captured better if, during the parameter identification, the weighting factors \( w_t \) corresponding to the last few load steps are increased. An indication that this is the case is given by the fact that, by not taking unloading in the identification into account, a more pronounced drop in force before failure is obtained. In addition, the initiation point of failure can be more confidently identified if the drop in total force before failure is captured more accurately.

The second area of research would comprise the improvement in the material model, e.g. by considering kinematic hardening. For applications in metal forming, it is important to include pressure insensitivity and/or the microcrack–closure–reopening effect in the damage evolution. The coupling between the evolution of damage and plasticity should be investigated further, especially regarding the influence of plasticity upon damage evolution introduced in this work. In view of the result of the parameter identification which cancelled the influence of hardening on the damage driving force, other choices for the function \( f^H(\alpha) \) could be analysed. Effects of anisotropy can certainly be considered, such as anisotropic damage and anisotropic plasticity as well as rate dependency or thermal effects.
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In Sect. 3, the damage driving force, introduced in (38), together with the particular choice of the free Helmholtz energy (33), results in
\[ q(\varepsilon^e, \phi, d) = \frac{1}{2} K [f_{iso}^v(d)[\varepsilon^{e,vol}]^2 + G [f_{iso}^i(d) \|\varepsilon^{e,iso}\|^2 + \beta_d [\phi - d]]. \] (73)

With the expressions for the volumetric and isochoric parts of the stresses
\[ m^v = K f_{iso}^v(d) \varepsilon^{e,vol}, \quad m^{i,iso} = 2 G f_{iso}^i(d) \varepsilon^{e,iso}, \] (74)
and with the definition of the stress triaxiality
\[ \eta_{triax} = \frac{\text{tr}(m^i)}{3\sqrt{\frac{3}{J_2^m}}} = \frac{\sqrt{2}m^v}{\sqrt{27} \|m^{i,iso}\|^2} \quad \text{with} \quad J_2^m = \frac{1}{2} \|m^{i,iso}\|^2, \] (75)
the damage driving force \( q \) can be expressed in terms of stress triaxiality \( \eta_{triax} \) and \( J_2^m \). Making use of \( f' = -\eta \xi f^{*} \)—only valid for the specific choice of the damage function (34)—one obtains
\[ \tilde{q}(\eta_{triax}, J_2^m, \phi, d) = \left[ \eta_{triax}^2 + \xi_{iso} \exp(-\eta d [1 - \xi_{iso}]) \frac{K}{27 G} \right] \frac{27 \eta J_2^m}{2 K f_{iso}^v(d)} + \beta_d [\phi - d], \] (76)
where \( \xi_{iso} = 1 \) is assumed, see Sect. 5. This reformulation of damage driving force \( q \) reveals the importance of the influence factor \( \xi_{iso} \)—the parameter \( \xi_{iso} \) controls how stress triaxiality influences damage evolution.

A.2 Jacobian for local Newton scheme

The Newton–Raphson scheme to determine the update for the Lagrange multipliers within the active-set algorithm, see Table 2, requires the entries
\[ J_{pp} := \frac{d\Phi_p}{d\lambda_p} = \frac{\partial \Phi_p}{\partial d} \frac{\partial d}{\partial \lambda_p} - 2 G [f_{iso}^v(\tilde{m})]^2 - \frac{2}{3} \frac{\partial \beta}{\partial \alpha}, \] (77)
\[ J_{pd} := \frac{\partial \Phi_p}{\partial d} \frac{\partial d}{\partial \lambda_p} = \frac{\partial \Phi_p}{\partial d} \frac{\partial d}{\partial \lambda_p}, \] (78)
\[ J_{dp} := \frac{\partial \Phi_d}{d\lambda_p} = \left[ 2 G [f_{iso}^v(\tilde{m})\|\varepsilon^{e,iso}\| \tilde{m} + \frac{\partial q}{\partial d} \frac{\partial d}{\partial \lambda_p} \tilde{m} + q \tilde{m}'] \tilde{m}' + q \tilde{m}' \right], \] (79)
\[ + q_{max} n_d \left[ 1 - f_{q}^{\gamma d-1} \right] f_{q}^{\gamma d-1} \frac{\partial d}{\partial \lambda_p}, \] (80)
\[ J_{dd} := \frac{d\Phi_d}{d\lambda_p} = \frac{\partial q}{\partial d} \frac{\partial d}{\partial \lambda_p} \tilde{m}' + q_{max} n_d \left[ 1 - f_{q}^{\gamma d-1} \right] f_{q}^{\gamma d-1} \tilde{m}' \frac{\partial d}{\partial \lambda_p}. \] (81)
of the Jacobian $J$, cf. (64). The partial derivatives can be computed as

$$
\frac{\partial d}{\partial \Delta \lambda^p} = \Delta \lambda^p \tilde{f}^{\alpha'}, \quad \frac{\partial d}{\partial \Delta \lambda^d} = \tilde{f}^\alpha, \quad \frac{\partial \beta}{\partial \alpha} = h n_p \alpha n_p^{-1},
$$

(82), (83), (84)

$$
\frac{\partial \Phi^p}{\partial d} = 2 G \|\tilde{e}^{e,iso}\| \left[ f^{iso'} \tilde{f}^m + f^{iso} \tilde{f}'^m \right] - 2 G \Delta \lambda^p f^{iso} \tilde{f}^m \tilde{f}'^m, \quad \frac{\partial q}{\partial d} = -\frac{K}{2} f^{vol'} \|\tilde{e}^{vol}\|^2 - G f^{iso''} \|\tilde{e}^{e,iso}\|^2 + \beta_d + 2 G f^{iso'} \|\tilde{e}^{e,iso}\| \Delta \lambda^p \tilde{f}'^m.
$$

(85), (86)

A.3 Derivatives in principal space

In this section of the appendix, all derivatives which are required for the computation of the consistent algorithmic tangent operator, see Table 3, are given. The specific structure only requires the derivatives of the eigenvalues. The eigenvalues are gathered in n-tuples and are denoted by $\bar{\alpha}$, $\bar{\beta}$, $\bar{\gamma}$, and $\tilde{\nu}$. The corresponding identity tensors are represented by $\bar{I}$, a n-tuple with the value of all entries being identically 1, and by diag(1), a diagonal $n \times n$-matrix with all diagonal entries being identically 1.

The increments of the Mandel stress tensor and the non-local damage driving force, i.e.

$$
d\bar{m} = \left[ \tilde{e}^e + \tilde{e}^{pp} \right] \cdot d\tilde{e} + \tilde{e}^{pd} d\phi, \quad dY = \tilde{e}^{dp} \cdot d\tilde{e} + \left[ \beta_d + e^{dd} \right] d\phi,
$$

(87), (88)

requires the tangent contributions

$$
\tilde{e}^e = K f^{vol'} (d) \bar{I} \otimes \bar{I} + 2 G f^{iso'} (d) \text{diag}(1),
$$

(89)

$$
\tilde{e}^{pp} = \frac{\partial \tilde{m}}{\partial \tilde{e}^p} \cdot d\tilde{e} + \frac{\partial \tilde{m}}{\partial d} \otimes \frac{d\tilde{d}}{d\tilde{e}},
$$

(90)

$$
\tilde{e}^{pd} = \frac{\partial \tilde{m}}{\partial \tilde{e}^p} \cdot \frac{d\tilde{e}}{d\phi} + \frac{\partial \tilde{m}}{\partial d} \frac{dd}{d\phi},
$$

(91)

$$
\tilde{e}^{dp} = \frac{dY}{\partial \tilde{d}} \frac{dd}{d\phi}, \quad e^{dd} = \frac{dY}{\partial \tilde{d}} \frac{dd}{d\phi},
$$

(92), (93)

where the partial derivatives of the driving forces result in

$$
\frac{\partial \bar{m}}{\partial \tilde{e}^p} = -\tilde{e}^e, \quad \frac{\partial \bar{m}}{\partial d} = K f^{vol'} \tilde{e}^{vol} \bar{I} + 2 G f^{iso'} \tilde{e} \tilde{\nu},
$$

(94), (95)

$$
\frac{dY}{\partial d} = -\beta_d.
$$

(96)

Furthermore, the total derivatives of the internal variables—plastic strains $\tilde{e}^p$ and isotropic damage $\tilde{d}$—are specified by

$$
\frac{dd}{d\tilde{e}} = \tilde{f}^\alpha \frac{d\Delta \lambda^d}{d\tilde{e}} + \Delta \lambda^d \frac{dd}{d\tilde{e}}, \quad \frac{dd}{d\tilde{\phi}} = \tilde{f}^\alpha \frac{d\Delta \lambda^d}{d\tilde{\phi}} + \Delta \lambda^d \frac{dd}{d\tilde{\phi}}.
$$

(97), (98)


Table 6 List of identified material parameters for DP800 steel sheets

| Parameter | Plastic PI | Damage PI | Combined PI |
|-----------|------------|-----------|-------------|
| E (GPa)   | 207.00     | 207.00    | 207.00      |
| ν         | 0.21       | 0.21      | 0.21        |
| σy0 (MPa) | 243.00     | 50.00     | 50.00       |
| h (MPa)   | 1300.00    | 1306.94   | 1306.94     |
| n_p       | 0.2500     | 0.21      | 0.21        |
| σ_max (MPa) | 1300.00   | 1306.94   | 1306.94     |
| η          | 0.0000     | 0.2000    | 0.2000      |
| εvol       | 0.0000     | 0.6667    | 0.6667      |
| ηd         | 0.0000     | 0.6353    | 0.6353      |
| ηd         | 0.0000     | 0.6353    | 0.6353      |
| ηd         | 0.0000     | 0.7388    | 0.7388      |
| c_d        | 0.0000     | 0.7475    | 0.7475      |
| β_d        | N          | 24.4620   | 24.4620     |
| Preliminary identification of a subset of parameters (plastic PI, damage PI) and first combined parameter identification results

\[
\frac{d\Delta \lambda^p}{d\varepsilon} = \tilde{\nu}^m \hat{f}^m \bigg[ \tilde{\nu}^m \bigg( \frac{d\Delta \lambda^d}{d\phi} \bigg) \bigg] + \Delta \lambda^p \tilde{\nu}^m \hat{f}^{m_r} \bigg[ \tilde{\nu}^m \bigg( \frac{d\Delta \lambda^d}{d\phi} \bigg) \bigg],
\]

(99)

The occurring total derivatives of the Lagrange multipliers are not straightforward to determine. Utilisation of the implicit function theorem in the converged Newton–Raphson step leads to

\[
\frac{d\Delta \lambda^p}{d\varepsilon} = -\text{det} (J^{-1}) \bigg[ J_{pd} \hat{f}^{a} \frac{d\hat{m}}{d\phi} + 2 J_{dd} G f^{iso} \tilde{\nu}^m \tilde{\nu}^r \bigg],
\]

(101)

\[
\frac{d\Delta \lambda^d}{d\phi} = \text{det} (J^{-1}) \bigg[ J_{pp} \hat{f}^{a} \frac{d\hat{m}}{d\phi} + 2 J_{dp} G f^{iso} \tilde{\nu}^m \tilde{\nu}^r \bigg],
\]

(102)

\[
\frac{d\Delta \lambda^d}{d\phi} = \text{det} (J^{-1}) \bigg[ J_{pd} \beta_d \hat{f}^{a} \bigg],
\]

(103)

A.4 Intermediate material parameter sets

The results of the parameter identification in Sect. 5 are based on multiple intermediate identifications. Initially, a subset of the parameters (plasticity-related parameters and damage-related parameters) have been identified, see Table 6. The first combined identification where the resulting parameters of the first identifications are used as starting values is listed as well.

A.5 Identifications with perturbed starting values

In Sect. 5, the results of two parameter identifications are analysed in more detail. They are chosen from multiple identifications where each has been started with different starting parameters, see Table 7. The identification PI4 initially yielded parameters very close to the (artificially) prescribed parameter bounds. The results of the restarts of this parameter identification with relaxed parameter bounds (denoted as PI4a and PI4b) are given in Table 8.

The load–displacement diagrams corresponding to the identified parameter sets can be found in Fig. 19.
Table 7 List of identified material parameters for DP800 steel sheets

|     | PI1 |         | PI2 |         | PI3 |         |
|-----|-----|---------|-----|---------|-----|---------|
|     | Start | Optimised |     | Start | Optimised |     | Start | Optimised |
| Rel. tot. obj | 100.00% | 100.55% |     | 110.38% |       |     |       |
| % Force obj | 31.29% | 31.25% |     | 43.13% |       |     |       |
| $E$ | GPa | 207.00 |     | 207.00 |     |     | 207.00 |
| $\nu$ |       | 0.21 |     | 0.21 |     |     | 0.21 |
| $\sigma_{y0}$ | MPa | 250.00 | 248.59 |     | 50.00 | 140.69 |     | 500.00 | 595.27 |
| $h$ | MPa | 1700.00 | 1705.64 |     | 1300 | 1536.80 |     | 2500.00 | 1889.15 |
| $n_P$ |       | 0.2500 | 0.2654 |     | 0.1500 | 0.2022 |     | 0.3500 | 0.5947 |
| $q_{\text{max}}$ | MPa | 0.7500 | 0.6953 |     | 1.0000 | 1.9422 |     | 1.7500 | 2.3508 |
| $n_d$ |       | 0.6667 | 0.6667 |     | 0.6667 |       |     |       |
| $\eta$ |       | 0.2000 | 0.1559 |     | 1.0000 | 0.2090 |     | 0.1000 | 0.1706 |
| $\xi_{\text{vol}}$ |       | 1.0000 |       |     | 1.0000 |       |     |       |
| $\xi_{\text{iso}}$ |       | 0.5000 | 0.5861 |     | 1.0000 | 2.5024 |     | 1.0000 | 1.9637 |
| $\xi_{\text{q}}$ |       | 1.0000 | 0.8100 |     | 10.0000 | 6.3249 |     | 10.0000 | 7.0459 |
| $\xi_{d}$ |       | 0.6000 | 0.6163 |     | 1.0000 | 1.6287 |     | 0.4000 | 0.9290 |
| $\eta_{\text{q}}$ |       | 0.0000 | 0.0000 |     | 0.0000 | 0.0000 |     | 0.0000 | 0.0000 |
| $c_d$ | N | 0.4000 | 0.5400 |     | 11.0000 | 33.2246 |     | 2.0000 | 2.7670 |
| $\beta_d$ | MPa | 500.00 |       |     | 500.00 |       |     | 500.00 |

Main parameter identification with different starting values—PI1: starting values from intermediate identification results, PI2 and PI3: arbitrarily, but moderately perturbed starting values.

Table 8 List of identified material parameters for DP800 steel sheets

|     | PI4 |         | PI4a |         | PI4b |         |
|-----|-----|---------|-----|---------|-----|---------|
|     | Start | Optimised |     | Start | Optimised |     | Start | Optimised |
| Rel. tot. obj | 99.85% | 104.07% |     | 99.68% |       |     |       |
| % Force obj | 29.75% | 37.88% |     | 29.94% |       |     |       |
| $E$ | GPa | 207.00 |     | 207.00 |     |     | 207.00 |
| $\nu$ |       | 0.21 |     | 0.21 |     |     | 0.21 |
| $\sigma_{y0}$ | MPa | 450.00 | 424.76 |     | 450.00 | 731.64 |     | 425.00 | 478.71 |
| $h$ | MPa | 8700.00 | 39896.53 |     | 8700.00 | 14432.08 |     | 39900.00 | 40771.87 |
| $n_P$ |       | 1.0000 | 0.8814 |     | 1.0000 | 0.9983 |     | 0.8800 | 0.8920 |
| $q_{\text{max}}$ | MPa | 6.7500 | 20.4152 |     | 6.7500 | 17.6545 |     | 20.4000 | 18.7378 |
| $n_d$ |       | 0.6667 |       |     | 0.6667 |       |     |       |
| $\eta$ |       | 2.0000 | 4.9991 |     | 2.0000 | 2.3509 |     | 5.0000 | 4.9551 |
| $\xi_{\text{vol}}$ |       | 1.0000 |       |     | 1.0000 |       |     |       |
| $\xi_{\text{iso}}$ |       | 1.5000 | 0.6023 |     | 1.5000 | 0.7806 |     | 0.6000 | 0.5545 |
| $\xi_{\text{q}}$ |       | 1.0000 | 0.0431 |     | 100.0000 | 0.6443 |     | 1.0400 | 1.0031 |
| $\xi_d$ |       | 1.6000 | 3.8737 |     | 1.6000 | 2.3145 |     | 3.8700 | 3.6116 |
| $\eta_{\text{q}}$ |       | 3.0000 | 0.0442 |     | 3.0000 | 0.0188 |     | 0.0400 | 0.0026 |
| $c_d$ | N | 50.0000 | 442.9782 |     | 50.0000 | 37.4659 |     | 443.0000 | 379.1240 |
| $\beta_d$ | MPa | 500.00 |       |     | 500.00 |       |     | 500.00 |

Main parameter identification with different starting values (continuation)—PI4: heavily perturbed starting parameters, PI4a and PI4b: restart with relaxed parameter bounds.

A.6 Validation diagrams of additional parameter sets

For the sake of completeness, the load–displacement response of the validation example (specimen with a hole) for all identified parameter sets is given in Fig. 20.
Fig. 19 Load–displacement diagram of the tensile test of specimen A-7 and the simulation response with parameters of the most notable parameter identifications. Force in N over optically measured displacement in tensile direction in mm. The experimental response is displayed as a blue continuous line and the identifications by means of square, x and circle.

Fig. 20 Load–displacement diagram of the tensile test of specimen B-1 and the validation simulation response with parameters of the parameter identifications PI1 through PI4b. Force in N over optically measured displacement in tensile direction in mm. The experimental response is displayed as a blue continuous line and the identifications by means of square, x and circle.
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