QCD analysis of $x F_3$ at NNLO: the theoretical uncertainties
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Abstract

The next-to-next-to-leading order (NNLO) QCD analysis of the experimental $x F_3$ structure function from CCFR data is performed. The theoretical uncertainties of the analysis are discussed.

The moments in Eq. (1) at the initial scale are $M_n(Q_0^2) = \int_0^1 dx x^{n-2} A(x)(1-x)^\gamma(1+\gamma x)$.

The structure function is reconstructed from its moments by using the expansion in terms of orthogonal Jacobi polynomials:

$$xF_3 = x^\alpha (1-x)^\beta \sum_{n=0}^{N_{\text{max}}} (\sum_{j=0}^{n} c_j^{(n)}(\alpha,\beta)M_{j+2}(Q^2))$$

(2)

where $c_j^{(n)}(\alpha,\beta)$ are combinatorial coefficients given in terms of Euler $\Gamma$-functions of the $\alpha$ and $\beta$ weight parameters which have been fixed to 0.7 and 3 respectively by the reasons given in [4, 7].

Power corrections are included in the analysis using two different approaches. Firstly, in the form given by the Infrared Renormalon Model (IRR) [5] adding in Eq. (1) the contribution $M_n^{IRR} = C(n)M_n(Q_0^2)A_2/Q^2$, with $A_2$ a free scale parameter. Secondly, adding in the r.h.s. of Eq. (2) the term $b(x)/Q^2$, with $b(x)$ a free parameter for each $x$-bin of the data set.

Table 1 summarizes the results of the fits to $x F_3$ CCFR data [6]. For comparison we have applied the same kinematic cuts as in Ref. [9], i.e. $Q^2 > 5$ GeV$^2$, $x < 0.7$ and $W^2 > 10$ GeV$^2$. At NLO the value of $\Lambda^{(4)}_{MS}$ from our fits is in good agreement with that found in Ref. [9] (337±28 MeV) where both, $F_2$ and $x F_3$ structure functions, have been fitted. There is a clear correlation between the effects of the NLO and NNLO approximations and power corrections (see table 1). At NNLO the fits performed with and without power corrections (in
the IRR model) are almost equal. The significant decrease of the magnitude of power corrections in the NNLO fit with IRR model ($A_\lambda$ vanished within statistical errors) is also found with the model $h(x)/Q^2$ (see Fig. 1).

Using the value of $\Lambda$ from the NNLO fit and the running of the coupling up to $M_Z^2$, we obtain $\alpha_s(M_Z^2) = 0.118 \pm 0.002$(stat) $\pm 0.005$(syst) $\pm 0.003$(theory). The theoretical error takes into account the dependence on the initial $Q_0^2$, the influence of the missing higher order terms estimated by Padé approximants and the crossing of the $m_t$ threshold in the calculation of $\alpha_s(M_Z^2)$.

However, in the analysis there are also involved various approximations and shortcuts which could increase this uncertainty. The calculation of $xF_3$ with even-$n$ $F_2$ anomalous dimensions, the interpolation to odd values of $n$, and the effect of the reconstruction method through the parameters $\alpha$, $\beta$ and the number of polynomials $N_{max}$ (see Eq. (2)) are not expected to affect the accuracy of the analysis.

In addition, we have also studied the effect of using in Eq. (1) the original exponentiated formula for the anomalous dimension part (see Eq. (4) in Ref. [4]). We found a change in $\Lambda$ of 2 MeV at NLO and much smaller at NNLO. The effect of nuclear corrections has also been addressed by us although it still deserves a more detailed study. The dependence with the number of active flavors (we work with $n_f = 4$) should also be carefully studied (see Ref. [3]).

Finally, the renormalization and factorization scale dependence (we have fixed both equal to $Q^2$) should also be estimated if one wants to make a meaningful precision test of perturbative QCD. We plan to present this work elsewhere [10].
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