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Abstract—We consider the problem of generating symmetric pseudo-random sign ($\pm 1$) matrices based on the similarity of their spectra to Wigner’s semicircular law. Using binary $m$-sequences (Golomb sequences) of lengths $n = 2^m - 1$, we give a simple explicit construction of circulant $n \times n$ sign matrices and show that their spectra converge to the semicircular law when $n$ grows. The Kolmogorov complexity of the proposed matrices equals to that of Golomb sequences and is at most $2 \log_2(n)$ bits.
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I. INTRODUCTION

A. Wigner Matrices: Universality and Structure

Random matrices have been a very active area of research for the last few decades and have found enormous applications in various areas of modern mathematics, physics, engineering, biological modeling, and other fields [1]. In this article, we focus on the square symmetric matrices with $\pm 1$ entries, referred to as square symmetric sign matrices. For this model, Wigner [2] demonstrated that if the elements of the upper triangular part (including the main diagonal) of an $n \times n$ matrix are independent Rademacher ($\pm 1$ with equal probabilities) random variables, then as $n$ grows a properly scaled empirical spectral measure converges to the semi-circle law. Originally, Wigner proved convergence in expectation, but 3 years later he himself improved the result to convergence in probability [3]. In about a decade, Arnold [4] strengthened the claim to almost sure weak convergence.

After the pioneering works of Wigner and the inception of the Random Matrix Theory (RMT), a great deal of research effort was put into generalization of the original basic random matrix setup. The two main directions of generalization can be roughly defined as universality and structure.

The universality phenomenon can be viewed as a non-commutative analog of the Central Limit Theorem [5], in other words, it can be understood as invariance of some limiting properties of the matrices under a change of the marginal (atomic) distributions of the matrix entries, given that the independence conditions are left intact. In the last 20 years, much work have been devoted to the analysis of the universality phenomena with regard to different matrix properties and of their exact bounds. Remarkably, when it comes to the semicircular limiting spectrum, necessary conditions on the marginal distributions were quite well studied (see [6] and surveys [7, 8]).

In the second direction of the generalization endeavor, which we call structure or dependence, scientists try to understand to what extent the tough independence conditions on the matrix entries can be relaxed without affecting the limiting behavior. The importance of this line of research is hard to overestimate, as already in the early applications of RMT, the validity of the independence condition was questioned by a number of works coming mainly from physics and related fields [9, 10]. Unlike universality, very little is known about how much structure can one allow and still obtain an ensemble with the semicircular limiting law. Some recent works [11–13] allow moderate amount of dependence between matrix elements. Usually, the level of permitted structure is limited by the specific tools used for the analysis and to the best of our knowledge no unified examination of the information-theoretic bounds of the possible dependencies has been performed so far. Moreover, due to the vagueness and complexity of determining the dependencies between the entries and their quantitative assessment, there does not seem to exist literature specifically concentrating on this issue and rigorously introducing the system of reference for such study.

In this work, we will make an attempt towards a better understanding of the amount of structure that can be tolerated by the semicircular law. Below we resort to the Kolmogorov complexity paradigm to quantify the dependencies between the matrix elements for sign matrices. We give an explicit construction of matrices with substantial amount of structure whose spectra still converge to the semicircular law. Using general results
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from the theory of algorithmic complexity, we justify that the measure of structure existing in our construction is close to the maximal possible thus showing that indeed a large amount of dependence between the entries can be introduced without affecting the limiting law.

B. Pseudo-random Sequences

From a different perspective, in many engineering applications one needs to simulate random matrices. The most natural way to generate an instance of a random \( n \times n \) sign matrix is to toss a fair coin \( \frac{n(n+1)}{2} \) times, fill the upper triangular part of a matrix with the outcomes and reflect the upper triangular part into the lower. Unfortunately, for large \( n \) such an approach would require a powerful source of randomness due to the independence condition \([14]\). In addition, when the data is generated by a truly random source, atypical non-random looking outcomes have non-zero probability of showing up. Yet another issue is that any experiment involving tossing a coin would be impossible to reproduce exactly. All these reasons stimulated researchers and engineers from different areas to seek for approaches of generating random-looking data usually referred to as pseudo-random sources or sequences of binary digits \([15, 16]\). A wide spectrum of pseudo-random number generating algorithms have found applications in a large variety of fields including radar, digital signal processing, CDMA, coding theory, cryptographic systems, Monte Carlo simulations, navigation systems, scrambling, etc. \([15]\).

The term pseudo-random is used to emphasize that the binary data at hand is indeed generated by an entirely deterministic causal process with low algorithmic complexity, but its statistical properties resemble some of the properties of data generated by tossing a fair coin. Remarkably, most efforts were focused on one dimensional pseudo-random sequences \([15, 16]\) due to their natural applications and to the relative simplicity of their analytical treatment. One of the most popular methods of generating pseudo-random sequences is due to Golomb \([16]\) and is based on linear-feedback shift registers capable of generating pseudo-random sequences of very low algorithmic complexity. The study of pseudo-random arrays and matrices was launched around the same time \([17–20]\). Among the known two dimensional pseudo-random constructions the most popular are the so-called perfect maps \([17, 21, 22]\), and the two dimensional cyclic codes \([19, 20]\). However, except for our recent article \([23]\) discussed below, to the best of our knowledge none of the previous works considered constructions of symmetric matrices using their spectral properties as the defining statistical features.

C. The Kolmogorov Complexity

There exist various approaches to quantify the algorithmic power needed to generate an individual piece of binary data, also known as algorithmic complexity \([24–26]\). It can be intuitively thought of as a measure of the amount of randomness stored in that piece of data. Probably the most popular among computer theorists measure of algorithmic complexity is the so-called Kolmogorov (Kolmogorov-Chaitin) complexity \([27, 28]\) defined as follows. Let \( D \) be a string of binary data of length \( n \), then its Kolmogorov complexity is the length of the shortest binary Turing machine code that can produce \( D \) and halt.

If \( D \) has no computable regularity it cannot be encoded by a program shorter than its original length \( n \) (here and below the Kolmogorov complexity is given up to an additive constant), meaning that its consecutive bits are unpredictable given the preceding ones, and it may be considered as truly random \([25, 29]\). A string with a regular pattern, on the other hand, can be computed by a program much shorter than the string itself, thus having a much smaller Kolmogorov complexity. By convention, a comparison of Kolmogorov complexities of various strings of the same length is usually done by conditioning on the length and thus assuming the length to be already known to the machine without specifying it as an input \([30]\). For example, the conditional Kolmogorov complexity of a Golomb sequence of length \( n \) is at most \( 2\log_2 n \), which is relatively small, since using a simple combinatorial argument one can show that at most \( \frac{n}{2} \) fraction of the strings of length \( n \) have conditional Kolmogorov complexity less than \( \log_2 n \).

We would like to emphasize that the definition of the Kolmogorov complexity does not require the data generating algorithm to be presented explicitly, and therefore is sometimes considered to be not very informative. There exist finer measures of algorithmic complexity taking into account the level of explicitness of the algorithm and/or its run time \([31]\). The algorithm that we present in this paper is in fact “very” explicit even according to demanding definitions of complexity or explicitness. However, to avoid deep digression into the subtleties of different definitions of algorithmic complexity due to lack of space, and in order not to deviate much from the main topic of the article, in this work we focus on Kolmogorov complexity.

D. Spectral Pseudo-randomness

Most of the literature dealing with specific pseudo-random constructions start from a list of concrete properties mimicking truly random data and try to come up with a deterministic way of reproducing those properties.
We would like to adapt the same paradigm and apply it to the property of random matrices to have asymptotically semicircular spectral distribution. It is important to emphasize that unlike the works listed above, we cannot require any single matrix to have semicircular spectral density, since the spectrum of a matrix is a step function and cannot be smooth. Therefore, we need to adjust the framework to our case and allow matrices to only approximately match the desired property, while requiring exact matching in the limit. This forces us to deal with sequences of matrices instead of single realizations. We concentrate on the problem of deterministically constructing sequences of symmetric sign matrices whose spectra converge to the semicircular law. A naturally arising question here may be formulated as: “What is the minimal Kolmogorov complexity of matrices in a sequence of sign matrices, whose spectra converge to the semicircular law?” Yet another important question that have been challenging mathematical and engineering society for the last decades is the inverse spectral problem which can be formulated as: “What can be said about a large sign matrix (an adjacency matrix of which can be formulated as: “What is the minimal Kolmogorov complexity of matrices whose spectra converge to the semicircular law?”. Based on the experience with Wigner’s matrices and their spectral properties scientists tend to believe that if the spectrum of a matrix is close to the semicircle, it will necessary look random and will also possess no observable structure. Unfortunately, there does not exist much literature on this problem due to its complexity. In this article, we try to shed some light on the aforementioned questions.

Using Golomb sequences (also known as binary $m$-sequences) of lengths $n = 2^m − 1$, we explicitly construct $n \times n$ symmetric circulant sign matrices of Kolmogorov complexity as low as $2\log_2 n$, whose spectra converge to the semicircular law with $n \to \infty$. The proof given below follows the classical method of moments and demonstrates that the empirical moments of a properly designed ensemble of our pseudo-random matrices converge almost surely to the correct limiting values, which implies almost surely weak convergences of the empirical distributions. This surprising result has at least three major consequences. First, it means that the real amount of randomness conveyed by the semicircular law is quite low. Second, it provides the first deterministic construction of such matrices, which may significantly affect many applications where random matrices are generated using more powerful sources of randomness. Finally, it partially answers the inverse spectral problem by building a sequence of circulant structured matrices with spectra converging to Wigner’s law, which contradicts the common belief that matrices with semicircular spectrum must be random looking.

The proposed construction can be viewed as a pseudo-random analog of the truly random circulant model with independent Rademacher entries. The empirical spectra of the truly random circulant matrices converge almost surely to the normal law [32] having unbounded support and, thus, being significantly different from the limiting distribution in our case. This means in particular that the intrinsic structure of the Golomb sequences combined with the circulant pattern surprisingly boils down into the semicircular law. This phenomenon requires further investigation and may contribute to the study of the inverse spectral problem. The only other known pseudo-random symmetric sign matrices with spectra converging to the semicircular law are the elements of the pseudo-Wigner ensemble built from the dual BCH codes [23]. Compared to that paper, our present model has a completely deterministic and easier construction algorithm and lower algorithmic complexity. In addition, in the present work convergence of the empirical spectra to the limiting law is shown to be almost sure, while in the setup of [23] only convergence in probability can be guaranteed.

It can be easily observed that the second powers of our pseudo-random matrices provide a deterministic construction of matrices whose spectra converge to the Marchenko-Pastur law with the aspect ratio $\gamma = 1$ [33]. The Marchenko-Pastur distribution naturally arises as the limiting spectral density of high-dimensional sample covariance matrices with independent samples under some assumptions on the population distribution [33]. The algorithmic complexity of the squared matrices is the same as of the original ones up to a constant term, thus yielding an efficient pseudo-random construction of matrices with the limiting Marchenko-Pastur spectrum.

### E. Pseudo-random Graphs

It is also instructive to relate our pseudo-random matrices to the numerous random-looking graphs mostly considered in combinatorics and the theory of computer science [34, 35]. Binary symmetric $n \times n$ matrices naturally correspond to unweighted, undirected graphs on $n$ vertices, since each matrix element $a_{ij}$ may be viewed as indicating the presence of the edge $(i, j)$. Graphs mimicking properties of truly random graphs are mainly utilized for the purposes of derandomization, see [31, 34, 35] and references therein. Popular classes of random-looking graphs include pseudo-random (jumbled) [36], quasi-random [37], expander graphs [31] and others. Remarkably, construction of some of them can be very involved (e.g. expanders), limiting their
usage in high dimensions. In addition, in most pseudo-random graph constructions only results regarding their top eigenvalues are usually reported, leaving aside investigation of the bulk of their spectra.

The rest of the text is organized as follows. First we introduce notation in Section II. Section III is devoted to the brief overview of Golomb sequences and linear feedback shift registers. Then we define the notion of pseudo-random matrices constructed from Golomb sequences in Section IV and formulate the main results of the article regarding the convergence of their empirical spectra to the semicircular distribution in Section V. In Section VI, we discuss the Kolmogorov complexity of pseudorandom matrices. The numerical simulations and comparisons of our model with other related ensembles are given in Section VII. All the auxiliary claims and the proofs of the main results are presented in Appendices.

II. NOTATION

Let $C$ be a $[n, k, d]$ binary linear code of length $n$, dimension $k$ and minimum Hamming distance $d$. The dual code $C^{\perp}$ of $C$ is a linear code of the same length and dimension $k^{\perp} = n - k$, whose codewords are orthogonal to all the codewords of $C$, where we say that two words $u = \{u_i\}$, $v = \{v_i\} \in GF(2)^n$ are orthogonal if $\sum_i u_i v_i = 0 \mod 2$. Introduce a family of functions

$$\zeta : GF(2)^{n \times n} \to \{-1, 1\}^{n \times n},$$

$$\{u_{ij}\}_{i,j=0}^{n-1} \mapsto \{(-1)^{u_{ij}}\}_{i,j=0}^{n-1}, \quad (1)$$

mapping binary 0/1 matrices into sign matrices of the same sizes. Below we suppress the subscript and write $\zeta$ for simplicity.

We denote by $S_n$ the set of all symmetric $n \times n$ matrices with entries $\pm \frac{1}{\sqrt{n}}$. The Wigner ensemble $W_n$ is defined as the set $S_n$ endowed with the uniform probability measure. Ranges of non-negative integers are denoted by $[n] = \{0, \ldots, n-1\}$. Note also that the integer indexation of matrix elements starts with 0.

We use the following standard notation for the limiting relations between functions. We write $f(n) = o(g(n))$ if $\lim_{n \to \infty} \frac{f(n)}{g(n)} = 0$ and $f(n) = O(g(n))$ if $|f(n)| \leq C|g(n)|$ for some constant $C$ and $n$ big enough.

III. GOLOMB AND BINARY $m$-SEQUENCES

A. Golomb Sequences

Let $f(x)$ be a binary primitive polynomial of degree $m$ and let $C$ be a cyclic code of length $n = 2^m - 1$ with the generating polynomial

$$h(x) = \frac{x^n - 1}{f(x)}. \quad (2)$$

In other words,

$$\mathcal{C} = \{c \in GF(2)^n \mid h(x) | c(x)\}, \quad (3)$$

where

$$c(x) = \sum_{i=0}^{n-1} c_i x^i. \quad (4)$$

When $f(x)$ is primitive, as in our case, a code constructed in such a way is usually referred to as a simplex code. All the non-zero codewords of the obtained code are shifts of each other and are called Golomb sequences [16] (we can, therefore, simply say that a simplex code is generated by a Golomb sequence). Note that the dual code of $C$, $C^{\perp}$ is simply a binary Hamming code generated by $f(x)$. The dimensions of $C$ and $C^{\perp}$ are $m$ and $n - m$, correspondingly.

It is sometimes convenient to glue a few copies of the same codeword together and consider them as a periodic sequence with the period at most $n$. Golomb sequences have many desirable statistical properties. The best known of these properties claim that Golomb sequences satisfy Golomb’s axioms for pseudo-random sequences [16].

Let $\varphi = \{\varphi(i)\}_{i=0}^{n-1}$ be a periodic sequence, then the three axioms for $\varphi$ to be a pseudo-random sequence are as follows.

[G1] Distribution: In every period the number of ones is nearly equal to the number of zeros, more precisely the difference between the two numbers is at most 1

$$\left| \sum_{i=0}^{n-1} (-1)^{\varphi(i)} \right| \leq 1. \quad (5)$$

[G2] Serial Test I: A sequence of consecutive ones is called a block and a sequence of consecutive zeros is called a gap. A run is either a block or a gap. In every period, one half of the runs has length 1, one quarter of the runs has length 2, and so on, as long as the number of runs indicated by these fractions is greater than 1. Moreover, for each of these lengths the number of blocks is equal to the number of gaps.

[G3] Auto-correlation: The auto-correlation function

$$C(a) = \sum_{i=0}^{n-1} (-1)^{\varphi(i)+\varphi(i+a)} \quad (6)$$

is two-valued.

The distribution axiom [G1] is a special case of the serial test axiom [G2]. However, [G1] is retained for historical reasons, and sequences which satisfy [G1] and [G3], but not [G2], are also important.
Lemma 1 ([16]). Every Golomb sequence satisfies axioms [G1]-[G3].

Besides the listed Golomb axioms, Golomb sequences also possess other ubiquitous properties.

[P4] Shift: since $C$ is a cyclic code, a cyclic shift of a Golomb sequence is a Golomb sequence. In addition, $C$ is generated by any one of them.

[P5] Shift-and-add: for any $1 \leq a \leq n - 1$ there exists a unique $1 \leq b \leq n - 1$, such that

$$\varphi(i) + \varphi(i + a) = \varphi(i + b) \mod 2, \ \forall i. \quad (7)$$

Remarkably, a binary sequence satisfies the shift-and-add property iff it is a Golomb sequence.

[P6] Recurrence: suppose

$$f(x) = \sum_{j=0}^{m} f_j x^j, \ f_j \in GF(2), \ f_0 = f_m = 1, \quad (8)$$

then any Golomb sequence $\varphi$ generated by $f(x)$ satisfies the recurrence relation

$$\varphi(i + m) = \sum_{j=0}^{m-1} f_j \varphi(i + j), \ \mod 2 \ \forall i. \quad (9)$$

Using all $n = 2^m - 1$ distinct non-zero initial values $\varphi(0), \ldots, \varphi(m - 1)$ in (8), we obtain $n$ Golomb sequences, which are all cyclic shifts of one sequence. There are $m$ linearly independent solutions to (8), hence $m$ linearly independent (over $GF(2)$) Golomb sequences generated by one polynomial $f(x)$.

[P7] Window: if a window of width $m$ is slid along a Golomb sequence, each of the $n$ different non-zero binary $m$-tuples is seen exactly once. This follows from the fact that $f(x)$ is a primitive polynomial.

[P8] Serial test II: For any binary $k$-tuple $b$, let $M(b)$ denote the number of occurrences of $b$ in one period of $\varphi$. Then for any $k$ with $1 \leq k \leq \log_2 n$ and for any two $k$-tuples $b$ and $c$, we have

$$|M(b) - M(c)| \leq 1. \quad (10)$$

B. Linear-Feedback Shift Registers

Property [P6] suggests a very efficient way of generating Golomb sequences using the so-called Linear-Feedback Shift Registers (LFSR) and a timer. An LFSR is a shift register, that is a sequence of flip-flops $F_0, \ldots, F_{m-1}$ as in Figure 1 storing bits. At each tick of the clock, $F_i$ takes the value of $F_{i-1}$ for $i > 0$ and $F_0$ is updated according to the Boolean linear feedback function $f$, generating the output sequence

$$\phi(i + m) = \sum_{j=0}^{m-1} f_j \phi(i + j) \mod 2, \ \forall i. \quad (11)$$

With $m$ flip-flops, we can realize a machine with up to $2^m$ states. We will always assume that the value of $\phi_{m-1}$ is the output of the shift register.

Definition 1. A LFSR sequence is a sequence $\phi$ satisfying the recursion (11).

Since the next value depends only on the preceding $m$ values, the sequence must be periodic. The state $(\phi(i), \ldots, \phi(m + i)) = (0, \ldots, 0)$ leads to the constant zero sequence, thus the period of an LFSR sequence over $GF(2)$ cannot exceed $2^m - 1$.

Definition 2. A binary LFSR sequence with period $2^m - 1$ is called an $m$-sequence (maximal sequence).

Lemma 2 ([16]). All Golomb sequences generated from different primitive polynomials and only they are the binary $m$-sequences.

Below we use the pseudo-random properties of Golomb sequences listed above to construct pseudo-random matrices. Interestingly, it was shown in [38] that the Shift-and-add Property [P5] is the crucial one as it completely determines the binary $m$-sequences and imply all their other properties.

IV. THE CONSTRUCTION

In this section, we provide a certain construction of a sequence of $n \times n$ matrices with $n = 2^m - 1$, $m \in \mathbb{N}$ from Golomb sequences of lengths $n$. Later we show that when the sizes of these matrices grow, their spectra converge to the semicircular law.

Let $C$ be the simplex code constructed from the primitive binary polynomial $f(x)$ as before. Fix a non-zero codeword $\varphi \in C$ (a Golomb sequence) and construct a real symmetric matrix

$$A_n = \{a_{ij}\}_{i,j=0}^{n-1} = \{\frac{1}{2\sqrt{n}}(-1)^{\varphi(i-j) + \varphi(j-i)}\}_{i,j=0}^{n-1}. \quad (12)$$
Matrix $A_n$ can be interpreted in the following way. Consider a circulant non-symmetric matrix

$$T = \begin{pmatrix}
\varphi(0) & \varphi(1) & \varphi(2) & \ldots & \varphi(n-1) \\
\varphi(n-1) & \varphi(0) & \varphi(1) & \ldots & \varphi(n-2) \\
\varphi(n-2) & \varphi(n-1) & \varphi(0) & \ldots & \varphi(n-3) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\varphi(1) & \varphi(2) & \varphi(3) & \ldots & \varphi(0)
\end{pmatrix}. \quad (13)$$

The consecutive rows of $T$ are simply cyclic shifts of the Golomb sequence written in its first rows. The symmetric indices of the form matrices from the code $C$ with the original matrix $A$ range a shift of $\varphi_k$.

Recall that any non-zero codeword of $C$ is a cyclic shift of $\varphi$, therefore, we may obtain an ensemble of pseudo-random matrices $A$. Let

$$A_n = \frac{1}{2\sqrt{n}} \zeta(T + T^\top). \quad (14)$$

It is easy to check that the obtained matrix is circulant, since for any $k \in [n]$, $A_n$ is invariant under the shift of indices of the form

$$i \to i + k \mod n, \quad j \to j + k \mod n. \quad (15)$$

Recall that any non-zero codeword of $C$ is a cyclic shift of $\varphi$, therefore, we may obtain an ensemble of matrices from the code $C$ indexed by integers within the range $a \in [n]$, as

$$A_n(a) = \left\{ \frac{1}{2\sqrt{n}} (-1)^{\varphi(i-j+a)+\varphi(j-i+a)} \right\}_{i,j=0}^{n-1} \quad (16)$$

with the original matrix $A_n$ corresponding to $A_n(0)$.

**Definition 3.** Given a primitive binary polynomial $f(x)$, an ensemble of pseudo-random matrices $A_n$ of order $n$ is the set of all $A_n(a)$, $a \in [n]$ and their negatives, endowed with the uniform probability measure.

Below, whenever expectation over $A_n$ is considered it should be always treated with respect to the uniform measure over $A_n$.

## V. The Spectra of the Pseudo-random Matrices

In this section, we demonstrate that the spectra of matrices $A_n$ uniformly chosen from $A_n$ converge almost surely to the semicircular law when their sizes grow to infinity. We start from a number of auxiliary definitions and results.

### A. Wigner's Ensemble and the Semicircular Law

For a real symmetric matrix $A_n \in S_n$, denote by

$$\lambda_1(A_n) \leq \cdots \leq \lambda_n(A_n) \quad (17)$$

its eigenvalues, which are all real. Let $F_{A_n}$ be the cumulative density function (c.d.f.) associated with the spectrum of $A_n$,

$$F_{A_n}(x) = \frac{1}{n} \sum_{i=1}^{n} \theta(x - \lambda_i(A_n)), \quad (18)$$

where $\theta(x)$ is the unit step function at zero. The $r$-th moment of $A_n$ reads as

$$\beta_r(A_n) = \int x^r dF_{A_n} = \frac{1}{n} \text{Tr} (A_n^r). \quad (19)$$

Denote by $F_{sc}$ the c.d.f. of the standard semicircular law

$$F_{sc}(x) = \frac{1}{2} + \frac{1}{\pi} x \sqrt{1 - x^2} + \frac{1}{\pi} \arcsin(x), \quad -1 \leq x \leq 1, \quad (20)$$

and the corresponding probability density function (p.d.f.) by

$$f_{sc}(x) = \frac{2}{\pi} \sqrt{1 - x^2}, \quad -1 \leq x \leq 1. \quad (21)$$

The moments of this distribution read as [2]

$$\beta_r = \int x^r dF_{sc} = \begin{cases} 0, & r \text{ odd}, \\ \frac{C_r}{2^{r/2}}, & r \text{ even}, \end{cases} \quad (22)$$

where

$$C_r = \frac{(2r)!}{r!(r + 1)!} \quad (23)$$

is the $r$-th Catalan number. When the sizes of Wigner matrices grow, their moments converge to those of the semicircular law and their variances are summable, which ensures the almost sure convergence to the semicircular law as stated by the following

**Lemma 3** ([2, 4], Theorem 2.5 from [39]). Let $W_n \in \mathcal{W}_n$, then as $n$ tends to infinity,

$$\mathbb{E}[\beta_r(W_n)] = \begin{cases} \beta_r + o(1), & r \text{ even}, \\ 0, & r \text{ odd}, \end{cases} \quad (24)$$

and for the variances of $\beta_r(W_n)$,

$$\text{var}(\beta_r(W_n)) = O \left( \frac{1}{n^2} \right). \quad (25)$$

**Corollary 1** ([4], Theorem 2.5 from [39]). The empirical spectra of matrices from Wigner’s ensemble converge almost surely weakly to the semicircular law.

**Proof.** Follows from Lemma 3 using Chebyshev’s inequality and the Borel-Cantelli Lemma.
B. Spectrum of the Pseudo-random Construction

In the next two lemmas, we show an analog of Lemma 3 for the proposed pseudo-random matrices which would guarantee the almost sure weak convergence of their spectra to the semicircular law.

**Proposition 1.** Let $A_n \in A_n$, then for a fixed $r \in \mathbb{N}$ and $n = n(m)$ tending to infinity,

$$
\mathbb{E} [\beta_r(A_n)] = \begin{cases} 
\beta_r + O\left(\frac{1}{n}\right), & r \text{ even}, \\
0, & r \text{ odd}.
\end{cases} \quad (26)
$$

**Proof.** The proof can be found in Appendix C. \qed

**Proposition 2.** Let $A_n \in A_n$, then for a fixed $r \in \mathbb{N}$ and $n = n(m)$ tending to infinity,

$$
\text{var} (\beta_r(A_n)) = O \left(\frac{1}{n^2}\right). \quad (27)
$$

**Proof.** The proof can be found in Appendix C. \qed

**Corollary 2.** The empirical spectra of matrices $A_n \in A_n$ converge almost surely weakly to the semicircular law.

**Proof.** Follows from Propositions 1 and 2 through the same argument as in the proof of Corollary 1. \qed

**Remark 1.** In fact, we believe that even a stronger result holds. Namely, that the empirical spectra of matrices $A_n$ converge to the semicircular law when $n$ grows. This statement does not involve probability and averaging over an ensemble, which may make it harder to be proved.

This surprising result has a number of consequences. First, it provides a deterministic construction of matrices whose spectra converge to the semicircular law and shows that such matrices may be constructed with the help of a simple algorithm. In Section VI, we exactly quantify the algorithmic complexity of the proposed construction. Second, unlike the common belief that matrices whose spectra converge to the semicircular law must be random-looking, it shows that this is not the case and they may in fact be very structured. In particular, the pseudo-random family of matrices we suggest consists of circulant matrices commuting with each other and, therefore, having a common fixed eigenbasis (this basis can be easily obtained from a discrete Fourier matrix).

C. Relation to the Marchenko-Pastur Law

Interestingly, the above construction also enables us to build a sequence of pseudo-random matrices whose empirical spectral distributions converge to the Marchenko-Pastur law defined through its p.d.f. as

$$
f_{MP}(x; \gamma) = \frac{1}{2\pi\gamma x} \sqrt{(a_+ - x)(x - a_-)}, \quad (28)
$$

where $a_\pm = (1 \pm \sqrt{\gamma})^2$ and $\gamma$ is the so-called aspect ratio parameter. Distribution (28) naturally appears as the limiting spectral law of the sample covariance matrices of $m_n$ i.i.d. (independent and identically distributed) isotropic $n$-dimensional samples with

$$
\gamma = \lim_{n \to \infty} \frac{m_n}{n} \leq 1, \quad (29)
$$

under some additional conditions on the population distribution [33, 40]. As a direct corollary of the main result from the seminal work [33] of Marchenko and Pastur we get the following statement.

**Lemma 4** (Corollary of Theorem 1 from [33]). Let for every $n \in \mathbb{N}$, $\{x_{ij}\}_{i,j=0}^{m_n-1,n-1}$ be i.i.d. Rademacher random variables and denote

$$
X_{m_n,n} = \left\{ \frac{1}{\sqrt{n}} x_{ij}\right\}_{i,j=0}^{m_n-1,n-1}, \quad (30)
$$

then the empirical spectra of the sample covariance matrices $X_{m_n,n} X_{m_n,n}^\top$ converge almost surely weakly to the Marchenko-Pastur law with aspect ratio $\gamma$.

As a corollary of Propositions 1 and 2, we get

**Corollary 3.** The empirical spectra of matrices $4A_n^2$ with $A_n \in A_n$ converge almost surely weakly to the Marchenko-Pastur law with $\gamma = 1$.

**Proof.** The moments of the Marchenko-Pastur distribution are given by the formula

$$
\eta_r(\gamma) = \int x^r f_{MP}(x; \gamma) dx = \sum_{k=1}^{r} \gamma^k N(r, k), \quad (31)
$$

where

$$
N(r, k) = \frac{1}{r} \binom{k}{r} \binom{k-1}{r} \quad (32)
$$

are Narayana numbers. Use the identity

$$
C_r = \sum_{k=1}^{r} N(r, k) \quad (33)
$$

relating Narayana and Catalan numbers to conclude that for $\gamma = 1$,

$$
\eta_r(1) = \sum_{k=1}^{r} N(r, k) = C_r. \quad (34)
$$

The $r$-th moment of $4A_n^2$ is exactly the $2r$-th moment of $2A_n$ and since the latter converges almost surely to
the Catalan number $C_n$ as follows from Propositions 1 and 2, we get the desired statement.

Similarly to Wigner’s case, this surprising result suggests that even in cases where the measurements at hand (the columns of $X_{m,n}$) are significantly dependent, the limiting distribution may still remain to be the Marchenko-Pastur law. In our current work, we aim at designing deterministic examples of matrices whose spectra converge to the Marchenko-Pastur distribution with arbitrary aspect ratio.

VI. ALGORITHMIC COMPLEXITY OF THE CONSTRUCTION

The standard computer scientific approach to quantify the amount of randomness contained in a piece of data $D$, also known as its algorithmic compressibility, is based on calculating the length of a minimal program creating that data on a universal Turing machine. The length of the obtained binary code is referred to as the Kolmogorov complexity of the object and we denote it by $\mathcal{K}C(D)$. A more fair comparison of Kolmogorov complexities of various objects of the same size is usually done by conditioning on that size $\mathcal{K}C(D\text{size})$, or in other words by assuming that it is already known to the machine [30].

One may argue that measuring randomness of data samples through the concept of Kolmogorov complexity is not particularly useful since Kolmogorov complexity is not computable even using infinite computing resources. Indeed, it is a consequence of the fact that the halting problem for Turing machines is undecidable [41], that it is theoretically impossible, not only computationally infeasible, to check all possible generation algorithms for a given piece of data and to choose the shortest among them. To bypass this problem researchers and engineers often resort to the notion of linear complexity, which similarly to Kolmogorov complexity seeks for the shortest program, however, restricts the search to the class of LFSR-s. This restriction of the domain of search makes linear complexity easily computable thanks to the Berlekamp-Massey algorithm [42, 43], which can find the shortest LFSR generating a given binary string. Apparently, linear complexity always upper bounds the Kolmogorov complexity.

Since we focus on circulant matrices, the whole construction essentially reduces to the description of the first row. Due to equation (12), the first row of a pseudo-random matrix at hand is constructed from a single Golomb sequence. Therefore, up to a constant length code describing the pattern of the matrix, the algorithmic complexity of a pseudo-random $n \times n$ matrix is that of a Golomb sequence $\varphi$ of length $n$. The linear complexity of a Golomb sequence is easily computable since by Lemma 2 they are exactly the binary $m$-sequences. To generate a Golomb sequence of length $n = 2^m - 1$ we need to specify the associated primitive binary polynomial of degree $m$, which requires at most $m - 1$ bits (recall that its $m$-th and 0-th coefficients are always 1) and the initial state of the register, the so-called seed, of $m$ bits. Overall, the linear complexity of a Golomb sequence is at most $2m - 1 = 2\log_2(n+1) - 1$, which is asymptotically equivalent to

$$2\log_2(n+1) - 1 \times 2\log_2 n. \tag{35}$$

Thus, we have proven the following result.

**Proposition 3.** The Kolmogorov complexity of the pseudo-random matrices from (12) is bounded by

$$\mathcal{K}C(A_n|\varphi) = \mathcal{K}C(\varphi|n) + c \leq 2\log_2(n+1) - 1 + c \asymp 2\log_2 n. \tag{36}$$

Summarizing, Corollary 2 demonstrates that there exist matrices with empirical spectra converging to the semicircular law whose Kolmogorov complexity is asymptotically as low as $2\log_2 n$. To get an intuition of how small this value is, it is instructive to compare it with the following classical result.

**Lemma 5 ([25]).** At most $\frac{n}{2^n}$ fraction of all binary strings of length $n$ have conditional Kolmogorov complexity less than $\log_2 n$.

This allows us to claim that the randomness requirements for the semicircular law are comparatively small. In Section VII-D, we compare the proposed construction to pseudo-Wigner matrices defined in [23].

It is important to emphasize that the Kolmogorov complexity alone does not entirely capture the power of a sequence of matrices to approximate the limiting spectral law. Indeed, given a sequence of matrices we can always dilute it by inserting other matrices between the elements to get a sequence with lower algorithmic complexity but worse convergence properties. Therefore, a more objective comparison should consider the Kolmogorov complexity versus the speed of convergence of the empirical measure to the limiting law in some metric. For example, let us consider the variance of the approximation as such measure of error. As justified in Remarks 2 and 3 in Appendix C, in both Wigner’s original case and our pseudo-random construction, the decay of the variance is of the same order $\frac{1}{m^2}$ as a function of the size. However, the Kolmogorov complexity of a typical matrix from Wigner’s ensemble is equal to $\frac{n(n+1)}{2}$ up to
an additive constant [25], whereas the complexity of our construction is at most $2\log_2 n$.

VII. NUMERICAL SIMULATIONS AND RELATED MODELS

In this section we justify the above construction numerically and compare it to related constructions, both random and pseudo-random.

A. Numerical Experiments

In our first numerical experiment we took two Golomb sequences for $m = 13$ ($n = 8191$) and $m = 14$ ($n = 16383$) generated through relation (9) by the primitive binary polynomials $f_{13}(x) = x^{13} + x^8 + x^5 + x^3 + 1$ and $f_{14}(x) = x^{14} + x^{12} + x^{11} + x + 1$, correspondingly [44], with the initial seed being a sequence $[1, \ldots, 1]$ of $m$ ones. The matrices in this simulation were built from 100 random shifts of the obtained sequences through formula (12). Figures 2 and 3 show the empirical density functions of the spectra of the matrices. For convenience, we also plot the standard semicircular density and the average empirical distributions on the same graphs. The pictures clearly demonstrate that the empirical distributions and their averages become closer to the limiting semicircular shape when the sizes of matrices grow. In particular, we can observe that the width of the blue region shrinks, in accordance with the theoretically predicted by Proposition 2 dependence of the variance on the dimension, which implies that the standard deviations of the moments should be inverse proportional to $n$.

B. Circulant Random Matrices

By the very construction, our pseudo-random matrices have circulant pattern, therefore, probably the closest relative of the model at hand among truly random matrices is the ensemble of symmetric circulant random matrices with i.i.d. (up to symmetry constraints) Rademacher entries. The authors of [32] demonstrated that the empirical spectra of such matrices after appropriate scaling converge almost surely weakly, as the sizes of matrices grow, to the normal distribution. In particular, we can observe that the width of the blue region shrinks, in accordance with the theoretically predicted by Proposition 2 dependence of the variance on the dimension, which implies that the standard deviations of the moments should be inverse proportional to $n$.

C. Tridiagonal Semicircular Matrices

Another known matricial model with semicircular limiting spectral shape and comparatively low algorithmic complexity is the “tridiagonalized” $\beta$-Hermite (Gaussian) ensemble introduced in [45], with $\beta = 1$. As suggested by the name, the matrices from this ensemble...
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Fig. 4. Empirical spectral densities of 100 random circulant matrices, \( n = 4000 \).

Fig. 5. Empirical spectral densities of 100 matrices \( D_n \) defined in (38), \( m = 13 \) \( (n = 8191) \).

are tridiagonal and have spectral distributions identical to those of the matrices from the Gaussian orthogonally invariant ensemble, whose limiting law is semicircular. In the construction proposed by the authors of [45], the entries on the main diagonal are i.i.d. centered normal with variance 2 and on the first (upper) subdiagonal - i.i.d. \( \chi^2(n - 1) \) random variables. The spectra of such matrices scaled by \( \frac{1}{\sqrt{n}} \) converge to the semicircular law and the Kolmogorov complexity of this construction is proportional to \( n \) (if the non-zero entries are stored with fixed precision).

Importantly, the “tridiagonalized” Gaussian model does not possess the universality property (meaning that the distributions chosen for the non-zero entries cannot be replaced by any other laws possessing the same first moments) and does not allow a Rademacher analog with sign entries. It is yet an open question whether narrow-banded matrices with sign entries may have spectra converging to the semicircular law.

D. Pseudo-Wigner Matrices

Both previous examples treated constructions in which the (non-zero) entries of the matrices were generated independently. An example of pseudo-random construction proposed in [23] suggests to build matrices from the codewords of dual BCH codes with appropriately chosen designed minimum distances of the original BCH codes. The purpose of the specific tuning of the minimum distance there is to make the first expected moments of the constructed matrices match those of the truly random Wigner matrices. The suggested technique explains the “pseudo-Wigner” title of the resulting ensembles. As shown in [23], when the number of matching moments grows at a specific rate with the sizes of matrices, the empirical spectra of the individual matrices from the pseudo-Wigner ensemble converge with high probability to the semicircle.

There are a few significant differences between the pseudo-Wigner model [23] and our approach in this paper. First, we guarantee convergence almost surely, which in practice means that any matrix from the pseudo-random ensemble converges to the semicircle, unlike the pseudo-Wigner matrices, where the convergence is in probability. Another important discrepancy is that the generating process of the dual BCH codes is somewhat more involved and the cardinality of the resulting ensemble is much larger forcing the Kolmogorov complexity of a single element to be higher. The Kolmogorov complexity of an instance from the pseudo-Wigner ensemble in [23] is bounded from above by \( \frac{2}{\varepsilon} \log_2 n \), where \( \varepsilon > 0 \) is a precision parameter. Since we want to have convergence, we need to decrease \( \varepsilon = \varepsilon(n) \) when \( n \) grows, which means that the ratio

\[
\frac{\frac{2}{\varepsilon(n)} \log_2 n}{2 \log_2 n} = \frac{1}{\varepsilon(n)}
\]

must converge to infinity and hence, the complexity of the pseudo-Wigner matrices is higher than that of matrices built here from the Golomb sequences.

An interesting insight on the difference between the Kolmogorov complexities of these two constructions can be obtained from the following observation. The construction presented in this article leads to the circulant pattern of the pseudo-random matrices. As mentioned above, this means that for a fixed \( n \), the eigenbasis of the family of matrices at hand does not depend on the choice of the underlying Golomb sequence \( \varphi \) and on the specific shift \( a \). Therefore, the whole amount of randomness possessed by the model is spent on the construction of the spectrum, unlike the pseudo-Wigner matrices, where some amount of randomness is consumed by the not-aligned eigenvectors. This is a purely intuitive
understanding which we would not make precise in the current paper but rather postpone to our future studies.

E. A Related Family of Golomb Matrices

Yet, another natural and similar way to fill a circulant matrix using a Golomb sequence \( \varphi \) is as follows. Let a real symmetric matrix \( D_n \) have the form

\[
D_n = \left\{ \frac{1}{2\sqrt{n}} (-1)^{\varphi(i-j)} \right\}_{i,j=0}^{n-1}, \tag{38}
\]
or

\[
D_n = \frac{1}{2\sqrt{n}} \zeta(T), \tag{39}
\]

with

\[
T = \begin{pmatrix}
\varphi(0) & \varphi(1) & \varphi(2) & \ldots & \varphi(n-1) \\
\varphi(1) & \varphi(0) & \varphi(1) & \ldots & \varphi(n-2) \\
\varphi(2) & \varphi(1) & \varphi(0) & \ldots & \varphi(n-3) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\varphi(n-1) & \varphi(n-2) & \varphi(n-3) & \ldots & \varphi(0)
\end{pmatrix}.
\]

In spite of the fact that this construction resembles the one of Section IV, the limiting spectral law of such matrices is not semicircular, as Figure 5 demonstrates. For this simulation we took 100 random shifts of the same sequence as in Section VII-A above. This example demonstrates that when the sequence \( \varphi \) is reflected in (12) and added to itself it has a significant influence on the outcome as it couples with the circulant structure to produce the semicircular spectral density.

F. Relation to Some Pseudo-random Graphs

As we have already mentioned in the Introduction, symmetric binary or sign matrices naturally correspond to unweighted, undirected graphs. Let us start by comparing our pseudo-random construction to the truly random graphs. In Figure 6 we drew a pseudo-random graph on \( n = 2^5 - 1 = 31 \) vertices (it was generated using \( f_5(x) = x^5+x^2+1 \) with the initial seed \([11010]\)) versus a truly random graph on the same number of vertices. The vertices are arranged on a circular diagram to emphasize the circulant pattern of the pseudo-random construction which is invariant under the rotations by a multiple of \( \frac{2\pi}{31} \) radians shifting the vertices cyclically. It is easy to see that the second graph does not possess such rotational symmetry with the given arrangement of vertices. In fact, any arrangement of vertices in a truly random graph will likely not show any invariance to permutation of vertices, since it can be proven that for \( n \to \infty \) a truly random graph has almost surely no nontrivial automorphisms.

It is also instructive to compare the matrices at hand to some known pseudo-random graphs (note that pseudo-random graphs is a reserved title for a specific family of graphs; for this reason we do not apply this terminology to our pseudo-random matrices). Such graphs are often used to replace truly random graphs in various algorithms as a means of derandomization [35], since they resemble the truly random graphs in some of their properties and are easy to generate and access.

One of the standard and probably most well studied examples of pseudo-random graphs is the Paley graph. Let \( q \) be a prime power which is congruent to 1 modulo
In this article, we consider the problem of generating pseudo-random matrices based on the similarity of their spectra to Wigner’s semicircular law. Using binary \( m \)-sequences, we give a simple explicit construction of a family of \( n \times n \) circulant matrices whose spectra converge to the semicircular law. We show that the Kolmogorov complexity of the suggested construction is as low as \( 2 \log_2(n) \). We compare our pseudo-random matrices with other random and pseudo-random matrix models and outline the directions of our current and future research.

In addition, we propose pseudo-random matrices of the same algorithmic complexity with spectra converging to the Marchenko-Pastur law with the aspect ratio one and currently work on extending this construction to general aspect ratios.

**APPENDIX**

The goal of this section is to prove Propositions 1 and 2. We start from auxiliary notation and claims.

### A. Spectra of Subcodes of Algebraic-geometric Codes

In this section we formulate a technical result from the theory of algebraic-geometric codes that we use in the proof later. Due to the lack of space we cannot provide an extensive introduction into the topic and refer the interested reader to the paper [47] and the book [48].

**Definition 4.** The weight of a binary \((0/1)\) sequence is the number of ones in it. Given a binary linear code \( B \), denote by \( \pi_B(l) \) its spectral function, that is the number of codewords from \( B \) with weight \( l \).

Let \( \mathcal{X} \) be a smooth projective absolutely irreducible algebraic curve of genus \( g \) over \( GF(q) \), \( q = p^k \), \( p \) is prime. \( \mathcal{X}(GF(q)) \) denotes the set of \( GF(q) \)-points on it. By \( K \) we denote the algebraic closure of \( GF(q) \). \( GF(q)(\mathcal{X}) \) denotes the field of rational curves on \( \mathcal{X} \), defined over \( GF(q) \). Let \( G = \sum_{i=1}^{s} a_{i}P_{i} \) be a divisor over \( \mathcal{X} \), where \( P_{1}, \ldots, P_{s} \) are points on \( \mathcal{X} \) defined in general over \( K \). We shall assume that the divisor itself is defined over \( GF(q) \), i.e. it is mapped into itself by a transformation raising the coordinates of all the points into the power of \( q \). The set \( supp(P_1, \ldots, P_s) \) is referred to as the support of \( G \) and we shall denote its cardinality by \( s(G) \). Let \( \{Q_1, \ldots, Q_n\} = \mathcal{X}(GF(q)) \setminus supp(G) \) and denote by \( t = |\mathcal{X}(GF(q)) \cap supp(G)| \) the number of \( GF(q) \)-points in the support of \( G \). For any function \( f \in k(\mathcal{X})^* \), assemble the divisor of poles \( (f)_{\infty} \) and the divisor of zeros \( (f)_{0} \). These are effective divisors equal to the sum of \( K \)-points \( \mathcal{X} \) where \( f \) has a pole or a zero with their respective multiplicities. The divisor of \( f \) is \( (f) = (f)_{0} - (f)_{\infty} \). Given \( G \), build the space of functions \( L(G) = \{ f \in GF(q)(\mathcal{X})^* | (f) + G \geq 0 \} \cup \{0\} \). Every divisor can be decomposed as \( G = G_+ - G_- \), where \( G_+ \) and \( G_- \) are both effective divisors with disjoint supports. Denote \( D = \sum_{i=1}^{n} Q_i \), then the algebraic-geometric code \( \Gamma(D,G) \) is defined as the \( g \)-ary code of length \( n \) with the parity-check matrix \( \|f_i(Q_j)\| \), where \( f_i \) runs over the basis of \( L(G) \). We also introduce the \( p \)-ary code \( S(D,G) = \Gamma(D,G) \cap GF^m(p) \) which is a subcode of \( \Gamma(D,G) \) over the subfield \( GF(p) \).

Let \( G = G_+ - P, \ P \in \mathcal{X}(GF(q)) \). If \( G_+ = \sum_{i=1}^{m} b_i P_i \), \( b_i > 0, \ i = 1, \ldots, m \), then set \( G_i = \ldots \).
(Theorem 7.2 from [47])

Lemma 6 (Theorem 7.2 from [47]). Let \( p = 2, G = G_+ - P, n \geq \max \{11, 2 \deg(G)\} \). The spectrum of the code \( B = S(D, G) \) satisfies

\[
\left| \pi_B(l) - \left( \frac{n}{l} \right) 2^{-h\alpha} \right| \leq \frac{n^{l/2}}{2} \exp \left( 2n^{-1/2}(t(G) + (2g - 2 + s(G_+) + \deg(G_+))2^{h/2}) \right),
\]

where \( 1 \leq l \leq \left\lfloor \frac{n}{2} \right\rfloor \). If \( n > 2((2g - 2 + s(G_+) + \deg(G_+))2^{h/2} + t(G)) \), then \( n - \dim S(D, G) = h\alpha \).

Bellow we shall make use of the following version of this lemma adapted to our setting. Denote the dimension of the code by \( k \).

Lemma 7 (Corollary of Theorem 7.2 from [47]). In the setting of Lemma 6, for any fixed \( l \in \mathbb{N} \) there exists a constant \( c(l) \) not depending on \( k \) or \( n \), such that

\[
\left| \pi_B(l) - \left( \frac{n}{l} \right) 2^{-(n-k)} \right| \leq c(l)n^{l/2},
\]

for all \( n \) large enough.

B. Auxiliary Results on Binary Polynomials

Given a binary polynomial \( f(x) \), its reciprocal is a polynomial of the same degree defined as

\[
\hat{f}(x) = x^{\deg f} f \left( x^{-1} \right).
\]

A polynomial is called self-reciprocal if it is equal to its reciprocal. It is common to identify the codewords of linear codes with polynomials. More details on that can be found in standard textbooks on coding theory, e.g. [49]. Below we often use codewords and polynomials interchangeably and mention that if the degree of the polynomial is less than \( n - 1 \), where \( n \) is the code length, then when such polynomial is turned into a codeword, its missing high degree monomials are considered as having zero coefficients and the corresponding codeword is padded by zeros in those locations.

Lemma 8 (Problem 6.7.c from [50]). The only self-reciprocal binary primitive polynomials are

\[
x + 1, \quad \text{and} \quad x^2 + x + 1.
\]

Given a binary codeword \( c \) of length \( n \), its inverse codeword is the codeword of the same length with the order of the elements inverted,

\[
\tilde{c}(x) = x^{n-1} c \left( x^{-1} \right).
\]

We say that a codeword is a palindrome if it coincides with its inverse. Note that in the definition of self-reciprocal polynomials, \( f \left( x^{-1} \right) \) is multiplied by \( x \) raised in the power of the polynomial’s degree, see equation (42), while here we care about the length of the codeword. Therefore, self-reciprocal polynomials may correspond to non-palindromic codewords (e.g. if the code length is larger than the degree) and vice versa.

As an immediate corollary of Lemma 8 we get

Corollary 4. Let \( B \) be a Hamming code of order \( n \geq 4 \) generated by the primitive polynomial \( f(x) \) with \( m = \deg f \), then the linear subcode \( D \subset B \) consisting of all palindromes in \( B \) has dimension

\[
\dim D = \frac{n + 1}{2} - m.
\]

**Proof.** Since \( f(x) \) is a primitive polynomial and \( n \geq 4 \), the degree of \( f(x) \) is at least \( m = \log_2 (n + 1) > 2 \), therefore, \( f(x) \) is not self-reciprocal by Lemma 8. Let \( c = z(x)f(x) \in B \) be a palindrome, then

\[
c = x^{n-1} c \left( x^{-1} \right),
\]
and

\[ z(x)f(x) = x^{n-1} z (x^{-1}) f (x^{-1}). \]  

(47)

Since \( f(x) \) is primitive and in particular irreducible, this implies that \( c \) must be of the form

\[ c(x) = f(x) \hat{f}(x) g(x). \]  

(48)

However, from (46) and (42) we conclude that

\[ f(x) \hat{f}(x) g(x) = x^{n-1} f (x^{-1}) \hat{f} (x^{-1}) g (x^{-1}) 
= x^{n-2m-1} f(x) \hat{f}(x) g (x^{-1}), \]  

(49)

and thus \( g(x) \) must be a palindrome of length \( n - \deg f(x) - \deg \hat{f}(x) = n - 2m \),

\[ g(x) = x^{n-2m-1} g (x^{-1}). \]  

(50)

The degree of \( g(x) \) is at most its length minus one,

\[ \deg g(x) \leq n - 2m - 1. \]  

(51)

which is always an odd number. Finally, all palindromes of degrees up to \( n - 2m - 1 \) with the addition \( x^{n-1} \) form a linear space of dimension \( \frac{n+1}{2} - m \) which is isomorphic to \( D \) through (48). This completes the proof.

\[ \square \]

C. Proofs of the Main Results

In this section we prove Propositions 1 and 2 that guarantee the almost sure weak convergence of the spectra of our pseudo-random matrices to the semicircular law.

Both proofs follow the same ideas as the original proofs of the two equations in Lemma 3 by Wigner [2] and Arnold [4], respectively. Since these ideas will be used below, for the reader’s convenience we start by sketching the proof of Lemma 3.

Sketch of the Proof of Lemma 3, [39, 51]. First we show that the expectations of the moments \( \beta_r(W_n) \) of empirical spectral measures of the matrices \( W_n \in \mathcal{W}_n \) (defined in (19)) converge to the corresponding moments of the semicircular law. Recall that the ensemble of Wigner’s matrices \( \mathcal{W}_n \) is symmetric, meaning that for any \( W_n \) in it, \(-W_n\) also belongs to \( \mathcal{W}_n \), therefore, the expectations of odd moments of \( W_n \) are zero.

Formula (19) suggests that we can instead investigate the behavior of the traces \( \frac{1}{n} \text{Tr} (W_n^r) \). Denote the elements of \( W_n = \{w_{ij}\}_{i,j=0}^{n-1} \) and consider the expansion

\[ \beta_r(W_n) = \frac{1}{n} \text{Tr} (W_n^r) 
= \frac{1}{n} \sum_{i_0,\ldots,i_{r-1}=0}^{n-1} w_{i_0i_1} w_{i_1i_2} \cdots w_{i_{r-2}i_{r-1}} w_{i_{r-1}i_0}. \]  

(52)

Let \( K \) be a fully connected graph on \( n \) vertices numbered from 0 to \( n-1 \) and denote its edges by the pairs of vertices \((ij)\). A closed path (cycle) of length \( r \) in \( K \) is an ordered sequence of \( r \) edges

\[ i = \{(i_0i_1), (i_1i_2), \ldots, (i_{r-2}i_{r-1}), (i_{r-1}i_0)\}, \]  

(53)

such that the first vertex of the first edge coincides with the second vertex of the last edge and the first vertex of any edge coincides with the second vertex of the previous edge. Given these definitions, formula (52) receives the following interpretation: \( \text{Tr} (W_n^r) \) is a sum of products of the matrix elements of the form

\[ w_{i_0i_1} w_{i_1i_2} \cdots w_{i_{r-2}i_{r-1}} w_{i_{r-1}i_0} \]  

over all cycles \( i \) of length \( r \) in \( K \).

Next, for even \( r \) we calculate the expected value of the scaled moment \( \frac{1}{n} \text{Tr} (W_n^r) \),

\[ \mathbb{E} [\beta_r(W_n)] = \mathbb{E} \left[ \frac{1}{n} \text{Tr} (W_n^r) \right] 
= \frac{1}{n} \sum_{i_0,\ldots,i_{r-1}=0}^{n-1} \mathbb{E} w_{i_0i_1} \cdots w_{i_{r-1}i_0}. \]  

(54)

Using the standard convention, in the sequel we call a cycle in which every edge is traversed an even number of times an even cycle. Following the classical proof [51], in order to compute (54) we break the right-hand side into three sums

\[ \mathbb{E} [\beta_r(W_n)] = I + II + III, \]  

(55)

where the three summands in the last line correspond to

\[ I \] the cycles with less than \( \frac{r}{2} \) different vertices,

\[ II \] even cycles with exactly \( \frac{r}{2} \) different vertices,

\[ III \] the cycles with more than \( \frac{r}{2} \) different vertices or non-even cycles on \( \frac{r}{2} \) different vertices.

The third sum III is the easiest to deal with since it necessarily contains an edge traversed only once, and therefore, due to the independence of matrix elements, the expectation over it is

\[ III = 0. \]  

(56)

As explained in [51], the second sum is the central part of the calculation as it is the leading term of the sum in (55). It can be easily seen that all the edges in the cycles counted in II have their edges traversed exactly twice, thus, the expectations over them are

\[ \mathbb{E} w_{i_0i_1} \cdots w_{i_{r-1}i_0} = \frac{1}{2^{r^2/2}}, \]  

for \( i \) - even.  

(57)

Hence, we only need to calculate the number of such cycles. An accurate combinatorial argument [51] shows
that as \( n \to \infty \) the amount of such cycles grows as \( C_r/2n^{r/2} + O(n^{r/2-1}) \), and therefore

\[
II = \frac{1}{2r} C_r/2 + O\left(\frac{1}{n}\right),
\]

(58)

where \( C_r \) is the \( r \)-th Catalan number as defined in (23).

It is shown in [51], that when \( n \) grows the number of paths in \( I \) is asymptotically negligible with respect to that in \( II \). They calculate the exact asymptotics and prove that

\[
I = O\left(\frac{1}{n}\right).
\]

(59)

Overall, we get

\[
E[\beta_r(W_n)] = \frac{1}{2r} C_r/2 + O\left(\frac{1}{n}\right).
\]

(60)

Next we need to show that the variance of this estimate is summable (25) for every \( r \). Consider the expression

\[
\text{var} (\beta_r(W_n)) = \frac{1}{n} \text{Tr} (W_n^r) - \mathbb{E} \left[ \text{Tr} (W_n^r)^2 \right] - 2 \mathbb{E} \left[ \text{Tr} (W_n^r) \mathbb{E} \left[ \text{Tr} (W_n^r) \right] \right],
\]

(61)

where

\[
i = \{(i_0i_1), (i_1i_2), \ldots, (i_{r-2}i_{r-1}), (i_{r-1}i_0)\},
\]

(62)

\[
w_i = w_{i_0i_1}w_{i_1i_2} \cdots w_{i_{r-2}i_{r-1}}w_{i_{r-1}i_0},
\]

(63)

and analogously for \( j \). If the cycles \( i \) and \( j \) have no common edges, then \( w_i \) and \( w_j \) are independent and the difference in (61) is zero. If the cycles \( i \) and \( j \) have common edges, then their union \( i \cup j \) (after certain cyclic shifts of edges in \( i \) and \( j \), if necessary) is also a cycle [51]. Therefore, in what follows we only consider cycles \( k = i \cup j \) obtained by gluing \( i \) and \( j \) together.

Here again, the main contribution to the sum is made by the even \( k \)-s for which each edge is traversed exactly twice. As can be seen from (61), the contribution of every such cycle to the variance is at most \( (2^{2r}n^{n+2})^{-1} \). The remaining task is to count the number of such cycles. Below we do not utilize the exact combinatorial argument usually used to get the desired amount of cycles and due to lack of space omit it, however, we refer the reader to the lecture notes [51] explaining the calculation in detail. They show that the total number of such cycles is \( O(n^r) \). Thus, overall we get

\[
\text{var} (\beta_r(W_n)) = O\left(\frac{n^r}{n^{2r}}\right) = O\left(\frac{1}{n^2}\right),
\]

(64)

which completes the proof.

\[\square\]

Remark 2. In fact, a tight lower asymptotic bound can also be established. As can be seen from the argument at the end of the proof in [51], the number of even cycles \( k \) in which every edge is traversed twice and either \( i \) or \( j \) (or both) is not even is proportional to \( n^r \). On each such \( k \), either \( \mathbb{E} [w_i] = 0 \) or \( \mathbb{E} [w_j] = 0 \), therefore, the contribution of this cycle to the sum in (61) is exactly \( (2^{2r}n^{n+2})^{-1} \). Consequently, the partial sum in (61) corresponding to these cycles is bounded from below by \( \Theta\left(\frac{1}{n^2}\right) \), \( n \to \infty \), and overall

\[
\text{var} (\beta_r(W_n)) = \Theta\left(\frac{1}{n^2}\right),
\]

(65)

where \( f(n) = \Theta(g(n)) \) means that \( f(n) = O(g(n)) \) and \( g(n) = O(f(n)) \), \( n \to \infty \).

Proof of Proposition 1. The proof utilizes the method of moments and follows similar steps as the sketch of Lemma 3. The idea is to decompose the expected moments into three sums similarly to equation (55). As we show below, the first two sums can be bounded analogously, however, the treatment of sum III is different. Unlike Wigner’s case where III is zero, in our case we can only guarantee

\[
III = O\left(\frac{\Pi}{n}\right),
\]

(66)

nevertheless, as can be seen from the proof, this is enough to get the desired claim. Next we provide all the details.

Here again, the ensemble \( \mathcal{A}_n \) is symmetric (with every matrix \( A_n \) it contains its negative \( -A_n \), thus all the odd expected moments are zeros and we only focus on the even ones. Using definition (12) of the matrix elements \( a_{ij} \), similarly to formula (54), the \( r \)-th moment of \( A_n \) reads as

\[
\mathbb{E} [\beta_r(A_n)] = \mathbb{E} \left[ \frac{1}{n} \text{Tr} (A_n^r(a)) \right]
\]

(65)

\[
= \frac{1}{n^2} \sum_{a=0}^{n-1} \frac{1}{2^{2r}n^{2r/2}} \times \sum_{\substack{q=0 \ldots n-1 \times \sum_{i_0, i_1, \ldots, i_{r-1} = 0 \\ q \neq i_q = i_{q+1} = i_q + 1 = i_{q+1} + 1}} (-1)^{\sum_{q=0}^{r-1} q (i_{q+1} - i_q + a + \varphi(i_q - i_{q+1} + a))},
\]

where we treat the indices \( q \) of the vertices \( i_q \) modulo \( r \). Let

\[
t_q = i_{q+1} - i_q \mod n, \quad q = 0, \ldots, r - 1.
\]

(66)

We denote the \( r \)-tuple \( (t_0, \ldots, t_{r-1}) \) by

\[
t = (t_0, \ldots, t_{r-1}) \in [n]^r.
\]

(67)
Define a function

\[ \nu : [n]^r \rightarrow GF(2)^n, \]

\[
(t_0, \ldots, t_{r-1}) \mapsto \left\{ \sum_{q=0}^{r-1} 1(t_q = i) + 1(-t_q = i) \mod 2 \right\}^{n-1}_{i=0},
\]

where \(1\) is an indicator function and the equalities are modulo \(n\). Equation (69) schematically illustrates the action of \(\nu(\cdot)\). In words, \(\nu(\cdot)\) does the following. It takes the \(r\)-tuple \(t = (t_0, \ldots, t_{r-1})\) and first maps it into an extended \(2r\)-tuple \((t, -t) = (t_0, \ldots, t_{r-1}, -t_0, \ldots, -t_{r-1}) \in [n]^{2r}\). Then it calculates the number of appearances of every number \(t \in [n]\) in this \(2r\)-tuple, which we denote by \(#\{t\}\) and constructs a codeword \(c \in GF(2)^n\) by setting its elements with indices \(t\) to \(#\{t\}\) mod 2 and zeros otherwise.

Consider an example. Let \(n = 7\) and \(t = (3, 5, 0)\), then \(r = 3\) and the \(2r\)-tuple \((t, -t) = \{3, 5, 0, -3, -5, 0\}\) \(\{3, 5, 0, 4, 2, 0\}\). In this case 0 appears twice, 2, 3, 4 and 5 appear only once and the remaining numbers 1, 6 appear zero times. Therefore, we get \(\nu(t) = (0, 0, 1, 1, 1, 1, 0)\), where ones appear on the 2d, 3d, 4th and 5th places and zeros otherwise. Also note that the bit with index 0 (the leftmost bit) of \(\nu(t)\) is always zero since the number of zeros in the \(2r\)-tuple \((t, -t)\) must always be even.

Recall that those cycles in which every edge is traversed even number of times we call even. Using the relations (66), it can now be easily shown that if the original cycle \([(i_0i_1), \ldots, (i_{r-1}i_0)]\) was even, then the number of appearances of every number from \([n]\) in the \(2r\)-tuple \((t_0, \ldots, t_{r-1}, -t_0, \ldots, -t_{r-1})\) is even, and therefore \(\nu(t) = 0\) for that \(t\).

Due to (66), we restrict the \(r\)-tuples \(t\) under consideration to satisfy the following linear relation

\[
\sum_{q=0}^{r-1} t_q = 0. \tag{70}
\]

Denote the set of legitimate \(r\)-tuples \(t\) by

\[ \mathcal{T}_r = \left\{ t \in [n]^r \left| \sum_{q=0}^{r-1} t_q = 0 \right. \right\}. \tag{71} \]

To simplify the treatment of the last expression in (65), define a function

\[
\tau(\nu(t); a) \tag{72}
\]

\[
= \begin{cases} 
\sum_{q=0}^{r-1} [\varphi(t_q + a) + \varphi(-t_q + a)] \mod 2, & \nu(t) \neq 0 \\
0, & \nu(t) = 0.
\end{cases}
\]

As a consequence of the Shift-and-add Property [P5] of the Golomb sequences discussed in Section III-A, for any fixed \(t\), \(\tau(\nu(t); a)\) viewed as a function of \(a\) is a shift of the original Golomb sequence or a zero sequence. If \(\tau(\nu(t); a)\) is a valid Golomb sequence, then it follows from Axiom [G3] that the sum of the powers \((-1)^{\tau(\nu(t); a)}\) over \(a\) is \(-1\). On the other hand, if \(\tau(\nu(t); a)\) is a zero function of \(a\), then this sum equals \(n\),

\[
\sum_{a=0}^{n-1} (-1)^{\tau(\nu(t); a)} = \begin{cases} 
-1, & \tau(\nu(t); a) \neq 0 \\
n, & \tau(\nu(t); a) = 0.
\end{cases} \tag{73}
\]

Following the classical method of moments explained in the sketch of the proof of Lemma 3 above, rewrite expression (65) as

\[
2^n r^{r/2+1} \mathbb{E} \left[ \beta_r(A_n) \right] = \frac{1}{n} \sum_{a=0}^{n-1} \sum_{t \in \mathcal{T}_r} (-1)^{\tau(\nu(t); a)} \tag{74}
\]

where we have multiplied both sides of (65) by \(2^n r^{r/2+1}\) to make the notation less bulky. The three sums in the last line of (74) correspond to

I the cycles with less than \(\frac{r}{2}\) different vertices,

II even cycles with exactly \(\frac{r}{2}\) different vertices,

III the cycles with more than \(\frac{r}{2}\) different vertices or non-even cycles on \(\frac{r}{2}\) different vertices.

Exactly the same reasoning as in the sketch above (modulo scaling by \(2^n r^{r/2+1}\)) leads to the bound

\[
I = O \left( n^{r/2} \right). \tag{75}
\]

For the second term II in the sum, as we have already mentioned earlier, \(\nu(t) = 0\) and hence \(\tau(\nu(t); a)\) is a zero function of \(a\). Therefore, the expectation over every even cycle gives the same contribution 1 to the sum no matter what are the dependencies of the edge weights.
along such cycle, and we only need to calculate the total number of these cycles exactly as in Wigner’s case explained in the sketch. We conclude that

$$II = C_{r/2}n^{r/2+1} + O\left(n^{r/2}\right).$$  \hspace{1cm} (76)

The only remaining sum that needs to be further investigated is III. In fact, below we show that the contribution of III is $O\left(n^{r/2}\right)$ which is enough to get the desired statement.

Since III does not contain summands over even paths, below we assume that $\nu(t) \neq 0$. In order to calculate the value of III, we need to determine the number $\Gamma_0$ of $r$-tuples $t \in T_r$, for which $\tau(\nu(t); a)$ is a zero function and the number $\Gamma_g$ of $r$-tuples $t \in T_r$, for which $\tau(\nu(t); a)$ is a valid Golomb sequence (a shift of the original sequence $\varphi$). Using (73), we may rewrite III as

$$III = \frac{1}{n}((-1)\Gamma_g + n\Gamma_0).$$  \hspace{1cm} (77)

Recall that $C$ stands for the simplex code generated by the Golomb sequence $\varphi$ and $C^\perp$ denotes its dual code. $C^\perp$ is a Hamming code generated by a primitive polynomial of degree $m$ and has dimension $k^\perp = n - m$.

Our next goal is to calculate $\Gamma_0$ and $\Gamma_g$. The central observation here is that by the definition of the dual code, function $\nu(\cdot)$ maps those $t \in T_r$ which make $\tau(\nu(t); a)$ to be a zero sequence into a subset of the dual code $C^\perp$. Denote this set by

$$\mathcal{H} = \{\nu(t) \in C^\perp \mid t \in T_r\},$$  \hspace{1cm} (78)

The weights of the codewords of $\mathcal{H}$ obtained from our $r$-tuples $t$ run through the range $2r$, $2r - 4$, $2r - 8$, $\ldots$, $0$ (the last element is necessarily 0 since $r$ is even and thus 4 divides $2r$). The set of the codewords of the form $\nu(t)$, $t \in T_r$ of the same length $n$ is denoted by

$$\mathcal{P} = \{\nu(t) \in GF(2)^n \mid t \in T_r\}.$$  \hspace{1cm} (79)

To simplify the explanation of the argument we provide next, let us forget about the condition (70) for a moment. Consider two codes defined as

$$\mathcal{H}' = \{\nu(t) \in C^\perp \},$$  \hspace{1cm} (80)

$$\mathcal{P}' = \{\nu(t) \in GF(2)^n\}.$$  \hspace{1cm} (80)

Later we will explain how to return (70) back.

Analogously to the above definitions, let $\Gamma_0'$ be the number of $r$-tuples $t \in [n]^r$, for which $\tau(\nu(t); a)$ is a zero function and $\Gamma_g'$ be the number of $r$-tuples $t \in [n]^r$, for which $\tau(\nu(t); a)$ is a valid Golomb sequence. Now our goal is to calculate $\Gamma_0'$ and $\Gamma_g'$ so that we will be able to bound the value of

$$III' = \frac{1}{n} \sum_{a=0}^{n-1} \sum_{\nu(t) \neq 0} (-1)^{\tau(\nu(t); a)} = \sum_{\nu(t) \neq 0} \mathbb{E}(-1)^{\tau(\nu(t); a)} = \frac{1}{n}((-1)\Gamma_g' + n\Gamma_0').$$  \hspace{1cm} (81)

Since III' involves only such $r$-tuples $t$ for which $\nu(t) \neq 0$, we get

$$\Gamma_0' = \sum_{l=1}^{r-1} \rho_r(l)\pi_{H'}(2l),$$  \hspace{1cm} (82)

$$\Gamma_g' = \sum_{l=1}^{r-1} \rho_r(l)\left[\pi_{\mathcal{P}'}(2l) - \pi_{H'}(2l)\right],$$  \hspace{1cm} (83)

where $\rho_r(l)$ is the number of different $r$-tuples $t \in [n]^r$ producing the same codeword of weight $2l$ and $\pi_B(l)$ is the weight function as in Definition 4 above. Note that

$$\rho_r(l) \leq (2r)!!,$$  \hspace{1cm} (84)

and its values is therefore bounded uniformly with respect to $n$. Plugging (82) and (83) into (81) gives

$$III' = \frac{1}{n} \sum_{l=1}^{r} \rho_r(l)\left[\pi_{\mathcal{P}'}(2l) - \pi_{H'}(2l)\right] + n\pi_{H'}(2l)$$

$$= \frac{1}{n} \sum_{l=1}^{r} \rho_r(l)\left[\pi_{\mathcal{P}'}(2l) - \pi_{H'}(2l)\right].$$  \hspace{1cm} (85)

In order to compute III', next we need to calculate the spectral functions $\pi_{\mathcal{P}'}(l)$ and $\pi_{H'}(l)$, as well as the duals $H'$ and $\mathcal{P}'$. Dealing with the codes $\mathcal{P}'$ and $H'$ themselves is a complicated task and all the known general bounds on the spectral functions are not tight enough for our purposes. Therefore, we suggest the following technical trick.

As explained after equation (68), the zeroth bit of the codeword $\nu(t)$ is zero for any $t \in [n]^r$.

$$c \in \mathcal{P}' \Rightarrow c_0 = 0.$$  \hspace{1cm} (86)

In addition, by the definition of $\nu(\cdot)$ the codewords $\nu(t)$ with the zeroth bit removed are palindromes of length $n - 1$. Since $\mathcal{H}' \subset \mathcal{P}'$, both these properties hold for the codewords in $\mathcal{H}'$, as well. Due to these observations, instead of counting the codewords with redundancy, let us drop the zeroth bit from all of them and consider the first halves of the remaining codewords. By construction, there is a natural one-to-one correspondence between the original codes and their shortened versions. Therefore, the bounds on the spectral functions of the latter will provide us with the respective bounds for the spectral
functions of $\mathcal{P}'$ and $\mathcal{H}'$. More formally, introduce two auxiliary functions:

$$\eta: GF(2)^v \times GF(2)^u \rightarrow GF(2)^{v+u},$$

$$((a_0, \ldots, a_{v-1}), (b_0, \ldots, b_{u-1})) \mapsto (a_0, \ldots, a_{v-1}, b_0, \ldots, b_{u-1}),$$

which concatenates two codewords, and

$$\mu: GF(2)^v \rightarrow GF(2)^{v+1},$$

$$(a_0, \ldots, a_{v-1}) \mapsto (0, a_0, \ldots, a_{v-1}),$$

which pads the codeword with one additional zero on the left. Consider two codes

$$\overline{\mathcal{H}} = \{ c \in GF(2)^{n+\frac{r}{2}} \mid \eta(\mu(c), \tilde{c}) \in \mathcal{H}' \},$$

$$\overline{\mathcal{P}} = \{ c \in GF(2)^{n+\frac{r}{2}} \mid \eta(\mu(c), \tilde{c}) \in \mathcal{P}' \} = GF(2)^{n+\frac{r}{2}},$$

(89)

where we remind that the $\tilde{\cdot}$ operation defined in (44) reverts the order of the elements in a codeword. In particular, (89) suggests that the two pairs of codes $\overline{\mathcal{H}}$ and $\mathcal{H}'$, and $\overline{\mathcal{P}}$ and $\mathcal{P}'$ are isomorphic and we obtain

$$\pi_{\mathcal{H}'}(2l) = \pi_{\mathcal{P}'}(l),$$

$$\pi_{\mathcal{P}'}(2l) = \pi_{\overline{\mathcal{P}}} (l).$$

(90)

At this point, in order to utilize the results from Appendix A regarding the spectra of linear codes, let us embed the sets $\overline{\mathcal{H}}$ and $\overline{\mathcal{P}}$ into linear codes. For this purpose, consider their linear spans $\langle \overline{\mathcal{H}} \rangle$ and $\langle \overline{\mathcal{P}} \rangle$. The crucial observation here is that the spectral functions for $l \leq r$ do not change, namely, $\pi_{\langle \overline{\mathcal{H}} \rangle} (l) = \pi_{\overline{\mathcal{P}}} (l)$ and $\pi_{\langle \overline{\mathcal{P}} \rangle} (l) = \pi_{\overline{\mathcal{P}}} (l)$ for $l \leq r$. This is clear for $\overline{\mathcal{P}}$, let us explain that for $\overline{\mathcal{H}}$ as well. Indeed, if we take the original code $\mathcal{H}'$ and embed it into its linear span $\langle \mathcal{H}' \rangle$, the spectral functions will not change for codewords with weights not exceeding $2r$, since $\mathcal{H}'$ already contains all possible codewords of such weights. Due to definition (89), this property directly passes to $\overline{\mathcal{H}}$ and its span.

From Corollary 4, we know that the linear subcode of a Hamming code of order $n$ consisting of all palindromes has dimension $\frac{n+1}{2} - m$. However, since $\mathcal{H}'$ was constructed by taking only codewords with the zeroth bit zero, the dimension of its linear span $\langle \mathcal{H}' \rangle$ is decreased by 1 and becomes

$$\dim \langle \mathcal{H}' \rangle = \frac{n-1}{2} - m. $$

(91)

Since $\langle \mathcal{H}' \rangle$ and $\langle \overline{\mathcal{H}} \rangle$ are isomorphic, we conclude that

$$\dim \langle \overline{\mathcal{H}} \rangle = \frac{n-1}{2} - m.$$

(92)

Recall that $\langle \overline{\mathcal{P}} \rangle$ contains all possible codewords of length $\frac{n-1}{2}$, thus, its dimension is equal to its length, and totally we get

$$\dim \langle \overline{\mathcal{P}} \rangle = \frac{n-1}{2}. $$

(93)

As a direct implication of (93), the spectral function of $\langle \overline{\mathcal{P}} \rangle$ is given by the binomial coefficients [49]

$$\pi_{\langle \overline{\mathcal{P}} \rangle} (l) = \binom{\frac{n-1}{2}}{l},$$

and consequently,

$$\pi_{\langle \overline{\mathcal{P}} \rangle} (l) = \binom{\frac{n-1}{2}}{l}, \ l \leq r. $$

(95)

Apply Lemma 7 to $\langle \overline{\mathcal{H}} \rangle$ to obtain its spectral function

$$\left| \pi_{\langle \overline{\mathcal{H}} \rangle} (l) - \frac{1}{n+1} \binom{\frac{n-1}{2}}{l} \right| = O(n^{l/2}),$$

and

$$\left| \pi_{\langle \overline{\mathcal{P}} \rangle} (l) - \frac{1}{n+1} \binom{\frac{n-1}{2}}{l} \right| = O(n^{l/2}), \ l \leq r. $$

(96)

(97)

Using (90), plug the obtained estimates (95) and (97) into (85) to get

$$\Pi' = \frac{1}{n} \sum_{l=1}^{r} \rho_r(l) \left( (n+1) \pi_{\langle \overline{\mathcal{H}} \rangle} (l) - \pi_{\langle \overline{\mathcal{P}} \rangle} (l) \right)$$

$$= \frac{1}{n} \sum_{l=1}^{r} \rho_r(l) \left[ \binom{\frac{n-1}{2}}{l} \left( \frac{n+1}{n+1} - 1 \right) + O \left( n^{l/2+1} \right) \right]$$

$$= \frac{1}{n} O \left( n^{r/2+1} \right) = O \left( n^{r/2} \right). $$

(98)

Going one step back, we need to introduce the linear relation (70) to our code. As follows from Lemma 6, in this case $\alpha$ increases by 1 and this action will reduce the spectral functions of the involved codes by the same multiplicative factor $2^{-m} = \frac{1}{n+1}$ (In the notation of Lemma 6 it is $2^{-\alpha}$) without affecting the tightness of the bound (98). Let us plug the results of (75), (76) and (98) into (74) to express the desired expectation,

$$E \left[ \beta_r(A_n) \right] = I + II + III$$

$$= O \left( n^{r/2} \right) + C_r/2n^{r/2+1} + O \left( n^{r/2} \right) + O \left( n^{r/2} \right)$$

$$= \frac{C_r}{2^r} + O \left( \frac{1}{n} \right),$$

(99)

which completes the proof.

Proof of Proposition 2. In the calculation of variance we again mimic the proof of [51]. All the notation
is borrowed from the proof of Proposition 1. By the definition of variance,
\[
\begin{align*}
\text{var} \left( \beta_r (A_n) \right) & = \frac{1}{n^2} \left( \mathbb{E} \left[ \text{Tr} \left( A_n^r (a) \right) \right] - \left[ \mathbb{E} \text{Tr} \left( A_n^r (a) \right) \right]^2 \right) \\
& = \frac{1}{2^{2r} n^{r+2}} \left[ \mathbb{E} \sum_{t, s \in T_r} (-1)^{\tau(\nu(t); a) + \tau(\nu(s); a)} \quad - \left( \mathbb{E} \sum_{t \in T_r} (-1)^{\tau(\nu(t); a)} \right)^2 \right].
\end{align*}
\]
Similarly to the proof of Proposition 1, to make the notation less bulky multiply both sides of (100) by \(2^{2r} n^{r+2}\) and open the round brackets in the last line to get
\[
2^{2r} n^{r+2} \text{var} \left( \beta_r (A_n) \right) = \sum_{t, s \in T_r} \left[ \mathbb{E}_a (-1)^{\tau(\nu(t); a) + \tau(\nu(s); a)} \quad - \mathbb{E}_a \mathbb{E}_b (-1)^{\tau(\nu(t); a) + \tau(\nu(s); b)} \right].
\]
Again, as in the proof of Proposition 1, for simplicity we drop for a moment conditions (70) on \(t\) and \(s\) and will impose them back later. We break the sum over \(t\) and \(s\) in (101) into two sums,
\[
2^{2r} n^{r+2} \text{var} \left( \beta_r (A_n) \right) = \left( \sum_{\nu(t) = 0} + \sum_{\nu(t) \neq 0, \nu(s) = 0} \right) \left[ \mathbb{E}_a (-1)^{\tau(\nu(t); a) + \tau(\nu(s); a)} \quad - \mathbb{E}_a \mathbb{E}_b (-1)^{\tau(\nu(t); a) + \tau(\nu(s); b)} \right] = S_1 + S_2.
\]
Let us first show that
\[
S_1 = 0.
\] (103)
When \(\nu(t) = 0\) or \(\nu(s) = 0\), at least one of the summands in the exponents is zero due to the second line in (72). Therefore, in this case the expectations in the square brackets are equal and the sum \(S_1\) is zero.

Denote
\[
u(t, s) \in [n]^{2r},
\] (104)
and, assuming \(\nu(t) \neq 0\) and \(\nu(s) \neq 0\), consider the second sum
\[
S_2 = \sum_{t, s} \left[ \mathbb{E}_a (-1)^{\tau(\nu(t); a) + \tau(\nu(s); a)} \quad - \mathbb{E}_a \mathbb{E}_b (-1)^{\tau(\nu(t); a) + \tau(\nu(s); b)} \right] = \sum_u \mathbb{E}_a (-1)^{\tau(\nu(u); a)} - \sum_{t, s} \mathbb{E}_a \mathbb{E}_b (-1)^{\tau(\nu(t); a) + \tau(\nu(s); b)}. \] (105)
The second line of (105) allows us to get the following expression
\[
S_2 = \left( \sum_{\nu(u) = 0} + \sum_{\nu(u) \neq 0} \mathbb{E}_a (-1)^{\tau(\nu(u); a)} \right) - \sum_{t, s} \mathbb{E}_a \mathbb{E}_b (-1)^{\tau(\nu(t); a) + \tau(\nu(s); b)} = [U_0 + U_g] - TS, \] (106)
where by a little abuse of notation we treat \(u \rightarrow \nu(u)\) as a function sending \(2r\)-tuples (instead of \(r\)-tuples as before) into binary codewords of length \(n\), but otherwise defined exactly as in the proof of Proposition 1.

The sum \(U_0\) in the last line of (106) corresponds exactly to the even paths, over which correlations of the matrix entries do not matter (as explained in the course of calculation of \(II\) in the proof of Proposition 1). Hence, the reasoning from [51] applies verbatim and we get
\[
U_0 = O \left( n^r \right).
\] (107)
Next, consider the expression
\[
U_g = \sum_{\nu(u) \neq 0} \mathbb{E}_a (-1)^{\tau(\nu(u); a)} \quad = \frac{1}{n} \sum_{a = 0}^{n-1} \sum_{\nu(u) \neq 0} (-1)^{\tau(\nu(u); a)}, \] (108)
and note that it is exactly equal to \(\text{III}'\) defined in the first line of (81) with \(r\) replaced by \(2r\). Hence, we conclude from (98) that
\[
U_g = O \left( n^{2r} \right).
\] (109)
Let us now focus on the last summand from (106),
\[
TS = \sum_{\nu(t) \neq 0, \nu(s) \neq 0} \mathbb{E}_a \mathbb{E}_b (-1)^{\tau(\nu(t); a) + \tau(\nu(s); b)}. \] (110)
Note that
\[
TS = \left( \sum_{\nu(t) \neq 0} \mathbb{E}_a (-1)^{\tau(\nu(t); a)} \right)^2. \] (111)
Exactly the same reasoning as was exploited to obtain (98) from (81) applies here and we get for the sum inside the brackets of (111),
\[
\sum_{\nu(t) \neq 0} \mathbb{E}_a (-1)^{\tau(\nu(t); a)} = O \left( n^{r^2/2} \right), \] (112)
and therefore,
\[
TS = \left( \sum_{\nu(t) \neq 0} \mathbb{E}_a (-1)^{\tau(\nu(t); a)} \right)^2 = O \left( n^r \right). \] (113)
Overall, by plugging (107), (109) and (113) into (106) we obtain
\[ S_2 = O(n^2). \] (114)
Now impose back the conditions (70) on \( t \) and \( s \). Similarly to the proof of Proposition 1, this does not change the obtained bound exactly the same way as we explained above. Together with (103) we conclude from (102) that
\[
\text{var} (\beta_r(A_n)) = \frac{O(n^r)}{2^{2r}n^{r+2}} = O\left(\frac{1}{n^2}\right). \] (115)
Now impose back conditions (70) on \( t \) and \( s \), which does not destroy the obtained bound exactly the same way as we explained in the proof of Proposition 1. This completes the proof.

**Remark 3.** As we have already mentioned in the proof of Proposition 1, the expectations over even cycles are not affected by the statistical dependencies between the matrix entries (edge weights) since all of them are raised into even powers. Therefore, the argument from Remark 2 applies in the pseudo-random case as well, and we conclude that
\[
\text{var} (\beta_r(A_n)) = \Theta\left(\frac{1}{n^2}\right). \] (116)
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