Face Recognition Based on MTCNN and Convolutional Neural Network
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Abstract. MTCNN is a face detection method based on deep learning, which is more robust to light, angle and facial expression changes in natural environment, and has better face detection effect. At the same time, the memory consumption is small, and real-time face detection can be realized. Therefore, a method based on MTCNN and improved convolution neural network is proposed in this paper. Firstly, MTCNN is used to detect and align faces. Then, the output image is used as the input data of the improved convolution network, and multi-level convolution training is carried out. Finally, the accuracy of the model is tested.
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1 Introduction

With the rapid development of technology, face recognition is more convenient than other human body recognition systems such as fingerprints, irises, and DNA. It does not require compulsory participation and can solve problems without affecting people’s normal life. It has the advantages of low cost, high user acceptance and high reliability, and has broad application prospects in identification, security monitoring, human-computer interaction and other fields. Traditional face recognition process includes four stages: face detection, face alignment, feature extraction and face classification. The most important stage is feature extraction, which directly affects the accuracy of recognition. At present, in the restricted environment, the traditional neural network method has better results in face recognition, but in the unrestricted environment, due to the complexity of the face image leading to large intra-class changes, as well as the inter-class changes caused by the external light and background, the traditional neural network face recognition method often fails to achieve the desired results.

Therefore, a method based on MTCNN and deep convolution neural network is proposed in this paper. On the input raw face image data, face detection and face alignment are performed using MTCNN. Then, the deep convolution neural network is used to extract face features, and face recognition is carried out. Finally, the LFW database and CASIA-WebFace data set are used to realize face recognition in the depth learning framework TensorFlow.

2 Basic Principles

2.1 Face Detection

MTCNN is a method of face detection and alignment based on deep convolution neural network[1], [2], [5], [10] that is to say, this method can accomplish the task of face detection and alignment at the same time. Compared with the traditional method, MTCNN has better performance, can accurately locate the face, and the speed is also faster, in addition, MTCNN can also detect in real time.

MTCNN consists of three neural network cascades, namely P-Net, R-Net, and O-Net. In order to achieve face recognition on a unified scale, the original image should be scaled to different scales to form an image pyramid before using these networks.

The first network P-Net is a full convolutional network used to generate candidate window and border regression vectors. Bounding box regression is used to correct candidate boxes, and then non-maxima are
used to suppress these combined overlapping candidate boxes. The structure of P-Net network is shown in Figure 1.

![Figure 1. P-Net network structure](image)

The results of P-Net are relatively rough, so further tuning is further done using R-Net. The R-Net structure diagram is shown in Figure 2. This structure is very similar to P-Net. It will enter into R-Net through the candidate window of P-Net, reject most of the false windows, and continue to use bounding box regression and NMS merging.

![Figure 2. R-Net network structure](image)

Finally, O-Net is used to output the final face frame and feature point positions. Similar to the first two steps, the difference is to generate 5 feature point positions. The O-Net network structure is shown in Figure 3.

![Figure 3. O-Net network structure](image)

Each network in MTCNN has three parts of output, so the loss is also composed of three parts. For the face detection part, directly use the cross entropy loss function:

$$l_{i}^{\text{det}} = -\left( y_{i}^{\text{det}} \log(p_{i}) + (1 - y_{i}^{\text{det}})(1 - \log(p_{i})) \right)$$  \hspace{1cm} (1)

In the formula, $p_{i}$ represents the probability of inputting a face, and $y_{i}^{\text{det}}$ represents a true label.

For the box regression and the five feature point decisions are all regression problems, so use the common Euclidean distance to find the loss. Boundary box regression loss function:

$$l_{i}^{\text{det}} = \|y_{i}^{\text{box}} - y_{i}^{\text{box}}\|^{2}$$  \hspace{1cm} (2)
where $y^\text{box}$ is predicted by the network, and $y^\text{box}_\text{real}$ is the actual real background coordinate.

Key point decision loss function:

$$L_{\text{landmark}}^i = ||\hat{y}^\text{landmark}_i - y^\text{landmark}_i||^2_2$$ (3)

where $\hat{y}^\text{landmark}_i$ is predicted by the network, and $y^\text{landmark}_i$ is the actual real key point coordinate. Finally, the three losses are multiplied by their own weights and then added together to form the final total loss.

2.2 Convolutional Neural Networks

Convolutional neural networks are a kind of feedforward neural networks with convolutional computation and deep structure. They are one of the representative algorithms of deep learning. Convolutional neural network (CNN) extracts high-level semantic information from raw data input layer by layer through stacking a series of operations such as convolution, convergence and non-linear activation function.

In convolutional neural networks, the role of the convolutional layer is to train fewer parameters to extract feature information for the input data. The biggest advantage of the convolutional layer compared with the full connection is that the network is locally connected, and the amount of parameters that need to be trained is small, which is conducive to constructing a deeper and larger network structure to solve more complicated problems. The role of the pooling layer is to reduce the size of the feature map. In order to speed up the network training and reduce the amount of computational data, the convolutional neural network uses a pooling layer behind the convolutional layer to reduce the amount of data, the pooling operation can not only make the feature dimension extracted by the convolution layer smaller, reduce the amount of computing data, but also reduce the degree of over-fitting of the network to some extent and improve network performance. The function of the fully connected layer is to map the feature map of a two-dimensional image onto a one-dimensional feature vector. Through the full connection, the feature map of any dimension can be mapped into the vector of the specified dimension.

3 The Algorithm in This Paper

Because the traditional method can detect the face with good frontal/vertical/light, but it cannot detect the face with bad side/skew/light, so this method is not suitable for field application. The MTCNN algorithm is more robust to light, angle and facial expression changes in the natural environment, and the face detection effect is better; At the same time, the memory consumption is not large, real-time face detection can be realized. So this paper designs a method based on MTCNN and improved VGGNet for face recognition.

This article mainly uses the improved VGGNet network structure. VGGNet is in principle no different from ordinary CNN. Its main feature is the local receptive field of small, all of them use 3×3 filters, and the network structure is deep. Its input is 224×224 RGB image, there are 5 maximum pooling layers, three fully connected layers, one softmax layer. All hidden layer activation functions use the nonlinear activation function ReLU. After the first and second fully connected layers, dropout technology is also used to prevent network overfitting. And the structure is very simple, the entire network uses the same size convolution kernel size (3×3) and maximum pool size (2×2), making the model's feature extraction ability stronger, and the number of parameters is less. However, it still consumes a lot of computing resources, and there are still many parameters used, resulting in more memory usage. Most of the parameters are from the first fully connected layer.

So this paper proposes an improved deep convolutional neural network structure. As shown in Figure 4, the last largest pooling layer is modified to be the mean pooling layer. The kernel size of the mean sampling layer is 7×7. This can effectively reduce network parameters while keeping network feature extraction capabilities as much as possible. VGGNet uses SoftMax classifier to classify images, But the SoftMax classifier essentially does not require a distance between each type of vector representation. Moreover, the face images are similar, and it is easy to cause recognition errors, which ultimately leads to poor performance of the trained face recognition model. Therefore, the classification function can be enhanced by improving the loss function. In order to get better classification results, we should maximize the distance between classes and reduce the distance within the class. So this article uses the loss function combined with SoftMax Loss and Center Loss. Separate the different categories with SoftMax Loss, then use Center Loss to increase the distance between classes and reduce the distance.
within the class. Center Loss is based on the SoftMax Loss classification and maintains a class center for each category. During training, gradually reduce the distance of class members from the class center and increase the distance between other class members and the center.

The Center Loss loss function is:

\[ L_i = \frac{1}{2} ||f(x_i) - c_{y_i}||^2 \]  

(4)

where \( x_i \) represents the input face image, \( y_i \) represents the category of the face, \( f(x_i) \) represents the feature corresponding to the face image, and \( c_{y_i} \) represents a category center defined by each category.

The center of multiple images is to add their values together:

\[ L_{\text{center}} = \sum_{i=1}^{m} L_i \]  

(5)

The mixing loss function is:

\[ L_i = L_{\text{softmax}} + \lambda L_{\text{center}} \]  

(6)

where: \( \lambda \) represents the weight of Center Loss.

### 4 Experiment and Analysis

#### 4.1 Experimental Data Set and Processing

This experiment is to train the improved VGGNet network model on tensorflow. The CASIA-WebFace database is divided into training set and verification set in a ratio of 4:1. CASIA-WebFace database, which contains 10000 people, a total of 500000 face pictures. Use the training set to train the model, and use the verification set to adjust the super parameters. After obtaining the optimal model on the verification set, the super parameters of the model are used to retrain the final model. Finally, LFW is used to evaluate the final performance. LFW data set contains 5749 people, with 13233 face images, each of which is 250x250 in size.

Pre-processing is required before training and testing. All face images are detected using the MTCNN algorithm, and the five key points are used to align the face images, and finally cut and uniformly scaled to 160x160 pixel RGB images.

#### 4.2 Experimental Results and Analysis

In this experiment, a large number of face data in CASIA-WebFace database are used to train the improved VGGNet deep convolution neural network model, and then the verification set is used to adjust the model super parameters repeatedly, and the accuracy of the optimal model in LFW data set test is 98.35%.
Finally, the face recognition rate of this method is compared with that of other deep learning algorithms. As shown in Table 1, under LFW data set test, the accuracy of DeepFace model is 97.35%, and that of FaceNet model is 99.63%, the accuracy of DeepID2+ model fused with 25 small networks is 99.47%. In terms of test accuracy, this model is much lower than FaceNet model and DeepID2+ model, and only about 1.18% higher than DeepFace model.

The DeepFace model adopts 3D alignment. When the model is used, the features and classifiers are bound, and the class size of this classifier is bound to the size of the input data class. So for different input data, DeepFace needs different training to ensure accuracy. This model is based on the MTCNN network structure to align the image, and it will not affect the accuracy in different input data. Both this model and FaceNet model use MTCNN for face alignment. The difference is that this paper uses the loss function of SoftMax Loss and Center Loss, which can enhance the distance between classes, reduce the distance within classes, and improve the accuracy of the model. The use of FaceNet model is a triple loss function, which is easy to be dominated by bad data, resulting in poor model.

DeepID2+ model also uses CASIA-WebFace database to divide training set and verification set in 4:1 ratio, and finally uses LFW as the standard face authentication test library to evaluate the final performance. Different DeepID2+ models use SDM method to detect 21 detection points before training. Then, according to these detection points and the factors such as location, scale, channel and horizontal flip, each face is transformed into 400 patches, and 400 patches are trained to 400 160 dimensional vectors using 200 convolution networks. Because the vector dimension generated above is too high, DeepID2+ model uses forward backward greedy algorithm to select the optimal 25 patches, and then generates 25x512 dimension vector, which is still too large, so PCA is used for dimension reduction. At the same time, seven of the best 25 patches are selected in the training process, and the trained seven Bayesian classifiers are fused by SVM to generate a classifier and get the final DeepID2+ model, so DeepID2+ model will use a lot of time and memory in the test. However, the network structure of this model is relatively simple, and to a large extent, it has sparse features, so in terms of time consumption, this model is much lower than DeepID2+, the use time of DeepID2+ is generally more than 35ms, and the use time of this model is usually about 6ms.

| method          | dimension | Number of networks | Accuracy/% | Speed/ms |
|-----------------|-----------|--------------------|------------|----------|
| DeepFace        | 4096      | 3                  | 97.35      | 18       |
| FaceNet         | 512       | 1                  | 99.63      | 30       |
| DeepID2+        | 512       | 25                 | 99.47      | 35       |
| Method of this paper | 4096 | 1                  | 98.53      | 6        |

5 Conclusion

This work uses a combination of the MTCNN algorithm and the improved VGGNet deep convolutional neural network. The pre-training of the network is carried out by using a large amount of face image data, and the initial weight of the network is adjusted, and then the image of the database is used for feature extraction. This experiment automatically learns the effective features from a large number of face image data. After multi-layer learning, the features that can better represent the face are extracted. The experimental results show that the method has a good recognition result.
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