A data-aware scheduling strategy for executing large-scale distributed workflows
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ABSTRACT Task scheduling is a crucial key component for the efficient execution of data-intensive applications on distributed environments, by which many machines must be coordinated to reduce execution times and bandwidth consumption. This paper presents ADAGE, a data-aware scheduler designed to efficiently execute data-intensive workflows in large-scale computers. The proposed scheduler is based on three key features: i) critical path analysis, for discovering the critical tasks of a workflow and reducing data transferring between nodes; ii) work giving, a new dynamic planning strategy for migrating tasks from overloaded to unloaded nodes; and iii) task replication, which executes task replicas on different nodes for improving both execution time and fault tolerance. Experiments performed on a distributed computing environment composed of up to 1,024 processing nodes show that ADAGE achieves better performances than existing scheduling systems, obtaining an average reduction of up to 66% in execution time.
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I. INTRODUCTION

The term Exascale refers to the capabilities of future computing systems, still to be implemented, which should be capable of calculating at least one exaFLOPS (i.e., $10^{18}$ FLOPS), far exceeding the most advanced existing computing systems (about $10^{15}$ FLOPS). To reach the Exascale size, other than new hardware solutions, it is required to define new programming models, languages and algorithms that combine abstraction with both scalability and performance [1]. Hybrid models (based on shared/distributed memory) and communication mechanisms based on data locality and grouping are currently investigated as promising approaches. Parallel applications running on Exascale systems will require to control a high number of tasks running on a very large set of computing resources [2]. Such applications will need to avoid or limit synchronization, use less communication and remote memory, and handle software and hardware faults that can occur. In order to achieve such computational speeds, more and more novel solutions are being proposed with the aim of harnessing the computational power of a large set of machines operating in parallel [3].

The problem of coordinating many machines in a complex distributed system is widely represented as a task scheduling problem. Task scheduling has long been recognized as an NP-Hard problem, which represents a major challenge for researchers, especially if the scheduling is performed dynamically and in real time (as required by modern systems). The scheduling aims at identifying the most suitable resources for executing the workloads on time and optimizing resource utilization. In particular, it must also allow for many tasks to run simultaneously and for the exchange of large amounts of data. This paper presents ADAGE (A Data-aware scheduler based on critical path analysis, work assignment, and replication), a data-aware scheduler designed to efficiently execute data-intensive workflows in a large-scale computer network. The proposed scheduler is based on three key features: i) critical path analysis, for discovering the critical tasks of a workflow and reducing data transferring between nodes; ii) work giving, a new dynamic planning strategy for migrating tasks from overloaded to unloaded nodes; and iii) task replication,
which executes task replicas on different nodes for improving both execution times and fault tolerance.

ADAGE is composed of the following components: i) **Decision Maker (DM)**, which runs on each node and assigns the tasks to the current node or remote nodes; ii) **Local Ready Queue (LRQ)**, which contains the tasks that are ready to be executed, sorted by execution priority; iii) **Load Balancer (LB)**, which moves tasks from the LRQ to the least loaded neighboring nodes whenever the current node is overloaded; and iv) **Validator**, which checks and updates the status of the tasks in LRQ. These components work together to effectively execute the submitted workflow, which is composed of many tasks with dependencies, on a pool of computing nodes in a distributed platform.

To evaluate our strategy, we carried out several experiments on different workflows by varying both the number of tasks and computing nodes. In our evaluations, we compared the designed scheduling strategy with two state-of-the-art systems, i.e., Matrix [4] and Albatross [5]. In particular, five existing workflows (i.e., CyberShake, Epigenomics, Inspiral, Montage, Sipht), which can generate up to 10,000 tasks, were evaluated. Experiments performed on a HPC distributed system composed of 1,024 computing nodes show that ADAGE achieves better performance than existing scheduling systems, obtaining an average reduction of up to 66% in execution time. For the purpose of using the code of our scheduler and allowing the reproducibility of the experiments, an open-source version of ADAGE is available at [https://github.com/SCAlabUnical/ADAGE](https://github.com/SCAlabUnical/ADAGE).

Compared to existing techniques, our scheduler includes the following innovative aspects: i) it combines both static and dynamic planning strategies for reducing execution time of data-intensive workflows; ii) it exploits a novel algorithm for moving tasks from overloaded to unloaded nodes at runtime; iii) it takes advantage of task replication on different nodes to improve both execution times and fault tolerance.

The remainder of the paper is organized as follows. Section II discusses related work. Section III describes the proposed scheduling strategy. Section IV shows the experimental results and Section V concludes the paper.

II. RELATED WORK

With the increasing popularity of data-intensive workflows, several research projects have been carried out to define data-aware scheduling algorithms [6] [7] [8] aiming at improving scalability, energy efficiency and execution performance. In particular, due the imminent implementation of Exascale systems, task scheduling for massively parallel applications has become an important and strategic research area [3]. In particular, several algorithms and systems have been proposed to cope with the needs of large scale data-intensive applications, exploiting both static and dynamic scheduling [9] [10] [11].

Kosar et al. [12] proposed a data scheduler, namely **Stork**, that allows for planning data allocation and data transfer among computing nodes in a network. In particular, Stork uses the **ClassAd** [17] language to represent data management tasks, while computational workflows are executed using both **Pegasus** [18] for data-aware planning and **HTCondor DAGMan** [19] for managing task dependencies. Stork exposes four main data scheduling strategies: first fit, largest fit, smallest fit and best fit. The first three strategies are heuristics, while the fourth one is an exact algorithm that discovers the best data allocation using a greedy approach.

Wei et al. [13] proposed a data-aware scheduling strategy obtained as the combination of two existing systems: **LSF** (Load Sharing Facility) [20] and **GFarm** [21]. LSF is a job scheduler expressly designed for HPC systems that exposes a set of scheduling tools for managing global workloads and resources. GFarm is a distributed file system that is designed for data sharing in large clusters. The proposed strategy exploits data location information retrieved from GFarm for evaluating data affinity of tasks and automatically transfer data among nodes.

Acevedo et al. [14] proposed a data-aware scheduling algorithm based on a variant of the critical path algorithm [22], named Critical Path File Location (CPFL). The algorithm is designed to schedule workflow tasks by declaring inter-task and data dependencies. It also allows to execute an application composed of multiple workflows by merging them in a single meta-workflow. The scheduler exploits a prescheduling stage to establish where data should be allocated. Then, the critical path algorithm is used to assign a priority value to each task of the meta-workflow. Subsequently, the scheduler manages each task using priority and assigns it to a computing node based on its data dependencies.

Marozzo et al. [15] proposed a composition of two systems, the **Data Mining Cloud Framework (DMCF)** [23] and **Hercules** [24], to obtain a data-aware workflow scheduling for Cloud environments. DMCF allows to process and schedule workflow tasks, while Hercules manages temporary files generated during computation. The scheduling strategy is inspired by the one proposed in [25], but it uses a new local queue on the executor node, called **locallyActivatedTask**, to obtain data-awareness. For each node, the scheduler selects the best task to run, choosing it from the global or local task queue. In particular, the scheduler tries to execute the task whose dependencies have been resolved and for which the current node is the best concerning data allocation.

**MATRIX** (Many-Task computing execution fabRlc at Exascale) [16] is a system that implements a data-aware scheduling strategy based on work stealing [26]. It extends the classical work stealing strategy to support data-awareness by maintaining information about data dependencies of scheduled tasks. The system consists of three entities: client, scheduler and executor. The network nodes are fully connected, which means that they can communicate each other. On each node, three basic components run: executor, scheduler, and **ZHT** (Zero-hop distributed HashTable) server [27]. In particular, the last component allows to implement a shared DKVS (Distributed Key-Value Store) that stores information about tasks, including data dependencies and data locality. MATRIX exploits three local queues to
manage tasks, which contain respectively: tasks that are not ready to run; strictly data-dependent tasks that read much data from well-defined nodes; and not strictly data-dependent tasks that read some temporary data.

Albatross [5] is a system that improves some features of MATRIX. For example, it enhances fault tolerance by replacing the local queue containing not ready tasks with Fabriq [28]. Fabriq is a distributed message queue (DMQ) that runs on top of a distributed hash table, which prevents losing tasks when a node fails. Albatross assigns tasks to nodes by using a *late-binding* technique. Specifically: *i*) when a task becomes ready (i.e., all its dependencies are solved), the load balancer pulls it from the DMQ and tries to send it to the best node according to data locality; *ii*) if the remote node is overloaded or data are local, the task is assigned to the local queue of the current node; *iii*) when the task is pulled from a local queue, the load balancer tries again to send it to the best node and, if the assignment is not possible, the task is executed on the current node.

Table 1 shows a comparison among the referred related works. For each work, the table reports the metadata management and storage systems, implementation language, features of the scheduler, and performance metrics that have been evaluated. Differently from existing techniques, ADAGE combines both static and dynamic planning strategies for improving the execution performances of data-intensive workflows. In particular, a static planning strategy, based on the critical path algorithm, is used to optimally assign tasks to the nodes during the workflow submission. Then, a novel dynamic strategy, named *work-giving*, is used by overloaded nodes for assigning tasks to other nodes. Furthermore, ADAGE exploits task replication on different nodes to improve both execution times and fault tolerance.

### III. PROPOSED SCHEDULER

ADAGE is a new data-aware scheduler that exploits data locality to reduce data movement among nodes and improve the execution time of data-intensive workflows. To reach this goal, ADAGE combines both static and dynamic planning strategies.

The static planning strategy is based on the *critical path* algorithm [22], which permits to find the *critical tasks* of a workflow, i.e., tasks that cannot be delayed without delaying the execution of the entire workflow. Starting from the knowledge of the critical path, our strategy minimizes data movement and memory latency by executing a task on the node that holds the largest amount of input data.

A dynamic planning strategy is used for assigning tasks to computing nodes at runtime. We designed a new dynamic planning strategy, called *work-giving*, which is used for migrating tasks from overloaded to unloaded nodes. Specifically, if a node is overloaded, it tries to send some of its tasks to unloaded nodes in its neighborhood. Such behavior differs from the work-stealing approach, in which an entity runs on the unloaded nodes and, during the computation, searches and steals tasks from the overloaded ones. It should be noted that the stealing process is activated many times and in many nodes. This behavior can limit the scalability in large-scale computing systems (such as Exascale computers), where the unloaded nodes are usually much more than the overloaded ones. Additionally, each unloaded node competes with the others to steal tasks, which can lead to a highly random distribution of tasks in the system. Differently, the *work-giving* strategy is executed on a much smaller number of nodes, which improves the system scalability. In addition, this approach limits the random distribution of the tasks by allowing an overloaded node to assign tasks to a limited number of nodes in its neighborhood.

For increasing the application reliability and finishing computation faster, ADAGE exploits *task replication* to execute speculative copies of tasks on different nodes. As stated in [29], the use of task replicas (also called backup tasks) is essential to significantly reduce the completion time of large workflow applications. In fact, some computing nodes may take an unusually long time to complete some tasks (e.g., due to overhead or hardware/software issues), negatively

| Reference        | Metadata Management System | Storage system | Language | Scheduler features | Evaluated metrics          |
|------------------|-----------------------------|----------------|---------|--------------------|----------------------------|
| Kosar et al. [12]| DAGMan                      | Pegasus        | Go      | Stork HTCondor-G    | Transfer speed             |
| Wei et al. [13]  | LSF                         | GFarm          | C/C++   | LSF plugin         | -                          |
| Acevedo et al. [14]| DHT                       | Distributed/Local filesystem | Java    | CPFL               | Execution time             |
| DMCF [15]        | Microsoft Azure             | Hercules       | Javascript | In-memory temporary file | I/O operations, Execution time |
| MATRIX [16]      | ZHT                         | ZHT            | C/C++   | Work Stealing      | Throughput                 |
| Albatross [5]    | ZHT                         | HDFS           | C/C++   | Late Binding       | Latency, Throughput        |
| ADAGE            | DHT                         | Distributed/Local filesystem | Java    | Critical Path Work Giving Backup tasks | Execution time Throughput |

### TABLE 1: Comparison with main related systems.
The software structure of ADAGE consists of the following macro-components:

- **Client**: given a workflow composed of several tasks, it executes the critical path algorithm to pre-assign the tasks to the nodes and calculates the priority for each of them.
- **Distributed Hash Table (DHT)**: it stores all the necessary information about tasks, such as the running state, parent tasks, and actual number of replicas.
- **Distributed Message Queue (DMQ)**: it stores the identifiers of tasks waiting to be executed by a processing node.
- **Scheduler**: it executes a dynamic scheduling strategy, named **work-giving**, which is discussed in Section III.

An instance of the scheduler runs on each node of the system. Specifically, such a scheduler instance is composed of the following components:

- **Decision Maker (DM)**: it statically assigns tasks to the current node or remote nodes.
- **Local Ready Queue (LRQ)**: it contains the ready tasks, which are tasks whose dependencies are solved; such tasks are sorted by the execution priority calculated with the critical path algorithm.
- **Load Balancer (LB)**: when the current node is overloaded, the LB selects and sends some tasks from the LRQ to less loaded neighbor nodes.
- **Validator**: it checks the completion of tasks in the LRQ; if a task is completed, the Validator removes it from the queue; otherwise, if the task execution is still pending, the heartbeat is updated and stored in the DHT.

Figure 1 shows the block diagram and execution flow of the scheduling system. Each node can dispose of one or more Executors, which pull ready tasks from the LRQ. If the LRQ is empty, the execution of the Decision Maker is triggered.

As shown in Figure 1, the client starts storing task metadata in the DHT (1) and tasks in the DMQ (2) (also specifying the preferred execution node for each of them). In particular, the client executes the critical path algorithm to find an optimal planning solution for assigning the tasks to nodes. On each node, an instance of the Decision Maker (DM) takes one or more tasks from the DMQ (3) and decides on which node they have to be executed. Specifically, if a task has been assigned by the client to the current node, it is put in the Local Ready Queue (LRQ) (4); otherwise, such a task is sent to another node, which is chosen based on data locality (5), and inserted in the LRQ (6).

The Executors get the tasks with the highest priorities from the LRQ (7) for running them, while the Load Balancer (LB) gets those with the lowest priorities (8). In the latter case, the tasks are replicated and sent to some neighbor nodes that are less charged than the current one (9). In particular, each replicated task is inserted in the LRQ of the chosen neighbor node (10). The maximum number of replicas for a task is specified by the client during the workflow submission and stored in the DHT.

Only the tasks that are assigned to the current node can be replicated by the LB. In fact, as shown in Figure 1, the LRQ is logically split in two parts so as to distinguish between the tasks that have been assigned to the current node and replicas that have been received from neighbors. More details about the different components of the scheduling system are provided in the following subsections.

### B. TASK METADATA AND STATES

Table 2 reports the main metadata of a task. In particular, the field **state** represents the current state of the task, which can take one of the values reported in Table 3.

| Metadata | Description |
|----------|-------------|
| ID       | Task identifier |
| state    | [waiting, ready, stage-in, running, failed, stage-out, complete] |
| heart-beat | timestamp of last heartbeat from the nodes having the task |
| children | set of children tasks |
| parents  | number of parents the task is waiting for |
| in-list  | names of input files the task reads |
| out-list | names of output files produced by the task |
| node-list | list of nodes having the task |
| num-backup | maximum number of backup nodes, given by the client |
| state-history | timestamps of task state changes (e.g., [{ts1:waiting},{ts2:ready},...]) |

| State     | Description |
|-----------|-------------|
| waiting   | the task is waiting termination of parent tasks |
| ready     | the task is ready to execute, because its parents are complete |
| stage-in  | the task is ready to run, but it is waiting availability of input data |
| running   | the task is running |
| failed    | the task failed for some reason |
| stage-out | the task is complete, its output data are being written in the storage |
| complete  | the task is complete, its output data are available from the storage |
Figure 1 shows the state diagram describing the life cycle of a task. When it is submitted by the client, a task is in the waiting state, which means the task is waiting for termination of some parent task. The field parents contains the number of parents the task is waiting for. Such a number is decreased every time a parent task terminates.

The task switches to the ready state when all its parents have been completed successfully. In such a state, the node can start preparing the task for execution, getting the needed data. When this happens, the task goes in the stage-in state. Once the stage-in process is completed, the task is executed, passing in the running state. If the task fails its execution due to a self-generated error (e.g., a programming error or an unhandled exception), it goes in the failed state and all its children fail in cascade. Alternatively, if the task successfully completes its execution, the scheduler starts to write the output data in the storage and the task is switched in the stage-out state. Finally, the task goes in the complete state when the output data have been fully stored.

C. DECISION MAKER AND EXECUTOR

When an Executor terminates its current work, it selects another task from the LRQ. If the queue is empty, it activates the Decision Maker (DM), which starts to load new tasks from the DMQ to the LRQ. Then, the Executor tries again to get a task from the LRQ and, if found, executes it; otherwise, it activates the DM again. However, to limit the network overload due to subsequent calls to the DMQ, the Executor awaits a short time before activating the DM again. Listing 1 shows the pseudo-code of the Executor component.

Listing 1: Pseudo-code of the Executor component. It invokes the Decision Maker when no tasks are present in the Local Ready Queue.

After executing a task, the Executor updates metadata of the task and its children. In particular:

- the state field is set to complete;
- a new timestamp for the complete state is added to the state-history field;
- for each child in the children field, the parents field is decreased.

The Decision Maker performs an initial distribution of tasks to nodes based on data locality. In particular, it performs the following steps:

1) It checks the DMQ looking for non-finished tasks that have been assigned to the current node and whose
heartbeats are not up-to-date. If some tasks are found, the DM inserts them in the LRQ and terminates its execution; otherwise, it proceeds to the second phase.

2) It scans the DMQ again looking for non-finished tasks that are not assigned to the current node and whose heartbeats are not up-to-date (i.e., the tasks that have been pulled from the DMQ but whose assignee node failed). If the DM gets any tasks matching such criteria, it decides where to send them. Specifically, if a task is assigned to the current node, it is inserted in the LRQ; otherwise, such a task is sent to another node in the system, which is optimally chosen based on data locality.

The DM aims at improving the fault tolerance of the system when the pre-assignment of tasks (made by the client) is no longer feasible (e.g., because some assignee node is failed or unreachable). Listing 2 shows the pseudo-code of the DM.

### Listing 2: Pseudo-code of the Decision Maker.

```plaintext
function DecisionMaker(nodeSet):
    foreach task in DMQ do:
        if pre_node is not null and pre_node is online
            pre_node := the node to which the task has been
            the DM.
        if taskFound is false then:
            end foreach
    end if

    foreach task in DMQ do:
        if pre_node is not null and pre_node is online
            pre_node := the node to which the task has been
            the DM.
        if task is not finished and task is not in waiting
            foreach file read by task do:
                if node is in file-nodes then:
                    if pre_node is not null and pre_node is online
                        preassigned
                    end if
                    if pre_node is not null and pre_node is online
                        then:
                            update heartbeat of the task
                            insert task in the LRQ
                            taskFound := true
                        end if
                    end if
                    if best-node is null or data-transfer-time < best-data-transfer-time
                        best-data-transfer-time := data-transfer-time + (size of file)/(bandwidth of node)
                        best-node := node
                    end if
                    end if
                end foreach
                else:
                    best_node := GetBestNode(task, nodeSet)
                    update heartbeat of the task
                    insert task in the LRQ of best_node
                end if
            end if
        else:
            best_node := node
            update heartbeat of the task
            insert task in the LRQ of best_node
            taskFound := true
        end if
    end if
end function
```

### FIGURE 2: State diagram describing the life-cycle of a task.

In particular, when a task cannot be executed by the assignee node, the DM sends it to another node for execution. The new assignee node is chosen using a heuristic that takes into account the location of the input data used by the task. Listing 3 shows the pseudo-code of the procedure used to find the best node for executing a task according to its input data locality. Similarly to what was proposed by Acevedo et al. [14], such a procedure aims at minimizing the total transfer time of all input data. In particular, the transfer time of a file is calculated as the ratio between file size and bandwidth of the node. Given a node, the total transfer time is calculated by considering all the input files, required by the task, that are owned by the node itself. Then, the node that grants the smallest total transfer time is chosen.

The time complexity of the Decision Maker function is $O(t * n)$, where $t$ is the number of submitted tasks and $n$ is the number of nodes in the computer network.

### Listing 3: Pseudo-code of the procedure used to find the best node for executing a task.

```plaintext
function GetBestNode(task, nodeSet)
    best-node := null
    best-data-transfer-time := 0
    foreach node in nodeSet do:
        if not task is already assigned to node then:
            data-transfer-time := 0;
            if node is in file-nodes then:
                data-transfer-time := data-transfer-time + (size of file)/(bandwidth of node)
            end if
        end if
    end foreach
    if best-node is null or data-transfer-time < best-data-transfer-time
        best-data-transfer-time := data-transfer-time
        best-node := node
    end if
end function
```

### D. LOAD BALANCER

The Load Balancer (LB) is a periodic thread that monitors the workload of all nodes in the neighborhood in order to efficiently distribute tasks among them.
Listing 4 shows the pseudo-code of the LB component. In particular, after setting an initial waiting time $lbTime$, the LB gets the list of neighbor nodes, which can be retrieved by using a static or a dynamic approach. According to the static approach, the neighborhood does not change over time, while using the dynamic one it can be calculated many times. For example, MATRIX [4] uses a dynamic selection strategy that randomly chooses a number of neighbor nodes equal to the square root of the total number of nodes. Then, if the local node is the most overloaded one in the neighborhood, the LB sends half of the tasks to the less overloaded neighbor node. However, such operation can fail if: (i) the local node is not the most overloaded one in the neighborhood; (ii) a communication error happens; (iii) the LRQ is empty. In such cases, $lbTime$ is doubled and the LB performs a new attempt after sleeping for that time. To avoid too long waits, $lbTime$ is doubled until it reaches a maximum allowed value. On the other hand, if the tasks are sent successfully, the waiting time is reset to the initial value (e.g., 1 millisecond). Before sending tasks to a neighbor, the LB replicates them and maintains the original copies in the LRQ. In such a way, the different replicas of a task compete each other to be executed first. The first replica that completes its execution determines the end of the task and, consequently, causes the termination of all other running replicas.

Listing 4: Pseudo-code of the Load Balancer.

As it can be observed from Listing 4, the time complexity of the Load Balancer function is $O(t + n)$, where $t$ is the number of submitted tasks and $n$ is the number of nodes in the network.

E. VALIDATOR

As explained in Section III-D, the Load Balancer can replicate the tasks on the neighborhood of the current node. In particular a replica of a task is inserted in the LRQ of a neighbor node. An additional component, namely the Validator, monitors the LRQ looking for tasks that completed their execution. If any are found, the local replicas of such tasks are removed and not executed again. This operation can be accomplished by querying the DHT, which stores all the needed information about the tasks that are currently running in the system. The Validator also updates the heartbeats of both the tasks in the LRQ and those that are currently running. Listing 5 shows the pseudo-code of the Validator component.

Listing 5: Pseudo-code of the Validator.

On the single node, the Validator function has a time complexity that is linear in the number of tasks in the LRQ. Considering all the nodes, the total time complexity results to be $O(t)$, where $t$ is the number of submitted tasks.

IV. CASE STUDIES AND EXPERIMENTS

We experimentally evaluated the performance of our scheduling strategy using WorkflowSim [30], a widely used toolkit for running distributed workflows, which allows to consider many aspects of the system, such as machine bandwidth, storage types (e.g., RAM, local disk or distributed file systems), hardware specifics (e.g., number of cores and clock speed) and power consumption. Each computing node in our tests has been configured with 4 CPU cores at 2,000 MIPS, 8 GB of RAM, 1 Gbps of bandwidth, and 1 TB of storage.

In our experiments, we used five existing workflows that are defined in [31]: CyberShake, Epigenomics, Inspiral, Montage, Sipht. To assess the effectiveness of our scheduling strategy, we compared it with two related systems: MATRIX [4] and Albatross [5]. In particular, we evaluated the execution time by varying both the number of nodes and tasks, the throughput as the number of completed tasks per second, and the distribution of the completed tasks over the execution time.

A. EXPERIMENT RESULTS

Figure 3 reports the elapsed execution time of the different scheduling systems when executing the five different workflows by varying the number of nodes from 1 to 1,024 (i.e., up to 4,096 cores). Specifically, each workflow has
been configured to spawn 1,000 tasks. Each test has been configured with the following parameters:

- number of replicas for each task: 2;
- heartbeat expiration period: 125 s;
- period between two subsequent activations of the Validator: 62.5 s (i.e., half of the heartbeat expiration period).

As shown in Figure 3(a) for the Sipht application, our strategy results to be on average 21% and 13% faster than Albatross and MATRIX respectively. For other applications, the reduction of execution time ranges from 15% to 30% for Epigenomics (Figure 3(b)), from 20% to 31% for Inspiral (Figure 3(c)), from 18% to 66% for CyberShake (Figure 3(d)), and from 1% to 23% for Montage (Figure 3(e)).

Since our scheduler was designed to support Exascale applications, which can be composed of tens of thousands of tasks, we carried out additional experiments to evaluate the execution times when the number of tasks is increased up to 10,000. For the sake of brevity, we compared the performance of the three systems using only the Montage and CyberShake workflows. Figure 4 shows the execution time obtained by increasing the number of tasks up to 10,000 on 1,024 computing nodes. In particular, as the number of tasks increases, in both Figures 4(a) and 4(b) the execution time of ADAGE grows slower than that of the other two systems. This experiment demonstrates a greater ability of our scheduler to manage large computational resources.

Figure 5 illustrates the throughput of the different scheduling systems, which has been calculated as the number of completed tasks per second. As shown, ADAGE achieves significantly better results than the other systems. In particular, as the number of available nodes increases, the throughput of our scheduler considerably increases compared to that of the two other strategies, which demonstrates how ADAGE is particularly suitable for very large distributed computation systems. By executing the CyberShake workflow with 1,024 compute nodes, ADAGE obtains a throughput that is 83% and 1377% greater than that of Albatross and MATRIX respectively (Figure 5(a)). In the Montage workflow case, using 1,024 nodes, the throughput of ADAGE is 11% and 50% greater (Figure 5(b)) of Albatross and MATRIX respectively.

Figure 6 shows the distribution of the completed tasks over the execution time. The plotted results show that ADAGE achieves the peak of completed tasks much faster than the other two systems. This figure reports how the execution time of tasks is greatly reduced by using ADAGE, which means that computational resources are released in a shorter time with reference to the other two approaches.

Overall, the obtained results and the wide number of experiments carried out on different workflows demonstrated how the proposed scheduling strategy offers better performance than other existing systems. This is especially true when a very large number of nodes is used. This feature makes the proposed algorithm particularly interesting for supporting massive task execution in the upcoming Exascale systems.
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