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Abstract

This survey is focused on certain sequential decision-making problems that involve optimizing over probability functions. We discuss the relevance of these problems for learning and control. The survey is organized around a framework that combines a problem formulation and a set of resolution methods. The formulation consists of an infinite-dimensional optimization problem. The methods come from approaches to search optimal solutions in the space of probability functions. Through the lenses of this overarching framework we revisit popular learning and control algorithms, showing that these naturally arise from suitable variations on the formulation mixed with different resolution methods. A running example, for which we make the code available, complements the survey. Finally, a number of challenges arising from the survey are also outlined.
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1. Introduction

Sequential decision-making (DM) problems are ubiquitous in many scientific domains, with application areas spanning e.g., engineering, economics, management and health [1,2,3]. These problems involve a feedback loop where, at each time-step, a decision-maker determines a decision based on the available information. The result, from the viewpoint of an external observer, is a sequence of sensed information and decisions that are iterated over time.

Given their relevance to a wide range of applications, there is then no surprise that, over the years, several communities have worked to address a variety of DM problems, with each community often developing their own toolkit of techniques.
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to tackle the formulations of their interest. In this survey, we revisit certain sequential DM problems having probability functions as decision variables and discuss how these problems naturally arise in certain reinforcement learning (RL) and control domains, including the emerging data-driven control (DDC) domain, that have a randomized policy as optimal solution. The survey is organized around a framework that consists of a problem formulation and of a set of methods to tackle the problem. In turn, the formulation consists of an infinite-dimensional optimization problem having probability functions as decision variables. The methods come from ideas to search the optimal solution through probability functions. Equipped with the framework, we show that popular learning and control algorithms arise from mixing different variations of the formulation with different resolution methods. The survey is complemented with a tutorial element by developing a running example we illustrate the more applied aspects of certain resolution methods, highlighting some of the key algorithmic details. The framework, together with the running example, also leads us to highlight a number of application and methodological challenges.

The paper is organized as follows. We first (Section 2) introduce the mathematical set-up and formulate the decision-making problem used as an overarching framework within the survey. Probability functions are central to the proposed formulation and hence, in Section 3 we expound certain links between these functions and stochastic/partial differential equations (i.e., SDEs and PDEs). In the same section we also report a conceptual algorithm to compute probabilities from data. Once this framework is introduced, we survey a set of techniques to solve the problem in the context of learning and control (respectively, in Section 5 where multi-armed bandits are also covered and Section 6). We use as a running example the control of an inverted pendulum to complement our discussion. Concluding remarks are given in Section 7.

2. The set-up

Vectors are denoted in bold. Let $\mathbb{N}_0$ be the set of positive integers, $\mathcal{X} \subseteq \mathbb{R}^{n_x}, n_x \in \mathbb{N}_0$ and $\mathcal{F}$ be a $\sigma$-algebra on $\mathcal{X}$. Then, the (vector) random variable on $(\mathcal{X}, \mathcal{F})$ is denoted $X$ and its realization by $x$. The expectation of a function $f : \mathcal{X} \to \mathbb{R}$ is denoted by $\mathbb{E}_p[f(X)]$, where $p(x)$ is the probability density function (if $X$ is continuous) or probability mass function (if it is discrete) of $X$. We use the notation $x \sim p(x)$ to state that $x$ is sampled from $p(x)$. In what follows, we simply say that $p(x)$ is a probability function (pf) and we denote by $\mathcal{S}(p)$ its support. For example, in what follows $\mathcal{N}(\mu, \sigma)$ denotes a Gaussian (or normal) pf with mean $\mu$ and variance $\sigma$ (the support of the Gaussian is $\mathbb{R}$). The joint pf of two random variables, $X_1$ and $X_2$, is written as $p(x_1, x_2)$ and the conditional pf of $X_1$ given $X_2$ is denoted by $p(x_1 \mid x_2)$. Whenever we consider integrals and sums involving pfs we always assume that the integrals/sums exist.

---
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Functionals are denoted by capital calligraphic letters with their arguments in curly brackets. In what follows, the convex set of probability functions is denoted by \( \mathcal{P} \). We make use of the Matlab-like notation \( k_1 : k_2 \) and \( x_{k_1:k_2} \), with \( k_1 \geq k_2 \) being two integers, to compactly denote the ordered set of integers \( \{k_1, \ldots, k_2\} \) and the ordered set \( \{x_{k_1}, \ldots, x_{k_2}\} \), respectively. Following the same notation, we denote by \( \{p_k(x_k)\}_{k \in k_1:k_2} \) the ordered set \( \{p_{k_1}(x_{k_1}), \ldots, p_{k_2}(x_{k_2})\} \). Subscripts denote the time-dependence of certain variables; in particular, we use the subscript \( k \) for variables that depend on time discretely and the subscript \( t \) for variables that depend on the time continuously. Finally, we denote the indicator function of \( X \) as \( \mathbb{1}_X(x) \). That is, \( \mathbb{1}_X(x) = 1, \forall x \in X \) and 0 otherwise.

2.1. Probability functions as a way to describe closed-loop systems

We consider the feedback loop (or closed-loop system) schematically illustrated in Figure 1, where a decision-maker interacts with the system with the goal of fulfilling a given task. In certain applications closer to the RL community, the decision-maker is termed as an agent and the system with which it interacts is the environment [4]. Within the control community, the decision-maker is typically a control algorithm and the system is often the plant under control. The terms control inputs/actions/decisions and agent/decision-maker/control algorithm are used interchangeably throughout this paper.

Consider the time-horizon \( T := 0 : T \) and let: (i) \( U_k \) be the action determined by the decision-maker at time-step \( k \); (ii) \( X_{k-1} \) be the state variable at time-step \( k - 1 \). Fundamental to properly formalize, and study, DM problems is the concept of state. This variable represents what the decision-maker knows in order to determine \( U_k \). In certain streams of literature on DM surveyed in [1, Chapter 9], the state is explicitly partitioned as \( X_k := (O_k,B_k) \), where:

- \( O_k \) embeds all observable states (i.e., the explicitly known information) that are needed to make a decision;
• \( B_k \) is the belief and specifies pfs that describe quantities that are not directly observed. These, while not explicitly known, are needed to make a decision (see also our discussion on partial observations in Section 2.3).

Both the state and the action can be vectors and we let \( n_x \) and \( n_u \) be the dimensions of these vectors. For our derivations in what follows it is useful to introduce the following dataset\( \Delta_0 := \{ x_0, u_1, x_1, u_2, \ldots, x_{T-1}, u_T, x_T \} \).

We note that, while the rewards/costs received by the agent at each \( k \) do not explicitly appear in \( \Delta_0 \), these drive the DM process. The reward/cost received by the agent at each \( k \) influences the decisions of the decision-maker and hence the future evolution of the state. This dependency can be explicitly highlighted by introducing an exogenous random variable, which can be used to capture uncertain information received by the decision-maker from the system/environment (hence including the reward/cost signal received by the agent). In particular, let \( W_k \) be this exogenous random variable at time-step \( k \), sometimes in the literature the notation \( x_k(w_k) \) is used to stress that the state depends on this exogenous information. Similarly, one can write \( u_k(w_{k-1}) \) to stress that the decision made by the decision-maker depends on the exogenous random variable. Then, the evolution of the closed-loop system can be described [5, 6] by the joint pf, say \( f(\Delta_0; T) \).

By making the standard Markov assumption and by applying the chain rule for pfs [5] we obtain the following convenient factorization for \( f(\Delta_0; T) \):

\[
f(\Delta_0; T) = f_0(x_0) \prod_{k \in 1:T} f_{x,k}(x_k | x_{k-1}, u_k) f_{u,k}(u_k | x_{k-1}).
\] (2)

We refer to (2) as the probabilistic description of the closed loop system. The pfs \( f_{x,k}(x_k | x_{k-1}, u_k) \) describe how the state evolves at each \( k \). This is termed as the probabilistic description of the system and we denote its support by \( X \subseteq \mathbb{R}^{n_x} \). The control input at time-step \( k \) is determined by sampling from \( f_{u,k}(u_k | x_{k-1}) \). This is a randomized policy: it is the probability of making decision \( u_k \) given \( x_{k-1} \). In what follows, \( f_{u,k}(u_k | x_{k-1}) \) is termed as control pf and has support \( U \subseteq \mathbb{R}^{n_u} \). In (2) the initial conditions are embedded via the prior \( f_0(x_0) \). For time invariant systems \( f_{x,k}(x_k | x_{k-1}, u_k) \) in (2) is the same \( \forall k \). Also, a policy is stationary if \( f_{u,k}(u_k | x_{k-1}) \) is the same \( \forall k \). In both cases, when this happens we drop the \( k \) from the subscripts in the notation.

**Remark 1.** The time-indexing used in (2) is chosen in a way such that, at each \( k \), the decision-maker determines \( u_k \) based on data at \( k-1 \). With this time indexing, once the system receives \( u_k \), its state transitions from \( x_{k-1} \) to \( x_k \). When the exogenous random variables are used in the notation, the time indexing is such that \( W_k \) is available to the agent when action \( u_k \) is determined.

**Remark 2.** The pfs formalism in (2) leveraged in this paper is typically used within the literature on Markov Decision Processes (MDPs) and sequential DM.
under uncertainty. The pf \( f_{u,k}(u_k \mid x_{k-1}) \) is the probability of making decision \( u_k \) given \( x_{k-1} \). This probability depends on the exogenous information, i.e., the \( W_k \)'s, received by the decision-maker. This includes the reward/cost received, at each \( k \), by the agent. The pf \( f_{x,k}(x_k \mid x_{k-1}, u_k) \) capturing the evolution of \( X_k \) can be expressed via a dynamics of the form \( X_k = f_k(X_{k-1}, U_k, W_k) \). In e.g., [1, Chapter 9] it is shown that pfs can be computed from the dynamics (see also Section 3 where we discuss the link between pfs and differential equations).

**Remark 3.** As remarked in [5], the pf in (2) is the most general description of a system from the viewpoint of an outer observer. In Section 3 we discuss what these pfs can capture and report an algorithm to estimate these pfs from data.

**Remark 4.** Making the Markov assumption is often a design choice to simplify the resolution of the DM problem. If the Markov property is not satisfied, say \( U_k \) depends on the past history starting from some \( k - \tau, \tau > 1 \), then one can redefine the state to include, at each \( k \), all past history up to \( k - \tau \). This choice is often avoided in practice as the idea is to restrict the policy design to some sufficient statistic that does not require storing long histories to compute \( U_k \). This aspect is related to the notion of information state. In e.g., [7], this is defined as a compression of the system history that is sufficient to predict the reward and the system next state once an action is taken. That is, intuitively, an information state is a statistics that is sufficient for performance evaluation.

**Remark 5.** We use the wording dataset to denote a sequence of data. In certain applications, where, e.g., multiple experiments can be performed, one might have access to a collection of datasets. This is termed as database. Finally, we use the wording data-point to denote the data collected at a given \( k \).

### 2.2. Statement of the decision-making problem

The following finite-horizon, infinite-dimensional, sequential decision-making problem serves as an overarching framework for this survey:

**Problem 1.** Let, \( \forall k \in 1 : T \):

1. \( \mathcal{E}_k \) and \( \mathcal{I}_k \) be index sets at time-step \( k \);
2. \( H_{u,k}^{(i)}, G_{u,k}^{(j)}, 0 \leq \varepsilon_k \leq 1 \) with \( i \in \mathcal{E}_k \) and \( j \in \mathcal{I}_k \), be constants;
3. \( h_{u,k}^{(i)}, g_{u,k}^{(j)} : \mathcal{U} \rightarrow \mathbb{R} \), with \( i \in \mathcal{E}_k \) and \( j \in \mathcal{I}_k \), be measurable mappings;
4. \( \bar{X}_k \subseteq \mathcal{X} \).
Find \( \{f_{u,k}(u_k | x_{k-1})\}_{k \in 1:T} \) such that:

\[
\{f_{u,k}(u_k | x_{k-1})\}_{k \in 1:T} \in \arg \min_{\{f_{u,k}(u_k | x_{k-1})\}_{k \in 1:T}} \mathbb{E}_f[c_{1:T}(X_0, \ldots, X_T, U_1, \ldots, U_T)]
\]

\[(3a)\]

\[
s.t. \ x_k \sim f_x(x_k | x_{k-1}, u_k), \ \forall k \in 1 : T; \quad (3b)
\]

\[
u_k \sim f_{u,k}(u_k | x_{k-1}), \ \forall k \in 1 : T; \quad (3c)
\]

\[
\mathbb{E}_{f_{u,k}} \left[ h_{u,k}^{(i)}(U_k) \right] = H_{u,k}^{(i)}, \ \forall k \in 1 : T, \forall i \in \mathcal{E}_k; \quad (3d)
\]

\[
\mathbb{E}_{f_{u,k}} \left[ g_{u,k}^{(j)}(U_k) \right] \leq G_{u,k}^{(j)}, \ \forall k \in 1 : T, \forall j \in \mathcal{I}_k; \quad (3e)
\]

\[
P \left( X_k \in \bar{X}_k \right) \geq 1 - \varepsilon_k, \ \forall k \in 1 : T; \quad (3f)
\]

\[
f_{u,k}(u_k | x_{k-1}) \in \mathcal{P}, \ \forall k \in 1 : T. \quad (3g)
\]

In the cost of Problem 1 the expectation is over the pf \( f(\Delta_{0:T}) \) and in the problem statement we used the shorthand notation \( f \) to denote this pf. A typical assumption is that, at each \( k \), the cost depends only on \( X_{k-1} \) and \( U_k \) (the implications of this assumption are exploited in Section 5 and Section 6). As usual, we express the DM problem via the minimization of a cost (or maximizing a reward). The assumption that any DM problem can be stated via some reward maximization is known as the reward hypothesis. We refer readers to e.g., [8, 9] for a detailed discussion on the validity of such hypothesis.

**Remark 6.** Intuitively, the minimization over policies in Problem 1 means that the goal of the optimization problem is that of finding the best method for making decisions. As we shall see, certain decision-making approaches rely on optimizing directly over the control variable. In turn, this means finding the best action to optimize the cost and not the method that generated the action.

In Problem 1 the decision variables are the pf’s \( f_{u,k}(u_k | x_{k-1}) \). Constraints (3b) - (3c) capture the fact that, at each \( k \), the state and control are sampled from the probabilistic description of the system and the control pf (as we shall see, the pf’s \( f_x(x_k | x_{k-1}, u_k) \) do not necessarily need to be known). The sets \( \mathcal{E}_k \) and \( \mathcal{I}_k \) in the problem statement are the index sets at time-step \( k \) for the equality and inequality actuation constraints (3d) - (3e). That is, we used the superscripts \( (i) \) to denote constants and mappings related to the \( i \)-th equality constraint (analogously, the superscript \( (j) \) is related to the \( j \)-th inequality constraint). In the formulation, the actuation constraints are formalized as expectations of the (possibly nonlinear) mappings \( h_{u,k}^{(i)} \) and \( g_{u,k}^{(j)} \). Hence, even if the mappings can be nonlinear, the constraints are linear in the decision variables of Problem 1. Also, \( H_{u,k}^{(i)} \) and \( G_{u,k}^{(j)} \) are constants appearing on the right hand side of (3d) - (3e). Note that the formulation allows to consider situations where the equality and inequality constraints, and their number, can change over time (see items 1 - 3 at the beginning of Problem 1). The constraints (3d) - (3e) can be used to guarantee properties on the moments of the decision variables (see [10] for a detailed discussion). Constraint (3c) can also capture...
bound constraints on $U_k$ of the form $P(U_k \in \tilde{U}) \geq 1 - \gamma_k$, where $\tilde{U} \subseteq U$ and $0 \leq \gamma_k \leq 1$. See [10] for a detailed discussion, where it is also shown that these constraints are convex in the decision variables and hence can be solved without resorting to bounding approximations. The fulfillment of constraint (3f) instead guarantees that the probability that the state is outside some (e.g., desired) set $\tilde{X}_k$ is less than some acceptable $\varepsilon_k$. Finally, the last constraint is a normalization constraint guaranteeing that the solution to the problem belongs to the convex set of pfs $P$ (see also our notation at the beginning of Section 2).

Problem 1 allows to consider problems with both continuous and discrete states/controls. In the former case, the pfs are probability density functions, while in the latter these are probability mass functions. Interestingly, the formulation also allows to consider situations where the available control inputs are symbols, e.g., go left, go right. Indeed, in this case $f_{u,k}(u_k | x_{k-1})$ can be defined over the list of possible symbols. See also [11] for a related discussion.

Remark 7. In our problem formulation we optimize over pfs. Formally, deterministic policies in the state variable can be written as pfs. Hence, in principle, Problem 1 can be used to study both randomized and deterministic policies. Nevertheless, here we also consider control problems that have as optimal solution a randomized policy (that is, a pf). These problems typically go under the label of probabilistic control/design problems and are discussed in Section 6.

2.3. A discussion on partial observations

Situations where only partial observations (rather than the full state) are available to the decision-maker naturally arise in a number of applications, such as robotic planning [13], finance and healthcare [7]. In this context, we note that a number of techniques are available to reduce DM problems with partial observations to (fully observed) MDPs whose state is a belief state. The belief at time-step $k$ describes the distribution of the state given the information available to the decision-maker up to $k$ [14]. Note that, as discussed in Section 2.1, the presence of belief state does not preclude the existence of states that can be directly observed by the agent so that a subset of the state variables is directly observable, while other state variables are represented via their belief. We also highlight that, in certain streams of the literature, belief states are leveraged to represent some parameter of the system that is unknown. We refer to [1, Chapter 9] for a discussion on this aspect – in such a work it is also discussed how solving DM problems with partial observations and large belief states can become intractable using classic resolution approaches for the fully observed set-up. As noted in [15], in partially observable environments, some form of memory is needed in order for the agent to compute its decisions. As also discussed in this
work, if the transition and observation models of a partially observed MDP are known, then this can be recast into a belief-state MDP. In this context, in [15] a randomized point-based value iteration algorithm, PERSEUS, for partially observed MDPs is introduced. PERSEUS can operate on a large belief space and relies on simulating random interactions of the agent with the environment. Within the algorithm, a number of value backup stages are performed and it is shown that in each backup stage the value of each point in the belief space does not decrease. A complementary line of research, inspired by graph-sampling methods, can be found in [13]. In this work, optimal plans of decisions are searched in the hyperbelief space (i.e., the space of pfs over the belief) using an approach devised from these methods. In particular, the problem is abstracted into a two-level planner and the approach, which leverages a graph representation in the hyperbelief space, is shown to have the following features: (i) optimization over the graph can be performed without exponential explosion in the dimension of the hyperbelief space; (ii) the bound on the optimal value can only decrease at every iteration. When the pf describing the evolution of the system/environment is not available, techniques known as partially-observed RL have been developed. For example, in [7] it is shown that if a function of the history approximately satisfies the properties of the information state (see also Remark [4]), then the policy can be computed using an approximate dynamic programming decomposition. Moreover, the policy is approximately optimal with bounded loss of optimality. Finally, we recall that in [16] it is shown that for a wide class of partially-observed RL problems, termed as weakly revealing partially observed MDPs, learning can be made sample-efficient.

3. Relating probability functions to SDEs, PDEs and data

Probability functions are central to the formulation of Problem [4] and now we briefly expound certain links between pfs, SDEs and PDEs. We also report a conceptual algorithm to estimate pfs from data. We start with considering the SDE in the Itô sense (satisfying the usual conditions on the existence and uniqueness of the solutions) of the form:

\[ dX_t = b(X_t, t)dt + \sigma(X_t, t)dW_t, \tag{4} \]

where \( X_t \in \mathcal{X} \subseteq \mathbb{R}^{n_x} \), \( W_t \) is an \( n_w \)-dimensional Wiener process, \( b(\cdot, \cdot) \) is the drift function and \( \sigma(\cdot, \cdot) \) is the \( n_x \times n_w \) full-rank diffusion matrix. The solution of (4) is a Markov process (see e.g., Theorem 9.1 in [17]) characterized by the transition density probability function \( \rho(x, t; y, s) \). This is the transition density probability function for the stochastic process to move from \( y \) at time \( s \) to \( x \) at time \( t \). The Fokker-Planck (FP) equation [18, 19] associated to (4) is given by:

\[ \partial_t \rho(x, t) + \sum_{i \in 1:n_x} \partial_{x_i} (b_i(x, t)\rho(x, t)) - \sum_{i,j \in 1:n_x} \partial^2_{x_ix_j} (a_{ij}(x, t)\rho(x, t)) = 0, \tag{5} \]

where \( \rho(x, t) \) is the probability density to find the process [4] at \( x \) at time \( t \). In the above expression the subscripts denote the elements of vectors/matrices.
The FP equation is a PDE of parabolic type with its Cauchy data given by the initial pf \( \rho(x,0) = \rho_0(x) \). The diffusion coefficients in (5) are \( a_{ij}(x,t) := \frac{1}{2} \sum_{k \in 1:n_x} \sigma_{ik}(x,t) \sigma_{jk}(x,t) \). In Section 6.1.3 we survey a set of methods that exploit the link between pfs, SDEs and the FP equation.

Remark 8. Besides capturing physical processes governed by PDEs and SDEs, in e.g., [11] it is noted how pfs can be leveraged to capture the evolution of processes that have discrete and/or symbolic states and inputs (see also our discussion at the end of Section 2). Further, the pfs formalism also naturally arises in probabilistic programming, as well as in applications where a given system can be modeled via probabilistic Boolean networks or, in a broader context, via Markov random fields and Bayesian networks, see e.g., [20, 21, 22, 23].

In a broad sense, the problem of estimating pfs that fit a given set of data goes under the label of density estimation. While surveying methods to estimate densities goes beyond the scope of this paper, we refer readers to [24] for a detailed survey of different techniques and to [25] for applications to robotics. For completeness, we also report an algorithm to estimate conditional pfs from data that is used within our illustrative examples. The pseudo-code for the algorithm, which is adapted from histogram filters, is given in Algorithm 1. The algorithm is a non-parametric filter to estimate the generic pf \( p(z_k | y_{k-1}) \) from a sequence of data \( \{(z_k, y_{k-1})\}_{1:N} \), where \( z_k \in \mathcal{Z} \) and \( y_{k-1} \in \mathcal{Y} \). This is done by first discretizing \( \mathcal{Z} \) and \( \mathcal{Y} \) (steps 3–4) and then by binning the data to obtain the empirical joint pfs \( p(y_{k-1}) \) and \( p(z_k, y_{k-1}) \). This latter operation is done in steps 5–6 (note that the binning function provides a normalized histogram and takes as input both the data and the discretized sets over which the binning is performed). Once the joint pfs are computed, the estimate is obtained via Bayes rule. This is done in steps 7–15, where: (i) a logical condition is included, which sets \( p(z_k | \hat{y}_{k-1}) \) to 0 whenever \( p(\hat{y}_{k-1}) = 0 \), i.e., whenever the event \( Y_{k-1} = \hat{y}_{k-1} \) is not contained in the data; (ii) it is implicit, in step 12, that a normalization operation is performed. Algorithm 1 is a Bayes filter applied on the binned data and it is interesting to notice that: (i) in the ideal situation where the bin width is 0, the two algorithms coincide; (ii) popular parametric filters such as Gaussian filters are derived from Bayes filters.

Example 1. We give a first example to illustrate how Algorithm 1 can be used to estimate the pf capturing the evolution of a linear system. We do so by considering the simple scalar linear system

\[
X_k = X_{k-1} + U_k + W_k,
\]

with \( W_k \sim \mathcal{N}(0,1) \). It is well known that for the solutions of the above dynamics it holds that \( x_k \sim \mathcal{N}(x_{k-1} + u_k, 1) \) and we now use Algorithm 1 to estimate this pf from data generated by simulating (6). To this aim, we built a database by performing 1000 simulations (of 100 time-steps each) of the dynamics in (6). Within each simulation, initial conditions were chosen randomly in the set \([-5, 5]\) and, at each time-step of the simulation, the input was drawn randomly.
Algorithm 1 Histogram filter

1: **Input:** \(\{(x_k, y_{k-1})\}_{1:N}, z_k \in Z, y_{k-1} \in Y\)
2: **Output:** An estimate of \(p(z_k \mid y_{k-1})\)
3: \(Z_d \leftarrow \text{discretize}(Z)\)
4: \(Y_d \leftarrow \text{discretize}(Y)\)
5: \(p(y_{k-1}) \leftarrow \text{bin}(y_{0:N-1}, Y_d)\)
6: \(p(z_k, y_{k-1}) \leftarrow \text{bin}(z_{1:N}, Z_d, y_{0:N-1}, Y_d)\)
7: for \(\hat{y}_{k-1}\) in \(Y_d\) do
8: for \(\hat{z}_k\) in \(Z_d\) do
9: if \(p(\hat{y}_{k-1}) == 0\) then
10: \(p(\hat{z}_k \mid \hat{y}_{k-1}) \leftarrow 0\)
11: else
12: \(p(\hat{z}_k \mid \hat{y}_{k-1}) \leftarrow \frac{p(\hat{z}_k, \hat{y}_{k-1})}{p(\hat{y}_{k-1})}\)
13: end if
14: end for
15: end for

in the set \([-1,1]\). Data-points were removed whenever the state at time-step \(k\) fell outside the range \([-5,5]\). We discretized both the set \([-5,5]\) for the state (discretization step of 0.2) and the range of the inputs \([-1,1]\), with discretization step of 0.1. In the filter, we also set \(z_k\) as \(x_k\) and \(y_{k-1}\) as \((x_{k-1}, u_k)\). This allowed to obtain an estimate of the pf \(f_x(x_k \mid x_{k-1}, u_k)\). In Figure 2 a comparison is shown between the estimated pf and the analytical pf \(N(x_{k-1} + u_k, 1)\) from which \(x_k\) is sampled at each time-step. The figure illustrates the evolution of the pfs when \(u_k\) is generated via the feedback law \(U_k = -0.3X_{k-1}\). Finally, we also numerically investigated how the pfs estimated via Algorithm 1 change as the number of available data-points increases. This is reported in Figure 3.

4. Running example: control of a pendulum

We consider the problem of stabilizing a pendulum onto its unstable upward equilibrium. In this first part of the running example we describe the set-up and the process we followed to compute the pfs. Our database was obtained by simulating the following discretized pendulum dynamics:

\[
\begin{align*}
\theta_k &= \theta_{k-1} + \omega_{k-1} dt + W_\theta \\
\omega_k &= \omega_{k-1} + \left(\frac{g}{l} \sin(\theta_{k-1}) + \frac{U_k}{ml^2}\right) dt + W_\omega,
\end{align*}
\]

where \(\theta_k\) is the angular position of the mass at time-step \(k\), \(\omega_k\) is the angular velocity, \(U_k\) is the torque applied to the hinged end. Also, \(W_\theta \sim N(0, \sigma_\theta)\) and \(W_\omega \sim N(0, \sigma_\omega)\), with \(\sigma_\theta\) being the variance of the noise on \(\theta_k\) and \(\sigma_\omega\) being the variance of the noise on \(\omega_k\). The upward equilibrium corresponds to an angular position of 0. In the above expression, \(l\) is the length of the rod, \(m\) is the weight.
Figure 2: evolution of $f_x(x_k | x_{k-1}, u_k)$ estimated via Algorithm 1. The figure was obtained by setting the initial condition $X_0 = 3$. At each $k$, the next state was determined by sampling from $f_x(x_k | x_{k-1}, 0.3x_{k-1})$. In the bottom panels the estimated pfs at the first and the last time-steps are overlapped to the analytical ones.

Figure 3: illustration of how the estimate via Algorithm 1 changes as the number of data-points increases. In each panel, the pf $f_x(x_k | 1, 0.5)$ is shown together with the analytical pf. The results shown in the panels are representative for all the other pfs.
of the mass, $g$ is the gravity, $dt$ is the discretization step. Further, in what follows we set $X := [-\pi, \pi] \times [-5, 5]$ and $U := [-2.5, 2.5]$.

The pendulum we want to control has parameters $dt = 0.1s$, $l = 0.6m$, $m = 1kg$, $\theta = 6\pi/180$ (i.e., 3 degrees) and $\omega = 0.1$. We let $X_k := (\theta_k, \omega_k)$ and, as a first step we simulated the dynamics to obtain a database. Specifically, the database consisted of data-points collected from 10000 simulations of the dynamics. Each simulation consisted of 99 time-steps (i.e., 10 seconds): initial conditions were randomly chosen and, at each $k$, a random input from $U$ was applied. The next step was to estimate $f(x_k | x_{k-1}, u_k)$ and this was done by means of Algorithm 1 following the process we illustrated in Example 1. In order to use the algorithm we: (i) set $y_{k-1} := (x_{k-1}, u_k)$, $z_k := x_k$; (ii) discretized $X$ in a grid of 50 $\times$ 50 bins and $U$ in 20 bins (the bin width was uniform).

For reasons that will be clear later, we also obtained a pf for a pendulum that differs from the one considered above in the mass (now weighting 0.5kg). When we discuss certain probabilistic methods in Section 6, this second pendulum will serve as a reference system of which we want to track the evolution. For the reference system we obtain not only $g(x_k | x_{k-1}, u_k)$ but also a randomized policy, i.e., $g_u(u_k | x_{k-1})$, able to perform the swing-up. The pf $g(x_k | x_{k-1}, u_k)$ was obtained by following the same process described above for $f(x_k | x_{k-1}, u_k)$. The pf $g_u(u_k | x_{k-1})$ was instead obtained by leveraging Model Predictive Control (MPC). In the MPC formulation: (i) we used the discretized pendulum as model; (ii) the width of the receding horizon window, $H$, was 20 time-steps; (iii) at each $k$ the cost within the receding horizon window was $\sum_{t \in k:k+H-1} (\theta_t^2 + 0.1\omega_t^2) + \theta_k^2 + 0.5\omega_k^2_H$; (iv) the control variable was constrained to belong to the set $[-2, 2]$. Once we obtained a policy from MPC, we added to the control signal a noise process sampled from $\mathcal{N}(0, \sigma_u)$, with $\sigma_u = 0.2$. By doing so, we obtained $g_u(u_k | x_{k-1})$: by construction this is a Gaussian. To validate the randomized policy, we simulated the reference system by sampling, at each time-step, actions from the pf $g_u(u_k | x_{k-1})$ and by then applying these actions to the dynamics in (7). In Figure 4 the results of this process are illustrated. The figure, which was obtained by performing 50 simulations, clearly shows that the randomized policy is able to stabilize the pendulum around its unstable equilibrium point.

Remark 9. See our github repository for all data, pfs and code to replicate all the parts of the running example are given at the repository.

5. Reinforcement Learning through the lenses of Problem 1

Throughout this section, we do not assume that the agent knows the cost it is trying to minimize: it only receives a cost signal once an action is made [4, 26, 27, 28, 29, 30]. Typically, it is assumed that the cost signal received by the agent depends at each $k$ only on $X_{k-1}$ and $U_k$. This leads to the following
Figure 4: behavior of the pendulum obtained by recursively applying $u_k \sim g_u(u_k \mid x_{k-1})$ to (7). Bold lines denote means and shaded areas represent the confidence intervals corresponding to the standard deviation. Figure obtained from 50 simulations.

Assumption 1. The cost in Problem 1 is given by:

$$E_f[c_{1:T}(X_0, \ldots, X_T, U_1, \ldots, U_T)] = E_f\left[ \sum_{k \in 1:T} c_k(X_{k-1}, U_k) \right]$$

$$= -E_f\left[ \sum_{k \in 1:T} d_k r_k(X_{k-1}, U_k) \right],$$

where $d_k$ is a discount factor, $c_k(\cdot, \cdot)$ (resp. $r_k(\cdot, \cdot)$) is the cost (resp. reward) received at time-step $k$ by the agent when the state is $x_{k-1}$ and $u_k$ is applied.

In (8) we used the shorthand notation $f$ to denote the pf $f(\Delta_{0:T})$. The sum in (8) is the cumulative reward obtained by the agent and Assumption 1 is a standing assumption throughout the rest of the paper. In the RL terminology $f_{a,k}(u_k \mid x_{k-1})$ is the target policy. The optimal target policy, $f^{\ast}_{a,k}(u_k \mid x_{k-1})$, is the policy that the agent wishes to learn. Crucially, in certain RL algorithms the agent attempts to learn the target policy by following a different policy. It is this latter policy that is followed by the agent and determines its behavior. For this reason, such a policy is termed as behavior policy and we denote it by $\mu_{a}(\hat{u}_k \mid x_{k-1})$, where we are using the hat symbol to stress in our notation that the action generated by the behavior policy is different from the action that would have been obtained if the target policy was used. Target and behavior policies might depend on each other and this functional dependency can be expressed by adding a constraint to Problem 1.

Remark 10. Typical choices for the discount factor in (8) include: (i) constant, for example $d_k = 1/T, \forall k$; (ii) discounted, i.e., $d_k = \gamma^k, \gamma \in [0, 1]$; (iii) myopic, i.e., $d_0 = 1, d_k = 0, \forall k \neq 0$; (iv) final return, i.e., $d_T = 1, d_k = 0, \forall k \neq T$.

Based on these considerations, we formulate the following learning-oriented DM problem (simply termed as RL DM problem) derived from Problem 1.
Problem 2. Find \( \{ f_{u,k}^*(u_k \mid x_{k-1}) \} \) such that:

\[
\{ f_{u,k}^*(u_k \mid x_{k-1}) \} \in \arg \min_{\{ f_{u,k}(u_k \mid x_{k-1}) \} \in 1:T} E_f\left[c_{1:T}(X_0, \ldots, X_T, U_1, \ldots, U_T)\right]
\]

s.t. \( x_k \sim f_{x,k}(x_k \mid x_{k-1}, u_k = \hat{u}_k) , \quad \forall k \in 1:T ; \)  
(9a)

\( \hat{u}_k \sim \mu_k(\hat{u}_k \mid x_{k-1}) , \quad \forall k \in 1:T ; \)  
(9b)

\( u_k \sim f_{u,k}(u_k \mid x_{k-1}) , \quad \forall k \in 1:T ; \)  
(9c)

\( \mathcal{G}\left\{ f_{u,k}(u_k \mid x_{k-1}), \mu_k(\hat{u}_k \mid x_{k-1}) \right\} = 0 , \quad \forall k \in 1:T ; \)  
(9d)

\( f_{u,k}(u_k \mid x_{k-1}), \mu_k(\hat{u}_k \mid x_{k-1}) \in \mathcal{P}. \)  
(9e)

Problem 2 was obtained by relaxing the third, fourth and fifth constraint in Problem 1. The constraint set was also modified to take into account the presence of the behavior policy. Constraint (9b) captures the fact that \( x_k \) is obtained by sampling from the probabilistic system description when the previous state is \( x_{k-1} \) and the action is obtained by sampling from the behavior policy rather than from the target policy (see also constraint (9c)). The fact that the target and the behavior policies can be linked with each other is formalized via the functional constraint (9e): in the next sub-sections, we give a number of examples for this constraint and show how different choices lead to different exploration strategies. Note that, in some algorithms, there is no relationship between behavior and target policy. In these cases, constraint (9e) can be relaxed. For example, certain versions of Q-Learning make use of a behavior policy that corresponds to a random walk, see e.g., [31]. This can be embedded into Problem 2 by assuming that the behavior policy is the uniform pf.

Remark 11. The constraints of Problem 2 can also be formalized, see e.g., [28, 22], via stochastic difference equations (see the discussion in Section 3 and Remark 3). In this case, a common choice is to search for policies that are deterministic in the state (and in turn this leads to specify the control input via \( U_k = \pi_k(X_{k-1}) \)). Rewards that contain some exogenous information can be also considered. In this case, in Problem 2 we have \( r_k(X_{k-1}, U_k, W_k) := E[R_k(X_{k-1}, U_k, W_k)] \), where the expectation is taken over the pf from which \( W_k \) is sampled. This notation highlights the presence of exogenous information (see also the related discussion in Section 2.1).

Remark 12. When all the constraints except (9b) are relaxed and the dynamical systems formalism (see Remark 7) is used, then Problem 2 becomes the one considered in [28] to survey RL algorithms. In such a paper, policy-based and value-based methods are surveyed through an optimization framework.
5.1. Tackling Problem 2

We now survey methods to solve Problem 2. In doing so, we make use of
the following:

Assumption 2. The expectation in (8) is taken over the pf

\[ f := f(x_0) \prod_{k \in 1:T} f_u(u_k | x_{k-1})f_x(x_k | x_{k-1}, u_k). \quad (10) \]

Assumption 2 formalizes the fact that: (i) the probabilistic system descrip-
tion is stationary; (ii) the optimal solution is searched through target policies
that are stationary. In turn, this implies that the decision variable in Problem
2 is \( f_u(u_k | x_{k-1}) \). We organized the survey of the methods along three di-
mensions: (i) model-based vs model-free; (ii) policy-based vs value-based; (iii)
offline vs off-policy vs on-policy. Essentially, the first dimension accounts for
what the agent knows about the system, the second accounts for how the prob-
lem is solved and the third accounts for when data become available to the agent.
We now discuss each dimension and, for each dimension, we give examples of
state-of-the-art RL algorithms that fall in that dimension.

5.1.1. Model-based vs model-free RL

The first dimension arises from the knowledge of the probabilistic descrip-
tion of the system, i.e., from the knowledge of the pf in (9b).

Model-free reinforcement learning. In a broad sense, model-free RL algo-
rithms attempt to learn a policy without the knowledge of \( f_x(x_k | x_{k-1}, u_k) \).
Popular examples of model-free algorithms include Q-Learning [33] and SARSA
[34], which find a policy by building a state-action value function and picking
the optimal action. Instead, REINFORCE [35] is a model-free RL algorithm
which, rather than computing a value function, learns a policy by estimating
the gradients of the cost. We refer readers to Section 5.1.2 for a discussion
on value-based and policy-based algorithms. We also recall certain model-free
Actor-Critic algorithms [36, 37, 38] which perform learning by building a policy
and a set of value functions simultaneously (see also Section 5.1.2).

Model-based reinforcement learning. When available, \( f_x(x_k | x_{k-1}, u_k) \)
can be leveraged to improve the learning process. Algorithms that either make
use of \( f_x(x_k | x_{k-1}, u_k) \) or that learn this pf are termed as model-based RL
algorithms [39, 40, 41]. Some model-based algorithms also work on an estimate
of the environment via world models, or simulators [42, 43, 44, 45]. These
simulators leverage estimates of \( f_x(x_k | x_{k-1}, u_k) \) to e.g., generate imaginary
data points. Dyna-Q [42] is an example of model-based RL algorithm that
can be thought of as a model-based variant of Q-Learning. Within Dyna-Q,
interactions with the environment are augmented with additional data obtained
via an estimate of \( f_x(x_k | x_{k-1}, u_k) \). We note how the line of research in RL
that makes use simulated data to learn a policy fits within the model-based
classification. For example, in [46], simulations are used to build models that are then leveraged to learn autonomous driving policies in real traffic conditions. Model-Based Value Expansion [44] and Model-Based Prior Model-Free [47] also elaborate on this principle by iteratively learning a probabilistic dynamic model. Certain models are also used within e.g., AlphaGo Zero [48, 49]. In this case, the agent is given a full environment model (specifically, the rules of the game of Go) prior to training and the model is in turn exploited for training a neural network. Finally, we also report the Probabilistic Inference for Learning Control [50] algorithm. This is a policy-based algorithm that explicitly accounts for model uncertainty to reduce learning biases related to flawed model estimates.

5.1.2. Policy-based vs value-based RL

This dimension is related to how Problem 2 is solved. By policy-based RL we refer to the set of techniques and algorithms that aim at directly finding a solution to Problem 2, eventually assuming a parametrization of \( f_{u_k \mid x_{k-1}} \) and hence moving from an infinite-dimensional (functional) to a finite-dimensional optimization problem. Instead, value-based RL finds the solution to Problem 2 indirectly, via a suitable value function. We start to survey this latter approach.

Remark 13. The presence of the behavior policy does not play any role in value-based vs policy-based classification. Therefore, for notational convenience, constraint (9c) in Problem 2 is relaxed in this section. For the same reason, we omit specifying that the solution to Problem 2 needs to be a pf.

Value-based reinforcement learning. We start with introducing the following short-hand notation:

\[
C_{a:b}(x, u) := \{ x_{a-1} = x, u_a = u, x_k \sim f_{x:k}(x_{k-1}, u_k), u_k \sim f_{u:k}(u_{k-1}) \mid k \in a : b \},
\]

(11)

to denote the set of constraints (9b), (9d) of Problem 2 between \( k = a \) and \( k = b \), with the additional condition that \( x_{a-1} = x \) and \( u_a = u \). Value-based methods rely on finding the solution to Problem 2 via a value function. The so-called state-action value function [33, 27, 4] is defined as follows

\[
Q_{a\rightarrow b}(x, u) := \max_{\{f_{u:k}(u_k|x_{k-1})\}_{a+1:b}} E_{f_{a:b}} \left[ \sum_{k \in a:b} d_k r_k(x_{k-1}, u_k) \mid C_{a:b}(x, u) \right],
\]

(12)

and determines the best reward/cost value that the agent solving Problem 2 can achieve (in expectation) given \( x_{a-1} = x \) and \( u_a = u \). In the above expression \( f_{a:b} := f(x_{a-1}, u_a, \ldots, x_{b-1}, u_b \mid x_{a-2}, u_{a-1}) \) is the pf of the evolution of the closed-loop system between \( k = a \) and \( k = b \). Following Bayes rule we have

\[
f_{a:b} = f(x_{a-1}, u_a, \ldots, x_{b-1}, u_b \mid x_{a-2}, u_{a-1})
= f(x_{a-1} \mid x_{a-2}, u_{a-1})f(x_{a}, u_{a+1}, \ldots, x_{b-1}, u_b \mid x_{a-1}, u_a)
:= f_a f_{a+1:b}
\]
This, together with the fact that $u$ and $a$ are fixed, is crucial to obtain an expression for $Q_{a\rightarrow b}(x, u)$ that enables its recursive computation. Indeed, from the definition of $Q_{a\rightarrow b}(x, u)$, the following chain of identities (omitting explicitly writing the constraints) can be obtained (without requiring Assumption 2):

$$
Q_{a\rightarrow b}(x, u) = E_{f,a} \left[ d_a r_a(x, u) + \max_{\{f_{a,k}(u_k|X_{k-1})\}_{a+1:b}} E_{f_{a+1:h}} \left[ \sum_{k \in a+1:b} d_k r_k(X_{k-1}, U_k) \right] \right] = E_{f,a} \left[ d_a r_a(x, u) + \max_{u'} Q_{a+1\rightarrow b}(X_a, u') \right] = E_{f,a} \left[ d_a r_a(x, u) + \max_{u} Q_{a+1\rightarrow b}(X_a, u) \right].
$$

(13)

In the above expression, the first identity follows directly from the definition of $Q_{a\rightarrow b}(x, u)$, from the fact that from the definition of the constraints in (11) we have $x_{a-1} = x$ and $u_a = u$ and from the fact that the decision variables do not depend on the pf over which the outer expectation is taken. The second identity follows again from the definition of value function and the last identity follows from the fact that $Q_{a+1\rightarrow b}(x_a, u')$ depends directly on the control (and not the underlying pf). The optimal value for the DM problem is given by $\max_{u} Q_{1\rightarrow T}(x_0, u)$ which, following standard dynamic programming arguments, can be computed via backward recursion. From the same arguments, it also follows that, at each $k$:

$$
f_{u,k}(u_k | x_{k-1}) = 1_{u_k^*}(U_k),
$$

(14)

$$
u_k^* \in \arg \max_u Q_{k\rightarrow T}(x_{k-1}, u).
$$

(15)

Computational barriers exist that prevent computing $Q_{1\rightarrow T}(x, u)$. In order to overcome these barriers, different approximation techniques for $Q_{1\rightarrow T}(x, u)$ have been proposed under a wide range of technical conditions, see e.g., [27, 33, 1, 30]. Perhaps, the most popular RL algorithm relying on these approximation methods is Q-Learning [33], which will be further described in Section 5.1.3. A complete survey of these approximation techniques goes beyond the scope of this paper and we refer to e.g., [51] for a comprehensive monograph.

**Remark 14.** The expectation in (12) can be thought of as taken over all possible types uncertainties in $k \in a : b$ and this includes uncertainties on the state and control input. Consider the case where: (i) the state is generated by $X_k = f(X_{k-1}, U_k, W_k)$; (ii) one searches for policies that are deterministic in the state, i.e., $U_k = \pi(X_{k-1})$; (iii) the reward is given by $R_k(X_{k-1}, U_k, W_k)$. Then the expectation in (12) needs only to be taken over the pfs from which $\{W_k\}_{a:b}$ is sampled and from [13] the classic, see e.g., [27, Chapter 11], recursion for the Q-function can be recovered.
The so-called *state* value function \[4, 27\] is defined as follows:

\[
V_{a \rightarrow b}(x) = \max_{\{f_{u_k(x_k-1)}\}_{a+1:b}} \mathbb{E}_{f_{a:b}} \left[ \sum_{k=a:b} d_k r_{k}(x_{k-1}, u_k) \mid C_{a:b}^v(x, u) \right],
\]

where \(C_{a:b}^v\) is obtained by removing the constraint that \(u_a = u\) from \[11\]. By definition, we also have that \(V_{a \rightarrow b}(x) = \max_u Q_{a \rightarrow b}(x, u)\). Recursive equations analogous to \[13\] can be obtained for the state value function, see e.g., \[4, Chapter 3\]. These lead, in particular, to temporal difference algorithms \[52, 53\]. Finally, certain RL algorithms combine the state-action and the state functions by defining the *advantage* function \[54, 55\]:

\[
A_{a \rightarrow b}(x, u) := Q_{a \rightarrow b}(x, u) - V_{a \rightarrow b}(x).
\]

Remark 15. The functions discussed above can either be represented by a table, or parametrized and directly approximated. In the latter case, when the parameters are the weights of a deep neural network, the methods fall under the label of deep RL algorithms, see e.g., \[56, 57, 58\]. Popular tabular methods are SARSA and Q-Learning, which are described in Section 5.1.3.

Policy-based reinforcement learning. In policy-based reinforcement learning, the target policy is found without passing through the computation of the value function. Within these methods, the policy often has a fixed structure. That is, in the context of Problem 2, the optimization is performed over a family of pf's, parametrized in a given vector of parameters. In turn, this is equivalent to restrict the feasibility domain of Problem 2 by changing its last constraint \[9\] so that \(f_{u_k(x_k-1)}\) does not just belong to \(P\) but rather to a parametrized pf family. A Typical choice for the parametrized family are exponential families; another approach is that of using neural networks to parametrize the pf. In this case, the vector parametrizing the pf are the weights of the network. In what follows, we denote the vector parametrizing the pf by \(\theta\) and, to stress the fact that the policy is parametrized, we write \(f_{u_k(x_k-1)} = f_{u_k,\theta}(x_k, u_k)\). Hence, the decision variable in Problem 2 becomes \(\theta\) and the goal is that of finding the optimal \(\theta^*\). With this formulation, a possible approach to solve Problem 2 relies on estimating the gradient of the objective function, see e.g., \[27, 29\]. As discussed in \[29\], where \(d_k = d^k\), a rather direct estimate relies on expressing the gradient of the objective w.r.t. \(\theta\) as follows:

\[
\nabla_{\theta} \left( \mathbb{E}_f \left[ \sum_{k=1:T} d^k r_k(X_{k-1}, U_k) \right] \right) = \mathbb{E}_f \left[ \sum_{k=1:T} d^k \nabla_{\theta} \ln f_{u,\theta}(u_k | x_{k-1}) \hat{A}(x_{k-1}, u_k) \right],
\]

where \(\hat{A}\) is a return estimate, which can be obtained via e.g., Monte-Carlo methods. Algorithms such as REINFORCE \[27, Chapter 12\], \[35\] attempt to
find $\theta^*$ by sampling from $f_{u, \theta}(u_k \mid x_{k-1})$ to build an estimate of the gradient and hence running gradient ascent iterates. An alternative to use Monte-Carlo methods is to estimate $\hat{A}$ via a separate neural network (i.e., the critic) which updates the policy alongside with the actor. As the critic network is essentially a value estimator, these actor-critic methods essentially combine together value-based and policy-based iterates \[30, 37\]. Actor-critic methods can achieve better convergence performance than pure critic algorithms \[30\] and a further evolution of these algorithms relies on parallel training \[56\] where several actors and critics are trained simultaneously. In this context, we also recall the soft actor critic algorithm \[57\], which encourages randomness in policies by regularizing the objective function with an entropy term.

5.1.3. On-policy, off-policy and offline RL

This dimension accounts for when the data used to find the policy solving Problem 2 are collected. The agent can indeed use either the target policy, i.e., $f_{u}(u_k \mid x_{k-1})$ in Problem 2, to collect the data or a suitably defined behavior policy, i.e., $\mu(u_k \mid x_{k-1})$ in Problem 2, to encourage exploration. This data collection process can be online or, as an alternative, data can be all collected before runtime via some potentially unknown behavior policy.

**On-policy reinforcement learning.** On-policy (also known as fully online) RL algorithms rely on collecting data online via the target policy. This means that, in Problem 2, constraint (9e) becomes $f_{u}(u_k \mid x_{k-1}) = \mu(u_k \mid x_{k-1})$. A classic example of on-policy RL algorithm is SARSA \[34\], which is a tabular value-based algorithm. SARSA aims to estimate the state-action function by using a target policy that is derived, at each $k$, by the current estimate of the Q-table (i.e., the tabular representation of the Q-function). In the discounted case, with infinite time horizon and stationary rewards, this estimate is updated at each $k$ as follows:

$$Q_{new}(x_{k-1}, u_k) \leftarrow Q_{old}(x_{k-1}, u_k) + \alpha(R_k + \gamma Q_{old}(x_k, u_{k+1}) - Q_{old}(x_{k-1}, u_k)),$$

where $\alpha \in (0, 1)$ is a learning rate, $R_k$ is the reward signal received by the agent when $u_k$ is selected and the system is in state $x_{k-1}$. In SARSA, the element $(x_{k-1}, u_k)$ is updated based on an action (i.e., the target action) that is obtained from the Q-table. SARSA (as well as Q-Learning, discussed within the off-policy methods) can be improved by sampling several actions and states from the Q-table. In the extreme case where a whole episode is played before updating the policy, this technique becomes a Monte-Carlo algorithm \[59, 60\]. The choice of how $u_k$ is selected from the Q-table has a key impact on the algorithm performance. Using a greedy policy \[14\] decreases exploration and can potentially prevent from learning optimal actions \[4\]. To mitigate this, randomness can be added to the greedy policy, thus obtaining a $\varepsilon$-greedy policy. Another popular choice is the so-called softmax policy \[61\], which, by defining $f_{u}(u_k \mid x_{k-1})$ as a Boltzmann
pf \[62\], adds a design parameter to the algorithm. This is the temperature: if the temperature is 0, then the agent behaves greedily, while increasing it encourages exploration. While SARSA is perhaps the most popular on-policy RL algorithm, we recall other algorithms such as the gradient-based Trust Region Policy Optimization \[63\] algorithm, which uses a KL-divergence (see Definition \[1\]) constraint between the starting and updated policy at each iteration, and its approximate counterpart, Proximal Policy Optimization \[64\].

Off-policy reinforcement learning. In off-policy RL the behavior policy is different from the target policy. That is, the policy that the agent tries to learn is different from the policy actually used by the agent. As a result, the target policy is learned from trajectories sampled from the behavior policy. The functional relationship between target and behavior policy is expressed via constraint \[9e\] of Problem 2. Q-Learning is perhaps the most popular off-policy RL algorithm \[33, 65, 66\]. As SARSA, this is a tabular value-based RL algorithm, which is based on the use of the state-action function (i.e., the Q-table). However, differently from SARSA, Q-Learning updates its estimate of the state-action function via a greedy policy, while the agent behavior is determined by using the behavior policy (that encourages exploration). The resulting update rule is (again in the discounted case with stationary reward and infinite-time horizon):

$$Q_{\text{new}}(x_{k-1}, u_k) = Q_{\text{old}}(x_{k-1}, u_k) + \alpha (R_k + \gamma \max_u Q_{\text{old}}(x_k, u) - Q_{\text{old}}(x_{k-1}, u_k)),$$

where $\alpha$ and $R_k$ are defined as in \[18\]. The key difference between the update rule in \[19\] and the one in \[18\] is that in the former case $Q_{\text{new}}(x_{k-1}, u_k)$ depends on $\max_u Q_{\text{old}}(x_k, u)$. It is interesting to note how the behavior policy is defined. A typical choice in Q-Learning is to pick the behavior policy as a $\varepsilon$-greedy version of the target policy. This choice for the behavior policy formalizes the fact that agent randomly explores non-greedy actions with some design probability $\varepsilon$. In turn, the link between the behavior and the target policy can be captured via constraint \[9e\] of Problem 2. Indeed, $\mu(\hat{u}_k | x_{k-1})$ can be written as:

$$\mu(\hat{u}_k | x_{k-1}) = (1 - \varepsilon) \cdot f_u(u_k | x_{k-1}) + \varepsilon \cdot \text{unif}(U_k).$$

In the above expression, which can be formalized via \[20\], $f_u(u_k | x_{k-1}) = 1_{\hat{u}_k} (U_k)$, with $\hat{u}_k \in \arg \max_u Q_{\text{old}}(x_{k-1}, u)$, and unif($U_k$) denoting the uniform pdf over the action space. The greediness does not necessarily need to be constant over time and a common choice is indeed that of decreasing $\varepsilon$ gradually over the episodes (this is for example done in \[65\]). Another choice to relate the behavior policy and the target policy include the use of the softmax policy. This policy is given by the Boltzmann pdf $\mu(\hat{u}_k | x_{k-1}) = \frac{e^{Q_{\text{old}}(x_{k-1}, u_k)/\rho}}{\sum_{u \in U} e^{Q_{\text{old}}(x_{k-1}, u)/\rho}}$ where $\rho$ is the temperature. The link between the behavior policy and the target policy can
be again captured via (9e). Indeed, the behavior policy can be written as:

$$
\mu(\hat{u}_k \mid x_{k-1}) = \frac{f_u(u_k \mid x_{k-1}) \cdot e^{Q_{old}(x_{k-1}, u_k)/\rho} + (1 - f_u(u_k \mid x_{k-1}))e^{Q_{old}(x_{k-1}, u_k)/\rho}}{\sum_{x \in X} e^{Q_{old}(x, u_k)/\rho}},
$$

(21)

with $f_u(u_k \mid x_{k-1}) = \mathbb{I}_{\hat{u}_k}(u_k), \hat{u}_k \in \arg\max_u Q_{old}(x_{k-1}, u)$. Q-Learning can also be implemented via function approximators [65, 67], i.e., neural networks to approximate Q-functions. These algorithms go under the label of deep RL: popular algorithms are C51 [68] and QR-DQN (Quantile Regression DQN) [69].

**Offline reinforcement learning.** In offline RL, see [29] for a detailed survey, data are collected once, before runtime, via an offline behavior policy [70]. The behavior policy, $\mu(\hat{u}_k \mid x_{k-1})$ in Problem 2 can be unknown to the agent. As noted in [71], where a link between offline RL and imitation learning is unveiled, two types of offline data collection methods have shown promising empirical and theoretical success: data collected through expert actions and uniform coverage data. In the former case, the offline behavior policy can be thought of as an expert that illustrates some desired behavior to fulfill the agent task. Then, offline RL intersects with the imitation learning framework [72, 73, 71]. In the latter case, instead, the goal of the offline behavior policy is that of widely covering the state and action spaces to get informative insights [74, 75]. In both cases, the functional relation between the target and the behavior policy is still captured via constraint (9e) of Problem 2 and the same considerations highlighted above for off-policy RL still hold in this case. However, the key conceptual difference is that now the behavior policy has the role of grounding the target policy. In this context, a key challenge is encountered when the agent meets out-of-distribution samples (see e.g., [29, 76]). It is indeed known that a discrepancy between the distributions over states and actions sampled from the behavior and target policy can negatively impact performance see e.g., [77, 78, 79] and references therein. Interestingly, [80] has shown that sample efficient offline RL is not possible unless there is a low distribution shift (i.e., the offline data distribution is close to the distribution of the target policy), while [81] proposed to mitigate this issue by keeping separate offline and online replay buffers. We refer readers to these papers and to [29, 71] for a detailed survey on offline RL methods and mitigation strategies for the distribution shift.

5.2. Comments

We give here a number of comments, which are transversal to the dimensions presented above.

**Hierarchical algorithms.** Feudal, or hierarchical RL [82], is based on the idea of splitting the agent’s algorithm into a high level decision-making and a low level control component. The lower level control guarantees the fulfillment of the goal set by the decision-making algorithm. In particular, the so-called manager is trained to find advantageous directions in the state space, while the
worker is trained to output the correct actions to achieve these directions. In [83], the manager is trained with a modified policy gradient algorithm (where the modification exploits the knowledge that the output is a direction to be fed to a worker), while the worker uses an advantage actor-critic algorithm. Other works include [84, 85], where the manager outputs sub-policies with termination conditions, and is only queried again when such conditions are met.

Safety. We refer to [86] for a detailed review of learning-based control. Essentially, safety constraints can be embedded in Problem 2 in three ways, which in turn correspond to different safety levels [86]. Namely, safety can be embedded by: (i) encouraging safety constraints – this can be typically done by adding a penalty to the cost for action-state pairs that are considered unsafe by the designer. This can be handled in Problem 2 by including to the cost and an additional penalty; (ii) guaranteeing safety constraints in probability – this can be achieved by adding box (or chance constraints) to Problem 2. These constraints can be handled by bringing back in the formulation of Problem 2 constraints (3a) and (3b) of Problem 2; (iii) foreseeing hard constraints, adding them to the formulation of Problem 2. Formally, these constraints can be handled by adding to the formulation constraint (3f) of Problem 4 with $\varepsilon_k = 0$.

Distributional and memory-based RL. Distributional RL leverages ideas from distributionally robust optimization in order to maximize worst case rewards and/or to protect the agent against environmental uncertainty. This leads to a functional formulation of Bellman’s optimality, where maximization of a stochastic return is performed with the constraint that the policies belong to a given subset (in the space of probability densities). We refer readers to e.g., [68, 87, 88] which leverage the distributionally robust optimization framework in a number of learning applications. We also mention memory-based RL, which improves data efficiency by remembering profitable past experiences. In e.g., [89] the agent uses a memory buffer through which past, surprisingly profitable (as in, collecting more reward than expected a priori) experiences are stored. This experience is then leveraged when the agents encounters one of the states in this memory buffer: when this happens, the agent behavior policy is biased towards reiterating past decisions. See e.g., [90] for a survey of the memory-based RL.

Links between RL and inference. An interesting connection exists between RL and inference of probabilistic models. As noted in e.g., [91, 92], by recasting the problem of computing decisions as an inference problem, one (besides unveiling an intriguing duality between DM and inference) gets access to a number of widely established inference tools that can be useful when designing the algorithm. The broad idea is to introduce a binary random variable sometimes termed as belief-in-optimality [91], say $Z_k$, with $z_k = 1$ indicating optimality. The pf $p(z_k = 1 \mid x_{k-1}, u_k)$ is usually chosen so that $p(z_k = 1 \mid x_{k-1}, u_k) \propto \exp(\rho r_k(x_{k-1}, u_k))$, where $\rho$ is the temperature parameter. The temperature parameter can be fixed using heuristics, such as being
a multiple of the reward standard variation, when available, \[93\]. When the model is known, the parameters of this distribution can be computed through a backward recursion, while when the plant is unknown they can be estimated through an update rule similar in spirit to Q-Learning. With this set-up, stationary randomized control policies can be computed by inferring the messages \( p(z_{k:T} \mid x_{k-1}, u_k) \) and \( p(z_{k:T} \mid x_{k-1}) \), corresponding to the probability of a path being optimal when starting from a state (and, for the first message, by taking an action). Moreover, as noted in \[92\], the problem of inferring these messages can be recast as a divergence minimization problem. In turn, this problem is equivalent to maximizing the sum of rewards plus an entropy term. Also, in \[94\], a reformulation of a classic stochastic control problem in terms of divergence minimization is presented. Then, a direct application of Bayesian inference is used to iteratively solve the problem and model-free settings are considered. We note that additional specifications on the DM problem can lead to complementary ways of leveraging the \( Z_k \)'s to find optimal policies and this is leveraged for example in \[95\] for Linear Quadratic Gaussian problems. Finally, we also recall that approximate Bayesian inference has also been used for advancing trajectory optimization in the context of covariance control \[96\].

**Running example: control of a pendulum (continue).** We now stabilize the upward, unstable, equilibrium position of the pendulum we previously introduced via the popular Q-Learning algorithm (we refer interested readers to our github for the implementation details and for the stand-alone code). We recall that Q-Learning is an off-policy, model-free, value-based algorithm that leverages a tabular representation of the state-action value function. Following the tabular nature of the algorithm, the first step to apply Q-Learning for the control of the pendulum (in the experiments, we considered a mass of 1kg) was that of discretizing the action/state spaces. We used the same discretization that we presented when we obtained the probabilistic descriptions, i.e, \( X \) was discretized in a grid of 50 \( \times \) 50 uniform bins and \( U \) was discretized in 20 uniform bins. The reward signal received by the agent at each \( k \) was instead given by \( R_k = -\theta_k^2 - 0.1 \omega_k^2 \). The algorithm parameters were as follows: the learning rate was \( \alpha = 0.5 \), the discount factor was \( \gamma = 0.99 \) and the behavior policy was \( \epsilon \)-greedy with \( \epsilon = 0.9 \). Training episodes were 500 time-steps long and the pendulum was set to the downward position at the beginning of each episode.

Given this set-up, we trained the Q-Learning agent using the behavior policy and a backup of the Q-table was performed at the following checkpoints: 20, 200, 2000, 20000 and 100000 training episodes. This was done in order to obtain a snapshot of the policy learned by the agent as the number of training episodes increases. At each checkpoint, we controlled the pendulum using the policy learned by the agent. The policy was evaluated by running 50 evaluation episodes, with each episode now being 300 time-steps long and using the trained, greedy, policy. The result of this process is illustrated in Figure 5 where the mean reward, together with its confidence interval, is reported. The mean reward was obtained by averaging the rewards obtained by the agent across all the evaluation episodes in the last 100 time-steps. Interestingly, in the figure it
is shown that the agent learns to perform the task by first improving the mean reward then its confidence interval.

![Figure 5: mean reward over the last 100 simulation steps of the evaluation episodes at each of the checkpoints of 20, 200, 2000, 20000 and 100000 training episodes. The height of the bars denotes the value of the mean reward achieved by the agent and the black lines represent the confidence intervals corresponding to the standard deviation.](image)

In order to further illustrate the behavior of the agent as the number of training episodes increases, we stored the evaluation results at each checkpoint. In Figure 6 the behavior of the pendulum is shown when the policies learned at 2000 and 100000 episodes are used to control the pendulum. In the figure it is clearly shown that, as the number of episodes increases, the agent learns to swing-up the pendulum (note the different confidence intervals for $\theta_k$ at 2000 and 100000 training episodes and how these are in agreement with Figure 5).

5.3. Multi-armed bandits

The framework considered in this paper also applies to multi-armed bandit problems. While we refer readers to e.g., [97, 98] for detailed monographs on this topic, we give here a discussion on this class of sequential DM problems through the lenses of Problem 2. We recall that, throughout Section 5, we do not assume that the agent knows the cost and, for our discussion, we formulate the following DM problem derived from Problem 2.
Problem 3. Let $f := f(\Delta_{0:T})$. Find $\{f_{u,k}^\star(\mathbf{x}_{k-1})\}_{k\in 1:T}$ such that:

\[
\{f_{u,k}^\star(\mathbf{u}_k \mid \mathbf{x}_{k-1})\}_{k\in 1:T} \in \arg\max_{\{f_{u,k}(\mathbf{u}_k \mid \mathbf{x}_{k-1})\}_{k\in 1:T}} \mathbb{E}_f \left[ \sum_{k\in 1:T} \mathbb{E}_{W_k}[R_k(\mathbf{X}_{k-1}, \mathbf{U}_k, W_k)] \right]
\]  

(s.t. $\mathbf{x}_k \sim f_{x,k}(\mathbf{x}_k \mid \mathbf{x}_{k-1}, \mathbf{u}_k), \forall k \in 1:T$; (22b)

$\mathbf{u}_k \sim f_{u,k}^\star(\mathbf{u}_k \mid \mathbf{x}_{k-1}), \forall k \in 1:T$; (22c)

$f_{u,k}^\star(\mathbf{u}_k \mid \mathbf{x}_{k-1}) \in \mathcal{P}$. (22d)

Problem 3 was obtained by reformulating Problem 2 as a reward maximization problem and by relaxing the constraints related to the behavior policy. The notation in (22a) is used to highlight the presence of exogenous information and the expectation inside the sum is taken, at each $k$, over the pf from which $W_k$ is sampled. Also, the pfs $f_{x,k}(\mathbf{x}_k \mid \mathbf{x}_{k-1}, \mathbf{u}_k)$ are not necessarily known by the agent. In this context, we note that a crucial aspect when modeling multi-armed bandit problems is the definition of state. The state variable can indeed be used to introduce the context into the bandit problem. In this case, the DM problem is termed as contextual bandit problem and the pf from which the context is sampled is typically not known by the agent [27, Chapter 12]. Contextual bandits are a convenient framework to e.g., design context-aware recommender
systems [99] and embed users’ feedback in an optimization process [100]; we refer to e.g., [101, 102, 103] for a number of technical results (and algorithms) on contextual bandits. We also note that a part of literature on multi-armed bandits includes in the definition of state a notion of belief, which typically is an estimate of the reward distributions maintained by the agent [104] (as such, the dynamics governing the evolution of the belief can be known to the agent). Belief states from the literature include [1, Chapter 1] the empirical mean reward over past episodes and parameters characterizing the posterior distribution of the rewards. These definitions of belief are also used within the resolution methods surveyed next. In a broader context, as noted in [104], resolution approaches for Problem 3 that leverage the use of Gittins indices are based on solving Bellman’s equation where the state variable is the belief [105]. In Problem 3 the decision variables are randomized policies (the last constraint in the problem is a normalization constraint guaranteeing that the solution is a pf). We recall that, while policies that are deterministic in the state can be formally expressed as pfs, Problem 3 also allows to consider situations, naturally arising in the Bayesian framework of e.g., [106], in which the optimal policy is randomized. Finally, we note that Problem 3 captures bandits with both continuous and discrete state/action spaces. While a large body of the literature studies multi-armed problems with discrete action spaces [97, Part VII], we refer readers interested in multi-armed problems with continuous actions to e.g., [107].

Given this set-up, we now discuss a number of resolution algorithms.

**Tackling Problem 3.** A key feature of the resolution methods, which aim at finding policies with guaranteed regret bounds [97, 98], is that the agent attempts to solve Problem 3 by building (and iteratively improving) an estimate of the reward associated to each action. Certain algorithms, such as the explore-then-commit algorithm, do this by explicitly enforcing an exploration phase (see below and e.g., [108]). Instead, other algorithms directly embed a mechanism that favors exploration of less-used actions. This is the case of the Upper Confidence Bound algorithm (UCB); see e.g., [109] and [98, Chapter 8]. Specifically, for each pair of action and context (if any) UCB algorithms form an upper bound with a given confidence \( \delta \), say \( \bar{B}_k(x_{k-1}, u_k) \), of the mean reward computed from the empirical mean reward (i.e., the belief state). Given this bound, the resulting policy is then of the form

\[
f_{u,k}(u_k | x_{k-1}) = I_{u_k}(U_k), \\
u_k = \arg \max_u \bar{B}_k(x_{k-1}, u).
\]

(23)

One can obtain expressions for \( \bar{B}_k(x_{k-1}, u_k) \) that are inversely proportional to the number of times a given action was tried for a given context before time-step \( k \) (for non-contextual bandits, the bound depends on the number of times each action is taken). Hence, with these bounds, exploration of less-used actions is favored. See also [110, 111] for more details on UCBs and the related principle of optimism in the face of uncertainty. The explore-then-commit algorithm foresees an exploration-only phase with a subsequent commit phase within which
the agent follows a greedy policy. The greedy policy selects the action with the highest empirical mean reward and in [27] it is noted how purely greedy algorithms without an exploration phase can perform well for specific classes of problems (e.g., for linear bandits the bound on the regret is proportional to the square root of the time horizon [112]) although in the worst case can incur in linear regret. Exploration can be either performed by selecting random actions [27, Chapter 12], [98, Chapter 8] or by choosing each action a given (pre-defined) amount of times [97, Chapter 6]. We also recall the successive elimination algorithm [98, 27], which maintains an upper and lower bound on the average reward (again computed from the empirical mean reward) given by each action. Actions are deactivated when their upper bound becomes lower than the lower bound of any other action. In between eliminations, exploration is carried out only on the actions that are still active.

The above algorithms, originally introduced for non-contextual bandits, perform well also for contextual bandits with small context spaces but suffer a drop in performance as the context space becomes larger [98, Chapter 8], [97, Chapter 18]. With respect to this aspect, we recall the linear UCB algorithm (LinUCB) which tackles large context spaces for linear bandit problems, i.e., problems for which the reward is a linear combination of features. The algorithm maintains a confidence region for the coefficients of the linear combination and, based on this region, calculates UCBs for the expected reward. Another idea, reminiscent of the explore-then-commit algorithm, is that of using (after the exploration phase) a classifier to identify the best policy in hindsight (i.e., the policy that would have yielded the best reward during the exploration phase) by assigning to each context the action that obtained the best reward (computed from the belief state). This policy is then used by the agent. See [98, Chapter 8] for a detailed discussion on these last two algorithms. Finally, we also recall Thompson sampling [113]. In Thompson sampling, the reward distributions are assumed to be fully described by their means, themselves sampled from a probability distribution with a finite support. Then, the history of interactions with the system is used to calculate the posterior distribution of the mean reward. This is a belief state, which is in turn used to compute an action [98, Chapter 3]. This idea can be extended to both bandits with infinite arms (see [97, Chapter 36] for the details) and to contextual bandits [114].

We close this section by making the following comments, which are transversal to our discussion on multi-armed bandit problems.

Representation learning for bandits. Inspired by humans’ ability to learn and transfer experience to new tasks, a number of works have studied representation learning [115, 116, 117] for multi-task bandits. As a prototypical multi-task DM scenario, in [118] the authors consider a series of linear bandit models, where each bandit represents a different task. The goal of the agent is to maximize the cumulative reward by interacting with these tasks. The sequential tasks are drawn from different environments, with each environment having its own representation. Given this set-up, in [118] the so-called change-detection
representation learning algorithm (CD-RepL) is introduced and it is shown that
this algorithm outperforms certain state-of-the-art baselines. The study of how
representation learning can be used to improve efficiency of bandit problems
is also considered in [119], where a set of linear bandits is studied under the
assumption that an unknown linear feature extractor exists. Both finite and in-
finite action settings are considered in [119] and, for each setting, an algorithm
is proposed to exploit feature knowledge.

Decentralized bandits. Decentralized (or cooperative) bandits model settings
where a number of agents interact with the same multi-armed bandit problem.
In [120] a setting is considered where the agents are connected through an undi-
rected graph and each agent can observe actions and rewards of its neighbors. A
policy based on partitions of the communication graph is then proposed. Only
one agent in each partition, the leader, makes independent decisions based on its
local information. The other agents in the partition, the followers, imitate the
decisions of their leader, either directly if the leader is a neighbor, or indirectly
by imitating a neighbor. In turn, the leader in each partition uses a UCB algo-
rithm, and in [120] it is demonstrated how the group can achieve order-optimal
performance. We also recall [121] where multi-agent multi-armed bandit prob-
lems in which decision-making agents can observe the choices and rewards of
their neighbors are considered. Under the assumption of linear observation cost,
a sampling algorithm (based on UCB) and an observation protocol are devised,
which allow each agent to maximize its own expected cumulative reward.

Bandits with behavior policies. In Problem 3 we relaxed the constraints of
Problem 2 related to the behavior policy. While the algorithms surveyed above
do not make use of a behavior policy, we highlight here a stream of literature
aimed at devising off-policy algorithms for multi-armed bandits (hence, to con-
sider these approaches, the constraints for the behavior policy need to be added
to Problem 2). We refer readers interested into the off-policy evaluation prob-
lem for bandits to [122] for a survey with a discussion on related open problems.
See also [123, 124] for a number of technical results and [125] for an application
to the design of a personalized treatment recommender system.

6. Probabilistic design of policies through the lenses of Problem 1

We consider costs that satisfy Assumption 1. That is, we let:

$$E_f[c_{1:T}(X_0, \ldots, X_T, U_1, \ldots, U_T)] = E_f \left[ \sum_{k \in 1:T} c_k(X_{k-1}, U_k) \right], \quad (24)$$

where the pf $f$ is the same as in Problem 1 and $c_k(\cdot, \cdot)$ is the cost incurred
by the agent at each $k$. Often, the cost in (24) is regularized and a typical
choice to do so is to use some statistical divergence [126, 127]. Among the
possible divergences, which offer a measure of the discrepancy between pairs of
pf$s, a common choice is to use the so-called Kullback-Leibler [128] divergence.
Problem 4. Let, we can now formulate the following variation on Problem 1: holds but with the integral in (25) replaced with the sum. Given this set-up, Consider two pdfs,

Definition 1. Consider two pdfs, \( \phi(z) \) and \( g(z) \), with the former being absolutely continuous with respect to the latter. Then, the Kullback-Leibler divergence (KL-divergence for short) of \( \phi(z) \) with respect to \( g(z) \), is

\[
D_{KL}(\phi(z) \parallel g(z)) := \int_{S(\phi)} \phi(z) \ln \left( \frac{\phi(z)}{g(z)} \right) dz. \tag{25}
\]

Clearly, the above definition is given for pdfs. For pmfs the same definition holds but with the integral in (25) replaced with the sum. Given this set-up, we can now formulate the following variation on Problem 4.

Problem 4. Let, \( \forall k \in 1 : T \): (i) \( \mathcal{E}_k \) and \( \mathcal{I}_k \) be index sets for equality and inequality constraints; (ii) \( H^{(j)}_{u,k}, G^{(j)}_{u,k} \), \( 0 \leq \varepsilon_k \leq 1 \) be constants; (iii) \( h^{(j)}_{u,k}, g^{(j)}_{u,k} : \mathcal{U} \to \mathbb{R} \) be measurable mappings. Find \( \{f^*_u(u_k \mid x_{k-1})\}_{k \in 1:T} \) such that

\[
\begin{align*}
\{f^*_u(u_k \mid x_{k-1})\}_{k \in 1:T} \in & \quad \arg \min_{\{f_u(u_k \mid x_{k-1})\}_{k \in 1:T}} \mathcal{D}_{KL}(f \parallel g) + \mathbb{E}_f \left[ \sum_{k \in 1:T} c_k(x_{k-1}, u_k) \right] \\
\text{s.t.} \quad & \mathbb{E}_{f_u} \left[ h^{(j)}_{u,k}(U_k) \right] = H^{(j)}_{u,k}, \quad \forall k \in 1 : T, \forall j \in \mathcal{E}_k; \tag{26b} \\
& \mathbb{E}_{f_u} \left[ g^{(j)}_{u,k}(U_k) \right] \leq G^{(j)}_{u,k}, \quad \forall k \in 1 : T, \forall j \in \mathcal{I}_k; \tag{26c} \\
& f_u(u_k \mid x_{k-1}) \in \mathcal{P}, \quad \forall k \in 1 : T. \tag{26d}
\end{align*}
\]

Problem 4 is a regularized and relaxed version of Problem 4 and we refer to Section 2.2 for a discussion on the constraints. The pf \( f \) in the cost functional is defined in (2), while the pf \( g \) can be interpreted as a pf towards which the solution is biased. In certain streams of the literature, see e.g., [129] [130] [131] [132] [133] [134] and references therein, this pf is termed as the reference (or ideal) pf and expresses preferences (in terms of both performance and safety) on the desired evolution of the closed-loop system. In a complementary stream of literature, the pf \( g \) takes the role of a passive, e.g., uncontrolled, dynamics [11] [135] [136] [137]. Finally, in e.g., [10] [138] the reference pf is instead estimated from example data. Let \( \Gamma_{0:T} \) be the example dataset. Then, the chain rule for pfs implies that

\[
g := g(\Gamma_{0:T}) = g_0(x_0) \prod_{k \in 1:T} g_{u,k}(u_k \mid x_{k-1})g_{x,k}(x_k \mid x_{k-1}, u_k), \tag{27}
\]

where \( g(x_0) \) is a prior. In what follows we say that \( g_{u,k}(u_k \mid x_{k-1}) \) is the reference policy (e.g., extracted from the examples or embedding desired properties that the control signal should fulfill). The pf \( g_{x,k}(x_k \mid x_{k-1}, u_k) \) is instead termed as reference system. Such a pf can be different from \( f_{x,k}(x_k \mid x_{k-1}, u_k) \) in (2). In the context of controlling from demonstration, this means that the
system used to collect the example data can be physically different from the one under control [10]. Moreover, as shown in [139], Problem 4 is equivalent to the linear quadratic Gaussian regulator when: (i) \( c_k(\cdot, \cdot) \) is equal to 0 for all \( k \); (ii) the only constraint is (26d); (iii) all the pfs are Gaussians and the means of \( g_{u,k}(u_k | x_{k-1}) \) and \( g_{x,k}(x_k | x_{k-1}, u_k) \) are both equal to 0. Interestingly, from the information-theoretical viewpoint, minimizing the first component in the cost functional amounts at projecting the pf \( f \) onto \( g \), see e.g., [140].

Remark 16. In Problem 4 the constraint \( x_k \sim f_{x,k}(x_k | x_{k-1}, u_k) \) appearing in Problem 7 is embedded in the KL-divergence component of the cost. When \( f_{x,k}(x_k | x_{k-1}, u_k) \) is linear with Gaussian noise, then this constraint is equivalent (see Section 3) to \( X_k = A X_{k-1} + B U_k + W_k \), where \( W_k \) is sampled from a Gaussian. In this case, the constraint can be expressed in terms of the behaviors of the linear dynamics. This viewpoint is at the basis of the behavioral theory approach, pioneered by Willems starting from the 80s [141]. Driven by the emergent data-driven control paradigm, behavioral theory has gained renewed interest and we refer readers to [142] for a detailed survey. While surveying data-driven control approaches based on behavioral theory goes beyond the scope of this paper, we recall [143, 144, 145, 146, 147, 148] which, among others, exploit behavioral theory to tackle a broad range of data-driven control problems.

Remark 17. For nonlinear systems, another approach to represent the dynamics corresponding to \( f_{x,k}(x_k | x_{k-1}, u_k) \) leverages the use of Koopman operators [149, 150]. These are infinite-dimensional operators that allow to handle nonlinear systems through a globally linear representation. See [151] for a detailed survey of data-driven representations of Koopman operators for dynamical systems and for their applications to control.

Remark 18. When \( x_k \sim f_{x,k}(x_k | x_{k-1}, u_k) \) is expressed as a difference equation, then inspiration to solve Problem 4 can be gathered from MPC. Works in this direction include [152], where an MPC learning algorithm is introduced for iterative tasks, [153] where a data-based predictive control algorithm is presented, [154] where a MPC approach that integrates a nominal system with an additive nonlinear part of the dynamics modeled as a Gaussian process is presented. See also [28] where coarse-ID Control methods are also surveyed.

6.1. Finding the optimal solution to Problem 4

The resolution methods surveyed next, attempt to solve Problem 4 by either finding a randomized policy or by finding directly a controlled transition probability, or by recasting the problem in terms of FP equations. We refer to the first literature stream as fully probabilistic design, the second is termed as KL-control and the third is the so-called FP-control.

6.1.1. Fully Probabilistic Design

The stream of literature labeled as Fully Probabilistic design (FPD) tackles Problem 4 when the cost only has the KL-divergence component. In this case,
Problem \((4)\) becomes the problem of finding \(\{f_{u,k}^*(u_k | x_{k-1})\}_{k \in 1:T}\) so that
\[
\{f_{u,k}^*(u_k | x_{k-1})\}_{k \in 1:T} \in \arg \min_{\{f_{u,k}(u_k | x_{k-1})\}_{k \in 1:T}} D_{KL}(f || g) \\
\text{s.t. constraints (26b) - (26d)}
\] (28)

The above problem, termed as FPD problem in what follows, is a tracking control problem and the goal is that of designing \(\{f_{u,k}^*(u_k | x_{k-1})\}_{k \in 1:T}\) so that the pf \(f\) of the system is as similar as possible (in the KL-divergence sense) to the reference pf \(g\). To the best of our knowledge, the relaxed version of the FPD problem has been tackled for control purposes in [129]. The approach builds on the Bayesian framework for system Identification [5]. See e.g., [130, 131, 10] for a set of results that build on [129]. By assuming that state transitions can be directly controlled (see Section 6.1.2) a cost has been added to the KL-divergence component. This cost can be used to formalize additional requirements on the closed-loop evolution that might not be captured by the reference pf. For example, in e.g., [155, 156] for a shared economy/smart cities application, the KL-divergence component models the fact that an autonomous car would like to stay on a route that accommodates the preferences of the passengers and the additional cost instead depends on road (and/or parking) conditions.

We now proceed with surveying methods to solve the problem in (28). The problem admits an explicit expression for the optimal solution. Once the optimal solution for this constrained FPD problem is presented, we then proceed with showing what happens when actuation constraints are removed. In this case, we find back the expression of the control policy from [129].

The constrained FPD. The problem in (28) has been tackled in [10] in the context of control synthesis from examples. In such a paper it is shown that the problem can be broken down into convex sub-problems of the form

\[
\min_{f_{u,k}(u_k | x_{k-1})} D_{KL}(f_{u,k}(u_k | x_{k-1}) || g_{u,k}(u_k | x_{k-1})) + E_{f_{u,k}}[\hat{\omega}(U_k, X_{k-1})] \\
\text{s.t.:} E_{f_{u,k}}[h_{u,k}(U_k)] = H^{(j)}_{u,k}, \ \forall j \in \mathcal{E}_k; \\
E_{f_{u,k}}[g_{u,k}(U_k)] \leq G^{(j)}_{u,k}, \ \forall j \in \mathcal{I}_k; \\
f_{u,k}(u_k | x_{k-1}) \in \mathcal{P}.
\] (29)

At each \(k\), by solving the problem in (29), the optimal control pf \(f_{u,k}^*(u_k | x_{k-1})\) is obtained. In the cost functional of (29), the term \(\hat{\omega}(\cdot, \cdot)\) needs to be obtained via a backward recursion. The results in [10] leverage a strong duality argument for the convex problem and require that the constraints satisfy the following:

Assumption 3. There exists at least one pf that satisfies the equality constraints in Problem \((4)\) and also satisfies the inequality constraints strictly.

The arguments in [10] lead to an algorithmic procedure. The procedure takes as input \(g(\Gamma_{0:T}); \{f_{x,k}(x_k | x_{k-1}, u_k)\}_{1:N}\) and the constraints of Problem
Given this input, the algorithm outputs \( \{ f^r_u, k(u_k | x_{k-1}) \}_{k=1:N} \) and, at each \( k \), the control input applied to the system is obtained by sampling from the pf \( f^r_u, k(u_k | x_{k-1}) \). In particular, the optimal solution at time-step \( k \) is given by

\[
g_{u, k}(u_k | x_{k-1}) = \frac{\exp \left( -\hat{\omega}(u_k, x_{k-1}) - \sum_{j \in I_{u, k}} \lambda_{u, k}^{(j),*} h_{u, k}^{(j)}(u_k) \right)}{\int g_{u, k}(u_k | x_{k-1}) \exp \left( -\hat{\omega}(u_k, x_{k-1}) - \sum_{j \in I_{u, k}} \lambda_{u, k}^{(j),*} h_{u, k}^{(j)}(u_k) \right) du_k},
\]

where \( \lambda_{u, k}^{(j),*} \) are the Lagrange multipliers (obtained from the dual problem) and \( I_{u, k} \) is the set of active constraints. While for the sake of brevity we do not report the backward recursion \( \hat{\omega}(\cdot, \cdot) \), we make the following remarks.

**Remark 19.** Assumption 5 becomes the classic Slater’s condition when the decision variables are vectors. This assumption, in its functional form, arises in the literature on infinite-dimensional convex optimization [157, 158, 159, 160, 161]. The constraints are moment constraints, see e.g., [162, 163, 164].

**Remark 20.** The expression for the optimal solution in (30) defines a so-called twisted kernel [165]. In the optimal solution, this twisted kernel is a Boltzmann-Gibbs distribution. Notably, in statistical physics these solutions arise as the solutions of minimization problems involving Gibbs-types free energy functionals.

We close this paragraph by recalling [166, 167, 168] where closely related infinite-dimensional finite-horizon control problems are considered in the context of distributed control and energy systems. In such papers, control formulations are considered where state transition probabilities can be shaped directly together with the presence of an additional (quadratic) cost criterion. See also [169] where the minimization of a KL-divergence cost subject to moment constraints (without control variables) is considered.

**The unconstrained FPD.** To the best of our knowledge, a version of the problem in (28) with all constraints relaxed except (26d) has been originally considered in [120]. As for the constrained case, an explicit expression for the optimal solution exists and is obtained by solving, at each \( k \), a convex optimization problem. It can be shown that the optimal solution of this unconstrained FPD problem is given by (30) when the functions \( h_{u, k}^{(j)} \)’s are all equal to 0. Moreover, in this case \( \hat{\omega}(\cdot, \cdot) \) is obtained via the following backward recursion:

\[
\hat{\omega}(u_k, x_{k-1}) = D_{KL} \left( f_{x, k}(x_k | x_{k-1}, u_k) \| g_{x, k}(x_k | x_{k-1}, u_k) \right) - E_{f_{x, k}} \left[ \ln \gamma_k(X_k) \right],
\]

with

\[
\gamma_k(x_k) = E_{g_{u, k+1}} \left[ \exp \left( -D_{KL} \left( f_{x, k+1}(x_{k+1} | x_k, u_{k+1}) \| g_{x, k+1}(x_{k+1} | x_k, u_{k+1}) \right) \right) + E_{f_{x, k+1}} \left[ \ln (\gamma_{k+1}(X_{k+1})) \right] \right],
\]

\[
\gamma_T(x_T) = 1.
\]
The above solution has been subject of algorithmic research \[130\] complemented with efforts towards its axiomatization \[132, 170\]. See also \[171, 172, 173, 174\]. For problems involving the system output (rather than the state) a solution has been presented in \[130\]. Finally, another line of research aimed at widening the range of conditions under which FPD can be applied considers the presence of delays. See e.g., \[176, 131\], which adapt the result to the case where, at each \( k \), the dynamics of the system are conditioned on data prior to \( k - 1 \).

**Running example: control of a pendulum (continue).** The FPD framework is particularly appealing to tackle the problem of synthesizing control policies from examples. In this case, the reference pf \( g \) is extracted from example data and captures a desired evolution that the closed loop system needs to track. In this case, by minimizing the cost of the problem in (28) a randomized control policy is designed so that the pf of the closed loop system, i.e., \( f \), tracks the reference pf from the examples, i.e., \( g \). That is, the policy is such that the discrepancy between \( f \) and \( g \) is minimized. In this part of the running example we now make use of the pfs \( g_x(x_k \mid x_{k-1}, u_k) \) and \( g_u(u_k \mid x_{k-1}) \) obtained from the reference system in the first part of the running example as reference pfs. The pf of the system we want to control is instead \( f_x(x_k \mid x_{k-1}, u_k) \) also estimated (via Algorithm 1) in the first part of the running example.

The FPD formulation allows to tackle situations where the system under control is different from the one used to collect the example data. In fact, in our example, the weight of the mass of the pendulum under control is different from the weight of the mass of the reference system (i.e., the pendulum under control has a mass of 1kg, while the pendulum used to collect the example data has a mass of 0.5kg). For concreteness, we considered the unconstrained FPD formulation and the optimal policy is given by (30) with the functions \( h_{u,k}^{(j)} \) s all equal to 0 and with \( \hat{\omega}(u_k, x_{k-1}) \) generated via (31). When computing the policy we used a receding horizon strategy, with width of the horizon window \( H = 2 \). The corresponding simulation results are reported in Figure 7. In such a figure, it is clearly shown that the FPD policy is able to swing up the pendulum. It can also be observed that the evolution of the controlled pendulum is similar to the one in the examples (see Figure 4) even despite the fact that this latter pendulum is physically different from the one under control.

**Remark 21.** The width of the receding horizon window used to obtain the FPD policy is one order of magnitude smaller than the width we used for MPC. Still, the FPD is able to swing-up the pendulum and the intuition for this is that, if the example data are of good quality\(^3\) then the control algorithm does not need to look much farther in the future in order to fulfill the control task.

\(^3\) An interesting research question is to determine minimal requirements that make a database a good database. We refer to Section 7 for a discussion on this important aspect.
Figure 7: swing-up of the pendulum via FPD. The time evolution of $\theta_k$ is in the leftward panel, while the time evolution of $u_k$ is shown in the rightward panel. Bold lines denote the mean profiles and the shaded areas represent the confidence intervals corresponding to the standard deviation. Figure obtained by running 50 simulations.

6.1.2. KL-Control

The stream of literature that goes under the label of KL-control (KLC in what follows) essentially attempts to solve the unconstrained version of Problem 4 by computing the following optimal cost-to-go function:

$$v(\mathbf{x}_{k-1}) := \min_{\mathbf{u}_k} l_k(\mathbf{x}_{k-1}, \mathbf{u}_k) + \mathbb{E}_{f_{x,k}}[v(\mathbf{X}_k)].$$

(32)

In the above expression, $v(\mathbf{x}_{k-1})$ is the optimal cost-to-from state $\mathbf{x}_{k-1}$ and $l_k(\cdot, \cdot)$ is an immediate cost, which, as we shall see, includes a KL-divergence component. In (32), the cost function has a component that depends on the future states and this accounts for the fact that optimal actions cannot be found, in general, via a greedy optimization of the immediate cost. To the best of our knowledge, work on KLC can be traced back to the works by Todorov [11, 135, 177, 178, 179] and Kappen [180], building, among others, on [181, 182].

The KLC approach to action computation. Actions from (32) can be efficiently computed if the cost-to-go function is available. The key idea behind KLC methods is that of finding an analytical expression for the optimal actions given the value function and then devise a transformation that linearizes (32). This approach is particularly convenient when the following assumption is made:

**Assumption 4.** For each $k$:

1. $f_{x,k}(\mathbf{x}_k \mid \mathbf{x}_{k-1}, \mathbf{u}_k)f_{u,k}(\mathbf{u}_k \mid \mathbf{x}_{k-1}) = \pi(\mathbf{x}_k \mid \mathbf{x}_{k-1})$;
2. $g_{x,k}(\mathbf{x}_k \mid \mathbf{x}_{k-1}, \mathbf{u}_k)g_{u,k}(\mathbf{u}_k \mid \mathbf{x}_{k-1}) = p(\mathbf{x}_k \mid \mathbf{x}_{k-1})$.

That is, within the KL framework, it is assumed that: (i) the agent can specify directly the (state) transition $p_f$ rather than the action; (ii) the passive dynamics is also specified through a state transition $p_f$. From the control perspective, this means that the agent can specify how its state must evolve and, to do so, a low level control that guarantees the state evolution might be available.
Intuitively, one can also think of the agent’s actions as probability distributions over the state space. This means that state feedback policies amount to directly choosing, for each $k$, the conditional probability law of $X_k$ given $X_{k-1}$. This is why there is no marginalization over $U_k$ in Assumption 4. Let $q(\cdot)$ be a state cost. Then, the immediate cost considered in the KLC framework is given by

$$l(x_{k-1}, \pi(x_k | x_{k-1})) := q(x_{k-1}) + D_{KL}(\pi(x_k | x_{k-1}) \| p(x_k | x_{k-1})).$$  (33)

From Definition 1, $\pi(x_k | x_{k-1})$ needs to be absolutely continuous with respect to $p(x_k | x_{k-1})$ and this has the interesting implication of preventing physically impossible behaviors. The pf $p(x_k | x_{k-1})$ has the role of a passive dynamics e.g., representing the evolution of the uncontrolled system. This might define a free dynamics and deviations from this dynamics are associated to energy expenditures. Following the above reasoning by introducing the desirability function $z(x_k) := \exp(-v(x_k))$ the optimal solution to (32) - (33) is found as

$$\pi^*(x_k | x_{k-1}) = \frac{\pi(x_k | x_{k-1})z(x_k)}{G_z(x_{k-1})},$$  (34)

where $G_z(x_{k-1})$ is the normalization factor. In order to obtain the optimal solution to (32) - (33) the term $z(x_k)$ needs to be computed. This can be done by plugging the analytical expression of the optimal solution into (32) - (33). By doing so, it can be shown that the desirability function must satisfy

$$z(x_k) = \exp(-q(x_k))E_p [z(X_{k+1})],$$  (35)

which, when the state space is finite, can be recast as an eigenvector problem and in turn this can be solved before executing the actions.

The structure of $\pi^*(x_k | x_{k-1})$ highlights the fact that the optimal solution twists the passive dynamics by penalizing states that are not desirable. In this context, we also recall that applies the above reasoning to controlled transition probabilities and, where it is shown that optimal actions can be also obtained as a sum of actions that are optimal for other problems with the same passive dynamics. It is worth noting that a duality result exists between the optimal control problem solved above and information filtering. We also recall where the KLC framework is developed for online Markov Decision Processes with the online aspect of the problem consisting in the fact that the cost functions are generated by a dynamic environment and the agent learns the current cost only after selecting an action. A related result is presented in, where, motivated by the brain’s ability to reuse previous computations, dynamic environments are considered and the Woodbury matrix identity is leveraged for efficient replanning of actions when the cost changes.

**Remark 22.** The optimal solution to the KLC problem and to the FPD problem have a similar structure and can be both interpreted in terms of twisted kernels. See for an explicit link between the two solutions.

**Remark 23.** From the computational viewpoint, the KLC approach relies on linearizing the Bellman equation through a nonlinear transformation. See the next part of the running example for more algorithmic details.
Remark 24. As noted in [10], problems of the form of (32) - (33) and (29) become equivalent to a maximum entropy problem when the reference pfs (or, equivalently, the passive dynamics) are uniform distributions.

Links with inference and path integrals. As shown in [137], an interesting connection between (34) and graphical inference exists and can be expressed through path integrals [180, 184]. Indeed, from the optimal pf (34) we get:

$$\pi^*(x_{1:T} \mid x_0) = \frac{p(x_{1:T} \mid x_0) \exp \left( - \sum_{k \in 1:T} v(x_k) \right)}{G_z(x_0)},$$

where $G_z(x_0)$ is the normalizing factor defined as:

$$G_z(x_0) := \int p(x_{1:T} \mid x_0) \exp \left( - \sum_{k \in 1:T} v(x_k) \right) dx_{1:T}.$$

The shorthand notation $dx_{1:N}$ denotes that integration in (36) is taken over the whole path of the state evolution. Also, for notational convenience, we omit to specify that integration is taken over the domain of the pf $p(x_{1:T} \mid x_0)$. Note that we are considering continuous variables and an analogous definition can be obtained for discrete variables as originally done in [137]. It is crucial to observe that the expression in (36) is an integral over all paths (i.e., a so-called path integral [185]) rooted from $x_0$ and the optimal cost is given by $-\ln G_z(x_0)$. With this interpretation, the optimal solution can be obtained by computing the path integral. In [137] it is shown that this can be done via a graphical model inference if the following two assumptions are satisfied: (i) the passive dynamics can be factorized over the components of $x$; (ii) the matrix of interactions between components is sparse. See [137] for the algorithmic details.

The path integral interpretation has also been exploited in the works [136, 186, 187, 188], where the method is leveraged, and further developed, for robotics and learning systems. See these works for a detailed theoretical and algorithmic study of path integrals in the context of control, learning and robotics. A complementary interesting idea that leverages path integrals by taking inspiration from Model Predictive Control is the so-called Model-Predictive Path Integral Control (MPPI). This algorithm, see e.g., [189, 190] and references therein, finds a minimum of a KL-divergence cost by estimating the future trajectory of the system from a path integral. We refer to e.g., [191] which, besides presenting a more detailed literature survey on this topic, also introduced an extension of MPPI with robustness guarantees and demonstrates the algorithm on a real testbed. It is also of interest to report [192] which builds on the MPPI and path integral framework to consider Tsallis divergence costs.

Running example: control of a pendulum (continue). KLC is now used to swing-up the pendulum (with a mass of 1kg) by finding the optimal transition pf $\pi^*(x_k \mid x_{k-1})$ solving (32) - (33). Following the framework outlined above, the pf $p(x_k \mid x_{k-1})$ is the pendulum passive (i.e., uncontrolled) dynamics. In our experiments the pf was estimated via Algorithm 1 from a database obtained by
simulating the uncontrolled pendulum when no control was applied. Algorithm 1 was applied by using the same state discretization described in the first part of the running example. The state cost is instead given by

\[ q(x_k) := \theta_k^2 + 0.1\omega_k^2 \]

(recall that in the KLC framework the state cost encourages the agent to depart from its rest position captured via the passive dynamics).

A key algorithmic feature of KLC, which makes it particularly appealing to tackle sequential decision-making problems involving transition pfs, comes from observing that (35) is linear in \( z(\cdot) \). Hence, once the state space is discretized, the states can be enumerated (say, from 1 to \( s \)) and one can then represent \( z(\cdot) \) and \( q(\cdot) \) as vectors, say \( z \) and \( q \). That is, the equality in (35) becomes

\[ z = \text{diag}(\exp(-q))Pz, \tag{37} \]

where \( \text{diag}(\exp(-q)) \) is the diagonal matrix having on its main diagonal the elements \( \exp(-q(x_1)), \ldots, \exp(-q(x_s)) \) and \( P \) is the \( s \times s \) matrix having as element \((i,j)\) the probability of transitioning from state \( x_i \) to \( x_j \). Given this set-up, computing the desirability vector \( z \) amounts at solving an eigenvector problem. We used the power iteration method to solve (37) and hence find \( z \). Once this was obtained, then the optimal transition pf was computed via (34).

The effectiveness of KLC, implemented via the process outlined above, is shown in Figure 8. Such a figure clearly shows that the optimal transition pf \( \pi^*(x_k | x_{k-1}) \) effectively swings-up the pendulum, stabilizing the unstable upward equilibrium. From the figure, we note the following: (i) the standard deviation is smaller than the one observed in the FPD experiments. Indeed, we observed that the desirability function twisted the transition pfs to make them concentrated in a few states. The reduced standard deviation when compared to the numerical results via FPD can be explained by the fact that FPD returns a policy that is randomized (KLC instead does not return policies but transition pfs); (ii) the behavior of the pendulum (first performing a partial swing up in the positive angles, before reaching the upward position through negative angles) can be explained in terms of the interplay between the passive dynamics and the state cost, which expresses two different goals for the agent.

6.1.3. The Fokker-Planck control framework

For completeness, we also report an alternative approach to solve Problem 4 that goes under the label of FP-control (FPC in what follows). The key idea of FPC is that of tackling Problem 4 by recasting the process that is generating the data as a FP equation (see Section 3). The framework surveyed in this section has been considerably developed in a number of works, including [193, 194, 195, 196] and references therein. As noted in [197], in order to formulate the FPC problem the following key ingredients are needed:

1. the definition of a control function, say \( u := u(x,t) \), that drives the stochastic process;
2. a FP reformulation of the controlled stochastic process;
3. the cost functional.

37
The framework allows to consider problems with actuation constraints and these are formally expressed by imposing that the function $u_t$ belongs to a closed and convex set of admissible inputs, say $u_t \in \mathcal{U} \subseteq \mathcal{U}_H$, where $\mathcal{U}_H$ is a Hilbert space. For the developments of the theory, it is assumed that the pf of the controlled stochastic process also belongs to a Hilbert space. Given this set-up, the problem of determining a control function $u_t$ so that, starting from some initial distribution, the closed-loop system evolves, at time $t = T$, towards a desired probability density $\rho_d(x, t)$ can be formalized as follows

$$
\begin{aligned}
\min_{u_t \in \mathcal{U}} & \frac{1}{2} \|\rho(\cdot, T) - \rho_d(\cdot, T)\|_{L^2(x)}^2 + \frac{\nu}{2} \|u\|_{L^2(x \times (0, T))}^2 \\
\text{s.t.:} & \quad \partial_t \rho(x, t) + \sum_{i=1:n_x} \partial_{x_i} \left(b_i(x, t, u)\rho(x, t)\right) - \sum_{i,j=1:n_x} \partial^2_{x_ix_j} \left(a_{ij}(x, t)\rho(x, t)\right) = 0, \\
& \quad \rho(x, 0) = \rho_0(x).
\end{aligned}
$$

In the above expression, $\nu \geq 0$ and the constraints are the FP equation obtained from the controlled SDE

$$
dX_t = b(X_t, t, u_t)dt + \sigma(X_t, t)dW_t.
$$

The coefficients in the constraint of the problem in (38) are defined as in Section 3. Also, the subscript $L^2(\cdot)$ denotes the $L^2$ norm over the sets included in $38$. 

Figure 8: swing-up of the pendulum via KLC. Bold line is the mean profile, the shaded area represents the confidence interval corresponding to the standard deviation. Figure obtained from 50 simulations (the zoom magnifies the confidence interval).
its parentheses. Hence, the cost functional captures the fact that the distance between the pf of the closed-loop system and the reference pf is minimized at time $T$. The optimization problem, which can be solved via first-order necessary optimality conditions \cite{197}, has intrinsically a continuous-time formulation. However, the problem can be discretized and this approach leads to the recursive schemes introduced in e.g., \cite{198,199}. The schemes rely on:

1. discretizing the time domain into intervals, say $(t_k, t_{k+1})$ with $t_0 = 0$, $t_N = T$ and $t_k < t_{k+1}$;
2. solving the optimization problem in (38) in each interval $(t_k, t_{k+1})$ setting the initial pf $f(x, t_k) := \rho_k(x)$;
3. keeping, in each $(t_k, t_{k+1})$, the control input $u_k$ set to the optimal solution of the optimization problem in that time interval.

Within this scheme, inspired by MPC, in each time interval the optimization problem can be solved either numerically or analytically (for example, \cite{193} demonstrates the use of a finite elements method) to find the optimal input $u_k$ in the time interval $[t_k, t_{k+1}]$.

Here we report a number of works that build on the FP approach. We recall \cite{199}, which replaces the cost in (38) with a joint cost consisting of a first term containing the expectation of a given function of the state at the end of the time interval and of a second term that is the integral of an expected cost. In both terms, expectations are taken over the pf $\rho(x, t)$ and the problem is solved using a sampling-based Hamiltonian estimation. Moreover, in \cite{200}, the system’s evolution is assumed to be fully deterministic and this leads to a FP equation that leverages Monte-Carlo samples. In \cite{201} a polynomial control strategy is proposed to minimize a cost that depends on the derivatives of the state’s probability potentials, while \cite{202} uses a Gram-Charlier parametrization on the reference pf and calculates the control law by injecting this parametrization into a stationarity condition on the state’s pf. Finally, \cite{203} builds on this principle by calculating the FP equation for this stationary pf.

**Remark 25.** As surveyed in e.g., \cite{197}, FPC can be extended to consider any process that can be recast as FP equation. These processes go beyond the SDEs considered in Section 3 and include diffusions with jumps as well as piecewise-deterministic processes. Also, by leveraging mean field arguments, the FP approach has proved to be an effective tool to control large-scale systems and to study what happens to these systems as the number of agents increases.

7. Concluding discussion

We discussed the relevance of sequential DM problems that involve optimizing over probability functions for learning and control. The survey was organized around a framework that consists of the formulation of an infinite-dimensional sequential DM problem and of a set of methods to search through probability functions. Problem \cite{1} served as an overarching formulation through which we revisited a wide range of popular learning and control algorithms. This was done
by proposing suitable variations on the problem and by subsequently exploring different resolution methods to find the optimal solution for these variations. We used a running example to complement our discussion. From the survey, a number of key challenges naturally arise. These are discussed next.

From the methodological viewpoint, a first key challenge is to extract useful knowledge (in terms of e.g., pfs) from data when running experiments comes at a cost. A common feature of learning and control approaches that rely solely on the available data is that these need to be sufficiently informative. Ideas from data-informativity \cite{146, 145, 204} and optimal experiment design \cite{205, 206} might be leveraged to define a metric quantifying the value of information (similar in spirit to e.g., \cite{207}, see also \cite{208}) gained at the expenses of new experiments. Another challenge is the design of decision-making mechanisms that are able to tackle new situations that have never been seen before by the decision-maker. The ability of answering these what if questions is typical of agents that can reason counterfactually. While decision-making techniques relying on running what if type simulations are available (e.g., in simulation-based control with rollouts and MPC) a principled synthesis of control techniques with modern ideas of counterfactual causality science \cite{209, 210} appears to be a pressing open challenge. Another challenge arises from the fact that, nowadays, objects are becoming smaller, smarter and with the ability of being interconnected: in one word, objects are now data-sources. In this context, a key challenge is to design agents able to make decisions by re-using this distributed information, without having to necessarily gather new data. A way to tackle this challenge might be the design of open and transparent crowdsourcing mechanisms for autonomous decision-makers \cite{155, 156}. These mechanisms, besides giving performance guarantees should also be able to handle cooperative/competitive behaviors among peers \cite{211}. Further, studies in neuroscience (see \cite{212} for an introductory review of the theory, which is based on the pioneering work \cite{213}) hint that similar crowdsourcing mechanisms might be implemented by the brain’s neocortex to orchestrate how the output of certain cortical circuits are used to build models and actions. In turn, it is believed that this mechanism might be at the basis of our ability to re-use acquired knowledge in order to synthesize new action policies tackling increasingly complex tasks.

From the application viewpoint, we see as a pressing open challenge that of establishing a widely accepted set of metrics across control and learning. Much effort has been devoted to create a suite of in-silico environments and datasets \cite{214, 215, 74, 216} to test learning and control algorithms. However, these algorithms are often benchmarked only via their reward diagrams. For control applications in physical environments, these diagrams should be complemented not only with a set of metrics that quantifies typical control performance as a function of the data available to the decision-maker (a first effort in this direction can be found in \cite{217, 218}) but also with a metric that quantifies the energy consumption needed to compute the policy. In this context, we see the approximation of the policies via probabilistic graphical models and neuromorphic computing as a promising approach \cite{219}. The computational aspect (both for learning and control) is a challenge in its own and different methods need
to be rigorously benchmarked along this dimension. Approximation results exist that allow to reduce the computational burden and we highlight a perhaps less explored direction to integrate data-driven and model-based technologies so that they tutor each other [217, 220, 221]. Finally, we believe that the ultimate challenge will be to deploy the algorithms underpinned by the methods presented here in applications where reliable models are intrinsically probabilistic and/or hard/expensive to find. We see quantum computing [195, 222], biochemical systems [223, 224], learning/control applications with humans in the loop [225, 226, 227] and the design of autonomous agents reliably executing tasks in unknown, non-stationary and stochastic environments, as potential test-beds that are particularly appealing for the methods surveyed here. We hope that the framework we presented will contribute to map which method is best-suited for each of the application areas.
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