Disentangling Item and Testing Effects in Inoculation Research on Online Misinformation: Solomon Revisited
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Abstract

Online misinformation is a pervasive global problem. In response, psychologists have recently explored the theory of psychological inoculation: If people are preemptively exposed to a weakened version of a misinformation technique, they can build up cognitive resistance. This study addresses two unanswered methodological questions about a widely adopted online “fake news” inoculation game, Bad News. First, research in this area has often looked at pre- and post-intervention difference scores for the same items, which may imply that any observed effects are specific to the survey items themselves (item effects). Second, it is possible that using a pretest influences the outcome variable of interest, or that the pretest may interact with the intervention (testing effects). We investigate both item and testing effects in two online studies (total N = 2,159) using the Bad News game. For the item effect, we examine if inoculation effects are still observed when different items are used in the pre- and posttest. To examine the testing effect, we use a Solomon’s Three Group Design. We find that inoculation interventions are somewhat influenced by item effects, and not by testing effects. We show that inoculation interventions are effective at improving people’s ability to spot misinformation techniques and that the Bad News game does not make people more skeptical of real news. We discuss the larger relevance of these findings for evaluating real-world psychological interventions.
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Introduction

The spread of online misinformation is a threat to democracy and a pervasive global problem that is proving to be tenacious and difficult to eradicate (Lewandowsky et al., 2017; van der Linden & Roozenbeek, 2020; World Economic Forum, 2018). Part of the reason for this tenacity can be found in the complexity of the problem: Misinformation is not merely information that is provably false, as this classification would unjustly target harmless content such as satirical articles. Misinformation also includes information that is manipulative or otherwise harmful, for example, through misrepresentation, leaving out important elements of a story, or deliberately fuelling intergroup conflict by exploiting societal or political wedge issues, without necessarily having to be blatantly “fake” (Roozenbeek & van der Linden, 2018, 2019; Tandoc et al., 2018). Efforts to combat misinformation have included introducing or changing legislation (Human Rights Watch, 2018), implementing detection algorithms (Ozbay & Alatas, 2020), promoting fact-checking and “debunking” (Nyhan & Reifler, 2012), and developing educational programs such as media or digital literacy (Carlsson, 2019). Each of these solutions have advantages as well as important disadvantages, such as issues surrounding freedom of speech and expression (Ermert, 2018; Human Rights Watch, 2018), the disproportionate consequences of wrongly labeling or deleting content (Hao, 2018; Pennycook et al., 2020; Pieters, 2018), the limited reach and effectiveness of media literacy interventions (Guess et al., 2019; Livingstone, 2018), the “continued influence effect” of misinformation once it has taken hold in memory (Lewandowsky et al., 2012), and the fact that misinformation may spread further, faster, and deeper on social media than other types of news, thus, ensuring that fact-checking efforts are likely to remain behind the curve (Vosoughi et al., 2018).

Accordingly, researchers have increasingly attempted to leverage basic insights from social and educational psychology to find new and preemptive solutions to the problem of online misinformation (Fazio, 2020; Roozenbeek et al., 2020). One promising avenue in this regard is inoculation theory (Compton, 2012; McGuire, 1964; McGuire & Papageorgis, 1961a; van der Linden, Leiserowitz, et al., 2017; van der Linden, Maibach, et al., 2017), often referred to as the “grandfather of resistance to persuasion” (Eagly & Chaiken, 1993, p. 561). Inoculation theory posits that it is possible to build cognitive resistance against future persuasion attempts by preemptively introducing a weakened version of a particular argument, much like a “real” vaccine confers resistance against a pathogen (Compton, 2019; McGuire & Papageorgis, 1961b). Although meta-analyses have supported the efficacy of inoculation interventions (Banas & Rains, 2010), only recently has research begun testing inoculation theory in the context of misinformation (Cook et al., 2017; Roozenbeek and van der Linden, 2018).
A notable example of a real-world inoculation intervention against online misinformation is the award-winning *Bad News* game (see Figure 1), an online browser game in which players take on the role of a fake news creator and actively generate their own content. The game simulates a social media feed and players see short texts or images, and can react to them in a variety of ways (Figure 1). Their goal is to acquire as many followers as possible while also building credibility for their fake news platform. Through humor (Compton, 2018) and perspective-taking, players are warned and exposed to severely weakened doses of common misinformation techniques in a controlled learning environment in an attempt to help confer broad-spectrum immunity against future misinformation attacks.

Although several studies have shown that the *Bad News* game can successfully improve players’ ability to spot misinformation techniques (e.g., Basol et al., 2020; Roozenbeek & van der Linden, 2019), including cross-cultural evaluations (Roozenbeek et al., 2020), several key open questions about how to measure the effectiveness of game-based inoculation interventions remain unanswered. Specifically, the effectiveness of *Bad News* has so far been assessed by looking at pre–post differences (within-subject) and difference-in-difference scores between groups (i.e., the *Bad News* game vs. a control task) in which the items (in the form of “fake” and “real” Twitter posts) used for the pretest and posttest are the same. However, presenting the same items twice (in the pre- and posttest) may indicate a learning effect specific to the items themselves, rather than participants’ latent ability to spot misinformation in headlines that they have never seen before (i.e., an “item effect”).

Moreover, by simply assessing a construct (i.e., a pretest), researchers may inadvertently influence the outcome variable of interest, or the initial assessment may interact with the intervention and moderate its influence (Song & Ward, 2015). Statistician Andrew Gelman refers to this potential issue as “poisoning the well” (Gelman, 2017). For example by taking a practice test (i.e., a pretest) students may memorize some answers to questions, directly influencing the outcome variable at a second assessment (i.e., a posttest). Additionally, once pretested, the same students...
may also become more or less comfortable with the testing process, which in turn may moderate the influence of an intervention aimed at improving their scores (i.e., a "testing effect").

Accordingly, this study addresses both item and testing effects in the context of a real-world intervention. Specifically, we examine if the use of a pretest influences the effects of inoculation against misinformation in two ways. First, to investigate the item effect, we examine if inoculation effects are still observed when different items are used in the pre- and posttest. To examine the testing effect, we use a Solomon's Three Group Design (Solomon, 1949), in which participants are randomly assigned to one of three groups. Group 1 can be considered a traditional experimental group with a pretest, intervention (the Bad News game), and a posttest. Group 2 participates in a pretest and posttest, without an intervention (the control group). Finally, Group 3 receives the intervention and the posttest, but no pretest. This allows us to isolate the unique influence of the pretest, intervention, and interaction of the pretest and intervention (pretest × intervention) on the mean difference score between pre- and posttest.

**Experimental Design**

We present the results of two separate preregistered \(^5\) experiments. Following the approach laid out by Roozenbeek and van der Linden (2019), we implemented voluntary in-game surveys both at the start and at the end of the Bad News game. After being introduced to the game mechanics, players of the game were asked to participate in a scientific study. If players provided informed consent, we recorded their responses to a series of pre–post test items (in the form of "fake" or "real" Twitter posts) as well as several demographic questions (see the "Outcome Measures" section for more details). The studies were approved by the Psychology Research Ethics Committee Ethics Committee, and both experiments were run within the game over a period of 6 months (from June 30, 2019 to December 17, 2019). The full R scripts and datasets are available via the OSF: https://doi.org/10.17605/OSF.IO/FGEQJ.

As this study uses an intervention (the Bad News game) that (1) is an online experiment with consistent measurements and instruments, (2) is short in duration (the game takes about 15 minutes to complete), (3) relies on relatively large sample sizes \((N_1 = 480, N_2 = 1,679)\), and (4) ensures that all participants are randomly assigned a condition, traditional threats to internal validity such as history effects, maturation effects, instrumentation effects, regression to the mean, participant selection bias,\(^6\) and systematic attrition are minimized.

**Experiment 1: Item Effect**

In Experiment 1, to investigate the item effect, two different sets, each consisting of six fake (one per misinformation technique) and two "real" (control) items (a total of eight items per set) were used, which we will call Set A and Set B. Supplementary Table S1 (available online) provides a full overview of both item sets. After a series of demographic questions, we randomly presented participants with either Set A or
Set B in the pretest. In the posttest after gameplay, participants who had seen Set A in the pretest were shown Set B in the posttest, and vice versa. If there is no item effect, participants should rate tweets containing misinformation as significantly less reliable after gameplay, even if the pretest and posttest items are different. This leads to the following hypotheses (see also Figure 2 and Table 1):

To test if the inoculation effect remains intact:

**Hypothesis 1:** When comparing an index of the same items, pretest (group x) with posttest (group y), there is a decrease in the perceived reliability of misinformation, but not for real news. **[Hypothesis 1a]:** Set A–A. **[Hypothesis 1b]:** Set B–B.

**Hypothesis 2:** When comparing an index of different items, pretest (group x) with posttest (group x), there is a decrease in perceived reliability of misinformation, but not for real news. **[Hypothesis 2a]:** Set A–B. **[Hypothesis 2b]:** Set B–A.
To test if the inoculation effect changes:

**Hypothesis 3:** There are no significant difference-in-difference changes in perceived reliability of news items between Set A–B and Set B–A.

**Experiment 2: Testing Effect**

Experiment 2 investigated the testing effect using three different in-game surveys (in line with Solomon’s Three Group Design): (1) a standard experimental group which first answered demographic questions, then did a pretest, then played the *Bad News* game, and then did a posttest (Group 1); (2) a traditional control group (without an intervention) in which participants were shown a pretest, then answered a series of demographic questions, and were then shown a posttest, after which they continued with the remainder of the *Bad News* game (Group 2); and (3) a posttest-only group, which first answered demographic questions (without a pretest), then played the *Bad News* game, and then did a posttest (Group 3). If there is no testing effect, the inoculation effect should be the same when a pretest is administered compared with no pretest (i.e., when comparing Group 1 with Group 3). This leads to the following hypotheses (see Figure 3 and Table 1):

**To test the total effect:**

**Hypothesis 1:** A total effect is observed when comparing mean pretest perceived reliability ratings with mean posttest reliability ratings in the standard experimental group (Group 1).

**To test the pretest effect:**

**Hypothesis 2:** No effect is observed when comparing the mean pretest perceived reliability rating with the mean posttest reliability rating in the control group (Group 2).

**To test if the pretest interacts with the intervention:**

**Hypothesis 3:** There is no significant difference between the mean posttest reliability rating of Group 1 subtracted by the pretest effect and the mean posttest reliability ratings in the posttest-only experimental group (Group 3).

**To test the corrected inoculation effect:**

**Hypothesis 4:** There is a significant difference between the difference in fake news reliability ratings of the pretest and the posttest in Group 1, when the pretest effect and the interaction effect are subtracted from the posttest mean, but not for real news.

**To confirm the inoculation effect through alternative analysis:**

**Hypothesis 5:** An inoculation effect is observed when comparing the mean pretest reliability rating of Group 1 with the mean posttest reliability rating in Group 3.
Participants

Prior power analysis for the detection of effect sizes of $d = -0.30$ (based on Roozenbeek & van der Linden, 2019) with a Bonferroni corrected $\alpha$ of .01, indicated that for each study we needed 536 participants per group (two groups for Experiment 1, three groups for Experiment 2) for a power of .99. In total, we collected 36,966 responses from participants who started the study in the Bad News game. After removing duplicate cases and filtering on complete cases only, 2,182 unique participants remained who completed the full experiment (480 for Experiment 1 and 1,679 for Experiment 2). Due to two back-end technical errors, data had to be recollected for Experiment 1. The first two data collection attempts ($N_1 = 2,408, N_2 = 1,532$) were unsuccessful due to errors in the implementation of the survey; specifically, the first attempt did not include the polarization item, and the second attempt contained the same polarization item in both Set A and Set B. All technical errors were eventually fixed, allowing for successful data collection, albeit smaller in sample size as a result of collection limitations. Supplementary Table S4 shows the full results in detail.

The final sample consisted of 51% men, 59% of participants were between the ages of 18 and 29 years, 57% identified as liberal (1-7 Likert-type scale), and 48% indicated having completed higher education. In addition, 76% of participants used social media regularly or daily; 60% indicated they use Twitter; and 78% checked the news either regularly or every day. A full overview of the sample demographics can be found in Supplementary Table S2.
Outcome Measures

As mentioned above, two sets of Twitter posts were designed (Set A and Set B). Each set of items contained a total of eight Twitter posts: two “real” (control) tweets (that do not contain any misinformation technique; e.g., President Trump wants to build a wall between the US and Mexico), and six “fake” tweets that contain misinformation (one for each technique; e.g., The Bitcoin exchange rate is being manipulated by a small group of rich bankers #InvestigateNow for the “conspiracy” technique; see Roozenbeek & van der Linden, 2019 for a more detailed description). The six misinformation techniques used in these tweets are impersonation, using emotional language, increasing group polarization, conspiracist ideation, discrediting opponents, and trolling (Basol et al., 2020; Roozenbeek et al., 2020; Roozenbeek & van der Linden, 2019). The items were designed to be balanced as well as realistic, but not “real” in the sense that they constitute real-life examples of fake (verifiably false) news. Following Roozenbeek and van der Linden (2019), we chose this approach (rather than using real-life examples of fake news) for several reasons: (1) to avoid memory confounds (e.g., people may have seen a fake news story before), (2) to better be able to isolate each misinformation technique, (3) to balance the items for political neutrality, and (4) to avoid using only “fake” information so as to also include other manipulation techniques (without being explicitly false). To give an example: The two items making use of the “polarization” technique are Clear difference in career success between left-wing and right-wing voters #Promotion (Set A) and The myth of equal IQ between left-wing and right-wing people exposed #TruthMatters (Set B). Supplementary Table S1 contains the full list of items.

The primary dependent measure in both studies was participants’ ability to recognize misleading content in the form of simulated Twitter posts that made use of one (or none in the case of a control item) of the six misinformation techniques learned in Bad News. To meet this aim, participants were asked to rate the reliability of each Twitter post on a 7-point Likert-type scale (see Figure 4 for a typical example).11
Results

Experiment 1: Item Effects

Fake News. In Experiment 1, we investigated whether the use of different item sets, compared with using the same items for the pretest and posttest, influences the inoculation effect. Participants had to rate the reliability of each item ($M_{\text{fake,SetA}} = 2.73, SD = 1.26$, Cronbach’s $\alpha = .74$; $M_{\text{fake,SetB}} = 2.60, SD = 1.10$, Cronbach’s $\alpha = .65$). Descriptively, we found a decrease in reliability from pretest to posttest for both groups ($M_{\text{diff,GroupAB}} = -0.22, SE_{\text{diff,GroupAB}} = 0.07$; $M_{\text{diff,GroupBA}} = -0.35, SE_{\text{diff,GroupBA}} = 0.08$), which may also be represented as a shift of the distribution (see density plots in Figure 5, Panel B). However, descriptive and visual analyses also suggest an unequal starting point for the different item sets ($M_{\text{pre,SetA}} = 2.73, SD_{\text{pre,SetA}} = 1.26$; $M_{\text{pre,SetB}} = 2.60, SD_{\text{pre,SetB}} = 1.10$), and a differential effectiveness for each item set ($M_{\text{diff,SetA}} = -0.49, SE_{\text{diff,SetA}} = 0.11$; $M_{\text{diff,SetB}} = -0.08, SE_{\text{diff,SetB}} = 0.12$). Figure 5 shows a visualization of the results.

To put this to hypothesis testing, we performed five tests, accounting for multiple testing using a Bonferroni correction ($\alpha = .05/5$ tests $= .01$). We first looked at the hypothesis tests investigating whether we still find an inoculation effect using the new procedure of crossing item sets. We tested if the inoculation effect persists when crossing the items between groups, in order to compare Set A (pretest Group 1) versus Set A (posttest Group 2) [Hypothesis 1a] ($M_{\text{diff}} = -0.49, 95\% \text{ confidence interval } CI_M = [-0.70, -0.27], t(474) = -4.39, p < .001, d = -0.401, 95\% \text{ CI}_d = [-0.583, -0.218]$), but no significant difference for Set B (pretest Group 2) versus Set B (posttest Group 1) [Hypothesis 1b] ($M_{\text{diff}} = -0.08, 95\% \text{ CI}_M = [-0.31, 0.14], t(447) = -0.72, p = .47, d = -0.066, 95\% \text{ CI}_d = [-0.245, 0.113]$). To investigate whether this equals the absence of any effect of interest (Lakens et al., 2018, 2020), we conducted an equivalence test using two one-sided tests (TOSTs). We confirmed statistical equivalence to zero for Set B $- \text{ Set B}, t(447) = 2.57, p = .005$, with the smallest effect size of interest (SESOI) as $d = (-)0.30$ and $\alpha = .01$, in line with our preregistered effect size. Next, we looked at whether an inoculation effect can be detected across the two item sets within the same group (pre vs. post), and found a significant difference within groups for both Group 1 from Set A (pre) to Set B (post) [Hypothesis 2a] ($M_{\text{diff}} = -0.21, 95\% \text{ CI}_M = [-0.36, -0.07], t(238) = -3.00, p = .003, d = -0.194, 95\% \text{ CI}_d = [-0.322, -0.066]$), as well as for Group 2 from Set B (pre) to Set A (post) [Hypothesis 2b] ($M_{\text{diff}} = -0.35, 95\% \text{ CI}_M = [-0.51, 0.20], t(240) = -4.46, p < .001, d = -0.287, 95\% \text{ CI}_d = [-0.416, -0.158]$). Finally, we looked at whether the inoculation effect changes depending on the item sets used when comparing differences-in-differences, and found no significant difference [Hypothesis 3] ($M_{\text{diff-in-diffs}} = -0.14, 95\% \text{ CI}_M = [-0.35, 0.07], t(474) = -1.28, p = .20, d = -0.117, 95\% \text{ CI}_d = [-0.296, 0.062]$). However, a TOST equivalence test could not confirm statistical equivalence to zero, $t(474) = 2.01, p = .023$.

Since for Hypotheses 2 and 3 different item sets were compared without standardization, we also performed the same test using z-scores based on the means and
standard deviations of the pretest scores for each set.\textsuperscript{15} We found—in contrast to the nonstandardized test—no significant effect for Set A–B \textbf{[Hypothesis 2a]}, $t(238) = -1.20$, $p = .23$, $d = -0.078$, 95% CI$_d = [-0.204, 0.049]$, with statistical equivalence indicating the absence of an effect of interest, $t(238) = 3.44$, $p < .001$. However, the difference between Set B and Set A remained significant \textbf{[Hypothesis 2b]}, $t(240) = -5.71$, $p < .001$, $d = -0.368$, 95% CI$_d = [-0.498, -0.237]$. This in turn led to a

\textbf{Figure 5.} Bar chart (A) and density plots (B) of fake news reliability ratings in the \textit{Item Effects} study.\textsuperscript{349} Note. $N = 480$. Error bars represent 95% confidence intervals. For a reversed plotting, where grouping is organized per set rather than per group, see Supplementary Figure S3.
significant difference-in-differences test [Hypothesis 3], \( t(476) = -3.34, p < .001, d = -0.305, 95\% \mathrm{CI} = [-0.485, -0.124] \). See Supplementary Figure S6 for a visual plotting of the standardized scores. Figure 6 shows the results of the hypothesis tests.

We thus find partial support for our preregistered hypotheses. Our analyses indicate that the inoculation effect does not always persist in different circumstances with varying items, as the strength of the effect is influenced by the psychometric properties of the news items used and the order of the item sets. Comparing Set B (pretest) with Set B (posttest) not only showed no significant effect, but the equivalence test also indicated absence of an effect with \( d = (-)0.30 \). This suggests that Set B did not yield the inoculation benefit across groups while Set A did. When standardizing the different item sets before comparison (to eliminate confounds with item properties), we no longer find a significant effect for Item Set A (pretest) compared with Set B (posttest). This suggests that on top of differential effects depending on the item properties, order effects are present as well.

Real News. As preregistered, we also report our findings for the real news items. We found that, due to the low item count, the real news indices did not yield an acceptable internal consistency (\( M_{\text{real,SetA}} = 4.50, SD = 1.32, \text{Cronbach’s } \alpha = .14; M_{\text{real,SetB}} = 5.08, SD = 1.41, \text{Cronbach’s } \alpha = .43 \)). It is therefore not a sufficient measure to come to generalizable conclusions regarding item effects, in contrast to the fake news indices (which show an acceptable internal consistency for both item sets).
Nonetheless, using the unstandardized sets, we found no significant effect for Set A (pretest Group 1) versus Set A (posttest Group 2) [Hypothesis 1a] \( (M_{\text{diff}} = -0.16, 95\% \text{ CI}_M = [-0.39, 0.06], t(472) = -1.43, p = .15, d = -0.131, 95\% \text{ CI}_d = [-0.310, 0.049]) \), but could not confirm statistical equivalence to zero, \( t(472) = 1.85, p = .322 \).

No significant difference was found for Set B (pretest Group 2) versus Set B (posttest Group 1) [Hypothesis 1b] \( (M_{\text{diff}} = 0.01, 95\% \text{ CI}_M = [20.26, 0.28], t(470) = 0.05, p = .965, d = 0.005, 95\% \text{ CI}_d = [-0.174, 0.184]) \), and we were able to confirm statistical equivalence to zero, \( t(470) = 2.34, p < .001 \).

Looking at the two item sets presented in the same group (pre vs. post), we found a significant difference within groups both for Group 1 from Set A (pre) to Set B (post) [Hypothesis 2a] \( (M_{\text{diff}} = 0.59, 95\% \text{ CI}_M = [0.37, 0.80], t(238) = 5.38, p < .001, d = 0.348, 95\% \text{ CI}_d = [0.217, 0.478]) \), and for Group 2 from Set B (pre) to Set A (post) [Hypothesis 2b] \( (M_{\text{diff}} = -0.74, 95\% \text{ CI}_M = [-0.95, -0.54], t(240) = -7.10, p < .001, d = -0.457, 95\% \text{ CI}_d = [-0.589, -0.324]) \). These effects were in the opposite direction of each other and therefore point toward item effects rather than inoculation effects (i.e., these effects can be best explained by differences in item-set baseline scores, see standardized analyses below).

As with the fake news items, we compared the z-score standardized sets, and found no significant effect for [Hypothesis 2a], \( t(238) = 0.06, p = .95, d = 0.004, 95\% \text{ CI}_d = [-0.123, 0.131] \), and TOST statistical equivalence to zero, \( t(759) = -8.16, p < .001 \). We also found no significant effect for [Hypothesis 2b], \( t(240) = -1.62, p = .111, d = -0.105, 95\% \text{ CI}_d = [-0.231, 0.022]) \), and equivalence to zero, \( t(759) = 5.38, p < .001 \). This was further corroborated by a nonsignificant difference-in-differences test [Hypothesis 3], \( t(477) = -1.17, p < .241, d = -0.107, 95\% \text{ CI}_d = [-0.286, 0.072] \). See Supplementary Figure S6 for a visual plotting of the standardized scores.

These results provide evidence for all our preregistered hypotheses with respect to real news items (Hypotheses 1-3). First, we found, as expected, no inoculation effect for the real news items (i.e., intervention does not increase general skepticism for real news, but only for fake news; Hypotheses 1a and 1b). Equivalence testing confirmed the absence of any effect of interest. Second, we unexpectedly found item effects when comparing the different item sets across groups (Hypotheses 2a and 2b), but these effects were eliminated after standardizing the scale. These findings indicate the absence of a negative inoculation effect for real news items. Raw means, standard deviations, and visuals analyses for the real news scale can be found in Supplementary Table S3 and Supplementary Figures S1 and S3.

**Experiment 2: Testing Effects**

**Fake News.** In Experiment 2, we investigated the testing effect.\(^1\) Using Solomon’s Three Group analysis,\(^1\) we executed five hypothesis tests with a Bonferroni corrected \( \alpha = .01 (.05/5 \text{ tests}) \) threshold for ratings of the reliability of the various news
items \( (M_{\text{fake,PrePost}} = 2.73, SD = 1.47, \text{Cronbach’s } \alpha = .81; M_{\text{fake,Control}} = 2.83, SD = 1.18, \text{Cronbach’s } \alpha = .66) \). First, to measure the total effect, we looked at the standard pretest—inoculation—posttest group (henceforth referred to as Group 1), and found a significant effect, measured by looking at the difference in mean posttest reliability rating compared with the pretest, in line with our hypothesis \([\text{Hypothesis 1}]\) \( (M_{\text{diff}} = -0.41, 95\% \text{ CI}_M = [-0.53, -0.29], t(312) = -6.30, p < .001, d = -0.356, 95\% \text{ CI}_d = [-0.470, -0.242]) \). This indicates a small total effect, but on its own does not show whether this effect is found due to the success of inoculation or due to design effects.

To look at potential effects solely due to pretesting, we looked at the same difference score within the control group (Group 2), and found a trivial and nonsignificant effect, as hypothesized \([\text{Hypothesis 2}]\) \( (M_{\text{diff}} = 0.03, 95\% \text{ CI}_M = [-0.04, 0.11], t(759) = 0.89, p = .37, d = 0.032, 95\% \text{ CI}_d = [-0.039, 0.103]) \) that is statistically equivalent to zero, \( t(759) = -7.38, p < .001 \). See Figure 7 for a visual overview.

Next, to investigate the interaction effect between the pretest and the intervention, we looked at whether the posttest mean of Group 1, subtracted by the pretest effect is different from the posttest mean of the posttest-only group (Group 3). As hypothesized, we found a positive but nonsignificant interaction effect \([\text{Hypothesis 3}]\) \( (M_{\text{diff}} = 0.08, 95\% \text{ CI}_M = [-0.11, 0.27], t(503) = 0.82, p = .41, d = 0.060, 95\% \text{ CI}_d = [-0.077, 0.196]), \) statistically equivalent to zero, \( t(502) = -3.31, p < .001 \). Finally, we subtracted the pretest effect and interaction effect from the posttest mean in Group 1, and then looked at the pre–post difference score. We found a significant inoculation effect \([\text{Hypothesis 4}]\) \( (M_{\text{diff}} = -0.52, 95\% \text{ CI}_M = [-0.65, -0.39], t(312) = -8.05, p < .001, d = -0.455, 95\% \text{ CI}_d = [-0.571, -0.338]), \) in line with our hypothesis. Finally, to confirm our Solomon analysis in an alternative test, which is feasible because of the high sample size, we looked at the difference between the posttest mean in Group 3 in comparison to the pretest mean in Group 1, and found a significant effect similar to the one found with the traditional analysis (as hypothesized) \([\text{Hypothesis 5}]\) \( (M_{\text{diff}} = -0.52, 95\% \text{ CI}_M = [-0.71, -0.33], t(506) = -5.47, p < .001, d = -0.396, 95\% \text{ CI}_d = [-0.534, -0.258]) \). These hypothesis tests indicate that the inoculation effect is not affected by the administration of a pretest or a pretest × intervention interaction, and that even if there would be a testing effect, it is a small one that does not amplify but slightly decreases the inoculation effect. See Figure 8 for a flowchart with indicated results of our hypothesis tests.

**Real News.** For Experiment 2, we again found low internal consistency for the real news items \( (M_{\text{real,PrePost}} = 4.18, SD = 1.57, \text{Cronbach’s } \alpha = .39; M_{\text{real,Control}} = 5.17, SD = 1.58, \text{Cronbach’s } \alpha = .43) \). As in Experiment 1, this is most likely due to the low number of real news items (2) used in our study, as the fake news items (6) do show acceptable internal consistency. Therefore, the two real news items are not a sufficient measure to come to generalizable conclusions regarding testing effects with regards to real news.

Nonetheless, we first looked at the overall effect, and found a negative effect \([\text{Hypothesis 1}]\) \( (M_{\text{diff}} = -0.39, 95\% \text{ CI}_M = [-0.58, -0.20], t(312) = -3.95, p <
.001, $d = -0.223$, 95% CI$_d = [-0.335, -0.111]$, indicating an unexpected decrease in reliability rating for real news items, not in line with our hypothesis. We found no significant pretest effect that could explain this [Hypothesis 2] ($M_{diff} = -0.10$, 95% CI$_M = [-0.20, -0.01]$, $t(759) = -2.09, p = .04$, $d = -0.076$, 95% CI$_d = [-0.147, -0.005]$), and were able to confirm statistical equivalence to zero, $t(759) = 6.18, p < .001$. We did find an interaction effect between the pretest and the intervention [Hypothesis 3] ($M_{diff} = -0.31$, 95% CI$_M = [-0.55, -0.08]$, $t(522) = -2.62, p = .009$, $d = -0.188$, 95% CI$_d = [-0.325, -0.051]$). We did not find a pure inoculation

Figure 7. Bar chart (A) and density plots (B) of fake news reliability ratings in the Testing Effects study.

Note. $N = 1,679$. Error bars represent 95% confidence intervals.
effect (i.e., the inoculation effect when subtracting pretesting effects and item set × intervention interaction effects) for real news [Hypothesis 4] ($M_{\text{diff}} = 0.03, 95\% \text{ CI}_{M} = [-0.17, 0.22], t(312) = 0.27, p = .79, d = 0.015, 95\% \text{ CI}_{d} = [-0.096, 0.126]$). Statistical equivalence confirmed to zero, $t(609) = -3.56, p < .001$, indicating that the observed decreased reliability rating was due to the interaction and not due to a generalized negative influence of the intervention. Our final hypothesis test, which compared the posttest in the Intervention-Post group with the pretest of the Pre-intervention-Post group, further corroborated evidence for the absence of a negative inoculation effect [Hypothesis 5] ($M_{\text{diff}} = 0.03, 95\% \text{ CI}_{M} = [-0.18, 0.24], t(596) = 0.25, p = .80, d = 0.018, 95\% \text{ CI}_{d} = [-0.119, 0.154]$), with statistical equivalence equal to zero, $t(596) = -4.02, p < .001$.

The overall effect indicated a negative impact of the intervention, which on the surface could be interpreted as an increase in skepticism toward real as well as fake news. However, the pure inoculation effect (total effect minus the pretest and pretest-intervention interaction effects) was not only insignificant, but any effect of interest was absent. As a significant interaction was found between pretest and intervention (a pretest effect was absent), these results suggest that while negative effects can be expected when using the intervention with real news items in pre–post designs, these effects are due to an interaction with the specific item set and not due to a negative inoculation effect of the intervention itself. We can thus confirm our hypotheses for the real news items. Raw means, standard deviations, and visuals analyses for the real
news items can be found in Supplementary Table S5, and Supplementary Figures S4 and S5.

**Discussion and Conclusion**

The common procedure has been to give a group a pre-test, using an acceptable attitude scale, then subject the group to educational procedures of some sort, and then post-test the group with the same test or an equivalent form of it. (Richard Solomon, 1949, p. 139)

The procedure outlined by Solomon in 1949 is still used today, for example, in evaluating fake news interventions (Roozenbeek & van der Linden, 2019). Because large within-designs allow for greater measurement precision than noisy small sample between-designs, Gelman (2017) suggests that psychologists should routinely use them. Yet do within-designs “poison the well”? This study has addressed two major open methodological questions about the effectiveness of inoculation interventions in the context of online misinformation. First, we found that using different testing item sets for pre- and postintervention scores we do not always find significant reductions with our preregistered SESOI of $d = -0.30$. We found two types of item effects to be present: *item set order effects* and *differences in psychometric properties* between the item sets. Comparing Set B (pretest) with Set B (posttest) across groups, for example, did not yield any effect of interest, indicating a potential validity problem. Comparing item Set A with item Set B yielded different results than comparing Set B with Set A, indicating order effects. This finding may be explained by an overestimation on our part of the effect size, and basing our power and SESOI on a more potent item set. We refer here to Supplementary Table S4: comparing Set A (pre) with Set B (post) gives an effect size of $d = -0.39$ ($CI = [-0.45, -0.33]$), which is higher than the preregistered $d = 0.30$, whereas comparing Set B (pre) with Set B (post) gives $d = -0.23$ ($CI = [-0.29, -0.17]$). This indicates that the effect size differs from set to set, and that the preregistered value of $d = 0.30$ was too optimistic for Set B. Nonetheless, $d = 0.23$ (which would have yielded no statistical equivalence to zero) is considered a meaningful effect size for interventions in persuasion research (Funder & Ozer, 2019). To summarize, we find that inoculation still occurs when using different items in the pre- and posttest. However, when doing so, we do find some item effects.

The raw differences between pre- and postscores, moreover, were consistently in the right direction (see Figure 5): Participants systematically gave lower average reliability ratings to fake news after the intervention. In the case of real news, we only found differences in starting values. After standardizing the sets to be able to compare them without the confound of differential item properties, differences in the perceived reliability of real news before and after playing the *Bad News* game disappeared. This points toward the importance of item design and compatibility of the different real news headlines.

Combined, these results suggest that people who play the *Bad News* game indeed show improvement in their latent ability to spot misinformation techniques, as
opposed to merely improving their ability to do so in examples of misinformation that they had already seen before (in the pretest). However, the experiment also shows that the sets of items used and the order in which they are presented can make a difference for the effect size. Future research as well as practitioners should take this into account. One way to do this is to aim toward the development of better psychometrically validated and equalized item sets that combine real and fake news items that ideally could be used for a wide range of misinformation interventions.

Second, using Solomon’s Three Group Design, we demonstrate that testing effects in inoculation interventions are minimal. If there is any effect at all, it is small and in the opposite direction than expected: Participants who do not go through a pretest (Group 3) perform better at spotting misinformation and discerning real news from fake news after playing Bad News than participants who take both a pretest and a posttest (Group 1). The Solomon analysis suggests that if there is an effect, this would be due to interaction effects between the pretest and the intervention. That is, there is something about the way the pretest interacts with the intervention that ultimately reduces its effectiveness. This suggests that researchers and practitioners can consider omitting the pretest for large-sample mixed-design (pretest vs. posttest and control vs. treatment) studies on inoculation against online misinformation without having to worry about detrimental consequences for the effectiveness of the intervention.

With respect to real news items, we found a significant interaction effect between the item set and the intervention, which causes a negative overall effect. This can give the impression that the Bad News intervention has negative side effects by reducing trust in real news. However, this effect can be fully accounted for by the interaction between the specific item set and the intervention. Moreover, the pure inoculation effect was insignificant and showed the absence of any effect of interest using a TOST equivalence test with Cohen’s $d = (−)0.30$ as the SESOI. Since in Experiment 1 we did not find any effect for real news items either, we conclude that the Bad News game does not increase skepticism toward real news. However, we caution to give too much weight to this result, as the limited internal consistency of the real news items in combination with the potential item-specific effects makes it difficult to draw general conclusions.

One of the principle tenets proposed by Solomon (1949) was that given a large enough, randomly selected sample size, with known means and variances of a pretest for two groups (i.e., Groups 1 and 2), one can infer what the pretest result would be for a third group (i.e., Group 3). The inclusion of the traditional control group (i.e., Group 2, which only has a pre- and posttest without an intervention) presumably serves two purposes. First, at the time of Solomon’s writing, sample sizes of hundreds or even thousands of participants (which are achievable today through online interventions), were arguably unthinkable. As such, by averaging the pretest score of Group 2 with the pretest score of Group 1, researchers could reasonably assume a third pretest for Group 3 with a much larger sample size. This would allow researchers to determine the traditional within (i.e., pre- vs. posttest) analysis for Group 3. Second, the inclusion of Group 2 allows for the assessment of the unique influence of
a pretest as well as the pretest × intervention on the posttest. For the former, in a tightly controlled, short duration, laboratory or online study, the difference between pretest and posttest without an intervention is likely to be minimal, if not zero (as was the case in this study). But more importantly, as is usually the case in psychological research, researchers are more concerned with the true influence of the intervention on the posttest score (i.e., Group 3), which can be isolated without the second group. We therefore argue, in agreement with Solomon’s original tenet, that if the primary concern is to determine the influence of an intervention on the posttest (when there is no pretest), a first control group is not necessary (i.e., Group 2). Instead, one would only need to include a group that went through the pretest, intervention, and posttest, and a group that only went through the intervention and posttest. As an example, had we only included Group 1 and Group 3 in this study, we would have observed a pretest × intervention interaction effect (which now includes the pretesting effect) leading to an inoculation effect mean difference of 0.11 instead of 0.08 (which excludes the pretesting effect), and the same corrected inoculation effect of a −0.52 decrease in reliability ratings of fake news after the Bad News game intervention.

For illustrative purposes, we used a concrete example of how careful attention to design effects can enhance the quality of psychological research on important real-world issues such as fake news, but we believe that the method and results outlined in this article are relevant to many psychological interventions in educational settings, from reducing prejudice and stereotypes, to work on memory and reaction times.

We do, however, note a number of limitations. In the item selection process for the item effects study, we did not correctly register the polarization badge for the majority of the sample, which led to reduced power for the item effect study compared with the preregistration (a post hoc power analysis yields a power of .76 to detect effect sizes of $d = −0.30$; for comparison, post hoc power is 0.96 for the same effect size for the testing effect study). However, in the two prior attempts at running this study ($N_1 = 2,408$, $N_2 = 1,532$) we found similar effects for each comparison, except for the Set B–Set B cross-group comparison. In both of these studies, we found a significant Set B–Set B effect with mean differences of $−0.35$ ($t(1477) = −7.31$, $p < .001$, $d = −0.321$) and $−0.19$ ($t(1028) = −3.24$, $p = .001$, $d = −0.175$). We thus have reason to see the results from the main study as valid, despite the reduction in power. See Supplementary Table S4 for a comparison of the hypothesis tests between the large data set (without polarization category) and the small data set (with polarization category). For the testing effects study, we used a mixed item set for the control group (Group 2). Both of these limitations occurred due to a selection error in the experiment. We corrected for this using multiple rigorous and transparent analyses (see the Supplementary Analyses S1 and S2, as well as Supplementary Materials S1), which show that the conclusions presented here are nonetheless robust.

In conclusion, game-based inoculation interventions are likely influenced by item effects, and not by testing effects. The inoculation effect generalizes across different item sets, with item effects being limited and small likely due to the use of sets that were not psychometrically standardized a priori. Pretest–posttest designs (both
within-subject and between-subject) can be used, as well as between-subject posttest-only designs, to measure inoculation effects in the context of online misinformation. Only small descriptive testing effects were found, and our investigation suggests that these potential effects are rooted in an interaction between the specific item set and the intervention and are not due to a differential intervention effect on the general ability to spot misinformation techniques. Future research could help inform the extent to which these findings are generalizable to other psychological interventions.
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Notes
1. The game is free and accessible online via www.getbadnews.com.
2. For a detailed description of the game and the various misinformation techniques participants learn about, please see Roozenbeek and van der Linden (2019).
3. The Bad News game is currently playable online in 15 different languages including German (www.getbadnews.de), Dutch (www.slechtnieuws.nl), Russian (www.getbadnewsrussian.com), Ukrainian (www.getbadnewsukraine.com), Swedish (www.badnews-game.se), and Esperanto (www.misinformado.net).
4. Importantly, the test items are different from the “training set” the players are exposed to during gameplay.
5. Preregistration was done via AsPredicted.org for both the item effect study (https://aspredicted.org/kt4gm.pdf) and the testing effect study (https://aspredicted.org/wy59x.pdf). Some minor alterations were made as compared with the preregistration, which are described in Supplementary Declarations S1 and S2.

6. We note that because the game is free to play, and that individuals must “opt-in” to be part of the academic study, there is potential for self-selection bias (Campbell, 1957) at two points: at the decision to play the game and then again at the decision to “opt-in” the research. In addition, we were not able to control for participants’ country of origin, as consistent with GDPR guidelines and our ethics application, the in-game survey could not ask for this information.

7. We recognize that Solomon also proposed a four-group design, with the fourth group only receiving the posttest. However, in Solomon’s design, this fourth group is used to assess environmental factors that could explain mean difference scores between pre- and posttest due to factors such as a time delay or exposure to certain events. As discussed by Solomon (1949), since there is a minimal time delay between pre- and posttest in our study (approximately 15 minutes), the influence of the environment may be considered zero. As such, we did not deem it necessary to include a fourth group in this study.

8. Throughout this article, Groups 1, 2, and 3 refer to Solomon’s (1949) original three groups.

9. The treatment groups received item Set A with the polarization fake news item and the brands real news item of Set B, the control group received the complete Set B. This was the result of an error in the implementation of the in-game survey, but should have minimal influence on our results, as only the within-group differences are calculated for this group. To control for confounds because of this discrepancy, we have looked at the same analysis performed only with the shared items between all conditions, and find similar results. We therefore do not see this as a major limitation to the results presented here. See Supplementary Analysis S2 and Supplementary Figure S5 for a detailed overview.

10. We recognize that the sample is self-selected, as it only contains participants who visited the Bad News website.

11. Throughout this article, we refer to this outcome measure as “reliability judgments” following Basol et al. (2020) and Roozenbeek and van der Linden (2019). Here, we do not refer to “reliability” in the technical sense of the internal consistency of psychological measurements (e.g., Aldridge et al., 2017), but rather in the literal sense, as the perceived reliability of misinformation.

12. The AsPredicted.org preregistration can be found here: https://aspredicted.org/kt4gm.pdf, all alterations are explained in Supplementary Declaration S1.

13. A table with raw means can be found in Supplementary Table S3.

14. With a lower SESOI ( \( d = 0.23 \); based on the effect size found for the Set B–Set B test; see Supplementary Table S4), statistical equivalence is no longer equal to zero, suggesting that the preregistered expected effect size of \( d = 0.30 \) was too high. All analyses were done in R with the TOSTER package (Lakens, 2017).

15. Formula used: \( \frac{(\text{Score}_{\text{SetX,T2}} - \text{M}_{\text{SetX,T1}})}{\text{SD}_{\text{SetX,T1}}} \)

16. The AsPredicted.org preregistration can be found here: https://aspredicted.org/wy59x.pdf, all alterations are explained in Supplementary Declaration S2.

17. We used a mixed item set (combination of Set A and Set B) for the control group; as explained above, this was an error in the implementation of the in-game survey. To control for confounds because of this, we have looked at the same analysis performed only
with the shared items between all conditions, and find similar results, and therefore do not see this as a major limitation to the results presented here. See Supplementary Analysis S2 and Supplementary Figure S5 for a detailed overview.

18. The traditional Solomon Three Group analysis can be found in Supplementary Analysis S1.

19. When the following conditions are met: a sufficiently large sample size, random selection, and known variance and mean of one group (Solomon, 1949).

20. The first attempt did not include the polarization items, and the second included the same polarization item in both surveys, instead of two different items. Because of this, we decided not to include these data sets in our main analysis.
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