Dynamical Signatures of Symmetry Broken and Liquid Phases in an $S = 1/2$ Heisenberg Antiferromagnet on the Triangular Lattice
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We present the dynamical spin structure factor of the antiferromagnetic spin-$\frac{1}{2}$ $J_1 - J_2$ Heisenberg model on a triangular lattice obtained from large-scale matrix-product state simulations. The high frustration due to the combination of antiferromagnetic nearest- and next-nearest-neighbor interactions yields a rich phase diagram. We resolve the low-energy excitations both in the $120^\circ$ ordered phase and in the putative spin-liquid phase at $J_2/J_1 = 0.125$. In the ordered phase, we observe an avoided decay of the lowest magnon branch, demonstrating the robustness of this phenomenon in the presence of gapless excitations. Our findings in the spin-liquid phase chime with the field-theoretical predictions for a gapless Dirac spin liquid, in particular the picture of low-lying monopole excitations at the corners of the Brillouin zone. We comment on possible practical difficulties of distinguishing proximate liquid and solid phases based on the dynamical structure factor.

Introduction.—Quantum spin liquids (QSLs) [1–4] are exotic, entangled phases of matter characterized by a lack of magnetic order at zero temperature and the emergence of fractionalized quasiparticle excitations. They have received substantial attention both in theory and experiment, giving rise to various proposals regarding the nature of the candidate QSL phases on frustrated spin systems [5–24]. Using state-of-the-art numerics, we study the paradigmatic antiferromagnetic $J_1$-$J_2$ Heisenberg Hamiltonian on a triangular lattice (TLHF)

\[ H = J_1 \sum_{\langle i,j \rangle} \hat{S}_i \cdot \hat{S}_j + J_2 \sum_{\langle\langle i,j \rangle\rangle} \hat{S}_i \cdot \hat{S}_j, \tag{1} \]

where $\langle i,j \rangle$ and $\langle\langle i,j \rangle\rangle$ denote pairs of nearest-neighbor and next-nearest-neighbor sites, respectively, thereby aiming to find dynamical fingerprints of the distinct phases that have been proposed theoretically.

Following Anderson’s original proposal [26] that the ground state of the nearest-neighbor TLHF could stabilize a resonating valence bond state, there have been intense investigations into the nature of quantum spin models on the frustrated geometry of the triangular lattice [16, 17, 27, 28]. Even though the ground state for the nearest-neighbor TLHF has been established to have a coplanar $120^\circ$ Néel order [29–33], the underlying geometry still provides one of the simplest cases for the emergence of a QSL phase [34]. Adding a next-nearest-neighbor coupling $J_2$, there is classically a phase transition at $\frac{J_2}{J_1} = \frac{1}{8}$ between the $120^\circ$ Néel order and a four-sublattice ordered phase with a residual degeneracy [34–36]. For the quantum model, however, numerical simulations indicate a QSL phase around the point of the classical phase transition for $0.07 \leq \frac{J_2}{J_1} \leq 0.15$, the nature of which has been under debate [16–20, 22, 23, 27, 37, 38]. It is followed by a collinear stripe-ordered phase for larger $J_2$ [16, 27, 34] (cf. Fig. 1). Despite recent progress in the quest for candidate materials [18, 39, 40], most promisingly with respect to rare-earth delafossites [21, 41–43], the unambiguous detection of a QSL remains an open issue, with only very recent encouraging reports [24].

For a theoretical perspective, the computation of spectral functions of two-dimensional quantum magnets has been a challenge as well, triggering work in analytical techniques [31–33, 44–48], variational Monte Carlo simulations [20, 49], and tensor-network approaches [50–53]. Using large-scale matrix-product state (MPS) methods [54–58], we compute the dynamical correlations of the system both in the ordered $120^\circ$ phase for $J_2 = 0$ and
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the adjacent candidate QSL phase at $\frac{J_1}{J_2} = 0.125$, which allows us to compute the spectral function of the model. We complement these time-evolution calculations by applying the quasiparticle ansatz, a variational approach for targeting excited states on top of a given MPS ground state for the infinite cylinder directly [59, 60].

Our central insights are the following. First, we find that the magnon mode in the ordered phase of the isotropic model is stable even when kinematically its decay is allowed. The mechanism, termed avoided quasiparticle decay, had been reported for a TLHAF with an easy-axis anisotropy [61] but its stability in the presence of gapless excitations had remained in question. Second, we investigate the dynamical features of the spectral function in the candidate QSL, and compare these to those of the ordered phase. The outstanding agreement between the time evolution and the quasiparticle ansatz suggests that both can be used as complementary methods. In the candidate QSL phase, we find prominent low-energy excitations at the corners of the Brillouin zone, in agreement with the field-theoretical prediction of triplet monopole excitations in a $U(1)$ Dirac spin liquid (DSL) [62–64], suggesting important gauge fluctuations within the parton construction of the DSL.

**Numerical Methods.**—We use large-scale MPS simulations to find the ground state and the excitation spectrum of the $J_1 - J_2$ TLHAF in two different regimes indicated in Fig. 1. The triangular lattice is wrapped onto a cylindrical geometry with periodic boundary conditions along the circumference $L_y$ [50, 65]. We consider a YC6-0 geometry [19, 27], where $L_y = 6$ specifies the circumference of the cylinder and $n = 0$ determines the boundary condition by identifying sites $r$ and $r + L_ya_2 - n a_1$ with $a_1/2$ being the primitive vectors of the Bravais lattice [Fig. 1a]. We find an MPS ground-state approximation using either the infinite DMRG [66–68] or the VUMPS algorithm [58, 69]. From this infinite ground-state MPS, the static spin structure factor

$$\chi(k) = \frac{1}{N} \sum_{i,j} e^{-i k \cdot (r_i - r_j)} \langle \hat{S}_i \cdot \hat{S}_j \rangle,$$

(2)

can be readily obtained as shown in Fig. 2.

We compute the dynamical spin structure factor—or spectral function—from the time-resolved spatial spin-spin correlations of the system

$$S^{\tau}(k,\omega) = \int dt \sum_j e^{i\omega t - i k \cdot (r_i - r_j)} \langle \hat{S}^+_{\tau}(t) \hat{S}^-_{\tau}(0) \rangle,$$

(3)

where $\tau = \pm$ denotes the center site of the lattice and $S^\pm = S^z \pm i S^y$ are the spin ladder operators. The simulations are performed on long cylinders of dimension $L_x \times L_y$. Depending on the parameter regime, we have used $L_x = 51$ or $L_x = 126$. The dynamical correlations are obtained by applying a local operator $\hat{S}^-_{\tau}$ at the center of the system and time-evolving the perturbed ground state using the MPO $W_{11}$ time-evolution algorithm for MPS with long-range interactions [56, 57]. For a time step size of $\delta t = 0.04 J_1$, we measured the correlations $C^{\tau}_{\tau_j}(t) \equiv \langle \hat{S}^+_{\tau}(t) \hat{S}^-_{\tau}(0) \rangle$ every $N_{steps} = 5$ time steps. We obtain the spectral function by taking the momentum superposition of $C^{\tau}_{\tau_j}(t)$, and transforming to frequency space by a numerical integration with a Gaussian envelope and linear-prediction techniques [70]. The Gaussian window function thereby ensures that the actual simulation data has a large weight whereas the predicted data lie in its tail with the main purpose of suppressing Gibb’s oscillations in the Fourier signal (see Sec. A in the Supplemental Material [25] for further details). The entanglement entropy in the state is expected to grow under unitary time evolution, increasing the difficulty to faithfully represent the quantum state. Hence, the total time that we can access in our simulations is limited by the bond dimension of the MPS. We have used bond dimensions up to $\chi = 1500$ in the ordered and $\chi = 2000$ in the QSL phase with a total simulation time up to $60 J_1$ and have made sure that the system is large enough in order to avoid boundary artifacts. Moreover, we have applied operators with defined $k_y$ momentum instead of single-site operators to better resolve the gapless $K$ points (see also Sec. A in the Supplemental Material [25]).

We next compare these results to those obtained by the variational quasiparticle ansatz [59, 60]. Compared to the time evolution, this variational approach involves a numerically cheaper calculation, and provides a good approximation to the energy of the lowest-lying excited state at a certain momentum $k$. As such, it provides

**FIG. 2.** Comparison of the static spin structure factor $\chi(k)$ on a cylinder with $L_y = 6$ from numerical DMRG results (top row) and analytical calculations (bottom row). a) DMRG result for the 120° ordered phase at $J_2 = 0$ and b) the corresponding linear spin-wave theory. A cubic interpolation scheme along the circumference has been used for plotting. The right column shows the static structure factor in the QSL phase at $J_2 = 0.125$ for c) DMRG and d) the analytic result from the Dirac spin-liquid parton theory. The cylinder geometry used is $6 \times 51$ for panels a)-c) and $6 \times 50$ for d).
the dispersion of isolated modes in the spectrum or the lower edges of continua. In addition, using the variational wavefunctions for the lowest-lying excitations, we can compute the spectral weights and obtain their contribution to the spectral function in the Lehmann representation [71].

120° Ordered Phase.—The static structure factor $\chi(k)$ exhibits characteristics of the 120° coplanar Néel order of the ground state at the Heisenberg point $J_2 = 0$ via the well-pronounced maxima at the corners of the Brillouin zone $K$, $K'$ and related points shown in Fig. 2. Comparing with the results from linear spin-wave theory (LSWT), where the classical three-sublattice 120° order is weakened by quantum fluctuations (see Sec. E in the Supplemental Material [25] for details of the calculation), we find conclusive agreement.

Figure 3 shows the results for the spectral function from the MPS simulations for $J_2 = 0$. Previous investigations of the low-energy excitations of the ordered phase beyond LSWT using semiclassical approaches such as higher-order spin-wave theory [30, 32, 33] or series expansions [45, 46] already obtained strong renormalizations of the magnon dispersion mainly caused by interactions between the single quasiparticle branches and the magnon continuum. One prominent feature is a pronounced rotonlike minimum at the $M$ point and symmetry-related points (the centers of the edges of the Brillouin zone). Our numerics confirms this characteristic as shown in Fig. 3e. The spectral weight is concentrated at the $M$ points in a smaller frequency window, leading to a distinct maximum in the intensity although the integrated spectral weight of the lowest branch exhibits a local minimum (cf. Sec. C in the Supplemental Material [25]). Using the quasiparticle ansatz, we find good agreement for the overall spectral weight of the lowest renormalized magnon branch. The energy dispersion from this ansatz with the associated spectral weight displayed as a Gaussian broadening of $\sigma = 0.1$ is plotted in Fig. 3f. The bright dashed line denotes the magnon branch from LSWT. We observe a strong downward renormalization that is consistent with previous findings [33, 44]. The lower bound of the two-magnon continuum is given by the minimum of the decays $\varepsilon_k = \varepsilon_{k-q} + \varepsilon_q$ with $q = K$ and $q = K'$ [33]. Both dispersions are schematically shown in Fig. 3f. In our simulations on an $L_y = 6$ cylinder, the spectral weight distribution above the isolated lowest mode in Fig. 3e exhibits features of both decay channels and the non-interacting magnon line alongside some distortions around the touching points. It remains an open question if this is a finite-size effect or whether it survives in the thermodynamic limit.

A rotonlike minimum, however, does not only occur at the $M$ points, but also at $Y_1$, the midpoint between $A$ and $B$ [cf. inset Fig. 3d]. This was first suggested by Verresen et al. [61] in the case of an antiferromagnetic triangular Heisenberg model with a small anisotropic term that makes it numerically more tractable by slightly gapping out the Goldstone modes. Moreover, also variational Monte Carlo simulations [20] have found a similar feature that can be associated with avoided quasiparticle
decay due to strong interactions between the lowest mode and the two-magnon continuum [61]. Fig. 3a) shows the spectral function of the pure Heisenberg model on the triangular lattice along the cut $A-B$. Besides a pronounced maximum at $B$ and a diffuse continuum reaching up to energies of roughly $3J_1$, we again observe remnants of the single-magnon mode and the decay channels representing the minima of the energy surface described by the lower boundary of the two-magnon continuum. The lowest-energy mode, however, stays beneath the onset of the continuum, supporting the previous conjecture that avoided magnon-decay is a valid feature of the theory [20, 61]. The variation of the integrated spectral weight of the repelled magnon mode is confirmed within the quasiparticle ansatz (see Sec. C in the Supplemental Material [25]).

The Goldstone modes at the corners of the Brillouin zone $K$ and $K'$ exhibit a high concentration of spectral weight [Fig. 3c]). This agrees with previous numerical and experimental findings [20, 21, 72]. Due to finite-size effects, the magnon modes develop a gap. The corresponding gap determined at $K$ for the quasiparticle ansatz has been taken as a reference offset when plotting the analytic linear spin-wave results in Fig. 3.

**Stripe-Ordered Phase.**—For $\frac{J_2}{J_1} \geq 0.15$, we obtain a stripe-ordered phase. The DMRG algorithm applied here for the ground-state optimization chooses a certain symmetry-broken state as the ground state. As a result, the static structure factor displays a peak at $M'$, but not at $M$. In accordance with analytical expectations, we observe a gapless Goldstone mode at $M'$. Plots of the spectral function for $\frac{J_2}{J_1} = 0.55$ deep in the symmetry-broken phase are provided in Sec. D in the Supplemental Material [25]. We observe clear magnon modes in good agreement with the predictions from linear spin-wave theory.

From pure LSWT, however, we expect accidental zero modes at the edge centers of the Brillouin zone where no Goldstone mode resides. In contrast, our results suggest a clear finite gap that exceeds the finite-size gap of the system (cf. Sec. D in the Supplemental Material [25] for details). This is in line with the established understanding that quantum fluctuations in the Heisenberg model gap out the accidental zero modes [35, 36, 73].

**Candidate QSL Phase.**—While the existence of a QSL phase around the classical phase transition point $\frac{J_2}{J_1} = 0.125$ is rather well-established, the precise nature of this phase is highly debated so far, reaching from gapped $Z_2$ spin liquids to gapless $U(1)$ Dirac spin liquids (DSL) or chiral spin liquids [17, 20, 27]. Note that the $J_1-J_2$ triangular Heisenberg model on an even cylinder comprises two different topological sectors in the candidate QSL phase [16, 27]. The sector of the isotropic ground state can be reached by adiabatically inserting a flux $\theta = 2\pi$ [19] (cf. Sec. A in the Supplemental Material [25] for further details). We focus on this sector for our simulations and all subsequent results.

Figure 4 shows the dynamical structure factor for $\frac{J_2}{J_1} = 0.125$. We observe a softening of the minima at the $M$ points compared to the ordered phase, which can be attributed to the existence of spinon bilinears at the centers of the edges [63] in a $U(1)$ DSL. Apart from this, the continuum is shifted downwards with varying strength between $M'$ and $M$, diminishing the distance in energy between the lowest-energy mode and the onset of the continuum. This is in accordance with variational Monte Carlo data that suggests a vanishing separation of the continuum from lowest-energy excitations in the QSL phase [20]. Even though we expect the bilinear excitations to become gapless in the two-dimensional limit (i.e., $L_y \to \infty$), we observe a clear gap in the spectral function. This can be related to the geometry of the $L_y = 6$ cylinder: The accessible momenta do not include the spinon Dirac cones at $\pm Q = \pm \left( \frac{\pi}{L_y} \cdot \frac{\pi}{2 L_y} \right)$ [74] (see Sec. G in the Supplemental Material [25]), which gaps out the corresponding spectral function. The spectral maximum at $B$ survives across the transition from the ordered phase to the QSL phase [Fig. 4a)] as well as the feature of the lowest mode with almost vanishing weight being repelled from the continuum at intermediate energies [Fig. 4a)]—although the spectral function shows different distinct modes below the more pronounced continuum.

Perhaps the most striking aspect, however, is the structure of the excitations at the $K$ points. As for the Goldstone mode in the symmetry-broken phase, there is a minimum in the candidate QSL phase, albeit with a flat-
ter dispersion and a rich structure of the distribution of the spectral weight above the minimum in contrast to the 120° phase. The locations of the minima at $K$ and $K'$ and related points are in accordance with the field-theoretical predictions by Song et al. [63, 64]: They report the occurrence of triplet monopole excitations at the corners of the Brillouin zone for a $U(1)$ DSL on a triangular lattice. The comparison of Fig. 46 with variational Monte Carlo data for a DSL ansatz [20, 75] supports this conjecture. At the transition to the ordered phase for smaller $J_z$ coupling, the monopole operators whose quantum numbers correspond to the $K$ points condense [63, 76], thus building up the familiar three-sublattice order. The comparison of the static structure factor sustains this theory: Although in the QSL phase at \( \frac{J}{t_1} = 0.125 \), $\chi(k)$ still exhibits maxima in the intensity around the $K$ points of the Brillouin zone (Fig. 2), the structure factor obtained from DMRG simulations has a much broader and more diffuse structure than in the ordered phase at $J_z = 0$, which compares well with the analytic result for a $U(1)$ DSL [Fig. 2d], suggesting qualitative agreement notwithstanding the finite-cylinder effects.

**Conclusions.**—We have studied the dynamical properties of ordered and candidate spin-liquid phases in the triangular lattice. We find excellent agreement between the time evolution and the quasiparticle ansatz. In the ordered phase, we observe the avoided decay of the lowest magnon branch previously shown to occur in an anisotropic Heisenberg model [61]. In the candidate QSL phase, our numerical MPS results for the Heisenberg model on a cylinder show good agreement with the results obtained from variational Monte Carlo simulations [20], where the gapless $U(1)$ Dirac spin-liquid nature of the ground state is assumed. Given that the method we apply does not depend on any previous knowledge or assumptions on the wave function of the ground state, this validates the variational $U(1)$ DSL approach.

In closing, we would like to make the following observation. While the responses of the two phases can be visually quite distinct, see, e.g., the broad features in the QSL in Fig. 2, the differences are perhaps overall less striking than one might have hoped for. Indeed, inspecting Figs. 3 and 4 yields copious similarities between the two dynamical structure factors. This underlines the challenge inherent in discriminating proximate phases whose universal low-energy physics may be fundamentally distinct, but which may nonetheless harbor similar finite-time and short-distance correlations. Of course, if a reliably determined microscopic Hamiltonian for a material under consideration is available, our microscopic approach can be used for a direct *quantitative* validation of the correspondence between experimental results and theoretical interpretation. Absent this, it may very well be possible to account for salient finite-time and short-distance correlations from different starting points. That this should be the case of course is what makes the universal response so special by contrast; but in practice, this can pose a formidable challenge in the interpretation of experimental data.

*Note added.*—While finalizing the current draft, we became aware of a similar work about the spectral function of different phases on the TLHAF [77].

**Acknowledgments.**—We would like to thank Ruben Verresen, Wilhelm Kadaw and Johannes Knolle for helpful discussions and Francesco Ferrari and Federico Becca for providing additional data for spectral functions from variational Monte Carlo simulations. F.P. acknowledges support of the European Research Council (ERC) under the European Union’s Horizon 2020 research and innovation program (Grant No. 771537). F.P. also acknowledges the support of the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) under Germany’s Excellence Strategy Grant No. EXC-2111-390814868. F.P.’s research is part of the Munich Quantum Valley, which is supported by the Bavarian state government with funds from the Hightech Agenda Bayern Plus. This work was in part supported by the Deutsche Forschungsgemeinschaft under Grant No. SFB 1143 (Project No. 247310070) and cluster of excellence ct.qmat (EXC 2147, Project No. 390858490). L.V. is supported by the Research Foundation Flanders (FWO) via Grant No. FWO20/PDS/115.

---

[1] X.-G. Wen, Phys. Rev. B **65**, 165113 (2002).

[2] L. Balents, Nature **464**, 199 (2010).

[3] L. Savary and L. Balents, Reports on Progress in Physics **80**, 016502 (2016).

[4] J. Knolle and R. Moessner, Annual Review of Condensed Matter Physics **10**, 451 (2019).

[5] A. Kitaev, Annals of Physics **321**, 2 (2006), January Special Issue.

[6] J. Knolle, D. L. Kovrizhin, J. T. Chalker, and R. Moessner, Phys. Rev. B **92**, 115127 (2015).

[7] K. Kitagawa, T. Takayama, Y. Matsumoto, A. Kato, R. Takano, Y. Kishimoto, S. Bette, R. Dinnebier, G. Jackeli, and H. Takagi, Nature **554**, 341 (2018).

[8] H. Takagi, T. Takayama, G. Jackeli, G. Khaliullin, and S. E. Nagler, Nature Reviews Physics **1**, 264 (2019).

[9] S. Sachdev, Phys. Rev. B **45**, 12377 (1992).

[10] M. B. Hastings, Phys. Rev. B **63**, 014413 (2000).

[11] Y. Ran, M. Hermele, P. A. Lee, and X.-G. Wen, Phys. Rev. Lett. **98**, 117205 (2007).

[12] Y. Iqbal, D. Poilblanc, and F. Becca, Phys. Rev. B **91**, 020402 (2015).

[13] Y.-C. He, M. P. Zaletel, M. Oshikawa, and F. Pollmann, Phys. Rev. X **7**, 031020 (2017).

[14] H. J. Liao, Z. Y. Xie, J. Chen, Z. Y. Liu, H. D. Xie, R. Z. Huang, B. Normand, and T. Xiang, Phys. Rev. Lett. **118**, 137202 (2017).

[15] M. Fujihala, K. Morita, R. Mole, S. Mitsuda, T. Tohyama, S.-i. Yano, D. Yu, S. Sota, T. Kuwai, A. Koda,
[56] S. R. White, Phys. Rev. Lett. 69, 2863 (1992).
[57] S. R. White, Phys. Rev. B 48, 10345 (1993).
[58] I. P. McCulloch, arXiv:0804.2509 (2008).
[59] V. Zauner-Stauber, L. Vanderstraeten, M. T. Fishman, F. Verstraete, and J. Haegeman, Phys. Rev. B 97, 045145 (2018).
[60] S. R. White and I. Affleck, Phys. Rev. B 77, 134437 (2008).
[61] A. K. Bera, B. Lake, F. H. L. Essler, L. Vanderstraeten, C. Hubig, U. Schollwöck, A. T. M. N. Islam, A. Schneidewin, and D. L. Quintero-Castro, Phys. Rev. B 96, 045145 (2017).
[62] D. Macdougal, S. Williams, D. Prabhakaran, R. I. Bewley, D. J. Voneshen, and R. Coldea, Phys. Rev. B 102, 064421 (2020).
[63] J. Willsher, H.-K. Jin, and J. Knolle, Phys. Rev. B 107, 064425 (2023).
[64] F. Ferrari, A. Parola, and F. Becca, Phys. Rev. B 103, 195140 (2021).
[65] F. Ferrari and F. Becca, private communication (2020).
[66] E. Dupuis, M. B. Paranjape, and W. Witczak-Krempa, Phys. Rev. B 100, 094443 (2019).
[67] N. E. Sherman, M. Dupont, and J. E. Moore, Phys. Rev. B 107, 165146 (2023).
[68] P. W. Anderson, Phys. Rev. 86, 694 (1952).
[69] R. Kubo, Phys. Rev. 87, 568 (1952).
[70] S. Singh, R. N. C. Pfeifer, and G. Vidal, Phys. Rev. A 82, 050301 (2010).
[71] S. Singh, R. N. C. Pfeifer, and G. Vidal, Phys. Rev. B 83, 115125 (2011).
[72] R. Deutscher and H.-U. Everts, Z. Physik B - Condensed Matter 93, 77 (1993).
[73] A. E. Trumper, L. Capriotti, and S. Sorella, Phys. Rev. B 61, 11529 (2000).
A: Spectral Functions from Dynamical Correlations

We compute the dynamical spin structure factor from time-dependent spin correlations according to equation (3) of the main text. The quantum state is represented by an MPS wrapped around a cylinder with circumference \( L_y = 6 \). The ground state is found via an iDMRG simulation [1] on a \( L_y \times 3 \) unit cell. By periodically repeating the unit cell, we can build a large system whose center site \( j_c \) is perturbed by a local \( \hat{S}^- \) operator. In the antiferromagnetically ordered phase at \( J_2 = 0 \), we used cylinders with \( L_y = 6 \) and \( L_x = 51 \) as well as \( L_x = 126 \), whereas in the QSL phase at \( \frac{J_2}{J_1} = 0.125 \), the system size was given by \( L_y = 6 \) and \( L_x = 51 \).

The MPO \( W_{\text{eff}} \) time-evolution algorithm [2, 3] is suited to fully capture long-range interactions as they occur in the two-dimensional system mapped onto a cylinder. For the final large-scale tensor-network simulations, we terminated the iMPS of the ground state for the enlarged system by applying the dominant left and right eigenvector of the associated transfer matrix to the system which have been found using a power method [4]. The obtained finite MPS can be optimized at the boundaries using DMRG on a segment of a few of the outermost rings. Thus we can run the simulations on a large finite MPS with open boundary conditions in \( x \)-direction. This results in an effective speed-up of the time-evolution simulation compared to the infinite system. The bulk physics does not change.

The time-step size we used for the data presented is \( \delta t = 0.04 J_1 \). The correlations are computed every \( N_{\text{steps}} = 5 \) simulation steps. We apply \( U(1) \) charge conservation during the time evolution (i.e., the total \( S_z \) quantum number is conserved) [5–7]. The protocol how to compute the spin structure factor from the dynamical correlations involves several single steps: First, we can interpolate the correlation data for times between \( t \) and \( t + N_{\text{steps}} \cdot \delta t \). We apply then a discrete Fourier transformation in space that yields the momentum-resolved time-dependent data. For each point in momentum space, we perform a linear prediction that extends the time series by \( f_{\text{LinPre}} \cdot T_{\text{sim}} \), where \( T_{\text{sim}} \) is the total simulation time. The choice of \( f_{\text{LinPre}} = 10 \) has turned out to be suitable for the systems under consideration, where always \( m_{\text{LinPre}} = 20 \) values of the time series have been taken into account to predict the next value. To conclude the computation, we performed a Fourier transformation of the time series convoluted with a Gaussian window function to prevent Gibb’s oscillations due to the limited reachable simulation time. The Gaussian distribution was chosen to have a defined value of \( \alpha \) at \( t = T_{\text{sim}} \), i.e., the broadening is given as

\[
\sigma = \sqrt{\frac{T_{\text{sim}}^2}{-2 \ln(\alpha)}}. 
\]

For the plots shown in the main text and the Supplemental Material, we chose \( \alpha = 0.01 \), corresponding to a Gaussian broadening of \( \sigma \approx 19.8 J_1 \) for \( T_{\text{sim}} = 60 J_1 \). As a result of these parameter settings, the convolution with the Gaussian function distributes the main weight to the actual simulation data whereas the linearly predicted data occurs only in the tail of the Gaussian envelope, thus avoiding a sharp cutoff of the time series and consequently Gibb’s oscillations in the Fourier transform.

\( k_y \) Resolved Time Evolution.—The method above provides the dynamical correlation data for all available cuts through the full two-dimensional Brillouin zone that are accessible on an \( L_y \times L_x \)-geometry (cf. Fig. 10). Since the entanglement entropy grows under time evolution of the perturbed ground state, the bond dimension \( \chi \) restricts the feasible simulation times and determines the accuracy of the results. Consequently, if one separates the contributions from the different cuts in the Brillouin zone, the increasing entanglement for the corresponding momentum quantum numbers can be captured more faithfully and the overall accuracy for a given bond dimension is expected to improve.

To achieve this, we can apply a local operator with well-defined momentum \( k_y (m_2) = 2 \pi \frac{m_2 \pi}{L_y} \) \( (m_2 \in \mathbb{Z}) \) in \( b_2 \) direction instead of a single-site operator:

\[
\hat{S}_{n_1}^- (k_y) = \frac{1}{\sqrt{L_y}} \sum_{j=0}^{L_y-1} e^{i k_y j} \hat{S}_{n_1; a_1 + j \cdot a_2}^- . 
\]
The time evolution can be achieved by the same techniques as before. The correlations are taken with respect to the hermitian conjugate operator

\[ C_{k_y}(n', n; 1 : t) = \langle e^{i H t} \hat{S}_{n'}^{\dagger} (k_y) e^{-i H t} \hat{S}_n (k_y) \rangle, \]  

thus yielding effectively one-dimensional correlations in the \( x \)-coordinate. Fig. 1 shows the time-evolved bipartite entanglement entropy at the center of the system (upper row) and the dynamical correlation function (bottom row) for a momentum-resolved simulation with \( k_y = 2 \pi \frac{m_2}{L_x} \mid m_2 = 2 \) (left column) and for the general procedure using a single-site operator (right column) in the symmetry-broken phase at \( J_2 = 0 \).

As mentioned in the main text, there are two distinct sectors in the QSL phase on a \( L_y = 6 \) cylinder [8, 9]. The even sector is found directly by the DMRG simulation. In this sector, the entanglement spectrum on the bonds is symmetric around the total \( S^z \) quantum number \( q_z = 0 \). By adiabatically inserting a flux of \( \theta = 2 \pi \) [4], the wave function transitions into the odd sector, which results in a state whose entanglement spectrum is symmetric around \( q_z = \frac{3}{2} \), indicating the existence of a spinon quasiparticle with \( S^z = \pm \frac{1}{2} \) on each boundary [9]. The ground state energy in the odd sector is slightly lower and the correlations are more isotropic.

Fig. 2 shows the static structure factor from the DMRG simulation for the 120° ordered phase and the candidate quantum spin-liquid phase at \( \frac{J_1}{J_2} = 0.125 \). In contrast to Fig. 2 in the main text, we do not apply an interpolation scheme here. The observable features are identical. Due to the small finite cylinder circumference of \( L = 6 \), the data displays a structure of discrete stripes along the direction of \( b_1 \).

Figs. 3 and 4 show the dynamical spin structure factors for \( J_2 = 0 \) and \( \frac{J_2}{J_1} = 0.125 \) in a linear and a logarithmic color scale for all available cuts through the Brillouin zone for various bond dimensions. The simulation resolving the gapless Goldstone mode at the \( K \) point has turned out to be numerically particularly challenging. Therefore, the best converged data presented has been obtained from a \( k_y \) resolved time evolution with \( m_2 = 2 \). Note that the maximum spectral intensity has been bound by a maximum value to reveal lower-intensity features of the excitation spectrum. The maximum spectral intensity shown in each subplot has been normalized to one. No cutoff has been applied for \( J_2 = 0 \) along \( M' - M \) and \( \Gamma - M'' \) and in the QSL phase along \( M' - M \) To ensure that the data has converged, we ran multiple simulations with different maximal bond dimensions \( \chi \), time step sizes \( \delta t \) and system sizes \( L_x \times L_y \) and \( \chi \) strongly restrict the reliably reachable simulation times. We performed a time evolution up to \( T_{\text{sim}} = 60 J_1 \) with bond dimensions up to \( \chi = 1500 \) and \( \chi = 2000 \) in the case of \( J_2 = 0 \) and \( \frac{J_2}{J_1} = 0.125 \) respectively. From comparing the first two rows in both Fig. 3 and 4, we can evaluate the convergence of the spectral function since the respective simulations have been run for different bond dimensions. Remarkably, Fig. 3e) shows a smoother and hence better converged dispersion around the high concentration of spectral weight at the \( K \)-point than Fig. 3d) even though for the latter, we used \( \chi = 1500 \) and for the former \( \chi = 1300 \). Fig. 3e), however, was obtained using the \( k_y \) momentum-resolved algorithm.
FIG. 3. Convergence of the dynamical spin structure factor $S^{+-}(k, \omega)$ in the $120^\circ$ ordered phase at $J_2 = 0$. The simulations have been done on a cylinder of size $6 \times 126$. We used bond dimensions $\chi = 1200$ [a, g, j] and $\chi = 1500$ [b, d, h] and [k]. For Fig. c), we applied the $k_y$ resolved time-evolution algorithm with $\chi = 1300$. The two upper rows are plotted with a linear color scale. The third row shows the same data as the second, but in a logarithmic scale. The colormap is normalized to the maximum intensity shown in the single subfigure. The golden dot-dashed line denotes the energy of the lowest branch as obtained from the quasiparticle ansatz.

FIG. 4. Convergence of the dynamical spin structure factor $S^{+-}(k, \omega)$ in the QSL phase at $\frac{J_2}{J_1} = 0.125$. The simulations have been done on a cylinder of size $6 \times 51$. The first row shows data for a bond dimension of $\chi = 1500$, the second for $\chi = 2000$. The third row displays the same data as the second, but plotted with a logarithmic color scale instead of a linear one. The colormap is normalized to the maximum intensity shown in the single subfigure. As before, the golden dot-dashed line denotes the energy of the lowest branch as obtained from the quasiparticle ansatz.

B: Quasiparticle Ansatz

In our work, we have also used the MPS quasiparticle ansatz [10, 11], which allows us to target momentum states on top of an infinite MPS ground state directly in the thermodynamic limit. Here we use the adaptation to cylinder geometries where the $k_y$ momentum is used as an approximate quantum number [12]. In addition, we have used $SU(2)$ quantum numbers in the MPS ground state and quasiparticle ansatz, allowing us to target triplet excitations explicitly. The optimization of the variational energy of a quasiparticle ansatz for given momenta $(k_x, k_y)$ gives us the energy dispersion of the lowest-lying excitations in the system. The variational wavefunction also allows us to compute the spectral weights of these states such that we can compute...
their contributions to the spectral function.

Let us start from the definition of the spectral function
\[ S(k, \omega) = \frac{1}{N} \sum_{\alpha} \int dt e^{i \omega t} \langle \Psi_0 | e^{i H t} \hat{S}_k^\alpha(e^{-i H t} \hat{S}_k^\alpha)^\dagger | \Psi_0 \rangle, \]
where we use the sum of the three spin components \( \alpha \) such that we do not break SU(2) symmetry. We have defined a momentum operator formally as
\[ \hat{S}_k^\alpha = \frac{1}{\sqrt{L_x L_y}} \sum_\mathbf{r} e^{i \mathbf{k} \cdot \mathbf{r}} \hat{\sigma}_\mathbf{r}^\alpha \]
in the limit \( L_x \to \infty \) of an infinitely long cylinder. We can now project the spectral function on the first low-lying excitations, resulting in
\[ S_{\text{low}}(k, \omega) = \frac{1}{N} \sum_{\gamma} \int dt e^{i \omega t} e^{-i \Delta_\gamma(k) t} \sum_{\alpha} |\Phi^\gamma_k|^2 \langle \Psi_0 | \hat{S}_k^\alpha | \Psi_0 \rangle \]
\[ = \frac{1}{N} \sum_{\gamma} \sum_{\alpha} |\Phi^\gamma_k|^2 \langle \Psi_0 | \hat{S}_k^\alpha | \Psi_0 \rangle^2 2 \pi \delta(\omega - \Delta_\gamma(k)) \]
where \( \gamma \) labels the excited states with excitation energy \( \Delta_\gamma(k) \). In order to plot this projected spectral function, we convolute the delta signal with a Gaussian broadening
\[ 2 \pi \delta(\omega) \to \frac{\sqrt{2 \pi}}{\sigma} \exp \left( -\frac{\omega^2}{2 \sigma^2} \right) \]
Note that along the momentum cut \( M' - M \) through the Brillouin zone [Fig. 3f)], the lowest branch is made up out of two separate but almost degenerate excitations. Therefore, we plot the averaged energy and the added spectral weight [Fig. 5e]].

C: Integrated Spectral Weight

The energy dispersion for the lowest branch obtained using the two different approaches described in the two preceding sections show good agreement for the accessible momenta in the Brillouin zone (cf. Fig. 3). One specific feature is the repulsion of the magnon branch between \( A \) and \( B \) in the ordered phase as discussed in the main text. One prominent characteristic of this renormalized branch is the almost vanishing spectral weight near the energetic minimum. To verify the reliability of the two methods, we compare the integrated spectral weight for the lowest branch obtained from the dynamical correlation function and the quasiparticle ansatz.

The latter allows us to access the variational wavefunction for the lowest-lying excitations, thus enabling us to compute the integrated spectral weight of the corresponding excitation modes. From the Lehmann representation of equation (7), we find for the integrated spectral weight of the lowest-energy excitations, denoted by the wavefunctions \( |\Phi^\gamma_k|^2 \):
\[ \int d\omega S_{\text{low}}(k, \omega) = 2 \pi \sum_\gamma \sum_\alpha |\Phi^\gamma_k|^2 \langle \Psi_0 | \hat{S}_k^\alpha | \Psi_0 \rangle \]

Due to the translation invariance of the ground state, the spectral function in equation (3) of the main text is equivalent to
\[ S^+(k, \omega) = \frac{1}{N} \int dt \sum_{ij} e^{i (\omega - i \gamma(k) t)} \langle e^{i H t} \hat{S}_i^{x+} e^{-i H t} \hat{S}_j^z \rangle, \]
where \( N = L_y L_x \) is the number of sites. In the Lehmann representation, this reads
\[ S^+(k, \omega) = \sum_n |\langle n | \hat{S}_k^z | \Psi_0 \rangle|^2 2 \pi \delta(\omega + E_n - E_0). \]
\( \{|n\} \) denotes the set of energy eigenstates with energies \( E_n \) and \( E_0 \) is the ground state energy. For an SU(2) invariant state, it holds that
\[ \sum_n |\langle n | \hat{S}_k^z | \Psi_0 \rangle|^2 = \sum_n \left[ |\langle n | \hat{S}_k^+ | \Psi_0 \rangle|^2 + |\langle n | \hat{S}_k^- | \Psi_0 \rangle|^2 \right] \]
Hence, we can establish the following relation for the integrated spectral weight for an SU(2) symmetric ground state:
\[ \sum_n \sum_\alpha |\langle \Phi^\gamma_k | \hat{S}_k^\alpha | \Psi_0 \rangle|^2 = \frac{1}{2 \pi} \int d\omega S(k, \omega) \]
\[ = \chi(k) \]
\[ = \frac{3}{2} \sum_\alpha |\langle n | \hat{S}_k^\alpha | \Psi_0 \rangle|^2 \]
\[ = \frac{3}{4 \pi} \int d\omega S^{++}(k, \omega). \]

Note that the total integrated spectral weight is identical to the static spin structure factor in equation (2) of the main text. Hence, the spectral weight for the lowest-energy excitations that we obtain from the quasiparticle ansatz is related to the integrated spectral weight from the dynamical structure factor as computed above via
\[ \sum_\gamma \sum_\alpha |\langle \Phi^\gamma_k | \hat{S}_k^\alpha | \Psi_0 \rangle|^2 = \frac{3}{4 \pi} \int d\omega S^{++}_{\text{low}}(k, \omega). \]
Here, we integrate only over the lowest-excitation branch in the spectral function for a given momentum \( k \).

Fig. 5 shows the spectral weights obtained from the two distinct methods for the lowest-energy branch on the different lines through the Brillouin zone as displayed in Fig. 3 of the main text. We observe good agreement between the absolute numbers, which underlines the validity of the results.

D: Spectral Functions in the Stripe Phase

In Fig. 6, we provide spectral data for \( \frac{J_z}{J} = 0.55 \) in the stripe-ordered phase. As mentioned in the main text, the DMRG algorithm with \( U(1) \) charge conservation we use
Here to find the ground state chooses a certain symmetry-broken state as the ground state. The numerically determined ground state is hence not a superposition of all possible orientations of the stripe-ordered state and its static structure factor exhibits a peak at $M'$, but not at $M$.

We observe that a gapless Goldstone mode develops at $M'$ as expected. Overall, deep in the symmetry-broken phase, one can observe clear magnon modes with well-defined dispersions. They agree well with the results from linear spin-wave theory as shown in Fig. 6. When plotting the linear spin-wave dispersion, we added a finite size gap to the energy as it develops in the system under consideration. The gap has been extracted at the maximum of the spectral weight at momentum $M'$ where the Goldstone mode becomes gapless. We found a numerical value of

$$\Delta E_{\text{finite-size}} \left( \frac{J_2}{J_1} = 0.55 \right) \approx 0.169 J_1 .$$

In comparison, the finite size gap as obtained from the quasiparticle ansatz at the expected gapless $K$ point for the Goldstone in the 120° ordered phase at $J_2 = 0$ was found to be

$$\Delta E_{\text{finite-size}} (J_2 = 0) \approx 0.191 J_1 .$$

From linear spin-wave theory, we expect an accidental zero mode at the edge-centers $M$ and $M''$ where no Goldstone modes are located. In the light of equation (18), however, our results indicate a clear finite gap that exceeds the finite-size gap of the system [see Figs. 6c and d)]. This is in accordance with the settled insight that quantum fluctuations in Heisenberg models gap out the accidental zero modes [13–15].

E: Spin-Wave Theory

Linear Spin-Wave Theory in the 120° Ordered Phase

We calculated the magnon dispersion for the nearest-neighbor Heisenberg model on the triangular lattice in linear spin-wave theory [16–20] to be compared with our numerical DMRG results. Starting from the Hamiltonian

$$H_{nn} = J_1 \sum_{\langle ij \rangle} \left( S_i^x S_j^x + S_i^y S_j^y + S_i^z S_j^z \right) ,$$

we first perform a local rotation of the coordinate system in order to align the spins in the 120° state locally with the rotated $z'$-axis (spins are assumed to lie in the $x$-$z$-plane):

$$S_i^x = \cos(\theta_i) S_i^{x'} - \sin(\theta_i) S_i^{y'} ,$$

$$S_i^y = \sin(\theta_i) S_i^{x'} + \cos(\theta_i) S_i^{y'} .$$

This yields

$$H_{nn} = J_1 \sum_{\langle ij \rangle} \left[ S_i^{y'} S_j^{y'} + \cos(\theta_i - \theta_j) \left[ S_i^{x'} S_j^{x'} + S_i^{y'} S_j^{y'} \right] + \sin(\theta_i - \theta_j) \left[ S_i^{z'} S_j^{z'} - S_i^{x'} S_j^{x'} \right] \right] .$$

Applying the Holstein-Primakoff transformation $S_i^{z'} = S - a_i^\dagger a_i$ and $S_i^{z} = \sqrt{2S(a_i^\dagger a_i)}$, we obtain in leading order

$$H_{nn} = H_0 + H_2$$

with

$$H_0 = -\frac{3}{2} J_1 S^2 N$$

and the quadratic term

$$H_2 = J_1 S \sum_r \sum_{\delta} \left[ -\frac{3}{4} \left[ a_r a_{r+\delta} + a_{r+\delta}^\dagger a_r^\dagger \right] + \frac{1}{2} \left[ a_r^\dagger a_r^\dagger a_r + a_{r+\delta}^\dagger a_{r+\delta} + \frac{1}{2} \left[ a_r^\dagger a_r^\dagger a_r + a_{r+\delta}^\dagger a_{r+\delta}^\dagger \right] \right] .$$
where \( \delta = a_1, a_2, a_3 \) sums over half of the neighboring sites. The lattice translation vectors are \( a_1 = (1, 0)^T, a_2 = \left( \frac{1}{2}, \frac{\sqrt{3}}{2} \right)^T \) and \( a_3 = a_1 - a_2 \). Moreover, we used that for nearest-neighbor pairs, \( \cos(\theta_i - \theta_j) = -\frac{1}{2} \) holds. Fourier transforming this expression results in

\[
H_2 = \sum_k \left[ A_k a_k^\dagger a_k - \frac{1}{2} B_k [a_k^\dagger a_{-k} + a_{-k}^\dagger a_k] \right] \tag{26}
\]

with \( A_k = 3J_1 S \left( 1 + \frac{1}{2} \gamma_k \right), B_k = \frac{3}{2} J_1 S \gamma_k \) and

\[
\gamma_k = \frac{1}{6} \sum_\delta \left( e^{ik\delta} + e^{-ik\delta} \right) = \frac{1}{3} \left[ \cos(k_x) + 2 \cos(k_y) \cos(k_y \frac{\sqrt{3}}{2}) \right]. \tag{27}
\]

For \( k \neq 0, K, K' \), this Hamiltonian can be diagonalized via a Bogoliubov transformation \( a_k = u_k b_k + v_k b_{-k}^\dagger \) with the coefficients being given as

\[
u_k = \frac{(A_k - \varepsilon_k)}{2\varepsilon_k} \tag{29}
\]

\[
\varepsilon_k = \sqrt{A_k^2 - B_k^2} = 3J_1 S \sqrt{(1 - \gamma_k)(1 + 2\gamma_k)} \tag{31}
\]

This leads to the expression

\[
H_2 = \sum_k \left[ \varepsilon_k (b_k^\dagger b_k + \frac{1}{2}) - \frac{A_k}{2} \right] \tag{32}
\]

(note that \( \varepsilon_k \) vanishes for \( k = 0, K, K' \)). We finally end up with the result [20]

\[
H_{mn} = -\frac{3}{2} J_1 N S(S + 1) + \sum_k \varepsilon_k (b_k^\dagger b_k + \frac{1}{2}), \tag{33}
\]

where we used the identity \( \sum_k (1 + \frac{2}{N}) = L_y, L_x \equiv N \).

**Static Structure Factor.**—We need to calculate the correlations between different sites \( r \) and \( r' \) on the lattice to compute the static structure factor \( \chi(q) \) in (2) of the main text. For the classical 120° Neél state we find

\[
\langle S_r \cdot S_{r'} \rangle_{\text{class}} = \begin{cases} \frac{3}{4} & \text{if } r = r' \\ \frac{3}{8} & \text{if } r, r' \text{ on the same sublattice} \\ -\frac{1}{8} & \text{if } r, r' \text{ on different sublattices} \end{cases} \tag{34}
\]

We can treat quantum fluctuations within linear spin-wave theory. The spin components on site \( i \) are given in terms of the bosonic operators as

\[
S_i^z = S - a_i^\dagger a_i \tag{34}
\]

\[
S_i^{z'} = \sqrt{\frac{S}{2}} (a_i + a_i^\dagger) \tag{35}
\]

\[
S_i^{y'} = \frac{1}{\sqrt{2}} (a_i - a_i^\dagger). \tag{36}
\]

We find the following correlations

\[
\langle S_r^z \cdot S_{r'}^z \rangle = \frac{S}{2N} \sum_k \sqrt{\frac{A_k - B_k}{A_k + B_k}} e^{ik(r-r')} \tag{37}
\]

\[
\langle S_r^z \cdot S_{r'}^{z'} \rangle = \frac{S}{2N} \cos(\theta_{r-r'}) \sum_k \sqrt{\frac{A_k - B_k}{A_k + B_k}} e^{ik(r-r')} \tag{38}
\]

\[
\langle S_r^{z'} \cdot S_{r'}^{z'} \rangle = \left\{ S^2 - \frac{2}{N} \sum_k \varepsilon_k \varepsilon_k^* \right\} + \frac{1}{N^2} \left( \sum_k u_k u_k^* e^{i(k-k')(r-r')} \right)^2 \tag{39}
\]

with the angular contribution being given as \( \cos(\theta_{r-r'}) = \cos \left( \frac{\pi}{3} (n_1 - n_1' - (n_2 - n_2')) \right) \) for \( r^{(i)} = n_1^{(i)} a_1 + n_2^{(i)} a_2 \). The primed sums denote momentum sums over all momenta in the Brillouin zone excluding the gapless Goldstone modes at 0, K and K’. The momenta can be written as \( k = \frac{2\pi}{L} m_1 b_1 + \frac{2\pi}{L} m_2 b_2 \) (\( m_1 \in \mathbb{Z} \)). Note that the corners of the Brillouin zone K and K’ are included if and only if \( L_x \) and \( L_y \) are multiples of 3.
Linear Spin-Wave Theory in the Stripe-Ordered Phase

We can apply a similar formalism as in the previous paragraph to obtain the magnon dispersion resulting from lowest-order spin-wave theory in the stripe-ordered phase at $\frac{J_1}{J_2} = 0.55$ (cf. Fig. 6). The standard approach for an antiferromagnetic ground state introduces two different kinds of bosonic operators on the sublattices of the system with opposite spin orientation [21, 22]. We want to apply a different approach in analogy to the one presented above by locally rotating the reference frame. We consider the full Hamiltonian with nearest- and next-nearest-neighbor interaction:

$$H = J_1 \sum_{\langle ij \rangle} \left( S_i^x S_j^x + S_i^y S_j^y + S_i^z S_j^z \right)$$
$$+ J_2 \sum_{\langle\langle ij \rangle\rangle} \left( S_i^x S_j^x + S_i^y S_j^y + S_i^z S_j^z \right)$$

(40)

We rotate the local frame according to equation (21) by an angle of $\frac{\pi}{2}$. The orientation of the spins in the ground state hereby alternates when going into the direction of $a_2$. This assumption can be verified from the numerical ground state found by DMRG at the coupling $\frac{J_1}{J_2} = 0.55$.

The nearest-neighbor pairs are given for each site as before by $\delta_{i nn} = a_i$, $i = 1, 2, 3$. For the next-nearest-neighbor pairs we choose $\delta_{i nn} = 1_i$ $(i = 1, 2, 3)$ with

$$1_1 = 2a_2 - a_1$$
$$1_2 = a_1 + a_2$$
$$1_3 = 2a_1 - a_2.$$  

(41)

Defining $\Delta \theta = \theta_r - \theta_{r+d}$ we obtain

$$\Delta \theta (a_1) = \Delta \theta (1_1) = 0$$
$$\Delta \theta (a_2/3) = \Delta \theta (1_2/3) = \pm \pi.$$  

(42) (43)

resulting in $\cos (\Delta \theta) \in \{1, -1\}$ for the different cases.

After applying the standard Holstein-Primakoff transformation as introduced in the previous paragraph, the zeroth order Hamiltonian yields

$$H_0 = -S^2 (J_1 + J_2) N.$$  

(44)

The second order contribution reads

$$H_2 = J_1 S \sum_{\langle ij \rangle} \left\{ - \cos (\theta_i - \theta_j) \left( a_i^\dagger a_i + a_j^\dagger a_j \right) 
+ \left( a_i a_j + a_j^\dagger a_i^\dagger \right) \frac{\cos (\theta_i - \theta_j) - 1}{2} 
+ \left( a_i^\dagger a_j + a_j a_i^\dagger \right) \cdot \frac{\cos (\theta_i - \theta_j) + 1}{2} \right\}$$
$$+ J_2 S \sum_{\langle\langle ij \rangle\rangle} \ldots$$

(45)

The terms for the next-nearest-neighbor contribution have the same form as the nearest-neighbor ones.

A transformation to Fourier space results in a Hamiltonian with a similar structure as in equation (26):

$$H_2 = \sum_{\mathbf{k}} \left[ \hat{A}_k a_k^\dagger a_k - \frac{1}{2} \left( \hat{B}_k a_k^\dagger a_{-\mathbf{k}} + \hat{B}_k a_{-\mathbf{k}} a_k \right) \right]$$

(46)

with

$$\hat{A}_k = 2J_1 S \left[ 1 + \cos (\mathbf{k} \cdot a_1) \right] + 2J_2 S \left[ 1 + \cos (\mathbf{k} \cdot l_1) \right]$$

(47)

and

$$\hat{B}_k = 2J_1 S \left( e^{i \mathbf{k} a_2} + e^{i \mathbf{k} a_3} \right) + 2J_2 S \left[ e^{i \mathbf{k} l_2} + e^{i \mathbf{k} l_3} \right].$$

(48)

One can diagonalize this Hamiltonian again via a canonical Bogoliubov transformation $a_k = u_k b_k + v_k b_{-\mathbf{k}}^\dagger$ with

$$u_k = \left( \frac{\hat{A}_k + \varepsilon_k}{2\varepsilon_k} \right)^{1/2}$$

(49)

and

$$v_k = \text{sgn} \left( \text{Re} \left( \hat{B}_k \right) \right) \left( \frac{\hat{A}_k - \varepsilon_k}{2\varepsilon_k} \right)^{1/2}.$$  

(50)

yielding

$$H_2 = \sum_{\mathbf{k}} \left[ \varepsilon_k \left( b_{\mathbf{k}}^\dagger b_{\mathbf{k}} + \frac{1}{2} \right) - \hat{A}_k \right].$$

(51)

The energy dispersion is given as

$$\varepsilon_k = \sqrt{\hat{A}_k^2 - \left( \text{Re} \left( \hat{B}_k \right) \right)^2}.$$  

(52)

F: Mean-Field Theory for the Dirac Spin Liquid

Besides spin-wave theory, we explore parton mean-field theory [23–25] in the QSL phase to compare to our numerics. Starting from the Hamiltonian in equation (1) in the main text, one can substitute the spin operators by fermionic spinon operators $c_{i \alpha}$, $c_{i \alpha}^\dagger$ (the Greek letters run over the spin labels $\uparrow$, $\downarrow$) using the common parton construction

$$\sigma_i = \frac{1}{2} c_{i \alpha}^\dagger \sigma_{\alpha \beta} c_{i \beta},$$

(53)

where $\sigma = (\sigma_x, \sigma_y, \sigma_z)$ contains the Pauli matrices. In order to describe the field theory for a Dirac spin liquid,
FIG. 7. Dispersion $\varepsilon_k$ of the upper spinon band at half-filling (equation (61)) for the mean-field Dirac spin liquid. The white solid lines mark the Brillouin zone of the lattice and the thin gray line the reduced first Brillouin zone of the spinons.

FIG. 8. Dynamical spin structure factor obtained from the mean-field parton approach for a Dirac spin liquid on a cylinder with a) $L_y = 6$ and b) $L_y = 100$ ($L_x = 142$ each). The inset in a) shows the accessible momenta on a cylinder as orange cuts (cf. Fig. 10). The gapless Dirac points in the spinon dispersion—denoted by violet dots—are not hit, which results in a gapped dispersion.

we keep only the spin-preserving hopping terms in the mean-field expansion

$$H_{MF} = H_1 + H_1$$

and choose the phase of the hopping constant $t_{ij} = te^{i\phi_{ij}}$ such that the triangles of the lattice have alternatingly flux $\pi$ and 0. This flux pattern requires a two-site unit cell. The Bravais vectors are then $2a_1$ and $a_2$, whereas the reciprocal lattice vectors become $b_2$ and $b_1$. Defining the Fourier transformation accordingly

$$c_{(n_1, n_2, \delta)\alpha} = \frac{1}{\sqrt{L_y/2}} \sum_{\mathbf{k}} e^{i\mathbf{k}\cdot\mathbf{r}_{n_1, n_2, \delta}} c_{\mathbf{k}\delta\alpha},$$

where $n_1, n_2$ label the unit cell and $\delta = 0, 1$ the site within the unit cell ($i \equiv (n_1, n_2, \delta)$, i.e., $\mathbf{r} = \mathbf{r}_i = (2n_1 + \delta) a_1 + n_2 a_2$), we can bring the Hamiltonian into the form

$$H_{\alpha} = -t \sum_{\mathbf{k}} (c_{\mathbf{k}1\alpha}^\dagger c_{\mathbf{k}1\alpha}^\dagger + h.c.)$$

FIG. 9. Dynamical spin structure factor from the mean-field spinon theory on different cylinder circumferences: a), c) $L_y = 6$, b), f) $L_y = 9$, c), g) $L_y = 12$, d) $L_y = 100$ and h) $L_y = 96$. We apply a logarithmic color scale. See Fig. 10 for the labels of the momentum points. All calculations have been done for $L_x = 142$.

FIG. 10. Accessible momenta on cylinders with circumferences a) $L_y = 6$, b) $L_y = 9$ and c) $L_y = 12$ for $L_x \to \infty$. The violet dots denote the gapless Dirac points $\pm \mathbf{Q}$ of the spinon theory and equivalent momentum points. Note that the first Brillouin zone for the spinons has only half the size of the one for the spin model.

with

$$\mathcal{H} = \begin{pmatrix} 2\cos(\mathbf{k} \cdot \mathbf{a}_2) & \kappa_\mathbf{k} \\ \kappa^* \mathbf{k} & -2\cos(\mathbf{k} \cdot \mathbf{a}_2) \end{pmatrix}$$

and

$$\kappa_{\mathbf{k}} = 2\cos(\mathbf{k} \cdot \mathbf{a}_1) + 2i\sin(\mathbf{k} \cdot (\mathbf{a}_1 - \mathbf{a}_2)).$$
The resulting energy is
\[
\varepsilon_k = \sqrt{4 \cos^2 (k \cdot a_2) + |k|^2} = \sqrt{2 \sqrt{3 + \cos(2k_x) - 2 \sin(k_x) \sin(\sqrt{3}k_y)}}.
\]

The diagonal Hamiltonian reads
\[
H_\alpha = t \sum_k \varepsilon_k (\gamma_{k\alpha}^\dagger \gamma_{k\alpha} - \gamma_{k\alpha} \gamma_{k\alpha}^\dagger) + \frac{\kappa^*}{\sqrt{2} \sqrt{\varepsilon + a}} \gamma_{k1\alpha} + \frac{\sqrt{\varepsilon - a}}{2} \gamma_{k1\alpha}
\]
with the transformed operators given as
\[
\gamma_{k\alpha} = \frac{\kappa^*}{\sqrt{2} \sqrt{\varepsilon - a}} \gamma_{k\alpha}^\dagger + \frac{\kappa^*}{\sqrt{2} \sqrt{\varepsilon + a}} \gamma_{k1\alpha}.
\]

Note that we suppressed the momentum label \(k\) in \(\kappa_k\), \(\varepsilon_k\) and \(a_k = 2 \cos(k \cdot a_2)\). At half-filling, the lower band is occupied and Dirac cones occur at \(\pm Q = \pm \left(\frac{\pi}{2}, \frac{\pi}{2} \right)\).

For the static spatial correlations, we find for all spin components \(\beta = x, y, z\):
\[
\langle S^\beta_r S^\beta_r \rangle = \frac{2}{L_x L_y^3} \sum_{k, q} e^{-i(k \cdot q) - (r \cdot r')} g_{\delta\delta'}(k, q).
\]

For the sake of notational convenience, we introduced here the function
\[
g_{\delta\delta'}(k, q) := \begin{cases} 
\frac{\varepsilon - \alpha}{2} & \text{if } \delta = \delta' = 0 \\
\frac{\varepsilon + \alpha}{2} & \text{if } \delta = \delta' = 1 \\
\frac{-\kappa^*}{2 \sqrt{\varepsilon + a}} & \text{if } \delta = 0, \delta' = 1 \\
\frac{-\kappa^*}{2 \sqrt{\varepsilon - a}} & \text{if } \delta = 1, \delta' = 0
\end{cases}
\]

Hence, the complete static correlation function at equal time is
\[
\langle S^\beta_r S^\beta_r \rangle = 3 \cdot \langle S^x_r S^x_r \rangle.
\]

The static spin structure factor follows straightforwardly.

**Dynamic Spin Structure Factor.**—We can rewrite the momentum-dependent ladder operator
\[
S^r_k = \frac{1}{\sqrt{N}} \sum_r e^{ik \cdot r} S^r_k
\]
in terms of the fermionic spin operators:
\[
S^r_k = \sum_{\delta} \sum_q c_{q+k \delta}^\dagger c_{q\delta}.
\]

The dynamical spin structure factor is defined as
\[
S(k, \omega) = \frac{1}{N} \int dt e^{i\omega t} \sum_{r, r'} e^{-i(k \cdot (r-r'))} \langle S^r_k(t) S^r_0(0) \rangle
\]

Using the trivial time dependence of the operators \(\gamma_{k\alpha}\), we obtain for the dynamical structure factor
\[
S(k, \omega) = 2\pi \sum_q \delta(\omega - \varepsilon_q - \varepsilon_{q+k}) \left| \langle \Phi^q_k | S^r_k | \Psi_0 \rangle \right|^2,
\]

where the overlap with the excited state \(| \Phi^q_k \rangle\) with quantum number \(q\) is given as
\[
\left| \langle \Phi^q_k | S^r_k | \Psi_0 \rangle \right|^2 = \frac{|q|^2 |q+k|^2}{4 \varepsilon^2 q^2} \frac{1}{\varepsilon_q - a_k} \frac{1}{\varepsilon_{q+k} + a_{q+k} + \varepsilon_{q-k} + a_{q-k}}
\]

Here, \(|\Psi_0\rangle\) denotes the spinon ground state at half-filling. For the purpose of plotting, we model the delta-distribution in Figs. 8 and 9 as a Lorentzian
\[
\delta(\omega - \varepsilon) \rightarrow \frac{\eta}{\omega^2 + \eta^2},
\]

where we chose a broadening of \(\eta = 0.1 t\) (cf., e.g., [26]).

The resulting dynamic spin structure factor for different cylinder circumferences \(L_y\) obtained from spinon mean-field theory are shown in Fig. 9. Note that the constraint \(\sum_{\alpha} c_{\alpha}^\dagger c_{\alpha} = 1\) is only satisfied on average in the mean-field treatment. (We do not apply here a Gutzwiller projector for the spectral functions shown in Figs. 8 and 9). We observe that the minima at the \(M\) points depend strongly on the choice of \(L_y\) for small cylinder circumferences. While for \(L_y = 12\) it is gapless, there is a clear gap for \(L_y = 6\). This is caused by the restrictions that the value of \(L_y\) imposes on the accessible momenta. For \(L_y = 6\), these do not include the gapless Dirac points at \(\pm Q\) (cf. Fig. 10). For \(L_y = 9\), momenta closer to the Dirac points are available, whereas for \(L_y = 12\), one cut hits directly the points \(\pm Q\) each. This is in line with the arguments given in [27]. Note that the minima in the dispersion at the corners of the Brillouin zone are not captured in the mean-field spinon theory. To resolve them in the variational Monte Carlo simulations, a Gutzwiller projection of the wave function is required [28].
The accessible momenta in the Brillouin zone also depend on the geometry of the cylinder, by which term we mean how to close the periodic circumference of the cylinder. Following the notation of Hu et al. [4], we define the geometry $Y_{C_{L-n}}$ by the periodic translation vector $L \cdot \mathbf{a}_2 - n \cdot \mathbf{a}_1$. The standard way to close the periodicity that we chose for the simulations presented in this work is $Y_{C_{L-0}} \equiv Y_{C_{L}}$. The accessible parts of the Brillouin zone are shown in Fig. 10 for various $L$. Other possible geometries that come with a similar computational complexity for a given $L$ since the resulting matrix product operator representing the Hamiltonian has comparable virtual bond dimensions are shown in Fig. 11. The $J_1 - J_2$ Heisenberg model on the triangular lattice for $L = 6$ as applied for the simulations in this work has for instance a virtual bond dimension of $\chi_{\text{MPO}} = 38$ if $J_2 \neq 0$. The advantage of the chosen geometry $Y_{C_{L}}$, as apparent from Figs. 10 and 11, is that all high-symmetry momenta in the Brillouin zone such as the corners and the midpoints of the edges of the Brillouin zone are accessible.

\* markus.drescher@tum.de

[1] I. P. McCulloch, arXiv:0804.2509 (2008).
[2] M. P. Zaletel, R. S. K. Mong, C. Karrasch, J. E. Moore, and F. Pollmann, Phys. Rev. B 91, 165112 (2015).
[3] S. Paeckel, T. Köhler, A. Swoboda, S. R. Manmana, U. Schollwöck, and C. Hubig, Annals of Physics 411, 167998 (2019).
[4] S. Hu, W. Zhu, S. Eggert, and Y.-C. He, Phys. Rev. Lett. 123, 207203 (2019).
[5] S. Singh, R. N. C. Pfeifer, and G. Vidal, Phys. Rev. A 82, 050301 (2010).
[6] S. Singh, R. N. C. Pfeifer, and G. Vidal, Phys. Rev. B 83, 115125 (2011).
[7] J. Hauschild and F. Pollmann, SciPost Phys. Lect. Notes 5 (2018), 10.21468/SciPostPhysLectNotes.5.
[8] Z. Zhu and S. R. White, Phys. Rev. B 92, 041105 (2015).
[9] W.-J. Hu, S.-S. Gong, W. Zhu, and D. N. Sheng, Phys. Rev. B 92, 140403 (2015).
[10] J. Haegeman, B. Pirvu, D. J. Weir, J. I. Cirac, T. J. Osborne, H. Verschelde, and F. Verstraete, Phys. Rev. B 85, 100408 (2012).
[11] L. Vanderstraeten, J. Haegeman, and F. Verstraete, SciPost Phys. Lect. Notes 7 (2019), 10.21468/SciPostPhysLectNotes.7.
[12] M. Van Damme, R. Vanhove, J. Haegeman, F. Verstraete, and L. Vanderstraeten, Phys. Rev. B 104, 115142 (2021).
[13] T. Jolicoeur, E. Dagotto, E. Gagliano, and S. Bacci, Phys. Rev. B 42, 4800 (1990).
[14] A. V. Chubukov and T. Jolicoeur, Phys. Rev. B 46, 11137 (1992).
[15] J. Willsher, H.-K. Jin, and J. Knolle, Phys. Rev. B 107, 064425 (2023).
[16] R. Deutscher and H.-U. Everts, Z. Physik B - Condensed Matter 93, 77 (1993).
[17] A. E. Trumper, L. Capriotti, and S. Sorella, Phys. Rev. B 61, 11529 (2000).
[18] A. L. Chernyshev and M. E. Zhitomirsky, Phys. Rev. Lett. 97, 207202 (2006).
[19] O. A. Styrykh, A. V. Chubukov, and A. G. Abanov, Phys. Rev. B 74, 180403 (2006).
[20] A. L. Chernyshev and M. E. Zhitomirsky, Phys. Rev. B 79, 144416 (2009).
[21] P. W. Anderson, Phys. Rev. 86, 694 (1952).
[22] R. Kubo, Phys. Rev. 87, 568 (1952).
[23] M. Hermele, T. Senthil, and M. P. A. Fisher, Phys. Rev. B 72, 104404 (2005).
[24] X.-Y. Song, C. Wang, A. Vishwanath, and Y.-C. He, Nature Communications 10, 4254 (2019).
[25] X.-Y. Song, Y.-C. He, A. Vishwanath, and C. Wang, Phys. Rev. X 10, 011033 (2020).
[26] Y. Shen, Y.-D. Li, H. Wo, Y. Li, S. Shen, B. Pan, Q. Wang, H. C. Walker, P. Steffens, M. Boehm, Y. Hao, D. L. Quintero-Castro, L. W. Harriger, M. D. Frontzek, L. Hao, S. Meng, Q. Zhang, G. Chen, and J. Zhao, Nature 540, 559 (2016).
[27] F. Ferrari, A. Parola, and F. Becca, Phys. Rev. B 103, 195140 (2021).
[28] F. Ferrari and F. Becca, Phys. Rev. X 9, 031026 (2019).