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Abstract—The acquisition and evaluation of pavement surface data play an essential role in pavement condition evaluation. In this paper, an efficient and effective end-to-end network for automatic pavement crack segmentation, called RHA-Net, is proposed to improve the pavement crack segmentation accuracy. The RHA-Net is built by integrating residual blocks (ResBlocks) and hybrid attention blocks into the encoder-decoder architecture. The ResBlocks are used to improve the ability of RHA-Net to extract high-level abstract features. The hybrid attention blocks are designed to fuse both low-level features and high-level features to help the model focus on correct channels and areas of cracks, thereby improving the feature presentation ability of RHA-Net. An image data set containing 789 pavement crack images collected by a self-designed mobile robot is constructed and used for training and evaluating the proposed model. Compared with other state-of-the-art networks, the proposed model achieves better performance and the functionalities of adding residual blocks and hybrid attention mechanisms are validated in a comprehensive ablation study. Additionally, a lightweight version of the model generated by introducing depthwise separable convolution achieves better performance and a much faster processing speed with 1/30 of the number of U-Net parameters. The developed system can segment pavement crack in real-time on an embedded device Jetson TX2 (25 FPS). The video taken in real-time experiments is released at https://youtu.be/3XIogk0fiG4.

Index Terms—Pavement crack segmentation, convolutional neural network, encoder-decoder network, attention mechanism

I. INTRODUCTION

Cracking is the most critical type of distresses in civil engineering structures, existing in a large variety of infrastructures such as bridges, roads, tunnels, dams and others. Many technologies have been proposed for automating pavement surface distress evaluation [1]. Recently, vision-based automatic crack detection methods have attracted a lot of attention from both the academy and the industry due to their advantages of being safer, lower costing, more efficient, and more objective [2], [3], [4], [5], [6], [7].
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In the past few decades, researchers have proposed numerous image processing-based methods for automatic crack detection [8], [9]. Edge detection-based methods [10] and threshold-based methods [11] are among the first group of methods. However, their robustness and performances are highly susceptible to noises and shadows, partly due to relative simple features used in them.

To improve the robustness and performance of the crack detection methods, more complicated features are utilized, such as Local Binary Pattern [12] and Histogram of Oriented Gradient (HOG) [13]. In addition, machine learning-based classifiers are employed to classify these features [14].

In recent years, deep learning methods have made great strides in the field of computer vision. Zhang et al. [15] and Cha et al. [16] propose CNN-based methods to classify each sub-region of the input image as crack or non-crack by using a sliding window. However, the detection results are sensitive to the choice of the fixed window size. To address this problem, RCNN-based [17] and YOLO-based [18] models are proposed to generate flexible proposal regions. However, they can only provide approximate locations of cracks. When fine details of cracks are needed, we need to segment cracks at pixel level.

As one of the most important tasks in computer vision, object segmentation has been widely studied [19], [20], [21]. With the development of object segmentation, many segmentation-based methods have been developed for crack detection [22], [23]. Moreover, Yang et al. [7] and Zou et al. [24] use feature fusion method to concatenate the hierarchical features, which can improve the performance of networks because low-level features contain more detailed information of cracks and high-level features have more semantic information.

However, to capture more detailed information of tiny cracks, the network need to pay more attention to low-level features. But by doing that, more background interference will be inevitably introduced because the intervening information (e.g. noises etc) also exists in low-level features. Hence, it is difficult to achieve an excellent trade-off between improving the representation for tiny crack features and suppressing the background interference. In order to solve the aforementioned problems, we propose an improved U-shaped encoder-decoder network for pavement crack segmentation. Specifically, the residual blocks and hybrid attention mechanisms are designed and integrated into U-shaped architecture to improve the performance of the model. Furthermore, the depthwise separable...
convolution is utilized to reduce the parameters of the model so as to boost its computing efficiency, therefore it can be deployed in real-time.

The main contributions of this work are summarized as follows:

1) We built up a crack image dataset including 789 crack images obtained by a self-designed mobile robot from the campus of Shantou University. The crack images in this dataset contain various backgrounds, such as water stains, oil stains, leaves, branches, pavement markings, shadows, occlusion, soil, sand, and other debris.

2) A novel U-shaped encoder-decoder neural network, namely RHA-Net for pavement crack segmentation, is proposed by integrating residual blocks and hybrid attention mechanisms into an encoder-decoder architecture. The experimental results show that the proposed model achieves better performance with higher computing efficiency than state-of-the-art methods.

3) In order to facilitate practical deployment of the model, we use depthwise separable convolution to largely reduce the parameters and inference time of the model. As a result, the trained light-weighted version of the model can be transplanted into the embedded devices to achieve real-time crack segmentation.

The remainder of this paper is organized as follows. A brief overview of the related works on crack segmentation is introduced in Section II. Section III describes the overall architecture and configurations of the proposed model. Section IV gives the details of the experiments and discusses the results. We conclude this work in Section V.

II. RELATED WORK

In this section, we first briefly review three categories of crack segmentation methods, and then introduce the attention mechanism, which is useful for crack segmentation.

A. Traditional methods

Based on the characteristic that a crack is darker than its surrounding pixels, it is intuitive to leverage threshold-based methods to segment cracks from their background [11], [25], [26]. However, threshold-based methods are sensitive to shadows, noises and uneven illuminations, often resulting in discontinuous crack segmentation results. In order to suppress noises and enhance the continuity of the detected cracks, Minimal Path Selection (MPS) is proposed for crack detection [3], [27]. But still, the performances of MPS-based methods are not guaranteed to be satisfactory, especially when the topology of cracks is complex. Since cracks are similar to edges, many methods based on edge detection have been adopted for crack detection, such as Canny [10], Sobel [28] and matched filtering algorithm [29]. Nevertheless, the edges are easily disturbed by background noises, and the hyperparameters of these methods are difficult to be adjusted for different image sets. As a result, these methods based on traditional image processing have difficulties to be applied for solving practical engineering problems.

B. Machine learning-based methods

With the development of machine learning, methods focusing on feature extraction and pattern recognition have been proposed for crack detection [8], [30]. Cord et al. [30] used AdaBoost to select textual descriptors that can describe crack images. Shi et al. [14] proposed a new descriptor based on random structured forests to characterize cracks. The performances of these methods are competitive but very dependent on the extracted features. However, due to complex pavement conditions, it is hard to find common features effective for all pavements. To alleviate this problem, researchers also exploited the features based on the texture of local regions. Michael et al. [31] calculated the feature vector based on the pixel intensity values. Kapela et al. [13] extracted the HOG features, and LBP features were extracted in [12], [32]. Examples of classifiers include artificial neural network [33], and support vector machine [12], [31].

C. Deep learning-based methods

In recent years, convolutional neural networks (CNNs) have achieved unprecedented successes in the field of computer vision [53], which include many successful applications of CNNs in crack segmentation tasks. Fan et al. [35] proposed a CNN-based method to learn the structure of the cracks from crack images. In another work, Fan et al. [36] constructed an ensemble CNN that consists of three VGG-nets, which votes for a crack segmentation result. Zhang et al. [4] introduced a CNN architecture called CrackNet for pixel-level crack segmentation. To prevent information loss, CrackNet contains no pooling layer, and the size of the feature maps is invariant through all layers. Afterwards, Zhang et al. developed CrackNet II [22] and CrackNet V [37] based on CrackNet, and achieved higher accuracy and speed. Choi et al. [23] proposed a CNN for segmenting concrete cracks in images. They introduced separable convolution and dilated convolution to design a lightweight crack segmentation network, resulting in a significant reduction in detection time.

In 2015, Long et al. [19] developed a fully convolutional network (FCN) for semantic image segmentation. FCN replaced the fully connected layers at the end of the traditional CNN with convolutional layers, so that the network had no limit on the input size, which greatly promoted the development of segmentation tasks. Yang et al. [38] applied FCN to predict segmentation results of cracks.

The encoder-decoder architecture was one of the most common backbone applied in image segmentation models, like as U-Net [39] and its variants. Cheng et al. [40] and Jenkins et al. [41] used U-Net for pixel-level crack segmentation. In the upsampling procedure of U-Net, the skip connections between encoder and decoder can help restore information loss to achieve pixel-wise image segmentation [39]. Ju et al. [42] proposed CrackU-Net, which increases the depth of U-Net and outperforms the original U-Net in pavement crack detection. Liu et al. [43] applied a modified U-Net for pixel-level crack segmentation. Bang et al. [44] introduced a deep convolutional encoder-decoder network for pixel-level road crack segmentation in images captured by a black-box camera,
whose architecture is similar to U-Net. Zou et al. \cite{24} built DeepCrack net that fuses multi-scale convolutional features from hierarchical convolutional stages for crack segmentation. Fan et al. \cite{45} proposed a U-hierarchical dilated network (U-HDN) for crack segmentation, in which the dilated convolution was integrated into the hierarchical feature learning to improve model performance. Yang et al. \cite{47} proposed a network named FPHBN that utilizes feature pyramid and hierarchical boosting network to incorporate context information from top to bottom. DeepCrack, U-HDN and FPHBN are unlike those methods that only use the last layer of feature maps to classify the pixels. Their feature maps at each scale are integrated to make classifications, preventing information loss significantly.

D. Attention mechanism

In recent years, attention mechanism has gained great interests in deep learning community \cite{46, 47, 48, 49}. In \cite{47}, Hu et al. proposed squeeze-and-excitation network (SENet), which introduced the attention mechanism into the channel of the feature map. Specifically, the network designed a squeeze-and-excitation operation to make full use of the information between feature channels. Woo et al. \cite{50} proposed a convolutional block attention module (CBAM) which contains a channel attention module and a spatial attention module. However, the attention mechanism proposed in the above works is only used to process a single feature map of the input. Oktay et al. \cite{49} proposed Attention U-Net model, which can effectively fuse information from both low-level feature maps and high-level ones. They further embedded the attention gate blocks into the U-Net architecture to improve feature representation in regions of interest. In the crack segmentation task, Qu et al. \cite{51} integrated the Res2Net backbone with the attention mechanism and multi-features fusion for pavement crack segmentation. Liu et al. \cite{46} proposed a feature fusion module based on attention mechanism to improve the representation capacity of the proposed model for crack features. Sun et al. \cite{52} adopted the DeepLabv3+ model and enhanced it for crack segmentation, in which a multi-scale attention module was embedded into the encoder of DeepLabv3+ to help the model obtain more accurate crack segmentation results. In another work, Qu et al. \cite{53} utilized DCANet backbone network and designed an attention module by integrating the low-level features and the high-level features to recover the crack edge information. In short, the attention mechanism can facilitate fusing feature information from multiple layers. Inspired by them, we designed a novel hybrid attention block by merging the channel-wise attention and the spatial-wise attention to better fuse information from low-level and high-level feature maps.

III. PROPOSED METHOD

In this section, we explain the proposed method in more details, including its overall architecture, the two important building blocks, the light-weighted version, and the loss function used in this work.

A. Network Architecture

RHA-Net has an encoder network, two residual blocks, a corresponding decoder network, five hybrid attention blocks, and a pixelwise classification layer. The architecture of RHA-Net is shown in Fig. 1. The encoder network consists of an initial convolution block and four encoder blocks. The original image is processed by a $3 \times 3$ convolution operation and a rectified linear unit (ReLU), and then pass through four encode blocks. The encoder block is a series of down-sampling operation of maxpooling and two repeated applications of $3 \times 3$ convolution which reduce the image size to half of the original size and double the channels of the feature maps. In the deepest layer of the RHA-Net, we use the residual blocks to deepen the network, i.e. to increase the number of network layers and avoid network degradation. The decoder network is designed according to the encoder network. Each decoder block consists of a combination of corresponding operations of a bilinear up-sampling and a $3 \times 3$ convolution operation. Combining the output results of decoder and the corresponding

Fig. 1. Architecture of the proposed RHA-Net.
encoder effectively enhances the ability of the network to segment image details. To achieve a better combination, we designed a hybrid attention block (HAB) integrating two types of attentions, including channel attention and spatial attention. The HABs are embedded into the encoder-decoder architecture so that the outputs from corresponding pairs of encoder and decoder are combined in an optimized way. The output of the decoder is fed to a softmax classifier to predict the segmentation result.

B. Residual Block

Residual block is first proposed and applied to ResNet [54] to solve the degradation problem of deep convolution network. When the network reaches a certain depth, the performance of the model may fall into a local optima and is difficult to improve. When the network continues to deepen, the performance of the model on the test set may even decrease. This phenomenon is called network degradation. Because residual blocks can help to alleviate the problem of network degradation, we use two repeated applications of residual blocks. To make the model more light-weighted, we replace the conventional convolution with depthwise separable convolution (DS_Conv) and integrate this light-weighted residual blocks into the proposed RHA-Net. The configuration of light-weighted residual blocks is shown in Fig. 2.

C. Hybrid Attention Block

Since the Encoder-Decoder architecture produces hierarchical features in the encoder and the decoder, we design the hybrid attention block using the low-level features \( F_l \) (the output of Encoder blocks) and the high-level features \( F_h \) (the output of residual blocks or up-sampling).

Generally speaking, the information presented in the low-level features focuses more on the location details of the cracks, while the high-level features contain more semantic information of the cracks. Inspired by CBAM [50], we choose to fuse low-level features and high-level features using both channel and spatial attentions. Channel attention tells us which channels’ outputs should be more emphasized, while spatial attention specifies which positions’ outputs should be more valued. Specifically, the channel attention focuses on ‘what’ is meaningful for the input image and the spatial attention focuses on ‘where’ is meaningful for the input image. A hybrid attention block uses low-level features and its corresponding high-level features as input. The configuration of hybrid attention block is shown in Fig. 3.

On the channel part, inspired by SENet [47], adaptive average pooling, full connection layer and activation function are used to calculate the channel attention map which enables the network to distinguish the importance of different channels and improve the expression ability of the network. The low-level features and the corresponding high-level features have the same size, we can therefore add the two feature maps pixel by pixel to get an overlapping map, then use adaptive average pooling operation to squeeze this map into a map of the channel weight and use \( 1 \times 1 \) convolution to extract the relationship between channels. This operation turns every two-dimensional feature map of each channel into a weight number with global receptive field, which means much channel information is lost and this map of the channel weights only has preliminary channel attention information. Because the low-level features and the high-level features have different image performance capabilities, the preliminary channel attention map \( M_p \) needs to fuse these two features to supplement its channel attention information. Compared with the high-level features, the low-level features generated by encoder pass through fewer convolution operations, which means the low level feature map \( M_l \) squeezed by adaptive average pooling and \( 1 \times 1 \) convolution operation has less semantic information. Correspondingly, the high-level feature map \( M_h \) has more semantic information. Therefore, we multiply \( M_p \) with \( M_l \) to downplay unimportant channels and highlight the important ones, then fuse the result with \( M_h \) by element-wise addition. Through the above operations, channel attentions of low-level features and high-level features are more fully utilized, and channel attention map \( M_c \) is obtained after average pooling, \( 1 \times 1 \) convolution and softmax operations in sequence. In short, the channel attention map is computed as follows:

\[
M_c = f_c(F_l, F_h) = \text{Softmax}(\sigma(\text{AvgPool}(\sigma((F_h \oplus F_l) \odot \sigma(AAP(F_l)) \oplus \sigma(AAP(F_h))))))
\]

where \( f_c(F_l, F_h) \) is the calculation function of channel attention map, \( \sigma \) represents a \( 1 \times 1 \) convolution operation and a rectified linear unit, \( \text{AAP} \) represents an adaptive average pooling operation, \( \text{AvgPool} \) represents an average pooling operation, \( \text{Softmax} \) represents a softmax operation, \( \oplus \) denotes the element-wise addition, and \( \odot \) denotes the element-wise multiplication. The final output of channel part \( F_l' \) is obtained by multiplying the channel attention map \( M_c \) with the low-feature \( F_l \).

On the spatial part, extracting region of interests from the feature map facilitates filtering out the influence of the background and improve the spatial expressive ability of the network. We use element-wise addition to fuse the \( F_l' \) and \( F_h \), then use \( 1 \times 1 \) convolution operation and sigmoid function to extract the interested spatial area and generate the corresponding spatial attention map. In short, the spatial attention is computed as follows:

\[
M_s = f_s(F_l', F_h) = \text{Sigmoid}(\sigma(F_l') \oplus \sigma(F_h))
\]

where \( f_s(F_l', F_h) \) is the calculation function of spatial attention map, and \( \text{Sigmoid} \) represents an sigmoid function. Finally, we multiply the spatial attention map with the low-level
feature map to get the output features of the hybrid attention module which hybrids channel attention and spatial attention. In summary, the hybrid attention module is computed as follows:

\[ f_{\text{hybrid}}(F_l, F_h) = f_s(F_l \otimes f_c(F_l, F_h), F_h) \otimes F_l \] (3)

D. The Light-weighted Version of the Proposed Model

To facilitate the deployment of the proposed network to the embedded platform, we replace all the convolution operations in the network with depthwise separable convolution operations, which can improve the running speed of the network and reduce its parameters. Compared with conventional convolution, the depthwise separable convolution decompose a complete convolution operation into two steps: depthwise convolutions layer (DW) with batch normalization (BN) and rectified linear unit (ReLU), pointwise convolutions layer (PW) with BN and ReLU, as shown in Fig. 4. In conventional convolution, each convolution kernel has to convolve all channels, while depthwise convolution only allows each convolution kernel to convolve one channel, which means that the amount of computation and parameters of convolution operations are greatly reduced. However, if only depthwise convolution is used, the information between channels is not utilized. The PW convolution fuse the feature maps of all channels with a 1×1 convolution kernel.

E. Loss Function

For the crack segmentation task, the main purpose is to distinguish the crack pixels from the background. In a crack image dataset, the number of crack pixels is usually much smaller than that of non-crack ones, which means that the dataset is significantly imbalanced. To adress this problem, we employ the weighted binary cross-entropy as the loss function in the training phase, which is formulated as follows:

\[ L_{\text{wbce}} = -\sum_{i=1}^{N} (\omega_p y_i \log(\hat{y}_i) + (1 - y_i) \log(1 - \hat{y}_i)) \] (4)

where \( N \), \( y \), \( \hat{y} \), and \( \omega_p \) respectively denote the total number of samples, model prediction, ground truth, and balance factor between crack and non-crack samples.

IV. Experiments And Results

In this section, we first introduce the self-built crack dataset (CamCrack789), and three other public datasets (Crack500, CFD, and DeepCrack237). Then experimental settings and evaluation metrics are explained. At last, the experimental results are provided and analyzed.

A. Datasets

1) CamCrack789: As shown in Fig. 5 the images of pavement cracks are taken from different locations on the campus of Shantou University. The pictures are captured by a Microsoft HD camera mounted on the end of the manipulator of a self-designed mobile robot capable of working in different

Fig. 3. Schematic of the proposed hybrid attention block.

Fig. 4. Depthwise separable convolution operation.
weather conditions, including sunny, cloudy, and rainy days. The camera can record $2,304 \times 1,728$ pixel video at 30 fps. In total, 789 images of pavement cracks are selected to construct a pavement crack dataset named CamCrack789. It consists of crack images with $640 \times 480$ pixels in size containing water stains, oil stains, leaves, branches, pavement markings, shadows, occlusion, soil, and other debris. In addition, some blurred crack images caused by the movement of the mobile robot or poor lighting conditions are included. In CamCrack789, the ground truth of each image is manually labeled at the pixel level. Some examples of raw images and corresponding ground truth are provided in Fig.6. This dataset is randomly divided into two parts: 546 images for training and 243 images for testing.

To enhance the generalization of the models and prevent overfitting of the models, we apply data augmentation method on CamCrack789 to increase the number of training samples. We randomly rotate the crack images by $180^\circ$, flip vertically and horizontally, and change the brightness and contrast of the crack images.

2) Crack500 [7]: The Crack500 dataset includes 3368 pavement crack images from 500 raw crack images with around $2000 \times 1500$ pixels captured by cell phone. All the raw images are manually labeled at the pixel level. In order to prompt the image processing speed and reduce the consumption of the computation resources, each image is resized to $256 \times 256$ pixels. In Crack500, 1896 images are used as the training samples, 348 images as the validation samples, and 1124 images as the test samples.

3) CFD [14]: This dataset contains 118 RGB images with a fixed size of $480 \times 320$ pixels captured by an iphone5 in Beijing, China. Each image in CFD is also manually annotated to describe ground truth contours of cracks. These images are randomly divided into two parts at a 6:4 ratio (i.e., 72 images for training and the rest 46 images for testing).

4) DeepCrack237: This dataset is the testing set of the DeepCrack dataset [55], which contains 237 RGB color images manually annotated segmentations. The image resolution is $544 \times 384$ pixels. We use this dataset to evaluate the generalization ability of models.

B. Experimental Settings

The proposed method for crack segmentation is implemented using the widely used PyTorch library. The specifications of the computing platform used for training and testing the network were as follows: Intel(R) Xeno(R) Gold 5115 2.40GHz CPU, NVIDIA 16G GeForce RTX 2080 Ti. In the training phase, Adam [56] is adopted as an optimizer with a learning rate of 1e-3 to optimize parameters of the networks. When training the models, batch size is set to 8 for CamCrack789 and Crack500, and 12 for CFD, the number of training epoch is set to 500. The models are saved every 50 epochs.

C. Evaluation Metrics

Pavement crack segmentation is a binary classification problem at pixel-level. We need to classify each pixel in the crack image as crack or non-crack. The prediction output of the model is a classification probability map, i.e., each pixel in the map is assigned a probability of belonging to the class of cracks. Note that in all experiments, the results are obtained with the probability threshold set to 0.5. In this work, the following three metrics are adopted for evaluating the model: Precision ($Pr$), Recall ($Re$), and F1 score ($F1$). They are defined as follows:

\[
Pr = \frac{TP}{TP + FP} \quad (5)
\]

\[
Re = \frac{TP}{TP + FN} \quad (6)
\]

\[
F1 = \frac{2 \times Pr \times Re}{Pr + Re} \quad (7)
\]

where $TP$, $TN$, $FP$, $FN$ are the numbers of true positive, true negative, false positive, and false negative, respectively. For crack detection research, considering the cracks width, a small distance (2 pixels in [3], [57] and 5 pixels in [14]) between the prediction result and the ground truth is allowed in evaluation. We adopt 2 pixels in this study.
D. Experimental Results

We used a U-shaped encoder-decoder architecture as the backbone in this work and compared the proposed network with five re-implemented methods, which contain FCN, U-Net, Attention U-Net, DeepCrack [24], and DeepCrack [55]. For a fair comparison, we trained all these networks with the same hyperparameters. We report the evaluation results of the proposed method on four datasets and compare them with other existing methods.

1) Results on CamCrack789: It can be seen from Table I that the proposed model RHA-Net gets the best results with the F1 95.30%. Compared to FCN, U-Net, Attention U-Net, DeepCrack [24], and DeepCrack [55], the performance improvement on F1 made in RHA-Net are 4.56%, 4.92%, 2.53%, 8.12% and 22.87% respectively. Note that the light-weighted version of RHA-Net is only 0.29% lower than RHA-Net on F1, but has better performance than other comparison methods. From Fig. 7(a), we can see that RHA-Net has the
best precision and recall values. Furthermore, in visualization results Fig. 8, RHA-Net can accurately identify the cracks and suppress the noise of the background, and DeepCrack \cite{55} has the worst segmentation results, which demonstrates less continuity than all other methods.

2) Results on Crack500: It can be seen from Table II that RHA-Net outperforms other compared methods on the Crack500 dataset. Compared to FCN, U-Net, Attention U-Net, DeepCrack \cite{24}, and DeepCrack \cite{55}, it is 4.77\%, 3.20\%, 2.38\%, 4.87\% and 8.25\% performance improvement on F1, respectively. In Fig. 7(b), the light-weighted model RHA-Net* shows similar permanence to RHA-Net and better than other compared deep learning models, which can also be seen from Fig. 9(a).

3) Results on CFD: As shown in Fig. 7(c), the proposed RHA-Net achieves superior performance than the others on this dataset, and the light-weighted version of RHA-Net gains similar performance to RHA-Net. From Table III, it can be observed that RHA-Net significantly outperforms other comprison methods in terms of Re and F1. The F1 values of FCN, U-Net, Attention U-Net, DeepCrack \cite{24} and DeepCrack \cite{55} are 32.72\%, 14.00\%, 8.16\%, 13.07\% and 27.80\% lower than our proposed method performance, respectively. Note that although all methods can not completely segment the cracks with complex topological structure, our method can distinguish and segment most of those tiny cracks, as shown in Fig. 9(b).

4) Results on DeepCrack237: From Fig. 7(d) and Fig. 8(c), we can see that the proposed RHA-Net outperforms other comparison methods on DeepCrack237. From Table IV, we see that RHA-Net and its light-weighted version RHA-Net* outperform Attention U-Net by 2.46\% and 1.87\% in terms of F1, respectively. As all models are trained on CamCrack789 but evaluated by DeepCrack237, the experiment demonstrates that the proposed method has better generalizability than other comparative methods.

E. Ablation Study

In this work, we mainly improve a U-shaped Encoder-Decoder model (we take it as the baseline model, which has the same architecture as the original U-Net, but contains smaller number of channels than the original U-Net) from three aspects: integrating residual blocks into the baseline model to deepen the model appropriately, so as to improve the feature extraction ability of the model; constructing hybrid attention blocks to improve the feature representation ability...
of the decoder part; using depthwise separable convolution instead of conventional convolution to reduce the parameters of the model for facilitating the deployment of the model to embedded devices. To validate these mechanisms, we conduct various ablation studies on CamCrack789 to demonstrate their effectiveness. The experimental results of different blocks are shown in Table IV, where RB represents the residual blocks, HAB is the hybrid attention block, and DS denotes the depthwise separable convolution. From Table IV, we can notice that both Baseline+RB and Baseline+HAB achieve better results than the Baseline model in terms of the comprehensive measurement indicator F1, indicating that both residual blocks and hybrid attention mechanisms help to improve the performance of the Baseline model. In addition, the proposed RHA-Net outperforms the Baseline model by 1.89% and 1% in terms of the Pr and F1, respectively, demonstrating that integrating both residual blocks and hybrid attention mechanisms into the Baseline model can further improve its performance.

### Table IV

**Results of compared method test on DeepCrack237**

| Methods         | Pr  | Re  | F1  | time/image(s) |
|-----------------|-----|-----|-----|---------------|
| FCN [19]        | 0.9184 | 0.8863 | 0.8797 | 0.152         |
| U-Net [39]      | 0.8557 | 0.9442 | 0.8867 | 0.177         |
| Attention U-Net [19] | 0.9198 | 0.9086 | 0.9006 | 0.317         |
| DeepCrack [24]  | **0.9516** | 0.7846 | 0.8492 | 0.585         |
| DeepCrack [55]  | 0.9482 | 0.5912 | 0.7046 | 0.107         |
| RHA-Net         | 0.9162 | **0.9484** | **0.9252** | 0.083         |
| RHA-Net*        | 0.9247 | 0.9348 | 0.9193 | **0.080**     |

### Table V

**Results of ablation experiment on CamCrack789**

| Models                      | Pr  | Re  | F1  |
|-----------------------------|-----|-----|-----|
| Baseline                    | 0.9256 | 0.9661 | 0.9430 |
| Baseline+RB                 | 0.9236 | **0.9728** | 0.9458 |
| Baseline+HAB                | 0.9426 | 0.9620 | 0.9501 |
| Baseline+RB+HAB (RHA-Net)   | **0.9445** | 0.9654 | **0.9530** |
| Baseline+RB+HAB+DS (RHA-Net*) | 0.9416 | 0.9628 | 0.9501 |

Fig. 8. Visualization results of different methods selected from CamCrack789. DC1 and DC2 mean the methods of DeepCrack [24] and DeepCrack [55] respectively. The green pixels represent true positives, red pixels represent false positives, and blue pixels represent false negatives.
Fig. 9. Visualization results of different methods selected from Crack500, CFD, and DeepCrack237, respectively. The green pixels represent true positives, red pixels represent false positives, and blue pixels represent false negatives.

Table VI

| Models      | Params | FLOPs  |
|-------------|--------|--------|
| FCN         | 18.64 M | 239.46 G |
| U-Net       | 17.25 M | 375.24 G |
| Attention U-Net | 34.88 M | 624.72 G |
| DeepCrack   | 30.91 M | 1283.64 G |
| DeepCrack   | 14.72 M | 188.56 G |
| RHA-Net     | 1.67 M  | 21.6 G  |
| RHA-Net*    | 0.57 M  | 9.68 G  |

F. Results of Real Time Deployment

To deploy the proposed model to embedded devices, we use depthwise separable convolution to replace conventional convolution of Baseline+RB+HAB except that of HAB. The processing time of the proposed model is compared with other models on all datasets, with the results provided in Table I to Table IV. It can be seen from Table I to Table IV that, the proposed RHA-Net is faster than other comparison methods and achieves the best performance. In addition, the light-weighted version RHA-Net* is not only the fastest (more than 2 times faster than U-Net) among all the models, but also obtains a commendable performance similar to that of RHA-Net with fewer network parameters on four datasets. Table VI illustrates the numbers of model parameters and floating point operations (FLOPs) for each model.
Fig. 10. Examples of real-time segmentation results of pavement cracks in different road scenarios. (a) Road scenarios; (b) Raw images; (c) Segmentation results; (d) Overlaid images of the raw images and segmentation results.

points operations per second (FLOPs) of all models. The two metrics are computed based on an input size of $3 \times 640 \times 480$. The parameters and FLOPs of the proposed RHA-Net is 1.67 MB and 21.6 GB, which is about 90.31% and 94.24% reduction compared to the 17.25 MB parameters and 375.24 GB FLOPs for U-Net respectively. In addition, the parameters and FLOPs of RHA-Net* is 0.57 MB and 9.68 GB, which is 65.86% and 55.18% reduction compared to the 1.67 MB parameters and 9.68 GB FLOPs for RHA-Net respectively. As RHA-Net* uses depthwise separable convolution instead
of conventional convolution, which significantly decreases the model parameters and computational expense. In summary, the proposed model obtains a substantially fewer parameters and higher computational efficiency compared with other state of the art crack segmentation models. Moreover, RHA-Net* gets a better balance between accuracy and computing complexity, so as to facilitate model deployment to embedded devices.

To illustrate the practicability of the proposed model, we deploy RHA-Net* trained on CamCrack789 to Jetson TX2 mounted on a mobile robot, and carry out a real test on campus road. As a result, the mobile robot system for pavement crack segmentation reaches about 25 FPS on Jetson TX2. Visualization results of pavement cracks segmented by a self-designed mobile robot on the campus road are shown in Fig. 10. From the first and second row of Fig. 10, we can see that RHA-Net* can not only segment the coarse cracks, but also perform well in segmenting the tiny cracks. The second to fifth row of Fig. 10 illustrate crack images with a variety of features on the pavement, containing tree leaves, branches, rut marks, and water stains. It can be seen that RHA-Net* can accurately segment pavement cracks and cause very few false positives, which means that it can effectively localize pavement cracks and well suppress the influence of those background noises.

Although the proposed model has improved the accuracy of pavement crack segmentation, it still faces challenges in segmenting cracks with very complex topology. As shown in the last row of Fig. 10, some cracks near the edge of the image are not well detected by the network, which may be caused by the motion of mobile robot and uneven illumination. In addition, we note that a sealed crack connected to other cracks is misidentified as a crack. This is because the training data does not include any crack images containing this features. Therefore, there is still room for improving segmentation performance for complex cracks.

V. Conclusion

In this work, a pavement crack segmentation network RHA-Net based on the residual blocks and hybrid attention blocks is proposed. We use the residual blocks to enhance the extraction capability of the proposed model for crack features. The hybrid attention blocks are embedded between the encoder and decoder network to effectively integrate information from low-level feature maps and high-level ones, so as to improve the feature representation ability of the proposed method for tiny cracks and suppress background interference. Extensive experiments indicate that the proposed network can achieve better performances than the comparison methods. The proposed network obtains the best F1 value and the fastest inference speed on the four datasets. Ablation experiments illustrate the effectiveness of the residual blocks and hybrid attention blocks. In addition, the light-weighted version RHA-Net* is generated by replacing the conventional convolution with depthwise separable convolution. Results of pavement crack images acquired by a self-designed mobile robot in real scenarios further demonstrate the effectiveness and efficiency of RHA-Net*.
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