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Abstract

For a tree $T$, we show that the higher topological complexity of the unordered configuration space of $n$ points in $T$ is maximal for many values of $n$.

1 Introduction

The concept of topological complexity “TC” was introduced by Farber motivated by the most basic problem of robot motion planning: finding the smallest number of continuous instructions for a robot to move from one point to another in a path-connected space.

Rudyak extended Farber’s notion of topological complexity by defining, for $s \geq 2$, the $s$th topological complexity $TC_s(X)$ of a path-connected space $X$ which recovers Farber’s original notion for $s = 2$.

Given a topological space $X$, the $s$-topological complexity $TC_s(X)$ can be described as $TC_s(X) + 1$ being the minimal number of open sets which cover the product $X^s$ such that on each open set, $e_s$ admits a section. Here $e_s : PX \to X^s$ is the sequential evaluation defined in Section 2.2.

The space $X$ is often viewed as the space of configurations of some real-world system. One example is when $X$ is the space of configurations of $n$ robots which move around a factory along a system of one-dimensional tracks. Such a system of tracks can be interpreted as a graph (a one-dimensional CW complex).

For a finite graph $\Gamma$ and a positive integer $n$, let $C^n \Gamma$ denote the configuration space of $n$ ordered points on $\Gamma$,

$$C^n \Gamma = \{(x_1, \ldots, x_n) \in \Gamma^n : x_i \neq x_j \text{ for } i \neq j \}.$$  

The usual right action of the $n$-symmetric group $\Sigma_n$ on $C^n \Gamma$ is given by $(x_1, \ldots, x_n) \cdot \sigma = (x_{\sigma(1)}, \ldots, x_{\sigma(n)})$, and $UC^n \Gamma$ stands for the corresponding orbit space, the configuration space of $n$ unlabelled points on $\Gamma$. Both $C^n \Gamma$ and $UC^n \Gamma$ are known to be aspherical ($\square$); their corresponding fundamental groups are denoted by $P_n \Gamma$ (the pure $n$-braid group on $\Gamma$) and $B_n \Gamma$ (the full $n$-braid group or, simply, the $n$-braid group on $\Gamma$). We focus on the case of a tree $\Gamma = T$ (a tree is a connected graph which has no cycles).

Our main goal is to study the topological complexity of the configuration spaces $C^n T$. The topological complexity of these configuration spaces is related to the number of essential vertices of $T$, which are the vertices of degree greater than or equal to three.
specifically, on how many vertices of degree exactly three there are in relation to the number of essential vertices of higher degree, and on how they are distributed along the tree $T$.

In [10] Scheirer gave bounds for the usual ($s = 2$) topological complexity of the configuration spaces of trees. Using slightly different techniques, we generalize Scheirer’s results for any $s \geq 2$.

We start section two with some terminology we shall use, as well as an introduction to discrete Morse theory and topological complexity. We also give a description of Abrams’ discrete model, and Farley and Sabalka’s discrete gradient vector field, which are the tools we will use in the rest of the paper.

In section three we give a description of how to obtain cup products in the cohomology ring of $U^T$ for any tree $T$ and any $n \geq 4$, noticing that when the tree is binary, its cohomology ring is an exterior face ring.

In section four we prove our main results; we prove that the higher topological complexity or $U^T$ is maximal for any tree $T$ and many values of $n$.

Finally in section five we compare our results in the special case when $s = 2$ to Scheirer’s results, and how to obtain at Scheirer’s terminology starting from ours and viceversa.

2 Preliminaries

We start this section by introducing some notation and terminology which we shall use throughout the paper.

Fix once and for all a planar embedding together with a root (a vertex of degree 1) for $T$. Order the vertices of $T$ as they are first encountered through the walk along the tree that (a) starts at the root vertex, which is assigned the ordinal 0, and that (b) takes the left-most branch at each intersection given by an essential vertex (turning around when reaching a vertex of degree 1). Vertices of $T$ will be denoted by the assigned non-negative integer. An edge of $T$, say with endpoints $r$ and $s$, will be denoted by the ordered pair $(r, s)$, where $r < s$. Furthermore, the ordering of vertices will be transferred to an ordering of edges by declaring that the ordinal of $(r, s)$ is $s$.

Let $d(x)$ stand for the degree of a vertex $x$ of $T$, so there are $d(x)$ “directions” from $x$. For a vertex $x$ different from the root, the direction from $x$ that leads to the root is defined to be the $x$-direction 0; $x$-directions $1, 2, \ldots, d(x) − 1$ (if any) are then chosen following the positive orientation coming from the planar embedding. For instance, if $x$ is not the root and the vertex $y$ incident to $x$ in $x$-direction 0 is not essential (i.e. $d(y) \leq 2$), then $y = x − 1$. Likewise, if $d(x) \geq 2$, then $x + 1$ is the vertex incident to $x$ in $x$-direction 1. It will be convenient to think of the only direction from the root vertex 0 as 0-direction 1, in particular there is no 0-direction 0. Given an edge $e$ we shall denote by $i(e)$ and $\tau(e)$ its endpoints with $i(e) < \tau(e)$.

Fix essential vertices $x_1 < \cdots < x_m$ of $T$. The complement in $T$ of the set $\{x_1, \ldots, x_m\}$ decomposes into $1 + \sum_{i=1}^m (d(x_i) - 1)$ connected components $C_{i, \ell_i} = C_{i, \ell_i}(x_1, \ldots, x_m)$, where $0 \leq i \leq m$, $\ell_0 = 1$, and $1 \leq \ell_i \leq d(x_i) - 1$ for $i > 0$. The closure of each $C_{i, \ell_i}$ is a subtree of $T$. $C_{0,1}$ is the component containing the root 0, while $C_{i, \ell_i}$ (for $i > 0$) is the
component whose closure contains \(x_i\) and is located on the \(x_i\)-direction \(\ell_i\). The set \(B(C_{i,\ell_i})\) of “bounding” vertices of a component \(C_{i,\ell_i}\) is defined to be the intersection of the closure of \(C_{i,\ell_i}\) with \(\{x_1, \ldots, x_m\}\). Note that \(x_i \in B(C_{i,\ell_i})\) for \(i > 0\), however the root 0 is not considered to be a bounding vertex of \(C_{0,\ell_0}\), just as no leaf of \(T\) (i.e., a vertex of degree 1 other than the root) is considered to be a bounding vertex of any \(C_{i,\ell_i}\). Furthermore, the set of pruned leaves is \(L_{i,\ell_i} := B(C_{i,\ell_i}) \setminus \{x_i\}\).

**Example 2.1.** Consider the tree of Figure 1(left), we can see in Figure 1(right) the connected components of \(T - \{x_1, x_2, x_3\}\). The only non empty sets of pruned leaves are \(L_{0,1} = \{x_1\}\) and \(L_{1,2} = \{x_2, x_3\}\)

![Figure 1: The tree \(T\) and the connected components of \(T - \{x_1, x_2, x_3\}\).](image)

### 2.1 Discrete Morse theory

A very powerful tool for analyzing configuration spaces of graphs is discrete Morse theory, since it allows us to reduce the amount of cells in a complex while preserving the topological properties. Assume throughout this section that \(X\) is a regular complex.

**Definition 2.2.** A cell \(\sigma\) of \(X\) is called:

- **critical**, provided it does not appear as an entry of any pair of \(W\);
- **redundant**, provided there is a cell \(\sigma'\) such that \((\sigma, \sigma') \in W\);
- **collapsible**, provided there is a cell \(\sigma'\) such that \((\sigma', \sigma) \in W\).

\(W\) is called a discrete vector field if each cell of \(X\) appears as an entry of at most one pair of \(W\). In other words, \(W\) is a discrete vector field provided any cell of \(X\) is of one and only one of the three types above.

For a redundant cell \(\tau\) of \(X\), we shall denote by \(W(\tau)\) the unique cell of \(X\) with \((\tau, W(\tau)) \in W\).
Definition 2.3. Let $W$ be a discrete vector field on $X$. A sequence of $k$-cells, $\tau_1, \ldots, \tau_n$, satisfying $\tau_i \neq \tau_{i+1}$ for $i = 1, \ldots, n-1$ is called an upper $W$-path of length $n$ if, for each $i = 1, \ldots, n-1$, $\tau_i$ is redundant and $\tau_{i+1}$ is a face of $W(\tau_i)$. Similarly, if $\tau_i$ is collapsible with $\tau_i = W(\sigma_i)$, and $\sigma_i$ is a face of $\tau_{i-1}$ for $i = 2, \ldots, n$ then the sequence is called a lower $W$-path of length $n$. The $W$-path is closed if $\tau_1 = \tau_n$. We say that $W$ is a gradient vector field provided it does not admit closed $W$-paths.

We can also think of the gradient paths as directed paths in the Hasse diagram as follows. Let $X$ denote a finite regular cell complex. The Hasse diagram of $X$, $H_X$ is a directed graph, where the vertices are the cells of $X$, and there exists an arrow from the vertex $v$ to the vertex $w$ if $w$ is a face of $v$, and $\dim(v) = \dim(w) + 1$. Given a discrete vector field $W$ on $X$, the modified Hasse diagram $H_X(W)$ is the directed graph obtained from $H_X$ by reversing every arrow belonging to $W$. A $W$-path is a directed path in $H_X(W)$ which alternates reversed arrows with arrows in $H_X$.

We need to recall how gradient paths recover (co)homological information. In the rest of the section we assume $W$ is a gradient field on $X$.

Start by fixing an orientation on each cell of $X$ and, for cells $a^{(p)} \subset b^{(p+1)}$, consider the incidence number $t_{a,b}$ of $a$ and $b$, i.e. the coefficient ($\pm 1$, since $X$ is regular) of $a$ in the expression of $\partial(b)$. Here $\partial$ is the boundary operator in the cellular chain complex $C_*(X)$. The Morse cochain complex $\mathcal{M}^*(X)$ is then defined to be the graded $R$-free module generated in dimension $p \geq 0$ by the duals of the oriented critical cells $A^{(p)}$ of $X$. The definition of the Morse coboundary map in $\mathcal{M}^*(X)$ requires the concept of multiplicity of upper/lower paths. For a path of length two, multiplicity is given by

$$
\mu(a_0 \nearrow b_1 \searrow a_1) = -t_{a_0,b_1} \cdot t_{a_1,b_1} \quad \text{and} \quad \mu(c_0 \searrow d_1 \nearrow c_1) = -t_{d_1,c_0} \cdot t_{d_1,c_1},
$$

and, in the general case, it is defined to be a multiplicative function with respect to concatenation of paths. The Morse coboundary is then defined by

$$
\partial(A^{(p)}) = \sum_{B^{(p+1)}} \left( \sum_{b^{(p)} \subset B} \left( t_{b,B} \sum_{\gamma \in \Gamma(b,A)} \mu(\gamma) \right) \right) \cdot B.
$$

In other words, the Morse theoretic incidence number of $A$ and $B$ is given by the number of gradient paths $\gamma$ from $B$ to $A$ counted with multiplicity $\mu(\gamma) := t_{b,B} \cdot \mu(\gamma)$.

2.2 Abrams discrete model and Farley-Sabalka’s gradient field

Since the configuration space of graph is obtain by removing certain points from the product of the graph with itself, it does not have a CW-complex structure (nor a cubical or simplicial complex structure). This is why we use Abrams discrete model. For a tree $T$, think of $T^n$ as a cubical set.

Abrams discrete model for $C^n T$ is the largest cubical subset $D^n T$ of $T^n$ inside $C^n T$. In other words, $D^n T$ is obtained by removing open cubes from $T^n$ whose closure intersect the
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1Cochain coefficients are taken in a ground ring $R$, as we are interested in cup products.

2We omit the use of an asterisk for dual elements.
fat diagonal. As usual, the symmetric group $\Sigma_n$ acts on the right of $D^n T$ by permuting factors. The action permutes in fact cubes, and the quotient complex is denoted by $UD^n T$.

Thus a cell in $UD^n T$ can be written as $c = \{a_1, a_2, \ldots, a_n\}$ where each $a_i$ is either a vertex or an edge of $T$, $a_i \cap a_j = \emptyset$ if $i \neq j$ and the dimension $c$ is $|\{i \in \{1, \ldots, n\} : a_i \in E(T)\}|$, that is, the number of edges of $T$ that are in $c$. Each $a_i$ is called an ingredient of $c$ (vertex-ingredient or edge-ingredient).

**Theorem 2.4.** Let $\Gamma$ be a graph with at least $n$ vertices. Suppose

1. each path between distinct vertices of degree not equal to 2 in $\Gamma$ contains at least $n - 1$ edges, and

2. each loop at a vertex in $\Gamma$ which is not homotopic to a constant map contains at least $n + 1$ edges.

Then, $C^n \Gamma$ and $UC^n \Gamma$ deformation retract onto $D^n \Gamma$ and $UD^n \Gamma$, respectively.

Theorem 2.4 allows us to work with the space $UD^n T$ which is much easier to work with than $UC^n T$.

In [5] Farley and Sabalka gave a discrete gradient vector field for the space $UD^n T$. For a vertex $x$ of $T$ different from the root 0, let $e_x$ be the unique edge of $T$ of the form $(y, x)$ with $y < x$. A vertex-ingredient $x$ of a cell $c$ is said to be blocked in $c$ if $x = 0$ or, else, if $e_x \cap c \neq \emptyset$ and $x$ is said to be unblocked in $c$ otherwise. An edge-ingredient $e$ of a cube $c$ is said to be order-disrespecting in $c$ provided $e$ is of the form $(x, y)$ and there is a vertex ingredient $z$ in $c$ with $x < z < y$ and $z$ adjacent to $x$ (in particular $x$ must be an essential vertex); $e$ is said to be order-respecting in $c$ otherwise. Blocked vertex-ingredients and order-disrespecting edge ingredients in $c$ are said to be critical. A cell is critical in Farley and Sablaka’s gradient vector field if all of its ingredients are critical.

### 2.3 Topological complexity

For $s \geq 2$, the $s$th topological complexity of a path-connected space $X$, $TC_s(X)$, is defined as the sectional category of the evaluation map $e_s : PX \to X^s$ which sends a (free) path on $X$, $\gamma \in PX$, to the $s$-tuple

$$e_s(\gamma) = \left(\gamma \left(\frac{0}{s - 1}\right), \gamma \left(\frac{1}{s - 1}\right), \ldots, \gamma \left(\frac{s - 1}{s - 1}\right)\right).$$

A standard estimate for the $s$th topological complexity of a space $X$, which we will use to obtain our bounds, is given by:

**Proposition 2.5.** For a $c$-connected space $X$ having the homotopy type of a CW complex,

$$zcl_s(X) \leq TC_s(X) \leq s \text{hdim}(X)/(c + 1).$$

The notation $\text{hdim}(X)$ stands for the (cellular) homotopy dimension of $X$, i.e. the minimal dimension of a CW complex having the homotopy type of $X$. On the other hand (and for our purposes), the $s$th zero-divisor cup-length of $X$, $zcl_s(X)$, is defined in purely
The zero-divisor cup-length, $\text{zcl}_s(X)$ is the largest non-negative integer $\ell$ such that there are classes $z_j \in H^*(X^s)$, each with trivial restriction under the iterated diagonal inclusion $\Delta_s: X \hookrightarrow X^s$, and such that the cup product $z_1 \cdots z_\ell \in H^*(X^s)$ is non-zero. Each such class $z_i$ is called an $s$th zero-divisor for $X$. The “zero-divisor” terminology comes from the observation that the map induced in cohomology by $\Delta_s$ restricts to the $s$-fold tensor power $H^*(X) \otimes^s$ to yield the $s$-iterated cup product.

### 3 The cohomology ring of $UD^nT$

In [8] we analized the cohomology ring of $UD^nT$, in particular we showed how to compute cup products. In view of proposition 2.5, this is particularly useful for obtaining the bounds in section 4.

One of the most important aspects about configuration spaces of trees, is the following theorem, which allows to obtain cup products easily.

**Theorem 3.1.** [6] The Morse differential in $UD^nT$ vanishes and therefore for each $m \geq 0$, a graded basis of $H^m(UD^nT)$ is given by the cohomology classes of the duals of the critical $m$-cells.

Assume $p = (p_1, \ldots, p_r)$ and $q = (q_1, \ldots, q_s)$ are integer vectors such that $p_i \geq 0$ for $1 \leq i \leq r$, $q_i \leq 0$ for $1 \leq i \leq s$ and there exists at least one $i \in \{1, \ldots, r\}$ such that $p_i > 0$. Let $x$ be an essential vertex of degree $r + s + 1$, we shall denote by $\{k|x, p, q\}$ the critical cell which has $k$ vertices blocked at the root vertex, the edge $(x, y)$ where $y$ is the vertex lying on the $x$-direction $r + 1$, $p_i$ vertices blocked on the $x$-direction $i$ for $1 \leq i \leq r$, and $q_i$ vertices blocked on the $x$-direction $i + r$ for $1 \leq i \leq s$ (see Figure 2). Similarly we denote a critical $m$-cell by $\{k|x_1, p_1, q_1 | x_2, p_2, q_2 | \ldots | x_m, p_m, q_m\}$ (see for example Figure 3).

Given the factors

$$\{k_1|x_1, (p_{1,1}, \ldots, p_{1,r_1}), (q_{1,1}, \ldots, q_{1,s_1})\} \cdots \{k_m|x_m, (p_{m,1}, \ldots, p_{m,r_m}), (q_{m,1}, \ldots, q_{m,s_m})\} \tag{3}$$

we are going to define the interaction parameters as follows, which will help us decide when a cup product of cells is non zero.

**Definition 3.2.** The interaction parameters $\mathcal{R}_0$, $\mathcal{P}_i := (P_{i,1}, \ldots, P_{i,r_i})$ and $\mathcal{Q}_i := (Q_{i,1}, \ldots, Q_{i,s_i})$

---

3 All cohomology groups in this paper are taken with $\mathbb{Z}$-coefficients.
of the factors in (3) are given by

\[ R_0 := n + \sum_{x_j \in L_{0,1}} (k_j - n), \]
\[ P_{i,\ell_i} := p_{i,\ell_i} + \sum_{x_j \in L_{i,\ell_i}} (k_j - n), \]
\[ Q_{i,\ell_i} := q_{i,\ell_i} + \sum_{x_j \in L_{i,\ell_i+1}} (k_j - n), \]

for \( i \in \{1, \ldots, m\} \) and \( \ell_i \in \{1, \ldots, r_i\} \), and
\[ Q_{i,\ell_i} : q_{i,\ell_i} + \sum_{x_j \in L_{i,\ell_i+1}} (k_j - n), \]
for \( i \in \{1, \ldots, m\} \) and \( \ell_i \in \{1, \ldots, s_i\} \).

If \( R_0 \geq 0 \), \( P_i \geq 0 \) and \( Q_i \geq 0 \) for all \( i = 1, \ldots, m \), we say that the factors in (3) interact weakly and, if in addition \( P_i > 0 \) for every \( i \), we say that the factors in (3) interact strongly. Otherwise, we say that the factors in (3) do not interact.

In the above definition \( P_i, Q_i \geq 0 \) means that every entry is greater than or equal to zero and \( P_i > 0 \) means that at least one entry is strictly greater than zero.

Example 3.3. Assume we have the tree of Figure 1 sufficiently subdivided for \( n = 10 \) and consider the cells \( \{1|x_1, (1, 7), (0)\}, \{7|x_2, (2, 0), (0)\} \) and \( \{6|x_3, (1), (1, 1)\} \). Recall that \( L_{0,1} = \{x_1\} \) and \( L_{1,2} = \{x_2, x_3\} \). Then the interaction parameters are \( R_0 = 10 - (9 - 10) = 11 \). \( P_{1,2} = 7 + (7 - 10) + (6 - 10) = 0 \) and \( P_{2,1} = p_{2,1} = 0 \) for the remaining interaction parameters thus \( P_{1,1} = 1, Q_{1,1} = 0, P_{2,2} = 2, Q_{2,2} = 0, P_{3,1} = 1, Q_{3,1} = 1 \) and \( Q_{3,2} = 1 \).

Proposition 3.4. The product (3) agrees with the critical m-cell

\[ \{R_0|x_1, P_1, Q_1| \cdots |x_m, P_m, Q_m \} \]

provided the factors of (3) interact strongly. Recall \( P_i = (P_{i,1}, P_{i,2}, \ldots, P_{i,r_i}) \) and \( Q_i = (Q_{i,1}, Q_{i,2}, \ldots, Q_{i,s_i}) \).

Example 3.5. Consider again the cells of Example 3.3. Since every interaction parameter is greater or equal than zero, and, for every \( i \in \{1, 2, 3\} \) there exists \( j \) such that \( P_{i,j} > 0 \) we have that the three factors interact strongly and thus by Proposition 3.4 their cup product is the 3-cell \( \{1|x_1, (1, 0), (0)|x_2, (2, 0), (0)|x_3, (1), (1, 1)\} \).

Theorem 3.6. Any critical m-cell \( \{R_0|x_1, P_1, Q_1| \cdots |x_m, P_m, Q_m \} \) is the strong interaction product of m critical 1-cells.
Given a critical $m$-cell $c$ with edge-ingredients $(x_i, y_i)$ for $i = 1, \ldots, m$, we can obtain one of its factors as follows: fix $i \in \{1, \ldots, m\}$ and let $d_i$ be the cell obtained from $c$ by substituting every edge $(x_j, y_j)$ with the vertex $x_j$ for $j \neq i$. Then $d_i$ is a redundant 1-cell and the factor of $c$ is the unique critical 1-cell $c_i$ such that there exists a gradient path from $d_i$ to $c_i$.

To be specific, the cell $c_i$ is the critical 1-cell (which contains the edge-ingredient $(x_i, y_i)$) \( \{k_i|x_i, p_i, q_i\} \) where \( p_i = (p_{i1}, \ldots, p_{ir}) \), \( q_i = (q_{i1}, \ldots, q_is) \) and \( p_{ij} \) denotes the amount of vertex-ingredients in the cell $d_i$ that lie on $x_i$-direction $j$. Similarly \( q_{ij} \) denotes the amount of vertex-ingredients in the cell $d_i$ that lie on $x_i$-direction $j + r$.

Now we want to see how a weak interaction product looks like. This case is a bit more complicated than the strong interaction product, since the weak interaction product yields, in many cases, a large sum of cells instead of only one cell. Let \( \Pi_1 \) stand for a product (3) whose factors interact strongly, so Proposition 3.4 applies. Choose an additional 1-dimensional critical cell \( \{k_x|x, (p_x, \ldots, p_x, r), (q_{x}, x, s)\} \) with $x < x_1 < \cdots < x_m$ and where the standard conditions and conventions are assumed, namely,

\[
p_x := (p_{x1}, \ldots, p_{xr}) > 0 \quad \text{and} \quad q_x := (q_{x1}, \ldots, q_{xs}) \geq 0, \tag{4}
\]

where \( r_x \geq 1 \leq s_x \), \( r_x + s_x = d_x := (x) - 1 \), \( |p_x| := \sum_{\ell=1}^{r_x} p_{x\ell} \), \( |q_x| := \sum_{\ell=1}^{s_x} q_{x\ell} \), \( k_x + |p_x| + |q_x| = n - 1 \) and \( \mathcal{F} := x[r_x + 1] \). Consider the interaction parameters \( P_i := \mathcal{P}_1(x_1, \ldots, x_m) \) and \( Q_i := \mathcal{Q}_i(x_1, \ldots, x_m) \) of the factors of \( \Pi_1 \) \( (i \in \{1, \ldots, m\}) \), as well as the first three interaction parameters \( R_0 := \mathcal{R}_0(x, x_1, \ldots, x_m) \), \( P_x := \mathcal{P}_1(x, x_1, \ldots, x_m) \) and \( Q_x := \mathcal{Q}_1(x, x_1, \ldots, x_m) \) of the factors of \( \Pi_2 := \{k_x|x, p_x, q_x\} \cdot \Pi_1 \).

**Theorem 3.7.** [8] In the situation above, if the factors of \( \Pi_2 \) interact but non-strongly, then

\[
\Pi_2 = -\sum_{a} \left\{ R_0 - |a||x, a, Q_x|x_1, P_1, Q_1| \cdots |x_m, P_m, Q_m| \right\}
+ \sum_{\ell=1}^{s_x-1} \sum_{a,b} \left\{ R_0 - |a| - b - 1|x, Q_x^{(a,b)}|x_1, P_1, Q_1| \cdots |x_m, P_m, Q_m| \right\} \tag{5}
- \sum_{\ell=1}^{s_x-1} \sum_{a,b} \left\{ R_0 - |a| - b|x, Q_x^{(a,b)}|x_1, P_1, Q_1| \cdots |x_m, P_m, Q_m| \right\} \tag{6}
\]

In the above equation, \( a := (a_1, \ldots, a_x), |a| := a_1 + \cdots + a_x \), \( Q_x^{(a,b)} := (Q_x^{(a,b)}, \ldots, Q_x^{(a,b)}) \). The summation in (3) runs over all \( r_x \)-tuples \( a \) of non-negative integer numbers satisfying \( 1 \leq |a| \leq R_0 \). The inner summation in (4) runs over all \( r_x \)-tuples \( a \) of non-negative integer numbers and all non-negative integer numbers \( b \) satisfying \( |a| + b < R_0 \). The inner summation in (5) is empty if \( Q_x^{(a,b)} = 0 \), otherwise it runs over all \( r_x \)-tuples \( a \) of non-negative integer numbers and all non-negative integer numbers \( b \) satisfying \( |a| + b \leq R_0 \).

**Example 3.8.** Let \( x \) be a vertex of degree five, in a tree \( T \) and assume \( y \) is a vertex of degree three that lies on \( x \)-direction 1. Take \( n = 9 \), then \( \{1|x, (2, 0), (2, 3)\} \sim \{7|y, (1), (0)\} =\)
The six 2-cells that appear in the product of Example 3.8.

\[
\{0|x, (0, 1), (2, 3)|y, (1), (0)\} + \{0|x, (1, 0), (2, 3)|y, (1), (0)\} + \{0|x, (0, 0, 3), (3)|y, (1), (0)\} - \\
\{1|x, (0, 0, 3), (2)|y, (1), (0)\} - \{0|x, (0, 1, 3), (2)|y, (1), (0)\} - \{0|x, (1, 0, 3), (2)|y, (1), (0)\}.
\]

We can visualize these six cells in Figure 4; the three cells of the top row have positive sign and the three cells of the bottom row have negative sign.

The following corollary will be particularly useful in the next section.

**Corollary 3.9.** Assume we have a product of cells \(c_0 \sim \cdots \sim c_m\) as in Theorem 3.7 and let \(c\) be a cell which appears as a summand of the product and let \(d\) be the edge-ingredient of \(c_0\). Then if \(e\) is an edge-ingredient of \(c\) and is not an edge-ingredient of \(c_i\) for \(0 \leq i \leq m\) then \(\iota(e) = \iota(d)\) and \(\tau(e) > \tau(d)\).

**Proof.** By Theorem 3.7, since \(c\) belongs to one of the three summands, and has \(e\) as an edge-ingredient, it must have one of the following forms:

- \(\{R_0 - |a| - b - 1|x, Q_x^{(\ell, a, b)}(Q_x, \ell + 1, \ldots, Q_x, s_x)| \cdots \}\)
- \(\{R_0 - |a| - b|x, Q_x^{(\ell, a, b)}(Q_x, \ell + 1 - 1, Q_x, \ell + 2, \ldots, Q_x, s_x)| \cdots \}\)

where \(b\) is a non-negative integer, \(a := (a_1, \ldots, a_{r_x}), |a| := a_1 + \cdots + a_{r_x}\), and \(Q_x^{(\ell, a, b)} := (a_1, \ldots, a_{r_x}, Q_{x, 1} + b + 1, Q_{x, 2}, \ldots, Q_{x, \ell}).\) It is clear that \(\iota(e) = \iota(d)\). Moreover, since the length of \(Q_x\) is greater than the length of \((Q_x, \ell + 1, \ldots, Q_x, s_x)\) and \((Q_x, \ell + 1 - 1, Q_x, \ell + 2, \ldots, Q_x, s_x)\) we must have that \(\tau(e) > \tau(d)\).

**3.1 The simplicial complex \(K_nT\)**

In this section \(T\) will be a binary tree, this is, a tree where every vertex has degree one, two or three. Binary trees have a particularly nice cohomology ring.
Let
\[ \langle k \mid x, p, q \rangle = \sum_{i=1}^{k} \{ k - i, x, p + i, q \}, \]
notice that since \( T \) is a binary tree, \( p \) and \( q \) are vectors of length one, thus we can see them as non-negative integers.

**Definition 3.10.** Given a tree \( T \), and an integer \( n \geq 4 \), let \( K_n T \) denote the simplicial complex defined as follows:

- The vertices of \( K_n T \) are the elements \( \langle k \mid x, p, q \rangle \).
- A set of \( m+1 \) vertices \( \langle k_1 \mid x_1, p_1, q_1 \rangle, \ldots, \langle k_m \mid x_m, p_m, q_m \rangle \) is an \( m \)-simplex if the cells \( \{ k_1 \mid x_1, p_1, q_1 \}, \ldots, \{ k_m \mid x_m, p_m, q_m \} \) interact strongly.

**Example 3.11.** Consider the tree \( T \) depicted in Figure 5 (left) and assume it is sufficiently subdivided for \( n = 4 \). Then \( K_4 T \) is the simplicial complex obtained from the simplicial complex depicted in Figure 5 (right) by adding twelve isolated vertices. In \( K_4 T \) the three vertices of degree one are \( \langle 2 \mid v_2, (1, 0) \rangle, \langle 0 \mid v_2, (3, 0) \rangle \) and \( \langle 0 \mid v_2, (1, 2) \rangle \) and the three vertices of degree one are \( \langle 2 \mid v_3, (1, 0) \rangle, \langle 2 \mid v_4, (1, 0) \rangle \) and \( \langle 0 \mid v_3, (3, 0) \rangle \).

In [8] we proved a slightly more general version of the following theorem.

**Theorem 3.12.** [8] Assume \( T \) is a binary tree. For a commutative ring \( R \) with 1, the cohomology ring \( H^*(B_n T; R) \) is the exterior face ring \( \Lambda_R(K_n T) \) determined by the simplicial complex \( K_n T \). Explicitly, \( H^*(B_n T; R) \) is the quotient \( \Lambda / I \), where \( \Lambda \) is the exterior graded \( R \)-algebra generated by the vertex set of \( K_n T \), and \( I \) is the ideal generated by monomials corresponding to non-faces of \( K_n T \).

### 4 The s-topological complexity of \( UD^n T \)

In this section we are going to give conditions on \( T \), depending on the value of \( n \), which assure that the higher topological complexity of \( UD^n T \) is maximal. These conditions are related to the structure of the tree, and the relation between the number of vertices of degree tree and the number of vertices of degree higher than three.
Given a 1-cell $a$, denote by $E(a)$ its unique edge-ingredient. The following proposition is a bit technical but it will be very helpful later on.

**Proposition 4.1.** Assume $a_1, \ldots, a_s$ are critical $m$-cells in $U^D^n T$ with no common edge-ingredient, and let $a_i = a_i^1 \sim \cdots \sim a_i^m$ for $1 \leq i \leq s$. Consider $b = \{b_1, b_2, \ldots, b_s\}$, where each $b_i = \prod_{k=1}^s \prod_{j \in I_i,k} a_i^j$, and for each $i \in \{1, \ldots, s\}$, $\cup_{k=1}^s I_i,k = \{1, 2, \ldots, m\}$ and $I_{1,j} \cap I_{i,k} = \emptyset$ when $j \neq k$. Then $a_i$ does not appear as a summand of $b_i$.

**Proof.** In order to show that each $a_i$ does not appear as a summand of the product $b_i$ for $i = 1, \ldots, s$, we are going to assume it does, and construct a graph $G_b$ associated to $b$ as follows.

The vertices of $G_b$ are the edge-ingredients of the cells $a_i^j$, which we shall denote by $(i,j)$. The vertices $(i,j)$, which correspond to edge-ingredients of $a_i^j$ such that $a_i^j \in b_i$ (this is, $a_i^j$ is a factor of $b_i$), are isolated vertices in $G_b$. Two vertices $(i,j)$ and $(k,l)$ are adjacent in $G_b$ if $\iota(E(a_i^j)) = \iota(E(a_k^l))$.

Finally we shall give an orientation to every edge of $G_b$ as follows: take $((i,j),(k,l))$ an edge of $G_b$, we orient it from $(i,j)$ to $(k,l)$ if $\tau(E(a_i^j)) > \tau(E(a_k^l))$.

Now we will show that every non-isolated vertex in $G_b$ has indegree and outdegree at least one. Recall Remark 3.9 and take a non-isolated vertex $(i,j)$. Since $a_i^j \notin b_i$, there exists $k \in \{1, \ldots, s\}, k \neq i$ such that $a_i^k \in b_k$. Because we are assuming $a_k \in b_k$, there exists $l$ such that $\iota(E(a_k^l)) = \iota(E(a_i^j))$ and $\tau(E(a_k^l)) > \tau(E(a_i^j))$. Thus $((k,l),(i,j))$ is an oriented edge in $G_b$, and hence $(i,j)$ has indegree at least one. Now, since $a_i^j \notin b_i$, there exist $k', l'$ such that $a_i^{k'} \in b_i$. This means that $\iota(E(a_k^{l'})) = \iota(E(a_i^j))$ and $\tau(E(a_k^{l'})) > \tau(E(a_i^j))$, thus $((i,j),(k',l')) \in G_b$. In turn, this means that $(i,j)$ has outdegree at least one.

Thus every vertex in $G_b$ has in and out degree at least one. This implies that $G_b$ contains an oriented cycle. Let $\{(i_1,j_1), \ldots, (i_r,j_r)\}$ be an oriented cycle in $G_b$ thus $((i_t,j_t),(i_{t+1},j_{t+1}))$ and $((i_r,j_r),(i_1,j_1))$ are oriented edges in $G_b$ for $l \in \{1, \ldots, r-1\}$ but this means that

$$\tau(E(a_{i_1}^{j_1})) > \tau(E(a_{i_2}^{j_2})) > \cdots > \tau(E(a_{i_r}^{j_r})) > \tau(E(a_{i_1}^{j_1})),$$

a contradiction. \qed

**Lemma 4.2.** Assume $a_1, \ldots, a_s$ are critical $m$-cells of maximal dimension in $U^D^n T$ with no common edge-ingredient. Then $TC(U^D^n T) \geq sm$.

**Proof.** By Theorem 3.6 the critial $m$-cells $a_i$ are the product of $m$ critical 1-cells thus $a_i = a_i^1 \sim \cdots \sim a_i^m$ for $i = 1, \ldots, s$. Consider the following zero divisors: $A_{i,j} = 1_1 \otimes 1_2 \otimes \cdots \otimes 1_{i-1} \otimes a_i^1 \otimes 1_{i+1} \otimes \cdots \otimes 1_s - 1_1 \otimes 1_2 \otimes \cdots \otimes 1_i \otimes a_i^j \otimes 1_{i+2} \otimes \cdots \otimes 1_s$ and $A_{s,j} = 1 \otimes 1 \otimes \cdots \otimes 1 \otimes a_s^j - a_s^j \otimes 1 \otimes \cdots \otimes 1$ for $1 \leq j \leq m$ and $1 \leq i < s$. We will show that the product

$$\prod_{i=1}^s (\prod_{j=1}^m A_{i,j}) \quad (8)$$

is non zero. Notice that $\Box$ contains the terms $\pm a_1 \otimes a_2 \otimes \cdots \otimes a_s$ and $\pm a_s \otimes a_1 \otimes \cdots \otimes a_{s-1}$. Since every cell $a_i$ is of maximal dimension, any product of more than $s$ factors is zero,
thus any other non-zero term which appears in (8) is of the form
\[ b_1 \otimes b_2 \otimes \cdots \otimes b_s, \text{ where each } b_i = \prod_{k=1}^{s} (\prod_{j \in I_{i,k}} a_j^s), \]  
(9)

and for each \( i \in \{1, \ldots, s\} \), \( \cup_{k=1}^{s} I_{i,k} = \{1, 2, \ldots, m\} \) and \( I_{i,j} \cap I_{i,k} = \emptyset \) when \( j \neq k \). By Proposition 4.1, \( a_1 \otimes \cdots \otimes a_s \) cannot appear in any term of the form \( b_1 \otimes \cdots \otimes b_s \), thus the product (8) is a non zero product of \( ms \) zero divisors and by Proposition 2.3 \( TC_s(UD^nT) \geq ms \).

Notice that if \( v \) is a vertex of degree three then there exists a unique possible critical edge inciding in \( v \). Given a vertex \( v \) of degree three, the block \( B(v) \) of \( v \) is the set consisting of the unique possible critical edge inciding in \( v \) together with the vertex \( v + 1 \).

**Theorem 4.3.** Let \( m \) be the amount of essential vertices and \( k \) the amount of vertices of degree three, thus \( k \leq m \) in \( T \). Let \( n = 2(m-k+\varepsilon) + \varepsilon \) with \( \varepsilon \in \{0,1\} \) and \( l \leq \lfloor \frac{k}{s} \rfloor(s-1) \).

Then \( TC_s(UD^nT) \geq s(m-k+l) \).

**Proof.** We are going to exhibit \( s \) cells in \( UD^nT \) of maximal dimension which satisfy the hypothesis of Lemma 4.2. Assume first that \( k \geq s \).

Let \( x_1, \ldots, x_{m-k} \) be the essential vertices of degree greater than three and let \( y_1, \ldots, y_k \) be the vertices of degree three. Assume for now that \( \varepsilon = 0 \). Assume that \( w_i, z_i, u_i \in N(x_i) \) for \( i = 1, \ldots, m-k \), with \( x_i < w_i < z_i < u_i \) and \( k = sj + r \) with \( r \in \{0, 1, \ldots, s-1\} \).

\[ U_1 = \{B(y_1), \ldots, B(y_j)\}, U_2 = \{B(y_{j+1}), \ldots, B(y_{2j})\}, \ldots, U_s = \{B(y_{(s-1)j+1}), \ldots, B(y_{sj})\} \]

and \( U_{s+1} = \{B(y_{sj+1}), \ldots, B(y_{sj+r})\} \), in particular, \( U_{s+1} \) can be an empty set.

Let \( \Lambda = \cup_{i=1}^{s} U_i \), and \( V_i = \Lambda - U_i \) for \( 1 \leq i \leq s \). Notice that each \( V_i \) has \((s-1)j \geq l \) blocks of the form \( B(y_j) \), and that \( \cap_{i=1}^{s} V_i = \emptyset \).

Let \( W_i \subseteq V_i \) be such that \( W_i \) contains exactly \( l \) blocks of the form \( B(y_j) \) for some \( j \). Then the cells

\[ c_i = \{(x_1, u_1), z_1, (x_2, u_2), z_2, \ldots, (x_{m-k}, u_{m-k}), z_{m-k}, W_i\} \]

for \( i \) even with \( 1 < i \leq s \) and

\[ c_t = \{(x_1, z_1), w_1, (x_2, z_2), w_2, \ldots, (x_{m-k}, z_{m-k}), w_{m-k}, W_i\} \]

for \( t \) odd with \( 1 \leq t \leq s \) are \( s \) cells such that there is no edge belonging to all \( s \) cells. If \( \varepsilon = 1 \), we take \( c'_t = c_t \cup \{0\} \) (where 0 denotes the root vertex) for \( 1 \leq l \leq s \). Thus by Lemma 4.2 \( TC_s(UD^nT) \geq s(m-k+l) \).

Consider now the case when \( k < s \). Take \( s' \leq k \) and construct \( c_1, \ldots, c_{s'} \) cells as above. Then \( c_{s'}^1, c_{s'}^2, \ldots, c_{s'}^{s-s'}, c_{s'} \) are \( s \) cells with no edge-ingredient in common, where \( c_{s'}^l = c_1 \) for \( l \in \{1, \ldots, s-s'\} \). Thus by Lemma 4.2 \( TC_s(UD^nT) \geq s(m-k+l) \).

**Corollary 4.4.** The bound obtained in Theorem 4.3 is sharp
Proof. By Lemma 2.5, $T C_s(U\mathcal{D}^nT) \leq s(hdim(U\mathcal{D}^nT))$ and notice that since $n = 2(m - \lfloor \frac{k}{s} \rfloor + l) + \varepsilon$ with $l \leq \lfloor \frac{k}{s} \rfloor(s - 1)$, we have $n < 2m$ and $hdim(U\mathcal{D}^nT) = \frac{n}{2}$ thus $T C_s(U\mathcal{D}^nT) \leq s\frac{n}{2}$.

So far, we have the case where there are many vertices of degree three in relation to the amount of vertices of degree three. On the other hand, when there are no vertices of degree three, thus the tree is binary, we know from Theorem 3.12 that the cohomology ring of $U\mathcal{D}^nT$ is an exterior face ring. This means that every critical $m$-cell has a unique factorization as the product of $m$ critical 1-cells, which is particular useful if we want to generalize lemma 4.2.

So, to combine these two results into a more general one, we shall construct a binary tree $O(T)$ which is relatively similar to $T$ which will help us construct zero divisors.

Given a tree $T$, we shall construct a binary tree $O(T)$ associated to $T$. Assume for now that $T$ has no vertices of degree two. Let $x_1, \ldots, x_m$ be the essential vertices of $T$ and let $d_i$ denote $d(x_i) - 1$ and let $\{y^0_i, \ldots, y^{d_i}_i\}$ be the set of neighbours of $x_i$ in $T$.

- The vertex set of $O(T)$ is
  $$V(O(T)) = \{v \in V(T) : d(v) = 1\} \cup \bigcup_{i=1}^{m} \{x^1_i, x^2_i, \ldots, x^{d_i-1}_i\}.$$  

- The edge set of $O(T)$ is
  $$E(O(T)) = \bigcup_{i=1}^{m} \left( \{(y^0_i, x^1_i), (x^{d_i-1}_i, y^{d_i}_i), (x^{d_i-1}_i, y^{d_i-1}_i)\} \cup \{(x^j_i, y^j_i), (x^j_i, x^{j+1}_i)\} \right).$$

In other words, we are substituting every vertex of degree $d > 3$ with a path of length $d - 2$ (see Figure 6). Notice that for every vertex of degree three in $T$, there is a corresponding vertex in $O(T)$. Note also that $O(T)$ does not depend on the choice of a planar embedding of $T$, but of course a planar embedding of $T$ leads to a planar embedding of $O(T)$.

**Lemma 4.5.** Let $T$ be a tree and consider the cells $a_i = \{k_i|x_i, p_i, q_i\} \in U\mathcal{D}^nT$ with $d(x_i) = 3$ for $1 \leq i \leq m$. With the notation introduced above, let $b_i = \{k_i|x^1_i, p_i, q_i\} \in U\mathcal{D}^nO(T)$ for $1 \leq i \leq m$. Then $a_1 \sim \cdots \sim a_m \neq 0$ if and only if $b_1 \sim \cdots \sim b_m \neq 0$. Moreover, $a_1 \sim \cdots \sim a_m$ is a strong interaction product if and only if $b_1 \sim \cdots \sim b_m$ is
a strong interaction product, and if \( a_1 \cdots a_m = \{k|x_1, P_1, Q_1| \cdots |x_m, P_m, Q_m\} \) then \( b_1 \cdots b_m = \{k|x_1^1, P_1, Q_1| \cdots |x_m^1, P_m, Q_m\} \).

**Proof.** The result follows from Proposition [3.4] and the fact that the interaction parameters with respect to the factors \( a_1, \ldots, a_m \) and \( b_1, \ldots, b_m \) agree in both trees. \( \Box \)

**Lemma 4.6.** Assume we have ms critical 1-cells \( a_i^j \) for \( 1 \leq i \leq s \) and \( 1 \leq j \leq m \) in \( UD^n T \) with the following properties:

1. There exists \( k \in \{1, \ldots, s\} \) such that for every \( 1 \leq i, l \leq s \) and \( 1 \leq j \leq k \), \( E(a_i^j) = E(a_l^j) \) and \( E(a_{i,j}^j) \) is a vertex of degree three.
2. The product \( a_1^j \cdots a_m^j \) is a strong interaction product for every \( 1 \leq i \leq s \).
3. The \((m - k)\)s remaining edges are distinct, this is, \( \bigcap_{i=1}^{s} \bigcap_{j=k+1}^{m} E(a_i^j) = \emptyset \).
4. For every \( j \in \{1, \ldots, m\} \), there exist \( i, l \) such that \( a_i^j \neq a_l^j \).

Then \( TC_s(UD^n T) \geq sm \).

**Proof.** Let \( a_i = \langle a_1^i \rangle \cdots \langle a_s^i \rangle \) and let \( \Lambda_{i,j} = 1_1 \cdots 1_{i-1} \otimes A_i^j \otimes 1_{i+1} \cdots \otimes 1_s = 1_1 \cdots 1_i \otimes A_i^j \otimes 1_{i+2} \cdots \otimes 1_s \) for \( 1 \leq i \leq s - 1 \) and \( \Lambda_{s,j} = 1 \cdots 1 \otimes a_s^j - a_i^j \otimes 1 \cdots 1 \), where \( A_i^j = \{ a_i^j \text{ if } j > k \} \). By Lemma 4.5 and Theorem 3.12 each cell \( c_i \) has a unique factorization and thus can not be created using different factors. This means that any term \( b = b_1 \cdots b_s \) as in (4) containing the term \( \pm a_1 \cdots a_s \) must be such that each \( b_i \) contains the term \( c_i \) as a factor, otherwise we would obtain an other factorization of \( c_i \) which is impossible. Thus \( b_i = c_i \) for some \( g_i \). This means that \( d_1 \cdots d_s \) appears as a term of the product \( g_1 \cdots g_s \) which, by Proposition 4.11 is impossible. \( \Box \)

In what remains of this section we shall assume \( T \) is a tree with \( m \) essential vertices and \( k \) vertices of degree three thus \( k \leq m \).

For a vertex \( x \in V(T) \) let \( C_j(x) \) be the connected components of \( T - \{x\} \) for \( j = 0, 1, \ldots, d(x) - 1 \).

**Theorem 4.7.** Let \( n = 2(m - \lfloor \frac{k}{s} \rfloor + l) + \varepsilon \) with \( l < \lfloor \frac{k}{s} \rfloor \) and \( \varepsilon \in \{0, 1\} \). Assume there exists a set \( V \) of \( l \) vertices having degree three such that:

1. The remaining \( k - l \) vertices of degree three can be separated into \( s \) sets \( U_1, \ldots, U_s \) with \( \bigcap_{i=1}^{s} U_i = \emptyset \) where each set \( U_i \) has cardinality \( \lfloor \frac{(s-1)k}{s} \rfloor \) for \( 1 \leq i \leq s \).
2. For every \( y \in V \) there exists at least one \( j \in \{0, 1, 2\} \) and at least two indices \( i_1, i_2 \in \{1, 2, \ldots, s\} \) such that \( |C_j(y) \cap U_{i_1}| \neq |C_j(y) \cap U_{i_2}| \).

Then \( TC_s(UD^n T) \geq s(m - \lfloor \frac{k}{s} \rfloor + l) \).
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Theorem 4.7, \( T \subset U \) bivalent vertices.

Example 4.9. Take the tree

Corollary 4.8. Proof. Assume first that \( \varepsilon = 0 \). Let \( x_1, \ldots, x_{m-k} \) be the essential vertices of degree greater than three and let \( y_1, \ldots, y_k \) be the vertices of degree exactly three. Let \( B(U_i) = \{ B(u) : u \in U_i \} \) and \( B(V) = \{ B(v) : v \in V \} \) for \( 1 \leq i \leq s \). Assume that \( w_i, z_i, v_i \in N(x_i) \) for \( i = 1, \ldots, m-k \), with \( x_i < w_i < z_i < v_i \).

Then

\[
c_i = \{(x_1, v_1), z_1, (x_2, v_2), z_2, \ldots, (x_{m-k}, v_{m-k}), z_{m-k}, B(V), B(U_i)\}
\]

for \( i \) even with \( 1 < i \leq s \) and

\[
c_j = \{(x_1, z_1), w_1, (x_2, z_2), w_2, \ldots, (x_{m-k}, z_{m-k}), w_{m-k}, B(V), B(U_j)\}
\]

for \( j \) odd with \( 1 \leq j \leq s \), are \( s \) cells of dimension \( m \). If \( \varepsilon = 1 \) we take the cells \( c'_i = c_i \cup \{0\} \) for \( 1 \leq l \leq s \).

By Theorem 3.6, each cell \( c_i \) is the strong interaction of \( m \) 1-cells \( a_{i}^{1}, \ldots, a_{i}^{m} \), where each factor is as described in the discussion following Theorem 3.6. Let \( a_{i}^{j} \) be the factor which contains the edge-ingredient \((x_{j}, v_{j})\) or \((x_{j}, z_{j})\) (if \( i \) is even or odd respectively) for \( 1 \leq j \leq m-k \), and let \( a_{i}^{m-k+1}, \ldots, a_{i}^{m-k+l} \) be the factors which contain an edge-ingredient inciding in a vertex of \( V \), and \( a_{i}^{m-k+l+1}, \ldots, a_{i}^{m} \) be the factors which contain an edge-ingredient inciding in a vertex of \( U_i \) for \( 1 \leq i \leq s \).

Notice first that for \( j \in \{m-k+1, \ldots, m-k+l\} \) and \( i, g \in \{1, \ldots, s\} \) we have that \( E(a_{i}^{g}) \subseteq E(a_{i}^{g}) \) and \( \delta(E(a_{i}^{g})) \subseteq V \).

Now, since \( \bigcap_{i=1}^{s} \bigcap_{j=1}^{m-k} E(a_{i}^{j}) = \bigcap_{i=1}^{s} (x_i, v_i) \cap (x_i, z_i) = \emptyset \), and \( \bigcap_{i=1}^{s} U_i = \emptyset \), we have that

\[
\bigcap_{i=1}^{s} \bigcap_{j=m-k}^{m-k+l} E(a_{i}^{j}) = \emptyset.
\]

Finally, for \( v \in V \) there exists \( g \in \{0, 1, 2\} \) and \( i, l \in \{1, \ldots, s\} \) such that \( |C_{g}(v) \cap U_i| \neq |C_{g}(v) \cap U_l| \) for \( i, j \) with \( v = \delta(E(a_{i}^{g})) \).

This means that the factors \( a_{i}^{1}, \ldots, a_{i}^{m} \) satisfy the hypothesis of Lemma 1.6 for \( 1 \leq i \leq s \).

Corollary 4.8. The bound obtained in Theorem 4.7 is sharp

Proof. By Lemma 2.5, \( TC_s(U^D^nT) \leq s(hdim(U^D^nT)) \) and notice that since \( n = (2m - [\frac{k}{2}] + 1) + \varepsilon \) with \( l < [\frac{k}{2}] \), we have \( n < 2m \) and \( hdim(U^D^nT) = \frac{n}{2} \) thus \( TC_s(U^D^nT) \leq s\frac{n}{2} \).

Example 4.9. Take the tree \( T \) of Figure 7 and assume every edge is sufficiently subdivided for \( n = 14 \). Since \( m = 8, k = 7, l = 1 \) and \( s = 3 \), we can see in Figure 7 the set \( V \) consisting of the black vertex, the set \( U_1 \cap U_2 \) consisting of light gray vertices, the set \( U_2 \cap U_3 \) consisting of gray vertices and the set \( U_3 \cap U_1 \) consisting of dark gray vertices. By Theorem 4.7, \( TC_s(U^D^{14}T) \geq 3(8 - 2 + 1) = 21 \).

Let \( F(T) \) denote the tree obtained from \( T \) by removing all leaves and smoothing all bivalent vertices.
Definition 4.10. Given a tree $T$, let $h_s(T)$ denote the minimal integer such that there exist $s$ sets consisting of vertices which have degree three, $V_1, \ldots, V_s$ such that:

- For every set $|V_i| \leq h_s(T)$ for $1 \leq i \leq s$.
- Every vertex that has degree one in $F(T)$ and degree three in $T$ belongs to a set $V_i$ with $1 \leq i \leq s$.
- For every vertex $x$ of degree greater than one in $F(T)$ and degree three in $T$, there exists $j \leq d(x) - 1$ and at least two indices $i_1, i_2$ such that $|C_j(x) \cap V_{i_1}| \neq |C_j(x) \cap V_{i_2}|$.

Let $V$ be the set of vertices that have degree three in $T$ and degree one in $F(T)$. Notice that $h_s(T)$ always exists, since we can put $V_i = V$ for $i = 1, \ldots, s - 1$ and $V_s = \emptyset$ so that for every essential vertex $x$ in $F(T)$ having degree three in $T$, we have that there exists $j$ such that $0 = |C_j(x) \cap V_s| \neq |C_j(v) \cap V_i|$ for some $1 \leq i < s$. Obviously this process is not optimal, since in this case the sets $V_i = V$ are very large.

Theorem 4.11. Let $n \geq 2m + h_s(T)$. Then $TC_s(U^mT) \geq sm$.

Proof. Assume first that $n = 2m + h_s(T)$. Let $x_1, \ldots, x_{m-k}$ be the vertices of degree greater than three and let $y_1, \ldots, y_k$ be the vertices of degree three. Assume that $w_i, z_i, v_i \in N(x_i)$ for $i = 1, \ldots, m - k$, with $x_i < w_i < z_i < v_i$. Let $U_i = \{y_i + 2 : y_i \in V_i\}$ for $1 \leq i \leq s$.

Then

\[ c_i = \{(x_1, v_1), (x_2, v_2), (x_3, v_3), \ldots, (x_{m-k}, v_{m-k}), z_{m-k}, B(y_1), \ldots, B(y_k), U_i\} \]

for $i$ even with $1 < i \leq s$ and

\[ c_j = \{(x_1, z_1), (x_2, w_1), (x_3, z_2), (x_4, w_2), \ldots, (x_{m-k}, z_{m-k}), w_{m-k}, B(y_1), \ldots, B(y_k), U_j\} \]

for $j$ odd with $1 \leq j \leq s$ are $s$ m-cells. If for some $1 \leq i \leq s$ we have that $|V_i| < h_s(T)$ then we can add to the cell $c_i$, vertices blocked at the origin. By Theorem 3.16 every cell $c_i$
for $1 \leq i \leq s$ is the strong interaction product of $m$ 1-cells $a_1^i, \ldots, a_m^i$. Let $a_j^i$ be the factor which contains the edge-ingredient $(x_j, v_j)$ or $(x_j, z_j)$ (if $i$ is even or odd respectively) for $1 \leq j \leq m - k$, and let $a_j^{l+m-k}$ be the factor which contains $B(y_j)$ for $1 \leq l \leq k$.

We have that $E(a_i^j) = E(a_1^j)$ for $m - k < j \leq m$ and $E(a_k^j) = y_j$ with $y_j$ a vertex of degree three. Notice also that

$$\bigcap_{i=1}^s \bigcap_{j=1}^{m-k} E(a_j^i) = \bigcap_{i=1}^s (x_i, v_i) \cap (x_i, z_i) = \emptyset.$$ 

Finally consider the cells $a_j^i$ for $1 \leq i \leq s$ which contain $B(y_j)$. Since $y_j$ is a vertex of degree three, there exist $i, l \in \{1, \ldots, s\}$ and $g \in \{0, 1, 2\}$ such that $|C_g(y_j) \cap V_i| \neq |C_g(y_j) \cap V_l|$ thus $a_j^i \neq a_j^l$.

Thus the factors $a_1^i, \ldots, a^m_i$ satisfy the hypothesis of Lemma 4.6 $1 \leq i \leq s$ and hence $TC_s(U\mathcal{D}^nT) \geq sm$.

If $n > 2m + h_s(T)$ we can add to every cell $c_i \in U\mathcal{D}^{2m+h_s(T)}T$, $n-(2m+h_s(T))$ blocked vertices at the origin to obtain $c_i' \in U\mathcal{D}^nT$. 

\[\begin{proof}
By Lemma 2.5, $TC_s(U\mathcal{D}^nT) \leq s(hdim(U\mathcal{D}^nT))$ and notice that since $n \geq 2m + h_s(T)$, $hdim(U\mathcal{D}^nT) = m$ thus $TC_s(U\mathcal{D}^nT) \leq sm$.
\end{proof}\]

5 Comparison with Schreier’s results

In this section we are going to compare our results with schreier’s results for the case when $s = 2$. Since he uses very different tools, we must first introduce some definitions and notation. We shall continue to assume that our tree $T$ is sufficiently subdivided (unless otherwise stated) and embedded in the plane. Recall that an arc in $T$ is a subspace homeomorphic to a non-trivial closed interval. Given a finite collection of oriented arcs $\{A_i\}_{i=1}^k$, and a vertex $v \in T$ of degree $d$, we will define integers $\eta_0(v), \eta_1(v), \ldots, \eta_{d-1}(v)$ as follows. First for $i = 1, 2, \ldots k$ and $j = 1, 2, \ldots, d - 1$, if $v$ lies on the arc $A_i$ and $A_i$ intersects the interior of the edge $e_j$ incident to $v$ on $v$-direction $j$, then $\eta_{j,i}(v) = 1$ if $A_i$ is oriented towards $v$ on $e_j$ and $\eta_{j,i}(v) = -1$ if $A_i$ is oriented away from $v$ on $e_j$. If $v$ does not fall on $A_i$ or $A_i$ does not intersect the interior of $e_j$ then $\eta_{j,i}(v) = 0$. Then let

$$\eta_j(v) = \sum_{i=1}^k \eta_{j,i}(v).$$

We are now ready for the definition of an allowable collection of arcs.

\[\begin{definition}
Let $A = \{A_i\}_{i=1}^k$ be a collection of oriented arcs in $T$ and $U$ be a set of vertices of $T$. The collection $A$ is said to be allowable for $U$ if every vertex $v \in U$ of degree $d$ has the property that $v$ is not an endpoint of any $A_i$ and at least one of $\eta_0(v), \eta_1(v), \ldots, \eta_{d-1}(v)$ is non zero.
\end{definition}\]

Schreier states the following theorem.
Theorem 5.2. Let $T$ be a tree with $m$ essential vertices.

1. Let $p$ be the smallest integer such that there is a collection of oriented arcs $\{A_i\}_{i=1}^p$ which is allowable for the collection of all vertices of degree 3 in $T$. If there are no vertices of degree three, let $p = 0$. Let $n \geq 2m+p$ be an integer. Then $TC(U \mathcal{D}^n(T)) = 2m$

2. Let $n = 2q+\epsilon < 2m$, with $\epsilon \in \{0,1\}$ and $q \geq 1$, let $(m-k)$ be the number of vertices of degree greater than 3, and let $k$ be the number of vertices of degree three. Suppose one of these hold:

(a) $k \geq 2(q - (m-k))$
(b) (i) $k < 2(q - (m-k)), \epsilon = 0$, and there is some $p \geq 1$ such that there exists a collection of oriented arcs $\{A_i\}_{i=1}^p$ with the following properties:
   (A) The endpoints of each $A_i$ are (distinct) essential vertices, neither of which is an endpoint of any other $A'_i$,
   (B) There are $r \leq m-k$ vertices of degree greater than 3 which are not the endpoints of any $A_i$,
   (C) There is a collection $U$ of vertices of degree 3-vertices, with $|U| \geq q-r-p$ such that $\{A_i\}_{i=1}^p$ is allowable for $U$.

(ii) $k < 2(q - (m-k)), \epsilon = 1$, and there is an arc $A_0$ whose endpoints have no restrictions and whose interior includes a collection $W'$ of $s' \leq q$ distinct vertices of degree 3, and if $s < q-(m-k)$ there are arcs $A_1, \ldots, A_p$, as above whose endpoints are also not vertices in $W'$, and there is an other collection of degree-3 vertices, $W$, such that $W \cap W' = \emptyset, |W| \geq q-r-p-s$ and $\{A_i\}_{i=1}^p$ is allowable for $W$, where $r$ is as above.

Then $TC(U \mathcal{D}^nT) = 2q$.

We are going to focus first on case 2(a) and compare it to Theorem 4.11. Notice first that in Theorem 4.3 we require that $n = 2(m-k+l) + \epsilon$ where $k$ is the amount of vertices of degree three, $m-k$ is the amount of vertices of degree greater than three and $l \leq \frac{k}{2}$. Substituting the hypothesis of Theorem 4.3 ($q = m-k+l$) in the inequality $k \geq 2(q-(m-k))$ of Theorem 5.2 2(a), we obtain $k \geq 2l$, thus both Theorem 4.3 and Theorem 5.2 2(a) require the same conditions over $n$ with respect to the amount of vertices of degree three and the amount of vertices of degree greater than three. Since both theorems do not have any additional hypothesis, we conclude that they are equivalent.

Consider now case (1) of Theorem 5.2. We are going to show that it is equivalent to Theorem 4.11. We need to prove that the smallest amount of oriented arcs which are allowable for the set of degree-3 vertices is precisely $h_2(T)$.

Proposition 5.3. Let $p$ be the smallest integer such that there is a collection of oriented arcs $\{A_i\}_{i=1}^p$ which is allowable for the collection of all vertices of degree 3 in $T$. Then $p = h_2(T)$.
Proof. Assume first that the hypothesis of Theorem 4.11 hold. Let $U$ be the set of vertices of degree three in $T$. There exist $V_1, V_2 \subset U$ such that $|V_i| = h_2(T)$ for $i = 1, 2$ and all the leaves of $F(T)$ are contained in $V_1 \cup V_2$. Assume $V_1 = \{x_1, \ldots, x_{h_2(T)}\}$ and $V_2 = \{y_1, \ldots, y_{h_2(T)}\}$, and let $Z_i$ be the unique $x_iy_i$-path in $T$. Denote by $d_{F(T)}(v)$ the degree of a vertex $v$ in $F(T)$. We are going to extend these paths as follows, for $1 \leq i \leq h_2(T)$. To make the notation easier, we will assume for now that the tree is not subdivided, this is, it has no vertices of degree two. If $d_{F(T)}(x_i) < 3$, let $a_i$ denote a leaf in $T$ adjacent to $x_i$, and similarly, if $d_{F(T)}(y_i) < 3$, let $b_i$ denote a leaf in $T$ adjacent to $y_i$. If $x_i$ is an essential vertex in $F(T)$, let $G_i$ be a path with endpoints $x_i$ and $g_i$ with $g_i$ or $x_i$ a leaf in $T$ or a vertex of degree greater than three in $T$ such that $g_i \neq a_j, b_j$ for $j \neq i$. If $y_i$ is an essential vertex in $F(T)$, let $D_i$ be a path with endpoints $y_i$ and $d_i$ with $d_i$ or $y_i$ a leaf in $T$ or a vertex of degree greater than three in $T$ such that $d_i \neq a_j, b_j$ for $i \neq j$. Then we define the set of oriented arcs as follows:

\[
A_i = \begin{cases} 
(a_i, x_i) \cup Z_i \cup (y_i, b_i) & \text{if } d_{F(T)}(x_i), d_{F(T)}(y_i) \in \{1, 2\} \\
(a_i, x_i) \cup Z_i \cup D_i & \text{if } d_{F(T)}(x_i) < 3, d_{F(T)}(y_i) \geq 3 \\
G_i \cup Z_i \cup (y_i, b_i) & \text{if } d_{F(T)}(x_i) \geq 3, d_{F(T)}(y_i) < 3 \\
G_i \cup Z_i \cup D_i & \text{if } d_{F(T)}(x_i) \geq 3, d_{F(T)}(y_i) \geq 3 \end{cases}
\]

The orientation of these arcs is from $a_i$ to $b_i$ or $d_i$. Notice that if $x_i$ is such that $d_{F(T)}(x_i) < 3$ and $(x_i, a_i) = e_j$ for some $j \in \{0, \ldots, d_T(x_i) - 1\}$ then $\eta_j(x_i) = 1$ and analogously we have that $\eta_j(y_i) = -1$ if $d_{F(T)}(y_i) < 3$. For $v \in U$ an essential vertex of $F(T)$, by the definition of $h_2(T)$ there exists $j \in \{0, 1, 2\}$ such that $|C_j(x) \cap V_1| \neq |C_j(x) \cap V_2|$ thus $\eta_j(v) \neq 0$. This means that the set of oriented arcs $\{A_i\}_{i=1}^{h_2(T)}$ is allowable for $U$ and $p \leq h_2(T)$.

Now assume there exists an allowable collection of arcs $\{A_i\}_{i=1}^{p}$ for $U$. We are going to trim every arc just enough so that its end points are now vertices of degree three $x_i$ and $y_i$. Let $V_1 = \{x_1, \ldots, x_p\}$ and $V_2 = \{y_1, \ldots, y_p\}$. Since every vertex of $U$ belonged to at least one arc $A_i$, the leaves of $F(T)$ must be endpoints of the trimmed arcs, thus belong to $V_1$ or $V_2$. Finally consider $v \in U$ an essential vertex of $F(T)$. If $|C_j(v) \cap V_1| = |C_j(v) \cap V_2|$ for every $j \in \{0, 1, 2\}$ then $\eta_j(v) = 0$ for $j = 0, 1, 2$ which is a contradiction (see for example Figure 8). Thus $h_2(T) \leq p$. \qed

**Figure 8:** An example of the contradiction in the proof of Proposition 5.3.
This means that Theorem 4.11 and Theorem 5.2 (1) are equivalent. Thus we only have one case remaining.

**Proposition 5.4.** The hypothesis of Theorem 4.7 imply the hypothesis of Theorem 5.2 (2b).

**Proof.** Assume first that $\epsilon = 0$. Let $l = \left\lfloor \frac{k}{2} \right\rfloor - l > 0$, since $l > 0$ we have $\left\lfloor \frac{k}{2} \right\rfloor - l < \left\lfloor \frac{k}{2} \right\rfloor$ thus $l' < \frac{k}{2}$ and $2q = 2m - 2l' > 2m - k$ which means that $k > 2m - 2q$ and therefore $k = -k + 2k < 2q - 2m + 2k = 2(2q - (m - k))$.

We know there are $U_1$ and $U_2$ two sets of vertices of degree three such that $|U_i| = \left\lfloor \frac{k}{2} \right\rfloor = p$ and a set $V$ of $l$ vertices of degree three, disjoint from $U_1$ and $U_2$. Let $U_1 = \{x_1, \ldots, x_p\}$ and $U_2 = \{y_1, \ldots, y_p\}$. We are going to construct arcs in a way similar to the proof of 5.3 but this time we do want the vertices of $U_1$ and $U_2$ to be endpoints of the arcs as long as they are distinct.

Consider, for every $i \in \{1, \ldots, p\}$, the unique $x_i, y_i$-path in $T$. Since in $U_1 \cup U_2$ there are only $k - l$ distinct vertices, we must extend $l$ paths (or less paths if we extend some paths on both sides) to a vertex of degree higher than three to obtain the arcs $\{A_i\}_{i=1}^p$ such that they have distinct essential vertices as endpoints. Then $\{A_i\}_{i=1}^p$ is allowable for the set $V$ of $l$ vertices of degree three, and the amount of vertices of degree higher than three which are not an endpoint of an arc is $r = m - k - l$ thus $q - r - p = m - \left\lfloor \frac{k}{2} \right\rfloor + l - (m - k - l) - \left\lfloor \frac{k}{2} \right\rfloor = k - 2\left\lfloor \frac{k}{2} \right\rfloor \leq l$. This means that the hypothesis of Theorem 5.2 (2a) hold. □

In conclusion, a generalization of Schreier’s results for $TC_s$ in a more geometric way, would be to cover the set of vertices of degree three, with an ”allowable” collection of $s$-stars instead of arcs, where an $s$-star is a subdivision of the complete bipartite graph $K_{1,s}$. The problem of this, is that we can not give the stars an orientation like the arcs and therefore cannot define the numbers $\eta_i$.

**Example 5.5.** Recall the tree $T$ from Figure 7. Then for $s = 3$ we can cover it with the three 3-stars of Figure 9.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Figure9.pdf}
\caption{The tree 3-stars covering the tree from Example 4.9.}
\end{figure}
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