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Abstract
To handle the massive high-speed internet traffic, free space optics (FSO) or single-mode fiber (SMF) based fiber optic communication is being used everywhere across the world. These technologies are capable of providing huge bandwidth and transmitting the data at very high speed with low energy consumption. FSO is a very convenient technology to quickly expand the legacy network in the adverse geographical areas. However, its link performance is highly dependent on inconsistent weather conditions. SMF based fiber optic link has a very low loss and its performance is almost independent on the weather conditions. Though, the installation and maintenance of fibers are quite complex and costly. Individually, FSO or SMF links have their limitations and have to be integrated to leverage their benefits. In this paper, we integrated FSO/SMF links and compared the performance of the proposed architecture which is capable of providing high-speed dual-rate data transmission. The proposed architecture transmits data over either FSO or SMF or both links simultaneously and has 100% more reliability against any one of the link failures. In case of operational link failure (FSO/SMF), data may be switched to the alternative working link (SMF/FSO), simply by tuning the transmitted signal by 50 GHz. The proposed architecture is also reliable against the optical line terminal transceiver (TRx) failure as each user located in the network can be served by two transceivers (1 Gbps and 10 Gbps). The proposed architecture also supports the wavelength division multiplexing overlay transmission for broadcasting the common signal to all the available users in the networks. The architecture reduces ~ 27% of the energy consumption by utilizing the appropriate link of hybrid architecture and TRx according to weather conditions and traffic load. The integrated architecture looks attractive for providing energy-efficient, high speed, and reliable internet coverage to the areas where there is a difficulty of laying fibers and has frequent fiber faults. The architecture is useful for strengthening and boosting rural and urban development.
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1 Introduction

At present, the whole world including India is suffering from the ongoing global pandemic COVID-19 situation, and since its first known case, there is a rapid transition in the working style across various sectors across the globe including information technology, healthcare, education, e-Commerce, etc. Most of the organizations have adopted the work-from-home (WFH) culture to maintain social distancing (Kramer and Kramer 2020). Various companies have adopted the WFH methodology as it allows them to reduce the significant capital expenditure (CAPEX) and operational expenditure (OPEX). However, due to WFH working culture adoption, there is a huge broadband traffic growth to support various high-speed internet applications and a large number of users. To maintain the WFH culture, physical working infrastructure is being converted to the digital infrastructure, i.e., information and communication technology (ICT) infrastructure. In this regard, lots of countries are pushing the development of smart rural and urban communities by strengthening the smart ICT infrastructure that can support the enormous bandwidth demand with the least adverse effects such as low energy consumption and high service reliability with optimum resource utilization (Mohanty et al. 2016).

For transmitting the signals at very high data rates and supporting, the ICT architecture, optical communication is the most widely adopted technology across the globe (Yamamoto et al. 1988). There are two popular ways of transmitting the optical signals; one is by setting up the SMF-based fiber optics links (Chae and Tucker 2004) and another is by setting up the FSO links (Chan 2006; Khalighi and Uysal 2014; Alkholidi and Altowij 2014; Malik and Singh 2015). FSO has air as the medium while fiber optics has fiberglass as the medium for guiding the optical signals. Both schemes have their advantages and limitations. Fiber optic technology using SMF has attracted a lot of the service providers as practically it has a very low loss (0.2 dB/km) in the third optical window and SMF link performance is almost independent on weather conditions. Through SMF, data can be transmitted with much low transmitted powers as compared to FSO. However, the installation of new fibers and maintenance of the existing optical fibers are quite complex, costly and may take a few days to set up new links or to find the faults in the existing link. Many times the fiber installation is not possible in adverse geographical areas containing rivers, bridges, and mountains etc. Also, for various places, due to the court stays or other legal issues, there may be a delay in fiber installation and one has to look for an alternative technology that is fast and more convenient to install i.e. FSO (Chae and Tucker 2004).

The major advantage of the FSO link is that it does not require any spectrum licensing (Chan 2006), and can be deployed in the existing infrastructure within a few hours. So, FSO is much more suitable for scaling up the existing architecture within a short span of time (Khalighi and Uysal 2014) especially in the hills, mountains, and river areas. The tracking and maintenance of the FSO links are also very easy and do not have any problem of frequent fiber faults due to digging during the setup of the new links and maintenance of the existing links etc. (Alkholidi and Altowij 2014). Hence, FSO is a very convenient technology to expand the legacy network within a short time to handle the sudden traffic growth of the users. However, FSO link connectivity is highly dependent on inconsistent weather conditions (Malik and Singh 2015). During rain and high haze, the FSO link losses may become significant and consequently, the receiver may not receive the minimum required power. Alternately, service providers need to transmit very high optical powers, which may not be desirable due to harmful laser effects to living beings. Also, as the energy resources are limited in nature, therefore, must have to be utilized optimally to use them in the long
run. Moreover, large energy consumption will lead to the release of enormous environmental hazardous gasses that cannot be tolerated in smart and innovative cities. There must be some protocols to monitor and control the release of such gasses.

Pure SMF based latency-aware and energy-efficient hybrid WDM/TDM-PON is proposed in Garg et al. (2020) which has the direct optical distribution network (ODN) interconnection capability. Individually, both the SMF and the FSO have their merits and demerits and the integration of SMF and FSO seems attractive and one of the best solutions for providing high speed, energy-efficient, and reliable internet services. The existing network may be expanded with the FSO links very quickly. Recently, we have proposed a hybrid FSO/SMF link based WDM optical network architecture (Garg et al. 2021). However, this architecture was not capable of transmitting data at dual rates.

There are various architectures, which reported the integration of FSO with the SMF or WDM FSO implementation for leveraging the benefits of dual technology simultaneously. 32×40 Gbps WDM FSO link was developed (Ciaramella et al. 2009) in which authors transmitted the signals at such high speed for the first time. They observed that the BER fluctuations for the entire day is very less and the WDM FSO could be the new possible technology to transmit high-speed data with good reliability and security. They further stabilized the signal power with incorporation of the saturated EDFA in the link and further stabilized the BER performance (Khazaali 2013). The performance of the WDM FSO link for 16 channels was analyzed for different type of optical filters including Gaussian, Bessel and Rectangular types (Aladeloba et al. June 2013). They achieved the good signal reception at 2.5 Gbps for 2 km distance for low turbulence with a Q-factor of approximately 15. However, for moderate and high turbulences, the transmission distances was reduced to 1.7 km and 1.2 km, respectively. To minimize the system cost and realizing the high bandwidth, high speed WDM FSO was demonstrated and found that the major causes for performance degradations of WDM FSO links were inter-channel interferences, EDFA ASE noise and scintillation. These could be managed by various advanced technologies (Elsayed and Yousif 2020). Analysis of WDM FSO link for different rain situations has been carried out in Shah and Kothari (2014). Authors transmitted data at 2.5 Gbps and achieved the acceptable BER of 1×10^{-9} for transmission distances of 3 km, 6.1 km and 15.6 km for high, medium and low rains. The study of numerous environmental parameters for bidirectional link for WDM FSO network has been done in Liaw et al. (2017). The authors transmitted data at a rate of 2×4×10 Gbps for the distance of 25 m. The observed power penalty for bidirectional signal is less than 0.8 dB and 0.2 dB as compared to back to back and unidirectional transmission. For fault protection at the distribution network, an interesting architecture is addressed (Hayle et al. 2021), which connected the disconnected ONUs through the neighboring ONU by creating the dynamic FSO link between the ONUs. However, each ONU was connected with the only one neighboring ONU and on failure of the adjoining ONU, the protection mechanism will not work. There might be fair chances of link failure between AWG output port and optical coupler. In such case, any of the ONU will not receive the signal and the purpose of architecture fails. 32×5 Gbps PON integrated with FSO protection was addressed in Mirza et al. (2020). The architecture enabled the protection of the commercial centers by duplicating the FSO link in parallel with the fiber link between the polarization splitter and optical switch at distribution network. Authors analyzed the BER performance at the receiver for fiber and FSO link for different polarization mode dispersion (PMD) turbulences respectively.

A WDM FSO linked with fiber network was presented in Yeh et al. (2019), in which the signal was transmitted for 25 km through the fiber and 5 m through the free space. Authors demonstrated the bidirectional transmission for four pairs of line terminals and
optical wireless units through the FSO link by simultaneously transmitting the downstream and upstream WDM signals. Hence, the proposed architecture not only provided the dedicated connection, but, also reduced the Rayleigh Backscattering noise. A hybrid optical fiber/FSO based architecture was proposed for the bidirectional transmission of the signal in the cross bridge communication in Yu et al. (2015). Fiber Bragg grating based sensor was incorporated in the bridge to monitor the structural deformations in the bridge. On occurrence of any deformations in the bridge, the link was switched from the fiber to the FSO for ensuring the reliable uninterrupted connectivity. They achieved the power penalty below 1 dB for fiber and FSO link at the BER of $1 \times 10^{-9}$. A star ring based TWDM PON network was proposed in Yeh et al. (2020), providing the protection in the distribution network by connecting each ONU through the fiber link as well as FSO link. A fiber link was deployed between the remote node to all the ONUs through the optical splitter. The FSO link was created among two neighboring ONUs and virtually connected in the ring. Another interesting architecture based on optical fiber and FSO integration was proposed in Yeh et al. (2020). The architecture connected central office and various optical wireless units (OWU) through the optical fiber in the ring topology. In case of the fiber fault in the ring, the signal can be transmitted by transmitting some wavelengths clockwise and some wavelengths anticlockwise. The signal reaching at the OWU can be transmitted wirelessly as earlier. However, on occurrence of two fiber faults in the ring, the scheme will not work.

The transmission modeling in both SMF and FSO links is explained, briefly, as follows.

The guiding characteristics of lightwave signals can be defined by the normalized frequency, or the V- number of the optical fiber

$$V = a \left( \frac{\omega}{c} \right) \left( n_1^2 - n_2^2 \right)^{1/2}$$  \hspace{1cm} (1)

where $a$ is the fiber core radius and $\omega$ is the angular frequency of the lightwave signal. $n_1$, $n_2$ are the refractive index of the core and cladding, respectively. For step index SMF, the $V$-number is less than 2.405.

For the SMF, optical signal transmission can be defined by the standard nonlinear Schrödinger equation

$$\frac{\partial A}{\partial z} + \frac{i \beta_2}{2} \frac{\partial^2 A}{\partial t^2} = - \frac{\alpha}{2} A + i \gamma |A|^2 A$$  \hspace{1cm} (2)

where $\alpha$ is the fiber attenuation loss, which is a function of $z$. $\beta_2$ represents the dispersion parameter and $\gamma$ is the fiber nonlinearity parameter. The term $\frac{i \beta_2}{2} \frac{\partial^2 A}{\partial t^2}$ defines the chromatic dispersion, and the term $i \gamma |A|^2 A$ indicates the phase shift due to the intensity variations (Agrawal 2013).

For the FSO link, the losses are due to the atmospheric and geometric losses. Atmospheric losses are mainly due to light absorption and scattering. Geometric losses are due to the divergent angle of the transmitter and receiver aperture. The link losses are given by Vu et al. (2013)

$$a_v = \frac{A}{\pi \left( \frac{\theta L}{2} \right)^2} e^{-\beta_t L}$$  \hspace{1cm} (3)

where $\beta_t$, $L$, $A$ and $\theta$ are the extension coefficient, transmission distance, area of the transmitter and angle of divergence, respectively.

The environmental attenuation, as a function of visibility, $V$, is given by
\[ \sigma = \frac{3.91}{V} \left( \frac{\lambda}{550} \right)^{-q} \] (4)

where \( \lambda \) and \( q \) are the operating wavelength and the size of the scattering particles.

The attenuation in dB/km is defined by

\[ A_e = \frac{17}{V[km]} \left( \frac{0.55}{\lambda[\mu m]} \right)^q \geq 0 \] (5)

Apart from the attenuation losses, signal transmitted through the FSO also suffers atmospheric turbulences, which are considered based on the Gamma-Gamma distribution

\[ P(I_a) = \frac{2(\alpha\beta)^{\frac{a+b}{2}}}{\gamma(\alpha)\gamma(\beta)} I_a^{\frac{a+b}{2}-1} K_{a-\beta} \left( \frac{2\sqrt{\alpha\beta I_a}}{I_a} \right) \] (6)

where \( K \) is the modified Bessel function of the second kind and

\[ \alpha = \exp \left[ \frac{0.49\sigma_R^2}{\left( 1 + 1.11\sigma_R^{12} \right)^{\frac{1}{2}}} \right] - 1 \] (7)

\[ \beta = \exp \left[ \frac{0.51\sigma_R^2}{\left( 1 + 0.69\sigma_R^{12} \right)^{\frac{1}{2}}} \right] - 1 \] (8)

where \( \sigma_R^2 \) is the Rytov variance and its value is given by \( 1.23 C_n^2 k^{7/6} L^{11/6} \). The constant \( C_n^2 \) is the refractive index structure coefficient, which has different values for different turbulences. \( L \) and \( k \) are the link length and the wave number, respectively. The value of \( C_n^2 \) is \( 5 \times 10^{-x} \text{m}^{-2/3} \), where \( x \) is \( -17, -15 \) and \( -13 \) for weak, moderate, and strong turbulence, respectively (Badar and Jha 2017; Badar et al. 2018).

The subject of this paper is focusing on the system design of SMF/FSO link. So, we here include a summarized modeling for both links and for more details, one can turn to Refs. (Vu et al. 2013; Badar and Jha 2017; Badar et al. 2018).

In this paper, we have proposed a dual-rate SMF/FSO integrated, reliable optical network architecture that can support the transmission of data at a variable rate ranging from 1 to 20 Gbps through an FSO link and/or SMF link. Depending on the weather conditions and physical link availability in adverse geographical locations, a particular link can be utilized. Since the network does not have a homogenous traffic load throughout the clock, depending on the traffic load, the proposed network supports the transmission of narrowband data (1 Gbps) and broadband data (10 Gbps) to utilize the resources optimally and further reduce the energy consumption. The proposed hybrid SMF/FSO architecture is capable of transmitting the signals at dual rate (1 Gbps and 10 Gbps) as per the traffic load in the network, i.e., the proposed architecture utilizes the available OLT resources efficiently to reduce the energy consumption and available bandwidth efficiently. To the best of our knowledge, earlier reported hybrid SMF/FSO architectures did not include
important dual rate transmission capability. The proposed architecture is highly reliable against any one of the link (SMF or FSO) failures or transceiver failures and is discussed in detail in the coming sections. The performance of the proposed architecture is verified using the Optisystem 17.1 simulation tool. The rest of the paper is organized as follows. The proposed architecture is explained in Sect. 2. Section 3 describes the working and operation. The obtained results are displayed and discussed in Sect. 4. Section 5 is devoted to the main conclusions.

2 Proposed architecture

The schematic diagram of the proposed architecture is represented in Fig. 1. The optical line terminal (OLT) located at the central office (CO) consists of 2 N transceivers (TRx) for transmitting 2 N wavelengths to serve N ODNs. At the OLT, half of the transceivers are operated at a broadband 10 Gbps and a half at a narrow band 1 Gbps. At the receiver side, each ODN will receive two wavelengths; one at 10 Gbps and another at 1 Gbps. Depending on the traffic load on the ODN, a particular TRx may be utilized for transmitting the broadband or narrowband data and another may be switched off to reduce the energy consumption. The transmitted 2 N wavelengths are multiplexed and combined by the 2 N×1 MUX. The OLT also has a wavelength division multiplexed (WDM) overlay transceiver which is used for broadcasting a common message to all the ODNs and the connected users. In our architecture, we have used CWDM for multiplexing/demultiplexing two channels which are 20 nm apart. Channel 1 of CWDM is further supporting 8 downstream/upstream DWDM wavelengths (0.8 nm spaced) which are multiplexed by the WDM Mux. Channel 2 is supporting only a single wavelength (20 nm apart from the first wavelength of the DWDM grid) on which WDM overlay wavelength is multiplexed/demultiplexed. In the proposed architecture, the CWDM is used at optical line terminal (OLT) and remote node (RN). OLT CWDM is multiplexing the downstream/upstream signals with the WDM overlay signal. RN CWDM is demultiplexing the WDM overlay signal from the stream of the multiplexed signals. The OLT CWDM is connected to the 1×2 50 GHz WDM interleaver, which distributes the even and odd multiple of 50 GHz wavelengths to its two output ports. One output port of the

Fig. 1 Proposed dual-rate dual-link hybrid FSO/SMF architecture
The interleaver is connected to the FSO link and the other output port is connected to the SMF link for transmitting the data. At other end of the links, odd and even wavelength streams are combined by the $2 \times 1$ 50 GHz WDM interleaver. The WDM overlay wavelength may be transmitted through any one of these two links by tuning the transmitted wavelength properly. At the remote node (RN), the WDM overlay wavelength is separated by CWDM and is diverted towards $1 \times N$ star coupler (SC). $2$ N downstream wavelengths are applied to the $1 \times N$ arrayed waveguide grating (AWG) and the overlay wavelength is applied to the $1 \times N$ SC. The AWG distributes the $2$ N wavelengths to the N ODNs, i.e., each ODN is receiving two wavelengths for servicing the connected optical networking units (ONU). The SC broadcasts the overlay wavelength to all the ODNs and connected ONUs. The star coupler (SC) and power splitter (PS) are designed by fusing the multiple single mode fibers for the length of few millimeters. These devices work on the fact that the fraction of the transmitted signal in the single mode fiber gets spread into the cladding region and through evanescent power coupling process, signal power gets coupled in the other fiber. The fraction of the coupled power can be changed by changing the evanescent fields between the fibers. Furthermore the evanescent fields can be changed by changing the coupling length.

The proposed architecture can operate on the FSO link or SMF link depending on the weather conditions. If the weather is clear, the FSO link may be preferred as it has low losses and gives some unique advantages as discussed before. In rain or other adverse weather conditions, the SMF may be preferred rather than FSO as it has significantly low losses. The transmission of data from these two links depends on the wavelengths transmitted by the OLT. If the transmitted wavelengths are even multiple of 50 GHz, then, the interleaver pushes the incoming wavelengths to converge at the first output port and transmit through the FSO. If the transmitted wavelengths are an odd multiple of 50 GHz, then, the interleaver pushes the incoming wavelengths to converge at the second output port and transmit through the SMF. Hence, one can switch the link by tuning the transmitted wavelengths by 50 GHz.

The link switching from the FSO to SMF is simply depending on the transmitted wavelength from the optical line terminal (OLT) located at the central office. So, we need to tune the transmitted wavelength by 50 GHz from the readily available tunable transmitters. The used 50 GHz interleaver is working as a filter for separating the odd and even multiples of 50 GHz wavelengths. All the even and odd multiples of 50 GHz wavelengths would automatically be diverted on the FSO and SMF links respectively with the help of the 50 GHz interleaver. Consequently, the link switching could be performed just by tuning the transmitted wavelength from the OLT without developing any specific complex protocol.

Concerning the data loss, in reality, one can transmit data through any link at any time, as both the links are always functional. Once the data is transmitted at a particular wavelength, the transmission will take place on a link for which data is intended, i.e., either on FSO or on SMF link. Link can be switched during transmission and there may be loss of only few bits due to the availability of ultrafast lasers that can be switched very rapidly. However, in case of the fault in any of the links, the part of the signal may be lost and signal needs to be retransmitted on the other link by tuning the transmitted signal by 50 GHz.

Commercial versions of the used components are also available (https://www.opt-core.net/product/ Accessed from 25 Mar 2021; https://www.corning.com/opcomm/oem-solutions/worldwide/en/products/micro-optics-products/wavelength-management.html Accessed from 20 Feb 2021; https://www.fs.com/c/wdm-optical-access-1 Accessed from 20 Feb 2021) and can be used for the practical realization of the proposed architecture.
3 Working and operation

Just for ease of simulation setup, we have considered eight TRx at OLT and four ODNs at the user end. The first four TRx are modulated at 10 Gbps and the remaining four TRx are modulated at 1 Gbps and a particular one or both the TRx may be used for transmitting the data according to the traffic load. The line width of the CW laser is 10 MHz and the initial optical power is 0dBm (i.e. 1mW). At the user side, each ODN consists of four ONUs. So, the network is supporting up to 16 users. We have opted the grid of frequencies based on the recommendation G.692, first ITU-T specification for the WDM. The both downlink and uplink follows the standard 100 GHz wavelength spacing that corresponds to (193.1 + n×0.1) THz and (195.1 + n×0.1) THz respectively, where n represents integer value with a frequency spacing of 100 GHz for two consecutive values. For transmitting the data through the FSO link, eight wavelengths (even multiple of 50 GHz) 193.1 THz, 193.2 THz…193.8 THz, are transmitted from the OLT as shown in Fig. 2. At the other end of the link (RN), these wavelengths are applied to the 1 × 8 AWG. The center frequency (fₜ) and the frequency spacing (Δf) between two successive output ports of AWG are kept as 193.1 THz and 100 GHz, respectively.

Due to the cyclic property of the AWG (Ciaramella et al. 2009), the wavelengths 193.1 THz, 193.2 THz, 193.3 THz and 193.4 THz will reach at port1, port2, port3, and port4, respectively. Similarly, the wavelengths 193.5 THz, 193.6 THz, 193.7 THz, and 193.8 THz will start repeating the port1, port2, port3, and port4, respectively. The first four wavelengths are modulated at 10 Gbps (broad band) and the remaining four wavelengths are modulated at 1 Gbps (narrow band). Therefore, each ODN is receiving a broadband as well as a narrowband wavelength and depending on the traffic load, any one or both the wavelengths may be transmitted. For broadcasting the signal through the FSO link, even multiple of 50 GHz wavelength (e.g. 194.0 THz) is transmitted from a WDM overlay transceiver. The WDM overlay wavelength is combined by the CWDM at the central office and is then transmitted to the FSO link. At the RN side, this WDM overlay wavelength is separated via another CWDM from the downstream wavelengths and is applied to 1 × 4 SC. The SC broadcasts the incoming wavelength to all ODNs connected to it. The ODN consists of an additional CWDM that combines the downstream wavelength and the WDM overlay

![Fig. 2 Downstream and WDM overlay transmission through a FSO link](image-url)
wavelength. These wavelengths are further distributed to all four connected ONUs through an additional 1 × 4 SC. Therefore, in the proposed architecture, a downstream wavelength is serving four ONUs and the broadcasted wavelength is serving 16 ONUs.

Figure 2 shows the path of the wavelengths which can be reached from the OLT to the ODNs. Each ODN is capable of receiving all the three wavelengths at any instant. However, a particular ONU cannot receive all the three wavelengths simultaneously. Therefore, few of the ONUs can be tuned at 10 Gbps, and few of the ONUs can be tuned at 1 Gbps in order to utilize wavelength efficiently. Also, in case of failure of either 10 Gbps TRx, the corresponding ONUs can be tuned at 1 Gbps and vice versa. For broadcasting the common signal to all the ODN and associated ONUs, all the ONUs need to be tuned at WDM overlay wavelength.

Similar to the FSO link, the architecture can also transmit data through the SMF link just by tuning the transmitted wavelength by 50 GHz, i.e., by transmitting the odd multiple of 50 GHz wavelengths 193.15 THz, 193.25 THz, 0.193.85 THz from OLT. Now, the center frequency of the RN AWG is changed to 193.15 THz. Therefore port1, port2, port3, and port4 of AWG will receive the two wavelengths one broadband and another narrowband (193.15 THz, 193.55 THz), (193.25 THz, 193.65 THz), (193.35 THz, 193.75 THz) and (193.45 THz, 193.85 THz) respectively as shown in Fig. 3. These wavelengths can be used similarly as described for the FSO link. For broadcasting a signal through SMF, the WDM overlay transmits the 50 GHz shifted wavelength 194.05 THz (odd multiple of 50 GHz) so that interleaver diverts it at port2 rather port1. The RN CWDM diverts the WDM overlay wavelength towards the 1 × 4 SC and broadcasts to all the ODNs and the connected ONUs.

WDM overlay wavelength can be used for broadcasting the downstream data to all available users in the network. As depicted in Figs. 2 and 3, the overlay wavelength signal is broadcasted via the 1 × 4 PS. Also, in case of failure of any WDM TRx located at the OLT, the service will be interrupted at the receiver side. However, the service can be continued on the overlay wavelength until the recovery of the failed WDM TRx. The best criteria of the proposed architecture is that it is capable of providing dynamic wavelength allocation to the ODNs and its connected ONUs just by increasing the frequency spacing Δf of the RN AWG. Nowadays, with the ever-increasing demand for wavelength shift in DWDM.

---

**Fig. 3** Downstream and WDM overlay transmission through a SMF link
technology, electro-optical tunable arrayed waveguide gratings (Horn et al. 2012) and thermo-optical tunable arrayed waveguide gratings (Toyoda et al. 2001; Leijtens et al. 2006) are readily available. The center frequency of AWG depends upon \( n_{\text{eff}} \), given by \( \lambda_c = 2n_{\text{eff}} \cdot \Delta \) (Horn et al. 2012). Just by changing \( n_{\text{eff}} \) by means of above-mentioned techniques, the central frequency can be easily changed. A wavelength shift of 0.12 nm/°C can be easily achieved by changing the temperature in a range of 30 to 40 °C, i.e., wavelength can be shifted ~4 to 5 nm (Leijtens et al. 2006). Just by doubling the frequency spacing (200 GHz) and tuning its center frequency \( f_c \) ranging from 193.1 THz to 193.2 THz, 193.3 THz and 193.4 THz for different wavelength allocations, two contiguous wavelengths can be transmitted at a single port of the AWG. Depending on the particular value of \( f_c \), two contiguous wavelengths will appear at port1, and then the next two wavelengths will be appeared at port2 and so on as depicted in Fig. 4. For example, when \( f_c \) is 193.1 THz then each of ODN1, ODN2, ODN3 and ODN4 will receive the two wavelengths (193.1 THz, 193.2 THz), (193.3 THz, 193.4 THz), (193.5 THz, 193.6 THz) and (193.7 THz, 193.8 THz) respectively. So, ODN1, ODN2, ODN3 and ODN4 are modulated at 20 Gbps, 20 Gbps, 2 Gbps, 2 Gbps respectively. When \( f_c \) is changed to 193.2 THz, then ODN1, ODN2, ODN3 and ODN4 will receive the wavelengths (193.2 THz, 193.3 THz), (193.4 THz, 193.5 THz), (193.6 THz, 193.7 THz) and (193.8 THz, 193.1 THz) modulated at 20 Gbps, 11 Gbps, 2 Gbps and 11 Gbps respectively as shown in Fig. 4. A similar allocation will continue for the center frequencies 193.3 THz and 193.4 THz.

Similar to the FSO link, the proposed architecture is capable of providing dynamic wavelength allocation for the SMF link as illustrated in Fig. 5. In this case, \( \Delta f \) of AWG is kept the same as 200 GHz and \( f_c \) is tuned at any one of the wavelengths 193.15 THz, 193.25 THz, 193.35 THz or 193.45 THz, depending on the desired wavelength allocation. For example, if \( f_c \) is 193.45 THz, then, ODN1, ODN2, ODN3 and ODN4 will receive the wavelengths (193.45 THz, 193.55 THz), (193.65 THz, 193.75 THz), (193.85 THz, 193.15 THz) and (193.25 THz, 193.35 THz) modulated at 11 Gbps, 2 Gbps, 11 Gbps and 20 Gbps, respectively.

Apart from the transmission through FSO or SMF link individually, the proposed architecture also supports the transmission through both links simultaneously. For this, some

![Fig. 4 Dynamic wavelength allocation to different ODNs for FSO communication (a: \( f_c = 193.1 \) THz, b: \( f_c = 193.2 \) THz, c: \( f_c = 193.3 \) THz, and d: \( f_c = 193.4 \) THz)](image-url)
wavelengths are transmitted at even multiple of 50 GHz and some wavelengths are transmitted at odd multiple of 50 GHz wavelengths. The even and odd multiple wavelengths will reach at port1 and port2 of 1 × 2 interleaver, respectively, i.e., even wavelengths will travel through the FSO link and odd wavelengths will travel through the SMF link. In case of a very heavy traffic load, both the links could be used simultaneously to avoid the overburden on a single link. The WDM overlay wavelength could also be transmitted through either FSO link or SMF link with downstream wavelengths simultaneously as given in Fig. 6a and b.

FSO link may not work satisfactorily due to various weather conditions such as rain, fog, haze, etc. The SMF link may also fail due to digging or any other fiber faults. In such scenarios, the downstream data or WDM overlay data could be transmitted on the free link to gain reliability against the working link failure. However, for this reason, we have considered that both SMF and FSO link will not fail simultaneously, i.e., reliability can only be gained on failure of any one of the link only.

The proposed architecture also works well in upstream direction through both FSO and SMF links. The point to point upstream transmission for FSO and SMF links is depicted in Figs. 7a and b, respectively. For transmitting data through FSO link, eight upstream signals (195.1, 195.2, 195.3, 195.4 THz) at 10 Gbps and (195.5, 195.6, 195.7, 195.8 THz) at 10 Gbps are transmitted from the receiver side. These signals are applied to the 1 × 4 AWG having the center frequency and frequency spacing between two consecutive ports at 195.1 THz and 100 GHz, respectively. Due to the cyclic property, these wavelengths are multiplexed and reach to the RN CWDM. As all the frequencies are even multiple of 50 GHz, these wavelengths are transmitted through the FSO link in the upstream direction as shown in Fig. 7a and reach to the OLT. For transmitting the signal through the SMF links as depicted in Fig. 7b, the upstream wavelengths are shifted by 50 GHz. The center frequency of AWG is also shifted by 50 GHz and becomes 195.15 GHz. As the transmitted wavelengths are now odd multiple of 50 GHz, the WDM interleaver diverts all the wavelengths on the SMF link and reaches to the OLT. At OLT for both the cases including FSO and SMF, each receiver may receive two wavelengths transmitted at 10 Gbps and 1 Gbps and a particular wavelength can be used as per the traffic load.

Fig. 5 Dynamic wavelength allocation to different ODNs for SMF communication (a: $f_c = 193.15$ THz, b: $f_c = 193.25$ THz, c: $f_c = 193.35$ THz, and d: $f_c = 193.45$ THz)
Results and discussion

The performance of the proposed architecture is verified with the help of the simulation tool Optisystem 17.1. The insertion loss for various components used in the link are considered as given in Table 1.

For clear weather conditions, the insertion loss for the whole FSO link and SMF links are almost the same and are about 20.5 dB for downstream and 17.5 dB for WDM overlay transmission, for 5 km link. However, in adverse weather conditions such as rain, the FSO link loss may become substantial, even up to 19.28 dB/km, and may not able to transmit data within an acceptable BER range or needs very high-transmitted
powers (up to 500 kW). It may need numerous repeaters and amplifiers in the link, which makes the system more complex, costly, and highly unstable. The addition of repeaters and amplifiers also decreases the reliability and speed of the system. Therefore, in such cases, an alternative link, SMF, may be preferred for better transmission reliability and link performance, which requires transmitted powers only in the range of a few 100 mW.

The frequency-domain spectrum of the transmitted signals at OLT and received signals at four different ODNs are displayed in Fig. 8. At OLT, a total of eight wavelength signals are transmitted, out of which, four signals are modulated at 10 Gbps (broadband), and the remaining four are modulated at 1 Gbps (narrowband). Each ODN is receiving two wavelengths; one modulated at 10 Gbps and another is modulated at 1 Gbps. Any one or both the dedicated wavelengths could be transmitted to serve the particular ODN depending on the traffic load of that ODN. If the traffic load of the ODN
is below a certain threshold, then, only one wavelength is transmitted and the TRx corresponding to the other wavelength is switched off to reduce the energy consumption.

The time-domain representation of the transmitted signal at OLT and the received signal at the ODN1 for both FSO and SMF links are shown in Fig. 9. The received signals indicate the clear and proper reception of the transmitted signals at both 1 Gbps and 10 Gbps for both links. The SMF link has slightly higher signal distortion due to the various nonlinear effects occurring in it. However, the received signal quality is within...
the acceptable quality of service (QoS) limit and can easily be detected with the simple detector.

The BER performance of the proposed architecture at 10 Gbps and 1 Gbps for both FSO and SMF links are illustrated in Fig. 10, which indicates the perfect reception of transmitted signals within the acceptable BER range. So, the proposed architecture is well suited for providing a reasonably better QoS. For BER performance of $1 \times 10^{-9}$ and quality factor above 6, the minimum required optical powers for 1 Gbps FSO and 1 Gbps SMF links are $-33.7$ dBm, $-33$ dBm, respectively. There is a link power penalty of 0.7 dB for SMF as compared to FSO due to its various nonlinear effects. For 10 Gbps, the minimum required optical powers for FSO and SMF links are $-28.5$ dBm, $-27.5$ dBm, respectively, i.e., at 10 Gbps, the SMF link power penalty increases to approximately 1 dB.

The link losses for the FSO channel are highly dependent on environment. For rainy and haze weather conditions, the FSO channel losses may become very high and restrict...
the power budget fulfillment. In such cases, FSO links may require very high-transmitted powers as compared to the SMF link. Due to the limitations of very high-transmitted powers in FSO, SMF links may be preferred at the cost of very small nonlinear effects and power.

Corresponding eye diagrams are also depicted in the insets that indicate the wide eye opening and no overlapping of the different bits. Figure 9 is plotted for all weather conditions. However, for clear weather condition, the data is transmitted on the FSO link and for other weather conditions such as rain, haze, etc., the data is transmitted on the SMF so that the performance is not deteriorated.

The proposed hybrid architecture is more reliable as compared to pure FSO or pure SMF link against any OLT TRx failure or link failure. The reliability matrix of the proposed architecture is given in Table 2.

At OLT, half of the TRx is modulated at 10 Gbps and the remaining half is modulated at 1 Gbps. Depending on the traffic load on the particular ODN, any one or both the TRx are used for transmitting the wavelengths. If the load is less than 1 Gbps, then, 10 Gbps TRx (corresponding to 10 Gbps module) is switched OFF and the 1 Gbps TRx (corresponding to 1 Gbps module) is switched ON to reduce the energy consumption. If traffic load on the particular ODN is greater than 1 Gbps and less than 10 Gbps, then the 10 Gbps TRx is switched ON and the 1 Gbps TRx is switched OFF. If traffic load further increases and is greater than 10 Gbps, then, both the TRx are switched ON. However, the architecture is only capable to provide services up to 11 Gbps only.

For dedicated services, normally, the WDM overlay TRx is switched OFF. For broadcasting the signal to all ODNs, it is switched ON. However, the WDM overlay TRx can also provide the services in case of any emergency or failure in both the dedicated TRx, i.e., each ODN can be serviced by three TRx as explained in the following paragraph.

Up to 1 Gbps traffic load at the ODN, in case of the 1 Gbps TRx failure, the ODN can be serviced by 10 Gbps TRx or WDM overlay TRx. Therefore, up to 1 Gbps traffic load, the proposed architecture is 200% more reliable against the failure of the OLT TRx. For traffic load greater than 1 Gbps and less than 10 Gbps, and in case of failure of 10 Gbps TRx, the ODN can be serviced by any of the 1 Gbps or WDM overlay TRx without any service disruption. In this case, the proposed architecture is also 200% more reliable against TRx failure. However, as the ODN is having a traffic load greater than 1 Gbps, there may be some compromise with the transmission speed or QoS until the recovery of the failed TRx, but, one can continue the services without any service disruption. In case of traffic load greater than 10 Gbps and limited up to 11 Gbps, both the 1 Gbps TRx and 10 Gbps TRx are required, and in case of failure of any one of the TRx, the services may be continued on the WDM overlay TRx only. Therefore, for this case, the architecture is 100% more reliable.

In all the above three cases, the data could be transmitted on either the FSO link or the SMF link depending on the weather conditions. Normally, any of the links can be used efficiently and its architecture is 100% more reliable against link failure. However, in adverse weather conditions, only the SMF link is preferred and on its failure, more power needs to be transmitted for the FSO link to compensate for the link losses and maintain the transmission reliability. Therefore, depending on the priority, network service providers can choose either transmitted power or service reliability.

To check the energy-saving capability of the proposed dual-rate, dual-link FSO/SMF architecture, we have considered the arbitrary environmental conditions for a month, and they are given in Table 3. The FSO link loss for various weather conditions is given in Table 4 (Alkholidi and Altowij 2014). We have also considered that each day, out of 24 h,
Table 2  Reliability matrix against OLT TRx or link failure

| ODN(s) | Load     | Module 1 (10 Gbps) | Module 2 (1 Gbps) | Approachable wavelength | Reliability against TRx failure (%) | Transmission Possible through a link | Reliability against Link failure in normal weather conditions (%) |
|--------|----------|--------------------|-------------------|------------------------|------------------------------------|-------------------------------------|---------------------------------------------------------------|
| ODN1   | Load < 1G | OFF                | ON(\(\lambda_{2,1}\)) | (\(\lambda_{1,1}\), (\(\lambda_{2,1}\), (\(\lambda_{O\text{verap}}\)) | 200                                | FSO/SMF                                           | 100                                                           |
|        | 1G < Load < 10G | ON(\(\lambda_{1,1}\)) | OFF                | (\(\lambda_{1,2}\), (\(\lambda_{2,2}\), (\(\lambda_{O\text{verap}}\)) | 200                                | FSO/SMF                                           | 100                                                           |
|        | 10G < Load < 11G | ON(\(\lambda_{1,2}\)) | ON(\(\lambda_{2,2}\)) | (\(\lambda_{1,2}\), (\(\lambda_{2,2}\), (\(\lambda_{O\text{verap}}\)) | 100                                | FSO/SMF                                           | 100                                                           |
| ODN2   | Load < 1G | OFF                | ON(\(\lambda_{2,2}\)) | (\(\lambda_{1,2}\), (\(\lambda_{2,2}\), (\(\lambda_{O\text{verap}}\)) | 200                                | FSO/SMF                                           | 100                                                           |
|        | 1G < Load < 10G | ON(\(\lambda_{1,2}\)) | OFF                | (\(\lambda_{1,3}\), (\(\lambda_{2,3}\), (\(\lambda_{O\text{verap}}\)) | 200                                | FSO/SMF                                           | 100                                                           |
|        | 10G < Load < 11G | ON(\(\lambda_{1,3}\)) | ON(\(\lambda_{2,3}\)) | (\(\lambda_{1,3}\), (\(\lambda_{2,3}\), (\(\lambda_{O\text{verap}}\)) | 100                                | FSO/SMF                                           | 100                                                           |
| ODN3   | Load < 1G | OFF                | ON(\(\lambda_{2,3}\)) | (\(\lambda_{1,3}\), (\(\lambda_{2,3}\), (\(\lambda_{O\text{verap}}\)) | 200                                | FSO/SMF                                           | 100                                                           |
|        | 1G < Load < 10G | ON(\(\lambda_{1,3}\)) | OFF                | (\(\lambda_{1,4}\), (\(\lambda_{2,4}\), (\(\lambda_{O\text{verap}}\)) | 200                                | FSO/SMF                                           | 100                                                           |
|        | 10G < Load < 11G | ON(\(\lambda_{1,4}\)) | ON(\(\lambda_{2,4}\)) | (\(\lambda_{1,4}\), (\(\lambda_{2,4}\), (\(\lambda_{O\text{verap}}\)) | 100                                | FSO/SMF                                           | 100                                                           |
each ODN has the representative traffic load $< 1$ Gbps, $1$ Gbps $< \text{load} < 10$ Gbps, and $10$ Gbps $< \text{load} < 11$ Gbps for $7.2$ h, $12$ h and $4.8$ h respectively.

Depending on the particular weather condition, the network service providers can select either the FSO link or the SMF link. For some cases, the FSO link is preferred only when the weather is quite clear and link loss is within $0.25$ dB/km. For some instances, the FSO link may be utilized even if the link losses are up to $1$ dB/km or $2.5$ dB/km. Depending on the link losses, three different cases ($< 0.25$ dB/km, $< 1$ dB/km, and $< 2.5$ dB/km) are
considered and the preferred links on different days of a month are given in Tables 5, 6, and 7, respectively.

By considering the environmental conditions of a month given in Table 3, and assuming each ODN has the representative traffic load < 1 Gbps, 1 Gbps < load < 10 Gbps, and 10 Gbps < load < 11 Gbps for 7.2 h, 12 h and 4.8 h, respectively. Energy-saving of the proposed architecture w.r.t the pure FSO link for different weeks are given by the following equations:

\[
E_{\text{Saving}}(\text{Week}) = \sum_{d=1}^{7} \left[ \{E_{10G}(FSO)_d + E_{1G}(FSO)_d\} \text{PureFSO} - \{E_{10G}(FSO)_d + E_{1G}(FSO)_d + E_{10G}(SMF)_d + E_{1G}(SMF)_d\} \text{Hybrid} \right]
\]

(9)

\[
E_{\text{Saving}}(\text{Week}) = \sum_{d=1}^{7} (P_{10G}(FSO)_d \cdot h_{10G}(FSO)_d + P_{1G}(FSO)_d \cdot h_{1G}(FSO)_d) \text{PureFSO} - \{P_{10G}(FSO)_d \cdot h_{10G}(FSO)_d + P_{1G}(FSO)_d \cdot h_{1G}(FSO)_d + P_{10G}(SMF)_d \cdot h_{10G}(SMF)_d + P_{1G}(SMF)_d \cdot h_{1G}(SMF)_d\} \text{Hybrid}
\]

(10)
where $E_{\text{saving}}(\text{Week})$ is the energy saved in a particular week by the proposed dual-rate, dual-link hybrid architecture. $E_{10G}(FSO)_d$ and $E_{10G}(SMF)_d$ are the energy consumed by the FSO link and SMF link, respectively, for transmission of broadband signal at 10 Gbps. Similarly, $E_{1G}(FSO)_d$ and $E_{1G}(SMF)_d$ are the energy consumed by the FSO link and SMF link respectively for transmission of narrowband signal at 1 Gbps. $d$ denotes the days ranging from 1 (Monday) to 7 (Sunday). $P_{10G}$ and $P_{1G}$ denote the power consumption at the OLT during transmission of broad band and narrow band signals, respectively. This OLT power consumption ($P_{10G}$ and $P_{1G}$) occurs due to two factors. The first one is fixed and is required to drive the line card holding the TRx (3.5 W for 10 G line card and 0.5 W for 1 G line card) (Tadokoro et al. 2012) and the second one is required to drive the TRx itself for transmitting the data to the link. This TRx power is used to compensate for the link loss and to provide sufficient power at the receiver to meet the receiver sensitivities. Therefore, the TRx power is dependent on the weather conditions and link whether it is SMF or FSO.

$$E_{\text{saving}}(\%) = 1 - \frac{\sum_{d=1}^{7} \left\{ E_{10G}(FSO)_d + E_{1G}(FSO)_d + E_{10G}(SMF)_d + E_{1G}(SMF)_d \right\} \text{Hybrid}}{\sum_{d=1}^{7} \sum_{d=1}^{7} E_{10G}(FSO)_d + E_{1G}(FSO)_d} \text{PureFSO}$$  

(11)

$$E_{\text{saving}}(\%) = 1 - \frac{\sum_{d=1}^{7} \{ P_{10G}(FSO)_d \cdot h_{10G}(FSO)_d + P_{1G}(FSO)_d \cdot h_{1G}(FSO)_d \} \text{Hybrid}}{\sum_{d=1}^{7} \{ P_{10G}(FSO)_d \cdot h_{10G}(FSO)_d + P_{1G}(FSO)_d \cdot h_{1G}(FSO)_d \} \text{PureFSO}}$$  

(12)

Fig. 11  Energy saving (%) of proposed architecture w.r.t. pure FSO link for different weeks of a month
The 10G TRx requires more power as compared to 1G TRx. $h_{10G}$ and $h_{1G}$ are the time duration for which 10G TRx and 1G TRx that are used each day.

Based on Eqs. (9)–(12) for considered arbitrary environmental conditions (as given in Table 3), the energy-saving for each week of a month by using the proposed dual-rate hybrid FSO/SMF architecture as compared to the pure FSO link, is approximately 27% and is given in Fig. 11. The average absolute energy saving per week is almost 171 W. This small amount of energy-saving per week allows us to reduce the energy consumption of approximately 8.2 kW in the entire year for a single network and $8.2 \times N$ kW for $N$ networks. The energy-saving may vary for different environmental circumstances. However, the developed dual-rate/dual-link based hybrid architecture provides an excellent way to reduce energy consumption significantly.

Energy-saving of the proposed architecture w.r.t the pure SMF link for different weeks are also calculated and given below by the following equations:

\[
E_{\text{Saving}}(\text{Week}) = \sum_{d=1}^{7} \left[ \left( E_{10G}(SMF)_{d} + E_{1G}(SMF)_{d} \right) \right]_{\text{PureSMF}} - \left( E_{10G}(FSO)_{d} + E_{1G}(FSO)_{d} + E_{10G}(SMF)_{d} + E_{1G}(SMF)_{d} \right)_{\text{Hybrid}} \right]
\]  

\[E_{\text{Saving}}(\text{Week}) = \sum_{d=1}^{7} \left[ P_{10G}(SMF)d \cdot h_{10G}(SMF)d + P_{1G}(SMF)d \cdot h_{1G}(SMF)d \right]_{\text{PureSMF}} - \left[ P_{10G}(FSO)d \cdot h_{10G}(FSO)d + P_{1G}(FSO)d \cdot h_{1G}(FSO)d + P_{10G}(SMF)d \cdot h_{10G}(SMF)d \right]_{\text{Hybrid}} \]  

\[
E_{\text{Saving}}(\%) = 1 - \frac{\sum_{d=1}^{7} \left( E_{10G}(FSO)_{d} + E_{1G}(FSO)_{d} + E_{10G}(SMF)_{d} + E_{1G}(SMF)_{d} \right)_{\text{Hybrid}}}{\sum_{d=1}^{7} \left( E_{10G}(SMF)_{d} + E_{1G}(SMF)_{d} \right)_{\text{PureSMF}}} \]

![Fig. 12](image-url)  

Energy saving (%) of proposed architecture w.r.t. pure SMF link for different weeks of a month
### Table 8 Comparative analysis of various Hybrid FSO/SMF architectures

| Paper                      | SMF/FSO                              | Fault protection | Cost                        | Reliability against link failure | Reliability against TRx failure | Dual rate data transmission capability | Limitations                                                                 |
|----------------------------|--------------------------------------|------------------|-----------------------------|----------------------------------|---------------------------------|----------------------------------------|--------------------------------------------------------------------------------|
| Garg et al. (2021)         | Hybrid FSO/SMF architecture           | Yes              | Moderate                    | Yes                              | No                              | No                                     | No dual rate transmission capability                                                  |
| Khazaali et al. (2013)     | FSO                                  | Not considered   | Moderate                    | No                               | No                              | No                                     | May face transmission problem during adverse weather conditions                      |
| Aladeloba et al. (2013)    | SMF at feeder, FSO at access part     | Not considered   | May incur high operational cost in adverse weather condition | No                               | No                              | No                                     | May face transmission problem during adverse weather conditions                      |
| Shah et al. (2014)         | FSO                                  | Not considered   | Moderate                    | No                               | No                              | No                                     | –                                                                                   |
| Hayle et al. (2021)        | SMF at feeder, FSO at access part     | Yes              | Normally Low, during fault cost may high | Yes                              | No                              | No                                     | There may be delay in link setup if an operating link failed                            |
| Mirza et al. (2020)        | SMF at feeder, FSO at access part     | Can be incorporated at higher cost | High capital expenditure     | Yes                              | No                              | No                                     | No link reliability in feeder network                                                 |
| Yeh et al. (2019)          | Hybrid FSO/SMF ring architecture      | Yes              | High capital expenditure due to bidirectional architecture | Yes                              | No                              | No                                     | High latency to the remote OWUs                                                      |
| Yeh et al. (2020)          | Hybrid FSO/SMF architecture           | Yes              | Moderate                    | Yes                              | No                              | No                                     | Protection in adverse weather may be a challenge                                       |
| Yeh et al. (2020)          | Hybrid FSO/SMF architecture           | Yes              | –                           | Yes                              | No                              | No                                     | End users are connected in ring and may face connection problem for more than two faults |
where each term has similar meaning as mentioned for Eqs. (9)–(12). Based on Eqs. (13) - (16) for given network conditions, the proposed dual-rate hybrid FSO/SMF architecture as compared to the pure SMF link, is approximately 31.84% and is given in Fig. 12. The average absolute energy saving per week is almost 212.25 W, which is significant for a network.

The various advantages of the proposed dual-rate hybrid FSO/SMF architecture as compared to the pure FSO link with its limitations are illustrated in Table 8.

### 5 Conclusion

A dual-rate/dual-link hybrid SMF/FSO integrated optical access network is proposed which is capable of transmitting the data at a very high speed ranging from 1 to 20 Gbps depending upon the traffic load. The proposed architecture is well suited for clear as well as adverse weather conditions. For clear weather conditions, the FSO link is preferred in order to take the advantages of transmission without spectrum licensing, low nonlinear effects, and no link faults during maintenance of the roads etc. The FSO links also have very low installation and maintenance time and legacy networks can be extended hassle-free in the hilly, mountain and river areas etc., where there are lots of challenges to extend the fiber optic links.

In case of adverse weather conditions or link failure and on the fiber optic link availability, services can be continued on the SMF simply by tuning the transmitted wavelength by 50 GHz. The proposed architecture is reliable against the link failure and has 100% higher reliability as compared to the pure FSO network. This architecture is also reliable against TRx failure, because in case of failure of 1 Gbps TRx the services remain continued on 10 Gbps TRx and vice versa. The BER performance of both the links SMF/FSO for narrowband and broadband transmission has been verified and are quite acceptable for both the links. However there is approximately 0.6 dB FSO link power penalty at the receiver as compared to the pure SMF link. For hybrid SMF/FSO integrated architecture, the FSO link power penalty reduces to 0.3 dB. For integrated link, approximately ~27% of the energy
| Paper                  | SMF/FSO                     | Fault protection | Cost                  | Reliability against link failure | Reliability against TRx failure | Dual rate data transmission capability | Limitations                                                                 |
|-----------------------|----------------------------|------------------|-----------------------|----------------------------------|----------------------------------|----------------------------------------|--------------------------------------------------------------------------------|
| Present work          | Hybrid FSO/SMF architecture | Yes              | Low since capable of efficient resource utilization | Yes                              | Yes                              | Yes                                    | May incur high link losses for adverse conditions if SMF link is failed |
consumption is reduced as compared to the pure FSO link. The average absolute energy saving per year for a network is approximately 8.2 kW. The proposed link also reduces the energy consumption of approximately ~31.84% as compared to pure SMF link. The proposed architecture strengthens the existing ICT infrastructure and is responsible for supporting the development of smart cities that handle high-speed internet services.

For higher phase noise, the performance of both FSO and SMF transmission will degrade and the quality factor of the received optical signal will be deteriorated. Alternatively, the bit error rate performance of the received signal will be degraded. With the higher phase noise, the spectral efficiency of the channel will be very poor. This needs more investigation, which we intend to do in a future work.
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