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Abstract

In a financial market model, we consider the variance-optimal semi-static hedging of a given contingent claim, a generalization of the classic variance-optimal hedging. To obtain a tractable formula for the expected squared hedging error and the optimal hedging strategy, we use a Fourier approach in a general multidimensional semimartingale factor model. As a special case, we recover existing results for variance-optimal hedging in affine stochastic volatility models. We apply the theory to set up a variance-optimal semi-static hedging strategy for a variance swap in both the Heston and the \( 3/2 \)-model, the latter of which is a non-affine stochastic volatility model.

1 Introduction

Variance-optimal hedging was introduced by [32, 13] as a tractable method of hedging contingent claims in incomplete markets (cf. [33] for an overview). The main idea of variance-optimal hedging is to find a self-financing trading strategy \( \vartheta \) for a given claim \( \eta^0 \), which minimizes the (risk-neutral) variance of the residual hedging error at a terminal time \( T > 0 \). As shown in [13], the solution of this optimization problem is given by the so-called Galtchouk–Kunita–Watanabe (GKW) decomposition of \( \eta^0 \) with respect to the underlying stock \( S \). The GKW decomposition takes the form

\[
\eta^0 = \mathbb{E}[\eta^0] + (\vartheta \cdot S)_T + L^0_T,
\]

where \( L_T \) is the terminal value of a local martingale that is orthogonal to the underlying \( S \). For applications it is important to have tractable formulas for the variance-optimal strategy \( \vartheta \) and for the minimal expected hedging error \( \varepsilon^2 := \mathbb{E}[(L^0_T)^2] \). To this end, several authors have combined variance-optimal hedging with Fourier methods. This idea was first pursued in [18], where in an exponential Lévy market the expected hedging error has been explicitly computed for contingent claims with integrable and invertible Laplace transform. This method has been further investigated in [25], where the underlying market model is a stochastic volatility model described by an affine semimartingale.

In this paper we extend the results of [18, 25] in two directions: First, we consider a very general setting of semimartingale factor models that is not limited to processes with independent increments.
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or with affine structure. Second, in addition to classic variance optimal hedging, we also consider the variance-optimal semi-static hedging problem that we have introduced in [9]. The semi-static hedging problem combines dynamic trading in the underlying $S$ with static (i.e. buy-and-hold) positions in a finite number of given contingent claims $(\eta_1, \ldots, \eta_d)$, e.g. European puts and calls. Such semi-static hedging strategies have been considered for the hedging of Barrier options (cf. [7]), in model-free hedging approaches based on martingale optimal transport (cf. [3, 4]), and finally for the semi-static replication of variance swaps by Neuberger’s formula (cf. [30]).

As shown in [9] and summarized in Section 2 below, the semi-static hedging problem can be solved under a variance-optimality criterion when also the covariances $\varepsilon_{ij} := \mathbb{E}[L_i L_j]$ of the residuals in the GKW-decompositions of all supplementary claims $(\eta_1, \ldots, \eta_d)$ are known. This leads to a natural extension of the questions investigated in [18, 25]: If the model for $S$ allows for explicit calculation of the characteristic function $S = \log X$ (such as Lévy models, the Heston model or the 3/2 model) and the supplementary claims $(\eta_1, \ldots, \eta_d)$ have a Fourier representation (such as European puts and calls), how can we compute the quantities $\varepsilon_{ij}$?

In our main results, Theorems 4.6, 4.8 and 4.9 we provide answers to this question and show that the covariances $\varepsilon_{ij} := \mathbb{E}[L_i L_j]$ and the optimal strategies can be recovered by Fourier-type integrals, extending the results of [18, 25]. In addition, these results serve as the rigorous mathematical underpinning of the more applied point of view taken in [9].

This paper has the following structure: In Section 2 we collect some notions about stochastic analysis and discuss semi-static variance optimal strategies. Section 3 is devoted to the study of the GKW decomposition for some square integrable martingales, which play a fundamental role in our analysis and discuss semi-static variance optimal strategies. Section 4 we discuss certain problems related to stochastic analysis of processes depending on a parameter and Fourier methods in a general multidimensional factor model. We also recover some of the results of [25] for affine stochastic volatility models. In Section 5 we apply the results of the previous sections to the Heston model (which is an affine model) and the 3/2-model (which is non-affine).

## 2 Basic Tools and Motivation

By $(\Omega, \mathcal{F}, \mathbb{P})$ we denote a complete probability space and by $\mathbb{F}$ a filtration satisfying the usual conditions. We fix a time interval $[0, T]$, $T > 0$, assume that $\mathcal{F}_0$ is trivial and set $\mathcal{F} = \mathcal{F}_T$.

Because of the usual conditions of $\mathbb{F}$, we only consider càdlàg martingales and when we say that a process $X$ is a martingale we implicitly assume the càdlàg property of the paths of $X$.

A real-valued martingale $X$ is square integrable if $X_T \in L^2(\mathbb{P}) := L^2(\Omega, \mathcal{F}, \mathbb{P})$. By $\mathcal{H}^2 = \mathcal{H}^2(\mathbb{F})$ we denote the set of real-valued $\mathbb{F}$-adapted square integrable martingales. For $X \in \mathcal{H}^2$, we define $\|X\|_{\mathcal{H}^2} := \|X_T\|_2$, where $\| \cdot \|_2$ denotes the $L^2(\mathbb{P})$-norm. The space $(\mathcal{H}^2, \| \cdot \|_2)$ is a Hilbert space; we also introduce $\mathcal{H}^2_0 := \{ X \in \mathcal{H}^2 : X_0 = 0 \}$.

If $X, Y$ belong to $\mathcal{H}^2$, then there exists a unique predictable càdlàg process of finite variation, denoted by $(X, Y)$ and called predictable covariation of $X$ and $Y$, such that $\langle X, Y \rangle_0 = 0$ and $XY - \langle X, Y \rangle$ is a uniformly integrable martingale. Clearly $\mathbb{E}[X_T Y_T - X_0 Y_0] = \mathbb{E}[\langle X, Y \rangle_T]$. We say that two local martingales $X$ and $Y$ are orthogonal if $XY$ is a local martingale starting at zero. If $X$ and $Y$ are (locally) square integrable (local) martingales, they are orthogonal if and only if $X_0 Y_0 = 0$ and $\langle X, Y \rangle = 0$.

If $H$ is a measurable process and $A$ a process of finite variation, by $H \cdot A$ we denote the (Riemann–Stieltjes) integral process of $H$ with respect to $A$, i.e., $H \cdot A(\omega) := \int_0^T H_s(\omega) dA_s(\omega)$. We also use the notation $\int_0^T H_s dA_s$ to denote the process $H \cdot A$. We recall that $H \cdot A$ is of finite variation if and only if
\[ |H| \cdot \text{Var}(A, \omega) < +\infty, \text{ for every } t \in [0, T] \text{ and } \omega \in \Omega. \]

Notice that, if \( H \cdot A \) is of finite variation, then
\[ \text{Var}(H \cdot A) = |H| \cdot \text{Var}(A). \quad (2.1) \]

For \( X \in \mathcal{H}^2 \), we define
\[ L^2_C(X) := \{ \vartheta \text{ predictable and complex-valued: } \mathbb{E}[|\vartheta|^2 \cdot \langle X, X \rangle_T] < +\infty \}, \]
the space of complex-valued integrands for \( X \). For \( \vartheta \in L^2_C(X) \), \( \vartheta \cdot X \) denotes the stochastic integral process of \( \vartheta \) with respect to \( X \) and it is characterized as it follows: Let \( Z \) be a complex-valued square integrable martingale. Then \( Z = \vartheta \cdot X \) if and only if \( Z_0 = 0 \) and \( \langle Z, Y \rangle = \vartheta \cdot \langle X, Y \rangle \), for every \( Y \in \mathcal{H}^2 \). We also use the notation \( \int_0^t \vartheta \, dX_s \) to indicate the martingale \( \vartheta \cdot X \). By \( L^2(X) \) we denote the subspace of predictable integrands in \( L^2_C(X) \) which are real-valued.

**Variance-Optimal Hedging.** In a financial market, where the price process is described by a strictly square integrable martingale \( S \), a square integrable contingent claim \( \eta \) is given and \( H = (\mathbb{E}[\eta | \mathcal{F}_t])_{t \in [0, T]} \) is the associated martingale. We then consider the optimization problem
\[ \varepsilon^2 = \min_{c \in \mathbb{R}, \vartheta \in L^2(S)} \mathbb{E}\left[ \left( c + \vartheta \cdot S_T - \eta \right)^2 \right]. \quad (2.2) \]

The meaning of (2.2) is to minimize the variance of the hedging error: If the market is complete the solution of (2.2) is identically equal to zero, as perfect replication is possible. If the market is incomplete, the squared hedging error will be strictly positive, in general. In [13] it was shown that the solution \((c^*, \vartheta^*)\) of (2.2) always exists and is given by the so-called Galtchouk-Kunita-Watanabe (GKW) decomposition of \( H \). The GKW decomposition is the unique decomposition
\[ H = H_0 + \vartheta \cdot X + L, \quad (2.3) \]
where \( \vartheta \in L^2(X) \) and the martingale \( L \) is in the orthogonal complement of \( L^2(S) \) in \( (\mathcal{H}^2_0, \| \cdot \|_2) \). The solution of the hedging problem (2.2) is then given by \( c^* = \mathbb{E}[\eta] \) and \( \vartheta^* \) being the integrand in the GKW decomposition of \( H \) with respect to \( S \). The minimal hedging error can be expressed as
\[ \varepsilon^2 = \mathbb{E}[\langle L, L \rangle_T] = \mathbb{E}[\| L_T \|^2], \]
using the orthogonal component \( L \) in the GKW decomposition (2.3).

Moreover, notice that, if \( L \in \mathcal{H}^2 \) is orthogonal to \( L^2(S) \) in the Hilbert space sense, then \( L \) is also orthogonal to \( S \), i.e. \( LS \) is a martingale starting at zero and, in particular, \( \langle L, S \rangle = 0 \). Therefore, from (2.3) we can compute the optimal strategy \( \vartheta^* \) by
\[ \langle S, H \rangle = \vartheta^* \cdot \langle S, S \rangle = \int_0^T \vartheta^*_s \, d\langle S, S \rangle_s, \quad (2.4) \]
that is \( \vartheta^* = d\langle S, H \rangle / d\langle S, S \rangle \) in the Radon-Nikodym-derivative sense.

**Semi-Static Variance-Optimal Hedging.** In [9] we have introduced the following generalization of the classic variance-optimal hedging problem (2.2): Assume that in addition to a dynamic (i.e., continuously rebalanced) position in the underlying stock, a static (i.e., buy-and-hold) position in a fixed basket of contingent claims \((\eta^1, \ldots, \eta^d)\) is allowed. More precisely, let \( S \) be a strictly positive square integrable martingale modelling the evolution of the stock price and \( \eta = (\eta^1, \ldots, \eta^d)^\top \) the fixed vector of square integrable contingent claims.
**Definition 2.1.** (i) A semi-static strategy is a pair \((\vartheta, v) \in L^2(S) \times \mathbb{R}^d\). A semi-static strategy of the form \((\vartheta, 0)\) (resp., \((0, v)\)) is called a dynamic (resp., static) strategy.

(ii) A semi-static variance-optimal hedging strategy for the square integrable contingent claim \(\eta^0\) is a solution of the semi-static variance-optimal hedging problem given by

\[
\varepsilon^2 = \min_{v \in \mathbb{R}^d, \vartheta \in L^2(S), c \in \mathbb{R}} \mathbb{E} \left[ \left( c - v^\top \mathbb{E}[\eta] + \vartheta \cdot S_T - (\eta^0 - v^\top \eta) \right)^2 \right]. \tag{2.5}
\]

Comparing the solution of (2.5) with the one of (2.2), it is clear that the latter one will be smaller or equal than the first one, as the minimization problem in (2.5) is taken over a bigger set. Therefore, semi-static strategies allow for a reduction of the quadratic hedging error in comparison with classic dynamic hedging in the underlying.

Following [9], the semi-static hedging problem can be split into an inner and outer optimization problem, i.e., it can be written as

\[
\begin{align*}
\varepsilon^2(v) &= \min_{\vartheta \in L^2(S), c \in \mathbb{R}} \mathbb{E} \left[ \left( c - v^\top \mathbb{E}[\eta] + \vartheta \cdot S_T - (\eta^0 - v^\top \eta) \right)^2 \right], \quad \text{(inner prob.)} \\
\varepsilon^2 &= \min_{v \in \mathbb{R}^d} \varepsilon(v)^2. \quad \text{(outer prob.)}
\end{align*} \tag{2.6}
\]

Notice that the inner optimization problem in (2.6) is a classical variance-optimal hedging problem as in (2.2), while the outer problem becomes a finite dimensional quadratic optimization problem of the form

\[
\varepsilon(v)^2 = A - 2v^\top B + v^\top C v. \tag{2.7}
\]

As shown in [9, Theorem 2.3] the coefficients of this problem can be written as

\[
A := \mathbb{E}[\langle L^0, L^0 \rangle_T], \quad B^i := \mathbb{E}[\langle L^0, L^i \rangle_T], \quad C^{ij} := \mathbb{E}[\langle L^i, L^j \rangle_T], \quad i, j = 1, \ldots, d. \tag{2.8}
\]

where \(L^0\) and \(L^i\) are the orthogonal parts of the GKW-decompositions of \(H^0\) and \(H^i\) respectively. Moreover, we can write

\[
\langle L^i, L^j \rangle = \langle H^i, H^j \rangle - \vartheta^i \vartheta^j \cdot \langle S, S \rangle, \quad i, j = 0, \ldots, d. \tag{2.9}
\]

where the \(\vartheta^i\) are the integrands in the respective GKW decompositions. If \(C\) is invertible, then the optimal strategy \((v^*, \vartheta^*)\) for the semi-static variance-optimal hedging problem (2.5) is given by

\[
v^* = C^{-1} B, \quad \vartheta^* = \vartheta^0 - (v^*)^\top (\vartheta^1, \ldots, \vartheta^d).
\]

Hence, to solve the semi-static variance-optimal hedging problem, it is necessary to compute all covariations of the residuals in the GKW decomposition of \(\eta^i, i = 1, \ldots, d\). This extends beyond the classic variance-optimal hedging problem considered in [25], where it was enough to determine \(A\) in order to compute the squared hedging error and the optimal strategy.

### 3 The GKW-decomposition in factor models

To solve the inner minimization problem in the semi-static hedging problem (2.5), it is necessary to compute the predictable covariations of the GKW-residuals in (2.9) and then their expectation to get \(A, B\) and \(C\) in (2.8). In this section, we consider the particular case of a so-called factor-model, where both the underlying \(S\) and the claims \(Y^i\) of interest only depend on the state of a finite-dimensional economic
factor process $X = (X^1, \ldots, X^n)$. More precisely, we assume that $X$ is a quasi-left-continuous locally square integrable semimartingale (cf. [21, Definition II.2.27]) with state space $(E, \mathcal{B}(\mathbb{R}^n))$; the underlying stock is a locally square integrable local martingale $Y$, given by $e^{X^1_t}$, and the claims of interest are of the form

$$Y^j_t = f^j(t, X^1_t, \ldots, X^n_t)$$

(3.1)

where the $f^j$ are in $C^{1,2}(\mathbb{R}_+ \times \mathbb{R}^n), i = 1, \ldots, d$. To simplify notation we only consider two claims $Y^1$ and $Y^2$; the extension to more than two claims is straight-forward.

To prepare for our results and their proofs, we recall that any local martingale $X$ can be decomposed in a unique way as $X = X^c + X^d$, where $X^c$ is a continuous local martingale starting at zero, called the continuous part of $X$, while $X^d$, called the purely discontinuous part of $X$, is a local martingale starting at zero which is orthogonal to all adapted and continuous local martingales (cf. [21, Theorem I.4.18]). We also recall that a locally square integrable semimartingale $X$ is a special semimartingale and thus there exists a semimartingale decomposition (which is unique)

$$X^j = X^j_0 + M^j + A^j, \quad j = 1, \ldots, n,$$

(3.2)

where $A^j$ is a predictable processes of finite variation and $M^j$ a locally square integrable local martingale. Notice that $X^{j,c} = M^{j,c}$. Since $X$ is quasi-left-continuous, the predictable processes $A^j$ are continuous and the local martingales $M^j$ are quasi-left-continuous (cf. [16, Corollary 8.9]).

We denote by $\mu$ be the jump measure of $X$ and by $\nu$ its predictable compensator. In particular, $\mu$ is an integer valued random measure on $[0,T] \times \mathcal{E}, \, T > 0$. The space $\mathcal{G}_{\text{loc}}^2(\mu)$ of the predictable integrands for the compensated jump measure $(\mu - \nu)$ is defined in [20, Eq. (3.62)], as the space of real-valued processes $\mu$ on $\mathbb{R}_+ \times \mathcal{E}$ which are $\mathcal{P} \otimes \mathcal{B}$-measurable, $\mathcal{P}$ denoting the predictable $\sigma$-algebra on $\Omega \times [0,T]$, such that the increasing process

$$\sum_{s \leq t} W(s, \omega, \Delta X^j(\omega))^2 1_{(\Delta X^j(\omega) \neq 0)}$$

is locally integrable. For $W \in \mathcal{G}_{\text{loc}}^2(\mu)$, we denote by $W \ast (\mu - \nu)$ the stochastic integral of $W$ with respect to the compensated jump measure $(\mu - \nu)$ and define it as the unique purely discontinuous locally square integrable local martingale $Y$ such that

$$\Delta Y_t(\omega) = W(t, \omega, \Delta X^j(\omega)),$$

$\Delta Z$ denoting the jump process of a càdlàg process $Z$ with the convention $\Delta Z_0 = 0$.

The existence and uniqueness of this locally square integrable local martingale is guaranteed by [21, Theorem I.4.56, Corollary I.4.19]. Observe that, if $U, W \in \mathcal{G}_{\text{loc}}^2(\mu)$, then [21, Theorem II.1.33(a)], yields

$$\langle U \ast (\mu - \nu), W \ast (\mu - \nu) \rangle_t = \int_{[0,t] \times \mathcal{E}} U(s, x) W(s, x) \nu(ds, dx), \quad t \in [0,T].$$

(3.3)

The next lemma is the key result for the computation of (2.9) under the factor-model assumption.

**Lemma 3.1.** Let $X$ be a locally square integrable semimartingale with canonical decomposition as in (3.2). Let $Y = (Y_t)_{t \in [0,T]}$ be a locally square integrable local martingale of the form $Y_t = f(t, X^1_t, \ldots, X^n_t)$, where $f \in C^{1,2}(\mathbb{R}_+ \times \mathbb{R}^n)$. Then,

$$Y = Y_0 + \sum_{j=1}^n \partial_{ij} f \cdot X^{j,c} + W \ast (\mu - \nu)$$

(3.4)

---

1In order to compute the quantities in (2.8), we will need the stronger assumption that $S$ is a square integrable martingale. However, this assumption is not needed to compute (2.9)
where \( f_i := f(t, X^1, \ldots, X^n), f_{t-} := f(t, X^1_{t-}, \ldots, X^n_{t-}), \partial_{x_j} \) denotes the \( j \)-th partial derivatives of \( f \) and

\[
W(t, \omega, x_1, \ldots, x_n) := f(t, x_1 + X^1_{t-}(\omega), \ldots, x_n + X^n_{t-}(\omega)) - f(t, X^1_{t-}(\omega), \ldots, X^n_{t-}(\omega)).
\]

(3.5)

**Proof.** We denote by \( \text{Id} \) the identity on \([0, T]\). Applying Itô formula to the \( \mathbb{R}^{n+1} \)-valued semimartingale \((\text{Id}, X^1, \ldots, X^n)\) (cf. [21, Theorem I.4.57]), from the canonical decomposition (3.2), we deduce

\[
Y = Y_0 + \sum_{j=1}^n \partial_{x_j} f_{t-} \cdot M^j + \partial_t f_{t-} \cdot \text{Id} + \sum_{j=1}^n \partial_{x_j} f_{t-} \cdot A^j + \frac{1}{2} \sum_{j,k=1}^n \partial_{x_j x_k} f_{t-} \cdot \langle X^{j,e}, X^{k,e} \rangle
\]

\[
+ \sum_{s \leq t} \Delta Y_s - \sum_{j=1}^n \partial_{x_j} f_{t-s} \Delta X^j_s,
\]

where \( \partial^2 \) denotes the second-partial-derivative operator. We define \( N := \sum_{j=1}^n \partial_{x_j} f_{t-} \cdot M^j \),

\[
A := \partial_t f_{t-} \cdot \text{Id} + \sum_{j=1}^n \partial_{x_j} f_{t-} \cdot A^j + \frac{1}{2} \sum_{j,k=1}^n \partial_{x_j x_k} f_{t-} \cdot \langle X^{j,e}, X^{k,e} \rangle
\]

and finally

\[
U(t, \omega, x_1, x_2) :=
\]

\[
f(t, x_1 + X^1_{t-}(\omega), \ldots, x_n + X^n_{t-}(\omega)) - f(t, X^1_{t-}(\omega), \ldots, X^n_{t-}(\omega)) - \sum_{j=1}^n \partial_{x_j} f_{t-} x^j.
\]

The process \( U \) belongs to \( \mathcal{G}^2_{\text{loc}}(\mu) \). Indeed, because of (3.6) and the continuity of \( A \), \( U \) is the jump process of the locally square integrable local martingale \( Y - N \). Hence \( \sum_{s \leq t} U^2_s \leq [Y - N, Y - N] \) and the right-hand side of this estimate is locally integrable because of [21, Proposition I.4.50(b)]. This means that we can define the locally square integrable local martingale \( U * (\mu - \nu) \). The process \( \sum_{s \leq t} U(s, \omega, \Delta X^1_s(\omega), \ldots, \Delta X^n_s(\omega)) + A_t(\omega) = U * \mu_t(\omega) + A_t(\omega) \) is of finite variation and by (3.6) it is a locally square integrable local martingale. Hence it is purely discontinuous and has the same jumps as \( U * (\mu - \nu) \). From [21, Corollary I.4.19], these two local martingales are indistinguishable. Hence (3.6) becomes

\[
Y = Y_0 + \sum_{j=1}^n \partial_{x_j} f_{t-} \cdot M^j + U * (\mu - \nu).
\]

From [16, Theorem 11.24], we can write \( M^{j,d} = x_j * (\mu - \nu) \), \( M^{j,d} \) denoting the purely discontinuous part of the local martingales \( M^j \), \( j = 1, \ldots, n \). Using that \( M^j = X^{j,e} + M^{j,d} \) and [21, Proposition II.1.30(b)], we get by linearity of the involved stochastic integrals

\[
Y = Y_0 + \sum_{j=1}^n \partial_{x_j} f_{t-} \cdot X^{j,e} + \left( U + \sum_{j=1}^n \partial_{x_j} f_{t-s} x_j \right) * (\mu - \nu),
\]

\( j = 1, \ldots, n \), which is the desired result. \( \square \)

Notice that (3.4) is the decomposition of \( Y \) in its continuous and purely discontinuous martingale part \( Y^c \) and \( Y^d \) respectively. It can be rephrased saying that every locally square integrable local martingale \( Y \) such that \( Y_t = f(t, X^1_t, \ldots, X^n_t) \) can be represented as the sum of stochastic integrals with respect to the continuous martingale parts of \( X \) and a stochastic integral with respect to the compensated jump measure of \( X \).
Applying Lemma 3.1 to the locally square integrable local martingale $S = e^{x_1}$, we get
\[ S = S_0 + S_- \cdot X^{1,c} + (S_-(e^{x_1} - 1)) \ast (\mu - \nu). \] (3.7)

We observe that the processes $S$ and $S_-$ are strictly increasing. Hence the process $S^-_1$ is locally bounded and $S^-_1 \cdot S$ is a locally square integrable local martingale. Furthermore $\Delta [S^-_1 \cdot S] = (e^{x_1} - 1)$. Therefore the function $x_1 \mapsto (e^{x_1} - 1)$ belongs to $\mathcal{G}^2_{\text{lo}}(\mu)$ and we can define
\[ \tilde{S}^i := g \ast (\mu - \nu), \quad g(x_1) := (e^{x_1} - 1), \] (3.8)

which is a locally square integrable local martingale. Combining this with (3.7) and (21, Proposition II.1.30(b)], we get
\[ S = S_0 + S_- \cdot \tilde{S}, \quad \tilde{S} := (X^{1,c} + \tilde{S}^i). \] (3.9)

Notice that $\tilde{S}$ is the stochastic logarithm of $S$ (cf. [21, Theorem II.8.10]). Moreover, if $Y$ is as in Lemma 3.1 from (3.9) and (3.3), we have
\[ \langle S, Y \rangle = \sum_{j=1}^n (S_- \partial_x f_-) \cdot (X^{1,c}, X^{1,c}) + \int_{[0, \infty) \times E} (e^{x_1} - 1)S_x W(s,x) \nu(ds, dx). \] (3.10)

The next result is our main result on the predictable covariance of the GKW-residuals under the factor-model assumption (3.1).

**Theorem 3.2.** Let $X = (X^1, \ldots, X^n)$ be a locally square integrable semimartingale. Let $Y^1$ and $Y^2$ be locally square integrable local martingales such that $Y^i = f^i(t, X^n_t, \ldots, X^n_0)$, where $f^i$ satisfies the assumptions of Lemma 3.1 and let $Y^i = Y^i_0 + \tilde{\theta} \cdot S + L^i$ be the GKW decomposition of $Y^i$ with respect to $S$, $i = 1, 2$. Then the explicit form of the integrand $\tilde{\theta}^i$ is
\[ \tilde{\theta}^i = \frac{1}{S_t} \left( \sum_{j=1}^n \partial_y f^i_j \frac{d(X^{1,c}, X^{1,c})}{d(S,S)_t} + \frac{d(\tilde{S}^d, Y^{1d})}{d(S, S)_t} \right) , \quad i = 1, 2. \] (3.11)

Furthermore the differential of the predictable covariance of the residuals $L^1$ and $L^2$ in the GKW decomposition of $Y^1$ and $Y^2$ with respect to $S$ is
\[ d(L^1, L^2)_t = d(Y^1, Y^2)_t - \tilde{\theta}^1 \tilde{\theta}^2 d(S, S)_t \]
\[ = \sum_{j=1}^n \sum_{k=1}^n \partial_y f^1_j \partial_y f^2_k \frac{d(X^{1,c}, X^{1,c})}{d(S,S)_t} - \frac{d(X^{1,c}, X^{1,c})}{d(S,S)_t} \frac{d(X^{1,c}, X^{1,c})}{d(S,S)_t} \frac{d(X^{1,c}, X^{1,c})}{d(S,S)_t} \]
\[ - \sum_{i=1}^n \sum_{j=1}^n \partial_y f^1_j \frac{d(\tilde{S}^d, Y^{1d})}{d(S,S)_t} \frac{d(X^{1,c}, X^{1,c})}{d(S,S)_t} \frac{d(X^{1,c}, X^{1,c})}{d(S,S)_t} \]
\[ + d(Y^{1d}, Y^{2d})_t - \frac{d(\tilde{S}^d, Y^{1d})}{d(S,S)_t} \frac{d(\tilde{S}^d, Y^{2d})}{d(S,S)_t} \]

where,
\[ \langle S, S \rangle = \langle X^{1,c}, X^{1,c} \rangle + \int_{[0, \infty) \times E} (e^{x_1} - 1)^2 \nu(ds, dx), \] (3.13)
\[ \langle \tilde{S}^d, S \rangle = \int_{[0, \infty) \times E} (e^{x_1} - 1)^2 \nu(ds, dx), \] (3.14)
\[ \langle \tilde{S}^d, Y^{1d} \rangle = \int_{[0, \infty) \times E} (e^{x_1} - 1)W^i(s,x) \nu(dx, dx), \] (3.15)
\[ \langle Y^{1d}, Y^{2d} \rangle = \int_{[0, \infty) \times E} W^1(s,x)W^2(s,x) \nu(dx, dx). \] (3.16)
and $W^i$ is given by (3.5) with $f = f^i$, $i = 1, 2$.

**Proof.** We first show (3.11). From (2.4), we have

\[ \vartheta^i_t = \frac{d\langle S, Y^i \rangle_t}{d\langle S, S \rangle_t}. \]  

From (3.9), $\langle S, S \rangle = S_t^2 \cdot \langle \bar{S}, \bar{S} \rangle$. To compute $\langle \bar{S}, \bar{S} \rangle$, we use (3.8), (3.9) and (3.3). This, in particular shows (3.14) and (3.13). The process $\langle S, Y^i \rangle$ is given by (3.10) with $Y = Y^i$ and $W = W^i$. Inserting this expression for $\langle S, Y^i \rangle$ and the previous one for $\langle S, S \rangle$ in (3.17), yields (3.11). To compute $\langle Y^1, Y^2 \rangle$ we again use Lemma 3.1 and (3.3): The computations are similar to those for the computation of $\vartheta^i$. The proof of (3.12) is straightforward, once $\langle Y^1, Y^2 \rangle$, $\langle S, S \rangle$, $\vartheta^1$ and $\vartheta^2$ are known. The proof of the theorem is now complete. \qed

If the semimartingale $X$ is continuous, then the formulas in Theorem 3.2 become simpler. Indeed, in this case, all purely discontinuous martingales appearing in (3.12) vanish and the following corollary holds:

**Corollary 3.3.** Let the assumptions of Theorem 3.2 be satisfied and furthermore assume that the semimartingale $X$ is continuous. Then $\langle S, S \rangle = \langle X^{1,c}, X^{1,c} \rangle$ and (3.11) becomes

\[ \vartheta^i_t = \frac{1}{S_t} \sum_{j=1}^n \frac{\partial_s f^i_j}{\partial_j f^i_j} \frac{d\langle X^{1,e}, X^{j,c} \rangle_t}{d\langle X^{1,e}, X^{1,c} \rangle_t}, \]  

while (3.12) reduces to

\[ d\langle L^1, L^2 \rangle_t = \sum_{j=2}^n \sum_{k=2}^n \frac{\partial_s f^j_k}{\partial_k f^j_k} \left( \frac{d\langle X^{j,c}, X^{k,c} \rangle_t}{d\langle X^{1,e}, X^{1,c} \rangle_t} - \frac{d\langle X^{j,c}, X^{j,c} \rangle_t}{d\langle X^{1,e}, X^{1,c} \rangle_t} \right). \]  

Notice that the summations in (3.19) start from $j = 2$ and $k = 2$.

We now denote by $(B, C, \nu)$ the semimartingale characteristics of $X$ (cf. [21, II.§2a]) with respect to the truncation function $h = (h^1, \ldots, h^n)$, where $h^i(x_j) = x_j 1_{\{x_j \leq 1\}}$, $j = 1, \ldots, n$, and assume that they are absolutely continuous with respect to the Lebesgue measure, that is

\[ B_t = \int_0^t b_s ds, \quad C_t = \int_0^t c_s ds, \quad \nu(\omega, dx, dt) = K_t(\omega, dx)dt \]  

where $b$ and $c$ are predictable processes taking values in $\mathbb{R}^n$ and in the subspace of symmetric matrices in $\mathbb{R}^{n \times n}$ respectively, while $K_t(\omega, dx)$ is a predictable kernel as in [21, Proposition II.2.9]. We stress that for every $t$ and $\omega$, $K_t(\omega, dx)$ is a measure on $(\mathbb{R}^n, \mathcal{B}(\mathbb{R}^n))$. Furthermore, we have

\[ c^{j,k}_t = d\langle X^{j,c}, X^{k,c} \rangle_t, \quad j, k = 1, \ldots, n. \]

The triplet $(b, c, K)$ is sometimes called **differential characteristics** of the semimartingale $X$. In this context we get the following corollary to Theorem 3.2.

**Corollary 3.4.** Let the assumptions of Theorem 3.2 hold and furthermore let the semimartingale characteristics $(B, C, \nu)$ of $X$ be absolutely continuous with respect to the Lebesgue measure on $[0, T]$ and let $(b, c, K)$ be the corresponding differential characteristics.
(i) Then $\vartheta^i, i = 1, 2$, becomes

$$\vartheta^i_t = \frac{1}{S_t - \xi_t} \left( \sum_{j=1}^{n} \partial_{x_j} f_{t}^{1j} c_{t}^{1j} + \int_{E} (e^{x_t} - 1) W^{i}(t, x) K_i(dx) \right).$$

(3.21)

while (3.12) reduces to

$$\frac{d\langle L^1, L^2 \rangle_t}{dt} = \sum_{j=1}^{n} \sum_{k=1}^{n} \partial_{x_j} f_{t}^{1j} \partial_{x_k} f_{t}^{2k} \left( c_{t}^{jk} \frac{c_{t}^{1j}}{\xi_t} c_{t}^{1k} \right)$$

$$- \frac{1}{\xi_t} \sum_{i,j,l=1}^{2} \sum_{j \neq l}^{n} \partial_{x_j} f_{t}^{i1j} \int_{E} (e^{x_t} - 1) W^{i}(t, x) K_i(dx)$$

$$+ \int_{E} W^1(t, x) W^2(t, x) K_i(dx)$$

$$- \frac{1}{\xi_t} \left( \int_{E} (e^{x_t} - 1) W^1(t, x) K_i(dx) \right) \left( \int_{E} (e^{x_t} - 1) W^2(t, x) K_i(dx) \right)$$

(3.22)

where, $\xi_t := c_{t}^{11} + \int_{E} (e^{x_t} - 1)^2 K_i(dx), t \in [0, T]$.

(ii) If furthermore $X$ is continuous then

$$\vartheta^i_t = \frac{1}{S_t c_{t}^{1i}} \sum_{j=1}^{n} \partial_{x_j} f_{t}^{1j} c_{t}^{1j}$$

(3.23)

and

$$d\langle L^1, L^2 \rangle_t = \sum_{j=2}^{n} \sum_{k=2}^{n} \partial_{x_j} f_{t}^{1j} \partial_{x_k} f_{t}^{2j} \left( c_{t}^{jk} - \frac{c_{t}^{1j}}{c_{t}^{1i}} c_{t}^{1k} \right) dt$$

(3.24)

### 4 Models with Fourier representation

In this section we combine variance-optimal hedging with Fourier methods. We do not assume a special stochastic volatility model, as in e. g. [25] where affine stochastic volatility models were considered. We rather work in a general multidimensional factor-model setting. This requires some technical considerations about stochastic processes depending on a parameter, which we discuss in Subsection 4.1. In Subsection 4.2 we consider contingent claims whose pay-offs have a Fourier representation. As a special case, we discuss semimartingale stochastic volatility models and, in particular, affine models recovering some of the results of [25].

As a preliminary, we discuss the notion of ‘variation’ for complex-valued processes. If $C = C^1 + iC^2$ is a complex-valued process and $C^1$ and $C^2$ are its real and imaginary part, respectively, we set

$$\text{Var}(C) := \text{Var}(C^1) + \text{Var}(C^2).$$

(4.1)

In particular, from $|C| \leq |C^1| + |C^2|$, (4.1) yields $|C| \leq \text{Var}(C)$. Let $A$ be a real-valued process of finite variation and $K = K^1 + iK^2$ a measurable complex-valued process. Then (4.1) and (2.1) imply

$$\text{Var}(K \cdot A) = (|K^1| + |K^2|) \cdot \text{Var}(A).$$

(4.2)
A complex-valued process \( Z = X + iY \) is a square integrable martingale if the real-valued processes \( X \) and \( Y \) are square integrable martingales. For two complex-valued square integrable martingales \( Z^1 = X^1 + iY^1 \) and \( Z^2 = X^2 + iY^2 \) we define

\[
(Z^1, Z^2) := \langle X^1, X^2 \rangle - \langle Y^1, Y^2 \rangle + i(\langle X^1, Y^2 \rangle + \langle Y^1, X^2 \rangle)
\]

and the variation process \( \text{Var}(Z^1, Z^2) \) is given by (4.1). Notice that \( Z^1Z^2 - \langle Z^1, Z^2 \rangle \) is a martingale and \( \langle Z^1, Z^2 \rangle \) is the unique complex-valued predictable process of finite variation starting at zero with this property. Furthermore, because of Kunita-Watanabe inequality for real-valued martingales (cf. [29, Corollary II.22, p25]) we immediately get

\[
\mathbb{E}[\text{Var}(Z^1, Z^2)] < \infty
\]

where \( Z^j \) denotes the complex conjugate of \( Z^j \), \( j = 1, 2 \).

Notice that, if \( Z^1 \) and \( Z^2 \) are the GKW decomposition of \( Z^2 \) with respect to \( Z^1 \) clearly holds but the residual is a complex-valued square integrable martingale and the integrand belongs to \( L^2_\mathbb{C}(Z^1) \). Obviously also an analogous relation as (2.4) holds.

### 4.1 Complex-Valued Processes Depending on a Parameter

We denote by \( \mathcal{S} \) the space of parameters and assume that it is a Borel subspace of \( \mathbb{C}^n \) and \( \mathcal{B}(\mathcal{S}) \) denotes the Borel \( \sigma \)-algebra on \( \mathcal{S} \). On \( (\mathcal{S}, \mathcal{B}(\mathcal{S})) \) a finite complex measure \( \zeta \) is given. We recall that with \( \zeta \) we can associate the positive measure \( |\zeta| \) called total variation of \( \zeta \). Furthermore, there exists a complex-valued function \( h \) such that \( |h| = 1 \) and \( d\zeta = h\,d|\zeta| \), so \( L^1(\zeta) = L^1(|\zeta|) \). For details about complex-valued measures see [31, §6.1]. Note that Fubini’s theorem also holds for products of complex-valued measures (cf. [8, Theorem 8.10.3]).

**Definition 4.1.** Let \( U(z) = (U(z)_t),_{t \in [0, T]} \) be a (complex-valued) stochastic process for every \( z \in \mathcal{S} \). By \( U(\cdot) \) we denote the mapping \( (t, \omega, z) \mapsto U(\omega, z) \).

(i) We say that \( U(\cdot) \) is jointly measurable if it is a \( \mathcal{B}([0, T]) \otimes \mathcal{F}_T \otimes \mathcal{B}(\mathcal{S}) \)-measurable mapping.

(ii) We say that \( U(\cdot) \) is jointly progressively measurable if for every \( s \leq t \) the mapping \( (s, \omega, z) \mapsto U(\omega, z)_s \) is \( \mathcal{B}([s, t]) \otimes \mathcal{F}_s \otimes \mathcal{B}(\mathcal{S}) \)-measurable.

(iii) We say that \( U(\cdot) \) is jointly optional if it is \( \mathcal{O} \otimes \mathcal{B}(\mathcal{S}) \)-measurable, \( \mathcal{O} \) denoting the optional \( \sigma \)-algebra on \( [0, T] \times \Omega \).

(iv) We say that \( U(\cdot) \) is jointly predictable if it is \( \mathcal{P} \otimes \mathcal{B}(\mathcal{S}) \)-measurable, \( \mathcal{P} \) denoting the predictable \( \sigma \)-algebra on \( [0, T] \times \Omega \).

Let \( U(z) \) be a stochastic process for every \( z \in \mathcal{S} \). If there exists a jointly measurable (or jointly progressively measurable, or jointly optional or jointly predictable) mapping \( (t, \omega, z) \mapsto Y(\omega, z) \), such that, for every \( z \in \mathcal{S} \) the processes \( U(z) \) and \( Y(z) \) are indistinguishable, we identify them in notation, i.e. \( U(\cdot) := Y(\cdot) \). We shall use this convention without further mention.

**Proposition 4.2.** Let \( U(z) \) be a square integrable martingale for every \( z \in \mathcal{S} \) and let the estimate

\[
\sup_{z \in \mathcal{S}} \mathbb{E}[|U(z)_T|^2] < \infty
\]

hold.

(i) If \( z \mapsto U(\omega, z)_t \) is \( \mathcal{B}(\mathcal{S}) \)-measurable for every \( t \in [0, T] \), the process \( U = (U_t),_{t \in [0, T]} \),

\[
U_t := \int_{\mathcal{S}} U(z)_t \zeta(dz), \quad t \in [0, T],
\]

is a square integrable martingale, provided that it is adapted.
(ii) For every complex-valued square integrable martingale $Z$ such that $(t,\omega,z) \mapsto \langle Z,U(z) \rangle_t(\omega)$ is jointly measurable, the mapping $(t,\omega,z) \mapsto \Var(\langle Z,U(z) \rangle)$ is jointly measurable as well and
\[
\mathbb{E} \left[ \int_{\mathcal{F}} \Var(\langle Z,U(z) \rangle_t) \, |\xi| \, (dz) \right] \leq 2 \mathbb{E} \left[ |Z_T|^2 \right]^{1/2} \left( \sup_{t \in \mathcal{F}} \mathbb{E} \left[ |U(z)|^2 \right] \right)^{1/2} \left( \sup_{t \in \mathcal{F}} |\xi|_{(\mathcal{F})} \right) < +\infty.
\] (4.5)

If furthermore the process $D := \int_{\mathcal{F}} \langle Z,U(z) \rangle \xi(z) \, (dz)$ is predictable, then
\[
\langle Z,U \rangle = \int_{\mathcal{F}} \langle Z,U(z) \rangle \xi(z) \, (dz),
\] (4.6)
whenever the process $U$ defined in (4.4) is a square integrable martingale.

(iii) If there exists a complex-valued jointly progressively measurable process $K(\cdot)$ such that
\[
\langle Z,U(z) \rangle_t = \int_0^t K(z) \, ds,
\]
then the identity
\[
D = \int_0^t \int_{\mathcal{F}} K(z) \xi(z) \, (dz) \, ds
\] (4.7)
holds. Hence $D$ is predictable and
\[
\langle Z,U \rangle = \int_0^t \int_{\mathcal{F}} K(z) \xi(z) \, (dz) \, ds,
\] (4.8)
whenever $U$ is well-defined and adapted.

**Proof.** To see (i) we assume that $U$ is well-defined and adapted and verify the martingale property and the square integrability. From
\[
\mathbb{E} \left[ |U_t|^2 \right] \leq \left( \int_{\mathcal{F}} \mathbb{E} \left[ |U(z)_t|^2 \right] \, |\xi| \, (dz) \right)^{1/2} \left( \sup_{t \in \mathcal{F}} \mathbb{E} \left[ |U(z)_T|^2 \right] \right)^{1/2} \left( \sup_{t \in \mathcal{F}} |\xi|_{(\mathcal{F})} \right) < +\infty
\]
we deduce the square integrability of $U$. Furthermore we can apply Fubini’s theorem to get
\[
\mathbb{E}[U_t | \mathcal{F}_s] = \int_{\mathcal{F}} \mathbb{E}[U(z)_t | \mathcal{F}_s] \xi(z) \, (dz) = U_s \quad \text{a.s.,} \quad 0 \leq s \leq t \leq T,
\]
and this completes the proof of (i). We now verify (ii). The joint measurability of $\Var(\langle Z,U(\cdot) \rangle)$ follows from the joint measurability of $\langle Z,U(\cdot) \rangle$ and from the definition of variation process. To prove (4.5) observe that Tonelli’s theorem, Kunita–Watanabe inequality (4.3) and $\mathbb{E}[\langle X,\mathcal{F}_t \rangle] \leq \mathbb{E}[|X^2|], t \geq 0$, for every complex-valued square integrable martingale $X$, imply
\[
\mathbb{E} \left[ \int_{\mathcal{F}} \Var(\langle Z,U(z) \rangle_t) \, |\xi| \, (dz) \right] \leq \sup_{t \in \mathcal{F}} \mathbb{E} \left[ \Var(\langle Z,U(z) \rangle_t) \right] \, |\xi|_{(\mathcal{F})} \leq 2 \mathbb{E} \left[ |Z_T|^2 \right]^{1/2} \left( \sup_{t \in \mathcal{F}} \mathbb{E} \left[ |U(z)|^2 \right] \right)^{1/2} \left( \sup_{t \in \mathcal{F}} |\xi|_{(\mathcal{F})} \right) < +\infty.
\]
This proves (4.5). To see (4.6), because of (4.5) we can apply Fubini’s theorem. From (i), for 0 ≤ s ≤ t ≤ T, we compute

\[ \mathbb{E}[Z_t U_t - D_t | \mathcal{F}_s] = \int_s^T \mathbb{E}[Z_r U_r - \langle Z, U \rangle_r | \mathcal{F}_s] \xi(dz) \]

\[ = \int_s^T (Z_r U_r - \langle Z, U \rangle_r) \xi(dz) \]

\[ = Z_s U_s - D_s, \]

which is (4.6) because D is a predictable process of finite variation starting at zero such that ZU − D is a martingale. Finally, we show (iii). First we notice that the mapping \((s, \omega) \mapsto \int_s^T K(\omega, z) \xi(dz)\) is \(\mathcal{B}([0, t]) \otimes \mathcal{F}_t\)-measurable, for s ≤ t, that is, it is a progressively measurable process. Therefore, the stochastic process \(\int_0^T K(z) \xi(dz) ds\) is adapted and continuous, hence predictable. Furthermore, the mapping \((\omega, z) \mapsto \int_0^T K(z) \xi(dz) ds\) is \(\mathcal{F}_t \otimes \mathcal{B}(\mathcal{S})\)-measurable. Therefore \(D = \int_s^T \int_0^T K(z) \xi(dz) \xi(dz)\) is an adapted process. We now observe that, because of (4.2) and (ii), the estimation

\[ \int_0^t |K(z)|ds \leq \text{Var}(\langle Z, U \rangle)_T \]

holds. From (4.5) and (4.9), we then have

\[ \mathbb{E} \left[ \int_s^T |K(z)|ds \xi(|\xi|)(dz) \right] \leq \mathbb{E} \left[ \int_s^T \text{Var}(\langle Z, U \rangle)_T |\xi| |(dz) \right] < +\infty. \]

Hence, applying Fubini’s theorem we deduce

\[ \int_s^T \int_0^T K(z) \xi(dz) \xi(dz) = \int_s^T \int_0^T K(z) \xi(dz) ds, \text{ a.s., } t \in [0, T]. \]  (4.10)

By (4.9), because from (4.5), the mapping \((\omega, z) \mapsto \text{Var}(\langle Z, U \rangle)_T (\omega)\) belongs to \(L^1(|\xi|)\) a.s., an application of Lebesgue’s theorem on dominated convergence now yields that the left-hand side of (4.10) is a.s. continuous. Hence, identifying D with a continuous version, we can claim the D and \(\int_0^T K(z) \xi(dz) ds\) are indistinguishable. In particular, the process D of (ii) is predictable, because it is continuous and adapted. From (ii), we get (4.8). The proof of the proposition is now complete. \(\square\)

We remark that a sufficient condition for the process U in Proposition 4.2 to be well defined and adapted is the joint progressive measurability of the mapping \(U(\cdot)\).

We conclude this subsection with the following lemma:

**Lemma 4.3.** Let \(K(\cdot)\) be a jointly predictable complex-valued mapping and A a predictable increasing process. Let \(\int^T T |K(\omega, z)| dA_s(\omega) < +\infty\) a.s. Then the mapping \(\langle t, \omega, z \mapsto \int_0^t K(\omega, z) dA_s(\omega) \rangle \) is jointly predictable.

**Proof.** Let \(f : \mathcal{S} \longrightarrow \mathbb{R}\) be a \(\mathcal{B}(\mathcal{S})\)-measurable bounded real-valued function and let \(K(\cdot)\) be of the form \(K(t, \omega, z) = f(z)k_t\), where k is a bounded real-valued predictable process. Let \(\mathcal{C}\) denote the class of all real-valued predictable processes of this form. Then, by [21, Proposition 1.3.5], for any \(K(\cdot) \in \mathcal{C}\), the mapping \((t, \omega, z) \mapsto \int_0^t K(z, \omega) dA_s(\omega)\) is jointly predictable. If now \(K(\cdot)\) is real-valued and bounded, by the monotone class theorem (see [16, Theorem 1.4]), it is easy to see that the mapping \((t, \omega, z) \mapsto \int_0^t K(z, \omega) dA_s(\omega)\) is jointly predictable. Now it is a standard procedure to get the claim for every \(K(\cdot)\) which is real-valued and integrable with respect to A. The case of a complex-valued integrable \(K(\cdot)\) follows immediately from this latter one and the proof of the lemma is complete. \(\square\)
4.2 Fourier representation of the GKW-decomposition

Let $X$ be a factor process taking values in $\mathbb{R}^n$. We assume that there exist an $R \in \mathbb{R}^n$ such that $\mathbb{E}[\exp(2R^TX_T)] < \infty$ and define the ‘strip’ $\mathcal{S} := \{ z \in \mathbb{C}^n : \text{Re}(z) = R \}$. A square integrable European option is given and its pay-off is $\eta = h(X_T)$ for some real-valued function $h$ with domain in $\mathbb{R}^n$. We assume that the two-sided Laplace transform $\tilde{h}$ of $h$ exists in $R$ and that it is integrable on $\mathcal{S}$. Then $h$ has the following representation

$$h(x) = \frac{1}{(2\pi i)^n} \int_{R-\infty}^{R+i\infty} \exp(z^\top x)\tilde{h}(z)dz = \int_{\mathcal{S}} \exp(z^\top x)\zeta(dz),$$

(4.11)

where $\zeta$ is the complex-valued non-atomic finite measure on $\mathcal{S}$ defined by

$$\zeta(dz) := \frac{1}{(2\pi i)^n} \tilde{h}(z)dz.$$

(4.12)

For each $z \in \mathcal{S}$, the process $H(z) = (H(z)_t)_{t \in [0,T]}$ defined by $H(z)_t := \mathbb{E}[\exp(z^\top X_t)|\mathcal{F}_t]$ is a square integrable complex-valued martingale. Analogously $H = (H_t)_{t \in [0,T]}$, $H_t := \mathbb{E}[^{\infty}\eta|\mathcal{F}_t]$, is a square integrable martingale. We recall that we always consider càdlàg martingales.

We now make the following assumption which will be in force throughout this section.

**Assumption 4.4.** The mapping $(t, \omega, z) \mapsto H(\omega, z)$, is jointly progressively measurable.

Under Assumption 4.4 we can show the following result:

**Proposition 4.5.** The estimate $\sup_{z \in \mathcal{S}} \mathbb{E}[|H(z)_t|^2] < +\infty$ holds. Furthermore, under Assumption 4.4 the process $H_t := \int_{\mathcal{S}} H(z)_t \zeta(dz)$ is a square integrable martingale which is indistinguishable from $H$ and hence the identity

$$H_t = \int_{\mathcal{S}} H(z)_t \zeta(dz)$$

(4.13)

holds.

**Proof.** From

$$\sup_{z \in \mathcal{S}} |H(z)_t|^2 \leq H(2R)_t \in L^1(\mathbb{P}), \quad t \in [0,T]$$

we get the first part of the proposition. By Assumption 4.4 and Proposition 4.2 (i), the process $\tilde{H}$ is a square integrable martingale. To see (4.13), we recall that $H$ and $\tilde{H}$ are martingales (hence càdlàg) and clearly modifications of each other. Therefore they are indistinguishable and the proof of the proposition is complete. \(\square\)

Let $S$ describe the price process of some traded asset. We assume that $S$ is a strictly positive square integrable martingale starting at $S_0 > 0$. We now consider the GKW-decomposition of $H$ and $H(z)$ with respect to $S$, that is

$$H = H_0 + \vartheta \cdot S + L, \quad H(z) = H(z)_0 + \vartheta(z) \cdot S + L(z), \quad z \in \mathcal{S},$$

(4.14)

where $\vartheta \in L^2(S)$, $\vartheta(z) \in L^2_c(S)$, $L \in \mathcal{H}_0^2$ and $L(z)$ is a complex-valued square integrable martingale $z \in \mathcal{S}$. By definition of the GKW-decomposition, $L$ and $L(z)$ are orthogonal to $S$. 
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**Theorem 4.6.** Let $H$ and $H(z)$ be defined as above and let their respective GKW-decomposition be given by (4.14). Let Assumption 4.4 hold and the mapping $(t, \omega, z) \mapsto \vartheta(\omega, z)$, be jointly predictable. Then the identities

\[
\vartheta = \int_{\mathcal{S}} \vartheta(z) \zeta(\text{d}z); \quad (4.15)
\]

\[
\left( \int_{\mathcal{S}} \vartheta(z) \zeta(\text{d}z) \right) \cdot \mathcal{S} = \int_{\mathcal{S}} \left( \vartheta(z) \cdot \mathcal{S} \right) \zeta(\text{d}z); \quad (4.16)
\]

\[
L = \int_{\mathcal{S}} L(z) \zeta(\text{d}z) \quad (4.17)
\]

hold. In particular the GKW-decomposition of $H$ is

\[
H = H_0 + \left( \int_{\mathcal{S}} \vartheta(z) \zeta(\text{d}z) \right) \cdot \mathcal{S} + \int_{\mathcal{S}} L(z) \zeta(\text{d}z). \quad (4.18)
\]

**Remark 4.7.** In a nutshell, this theorem shows that the Fourier representation (4.11) of a claim and its GKW-decomposition can be interchanged under very general conditions. In other words, the GKW-decomposition of the claim can be obtained by integrating the GKW-decomposition of the conditional moment generating function $H(z)$, in a suitable complex domain $\mathcal{S}$ against the measure $\zeta$ that determines the claim via (4.11).

**Proof.** First we show (4.15). Clearly $\vartheta(z) \cdot \langle S, S \rangle_T(\omega) < +\infty$ a. s. Hence, because of

\[
\langle S, H(z) \rangle_T(\omega) = \int_0^T \vartheta(\omega, z) \cdot \langle S, S \rangle_s(\omega),
\]

from Lemma 4.3 $(t, \omega, z) \mapsto \langle S, H(z) \rangle_s(\omega)$ is jointly predictable. So $\int_{\mathcal{S}} \langle S, H(z) \rangle \zeta(\text{d}z)$ is a predictable process. Proposition 4.2(ii) and Proposition 4.5 yield

\[
\langle S, H \rangle = \int_{\mathcal{S}} \langle S, H(z) \rangle \zeta(\text{d}z) = \int_{\mathcal{S}} \int_0^T \vartheta(z) \cdot \langle S, S \rangle_s \zeta(\text{d}z).
\]

(4.19)

Furthermore, for every $z \in \mathcal{S}$, the identity

\[
\mathbb{E}[|H(z)_t|^2] = \mathbb{E}[|\vartheta(z) \cdot S_t|^2 + |L(z)_t|^2 + |H(z)_0|^2]
\]

holds. Hence we can estimate

\[
\mathbb{E}[|\vartheta(z) \cdot S_t|^2] \leq \mathbb{E}[|H(z)_t|^2], \quad \mathbb{E}[|L(z)_t|^2] \leq \mathbb{E}[|H(z)_t|^2], \quad z \in \mathcal{S}, \quad t \geq 0,
\]

(4.20)

which, from Proposition 4.5 imply

\[
\sup_{z \in \mathcal{S}} \mathbb{E} \left[ |\vartheta(z) \cdot S_t|^2 \right] < +\infty, \quad \sup_{z \in \mathcal{S}} \mathbb{E} \left[ |L(z)_t|^2 \right] < +\infty.
\]

(4.21)

Because of

\[
\mathbb{E} \left[ \int_0^T \int_{\mathcal{S}} |\vartheta(z)_t|^2 \zeta(\text{d}z) \langle S, S \rangle_t \right] = \int_{\mathcal{S}} \mathbb{E} \left[ \int_0^T |\vartheta(z)_t|^2 \langle S, S \rangle_t \right] |\zeta|(\text{d}z) = \int_{\mathcal{S}} \mathbb{E} \left[ |\vartheta(z) \cdot S_T|^2 \right] |\zeta|(\text{d}z) < \infty,
\]

(4.22)
Hence \( \tilde{\vartheta} = \vartheta \) holds. Moreover, if the process \( D := \int_{\mathcal{F}_t} \xi z d\mathbb{P} \) is predictable, the covariation of the square integrable martingales \( L^1 \) and \( L^2 \) is given by

\[
\langle L^1, L^2 \rangle = \int_{\mathcal{F}_t} \langle L(z_1), L(z_2) \rangle \xi^2(z_2) \xi^1(z_1) d\mathbb{P}.
\]
and hence
\[ \mathbb{E}[(L^1, L^2)_T] = \int_0^T \int_{\mathcal{F}_t} \mathbb{E}(L(z_1), L(z_2)) \xi^1(dz_1) \xi^2(dz_2). \] (4.26)

(ii) If furthermore there exists a jointly progressively measurable complex-valued stochastic process \( K(z_1, z_2) = K^1(z_1, z_2) + iK^2(z_1, z_2) \) such that
\[ \langle L(z_1), L(z_2) \rangle = \int_0^T K(z_1, z_2), ds, \]
then the identity
\[ \mathbb{E}[(L^1, L^2)_T] = \int_0^T \int_{\mathcal{F}_t} \mathbb{E}[K(z_1, z_2)] \xi^2(dz_2) \xi^1(dz_1). \] (4.27)
holds and
\[ \mathbb{E}[(L^1, L^2)_T] = \int_0^T \int_{\mathcal{F}_t} \mathbb{E}[K(z_1, z_2)] \xi^2(dz_2) \xi^1(dz_1). \] (4.28)

Proof. From (4.17), we have \( L^j = \int_{\mathcal{F}_t} L(z_j), dz^j, j = 1, 2. \) Furthermore, the estimation (4.20) holds with both \( \mathcal{F} = \mathcal{F}_1 \) and \( \mathcal{F} = \mathcal{F}_2. \) Hence, to prove this theorem one has to proceed exactly as in Proposition 4.2 and we omit further details.

We now combine in a theorem the results obtained in this section with those of Section 3 (for complex valued semimartingales).

**Theorem 4.9.** Let the factor process \( X \) be a locally square integrable semimartingale and \( S = e^{X^1} \) be a square integrable martingale.

(i) Let \( f : [0, T] \times \mathbb{R}^n \times \mathcal{F}_t \rightarrow \mathbb{C} \) be a \( \mathcal{B}([0, T]) \otimes \mathcal{B}(\mathbb{R}^n) \otimes \mathcal{B}(\mathcal{F}_t) \) measurable function with \( f \in C^{1,2}([0, T] \times \mathbb{R}^n), \) such that \( H(z) = f(t, X^1_t, \ldots, X^n_t, z). \)

(ii) Let \( \eta_j = h^j(S_T) \) be an European option such that \( h^j \) is a function with representation as in (4.11) and (4.12) over \( \mathcal{F}_j, \) \( j = 1, 2. \)

Then the assumptions of Proposition 4.2, Theorem 4.6 and Theorem 4.8 (i) hold.

Proof. The joint progressively measurability of \( H(\cdot) \) is clear because of the assumption (i) in the theorem. The joint predictability of \( \vartheta(\cdot) \) follows from Theorem 3.2, in particular from (3.11). Hence the assumptions of Theorem 4.6 are satisfied. We define for \( z \in \mathcal{F}_j \) and \( j = 1, 2, f^j(\cdot, z) := f(\cdot, z_j) \) and
\[ W^j(t, \omega, x_1, \ldots, x_n, z) := W(t, \omega, x_1, \ldots, x_n, z_j) := f(t, x_1 + X^1_{t-}(\omega), \ldots, x_n + X^n_{t-}(\omega), z_j) - f(t, X^1_{t-}(\omega), \ldots, X^n_{t-}(\omega), z_j). \] (4.29)
The mapping \( (t, \omega, x_1, \ldots, x_n, z_j) \rightarrow W(t, \omega, x_1, \ldots, x_n, z_j) \) is \( \mathcal{P} \otimes \mathcal{B}(\mathbb{R}^n) \otimes \mathcal{B}(\mathcal{F}_j) \)-measurable. So, from (3.12), we deduce that the mapping \( (t, \omega, z_1, z_2) \rightarrow \langle L(z_1), L(z_2) \rangle; (\omega) \) is jointly predictable and hence it is jointly measurable. This yields the predictability of the process \( D \) defined in Theorem 4.8. Hence all the assumptions of Theorem 4.8 (i) are fulfilled. The proof of the theorem in now complete.

### 4.3 Variance-Optimal Hedging in Affine Stochastic Volatility Models

We now more closely discuss the case in which \( (X, V) := (X^1, X^2) \) is an affine process and a semimartingale. An affine process \( (X, V) \) in the sense of [11] is a stochastically continuous Markov process taking values in \( \mathbb{R} \times \mathbb{R}_+ \) such that the joint conditional characteristic function of \( (X_t, V_t) \) is of the form
\[ \mathbb{E}\left[\exp(u_1 X_t + u_2 V_t)\mid \mathcal{F}_s\right] = \exp\left(\phi_{t-s}(u_1, u_2) + \psi_{t-s}(u_1, u_2)V_t + u_1 X_s\right), \quad s \leq t \] (4.30)
where \((u_1, u_2) \in \mathbb{R}^2\). The complex-valued functions \(\phi_t\) and \(\psi_t\) are the solutions of the *generalized Riccati equations*

\[
\begin{align*}
\partial_t \phi_t(u_1, u_2) &= F((\psi_t(u_1, u_2), u_2)), \quad \phi_0(u_1, u_2) = 0, \quad \text{(4.31a)} \\
\partial_t \psi_t(u_1, u_2) &= R((\psi_t(u_1, u_2), u_2)), \quad \psi_0(u_1, u_2) = u_2, \quad \text{(4.31b)}
\end{align*}
\]

where \((F, R)\) are the Lévy symbols associated with the Lévy triplets \((\beta^0, \gamma^0, \kappa^0)\) and \((\beta^1, \gamma^1, \kappa^1)\) respectively. That is, setting \(u := (u_1, u_2)^T\) and considering only Markov processes without killing, we have

\[
\begin{align*}
F(u) &= u^T \beta^0 + \frac{1}{2} u^T \gamma^0 u + \int_{\mathbb{R}_+ \times \mathbb{R}} \left( e^{u^T x} - 1 - u^T h(x_1, x_2) \right) \kappa^0(\mathrm{d}x), \\
R(u) &= u^T \beta^1 + \frac{1}{2} u^T \gamma^1 u + \int_{\mathbb{R}_+ \times \mathbb{R}} \left( e^{u^T x} - 1 - u^T h(x_1, x_2) \right) \kappa^1(\mathrm{d}x).
\end{align*}
\]

Under a mild non-explosion condition, affine processes are semimartingales with absolutely continuous characteristics (cf. [11, Sec. 9]) and according to [24, §3], the differential characteristics \((b, c, K)\) are given by

\[
\begin{align*}
b_t &= \begin{bmatrix} \beta^0_1 + \beta^1_1 V_t^- \\
\beta^0_2 + \beta^1_2 V_t^-
\end{bmatrix}, \quad c_t &= \begin{bmatrix} \gamma^0_1 V_t^+ + \gamma^1_1 V_t^- \\
\gamma^0_2 V_t^+ + \gamma^1_2 V_t^-
\end{bmatrix}, \quad K_t(\omega, \mathrm{d}x) = \kappa^0(\mathrm{d}x) + \kappa^1(\mathrm{d}x)V_t^-(\omega),
\end{align*}
\]

where \(\beta^i\) belongs to \(\mathbb{R}^2\), \(\gamma^i\) is a symmetric matrix in \(\mathbb{R}^{2 \times 2}\) and \(\kappa^i\) is a Lévy measure on \(\mathbb{R}^2\) with support in \(\mathbb{R}_+ \times \mathbb{R}\), \(i = 0, 1\). Furthermore, \(\gamma^0_2 = \gamma^0_1 = 0; \beta^0_2 = \int_{\mathbb{R}_+ \times \mathbb{R}} h^2(x_2) \kappa_0(\mathrm{d}x)\) is well-defined and nonnegative (we recall that we define \(h(x_1, x_2) := (h^1(x_1), h^2(x_2)) := (x_1 1_{\{|x_2| \leq 1\}}, x_2 1_{\{|x_2| \leq 1\}})\) and we assume \(\int_{\{|x_2| > 1\}} x_2 \kappa^i(\mathrm{d}x) < +\infty\) to rule out explosion in finite time (cf. [11, Lem. 9.2]).

We now deduce some of the results of [23] from the theory that we have developed. Assume that \((X, V)\) is locally square integrable and that \(e^{\Delta_t X}\) is square integrable for every \(z\) in a given complex strip \(\mathcal{S} = \{z \in \mathbb{C} : z = R + \mathrm{im}(z)\}\). Moreover, assume that \(S = e^X\) is a square integrable martingale. In this case, \(F(1, 0) = R(1, 0) = 0\), where \(F\) and \(R\) denote the Lévy symbols associated with the Lévy triplets \((\beta^0, \gamma^0, \kappa^0)\) and \((\beta^1, \gamma^1, \kappa^1)\) respectively. Because of the affine property, \(H(z)\) takes the form

\[
H(z)_t = e^{\Delta_t X} \exp \left( \phi_{T-t}(z, 0) + \psi_{T-t}(z, 0)V_t \right), \quad z \in \mathcal{S}.
\]

Hence, \(f(t, x, v, z) = e^{\Delta_t X} \exp \left( \phi_{T-t}(z, 0) + \psi_{T-t}(z, 0)v \right)\), so that

\[
\begin{align*}
\partial_t f(t, x, v, z) &= zf(t, x, v, z), \quad \partial_x f(t, x, v, z) = \psi_{T-t}(z, 0)f(t, x, v, z).
\end{align*}
\]

The process \(W\) in (3.5) is now given by \(W(t, x, v, z) = H(z)_{T-}(\exp(zx + \psi_{T-t}(z, 0)v) - 1)\). The process \(\xi\) of Corollary [4] becomes

\[
\xi_{T-t} = \xi_{0} + \xi_{1} V_{T-t}^-,
\]

\[
\xi_{i} := \gamma_{i}^{1} \int_{E} (e^{x} - 1)^{2} \kappa^{i}(\mathrm{d}x), \quad i = 0, 1.
\]

We notice that now \(\xi_{i}\) are constant in time, \(i = 0, 1\). Furthermore, setting

\[
\begin{align*}
p^{i} &:= z \gamma_{i}^{1} + \psi_{T-t}(z, 0) \gamma_{i}^{2} + \int_{E} (\exp(zx + \psi_{T-t}(z, 0)v) - 1)(e^{x} - 1)^{2} \kappa^{i}(\mathrm{d}x), \quad i = 0, 1,
\end{align*}
\]

from (3.21), we deduce

\[
\vartheta(z)_{t} = \frac{H(z)_{T-} p^{0} + p^{1} V_{T-t}^{-}}{S_{T-t} - \xi_{0} - \xi_{1} V_{T-t}^{-}}
\]
which is \cite[Lemma 5.2]{25}. Furthermore, from Theorems 4.6 and 4.9, the integrand \( \vartheta \) in the GKW decomposition of \( H \) with respect to \( S \) is given by

\[
\vartheta_t = \int \vartheta(z), \xi_t(\mathrm{d}z) = \int \frac{H(z)_{t^-}}{S_{t^-}} \vartheta_0 + p_1^1V_{t^-} \xi_t(\mathrm{d}z)
\]

which is \cite[Theorem 4.1]{25}. With a straightforward computation, from (3.24) with \( f^i = f(t,x,v,z) \), \( i = 1, 2 \), we also obtain the explicit expression of \( \langle L(z_1), L(z_2) \rangle \), which is given in \cite[Eq. (5.10), p. 97]{25}. The process \( (t, \omega, z_1, z_2) \mapsto \langle L(z_1), L(z_2) \rangle_t(\omega) \in \mathcal{P} \otimes \mathcal{B}(\mathcal{P}) \otimes \mathcal{B}(\mathcal{P}) \)-measurable. Therefore, from (4.27) we deduce the explicit expression of \( \langle L, L \rangle \).

Notice that we can obtain an exact representation of \( \langle L, L \rangle \), while in \cite{25}, this predictable covariation is represented only as Cauchy principal value of the right-hand side of (4.27). We also stress that we are able to compute the quantities \( \vartheta(z) \), \( \langle L(z_1), L(z_2) \rangle \), and \( \langle L, L \rangle \) under the only assumption that \( (X, V) \) is a locally square integrable semimartingale. In \cite[Assumption 3.1(i)], stronger assumptions based on analyticity properties of \( \phi \) and \( \psi \) are made. According to our results, these assumptions are only needed to calculate the expectation \( \mathbb{E}[\langle L, L \rangle_T] \), but not \( \langle L, L \rangle_T \) itself.

5 Applications

In this section we apply the results of Section 3 and 4 to two continuous stochastic volatility models: The Heston model, which is an affine model in the sense of \cite[11], and the 3/2-model, which is a non-affine model.

We set up a variance-optimal semi-static hedging strategy for a variance swap \( \eta^0 \). If \( (X, V) \) is the continuous semimartingale describing the stochastic volatility model, then

\[
\eta^0 = [X,X]_T - k^{\text{swap}} = [X^c,X^c]_T - k^{\text{swap}}. \tag{5.1}
\]

By continuity, the process \( (X,V,[X,X]) \) is a locally square integrable semimartingale. The price process \( S = e^X \) is assumed to be a square integrable martingale. A basket \( (\eta^1, \ldots, \eta^d) \) of European options written on \( S \) is fixed and we use them to implement a variance-optimal semi-static hedging strategy for \( \eta^0 \). We assume that each option \( \eta^j \) in the basket is square integrable and such that \( \eta^j = h^j(S_T) \), where \( h^j \) can be represented as in (4.11) on a strip \( \mathcal{S} = \{ z \in \mathbb{C} : z = R^j + \mathrm{Im}(z) \} \), with \( \mathbb{E}[\exp(2R^jX_T)] < +\infty \); \( H^j \) is the square integrable martingale associated with \( \eta^j \), that is \( H^j_t := \mathbb{E}[\eta^j_t|\mathcal{F}_t] \), and its GKW decomposition is \( H^j = H^j_0 + \vartheta^j \cdot S + L^j \).

5.1 The Heston model

The Heston stochastic volatility model \((X,V)\) is given by

\[
dX_t = -\frac{1}{2}V_t \mathrm{d}t + \sqrt{V_t} \mathrm{d}W_1^t, \quad dV_t = -\lambda(V_t - \kappa) \mathrm{d}t + \sigma \sqrt{V_t} \mathrm{d}W_2^t, \tag{5.2}
\]

where \((W^1, W^2)\) is a two-dimensional correlated Brownian motion such that \( \langle W^1, W^2 \rangle_t = \rho t, \rho \in [-1, 1] \). Typical values of \( \rho \) are negative and around \(-0.7 \). The parameters \( \lambda, \sigma \) and \( \kappa \) are strictly positive. This model for the dynamics of \((X,V)\) is known as Heston model, cf. \cite[17]. Notice that \((X,V)\) is an homogeneous Markov process with respect to \( \mathbb{F} \). Furthermore, \( V_t \geq 0, t \geq 0 \) (cf. \cite[Proposition 2.1]{3}).
The continuous semimartingale \((X, V)\), whose dynamic is given by (5.1), is an affine process in the sense of [11]. Hence for \(u = (u_1, u_2)^\top \in \mathbb{C}^2\) such that \(\mathbb{E}[\exp(u_1 X_T + u_2 V_T)] < +\infty\), the conditional characteristic function of \((X_T, V_T)\) is given by

\[
\mathbb{E}[\exp(u_1 X_T + u_2 V_T)|\mathcal{F}_t] = \exp(\phi_{t-}(u) + u_1 X_t + \psi_{t-}(u)V_t), \quad t \in [0, T],
\]

where \(\phi, \psi : \mathbb{C}^2 \to \mathbb{C}\) and \(\psi\) is the solution of the following Riccati equation:

\[
\partial_t \psi_t(u) = \frac{1}{2} \sigma^2 \psi_t(u)^2 - (\lambda - \rho \sigma u_1) \psi_t(u) + \frac{1}{2} (u_1^2 - u_1), \quad \psi_0(u) = u_2, \tag{5.4}
\]

and

\[
\phi_t(u) = \lambda \kappa \int_0^t \psi_s(u) \, ds. \tag{5.5}
\]

The unique solution of (5.4) exists up to an explosion time \(t_+(u_1)\) which can be finite. The analytic expression of the explosion time \(t_+(u_1)\) is given in [3, Proposition 3.1] (see also [14] or [26, § 6.1]).

Considering the root

\[
\Psi = \Psi(u_1) := \frac{1}{\sigma^2} \left( \lambda - \rho \sigma u_1 - \sqrt{\Delta(u_1)} \right)
\]

of the characteristic polynomial of (5.4), it is possible to write the explicit solution of (5.4).

The root \(\Psi\) leads to a representation of \(\psi\) which is continuous in the complex plane, i.e. it does not cross the negative real axis, which is the standard branch cut for the square-root function in the complex plane, and is therefore more suitable for numerical implementations (cf. [19] and [1]). Following [2, Proposition 4.2.1] – where however the complex conjugate of \(\Psi\) is used – the explicit expression of \(\psi_t(u)\) in its interval of existence \([0, t_+(u_1))\), is

\[
\psi_t(u) := \begin{cases} u_2 + (\Psi - u_2) \frac{1 - \exp(-t\sqrt{\Delta})}{1 - \exp(-t\sqrt{\Delta})}, & \Delta(u_1) \neq 0; \\ u_2 + (\Psi - u_2)^2 \frac{\sigma^2 \sqrt{\Delta}}{2 \sigma^2 (\Psi - u_2)^2}, & \Delta(u_1) = 0, \end{cases} \tag{5.6}
\]

where we define

\[
g(u_1, u_2) := \frac{\lambda - \rho \sigma u_1 - \sigma^2 u_2 - \sqrt{\Delta(u_1)}}{\lambda - \rho \sigma u_1 - \sigma^2 u_2 + \sqrt{\Delta(u_1)}}
\]

and use the conventions

\[
\frac{\exp(-t\sqrt{\Delta}) - g}{1 - g} := 1, \quad \frac{1 - \exp(t\sqrt{\Delta})}{1 - g \exp(t\sqrt{\Delta})} := 0
\]

whenever the denominator of \(g\) is equal to zero. Then, from (5.5),

\[
\phi_t(u) := \begin{cases} \lambda \kappa (\Psi + \frac{2\sqrt{\Delta}}{\sigma^2}) t - \frac{2\lambda \kappa}{\sigma^2} \log \frac{\exp(t\sqrt{\Delta}) - g}{1 - g}, & \Delta(u_1) \neq 0; \\ \lambda \kappa \Psi t - \frac{2\lambda \kappa}{\sigma^2} \log \left(1 + \frac{\sigma^2}{2}(\Psi - u_2)t\right), & \Delta(u_1) = 0. \end{cases} \tag{5.7}
\]

We observe that, from (5.2), the quadratic covariation of \(X\) is

\[
[X, X]_t := \int_0^t V_s \, ds, \quad t \geq 0,
\]

where...
and the process $Z := (X, V, [X, X])^\top$ is affine (cf. [24, Lemma 4.1]). Furthermore, the moment generating function of $Z_T$ exists in an open neighbourhood of the origin in $\mathbb{R}^3$, say $B_\varepsilon(0)$, $\varepsilon > 0$, (cf. [12, Theorem 10.3(b), Lemma 10.1(c)]). Therefore, $Z_T$ possesses exponential moments in $B_\varepsilon(0)$ and hence each component has finite moments of every order.

The dynamic of the price process $S = (S_t)_{t \in [0, T]}$, $S_t := \exp(X_t)$, is given by

$$dS_t = S_t \sqrt{V_t} dW_t^1. \quad (5.8)$$

From [23, Corollary 3.4], $S$ is a martingale. We assume that $S$ is square integrable, that is $S_T \in L^2(\mathbb{P})$. According to [27, Theorem 2.14, Example 2.19], the square integrability of $S_T^z = \exp(zX_T)$ for $z \in \mathbb{C}$ is equivalent to the existence up to time $T$ of the solution of the Riccati equation (5.4) starting at $u = (2\text{Re}(z), 0)^\top$, that is $T < t_+(2\text{Re}(z))$. In particular we assume that $T < t_+(2)$.

Let $z \in \mathbb{C}$ be such that $z = R + i\text{Im}(z)$, where $\mathbb{E}[\exp(2RX_T)] < +\infty$. The complex-valued process $H(z)_t = \mathbb{E}[\exp(zX_T)|\mathcal{F}_t]$ is a square integrable martingale. We set

$$r_{z, z_1}^0 := \phi_t(z_1, 0) + \psi_t(z_2, 0) \quad (5.9)$$

$$r_{z, z_1}^1 := \psi_t(z_1, 0) + \phi_t(z_2, 0). \quad (5.10)$$

The next formula was established in [25, Eq. (5.18)]. For completeness we give the proof in the appendix.

Proposition 5.1. Let $z_j \in \mathbb{C}$, $z_j = R_j + i\text{Im}(z_j)$, with $R_j \in \mathbb{R}$ such that $\mathbb{E}[\exp(2R_jX_T)] < +\infty$, $j = 1, 2$. Then

$$\mathbb{E}[V_t H(z_1)_t H(z_2)_t] = S_t^{z + z_1} e^{\frac{1}{2} z_2^2} \times$$

$$\mathbb{E}[\exp(\phi_t(z_1 + z_2, r_{z_1, z_2}^0) + \psi_t(z_1 + z_2, r_{z_1, z_2}^1)V_0) \times$$

$$\partial_{u_2} [\phi_t(z_1 + z_2, u_2) + \psi_t(z_1 + z_2, u_2)V_0]_{u_2 = r_{z_1, z_2}^0}]. \quad (5.11)$$

Semi-Static Variance-Optimal Hedging. We now discuss the inner variance-optimal problem in (2.5) for the variance swap $\eta^0$ in Heston model and compute the quantities $A$, $B$ and $C$ defined in (2.7). For notational we refer to Corollary (3.4(ii)). Setting

$$dQ_t := d(V_t^c, V_t^c)_t - \frac{d(X_t^c, V_t^c)_t}{d(X_t^c, X_t^c)_t} d(X_t^c, V_t^c)_t = \left(\begin{array}{c} c_{11}^2 - \frac{c_{12}^2}{c_{11}^2} \\ c_{12} \end{array}\right) dt, \quad (5.12)$$

yields

$$c_{11}^j = V_j, \quad c_{12} = \rho \sigma V_t, \quad c_{22} = \sigma^2 V_t, \quad c_{13} = 0, \quad j = 1, 2, 3,$$

and hence

$$dQ_t = \sigma^2 (1 - \rho^2) V_t dt. \quad (5.12)$$

We recall that for $\eta^0 \in L^2(\mathbb{P})$ defined as in (5.1), we define the square integrable martingale $H^0 = (H^0_t)_{t \in [0, T]}$ by $H^0_t := \mathbb{E}[\eta^0|\mathcal{F}_t], t \in [0, T]$.

Proposition 5.2. Let $A := \mathbb{E}[(L^0, L^0)_T], L^0$ being the residual in the GKW decomposition of $H^0$ with respect to $S$. Then

$$A = \sigma^2 (1 - \rho^2) \int_0^T \alpha^2(t) \left[(V_0 - \kappa) e^{-\lambda t} + \kappa\right] dt,$$

where $\alpha(t) := \frac{1}{\lambda} \left(1 - e^{-\lambda(T-t)}\right)$. 
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Remark 5.3. We remark that, because of the affine formula (4.30) and by continuity of \((X,V)\), we get
\[
\int_{\mathcal{F}} H_0^0(t, V, [X,X]_t) dt \quad \text{for all } t \leq T.
\]
Therefore, the solution of the Riccati equation starting at \(0\) is
\[
\theta_j = \int_{\mathcal{F}} H_0^0(t, V, [X,X]_t) dt.
\]

Proof. The process \((X,V,[X,X])\) is a square integrable semimartingale and the random variables \(X_t, V_t\) and \([X,X]_t\) have finite moments of every order, for every \(t \leq T\). We first show that the formula
\[
H_0^0(t, V, [X,X]_t) = f^0(t, V, [X,X]_t)
\]
holds, where the function \((t,v,w) \mapsto f^0(t,v,w)\) has to be determined. From Proposition 5.1 we get
\[
\mathbb{E}[V] = \mathbb{E}[H(0)\psi_0] = \mathbb{E}[\phi_0(0, u_2) + \psi_0(0, u_2) V_0]_{u_2=0},
\]
(5.13)
Notice that \(\Delta(0) = \lambda > 0\). Hence, to compute the derivative in (5.13), we take the expressions of \(\phi\) and \(\psi\) in (5.6) and (5.7) for \(\Delta(u_1) \neq 0\). By direct computation we then get
\[
\partial_u \phi(0, u_2)|_{u_2=0} = \kappa (1 - e^{-\lambda t}), \quad \partial_u \psi(0, u_2)|_{u_2=0} = e^{-\lambda t}
\]
and therefore (5.13) becomes
\[
\mathbb{E}[V] = \kappa (1 - e^{-\lambda t}) + e^{-\lambda t} V_0.
\]
(5.14)
Now, using the homogeneous Markov property of \(V\) with respect to the filtration \(\mathcal{F}\), we get
\[
\mathbb{E}[V_s | \mathcal{F}_t] = \kappa (1 - e^{-\lambda (s-t)}) + e^{-\lambda (s-t)} V_t, \quad s \geq t.
\]
Therefore, by Fubini’s theorem,
\[
H_0^0 + k^{\text{swap}} = \mathbb{E}[[X,X]_T | \mathcal{F}_t] = \int_0^T V_s ds + \int_0^T \kappa (1 - e^{-\lambda (s-t)}) + e^{-\lambda (s-t)} V_t ds
\]
and hence
\[
H_0^0 + k^{\text{swap}} = \beta(t) + \alpha(t) V_t + [X,X]_t, \quad t \in [0,T],
\]
where
\[
\alpha(t) := \frac{1}{\lambda} (1 - e^{-\lambda (T-t)}), \quad \beta(t) := \frac{\kappa}{\lambda} (\lambda (T-t) - 1 + e^{-\lambda (T-t)}), \quad t \in [0,T].
\]
So, we see that
\[
H_0^0 + k^{\text{swap}} = f^0(t, V_t, [X,X]_t)
\]
where
\[
f^0(t, v, w) = \beta(t) + \alpha(t) v + w; \quad \partial_v f^0 = \alpha(t).
\]
(5.15)
By Corollary 3.4 (ii), (5.24) and (5.12) we get
\[
\langle L^0, L^0 \rangle_T = \int_0^T \alpha^2(t) dQ_t = \sigma^2 (1 - \rho^2) \int_0^T \alpha^2(t) V_t dt.
\]
Hence
\[
A = \sigma^2 (1 - \rho^2) \int_0^T \alpha^2(t) \mathbb{E}[V] dt.
\]
The explicit computation of \(\mathbb{E}[V]\) is given in (5.14) and the proof is complete. \(\square\)

As a next step, we compute the vector \(B\) in (2.8). Recall that, if \(z \in \mathcal{I}\), then \(\mathbb{E}[e^{X_T}] < +\infty\). Therefore, the solution of the Riccati equation starting at \((z,0)\) exists up to time \(T\), (cf. [27]).

Remark 5.3. We remark that, because of the affine formula (4.30) and by continuity of \((X,V)\), \((t,\omega,z) \mapsto H(\omega,z)_t\) is \(\mathcal{P} \otimes \mathcal{B}(\mathcal{F}^j)\)-measurable, for every \(j = 1, \ldots, d\). Therefore, from Theorems 4.6 and 4.9 we get
\[
\theta_j = \int_{\mathcal{F}} \frac{H(z)_t}{S_t} (z + \sigma \rho \psi_{T-t}(z,0)) \zeta_j(\omega) dz.
\]
Proposition 5.5. Let $B \in \mathbb{R}^d$ be defined as in (2.8). Then, for $j = 1, \ldots, d$,

$$B^j = \sigma^2(1 - \rho^2) \int_0^T \int_{\mathcal{F}_t} \alpha(t) \mathbb{E}[H(z) | V_t] \psi_{T-t}(z, 0) \xi^j(dz)dt$$

where

$$\mathbb{E}[H(z) | V_t] = S_0 e^{\int_0^t \phi(s, r, r_0) + \psi_t(z, r, r_0)V_0} \partial_{u_2} \left[ \phi_t(z, u_2) + \psi_t(z, u_2)V_0 \right]_{u_2=r_0}.$$

Proof. The components of the vector $B = (B^1, \ldots, B^d)^T$ are $B^j = \mathbb{E}[L^0, L^j | V_t]$, $j = 1, \ldots, d$, where $L^j$ is the residual in the GKW decomposition of $H^j$ with respect to $S$, $j = 1, \ldots, d$. We start computing $\langle L^0, L(z) \rangle$, where $L^0$ and $L(z)$ are the residuals in the GKW-decomposition of $H^0$ and $H(z)$ (see (4.14)) with respect to $S$, respectively. From (5.15) and (4.32), according to (5.24) (applied now to the complex-valued square integrable martingale $L(z)$) and (5.12), we deduce

$$d\langle L^0, L(z) \rangle_t = \partial_s f(t, X_t, V_t, z) \partial_r f^0(t, X_t, V_t, [X, [X]])dQ_t = \sigma^2(1 - \rho^2) \alpha(t) \psi_{T-t}(z, 0)H(z), V_t dt.$$

Using the affine formula (5.3), the process $K(z) := \sigma^2(1 - \rho^2) \alpha(t) \psi_{T-t}(z, 0)H(z), V_t$ is jointly progressively measurable. Therefore, from Theorem 4.9 we can apply Theorem 4.6 and deduce

$$L^j = \int_{\mathcal{F}_t} L(z) \xi^j(dz).$$

Hence, because $\sup_{z \in \mathcal{F}} \mathbb{E}[|L(z)|^2] \leq \sup_{z \in \mathcal{F}} \mathbb{E}[|H(z)|^2] < +\infty$, Proposition 4.2 (iii) yields

$$\langle L^0, L^j \rangle_T = \sigma^2(1 - \rho^2) \int_0^T \int_{\mathcal{F}_t} \alpha(t) \psi_{T-t}(z, 0)H(z), V_t \xi^j(dz)dr, \quad j = 1, \ldots, d. \quad (5.16)$$

To compute $B^j$, we apply Theorem 4.9 and Proposition 4.2 (ii) and Fubini’s theorem to exchange expectation and integrals on the right-hand side of (5.16). The explicit expression of $\mathbb{E}[H(z), V_t]$ is now given by Proposition 5.1 setting $z_1 = z$ and $z_2 = 0$. The proof is now complete.

As a last step, we compute the covariance matrix $C$.

Proposition 5.5. Let $C = (C^i)_i, j = 1, \ldots, d$ be defined as in (2.8). Then, for $i, j = 1, \ldots, n$,

$$C^ij = \sigma^2(1 - \rho^2) \int_0^T \int_{\mathcal{F}_t} \psi_{T-t}(z_1, 0) \psi_{T-t}(z_2, 0) \mathbb{E}[H(z_1), H(z_2), V_t] \xi^j(dz_2) \xi^i(dz_1)dt,$$

where the explicit expression of $\mathbb{E}[H(z_1), H(z_2), V_t]$ is given by Proposition 5.7.

Proof. By definition, we have $C^ij = \mathbb{E}[\langle L^i, L^j \rangle_T]$, $j = 1, \ldots, n$. Furthermore, from (3.24), we get

$$d\langle L(z_1), L(z_2) \rangle_t = \partial_s f(t, X_t, V_t, z_1) \partial_r f(t, X_t, V_t, z_2)dQ_t = \sigma^2(1 - \rho^2) \psi_{T-t}(z_1, 0) \psi_{T-t}(z_2, 0)H(z_1), H(z_2), V_t dt$$

$$= K(z_1, z_2)dt,$$
where \( f \) is given in (4.32). By the affine formula, \( K(z_1, z_2) \) is a jointly predictable process. From Theorem 4.9 and Theorem 4.6 we deduce
\[
L^i = \int_{\mathcal{F}_t} L(z)^i (dz), \quad L^j = \int_{\mathcal{F}_t} L(z)^j (dz), \quad i, j = 1, \ldots, d.
\]
Theorem 4.8 (ii) now yields
\[
\langle L^i, L^j \rangle_T = \sigma^2(1 - \rho^2) \int_0^T \int \psi_T \cdot (z_1, 0) \nu_T (z_2, 0) H(z_1) H(z_2) V_t \xi^j (dz_2) \xi^i (dz_1) dt.
\]
From Proposition 4.2 (ii) and Proposition 5.1 the claim of the proposition follows and the proof is complete.

\[\square\]

5.2 The 3/2-Model

We consider the bivariate continuous stochastic volatility model described by the continuous semimartingale \((X, V)\), where
\[
dX_t = -\frac{V_t}{2} dt + \sqrt{V_t} dW_t^1, \quad dV_t = V_t (\lambda - \kappa V_t) dt + \sigma V_t^{3/2} dW_t^2, \quad V_0 > 0.
\]
This model is usually called the 3/2-model and has been considered e.g. in \([28, 6]\). As in the Heston model, \((W_1^1, W_2^2)\) is a correlated two-dimensional Brownian motion with predictable covariance \(\langle W_1^1, W_2^2 \rangle_t = \rho t, \rho \in [-1, 1]\). To have a well-defined model, we assume \(\kappa \geq -\sigma^2/2\) (see \([11, Eq. (3)]\)) which ensures non-explosion of \(V\) in finite time. Notice that the non-explosion condition is always satisfied whenever \(\kappa > 0\), as we assume. Under the non-explosion condition \(V_t > 0\) for all \(t \in [0, T]\). Note that the two dimensional semimartingale \((X, V)\) given by (5.17) is not an affine process.

For the computation of the conditional moment generating function we mainly refer to \([15]\), that is we regard 3/2-model as a special case of the so-called 4/2-model. More precisely, setting \(a = 0\), \(b = 1\) and \(r = 0\) in \([13, Eq. (2.1)]\), we get the dynamics of the price process \(S = e^X\) in the 3/2-model under the local martingale measure, and hence of \(X = \log(S)\). We stress that, denoting by \(\kappa_G, \theta_G, \sigma_G\) the parameters in \([13, Eq. (2.2)]\), the relation between \(\lambda, \kappa\) and \(\sigma\) in (5.17) and \(\kappa_G, \theta_G, \sigma_G\) is
\[
\kappa = \kappa_G \theta_G - \sigma_G^2, \quad \lambda = \kappa_G, \quad \sigma = -\sigma_G.
\]

In [22, Proposition 6.3.2.1] the transition density of the process process \(R = (R_t)_{t \in [0, T]}, R_t := 1/V_t\) is given. Therefore, denoting by \(f_{R_t}(\cdot)\) and \(f_{V_t}(\cdot)\) the density function of the distribution of \(R_t\) and \(V_t\), respectively, and using the relation \(f_{V_t}(v) = x^{-2} f_{R_t}(v^{-1})\), we obtain the density function of \(V_t\), which is given by \(f_{V_t}(v) = 0\) for \(v \leq 0\) and for \(v > 0\)
\[
f_{V_t}(v) = \frac{1}{2v^2} \frac{4\lambda}{\sigma^2 (e^{\lambda \lambda t} - 1)} \exp \left( \lambda \left( 1 + \frac{q}{2} \right) t - \frac{2\lambda}{\sigma^2 (e^{\lambda \lambda t} - 1)} \left( \frac{1}{V_0} + \frac{e^{\lambda t}}{v} \right) \right) \left( \frac{V_0}{v} \right)^{q/2} I_q \left( \frac{4\lambda e^{\lambda t}}{\sigma^2 (e^{\lambda \lambda t} - 1) \sqrt{V_0 v}} \right),
\]
where \(q := (\kappa + \sigma^2)/\sigma^2 - 1\) and \(I_p(\cdot)\) denotes the modified Bessel function of the first kind. Knowing the density of \(V_t\), we can compute the (non-integer) moments of \(V_t\).
From [15, p17], denoting by $M(a, b, \cdot)$ the confluent hypergeometric function, we get

$$
\mathbb{E}[V_t^\eta] = \left( \frac{2\lambda e^{\lambda t}}{\sigma^2(e^{\lambda t} - 1)} \right)^\eta \exp \left( - \frac{2\lambda}{\sigma^2 (e^{\lambda t} - 1)V_0} \right) \frac{\Gamma(q + 1 - \eta)}{\Gamma(q + 1)} \times \exp \left( - \frac{2\lambda}{\sigma^2 (e^{\lambda t} - 1)V_0} \right),
$$

(5.20)

for $\eta \in \mathbb{R}$ such that $q + 1 - \eta > 0$. By definition of $q$ and because $\kappa > 0$, this condition is in particular satisfied if $\eta = 2$. Furthermore, there exists an $\varepsilon > 0$ such that (5.20) is true also for $2 + \varepsilon$: In 3/2-model, contrarily to Heston model, $V_t$ does not have finite moments of every order. However, (5.20) is a useful formula to infer, in function of the parameters $\kappa$ and $\sigma^2$ of the model, up to which number $\eta > 2$, the random variable $V_t^\eta$ is integrable: If, for example, $\kappa = 1$ and $\sigma^2 = 0.2$, then $\mathbb{E}[V_t^\eta] < +\infty$ for $\eta < 13$.

In [15, Proposition 3.1], conditions on the parameters of the model are given to ensure integrability of $\exp(z X_T)$, which read as $\text{Re}(z) \in \mathcal{A}_{0,+\infty}$, where the set $\mathcal{A}_{0,+\infty}$ is defined in [15, Eq. (3.7)].

For $z \in \mathbb{C}$ such that $\exp(z X_T)$ is integrable, in the next step we deduce the explicit expression of the square integrable complex-valued martingale $H(z)_t := \mathbb{E}[\exp(z X_T)|\mathcal{F}_t], t \geq 0$.

Recalling the relation $M(x, y, z) = e^z M(y-x, y, -z), z \in \mathbb{C}$, for the confluent hypergeometric function, from [15, Eq. (3.3)] with $a = 0$ and $b = 1$, we obtain

$$
H(z)_t = e^{X_t} g(t, V_t, z),
$$

(5.21)

where the function $g$ is given by

$$
g(t, v, z) := \frac{\Gamma(\beta_z - \alpha_z)}{\Gamma(\beta_z)} \left( \frac{2\lambda}{v\sigma^2(e^{\lambda (T-t)} - 1)} \right)^{\alpha_z} M(\alpha_z, \beta_z, -\frac{2\lambda}{v\sigma^2(e^{\lambda (T-t)} - 1)})
$$

(5.22)

and

$$
\alpha_z = -1 - \frac{\kappa_z}{\sigma^2} + c_z, \quad \beta_z = 1 + 2c_z, \quad \kappa_z = k - z\rho\sigma, \quad c_z := \left( \frac{1}{2} + \frac{\kappa_z}{\sigma^2} \right)^2 + \frac{z-z^2}{\sigma^2}.
$$

(5.23)

Taking $m_z$ as in [15, Eq. (3.5)] with $a = 0$ and $b = 1$, then $c_z = \frac{m_z}{2}$. Using the properties of the confluent hypergeometric function $M(x, y, z)$, we get the derivative with respect to $v$ of $g$ in (5.22):

$$
\frac{\partial_v g(t, v, z)}{v} = \frac{\alpha_z}{v} (\gamma(t, v)) \frac{\Gamma(\beta_z - \alpha_z)}{\Gamma(\beta_z)} \left[ \frac{\gamma(t, v)}{\beta_z} M(\alpha_z + 1, \beta_z + 1, -\gamma(t, v)) - M(\alpha_z, \beta_z, -\gamma(t, v)) \right],
$$

(5.24)

where

$$
\gamma(t, v) := \frac{2\lambda}{\sigma^2(e^{\lambda (T-t)} - 1)v}.
$$

(5.25)

To ensure that the price process $S = e^X$ is a true martingale the so-called Feller condition, which reads

$$
\kappa - \rho\sigma \geq -\frac{\sigma^2}{2},
$$

(5.26)

is sufficient (see [10, Eq. (4)] or [15, Remark 3.3] with the identification of parameter in (5.18)). Notice that, if $\rho \leq 0$, then (5.26) is always satisfied. To get square integrability of $S_t, t \in [0, T]$, we require $2 \in \mathcal{A}_{0,+\infty}$. 
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In the following, we consider square integrable contingent claims \( \eta^j, j = 1, \ldots, d \) and denote by \( H^j \) the associated square integrable martingales \( H^j := \mathbb{E}[\eta^j | \mathcal{F}_t] \). We assume that the pay-off function \( h^j \) of \( \eta^j \) has the representation in (4.11) with respect to a complex-valued non-atomic finite measure \( \zeta \) on the strip \( \mathcal{S} = \{ z \in \mathbb{C} : z = R^j + \text{Im}(z) \} \), where \( \mathbb{E}[\exp(2R^j X_T)] < +\infty \). In addition, we consider the variance swap \( \eta^0 = [X, X]_T - \kappa_{\text{swap}} \). Analyzing the explicit expression of the Laplace transform of \( \eta^0 \), which was calculated in [6, Theorem 3] (cf. also [15, Appendix A]), it follows that it is defined in an open neighbourhood of zero. Therefore \( \eta^0 \) has finite moments of every order and we can consider the associated martingale \( H^0 := \mathbb{E}[\eta^0 | \mathcal{F}_t], t \in [0, T] \), which is, in particular, square integrable.

**Variance-Optimal Semi-Static Hedging.** As for the Heston model we define

\[
dQ_t := d(V^c_t, V^c_{t^2}) - \frac{d(X^c_t, V^c_{t^2})}{d(X^c_t, V^c_{t^2})_t} d(X^c_t, V^c_{t^2})_t = \begin{pmatrix} c_{t^1} & -c_{t^2}^2 \\ c_{t^3} & c_{t^3}^2 \end{pmatrix} dt,
\]

from (5.17) we see that

\[
c_{t^1} = V_t, \quad c_{t^2} = \rho \sigma V_t^2, \quad c_{t^3} = \sigma^2 V_t^3, \quad c_{t^3}^3 = 0, \quad j = 1, 2, 3,
\]

and hence

\[
dQ_t = \sigma^2 (1 - \rho^2) V_t^3 dt. \tag{5.27}
\]

**Proposition 5.6.** Let \( A = \mathbb{E}[(L^0, L^0)_T] \), \( L^0 \) being the residual in the GKW-decomposition of \( H^0 \) with respect to \( S \). Then

\[
A = \frac{\sigma^2 (1 - \rho^2)}{2} V_0 \int_0^T \int_0^\infty \left\{ \frac{4}{\sigma^2 \lambda (e^\lambda - 1)} \exp \left( \frac{\lambda (1 + \frac{q}{2}) t}{\sigma^2 (e^\lambda - 1)} \left( \frac{1 + e^{\lambda t}}{V_0} \right) \right) \left( \frac{V}{V_0} \right)^{-1 + q/2} \right. \\
\left. \times \left( \frac{e^{\lambda (T-t)} - 1}{\lambda} \right) \int_y^\infty \frac{4 \lambda e^{\frac{2}{\sigma^2} t}}{\sigma^2} \right\} dv dt,
\]

where \( h \) is given by

\[
h(y) := \int_0^y e^{-2/\sigma^2} x^{2k/\sigma^2} \int_x^\infty \frac{2}{\sigma^2} e^{2/\sigma^2} u^{-2k/\sigma^2-2} du dx \tag{5.28}
\]

with derivative

\[
h'(y) = e^{-2/\sigma^2} y^{2k/\sigma^2} \int_y^\infty \frac{2}{\sigma^2} e^{2/\sigma^2} u^{-2k/\sigma^2-2} du. \tag{5.29}
\]

**Proof.** By continuity, the semimartingale \( (X, V, [X, X]) \) is locally square integrable. To compute \( A \) we start from (2.8). Because of the Markov property of \( V \) with respect to \( \mathbb{F} \) and [6, Theorem 4], we have

\[
H^0 + k_{\text{swap}} = \int_0^t V_t ds + \mathbb{E} \left[ \int_t^T V_s ds | \mathcal{F}_t \right] \tag{5.30}
\]

The function \( h \) in (5.28) is twice continuously differentiable and satisfies an ODE of the second order (cf. [6, Eq. (81)]). Hence we see that \( H^0 = f^0(t, V_t, [X, X]_t) \), where

\[
f^0(t, v, w) = h \left( \frac{e^{\lambda (T-t)} - 1}{\lambda} v \right) + w; \quad \partial_v f^0 = h' \left( \frac{e^{\lambda (T-t)} - 1}{\lambda} v \right) e^{\lambda (T-t)} - 1. \tag{5.31}
\]
By Corollary 3.4(ii), (5.24) and (5.27) we obtain
\[
\langle L^0, L^0 \rangle_T = \sigma^2 (1 - \rho^2) \int_0^T \left\{ h' \left( \frac{e^{\lambda(T-t)} - 1}{\lambda} V_t \right) \frac{e^{\lambda(T-t)} - 1}{\lambda} \right\}^2 V_t^3 \, dt.
\]
Therefore,
\[
A = \mathbb{E}[\langle L^0, L^0 \rangle_T]
= \sigma^2 (1 - \rho^2) \int_0^T \left\{ \frac{e^{\lambda(T-t)} - 1}{\lambda} \right\}^2 \mathbb{E}\left[h' \left( \frac{e^{\lambda(T-t)} - 1}{\lambda} V_t \right)^2 V_t^3 \right] \, dt.
\]
To complete the proof, it is now sufficient to compute the expectation in the previous formula using the density of \( V_t \) and (5.29). Notice that, because of Fubini’s theorem, the inner expectation is finite for almost all \( t \in [0, T] \). The proof of the proposition is now complete. \( \square \)

**Remark 5.7.** We remark that, from (5.21) and (5.22), the mapping \( (t, \omega, z) \mapsto H(\omega, z)_t \) is \( \mathcal{F}_t \otimes \mathcal{B}(\mathbb{F}_t) \)-measurable, for every \( j = 1, \ldots, d \), by continuity of \((X, V)\). Therefore, we can apply Theorems 4.6 and 4.9 to obtain
\[
\vartheta^j = \int_{\mathcal{F}_t} \frac{1}{\mathcal{D}_{t}} (zH(z)_t + \sigma \rho \partial_s g(t, V_t, z) V_t) \, \xi^j(dz).
\]
As a next step, we compute the vector \( B \) of the covariation of \( \eta^0 \) with \( \eta^1, \ldots, \eta^d \), using formula (2.8). We recall that \( \eta^1, \ldots, \eta^d \) are square integrable European options with representation as in (4.11), while \( H^j \) denotes the square integrable martingale associated with \( \eta^j, j = 1, \ldots, d \).

**Proposition 5.8.** Let \( B = (B^1, \ldots, B^d)^\top \) be defined as in (2.8). If, for \( j = 1, \ldots, d \), the square integrable European option \( \eta^j \) has the representation (4.11), then
\[
B^j = \frac{\sigma^2 (1 - \rho^2)}{2} V_0 \int_0^T \int_{\mathcal{F}_t} \left\{ \exp \left( \frac{q}{2} \right) \left( \frac{q}{2} + 1 \right) \frac{2 \lambda}{\sigma^2 (e^{\lambda t} - 1)} \left( \frac{1}{V_t} + \frac{e^{\lambda t}}{v} \right) \right\} \times
\]
\[
\times \frac{4}{\sigma^2 (e^{\lambda t} - 1)} h' \left( \frac{e^{\lambda(T-t)} - 1}{\lambda} \right) (e^{\lambda(T-t)} - 1) \partial_s g(t, v, z) \times
\]
\[
\times \left( \frac{4 \lambda e^{\lambda t}}{\sigma^2 (e^{\lambda t} - 1) \sqrt{V_t}} \right) \left( \frac{v}{V_t} \right)^{\rho/(\sigma^2 - q/2)} \, dv \xi^j(dz) \, dt,
\]
where
\[
B^j := \left( \kappa + \frac{\sigma^2}{2} \right)^2 + 2 \sigma^2 \left[ z \left( \frac{\rho}{\sigma} \left( \kappa + \frac{\sigma^2}{2} \right) - \frac{1}{2} \right) + \frac{\sigma^2}{2} (1 - \rho^2) \right].
\]

**Proof.** The proof is completely analogous to the one of Proposition 5.4 at least up to the computation of the expectation of \( \langle L^0, L^j \rangle_T \). The components of the vector \( B = (B^1, \ldots, B^d)^\top \) are \( B_j = \mathbb{E}[\langle L^0, L^j \rangle_T], j = 1, \ldots, d \), where \( L^j \) is the residual in the GKW decomposition of \( H^j \) with respect to \( S, j = 1, \ldots, d \). We start computing \( \langle L^0, L(z) \rangle \), where \( L^0 \) and \( L(z) \) are the residuals in the GKW-decomposition of \( H^0 \) and \( H(z) \) (see (4.14)) with respect to \( S \), respectively. From (5.31), (5.21), (5.22) and (5.27), because of (3.24), we deduce:
\[
d\langle L^0, L(z) \rangle_t = \sigma^2 (1 - \rho^2) h' \left( \frac{e^{\lambda(T-t)} - 1}{\lambda} V_t \right) \frac{e^{\lambda(T-t)} - 1}{\lambda} \partial_s g(t, V_t, z) V_t^3 e^{\lambda k} \, dt =: K(z) \, dt.
\]
Clearly, \((t, \omega, z) \mapsto K(\omega, z)\) is a jointly predictable mapping. Furthermore, from Theorem 4.9 we can apply Theorem 4.6 to get
\[ L^j = \int_{\mathcal{Y}} L(z) \xi_j(\text{d}x), \quad j = 1, \ldots, d. \]

Because of \(\sup_{t \in [0]} \mathbb{E}[|L(z)_{t}|^2] < +\infty\), we can apply Proposition 4.2(iii) and deduce
\[
\langle L^0, L^j \rangle_t = \int_{\mathcal{Y}} \langle L^0, L(z) \rangle_t \xi_j(\text{d}z) = \sigma^2(1 - \rho^2) \int_0^T \int_{\mathcal{Y}} h' \left( \frac{e^{\lambda(t-s)} - 1}{\lambda} V_s \right) \frac{e^{\lambda(t-s)} - 1}{\lambda} \partial_v g(s, V_s, z) V_s^3 \xi_j(\text{d}z) \text{d}s.
\]

Therefore, Proposition 4.2(ii) and Fubini’s theorem yield
\[
B^j = \sigma^2(1 - \rho^2) \int_0^T \int_{\mathcal{Y}} \mathbb{E} \left[ h' \left( \frac{e^{\lambda(t-s)} - 1}{\lambda} V_s \right) \frac{e^{\lambda(t-s)} - 1}{\lambda} \partial_v g(t, V_t, z) e^{\lambda V_t} \right] \xi_j(\text{d}z) \text{d}s, \tag{5.33}
\]
for \(j = 1, \ldots, d\). We now compute the inner expectation in (5.33). We have
\[
\mathbb{E} \left[ h' \left( \frac{e^{\lambda(t-s)} - 1}{\lambda} V_s \right) \frac{e^{\lambda(t-s)} - 1}{\lambda} V_s^2 \partial_v g(t, V_t, z) e^{\lambda V_t} \right] = \mathbb{E} \left[ h' \left( \frac{e^{\lambda(t-s)} - 1}{\lambda} V_s \right) \frac{e^{\lambda(t-s)} - 1}{\lambda} V_s^2 \partial_v g(t, V_t, z) \right] \mathbb{E} [e^{\lambda V_t} | V_t]. \tag{5.34}
\]

To compute the conditional expectation \(\mathbb{E}[e^{\lambda V_t} | V_t]\) we apply the results of [15]. If \((R_t)_{t \in [0, T]}\) denotes the volatility process of [15] (cf. [15, Eq. (2.2)]), we have \(R_t = V^{-1}_t\). Because \(V_t\) does not vanish nor explode, the \(\sigma\)-algebras generated by \(V_t\) and \(R_t\) coincide. Therefore, from [15, Proposition 4.1], with \(a = 0\) and \(b = 1\), recalling (5.18), we get
\[
\mathbb{E}[e^{\lambda V_t} | V_t] = \exp \left( zX_0 - z \frac{\lambda \rho}{\sigma} t \right) \left( \frac{V_t}{V_0} \right) \frac{\sqrt{\pi} I q \left( \frac{4 \lambda e^{\frac{1}{2} v^2}}{\sigma^2 (e^{\lambda t} - 1) \sqrt{V_0 V_t}} \right)}{I q \left( \frac{4 \lambda e^{\frac{1}{2} v^2}}{\sigma^2 (e^{\lambda t} - 1) \sqrt{V_0 V_t}} \right)}, \tag{5.35}
\]
where \(I q(x)\) denotes the modified Bessel function of the first kind and \(B_t\) is as in (5.32). Hence, inserting (5.35) in (5.34) and using the expression of the density of \(V_t\) (cf. (5.19)), the statement follows from (5.33).

We now compute the covariance matrix \(C\).

**Proposition 5.9.** Let \(C = (C_{ij})_{i,j=1,\ldots,d}\) be defined as in (2.8). Then, for \(i, j = 1, \ldots, d\),
\[
C_{ij} = \frac{\sigma^2(1 - \rho^2)}{2} V_0 \int_0^T \int_{\mathcal{Y}} \int_0^\infty \left\{ \exp \left( \frac{(z_1 + z_2) X_0 + \lambda (q + 1 - \frac{z_1 + z_2}{\sigma} \rho) t}{2} \right) \times \right.
\]
\[
\left. \frac{4 \lambda}{\sigma^2 (e^{\lambda t} - 1)} \exp \left( - \frac{2 \lambda}{\sigma^2 (e^{\lambda t} - 1)} \left( \frac{1}{V_0} + \frac{e^{\lambda t}}{V} \right) \right) \partial_v g(t, v, z_1) \partial_v g(t, v, z_2) \times \right.
\]
\[
\left. \times \left( \frac{V}{V_0} \right) \frac{v (z_1 + z_2) \rho / \sigma + q / 2}{2} I q \left( \frac{4 \lambda e^{\frac{1}{2} v^2}}{\sigma^2 (e^{\lambda t} - 1) \sqrt{V_0 V_t}} \right) \right] \frac{dz_1}{dz_2} \xi_i(\text{d}z_2) \xi_j(\text{d}z_1) \text{d}t,
\]
where \(g\) is defined in (5.22) and \(B_t\) in (5.32). The expression of the partial derivative \(\partial_v g\) is given in (5.24).
Proof. We proceed as in Proposition 5.5. By definition, we have \( C^{ij} = \mathbb{E}\left[ (L^i, L^j) \right] \), \( j = 1, \ldots, d \). Furthermore, from (3.24) and (5.27), we get
\[
d\langle L(z_1), L(z_2) \rangle = \partial_z f(t, X_t, V_t, z_1) \partial_z f(t, X_t, V_t, z_2) dQ_t
\]
\[
= \sigma^2 (1 - \rho^2) \partial_v g(t, V_t, z_1) \partial_v g(t, V_t, z_2) V_t^3 e^{(z_1 + z_2) X_t} dt
\]
\[
= : K(z_1, z_2) dt,
\]
and \((t, \omega, z_1, z_2) \mapsto K(\omega, z_1, z_2)\) is a jointly progressively measurable process. As in Proposition 5.5, we now deduce
\[
C^{ij} = \sigma^2 (1 - \rho^2) \int_0^T \int_{\mathbb{R}} \int_{\mathbb{R}} \mathbb{E} \left[ V_s^3 \partial_v g(s, V_s, z_1) \partial_v g(s, V_s, z_2) e^{(z_1 + z_2) X_t} \right] \xi_j^i (dz_2) \xi_i^i (dz_1) ds = \sigma^2 (1 - \rho^2) \int_0^T \int_{\mathbb{R}} \int_{\mathbb{R}} \mathbb{E} \left[ V_s^3 \partial_v g(s, V_s, z_1) \partial_v g(s, V_s, z_2) e^{(z_1 + z_2) X_t} \mathbb{E} [e^{(z_1 + z_2) X_t} | V_s] \right] \xi_j^i (dz_2) \xi_i^i (dz_1) ds,
\]
(5.36)
for every \( i, j = 1, \ldots, d \). From (5.35) with \( z = z_1 + z_2 \) we can compute the conditional expectation on the right-hand side of (5.36). The statement of the proposition follows computing the outer expectation on the right-hand side of (5.36) with the help of the density function of \( V_t \) (cf. (5.19)) and the proof is complete.

Appendix A	Moments in Heston Model

This appendix is devoted to the proof Proposition 5.1. We start with a preliminary lemma. The notation was introduced in (5.9) and (5.10).

Lemma A.1. Let \( R^j \in \mathbb{R} \) be such that \( \mathbb{E} [\exp(2R^j X_t)] < +\infty \), \( j = 1, 2 \). Then there exists \( \epsilon = \epsilon (t) > 0 \) such that \( \mathbb{E} [\exp((R^1 + R^2) X_t + (r^1_{R^1, R^2} + \epsilon) V_t)] < +\infty \) for every \( t \in [0, T] \). In particular, the solution of the Riccati equation (5.4) starting at \((R^1 + R^2, u)\) exists up to time \( T \), for each \( u \in \mathbb{R} \) in the interval \((r^1_{R^1, R^2} - \epsilon, r^1_{R^1, R^2} + \epsilon)\) and \( V_t H(R^1), H(R^2) \) is integrable, for every fixed \( t \in [0, T] \).

Proof. Because of the affine structure of the Heston model, we have
\[
H(R^1), H(R^2) = \exp \left( r^0_{R^1, R^2} \right) \exp \left( (R^1 + R^2) X_t + r^1_{R^1, R^2} V_t \right).
\]
(A.1)
The left-hand side of the previous identity is integrable by the assumptions on \( R^1 \) and \( R^2 \). Hence also the right-hand side of (A.1) is integrable. Therefore, \((R^1 + R^2, r^1_{R^1, R^2})\) belongs to the open set (see Theorem 10.3(b), Lemma 10.1(c))) \( M(t) := \{ (u_1, u_2) \in \mathbb{C}^2 : \mathbb{E} [e^{u_1 X_t + u_2 V_t}] < +\infty \} \), for every \( t \in [0, T] \). So, for every \( t \in [0, T] \), there exists \( \epsilon = \epsilon (t) > 0 \) such that \((R^1 + R^2, r^1_{R^1, R^2} \pm \epsilon) \in M(t) \). Because \( V_t \geq 0 \), using Taylor expansion of \( e^{V_t} \), we deduce
\[
V_t H(R^1), H(R^2) = V_t \exp \left( r^0_{R^1, R^2} \right) \exp \left( (R^1 + R^2) X_t + r^1_{R^1, R^2} V_t \right)
\]
\[
\leq \frac{1}{\epsilon} \exp \left( r^0_{R^1, R^2} \right) \exp \left( (R^1 + R^2) X_t + (r^1_{R^1, R^2} + \epsilon) V_t \right)
\]
and the right-hand side is integrable. The existence of the solution of the Riccati equation starting at \((R^1 + R^2, r^1_{R^1, R^2})\) follows from [27, Theorem 2.14, Example 2.19]. The proof is now complete. \( \square \)

We are now ready to give a proof of Proposition 5.1.
Proof of Proposition 5.1 Notice that \( V_t H(z_1), H(z_2) \) is integrable. This follows from Lemma A.1 and the estimate
\[
|V_t H(z_1), H(z_2)|_t \leq V_t H(R^1), H(R^2)_t, \quad t \in [0, T].
\]
Because \( H(z_j) = \exp\left( \phi_{t-1}(z_j, 0) + \psi_{t-1}(z_j, 0) \right)V_t + z_jX_t \), \( j = 1, 2 \), the Heston model being affine, we also have
\[
H(z_1), H(z_2)_t = \exp\left( \rho_{z_1, z_2} \right) \exp\left( (z_1 + z_2)X_t + \rho_{z_1, z_2}V_t \right),
\]
which implies the integrability of the right-hand side. From Lemma A.1 this holds also for each \( u \in \mathbb{C} \) such that \( u \in B_{\delta}(r^{1}_{z_1, z_2}) \), \( \delta = \varepsilon / 2 \), where \( \varepsilon = \varepsilon(t) > 0 \) is as in Lemma A.1 and \( B_{\delta}(z) \) denotes the open ball in the complex plane centered in \( z \in \mathbb{C} \) and of radius \( \delta > 0 \). From the affine formula, for \( u \in B_{\delta}(r^{1}_{z_1, z_2}) \), we deduce
\[
\mathbb{E}\left[ \exp\left( (z_1 + z_2)X_t + uV_t \right) \right] = \exp\left( \phi_1((z_1 + z_2), u) + (z_1 + z_2)X_t + \psi_1((z_1 + z_2), u)\right). \tag{A.2}
\]
Now, setting \( g(t, u) := \exp((z_1 + z_2)X_t + uV_t) \), we have
\[
V_t H(z_1), H(z_2)_t = \exp\left( \rho_{z_1, z_2} \right) \partial_u g(t, u)\bigg|_{u = r^{1}_{z_1, z_2}},
\]
so
\[
\mathbb{E}\left[ V_t H(z_1), H(z_2)_t \right] = \exp\left( \rho_{z_1, z_2} \right) \mathbb{E}\left[ \partial_u g(t, u)\bigg|_{u = r^{1}_{z_1, z_2}} \right].
\]
Our aim is now to exchange expectation and derivative in the previous formula. Taking the supremum over \( u \in B_{\delta}(r^{1}_{z_1, z_2}) \) we get
\[
\sup_u |\partial_u g(t, u)|
\]
\[
= \sup_u |V_t \exp\left( (z_1 + z_2)X_t + uV_t \right)|
\]
\[
= \sup_u \left( \exp\left( (R^1 + R^2)X_t + \text{Re}(u)V_t \right) \right)
\]
\[
\leq \sup_u \left( \exp\left( (R^1 + R^2)X_t + \text{Re}(r^{1}_{z_1, z_2}) + \tilde{\varepsilon})V_t \right) \right)
\]
\[
\leq \sup_u \left( \exp\left( (R^1 + R^2)X_t + (r^{1}_{R^1, R^2} + \tilde{\varepsilon})V_t \right) \right)
\]
\[
\leq \frac{2}{\varepsilon} \exp\left( (R^1 + R^2)X_t + (r^{1}_{R^1, R^2} + \varepsilon)V_t \right),
\]
where, in the second estimation we used \( \text{Re}(\psi_i(z)) \leq \psi_i(\text{Re}(z)) \), for every \( z \in \mathbb{C}^2 \). The last term in the previous estimation is integrable because of Lemma A.1 and therefore we can exchange derivative and expectation in the following computation:
\[
\mathbb{E}\left[ V_t H(z_1), H(z_2)_t \right] = \exp\left( \rho_{z_1, z_2} \right) \mathbb{E}\left[ \partial_u g(t, u)\bigg|_{u = r^{1}_{z_1, z_2}} \right]
\]
\[
= \exp\left( \rho_{z_1, z_2} \right) \sup_u \left( \mathbb{E}\left[ g(t, u)\bigg|_{u = r^{1}_{z_1, z_2}} \right] \right).
\]
Using now (A.2) and computing the derivative, the statement follows because, from Lemma A.1, the solution of the Riccati equation starting at \( (z_1 + z_2, u) \) exists up to time \( T \), for each \( u \in B_{\delta}(r^{1}_{z_1, z_2}) \).
References

[1] H. Albrecher, W. Mayer, P. and Schoutens, and J. Tistaert. The little Heston trap. *Wilmott Magazine, January issue*, pages 83–92, 2006.

[2] A. Alfonsi. *Affine diffusions and related processes: simulation, theory and applications*. Springer, 2015.

[3] L. B. G. Andersen and V. V. Piterbarg. Moment explosions in stochastic volatility models. *Finance Stoch.*, 11(1):29–50, 2007.

[4] Erhan Bayraktar and Zhou Zhou. Super-hedging american options with semi-static trading strategies under model uncertainty. *arXiv:1604.04608*, 2017.

[5] Mathias Beiglböck, Pierre Henry-Labordère, and Friedrich Penkner. Model-independent bounds for option prices - a mass transport approach. *Finance and Stochastics*, 17(3):477–501, 2013.

[6] P. Carr and J. Sun. A new approach for option pricing under stochastic volatility. *Review of Derivatives Research*, 10(2):87–150, 2007.

[7] Peter Carr. Semi-static hedging of barrier options under Poisson jumps. *International Journal of Theoretical and Applied Finance*, 14(07):1091–1111, 2011.

[8] W. Cheney. *Analysis for applied mathematics*, volume 208. Springer Science & Business Media, 2013.

[9] P. Di Tella, M. Haubold, and M. Keller-Ressel. Semi-static and sparse variance-optimal hedging. *Preprint*, 2017.

[10] G. G. Drimus. Options on realized variance by transform methods: a non-affine stochastic volatility model. *Quantitative Finance*, 12(11):1679–1694, 2012.

[11] D. Duffie, D. Filipović, and W. Schachermayer. Affine processes and applications in finance. *Ann. Appl. Probab.*, 13(3):984–1053, 2003.

[12] D. Filipović. *Term-structure models*. Springer Finance. Springer-Verlag, Berlin, 2009. A graduate course.

[13] H. Föllmer and D. Sondermann. Hedging of nonredundant contingent claims, 1986. Contributions to Mathematical Economics (W. Hildenbrand and A. Mas-Colell, eds.) 205-223.

[14] P. K. Friz and M. Keller-Ressel. Moment explosions. *Encyclopedia of Quantitative Finance*, 2010.

[15] M. Grasselli. The 4/2 stochastic volatility model: a unified approach for the Heston and the 3/2 model. *Mathematical Finance. doi: 10.1111/mafi.12124 (to appear)*, 2016.

[16] S. He, J. Wang, and J. Yan. *Semimartingale theory and stochastic calculus*. Taylor & Francis, 1992.

[17] S. Heston. A closed-form solution of options with stochastic volatility with applications to bond and currency options. *The Review of Financial Studies*, 6:327–343, 1993.
[18] F. Hubalek, J. Kallsen, and L. Krawczyk. Variance-optimal hedging for processes with stationary independent increments. *Ann. Appl. Probab.*, 16(2):853–885, 2006.

[19] P. Jäckel and C. Kahl. Not-so-complex logarithms in the heston model. *Wilmott magazine*, 19(9):94–103, 2005.

[20] J. Jacod. *Calcul stochastique et problèmes de martingales*. Springer, distributed by Imported Publications, 1979.

[21] J. Jacod and A. Shiryaev. *Limit theorems for stochastic processes*, volume 288 of *Grundlehren der Mathematischen Wissenschaften*. Springer-Verlag, Berlin, second edition, 2003.

[22] M. Jeanblanc, M. Yor, and M. Chesney. *Mathematical methods for financial markets*. Springer Finance. Springer-Verlag, Berlin, 2009.

[23] J. Kallsen and J. Muhle-Karbe. Exponentially affine martingales, affine measure changes and exponential moments of affine processes. *Stochastic Process. Appl.*, 120(2):163–181, 2010.

[24] J. Kallsen, J. Muhle-Karbe, and M. Voß. Pricing options on variance in affine stochastic volatility models. *Math. Finance*, 21(4):627–641, 2011.

[25] J. Kallsen and A. Pauwels. Variance-optimal hedging in general affine stochastic volatility models. *Adv. in Appl. Probab.*, 42(1):83–105, 2010.

[26] M. Keller-Ressel. Moment explosions and long-term behavior of affine stochastic volatility models. *Math. Finance*, 21(1):73–98, 2011.

[27] M. Keller-Ressel and E. Mayerhofer. Exponential moments of affine processes. *Ann. Appl. Probab.*, 25(2):714–752, 2015.

[28] Alan L. Lewis. *Option Valuation under Stochastic Volatility*. Finance Press, 2000.

[29] P.-A. Meyer. Un cours sur les intégrales stochastiques (exposés 1 à 6). *Séminaire de probabilités de Strasbourg*, 10:245–400, 1976.

[30] A. Neuberger. The log contract. *The Journal of Portfolio Management*, 20(2):74–80, 1994.

[31] W. Rudin. *Real and complex analysis*. Tata McGraw-Hill Education, 1987.

[32] M. Schweizer. Varianten der Black-Scholes-Formel. Master’s thesis, ETH Zürich, 1984.

[33] M. Schweizer. A guided tour through quadratic hedging approaches. Technical report, Discussion Papers, Interdisciplinary Research Project 373: Quantification and Simulation of Economic Processes, 1999.

[34] C. Stricker and M. Yor. Calcul stochastique dépendant d’un paramètre. *Zeitschrift für Wahrscheinlichkeitstheorie und verwandte Gebiete*, 45(2):109–133, 1978.