The radial abundance gradient of chlorine in the Milky Way
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ABSTRACT

We determine the radial abundance gradient of Cl in the Milky Way from H\textsc{ii} regions spectra. For the first time, the Cl/H ratios are computed by simply adding ionic abundances and not using an ionization correction factor (ICF). We use a collection of published very deep spectra of Galactic H\textsc{ii} regions. We have re-calculated the physical conditions, ionic and total abundances of Cl and O using the same methodology and updated atomic data for all the objects. We find that the slopes of the radial gradients of Cl and O are identical within the uncertainties: $-0.043$ dex kpc$^{-1}$. This is consistent with a lockstep evolution of both elements. We obtain that the mean value of the Cl/O ratio across the Galactic disc is $\log(\text{Cl}/\text{O}) = -3.42 \pm 0.06$. We compare our Cl/H ratios with those determined from Cl$^{2+}$ abundances and using some available ICF schemes of the literature. We find that our total Cl abundances are always lower than the values determined using ICFs, indicating that those correction schemes systematically overestimate the contribution of Cl$^+$ and Cl$^{3+}$ species to the total Cl abundance. Finally, we propose an empirical $ICF(Cl^{2+})$ to estimate the Cl/H ratio in H\textsc{ii} regions.
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1 INTRODUCTION

Chlorine (Cl) is located in Group VIIA of the periodic table. The elements of this group are known as halogens, which also includes fluorine, bromine and iodine. Cl is between the 17th and 20th most abundant element in the Solar System (Asplund et al. 2009) and its most common isotopes are $^{35}$Cl and $^{37}$Cl. These two isotopes are produced during both hydrostatic and explosive oxygen burning in stars (Woosley & Weaver 1995; Pagel 1997), although some contribution may be produced by Type Ia supernovae (Nomoto et al. 1997; Clayton 2003) indicates that once $^{34}$S is formed during oxygen burning, a single additional proton capture yields $^{35}$Cl. In the case of $^{37}$Cl, most of it is produced by radioactive decay of $^{37}$Ar, which is formed by a single neutron capture by $^{36}$Ar. These processes seem to account for the solar $^{35}$Cl and $^{37}$Cl abundances (Clayton 2003). Since lines of Cl are very rare in stellar spectra, there are very few determinations of its abundance in stars (Clayton 2003). In addition, the Cl abundance is difficult to calculate in diffuse and dense interstellar clouds (Jenkins 2009). Therefore, most of the information we have about Cl abundances comes from the analysis of emission lines in ionized nebulae.

The determination of Cl abundances in H\textsc{ii} regions and planetary nebulae (PNe) is normally based on the measurement of the intensity of [Cl\textsc{iii}] doublet at 5517 and 5537 Å, which are by far the brightest lines of Cl in optical spectra. For the common ionization conditions of H\textsc{ii} regions, we expect to have only significant amounts of Cl$^+$, Cl$^{2+}$ and Cl$^{3+}$. Given the similarity between the ionization potential (IP) of He$^+$ and Cl$^{3+}$, we do not expect a significant amount of Cl$^{3+}$ in H\textsc{ii} regions with undetected He$^+$ emission lines. The brightest lines of Cl$^+$ and Cl$^{2+}$ are [Cl\textsc{ii}] 9123 Å and [Cl\textsc{iv}] 8046 Å, respectively and, for example, in the Orion Nebula are only between 4% and 8% the intensity of the [Cl\textsc{iii}] lines. Therefore, the detection of [Cl\textsc{ii}] and [Cl\textsc{iv}] lines may only be possible in deep spectra of bright objects that also include the far red (until about 9100 Å). Moreover, the reddest part of the optical spectrum is heavily contaminated by intense sky lines so the use of high spectral resolution or an exquisite sky emission removal is mandatory in order...
to separate these faint nebular lines. In the usual situation of only having [C II] lines in the spectra we must adopt an ionization correction factor (ICF) to estimate the total Cl abundance. In this case, the ICF(Cl^{2+}) is a multiplicative factor to transform Cl^{2+}/H^+ ratios into Cl/H ones. It depends on the ionization degree of the nebula, generally on its O^+ /O^{2+} ratio or a combination of the O^+ /O^{2+} and S^+ /S^{2+} ones. For H II region studies, there are different expressions for the ICF(Cl^{2+}) available in the literature. For example, Peimbert & Torres-Peimbert (1977) proposed a relation based on the similarity of the ionization potential of ionic species of Cl, O and S but others, as Mathis & Rosai (1994) or Izotov et al. (2006), obtained fitting expressions based on photoionization models. A very complete ICF scheme for PNe has been recently presented by Delgado-Inglada et al. (2014). That work includes an ICF(Cl^{2+} /O^{+}) that can be applicable for H II region conditions Delgado-Inglada et al. (2013).

The radial abundance gradient of Cl in the Milky Way has only been studied in papers devoted to PNe but never in works based on H II region observations. Faúndez-Abans & Maciel (1987), Maciel & Chiappini (1994) and Henry et al. (2004) have determined the radial gradient of Cl in the Milky Way from abundance data for large samples of PNe, finding slopes from −0.07 to −0.04 dex kpc^{−1}. The last two works conclude that O and Cl gradients are similar, which is a result which is consistent with a lockstep evolution of both elements. However, some recent theoretical works indicate that PNe progenitors can modify their initial O abundance. Some O enrichment can be produced in the third dredge-up of asymptotic giant branch (AGB) stars (e.g. Karakas & Lattanzio 2014) but, on the other hand, hot bottom burning in the most massive progenitors of PNe can destroy it (e.g. Karakas & Lattanzio 2014). The efficiency of both processes would depend on the mass of the progenitors stars and their metallicity. In any case, the observational evidences of such O variations in PNe are contradictory. Delgado-Inglada et al. (2015) have obtained observational evidences of significant O enrichment (by ∼ 0.3 dex) in PNe with carbon-rich dust, with progenitor masses in the range 1.5−3 M_☉. But, on the other hand, Magrini et al. (2009) comparing the O and Ne abundances of the PNe population of M33, did not find any evidence of systematic dredge-up of O in the metallicity range of that galaxy. Moreover, Magrini & Gonzalez (2009) reviewed the O/H ratios of PNe and H II regions in dwarf galaxies of the Local Group finding possible evidences of O dredge-up only at very low metallicities. In contrast, there is not any theoretical prediction that the amount of Cl may change along the evolution of the low and intermediate stars that produce PNe. In fact, Delgado-Inglada et al. (2013) propose Cl/H ratio as a more reliable proxy for metallicity than O/H in PNe abundance studies. Therefore, it would be not unexpected to obtain somewhat different gradients for O and Cl using PNe abundance data. The aim of this paper is to determine the Cl and O abundance for a sample of H II regions with the best available spectra and located across the disc of the Galaxy to better explore the nucleosynthetic origin of Cl.

The structure of this paper is as follows. In 2 we describe the set of H II region spectra used to derive the nebular parameters. In 3 we present the results of our physical conditions and abundances recalculations, as well discuss the results pertaining to the Galactic Cl radial gradients, the local Cl/O ratio and the empirical ICF(Cl^{2+}) we propose. Finally, in 4 we summarize our main conclusions.

### 2 OBSERVATIONAL DATA

We have used intensity ratios of several selected emission lines of spectra of Galactic H II regions published by Esteban et al. (2004) and [García-Rojas et al. (2004)] except in the case of NGC 2579. For this object we use the value adopted by Esteban et al. (2004) and calculated by Copetti et al. (2007). The distances are based on kinematical or photometrical methods and have typical uncertainties of less than 1 kpc (e.g. Russeil 2003). We have assumed the Sun at 8 kpc from the Galactic Centre.

### 3 RESULTS AND DISCUSSION

Although the source papers of the data used in this work present calculations of physical conditions – electron temperature, T_e, and density, n_e – and ionic and total abundances of some elements, we prefer to re-calculate all the relevant quantities in order to have a homogeneous set of values calculated with the same methodology and updated atomic data.

#### 3.1 Physical Conditions

Physical conditions were calculated making use of the version 1.0.2 of PyNeb (Luridiana et al. 2015). PyNeb is an updated and more versatile version of the nebular package of IRAF written in python language. The density-sensitive emission line ratios we have used are [O II] 3726/3729, [S II] 6717/6731, [C II] 5518/5538 and [Ar IV] 4711/4740, and the temperature-sensitive ones are [N II] 5755/(6548+6584), [O I] (7319+7330)/(3726+3729), [S II] (4069+4076)/(6717+6731), [O III] 4959+5007, [S II] 6716/6731, and [O III] 5007/5012.

| H II region | R_G (kpc) | Data source |
|-------------|---------|-------------|
| M16         | 6.34    | García-Rojas et al. (2006) |
| M8          | 6.41    | García-Rojas et al. (2007) |
| M17         | 6.75    | García-Rojas et al. (2007) |
| M20         | 7.19    | García-Rojas et al. (2006) |
| NGC 3576    | 7.36    | García-Rojas et al. (2004) |
| M42         | 8.40    | Esteban et al. (2004) |
| NGC 3603    | 8.65    | García-Rojas et al. (2006) |
| S 311       | 10.43   | García-Rojas et al. (2005) |
| NGC 2579    | 12.40   | Esteban et al. (2013) |

**Table 1. Sample of Galactic H II regions.**
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Table 2. Atomic dataset used for collisionally excited lines.

| Ion | Transition probabilities and energy levels | Collisional strengths |
|-----|------------------------------------------|-----------------------|
| N⁺  | Froese Fischer & Tachiev (2004)           | Taval (2011)          |
| O⁺  | Froese Fischer & Tachiev (2004)           | Kisielius et al. (2009)|
| O₂⁺ | Froese Fischer & Tachiev (2004); Storey & Zeippen (2000) | Storey et al. (2014)  |
| S⁺  | Podobedova et al. (2009)                  | Taval & Zatsarinny (2010)|
| S₂⁺ | Podobedova et al. (2009)                  | Taval & Gupta (1999)  |
| Ar³⁺| Mendoza (1983); Kaufman & Sugar (1986)    | Galavis et al. (1995) |
| Cl⁺ | Mendoza & Zeippen (1982a)                 | Ramsbottom & Bell (1997)|
| Cl²⁺| Mendoza (1983); Kaufman & Sugar (1986)    | Butler & Zeippen (1989) |
| Cl³⁺| Kaufman & Sugar (1986); Ellis & Martinson (1984) | Mendoza & Zeippen (1982b) |

Table 3. Combinations of atomic datasets used for Cl²⁺.

| Set No. | Transition probabilities and energy levels | Collisional strengths |
|---------|------------------------------------------|-----------------------|
| 1       | Mendoza (1983)                           | Butler & Zeippen (1989)|
| 2       | Mendoza (1983)                           | Mendoza (1983)        |
| 3       | Mendoza (1983)                           | Butler & Zeippen (1989)|
| 4       | Mendoza (1983)                           | Kaufman & Sugar (1986)|
| 5       | Fritzsche et al. (1999)                  | Butler & Zeippen (1989)|
| 6       | Fritzsche et al. (1999)                  | Mendoza (1983)        |

3.2 Ionic and total abundances

Ionic abundances of O⁺, O²⁺, Cl⁺, Cl²⁺ and Cl³⁺ have been derived from CELs under the two-zone scheme using the PyNeb package and the atomic dataset indicated in Table 2. We have used $T_e$(low) for calculating O⁺ and Cl⁺ and $T_e$(high) for O²⁺, Cl²⁺ and Cl³⁺. Although there are several datasets of atomic data for O⁺ and O²⁺ available in the literature, we have selected those that, according to our experience, provide more reliable results. In the case of Cl²⁺, considering that a) it is the dominant ionic species of Cl in our H II region sample and that there are several sets of atomic data available, we decided to use combinations of those datasets for deriving the $n_e([ClIII])$ as well as the Cl²⁺/H⁺ ratio. In Table 3 we present the different combinations used for this ion. The value of $n_e([ClIII])$ included in Table 3 is the average of the densities obtained with the six combinations. The final adopted electron density for each object, $<n_e>$, is the weighted mean of the values obtained for the different density-sensitive indicators and it is also included in Table 3.

We assume a two-zone approximation for the nebula estimating the representative values of the electron temperature for the zones where low and high-ionization potential ions are present, $T_e$(low) and $T_e$(high). Those values have been used to determine ionic abundances. $T_e$(low) was calculated as the mean of $T_e([NII])$, $T_e([OII])$ and $T_e([SII])$ weighted by their uncertainties. On the other hand, $T_e$(high) was calculated as the weighted mean of $T_e([SIII])$, $T_e([ArIII])$ and $T_e([OIII])$. The corresponding values of $T_e$(low) and $T_e$(high) used for each object are included in Table 3.
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In Table 5, we compare the Cl abundance with that obtained by adding the Cl abundance we obtain from the sum of Cl and Cl/O ratios. As we can see, the contribution of Cl to the total Cl abundance is always very small even in the objects of the highest ionization degree and never larger than 0.02 dex (see column 3 of Table 5). Therefore, the contribution of Cl/Cl,H to the total Cl abundance seems to be perfectly applicable.

### 3.3 The Galactic Cl/H gradient

We have performed least-squares linear fits to the galactocentric distance of the HII regions, $R_G$, and their corresponding Cl/H, O/H and Cl/O ratios. For the fitting, each elemental ratio has been weighted by the inverse of its uncertainty. These fits give the following radial gradients:

1. $12 + \log(\text{Cl}/H) = 5.40(\pm 0.11) - 0.043(\pm 0.012) \times R_G$; (1)
2. $12 + \log(O/H) = 8.83(\pm 0.07) - 0.043(\pm 0.009) \times R_G$; (2)
3. $\log(\text{Cl}/O) = -3.41(\pm 0.12) - 0.001(\pm 0.014) \times R_G$. (3)

In Figure 4 we represent the ionized gas phase Cl/H, O and Cl/O abundances of the Galactic HII regions studied in this work. The lines indicate the radial gradients obtained from the linear fit of the data. The solar symbol indicates the meteoritic Cl abundance given by Lodders et al. (2008). The Sun is located at 8 kpc.

The total abundances of Cl and O have been determined by simply adding their ionic abundances and are included in the last two columns of Table 5. The four nebulae of lower ionization degree of the sample do not show detections of [ClIV] lines and we do not expect any relevant contribution of Cl/Cl to the total Cl abundance. In Table 5 we compare the total Cl abundance we obtain from the sum of Cl+, Cl2+ and Cl3+ abundances with that we obtain only adding Cl+ and Cl2+ and also the ionization degree of the nebulae parametrized by the O2+/O+ ratio. As we can see, the contribution of the Cl3+/H+ ratio to the total Cl abundance is very small even in the objects of the highest ionization degree and never larger than 0.02 dex (see column 3 of Table 5). Therefore, the contribution of Cl3+ in the four HII regions with the lowest O2+/O+ ratios: M20, M16, M8 and S 311, should be negligible. For these four objects, the assumption of Cl/H = Cl+/H++Cl2+/H+ seems to be perfectly applicable.
Table 6. \( \text{Cl}^{2+}/\text{H}^+ \) ratios\(^{a}\) determined from combinations of atomic data sets and adopted mean value

| Object  | 1       | 2       | 3       | 4       | 5       | 6       | Adopted   |
|---------|---------|---------|---------|---------|---------|---------|-----------|
| M16     | 5.06 ± 0.04 | 5.08 ± 0.04 | 5.05 ± 0.04 | 5.08 ± 0.04 | 5.06 ± 0.04 | 5.02 ± 0.04 | 5.07 ± 0.04 |
| M8      | 5.03 ± 0.02 | 5.05 ± 0.02 | 5.02 ± 0.02 | 5.04 ± 0.04 | 5.02 ± 0.02 | 5.05 ± 0.03 | 5.04 ± 0.03 |
| M17     | 5.06 ± 0.03 | 5.07 ± 0.03 | 5.03 ± 0.03 | 5.07 ± 0.03 | 5.05 ± 0.03 | 5.07 ± 0.03 | 5.06 ± 0.03 |
| M20     | 4.99 ± 0.04 | 5.01 ± 0.04 | 4.99 ± 0.04 | 5.01 ± 0.04 | 4.99 ± 0.04 | 5.02 ± 0.04 | 5.00 ± 0.04 |
| NGC 3576 | 4.93 ± 0.03 | 4.96 ± 0.04 | 4.93 ± 0.04 | 4.95 ± 0.05 | 4.93 ± 0.04 | 4.96 ± 0.05 | 4.94 ± 0.04 |
| M24     | 5.12 ± 0.03 | 5.14 ± 0.02 | 5.11 ± 0.03 | 5.13 ± 0.05 | 5.11 ± 0.02 | 5.13 ± 0.03 | 5.12 ± 0.03 |
| NGC 3603 | 5.02 ± 0.05 | 5.05 ± 0.05 | 5.02 ± 0.06 | 5.04 ± 0.06 | 5.02 ± 0.05 | 5.04 ± 0.06 | 5.03 ± 0.05 |
| S 311   | 4.85 ± 0.03 | 4.88 ± 0.03 | 4.85 ± 0.03 | 4.87 ± 0.03 | 4.85 ± 0.04 | 4.88 ± 0.03 | 4.86 ± 0.03 |
| NGC 2579 | 4.80 ± 0.03 | 4.83 ± 0.03 | 4.80 ± 0.03 | 4.82 ± 0.04 | 4.80 ± 0.03 | 4.83 ± 0.03 | 4.81 ± 0.03 |

\(^{a}\) In units of 12+\(\log(\text{Cl}^{2+}/\text{H}^+)\).

Table 7. Ionic and total abundances for O and Cl\(^{a}\)

| Object  | O\(^+\) | O\(^{2+}\) | Cl\(^+\) | Cl\(^{2+}\) | Cl\(^{3+}\) | O | Cl |
|---------|---------|---------|---------|---------|---------|---|---|
| M16     | 8.44 ± 0.04 | 7.88 ± 0.03 | 4.42 ± 0.04 | 5.07 ± 0.04 | – | 8.54 ± 0.04 | 5.15 ± 0.04 |
| M8      | 8.32 ± 0.06 | 7.87 ± 0.02 | 3.99 ± 0.23 | 5.04 ± 0.03 | – | 8.45 ± 0.04 | 5.09 ± 0.03 |
| M17     | 7.81 ± 0.05 | 8.43 ± 0.03 | 3.59 ± 0.10 | 5.06 ± 0.03 | 3.10 ± 0.22 | 8.53 ± 0.02 | 5.08 ± 0.03 |
| M20     | 8.44 ± 0.04 | 7.68 ± 0.04 | 4.44 ± 0.04 | 5.00 ± 0.04 | – | 8.51 ± 0.04 | 5.11 ± 0.04 |
| NGC 3576 | 8.09 ± 0.06 | 8.36 ± 0.03 | 3.80 ± 0.06 | 4.94 ± 0.04 | 3.21 ± 0.05 | 8.55 ± 0.03 | 4.98 ± 0.04 |
| M24     | 7.75 ± 0.06 | 8.42 ± 0.02 | 3.49 ± 0.07 | 5.12 ± 0.03 | 3.65 ± 0.05 | 8.50 ± 0.02 | 5.15 ± 0.03 |
| NGC 3603 | 7.29 ± 0.09 | 8.41 ± 0.03 | 3.13 ± 0.06 | 5.03 ± 0.05 | 3.85 ± 0.03 | 8.44 ± 0.03 | 5.06 ± 0.05 |
| S 311   | 8.25 ± 0.05 | 7.81 ± 0.02 | 4.29 ± 0.04 | 4.86 ± 0.03 | – | 8.39 ± 0.03 | 4.96 ± 0.03 |
| NGC 2579 | 7.35 ± 0.12 | 8.20 ± 0.02 | 3.25 ± 0.07 | 4.81 ± 0.03 | 2.78 ± 0.05 | 8.26 ± 0.03 | 4.83 ± 0.03 |

\(^{a}\) In units of 12+\(\log(\text{X}^+/\text{H})\) or 12+\(\log(\text{X}/\text{H})\).

Table 8. Contribution of Cl\(^{3+}/\text{H}^+\) to the Cl/H ratio.

| Object  | Cl\(^{a}\) | Cl\(^{+}/\text{H}^+\) | Cl\(^{2+}/\text{H}^+\) | Cl\(^{3+}/\text{H}^+\) | dif.\(^{b}\) | log(O\(^{2+}/\text{O}^+\)) |
|---------|---------|---------|---------|---------|---------|-------------|
| M20     | 5.11    | 5.11    | –       | –       | –       | –0.76       |
| M16     | 5.15    | 5.15    | –       | –       | –       | –0.56       |
| M8      | 5.09    | 5.09    | –       | –       | –       | –0.45       |
| S 311   | 4.96    | 4.96    | –       | –       | –       | –0.44       |
| NGC 3576 | 4.98    | 4.97    | 0.01    | 0.27    | 0.01    | 0.27        |
| M17     | 5.08    | 5.07    | 0.01    | 0.62    | 0.01    | 0.62        |
| M24     | 5.15    | 5.13    | 0.02    | 0.67    | 0.02    | 0.67        |
| NGC 2579 | 4.83    | 4.82    | 0.01    | 0.85    | 0.01    | 0.85        |
| NGC 3603 | 5.06    | 5.04    | 0.02    | 1.12    | 0.02    | 1.12        |

\(^{a}\) In units of 12+\(\log(\text{Cl}/\text{H})\).

\(^{b}\) In units of 12+\(\log(\text{Cl}^+/\text{H}^+\text{+Cl}^{2+}/\text{H}^+)\).

\(^{c}\) Difference between columns 2 and 3.

Table 9. Determinations of the Galactic Cl/H abundance gradient.

| Reference | Objects | Slope (dex kpc\(^{-1}\)) | Intercept |
|-----------|---------|--------------------------|-----------|
| FAH     | PNe    | –0.057                   | 5.67      |
| Fa&Mac   | PNe    | –0.07 ± 0.01             | –         |
| HKB     | PNe    | –0.045 ± 0.013           | 5.45 ± 0.11|
| This work | H\(^{1}\) regions | –0.043 ± 0.012 | 5.40 ± 0.11 |

\(^{a}\) Fa&Mac \(1987\).

\(^{b}\) Mac & Chiapp. \(1994\).

\(^{c}\) Henry et al. \(2004\).

As we can see comparing the slopes of the gradients we obtain, the Cl/H and O/H gradients are identical within the uncertainties and this is reflected in a constant Cl/O ratio across the galactic disc. This is consistent with a lock-step evolution of both elements. As it was commented in \(1\) a similar conclusion was obtained by Mac & Chiapp. \(1994\) and Henry et al. \(2004\) from large datasets of PNe spectra. Clayton \(2003\) and Henry et al. \(2004\) comment that theoretically a certain amount of Cl may be produced by Type I supernova, but our results indicate that this amount should be negligible compared to the contribution due to massive stars. Theoretical predictions also indicate that O should also be in part produced by Type I super-
nova, but their relative contribution is only of the order of 8% (e.g. Woosley et al. 2002).

In Figure 1, we can see that two objects show somewhat discrepant Cl/H and Cl/O ratios with respect to the others. One is NGC 3576, at a lower Cl/H and Cl/O ratio than the others. The Orion nebula, at a low Cl/H. It is difficult to ascertain the reason of such differences but they might be due to the relative different contribution of local sources of O and Cl in the chemical composition of the nebulae or a different relative depletion fraction onto dust particles in those two objects.

3.4 Comparison with the solar Cl abundance and the local Cl/O ratio

Asplund et al. (2009) indicate that the solar photospheric Cl abundance is very uncertain, 12 + log(Cl/H) = 5.50 ± 0.30. This value cannot be derived from spectroscopy of the quiet Sun but, instead, it was determined from IR spectrum of sunspots using lines of HCl (Hall & Noyes 1972). Meteoritic values presented by Lodders et al. (2009) are more confident, they give a value of 5.25 ± 0.06, which is included in Figure 1 for comparison. From our radial Cl/H gradient, we estimate a 12 + log(Cl/H) = 5.06 at the solar Galactocentric distance of 8 kpc. Therefore, the meteoritic Cl abundance is of the order of 0.2 dex higher than the nebular one. This is an apparently puzzling situation because meteorites should represent the composition of the solar nebula ∼5 Gyr ago and one would expect that the Cl abundance at the present-day ISM to be higher than the meteoritic one, just the opposite of what we find. Since – as far as we know – there are not numerical determinations about the evolution of Cl in the disc of the Milky Way, one would expect some increase of the Cl/H ratio in the last ∼5 Gyr. In fact, chemical evolution models by García Rojas & Esteban (2007) and Akerman et al. (2004) estimate that the O/H ratio at the solar Galactocentric distance has increased by 0.12 dex since the Sun was formed. It is important to remark that the same problem exists when one compares the solar O/H ratio with that of ionized nebulae in the solar neighborhood. The solar photospheric O/H ratio is about 0.2 dex higher than the nebular values determined from the intensity of collisionally excited lines (CEls) of ion species of O. The reason of such difference can be due to depletion onto dust grains in the H II regions and/or physical mechanisms associated to the so-called abundance discrepancy problem (e.g. García Rojas & Esteban 2007). According to Mesa-Delgado et al. (2009) and Peimbert & Peimbert (2010), the fraction of O embedded in dust grains in the Orion nebula is about 0.12 dex and, therefore, one can only account for part of the problem. On the other hand, the abundance trend of Cl in diffuse and dense interstellar clouds is rather irregular and amount of dust depletion can not be estimated for this element (Jenkins 2009). The abundance discrepancy problem arises when one compares abundances of a given ion obtained from CELs and recombination lines (RLs). In all the H II regions included in this paper, O II abundances determined from CELs are between 0.2 and 0.3 dex higher than those determined from RLs (see García Rojas & Esteban 2007). Among different possibilities, one of the mechanisms that may produce such discrepancy is the presence of fluctuations in the spatial distribution of electron temperature in the nebulae (the so-called temperature fluctuations, Peimbert 1967). Under the presence of temperature fluctuations, ionic abundances determined from CELs would be lower than the real ones. A qualitatively similar effect would produce the presence of a “kappa-distribution” in the energy spectrum of free electrons in H II regions, another explanation for the abundance discrepancy problem (Nicholls et al. 2012). In the presence of any of both mechanisms, temperature fluctuations or a “kappa-distribution”, the effect on the derived Cl/H would be similar, the Cl/H ratio we have determined in this paper – from the intensity of CELs – would be lower than the real ones, and therefore it can explain the difference between solar and nebular Cl abundances.

From our data, we have determined the weighted mean of the Cl/O ratio across the Galactic disc and this is log(Cl/O) = −3.42 ± 0.06. Henry et al. (2004) compile a number of determinations of the Cl/O ratio based on PNe and H II region observations, and the logarithmic values range from −3.67 to −3.30. Therefore, our mean ratio is consistent with those previous calculations. Moreover, from the list of recommended present-day solar abundances from photospheric and meteoritic data compiled by Lodders et al. (2009), we obtain a log(Cl/O)⊙ = −3.48 ± 0.09. In rather good agreement with our nebular determination. This similarity and the rather small dispersion of the individual values of the Cl/O ratio we obtain for the different H II regions suggest that the individual or combined action of the two aforementioned effects – dust depletion and abundance discrepancy – should affect similarly to both elements – Cl and O – in all objects.

3.5 An empirical ionization factor for Cl

Usually, [Cl II] lines are the only emission lines of Cl that can be measured in the spectra of H II regions. Therefore,
an ionization correction factor (ICF) has to be adopted to estimate the total Cl abundance. The ICF(Cl\(^{2+}\)) is a multiplicative factor to transform Cl\(^{2+}\)/H\(^+\) ratios into Cl/H ones following the simple relation:

\[
\frac{\text{Cl}}{\text{H}} = \text{ICF(Cl}^{2+}) \times \frac{\text{Cl}^{2+}}{\text{H}^+}. \tag{4}
\]

Peimbert & Torres-Peimbert (1977) proposed a relation based on the similarity of the ionization potential of the ionic species of Cl with those of O and S. However, they only recommend its use for values of ICF(Cl\(^{2+}\)) close to one. Mathis & Rosa (1991) presented a quite complete ICF scheme for several elements based on nebular photoionization models using mainly plane-parallel stellar atmospheres as ionization sources. These authors admit that their ICF(Cl\(^{2+}\)) were very uncertain, with abundance differences of factor of two for a given object depending on the model atmosphere used. Izotov et al. (2006) obtained fitting expressions based on photoionization models for extragalactic H\(\text{II}\) regions and defined different fittings depending on three metallicity ranges. Finally, Delgado-Inglada et al. (2014) compute a large grid of photoionization models covering a wide range of physical parameters representative of PNe. This work includes an ICF(Cl\(^{2+}\)/O\(^{2+}\)) that can be applicable for H\(\text{II}\) region conditions.

In Table 10 we compare our direct determinations of the Cl/H ratios for the H\(\text{II}\) regions sample with the values we obtain using our quoted Cl\(^{2+}\)/H\(^+\) ratios and the ICF schemes mentioned above. In Table 10 we also include the O/Cl\(^{2+}\) ratio as indicator of the ionization degree of the objects. In the case of the determinations based on the ICF scheme by Peimbert & Torres-Peimbert (1977), we have only included objects with ICF(Cl\(^{2+}\)) < 2.0. In the case of the abundances obtained using the ICF of Mathis & Rosa (1991), we use the coefficients for “cool” Kurucz atmospheres for all the objects except for NGC 2579 and NGC 3603, for which “hot” Kurucz atmospheres are more appropriate. The inspection of the values included in Table 10 indicates that all the ICF schemes provide Cl/H ratios systematically larger than our total Cl abundance determinations. All the schemes overestimate the contribution of Cl\(^+\) at lower ionization degrees but also of Cl\(^{2+}\) at higher ones. The correction by Peimbert & Torres-Peimbert (1977), even of a very restricted applicability, gives values between 0.1 and 0.2 dex higher than our direct determinations. This is the ICF(Cl\(^{2+}\)) that gives the larger discrepancies for the low ionization objects. The rest of the ICF schemes give differences smaller than 0.1 dex for the low ionization nebulae, those having O/O\(^{2+}\) < 2. The situation becomes worst in the case of the high ionization H\(\text{II}\) regions, the objects with O/O\(^{2+}\) > 2. In this regime, the ICF of Mathis & Rosa (1991) give differences larger than 0.2 dex. The scheme of Izotov et al. (2006) gives the best results, with differences smaller that 0.2 dex – even smaller than 0.1 dex for most of the objects – except in the case of NGC 3603, the object with the highest ionization. The ICF of Delgado-Inglada et al. (2014) also gives reasonably good results with differences of the order or lower than 0.2 dex in all the cases. It is clear that all the ICF schemes overestimate the contribution of Cl\(^{3+}\) and that this difference increases with the ionization degree of the nebulae.

Our results lead us to propose a new empirical ICF(Cl\(^{2+}\)) based on observations and valid for the ionization range covered by our objects. In Figure 2 we present the value of the ICF(Cl\(^{2+}\)) we obtain for each object – which is simply the ratio between the total Cl abundance with respect to the Cl\(^{2+}\) abundance – versus the ionization degree of the nebula, parametrized by the O/O\(^{2+}\) ratio. The figure indicates a rather clear correlation that suggests nothing more complicated than a simple linear relation. The least-squares linear fitting is:

\[
\text{ICF(Cl}^{2+}) = 1.02 + 0.04 \times \frac{\text{O}}{\text{O}^{2+}}. \tag{5}
\]

The uncertainty associated with our ICF(Cl\(^{2+}\)) is about 0.03 dex. The range of validity of this ICF(Cl\(^{2+}\)) correspond to the interval of O/O\(^{2+}\) ratio covered by our objects: 1 < O/O\(^{2+}\) < 7.

4 CONCLUSIONS

We determine the radial abundance gradient of Cl of the Milky Way from published spectra of H\(\text{II}\) regions. The dataset is the deepest and most complete collection of spectra of Galactic H\(\text{II}\) regions available. We have re-calculated the physical conditions – electron temperature and density – and ionic and total abundances of Cl and O using the same
methodology and updated atomic data for all the objects. The total abundances of Cl and O are determined by simply adding their ionic abundances, without assuming ionization correction factors.

We find that the slopes of the radial gradients of Cl and O are identical within the uncertainties: $-0.043 \pm 0.06$, consistent with previous determinations based on PNe data (e.g. Henry et al. [2004]) and from the recommended solar photospheric and meteoritic abundances compiled by Lodders et al. [2009].

We compare our direct determinations of the Cl/H ratios with those determined from our Cl$^+$ abundances and using some available ICF$^+$ schemes of the literature. We find that our total Cl abundances are always lower than the values determined using ICFs, indicating that those corrections schemes systematically overestimate the contribution of Cl$^+$ and Cl$^{2+}$ species to the total Cl abundance. Finally, we propose an empirical $ICF(\text{Cl}^{2+})$ to estimate the total Cl abundance in H\textsc{ii} regions when only the Cl$^{2+}$/H$^+$ ratio can be determined from their spectra.
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