Energy-filtered random-phase states as microcanonical thermal pure quantum states
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We propose a method to calculate finite-temperature properties of a quantum many-body system for a microcanonical ensemble by introducing a pure quantum state named here an energy-filtered random-phase state, which is also a potentially promising application of near-term quantum computers. In our formalism, a microcanonical ensemble is specified by two parameters, i.e., the energy of the system and its associated energy window. Accordingly, the density of states is expressed as a sum of Gaussians centered at the target energy with its spread corresponding to the width of the energy window. We then show that the thermodynamic quantities such as entropy and temperature are calculated by evaluating the trace of the time-evolution operator and the trace of the time-evolution operator multiplied by the Hamiltonian of the system. We also describe how these traces can be evaluated using random diagonal-unitary circuits appropriate to quantum computation. The pure quantum state representing our microcanonical ensemble is related to a state of the form introduced by Wall and Neuhauser for the filter diagonalization method [M. R. Wall and D. Neuhauser, J. Chem. Phys. 102, 8011 (1995)], and therefore we refer to it as an energy-filtered random-phase state. The energy-filtered random-phase state is essentially a Fourier transform of a time-evolved state whose initial state is prepared as a random-phase state, and the cut-off time in the time-integral for the Fourier transform sets the inverse of the width of the energy window. The proposed method is demonstrated numerically by calculating thermodynamic quantities for the one-dimensional spin-1/2 Heisenberg model on small clusters up to 28 qubits, showing that the method is most efficient for the target energy around which the dense distribution of energy eigenstates is found.

I. INTRODUCTION

In order to study thermal properties of quantum many-body systems based on the thermodynamic ensembles in statistical mechanics such as the microcanonical, canonical, or grand-canonical ensemble, one might have to calculate the number of microstates, the partition function, or the grand partition function, as their logarithms give the thermodynamic potentials which characterize thermodynamic states. Generally, the microcanonical ensemble formalism is suitable for treating an isolated system, while the canonical or grand canonical ensemble formalism is useful for describing a system coupled to an environment. For quantum many-body systems, these thermodynamic ensembles are expressed by the corresponding density matrices, which are statistical mixtures of pure quantum states [1]. On the other hand, it is often computationally useful to formulate statistical mechanics based directly on pure quantum states, instead of explicitly calculating the density matrices. The pure-state-based approaches make use of the fact that the statistical expectation values of observables are given by the trace of some operators, e.g., a product of the thermal density matrix and an observable. Indeed, the trace can be evaluated without knowing the eigenvalues of these operators. Depending on how the trace is evaluated, the pure-state-based approaches might be classified into two classes.

A well known class of the pure-state-based approach is the purification, where the system size is doubled and the thermal expectation values are calculated as an inner product of pure states in a whole (double-sized) system [1]. In particular, the thermofield-double states [2] are such pure states that are in accordance with the canonical ensemble, implemented for example with the density-matrix-renormalization-group method [3] and recently with the variational Monte Carlo method [4]. It is also worth noting that, given a pure state of a whole system, similarity (or in particular cases equivalence) between the reduced density matrix of a subsystem obtained by bipartitioning the whole system and the thermal density matrix of the subsystem has been recently explored [5–11].

Another class of the pure-state-based formalism makes use of random states [12] to evaluate the trace of observables [13–16]. In this class, several different methods for the different thermodynamic ensembles have been developed. The methods for the canonical ensemble include the finite-temperature Lanczos method [17, 18] and the canonical thermal-pure-quantum(TPQ)-state formalism [19]. The methods for the microcanonical ensemble include the microcanonical Lanczos method [20, 21] and the TPQ-state formalism [22].

Here, we briefly review state-preparation schemes of the latter class. Let $\hat{H}$ be a Hamiltonian describing the system of interest. In the canonical formalism, for a given inverse temperature $\beta$, a canonical TPQ state is obtained by applying the positive-definite Hermitian operator $e^{-\beta H/2}$ to a random-phase state, for which either the Lanczos method [17], the block Lanczos method [23], the polynomial-expansion method [15], or the Suzuki-Trotter decomposition [24] is often employed. In the microcanonical formalism, for a given energy $E$, the lowest eigenstate of $(\hat{H} - E)^2$, which can be obtained via a Lanczos method, is used as a TPQ state in Refs. [20, 21], while the repeated application (i.e., the power iteration) of the properly rescaled Hamiltonian to a random-phase state is used to obtain a TPQ state in Ref. [22].

As compared to the canonical-TPQ-state-preparation
schemes, the microcanonical TPQ-state-preparation schemes seem rather indirect in the sense that these methods do not explicitly specify a width of an energy window around a given target energy $E$, which could however be important particularly for finite-size systems where the distribution of the energy eigenvalues is so sparse that the number of microstates depends crucially not only on the target energy $E$ but also on the energy window. Indeed, the width of the energy window in the microcanonical Lanczos method [20] can be estimated from the standard deviation of the energy expectation value with respect to the so-obtained lowest eigenstate of $(\hat{H} - E)^2$, thus not being an input parameter, and moreover it does depend on the number of Lanczos iterations. In addition, the power iteration used in the TPQ-state formalism [22] is by construction sequential, starting with a high-energy TPQ state to which the properly rescaled Hamiltonian power is applied thus not being an input parameter, and moreover it does depend on the number of Lanczos iterations. In the power iteration used in the TPQ-state formalism, the properly rescaled Hamiltonian power is applied to which the properly rescaled Hamiltonian power is applied

In this paper, we propose a method to calculate finite-temperature properties of many-body systems for a microcanonical ensemble, which may find a potential application of near-term quantum computers. In our formalism, a microcanonical ensemble is specified with a target energy as well as a width of the energy window by expressing the density of states as a sum of Gaussians centered at the target energy with its spread associated with the width of the energy window. Using the Fourier representation of the Gaussian, we can then show that thermodynamic quantities such as entropy and temperature can be calculated by evaluating the trace of the time-evolution operator multiplied by the Hamiltonian of the system, and the random-phase-product states to which the properly rescaled Hamiltonian power is applied.

II. PRELIMINARIES

In this section, we define the density of states as well as the entropy and the inverse temperature. We also give a few remarks on the choice of the energy window because the number of states within the energy window is a central quantity in the microcanonical ensemble.

A. Density of states, entropy, and inverse temperature

Let $\hat{H}$ be the Hamiltonian describing the system of interest on a Hilbert space of dimension $D$, and let $(E_n, |E_n\rangle)_{n=0}^{D-1}$ be the eigenpairs of $\hat{H}$ such that $\hat{H}|E_n\rangle = E_n|E_n\rangle$. Without loss of generality, we assume that $E_0 \leq E_1 \leq \cdots \leq E_{D-1}$. For given input parameters $E$ and $\tau$, which have the dimensions of energy and time, respectively, we define the density of states $g_\tau(E)$ at energy $E$ as

$$g_\tau(E) \equiv \frac{\tau}{\sqrt{\pi}} \sum_{n=0}^{D-1} e^{-\frac{(E_n - E)^2}{\tau^2}}.$$  \hspace{1cm} (1)

It is plausible to call $g_\tau(E)$ the density of states because $g_\tau(E)$ is reduced to a sum of delta functions in the limit of $\tau \to \infty$ as $\lim_{\tau \to \infty} g_\tau(E) = \sum_{n=0}^{D-1} \delta(E_n - E)$, which is the conventional form of the density of states. Here, the Gaussian representation of the delta function $\delta(x - \mu) = \lim_{\sigma \to 0} \frac{1}{\sqrt{2\pi} \sigma} e^{-\frac{(x - \mu)^2}{2\sigma^2}}$ is used.

In accordance with the microcanonical ensemble, we define the entropy $S_\tau(E)$ as the logarithm of the number of states within a given energy window, i.e.,

$$S_\tau(E) \equiv \ln \left[ \frac{g_\tau(E) \sqrt{\tau}}{\tau} \right].$$  \hspace{1cm} (2)

and the inverse temperature $\beta_\tau(E)$ as the derivative of $S_\tau(E)$

quantum computers. By further examining our formalism as a pure-state approach to a microcanonical ensemble, we show in Sec. IV that the energy-filtered state with an initial random state can be considered as a microcanonical TPQ state. In Sec. V, we introduce a concrete Hamiltonian of the system for the demonstration of the proposed method, and describe the preparation of initial random states and the treatment of the time-evolution operator, both of which are appropriate to quantum computation. In Sec. VI, we demonstrate our proposed method by numerically calculating thermodynamic quantities of the one-dimensional spin-1/2 Heisenberg model up to 28 qubits. Finally, the paper is concluded with discussion in Sec. VII. Additional details on the cumulative number of states, the energy-filtered random-phase state, translation to the canonical ensemble, and the random-phase-product states as well as additional numerical results are provided in Appendices. Throughout the paper, we set $\hbar = 1$ and the Boltzmann constant $k_B = 1$. 
with respect to $E$, i.e.,

$$\beta(E) = \frac{\partial S(E)}{\partial E} = 2\tau^2 [E_n(E) - E],$$  

(3)

where

$$E_n(E) \equiv \sum_{n=0}^{D-1} e^{-\frac{(E_n - E)^2}{2\tau^2}}.$$  

(4)

We introduced the factor $\sqrt{\tau}$ in Eq. (2) as the width of the energy window, which makes the argument in the logarithm dimensionless. Hereafter, we refer to $E$ as the target energy and $\tau$ as the filtering time for reasons discussed in Sec. IV A.

**B. Trace formalism**

Let us introduce a dimensionless positive-definite Hermitian operator

$$\hat{G}_r(E) \equiv e^{-(\hat{H}-E)^2\tau^2}.$$  

(5)

We can then readily show that the density of states, the entropy, and the inverse temperature in Eqs. (1)–(3) are now expressed as

$$g_r(E) = \frac{\tau}{\sqrt{\pi}} \text{Tr}[\hat{G}_r(E)],$$  

(6)

$$S_r(E) = \ln \left[ \text{Tr}[\hat{G}_r(E)] \right],$$  

(7)

and

$$\beta_r(E) = 2\tau^2 \left( \frac{\text{Tr}[\hat{H}\hat{G}_r(E)]}{\text{Tr}[\hat{G}_r(E)]} - E \right),$$  

(8)

respectively. Namely, these quantities are all expressed in terms of $\text{Tr}[\hat{G}_r(E)]$ and $\text{Tr}[\hat{H}\hat{G}_r(E)]$. Therefore, owning to these trace operations, the microscopic energy eigenvalues $\{E_n\}_{n=0}^{D-1}$ have ostensibly disappeared in the expressions of the density of states and the thermodynamic quantities $S_r(E)$ and $\beta_r(E)$, as it should.

Note that $\hat{\rho}_{\text{mic}} \equiv \hat{G}_r(E)/\text{Tr}[\hat{G}_r(E)]$ can be regarded as a density matrix, and a brief consideration on such a Gaussian form of the density matrix, not limited to the microcanonical ensemble, can be found in Ref. [12]. Moreover, analytical properties of this ensemble have been explored in detail in Refs. [26, 27]. Note also that the energy expectation value in Eq. (4) is expressed as

$$E_n(E) = \frac{\text{Tr}[\hat{H}\hat{G}_r(E)]}{\text{Tr}[\hat{G}_r(E)]} = \text{Tr}[\hat{\rho}_{\text{mic}}\hat{H}].$$  

(9)

Equations (6)–(9) summarize the density of states, the entropy, the inverse temperature, and the energy expectation value, which are the central quantities considered in this study.

**C. Energy window and number of states in it**

We now make comments on our choice of the width of the energy window, i.e., the factor $\sqrt{\tau}$ in Eq. (2), and the number of states within the energy window. Approximately,

$$g_r(E) \sqrt{\frac{\tau}{\pi}} \equiv \text{Tr}[\hat{G}_r(E)] = \sum_{n=0}^{D-1} e^{-\frac{(E_n - E)^2}{2\tau^2}}$$

in the logarithm of Eqs. (2) and (7) counts the number of energy eigenstates $|E_n\rangle$ such that

$$-\frac{\delta E}{2} \leq E_n < E + \frac{\delta E}{2},$$  

(10)

where $\delta E$ is the width of the energy window here chosen as

$$\delta E = \frac{\sqrt{\tau}}{\tau}.$$  

(11)

Based on the dimensional analysis, $1/\tau$ dependence of $\delta E$ is essential, but the factor $\sqrt{\tau}$ in Eq. (11) is not. Here, the factor in $\delta E$ is selected as in Eq. (11) so as for the number of states in the zero-filtering-time limit, i.e., $\tau \to 0$, corresponding to the infinitely large width of the energy window, to satisfy

$$\lim_{\tau \to 0} g_r(E)\delta E = \lim_{\tau \to 0} \text{Tr}[\hat{G}_r(E)] = D,$$  

(12)

independently of $E$. In Appendix A, we show that the cumulative number of states is given by a sum of complementary error functions. Finally, we note that $\delta E = \sqrt{\tau}/(\sim 1.772/\tau)$ has nothing to do with the “two sigma” $2/\sqrt{2}\tau = \sqrt{2}/(\sim 1.414/\tau)$ nor the full width at half maximum (FWHM, $2\sqrt{2}\ln 2 \frac{1}{\sqrt{\tau}} \sim 1.665/\tau$) of the Gaussian in Eq. (5).

**III. FORMALISM**

In this section, we describe how to evaluate $\text{Tr}[\hat{G}_r(E)]$ and $\text{Tr}[\hat{H}\hat{G}_r(E)]$ without explicitly calculating the energy eigenvalues $\{E_n\}_{n=0}^{D-1}$ of the Hamiltonian. In particular, we shall provide a formalism to calculate these quantities by exploiting quantum computers. To this end, we first express $\hat{G}_r(E)$ in terms of the time-evolution operator, which is thus compatible with quantum computation. We then discuss quantum circuits for the trace evaluation.

**A. Fourier representation of $\hat{G}_r(E)$**

Since $\hat{G}_r(E)$ is a Gaussian in the energy domain, it can be expressed by a Fourier transform of a Gaussian in the time domain as

$$\hat{G}_r(E) = \frac{1}{2\sqrt{\pi\tau}} \int_{-\infty}^{\infty} dt \ e^{-\frac{\eta}{\sqrt{\tau}}} e^{iE\hat{U}(t)},$$  

(13)

where

$$\hat{U}(t) \equiv e^{-i\hat{H}t}$$  

(14)

is the time-evolution operator generated by the time-independent Hamiltonian $\hat{H}$. Therefore, $\text{Tr}[\hat{G}_r(E)]$ and
Tr[\hat{H}\hat{G}_r(E)] can be evaluated by integrating Tr[\hat{U}(t)] and Tr[\hat{H}\hat{U}(t)] over time $t$, respectively. In the following, we discuss how these traces can be evaluated using random-phase states, which are also suitable for quantum computation.

B. Trace evaluation by random sampling

Here, we briefly review the fact that the trace of an operator can be evaluated by taking random average of its diagonal matrix elements of the operator with respect to random-phase states \[14\], focusing particularly on random-phase states prepared by unitary operators, which is thus compatible with quantum computation, especially, random-diagonal circuits and diagonal-unitary designs \[28\]. We also briefly discuss the corresponding variance \[16\].

The state called a random-phase state \[14\] or a phase-random state with equal amplitudes \[29\] has the form of

$$
|\Phi_r\rangle = \frac{1}{\sqrt{D}} \sum_{b=0}^{D-1} e^{i\theta_b} |b\rangle,
$$

where $|b\rangle$ are the computational-basis states satisfying $\langle b'|b\rangle = \delta_{bb'}$ and $\sum_{b=0}^{D-1} |b\rangle\langle b|$ are random variables drawn uniformly from $[0, 2\pi]^D$, and $r$ specifies the set of random variables. To be specific, we consider an $N$-qubit system with $D = 2^N$ and assume that $|b\rangle$ consists of the eigenstates of Pauli-Z operators. A basis state $|b\rangle$ possesses a bit string of length $N$ associated with the binary representation of $b$. Then, $|\Phi_r\rangle$ in Eq. (15) can be written as

$$
|\Phi_r\rangle = \hat{V}_r |+\rangle,
$$

where

$$
\hat{V}_r = \sum_{b=0}^{D-1} e^{i\theta_b} |b\rangle \langle b|
$$

is a diagonal-unitary operator and

$$
|+\rangle \equiv \hat{H}^N |0\rangle^N = \frac{1}{\sqrt{D}} \sum_{b=0}^{D-1} |b\rangle
$$

with $\hat{H}$ being the Hadamard gate such that $\hat{H}|0\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)$. Here, $|0\rangle$ ($|1\rangle$) is the eigenstate of the Pauli-Z operator with eigenvalue $+1 (-1)$.

We can now relate the trace operation and the random average (also see Ref. \[14\]). Let us consider the random average of some quantity $O_r$, which is a functional of the random diagonal-unitary operators $\hat{V}_r$ and $\hat{V}_r^\dagger$, and denote it as

$$
\langle\langle O_r\rangle\rangle_R = \frac{1}{R} \sum_{r=1}^{R} O_r,
$$

where $R$ is the number of samples. Note that $O_r$ can be either a c-number or an operator. The ideal (i.e., $R \to \infty$) random average of $O_r$ is given as

$$
\mathbb{E}_D[O_r] \equiv \lim_{R \to \infty} \langle\langle O_r\rangle\rangle_R
$$

$$
= \frac{1}{(2\pi)^D} \int_0^{2\pi} \int_0^{2\pi} \cdots \int_0^{2\pi} \prod_{j=1}^D d\theta_{0,r} \cdots d\theta_{D-1,r} O_r,
$$

(20)

where the second line follows from the assumption that $\{\theta_{r,l}\}_{l=0}^{D-1}$ are drawn uniformly from $[0, 2\pi]^D$. The subscript $D$ in $\mathbb{E}_D$ is to indicate that the number of random variables is $D$. It then follows that the ideal random average of the diagonal matrix element $A_r = \langle +|V_r^\dagger \hat{A} V_r|+\rangle$ of operator $\hat{A}$ can be given in terms of $\text{Tr}[\hat{A}]$, i.e.,

$$
\mathbb{E}_D[A_r] = \frac{1}{D} \sum_{b=0}^{D-1} \sum_{b'=0}^{D-1} \langle b'|\hat{A}|b\rangle \mathbb{E}_D[e^{-i(\theta_{b,r}-\theta_{b',r})}] = \frac{1}{D} \text{Tr}(\hat{A}).
$$

(21)

Here, the second equality follows from the identity

$$
\mathbb{E}_D[e^{-i(\theta_{b,r}-\theta_{b',r})}] = \delta_{bb'}.
$$

This proves the statement described at the beginning of this section.

It is also important to understand how the variance is converged when the trace is evaluated by the random samplings. Since a product of four random-phase factors satisfies the following identity \[16, 29\]:

$$
\mathbb{E}_D\left[e^{-i(\theta_{b,r}-\theta_{b',r})}\right] = \delta_{bb'} + \delta_{bb'} \delta_{rr'} - \delta_{rr'} \delta_{bb'} + \delta_{rr'} \delta_{bb'},
$$

we can show that the covariance between $A_r = \langle +|V_r^\dagger \hat{A} V_r|+\rangle$ and $B_r = \langle +|B^\dagger V_r V_r^\dagger|+\rangle$ for operators $\hat{A}$ and $\hat{B}$ is given by

$$
\mathbb{E}_D[A_r B_r^\dagger] - \mathbb{E}_D[A_r] \mathbb{E}_D[B_r^\dagger]
$$

$$
= \frac{1}{D^2} \left\{ \sum_{l,l',k,k'} \mathbb{E}_D[e^{-i(\theta_{l,r}-\theta_{l',r}+\theta_{k,r}-\theta_{k',r})}] A_{l,k} B_{l',k'} - \text{Tr}(\hat{A}) \text{Tr}(\hat{B}) \right\}
$$

$$
= \frac{1}{D^2} \left[ \text{Tr}(\hat{A} \hat{B}^\dagger) - \sum_{r=0}^{D-1} A_r B_r^\dagger \right],
$$

(24)

where $A_{ij} = \langle i|\hat{A}|j\rangle$ and $B_{kl}^\dagger = \langle k|\hat{B}^\dagger|l\rangle^*$ are the matrix elements of $\hat{A}$ and $\hat{B}$ in the computational basis states $|i\rangle$, $|j\rangle$, $|k\rangle$, and $|l\rangle$. Notice in Eq. (24) that the covariance depends on the computational basis used. If $\hat{A}$ and $\hat{B}$ are Hermitian, then the covariance is real. Moreover, when $\hat{B} = \hat{A}$, Eq. (24) is reduced to the variance of $A_r$. Most remarkably, the (co)variance decreases exponentially in $N$ as $\sim 1/D = 1/2^N$, assuming that the numerator in Eq. (24) is $O(D)$.

C. Diagonal-unitary $\pi$-designs for trace evaluation

In order to represent the diagonal unitary $\hat{V}_r$ in Eq. (17) on a quantum circuit composed of one- and two-qubit gates, an
exponentially large number of gates is required as it contains $D (= 2^N)$ random variables. This implies that the preparation of the random-phase state $|0\rangle_r$ in Eq. (16) becomes exponentially difficult with increasing $N$. However, as we shall show in this section, we can apply diagonal-unitary $t$-designs [28] with $t \geq 1$ for the trace evaluation and with $t \geq 2$ for the same purpose with exponentially small (co)variance, which therefore avoid such difficulty.

In order to connect the trace evaluation with the diagonal-unitary $t$-design, let us express the state in the form of a density matrix. Namely, by substituting the identity $(+|1\rangle A^\dagger V^+_r|+\rangle) = |V_r\rangle\langle V^+_r|+\rangle A$ into Eq. (21), we obtain

$$\text{Tr}(\hat{A}) = D \text{Tr}(\mathbb{E}_D [V^+_r|+\rangle\langle V^+_r|+\rangle \hat{A}]).$$

(25)

It also follows directly from Eq. (22) that the ideal random average maps the pure state $|V^+_r\rangle\langle V^+_r|$ to the maximally mixed state, i.e.,

$$\mathbb{E}_D [V^+_r|+\rangle\langle V^+_r|+\rangle] = I/D,$$

(26)

which indeed satisfies Eq. (25).

The property in Eq. (26) is not unique to the random-phase states of the form $|V^+_r\rangle|+\rangle$, and there are varieties of random states which have a property that its random average gives the maximally mixed state [12]. Now, for states that can be obtained by replacing the diagonal unitary $\hat{V}_r$ with some much simpler unitary $\hat{v}_r$ satisfying

$$\mathbb{E}_{N_r}[|v^+_r\rangle\langle v^+_r|+\rangle] = I/D,$$

(27)

so that $\hat{v}_r$ can be implemented efficiently on quantum computers. Here, $N_r$ is the number of random variables $\{\theta_{r,i}\}_{i=0}^{N_r-1}$ in the unitary $\hat{v}_r$, and $\mathbb{E}_{N_r}$ denotes the corresponding ideal random average. As per the definitions of the $\epsilon$-approximate unitary $t$-designs and of the $\epsilon$-approximate state $t$-designs in Ref. [28], it suffices for the trace evaluation that $\hat{v}_r$ is a (diagonal-)unitary $t$-design with $t \geq 1$.

However, in practical simulations using either classical computers or quantum computers, the number $R$ of samples should be finite. This implies that the states after sampling $|\hat{V}^+_r\rangle$ and $|\hat{v}^+_r\rangle$, i.e., $\hat{P}_{V^+_r|+\rangle} = 1/R \sum_{i=1}^{R} |\hat{V}^+_r\rangle\langle \hat{V}^+_r|+\rangle$ and $\hat{P}_{v^+_r|+\rangle} = 1/R \sum_{i=1}^{R} |\hat{v}^+_r\rangle\langle \hat{v}^+_r|+\rangle$, respectively, are in general different from each other and also from their limits $\lim_{R \to \infty} \hat{P}_{V^+_r|+\rangle} = \lim_{R \to \infty} \hat{P}_{v^+_r|+\rangle} = I/D$ (also see Ref. [30] for a related discussion). Therefore, the unitary $\hat{v}_r$ selected can affect statistical errors of the random sampling for finite $R$, even if it satisfies Eq. (27). Indeed, as we shall discuss in Sec. VI along with numerical results, (diagonal-)unitary $t$-designs with $t \geq 2$ [31] are required to suppress statistical errors. Concrete examples of the unitary $\hat{v}_r$ related to the diagonal-unitary $t$-design with $t = 1$ and 2 will be given in Sec. V B.

D. Summary of formulation

Here, we summarize the formalism that is suitable for quantum computation. As in Eqs. (6)–(8), we have expressed the density of states $g_r(E)$, the entropy $S_r(E)$, and the inverse temperature $\beta_r(E)$ in terms of $\text{Tr}[\hat{G}_r(E)]$ and $\text{Tr}[\hat{H}\hat{G}_r(E)]$. With random sampling, $\text{Tr}[\hat{G}_r(E)]$ and $\text{Tr}[\hat{H}\hat{G}_r(E)]$ can now be evaluated as

$$\text{Tr}[\hat{G}_r(E)] = \frac{D}{2\sqrt{\pi} r} \int_{-\infty}^{\infty} dt \, e^{-t^2} e^{iE} \mathbb{E}_{N_r}[K_r(t)],$$

(28)

and

$$\text{Tr}[\hat{H}\hat{G}_r(E)] = \frac{D}{2\sqrt{\pi} r} \int_{-\infty}^{\infty} dt \, e^{-t^2} e^{iE} \mathbb{E}_{N_r}[L_r(t)],$$

(29)

respectively. Here, $K_r(t)$ and $L_r(t)$ are matrix elements of $\hat{U}(t)$ and $\hat{H}\hat{U}(t)$ defined as

$$K_r(t) \equiv \langle v^+_r | \hat{U}(t) | v^+_r \rangle$$

(30)

and

$$L_r(t) \equiv \langle v^+_r | \hat{H}\hat{U}(t) | v^+_r \rangle,$$

(31)

respectively. Unlike $\hat{V}_r$, the unitary $\hat{v}_r$ can be implemented efficiently on a quantum computer.

Assuming that we know a form of $\hat{H}$ composed of a linear combination of unitary operators, an example being given later in Eq. (57), the matrix elements $K_r(t)$ and $L_r(t)$ can be estimated efficiently using quantum computers. Since $K_r(-t) = K_r(t)^*$ and $L_r(-t) = L_r(t)^*$, it is sufficient to evaluate $K_r(t)$ and $L_r(t)$ only for $t \geq 0$ for estimating $\text{Tr}[\hat{G}_r(E)]$ and $\text{Tr}[\hat{H}\hat{G}_r(E)]$ in Eqs. (28) and (29), respectively. However, in practice, the ideal random averages $\mathbb{E}_D[K_r(t)]$ and $\mathbb{E}_D[L_r(t)]$ in Eqs. (28) and (29), respectively, should be replaced with the random averages $\langle K_r(t) \rangle_R$ and $\langle L_r(t) \rangle_R$ with a finite number $R$ of samples. Namely, by defining

$$N_{r,E} \equiv \frac{1}{2\sqrt{\pi} r} \int_{-\infty}^{\infty} dt \, e^{-t^2} e^{iE} K_r(t)$$

(32)

and

$$H_{r,E} \equiv \frac{1}{2\sqrt{\pi} r} \int_{-\infty}^{\infty} dt \, e^{-t^2} e^{iE} L_r(t),$$

(33)

we approximate $\text{Tr}[\hat{G}_r(E)]$ and $\text{Tr}[\hat{H}\hat{G}_r(E)]$ respectively as

$$\text{Tr}[\hat{G}_r(E)] \approx D \langle \langle N_{r,E} \rangle \rangle_R$$

(34)

and

$$\text{Tr}[\hat{H}\hat{G}_r(E)] \approx D \langle \langle H_{r,E} \rangle \rangle_R.$$  

(35)

Accordingly, the density of states $g_r(E)$, the entropy $S_r(E)$, and the inverse temperature $\beta_r(E)$ in Eqs. (6)–(8) are approximated by those truncated at a finite number $R$ of samples, denoted as $g_{r,R}(E)$, $S_{r,R}(E)$, and $\beta_{r,R}(E)$, respectively:

$$g_{r,R}(E) \equiv \frac{R}{\sqrt{\pi}} D \langle \langle N_{r,E} \rangle \rangle_R,$$

(36)

$$S_{r,R}(E) \equiv \ln[D \langle \langle N_{r,E} \rangle \rangle_R],$$

(37)
and 
\[ \beta_{\tau,R}(E) \equiv 2\tau^2 \left[ E_{\tau,R}(E) - E \right], \]

where 
\[ E_{\tau,R}(E) \equiv \frac{\langle \langle H_{\tau,R}(E) \rangle \rangle_R}{\langle \langle N_{\tau,R}(E) \rangle \rangle_R}. \]

These quantities necessarily acquire statistical errors. Obviously, in the limit of \( R \to \infty \), \( g_{\tau,R}(E), S_{\tau,R}(E), \beta_{\tau,R}(E) \), and \( E_{\tau,R}(E) \) are reproduced to \( g_{\tau}(E), S_{\tau}(E), \beta_{\tau}(E) \), and \( E_{\tau}(E) \), respectively. Equations (36)–(39) are the central equations of this study, corresponding to Eq. (6)–(9), and these are appropriate to simulations using quantum computers (as well as classical computers).

IV. ENERGY-FILTERED RANDOM-PHASE STATE AS A TPQ STATE

In this section, we shall discuss a connection between the formalism developed in Sec. III and a state introduced in the filter-diagonalization method [25]. While the equations summarized in Sec. III D suffice for numerical simulations, the reformulation based on an energy-filtered state allows us to recognize the proposed method as a microcanonical counterpart of the canonical TPQ-state formalism [19].

A. Energy-filtered random-phase state

Let \( |\phi_\tau\rangle \) be a normalized random-phase state suitable for the trace evaluation, e.g., \( |\phi_\tau\rangle = \hat{\nu}_\tau|+\rangle \) or \( |\phi_\tau\rangle = \hat{V}_\tau|+\rangle \). It follows from Eq. (5) that the positive square root of \( \hat{G}_\tau(E) \) is given by

\[ \left[ \hat{G}_\tau(E) \right]^{\frac{1}{2}} = e^{-\frac{1}{2} i \sqrt{2} \pi r^2} \hat{G}_\tau(E). \]  

Let us now introduce an unnormalized state \( |\psi_{\tau,R}(E)\rangle \) defined as

\[ |\psi_{\tau,R}(E)\rangle \equiv \left[ \hat{G}_\tau(E) \right]^{\frac{1}{2}} |\phi_\tau\rangle. \]

Using the Fourier representation for \( \hat{G}_\tau(E) \) [see Eq. (13)], we can readily show that the state \( |\psi_{\tau,R}(E)\rangle \) introduced above can be written as

\[ |\psi_{\tau,R}(E)\rangle = \frac{1}{\sqrt{2\pi \tau}} \int_{-\infty}^{\infty} dt \ e^{-\frac{t^2}{2\tau^2}} e^{iEt} \hat{U}(t) |\phi_\tau\rangle. \]  

It is now clear that the state \( |\psi_{\tau,R}(E)\rangle \) is essentially a Fourier transform of the time-evolved state \( |\phi_\tau(t)\rangle \equiv \hat{U}(t)|\phi_\tau\rangle \) from the initial random state \( |\phi_\tau\rangle \), but the interval of the time integral is effectively cut-off around the filtering time \( |t| \sim \tau \) by the Gaussian in the integrand. Here we call \( |\psi_{\tau,R}(E)\rangle \) an energy-filtered random-phase state. The state of the form in Eq. (42) is originally introduced in a different context to extract eigenvalues and eigenstates of \( \hat{H} \) at any desired energy range around a given energy \( E \), known as the filter-diagonalization method [25].

To examine the properties of the energy-filtered random-phase state \( |\psi_{\tau,R}(E)\rangle \), let us expand the initial state \( |\phi_\tau\rangle \) by the energy eigenstates as

\[ |\phi_\tau\rangle = \sum_{n=0}^{D-1} c_{n,\tau}|E_n\rangle, \]

where \( \{c_{n,\tau}\}_{n=0}^{D-1} = \{\langle E_n|\phi_\tau\rangle\}_{n=0}^{D-1} \) are complex coefficients satisfying the normalization condition \( \langle \phi_\tau|\phi_\tau\rangle = \sum_{n=0}^{D-1} |c_{n,\tau}|^2 = 1 \). By substituting Eq. (43) to Eq. (41), we obtain

\[ |\psi_{\tau,R}(E)\rangle = \sum_{n=0}^{D-1} e^{-\frac{i}{2} (E_n - E)^2 \tau^2} c_{n,\tau}|E_n\rangle. \]  

At finite \( \tau \), the energy-filtered state is a linear combination of the energy eigenstates whose eigenvalues are concentrated around \( E \) with a spread of \( \sim \frac{1}{\tau} \). In the zero-filtering-time limit (i.e., \( \tau \to 0 \)), the energy-filtered state coincides with the initial state,

\[ \lim_{\tau \to 0} |\psi_{\tau,R}(E)\rangle = |\phi_\tau\rangle. \]

In the infinite-filtering-time limit (i.e., \( \tau \to \infty \)), the energy-filtered state multiplied by \( \frac{\tau}{\sqrt{2\pi}} \) can be formally written as a linear combination of energy eigenstates weighted by delta functions,

\[ \lim_{\tau \to \infty} \frac{\tau}{\sqrt{2\pi}} |\psi_{\tau,R}(E)\rangle = \sum_{n=0}^{D-1} \delta(E - E_n)c_{n,\tau}|E_n\rangle. \]  

These observations rationalize calling \( E \) the target energy and \( \tau \) the filtering time. It should be emphasized that, unlike Eq. (45), Eq. (46) is merely a formal expression and \( \lim_{\tau \to \infty} |\psi_{\tau,R}(E)\rangle \) is not in practical use.

B. Squared norm and expectation value of the Hamiltonian

In terms of the energy-filtered random-phase state \( |\psi_{\tau,R}(E)\rangle \), \( \text{Tr}[\hat{G}_\tau(E)] \) and \( \text{Tr}[\hat{H}\hat{G}_\tau(E)] \) can be expressed simply as

\[ \text{Tr}[\hat{G}_\tau(E)] = D\mathbb{E}_{\mathcal{N}_E} \left[ \langle \psi_{\tau,R}(E)|\psi_{\tau,R}(E)\rangle \right] \]  

and

\[ \text{Tr}[\hat{H}\hat{G}_\tau(E)] = D\mathbb{E}_{\mathcal{N}_E} \left[ \langle \psi_{\tau,R}(E)|\hat{H}|\psi_{\tau,R}(E)\rangle \right], \]

where the Hermiticity of \( [\hat{G}_\tau(E)]^{\dagger} \) and the identity \( \hat{H}\hat{G}_\tau(E) = [\hat{G}_\tau(E)]^{\dagger}\hat{H}\hat{G}_\tau(E) \) are used. The latter follows from the fact that \( \hat{G}_\tau(E) \) commutes with \( \hat{H} \). Equations (47) and (48) indicates that the density of states as well as the thermodynamic quantities such as the entropy and the inverse temperature can be evaluated simply by sampling the squared norm of the energy-filtered random-phase state \( |\psi_{\tau,R}(E)\rangle \) and the expectation value of the Hamiltonian with respect to the energy-filtered random-phase state \( |\psi_{\tau,R}(E)\rangle \).
It follows from \( \langle \psi_{r,E}(E) | \psi_{r,E}(E) \rangle = \langle \phi_\beta | \hat{G}_{r,E}(E) | \phi_\beta \rangle \) and \( \langle \psi_{r,E}(E) | \hat{H} | \psi_{r,E}(E) \rangle = \langle \phi_\beta | \hat{H} | \phi_\beta \rangle \) that \( N_{r,E}(E) \) and \( \mathcal{H}_{r,E}(E) \) defined in Eqs. (32) and (33) are equivalent to the squared norm of \( \langle \psi_{r,E}(E) \rangle \) and the expectation value of the Hamiltonian, respectively, i.e.,

\[
N_{r,E}(E) = \langle \psi_{r,E}(E) | \psi_{r,E}(E) \rangle
\]

and

\[
\mathcal{H}_{r,E}(E) = \langle \psi_{r,E}(E) | \hat{H} | \psi_{r,E}(E) \rangle.
\]

Since \( 0 < e^{-(E_r-E)^2/2} \leq 1 \), the squared norm \( N_{r,E}(E) = \sum_{n=0}^{D-1} |c_n|^2 e^{-(E_r-E)^2/2} \) satisfies \( 0 < N_{r,E}(E) \leq 1 \), and the equality is achieved when \( \tau = 0 \). In Appendix B, we give another proof of the equivalence between Eqs. (32) and (49) starting with the time-integral form of the energy-filtered random-phase state \( |\psi_{r,E}(E)\rangle \) in Eq. (42).

C. Energy-filtered random-phase state as a microcanonical counterpart of the canonical TPQ state

Our construction of the energy-filtered random-phase state \( |\psi_{r,E}(E)\rangle \) in Eq. (41) reveals its formal similarity to the canonical TPQ state [19], as we shall explain in this section. In the microcanonical ensemble, the number of states \( \text{Tr} [\hat{G}_{r,E}(E)] \) within a given energy window, specified here by \( E \) and \( \tau \), is the most fundamental quantity. It then follows from the statistical property of the random-phase state \( |\phi_\beta\rangle \) in Eq. (27) that the corresponding energy-filtered random-phase state \( |\psi_{r,E}(E)\rangle \) in Eq. (41) satisfies

\[
D \lim_{R \to \infty} \langle \langle \psi_{r,E}(E) | \psi_{r,E}(E) \rangle \rangle_R = \hat{G}_{r,E}(E)
\]

and

\[
D \lim_{R \to \infty} \langle \langle \psi_{r,E}(E) | \psi_{r,E}(E) \rangle \rangle_R = \text{Tr} [\hat{G}_{r,E}(E)].
\]

Accordingly, the density matrix can be given as

\[
\hat{\rho}_E(\beta) = \frac{\hat{G}_{r,E}(E)}{\text{Tr} [\hat{G}_{r,E}(E)]} = \lim_{R \to \infty} \langle \langle \psi_{r,E}(E) | \psi_{r,E}(E) \rangle \rangle_R.
\]

Obviously, \( \hat{\rho}_E(\beta) \) does not evolve in time because \( \hat{G}_{r,E}(E) \) commutes with \( \hat{H} \), and hence it is an equilibrium state. It should be emphasized that as opposed to the TPQ-state formalism [22], there is no need to sequentially prepare, for example, a state associated with lower \( E \) in a state with higher \( E \) because \( E \) and \( \tau \) are the input parameters in our case.

In the canonical ensemble, the partition function \( \text{Tr} [e^{-\beta \hat{H}}] \) for a given inverse temperature \( \beta \) plays a central role, and the corresponding canonical TPQ state is given by \( |\beta_\beta\rangle = e^{-\beta \hat{H}/2} |\phi_\beta\rangle \) [19]. It is then easy to show that the canonical TPQ state \( |\beta_\beta\rangle \) satisfies

\[
D \lim_{R \to \infty} \langle \langle \beta_\beta | \beta_\beta \rangle \rangle_R = e^{-\beta \hat{H}}
\]

and

\[
D \lim_{R \to \infty} \langle \langle \beta_\beta | \beta_\beta \rangle \rangle_R = \text{Tr} [e^{-\beta \hat{H}}].
\]

Accordingly, the density matrix is given as

\[
\hat{\rho}_\text{can}(\beta) = \frac{e^{-\beta \hat{H}}}{\text{Tr} [e^{-\beta \hat{H}}]} = \lim_{R \to \infty} \langle \langle \beta_\beta | \beta_\beta \rangle \rangle_R.
\]

These formal similarities suggest that the energy-filtered random-phase state \( |\psi_{r,E}(E)\rangle \) in Eq. (41) can be considered as a microcanonical counterpart of the canonical TPQ state \( |\beta_\beta\rangle \). In Appendix C, we show how the present microcanonical ensemble can be translated to the canonical ensemble.

V. MODEL AND METHOD

A. Hamiltonian

The pure-state formalism for the microcanonical ensemble based on the energy-filtered random-phase state proposed here is now validated numerically by examining the spin-1/2 antiferromagnetic Heisenberg model defined by the following Hamiltonian:

\[
\hat{H} = J \sum_{(i,j)} \hat{\beta}_{ij}.
\]

Here, \( J > 0 \) is the antiferromagnetic exchange interaction, \( (i,j) \) runs over all nearest-neighbor pairs of qubits \( i \) and \( j \) connected with the exchange interaction \( J \), and \( \hat{\beta}_{ij} \) is the swap operator that can be written as

\[
\hat{\beta}_{ij} = \frac{1}{2} (\hat{X}_i \hat{X}_j + \hat{Y}_i \hat{Y}_j + \hat{Z}_i \hat{Z}_j + \hat{I}_i \hat{I}_j)
\]

for \( i \neq j \) with \( \{\hat{X}_i, \hat{Y}_i, \hat{Z}_i, \hat{I}_i\} \) being the Pauli operators and the identity operator acting on the \( i \)th qubit. We consider the one-dimensional Heisenberg model consisting of \( N = 20, 22, 24, \) and \( 28 \) qubits under periodic boundary conditions. Although we specify the target energy \( E \) and the system size \( N \) (assumed even) for our microcanonical ensemble, we do not specify other Hamiltonian-symmetry-related properties of the system such as the magnetization and the total momentum. Therefore, the dimension of the Hilbert space is given by \( D = 2^N \).

Note that the Hamiltonian in Eq. (57) can be written as

\[
\hat{H} = 2J \sum_{(i,j)} \hat{S}_i \cdot \hat{S}_j + 2N \sum_{i,j} \hat{S}_{i,j} \cdot \hat{S}_{i,j},
\]

where \( \hat{S}_{i,j} = \frac{1}{2} (\hat{X}_i \hat{Y}_j - \hat{Y}_i \hat{X}_j) \) is the vector of the spin-1/2 operators acting on the \( i \)th qubit and \( N_{\text{bond}} = \sum_{(i,j)} 1 \) is the number of bonds, which is given by \( N_{\text{bond}} = N \) for the one-dimensional system under periodic boundary conditions. This relation is useful when one compares the energy eigenvalues of \( \hat{H} \) in Eq. (57) with those of \( J \sum_{(i,j)} \hat{S}_i \cdot \hat{S}_j \), which is the form of a Hamiltonian conventionally used for the spin-1/2 Heisenberg model.
B. Initial states

As an initial random state for the trace evaluation, we consider the random-phase state $\hat{V}_r |+\rangle$ defined in Eq. (16). In our numerical simulation, $\hat{V}_r |+\rangle$ is prepared by assigning the random number $(b|\hat{V}_r |+\rangle = e^{ib\theta_k}/\sqrt{D}$ to the $b$th entry of the corresponding numeral vector [see Eq. (15)]. In addition to $\hat{V}_r |+\rangle$, we consider two types of much simpler random-phase states $\hat{v}_r |+\rangle$ using single- and two-qubit gates, as described below.

The first type of $\hat{v}_r |+\rangle$ is the random-phase-product state [32], which would be one of the simplest examples of $\hat{v}_r |+\rangle$. In this case, the unitary $\hat{v}_r = \hat{v}_r^{(1)}$ is given by a product of single-qubit $Z$ rotations, i.e.,

$$\hat{v}_r^{(1)} = \prod_{k=0}^{N-1} \hat{R}_Z(\theta_{k,r}),$$  \hspace{1cm} (59)

where $\hat{R}_Z(\theta_{k,r}) = e^{-i\theta_{k,r}\hat{Z}_k/2}$ with $\hat{Z}_k$ being Pauli-$Z$ operator acting on the $k$th qubit, and $N_r = N$. The random variables $\{\theta_{k,r}\}_{k=0}^{N-1}$ are drawn uniformly from $[0, 2\pi)^N$. Note that $\hat{v}_r^{(1)} |+\rangle$ is a product state having no entanglements between qubits. In Appendix D, we show that the random-phase-product state satisfies Eq. (27). The random-phase-product states are thus sufficient for taking the trace in principle. However, as we shall show explicitly in Sec. VI C, the convergence of the trace evaluation via the random sampling is rather slow.

As the second type of $\hat{v}_r |+\rangle$, we introduce another random diagonal unitary circuits similar to those in Refs. [33, 34], $\hat{v}_r = \hat{v}_r^{(2)}\hat{v}_r^{(1)}$, where $\hat{v}_r^{(1)}$ is given in Eq. (59) and $\hat{v}_r^{(2)}$ consists of all-to-all $N(N-1)/2$ two-qubit gates, i.e.,

$$\hat{v}_r^{(2)} = \prod_{i=0}^{N-1} \prod_{j=0}^{N-1-i} e^{-i\hat{Z}_i\hat{Z}_{i+j}}.$$  \hspace{1cm} (60)

Here, the number of random variables in $\hat{v}_r = \hat{v}_r^{(2)}\hat{v}_r^{(1)}$ is $N_r = N + N(N-1)/2 = N(N+1)/2$, and $(i,j)$ in Eq. (60) maps a two-dimensional label $(ij)$ to a one-dimensional label $k$ which runs from $N$ to $N(N+1)/2 - 1$. It is obvious that $\hat{v}_r = \hat{v}_r^{(2)}\hat{v}_r^{(1)}$ also satisfies Eq. (27) because it contains $\hat{v}_r^{(1)}$ (see Appendix D), implying that it is also sufficient for the trace evaluation. However, in contrast to $\hat{v}_r^{(1)}$, $\hat{v}_r^{(2)}$ can apparently generate entanglements between qubits. The random variables $\{\theta_{k,r}\}_{k=0}^{N-1}$ are drawn uniformly from $[0, 2\pi)^N$. Namely, unlike unitary $t$-designs, the random variables are assumed to be continuous here.

C. Time-evolution operator

We approximate the time-evolution operator $U(t)$ in Eq. (14) by the first-order Suzuki-Trotter decomposition [35, 36] of the form

$$\hat{U}(t) \approx \left[\hat{S}(\Delta t)\right]^M \equiv e^{-i\hat{H}_A \Delta t} e^{-i\hat{H}_B \Delta t}$$  \hspace{1cm} (61)

where $M$ is an integer such that $t = M\Delta t$, $\hat{H}_A$ ($\hat{H}_B$) consists of the Hamiltonian terms acting on the odd (even) bonds, i.e., $\hat{H} = \hat{H}_A + \hat{H}_B$ with $\hat{H}_{\delta}(\Delta t) = J \sum_{\text{odd(even)} \delta} \hat{P}_{\delta,t+1}$, and $\Delta t$ is a small time slice. Accordingly, we discretize the time intervals in Eqs. (32) and (33) with the trapezoidal rule. In our numerical demonstration shown in Sec. VI, we calculate thermodynamic quantities with the filtering time $\tau$ varying $0 < \tau J < 5$. It turns out that taking the range of the time integral over $0 < \tau J < \tau_{\text{max}}$ (see Sec. III D) with $\tau_{\text{max}}J = 50$, instead of infinity, and $\Delta tJ = 0.01$ gives quantitatively converged results. We thus set the number $M$ of time slices as large as $M = 50\Delta tJ = 5000$.

Figure 1 shows a histogram of the number of states. Here, the $``V''$-gate with angle $\theta_k$ connecting qubits $i$ and $j$, appearing in the $\hat{v}_r^{(2)}$ part of the quantum circuit in the figure, denotes $e^{-i\hat{Z}_i\hat{Z}_{i+j}}$. Note that the order of quantum gates in the part of the quantum circuit corresponding to the diagonal unitary $\hat{v}_r^{(1)}$ is irrelevant because these quantum gates commute among each other.

The $``2\Delta tJ''$-gate connecting qubits $i$ and $j$ that appears in the $[\hat{S}(\Delta t)]^M$ part of the quantum circuit in the figure denotes the exponential-SWAP gate $e^{-i\hat{Z}_i\hat{Z}_{i+j}}$ with angle $\theta = 2\Delta tJ$ [37]. The matrix element of the time-evolution operator in Eq. (30), here approximated by the Suzuki-Trotter decomposition, i.e.,

$$K_r(t) \approx \langle +| \hat{v}_r^{(1)} \hat{v}_r^{(2)} |\hat{S}(\Delta t)|^M \hat{v}_r^{(2)} \hat{v}_r^{(1)} + | \rangle$$  \hspace{1cm} (62)

can be evaluated with the Hadamard test on quantum computers. For example, the real part of $K_r(t)$ can be evaluated with the Hadamard test by adding one ancillary qubit in $|+\rangle_a = \frac{1}{\sqrt{2}}(|0\rangle_a + |1\rangle_a)$ (where the subscript “$a$” indicates the ancillary qubit), replacing the quantum gates for $[\hat{S}(\Delta t)]^M$ by those for the controlled-$[\hat{S}(\Delta t)]^M$ gate with the control qubit being the ancillary qubit, and measuring the ancillary qubit in $|+\rangle_a$ basis. The imaginary part can be evaluated similarly. In the same manner, the other matrix element in Eq. (31), i.e.,

$$L_r(t) \approx J \sum_{(i,j}\langle +| \hat{v}_r^{(1)} \hat{v}_r^{(2)} |\hat{S}(\Delta t)|^M \hat{v}_r^{(2)} \hat{v}_r^{(1)} |+ \rangle$$  \hspace{1cm} (63)

can also be evaluated with the Hadamard test on quantum computers.

VI. NUMERICAL RESULTS

A. Number of states

In the microcanonical ensemble, the number of states within an energy window at a give energy $E$ plays a central role, because its logarithm corresponds to the entropy, which is the thermodynamic potential in the microcanonical ensemble. We thus first examine how our definition of the number of states within an energy window, $g_r(E)\delta E$, behaves in the one-dimensional Heisenberg model for $N = 20, 22,$ and 24.

The results for smaller system sizes are also provided in Appendix E.

Figure 2 shows histograms of the number of states. Here, a histogram is made by dividing the energy range $[E_0, E_{D-1}]$ of the whole energy eigenvalues into $N_{\text{bin}}$ number of bins, and
FIG. 1. Quantum circuit for preparing the state \( |\hat{S}(\Delta t)|^M \hat{v}(2)| \). Operator expressions for \( \hat{v}(1), \hat{v}(2), \) and \( |\hat{S}(\Delta t)|^M \) are given in Eqs. (59), (60), and (61), respectively. In the time-evolution operator part, \( |\hat{S}(\Delta t)|^M \), we assume the one-dimensional Heisenberg model under periodic boundary conditions. Note that the subscript “\( \tau \)” in \( \theta_k \) is omitted for simplicity.

It is found in Fig. 2 that \( \text{Tr}[\hat{G}(E)] = g_\tau(E)\delta E \) closely follows the corresponding histogram of the number of states, indicating that our definitions of the density of states \( g_\tau(E) \) and the width of the energy window \( \delta E \) are reasonable. We note that, in contrast to the histograms, \( \text{Tr}[\hat{G}(E)] = g_\tau(E)\delta E \) is a continuous function of \( E \) and hence its derivative with respect to \( E \) is well defined even for finite-size systems. However, when the energy eigenvalues are distributed sparsely as compared to a given energy window, \( g_\tau(E)\delta E \) behaves snaky [for example, see a low-energy region in Figs. 2(g)–2(i)] and such a behavior becomes more prominent for the smaller \( N \) and the larger \( N_{\text{bin}} \) (see Fig. 8 in Appendix E). On the other hand, thermodynamically, the entropy \( S_\tau(E) = \ln[g_\tau(E)\delta E] \) should be a concave function of \( E \) so that the inverse temperature \( \beta_\tau(E) = \partial S_\tau(E)/\partial E \) decreases monotonically with \( E \). This implies that if the filtering time \( \tau \) is so large that \( \delta E \) is smaller than the energy-eigenvalue spacing at energy around \( E \), the statistical mechanical treatment of these quantum states becomes irrelevant and hence loses connections to thermodynamics, as it is usually the case in statistical mechanics. In this sense, the proposed method is expected to be most effective for larger systems where the distribution of the energy eigenvalues is dense.
FIG. 2. Semilog plots of the histograms for the number of states as a function of the target energy \( E \) with (a,b,c) \( N_{\text{bin}} = 32 \), (d,e,f) \( N_{\text{bin}} = 64 \), and (g,h,i) \( N_{\text{bin}} = 128 \) for (a,d,g) \( N = 20 \), (b,e,h) \( N = 22 \), and (c,f,i) \( N = 24 \). For comparison, the number of states calculated from \( \text{Tr}[\hat{G}(E)] = g(E)\delta E \) with the filtering time \( \tau \) chosen as in Eq. (66) is also shown in each panel by the magenta line. The thin dashed vertical lines at the edges of the histograms indicate the minimum and maximum energy eigenvalues \( E_0 \) and \( E_{D-1} \). The thick vertical lines at \( E/NJ = -0.25, 0.125, 0.5, \) and 0.875 (indicated by blue, orange, green, and red, respectively) denote the target energies used in the results shown in Figs. 3, 4, 5, and 11. Notice that the different panels employ the different axes scales.

B. Filtering-time dependence

In the thermodynamic limit, thermodynamic quantities should not depend significantly on the width of the energy window \( \delta E = \sqrt{\pi}/\tau \), as long as a large number of energy eigenstates are contained within the energy window \([E - \delta E/2, E + \delta E/2] \), rationalizing the treatment of a microcanonical ensemble. However, for finite-size systems, the width of the energy window affects the results in general. Therefore, here we numerically examine how the energy expectation value \( \mathcal{E}_\tau(E) \) in Eq. (9), the entropy \( S_\tau(E) \) in Eq. (7), the inverse temperature \( \beta_\tau(E) \) in Eq. (8), and the energy fluctuation depend on the filtering time \( \tau \) and thus the width of the energy window \( \delta E = \sqrt{\pi}/\tau \). For this purpose, we employ the full diagonalization method to evaluate these quantities numerically without introducing any random sampling. For each system size \( N \), four target energies \( E/NJ = -0.25, 0.125, 0.5, \) and 0.875 are selected (see the vertical lines in Fig. 2). Notice that we choose \( E \) proportional to \( N \) in order to compare the results for different system sizes. The results for smaller system sizes are also provided in Appendix E.

1. Energy expectation value

Figures 3(a)-3(c) show the \( \tau \) dependence of the energy expectation value \( \mathcal{E}_\tau(E) \), which may approach the target energy \( E \) with increasing the filtering time \( \tau \), as long as there exist energy eigenvalues \( \{E_n\} \) in the range of Eq. (10). The energy expectation value starts from its value in the zero-filtering-time limit,

\[
\lim_{\tau \to 0} \mathcal{E}_\tau(E) = \frac{1}{D} \text{Tr}[\hat{H}],
\]

which is in our case reduced simply to \( \lim_{\tau \to 0} \mathcal{E}_\tau(E) = NJ_{\text{band}}/2 \) because \( \text{Tr}[\hat{S}_i\hat{S}_j] = 0 \) for \( i \neq j \). As expected, \( \mathcal{E}_\tau(E) \) deviates from its zero-filtering-time limit and approaches the target energy \( E \) with increasing \( \tau \). Moreover, it is interesting to find that \( \mathcal{E}_\tau(E) \) as a function of \( \tau \) is almost always within the energy window \([E - \delta E/2, E + \delta E/2]\) (indicated
with the shaded areas in the figures) with no significant difference for different system sizes [also see Figs. 9(a)–9(c) in Appendix E]. Although we already have the target energy $E$ as an input parameter, the energy expectation value $E_\tau(E)$ is a useful quantity to check if the filtering time $\tau$ is so large that $E_\tau(E)$ is consistent with the target energy $E$.

2. Entropy

Figures 3(d)–3(f) show the $\tau$ dependence of the entropy $S_\tau(E)$. The entropy in the zero-filtering-time limit is given by

$$\lim_{\tau \to 0} S_\tau(E) = \ln D,$$

(68)
as explained in Sec. II C [see Eq. (12)]. It is also readily shown that the entropy $S_\tau(E)$ is a decreasing function of $\tau$, i.e.,

$$\frac{\partial S_\tau(E)}{\partial \tau} = \frac{1}{\text{Tr}[\hat{G}_\tau(E)]} \frac{\partial \text{Tr}[\hat{G}_\tau(E)]}{\partial \tau} \leq 0,$$

(69)
because $\partial_\tau \text{Tr}[\hat{G}_\tau(E)] = -2\tau \sum_{n=0}^{N_J-1} (E_n - E)^2 e^{-(E_n - E)^2} \leq 0$ and $\text{Tr}[\hat{G}_\tau(E)] > 0$. The inequality in Eq. (69) can be understood intuitively because the number of states in the energy window $[E - \delta E/2, E + \delta E/2]$, which is given by $\text{Tr}[\hat{G}_\tau(E)]$, never increases with decreasing $\delta E$ (also see Fig. 2). The equality in Eq. (69) is achieved when $\tau = 0$, and hence the maximum value of the entropy is in the zero-filtering-time limit given in Eq. (68).

Among the four target energies, the difference in the entropy among the different system sizes $N$ is somewhat significant for $E/NJ = -0.25$, for which the larger $N$ has the larger entropy [also see Figs. 9(d)–9(f) in Appendix E]. This behavior is consistent with the results for the number of states shown in Fig. 2, where the energy eigenvalues are distributed rather sparsely around $E/NJ = -0.25$.

3. Inverse temperature

Figures 3(g)–3(i) show the $\tau$ dependence of the inverse temperature $\beta_\tau(E)$. The inverse temperature starts with its value in the zero-filtering-time limit,

$$\lim_{\tau \to 0} \beta_\tau(E) = 0,$$

(70)
corresponding to the infinite temperature. At finite $\tau$, $\beta_\tau(E)$ can be either positive or negative as it is obvious from Eq. (8). The positive (negative) temperature can be obtained when the energy expectation value $E_\tau(E)$ is larger (smaller) than the target energy $E$. Indeed, the inverse temperature for $E/NJ = 0.5$ remains around 0 even when $\tau$ is increased, and the inverse temperature for the target energy smaller (larger) than $E/NJ = 0.5$ (corresponding to the infinite temperature) is positive (negative). This is expected because the slope of the magenta line in Fig. 2 is related to the inverse temperature at the corresponding target energy, i.e., $\beta_\tau(E) = \partial E \ln \text{Tr}[\hat{G}_\tau(E)]$ from Eqs. (3) and (7).

We also find that for target energies $E/NJ = 0.125, 0.5,$ and $0.875$, around which the distribution of energy eigenstates is dense, the inverse temperature $\beta_\tau(E)$ becomes almost independent of $\tau$, i.e.,

$$\frac{\partial \beta_\tau(E)}{\partial \tau} \approx 0,$$

(71)
once $\tau$ becomes sufficiently large, i.e., $\tau J \sim 1.0$, where the energy expectation value $E_\tau(E)$ essentially reaches the target energy $E$, and this almost $\tau$ independent behavior of $\beta_\tau(E)$ continues up to $\tau J \leq 3$. Moreover, the $\tau$ dependence becomes less significant for larger $N$ [also see Figs. 9(g)–9(i) in Appendix E]. The $\tau$-independent $\beta_\tau(E)$ implies that the energy expectation value $E_\tau(E)$ approaches the target energy $E$ in $\tau$ as $1/\tau^2$, i.e., $E_\tau(E) - E = \beta(E)/2\tau^2$, where $\beta(E)$ is a representative value of $\beta_\tau(E)$ satisfying the condition in Eq. (71).

On the other hand, the inverse temperature $\beta_\tau(E)$ depends rather wildly on $\tau$ for $E/NJ = -0.25$. In particular, the inverse temperature for $N = 14, 16$ and 18 becomes negative for $\tau J \geq 4$ [see Figs. 9(g)–9(i) in Appendix E], although a positive value is expected for the target energy smaller than $E/NJ = 0.5$. Such a dependence is due to the sparse distribution of energy eigenstates around $E/NJ = -0.25$ (see Figs. 2 and 8). Namely, if $\tau$ is so large that the number of energy eigenstates within the energy window is insufficiently small for considering the microcanonical ensemble, the calculation of thermodynamic quantities fails, as it is well known in statistical mechanics. Finally, we note that except for $E/NJ = -0.25$, the $\tau$-dependence of the inverse temperature is more moderate for $N = 24$ than for $N = 20$ and 22 because of the denser distribution of energy eigenstates around the target energy $E$. As discussed in Sec. VI C, this will be more evident for $N = 28$ (see Fig. 6), where the full-diagonalization results are not available.

4. Energy fluctuation

Figure 4 shows the $\tau$ dependence of the energy fluctuation $\sigma_\tau(E)$ defined as

$$\sigma_\tau(E) \equiv \sqrt{\frac{\text{Tr}[\hat{H}^2 \hat{G}_\tau(E)]}{\text{Tr}[\hat{G}_\tau(E)]} - E_\tau(E)^2}.$$

(72)

We first notice in the figure that the system-size dependence of $\sigma_\tau(E)$ is not significant (also see Fig. 10 in Appendix E). As expected from the Gaussian form of $\hat{G}_\tau(E)$ in Eq. (5), we also find that the energy fluctuation for large $\tau$ behaves as

$$\sigma_\tau(E) \sim \frac{1}{\sqrt{2\tau}}.$$

(73)

This is because $1/\sqrt{2\tau}$ is the “sigma” of the Gaussian in Eq. (5). However, as opposed to what is expected from the form of $1/\sqrt{2\tau}$, $\sigma_\tau(E)$ never diverges for $\tau \to 0$ simply because the energy eigenvalues are distributed only in the finite
range of $[E_0, E_{D-1}]$, and hence $\sigma_r(E)$ deviates from $1/\sqrt{2}\tau$ for small $\tau$. Finally, we note that the half width of the energy window, $\delta E/2 = \sqrt{\pi}/2\tau$, is less relevant for describing the energy fluctuation for large $\tau$.

C. Comparison with random sampling for trace evaluation

The numerical results shown so far have been calculated by fully diagonalizing the Hamiltonian and thus they are free from statistical errors. Now we shall compare these results with those obtained on the basis of the energy-filtered random-phase states with the random sampling for the trace evaluations as in Eqs. (34) and (35). Note that the latter results with the number $R$ of random samples being infinity are essentially identical to the former results obtained by the full diagonalization method. One technical advantage of the random sampling approach is that one can treat larger systems, as we shall also demonstrate here.

Figure 5 shows the results for the energy expectation value $E_{r,R}(E)$, the entropy $S_{r,R}(E)$, and the inverse temperature $\beta_{r,R}(E)$ of the $N=24$ system evaluated using the random-phase states $\hat{V}_r|+\rangle$, $\hat{V}_r^{(1)}|+\rangle$, and $\hat{V}_r^{(2)}\hat{V}_r^{(1)}|+\rangle$, which are also compared with those for $E_r(E)$, $S_r(E)$, and $\beta_r(E)$ obtained by the full diagonalization method. For the trace evaluation with the random-phase states, we set the number of random samples at $R=64$. We indeed confirm in Fig. 5 (also see Fig. 11) that generally $E_{r,R}(E)$, $S_{r,R}(E)$, and $\beta_{r,R}(E)$ evaluated by these different random-phase states agree with those obtained by the full diagonalization method for all four target energies within a few error bars. Here, the error bar is due to the statistical error of a finite number of samples and is estimated from the standard error of the mean.

However, more interestingly, among the results for the three distinct types of the random-phase states, the statistical errors for the random-phase-product states $\hat{V}_r^{(1)}|+\rangle$ is significantly larger than those for the others, especially for the inverse temperature at the target energy $E/NJ = -0.25$, as shown in Fig. 5(c) (also see Fig. 11(l)), while the difference between the results for $\hat{V}_r^{(2)}\hat{V}_r^{(1)}|+\rangle$ and $\hat{V}_r|+\rangle$ is not significant. As shown in Fig. 6 (also see Fig. 12), the same trend but with larger statistical errors for $\hat{V}_r^{(1)}|+\rangle$ is also found for the larger system of $N=28$ with $R=64$, where the full-diagonalization results are not available because of the huge computational resource required. It is also interesting to notice in Fig. 6(c) (also see Figs. 12(c), 12(f), 12(i), and 12(l))
that the inverse temperature evaluated for \( \tilde{V}_r^{(2)} \tilde{V}_r^{(1)} \) as well as \( \tilde{V}_r^{(1)} \) is almost independent of \( \tau \) for a wider region of \( \tau \) even at the target energy \( E/NJ = -0.25 \). Although the simple circuit structure of \( \tilde{V}_r^{(1)} \) for the random-phase states, which involve only the single-qubit rotations, is quite appealing, our results reveal that the random-phase-product states \( \tilde{V}_r^{(1)} \) require the larger number \( R \) of samples than the other random-phase states \( \tilde{V}_r^{(2)} \tilde{V}_r^{(1)} \) and \( \tilde{V}_r^{(1)} \) to achieve a desired statistical accuracy. We should note here that the efficiency of the sampling with the random-phase-product states \( \tilde{V}_r^{(1)} \) is under recent debate, and several studies on improving [38, 39] and quantifying [30] the efficiency of the sampling beyond the level of the random-phase-product states have been recently reported.

Let us now discuss the variance due to the random samplings considered here. In the case of the random sampling for the trace evaluations using the random-phase states \( \{ \tilde{V}_r \} \), the covariance between \( A_r = \langle +|\tilde{V}_r^\dagger \tilde{A} \tilde{V}_r^+ \rangle \) and \( B_r = \langle +|\tilde{V}_r^\dagger \tilde{B} \tilde{V}_r^+ \rangle \) decreases as in Eq. (24). Here, \( \hat{H}, \tilde{G}_r(E), \) and \( \hat{H}\tilde{G}_r(E) \) are relevant for operators \( \tilde{A} \) and \( \tilde{B} \). Since \( [\langle b|\tilde{G}_r(E)|b \rangle] = O(1), [\langle b|\hat{H}\tilde{G}_r(E)|b \rangle] = O(N), \text{Tr}[\tilde{G}_r^2(E)] = \text{Tr}[\hat{G}_r^2 \tilde{G}_r^2(E)] = O(D), \) and \( \text{Tr}[\hat{H}\tilde{G}_r^2(E)] = O(DN^2), \) the corresponding (co)variance decreases as \( 1/D, \) i.e., exponentially in the system size \( N \) (see Sec. IIIB). Since the diagonal-unitary \( t \)-designs can simulate up to \( t \)-th statistical moment of the random-phase states [28], diagonal-unitary \( t \)-designs with \( t \geq 2 \) also possess the property of the exponentially small (co)variance as in Eq. (24), but those with \( t = 1 \) do not, as \( A_r^2 \) and \( A_r B_r \) involve two \( \tilde{V}_r^\dagger \)’s and two \( \tilde{V}_r^+ \)’s. This is thus consistent with the numerical observation that the statistical errors for \( \tilde{V}_r^{(1)} \) are qualitatively distinct from those for \( \tilde{V}_r^{(2)} \tilde{V}_r^{(1)} \) and \( \tilde{V}_r \). We should note that a similar discussion for the canonical TPQ state using random Clifford circuits (i.e., not for diagonal-unitary designs) is found in the recent study [40]. Considering quantum computation, it is impractical to prepare \( \tilde{V}_r^{(1)} \) because it requires an exponentially large number of single- and two-qubit gates. Therefore, as our numerical results also clearly demonstrated, \( \tilde{V}_r^{(2)} \tilde{V}_r^{(1)} \) might be an appealing choice among the random-phase states as it requires only a polynomial number of single- and two-qubit gates.

VII. CONCLUSIONS AND DISCUSSIONS

We have proposed a method to calculate thermodynamic quantities of quantum many-body systems based on microcanonical TPQ states, i.e., energy-filtered random-phase states. In this formalism, a microcanonical ensemble is specified by a target energy \( E \) as well as its associated energy window of width \( \delta E \), and the density of states is thus expressed by a sum of Gaussians centered at the target energy \( E \) with its spread corresponding to the width of the energy window \( \delta E \). Since the density of states is a continuous function of \( E \) in this formalism, we can derive analytical expressions of thermodynamic quantities such as the entropy and the inverse temperature. This formalism also allows us to estimate these thermodynamic quantities by evaluating the trace of the time-evolution operator and the trace of the time-evolution operator multiplied by the Hamiltonian of the system, which is thus suitable for quantum computation. By introducing the random sampling for the trace evaluations using the random-phase states, we can recognize that our formalism is a microcanonical counterpart of the canonical TPQ state, and the corresponding TPQ state is now an energy-filtered random-phase state with the target energy \( E \) and the filtering time \( \tau \),
The system size is fixed at $N$. The results are the same as those in Figs. 3(c), 3(f), and 3(i). The black dashed horizontal lines in (a) indicate the target energy. For most of the cases, the results, including the statistical errors, of the filtering time $\tau$ are almost indistinguishable. Moreover, the results in (b) for $E/NJ = 0.125$ and 0.875 are on top of each other in this scale.

FIG. 6. The same as Fig. 5 but for $N = 28$. The full-diagonalization results are not shown because the huge computational resource required is not currently available.

We have then numerically validated the proposed method by calculating thermodynamic quantities of the one-dimensional spin-1/2 Heisenberg model with the full diagonalization method up to $N = 24$ qubits and the random sampling method up to $N = 28$ qubits. It is found that the proposed method is most effective for a target energy around which a large number of energy eigenstates exist and hence the statistical-mechanical treatment of thermodynamic quantities is reasonable. We have also numerically examined three different types of the random-phase states $\tilde{V}_r|\pm\rangle$, $\tilde{V}_r^{(1)}|\pm\rangle$, and $\tilde{V}_r^{(2)}|\pm\rangle$, the latter two being prepared by the diagonal-unitary circuits, for the random sampling of the trace evaluations. We have shown that for a fixed number $R$ of samples,
the random-phase states $\psi^{(2)}_r|\psi^{(1)}_r\rangle$ provide the results as accurate as $\tilde{V}_r|\psi^{(1)}_r\rangle$, where they can be prepared with a polynomial number $O(N^2)$ of one- and two-qubit gates. It is worth noting that the method for the trace evaluations using the random-phase states $\tilde{V}_r|\psi^{(1)}_r\rangle$, $\psi^{(1)}_r|\psi^{(1)}_r\rangle$, or $\psi^{(2)}_r|\psi^{(1)}_r\rangle$, is independent of the spatial dimensions of the system, and hence the same method is expected to be applicable for computing thermodynamic quantities in higher spatial dimensions.

Considering quantum computation, the number of quantum gates required is $O(N^2) + O(MN)$ in the present setting, where $O(N^2)$ is for preparation of the state $\psi^{(2)}_r|\psi^{(1)}_r\rangle$, and $O(MN)$ is for the time-evolution operator. If a $k$-local Hamiltonian is considered, the number of quantum gates will be $O(N^2) + O(kMN)$, which is still polynomial in $N$. The quantum circuit corresponding to $\psi^{(2)}_r$ consists of $O(N^2)$ all-to-all two-qubit operations. Therefore, implementing $\psi^{(2)}_r|\psi^{(1)}_r\rangle$ for large systems (e.g., $N \sim 10^3$) on, for example, superconducting quantum computers would be challenging. Thus implementing $\psi^{(2)}_r|\psi^{(1)}_r\rangle$ instead would be a good compromise for demonstrating the proposed method using a real quantum computer as it requires only $N$ Hadamard and $N$ single-qubit-rotation gates. On the other hand, the time evolution of a quantum state by a quantum many-body Hamiltonian has been demonstrated recently [41], suggesting that the time-evolution part of the circuit would be feasible in near-term quantum computers.

If the number of states around a target energy is so small that only a few energy eigenstates are found in the energy window, which often occurs especially for small systems, then the statistical-mechanical treatment of thermodynamic quantities is irrelevant. Rather, in such a case, one might be interested in these individual energy eigenvalues and eigenstates separately. While there are several methods to compute a few eigenstates of the Hamiltonian, those that are related to the present formalism are the filter-diagonalization method [25] in classical computation, and the quantum filter-diagonalization method [42] and the related Krylov-subspace method [43] in quantum computation. More recently, a Gaussian-filter method for exploring ground-state properties has been proposed [44], where the initial state is prepared so as to have a large overlap with the target ground state, instead of being prepared as a random state. The quantum subspace expansion method such as one [45] based on the quantum power method [46] might be also useful. We also note that in a similar spirit but for the canonical ensemble in classical computation, an improved version of the finite-temperature Lanczos method by explicitly calculating low-lying eigenpairs has recently been proposed [47] to reduce the number of samples at low temperatures (see also Ref. [48] for another approach to an efficient sampling at low temperatures).

In the formalism developed here, we have introduced the width of the energy window $\delta E \sim 1/\tau$ as a spread of the Gaussian $\hat{G}_r(E)$ in Eq. (5). However, this is in principle not necessary. For example, we could also employ a more conventional rectangular function centered at $E$ with its width $\delta E$, as in the histograms in Fig. 2. A rectangular cut of the energy window is appealing for its conceptual simplicity in counting the number of states within this window. A drawback of this is that the entropy is no longer a continuous function of $E$ and hence the derivative of it with respect to $E$ is not well defined. In addition, considering the numerical simulation based on the Fourier transform of $\hat{G}_r(E)$ but with a sum of rectangular functions, there appears a cardinal sine (sinc) function in place of the Gaussian in the integrand of Eq. (13). The appearance of the sinc function in the time domain might be less appealing than the Gaussian from a numerical point of view because $\text{sinc} x = \sin x/x$ decays slowly as $1/x$ with oscillation. Therefore, using a Gaussian instead of a rectangular function much simplifies the analytical and numerical treatments of the microcanonical ensemble. Although details of the choice for the energy window should not affect thermodynamic quantities in the thermodynamic limit, it is still interesting to explore how functional forms for $\hat{G}_r(E)$, other than the Gaussian studied here, could improve the numerical efficiency of the calculations for finite systems.

Let us now briefly discuss a possible generalization of the present method to other ensembles. To this end, let us first recall the following properties of the random-phase state $|\phi_r\rangle$:

$$D \lim_{R \to \infty} \langle \langle |\phi_r\rangle , |\phi_r\rangle \rangle_R = I$$

(74)

and

$$D \langle \langle |\phi_r\rangle , |\phi_r\rangle \rangle_R = \text{Tr}[I] = D.$$  

(75)

Along with the analysis in Sec. IV C, $|\phi_r\rangle$ can be considered as a pure quantum state corresponding to the uniform ensemble [12], which is represented by a density matrix of the maximally mixed state, i.e., $\hat{\rho}_{\text{uni}} \equiv I/D$. The uniform ensemble is an ensemble used when no prior knowledge of the system is available, in the sense that all the pure states appear in $\hat{\rho}_{\text{uni}}$ with the equal probability $1/D$ because the lack of knowledge can be quantified by, for example, the von Neumann entropy having the maximum value $\ln D$. The density matrix $\hat{\rho}_r(E) = \hat{G}_r(E)/\text{Tr}[\hat{G}_r(E)]$ in Eq. (53) specifies the energy $E$ of the system and the width of the energy window $\sqrt{\pi} / \tau$, and the acquirement of such knowledge is incorporated in the pure-state formalism by multiplying $[\hat{G}_r(E)]^\dagger$ to the random-phase state $|\phi_r\rangle$, i.e., by filtering the energy.

We can push forward the above strategy to priorly specify several physical quantities, not limited to the energy, of the system by using multiple filters. Let us introduce an operator (also see Ref. [12])

$$\hat{G}_{\vec{Q},\sigma}(Q) = \exp \left[ -\frac{(\hat{Q} - Q)^2}{2\sigma^2} \right].$$

(76)

where $\hat{Q}$ is a Hermitian operator in the Hilbert space of the system and $Q$ and $\sigma$ are real parameters, hence $\hat{G}_{\vec{Q},\sigma}(Q)$ being Hermitian and positive definite. We can also introduce $N_q$ products of such operators $\hat{G}_{\vec{Q},\sigma}(\hat{Q}) \equiv \prod_{q=1}^{N_q} \hat{G}_{\vec{Q},\sigma}(Q_q)$ to consider a density matrix

$$\hat{\rho}_{\vec{Q},\sigma}(\hat{Q}) \equiv \frac{\hat{G}_{\vec{Q},\sigma}(\hat{Q})}{\text{Tr}[\hat{G}_{\vec{Q},\sigma}(\hat{Q})]}.$$  

(77)

in which the eigenvalues of $\hat{Q}_1, \hat{Q}_2, \cdots, \hat{Q}_{N_q}$ are concentrated around $\vec{Q}_1, \vec{Q}_2, \cdots, \vec{Q}_{N_q}$ with their variances approximately
\( \sigma^2_1, \sigma^2_2, \cdots, \sigma^2_N \)

Here, we assume that \( [\hat{Q}_q, \hat{Q}_q] = 0 \) and
\( [\hat{Q}_q, \hat{H}] = 0 \) so that \( \hat{\rho}_{\hat{Q}_q} (\hat{Q}) \) is Hermitian and does not evolve in time. Examples of \( \hat{Q}_q \) include the Hamiltonian itself, as already described above with \( \hat{G}_{\hat{R}_q} (E) = \hat{G}_r (E) \), the magnetization operator, the particle-number operator (for fermions or bosons), and the total-spin operator, assuming that the system preserves the corresponding symmetries. The pure state associated with \( \hat{\rho}_{\hat{Q}_q} (\hat{Q}) \) is given by
\[
\hat{G}_{\hat{Q}_q} (\hat{Q}) = \left[ \frac{1}{\sqrt{2\pi} \sigma_q} \right] \int_{-\infty}^{\infty} dx_q e^{\frac{-x_q^2}{2\sigma_q^2}} e^{-i(\hat{Q}_q - Q_q)x_q},
\]
where the integration variable \( x_q \) has the dimension of \( 1/Q_q \) [also see Eq. (13)].

It is worth noting that the above generalization can be further extended to a set of noncommuting operators \( [\hat{Q}_q, \hat{Q}_q] \neq 0 \) by replacing \( \hat{G}_{\hat{Q}_q} (\hat{Q}) \) in Eq. (77) with

\[
\hat{G}_{\hat{Q}_q} (\hat{Q}) = \exp \left[ -\frac{1}{2} \left( \hat{Q} - \hat{Q} \right)^T \Sigma^{-1} \left( \hat{Q} - \hat{Q} \right) \right],
\]
where \( \Sigma \) is an \( N_q \times N_q \) covariance matrix whose \((i,j)\) entry approximately gives the covariance between the expectations of \( \hat{Q}_i \) and \( \hat{Q}_j \). \( \hat{G}_{\hat{Q}_q} (\hat{Q}) \) will be relevant to generalized thermodynamic ensembles with noncommuting operators studied in the context of generalized thermodynamic resource theories [49–52], which are recently examined experimentally with a trapped-ion system [53]. When \( \Sigma = \text{diag}(\sigma^2_1, \sigma^2_2, \cdots, \sigma^2_N) \) and \( [\hat{Q}_q, \hat{Q}_q] = 0 \), \( \hat{G}_{\hat{Q}_q} (\hat{Q}) \) is reduced to \( \hat{G}_{\hat{Q}_q} (\hat{Q}) \). We expect that it is useful to consider a variety of ensembles along these lines when we can priorly specify several physical quantities of the system associated with Hermitian operators \( \hat{Q}_1, \hat{Q}_2, \cdots, \hat{Q}_N \).

Finally, we note that our formalism developed here is related to the previous work in Ref. [54] (also see related works in Refs. [55, 56]). Aside from technical details, the main conceptual differences can be summarized as follows: (i) we derive the analytical expression for the inverse temperature that is not a parameter but is evaluated, covering both positive- and negative-temperature sides, and (ii) our formalism reveals a connection to a TPQ-state formalism of the microcanonical ensemble via the energy-filtered random-phase states that are closely related to the states introduced in a different context to extract eigenvalues and eigenstates of \( \hat{H} \) at any desired energy range, known as the filter-diagonalization method [25].
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Appendix A: Cumulative number of states

In this Appendix, we discuss the cumulative number of states. The cumulative number of states \( W_r (E) \) below energy \( E \) is given by

\[
W_r (E) = \int_{-\infty}^{E} dE' g_r (E') = \frac{1}{2} \sum_{n=0}^{D-1} \text{erfc} (|E_n - E| \tau), \tag{A1}
\]
where \( \text{erfc}(x) = \frac{2}{\sqrt{\pi}} \int_{x}^{\infty} dy e^{-y^2} \) is the complementary error function, satisfying that \( \text{erfc}(-\infty) = 2 \) and \( \text{erfc}(\infty) = 0 \). Hence, the total number of states is given by \( W_r (\infty) = D \). Note also that \( \frac{1}{\text{erfc}(-\tau \xi)} \) is reduced to the step function \( \theta(x) \), i.e., \( \theta(x) = 1 \) for \( x > 0 \) and \( \theta(x) = 0 \) for \( x < 0 \), in the limit of \( \tau \to \infty \). In other words, for finite \( \tau \), the cumulative number of states \( W_r (E) \) is a continuous function of \( E \) and in general not integer because \( W_r (E) \) is not a sum of step functions. The number of states within the range of \( [E - \delta E/2, E + \delta E/2] \) for small \( \delta E \) is given by

\[
W_r \left( E + \frac{\delta E}{2} \right) - W_r \left( E - \frac{\delta E}{2} \right) = \int_{E-\frac{\delta E}{2}}^{E+\frac{\delta E}{2}} dE' g_r (E'), \tag{A2}
\]
where the integrand \( g_r (E') \) is approximated by its representative value at the mid point, \( g_r (E) \). The argument in the logarithm of Eq. (2) is exactly the quantity in Eq. (A2) with \( \delta E \) given in Eq. (11).

Appendix B: Equivalence between Eq. (32) and Eq. (49)

In this Appendix, we prove the equivalence between Eq. (32) and Eq. (49). From Eq. (42), the squared norm of the energy-filtered random-phase state \( |\psi_{\tau,r} (E)\rangle \) can be expressed as

\[
\langle \psi_{\tau,r} (E) | \psi_{\tau,r} (E) \rangle = \frac{1}{2\pi t^2} \int_{-\infty}^{\infty} dt \int_{-\infty}^{\infty} dt' e^{-\frac{(t-t')^2}{2t^2}} e^{iE(t-s)} \langle \phi_{r} | \hat{U}(t-s) | \phi_{r} \rangle = \frac{1}{4\pi t^4} \int_{-\infty}^{\infty} dt \int_{-\infty}^{\infty} dt' e^{-\frac{(t-t')^2}{2t^2}} e^{iE(t-s)} \langle \phi_{r} | \hat{U}(t-s) | \phi_{r} \rangle.
\]

(B1)
where the variables are changed from $s$ and $t$ to $t_c \equiv t + s$ and $t_t \equiv t - s$ in the second equality, and the integral over $t_t$ is performed in the third equality. Note that by the change of variables in the second equality, the volume element is transformed as $d s d t = \left[ \frac{\partial (t_c, t_t)}{\partial (t, s)} \right] d t_c d t_t$ with the Jacobian determinant $\frac{\partial (t_c, t_t)}{\partial (t, s)} = \frac{1}{2}$. By substituting $K_r(t_\tau) = \langle \phi_r | \hat{U}(t_\tau) | \phi_r \rangle$ into Eq. (B1), we obtain Eq. (32), and hence the equivalence between Eq. (32) and Eq. (49) is proved. The equivalence between Eq. (33) and Eq. (50) can also be proved similarly.

Appendix C: Translation to canonical ensemble

In this Appendix, we discuss how the present formalism of the microcanonical ensemble can be translated into the canonical ensemble. Although thermodynamic quantities calculated with the microcanonical ensemble should be identical to those with the canonical ensemble in the thermodynamic limit, this does not hold generally for finite systems. On one hand, there may be a case where one wishes to specify the inverse temperature $\beta$ rather than the target energy $E$ as a parameter, and hence wishes to use the canonical ensemble rather than the microcanonical ensemble. On the other hand, it is well known that the canonical energy $Z_{can}^{\beta}$ of the canonical ensemble can be formally written as

$$ Z_{can}^{\beta} \equiv \text{Tr} \left[ e^{-\beta H} \right] = \sum_{n=0}^{\infty} \int_{-\infty}^{\infty} d E e^{-\beta E} \delta (E_n - E). \quad (C1) $$

From the partition function $Z_{can}^{\beta}$, the canonical energy and the canonical entropy can be calculated as $E_{can}^{\beta} = -\partial_\beta \ln Z_{can}^{\beta}$ and $S_{can}^{\beta} = \beta E_{can}^{\beta} + \ln Z_{can}^{\beta}$, respectively.

Now, in order to be compatible with the formalism of the microcanonical ensemble considered here, let us define a $\tau$-dependent partition function

$$ Z_{can,\tau}^{\beta} = \int_{-\infty}^{\infty} d E e^{-\beta E} g_{\tau}^{\beta} (E). \quad (C2) $$

Because $g_\tau^{\beta} (E)$ is a sum of Gaussians, the integral can be performed analytically and it results in

$$ Z_{can,\tau}^{\beta} = \sum_{n=0}^{D-1} e^{-\beta E_n^{\tau} \frac{\beta^2}{2\tau^2}} = e^{\frac{\beta^2}{2\tau^2} Z_{can}^{\beta}}. \quad (C3) $$

Accordingly, we define a $\tau$-dependent canonical energy and a $\tau$-dependent canonical entropy as

$$ E_{can,\tau}^{\beta} \equiv -\frac{\partial}{\partial \beta} \ln Z_{can,\tau}^{\beta} = E_{can}^{\beta} - \frac{\beta}{2\tau^2} \quad (C4) $$

and

$$ S_{can,\tau}^{\beta} \equiv \beta E_{can,\tau}^{\beta} + \ln Z_{can,\tau}^{\beta} = S_{can}^{\beta} - \frac{\beta^2}{4\tau^2}. \quad (C5) $$

respectively. Note that $\beta$ here is not calculated as in the microcanonical ensemble but it is simply a parameter. Figure 7 shows $E_{can,\tau}^{\beta}$ and $S_{can,\tau}^{\beta}$ for the one-dimensional spin-1/2 Heisenberg model $\hat{H}$ in Eq. (57) with $N = 24$ qubits calculated by the full diagonalization method. As expected from Eqs. (C4) and (C5), the results converge to those of the canonical ensemble, $E_{can}^{\beta}$ and $S_{can}^{\beta}$, with increasing $\tau$.

Finally, when the random sampling method for the trace evaluation is employed, the $\tau$-dependent partition function $Z_{can,\tau}^{\beta}$ should be calculated by replacing $g_\tau^{\beta} (E)$ with $g_{R,\tau}^{N} (E)$ in Eq. (C2) [see Eqs. (32) and (36)]. Accordingly, the $\tau$-dependent partition function $Z_{can,\tau}^{\beta}$ as well as the $\tau$-dependent canonical energy $E_{can,\tau}^{\beta}$ and the $\tau$-dependent canonical entropy $S_{can,\tau}^{\beta}$ acquires statistical errors.

Appendix D: Average of the random-phase-product states

In this Appendix, we show that the random-phase-product states of the form $v^{(1)}_\tau |+\rangle$ satisfy Eq. (27). The ideal random average for the states $v^{(1)}_\tau |+\rangle$ parametrized as in Eq. (59), where $N_r = N$, is given by $\mathbb{E}_v [A_r] = \frac{1}{(2\pi)^2} \int_0^{2\pi} d \theta_0 \int_0^{2\pi} d \theta_1 \cdots \int_0^{2\pi} d \theta_{N_r-1} A_r$. We can then easily
show that
\[
\mathbb{E}_\beta \left[ \sum_{k=0}^{N-1} e^{i \theta_k (\{1\} \{0\} + \{0\} \{1\}) / 2 \right] = \delta_{b,b'},
\]
and thus \( \hat{\psi}^{(1)} \rangle + \) satisfy Eq. (27). Here, \( b_k \) and \( b'_k \) are binary (0 or 1) variables at the \( k \)th qubit, and \( b \) and \( b' \) are the corresponding bit strings of length \( N \), \( \{b_k\}_{k=0}^{N-1} \) and \( \{b'_k\}_{k=0}^{N-1} \), respectively.

Instead of the continuous random variables, we can consider \( \{b'_k\}_{k=0}^{N-1} \) as a set of discrete random variables drawn uniformly from \( \{0, \pi / 2 \}^N \) or in general \( \{0, 2 \pi / l, \ldots, 2 \pi (l-1) / l\}^N \) with \( l > 0 \) integer. In this case, the ideal random average is given by \( \mathbb{E}_\beta[A_r] = \frac{1}{N} \sum_{\delta_{b,b'}, \delta_{b,b'}} \mathbb{E}_\beta[b] \) and one can also readily confirm that Eq. (D1) and hence Eq. (27) are still satisfied. A finite set of random diagonal unitaries \( \{\hat{\psi}^{(1)}\rangle \) with discrete random variables corresponds to the diagonal-unitary 1-design.

Appendix E: Additional numerical results

1. Numerical results for smaller systems

Figure 8 shows exactly the same results as in Fig. 2 but for \( N = 14, 16, \) and 18. The values of \( \tau \) used for evaluating \( \text{Tr} \left[ G_r(E) \right] = g_r(E) \delta E \) are \( \tau J = 2.81, 2.46, 2.19 \) for \( N_{\text{bin}} = 32 \) and \( N = 14, 16, 18, \tau J = 5.72, 5.01, 4.46 \) for \( N_{\text{bin}} = 64 \) and \( N = 14, 16, 18 \), and \( \tau J = 11.5, 10.1, 8.99 \) for \( N_{\text{bin}} = 128 \) and \( N = 14, 16, 18 \), respectively. As discussed in Sec. VI A, \( g_r(E) \delta E \) becomes more noisy for smaller \( N \) and the larger \( N_{\text{bin}} \).

Figure 9 shows exactly the same results as in Fig. 3 but for \( N = 14, 16, \) and 18. As compared to \( \mathbb{E}_\gamma(E) \) and \( S_r(E) \), the inverse temperature \( \beta_r(E) \) depends rather wildly on the filtering time \( \tau \). In particular, the inverse temperature for \( E/NJ = -0.25 \) becomes negative for \( \tau J > 4 \). However, as shown in Figs. 3 and 6 (also see Fig. 12), such a wild dependence on \( \tau \) is moderated for the larger systems.

Figure 10 shows exactly the same results as in Fig. 4 but for \( N = 14, 16, \) and 18. As expected, the energy fluctuation \( \sigma_r(E) \) for large \( r \) behaves as \( \sigma_r(E) \sim 1 / \sqrt{2 \pi} \), independently of the system size \( N \). It is also found that the dependence of \( \sigma_r(E) \) on the target energy \( E \) becomes less significant and matches better with \( 1 / \sqrt{2 \pi} \) for the larger systems [see insets in Figs. 10(d)–10(f)].

2. Detailed results on random sampling for trace evaluation

Here we provide detailed results on the random sampling method for the trace evaluations. Figure 11 shows the same results as in Fig. 5 for \( N = 24 \) but plotted separately for the different target energies \( E/NJ = 0.875, 0.5, 0.125, \) and \( -0.25 \). It is clearly observed that the statistical errors with the the random-phase states \( \hat{\psi}^{(1)} \rangle \) behave qualitatively differently from those with the other random-phase states \( \hat{\psi}^{(1)} \rangle + \) and \( \hat{\psi}^{(1)} \rangle - \). The same trend is found for the larger system of \( N = 28 \), as shown in Fig. 12.
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