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Abstract

The paper proposes a new model for the assessment of size effects affecting the fracture strength of brittle materials. The proposed model permits to accurately estimate the relation between the specimen strength, the initial defect size and to take into account the strength variation with respect to the tested volume.

The proposed methodology is analytically defined and thereafter validated with the literature data obtained through tests on different types of brittle materials, and on specimens with increasing volume. A simple procedure for parameter estimation is also defined in the paper. The literature validation proves the effectiveness of the proposed methodology, with the resulting fitting models in well agreement with the experimental dataset and characterized by high values of coefficients of correlation, similar or larger than those obtained in the literature with different approaches.
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Nomenclature

\(a_0\) = initial crack size  
\(a_{FPZ}\) = reference crack  
\(\sqrt{A_{\text{global}}}\) = largest defect size contained in a specimen of volume \(\nu_{\text{tot}}\)  
\(f_t\) = tensile strength  
\(F_{S_{\text{global}}}(\delta_{\text{MAX}})\) = global probability of rupture  
\(n\) = degree of the polynomial equation  
\(P[S_{\text{global}} \geq \delta_{\text{MAX}}]\) = reliability  
\(p\) = probability of rupture  
\(p_{\text{est}}\) = estimated probability of rupture  
\(\bar{p}_{\text{est}}\) = mean estimated probability of rupture  
\(p_{\text{exp}}\) = experimental probability of rupture  
\(R^2\) = determination coefficient  
\(\nu_{\text{ref}}\) = reference volume  
\(\nu_{\text{tot}}\) = total volume of specimen  
\(\alpha\) = empirical coefficient of the proposed model  
\(\mu_{\gamma_{\text{A}}}\) = Gumbel distribution parameter of location  
\(\mu_{\gamma_{\text{global}}}\) = Gumbel distribution parameter of location relating to global largest defect size  
\(S_{\text{global}}\) = global strength of the material  
\(\delta_{\text{MAX}}\) = maximum applied stress  
\(\sigma_{\gamma_{\text{A}}}\) = Gumbel distribution parameter of scale  
\(\sigma_{\gamma_{\text{global}}}\) = Gumbel distribution parameter of scale relating to global largest defect size  
\(\sigma_N\) = normal stress
\( \sigma_{N, ct} \) = stress at the critical point of the structure

\( \sigma_{N, i} \) = i-th maximum normal experimental stress

1 Introduction

In the last years, the use of advanced materials with brittle or quasi-brittle behavior, such as graphite, lightweight metallic alloys and high performance ceramics, has rapidly increased in many industrial application and sectors (automotive, machinery, electronic, aerospace, medical engineering). In order to safely employ these innovative materials, the research on the experimental assessment of their mechanical properties has gained a significant attention among researchers and universities. It is well-known in the literature that the experimental assessment of the mechanical properties of brittle materials and the modelling of their failure behavior are particularly difficult [1-6]. Indeed, the quasi-static behavior of brittle materials is governed by the population of defects, or better, by the distribution of the defect size within the material volume [1, 4, 7-9] and by the interaction between defects and microstructure. Moreover, the defect size is statistically dependent on the material volume [5, 8-10], since the probability of large defects increases with the material volume (size or scale-effect), thus affecting the quasi-static properties. Due to its influence, size effects must be accurately modeled to properly assess the failure behavior of brittle materials. Mechanical properties are generally estimated through tests on small specimens, but components are characterized by significantly larger stressed volumes. In order to prevent and avoid unexpected failures in large components, it has become crucial for researchers and industries to define design methodologies capable to reliably predict and model the mechanical strength of brittle material starting from laboratory tests. This would extend the range of application of materials with brittle behaviors, which is in many cases still limited due to the difficulty in modelling their failure behavior.

From an experimental point of view, the best solution to deal with size effects would be obviously to perform tests on full-scale components, but this is rarely possible and, generally, only very few full-scale components can be tested. If only few experimental tests are performed, it is hardly possible to properly assess the scatter associated to the mechanical strength due to the random distribution of defect size. Therefore, the critical defect size in the component volume should be predicted in almost all the cases by considering laboratory tests on small specimens. By considering the tensile strength, several models were proposed in the literature and validated experimentally [2-8] by testing specimens with increasing volumes. According to the models proposed in the literature, the main challenges for modelling size effects are two: i) to properly account for the large scatter of experimental results for the same specimen size; ii) to properly account for the volume effect on material strength, i.e. the tensile strength, and to define a model that is valid for different materials with brittle behaviors. The former challenge is mainly related to the random distribution of defect size. However, this issue can be relatively easily managed by increasing the number of valid test results for each specimen size, even if this could increase the testing and cost and in many cases the number of available specimens is limited.

The latter challenge is the most difficult one and, due to this, different methodologies have already been proposed in the literature. For example, Bažant, in [1], used the energy release rate associated to a crack present within the material to explain and describe specimen
size effects on the fracture strength. In particular, based on the Size Effect Law (SEL) proposed in [1], several authors, in more recent years, have developed and discussed new models by proposing different initial equations for fracture energy. Some examples are the Boundary Effect Model (BEM), by Hu and Duan [2], the Size-Shape Effect Law from Hoover and Bažant [7] and the model proposed by Gao et al., in [3], which is a combination of both SEL and BEM. Other authors considered the use of Stress Intensity Factors to describe specimen’s size effects on fracture strength, like in Karihaloo et al. [4]. All these models highlight the dependency between the mechanical strength and the initial critical defect size and its fundamental role on the failure process.

On the other hand, the inverse correlation between the specimen volume and the fracture strength of brittle materials is widely known in fracture mechanics. Since Weibull [10] proposed his probability distribution to describe the brittle materials fracture behavior, many authors [5, 9, 11-16] have applied it to materials with both brittle and quasi-brittle characteristics.

However, Danzer et al. [6] discussed, in their work, the validity of Weibull’s statistics to evaluate specimen’s size effects on fracture strength, concluding that it is only applicable under special conditions related to flaw distribution, flaw density and R-curve behavior.

Later on, Le et al. [9] proposed a model based on a compromise between energetic scaling and statistical scaling (i.e. SEL and Weibull statistics), stating that mechanical strength of specimens with strong stress singularities – for example, large flaws relative to structure size – can be more properly modeled with the energetic scaling model. On the contrary, specimens with very large volumes or no stress singularities follow the statistical scaling model. Therefore, the authors suggested a compromise between these two approaches through a generalized weakest-link model so as to predict fracture behavior of structures with intermediate stress singularities.

Lei, in [5], compared two statistical formulations based on Weibull statistics with the aim of finding a so called “master curve”, i.e., a curve that fits the fracture strength behavior of geometrically self-similar specimens of same material subdivided in sets of different volumes and submitted to the same loading condition. In particular, the experimental data coming from uniaxial tests on six types of materials obtained in literature were fitted by taking into account specimen volume effect and considering an exponential and a power function. All the methods proposed in the literature permit to accurately model size effects for brittle materials, but the best fit of the experimental data for each case is dependent on the material, on the loading condition and on the test type. On the other hand, a general methodology valid for a wide range of materials and loading conditions and that does not depend on the testing parameters is not currently available in the literature, to the authors’ best knowledge.

In this paper, a new statistical model for assessing size effects on the static strength of brittle materials is proposed. Differently from the methodologies already proposed in the literature and based on the Weibull statistics [5, 9, 11-16], in the present model the influence of the specimen volume is accounted by considering the Gumbel distribution [17], a Largest Extreme Value Distribution (LEVD). Indeed, defects are randomly distributed within the specimen volume. The defect originating failure is the largest within the tested volume and the most critical. Therefore, the distribution of critical defect size is modeled by considering the largest defect in each specimen. According to [18], there is no correlation between defects
(i.e., the defects are randomly distributed within the volume) and the probability of large defects increases with the volume (this is the rationale for size effects). Therefore, the LEVD permits to accurately account for the increment of the probability of critical defects within the tested volume, without implying a correlation between defects.

In the first part, the analytical formulation is provided and the procedure for parameter estimation is described. Thereafter, the model is validated on experimental data available in the literature, obtained by testing different types of materials (wood, concrete, coal seam, titanium aluminide alloy, graphite and aluminum foam) and by performing tensile or compressive tests, confirming its effectiveness and general validity.

## 2 Model and methods

In this Section, the proposed methodology is described. In Section 2.1, the analytical formulation is provided. In Section 2.2, the procedure for parameters estimation is described.

### 2.1 Analytical formulation

As highlighted in the Introduction Section, the quasi-static strength of brittle materials is governed by the defect population within the material volume subjected to the largest applied stress. The mechanical strength of brittle materials should therefore be expressed as a function of the defect size. In the literature [1-3, 7-9], the dependency between the maximum applied stress and the initial crack or defect size is generally assessed through energetic scaling models, based on different definitions for the fracture energy. Due to the first law of thermodynamics, the potential energy release rate must be equal to the energy consumed during cracking [1].

Therefore, according to the Hu-Duan Boundary Effect Model [2], \( \sigma_{N,cr} \), the stress at the critical point (i.e. the defect resulting in the highest local stress), is given by:

\[
\sigma_{N,cr} = \frac{f_t}{\sqrt{1 + \frac{a_0}{a_{FPZ}}}} \propto \frac{1}{\sqrt{a_0}} \tag{1}
\]

where, \( f_t \) is the tensile strength, \( a_0 \) is the initial crack or defect size and \( a_{FPZ} \) is the reference crack, proportional to the fully developed Fracture Process Zone (FPZ) in the large structure and determined by the intersection of strength and toughness criteria [2]. More generally, Eq. (1) points out that the mechanical strength is inversely proportional to the initial defect size \( a_0 \), according to the experimental evidence. In particular, the larger the defect, the smaller the quasi-static strength. However, not all defects present within the volume are critical: indeed, the final fracture originates from the largest defect. The distribution of the largest defects within the material volume therefore controls the quasi-static strength of brittle materials.

Defects are randomly distributed within the material volume and large defects are statistically unlikely in small volumes (Volume 1 in Fig. 1). On the other hand, the probability of larger and more detrimental defects statistically increases with the material volume (Volume 2 in Fig. 1). Therefore, according to Eq. (1) and to Fig. 1, parts with large volumes show a smaller strength since critical defects are statistically larger.
According to Eq. (1) and Fig. 1, the strength of materials showing brittle behavior should be a function of defect size and loaded volume. By assuming a material body having a total stressed volume $V_{tot}$ (e.g., the volume subjected to the largest stress amplitude in a mechanical test) with the largest defect of size $\sqrt{A_{global}}$, the global strength $S_{global}$ can be defined in a general form:

$$S_{global} = f\left(\ln \left(\frac{V_{tot}}{V_{ref}}\right)\right)^{\alpha} \sim \frac{1}{\sqrt{A_{global}}}$$

where $f\left(\ln \left(\frac{V_{tot}}{V_{ref}}\right)\right)$ is a function of the ratio $\frac{V_{tot}}{V_{ref}}$ being $V_{ref}$ a reference volume, and $\alpha$ a constant parameter depending on the material. The dependency between the global strength and the volume was modeled by considering the logarithm of the ratio $\frac{V_{tot}}{V_{ref}}$, according to the Extreme Value Statistics. Indeed, the Largest Extreme Value distribution (LEVD) will be also used to account for the size effects associated to the defect size. Generally, for tests carried out on specimens with different volumes, $V_{ref}$ corresponds to the smallest tested volume; it is worth to note that for $\frac{V_{tot}}{V_{ref}} = 1$, Eq. (2) provides the global strength for $V_{ref}$. 

**Figure 1** Schematic representation of size effects: statistical increment of the critical defect with the material volume.
The function $f \left( \ln \left( \frac{\sigma_{\text{tot}}}{\sigma_{\text{ref}}} \right) \right)$, since it depends on the ratio $\frac{\sigma_{\text{tot}}}{\sigma_{\text{ref}}}$, permits to account for size effects and can be expressed in the most simple form as a polynomial function with degree $n$. Accordingly, Eq. (2) can be rewritten as:

$$S_{\text{global}} = \left( \frac{\sum_{j=0}^{n} \gamma_j \left( \ln \left( \frac{\sigma_{\text{tot}}}{\sigma_{\text{ref}}} \right) \right)^{j}}{\sqrt{A_{\text{global}}}} \right)^{\alpha}$$

(3)

being $\gamma_j$ constant parameters that must be estimated from the experimental data and $j = 0, ..., n$. To summarize, according to Eq. (3), the global strength of the part depends on its volume – accounted by the polynomial equation of degree $n$ – and on the largest defect size, $\sqrt{A_{\text{global}}}$. It is worth to note that that the larger the degree $n$, the larger is the capability of the model of modelling size effects and adapting to the experimental data. On the contrary, by increasing the degree $n$, the model becomes more complex and, even if the procedure for the parameter estimation is relatively easy (Section 2.2), it can increase the computational cost of the estimation. As a general rule, the degree $n$ should be the smallest possible. For example, as will be shown and discussed in Section 3, a degree equal to 1 is enough to properly model size effects for a wide range of materials and testing conditions. Then, if the global strength of the part is larger than the maximum applied stress, the part will not fail. The reliability of the part is therefore the probability of having a global strength $S_{\text{global}}$ larger than the maximum applied principal stress $\sigma_{\text{MAX}}$ in the component, as shown in Eq. (4):

$$P[S_{\text{global}} \geq \sigma_{\text{MAX}}] = \left[ \frac{\left( \sum_{j=0}^{n} \gamma_j \left( \ln \left( \frac{\sigma_{\text{tot}}}{\sigma_{\text{ref}}} \right) \right)^{j} \right)^{\alpha}}{\sqrt{A_{\text{global}}}} \right] \geq \sigma_{\text{MAX}}$$

(4)

and, by substituting Eq. (3) in Eq. (4) and with easy passages, the reliability of the part becomes:

$$P[S_{\text{global}} \geq \sigma_{\text{MAX}}] = P \left[ \frac{\sum_{j=0}^{n} \gamma_j \left( \ln \left( \frac{\sigma_{\text{tot}}}{\sigma_{\text{ref}}} \right) \right)^{j}}{\sqrt{A_{\text{global}}} \sigma_{\text{MAX}}^{1/\alpha}} \leq 1 \right]$$

(5)

The reliability of a part subjected to an applied stress equal to $\sigma_{\text{MAX}}$ can be also defined as a function of the probability of failure, $F_{S_{\text{global}}} (\sigma_{\text{MAX}})$:

$$P[S_{\text{global}} \geq \sigma_{\text{MAX}}] = 1 - P[S_{\text{global}} \leq \sigma_{\text{MAX}}] = 1 - F_{S_{\text{global}}} (\sigma_{\text{MAX}})$$

(6)

By substituting Eq. (5) in Eq. (6), the probability of failure, $F_{S_{\text{global}}} (\sigma_{\text{MAX}})$ for a stress equal to $\sigma_{\text{MAX}}$ can be expressed as:
According to Eq. (7), $F_{S_{\text{global}}}(S_{\text{MAX}})$ can be also expressed by considering the cumulative distribution function of $\sqrt{A_{\text{global}}}$:

$$F_{S_{\text{global}}}(S_{\text{MAX}}) = 1 - F_{\sqrt{A_{\text{global}}}}\left(\sum_{j=0}^{n} y_j \left( \ln \left( \frac{\sigma_{\text{tot}}}{\sigma_{\text{ref}}} \right) \right)^j S_{\text{MAX}}^{-1/\alpha} \right)$$

Eq. (8), which was analytically derived by modifying the physical model for failure of brittle materials reported in Eq. (1), shows that the probability of failure of a part with volume $\sigma_{\text{tot}}$ and subjected to maximum stress equal to $S_{\text{MAX}}$ depends on the distribution of defect size within the part or, more correctly, on the distribution of the largest defects within the part volume.

The distribution of the largest defects within the material volume should therefore be considered for properly assessing the probability of failure of brittle materials. According to the literature [19-23], in the present model $F_{\sqrt{A_{\text{global}}}}$ is assumed to follow a Gumbel LEVD with parameters $\mu_{\sqrt{A_{\text{global}}}}$ and $\sigma_{\sqrt{A_{\text{global}}}}$ that depend on the ratio $\frac{\sigma_{\text{tot}}}{\sigma_{\text{ref}}}$:

$$F_{\sqrt{A_{\text{global}}}}(\sqrt{A_{\text{global}}}) = e^{-e^{-\frac{\sqrt{A_{\text{global}}} - \mu_{\sqrt{A_{\text{global}}}}}{\sigma_{\sqrt{A_{\text{global}}}}}}}$$

with $\mu_{\sqrt{A_{\text{global}}}} = \mu_{\sqrt{\mathcal{A}}} + \sigma_{\sqrt{\mathcal{A}}} \ln \left( \frac{\sigma_{\text{tot}}}{\sigma_{\text{ref}}} \right)$ and $\sigma_{\sqrt{A_{\text{global}}}} = \sigma_{\sqrt{\mathcal{A}}}$, being $\mu_{\sqrt{\mathcal{A}}}$, $\sigma_{\sqrt{\mathcal{A}}}$ constant parameters. By substituting Eq. (8) in Eq. (9), the probability of failure $F_{S_{\text{global}}}(S_{\text{MAX}})$ can be finally expressed as:

$$F_{S_{\text{global}}}(S_{\text{MAX}}) = 1 - e^{-e^{-\frac{\sum_{j=0}^{n} y_j \left( \ln \left( \frac{\sigma_{\text{tot}}}{\sigma_{\text{ref}}} \right) \right)^j S_{\text{MAX}}^{-1/\alpha} \left( \mu_{\sqrt{\mathcal{A}}} + \sigma_{\sqrt{\mathcal{A}}} \ln \left( \frac{\sigma_{\text{tot}}}{\sigma_{\text{ref}}} \right) \right)}}}$$

Eq. (10) provides a general formulation for the probability of failure of a part with volume $\sigma_{\text{tot}}$ and subjected to an applied stress equal to $S_{\text{MAX}}$. It depends on the ratio $\frac{\sigma_{\text{tot}}}{\sigma_{\text{ref}}}$ and therefore permits to account for size effects. The constant parameters $\alpha$, $\mu_{\sqrt{\mathcal{A}}}$, $\sigma_{\sqrt{\mathcal{A}}}$ and $y_j$ have to be estimated from the experimental data according to the procedure shown in the following Section. Once the constant parameters were estimated from experimental tests on specimens with small volumes, Eq. (10) permits to assess the i-th quantile of the fracture strength for the component volume and can therefore be employed for the component design.
2.2 Parameter Estimation

According to Eq. (10), the constant parameters $\alpha$, $\mu_{\sqrt{\mu}}$, $\sigma_{\sqrt{\mu}}$ and $y_j$ are to be estimated from the results of experimental tests. By substituting $x = \ln\left(\frac{\sigma_{\text{tot}}}{\sigma_{\text{ref}}}\right)$ and $y = s_{\text{MAX}}^{-1/\alpha}$ and through easy passages, Eq. (10) can be rewritten as follows:

$$F_{S_{\text{global}}}(s_{\text{MAX}}) = 1 - e^{-e^{-\sum_{j=0}^{n} \frac{y_j}{\sqrt{\sigma_{\sqrt{\mu}}}} + \frac{\mu_{\sqrt{\mu}}}{\sqrt{\sigma_{\sqrt{\mu}}} + x}}}$$

The double exponential distribution in Eq. (11) can be linearized by computing the logarithm of the first and the second member, two times:

$$\ln\left(-\ln\left(1 - F_{S_{\text{global}}}(s_{\text{MAX}})\right)\right) = \frac{\mu_{\sqrt{\mu}}}{\sigma_{\sqrt{\mu}}} + x - \sum_{j=0}^{n} \frac{y_j}{\sigma_{\sqrt{\mu}}} - x/y$$

By substituting $a_0 = \frac{\mu_{\sqrt{\mu}}}{\sigma_{\sqrt{\mu}}}$ and $b_j = \frac{y_j}{\sigma_{\sqrt{\mu}}}$, Eq. (12) can be rewritten as follows:

$$\ln\left(-\ln\left(1 - F_{S_{\text{global}}}(s_{\text{MAX}})\right)\right) = a_0 + x + b_0 y + \sum_{j=1}^{n} b_j x^j y$$

Eq. (13) can be finally rewritten by introducing the variable $z^* = \ln\left(-\ln\left(1 - F_{S_{\text{global}}}(s_{\text{MAX}})\right)\right) - x$, and by expressing $z^*$ as a function of the independent variable $y$ and of the constant unknown coefficients $a_0$, $b_0$ and $b_j$:

$$z^* = a_0 + b_0 y + \sum_{j=1}^{n} b_j x^j y$$

For the simplest case of specimens subjected to a uniform stress distribution throughout the volume (e.g., tensile or compressive tests, with a uniform stress distribution within the gage length), the degree $n$ of the polynomial equation in Eq. (3) is the lowest one, equal to 1. Accordingly, the system of equations that has to be solved is reported in Eq. (15):
where $p = F_{\text{global}}(\sigma_{\text{MAX}})$. The system in Eq. (15) can be solved to estimate the unknown constant parameters $a_0$, $b_0$ and $b_1$, from which the parameters $\mu_0$, $\sigma_{\sqrt{\lambda}}$, $\gamma_0$ and $\gamma_1$ involved in the model in Eq. (10) can be finally obtained.

Fig. 2 shows the flow-chart of the iterative procedure developed to estimate the coefficients $\alpha$, $a_0$, $b_0$ and $b_1$ from the experimental data. The procedure was implemented in the Matlab software.

According to Fig. 2, firstly a tentative value of the parameter $\alpha$ is randomly chosen in a predetermined interval (in this case $[-1000:1000]$), which should have a range wide enough to enable an exhaustive optimization of $\alpha$, but should also avoid extensive computation time. Given $\alpha$, the $y$ value can be obtained according to Eq. (15) by considering the maximum applied stress, $\sigma_{\text{MAX}}$. It is worth to note that, for each experimental failure due to a maximum stress equal to $\sigma_{\text{MAX}}$, a corresponding value of $y$ must be defined. Thereafter, the coefficients $a_0$, $b_0$ and $b_1$ can be estimated from Eq. (14) through the application of the Least Squares Method (LSM):

$$\mathbf{\beta} = (\mathbf{M}'\mathbf{M})^{-1}\mathbf{M}'(\mathbf{z}^* - \mathbf{x}), \text{ where } \mathbf{M} = [1 \quad y \quad xy] \text{ and } \mathbf{\beta} = \begin{pmatrix} a_0 \\ b_0 \\ b_1 \end{pmatrix}$$

(16)

where $\mathbf{\beta}$ is the vector of the unknown parameters that have to be estimated, whereas $\mathbf{M}$ is the design matrix. $\mathbf{M}$ has a number of rows equal to the number of experimental data. For each experimental failure which occurred in a specimen with volume $\nu_{\text{tot}}$ and subjected to a maximum stress equal to $\sigma_{\text{MAX}}$, the $z^*$ value is computed by considering the corresponding
experimental probability of failure \( p \). In particular, for the \( i \)-th specimen, \( p \) was estimated with the Benard’s approximation for Median Ranks [23]:

\[
p (\sigma_N \leq \sigma_{N,i}) = \frac{i - 0.3}{N + 0.4}
\]  

(17)

where \( N \) is the total number of specimens for each volume group. This method was chosen because it permits to accurately approximate the median rank, according to [24] and is generally used in models for the assessment of size effects for brittle materials [5]. Other methods for the estimation of \( p \) could also be employed, but with limited and negligible influences on the estimated parameters.

Finally, the coefficient of determination \( R^2 \) is computed according to Eq. (18):

\[
R^2 = 1 - \frac{\sum(p_{\text{exp}} - p_{\text{est}})^2}{\sum(p_{\text{exp}} - \bar{p}_{\text{exp}})^2}
\]  

(18)

being \( p_{\text{exp}} \) the experimental cumulative probability as calculated in Eq. (17) and \( p_{\text{est}} \) the cumulative probability estimated according to Eq. (10), and with \( \mu_\sqrt{A}, \sigma_\sqrt{A}, Y_0 \) and \( Y_1 \) values obtained from \( \alpha, a_0, b_0 \) and \( b_1 \). The \( \alpha \) value is iteratively varied with the objective of maximizing the \( R^2 \) value.

According to the procedure shown in this Section, even if many parameters are involved in the model, the procedure for parameters estimation is quite simple. Only one parameter is optimized, whereas the other parameters are obtained through a simple application of the Least Squares Method. An optimization algorithm based on the Simplex method was implemented in the Matlab software. Different starting values for \( \alpha \) are considered for the experimental validation of the model in Section 3 to verify a possible dependency between \( \alpha \) and the initial tentative value. However, for a large range of search – such as \([-1000:1000]\), which corresponds to the interval selected for all the simulations conducted in this work – the model converges to the optimized solution in limited time, always smaller than 1 second, and it has found to be independent on the starting \( \alpha \), thus proving the effectiveness of the proposed procedure.

3 Results and Discussion

In this Section the proposed methodology is validated on experimental datasets taken from the literature. In particular, in Section 3.1, the experimental data available in the literature is considered for the validation. In Section 3.2, the potentialities of the proposed methodology are discussed, and its fitting capability is compared to the other methodologies available in the literature.

3.1 Experimental Validation

The experimental data are obtained from tables where possible [11, 12, 25, 26], and by using the software Engauge Digitizer to extract data points from graphs if the tables are not available [13-15, 27].
The coefficient of determination of the fitting models available in Lei [5] is considered for the sake of comparison. In particular, in Lei [5], the coefficient of determination was assessed on the so called “master curves” which plot a “compound parameter”, correlated to the failure probability, with respect to the considered mechanical strength. The experimental data on the master curves were interpolated by considering an exponential function and a power function as material functions. Since the compound parameter depends on the cumulative probability, the coefficient of determination $R^2$ obtained through the exponential and the power fitting is considered for the sake of comparison.

3.1.1 Tensile Strength of Wood

The first dataset that is considered for the validation of the proposed methodology is taken from [13]. In particular, [13] reports experimental data on the tensile strength of the soft-wood *Picea abies*, which is widely used for load bearing timber structures in Europe. Two sets of specimens with different sizes were manufactured in order to assess the volume effect on the tensile strength parallel to fiber direction. All specimens were cut from one single log and selected to be free of knots and other visible defects. Fig. 3(a) shows a schematic image of the specimens used by the authors [13], along with an indication of the wood fibers direction.

Fig. 3(b) shows the data obtained by Dill-Langer et al. [13] for the two sets of specimens. In particular, the abscissa axis reports the tensile strength, whereas the ordinate axis shows the cumulative probability. The markers in the figure are the experimental cumulative probability, computed according to Eq. (16), whereas the curves represent the fitting based on Eq. (10). According to Eq. (10), a reference volume, $v_{ref}$, of 420 mm$^3$, corresponding to the volume of the smallest specimens, is considered for the parameter estimation. The degree of the polynomial function was chosen equal to 1. The volumes considered in Fig. 3(b) are calculated from the dimensions of the cross-section and of the gauge length for each set of specimens, according to [13].

![Diagram](image-url)
Figure 3: Soft-wood of the species spruce (*Picea abies*) [13]: (a) schematic image of the specimens; (b) Cumulative probability with respect to the longitudinal tensile strength of a soft spruce wood: experimental data and fitting curve.

According to Fig. 3, the proposed model permits to well fit the experimental data in [13]. The coefficient of determination $R^2$, estimated according to Eq. (18), is equal to $R^2 = 0.986$, which is slightly larger to the values obtained in Lei [5], being equal to $R^2 = 0.975$ with the power fitting model and $R^2 = 0.960$ with the exponential fitting model.

In Moshtaghin et al. [25], size effects on the tensile strength parallel to fiber orientation of Norway spruce wood was analyzed. The configuration of the test, the geometry of the specimens and the wood fiber direction were the same as those in [13], as shown in Fig. 4(a). Differently from Fig. 3, a larger number of volumes was tested. In particular, the tested specimens were divided in four groups, each with a different gauge length (ranging from 2 mm to 128 mm) and with the same cross-sections.

In Fig. 4(b), the cumulative probability with respect to the tensile strength is reported. In particular, the experimental data in [25] together with the estimated models are shown in the figure. The reference volume is set equal to 8 mm$^3$, corresponding to the smallest tested volume in [25]. The degree of the polynomial function was chosen equal to 1. The volumes shown in Fig. 4(b) are calculated with the cross-section and gauge length reported in [25].

![Figure 4: Norway spruce wood [25]: (a) schematic representation of the tested specimens; (b) cumulative probability with respect to the longitudinal tensile strength of a Norway spruce wood: experimental data and fitting curve.](image)

The proposed model is in well agreement with the experimental data also for this type of wood. The model, in particular, fits well the experimental data for the small volumes, whereas the fitting is slightly worse for the largest volume (512 mm$^3$), whose experimental data presents a different behavior when compared to the other volumes. The smallest volume (8 mm$^3$) also shows a slight discrepancy towards its fitting curve since the experimental data for the three smallest volumes (8 mm$^3$, 32 mm$^3$ and 128 mm$^3$) are somewhat overlapped.
As the estimation procedure optimizes the parameters that maximize the fitting and the experimental data shows this unexpected distribution, the accuracy of the general estimation is not as good as for the other cases discussed in this work. Nevertheless, the coefficient of determination $R^2$ is close to 1, being equal to 0.974. In Lei [5], $R^2$ was equal to 0.974 with the power fitting model and to $R^2 = 0.962$ with the exponential fitting. The proposed model has therefore the same fitting capability of the power law fitting model proposed in Lei [5].

Finally, the model was validated on the results obtained by Pedersen et al. [11] by testing a Norwegian grown spruce (Picea abies). In this case, the tensile strength perpendicular to the fiber direction was assessed, as represented in Fig 5(a), containing an indication of the wood fibers direction in the specimens. According to Pedersen et al. [11], the specimens were carefully selected from a large population of boards and did not contain knots and other macroscopic defects. The specimens, of equal cross-sections, were divided into four groups with increasing gauge lengths, from 25 mm to 230 mm, following the geometry of Fig. 5(a). The volumes indicated in Fig. 5(b) were calculated by using the measures for the cross-section and specimen lengths presented in [11]. In this case, a $V_{\text{ref}} = 8.4 \cdot 10^4 \text{ mm}^3$, corresponding to the smallest tested volume, is considered. The degree of the polynomial function was chosen equal to 1. Fig. 5(b) shows the cumulative probability with respect to the transversal tensile strength: the experimental data and the fitting curves are reported.

![Figure 5: Norwegian grown spruce (Picea abies) [11]](image)

According to Fig. 5(b), the model is in well agreement with the experimental data. The coefficient of determination $R^2$ is equal to 0.918, slightly smaller than the $R^2$ in Figs. 3(b) and 4(b), mainly due to the smaller number of experimental data. On the other hand, in Lei [5], $R^2$ was found to be equal to 0.918 with the power fitting model and to 0.846 with the exponential fitting. As for Fig. 5(b), the proposed model has thus the same capability of modelling size effects as the power fitting model reported in [5].
According to the results reported in this Section, the proposed formulation proved effective in modelling size effects of wood, by considering both the longitudinal strength (Fig. 3(b) and 4(b)) and the transversal strength (Fig. 5(b)). The fitting models are in well agreement with the experimental data, with $R^2$ valued larger or at least equal than the values obtained in the literature.

### 3.1.2 Double-Punch Tests of Concrete Cylinders

The proposed methodology is validated by considering the tensile strength of concrete in Marti [26]. In particular, in Marti [26], double-punch test on ready-mix concrete cylinders were carried out to assess size effects. According to Marti [26], the volume of the tested cylinders can be calculated as $V = \pi d^3 / 4$, being $d$ the specimen's diameter. Each of the five sets of specimens, with the geometry schematically shown in Fig. 6(a) had a different diameter. A reference volume of $3.4 \cdot 10^5 \text{ mm}^3$, corresponding to the smallest tested volume, is considered. The degree of the polynomial function was chosen equal to 1. Fig. 6(b) shows the cumulative probability with respect to the tensile strength, the experimental data and the fitting curves are reported.

![Figure 6: Double-punch test on ready-mix concrete cylinders [26]: (a) Schematic of the tested specimens; (b) Cumulative probability with respect to the compression strength of concrete cylinders: experimental data and fitting curve.](image)

According to Fig. 6(b), the $R^2$ value is equal to 0.755, which is lower than those obtained for wood, but in this case a smaller number of experimental data is available (i.e., 3 test results for each volume compared to at least 9 for wood). However, the $R^2$ values obtained with the proposed formulation are larger than those obtained in Lei [5], being equal to 0.547 for the power fitting model and to $R^2 = 0.670$ for the exponential fitting model.

### 3.1.3 Uniaxial Compression Tests of Coal Seam
In Gonzatti et al. [27], a large number of experimental data on the compression strength of coal seam was experimentally obtained. The coal seam was extracted and then cut and finished with diamond saws to produce the specimens. In particular, 56 uniaxial compression tests were carried out on six sets of cubic specimens with increasing volumes. Fig. 7(a) depicts the tested specimen geometries, whose volumes is $V = \ell^3$, being $\ell$ the measure of the side of the cube for each set of specimens, as reported in [27]. A reference volume of $1.7 \cdot 10^5 \text{ mm}^3$, corresponding to the smallest tested volume, is considered. The degree of the polynomial function was chosen equal to 1. Fig. 7(b) shows the cumulative probability with respect to the compression strength: the experimental data and the fitting curves are reported.

![Figure 7: Compression strength of coal seam [27]: (a) schematic representation of the tested specimens (b) cumulative probability with respect to the compression strength of coal seam: experimental data and fitting curve.](image)

According to Fig. 7, the $R^2$ value for the proposed model is equal to 0.924. It is worth to note that model is in well agreement with the experimental data for volumes up to $8.1 \cdot 10^6 \text{ mm}^3$, whereas for larger volumes the fitting is worse, but a limited number of experimental data is available (e.g., for the largest tested volume of $3.1 \cdot 10^7 \text{ mm}^3$ only two data are present as well as for $1.6 \cdot 10^7 \text{ mm}^3$, the second largest volume). The $R^2$ values for the power fitting model and for the exponential fitting in Lei [5], are equal to 0.922 and to 0.884, respectively. The proposed formulation has therefore the same fitting capability of the power fitting model in Lei [5].

### 3.1.4 Uniaxial Tensile Tests of Gamma Titanium Aluminide Alloy

In Dresbach et al. [14], the tensile strength of gamma titanium aluminide alloy, Ti-48Al-2Cr-2Nb, used for manufacturing the turbine blades of aircraft engines, was experimentally assessed. Three groups of cylindrical specimens, characterized by different diameters $\varnothing$ and gauge lengths, were tested in [14] and are schematically shown in Fig. 8(a).
A reference volume of 31 mm$^3$, corresponding to the smallest tested volume, is considered. The degree of the polynomial function was chosen equal to 1. Fig. 8(b) shows the cumulative probability with respect to the compression strength: the experimental data and the fitting curves are reported. The volumes reported in the legend of Fig. 8(b) are the same as in [14].

According to Fig. 8(b), also in this case the coefficient of determination is in agreement with literature results. In particular, in the proposed model it is equal to 0.985, the same value obtained in Lei [5], with the power fitting and slightly larger than the $R^2$ value obtained with the exponential fitting (0.984).

### 3.1.5 Uniaxial Tensile Tests of Nuclear Grade Graphite

Size effects on the tensile strength of an NBG-18 Nuclear Grade Graphite was experimentally assessed in Yoon et al. [15]. Four cylindrical specimen groups, each with different diameters and gauge lengths, were tested in Yoon et al. [15]: the specimen geometry is schematically shown in Fig. 9(a). A reference volume of $2.2 \cdot 10^2$ mm$^3$, corresponding to the smallest tested volume, is considered. The degree of the polynomial function was chosen equal to 1. Fig. 9(b) shows the cumulative probability with respect to the tensile strength: the experimental data and the fitting curves are reported. The volumes reported in Fig. 9(b) are calculated from the diameter and length of the specimens used in [15].
Figure 9: Tensile strength of a NBG-18 nuclear grade graphite [15]: (a) Schematic of the tested specimens (b) Cumulative probability with respect to the tensile strength of a NBG-18 nuclear grade graphite: experimental data and fitting curve.

Also for the Nuclear Grade Graphite, the $R^2$ value is larger than 0.90 (0.963) and close to the values obtained in Lei [5] with the power fitting method ($R^2 = 0.960$) and the exponential fitting ($R^2 = 0.963$).

3.1.6 Uniaxial Tensile Tests of Aluminum Foam

Finally, the proposed methodology is validated on the tensile strength of Aluminum Foam, characterized by a brittle behavior. In Blazy et al. [12], tensile tests on cylindrical specimens fabricated from flat plates of aluminum foam were carried out. Four groups of cylindrical specimens with increasing gauge length and diameter were tested in order to assess the volume effect on the tensile strength. The specimen geometry is schematically shown in Fig. 10(a). A reference volume of $1.5 \times 10^5 \text{ mm}^3$, corresponding to the smallest tested volume, is considered. The degree of the polynomial function was chosen equal to 1. Fig. 10(b) also shows the cumulative probability with respect to the tensile strength: the experimental data and the fitting curves are shown. The volume for each specimen group is calculated from the diameter and length reported in [12].
Fig. 10(b) shows that, for the smallest volume, the experimental data has a visible deviation from its fitting curve. This fact can be explained by the irregular distribution of the data collected for this volume associated with a reduced number of samples (16 specimens) when compared to the other three volumes with, respectively, from the smallest to the largest volume, 21, 24 and 27 specimens. The estimation optimizes the parameters to maximize the fitting capability to all the available data, therefore reducing the accuracy for the volumes with smaller numbers of samples or the cases where the results diverge considerably from the general behavior. Nevertheless, also for the Aluminum Foam, the model is in good agreement with the experimental data, with a coefficient of determination of $R^2 = 0.911$. According to Lei [5], the $R^2$ values are smaller, being equal to 0.900 for the power fitting and to 0.877 for the exponential fitting.

3.2 Discussion

According to Section 3.1, the methodology proposed in Section 2 proved to be effective in assessing size effects of materials that experimentally show a brittle behavior. In particular, the methodology was validated on materials with completely different characteristics, such as wood, coal seam, Nuclear Grade Graphite and metallic materials (Ti-48Al-2Cr-2Nb and Aluminum Foam). For all materials, the coefficient of determination was found to be larger than 0.90, apart from concrete cylinders ($R^2 = 0.76$), but in this case the reason was the small amount of specimen tested (4 or less for each volume set). Moreover, the model was validated also by analyzing size effects on different mechanical properties (longitudinal tensile strength, transversal tensile strength, compressive strength) and for different type of tests (tensile test, compressive test, double-punch tests) and, in all the cases, it provided high values of $R^2$. Accordingly, the experimental validation confirmed that the general formulation defined in Section 2 is capable of accurately modelling size effects on different mechanical properties and for different testing types.
The procedure for parameter estimation described in Section 2.2 proved also to be effective. Indeed, the optimization of the \( \alpha \) parameter permits to accurately adapt the model to the material tested and the procedure was easy and time-efficient: in all the cases, the optimization process took less than 1 second. The model, moreover, permits to deal with size effects both for small volume range, like as for Norway spruce wood (from 8 mm\(^3\) to 512 mm\(^3\)) and for very large volume range, like as for concrete cylinders (from 10\(^5\) mm\(^3\) to 10\(^9\) mm\(^3\)). The choice of the smallest tested volume as the reference volume \( \sigma_{ref} \) was verified to be effective in all the tested cases.

The degree of the polynomial function for modelling the strength in Eq. (3) has been chosen equal to 1 in all the cases, proving that, also with the simplest formulation, the proposed model is capable of properly dealing with size effects for a wide range of materials and testing conditions. However, the degree of the polynomial function can be increased if different specimen geometries and loading conditions are considered, to properly adapt to the experimental data. In general, \( n = 1 \) should be at first considered and then increased if the model does not properly fit with the experimental data.

Furthermore, according to experimental validation, the proposed model has different fitting accuracy for different material types and sizes. Nonetheless, the model is applicable to any brittle material at any volume range. However, it is possible that, when the size variation amongst the different sets of specimens is very large, the estimation might encompass a loss of accuracy, which can be recovered by increasing the degree of the polynomial equation \( n \), in Eq. (3).

Table 1 shows the values of the parameters estimated according to the procedure described in Section 2.2. The numeration of the experimental data (ED) present in Table 1 is reported in the following:

- ED 1 – longitudinal tensile strength of soft spruce wood as in Fig (3);
- ED 2 – longitudinal tensile strength of Norway spruce wood as in Fig. (4);
- ED 3 – transversal tensile strength of Norway spruce wood as in Fig. (5);
- ED 4 – double-punch tests of concrete cylinders as in Fig. (6);
- ED 5 – uniaxial compression tests of coal seam as in Fig. (7);
- ED 6 – uniaxial tensile tests of gamma titanium aluminide alloy as in Fig. (8);
- ED 7 – uniaxial tensile tests of Nuclear Grade Graphite as in Fig. (9);
- ED 8 – uniaxial tensile tests of Aluminium Foam as in Fig. (10).

| Dataset | \( R^2 \) | \( \alpha \) | \( a_0 \) | \( b_0 \) | \( b_1 \) |
|---------|---------|---------|---------|---------|---------|
| ED 1    | 0.986   | 1.32    | 1.01 \( \cdot 10^1 \) | -4.40 \( \cdot 10^2 \) | -3.16 \( \cdot 10^1 \) |
| ED 2    | 0.974   | -2.27 \( \cdot 10^2 \) | -1.72 \( \cdot 10^3 \) | 1.68 \( \cdot 10^3 \) | -8.28 \( \cdot 10^{-1} \) |
| ED 3    | 0.918   | -5.06 \( \cdot 10^1 \) | -3.49 \( \cdot 10^2 \) | 3.40 \( \cdot 10^2 \) | 2.21     |
| ED 4    | 0.756   | -6.91 \( \cdot 10^{-1} \) | -1.38 \( \cdot 10^3 \) | 5.42     | -1.53 \( \cdot 10^{-1} \) |
| ED 5    | 0.924   | -8.40   | -3.85 \( \cdot 10^1 \) | 2.65 \( \cdot 10^1 \) | -2.99 \( \cdot 10^{-1} \) |
| ED 6    | 0.985   | 4.42    | 1.58 \( \cdot 10^2 \) | -6.28 \( \cdot 10^2 \) | -2.35    |
In order to further validate the proposed methodology, all the experimental data considered in the present paper were reported in the Probability-Probability plot shown in Fig. 11. In particular, the experimental probability, calculated according to Eq. (16), is plotted with respect to the estimated cumulative probability, calculated according to Eq. (10). The numeration of the experimental data (ED) follows the same notation from Table 1.

![Figure 11: Probability-Probability (P-P) plot of the experimental literature data considered for the validation of the proposed model.](image)

According to Fig. 11, the markers coming from the different sets of literature experimental data are concentrated in the region of the bisector between the two axes, with an overall coefficient of determination of 0.949. The P-P plot further confirms that the proposed methodology is capable of efficiently modelling size effects for materials showing a brittle behavior.

Table 2 compares the $R^2$ values obtained in the present paper with those obtained in Lei [5] on the “master curves” by considering a “power fitting” and an “exponential fitting”. For each material, the highest $R^2$ value is highlighted.

| $ED$ | Mechanical properties | Present fitting (Lei [5]) | Exponential fitting (Lei [5]) | Power fitting (Lei [5]) |
|------|------------------------|---------------------------|-------------------------------|----------------------------|
| 7    | $0.963$                | $2.37$                    | $1.85 \cdot 10^1$            | $-7.07 \cdot 10^1$         | $-3.03$                     |
| 8    | $0.911$                | $7.53 \cdot 10^{-1}$      | $3.70$                        | $-1.51 \cdot 10^1$         | $-2.53$                     |

Table 1: Values for the parameters obtained for each set of experimental data.
| Material                                      | Type                  | Tensile Strength | R²       | R²       | R²       |
|----------------------------------------------|-----------------------|------------------|----------|----------|----------|
| Soft spruce wood                             | Tensile strength      | 0.986            | 0.960    | 0.975    |          |
| Norway spruce wood                           | Tensile strength      | 0.974            | 0.962    | 0.974    |          |
| Norway spruce wood                           | Transversal           | 0.918            | 0.918    | 0.846    |          |
| Concrete Cylinders                           | Tensile strength      | 0.755            | 0.670    | 0.547    |          |
| Coal Seam                                    | Compression strength  | 0.924            | 0.922    | 0.884    |          |
| Ti-48Al-2Cr-2Nb                              | Tensile strength      | 0.985            | 0.984    | 0.985    |          |
| NBG-18 nuclear grade graphite                | Tensile strength      | 0.963            | 0.953    | 0.960    |          |
| Aluminum Foam                                | Tensile strength      | 0.911            | 0.977    | 0.900    |          |

Table 2: Summary of the experimental results: R² values obtained by fitting the data with the proposed model (Eq. (10)) and with the models in Lei [5]

According to Table 2 and as highlighted in the previous Sections, the R² values obtained with the proposed methodology are equal or larger than the R² values obtained in the literature. In particular, they are larger in 4 out 8 cases and equal in the remaining 4. Moreover, depending on the material and on the experimental tests, either the exponential fitting or the power fitting provides larger R² values. On the other hand, the proposed formulation permits to obtain the best fitting without a priori choice of the fitting method, thus demonstrating its general validity.

Despite the proposed model exhibiting a fitting capability equal or larger than other methods available in the literature, it is not possible to assure that it is better than other models. Indeed, the theoretical base of the proposed formulation (use of the LEVD) is completely different from that of other models [5], where the Weibull statistics and the Weakest-Link Principle for the material resistance are considered. However, the validation with literature datasets has proved that the proposed model represents a valid alternative to other methodologies, with a high capacity to adapt to different materials and testing conditions and characterized by a reliable and relatively easy procedure for parameter estimation.

4 Conclusion

In the present paper an innovative generalized formulation for assessing size effects on the quasi-static mechanical properties of materials showing a brittle behavior was proposed.

The analytical formulation was at first defined. In particular, differently from the majority of literature models which are based on the Weibull distribution, the proposed formulation successfully applied the Gumbel Distribution to deal with size effects of brittle materials. The material strength as a function of the volume was accurately modeled and it
was derived from a macro-mechanical model describing the crack initiation process in brittle materials.

A general procedure for parameter estimation was also defined. Despite its complexity, the constant coefficients can be estimated through a simple linear regression and only one parameter, $\alpha$, depending on the material and on the testing condition, needs to be estimated with an optimization procedure. The procedure, implemented in the Matlab software, proved to be effective and time-efficient: in all the cases, the optimization process took less than 1 second.

Finally, the proposed formation was validated on experimental datasets available in the literature. Its generalized formulation was shown to properly model size effects for different materials showing brittle behavior (wood, coal seam, graphite, concrete, metallic materials and foam) and for different testing conditions (tensile test, compressive test, double punch tests). The coefficient of determination was found to be larger or at least equal to that found in the literature for the same tested material. Moreover, differently from literature models, the proposed formulation permits to obtain the best fitting without an a priori choice of the fitting method for the experimental data, thus demonstrating its general validity.

To conclude, the proposed model proved to be general and effective in dealing with size effects of materials showing a brittle behavior and can be reliably used for the analysis of experimental results obtained by testing specimens with increasing loaded volumes or to estimate the strength of components characterized by large volumes.
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Figure Captions

Figure 1 Schematic representation of size effects: statistical increment of the critical defect with the material volume.

Figure 2: Flow chart of the procedure developed for the parameter estimation.

Figure 3: Soft-wood of the species spruce (Picea abies) [1]: (a) schematic image of the specimens; (b) Cumulative probability with respect to the longitudinal tensile strength of a soft spruce wood: experimental data and fitting curve.

Figure 4: Norway spruce wood [25]: (a) schematic representation of the tested specimens; (b) cumulative probability with respect to the longitudinal tensile strength of a Norway spruce wood: experimental data and fitting curve.

Figure 5: Norwegian grown spruce (Picea abies) [11]: (a) schematic representation of the tested specimens; (b) Cumulative probability with respect to the tensile strength perpendicular to the fiber direction: experimental data and fitting curve.

Figure 6: Double-punch test on ready-mix concrete cylinders [26]: (a) Schematic of the tested specimens; (b) Cumulative probability with respect to the compression strength of concrete cylinders: experimental data and fitting curve.

Figure 7: Compression strength of coal seam [27]: (a) schematic representation of the tested specimens (b) cumulative probability with respect to the compression strength of coal seam: experimental data and fitting curve.

Figure 8: Tensile strength of gamma titanium aluminide alloy, Ti-48Al-2Cr-2Nb [14]: (a) schematic representation of the tested specimens; (b) Cumulative probability with respect to the tensile strength of a Ti-48Al-2Cr-2Nb alloy: experimental data and fitting curve.

Figure 9: Tensile strength of a NBG-18 nuclear grade graphite [15]: (a) Schematic of the tested specimens (b) Cumulative probability with respect to the tensile strength of a NBG-18 nuclear grade graphite: experimental data and fitting curve.

Figure 10: Tensile strength of an Aluminum Foam [12]: (a) schematic representation of the tested specimens; (b) Cumulative probability with respect to the tensile strength of an Aluminum Foam: experimental data and fitting curve.

Figure 11: Probability-Probability (P-P) plot of the experimental literature data considered for the validation of the proposed model.
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