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Abstract

Atangana and Baleanu proposed a new fractional derivative with non-local and non-singular Mittag-Leffler kernel to solve some problems proposed by researchers in the field of fractional calculus. This new derivative is better to describe essential aspects of non-local dynamical systems. We present some results regarding Lyapunov stability theory, particularly the Lyapunov Direct Method for fractional-order systems modeled with Atangana-Baleanu derivatives and some significant inequalities that help to develop the theoretical analysis. As applications in control theory, some algorithms of state estimation are proposed for linear and nonlinear fractional-order systems.

1. Introduction

The fractional calculus is the study generalized differentiation and integration of arbitrary real or complex order or even variable. This branch of mathematics is referred to as differintegration. It was only at the beginning of the XIX century that the generalization of differentiation to real or complex orders was formalized with the work of Liouville, Riemann and Letnikov \cite{1}. Oldham and Spanier wrote the first work devoted exclusively to the subject of fractional calculus \cite{1}.

There are many definitions of fractional-order integrals and derivatives. By starting with the most often used: the Riemann-Liouville integral. The fractional Riemann-Liouville integrals are defined as the general case of iterated integrals of integer order to an arbitrary positive number. Meanwhile, the fractional Riemann-Liouville derivatives are determined to be derivatives (in the classical sense) of fractional integrals. Another frequently used definition of fractional derivative is the Caputo definition. In this case, fractional integrals are again defined using the definition of Riemann-Liouville, while fractional derivatives are determined to be fractional integrals of classic derivatives.

The applications of fractional calculus have applied in the engineering field and physics, for example, the viscoelasticity phenomena. The complexity of viscoelastic
materials that occurs in the linear domain was explained by the influence of memory on the dynamics and the possibility of modeling these effects using the fractional calculus [2, 3].

The heat conduction problem and one proposed solution by means of the heat equation with memory are established under some general and reasonable conditions in [4]. The double Laplace transform method solves a fractional heat equation subject to certain initial and boundary conditions [5]. The second law of thermodynamics ensures that the heat flows from hot to cold regions, and this condition is analyzed in the context of the fractional calculus in [6].

Some potential applications and theoretical implications for the feedback control theory with fractional differential equations have been done in different approaches. The internal and external stability properties of finite-dimensional linear fractional-order systems are studied in [7], and the controllability and observability are revisited in [8].

The study of controllability and the null controllability of fractional dynamical systems with limited control is established in [9, 10]. On the other hand, the formulation of optimal control is carried out in [11, 12, 13, 14].

In [15] and [16], the authors emphasize that fractional differentiation with respect to time can be interpreted as the existence of memory effects that correspond to intrinsic dissipation in a system. This approach can be observed in the time constant and transitory response of a capacitor charge and discharge. In [17], the use of integer and fractional electrical elements is described for modeling two electrochemical systems. The first system consists of botanical elements, while the second system is implemented with fractal electrodes through electrolyte processes.

Other areas where the theory of fractional differential equations has been applied are the mechanics and the fractal analysis. The generalization of the Newtonian equation is derived from the memory of the fractional case [18]. The Euler-Lagrange equations and the methods of generalized mechanics are applied to obtain the Hamilton equations for free motion from fractional-order calculus perspective [19, 20].

The development of fractional-derivative mechanics by deriving a modified Hamilton principle and the Hamilton-Jacobi equation using generalized mechanics with fractional and higher-order derivatives [21, 22, 23]. The fractal calculus involving the non-local derivatives is generalized, and the scaling properties of the local and non-local derivatives are studied in [24].

The physical interpretation of fractional calculus is an open issue. However, the convolution kernels in physical laws are of great importance in many models, and they can be useful in the physical interpretation. This idea can be justified due to the kernels govern different physical phenomena, such as memory effects. For example, the role of memory functions for compliance retardation and modulus relaxation in viscoelastic materials is examined. Also, the mathematical tools of fractional calculus lead to results that demonstrate the fractional behavior of memory properties of some signals [25].

Based on the scale invariance property, which exists for fractals with discrete structure, it becomes possible to understand the geometrical and physical meaning of the fractional derivatives and integrals with complex fractional exponents. The correct form of this complex structure, which can enter into kinetic equation with fractional derivative, has been found in [26].

The solutions of a differential equation in the sense of Caputo incorporate and describe long-term memory effects (attenuation or dissipation). These effects are linked
to the Mittag-Leffler function. If the fractional-order is less than one, the fractional differentiation with respect to time represents the non-local displacement effect of energy dissipation (internal friction) \[23\]. In \[27\] demonstrated on a series of examples that it is possible to attribute physical meaning to initial conditions expressed in terms of Riemann-Liouville fractional derivatives.

In the case of the fractional-order models of viscoelasticity (the Zener model), the initial conditions are zero. In such cases, the use of the Riemann-Liouville derivatives, the Grünwald-Letnikov derivative, and the Caputo derivative are equivalent.

These approaches of differintegration prevail with fruitful applications in engineering until some research realized that some fractional derivatives present a singular kernel in their basic definition. The Caputo definition and other fractional derivatives own singular kernel, which means that mathematical models involving these sorts of fractional derivatives do not consider the complete memory \[28\]. That is, the ordinary derivative is a local operator, and dynamic processes are memoryless. In contrast, the fractional operators defined are non-local. Therefore the dynamic processes modeled with those operators hold a degree of memory \[29, 30, 31\].

Atangana and Baleanu suggested a fractional derivative involving Mittag-Leffler function in its kernel, and such derivative is now called Atangana-Baleanu fractional derivative \[32, 33\]. This operator aimed to overcome the problem of the singularity of the kernel and involve full memory effect into the fractional derivative \[34\]. This feature was introduced first by Caputo and Fabrizio by adding an exponential function in its kernel \[35, 36, 37\].

In this new perspective, the classical fractional calculus and the Mittag-Leffler non-singular kernel approach, both complement each other in making an effort to describe and highlight the covert properties of non-local dynamical processes \[38, 39, 41, 42\].

This chapter discusses the interaction between two research fields: the fractional-order dynamic systems described by derivative with Mittag-Leffler kernel (FOSMLK) and the design of nonlinear observer for a class of nonlinear systems. On the one hand, FOSMLK refers to a class of nonlinear systems that are defined with a fractional derivative with Mittag-Leffler kernel, which brings out more clearly the non-locality of fractional derivatives. On the other hand, we revisit the concept of stability in the sense of Lyapunov with the Atangana-Baleanu fractional derivative \[43\]. With the obtaining results, we addressed the design of observers for a class of nonlinear systems.

The question of estimating states for classical integer-order dynamic systems has been extensively studied in the literature. Observers are regarded as essential algorithms in control theory, with the principal target of reconstructing the states of a dynamic process. Note that these algorithms have been widely used in other advanced tasks, such as control problems. The pioneer contribution of Luenberger breaks out the career to overcome different scenarios in the designing observers for linear and nonlinear systems \[44, 45\]. This approach is based on the contribution of Kalman \[46\], which is related to the structural properties of observability and controllability for linear systems. However, in the case of observers for nonlinear systems, a well-known procedure is widely used: the Lyapunov analysis.

One can make a first observation about the work of Lyapunov, i.e., The General Problem of Motion Stability \[47\] that encompasses two methods for stability analysis published in 1892. The first method, also named as linearization method, brings out conclusions about a nonlinear system’s local stability around an equilibrium point from
the stability properties of its linear approximation. The direct method, nowadays known as the Lyapunov direct method, is not restricted to local motion and determines the stability properties of a nonlinear system by constructing a scalar energy-like function for the system and examining the function’s time variation.

The procedure of Lyapunov analysis is constructing a quadratic-like function and then analyze the derivative. Roughly speaking, strict Lyapunov functions are characterized by having negative definite time derivatives along all trajectories of the system; meanwhile, non-strict Lyapunov functions have negative semidefinite derivatives along the trajectories. Together, the first method and the direct method constitute the so-called Lyapunov stability theory.

Now, the generalization of actual results to the fractional-order framework represents an opportunity area of research. To the best of knowledge, the general inquiry of designing observers for fractional-order systems with Mittag-Leffler kernel has not been investigated either a constructive method for the analysis stability of fractional differential equations with the Atangana-Baleanu derivative.

The objective of this chapter is to present the Lyapunov stability theory for a class of nonlinear systems and illustrate its use in the analysis and the design of observers for nonlinear systems modeled by the Atangana-Baleanu fractional derivative. Some results about the Mittag-Leffler stability are given in terms of nonautonomous time-invariant systems. Lyapunov-like inequalities are obtained and employed to conclude the convergence of a dynamic system. Also, we introduce a family of observers, which we call them Mittag-Leffler observers. These sorts of observers are characterized by the convergence rate and are bounded by a Mittag-Leffler function, which is a suitable behavior for fractional-order dynamic systems.

2. Fractional Derivatives with Mittag-Leffler Kernel

In this section, we present the definitions of the fractional derivatives with Mittag-Leffler kernel introduced by Atangana and Baleanu in [32], the classical Riemann-Liouville integral and some useful results in the solution of fractional differential equations.

**Definition 2.1.** Let $\alpha > 0$. The operator $RL^{\alpha}_{t_0} f(t)$ defined on $L^1[t_0, T]$ by

$$RL^{\alpha}_{t_0} f(t) = \frac{1}{\Gamma(\alpha)} \int_{t_0}^{t} (t - \tau)^{\alpha - 1} f(\tau) d\tau$$

for $t_0 \leq t \leq T$, is called the Riemann-Liouville fractional integral operator of order $\alpha$. □

**Remark 2.1.** In Definition 2.1, $\Gamma(z)$ represents the classical gamma function

$$\Gamma(z) = \int_{0}^{\infty} t^{z-1} e^{-t} dt.$$ (2)

It is essential to mention that $\text{Re}(z) \in \mathbb{R} \setminus (\{0\} \cup \mathbb{Z}^-)$. 

4
Definition 2.2. The Atangana-Baleanu (AB) fractional derivative of \(f(t)\) in the Riemann-Liouville (R) sense is defined as follows
\[
AB_{t_0}^{\alpha} f(t) = B(\alpha) \frac{d}{dt} \int_{t_0}^{t} f(\tau) E_{\alpha} \left( \frac{-\alpha}{1-\alpha}(t-\tau)^{\alpha} \right) d\tau
\] (3)
for \(0 < \alpha < 1\), \(t_0 < t < T\), and \(f \in L^1(t_0, T)\).

Definition 2.3. The AB fractional derivative of \(f(t)\) in the Caputo (C) sense is defined by
\[
AB_{t_0}^{\alpha} f(t) = B(\alpha) \frac{1}{\Gamma(1-\alpha)} \int_{t_0}^{t} f'(\tau) E_{\alpha} \left( \frac{-\alpha}{1-\alpha}(t-\tau)^{\alpha} \right) d\tau
\] (4)
for \(0 < \alpha < 1\), \(t_0 < t < T\), and \(f\) a differentiable function on \([t_0, T]\) such that \(f' \in L^1(t_0, T)\).

In the Definitions 2.2 and 2.3, \(B(\alpha)\) denotes a real-valued normalization function satisfying \(B(\alpha) > 0\) and \(B(0) = B(1) = 1\). Furthermore, \(E_{\alpha}(\cdot)\) is the one parameter Mittag-Leffler function defined by
\[
E_{\alpha}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + 1)},
\] (5)
whenever the series converges. The function (5) is a particular case of the two-parameter Mittag-Leffler function given by
\[
E_{\alpha,\beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + \beta)}.
\] (6)
In both cases, the parameters \(\alpha\) and \(\beta\) are such that \(\text{Re}(\alpha) > 0\), \(\text{Re}(\beta) > 0\). In addition to the previous definitions of fractional-derivatives, the AB fractional integral operator is well defined, and some results can be obtained together with the AB derivative.

Definition 2.4. The AB fractional integral of \(f(t)\) is defined by
\[
AB_{t_0}^{\alpha} I_{\alpha} f(t) = \frac{1-\alpha}{B(\alpha)} f(t) + \frac{\alpha}{B(\alpha)} RL_{t_0}^{\alpha} I_{\alpha} f(t)
\] (7)
for \(\alpha > 0\) and \(RL_{t_0}^{\alpha} I_{\alpha} f(t)\) denotes the Riemann-Liouville integral.

Corollary 2.1. The AB fractional integral and the ABC fractional derivative satisfy the following Newton-Leibniz formula:
\[
AB_{t_0}^{\alpha} I_{\alpha} (AB_{t_0}^{\alpha} f(t)) = f(t) - f(t_0)
\] (8)
A fundamental tool for solving differential equations is the Laplace Transform \(F(s) = \mathcal{L}\{f(t)\} = \int_0^{\infty} e^{-st} f(t) \, dt\) for functions \(f\) with exponential order. The Laplace
transform for ABC and ABR derivatives, as well as for the integral AB can be derived 
by simple calculations.

\[
L\{ABC_0D_t^\alpha f(t)\} = \frac{B(\alpha)}{1 - \alpha} \frac{s^{\alpha-1}}{s^\alpha + \alpha} \left[sF(s) - f(0)\right] \tag{9}
\]

\[
L\{ABR_0D_t^\alpha f(t)\} = \frac{B(\alpha)}{1 - \alpha} \frac{s^{\alpha}}{s^\alpha + \alpha} F(s) \tag{10}
\]

\[
L\{AB_0I_t^\alpha f(t)\} = \frac{1}{B(\alpha)} \left[ \frac{(1 - \alpha)s^\alpha + \alpha}{s^\alpha} \right] F(s) \tag{11}
\]

As we have seen so far, the Mittag-Leffler function is quite relevant in fractional 
differential equations. When solving differential equations using the Laplace transform 
method, the following function is handy. Let \( \alpha > 0, \beta > 0 \) and \( \lambda \in \mathbb{C} \), then 

\[
L\{t^{\beta-1}E_{\alpha,\beta}(-\lambda t^\alpha)\} = \frac{s^{\alpha-\beta}}{s^\alpha + \lambda} \tag{12}
\]

As we know, the classical Riemann-Liouville derivative can be written as a function 
of the classical Caputo derivative. ABC and ABR derivatives can also be related, as we 
will see below. This equation allows obtaining results for one derivative and extending 
them to the other with particular care and conditions, as we will see later.

**Lemma 2.1.**

\[
ABR_{t_0}D_t^\alpha f(t) = ABC_{t_0}D_t^\alpha f(t) + \frac{B(\alpha)}{1 - \alpha} f(0) E_\alpha \left( \frac{-\alpha}{1 - \alpha} t^\alpha \right) \tag{13}
\]

**Proof.** From the equation \( \Box \) and the convolution properties, one has that the ABR 
derivative can be written as follows:

\[
ABR_{t_0}D_t^\alpha f(t) = \frac{B(\alpha)}{1 - \alpha} \frac{d}{dt} \int_{t_0}^t f(t - \tau) E_\alpha \left( \frac{-\alpha}{1 - \alpha} \tau^\alpha \right) d\tau. \tag{14}
\]

By using the Leibniz’s rule for differentiation under the integral sign \( \Box \), it follows that 

\[
ABR_{t_0}D_t^\alpha f(t) = \frac{B(\alpha)}{1 - \alpha} \left[ \int_{t_0}^t f'(t - \tau) E_\alpha \left( \frac{-\alpha}{1 - \alpha} \tau^\alpha \right) d\tau + f(0) E_\alpha \left( \frac{-\alpha}{1 - \alpha} t^\alpha \right) \right]
\]

\[
= \frac{B(\alpha)}{1 - \alpha} \int_{t_0}^t f'(\tau) E_\alpha \left( \frac{-\alpha}{1 - \alpha} (t - \tau)^\alpha \right) d\tau + \frac{B(\alpha)}{1 - \alpha} f(0) E_\alpha \left( \frac{-\alpha}{1 - \alpha} t^\alpha \right).
\]

This concludes the proof considering that the first term is the ABC derivative and an 
extra term as we expected. \( \blacksquare \)

We conclude this section with one inequality based on the expression \( \Box \) to determine 
the comparison between fractional derivatives.
Lemma 2.2. Let $f$ a function that satisfies the conditions for existence for ABR and ABC derivatives, and such that $f(0) \geq 0$, then

$$AB_{t_0}^\alpha D_t^\alpha f(t) \leq AB_{t_0}^\alpha D_t^\alpha f(t)$$

(15)

Proof. From the Lemma 2.1, we have

$$AB_{t_0}^\alpha D_t^\alpha f(t) = AB_{t_0}^\alpha D_t^\alpha f(t) - B(\alpha) \frac{1}{1-\alpha} f(0)E_\alpha \left( -\frac{\alpha}{1-\alpha} \right)$$

Considering the positivity of the Mittag-Leffler function for $0 < \alpha < 1$ and $f(0) \geq 0$, we get the desired result.

3. On Fractional-Order Nonlinear Systems and Mittag-Leffler Stability

In this section, we discuss some results about the fractional nonautonomous system

$$ABC_{t_0}^\alpha D_t^\alpha x(t) = f(t, x_t)$$

(16)

with initial condition $x(t_0)$, $0 < \alpha < 1$, $f : [t_0, \infty] \times \Omega \to \mathbb{R}^n$ is piecewise continuous in $t$ and locally Lipschitz in $x$ on $[t_0, \infty] \times \Omega$, and $\Omega \in \mathbb{R}^n$ is a domain that contains the origin $x = 0$.

Remark 3.1. Some results about uniqueness and existence of the solution to the fractional-order system (16) are summarized in [32, 34, 40].

Lemma 3.1. For the real-valued continuous $f(t, x_t)$ in (16), we have

$$\|AB_{t_0}^\alpha I_t^\alpha f(t, x_t)\| \leq AB_{t_0}^\alpha \|f(t, x_t)\|$$

(17)

where $\alpha > 0$.

Proof. From the integral (7) and the properties of the norm, we have that

$$\|AB_{t_0}^\alpha I_t^\alpha f(t, x_t)\| = \left\| \frac{1-\alpha}{B(\alpha)} f(t) + \frac{\alpha}{B(\alpha)} RL_{t_0}^\alpha I_t^\alpha f(t) \right\|$$

$$\leq \frac{1-\alpha}{B(\alpha)} \|f(t)\| + \frac{\alpha}{B(\alpha)} RL_{t_0}^\alpha \|f(t)\|$$

$$= AB_{t_0}^\alpha \|f(t, x_t)\|$$

The last inequality is valid because the Riemann-Liouville integral is bounded (see Lemma 2 of [50]).
where

By applying the Laplace transform to (19), it follows that

\[ \kappa \text{Lipschitz constant} \]

By applying the AB integral (7) to both sides of (16), it follows from Corollary 2.1, Lemma 3.1 and the Lipschitz condition that

\[ \|x(t)\| \leq \frac{B(\alpha)}{B(\alpha) - \kappa(1 - \alpha)} \|x(t_0)\|E_\alpha \left( \frac{\kappa \alpha}{B(\alpha) - \kappa(1 - \alpha)} t^\alpha \right), \tag{18} \]

where \( 0 < \alpha < 1 \).

**Proof.** By applying the AB integral (7) to both sides of (16), it follows from Corollary 2.1, Lemma 3.1 and the Lipschitz condition that

\[ \|x(t)\| - \|x(t_0)\| \leq \|x(t) - x(t_0)\| = \|AB_{t_0}^\alpha f(t, x_t)\| \]

\[ \leq \frac{\alpha \kappa}{t_0} \|f(t, x_t)\| \leq \kappa \alpha AB_{t_0}^\alpha \|x(t)\|. \]

Let \( M(t) \) a non-negative function, then

\[ \|x(t)\| - \|x(t_0)\| + M(t) = \kappa \alpha AB_{t_0}^\alpha \|x(t)\|. \tag{19} \]

By applying the Laplace transform to (19), it follows that

\[ \|X(s)\| = \|x(t_0)\|s^\alpha - \lambda_2 = \|x(t_0)\|s^{\alpha - 1} - \lambda_2 M(s) \tag{20} \]

where

\[ \lambda_1 = 1 - \frac{\kappa}{B(\alpha)}(1 - \alpha), \quad \lambda_2 = \frac{\kappa \alpha}{B(\alpha)}. \]

Hence, from the equation (20), one has that:

\[ \|X(s)\| = \|x(t_0)\|s^{\alpha - 1} - \frac{\lambda_2}{\lambda_1} \frac{1}{s^{\alpha - 1} - \lambda_1^{-1} \lambda_2} M(s) - \frac{1}{\lambda_1} M(s) \tag{21} \]

Applying the inverse Laplace transform to (21) yields

\[ \|x(t)\| = \frac{\lambda_2}{\lambda_1} E_\alpha \left( \frac{\lambda_2}{\lambda_1} t^\alpha \right) - \frac{\lambda_2}{\lambda_1^2} t^{\alpha - 1} E_{\alpha, \alpha} \left( \frac{\lambda_2}{\lambda_1^2} t^\alpha \right) * M(t) - \frac{1}{\lambda_1} M(t) \tag{22} \]

where \(*\) is convolution operator. Finally, since both \( t^{\alpha - 1} \) and \( E_{\alpha, \alpha} \left( \frac{2 \kappa t^\alpha}{\lambda_1^2} \right) \) are nonnegative functions, we conclude that

\[ \|x(t)\| \leq \frac{B(\alpha)}{B(\alpha) - \kappa(1 - \alpha)} \|x(t_0)\|E_\alpha \left( \frac{\kappa \alpha}{B(\alpha) - \kappa(1 - \alpha)} t^\alpha \right). \]

One crucial aspect of dynamical systems is stability. In control theory, the most popular method to analyze stability is the Lyapunov theory. The work of Lyapunov has had many theoretical implications, generalizations, and practical aspects. In recent years, articles with stability theory of Lyapunov and fractional differential equations have been published. In some papers, for example, in [51, 50, 52], one of the key concepts is the Mittag-Leffler stability that generalizes the usual exponential stability.
Definition 3.1. The zero solution of (16) is said to be Mittag-Leffler stable if
\[
\|x(t)\| \leq \{m[x(t_0)] E_\alpha (-\lambda t^\alpha)\}^b
\]
where \(\alpha \in (0, 1), \lambda > 0, b > 0, m(0) = 0, m(x) \geq 0\) and \(m(x)\) is locally Lipschitz function on \(x \in \Omega \subset \mathbb{R}^n\) with Lipschitz constant \(m_0\).

Remark 3.2. Definition 3.1 will be employed in the rest of the chapter to extend some results of stability. These results are obtained by using the ABC derivative in fractional-order systems, and possible applications in the estimation of state variables will be discussed.

4. Lyapunov Direct Method for ABC Fractional-Order Systems

There are various types of stability of equilibrium points that can be discussed, for example, in [53, 54]. One the other hand, if we consider the neighborhood of an equilibrium point in a physical system where the energy is vanishing, then the equilibrium is stable. The Lyapunov’s theorems consist of the generalization of this idea because the Lyapunov functions represent a generalization of the energy concept.

Also, these Lyapunov’s theorems consist of determining the stability of an equilibrium point by using the properties of the Lyapunov functions indirectly from the knowledge of the solution of the systems [55]. In this section, we establish the Lyapunov method for fractional-order systems that employ the ABC derivative in their dynamics.

Theorem 4.1. Suppose that \(a_1, \alpha_2, \alpha_3, a\) and \(b\) are arbitrary positive constants, and \(x = 0\) be an equilibrium point for the system (16) and \(\mathcal{D} \subset \mathbb{R}^n\) be a domain containing the origin. Let \(V(t, x(t)) : [0, \infty) \times \mathcal{D} \to \mathbb{R}\) be a continuously differentiable function and locally Lipschitz with respect to \(x\) such that
\[
\alpha_1 \|x\|^a \leq V(t, x(t)) \leq \alpha_2 \|x\|^b
\]
\[
\text{ABC}_{t_0}^D V(t, x(t)) \leq -\alpha_3 \|x\|^b
\]
where \(t \geq 0\). Then \(x = 0\) is Mittag-Leffler stable.

Proof. It follows from inequalities (24) and (25) that
\[
\text{ABC}_{t_0}^D aV(t, x(t)) + \frac{\alpha_3}{\alpha_2} V(t, x(t)) \leq 0
\]
of
\[
\text{ABC}_{t_0}^D aV(t, x(t)) + \frac{\alpha_3}{\alpha_2} V(t, x(t)) + M(t) = 0
\]
where \(M(t) \geq 0\) for \(t \geq 0\). Let \(\lambda = \frac{\alpha_3}{\alpha_2}, \gamma = \frac{1 - \alpha}{B(\alpha)}\), then inequality (24) becomes
\[
\text{ABC}_{t_0}^D aV(t, x(t)) + \frac{B(\alpha)}{1 - \alpha} \gamma V(t, x(t)) = -M(t).
\]
Then, taking the Laplace transform to the above equation, we have

\[ \frac{B(\alpha)}{1 - \alpha} \left[ \frac{s^\alpha V(s) - s^\alpha - 1 V(0) + \gamma \left( s^\alpha + \frac{1}{\gamma} \right) V(s)}{s^\alpha + \frac{1}{\gamma}} \right] = -M(s) \]

\[ \left[ s^\alpha (\gamma + 1) + \frac{\gamma\alpha}{1 - \alpha} \right] V(s) = s^\alpha - 1 V(0) - \frac{1 - \alpha}{B(\alpha)} s^\alpha M(s) - \frac{\alpha}{B(\alpha)} M(s) \]

\[ V(s) = \kappa_1 \frac{s^\alpha - 1}{s^\alpha + \kappa_0} - (\kappa_3 - \kappa_0 \kappa_2) \frac{1}{s^\alpha + \kappa_0} M(s) - \kappa_2 M(s) \]  \hspace{1cm} (28)

where

\[ \kappa_0 = \frac{\gamma\alpha}{(\gamma + 1)(1 - \alpha)}, \kappa_1 = \frac{V(0)}{\gamma + 1}, \kappa_2 = \frac{1 - \alpha}{B(\alpha)(\gamma + 1)}, \kappa_3 = \frac{\alpha}{B(\alpha)(\gamma + 1)}. \]

Applying the inverse Laplace transform to (28) gives

\[ V(t, x(t)) = \kappa_1 E_\alpha \left( -\kappa_0 t^\alpha \right) - (\kappa_3 - \kappa_0 \kappa_2) t^{\alpha - 1} E_{\alpha,\alpha} \left( -\kappa_0 t^\alpha \right) * M(t) - \kappa_2 M(t) \]

\[ = \kappa_1 E_\alpha \left( -\kappa_0 t^\alpha \right) - \kappa_2 M(t) \]

\[ - (\kappa_3 - \kappa_0 \kappa_2) \int_0^t (t - \tau)^{\alpha - 1} E_{\alpha,\alpha} \left( -\kappa_0 (t - \tau)^\alpha \right) M(\tau) \, d\tau \]

Since both \( t^{\alpha - 1} \) and \( E_{\alpha,\alpha} \left( -\kappa_0 t^\alpha \right) \) are nonnegative functions, and

\[ \kappa_3 - \kappa_0 \kappa_2 = \frac{\alpha}{B(\alpha)(\gamma + 1)^2} > 0, \]

we conclude that

\[ V(t, x(t)) \leq \kappa_1 E_\alpha \left( -\kappa_0 t^\alpha \right) \]  \hspace{1cm} (29)

From the assumption (29), we have the following relationship

\[ \|x(t)\| \leq \left[ \frac{\alpha_2}{\alpha_1 (\gamma + 1)} \|x(t_0)\|^{\alpha_2} E_\alpha \left( \frac{\gamma\alpha}{(\gamma + 1)(1 - \alpha)} t^\alpha \right) \right]^{1/\alpha} \]  \hspace{1cm} (30)

From which it follows that \( x = 0 \) is Mittag-Leffler stable.

**Theorem 4.2.** If the assumptions in Theorem 4.1 are satisfied except replacing \( ABC_t D^\alpha_t \) by \( ABR_t D^\alpha_t \), then one has

\[ \|x(t)\| \leq \left[ \frac{\alpha_2}{\alpha_1 (\gamma + 1)} \|x(t_0)\|^{\alpha_2} E_\alpha \left( \frac{\gamma\alpha}{(\gamma + 1)(1 - \alpha)} t^\alpha \right) \right]^{1/\alpha} \]  \hspace{1cm} (31)

where \( t \geq t_0 \).

**Proof.** By using Lemma 4.2 and \( V(t, x(t)) \geq 0 \) we obtain \( ABC_t D^\alpha_t V(t, x(t)) \leq ABR_t D^\alpha_t V(t, x(t)) \) which implies

\[ ABC_t D^\alpha_t V(t, x(t)) \leq ABR_t D^\alpha_t V(t, x(t)) \leq -\alpha_3 \|x\|^{\alpha_3}. \]
Following the proof of Theorem 4.1 yields
\[
\|x(t)\| \leq \left[ \frac{\alpha_2}{\alpha_1 (\gamma + 1)} \|x(t_0)\| \left( -\frac{\gamma \alpha}{(\gamma + 1)(1 - \alpha)} \right)^t \right]^{1/\alpha}
\]

This section concludes with an interesting and famous result of differential equations employed in the analysis of differential inequalities and some extensions of the stability results for class-$K$ functions.

**Definition 4.1.** A continuous function $\gamma : [0, t) \to [0, \infty)$ is said to belong to class-$K$ if it is strictly increasing and $\gamma(0) = 0$.

**Lemma 4.1.** (The comparison lemma). Let $0 < \alpha < 1$, $x(0) = y(0)$ and
\[
\frac{d}{dt} x(t) \geq \frac{d}{dt} y(t).
\]

Then $x(t) \geq y(t)$.

**Proof.** It follows from the assumption $\frac{d}{dt} x(t) \geq \frac{d}{dt} y(t)$ that
\[
\frac{d}{dt} x(t) = \frac{d}{dt} y(t) + m(t),
\]
where $m(t) \geq 0$ for $t \geq 0$. Taking the Laplace transform to (32) yields
\[
\frac{B(\alpha)}{1 - \alpha} s^{\alpha - 1} \left[ sX(s) - x(0) \right] = \frac{B(\alpha)}{1 - \alpha} s^{\alpha - 1} \left[ sY(s) - y(0) \right] + M(s).
\]

Since $x(0) = y(0)$, it follows from the previous equality
\[
X(s) = Y(s) + \frac{1 - \alpha}{B(\alpha)} M(s) + \frac{\alpha}{B(\alpha)} \frac{M(s)}{s^\alpha}.
\]

Applying the inverse Laplace transform, one has
\[
x(t) = y(t) + \frac{1 - \alpha}{B(\alpha)} m(t) + \frac{\alpha}{B(\alpha)} RL_0^t \frac{m(t)}{s^\alpha}.
\]

Finally considering that $m(t) \geq 0$ we have that $x(t) \geq y(t)$.

**Theorem 4.3.** Let $x = 0$ be an equilibrium point for the nonautonomous fractional-order system (16). Assume that there exists a Lyapunov function $V(t, x(t))$ and class-$K$ functions $\gamma_i$ ($i = 1, 2, 3$) such that
\[
\gamma_1 (\|x\|) \leq V(t, x(t)) \leq \gamma_2 (\|x\|) \tag{33}
\]
\[
\frac{d}{dt} x(t) \leq -\gamma_3 (\|x\|) \tag{34}
\]

where $\alpha \in (0, 1)$. Then, the origin $x = 0$ of system (10) is asymptotically stable.

**Proof.** The proof of this theorem follows the same outline than in the proof of Theorem 11 in [51] by using our Lemma 4.1.
5. Some Useful Inequalities

Theorem 4.1 determines the conditions to conclude Mittag-Leffler stability; however, without a correct Lyapunov function, then we can not determine more about the behavior of the systems.

This section presents some significant inequalities useful in the stability analysis. This analysis employs Lyapunov functions in fractional-order systems whose dynamics are modeled by derivatives with Mittag-Leffler kernel.

**Lemma 5.1.** Let \( x(t) \in \mathbb{R} \) be a differentiable function on \([t_0, T]\) such that \( x'(t) \in L^1(t_0, T) \). Then for any time instant \( t \geq t_0 \)

\[
\frac{1}{2} ABC_{t_0}^\alpha x^2(t) \leq x(t) ABC_{t_0}^\alpha x(t)
\]

for \( 0 < \alpha < 1 \) and \( t_0 < t < T \).

**Proof.** To prove relationship (35) is equivalent to prove that

\[
x(t) ABC_{t_0}^\alpha x(t) - \frac{1}{2} ABC_{t_0}^\alpha x^2(t) \geq 0, \forall \alpha \in (0, 1).
\]

Using Definition 2.3, one has that

\[
x(t) ABC_{t_0}^\alpha x(t) = B(\alpha) \frac{1}{1-\alpha} \int_{t_0}^t x(t) \dot{x}(\tau) E_\alpha \left( -\frac{\alpha}{1-\alpha} (t - \tau)^\alpha \right) d\tau
\]

and

\[
\frac{1}{2} ABC_{t_0}^\alpha x^2(t) = B(\alpha) \frac{1}{1-\alpha} \int_{t_0}^t x(\tau) \dot{x}(\tau) E_\alpha \left( -\frac{\alpha}{1-\alpha} (t - \tau)^\alpha \right) d\tau
\]

Thus, relationship (36) can be written as

\[
B(\alpha) \frac{1}{1-\alpha} \int_{t_0}^t [x(t) - x(\tau)] \dot{x}(\tau) E_\alpha \left( -\frac{\alpha}{1-\alpha} (t - \tau)^\alpha \right) d\tau \geq 0
\]

Let \( z(\tau) \equiv x(t) - x(\tau) \), then

\[
z'(\tau) = \frac{dz(\tau)}{d\tau} = -\frac{dx(\tau)}{d\tau}.
\]

By using this new variable, the inequality (39) is rewritten as

\[
B(\alpha) \frac{1}{1-\alpha} \int_{t_0}^t z(\tau) z'(\tau) E_\alpha \left( -\frac{\alpha}{1-\alpha} (t - \tau)^\alpha \right) d\tau \leq 0
\]

The last inequality can be integrated by parts choosing \( dv = z(\tau) z'(\tau) d\tau \), \( v = \frac{1}{2} z^2(\tau) \) and \( u = B(\alpha) \frac{1}{1-\alpha} E_\alpha \left( -\frac{\alpha}{1-\alpha} (t - \tau)^\alpha \right) \). According to [57], the derivative of \( u \) is given by

\[
\frac{du(\tau)}{d\tau} = \frac{\alpha B(\alpha)}{(1-\alpha)^2} (t - \tau)^{\alpha-1} E_{\alpha,\alpha} \left( -\frac{\alpha}{1-\alpha} (t - \tau)^\alpha \right)
\]
Then the integral in the inequality (40) is calculated as follows
\[ \frac{1}{2} z^2(\tau) \frac{B(\alpha)}{1 - \alpha} E_\alpha \left( \frac{-\alpha}{1 - \alpha} (t - \tau)^\alpha \right) \bigg|_{\tau = t} - \frac{1}{2} z^2(\tau) \frac{B(\alpha)}{1 - \alpha} E_\alpha \left( \frac{-\alpha}{1 - \alpha} (t - \tau)^\alpha \right) \bigg|_{\tau = t_0} - \frac{\alpha B(\alpha)}{2(1 - \alpha)^2} \int_{t_0}^t (t - \tau)^{\alpha - 1} \, d\tau \]
Since \( z(\tau) = x(t) - x(\tau) \), then \( z^2(\tau) = 0 \) if \( \tau = t \), and \( z^2(t_0) = [x(t) - x(t_0)]^2 \). Therefore, we have that
\[ \frac{1}{2} [x(t) - x(t_0)]^2 \frac{B(\alpha)}{1 - \alpha} E_\alpha \left( \frac{-\alpha}{1 - \alpha} (t - t_0)^\alpha \right) - \frac{\alpha B(\alpha)}{2(1 - \alpha)^2} \int_{t_0}^t (t - \tau)^{\alpha - 1} [x(t) - x(t_0)]^2 E_{\alpha,\alpha} \left( \frac{-\alpha}{1 - \alpha} (t - \tau)^\alpha \right) \, d\tau \leq 0 \] (41)
Therefore, in virtue of the positivity of the Mittag-Leffler function for \( 0 < \alpha < 1 \), then the expression (41) is true and this concludes the proof.

Now, considering the proof in the previous Lemma and properties of the ABC derivative (4), we can establish some useful Lemmas. The proofs of these inequalities follow the same outline in [58].

**Lemma 5.2.** Let \( \phi : [t_0, \infty) \to \mathbb{R} \) be a monotonically decreasing and continuously differentiable function. If \( x : [t_0, \infty) \to \mathbb{R} \) is a non-negative and continuously differentiable function, then for any time instant \( t \geq t_0 \) and \( 0 < \alpha < 1 \):
\[ ABC_{t_0} D_t^\alpha \{ \phi(t)x(t) \} \leq \phi(t)^{ABC_{t_0} D_t^\alpha} x(t) \] (42)

**Lemma 5.3.** Let \( \phi : [t_0, \infty) \to \mathbb{R} \) be a monotonically increasing and continuously differentiable function. If \( x : [t_0, \infty) \to \mathbb{R} \) is a non-negative and continuously differentiable function, then for any time instant \( t \geq t_0 \) and \( 0 < \alpha < 1 \):
\[ ABC_{t_0} D_t^\alpha \{ \phi(t)x(t) \} \geq \phi(t)^{ABC_{t_0} D_t^\alpha} x(t) \] (43)

**Lemma 5.4.** Let \( \phi : [t_0, \infty) \to \mathbb{R}^n \) be a monotonically decreasing and continuously differentiable vector function. If \( x : [t_0, \infty) \to \mathbb{R}^n \) is a non-negative and continuously differentiable vector function, then for any time instant \( t \geq t_0 \) and \( 0 < \alpha < 1 \):
\[ ABC_{t_0} D_t^\alpha \{ \phi^T(t)x(t) \} \leq \phi^T(t) ABC_{t_0} D_t^\alpha x(t) \] (44)

**Lemma 5.5.** Let \( \phi : [t_0, \infty) \to \mathbb{R} \) be a non-negative, monotonically decreasing and continuously differentiable function. If \( x : [t_0, \infty) \to \mathbb{R} \) is a continuously differentiable function, then for any time instant \( t \geq t_0 \) and \( 0 < \alpha < 1 \):
\[ ABC_{t_0} D_t^\alpha \{ \phi(t)x^2(t) \} \leq 2\phi(t)x(t) ABC_{t_0} D_t^\alpha x(t) \] (45)

**Lemma 5.6.** Let \( \phi : [t_0, \infty) \to \mathbb{R} \) be a non-negative, monotonically decreasing and continuously differentiable function. If \( x : [t_0, \infty) \to \mathbb{R}^n \) is a continuously differentiable vector function. Then for any time instant \( t \geq t_0 \) and \( 0 < \alpha < 1 \):
\[ ABC_{t_0} D_t^\alpha \{ \phi(t)x^T(t)Px(t) \} \leq 2\phi(t)x^T(t) P^{ABC_{t_0} D_t^\alpha} x(t) \] (46)
where \( P \in \mathbb{R}^{n \times n} \) is a constant, symmetric, and positive definite matrix.
Lemma 5.7. Let $\phi : [t_0, \infty) \to \mathbb{R}^n$ be a vector of differentiable function. Then for any time instant $t \geq t_0$ and $0 < \alpha < 1$:

$$ABC_{t_0}^\alpha D_t^\alpha \{x^T(t)Px(t)\} \leq 2x^T(t)PABC_{t_0}^\alpha D_t^\alpha x(t)$$

(47)

where $P \in \mathbb{R}^{n \times n}$ is a constant, symmetric, and positive definite matrix.

6. Mittag-Leffler Observers

Consider the commensurate fractional-order nonlinear systems with a single output described by:

$$\Sigma_{x} = \left\{ \begin{array}{l} ABC_{t_0}^\alpha \dot{x} = f(x, u), \ x(0) = x_0 \\ y = h(x) \end{array} \right. $$

(48)

where $0 < \alpha < 1$, $x \in \mathbb{R}^n$ the state vector; $y \in \mathbb{R}$ the output; $u \in \mathbb{R}^m$ the control input; $f(x, u) : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n$ a vector function locally Lipschitz in $x$ and uniformly bounded in $u$.

Now, one interesting problem to solve is the estimation of the $n - 1$ unknown state variables in the system (48) through another fractional-order dynamic system

$$\hat{x}_{t_0} = G(\hat{x}, y, u),$$

(49)

with $\hat{x} \in \mathbb{R}^n$ and $G : \mathbb{R}^n \times \mathbb{R}^p \times \mathbb{R}^m \to \mathbb{R}^n$ a function continuously differentiable. If there exists an open neighborhood $\mathcal{U} \subset \mathbb{R}^n$ of the origin with $x_0 - \hat{x}_0 \in \mathcal{U}$ such that

$$\|x - \hat{x}\| \leq M [E_\alpha (-\hat{c}t^\alpha)]^d$$

(50)

for some positive constants $M, \hat{c}, d$, then the system (49) is called a (local) Mittag-Leffler observer for system (48). □

Some comments can be made regarding Definition 6.1:

1. From the properties of the Mittag-Leffler function, a Mittag-Leffler observer is an asymptotic estimator, i.e.,

$$\|x - \hat{x}\| \to 0 \text{ as } t \to \infty$$

2. If the constant $M$ depends on $x_0 - \hat{x}_0$, then the inequality (50) is written as:

$$\|x - \hat{x}\| \leq M_1 \|x_0 - \hat{x}_0\| [E_\alpha (-\hat{c}t^\alpha)]^d$$

(51)

where $M_1$ is a positive constant.

3. If the open set $\mathcal{U}$ is chosen as the whole space $\mathbb{R}^n$, then (49) is called a global Mittag-Leffler observer.
6.1. Observer for Linear Systems

Consider the \( n \)-dimensional equation

\[
\Sigma_x = \begin{cases}
ABC^{t_0}D_t^\alpha x = Ax + Bu \\
y = Cx
\end{cases}
\]  

(52)

where \( 0 < \alpha < 1 \), \( A, B, C \) are given and the input \( u(t) \) and the output \( y(t) \) are available. However, if the variable \( x \) is not available, then the problem is to estimate \( x \) from \( u \) and \( y \) with the knowledge of \( A, B, C \). If we know \( A \) and \( B \) then we can duplicate the original system adding a correcting term as follows [61]:

\[
ABC^{t_0}D_t^\alpha \hat{x} = Ax + Bu + K(y - C\hat{x}).
\]  

(53)

Let us define the error between the actual state (system (52)) and estimated state obtained from system (53) as follows:

\[
e(t) = x(t) - \hat{x}(t)
\]  

(54)

Applying the operator \( ABC \) (4) to (54) and then substituting (52) and (53) into it, we obtain

\[
ABC^{t_0}D_t^\alpha V \leq 2e^TPABC^{t_0}D_t^\alpha e
\]

(55)

Considering the Lyapunov equation \( \bar{A}P + \bar{P}A = -Q \), where \( \bar{A} = A - KC \), then:

\[
ABC^{t_0}D_t^\alpha V \leq -\lambda_{\text{min}}(Q)\|e\|^2
\]

(56)

Therefore, from Theorem (4.1), the origin \( e = 0 \) is Mittag-Leffler stable and asymptotically stable. In addition, a bound for \( \|e\| \) similar to (30) can be obtained.

**Remark 6.1.** The stability of \( e = 0 \) in system (55) can be determined by the eigenvalues of the matrix \( \bar{A} \). To determine this, we can use similar reasoning as in [7, 36] to establish a region in the complex plane where the poles of \( \bar{A} \) can be located.

6.2. A High-Gain Nonlinear Observer

Now, consider the system

\[
\Sigma_x = \begin{cases}
ABC^{t_0}D_t^\alpha x = Ax + \varphi(x, u) \\
y = Cx
\end{cases}
\]  

(57)

where

\[
A = \begin{bmatrix}
0 & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 1 \\
0 & 0 & \ldots & 0
\end{bmatrix}, \quad C = \begin{bmatrix} 1 & 0 & \ldots & 0 \end{bmatrix}
\]  

(58)
Mittag-Leffler stability by using the Theorem (4.1).

Lyapunov equation:

\[ \kappa \text{ where} \]

Using the solution of (64), let

\[ V \]

where \( K \) is a matrix such that \( A - KC \) is Hurwitz and

\[ \Pi(\theta) = \begin{bmatrix} \theta & 0 & \cdots & 0 \\ 0 & \theta^2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & \cdots & \theta^n \end{bmatrix} \]

(61)

Now, we verify that algorithm (60) forms a Mittag-Leffler observer for system (57). It is easily verify that:

\[ \dot{A} = \Pi(\theta)A\Pi^{-1}(\theta) = \theta^{-1}A, \]
\[ \dot{C} = C\Pi^{-1}(\theta) = \theta^{-1}C \]

(62) (63)

Let \( \bar{x} = \Pi(\theta)x, \bar{\bar{x}} = \Pi(\theta)\bar{x}, \bar{\varepsilon} = \bar{\bar{x}} - \bar{x}, \psi(\bar{\varepsilon}) = \varphi(\bar{x}, u) - \varphi(\bar{x}, u). \) Then

\[ \frac{ABC}{t_0}D_\gamma x = \theta^{-1}A\bar{x} + \Pi(\theta)\varphi(\Pi^{-1}(\theta)\bar{x}, u) \]
\[ y = \theta^{-1}C\bar{x} \]
\[ \frac{ABC}{t_0}D_\gamma \bar{x} = \theta^{-1}A\bar{x} + \Pi(\theta)\varphi(\Pi^{-1}(\theta)\bar{x}, u) + \theta^{-1}KC(\bar{x} - \bar{x}) \]
\[ \frac{ABC}{t_0}D_\gamma \bar{\varepsilon} = \theta^{-1}(A - KC)\bar{\varepsilon} + \Pi(\theta)\psi(\Pi^{-1}(\theta)\bar{\varepsilon}) \]

Considering the fact that \( A - KC \) is Hurwitz, then there exists a solution of the Lyapunov equation:

\[ (A - KC)^TQ + Q(A - KC) = -I \]

(64)

Using the solution of (64), let \( V = \varepsilon^TQ\varepsilon, \) and from inequality (47) one has that

\[ \frac{ABC}{t_0}D_\gamma V \leq 2\varepsilon^TQ\frac{ABC}{t_0}D_\gamma \varepsilon \]
\[ = 2\varepsilon^TQ\left[ \theta^{-1}(A - KC)\varepsilon + \Pi(\theta)\psi(\Pi^{-1}(\theta)\varepsilon) \right] \]
\[ = -\theta^{-1}\|\varepsilon\|^2 + 2\varepsilon^TQ\Pi(\theta)\psi(\Pi^{-1}(\theta)\varepsilon) \]
\[ \leq \left( -\theta^{-1} + 2\frac{\lambda_{\min}(Q)}{\lambda_{\max}(Q)}\kappa_\varphi n^2 \right) V \]

where \( \kappa_\varphi \) is the Lipschitz constant of (64). From this analysis we can conclude the Mittag-Leffler stability by using the Theorem (4.1).
6.3. Mittag-Leffler Observers for a Class of Nonlinear Fractional-Order Systems

Consider the system

\[ \Sigma_x = \begin{cases} \ABC_{t_0} D_t^\alpha x = Ax + \varphi \\ y = Cx \end{cases} \] (65)

where \( y \in \mathbb{R}^n \), \( A \in \mathbb{R}^{n \times n} \), \( C \in \mathbb{R}^{m \times n} \), and the vector \( \varphi(x, y, \ABC_{t_0} D_t^\alpha y) \) satisfies Lipschitz conditions in \( x, y \), \( \ABC_{t_0} D_t^\alpha y \). This functions has the following form:

\[ \varphi = \varphi_1(y) + \nabla \varphi_2(y) \ABC_{t_0} D_t^\alpha y + \varphi_3(x) \] (66)

where \( \varphi_1, \varphi_2 \) and \( \varphi_3 \) such that (65) and (66) have unique solutions for any initial \( x(0) \).

Now, we introduce the following new variable, \( z \in \mathbb{R}^n \) as follows:

\[ z = x - \varphi_2(y) \] (67)

Then, applying the ABC derivative, one has

\[ \ABC_{t_0} D_t^\alpha z = A(z + \varphi_2(y)) + \varphi_1(y) + \varphi_3(x) \]

\[ = Az + \varphi_1(y) + A\varphi_2(y) + \varphi_3(z + \varphi_2) \] (68)

where \( \ABC_{t_0} D_t^\alpha \varphi_2(y) = [\nabla \varphi_2(y)] \ABC_{t_0} D_t^\alpha y \). On the other hand, let

\[ y_1 = Cz = y - C\varphi_2(y) \] (69)

be the new output of the system (68). Based on these calculations and using the variables \( y \) and \( y_1 \) as inputs, the following observer for system (68) is proposed as follows (66):

\[ \ABC_{t_0} D_t^\alpha \hat{x} = Ax + \varphi_1(y) + A\varphi_2(y) + \varphi_3(\hat{x} + \varphi_2) + K(y_1 - C\hat{x}) \] (70)

where \( K \) is such that

\[ Q(A - KC) + (A - KC)^T Q = -P \] (71)

with \( P, Q \) positive definite and symmetric matrices. Now, by using the Lyapunov direct method we will show that algorithm (70) is Mittag-Leffler stable. Let \( V(z - \hat{x}) = (z - \hat{x})^T Q (z - \hat{x}) \), then

\[ \ABC_{t_0} D_t^\alpha V \leq 2(z - \hat{x})^T Q \ABC_{t_0} D_t^\alpha (z - \hat{x}) \]

\[ = 2(z - \hat{x})^T Q [(A - KC)(z - \hat{x}) + \varphi_3(z + \varphi_2) - \varphi_3(\hat{x} + \varphi_2)] \]

\[ = 2(z - \hat{x})^T Q (A - KC)(z - \hat{x}) + 2(z - \hat{x})^T Q [\varphi_3(z + \varphi_2) - \varphi_3(\hat{x} + \varphi_2)] \]

On the other hand, from the mean-value theorem based on the fundamental theorem of integral calculus, note that

\[ \varphi_3(z + \varphi_2) - \varphi_3(\hat{x} + \varphi_2) = \int_0^1 \nabla \varphi_3(\zeta) (z - \hat{x}) \, ds, \quad \zeta = \hat{x} + \varphi_2 + s(z - \hat{x}) \]
Then
\[
ABC_{t_0}^\alpha V \leq -(z - \hat{x})^T P (z - \hat{x}) + 2 (z - \hat{x})^T Q \int_0^1 \nabla \varphi_3(\zeta) (z - \hat{x}) \, ds \\
\leq -\lambda_{\text{min}}(P) \|z - \hat{x}\|^2 + 2 \int_0^1 (z - \hat{x})^T Q \nabla \varphi_3(\zeta) (z - \hat{x}) \, ds \\
\leq -\lambda_{\text{min}}(P) \|z - \hat{x}\|^2 + 2 \int_0^1 \|z - \hat{x}\|^2 \|Q\| \sup_{x \in \mathbb{R}^n} \nabla \varphi_3(x) \, ds \\
= -\left(\lambda_{\text{min}}(P) - 2 \|Q\| \sup_{x \in \mathbb{R}^n} \nabla \varphi_3\right) \|z - \hat{x}\|^2
\]

Then, if
\[
\sup_{x \in \mathbb{R}^n} \nabla \varphi_3 < \frac{1}{2} \frac{\lambda_{\text{min}}(P)}{\|Q\|} = \frac{1}{2} \frac{\lambda_{\text{min}}(P)}{\lambda_{\text{max}}(Q)}
\]
according to Theorem (4.1), there exists a Mittag-Leffler observer for system (65)-(66), in particular system (70).

6.4. Review of Numerical Aspects

For simulation purposes, systems (48), (52), (57), (65), and Mittag-Leffler observers (53), (60), (70) can be implemented through numerical methods, for example by using spectral methods to solve systems of fractional differential equations, in particular the Chebyshev polynomials to obtain an operational matrix of fractional integral using the Clenshaw-Curtis formula, and subsequently solving a system of linear algebraic equations.

Other approaches to solving fractional differential equations are the numerical method based on the Adams-Bashforth-Moulton scheme, the Lagrange polynomial interpolation or the homotopy perturbation transform. In these papers, the authors show how to solve variable-order fractional systems, so that variable-order Mittag-Leffler observers can be proposed intuitively.

Recently, physical applications modeled by Atangana-Baleanu derivatives have been developed. In these papers, numerical aspects are considered by using the techniques previously mentioned. Interesting comparisons with the discretized convolution integral, Sudum-Picard rules, a new version of Adams-Bashforth scheme, and the fixed point method are included.

7. Conclusion

Within the framework of the fractional differential equations using the Atangana-Baleanu operators, new results regarding the Mittag-Leffler stability and the Lyapunov Direct Method have been proposed. In this chapter, we have considered the generalization of some inequalities for the Atangana-Baleanu Caputo derivative and their applications in the stability analysis of nonlinear fractional-order systems modeled by ABC and ABR fractional derivatives. Potential applications are addressed by the design of Mittag-Leffler observers for linear and nonlinear fractional-order systems. The numerical implementation is proposed by using various methods published in the literature. To
the best of knowledge, there are no results reported of applications and design of the estimation problem of the control theory by using systems with Mittag-Leffler kernel. It is worth to mention that chaotic systems are well defined and can be employed to design the first physical applications of estimation theory and the design of observers.
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