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1. Introduction

Due to the existence of random disturbances, neutral stochastic differential equations (NSDEs) can be utilized to characterize those complicated systems such as population system, chemical reaction process, heating control systems, complex networks and other systems [1–7]. The structures and parameters of some systems may encounter unpredictable variations, so Markovian jump systems are introduced to depict these phenomena. During the past several decades, many scholars have been absorbed in the neutral stochastic differential equations with Markovian switching (NSDEsMS), and large amounts of interesting results have been acquired [8–10].

The pantograph system was presented by Ockendon and Tayler in 1971 [11], which could be seen as one important class of systems with unbounded delays. Recently, network systems with pantograph delays as one class of pantograph systems have received extensive attention. Particularly, in [12], the exponential stability of switching neural networks with pantograph delays was discussed by adopting the average dwell-time (ADT) technique and Lyapunov stability approach. In [13], global h-stability criteria for pantograph delay high-order inertial neural networks were examined by utilizing the non-reduced order method. In [14,15], periodic solutions and anti-periodic solutions of neural networks with pantograph delays were analyzed by means of differential inequality techniques. In [16,17], based on the comparison principle and some analysis techniques, control issues, such as the synchronization and passivity of neural networks with pantograph delays were investigated. On the other hand, by employing the stochastic Lyapunov method, the stability of linear or highly nonlinear stochastic pantograph equations were extensively investigated [18–20]. Moreover, the referent results were generalized to the stochastic pantograph differential equations (SPDEs) or neutral stochastic pantograph differential equations with Markovian switching (NSPDEsMS) [21–23].
The Razumikhin approach is one effective tool to deal with the stability issue of the time delayed system. This approach was initiated in [24, 25] and it was developed in various different systems, including discrete systems, impulsive systems and stochastic systems, and many publications have been reported [26–35]. In particular, the Razumikhin technique was also extensively applied to NSDEs. For instance, Mao [28] adopted the Razumikhin technique to investigate the mean-square moment exponential stability of NSDEs in [29]. Huang and Deng [30] used the Razumikhin technique to examine the asymptotic stability of NSDEs. By incorporating the stability with general decay rate, Pavlović and Janković [31] established new Razumikhin theorems, which may be specialized on the different types of stability. Moreover, Razumikhin techniques were generalized to NSDEs with Markovian switching [32, 33] and NSDEs with unbounded delays [34]. For NSPDEs, Yu [35] constructed the criterion on Razumikhin-type $p$th moment asymptotic stability and discussed the stability of the numerical solutions in virtue of the backward Euler method.

In addition, different from exponential stability, polynomial stability is also one class important stability. In [36], Mao considered the almost sure polynomial stability of the stochastic systems by using the semimartingale theory. Inspired by several practical examples, Liu [37] investigated moment stability with general decay speeds. Lan et al. [38] proposed one modified truncated Euler–Maruyama (MTEM) approach and explored the almost sure and mean square polynomial stability of the numerical technique. For SPDEs, many scholars [39–43] analyzed the polynomial stability by using the stochastic Lyapunov function method and some numerical algorithms. More recently, Mao et al. [44] constructed the novel Razumikhin theorems on the $p$th moment polynomial stability of the SPDEs. For NSPDEs, it can be observed that the references listed above focus on two aspects. One is the $p$th moment exponential stability [20–22], the other one is the $p$th moment stability with general decay rate [23]. Meanwhile, all the results in Refs. [20–23] required that the coefficients of delayed terms keep time varying. Therefore, it is necessary to develop other stabilities, such as the polynomial stability of NSPDEs with constant coefficients and generalize the theory in [35, 44] to NSPDEsMS.

Inspired by the aforementioned discussions, this paper will investigate the polynomial stability of NSPDEsMS by virtue of the Razumikhin method and several stochastic analysis techniques. The contributions of our article are listed below. Firstly, the existence and uniqueness of the solutions to NSPDEsMS are analyzed, where the condition on upper bound of the operator $L$ is relaxed. Secondly, the Razumikhin theorem on the $q$th polynomial stability of NSPDEsMS is established, and the drift term does not need to meet the linear growth condition. Moreover, based on some stochastic theories, the criterion on almost sure polynomial stability of NSFDEsMS is provided. Thirdly, all the existing stability results [20–23] require that coefficients of the delay term be time-varying, but the restriction in this paper is removed and the coefficients may keep constant. This paper also generalizes the theory in [35, 44] to NSFDEsMS. The structure of this article is arranged appropriately. In Section 2, standard notations are introduced, and several importance assumptions are proposed. In Section 3, the existence and uniqueness of the global solutions to NSFDEsMS are considered. Furthermore, some criteria on polynomial stability are constructed by utilizing the Razumikhin approach and stochastic analysis techniques. Section 4 illustrates the validity of the theoretical work through two concrete examples, and a full summarization is made in the last part.

2. Preliminaries

Throughout this paper, the following standard notations are adopted. Set $t_0 > 0$, $0 < q < 1$. Let $(\Omega, \mathcal{F}_t, (\mathcal{F}_t)_{t \geq t_0}, \mathbb{P})$ be a complete probability space with a filtration $(\mathcal{F}_t)_{t \geq t_0}$ satisfying the usual conditions. Let $w(t) = (w_1(t), \ldots, w_m(t))^T$ be one $m$-dimensional Brownian motion defined on the probability space. $|\cdot|$ denotes the Euclidean norm in $\mathbb{R}^n$. $C([\delta t_0, t_0]; \mathbb{R}^n)$ denotes the family of continuous functions $\zeta: [\delta t_0, t_0] \to \mathbb{R}^n$ with the norm.
\[ |\mathbf{\zeta}| = \sup_{t_0 \leq s \leq t} |\mathbf{\zeta}(s)|, \quad L^2_{F_t}([\delta t, t]; \mathbb{R}^n) \]

denotes the set of all \( \mathcal{F}_t \)-measurable, \( C([\delta t, t]; \mathbb{R}^n) \)-valued stochastic variables \( \mathbf{\psi} = \{ \mathbf{\psi}(s) : \delta t \leq s \leq t \} \) such that \( E[|\mathbf{\psi}(s)|^q] < +\infty \). \( Y(t), t \geq t_0 \) denotes a Markov chain on the probability space taking values in a finite state space \( S = \{1, 2, \cdots, N\} \) with generator \( \Gamma = (\rho_{ij})_{N \times N} \) given by

\[
P\{Y(t + \Delta) = j \mid Y(t) = i\} = \begin{cases} \rho_{ij} + o(\Delta), & \text{if } i \neq j, \\ 1 + \rho_{ii} + o(\Delta), & \text{if } i = j, \end{cases}
\]

in which \( \Delta > 0 \), and \( \rho_{ij} \) satisfies \( \rho_{ij} \geq 0, i \neq j \) and \( \rho_{ii} = -\sum_{j \neq i} \rho_{i j} \). Moreover, the Markov chain \( Y(\cdot) \) is supposed to be independent of the Brownian motion \( w(\cdot) \).

Consider the following NSPDESMS

\[
\begin{align*}
\left\{ d[y(t) - G(y(\delta t), t, Y(t))] = F(y(t), y(\delta t), t, Y(t)) dt \\
y(s) = \zeta(s) \right\} \in [\delta t_0, t_0], \quad t_0 > 0, 0 < \delta < 1, \\
\end{align*}
\]

where \( G : \mathbb{R}^n \times [\delta t_0, +\infty) \times \mathbb{S} \to \mathbb{R}^n, F : \mathbb{R}^n \times \mathbb{R}^n \times [\delta t_0, +\infty) \times \mathbb{S} \to \mathbb{R}^n \) and \( H : \mathbb{R}^n \times \mathbb{R}^n \times [\delta t_0, +\infty) \times \mathbb{S} \to \mathbb{R}^{n \times n} \) are Borel-measurable functions. In order to discuss the polynomial stability of Equation (1), we suppose that the initial value \( \zeta \in L^2_{F_{t_0}} \) and \( F(0, 0, t, Y(t)) = 0, H(0, 0, t, Y(t)) = 0, G(0, 0, Y(t)) = 0 \). Obviously, this means that Equation (1) has one trivial solution.

To acquire our main results, the following definitions and assumptions on the addressed system are imposed.

**Definition 1.** The solution of Equation (1) is called to be polynomially stable in the \( p \)-th moment if there is one constant \( \bar{\eta} \) satisfying

\[
\lim_{t \to +\infty} \sup \frac{\ln E[|y(t)|^p]}{\ln(1 + t)} \leq -\bar{\eta}.
\]

**Definition 2.** The solution of Equation (1) is called to be almost surely polynomially stable if there is one constant \( \bar{\eta} \) satisfying

\[
\lim_{t \to +\infty} \sup \frac{\ln |y(t)|}{\ln(1 + t)} \leq -\bar{\eta} \quad \text{a.s.}
\]

**Assumption 1.** For arbitrary integer \( m > 1 \), there is one constant \( K_m > 0 \) satisfying that

\[
|F(v_1, v_2, t, i) - F(\bar{v}_1, \bar{v}_2, t, i)| \vee |H(v_1, v_2, t, i) - H(\bar{v}_1, \bar{v}_2, t, i)| \leq K_m (|v_1 - \bar{v}_1| + |v_2 - \bar{v}_2|),
\]

where all \( v_1, v_2, \bar{v}_1, \bar{v}_2 \in \mathbb{R}^n, |v_1| \vee |v_2| \vee |\bar{v}_1| \vee |\bar{v}_2| \leq m \) and \((t, i) \in [\delta t_0, +\infty) \times \mathbb{S} \).

**Assumption 2.** For all \( v_1, v_2 \in \mathbb{R}^n \) and \((t, i) \in [t_0, +\infty) \), there exists a real number \( \kappa \in (0, 1) \) satisfying

\[
|G(v_1, t, i) - G(v_2, t, i)| \leq \kappa |v_1 - v_2|,
\]

where \( G(0, t, i) = 0 \).

**Assumption 3.** Suppose that there exists one function \( U \in C^{2,1}([\delta t_0, +\infty) \times \mathbb{S}; \mathbb{R}_+) \) and several constants \( d_1 > 0, d_2 > 0, a > q \geq 1, \beta_i \geq 0 \) \((i = 0, 1, 2, 3, 4)\) such that

(i) \( d_1 |y|^q \leq U(y, t, i) \leq d_2 |y|^q \),

(ii) \( LU(x, t, i) \leq \beta_0 + \beta_1 |y|^q + \tilde{\beta}_2 |z|^q - \beta_3 |y|^a + \tilde{\beta}_4 |z|^a \).

**Assumption 4.** Suppose that there exists one function \( U \in C^{2,1}([\delta t_0, +\infty) \times \mathbb{S}; \mathbb{R}_+) \) and several constants \( d_1 > 0, d_2 > 0, a > q \geq 1, \beta_i \geq 0 \) \((i = 1, 2)\) such that

(i) \( d_1 |y|^q \leq U(y, t, i) \leq d_2 |y|^q \),
(ii) \[ \mathcal{L}u(y, z, t, i) \leq \beta_1 |y|^q + \delta \beta_2 |z|^q. \]

3. Main Results

In this section, the existence and uniqueness of the global solutions to NSPDEsMS are considered. Furthermore, some criteria on polynomial stability are constructed by utilizing the Razumikhin approach and stochastic analysis techniques.

**Theorem 1.** Under Assumptions 1, 2 and 3, for all \( y(s) = z(s), s \in [\delta t_0, t_0], t_0 > 0, \) there exists one unique global solution \( y(t) \) to Equation (1) on \( t \in [\delta t_0, +\infty). \)

**Proof.** According to Assumption 3, we can obtain that

\[ \mathcal{L}u(y, z, t, i) \leq \beta_1 |y|^q + \delta \beta_2 |z|^q, \]

where \( \beta_1 = 2^q \beta_1 \geq 0 \) and \( \beta_2 = 2^q \beta_1 \kappa^q \delta^{-1} + \beta_2 \geq 0. \) Moreover, since functions \( F, H \) and \( G \) satisfy Assumptions 1 and 2, by adopting the standing truncation technique, for all \( \forall \zeta(s) \in \mathcal{L}([\delta t_0, t_0]; R^n), \) there exists a unique maximal local solution \( y(t) \) on \( [\delta t_0, \sigma_\infty). \)

Let \( \theta_0 \) be large enough for \( ||y|| \leq \theta_0. \) For arbitrary integer \( b \geq \theta_0, \) define the stopping time sequence

\[ \theta_b = \inf\{t \in [t_0, \sigma_\infty]: |y(t)| > b\}. \]

Clearly, the sequence \( \{\theta_b\} \) keeps growing as \( b \to \infty. \) Set \( \theta_\infty = \lim_{b \to +\infty} \theta_b, \) whence \( \theta_\infty \leq \sigma_\infty \) a.s. Noting that \( \theta_\infty = +\infty \) a.s. means \( \sigma_\infty = +\infty \) a.s., we only need to prove \( \theta_\infty = +\infty \) a.s. Firstly, we will claim that \( \theta_\infty > \frac{\theta_0}{\beta} \) a.s. Let \( u(t) = y(t) - G(y(\delta t), t, Y(t)). \) By the Itô formula, for all \( t \in [t_0, t_1], \) we have that

\[ d_1 E|u(\theta_b \land t_1)|q \leq Q_1 + E \int_{t_0}^{t_1} \beta_1 |u(s)|^q ds, \]

where

\[ Q_1 = E\{u(t_0, Y(t_0))\} + E \int_{t_0}^{t_0} |\beta_0 + \beta_1|u(s)|^q + \delta \beta_2 |y(\delta s)|^q + \beta_4 |y(\delta s)|^4| ds \]

\[ \leq d_2 2^{t_1 - t_0 - 1} E|\zeta|^q + E \int_{\delta t_0}^{t_0} |\beta_0 + \beta_2| |y(s)|^q + \beta_4 |y(s)|^4| ds < +\infty. \]

It implies that

\[ E|u(\theta_b \land t_1)|q \leq Q_1 d_1 + \frac{1}{d_1} E \int_{t_0}^{t_1} \beta_1 |u(s)|^q ds, t_1 \in [t_0, t_0/\delta]. \]

By applying the Gronwall inequality, we have that

\[ E|u(\theta_b \land t_1)|q \leq \frac{Q_1 d_1}{d_1} \left( \frac{1}{d_1} \right)^{t_1 - t_0} \leq \frac{Q_1 d_1}{d_1} \left( \frac{1}{d_1} \right)^{t_1 - t_0}, t_1 \in [t_0, t_0/\delta]. \]
According to the elementary inequality $|l_1 + l_2|^q \leq \frac{|l_1|^q}{(1-v)^v} + \frac{|l_2|^q}{v^q}, 0 < v = \kappa < 1$, we infer that

$$
\sup_{t_0 \leq t_1 \leq \frac{l_0}{\delta}} E|y(\theta_b \wedge t_1)|^q \leq \frac{E||\xi||^q}{1 - \kappa} + \frac{E||\xi||^q}{1 - \kappa} \leq \frac{Q_1 e^{l_0^q(1 - v) - 1}}{d_1 (1 - \kappa)^q} + \frac{E||\xi||^q}{1 - \kappa} = Q'_1, t_1 \in \left[t_0, \frac{l_0}{\delta}\right).
$$

In particular, when $t_1 = \frac{l_0}{\delta}$, we have that $E|y(\theta_b \wedge \frac{l_0}{\delta})|^q \leq Q'_1$. It means that $b^q P\{\theta_b \leq \frac{l_0}{\delta}\} \leq Q'_1$. Letting $b \to \infty$, we hence acquire that $P\{\theta_\infty \leq \frac{l_0}{\delta}\} = 0$, equivalently, $P\{\theta_\infty > \frac{l_0}{\delta}\} = 1$. Let us proceed to prove $\theta_\infty > \frac{l_0}{\delta}$ a.s. For $\forall t_1 \in \left[t_0, \frac{l_0}{\delta}\right]$, according to Assumption 3, we have that

$$
d_1 E|u(\theta_b \wedge t_1)|^q \leq E(U(u(\theta_b \wedge t_1), \theta_b \wedge t_1, Y(\theta_b \wedge t_1))) \leq Q_2 + E \int_{t_0}^{\theta_b \wedge t_1} \beta_1 |u(s)|^q ds,
$$

where

$$
Q_2 = d_2 E|u(t_0)|^q + E \int_{t_0}^{\frac{l_0}{\delta}} [\beta_0 + \delta \beta_2 |y(\delta s)|^q + \delta \beta_4 |y(\delta s)|^q] ds
$$

$$
\leq Q_1 + E \int_{t_0}^{\frac{l_0}{\delta}} [\beta_0 \delta^{-1} + \beta_2 |y(s)|^q + \beta_4 |y(s)|^q] ds < +\infty.
$$

Applying the Gronwall inequality yields that

$$
E|u(\theta_b \wedge t_1)|^q \leq \frac{Q_2 e^{l_0^q(1 - v) - 1}}{d_1}, t_1 \in \left[t_0, \frac{l_0}{\delta}\right].
$$

Similarly, we also have that

$$
\sup_{t_0 \leq t_1 \leq \frac{l_0}{\delta}} E|y(\theta_b \wedge t_1)|^q \leq \frac{E||\xi||^q}{1 - \kappa} + \frac{E||\xi||^q}{1 - \kappa} \leq \frac{Q_2 e^{l_0^q(1 - v) - 1}}{d_1 (1 - \kappa)^q} + \frac{E||\xi||^q}{1 - \kappa} = Q'_2, t_1 \in \left[t_0, \frac{l_0}{\delta}\right).
$$

In particular, when $t_1 = \frac{l_0}{\delta}$, we have that $E|y(\theta_b \wedge \frac{l_0}{\delta})|^q \leq Q'_2$. It means that $b^q P\{\theta_b \leq \frac{l_0}{\delta}\} \leq Q'_2$. Letting $b \to \infty$, we hence acquire that $P\{\theta_\infty \leq \frac{l_0}{\delta}\} = 0$, equivalently, $P\{\theta_\infty > \frac{l_0}{\delta}\} = 1$. Repeating this procedure, we can show that $P\{\theta_\infty > \frac{l_0}{\delta}\} = 1$ for any integer $j \geq 1$. Letting $j \to \infty$ yields that $\theta_\infty = +\infty$ a.s. It means that the above conclusion holds.

**Remark 1.** In Theorem 1, the existence and uniqueness of the global solutions to NSPDEsMS are investigated by combining stochastic analysis techniques and the Gronwall inequality. Compared with the results in [14–17], the assumption condition is more general since all the parameters only need to satisfy $\beta_1 \geq 0, i = \{0, 1, 2, 3, 4\}$.

**Lemma 1.** Let Assumption 2 be satisfied. Then, for $q \geq 1$,

$$
E|y(t) - G(y(\delta t), t, i)|^q \leq (1 + \kappa)^q - 1 \sup_{\delta t \leq s \leq t} E|y(s)|^q, t \geq t_0.
$$

**Proof.** By utilizing the inequality $|l_1 + l_2|^q \leq (1 + v)^{q - 1} (|l_1|^q + \frac{|l_2|^q}{v^{q - 1}})$, we derive that

$$
E|y(t) - G(y(\delta t), t, i)|^q \leq (1 + v)^q - 1 \sup_{\delta t \leq s \leq t} E|y(s)|^q.
$$

Noting Assumption 1, let $v = \kappa$, we can obtain that

$$
E|y(t) - G(y(\delta t), t, i)|^q \leq (1 + \kappa)^q \sup_{\delta t \leq s \leq t} E|y(s)|^q.
$$
Lemma 2. Let Assumption 2 hold. If \( y(t) \) satisfies that

\[
(1 + t)^{\eta} \mathbb{E}|y(t) - G(y(\delta t), t, i)|^{\eta} \leq \frac{d_2}{d_1} (1 + \kappa)^{\eta}(1 + t_0)^{\eta} \sup_{\delta t_0 \leq s \leq t_0} \mathbb{E}|y(s)|^{\eta}, t_0 \leq s \leq c.
\]

where \( c \geq t_0 > 0 \) and \( 0 < \eta < \frac{2\ln \kappa}{\ln \sigma} \). Then,

\[
(1 + t)^{\eta} \mathbb{E}|y(t)|^{\eta} \leq \frac{d_2(1 + \kappa)^{\eta}(1 + t_0)^{\eta}}{d_1[1 - \kappa(\frac{1}{\eta})^{\eta}]} \sup_{\delta t_0 \leq s \leq t_0} \mathbb{E}|y(s)|^{\eta}, \delta t_0 \leq t \leq c.
\]

Proof. Based on the inequality \( |l_1 + l_2|^{\eta} \leq (1 + \varepsilon)^{\eta-1}(|l_1|^{\eta} + |l_2|^{\eta}), \varepsilon \in (0, 1) \), we can derive that

\[
(1 + t)^{\eta} \mathbb{E}|y(t)|^{\eta} \leq (1 + t)^{\eta} \left[ \frac{\mathbb{E}|y(t) - G(y(\delta t), t, i)|^{\eta}}{(1 - \varepsilon)^{\eta-1}} + \frac{\kappa^{\eta}\mathbb{E}|y(\delta t)|^{\eta}}{\varepsilon^{\eta-1}} \right]
\]

\[
\leq \frac{d_2}{d_1} \frac{(1 + \kappa)^{\eta}(1 + t_0)^{\eta}}{(1 - \varepsilon)^{\eta-1}} \sup_{\delta t_0 \leq s \leq t_0} \mathbb{E}|y(s)|^{\eta}
\]

\[
+ \frac{\kappa^{\eta}(1 + t)^{\eta}(1 + \delta t)^{\eta} \mathbb{E}|y(\delta t)|^{\eta}}{\varepsilon^{\eta-1}} \sup_{\delta t_0 \leq s \leq t_0} \mathbb{E}|y(s)|^{\eta}
\]

\[
\leq \frac{d_2}{d_1} \frac{(1 + \kappa)^{\eta}(1 + t_0)^{\eta}}{(1 - \varepsilon)^{\eta-1}} \sup_{\delta t_0 \leq s \leq t_0} \mathbb{E}|y(s)|^{\eta}
\]

\[
+ \frac{\kappa^{\eta}(1 + t)^{\eta}(1 + \delta t)^{\eta}}{\varepsilon^{\eta-1} \frac{1}{\delta}} \sup_{\delta t_0 \leq s \leq t} (1 + s)^{\eta} \mathbb{E}|y(t)|^{\eta}, t \in [t_0, c].
\]

When \( t \in [\delta t_0, t_0] \), the above inequality still holds. Furthermore, we have that

\[
\sup_{\delta t_0 \leq s \leq t} (1 + s)^{\eta} \mathbb{E}|y(s)|^{\eta} \leq \frac{d_2}{d_1} \frac{(1 + \kappa)^{\eta}(1 + t_0)^{\eta}}{(1 - \varepsilon)^{\eta-1}} \sup_{\delta t_0 \leq s \leq t_0} \mathbb{E}|y(s)|^{\eta}
\]

\[
+ \frac{\kappa^{\eta}(1 + t)^{\eta}(1 + \delta t)^{\eta}}{\varepsilon^{\eta-1} \frac{1}{\delta}} \sup_{\delta t_0 \leq s \leq t} (1 + s)^{\eta} \mathbb{E}|y(t)|^{\eta}.
\]

Letting \( \varepsilon = \kappa(\frac{1}{\eta})^{\eta} \), we see that

\[
\sup_{\delta t_0 \leq s \leq t} (1 + s)^{\eta} \mathbb{E}|y(s)|^{\eta} \leq \frac{d_2}{d_1} \frac{(1 + \kappa)^{\eta}(1 + t_0)^{\eta}}{[1 - \kappa(\frac{1}{\eta})^{\eta}]} \sup_{\delta t_0 \leq s \leq t_0} \mathbb{E}|y(s)|^{\eta}.
\]

\[
\square
\]

Theorem 2. Let Assumptions 1, 2 and 4 hold. If there exist two constants \( \mu > 0, \lambda > 0 \) such that

\[
\mathbb{E}[\mathcal{L}U(y(t), y(\delta t), t, i)] \leq -\mu \mathbb{E}[U(y(t) - G(y(\delta t), t, i), t, i)], i \in S, \tag{4}
\]

for all \( t \geq t_0 \) and function \( U \) satisfying

\[
\mathbb{E} \left[ \min_{1 \leq i \leq N} U(y(\delta t), \delta t, i) \right] \leq \lambda \mathbb{E} \left[ \max_{1 \leq i \leq N} U(y(t) - G(y(\delta t), t, i), t, i) \right],
\]
then, for $\forall \zeta(s) \in L^q_{F^*}$, the solution $y(t; \zeta)$ to Equation (1) has the property

$$\mathbb{E}[|y(t)|^q] \leq \left[ \lambda(1 + \kappa)^q (1 + t_0)^q \right] \sup_{\delta_0 \leq s \leq t_0} \mathbb{E}[|y(s)|^q] (1 + t)^{-\bar{q}},$$

i.e.,

$$\lim_{t \to +\infty} \sup_{\delta_0 \leq s \leq t} \frac{\ln \mathbb{E}[|y(t)|^q]}{\ln(1 + t)} \leq -\bar{q},$$

where $\bar{q} = \min \left\{ \mu, \frac{1}{\ln 2} \ln \frac{\lambda_1}{(1 + x\lambda_1 q^q)} \right\}$ and $\lambda_1 = \frac{d_1}{d_2} \lambda > \frac{1}{(1 - \kappa)^q}.$

**Proof.** Let $\eta \in (0, \bar{q})$. Firstly, we will claim that

$$(1 + t)^{\bar{q}} \mathbb{E}[y(t) - G(y(\delta t), t, Y(t)), t, Y(t)] \leq d_2(1 + \kappa)^q (1 + t_0)^q \sup_{\delta_0 \leq s \leq t_0} \mathbb{E}[|y(t)|^q], t \geq t_0. \quad (5)$$

When $t = t_0$, by Lemma 1, we have that

$$(1 + t_0)^{\bar{q}} \mathbb{E}[y(t_0) - G(y(\delta t_0), t_0, Y(t_0))] \leq d_2(1 + \kappa)^q (1 + t_0)^q \sup_{\delta_0 \leq s \leq t_0} \mathbb{E}[|y(s)|^q]. \quad (6)$$

For $\forall t > t_0$, if assertion (5) does not hold, then we can find a constant $\chi_0$ satisfying

$$(1 + t)^{\bar{q}} \mathbb{E}[y(t) - G(y(\delta t), t, Y(t)), t, Y(t)] \leq d_2(1 + \kappa)^q (1 + t_0)^q \sup_{\delta_0 \leq s \leq t_0} \mathbb{E}[|y(s)|^q], t < \chi_0. \quad (7)$$

and

$$(1 + \delta_0)^{\bar{q}} \mathbb{E}[y(\delta_0) - G(y(\delta \chi_0), \chi_0, Y(\chi_0)), \chi_0, Y(\chi_0)] = d_2(1 + \kappa)^q (1 + t_0)^q \sup_{\delta_0 \leq s \leq t_0} \mathbb{E}[|y(s)|^q]. \quad (8)$$

There exists a time sequence $\{t_m\}_{m \geq 1}, t_m > \chi_0, t_m \to \chi_0$ such that

$$(1 + t_m)^{\bar{q}} \mathbb{E}[y(t_m) - G(y(t_m), t_m, Y(t_m)), t_m, Y(t_m)] > d_2(1 + \kappa)^q (1 + t_0)^q \sup_{\delta_0 \leq s \leq t_0} \mathbb{E}[|y(s)|^q]. \quad (9)$$

Therefore, when $\delta \chi_0 \in [\delta t_0, \chi_0]$, combining (7), (8) and Lemma 2 result in that

$$\mathbb{E}\left[ \min_{1 \leq i \leq N} U(y(\delta \chi_0), \delta \chi_0, i) \right] \leq \mathbb{E}(y(\delta \chi_0), \delta \chi_0, Y(\delta \chi_0)) \leq (1 + \delta \chi_0)^{\bar{q}} \mathbb{E}[y(\delta \chi_0), \delta \chi_0, Y(\delta \chi_0)] \leq d_2(1 + \delta \chi_0)^{-\bar{q}} (1 + \chi_0)^q \mathbb{E}[y(\delta \chi_0)]^q \leq d_2(1 + \delta \chi_0)^{-\bar{q}} \frac{d_2 (1 + \kappa)^q (1 + t_0)^q}{d_1} \sup_{\delta_0 \leq s \leq t_0} \mathbb{E}[|y(s)|^q] \leq \frac{d_2 (1 + \chi_0)^q}{d_1 (1 + \delta \chi_0)^q} \mathbb{E}[y(\chi_0) - G(y(\delta \chi_0), \chi_0, Y(\chi_0)), \chi_0, Y(\chi_0)] \leq \frac{d_2 (1 + \chi_0)^q}{d_1 (1 + \delta \chi_0)^q} \mathbb{E}[y(\chi_0) - G(y(\delta \chi_0), \chi_0, Y(\chi_0)), \chi_0, Y(\chi_0)]. \quad (10)$$
which implies that \( \frac{1}{\delta} \eta < \frac{\lambda_1}{(1 + \kappa \lambda_1^2)^\eta} \), i.e., \( \frac{(\frac{1}{\delta})^\eta}{(1 + \kappa \lambda_1^2)^\eta} \). Furthermore, it can be inferred that \( 1 - \kappa(\frac{1}{\delta})^\eta \geq 1 - \kappa \lambda_1^2 = \frac{1}{1 + \kappa \lambda_1^2} \). Therefore,
\[
\frac{(1/\delta)^\eta}{\lambda_1(1 - \kappa(1/\delta)^\eta)^\eta} < \lambda_1 \frac{1 - \kappa(1/\delta)^\eta)^\eta}{(1 + \kappa \lambda_1^2)^\eta} = \frac{d_1}{d_2} \lambda [1 - \kappa(1/\delta)^\eta]^\eta,
\]
which implies that \( \frac{d_2}{d_1} \frac{(\frac{1}{\delta})^\eta}{[1 - \kappa(\frac{1}{\delta})^\eta]^\eta} < \lambda \). It follows from Equation (10) that
\[
E \left[ \min_{1 \leq i \leq N} U(y(\delta \chi_0), \delta \chi_0, i) \right] \leq \lambda E U(y(\chi) - G(y(\delta \chi_0), \chi, Y(\chi_0)), \chi, Y(\chi_0)) \leq \lambda E \left[ \max_{1 \leq i \leq N} U(y(\chi_0) - G(y(\delta \chi_0), \chi, i), i, \chi_0) \right].
\]
Accordingly, we have
\[
E[LU(y(\chi_0), y(\delta \chi_0), \chi_0, i)] \leq -\mu E[U(y(\chi_0) - G(y(\delta \chi_0), \chi, i), i, \chi_0)], i \in S, \quad (11)
\]
Since \( \eta < \mu \) and functions \( F, H, G \) keep continuous, one sufficiently small \( h > 0 \) can be found such that
\[
E[LU(y(t), \eta(\delta t), t, i)] \leq -\eta E[U(y(t) - G(y(\delta t), t, i), t, i)], i \in S, t \in [\chi_0, \chi_0 + h]. \quad (12)
\]
Applying the Itô formula yields that
\[
(1 + \chi_0 + h)^\eta E U(y(\chi_0 + h) - G(y(\chi_0 + h)), \chi_0 + h, \chi_0 + h) - d_2(1 + \kappa)^\eta \sup_{\delta t_0 \leq s \leq t_0} E |y(s)|^\eta
\]
\[
= \int_{\chi_0}^{\chi_0 + h} (1 + s)^\eta \left[ \eta 1 + s E U(y(s) - G(y(\delta s), s, Y(s)), s, Y(s)) + E U(y(s), y(\delta s), s, Y(s)) \right] ds
\]
\[
\leq 0,
\]
which contradicts Equation (9). Therefore, we obtain that
\[
(1 + t)^\eta E U(y(t) - G(y(\delta t), t, Y(t)), t, Y(t)) \leq d_2(1 + \kappa)^\eta (1 + t)^\eta \sup_{\delta t_0 \leq s \leq t_0} E |y(s)|^\eta. \quad (13)
\]
By Lemma 2, we have that
\[
(1 + t)^\eta E |y(t)|^\eta \leq \lambda(1 + \kappa)^\eta (1 + t_0)^\eta \sup_{\delta t_0 \leq s \leq t_0} E |y(s)|^\eta.
\]
Letting \( \eta \to \tilde{\eta} \), we obtain that \( (1 + t)^\tilde{\eta} E |y(t)|^\tilde{\eta} \leq \lambda(1 + \kappa)^\tilde{\eta} (1 + t_0)^\tilde{\eta} \sup_{\delta t_0 \leq s \leq t_0} E |y(s)|^\tilde{\eta}, \)
which implies
\[
\lim_{t \to +\infty} \sup_{\delta t_0 \leq s \leq t_0} \frac{\ln E |y(t)|^\tilde{\eta}}{\ln(1 + t)} \leq -\tilde{\eta}. \quad (14)
\]
Remark 2. In Theorem 2, if all conditions are satisfied except condition (4) which is replaced by the stronger condition
\[
E \left[ \max_{1 \leq i \leq N} \mathcal{L}(y(t), y(\delta t), t, i) \right] \leq -\mu E \left[ \max_{1 \leq i \leq N} U(y(t) - G(y(\delta t), t, i), t, i) \right],
\]
then the assertion still holds. In fact, the above stronger condition is also difficult to be verified.

Remark 3. It is noted that all the existing stability results [20–23] require that the coefficients of the delay term be time varying, but the restriction in this paper is removed and the coefficients may keep constant. Theorem 2 also generalizes the theory in [35,44] to NSFDEsMS. In [45], an efficient method based on the generalized hat functions for solving nonlinear stochastic differential equations driven by the multi-fractional Gaussian noise was proposed, and the theory was applied to some stochastic population models. Moreover, dynamic properties of stochastic pantograph systems with multi-fractional Gaussian noise are worthy of exploration.

Lemma 3. Suppose that Assumption 2 is satisfied. Let \( q > 1 \). If there are two positive constants \( \eta \) and \( M_1 \) satisfying
\[
0 < \eta < \frac{1}{\ln \frac{1}{\delta}} \ln \frac{1}{\kappa^q},
\]
and
\[
|y(t) - G(y(\delta t), t, Y(t))| \leq M_1(1 + t)^{-\eta}, t \geq t_0,
\]
then we have that
\[
\lim_{t \to \infty} \sup_{t_0 \leq t \leq T} \frac{\sup_{\delta t_0 \leq t \leq T} |y(t)|^q}{\ln(1 + t)} \leq -\frac{\eta}{q} \text{ a.s.} \quad (15)
\]

Proof. For \( \forall T > 0 \), when \( t \in [t_0, T] \), we can find one constant \( v \) (0 < \( v < 1 \)) such that
\[
(1 + t)^\eta |y(t)|^q \leq (1 + t)^\eta \left[ \frac{|y(t) - G(y(\delta t), t, Y(t))|^q}{(1 - v)^q} + \frac{|G(y(\delta t), t, Y(t))|^q}{v^q-1} \right] \leq \frac{M_1}{(1 - v)^q} + \frac{\kappa^q}{v^q-1} \left( 1 + t \right)^\eta (1 + \delta t)^\eta |y(\delta t)|^q.
\]
We have that
\[
\sup_{\delta t_0 \leq t \leq T} (1 + t)^\eta |y(t)|^q \leq \frac{M_1}{(1 - v)^q} + \sup_{\delta t_0 \leq t \leq T} |y(t)|^q + \frac{\kappa^q}{v^q-1} \sup_{t_0 \leq t \leq T} (1 + \delta t)^\eta |y(\delta t)|^q
\]
\[
\leq \frac{M_1}{(1 - v)^q} + \sup_{\delta t_0 \leq t \leq T} |y(t)|^q + \frac{\kappa^q}{v^q-1} \sup_{\delta t_0 \leq t \leq T} (1 + t)^\eta |y(t)|^q. \quad (16)
\]
Since \( \eta < \frac{1}{\ln \frac{1}{\delta}}, \) i.e., \( \frac{1}{\delta}^q \kappa^q < 1 \), by choosing \( v = \left( \frac{1}{\delta} \right)^q \kappa \), we obtain that
\[
\sup_{\delta t_0 \leq t \leq T} (1 + t)^\eta |y(t)|^q \leq \frac{M_2}{1 - \left( \frac{1}{\delta} \right)^q \kappa}, \quad (17)
\]
where \( M_2 = \frac{M_1}{(1 - v)^q} + \sup_{\delta t_0 \leq t \leq T} |y(t)|^q \). It means that
\[
\lim_{t \to \infty} \sup_{t_0 \leq t \leq T} \frac{|y(t)|^q}{\ln(1 + t)} \leq -\frac{\eta}{q} \text{ a.s.} \quad (18)
\]
Theorem 3. Let $U(y, t, i) = y^2$. Let $q \geq 2$ and $\sigma_0 \in (1, \tilde{y})$. Suppose that there is one constant $L > 0$ satisfying $|H(y, z, t, i)| \leq L(|y| + |z|)$. If all the conditions of Theorem 2 hold, then
\[
\lim_{t \to +\infty} \sup_{t \in [t_0, \infty]} \frac{\ln |y(t)|}{\ln (1 + t)} \leq -\frac{\tilde{y} - \sigma_0}{q} \quad \text{a.s.}
\]  
(19)

Proof. For convenience, let $u(t) = y(t) - G(y(\delta t), t, Y(t))$. For any positive integer $n \geq 0$, by using the Itô formula, we compute that
\[
\begin{align*}
E \left[ \sup_{\delta^{-n} t_0 \leq t \leq \delta^{-n+1} t_0} |u(t)|^q \right] &
\leq E|u(\delta^{-n} t_0)|^q + \frac{1}{q} \int_{\delta^{-n} t_0}^t \left( L \left( y(s), y(\delta s), s, Y(s) \right) + \left( L \left( u(s), s, Y(s) \right) + H(y(s), y(\delta s), s, Y(s)) \right) ds \right)^{\frac{q}{2}} \\
&+ E \left[ \sup_{\delta^{-n} t_0 \leq t \leq \delta^{-n+1} t_0} \int_{\delta^{-n} t_0}^t |L_x(u(s), s, Y(s))| ds \right] \\
&= E|u(\delta^{-n} t_0)|^q + I_1 + I_2. 
\end{align*}
\]
(20)
Noting that $L \left( y, z, t, Y(t) \right) \leq \beta_1 |y|^q + \beta_2 |\delta z|$, $\beta_1 \geq 0, \beta_2 \geq 0$, we acquire that
\[
I_1 \leq \int_{\delta^{-n} t_0}^{\delta^{-n+1} t_0} |\beta_1 |y(s)|^q + \beta_2 |y(\delta s)|^q| ds. 
\]  
(21)

On the other hand, by using BDG inequality, we have that
\[
\begin{align*}
I_2 &\leq C_q \left( \int_{\delta^{-n} t_0}^{\delta^{-n+1} t_0} \left| L_x(u(s), s, Y(s)) \right| \left| H(y(s), y(\delta s), s, Y(s)) \right|^{\frac{q}{2}} ds \right)^{\frac{2}{q}} \\
&\leq qC_q L \left( \int_{\delta^{-n} t_0}^{\delta^{-n+1} t_0} |u(s)|^{2q-2} \left( |y(s)| + |y(\delta s)| \right)^{\frac{q}{2}} ds \right)^{\frac{1}{q}} \\
&\leq qC_q L \left( \epsilon \sup_{\delta^{-n} t_0 \leq t \leq \delta^{-n+1} t_0} |u(s)|^q \left( \frac{1}{1} \int_{\delta^{-n} t_0}^{\delta^{-n+1} t_0} |y(s)|^{q-2} \left( |y(s)| + |y(\delta s)| \right)^2 ds \right)^{\frac{1}{2}} \right). 
\end{align*}
\]
Applying the Young inequality to the above equation yields that
\[
I_2 \leq \frac{\epsilon qC_q L}{2} \sup_{\delta^{-n} t_0 \leq t \leq \delta^{-n+1} t_0} |u(s)|^q \\
+ \frac{2^{(q-3)\nu_0} qC_q L}{2\epsilon} \int_{\delta^{-n} t_0}^{\delta^{-n+1} t_0} \left( |y(s)|^{q-2} + \kappa^{q-2} |y(\delta s)|^{q-2} \right) (2 |y(s)|^2 + 2 |y(\delta s)|^2) ds. 
\]
(22)
Substituting $I_1$ and $I_2$ into Equation (20), we have

$$
E \left[ \sup_{\delta^{-n} t_0 \leq t \leq \delta^{-(n+1)} t_0} |u(s)|^q \right] \leq M_2 E[|u(\delta^{-n} t_0)|^q + M_2 \int_{\delta^{-n} t_0}^{\delta^{-(n+1)} t_0} |y(s)|^q ds
$$

$$
+ M_3 \int_{\delta^{-n} t_0}^{\delta^{-(n+1)} t_0} |y(\delta s)|^q ds,
$$

where $M_1 = 2$, $M_2 = 2(\theta-3)\sqrt{2q^2 C_4^2 L^2} + 2\beta_1$, $M_3 = 2(\theta-3)\sqrt{2q^2 C_4^2 L^2} + 2\beta_2 \delta$. When Theorem 2 holds, we obtain that

$$
E[|u(t)|^q] \leq \frac{d_2}{d_1} (1 + \kappa)^\theta (1 + t_0)^\theta \sup_{\delta t_0 \leq s \leq t_0} E[|y(s)|^q (1 + s)^{-\theta}],
$$

and

$$
E[|y(t)|^q] \leq \lambda (1 + \kappa)^\theta (1 + t_0)^\theta \sup_{\delta t_0 \leq s \leq t_0} E[|y(s)|^q (1 + s)^{-\theta}].
$$

Substituting Equations (24) and (25) into Equation (23) yields that

$$
E[|y(s)|^q] \leq M_4 (1 + \delta^{-n} t_0)^{-\theta} + M_5 \int_{\delta^{-n} t_0}^{\delta^{-(n+1)} t_0} (1 + s)^{-\theta} ds
$$

$$
+ M_6 \int_{\delta^{-n} t_0}^{\delta^{-(n+1)} t_0} (1 + s)^{-\theta} ds,
$$

where $M_4 = M_1 (1 + t_0)^\theta (1 + \kappa)^\theta \sup_{\delta t_0 \leq s \leq t_0} E[|y(s)|^q]$, $M_5 = \lambda (1 + \kappa)^\theta (1 + t_0)^\theta \sup_{\delta t_0 \leq s \leq t_0} E[|y(s)|^q] M_2$, and $M_6 = \lambda M_3 (1 + \kappa)^\theta (1 + t_0)^\theta \sup_{\delta t_0 \leq s \leq t_0} E[|y(s)|^q]$. According to Chebyshev’s inequality, we obtain that

$$
P\left\{ \sup_{\delta^{-n} t_0 \leq t \leq \delta^{-(n+1)} t_0} |u(t)|^q > (1 + \delta^{-n} t_0)^{-(\theta-\epsilon_0)} \right\}
$$

$$
\leq (1 + \delta^{-n} t_0)^{-\theta+\epsilon_0} E\left( \sup_{\delta^{-n} t_0 \leq t \leq \delta^{-(n+1)} t_0} |u(t)|^q \right)
$$

$$
\leq (1 + \delta^{-n} t_0)^{-\theta+\epsilon_0} \left[ M_4 + M_5 (\delta^{-(n+1)} t_0 - \delta^{-n} t_0) + M_6 (\delta^{-n} t_0 - \delta^{-(n-1)} t_0) \right] = \Phi(n).
$$

Noting $\epsilon_0 \in (1, \tilde{\eta})$, we have that

$$
\sum_{n=0}^{\infty} \Phi(n) = [M_4 + M_5 (\delta^{-1} - 1) + M_6 (1 - \delta)] \sum_{n=0}^{\infty} \frac{(1 + \delta^{-n} t_0)^\epsilon_0}{\delta^n} < \infty.
$$

By utilizing the Borel–Cantelli lemma, there exists one set $\Omega_0$ with $P(\Omega_0) = 1$ and one integer $n_0(\omega) > 0$, for $n > n_0(\omega)$, $\omega \in \Omega_0$ and $\delta^{-n} t_0 \leq t \leq \delta^{-(n+1)} t_0$, satisfying that

$$
|u(t)|^q = |y(t) - G(y(\delta t), t, Y(t))|^q \leq (1 + \delta^{-n} t_0)^{-(\theta-\epsilon_0)} \leq \left( \frac{1}{\delta} \right)^{\tilde{\eta} - \epsilon_0} (1 + t)^{-(\tilde{\eta} - \epsilon_0)}.
$$

By Lemma 3, we can conclude that

$$
\lim_{t \to +\infty} \sup_{n(1+t)} \frac{\ln |y(t)|}{\ln (1+t)} \leq -\frac{\tilde{\eta} - \epsilon_0}{\theta} a.s.
$$

\( \square \)
4. Examples

In this section, two examples are exhibited to show the validity of the proposed theoretical results.

Example 1. Consider the following NSPDEsMS

\[ d[y(t) - G(y(\delta t), t, Y(t))] = F(y(t), y(\delta t), t, Y(t))dt + H(y(t), y(\delta t), t, Y(t))dw(t), \]

where \( \delta = 0.2 \), \( Y(t) \) denotes one Markov chain taking values in \( S = \{1, 2\} \) with the generator

\[ \Gamma = \begin{bmatrix} -4 & 4 \\ 5 & -5 \end{bmatrix}. \]

Here,

\[ G(y(0.2t), i, t) = \begin{cases} 0.4y(0.2t), & i = 1, \\ 0.3y(0.2t), & i = 2. \end{cases} \]

\[ F(y(t), y(0.2t), t, i) = \begin{cases} -12[y(t) - 0.4y(0.2t)] - [y(t) - 0.4y(0.2t)]^3 + 0.5y(0.2t), & i = 1, \\ -10[y(t) - 0.3y(0.2t)] + 0.6y(0.2t), & i = 2. \end{cases} \]

\[ H(y(t), y(0.2t), t, i) = \begin{cases} 0.6y(0.2t), & i = 1, \\ 0.5y(0.2t), & i = 2. \end{cases} \]

We choose

\[ U(y, i, t) = y^2. \]

By computing, one obtains that

\[ \mathcal{L}U(y(t), y(0.2t), t, 1) \leq -23.5[y(t) - 0.4x(0.2t)]^2 + 0.86y^2(0.2t), \]

\[ \mathcal{L}U(y(t), y(0.2t), t, 2) \leq -19.4[y(t) - 0.3x(0.2t)]^2 + 0.85y^2(0.2t). \]

Furthermore, when

\[ U(y(0.2t), t, i) \leq \lambda U[y(t) - G(y(0.2t), t, i), t, i], \]

by choosing \( \lambda = 20 \), we have that

\[ \mathbb{E} \mathcal{L}U(y, i, t) \leq [-19.4 + 0.86 \times 20]U(y(t) - G(y(0.2t), t, i), t, i) \]

\[ \leq -2.2U(y(t) - G(y(0.2t), t, i)). \]

Let \( \tilde{\eta} = \min\{\mu, \frac{1}{\ln 2} \ln \frac{\lambda_1}{(1 + \lambda_2^2)^y}\} = \min\{2.2, \frac{1}{\ln 2} \ln \frac{20}{(1 + 0.2 \times 20^y)}\} = 1.0674 > 1. \] According to Theorems 2 and 3, we can deduce that the above system is polynomially stable in mean square and almost surely polynomially stable.

Example 2. Consider the two-dimensional system

\[ d[y(t) - G(y(0.6t), t, Y(t)))] = [A(Y(t))y(t) + B(Y(t))y(0.3t)]dt + CY(t)y(0.3t)dw(t), \]

where \( Y(t) \) denotes one Markov chain with the generator

\[ \Gamma = \begin{bmatrix} -1 & 1 \\ 3 & -3 \end{bmatrix}. \]
Meanwhile,

$$G(y(0.6t), i, t) = \begin{bmatrix} 0.3y_1(0.6t) \\ 0.3y_2(0.6t) \end{bmatrix}.$$ 

$$A(1) = A_1 = \begin{bmatrix} -4 & 0.2 \\ 0.1 & -0.4 \end{bmatrix}, B(1) = B_1 = \begin{bmatrix} 1.5 & 0.34 \\ 0.17 & 1.7 \end{bmatrix}, C(1) = C_1 = \begin{bmatrix} 0.1 & 0.3 \\ 0.4 & 0.2 \end{bmatrix},$$

$$A(2) = A_2 = \begin{bmatrix} 0.3 & 0.5 \\ 0.6 & -3 \end{bmatrix}, B(2) = B_2 = \begin{bmatrix} 1.1 & -0.05 \\ 0.12 & 1.1 \end{bmatrix}, C(2) = C_2 = \begin{bmatrix} 0.4 & 0.1 \\ 0.1 & 0.5 \end{bmatrix}.$$ 

We choose the Lyapunov function

$$U(y, i, t) = \theta_i[(y_1 - G(y_1(0.6t), i, t))^2 + (y_2 - G(y_2(0.6t), i, t))^2], i = 1, 2.$$ 

Let $\theta_1 = 2, \theta_2 = 3, d_1 = 2, d_2 = 3, \lambda = 6, \lambda_1 = 4$. If

$$U(y, i, t) \leq \lambda U[y(t) - G(y(0.6t), i, t), i, t],$$

then we have

$$LU(y(t), y(0.6t), i, t, i) \leq \lambda_{\max}[A_i + A_i^T + I + \frac{1}{\theta_i} \sum_{l=1}^{2} r_{ij}\theta_l I] + \lambda_2 \max{[(0.3A_i + B_i)^T (0.3A_i + B_i)}$$

$$+ C_i^TC_i]U[y(t) - G(y(0.6t), t, i, t, i)].$$

We compute that

$$LU(y(t), y(0.6t), t, 1) \leq (-7.7 + 6.1626)U(y(t) - G(y(0.6t), t, 1), t, 1)$$

$$\leq -1.5374U(y(t) - G(y(0.6t), t, 1), t, 1),$$

and

$$LU(y(t), y(0.6t), t, 2) \leq -2.0404U(y(t) - G(y(0.6t), t, 2), t, 2),$$

which indicates that

$$LU(y(t), y(0.6t), t, i) \leq -1.5U(y(t) - G(y(0.6t), i, t), t, i).$$

Let $\mu = 1.5$. Noting that

$$\frac{1}{\ln \frac{\lambda_1}{(1 + \kappa\lambda_1^{\frac{1}{2}})^2}} = \frac{1}{\ln \frac{1}{0.6}} \ln \frac{4}{(1 + 0.6)^2} = 0.8737,$$

then $\eta = \min \left\{ \mu \frac{1}{\ln \frac{\lambda_1}{(1 + \kappa\lambda_1^{\frac{1}{2}})^2}} \right\} = \min \{1.5, 0.8737\} = 0.8737 < 1$. Hence, according to Theorems 2 and 3, we can conclude that the above system is polynomially stable in mean square rather than almost surely polynomially stable.

5. Conclusions

In this paper, the new Razumikhin theorem on the $q$th moment polynomial stability of NSPDEsMS is established. Furthermore, combining with several stochastic analysis techniques, the almost sure polynomial stability of NSPDEsMS is explored. In the end, the effectiveness of the main results is demonstrated through two concrete examples. In years to come, our theoretical work can be further generalized to the SPDEs with Lévy noise or neural network systems.
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