Linear perturbations of the Wigner transform and the Weyl quantization
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Abstract We study a class of quadratic time-frequency representations that, roughly speaking, are obtained by linear perturbations of the Wigner transform. They satisfy Moyal’s formula by default and share many other properties with the Wigner transform, but in general they do not belong to Cohen’s class. We provide a characterization of the intersection of the two classes. To any such time-frequency representation, we associate a pseudodifferential calculus. We investigate the related quantization procedure, study the properties of the pseudodifferential operators, and compare the formalism with that of the Weyl calculus.
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1 Introduction

The Wigner transform is a key concept lying at the heart of pseudodifferential operator theory and time-frequency analysis. It was introduced by Wigner [44] as a quasi-probability distribution in order to extend the phase-space formalism of classical statistical mechanics to the domain of quantum physics. Subsequently, this line of thought led to the phase-space formulation of quantum mechanics. In engineering, the Wigner transform was considered the ideal tool for the simultaneous investigation of temporal and spectral features of signals, because it enjoys all properties desired from a good time-frequency representation (except for positivity) [40].

To be precise, the (cross-)Wigner distribution of two signals \( f, g \in L^2(\mathbb{R}^d) \) is defined as

\[
W(f, g)(x, \omega) = \int_{\mathbb{R}^d} e^{-2\pi i y \cdot \omega} f \left( x + \frac{y}{2} \right) g \left( x - \frac{y}{2} \right) dy.
\]  

(1)

If \( f = g \) we write \( Wf(x, \omega) \). This is an example of a quadratic time-frequency representation, and heuristically \( Wf(x, \omega) \) is interpreted as a measure of the energy content of the signal \( f \) in a “tight” spectral band around \( \omega \) during a “short” time interval near \( x \).

The Wigner transform plays a key role in the Weyl quantization and the corresponding pseudodifferential calculus. Quantization is a formalism that associates a function on phase space (an observable) with an operator on a Hilbert space. The standard quantization rule in physics is the Weyl correspondence: given the phase-space observable \( \sigma \in S'(\mathbb{R}^{2d}) \) (called symbol in mathematical language) the corresponding Weyl transform \( \text{op}_W(\sigma) : S(\mathbb{R}^d) \rightarrow S'(\mathbb{R}^d) \) is (formally) defined by

\[
\text{op}_W(\sigma)f(x) = \int_{\mathbb{R}^{2d}} e^{2\pi i(x-y) \cdot \omega} \sigma \left( \frac{x+y}{2}, \omega \right) f(y) dy d\omega.
\]  

(2)

A formal computation reveals the role of the Wigner transform in this definition, because

\[
\langle \text{op}_W(\sigma)f, g \rangle = \langle \sigma, W(g, f) \rangle, \quad f, g \in S(\mathbb{R}^d).
\]  

(3)

Whereas the rigorous interpretation of (2) is subtle and requires oscillatory integrals, the weak formulation (3) is easy to handle and works without problems for distributional symbols \( \sigma \). The bracket \( \langle f, g \rangle \) denote the extension to \( S'(\mathbb{R}^d) \times S(\mathbb{R}^d) \) of the inner product on \( L^2(\mathbb{R}^d) \).

Unfortunately, not all properties which are desired from a time-frequency representation are compatible. The Wigner transform is real-valued, but it may take negative values. This is a serious obstruction to the interpretation of the Wigner transform as a probability distribution or as an energy density of a signal. By Hudson’s theorem [44] only generalized Gaussian functions have positive Wigner transforms.

To obtain time-frequency representations that are positive for all functions, one takes local averages of the Wigner transform in order to tame the sign oscillations. This is usually done by convolving \( Wf \) with a suitable kernel \( \theta \). This idea yields a
class of quadratic time-frequency representations, which is called Cohen’s class [8].
The time-frequency representations in Cohen’s class are parametrized by a kernel
\( \theta \in S’(\mathbb{R}^{2d}) \), and the associated representation is defined as
\[
Q_\theta(f, g) := W(f, g) \ast \theta, \quad f, g \in S(\mathbb{R}^d).
\] (4)

Most time-frequency representations proposed so far belong to Cohen’s class [7, 33],
and the correspondence between properties of \( \theta \) and \( Q_\theta \) is well understood [33, 37].
In many examples \( Q_\theta \) can be interpreted as a perturbation of the Wigner distribution,
while retaining some of its important properties. Thus Cohen’s class provides a
unifying framework for the study of time-frequency representations appearing in
signal processing. See for instance [7, 9, 32, 33].

Next, for every time-frequency representation in Cohen’s class one can introduce
a quantization rule in analogy to the Weyl quantization (3), namely,
\[
\langle \text{op}_\theta(\sigma) f, g \rangle = \langle \sigma, Q_\theta(g, f) \rangle = \langle \sigma \ast \theta^*, W(g, f) \rangle,
\]
\( f, g \in S(\mathbb{R}^d) \), (5)

whenever the expressions make sense. Although the new operator \( \text{op}_\theta(\sigma) \) is just a
Weyl operator with the modified symbol \( \sigma \ast \theta^* \) (whenever defined in \( S’(\mathbb{R}^{2d}) \)),
the variety of pseudodifferential calculi given by definition (5) adds flexibility and a new
flavor to the description and analysis of operators.

For example, a first variation of the Wigner transform are the \( \tau \)-Wigner transforms
\[
W_\tau(f, g)(x, \omega) = \int_{\mathbb{R}^d} e^{-2\pi iy \cdot \omega} f(\frac{x + \tau y}{2}) g(\frac{x - (1 - \tau)y}{2}) d\omega,
\]
\( f, g \in S(\mathbb{R}^d) \). (6)

These belong to Cohen’s class and possess the kernel \( \theta_\tau \in S(\mathbb{R}^{2d}) \) with Fourier transform
\[
\hat{\theta}_\tau(\xi, \eta) = e^{-2\pi i(\tau - \frac{1}{2})\xi \cdot \eta}, \quad (\xi, \eta) \in \mathbb{R}^{2d}.
\] (7)

The corresponding pseudodifferential calculi are the Shubin \( \tau \)-pseudodifferential
operators \( \text{op}_\theta(\sigma) \) in formula (5). For the parameter \( \tau = 1/2 \) this is the Weyl
calculus, for \( \tau = 0 \) this is the Kohn-Nirenberg calculus. The important Born-Jordan
quantization rule is obtained as an average over \( \tau \in [0, 1] \), see [5] or the textbook
[18].

From (7) we see that the deviation from the Wigner transform is measured by
\( \mu = \tau - 1/2 \). Hence a natural generalization of the \( \tau \)-Wigner transform is the replacement of the scalar parameter \( \mu \) with a matrix expression \( M = T - (1/2)I \),
with \( T \in \mathbb{R}^{d \times d} \). This gives the family of matrix-Wigner distributions
\[
W_M(f, g)(x, \omega) = \int_{\mathbb{R}^d} e^{-2\pi iy \cdot \omega} f\left(x + \left(M + \frac{1}{2}I\right)y\right) g\left(x + \left(M - \frac{1}{2}I\right)y\right) d\omega.
\] (8)

Again these are members of the Cohen class in (4) with a kernel \( \theta_M \) given by its
Fourier transform
\[
\hat{\theta}_M(\xi, \eta) = e^{-2\pi i\xi \cdot M\eta}.
\] (9)
An even more general definition in the spirit of (8) uses an arbitrary linear mapping of the pair \((x, y) \in \mathbb{R}^{2d}\). Let \(A = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix}\) be an invertible, real-valued \(2d \times 2d\)-matrix. We define the matrix-Wigner transform \(B_A\) of two functions \(f, g\) by

\[
B_A(f, g)(x, \omega) = \int_{\mathbb{R}^d} e^{-2\pi i y \cdot \omega} f (A_{11}x + A_{12}y) g (A_{21}x + A_{22}y) dy. \tag{10}
\]

Clearly, \(W_M\) in (8) is a special case by choosing

\[
A = A_M = \begin{pmatrix} I & M + (1/2)I \\ I & M - (1/2)I \end{pmatrix}. \tag{11}
\]

Once again, every matrix Wigner transform \(B_A\) is associated with a pseudodifferential calculus or a quantization rule. Given an invertible \(2d \times 2d\)-matrix \(A\) and a symbol \(\sigma \in S'(\mathbb{R}^{2d})\), we define the operator \(\sigma^A\) by

\[
\langle \sigma^A f, g \rangle \equiv \langle \sigma, B_A(g, f) \rangle, \quad f, g \in S(\mathbb{R}^d). \tag{12}
\]

This is then a continuous operator from \(S(\mathbb{R}^d)\) to \(S'(\mathbb{R}^d)\) and the mapping \(\sigma \to \sigma^A\) is a form of quantization similar to the Weyl quantization.

The class of matrix Wigner transforms has already a sizeable history. To our knowledge they were first introduced in [23] in dimension \(d = 1\) for a different purpose, but the original contribution to the subject went by unnoticed.

The first thorough investigation of the matrix Wigner transforms \(B_A\) is contained in the unpublished Ph. D. thesis [1] of the first-named author who studied the general properties of this class of time-frequency representations and the associated pseudodifferential operators. Independently, [3] introduced and studied these “Wigner representations associated with linear transformations of the time-frequency plane” in dimension \(d = 1\). In [24] matrix Wigner transforms were used for a signal estimation problem.

Recently, in [43] Toft discusses “matrix parametrized pseudo-differential calculi on modulation spaces”, which correspond to the time-frequency representations in (8).

Finally, two of us [11] took up and reworked and streamlined several results of [1] and determined the precise intersection between matrix Wigner transforms and Cohen’s class.

The goal of this chapter is a systematic survey of the accumulated knowledge about the matrix Wigner transforms and their pseudodifferential calculi.

In the first part (Section 3) we discuss the general properties of the matrix Wigner transforms.

(i) We state the main formulas for covariance, the behavior with respect to the Fourier transform, the analog of Moyal’s formulas, and the inversion formula.

(ii) It is well-known that, up to normalization, the ambiguity function and the short-time Fourier transform are just different versions and names for the Wigner transform. This is no longer true for the matrix Wigner transforms, so we give precise conditions on the parametrizing matrix \(A\) so that \(B_A\) can be expressed as a short-time Fourier transform, up to a phase factor and a change of coordinates.
(iii) Of special importance is the intersection of the class of matrix Wigner transforms with Cohen’s class. After a partial result in [1], it was proved in [11] that $B_A$ belongs to Cohen’s class, if and only if $A = \begin{pmatrix} I & M \frac{I}{2} \\ -M \frac{I}{2} & I \end{pmatrix}$ for some $d \times d$-matrix $M$. Thus in general a matrix Wigner transform does not belong to Cohen’s class. This fact explains why for certain results we have to impose assumptions on the parametrizing matrix $A$.

(iv) A further item is the boundedness of the bilinear mapping $(f, g) \mapsto B_A(f, g)$ on various function spaces. These results are quite useful in the analysis of the mapping properties of the pseudodifferential operators $\sigma^A$.

In the second part (Section 4) we study the pseudodifferential calculi defined by the rule (12).

(i) Based on Feichtinger’s kernel theorem (see Theorem [1]), we first show that every “reasonable” operator can be represented as a pseudodifferential operator $\sigma^A$. We remark that the map $\sigma(A) \mapsto \sigma^A$ is highly non-injective and, given two matrices $A$ and $B$ and two symbols $\sigma, \rho$, we obtain formulas characterizing the condition $\sigma^A = \rho^B$.

(ii) A large section is devoted to the mapping properties of the pseudodifferential operator $\sigma^A$ on various function spaces, in particular on $L^p$-spaces and on modulation spaces.

(iii) Finally, we extend the boundedness results for symbols in the Sjöstrand class to those pseudodifferential operators for which $B_A$ is in Cohen’s class.

For most results we will include proofs, but we will omit those proofs that only require a formal computation. We hope that the self-contained and comprehensive presentation of matrix Wigner distributions and their pseudodifferential calculi will offer some added value when compared with the focussed, individual publications.

2 Preliminaries

Notation. We define $t^2 = t \cdot t$, for $t \in \mathbb{R}^d$, and $x \cdot y$ is the scalar product on $\mathbb{R}^d$. The Schwartz class is denoted by $S(\mathbb{R}^d)$, the space of temperate distributions by $S'(\mathbb{R}^d)$. The brackets $\langle f, g \rangle$ denote the extension to $S'(\mathbb{R}^d) \times S(\mathbb{R}^d)$ of the inner product $\langle f, g \rangle = \int f(t)g(t)dt$ on $L^2(\mathbb{R}^d)$. The conjugate exponent $p'$ of $p \in [1, \infty]$ is defined by $1/p + 1/p' = 1$. The symbol $\lesssim$ means that the underlying inequality holds up to a positive constant factor $C = C(\lambda) > 0$ that depends on the parameter $\lambda$:

$$f \lesssim g \quad \Rightarrow \quad \exists C > 0 : f \leq Cg.$$  

If $f \lesssim g$ and $g \lesssim f$ we write $f \asymp g$.

The Fourier transform of a function $f \in S(\mathbb{R}^d)$ is normalized as

$$\mathcal{F} f(\omega) = \int_{\mathbb{R}^d} e^{-2\pi i x \cdot \omega} f(x) \, dx, \quad \omega \in \mathbb{R}^d.$$
For any \( x, \omega \in \mathbb{R}^d \), the modulation \( M_\omega \) and translation \( T_x \) operators are defined as
\[
M_\omega f(t) = e^{2\pi i t \cdot \omega} f(t), \quad T_x f(t) = f(t - x).
\]
Their composition \( \pi(x, \omega) = M_\omega T_x \) is called a time-frequency shift. Given a complex-valued function \( f \) on \( \mathbb{R}^d \), the involution \( f^* \) is defined as
\[
f^*(t) := \overline{f(-t)}, \quad t \in \mathbb{R}^d.
\]

The short-time Fourier transform (STFT) of a signal \( f \in S'(\mathbb{R}^d) \) with respect to the window function \( g \in S(\mathbb{R}^d) \) is defined as
\[
V_g f(x, \omega) = \langle f, \pi(x, \omega) g \rangle = \mathcal{F}(f \cdot \overline{T_x g})(\omega) = \int_{\mathbb{R}^d} f(y) \overline{g(y - x)} e^{-2\pi i y \cdot \omega} dy. \tag{13}
\]

The group of invertible, real-valued \( 2d \times 2d \) matrices is denoted by
\[
GL(2d, \mathbb{R}) = \{ M \in \mathbb{R}^{2d \times 2d} \mid \det M \neq 0 \},
\]
and we denote the transpose of an inverse matrix by
\[
M^g \equiv (M^{-1})^T = (M^T)^{-1}, \quad M \in GL(2d, \mathbb{R}).
\]

Let \( J \) denote the canonical symplectic matrix in \( \mathbb{R}^{2d} \), namely
\[
J = \begin{pmatrix} 0_d & I_d \\ -I_d & 0_d \end{pmatrix}.
\]

Observe that, for \( z = (z_1, z_2) \in \mathbb{R}^{2d} \), we have \( J z = J(z_1, z_2) = (z_2, -z_1) \), \( J^{-1} z = J^{-1}(z_1, z_2) = (-z_2, z_1) = -J z \), and \( J^2 = -I_{2d \times 2d} \).

### 2.1 Function spaces

Recall that \( C_0(\mathbb{R}^d) \) denotes the class of continuous functions on \( \mathbb{R}^d \) vanishing at infinity.

**Modulation spaces.** Fix a non-zero window \( g \in S(\mathbb{R}^d) \) and \( 1 \leq p, q \leq \infty \).

(i) The modulation space \( M^{p,q}(\mathbb{R}^d) \) consists of all temperate distributions \( f \in S'(\mathbb{R}^d) \) such that \( V_g f \in L^{p,q}(\mathbb{R}^{2d}) \) (mixed-norm Lebesgue space). The norm on \( M^{p,q} \) is
\[
\| f \|_{M^{p,q}} = \| V_g f \|_{L^{p,q}} = \left( \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} |V_g f(x, \omega)|^p \, dx \right)^{q/p} \, d\omega \right)^{1/q},
\]
(with obvious modifications for \( p = \infty \) or \( q = \infty \)). If \( p = q \), we write \( M^p \) instead of \( M^{p,p} \).
(ii) The modulation space \( W(\mathcal{F} L^p, L^q)(\mathbb{R}^d) \) can be defined as the space of distributions \( f \in S'(\mathbb{R}^d) \) such that

\[
\|f\|_{W(\mathcal{F} L^p, L^q)(\mathbb{R}^d)} := \left( \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} |V_g f(x, \omega)|^p \, d\omega \right)^{q/p} \, dx \right)^{1/q} < \infty
\]

(with obvious modifications for \( p = \infty \) or \( q = \infty \)). It can also be viewed as a special case of Wiener amalgam spaces [21]. Though their inventor H.G. Feichtinger nowadays suggests to call it modulation rather than Wiener amalgam space, since its definition involves the mixed-Lebesgue norm of the short-time Fourier transform of \( f \).

The so-called fundamental identity of time-frequency analysis

\[
V_g f(x, \omega) = e^{-2\pi ix \cdot \omega} \hat{V}_g \hat{f}(\omega, -x)
\]

implies that

\[
\|f\|_{M^{p,q}} = \left( \int_{\mathbb{R}^d} \| \tilde{T}_g \hat{f}(\omega) \|_{\mathcal{F} L^p(\mathbb{R})}^q \, d\omega \right)^{1/q} = \|f\|_{W(\mathcal{F} L^p, L^q)}.
\]

Hence the \( W(\mathcal{F} L^p, L^q) \) spaces under our consideration are simply the image via the Fourier transform of the \( M^{p,q} \) spaces:

\[
\mathcal{F}(M^{p,q}) = W(\mathcal{F} L^p, L^q).
\]

The spaces \( M^{p,q}(\mathbb{R}^d) \) and \( W(\mathcal{F} L^p, L^q)(\mathbb{R}^d) \) are Banach spaces. Further, their definition is independent of the choice of the window \( g \). The reader may find a comprehensive discussion of these function spaces in [21, 20, 26]. In particular, for \( p = q \), we obtain

\[
M^p(\mathbb{R}^d) = W(\mathcal{F} L^p, L^p)(\mathbb{R}^d), \quad 1 \leq p \leq \infty.
\]

Recall that the class of admissible windows for computing the modulation space norm can be extended to \( M^1 \setminus \{0\} \) (cf. [26] Thm. 11.3.7] and [15 Thm. 2.2]).

For \( p = q = 2 \), we have

\[
M^2(\mathbb{R}^d) = L^2(\mathbb{R}^d),
\]

the Hilbert space of square-integrable functions. Among the properties of modulation spaces we list the following results.

**Lemma 1** For \( 1 \leq p, q, p_1, q_1, p_2, q_2 \leq \infty \), we have

(i) \( M^{p_1,q_1}(\mathbb{R}^d) \hookrightarrow M^{p_2,q_2}(\mathbb{R}^d) \), if \( p_1 \leq p_2 \) and \( q_1 \leq q_2 \).

(ii) If \( 1 \leq p, q < \infty \), then \( (M^{p,q}(\mathbb{R}^d))^\prime = M^{p',q'}(\mathbb{R}^d) \).
2.2 Basic Properties of $M^1$

Here we collect the main properties of the modulation space $M^1(\mathbb{R}^d)$, also known as the Feichtinger algebra [19]. By Lemma 1(ii) we infer its dual space $(M^1(\mathbb{R}^d))' = M^\infty(\mathbb{R}^d)$ and the inclusions $M^1(\mathbb{R}^d) \hookrightarrow M^{p,q}(\mathbb{R}^d)$, for every $1 \leq p, q \leq \infty$. In particular, $M^1(\mathbb{R}^d) \hookrightarrow L^2(\mathbb{R}^d) \hookrightarrow M^\infty(\mathbb{R}^d)$.

There are plenty of equivalent characterizations for the Feichtinger algebra, we refer the interested reader to cf. [35].

**Proposition 1**

(i) $(M^1(\mathbb{R}^d), \|\cdot\|_{M^1})$ is a Banach space for any fixed non-zero window $g \in M^1(\mathbb{R}^d)$, and different windows yield equivalent norms.

(ii) $(M^1(\mathbb{R}^d), \|\cdot\|_{M^1})$ is a time-frequency homogeneous Banach space: for any $z \in \mathbb{R}^{2d}, f \in M^1(\mathbb{R}^d)$, one has $\pi(z)f \in M^1(\mathbb{R}^d)$ and $\|\pi(z)f\|_{M^1} = \|f\|_{M^1}$.

In particular, it is the smallest time-frequency homogeneous Banach space containing the Gaussian function.

(iii) The Schwartz class $S(\mathbb{R}^d)$ is a subset of $M^1(\mathbb{R}^d)$ and $L^2(\mathbb{R}^d)$ is the completion of $M^1(\mathbb{R}^d)$ with respect to $\|\cdot\|_{L^2}$ norm.

(iv) $M^1(\mathbb{R}^d)$ is invariant under the Fourier transform, i.e. for any $f \in M^1(\mathbb{R}^d)$ one has $\mathcal{F}f \in M^1(\mathbb{R}^d)$ and $\|\mathcal{F}f\|_{M^1} = \|f\|_{M^1}$.

Recall that the tensor product of two functions $f, g : \mathbb{R}^d \to \mathbb{C}$ it is defined as $$ f \otimes g : \mathbb{R}^{2d} \to \mathbb{C} : (x, y) \mapsto f(x) g(y). $$

Clearly the tensor product $\otimes$ is a bilinear bounded mapping from $L^2(\mathbb{R}^d) \times L^2(\mathbb{R}^d)$ into $L^2(\mathbb{R}^{2d})$. Feichtinger algebra is well behaved under tensor products and we list a few results.

**Proposition 2**

(i) The tensor product

$$ \otimes : M^1(\mathbb{R}^d) \times M^1(\mathbb{R}^d) \to M^1(\mathbb{R}^{2d}) $$

is a bilinear bounded operator.

(ii) $M^1$ enjoys the tensor factorization property, the space $M^1(\mathbb{R}^{2d})$ consists of all functions of the form

$$ f = \sum_{n \in \mathbb{N}} g_n \otimes h_n, $$

where $\{g_n\}, \{h_n\}$ are (sequences of) functions in $M^1(\mathbb{R}^d)$ such that

---

1 That is, $M^1(\mathbb{R}^{2d}) = M^1(\mathbb{R}^d) \widehat{\otimes} M^1(\mathbb{R}^d)$, where the symbol $\widehat{\otimes}$ denotes the projective tensor product (see [35] for the details).
(iii) The tensor product is well defined on $M^\infty$: for any $f, g \in M^\infty(\mathbb{R}^d)$, $f \otimes g$ is the unique element of $M^\infty(\mathbb{R}^{2d})$ such that
\[
\langle f \otimes g, \phi_1 \otimes \phi_2 \rangle \equiv \langle f, \phi_1 \rangle \langle g, \phi_2 \rangle, \quad \forall \phi_1, \phi_2 \in M^1(\mathbb{R}^d).
\]

Just as the (temperate) distributions are related to the Schwartz kernel theorem, there is an important kernel theorem in the context of time-frequency analysis, the Feichtinger kernel theorem [22].

**Theorem 1** (i) Every distribution $k \in M^\infty(\mathbb{R}^{2d})$ defines a bounded linear operator $T_k : M^1(\mathbb{R}^d) \to M^\infty(\mathbb{R}^d)$ according to
\[
\langle T_k f, g \rangle = \langle k, g \otimes f \rangle, \quad \forall f, g \in M^1(\mathbb{R}^d),
\]

with $\|T_k\|_{M^1 \to M^\infty} \leq \|k\|_{M^\infty}$.

(ii) For any bounded operator $T : M^1(\mathbb{R}^d) \to M^\infty(\mathbb{R}^d)$ there exists a unique kernel $k_T \in M^\infty(\mathbb{R}^{2d})$ such that
\[
\langle T f, g \rangle = \langle k_T, g \otimes f \rangle, \quad \forall f, g \in M^1(\mathbb{R}^d).
\]

The proofs of the aforementioned results can be found in the cited references. We wish to highlight the comprehensive survey [35], where the properties of the Feichtinger algebra are explored in full generality.

### 2.3 Bilinear coordinate transformations

Let us summarize the properties of bilinear coordinate transformations in the time-frequency plane. Given a matrix $A = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix} \in \mathbb{R}^{2d \times 2d}$ with $d \times d$ blocks $A_{ij} \in \mathbb{R}^{d \times d}$, $i, j = 1, 2$, we use the symbol $\mathcal{I}_A$ to denote the transformation acting on a function $F : \mathbb{R}^{2d} \to \mathbb{C}$ as
\[
\mathcal{I}_A F(x, y) = F \left( A \begin{pmatrix} x \\ y \end{pmatrix} \right) = F(A_{11}x + A_{12}y, A_{21}x + A_{22}y).
\]

The following lemma collects elementary facts on such transformations.

**Lemma 2** (i) For any $A, B \in \mathbb{R}^{2d \times 2d}$ we have $\mathcal{I}_A \mathcal{I}_B = \mathcal{I}_{BA}$.

(ii) If $A \in \text{GL}(2d, \mathbb{R})$, the transformation $\mathcal{I}_A$ is a topological isomorphism on $L^2(\mathbb{R}^{2d})$ with inverse $\mathcal{I}_A^{-1} = \mathcal{I}_{A^{-1}}$ and adjoint $\mathcal{I}_A^* = |\det A|^{-1} \mathcal{I}_{A^{-1}}$.

(iii) If $A \in \text{GL}(2d, \mathbb{R})$, the transformation $\mathcal{I}_A$ is an isomorphism on $M^1(\mathbb{R}^{2d})$. 
(iv) For any \(A \in \text{GL}(2d, \mathbb{R})\), \(f \in L^2(\mathbb{R}^d)\), \(x, \omega \in \mathbb{R}^d\): 
\[
\mathcal{T}_A T_x f = T_{A^{-1}x} \mathcal{T}_A f, \quad \mathcal{T}_A M_\omega f = M_{A^\top \omega} \mathcal{T}_A f.
\]

**Proof** The only non-trivial issue is the continuity on \(M^1\). By [10, Prop. 3.1] we have 
\[
\| \mathcal{T}_A F \|_{M^1} \leq C |\det A|^{-1} \left( |\det (I + A^\top A)| \right)^{1/2} \| F \|_{M^1},
\]
for some constant \(C > 0\). □

Two special transformations deserve a separate notation. The first is the *flip* operator 
\[
\tilde{F}(x, y) \equiv \mathcal{T}_I F(x, y) = F(y, x), \quad \tilde{I} = \begin{pmatrix} 0_d & I_d \\ I_d & 0_d \end{pmatrix} \in \text{GL}(2d, \mathbb{R}),
\]
while the other one is the *reflection* operator: 
\[
\mathcal{I} F(x, y) \equiv \mathcal{T}_{-I} F(x, y) = F(-x, -y).
\]
Sometimes we will also write \(\mathcal{I} = -I \in \text{GL}(2d, \mathbb{R})\).

### 2.4 Partial Fourier transforms

Given \(F \in L^1(\mathbb{R}^{2d})\), we use the symbols \(\mathcal{F}_1\) and \(\mathcal{F}_2\) to denote the partial Fourier transforms 
\[
\mathcal{F}_1 F(\xi, y) = \widehat{F}_y(\xi) = \int_{\mathbb{R}^d} e^{-2\pi i \xi \cdot t} F(t, y) \, dt, \quad \xi, y \in \mathbb{R}^d
\]
\[
\mathcal{F}_2 F(x, \omega) = \widehat{F}_x(\omega) = \int_{\mathbb{R}^d} e^{-2\pi i \omega \cdot t} F(x, t) \, dt, \quad x, \omega \in \mathbb{R}^d,
\]
where \(\widehat{\cdot}\) denotes the Fourier transform on \(L^1(\mathbb{R}^d)\) and 
\[
F_x(y) = F(x, y), \quad F_y(x) = F(x, y) \quad x, y \in \mathbb{R}^d
\]
are the sections of \(F\) at fixed \(x\) and \(y\), respectively. The definition is well-posed thanks to Fubini’s theorem, which implies that \(F_x \in L^1(\mathbb{R}_y^d)\) for a.e. \(x \in \mathbb{R}^d\) and \(F_y \in L^1(\mathbb{R}_x^d)\) for a.e. \(y \in \mathbb{R}^d\), thus \(\mathcal{F}_1 F\) and \(\mathcal{F}_2 F\) are indeed well defined. The Fourier transform \(\mathcal{F}\) is therefore related to the partial Fourier transforms as 
\[
\mathcal{F} = \mathcal{F}_1 \mathcal{F}_2 = \mathcal{F}_2 \mathcal{F}_1.
\]
Using Plancherel’s theorem and properties of modulation spaces (Proposition\[1\] item (iv)), the following extension of the partial Fourier transform is routine.
Lemma 3  (i) The partial Fourier transform $\mathcal{T}_2$ is a unitary operator on $L^2(\mathbb{R}^d)$. In particular,

$$\mathcal{T}_2^* F (x, y) = \mathcal{T}_2^{-1} F (x, y) = \mathcal{T}_2 F (x, -y) = \mathbb{I} \mathcal{T}_2 F (x, y),$$

where $\mathbb{I} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$.

(ii) The partial Fourier transform $\mathcal{T}_2$ is an isomorphism on $M^1(\mathbb{R}^d)$ and on $M^\infty(\mathbb{R}^d)$.

3 Matrix-Wigner distributions

Let us define the main characters of this survey.

Definition 1 Let $A = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix} \in \text{GL}(2d, \mathbb{R})$. The time-frequency distribution of Wigner type for $f$ and $g$ associated with $A$ (in short: matrix-Wigner distribution, MWD) is defined for suitable functions $f, g$ as

$$\mathcal{B}_A (f, g) (x, \omega) = \mathcal{T}_2 \mathbb{I}_A (f \otimes \overline{g}) (x, \omega). \quad (16)$$

When $g = f$, we write $\mathcal{B}_A$ for $\mathcal{B}_A (f, f)$.

Explicitly, $\mathcal{B}_A$ is given by

$$\mathcal{B}_A (f, g) (x, \omega) = \int_{\mathbb{R}^d} e^{-2\pi i \omega \cdot y} f (A_{11} x + A_{12} y) \overline{g (A_{21} x + A_{22} y)} dy.$$ 

This definition is meaningful on many function spaces. A first result is for the triple $(M^1, L^2, M^\infty)$.

Proposition 3 Assume $A \in \text{GL}(2d, \mathbb{R})$.

(i) If $f, g \in L^2(\mathbb{R}^d)$, then $\mathcal{B}_A (f, g) \in L^2(\mathbb{R}^{2d})$ and the mapping $\mathcal{B}_A : L^2(\mathbb{R}^d) \times L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^{2d})$ is continuous. Furthermore, span $\{ \mathcal{B}_A (f, g) \mid f, g \in L^2(\mathbb{R}^d) \}$ is a dense subset of $L^2(\mathbb{R}^{2d})$.

(ii) If $f, g \in M^1(\mathbb{R}^d)$, then $\mathcal{B}_A (f, g) \in M^1(\mathbb{R}^{2d})$ and the mapping $\mathcal{B}_A : M^1(\mathbb{R}^d) \times M^1(\mathbb{R}^d) \to M^1(\mathbb{R}^{2d})$ is continuous.

(iii) If $f, g \in M^\infty(\mathbb{R}^d)$, then $\mathcal{B}_A (f, g) \in M^\infty(\mathbb{R}^{2d})$ and the mapping $\mathcal{B}_A : M^\infty(\mathbb{R}^d) \times M^\infty(\mathbb{R}^d) \to M^\infty(\mathbb{R}^{2d})$ is continuous.

The standard time-frequency representations covered within this framework include for instance:

- the short-time Fourier transform:

$$V_{g} f (x, \omega) = \int_{\mathbb{R}^d} e^{-2\pi i \omega \cdot y} f (y) \overline{g (y - x)} dy = \mathcal{B}_{A_{ST}} (f, g) (x, \omega), \quad (17)$$

where
\[ A_{ST} = \begin{pmatrix} 0 & I \\ -I & I \end{pmatrix} ; \]

- the cross-ambiguity function:
\[
Amb(f, g)(x, \omega) = \int_{\mathbb{R}^d} e^{-2\pi i \omega \cdot y} f \left( y + \frac{x}{2} \right) g \left( y - \frac{x}{2} \right) dy = B_{A_{Amb}}(f, g)(x, \omega),
\]
where
\[ A_{Amb} = \begin{pmatrix} \frac{1}{2} & I \\ -\frac{1}{2} & I \end{pmatrix} ; \]

- the Wigner distribution:
\[
W(f, g)(x, \omega) = \int_{\mathbb{R}^d} e^{-2\pi i \omega \cdot y} f \left( x + \frac{y}{2} \right) g \left( x - \frac{y}{2} \right) dy ;
\]

- the Rihaczek distribution:
\[
R(f, g)(x, \omega) = \int_{\mathbb{R}^d} e^{-2\pi i \omega \cdot y} f(x) g(x - y) dy = e^{-2\pi i x \cdot \omega} f(x) \hat{g}(\omega). \]

The latter two distributions are special cases of the $\tau$-Wigner distribution defined in (6). For any $\tau \in [0, 1]$, we have
\[
W_{\tau}(f, g)(x, \omega) = B_{A_{\tau}}(f, g)(x, \omega),
\]
where
\[ A_{\tau} = \begin{pmatrix} I & \tau I \\ I & -\tau I \end{pmatrix} . \]

The list of elementary properties is in line of those for the short-time Fourier transform or the Wigner distribution. Mostly the proof is a straightforward computation, and we refer to [1, 11] for the details. The interesting aspect is how the parametrizing matrix $A$ intervenes in the formulas for $B_A$.

**Proposition 4** Let $A \in \text{GL}(2d, \mathbb{R})$ and $f, g \in M^1(\mathbb{R}^d)$. The following properties hold:

(i) Interchanging $f$ and $g$:
\[
B_A(g, f)(x, \omega) = B_{C_1}(f, g)(x, \omega), \quad (x, \omega) \in \mathbb{R}^{2d},
\]
where
\[
C_1 = I A T_2 = \begin{pmatrix} 0 & I \\ I & 0 \end{pmatrix} \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix} \begin{pmatrix} I & 0 \\ 0 & -I \end{pmatrix} = \begin{pmatrix} A_{21} & -A_{22} \\ A_{11} & -A_{12} \end{pmatrix} .
\]

In particular, $B_A f$ is a real-valued function if and only if $A = C$, namely
\[
A_{11} = A_{21}, \quad A_{12} = -A_{22}.
\]
(ii) Behaviour of Fourier transforms:

\[ \mathcal{B}_A (f, g) (x, \omega) = |\det A|^{-1} \mathcal{B}_{C_2} (f, g) (-\omega, x), \quad (x, \omega) \in \mathbb{R}^{2d}, \]

where

\[ C_2 = I_2 A^\# I = \begin{pmatrix} I & 0 \\ 0 & -I \end{pmatrix} \begin{pmatrix} A^{-1} & 0 \\ 0 & I \end{pmatrix}. \]

(iii) Fourier transform of a MWD:

\[ \mathcal{F} \mathcal{B}_A (f, g) (\xi, \eta) = \mathcal{B}_{A^J} (f, g) (\eta, \xi), \quad (22) \]

where

\[ A^J = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix} \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix} = \begin{pmatrix} -A_{12} & A_{11} \\ -A_{22} & A_{21} \end{pmatrix}. \]

3.1 Connection to the short-time Fourier transform

We first investigate the relation of the time-frequency representations \( \mathcal{B}_A \) to the ordinary STFT. Whereas the Wigner distribution and the ambiguity transform coincide with the STFT up to normalization, the time-frequency representation \( \mathcal{B}_A \) can be written as a STFT only under an extra condition.

Definition 2 A block matrix \( A = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix} \in \mathbb{R}^{2d \times 2d} \) is called left-regular (resp. right-regular), if the submatrices \( A_{11}, A_{21} \in \mathbb{R}^{d \times d} \) (resp. \( A_{12}, A_{22} \in \mathbb{R}^{d \times d} \)) are invertible.

It is not difficult to prove that \( A = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix} \in \text{GL}(2d, \mathbb{R}) \) is left-regular (resp. right-regular) if and only if the matrix \( A^\# = (A^{-1})^\top = \begin{pmatrix} (A^\#)_{11} & (A^\#)_{12} \\ (A^\#)_{21} & (A^\#)_{22} \end{pmatrix} \) is right-regular (resp. left-regular).

As a matter of fact, the right-regularity of the matrix \( A_{ST} \) in (17) stands out at a first glance and one might guess that this is an essential condition to express \( \mathcal{B}_A (f, g) \) as a short-time Fourier transform. In fact, this characterization is very strong, as stated in the subsequent results.

Theorem 2 (\textbf{I Thm. 1.2.5}) Assume that \( A \in \text{GL}(2d, \mathbb{R}) \) is right-regular. For every \( f, g \in M^1(\mathbb{R}^d) \) the following formula holds:

\[ \mathcal{B}_A (f, g) (x, \omega) = |\det A_{22}|^{-1} e^{2\pi i A_{22}^\omega \cdot x} V_{g} f (c (x), d (\omega)), \quad x, \omega \in \mathbb{R}^d, \quad (23) \]

where \( ^2 \text{Beware that } (A^\#)_{ij} \neq A^\#_{ij} = (A^\#_{ij})^{-1}, i, j = 1, 2. \)
\[ c(x) = \left( A_{11} - A_{12}A_{22}^{-1}A_{21} \right) x, \quad d(\omega) = A_{12}^\# \omega, \quad \tilde{g}(t) = g \left( A_{22}A_{12}^{-1}t \right). \]

For the sake of clarity, one might use the following formulation:

**Theorem 3** Given matrices \( M, N, P \in \mathbb{R}^{d \times d} \) and \( Q, R \in \text{GL}(\mathbb{R}, d) \), set
\[ A = \begin{pmatrix} Q^\# N^\top M & Q^\# \\ R (Q^\# N^\top M - P) & RQ^\# \end{pmatrix}. \]

Then \( A \) is right-regular and
\[ \mathcal{B}_A (f, g) (x, \omega) = |\det Q| e^{2\pi i M x \cdot N \omega} V_{g \circ R} (Px, Q\omega), \quad x, \omega \in \mathbb{R}^d, \]
for any \( f, g \in M^1(\mathbb{R}^d) \).

**Proof** The proof is by computation:
\[
\begin{align*}
|\det Q| e^{2\pi i M x \cdot N \omega} V_{g \circ R} (Px, Q\omega) &= |\det Q| e^{2\pi i M x \cdot N \omega} \int_{\mathbb{R}^d} e^{-2\pi i Q\omega \cdot y} f(y) g(Ry - RPx) dy \\
&= |\det Q| \int_{\mathbb{R}^d} e^{-2\pi i Q \omega \cdot (y - Q^\# N^\top M x)} f(y) g(Ry - RPx) dy \\
&= |\det Q| \int_{\mathbb{R}^d} e^{-2\pi i \omega \cdot y} f \left( Q^\# y + Q^\# N^\top M x \right) g \left( Ry + R (Q^\# N^\top M - P) x \right) dy \\
&= \mathcal{B}_A (f, g) (x, \omega),
\end{align*}
\]
where \( A = A_{M,N,P,Q,R} \) is as claimed.

**Remark 1** The peculiar way the blocks of \( A \) are combined in
\[ c(x) = \left( A_{11} - A_{12}A_{22}^{-1}A_{21} \right) x \]
is a well-known construction in linear algebra and is usually called Schur complement. The Schur complement comes up many times in our results, ultimately because of its distinctive role in the inversion of block matrices (cf. for instance [39, Thm. 2.1]).

For distributions associated with right-regular matrices, most results about the short-time Fourier transform can be formulated for \( \mathcal{B}_A \); for instance, one can easily produce orthogonality formulae or a reconstruction formula for \( \mathcal{B}_A f \). We will study these issues in more generality in the subsequent sections.
3.2 Main properties of the transformation $\mathcal{B}_A$

Having in mind that the entire knowledge on the uncertainty principles could be easily transposed here, we give a qualitative result in the spirit of Benedick’s theorem for the Fourier transform - which is based on the corresponding uncertainty principle for the STFT [27, Thm. 2.4.2].

**Theorem 4** ([1] Thm. 1.4.3) Let $A \in \text{GL}(2d, \mathbb{R})$ be a right-regular matrix. If the support of $\mathcal{B}_A(f, g)$ has finite Lebesgue measure, then necessarily $f \equiv 0$ or $g \equiv 0$.

Next we characterize the boundedness of $\mathcal{B}_A(f, g)$ on Lebesgue spaces - which is a completely established issue for the STFT, cf. [4].

**Proposition 5** Assume that $A \in \text{GL}(2d, \mathbb{R})$ is right-regular. For any $1 \leq p \leq \infty$ and $q \geq 2$ such that $q' \leq p \leq q$, $f \in L^p(\mathbb{R}^d)$ and $g \in L^p(\mathbb{R}^d)$, we have

(i) $\mathcal{B}_A(f, g) \in L^q(\mathbb{R}^{2d})$, with

$$\|\mathcal{B}_A(f, g)\|_{L^q} \leq \frac{\|f\|_{L^p} \|g\|_{L^{p'}}}{\|\det A\|^{1/2}} \frac{\|f\|_{L^p} \|g\|_{L^{p'}}}{\|\det A\|^{1/2}}.$$  \hspace{1cm} (24)

(ii) If $1 < p < \infty$ then $\mathcal{B}_A(f, g) \in C_0(\mathbb{R}^{2d})$. In particular, $\mathcal{B}_A(f, g) \in L^\infty(\mathbb{R}^{2d})$.

Furthermore, if $1 \leq p, q \leq \infty$ such that $p < q'$ or $p > q$, the map $\mathcal{B}_A(f, g) : L^p(\mathbb{R}^d) \times L^p(\mathbb{R}^d) \to L^q(\mathbb{R}^{2d})$ is not continuous.

**Proof** We refer to the proof of [11, Prop. 3.9] for the details concerning the first part. Item (ii) is a direct application of [4, Prop. 3.2].

The right-regularity of $A$ is not only a technical condition required for (23) to hold, but also has unexpected effects on the continuity of $\mathcal{B}_A$.

**Theorem 5** ([11, Theorem 1.2.9]) Assume $A \in \text{GL}(2d, \mathbb{R})$ such that $\det A_{22} \neq 0$ but $\det A_{12} = 0$. Then there exist $f, g \in L^2(\mathbb{R}^d)$ such that $\mathcal{B}_A(f, g)$ is not a continuous function on $\mathbb{R}^{2d}$.

Let us exhibit the orthogonality relations, which extend the Parseval identity to time-frequency distributions. The generalization of the orthogonality relations was one of the main motivations for introducing $\mathcal{B}_A$ in [1].

**Theorem 6** ([1] Thm. 1.3.1) Let $A \in \text{GL}(2d, \mathbb{R})$ and $f_1, f_2, g_1, g_2 \in L^2(\mathbb{R}^d)$. Then

$$\langle \mathcal{B}_A(f_1, g_1), \mathcal{B}_A(f_2, g_2) \rangle_{L^2(\mathbb{R}^{2d})} = \frac{1}{\|\det A\|^{1/2}} \langle f_1, f_2 \rangle_{L^2(\mathbb{R}^d)} \langle g_1, g_2 \rangle_{L^2(\mathbb{R}^d)}. \hspace{1cm} (25)$$

In particular,

$$\|\mathcal{B}_A(f, g)\|_{L^2(\mathbb{R}^{2d})} = \frac{1}{\|\det A\|^{1/2}} \|f\|_{L^2(\mathbb{R}^d)} \|g\|_{L^2(\mathbb{R}^d)}.$$
Thus, the representation $B_{A,g} : L^2(\mathbb{R}^d) \ni f \mapsto B_A(f, g) \in L^2(\mathbb{R}^{2d})$ is a non-trivial constant multiple of an isometry whenever $g \neq 0$.

The proof follows directly from the definition in (16), since $\mathcal{F}_2$ is unitary and $\mathcal{T}_A$ is a multiple of a unitary operator.

**Corollary 1** If $\{e_n\}_{n \in \mathbb{N}}$ is an orthonormal basis for $L^2(\mathbb{R}^d)$, then

$$\left\{ |\det A|^{1/2} B_A(e_m, e_n) \mid m, n \in \mathbb{N} \right\}$$

is an orthonormal basis for $L^2(\mathbb{R}^{2d})$.

While the relevance of the orthogonality relations for signal processing or physics purposes has been sometimes debated [6], they are in fact a useful tool for proving several properties of the time-frequency distributions that satisfy them. In particular, orthogonality relations are the main ingredients of a general procedure for reconstructing a signal from the knowledge of its (cross-)time-frequency distribution with a given window.

**Theorem 7** ([11, Cor. 3.1.7]) Assume $A \in \text{GL}(2d, \mathbb{R})$ and fix $g, \gamma \in L^2(\mathbb{R}^d)$ such that $\langle g, \gamma \rangle \neq 0$. Then, for any $f \in L^2(\mathbb{R}^d)$, the following inversion formula holds:

$$f = \frac{|\det A|}{\langle g, \gamma \rangle} B^*_{A,\gamma} B_{A,g} f,$$

where $B^*_{A,\gamma} : L^2(\mathbb{R}^{2d}) \rightarrow L^2(\mathbb{R}^d)$ is the adjoint operator of $B_{A,\gamma} \equiv B(A, \gamma)$, defined as

$$B^*_{A,\gamma} H(x) = \frac{1}{|\det A|} \int_{\mathbb{R}^d} \mathcal{T}_A^* \mathcal{F}_2 H(x, y) \gamma(y) \ dy,$$

with

$$A^* = J_2 A^{-1} \in \text{GL}(2d, \mathbb{R}).$$

For right-regular matrices the reconstruction can be made more explicit.

**Proposition 6** ([1 Thm. 1.3.3]) Let $A \in \text{GL}(2d, \mathbb{R})$ be a right-regular matrix, and $g, \gamma \in L^2(\mathbb{R}^d)$ such that $\langle g, \gamma \rangle \neq 0$. The following inversion formula (to be interpreted as vector-valued integral in $L^2(\mathbb{R}^d)$) holds for any $f \in L^2(\mathbb{R}^d)$:

$$f = \frac{1}{\langle g, \gamma \rangle} \int_{\mathbb{R}^{2d}} B_{A,\gamma} f(x, \omega) e^{-2\pi i A_{12}^* \omega \cdot A_{11} x} \frac{M_{d(\omega)} T_{c(x)} \tilde{g}}{|\det A_{12}|} dx d\omega,$$

where

$$c(x) = \left( A_{11} - A_{12} A_{22}^{-1} A_{21} \right)x, \quad d(\omega) = A_{12}^* \omega, \quad \tilde{g}(t) = g \left( A_{22} A_{12}^{-1} t \right).$$

Another property that is expected to hold for a time-frequency representation is the covariance under phase-space shifts.
Theorem 8 (Thm. 1.5.1) Let $A \in \text{GL}(2d, \mathbb{R})$. For any $f, g \in M^1(\mathbb{R}^d)$ and $a, b, \alpha, \beta \in \mathbb{R}^d$, the following formula holds:

$$B_A(M_a \tau f, M_{a \beta} \tau g)(x, \omega) = e^{2\pi i \sigma \cdot s} M_{\rho - s} \tau \rho \cdot \omega \cdot s) B_A(f, g)(x - r, \omega - \sigma),$$

where

$$\begin{pmatrix} r \\ s \end{pmatrix} = A^{-1} \begin{pmatrix} a \\ b \end{pmatrix}, \quad \begin{pmatrix} r \\ \sigma \end{pmatrix} = A^T \begin{pmatrix} \alpha \\ -\beta \end{pmatrix}.$$

Of course, this result encompasses the covariance formula for the $\tau$-Wigner distribution with $A = A_\tau$ as in (21), cf. [15, Prop. 3.3] and also for the STFT with $A = A_{ST}$, cf [26, Lem. 3.1.3].

We now cite an amazing representation result for the STFT of a MWD, sometimes called the magic formula (cf. [28]). This relation allows to painlessly extend our results to general function spaces tailored for the purposes of time-frequency analysis, namely modulation spaces.

Theorem 9 (Thm. 1.7.1) Assume $A \in \text{GL}(2d, \mathbb{R})$ and $f, g, \psi, \phi \in M^1(\mathbb{R}^d)$, and set $z = (z_1, z_2), \xi = (\xi_1, \xi_2) \in \mathbb{R}^{2d}$. Then,

$$V_{B_{A\phi \psi}}B_A(f, g)(z, \xi) = e^{-2\pi i z_2 \cdot \xi_2} V_{\phi f}(a, a) V_{\psi g}(b, b),$$

where

$$\begin{pmatrix} a \\ b \end{pmatrix} = A \begin{pmatrix} z_1 \\ \xi_1 \end{pmatrix} = \begin{pmatrix} A_{11} z_1 - A_{12} \xi_2 \\ A_{21} z_1 - A_{22} \xi_2 \end{pmatrix},$$

$$\begin{pmatrix} a \\ \beta \end{pmatrix} = A^\# \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix} = \begin{pmatrix} (A^\#)_{11} \xi_1 + (A^\#)_{12} \xi_2 \\ -(A^\#)_{21} \xi_1 - (A^\#)_{22} \xi_2 \end{pmatrix}.$$

As a concluding remark, we want to underline that the benefits of linear algebra should be appreciated in view of the very short and simple proofs. This aspect should not be underestimated: the proof of similar results for certain special members has lead to quite cumbersome computations (cf. the proofs for the $\tau$-Wigner distributions in [15]).

### 3.3 Cohen class members as perturbations of the Wigner transform

We already described the heuristics behind the Cohen class of distributions in the introduction.

**Definition 3** (26) A time-frequency distribution $Q$ belongs to the Cohen’s class if there exists a tempered distribution $\theta \in \mathcal{S}'(\mathbb{R}^{2d})$ such that

$$Q(f, g) = W(f, g) * \theta, \quad \forall f, g \in \mathcal{S}^{(\mathbb{R}^d)}.$$
Although the Wigner distribution was the main inspiration for the MWDs studied so far, the connection to the Cohen class is by no means clear. This question is the point of departure of the paper [11] and the following result completely characterizes the intersection between these families. We rephrase [11, Thm. 1.1] using the Feichtinger algebra as follows.

**Theorem 10** Let $A \in \text{GL}(2d, \mathbb{R})$. The distribution $B_A$ belongs to the Cohen class if and only if

$$A = A_M = \begin{pmatrix} I & M + (1/2)I \\ I & M - (1/2)I \end{pmatrix}$$

as in (11), for some $M \in \mathbb{R}^{d \times d}$. Furthermore, in this case we have

$$W_M(f, g) \equiv B_{AM}(f, g) = W(f, g) * \theta_M, \quad f, g \in \mathcal{M}^1,$$

where the Cohen's kernel $\theta_M \in S'_0(\mathbb{R}^d)$ is

$$\theta_M(x, \omega) = \frac{1}{|\det M|} e^{2\pi i x \cdot M^{-1} \omega}, \quad (x, \omega) \in \mathbb{R}^{2d}.$$  

If $M$ is invertible, the kernel $\theta_M$ is explicitly

$$\theta_M(x, \omega) = \frac{1}{|\det M|} e^{2\pi i x \cdot M^{-1} \omega}, \quad (x, \omega) \in \mathbb{R}^{2d}.$$  

We say that $A = A_M$ is a Cohen-type matrix associated with $M \in \mathbb{R}^{d \times d}$.

**Remark 2** We mention that, according to the proof of the necessity part in the previous result, a Cohen-type matrix $A$ should be defined by the following conditions on the blocks:

$$A_{11} = A_{21} = I, \quad A_{12} - A_{22} = I.$$  

The choice $A_{22} = M - (1/2)I$ with $M \in \mathbb{R}^{d \times d}$ is thus a suitable parametrization, but by no means the only possible one - and in fact neither the most natural one. The reason underlying our choice appears if one writes down the explicit formula for $B_{AM}$ as

$$W_M(f, g)(x, \omega) = \int_{\mathbb{R}^d} e^{-2\pi i x \cdot M^{-1} \omega} f(x + (M + (1/2)I) \gamma) g(x + (M - (1/2)I) \gamma) d\gamma,$$  

which reveals the similarity with the Wigner distribution. A sort of symmetry with respect to the Wigner distribution (corresponding to $M = 0$) immediately stands out. We interpret these representations as a family of “linear perturbations” of the Wigner distribution and $M$ as the control parameter, exactly as $\tau$ controls the degree of deviation of $\tau$-Wigner distributions. For this reason, we will refer to $A = A_M$ as the perturbative form of a Cohen-type matrix. The analogy with the $\tau$-Wigner distributions naturally leads to another representation, hence another choice of $A_{22}$ in (72). A closer inspection of the kernel (7) and also of (9) reveals that the role of perturbation parameter is not played by $\tau$, rather by the deviation $\mu = \tau - 1/2$. In
this analogy one chooses $A_{21} = T \in \mathbb{R}^{d \times d}$ and $A_{22} = -(I - T)$ and obtains

$$
W_T(f, g)(x, \omega) = B_A f(x, \omega) = \int_{\mathbb{R}^d} e^{-2\pi i \omega \cdot y} f(x + T y) \overline{g(x - (I - T)y)} dy,
$$

which should be compared to (6) (see also (21)). Occasionally, we refer to $A_T$ as the affine form of the Cohen-type matrix $A$. It is clear that the two forms of a Cohen-type matrix are perfectly equivalent, the connection being

$$
M = T - (1/2)I.
$$

Therefore, the choice of a form is just a matter of convenience: when studying the properties of $B_A$ as a time-frequency representation, it seems better to explicitly see the effect of the perturbation $M$ (which could be easily turned off setting $M = 0$) and use the perturbative form accordingly. As an example of this, the perturbed representation of a Gaussian signal is provided.

**Lemma 4 ([11, Lem. 4.1])** Consider $A = A_M \in \text{GL}(2d, \mathbb{R})$ as in (11) and $\varphi_\lambda(t) = e^{-\pi t^2/\lambda}$, $\lambda > 0$. Then,

$$
W_M \varphi_\lambda(x, \omega) = (2\lambda)^{d/2} \det(S)^{-1/2} e^{-2\pi x^2/\lambda} \cdot e^{8\pi \omega (M^\top x \cdot S^{-1} M^\top x) / \lambda} e^{8\pi i \omega \cdot S^{-1} M^\top x} e^{-2\pi \omega \cdot S^{-1} \omega},
$$

where $S = I + 4M^\top M \in \mathbb{R}^{d \times d}$.

### 3.3.1 Main properties of the Cohen class

The properties of a time-frequency distribution belonging to the Cohen class are intimately related to the structure of the Cohen kernel. There is an established list of correspondences between the kernel and the properties, which can be used to deduce the following results. See [7, 11, 36, 38].

**Proposition 7** Assume that $B_A$ belongs to the Cohen’s class. For any $f, g \in M^1(\mathbb{R}^d)$, the following properties are satisfied:

(i) Correct marginal densities:

$$
\int_{\mathbb{R}^d} B_A f(x, \omega) d\omega = |f(x)|^2, \quad \int_{\mathbb{R}^d} B_A f(x, \omega) dx = |\hat{f}(\omega)|^2, \quad x, \omega \in \mathbb{R}^d.
$$

In particular, the energy is preserved:

$$
\iint_{\mathbb{R}^{2d}} B_A f(x, \omega) dx d\omega = \|f\|_{L^2}^2.
$$

(ii) Moyal’s identity:

$$
\langle B_A f, B_A g \rangle_{L^2(\mathbb{R}^{2d})} = |\langle f, g \rangle|^2.
$$
(iii) **Symmetry:** for all \( x, \omega \in \mathbb{R}^d \),

\[
\mathcal{B}_A (I f)(x, \omega) = I \mathcal{B}_A f(x, \omega) = \mathcal{B}_A f(-x, -\omega),
\]

\[
\mathcal{B}_A (\mathcal{F} f)(x, \omega) = \mathcal{F} \mathcal{B}_A f(x, \omega) = \mathcal{B}_A (x, -\omega).
\]

(iv) **Convolution properties:** for all \( x, \omega \in \mathbb{R}^d \),

\[
\mathcal{B}_A (f * g)(x, \omega) = \mathcal{B}_A f *_1 \mathcal{B}_A g,
\]

\[
\mathcal{B}_A (f \cdot g)(x, \omega) = \mathcal{B}_A f *_2 \mathcal{B}_A g.
\]

Here \(*_1\) (and \(*_2\)) denotes the convolution with respect to the first (second) variable.

(v) **Scaling invariance:** setting \( U_{\lambda} f(t) := |\lambda|^{d/2} f(\lambda t), \lambda \in \mathbb{R} \setminus \{0\}, t \in \mathbb{R}^d \),

\[
\mathcal{B}_A (U_{\lambda} f)(x, \omega) = \mathcal{B}_A f (\lambda x, \lambda^{-1} \omega).
\]

(vi) **Strong support property:** the only MWDs in the Cohen class satisfying the strong correct support properties are Rihaczek and conjugate-Rihaczek distributions.

(vii) **Weak support property:** the only MWDs in Cohen’s class satisfying the weak correct support properties are the \( \tau \)-Wigner distributions with \( \tau \in [0, 1] \).

We now give a few hints on several aspects of interests for both theoretical problems and applications; extensive discussions on these issues may be found in [1, 11].

**Real-valuedness.** In view of Proposition 4 (i), \( \mathcal{B}_{A_0} = W \) (the Wigner distribution) is the only real-valued member of the family \( \mathcal{B}_{A_M} \).

**More on marginal densities.** The marginal densities for a general distribution \( \mathcal{B}_A \) can be easily computed. For \( f, g \in M^1(\mathbb{R}^d) \),

---

3 Let \( Q f : \mathbb{R}^{2d}_{(x, \omega)} \to \mathbb{C} \) be a time-frequency distribution associated with the signal \( f : \mathbb{R}^d \to \mathbb{C} \) in a suitable function space. Recall that \( Q \) is said to satisfy the strong support property if

\[
f(x) = 0 \Leftrightarrow Q f(x, \omega) = 0, \quad \forall \omega \in \mathbb{R}^d, \quad \hat{f}(\omega) = 0 \Leftrightarrow Q f(x, \omega) = 0, \quad \forall x \in \mathbb{R}^d.
\]

4 With the notation of the previous footnote, we say that \( Q \) satisfies the weak support property if, for any signal \( f \):

\[
\pi_x (\text{supp} Q f) \subset C(\text{supp} f), \quad \pi_\omega (\text{supp} Q f) \subset C(\text{supp} \hat{f}),
\]

where \( \pi_x : \mathbb{R}^{2d}_{(x, \omega)} \to \mathbb{R}^d_x \) and \( \pi_\omega : \mathbb{R}^{2d}_{(x, \omega)} \to \mathbb{R}^d_\omega \) are the projections onto the first and second factors \( \mathbb{R}^{2d}_{(x, \omega)} \simeq \mathbb{R}^d_x \times \mathbb{R}^d_\omega \) and \( C(E) \) is the closed convex hull of \( E \subset \mathbb{R}^d \).
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\[ \int_{\mathbb{R}^d} \mathcal{B}_A f (x, \omega) \, d\omega = f(A_{11} x) \overline{f(A_{21} x)}, \]

\[ \int_{\mathbb{R}^d} \mathcal{B}_A f (x, \omega) \, dx = |\text{det} A|^{-1} \hat{f} \left( (A^\theta)_{12} \omega \right) \overline{\hat{f} \left( -(A^\theta)_{22} \omega \right)}. \]

The correct marginal densities are thus recovered if and only if \( A_{11} = A_{21} = I \) and \( (A^\theta)_{12} = -(A^\theta)_{22} = I \). These conditions force both \(|\text{det} A| = 1\) and the block structure of \( A \) as that of Cohen’s type. This fact provides an equivalent characterization of the distributions \( \mathcal{B}_A \) belonging to the Cohen class: these are exactly those satisfying the correct marginal densities.

**Relation between two distributions.** Let \( A_1 = A_{M_1} \) and \( A_2 = A_{M_2} \) be two Cohen-type matrices as in (11). The two distributions \( W_{M_1} \) and \( W_{M_2} \) are connected by a Fourier multiplier as follows (\cite{11}, Lem. 4.2). For \( f, g \in M^1(\mathbb{R}^d) \),

\[ \mathcal{F} W_{M_2} (f, g) (\xi, \eta) = e^{-2\pi i \xi \cdot (M_2 - M_1) \eta} \mathcal{F} W_{M_1} (f, g) (\xi, \eta). \]  

(37)

Furthermore, if \( M_2 - M_1 \in \text{GL} (d, \mathbb{R}) \),

\[ \mathcal{B}_{A_2} (f, g) (x, \omega) = \frac{1}{|\text{det} (M_2 - M_1)|} e^{2\pi i x \cdot (M_2 - M_1)^{-1} \omega} \mathcal{B}_{A_1} (f, g) (x, \omega). \]

The proofs follow at once from Theorem 10.

**Regularity of the Cohen kernel.** Let \( A = A_M \in \text{GL} (2d, \mathbb{R}) \) be a Cohen-type matrix and assume in addition that \( M \in \text{GL} (d, \mathbb{R}) \). The Cohen kernel associated with \( \mathcal{B}_A \) is therefore given by (31), and we can study its regularity with respect to the scale of modulation spaces: we have (\cite{11}, Prop. 4.8))

\[ \theta_M, \mathcal{F} \theta_M \in M^{1,\infty}(\mathbb{R}^{2d}) \cap W \left( \mathcal{F} L^1, L^\infty \right) (\mathbb{R}^{2d}). \]

This result has an interesting counterpart on the regularity of \( W_M \) on all modulation spaces, in view of the boundedness of Fourier multipliers with symbols in \( W \left( \mathcal{F} L^1, L^\infty \right) \) (cf. \cite{2} Lem. 8]):

**Theorem 11** (\cite{11} Thm. 4.10) Let \( A = A_M \in \text{GL} (2d, \mathbb{R}) \) be a Cohen-type matrix with \( M \in \text{GL} (d, \mathbb{R}) \) and \( f \in M^{\infty}(\mathbb{R}^d) \) be a signal. Then, for any \( 1 \leq p, q \leq \infty \), we have

\[ W f \in M^{p,q}(\mathbb{R}^{2d}) \iff W_M f \in M^{p,q}(\mathbb{R}^{2d}). \]

Unfortunately, one cannot go too far if the non-singularity of \( M \) is dropped; as a trivial instance, notice that for \( M = 0 \) one has \( \theta_0 = \delta \), and it is easy to verify that \( \delta \in M^{1,\infty}(\mathbb{R}^{2d}) \cap W \left( \mathcal{F} L^1, L^\infty \right) (\mathbb{R}^{2d}) \), cf. \cite{13}.

**Perturbation and interferences.** The emergence of unwanted artefacts is a well-known drawback of any quadratic representation. The signal processing literature is full of strategies to mitigate these effects (see for instance \cite{7} \cite{32} \cite{33}). For what
concerns the Cohen class, it is folklore that the severity of interferences is somewhat related to the decay of the Cohen kernel. In fact, a precise formulation of this principle is rather elusive and recent contributions unravelled further non-trivial fine points ([14, Prop. 4.4 and Thm. 4.6]). We remark that the chirp-like kernel \( \Theta_M = \mathcal{F}_0 \theta_M \) does not decay at all, and thus no smoothing effect should be expected for the perturbed representations. This is confirmed by the experiments in dimension \( d = 1 \) in [3, 11]. The only effect of the perturbation consists of a distortion and relocation of interferences, but there is no damping. Following the engineering literature, we suggest that convolution with suitable decaying distributions may provide some improvement, probably at the price of losing other nice properties.

**Covariance formula.** For any \( z = (z_1, z_2) \), \( w = (w_1, w_2) \in \mathbb{R}^{2d} \), the covariance formula (26) now reads

\[
W_M (\pi (z) f, \pi (w) g) (x, \omega) = e^{2\pi \left[ \frac{1}{2} (z_2 + w_2) + M (z_2 - w_2) \right]} \times M_{f(z-w)} T_M(z,w) W_M (f, g) (x, \omega),
\]

where

\[
T_M (z, w) = \begin{pmatrix}
(1/2) (z_1 + w_1) + M (w_1 - z_1) \\
(1/2) (z_2 + w_2) + M (z_2 - w_2)
\end{pmatrix}
= \frac{1}{2} (z + w) + \begin{pmatrix}
-M & 0 \\
0 & M
\end{pmatrix} (z - w).
\]

Alternatively, adopting the affine representation of \( A (35) \):

\[
P_T = \begin{pmatrix}
-T & 0 \\
0 & -(I - T)
\end{pmatrix}, \quad I + P_T = \begin{pmatrix}
I - T & 0 \\
0 & T
\end{pmatrix},
\]

we can also write

\[
T_T (z, w) = \begin{pmatrix}
(I - T) z_1 + Tw_1 \\
T z_2 + (I - T) w_2
\end{pmatrix} = (I + P_T) z - P_T w.
\]

**Boundedness on modulation spaces.** We cite here some results on the continuity of the distributions \( \mathcal{B}_{AM} \) on the aforementioned spaces. For the sake of clarity, we report a simplified, unweighted form of [11, Thm. 4.12].

**Theorem 12** Let \( A = A_T \in \text{GL}(2d, \mathbb{R}) \) be a Cohen-type matrix. Let \( 1 \leq p_i, q_i, p, q \leq \infty, i = 1, 2 \), such that

\[
p_i, q_i \leq q, \quad i = 1, 2,
\]

and

\[
\frac{1}{p_1} + \frac{1}{p_2} \geq \frac{1}{p} + \frac{1}{q}, \quad \frac{1}{q_1} + \frac{1}{q_2} \geq \frac{1}{p} + \frac{1}{q}.
\]
Let $B$ be a well-defined linear continuous map from $M_T$. Then it is easy to follow from the continuity of the distribution $B$, let $f_1 \in M^{p_1,q_1}(\mathbb{R}^d)$ and $f_2 \in M^{p_2,q_2}(\mathbb{R}^d)$, then $W_T(f_1, f_2) \in M^{p,q}(\mathbb{R}^{2d})$, and the following estimate holds:

$$
\|W_T(f_1, f_2)\|_{M^{p,q}} \lesssim_T \|f_1\|_{M^{p_1,q_1}} \|f_2\|_{M^{p_2,q_2}}.
$$

(ii) Assume further that both $T$ and $I - T$ are invertible (equivalently: $A_T$ is right-regular, or $P_T$ is invertible, cf. (39)). If $f_1 \in M^{p_1,q_1}(\mathbb{R}^d)$ and $f_2 \in M^{p_2,q_2}(\mathbb{R}^d)$, then $W_T(f_1, f_2) \in W(T L^p, L^q)(\mathbb{R}^{2d})$, and the following estimate holds:

$$
\|W_T(f_1, f_2)\|_{W(T L^p, L^q)} \lesssim_T (C_T)^{1/q-1/p} \|f_1\|_{M^{p_1,q_1}} \|f_2\|_{M^{p_2,q_2}},
$$

where

$$
C_T = |\det T| |\det (I - T)| > 0.
$$

Sharp estimates and continuity results of this type have been given by some of the authors for the case of $\tau$-Wigner distributions in [16, Lem. 3.1] and [15].

To conclude this section we remark that one can specialize Proposition 5 in order to characterize the boundedness on Lebesgue spaces at the price of assuming right-regularity of $A_M$, see [11, Thm. 4.14].

## 4 Pseudodifferential operators

In this section we discuss the formalism of pseudodifferential operators that is associated with every time-frequency representation $B_A$. Imitating the time-frequency analysis of Weyl pseudodifferential operators, we introduce the following general calculus for pseudodifferential operators.

**Theorem 13 ([11 Prop. 2.2.1])** Let $A \in GL(2d, \mathbb{R})$ and $\sigma \in M^\infty(\mathbb{R}^{2d})$. The mapping $op_A(\sigma) \equiv \sigma^A$ defined by duality as

$$
\langle \sigma^A f, g \rangle \equiv \langle \sigma, B_A(g, f) \rangle, \quad f, g \in M^1(\mathbb{R}^d)
$$

is a well-defined linear continuous map from $M^1(\mathbb{R}^d)$ to $M^\infty(\mathbb{R}^d)$.

The proof easily follows from the continuity of the distribution $B_A : M^1(\mathbb{R}^d) \times M^1(\mathbb{R}^{2d}) \to M^1(\mathbb{R}^{2d})$, from Proposition 5.

**Definition 4** Let $A \in GL(2d, \mathbb{R})$ and $\sigma \in M^\infty(\mathbb{R}^{2d})$. The mapping defined in Theorem 13, namely

$$
\sigma^A : M^1(\mathbb{R}^d) \ni f \mapsto \sigma^A f \in M^\infty(\mathbb{R}^d) : \langle \sigma^A f, g \rangle = \langle \sigma, B_A(g, f) \rangle, \quad \forall g \in M^1(\mathbb{R}^d),
$$

is called quantization rule with symbol $\sigma$ associated with the matrix-Wigner distribution $B_A$ or pseudodifferential operator with symbol $\sigma$ associated with the matrix-Wigner distribution $B_A$. 
Using Feichtinger’s kernel theorem (Theorem 1), we now provide a number of equivalent representations for \( \sigma^A f \).

**Theorem 14** Let \( A \in \text{GL}(2d, \mathbb{R}) \). Let \( T : M^1(\mathbb{R}^d) \to M^\infty(\mathbb{R}^d) \) be a continuous linear operator. There exist distributions \( k, \sigma, F \in M^\infty(\mathbb{R}^{2d}) \) such that \( T \) admits the following representations:

1. as an integral operator with kernel \( k \):
   \[
   \langle T f, g \rangle = \langle k, g \otimes \overline{f} \rangle \quad \text{for any } f, g \in M^1(\mathbb{R}^d);
   \]
2. as pseudodifferential operator with symbol \( \sigma \) associated with \( B_A \):
   \[
   T = \sigma^A;
   \]
3. as a superposition (in weak sense) of time-frequency shifts (also called spreading representation):
   \[
   T = \int_{\mathbb{R}^{2d}} F(x, \omega) T_x M_\omega dx d\omega.
   \]

The relations among \( k, \sigma, F \) and \( A \) are the following:

\[
\sigma = |\det A| F_2 \mathcal{Z}_A k, \quad F = F_2 \mathcal{Z}_{A^T} k.
\]

**Proof** The first representation is exactly the claim of kernel theorem. Now set \( \sigma = |\det A| F_2 \mathcal{Z}_A k \in M^\infty(\mathbb{R}^{2d}) \): this is a well-defined distribution, since \( F_2 \) and \( \mathcal{Z}_A \) are isomorphisms on \( M^\infty(\mathbb{R}^{2d}) \). In particular, for any \( f, g \in M^1(\mathbb{R}^d) \) we have

\[
\langle T f, g \rangle = \langle k, g \otimes \overline{f} \rangle = \langle |\det A|^{-1} \mathcal{Z}_A^{-1} F_2^{-1} \sigma, g \otimes \overline{f} \rangle = \langle \sigma, F_2 \mathcal{Z}_A \left( g \otimes \overline{f} \right) \rangle = \langle \sigma, B_A (g, f) \rangle = \langle \sigma^A f, g \rangle.
\]

This proves that \( Tf = \sigma^A f \) in \( M^\infty(\mathbb{R}^d) \). The relation between the kernel representation in 1 and the spreading representation in 3 is well-known, e.g. [26]. It can also be deduced from item 2 from the special matrix \( A_{ST} = \begin{pmatrix} 0 & I \\ -I & I \end{pmatrix} \) and

\[
\langle T f, g \rangle = \langle F, \mathcal{B}_{A_{ST}} (g, f) \rangle, \quad f, g \in M^1(\mathbb{R}^d).
\]

**Remark 3** Since \( k = |\det A|^{-1} \mathcal{Z}_A^{-1} F_2^{-1} \sigma = |\det A|^{-1} \mathcal{Z}_{F_2 A^{-1}} F_1^{-1} \tilde{\sigma} \), one can formally obtain another representation of the third type with a special spreading function:

\[
\sigma^A f(x) = \frac{1}{|\det A|} \int_{\mathbb{R}^{2d}} \tilde{\sigma}(\xi, -A^{-1})_{21} x - (A^{-1})_{22} y \overline{e}^{2\pi i \xi \cdot \left((A^{-1})_{11} x + (A^{-1})_{12} y\right)} f(y) d\xi dy.
\]

Notice that the inverse of a Cohen-type matrix \( A = A_T \) has the form
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$$A_T^{-1} = \begin{pmatrix} -I - T & T \\ I & -I \end{pmatrix},$$

thus the previous formula becomes

$$\sigma^A f(x) = \int_{\mathbb{R}^{2d}} \hat{\sigma}(\xi, u) e^{-2\pi i (1 - T) u \cdot \xi} T_u M_{\xi} f(x) d\xi du. \quad (46)$$

This should be compared with [26, Eq. 14.14] and [15, Eq. 20].

We now study the relations among pseudodifferential operators associated with MWDs and the corresponding symbols.

**Proposition 8** Let $A, B \in GL(2d, \mathbb{R})$ and $\sigma, \rho \in M^{\infty}(\mathbb{R}^{2d})$. Then,

$$\sigma^A = \rho^B \iff \sigma = \frac{|\det A|}{|\det B|} \mathcal{F}_2 \mathcal{A}^{-1}_B \mathcal{F}_2^{-1} \rho.$$

**Proof** Assume that $T = \sigma^A = \rho^B$. According to Theorem 14, $T$ has a distributional kernel $k$ such that

$$\sigma = |\det A| \mathcal{F}_2 \mathcal{A} k, \quad \rho = |\det B| \mathcal{F}_2 \mathcal{B} k.$$

Therefore,

$$\sigma = |\det A| \mathcal{F}_2 \mathcal{A} k$$

$$= \frac{|\det A|}{|\det B|} \mathcal{F}_2 \mathcal{A}^{-1}_B \mathcal{F}_2^{-1} \rho$$

$$= \frac{|\det A|}{|\det B|} \mathcal{F}_2 \mathcal{A}^{-1}_B \mathcal{F}_2^{-1} \rho.$$

On the other side, if $\sigma = |\det A| |\det B|^{-1} \mathcal{F}_2 \mathcal{A}^{-1}_B \mathcal{F}_2^{-1} \rho$, then for any $f, g \in M^1(\mathbb{R}^d)$

$$\langle \sigma^A f, g \rangle = \langle \sigma, \mathcal{F}_2 \mathcal{A} (f \otimes \overline{g}) \rangle$$

$$= \langle |\det A| |\det B|^{-1} \mathcal{F}_2 \mathcal{A}^{-1}_B \mathcal{F}_2^{-1} \rho, \mathcal{F}_2 \mathcal{A} (f \otimes \overline{g}) \rangle$$

$$= \langle \rho, \mathcal{F}_2 \mathcal{B} (f \otimes \overline{g}) \rangle$$

$$= \langle \rho^B f, g \rangle.$$

When the operators are associated with Cohen-type matrices, we have a more explicit relation that covers the usual rule for $\tau$-Shubin operators (cf. [42, Rem. 1.5]). The proof is a straightforward application of (37).

**Proposition 9** Let $A_1 = A_{T_1}$, $A_2 = A_{T_2}$ be Cohen-type invertible matrices, and $\sigma, \rho \in M^{\infty}(\mathbb{R}^{2d})$. Then,

$$\sigma_1^{T_1} = \sigma_2^{T_2} \iff \hat{\sigma}_2(\xi, \eta) = e^{-2\pi i \xi \cdot (T_2 - T_1) u} \hat{\sigma}_1(\xi, \eta).$$
It is also interesting to characterize the matrices yielding self-adjoint operators.

**Proposition 10 ([1 Prop. 2.2.3])**

Let \( A \in GL(2d, \mathbb{R}) \) and \( \sigma \in M^\infty(\mathbb{R}^{2d}) \). Then

\[
\left( \sigma^A \right)^* = \rho^B,
\]

where

\[
\rho = \overline{\sigma}, \quad B = \overline{I}A \overline{I}_2 = \begin{pmatrix} A_{21} - A_{22} \\ A_{11} - A_{12} \end{pmatrix}.
\]

In particular, \( \sigma^A \) is self-adjoint if and only if \( \sigma = \overline{\sigma} \) (real symbol) and \( B = A \), hence

\[ A_{21} = A_{11}, \quad A_{12} = -A_{22}. \]

**Remark 4** Thus, only matrices of the form \( \begin{pmatrix} P & Q \\ P & -Q \end{pmatrix} \), with \( P, Q \in GL(d, \mathbb{R}) \), give rise to pseudodifferential operators which are self-adjoint for real symbols. This occurs for Weyl calculus but not for Kohn-Nirenberg operators \( (T = 0) \).

## 4.1 Boundedness results

### 4.1.1 Operators on Lebesgue spaces

The boundedness of a pseudodifferential operator \( \sigma^A \) associated with \( B_A \) is intimately related to the boundedness of the distribution \( B_A \) on certain function spaces, in view of the duality in the definition of \( \sigma^A \). Let us start this section with two easy results.

**Proposition 11 ([1 Theorems 2.2.6, 2.2.7 and 2.2.9])** Let \( A \in GL(2d, \mathbb{R}) \) and \( \sigma \in M^\infty(\mathbb{R}^{2d}) \).

1. If \( A \) is right-regular and \( \sigma \in L^1(\mathbb{R}^{2d}) \), then \( \sigma^A \) is a bounded operator on \( L^2(\mathbb{R}^d) \) such that

\[
\|\sigma^A\|_{L^2 \to L^2} \leq \frac{||\sigma||_{L^1}}{|\det A_{12}|^{1/2} |\det A_{22}|^{1/2}}.
\]

2. If \( \sigma \in L^2(\mathbb{R}^{2d}) \), then \( \sigma^A \) is a bounded operator on \( L^2(\mathbb{R}^d) \) such that

\[
\|\sigma^A\|_{L^2 \to L^2} \leq \frac{||\sigma||_{L^2}}{|\det A|^{1/2}}.
\]

If \( \sigma \in L^2(\mathbb{R}^{2d}) \), then \( \sigma^A \) is actually a Hilbert-Schmidt operator, and every Hilbert-Schmidt operator \( T \) possesses a symbol \( \sigma \in L^2(\mathbb{R}^{2d}) \) such that \( T = \sigma^A \).
The study on Lebesgue spaces can be largely expanded thanks to the following result.

**Theorem 15** Let $A \in GL(2d, \mathbb{R})$ be right-regular and $\sigma \in L^q(\mathbb{R}^{2d})$. The quantiza-
tion mapping

$$\sigma \in L^q(\mathbb{R}^{2d}) \mapsto \sigma^A \in \mathcal{L}(L^p(\mathbb{R}^d))$$

is continuous if and only if $q \leq 2$ and $q \leq p \leq q'$, with norm estimate

$$\|\sigma^A\|_{L^p \to L^p} \leq \frac{\|\sigma\|_{L^q}}{|\det A|^{\frac{1}{q'}} |\det A_{12}|^{\frac{1}{p'}} |\det A_{22}|^{\frac{1}{q'}}}. $$

**Proof** Assume $f \in L^p(\mathbb{R}^d)$ and $g \in L^{p'}(\mathbb{R}^d)$, with $p \neq 1$ nor $p \neq \infty$. Therefore, by (24) (switch $q$ and $q'$) and H"older inequality:

$$|\langle \sigma^A f, g \rangle| = |\langle \sigma, B_A (g, f) \rangle| \leq \|\sigma\|_{L^q} \|B_A (g, f)\|_{L^{p'}} \leq \frac{\|\sigma\|_{L^q}}{|\det A|^{\frac{1}{q'}} |\det A_{12}|^{\frac{1}{p'}} |\det A_{22}|^{\frac{1}{q'}}} \|f\|_{L^p} \|g\|_{L^{p'}}. $$

The non-continuity is a consequence of [4, Prop. 3.2].

**Remark 5** Note that the closed graph theorem implies non-continuity of the quantization map. This means that there exists a symbol $\sigma \in L^q$ for which the operator $\sigma^A$ is not bounded on $L^p(\mathbb{R}^{2d})$, cf. [4, Prop. 3.4].

One could also study compactness and Schatten class properties for these operators. We confine ourselves to prove a result for symbols in the Feichtinger algebra.

**Theorem 16 (\cite{1} Thm. 2.2.8)** Let $A \in GL(2d, \mathbb{R})$ and $\sigma \in M^1(\mathbb{R}^{2d})$. The operator $\sigma^A \in \mathcal{L}(\mathcal{L}_2(\mathbb{R}^d))$ belongs to the trace class $\mathcal{S}^1(\mathcal{L}_2(\mathbb{R}^d))$, and the following estimate holds for the trace class norm:

$$\|\sigma^A\|_{\mathcal{S}^1} \lesssim |\det A|^{1/2} \|\sigma\|_{M^1}. $$

**Proof** The proof follows the outline of [25]. Proposition [11] immediately yields $\sigma^A \in \mathcal{L}(\mathcal{L}_2(\mathbb{R}^d))$, since $M^1(\mathbb{R}^{2d}) \subseteq L^1(\mathbb{R}^{2d}) \cap L^2(\mathbb{R}^{2d})$. In line with the paradigm of time-frequency analysis of operators (cf. [26 Sec. 14.5]), let us decompose the action of $\sigma^A$ into elementary pseudodifferential operators with time-frequency shifts of a suitable function as symbols. The inversion formula for the STFT allows to write

$$\sigma = \int_{\mathbb{R}^{2d}} \int_{\mathbb{R}^{2d}} V_0 \sigma (z, \zeta) M_\zeta T_z \Phi d\zeta dz,$$

for any window function $\Phi \in M^1(\mathbb{R}^{2d})$ with $\|\Phi\|_{L^2} = 1$. Therefore, for any $f, g \in M^1(\mathbb{R}^d)$:
\[ \langle \sigma^A f, g \rangle = \langle \sigma, \mathcal{B}_A (g, f) \rangle \\
= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} V \sigma (z, \zeta) \langle M_z T_{\zeta} \Phi, \mathcal{B}_A (g, f) \rangle \, dz \, d\zeta \\
= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} V \sigma (z, \zeta) \langle (M_z T_{\zeta} \Phi)^A f, g \rangle \, dz \, d\zeta. \]

This shows that \( \sigma^A \) acts (in an operator-valued sense on \( L^2 \)) as a continuous weighted superposition of elementary operators:

\[ \sigma^A = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} V \sigma (z, \zeta) (M_z T_{\zeta} \Phi)^A \, dz \, d\zeta. \]

The action of the building blocks \( (M_z T_{\zeta} \Phi)^A \) can be unwrapped by means of the magic formula (28) provided one takes \( \Phi = \mathcal{B}_A \varphi \) for some \( \varphi \in M^1(\mathbb{R}^d) \) with \( \| \varphi \|_{L^2} = |\det A|^{1/4} \) (see the orthogonality relations (25)):

\[ \langle (M_z T_{\zeta} \Phi)^A f, g \rangle = \langle M_z T_{\zeta} \Phi, \mathcal{B}_A (g, f) \rangle = \frac{\overline{B \varphi (g, f) (z, \zeta)}}{e^{2\pi i z \cdot \zeta} V \varphi (f, b, \beta) V \varphi (g, a, \alpha)}, \]

where \( a, \alpha, b, \beta \) are continuous functions of \( z \) and \( \zeta \). In particular, we have

\[ (M_z T_{\zeta} \Phi)^A : L^2(\mathbb{R}^d) \rightarrow L^2(\mathbb{R}^d) : f \mapsto e^{2\pi i z \cdot \zeta} \langle f, M_z T_{\zeta} \Phi \rangle M_z T_{\zeta}, \]

hence \( (M_z T_{\zeta} \Phi)^A \) is a rank-one operator with trace class norm given by \( \left\| (M_z T_{\zeta} \Phi)^A \right\|_{\mathcal{L}(L^2)} = \| \varphi \|^2_{L^2} = |\det A|^{1/2} \), independent of \( z, \zeta \). To conclude, we reconstruct the operator \( \sigma^A \) and compute its norm by means of the estimates for the pieces:

\[ \| \sigma^A \|_{\mathcal{L}(L^2)} \leq \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |V \sigma (z, \zeta)| \left\| (M_z T_{\zeta} \Phi)^A \right\|_{L^2} \, dz \, d\zeta \leq C_A \| \sigma \|_{M^1}. \]

### 4.1.2 Operators on modulation spaces

We now study the boundedness on modulation spaces of pseudodifferential operators associated with Cohen-type representations.

**Theorem 17 (Symbols in \( M^{p,q} \))** Let \( A = A_T \in \text{GL}(2d, \mathbb{R}) \) be a Cohen-type matrix and consider indices \( 1 \leq p, p_1, p_2, q, q_1, q_2 \leq \infty \), satisfying the following relations:

\[ p_1, p_2, q_1, q_2 \leq q', \]

and
The second case requires \( \frac{1}{p_1} + \frac{1}{p_2'} \geq \frac{1}{p} + \frac{1}{q'}, \quad \frac{1}{q_1} + \frac{1}{q_2'} \geq \frac{1}{p} + \frac{1}{q'} \).

For any \( \sigma \in M^{p,q}(\mathbb{R}^{2d}) \), the pseudodifferential operator \( \sigma^A \) is bounded from \( M^{p_1,q_1}(\mathbb{R}^d) \) to \( M^{p_2,q_2}(\mathbb{R}^d) \). In particular,

\[
\|\sigma^A\|_{M^{p_1,q_1} \to M^{p_2,q_2}} \lesssim_A \|\sigma\|_{M^{p,q}}.
\]

**Proof** Under the given assumptions on the indices, Theorem [12] implies that \( \mathcal{B}_{A_T}(g, f) \in M^{p',q'}(\mathbb{R}^d) \) for any \( f \in M^{p_1,q_1}(\mathbb{R}^d) \) and \( g \in M^{p_2,q_2}(\mathbb{R}^d) \). Therefore, by the duality of modulation spaces we obtain

\[
\left| \langle \sigma^A f, g \rangle \right| = |\langle \sigma, \mathcal{B}_A(g, f) \rangle| \\
\leq \|\sigma\|_{M^{p,q}} \|\mathcal{B}_M(g, f)\|_{M^{p',q'}} \\
\lesssim_A \|\sigma\|_{M^{p,q}} \|f\|_{M^{p_1,q_1}} \|g\|_{M^{p_2,q_2}}.
\]

For symbols in \( W(\mathcal{F}L^p, L^q) \) spaces, we can extend [16, Thm. 1.1] to the matrix setting.

**Theorem 18 (Symbols in \( W(\mathcal{F}L^p, L^q) \))** Let \( A = A_T \in \text{GL}(2d, \mathbb{R}) \) a right-regular Cohen-type matrix and consider indices \( 1 \leq p, q, r_1, r_2 \leq \infty \), satisfying the following relations:

\[
q \leq p', \quad r_1', r_2', p_2' \leq p.
\]

For any \( \sigma \in W(\mathcal{F}L^p, L^q)(\mathbb{R}^{2d}) \), the pseudodifferential operator \( \sigma^A \) is bounded on \( M^{r_1,r_2}(\mathbb{R}^d) \); in particular,

\[
\|\sigma^A\|_{M^{r_1,r_2} \to M^{r_1,r_2}} \lesssim_A \|\sigma\|_{W(\mathcal{F}L^p, L^q)}.
\]

**Proof** We isolate two special cases of Theorem [12]. First, for any \( f \in M^{p_1,p_2}(\mathbb{R}^d) \) and \( g \in M^{p_1',p_2'}(\mathbb{R}^d) \) we have

\[
\|W_T(g, f)\|_{W(\mathcal{F}L^p, L^q)} \lesssim_T \|f\|_{M^{p_1,p_2}} \|g\|_{M^{p_1',p_2'}}, \quad 1 \leq p_1, p_2 \leq \infty.
\]

This yields that \( \sigma^A \) is bounded on \( M^{p_1,p_2}(\mathbb{R}^d) \), for any \( 1 \leq p_1, p_2 \leq \infty \) and that the symbol \( \sigma \) is in \( W(\mathcal{F}L^p, L^q)(\mathbb{R}^{2d}) \), because

\[
\left| \langle \sigma^A f, g \rangle \right| = |\langle \sigma, W_T(g, f) \rangle| \\
\leq \|\sigma\|_{W(\mathcal{F}L^p, L^q)} \|W_T(g, f)\|_{W(\mathcal{F}L^p, L^q)} \\
\lesssim_T \|\sigma\|_{W(\mathcal{F}L^p, L^q)} \|f\|_{M^{p_1,p_2}} \|g\|_{M^{p_1',p_2'}}.
\]

The second case requires \( f, g \in M^2(\mathbb{R}^d) \), then

\[
\|W_T(g, f)\|_{W(\mathcal{F}L^2, L^2)} \lesssim_T \|f\|_{M^2} \|g\|_{M^2}.
\]
If $\sigma \in W(L^2, L^2)(\mathbb{R}^{2d})$, then $\sigma^A$ is bounded on $M^2(\mathbb{R}^d) = L^2(\mathbb{R}^d)$ by similar arguments:

$$
\|\sigma^A\|_{M^2 \to M^2} \lesssim_T \|\sigma\|_{W(L^2, L^2)}.
$$

We proceed now by complex interpolation of the continuous mapping $\op_A$ on modulation spaces; in particular, we are dealing with

$$
\op_A : W(F \ell^1, L^\infty)(\mathbb{R}^{2d}) \times M^{p_1, p_2}(\mathbb{R}^d) \to M^{p_1, p_2}(\mathbb{R}^d),
$$

$$
\op_A : W(F \ell^2, L^2)(\mathbb{R}^{2d}) \times M^2(\mathbb{R}^d) \to M^2(\mathbb{R}^d).
$$

For $\theta \in [0, 1]$, we have

$$
[W(F \ell^1, L^\infty), W(F \ell^2, L^2)]_\theta = W(F \ell^{p_1}, L^{p'}), \quad 2 \leq p \leq \infty,
$$

$$
[M^{p_1, p_2}, M^{2, 2}]_\theta = M^{p_1, p_2},
$$

with

$$
\frac{1}{r_i} = \frac{1 - \theta}{p_i} + \frac{\theta}{2} = \frac{1 - \theta}{p_i} + \frac{1}{p}, \quad i = 1, 2.
$$

From these estimates we immediately derive the condition $r_1, r_1', r_2, r_2' \leq p$. The inclusion relations for modulation spaces allow to extend the result to $W(F \ell^p, L^q)(\mathbb{R}^{2d})$ for any $q \leq p'$. Finally, exchanging the role of $p$ and $p'$ allows us to cover any $p \in [1, \infty]$. □

### 4.2 Symbols in the Sjöstrand class

Another important space of symbols is the Sjöstrand class. It has been introduced by Sjöstrand [41] to extend the well-behaved Hörmander class $S_{0, 0}^0$ and later recognized to coincide with the modulation space $M^{m, 1}(\mathbb{R}^{2d})$. Accordingly, it consists of bounded symbols with low regularity in general, namely temperate distributions $\sigma \in S'(\mathbb{R}^{2d})$ such that

$$
\int_{\mathbb{R}^{2d}} \sup_{x \in \mathbb{R}^{2d}} |(\sigma, \pi(z, \zeta)g)| d\zeta < \infty.
$$

Nevertheless, they lead to $L^2$-bounded pseudodifferential operators. In fact, much more is true: the family of Weyl operators with symbols in the Sjöstrand class is an inverse-closed Banach *-subalgebra of $L(L^2)(\mathbb{R}^d)$, in the following sense.

#### Theorem 19

(i) (Boundedness) If $\sigma \in M^{m, 1}(\mathbb{R}^{2d})$, then $\op_W(\sigma)$ is a bounded operator on $L^2(\mathbb{R}^d)$. 
(ii) (Algebra property) If $\sigma_1, \sigma_2 \in M^{\infty,1}(\mathbb{R}^{2d})$ and $\text{op}_W(\rho) = \text{op}_W(\sigma_1)\text{op}_W(\sigma_2)$, then $\rho \in M^{\infty,1}(\mathbb{R}^{2d})$.

(iii) (Wiener property) If $\sigma \in M^{\infty,1}(\mathbb{R}^{2d})$ and $\text{op}_W(\sigma)$ is invertible on $L^2(\mathbb{R}^d)$, then $[\text{op}_W(\sigma)]^{-1} = \text{op}_W(\rho)$ for some $\rho \in M^{\infty,1}(\mathbb{R}^{2d})$.

These results have been put into the context of time-frequency analysis in [29] and have been generalized, see [15, 30, 31]. In this section we extend Theorem 19 with respect to MWDs.

Let us first provide some conditions on the matrices for which the associated pseudodifferential operators with symbols in $M^{\infty,1}(\mathbb{R}^{2d})$ are bounded on modulation spaces.

\textbf{Theorem 20} ([1, Thm. 2.3.1]) Let $\sigma \in M^{\infty,1}(\mathbb{R}^{2d})$ and assume $A \in \text{GL}(2d, \mathbb{R})$ is a left-regular matrix. The pseudodifferential operator $\sigma A$ is bounded on all modulation spaces $M^{p,q}(\mathbb{R}^d)$, $1 \leq p, q \leq \infty$, with

$$
\|\sigma A\|_{M^{p,q} \rightarrow M^{p,q}} \lesssim_A \frac{1}{|\det A_{11}|^{1/p'} |\det A_{21}|^{1/p} |\det(A_{12})|^1 |\det(A_{22})|^1} \|\sigma\|_{M^{\infty,1}}.
$$

(47)

\textbf{Proof} Let $f, g \in M^1(\mathbb{R}^d)$ and $\Phi \in M^1(\mathbb{R}^{2d}) \setminus \{0\}$. Then,

\begin{align*}
\left| \langle \sigma^A f, g \rangle \right| &= \left| \langle \sigma, B_A (g, f) \rangle \right| \\
&= \left| \langle V_0 \sigma, V_0 B_A (g, f) \rangle \right| \\
&\leq \|V_0 \sigma\|_{L^{p,1}} \|V_0 B_A (g, f)\|_{L^{q,\infty}},
\end{align*}

where in the last line we used Hölder inequality for mixed-norm Lebesgue spaces. Let us choose for instance $\Phi = B_A \varphi$ where $\varphi \in M^1(\mathbb{R}^d)$ is the Gaussian function.

We introduce the affine transformations

$$
P_\zeta (z_1, z_2) = P_1 z + P_2 = \begin{pmatrix} A_{11} & 0 \\ 0 & (A_{12})^* \end{pmatrix} \begin{pmatrix} z_1 \\ z_2 \end{pmatrix} + \begin{pmatrix} 0 & -A_{12} \\ (A_{11})^* & 0 \end{pmatrix} \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix},
$$

$$
Q_\zeta (z_1, z_2) = Q_1 z + Q_2 = \begin{pmatrix} A_{21} & 0 \\ 0 & -(A_{22})^* \end{pmatrix} \begin{pmatrix} z_1 \\ z_2 \end{pmatrix} + \begin{pmatrix} 0 & -A_{22} \\ -(A_{21})^* & 0 \end{pmatrix} \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix},
$$

in according with the magic formula (28), and using again Hölder’s inequality we get
\[
\|V_\Phi B_A(g,f)\|_{L^1,\infty} = \sup_{(\xi,\zeta) \in \mathbb{R}^{2d}} \int_{\mathbb{R}^{2d}} |V_\Phi g (P_\xi (z_1, z_2))| |V_\Phi f (Q_\zeta (z_1, z_2))| \, dz_1 \, dz_2 \\
\leq \sup_{(\xi,\zeta) \in \mathbb{R}^{2d}} \left\| (V_\Phi f) \circ Q_\zeta \right\|_{L^{p,q}} \left\| (V_\Phi g) \circ P_\xi \right\|_{L^{p',q'}} \\
= \frac{\|V_\Phi f\|_{L^{p,q}} \|V_\Phi g\|_{L^{p',q'}}}{|\det A_{21}|^{1/p} |\det (A_{22})^q|^{1/q} |\det A_{11}|^{1/p'} |\det (A_{12})^{q'}|^{1/q'}} \\
\leq C \frac{\|f\|_{M^{p,q}} \|g\|_{M^{p',q'}}}{|\det A_{21}|^{1/p} |\det (A_{22})^q|^{1/q} |\det A_{11}|^{1/p'} |\det (A_{12})^{q'}|^{1/q'}},
\]

where the constant \(C\) does not depend on \(f, g\) or \(A\).

On the other hand,
\[
\|V_\Phi \sigma\|_{L^{m,1}} \leq C_\Phi \|\sigma\|_{M^{m,1}}, \quad (48)
\]
where the constant \(C_\Phi\) depends on \(\Phi = B_A \varphi\), hence on \(A\). We conclude by duality and get the claimed result.

**Remark 6** This result broadly generalizes [26, Thm. 14.5.2] and confirms again that the Sjöstrand’s class is a well-suited symbol class leading to bounded operators on modulation spaces. It is worth to mention that the left-regularity assumption for \(A\) covers any Cohen-type matrix \(A = A_M\).

**Remark 7** Unfortunately, it is not easy to sharpen the estimate \((47)\) neither in the case of Cohen-type matrices, the main obstruction being the estimate in \((48)\). The usual strategy consists of finding a suitable alternative window function \(\Psi \in M^1(\mathbb{R}^{2d})\) and then estimate \(\|V_\Phi B_A \Phi\|_{L^1}\), in order to apply [26, Lem. 11.3.3] and [26, Prop. 11.1.3(a)]. This require cumbersome computations even in the case of \(\tau\)-distributions with \(\Psi\) Gaussian function, but the result is a uniform estimate for any \(\tau \in [0, 1]\), cf. [16, Lem. 2.3].

We now prove a similar boundedness result on \(W(\mathcal{F} L^p, L^q)\) spaces. We require a very special case of the symplectic covariance for the Weyl quantization which is stable under matrix perturbations - cf. [15, Lem. 5.1] for the \(\tau\)-Wigner case.

**Lemma 5** For any symbol \(\sigma \in M^{\infty}(\mathbb{R}^{2d})\) and any Cohen-type matrix \(A = A_T \in \text{GL}(2d, \mathbb{R})\):
\[
\mathcal{F} \text{op}_A (\sigma) \mathcal{F}^{-1} = \text{op}_A_{A_T} (\sigma \circ J^{-1}).
\]

**Proof** We use a formal argument and leave to the reader the discussion on the function spaces on which it is well defined. Recall the spreading representation of the operator \(\text{op}_A\) from \((44)\)
\[
\text{op}_A f (x) = \int_{\mathbb{R}^{2d}} \tilde{\sigma} (\xi, u) e^{-2\pi i u \cdot T^{-u} \xi} M_\xi T_u f (x) \, du \, d\xi.
\]

Since \(\mathcal{F} T^{-u} M_\xi \mathcal{F}^{-1} = e^{2\pi i u \cdot \xi} T_\xi M_u\), we obtain
Let us briefly recall the main ingredients of this result. First, fix a non-zero window $\Lambda$ if we restrict to the discrete lattice $\mathbb{Z}^d$. Time-frequency shifts is described by the entries of the so-called quasi-diagonalization property satisfied by the Weyl operators with symbol in $M^{\infty,1}(\mathbb{R}^{2d})$. As a non-trivial example of this issue, we highlight the contribution of de Gosson in [18] for $\tau$-pseudodifferential operators.

**Theorem 21** For any Cohen-type matrix $A = A_T \in \text{GL}(2d, \mathbb{R})$ and any symbol $\sigma \in M^{\infty,1}(\mathbb{R}^{2d})$, the operator $\text{op}_A(\sigma)$ is bounded on $W(\mathcal{F} L^p, L^q)(\mathbb{R}^d)$ with

$$\|\text{op}_A(\sigma)\|_{W(\mathcal{F} L^p, L^q) \rightarrow W(\mathcal{F} L^p, L^q)} \leq C_A\|\sigma\|_{M^{\infty,1}},$$

for a suitable $C_A > 0$.

**Proof** The proof follows the pattern of [15] Thm. 5.6. Set $\sigma_J = \sigma \circ J$ and consider the following commutative diagram:

$$
\begin{array}{ccc}
M^{p,q}(\mathbb{R}^d) & \xrightarrow{\text{op}_{I,T}(\sigma_J)} & M^{p,q}(\mathbb{R}^d) \\
\downarrow{\mathcal{F}^{-1}} & & \downarrow{\mathcal{F}} \\
W(\mathcal{F} L^p, L^q)(\mathbb{R}^d) & \xrightarrow{\text{op}_{I,T}(\sigma)} & W(\mathcal{F} L^p, L^q)(\mathbb{R}^d)
\end{array}
$$

From the formula $V_G(\sigma_J)(z, \xi) = V_{G \circ J^{-1}}(\sigma(Jz, J\xi))$, for any suitable window $G$, it follows easily that $\sigma \in M^{\infty,1}(\mathbb{R}^{2d})$ implies $\sigma_J \in M^{\infty,1}(\mathbb{R}^{2d})$. The operator $\text{op}_{I,T}(\sigma_J)$ is bounded on $M^{p,q}(\mathbb{R}^d)$ as a consequence of Theorem [20] and the claim follows at once thanks to the previous lemma. \hfill \square

The significance of the Sjöstrand class as space of symbols comes in many shapes. In [29] an alternative characterization of the Sjöstrand class was given in terms of a quasi-diagonalization property satisfied by the Weyl operators with symbol in $M^{\infty,1}$. Let us briefly recall the main ingredients of this result. First, fix a non-zero window $\varphi \in M^1(\mathbb{R}^d)$ and a lattice $\Lambda = A\mathbb{Z}^{2d} \subseteq \mathbb{R}^{2d}$, where $A \in \text{GL}(2d, \mathbb{R})$, such that $\mathcal{G}(\varphi, \Lambda)$ is a Gabor frame for $L^2(\mathbb{R}^d)$. The action of pseudodifferential operators on time-frequency shifts is described by the entries of the so-called channel matrix, that is

$$\langle \text{op}_W(\sigma)\pi(z)\varphi, \pi(w)\varphi \rangle, \quad z, w \in \mathbb{R}^{2d},$$

or

$$M(\sigma)_{\lambda,\mu} := \langle \text{op}_W(\sigma)\pi(\lambda)\varphi, \pi(\mu)\varphi \rangle, \quad \lambda, \mu \in \Lambda,$$

if we restrict to the discrete lattice $\Lambda$. We say that $\text{op}_W$ is almost diagonalized by the Gabor frame $\mathcal{G}(\varphi, \Lambda)$ if the associated channel matrix exhibits some sort of off-diagonal decay - equivalently, if the time-frequency shifts are almost eigenvectors for $\text{op}_W$. 

\[ \mathcal{F} \text{op}_A \mathcal{F}^{-1} = \int_{\mathbb{R}^{2d}} \sigma(\xi, u) e^{-\pi i (2T-1)u \cdot \xi} T_\xi M_u du \cdot \xi \]

**Remark 8** A comprehensive account of the symplectic covariance for perturbed representation is out of the scope of this paper. This would require to investigate how the metaplectic group should be modified in order to accommodate the perturbations.
Theorem 22 (129) Let \( \varphi \in M^1(\mathbb{R}^d) \) be a non-zero window function such that \( \mathcal{G} (\varphi, \Lambda) \) be a Gabor frame for \( L^2(\mathbb{R}^d) \). The following properties are equivalent:

(i) \( \sigma \in M^{\infty,1}(\mathbb{R}^{2d}) \).
(ii) \( \sigma \in M^\infty(\mathbb{R}^{2d}) \) and there exists a function \( H \in L^1(\mathbb{R}^{2d}) \) such that

\[
|\langle \text{op}_W (\sigma) \pi (z) \varphi, \pi (w) \varphi \rangle| \leq H (w - z), \quad \forall w, z \in \mathbb{R}^{2d}.
\]

(iii) \( \sigma \in M^\infty(\mathbb{R}^{2d}) \) and there exists a sequence \( h \in \ell^1(\Lambda) \) such that

\[
|\langle \text{op}_W (\sigma) (\mu) \varphi, \pi (\lambda) \varphi \rangle| \leq h (\lambda - \mu), \quad \forall \lambda, \mu \in \Lambda.
\]

Corollary 2 Under the hypotheses of the previous theorem, assume that \( T : M^1(\mathbb{R}^d) \to M^\infty(\mathbb{R}^d) \) is continuous and satisfies one of the following conditions:

(i) \( |(T \pi (z) \varphi, \pi (w) \varphi)| \leq H (w - z), \quad \forall w, z \in \mathbb{R}^{2d} \) for some \( H \in L^1 \).
(ii) \( |(T \pi (\mu) \varphi, \pi (\lambda) \varphi)| \leq h (\lambda - \mu), \quad \forall \lambda, \mu \in \Lambda \) for some \( h \in \ell^1 \).

Then \( T = \text{op}_W (\sigma) \) for some symbol \( \sigma \in M^{\infty,1}(\mathbb{R}^{2d}) \).

The backbone of this result is the interplay between the entries of the channel matrix of \( \text{op}_W \) and the short-time Fourier transform of the symbol. Theorem 22 can be extended without difficulty to \( \tau \)-pseudodifferential operators [13]. We now indicate a further generalization to operators associated with Cohen-type matrices.

Assume that \( A = A_M \in G L (2d, \mathbb{R}) \) is a matrix of Cohen’s type. The following result easily follows from the covariance formula (38).

Lemma 6 Let \( A = A_T \in G L (2d, \mathbb{R}) \) be a matrix of Cohen’s type and fix a non-zero window \( \varphi \in M^1(\mathbb{R}^d) \), then set \( \Phi_A = W_T \varphi \). Then, for any \( \sigma \in M^\infty(\mathbb{R}^{2d}) \)

\[
\left| \langle \sigma^A \pi (z) \varphi, \pi (w) \varphi \rangle \right| = \left| V_{\Phi_A} \sigma (T_T (w, z), J (w - z)) \right| = \left| V_{\Phi_A} \sigma (x, y) \right|,
\]

and

\[
\left| V_{\Phi_A} \sigma (x, y) \right| = \left| \langle \sigma^A \pi (z (x, y)) \varphi, \pi (w (x, y)) \varphi \rangle \right|,
\]

for any \( x, y, z, w \in \mathbb{R}^{2d} \), where \( T_T \) is defined in (40) and

\[
z (x, y) = x + (I + P_T) J y, \quad w (x, y) = x + P_T J y.
\]

Proof We have

\[
\left| \langle \sigma^A \pi (z) \varphi, \pi (w) \varphi \rangle \right| = \left| \langle \sigma, \mathcal{B}_A (w \varphi, z \varphi) \rangle \right|
\]

\[
= \left| \langle \sigma, \mathcal{M}_{J (w - z) T_T (w, z), \mathcal{B}_A \varphi (x, \omega)} \rangle \right|
\]

\[
= \left| V_{\Phi_A} \sigma (T_T (w, z), J (w - z)) \right|.
\]

Now, setting \( x = T_T (w, z) \) and \( y = J (w - z) \) we immediately get Eq. (49). □

Theorem 23 Let \( \varphi \in M^1(\mathbb{R}^d) \) be a non-zero window function and assume that \( \Lambda \) is a lattice such that \( \mathcal{G} (\varphi, \Lambda) \) is a Gabor frame for \( L^2(\mathbb{R}^d) \). For any Cohen-type matrix \( A = A_T \in G L (2d, \mathbb{R}) \), the following properties are equivalent:
Linear perturbations of the Wigner transform and the Weyl quantization

(i) \( \sigma \in M_{\infty,1}^{0,1} (\mathbb{R}^{2d}) \),
(ii) \( \sigma \in M^{\infty} (\mathbb{R}^{2d}) \) and there exists a function \( H = H_T \in L^1(\mathbb{R}^d) \) such that
\[
\left| \langle \sigma^A \pi (z) \varphi, \pi (w) \varphi \rangle \right| \leq H_T (w - z), \quad \forall w, z \in \mathbb{R}^{2d}.
\]
(iii) \( \sigma \in M^{\infty} (\mathbb{R}^{2d}) \) and there exists a sequence \( h = h_T \in \ell^1 (\Lambda) \) such that
\[
\left| \langle \sigma^A \pi (\mu) \varphi, \pi (\lambda) \varphi \rangle \right| \leq h_T (\lambda - \mu), \quad \forall \lambda, \mu \in \mathbb{R}^{2d}.
\]

**Proof** The proof faithfully mirrors the one for Weyl operators [29, Theorem 3.2]. We detail here only the case \( (i) \Rightarrow (ii) \), the discrete case for \( h_T \) is similar. For \( \varphi \in M^{1} (\mathbb{R}^d) \) the \( T \)-Wigner distribution \( \Phi_T = W_T \varphi \) is in \( M^{1} (\mathbb{R}^{2d}) \) by Theorem [12] This implies that the short-time Fourier transform \( V_{\varphi_T} \sigma \) is well-defined for \( \sigma \in M_{\infty,1}^{0,1} (\mathbb{R}^{2d}) \) (cf. [26, Theorem 11.3.7]). The main insight here is that the controlling function \( H_T \in L^1(\mathbb{R}^{2d}) \) can be provided by the so-called grand symbol associated with \( \sigma \), which is \( H_T (v) = \sup_{u \in \mathbb{R}^{2d}} |V_{\varphi_T} \sigma (u, v)| \). By definition of \( M_{\infty,1}^{0,1} (\mathbb{R}^{2d}) \), we have \( H_T \in L^1(\mathbb{R}^{2d}) \), so that Lemma [6] implies
\[
\left| \langle \sigma^A \pi (z) \varphi, \pi (w) \varphi \rangle \right| = \left| V_{\varphi_T} \sigma (T_T (z, w), J (w - z)) \right|
\leq \sup_{u \in \mathbb{R}^{2d}} \left| V_{\varphi_T} \sigma (u, J (w - z)) \right|
= H_T (J (w - z)).
\]
Setting \( H_T = H_T \circ J \) yields the claim. \( \square \)

Let us further discuss the main trick of the proof. While the choice of the grand symbol as controlling function is natural in view of the \( M_{\infty,1}^{0,1} \) norm, the effect of the perturbation matrix \( T \) is confined to the window function \( \Phi_T \) and to the time variable of the short-time Fourier transform of the symbol. A natural question is then the following: what happens if we try to control the time dependence of \( V_{\varphi_T} \sigma \)? Following the pattern of [15, Thm. 4.3], this remark provides a similar characterization for symbols belonging to the modulation space \( W(\mathcal{F} L^\infty, L^1) = \mathcal{F} M_{\infty,1}^{0,1} \).

**Theorem 24** Let \( \varphi \in M^1 (\mathbb{R}^d) \) be a non-zero window function. For any right-regular Cohen-type matrix \( A = A_T \in GL (2d, \mathbb{R}) \), the following properties are equivalent:
(i) \( \sigma \in W(\mathcal{F} L^\infty, L^1) (\mathbb{R}^{2d}) \).
(ii) \( \sigma \in M^{\infty} (\mathbb{R}^{2d}) \) and there exists a function \( H = H_T \in L^1(\mathbb{R}^d) \) such that
\[
\left| \langle \sigma^A \pi (z) \varphi, \pi (w) \varphi \rangle \right| \leq H_T (w - \mathcal{U}_T z), \quad \forall w, z \in \mathbb{R}^{2d},
\]
where
\[
\mathcal{U}_T = \begin{pmatrix} (I - T)^{-1} & 0 \\ 0 & T^{-1} (I - T) \end{pmatrix}.
\]

**Proof** The proof is a straightforward adjustment of the one provided for [15, Thm. 4.3]. Again, we detail here only the case \( (i) \Rightarrow (ii) \) for the purpose of tracking the
If $\phi \in M^1(\mathbb{R}^d)$, $\phi \neq 0$, then $\Phi_T = W_T \phi \in M^1 = W(FL^1, L^1)$ by Theorem 12. For $\sigma \in W(FL^{\infty}, L^1)$, we have that $V \phi_T \sigma$ is well defined and
\[ \tilde{H}_T (x) = \sup_{y \in \mathbb{R}^d} |V \phi_T \sigma (x, y)| \in L^1 \left( \mathbb{R}^{2d} \right). \]

From Lemma 6 we infer
\[ \left| \langle op_T (\sigma) \pi (z) \phi, \pi (w) \phi \rangle \right| = |V \phi_T \sigma (T_T (w, z), J (w - z))| \leq \sup_{y \in \mathbb{R}^d} |V \phi_T \sigma (T_T (w, z), y)| \leq \tilde{H}_T (T_T (w, z)). \]

Notice that if $A_T$ is right-regular, then $I + P_T$ from (39) is invertible (and the converse holds, too). In particular, we have
\[ (I + P_T)^{-1} (T_T (w, z)) = w - (I + P_T)^{-1} P_T z = w - U_T z, \]
and thus $\tilde{H}_T (T_T (w, z)) = \tilde{H}_T (B_T^{-1} (w - U_T z))$. Define $H_T = \tilde{H}_T \circ (I + P_T)^{-1}$; then $H_T \in L^1(\mathbb{R}^{2d})$ since $\|H_T\|_{L^1} = \|\tilde{H}_T \circ (I + P_T)^{-1}\|_{L^1} \times \|\tilde{H}_T\|_{L^1} < \infty$. \hfill \Box

Remark 9
(i) The almost diagonalization of the (continuous) channel matrix does not survive the perturbation, but the new result can be interpreted as a measure of the concentration of the time-frequency representation of $op_T (\sigma)$ along the graph of the map $U_T$.

(ii) We recover [15, Thm. 4.3], where the same problem was first studied for $\tau$-operators with $\tau \in (0, 1)$. One may push further the analogy and generalize the results for $\tau = 0$ or $\tau = 1$.

(iii) As already remarked for $\tau$-operators in [15], the discrete characterization via Gabor frames is lost: for a given lattice $\Lambda$, the inclusion $U_T \Lambda \subseteq \Lambda$ exclusively holds for $\tau = 1/2$ (the Weyl transform).

(iv) The boundedness and algebraic properties of $A_T$-operators with symbols in $W(FL^{\infty}, L^1)$ proved in [15] rely on the characterization as generalized metaplectic operators according to [12, Def. 1.1]. In order to benefit from this framework, it is necessary for $U_T$ to be a symplectic matrix, the latter condition being realized if and only if $T$ is a symmetric matrix (cf. [17, (2.4) and (2.5)] and notice that $T^{-1} (I - T) = (I - T) T^{-1}$).

Acknowledgments

E. Cordero and S. I. Trapasso are members of the Gruppo Nazionale per l’Analisi Matematica, la Probabilità e le loro Applicazioni (GNAMPA) of the Istituto Nazionale di Alta Matematica (INdAM). K. Gröchenig acknowledges support from the Austrian Science Fund FWF, project P31887-N32.
References

1. Bayer, D.: Bilinear Time-Frequency Distributions and Pseudodifferential Operators. PhD Thesis, University of Vienna (2010)
2. Bényi, A., Gröchenig, K., Okoudjou, K., and Rogers, L. G.: Unimodular Fourier multipliers for modulation spaces. *J. Funct. Anal.* 246 (2007), no. 2, 366–384
3. Boggiatto, P., Carypis, E., and Oliaro, A.: Wigner representations associated with linear transformations of the time-frequency plane. In *Pseudo-Differential Operators: Analysis, Applications and Computations* (275-288), Springer (2011)
4. Boggiatto, P., De Donno, G., and Oliaro, A.: Weyl quantization of Lebesgue spaces. *Math. Nachr.* 282 (2009), no. 12, 1656–1663
5. Boggiatto, P., De Donno, G., and Oliaro, A.: Time-frequency representations of Wigner type and pseudo-differential operators. *Trans. Amer. Math. Soc.* 362 (2010), no. 9, 4955–4981
6. Cohen, L.: Time-frequency distributions – A review. *Proc. IEEE* 77 (1989), no. 7, 941–981
7. Cohen, L.: *Time-frequency Analysis*. Prentice Hall (1995)
8. Cohen, L.: Generalized phase-space distribution functions. *J. Math. Phys.* 7 (1966), no. 5, 781–786
9. Cohen, L.: *The Weyl Operator and its Generalization*. Springer (2012)
10. Cordero, E., and Nicola, F.: Metaplectic representation on Wiener amalgam spaces and applications to the Schrödinger equation. *J. Funct. Anal.* 254 (2008), no. 2, 506–534
11. Cordero, E., and Trapasso, S. I.: Linear Perturbations of the Wigner Distribution and the Cohen Class. *Anal. Appl.* - DOI: 10.1142/S0219530519500052 (2018)
12. Cordero, E., Gröchenig, K., Nicola, F., and Rodino, L.: Generalized metaplectic operators and the Schrödinger equation with a potential in the Sjöstrand class. *J. Math. Phys.* 55 081506 (2014)
13. Cordero, E., de Gosson, M., and Nicola, F.: Time-frequency analysis of Born-Jordan pseudodifferential operators. *J. Funct. Anal.* 272 (2017), no. 2, 577–598
14. Cordero, E., de Gosson, M., Dörfler, M., and Nicola, F.: On the symplectic covariance and interferences of time-frequency distributions. *SIAM J. Math. Anal.* 50 (2018), no. 2, 2178–2193
15. Cordero, E., Nicola, F., and Trapasso, S. I.: Almost diagonalization of τ-pseudodifferential operators with symbols in Wiener amalgam and modulation spaces. *J. Fourier Anal. Appl.* - DOI: 10.1007/s00041-018-09651-z (2018)
16. Cordero, E., D’Elia, L., and Trapasso, S. I.: Norm estimates for τ-pseudodifferential operators in Wiener amalgam and modulation spaces. *J. Math. Anal. Appl.* 471 (2019), no. 1-2, 541–563
17. de Gosson, M.: *Symplectic Methods in Harmonic Analysis and in Mathematical Physics*. Springer (2011)
18. de Gosson, M.: Born-Jordan quantization. Fundamental Theories of Physics, Vol. 182, Springer [Cham], (2016)
19. Feichtinger, H. G.: On a new Segal algebra. *Monatsh. Math.* 92 (1981), no. 4, 269–289
20. Feichtinger, H. G.: Modulation spaces on locally compact abelian groups, *Technical Report, University Vienna*, (1983) and also in *Wavelets and Their Applications*, M. Krishna, R. Radha, S. Thangavelu, editors, Allied Publishers (2003), 99–140.
21. Feichtinger, H. G.: Generalized amalgams, with applications to Fourier transform. *Canad. J. Math.*, 42 (1990), 395–40
22. Feichtinger, H. G., and Gröchenig, K.: Gabor frames and time-frequency analysis of distributions. *J. Funct. Anal.* 146 (1997), no. 2, 464–495.
23. Feig, E., and Micchelli, C. A.: $L^2$-synthesis by ambiguity functions. In *Multivariate Approximation Theory IV*, 143–156, International Series of Numerical Mathematics. Birkhäuser, Basel, 1989.
24. Goh, S. S., and Goodman, T. N.: Estimating maxima of generalized cross ambiguity functions, and uncertainty principles. *Appl. Comput. Harmon. Anal.* 34 (2013), no. 2, 234–251.
25. Gröchenig, K.: An uncertainty principle related to the Poisson summation formula. *Studia Math.* 121 (1996), no. 1, 87–104.
26. Gröchenig, K.: *Foundations of Time-frequency Analysis*. Appl. Numer. Harmon. Anal., Birkhäuser (2001)

27. Gröchenig, K.: Uncertainty principles for time-frequency representations. In *Advances in Gabor analysis*, 11–30, Appl. Numer. Harmon. Anal., Birkhäuser Boston, Boston, MA, 2003

28. Gröchenig, K.: A pedestrian’s approach to pseudodifferential operators. In *Harmonic analysis and applications*, 139–169, Appl. Numer. Harmon. Anal., Birkhäuser Boston, Boston, MA, 2006

29. Gröchenig, K.: Time-frequency analysis of Sjöstrand’s class. *Rev. Mat. Iberoam.* 22 (2006), no. 2, 703–724

30. Gröchenig, K., and Rzeszotnik, Z.: Banach algebras of pseudodifferential operators and their almost diagonalization. *Ann. Inst. Fourier (Grenoble)* 58 (2008), no. 7, 2279–2314

31. Gröchenig, K., and Strohmer, T.: Pseudodifferential operators on locally compact abelian groups and Sjöstrand’s symbol class. *J. Reine Angew. Math.* 613 (2008), 121–146

32. Hlawatsch, F., and Auger, F. (Eds.): *Time-frequency Analysis*. John Wiley & Sons (2013)

33. Hlawatsch, F., and Boudreaux-Bartels, G. F.: Linear and quadratic time-frequency signal representations. *IEEE Signal Proc. Mag.* 9 (1992), no. 2, 21–67

34. Hudson, R. L.: When is the Wigner quasi-probability density non-negative? *Rep. Mathematical Phys.* 6 (1974), no. 2, 249–252

35. Jakobsen, M. S.: On a (no longer) new Segal algebra: a review of the Feichtinger algebra. *J. Fourier Anal. Appl.* 24 (2018), no. 6, 1579–1660

36. Janssen, A. J. E. M.: A note on Hudson’s theorem about functions with nonnegative Wigner distributions. *SIAM J. Math. Anal.* 15 (1984), no. 1, 170–176

37. Janssen, A. J. E. M.: Bilinear time-frequency distributions. In *Wavelets and their applications (Il Ciocco, 1992)*, 297–311, Kluwer Acad. Publ., Dordrecht, 1994

38. Janssen, A. J. E. M.: Positivity and spread of bilinear time-frequency distributions. In *The Wigner distribution*, 1–58, Elsevier Sci. B. V., Amsterdam, 1997

39. Lu, T., and Shiou, S.: Inverses of $2 \times 2$ block matrices. *Comput. Math. Appl.* 43 (2002), no. 1-2, 119–129

40. W. Mecklenbräuker and F. Hlawatsch, editors. *The Wigner distribution*. Theory and applications in signal processing, Elsevier Science B.V., Amsterdam, 1997

41. Sjöstrand, J.: An algebra of pseudodifferential operators. *Math. Res. Lett.* 1 (1994), no. 2, 185–192

42. Toft, J.: Continuity properties for modulation spaces, with applications to pseudo-differential calculus. I. *J. Funct. Anal.*, 207 (2004), no. 2, 399–429

43. Toft, J.: Matrix parameterized pseudo-differential calculi on modulation spaces. In *Generalized Functions and Fourier Analysis*, 215–235, Birkhäuser, 2017

44. Wigner, E.: On the Quantum Correction For Thermodynamic Equilibrium. *Phys. Rev.*, 40 (1932), no. 5, 749–759