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Abstract A series of basic qualitative properties of the minimum sum-of-squares clustering problem are established in this paper. Among other things, we clarify the solution existence, properties of the global solutions, characteristic properties of the local solutions, locally Lipschitz property of the optimal value function, locally upper Lipschitz property of the global solution map, and the Aubin property of the local solution map. We prove that the problem in question always has a global solution and, under a mild condition, the global solution set is finite and the components of each global solution can be computed by an explicit formula. Based on a newly introduced concept of nontrivial local solution, we get necessary conditions for a system of centroids to be a nontrivial local solution. Interestingly, we are able to show that these necessary conditions are also sufficient ones. Finally, it is proved that the optimal value function is locally Lipschitz, the global solution map is locally upper Lipschitz, and the local solution map has the Aubin property, provided that the original data points are pairwise distinct. Thanks to the obtained complete characterizations of the nontrivial local solutions, one can understand better the performance of not only the \( k \)-means algorithm, but also of other solution methods for the minimum sum-of-squares clustering problem.
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1 Introduction

Clustering is an important task in data mining and it is a powerful tool for automated analysis of data. Cluster is a subset of the data set. The elements of a cluster are similar in some sense (see, e.g., [1, p. 32] and [17, p. 250]).

Clustering is an unsupervised technique dealing with problems of organizing a collection of patterns into clusters based on similarity. Cluster analysis is applied in different areas such as image segmentation, information retrieval, pattern recognition, pattern classification, network analysis, vector quantization and data compression, data mining and knowledge discovery business, document clustering and image processing (see, e.g., [1, p. 32] and [18]).

There are many kinds of clustering problems, where different criteria are used. Among these criteria, the Minimum Sum-of-Squares Clustering (MSSC for short) criterion is one of the most used [6,11,14,18,20,26,29]. Biding by this criterion, one tries to make the sum of the squared Euclidean distances from each data point to the centroid of its cluster as small as possible. The MSSC problem requires to partition a finite data set into a given number of clusters in order to minimize the just mentioned sum.

The importance of the MSSC problem was noticed by researchers long time ago and they have developed many algorithms to solve it (see, e.g., [3,4,5,6,7,22,25,30], and the references therein). Since this is a NP-hard problem [2,24], the effective existing algorithms reach at most local solutions. These algorithms may include certain techniques for improving the current data partition to seek better solutions. For example, in [25], the authors proposed a method to find good starting points that is based on the DCA (Difference-of Convex-functions Algorithms). The latter has been applied to the MSSC problem in [4,19,20].

It is well known that a deep understanding on qualitative properties of an optimization problem is very helpful for its numerical solution. To our knowledge, apart from the fundamental necessary optimality condition given recently by Ordin and Bagirov [25], qualitative properties of the MSSC problem have not been addressed in the literature until now.

The first aim of the present paper is to prove some basic properties of the above problem. We begin with clarifying the equivalence between the mixed integer programming formulation and the unconstrained nonsmooth nonconvex optimization formulation of the problem, that were given in [25]. Then we prove that the MSSC problem always has a global solution and, under a mild condition, the global solution set is finite and the components of each global solution can be computed by an explicit formula.
The second aim of our paper is to characterize the local solutions of the MSSC problem. Based on the necessary optimality condition in DC programming [13], some arguments of [25], and a newly introduced concept of nontrivial local solution, we get necessary conditions for a system of centroids to be a nontrivial local solution. Interestingly, we are able to prove that these necessary conditions are also sufficient ones. Since the known algorithms for solving the MSSC problem focus on the local solutions, our characterizations may lead to a better understanding and further refinements of the existing algorithms. Here, by constructing a suitable example, we investigate the performance of the k-means algorithm, which can be considered as a basic solution method for the MSSC problem.

The third aim of this paper is to analyze the changes of the optimal value, the global solution set, and the local solution set of the MSSC problem with respect to small changes in the data set. Three principal stability properties will be established. Namely, we will prove that the optimal value function is locally Lipschitz, the global solution map is locally upper Lipschitz, and the local solution map has the Aubin property, provided that the original data points are pairwise distinct.

The remainder of the paper consists of three sections. Section 2 describes the MSSC problem and its basic properties. The k-means algorithm is recalled in this section. In Section 3, we characterize the local solutions and investigate the performance of the just mentioned algorithm. Section 4 presents a comprehensive stability analysis of the MSSC problem.

2 Basic Properties of the MSSC Problem

Let \( A = \{a_1, \ldots, a_m\} \) be a finite set of points (representing the data points to be grouped) in the \( n \)-dimensional Euclidean space \( \mathbb{R}^n \) equipped with the scalar product \( \langle x, y \rangle = \sum_{i=1}^{n} x_i y_i \) and the norm \( \|x\| = \left(\sum_{i=1}^{n} x_i^2\right)^{1/2} \). Given a positive integer \( k \) with \( k \leq m \), one wants to partition \( A \) into disjoint subsets \( A^1, \ldots, A^k \), called clusters, such that a clustering criterion is optimized.

If one associates to each cluster \( A^j \) a center (or centroid), denoted by \( \mathbf{x}^j \in \mathbb{R}^n \), then the following well-known variance or SSQ (Sum-of-Squares) clustering criterion (see, e.g., [8, p. 266])

\[
\psi(\mathbf{x}, \alpha) := \frac{1}{m} \sum_{i=1}^{m} \left( \sum_{j=1}^{k} \alpha_{ij} \| \mathbf{a}^i - \mathbf{x}^j \|^2 \right) \rightarrow \min,
\]
where $\alpha_{ij} = 1$ if $a_i \in A_j$ and $\alpha_{ij} = 0$ otherwise, is used. Thus, the above partitioning problem can be formulated as the constrained optimization problem

$$
\min \left\{ \psi(x, \alpha) \mid \alpha \in \mathbb{R}^{m \times k}, \alpha_{ij} \in \{0, 1\}, \sum_{j=1}^k \alpha_{ij} = 1, \; i = 1, \ldots, m, \; j = 1, \ldots, k \right\},
$$

where the centroid system $x = (x^1, \ldots, x^k)$ and the incident matrix $\alpha = (\alpha_{ij})$ are to be found.

Since (1) is a difficult mixed integer programming problem, instead of it one usually considers (see, e.g., [25, p. 344]) next unconstrained nonsmooth nonconvex optimization problem

$$
\min \left\{ f(x) := \frac{1}{m} \sum_{i=1}^m \left( \min_{j=1, \ldots, k} \|a^i - x^j\|^2 \right) \mid x = (x^1, \ldots, x^k) \in \mathbb{R}^{n \times k} \right\}.
$$

Both models (1) and (2) are referred to as the minimum sum-of-squares clustering problem (the MSSC problem). As the decision variables of (1) and (2) belong to different Euclidean spaces, the equivalence between these minimization problems should be clarified. For our convenience, put $I = \{1, \ldots, m\}$ and $J = \{1, \ldots, k\}.$

Given a vector $\bar{x} = (\bar{x}^1, \ldots, \bar{x}^k) \in \mathbb{R}^{n \times k},$ we inductively construct $k$ subsets $A^1, \ldots, A^k$ of $A$ in the following way. Put $A^0 = \emptyset$ and

$$
A^j = \left\{ a^i \in A \setminus \left( \bigcup_{p=0}^{j-1} A^p \right) \mid \|a^i - \bar{x}^j\| = \min_{q \in J} \|a^i - \bar{x}^q\| \right\}
$$

for $j \in J.$ This means that, for every $i \in I,$ the data point $a^i$ belongs to the cluster $A^j$ if and only if the distance $\|a^i - \bar{x}^j\|$ is the minimal one among the distances $\|a^i - \bar{x}^q\|, \; q \in J,$ and $a^i$ does not belong to any cluster $A^p$ with $1 \leq p \leq j - 1.$ We will call this family $\{A^1, \ldots, A^k\}$ the natural clustering associated with $\bar{x}.$

**Definition 1** Let $\bar{x} = (\bar{x}^1, \ldots, \bar{x}^k) \in \mathbb{R}^{n \times k}.$ We say that the component $\bar{x}^j$ of $\bar{x}$ is attractive with respect to the data set $A$ if the set

$$
A[\bar{x}^j] := \left\{ a^i \in A \mid \|a^i - \bar{x}^j\| = \min_{q \in J} \|a^i - \bar{x}^q\| \right\}
$$

is nonempty. The latter is called the attraction set of $\bar{x}^j.$

Clearly, the cluster $A^j$ in (3) can be represented as follows:

$$
A^j = A[\bar{x}^j] \setminus \left( \bigcup_{p=1}^{j-1} A^p \right).
$$
**Proposition 1** If \((x, \alpha)\) is a solution of (1), then \(x\) is a solution of (2). Conversely, if \(x\) is a solution of (2), then the natural clustering defined by \(\hat{\alpha}\) such that \((x, \hat{\alpha})\) is a solution of (1).

**Proof** First, suppose that \((x, \alpha)\) is a solution of (1). As \(\psi(x, \alpha) \leq \psi(x, \alpha)\) for every \(\alpha = (\alpha_{ij}) \in \mathbb{R}^{m \times k}\) with \(\alpha_{ij} \in \{0, 1\}\), \(\sum_{j=1}^{k} \alpha_{ij} = 1\) for all \(i \in I\) and \(j \in J\), one must have

\[
\sum_{j=1}^{k} \alpha_{ij} ||a_i - \bar{x}_j||^2 = \min_{j \in J} ||a_i - \bar{x}_j||^2 \quad (\forall i \in I).
\]

Hence, \(\psi(x, \hat{\alpha}) = f(\bar{x})\). If \(\bar{x}\) is not a solution of (2), then one can find some \(\bar{x} = (\bar{x}^1, \ldots, \bar{x}^k) \in \mathbb{R}^{n \times k}\) such that \(f(\bar{x}) < f(\bar{x})\). Let \(\{A^1, \ldots, A^k\}\) be the natural clustering associated with \(\bar{x}\). For any \(i \in I\) and \(j \in J\), set \(\bar{\alpha}_{ij} = 1\) if \(a_i \in A^j\) and \(\bar{\alpha}_{ij} = 0\) if \(a_i \not\in A^j\). Let \(\bar{\alpha} = (\bar{\alpha}_{ij}) \in \mathbb{R}^{m \times k}\). From the definition of natural clustering and the choice of \(\bar{\alpha}\) it follows that \(\psi(x, \bar{\alpha}) = f(\bar{x})\). Then, we have

\[
\psi(x, \bar{\alpha}) = f(\bar{x}) > f(\bar{x}) = \psi(x, \hat{\alpha}),
\]

contrary to the fact that \((x, \hat{\alpha})\) is a solution of (1).

Now, suppose that \(x\) is a solution of (2). Let \(\{A^1, \ldots, A^k\}\) be the natural clustering associated with \(x\). Put \(\bar{\alpha} = (\bar{\alpha}_{ij})\), where \(\bar{\alpha}_{ij} = 1\) if \(a_i \in A^j\) and \(\bar{\alpha}_{ij} = 0\) if \(a_i \not\in A^j\). It is easy to see that \(\psi(x, \bar{\alpha}) = f(\bar{x})\). If there is a feasible point \((x, \alpha)\) of (1) such that \(\psi(x, \alpha) < \psi(x, \bar{\alpha})\) then, by considering the natural clustering \(\{A^1, \ldots, A^k\}\) be associated with \(x\) and letting \(\bar{\alpha} = (\bar{\alpha}_{ij})\) with \(\bar{\alpha}_{ij} = 1\) if \(a_i \in A^j\) and \(\bar{\alpha}_{ij} = 0\) if \(a_i \not\in A^j\), we have \(f(x) = \psi(x, \bar{\alpha}) \leq \psi(x, \alpha)\). Then we get

\[
f(x) \leq \psi(x, \alpha) < \psi(x, \bar{\alpha}) = f(\bar{x}),
\]

contrary to the global optimality of \(x\) for (2). One has thus proved that \((x, \bar{\alpha})\) is a solution of (1). \(\square\)

**Proposition 2** If \(a^1, \ldots, a^m\) are pairwise distinct points and \(\{A^1, \ldots, A^k\}\) is the natural clustering associated with a global solution \(\bar{x}\) of (2), then \(A^j\) is nonempty for every \(j \in J\).

**Proof** Indeed, if there is some \(j_0 \in J\) with \(A^{j_0} = \emptyset\), then the assumption \(k \leq m\) implies the existence of an index \(j_1 \in J\) such that \(A^{j_1}\) contains at least two points. Since the elements of \(A^{j_1}\) are pairwise distinct, one could find \(a^{i_1} \in A^{j_1}\) with \(a^{i_1} \neq \bar{x}^{j_1}\). Setting \(\tilde{x}^j = \bar{x}^j\) for \(j \in J \setminus \{j_0\}\) and \(\tilde{x}^{j_0} = a^{i_1}\), one can easily show that

\[
f(\bar{x}) - f(\bar{x}) \leq -\frac{1}{m} ||a^{i_1} - \bar{x}^{j_1}||^2 < 0.
\]

This contradicts the assumption saying that \(\bar{x}\) is a global solution of (2). \(\square\)

**Theorem 1** Both problems (1), (2) have solutions. If \(a^1, \ldots, a^m\) are pairwise distinct points, then the solution sets are finite. Moreover, in that case, if
\( \mathbf{x} = (\mathbf{x}^1, \ldots, \mathbf{x}^k) \in \mathbb{R}^{n \times k} \) is a global solution of (2), then the attraction set \( A[\mathbf{x}^j] \) is nonempty for every \( j \in J \) and one has

\[
\bar{\mathbf{x}}^j = \frac{1}{|I(j)|} \sum_{i \in I(j)} \mathbf{a}^i,
\]

where \( I(j) := \{ i \mid \mathbf{a}^i \in A[\mathbf{x}^j] \} \) with \( |\Omega| \) denoting the number of elements of \( \Omega \).

Proof a) Solution existence: By the second assertion of Proposition 1 it suffices to show that (2) has a solution. Since the minimum of finitely many continuous functions is a continuous function, the objective function of (2) is a continuous function, the objective function of (2) has a solution. Since the minimum of finitely many continuous functions is a continuous function, the objective function of (2) is continuous on \( \mathbb{R}^{n \times k} \). If \( k = 1 \), then the formula for \( f \) can be rewritten as

\[
f(\mathbf{x}^1) = \frac{1}{m} \sum_{i=1}^{m} \| \mathbf{a}^i - \mathbf{x}^1 \|^2.
\]

This smooth, strongly convex function attains its unique global minimum on \( \mathbb{R}^n \) at the point \( \bar{\mathbf{x}}^1 = \mathbf{a}^0 \), where

\[
\mathbf{a}^0 := \frac{1}{m} \sum_{i \in I} \mathbf{a}^i
\]

is the barycenter of the data set \( A \) (see, e.g., [21 pp. 24–25] for more details). To prove the solution existence of (2) for any \( k \geq 2 \), put \( \rho = \max_{i \in I} \| \mathbf{a}^i - \mathbf{a}^0 \| \), where \( \mathbf{a}^0 \) is defined by (5). Denote by \( B(\mathbf{a}^0, 2\rho) \) the closed ball in \( \mathbb{R}^n \) centered at \( \mathbf{a}^0 \) with radius \( 2\rho \), and consider the optimization problem

\[
\min \left\{ f(\mathbf{x}) \mid \mathbf{x} = (\mathbf{x}^1, \ldots, \mathbf{x}^k) \in \mathbb{R}^{n \times k}, \ \mathbf{x}^j \in B(\mathbf{a}^0, 2\rho), \ \forall j \in J \right\}. \tag{6}
\]

By the Weierstrass theorem, (6) has a solution \( \mathbf{x} = (\bar{\mathbf{x}}^1, \ldots, \bar{\mathbf{x}}^k) \) with \( \bar{\mathbf{x}}^j \) satisfying the inequality \( \| \mathbf{x}^j - \mathbf{a}^0 \| \leq 2\rho \) for all \( j \in J \). Take an arbitrary point \( \bar{\mathbf{x}} = (\bar{\mathbf{x}}^1, \ldots, \bar{\mathbf{x}}^k) \in \mathbb{R}^{n \times k} \) and notice by the choice of \( \mathbf{x} \) that \( f(\mathbf{x}) \leq f(\mathbf{x}) \) if \( \| \mathbf{x}^j - \mathbf{a}^0 \| \leq 2\rho \) for all \( j \in J \). If there exists at least one index \( j \in J \) with \( \| \mathbf{x}^j - \mathbf{a}^0 \| > 2\rho \), then denote the set of such indexes by \( J_1 \) and define a vector \( \bar{\mathbf{x}} = (\bar{\mathbf{x}}^1, \ldots, \bar{\mathbf{x}}^k) \) by putting \( \bar{\mathbf{x}}^j = \mathbf{x}^j \) for every \( j \in J \setminus J_1 \), and \( \bar{\mathbf{x}}^j = \mathbf{a}^0 \) for every \( j \in J_1 \). For any \( i \in I \), it is clear that \( |\mathbf{a}^i - \bar{\mathbf{x}}^j| = |\mathbf{a}^i - \mathbf{a}^0| \leq \rho < |\mathbf{a}^i - \mathbf{x}^j| \) for every \( j \in J_1 \), and \( |\mathbf{a}^i - \bar{\mathbf{x}}^j| = |\mathbf{a}^i - \mathbf{x}^j| \) for every \( j \in J \setminus J_1 \). So, we have \( f(\bar{\mathbf{x}}) \leq f(\mathbf{x}) \). As \( f(\mathbf{x}) \leq f(\bar{\mathbf{x}}) \), this yields \( f(\bar{\mathbf{x}}) \leq f(\mathbf{x}) \). We have thus proved that \( \bar{\mathbf{x}} \) is a solution of (2).

b) Finiteness of the solution sets and formulae for the solution components: Suppose that \( \mathbf{a}^1, \ldots, \mathbf{a}^k \) are pairwise distinct points, \( \bar{\mathbf{x}} = (\bar{\mathbf{x}}^1, \ldots, \bar{\mathbf{x}}^k) \in \mathbb{R}^{n \times k} \) is a global solution of (2), and \( \{ A^1, \ldots, A^k \} \) is the natural clustering associated with \( \mathbf{x} \). By Proposition 2, \( A^j \neq \emptyset \) for all \( j \in J \). Since

\[
A^j \subset \left\{ \mathbf{a}^i \in A \mid \| \mathbf{a}^i - \bar{\mathbf{x}}^j \| = \min_{q \in J} \| \mathbf{a}^i - \bar{\mathbf{x}}^q \| \right\}
\]
and \( A^j \neq \emptyset \) for every \( j \in J \), we see that \( |I(j)| \geq 1 \) for every \( j \in J \). This implies that right-hand-side of (4) is well defined for each \( j \in J \). To justify that formula, we can argue as follows. Fix any \( j \in J \). Since

\[ \|a^i - \bar{x}^j\| > \min_{q \in J} \|a^i - \tilde{x}^q\| \quad \forall i \notin I(j), \]

there exists \( \varepsilon > 0 \) such that

\[ \|a^i - \bar{x}^j\| > \min_{q \in J} \|a^i - \tilde{x}^q\| \quad \forall i \notin I(j) \quad (7) \]

for any \( \bar{x}^j \in \bar{B}(\bar{x}^j, \varepsilon) \). For each \( \bar{x}^j \in \bar{B}(\bar{x}^j, \varepsilon) \), put \( \tilde{x} = (\tilde{x}^1, \ldots, \tilde{x}^k) \) with \( \tilde{x}^q := \tilde{x}^q \) for every \( q \in J \setminus \{j\} \) and \( \tilde{x}^j := \bar{x}^j \). From the inequality \( f(\tilde{x}) \leq f(\bar{x}) \) and the validity of (7) we can deduce that

\[
f(\bar{x}) = \frac{1}{m} \sum_{i=1}^{m} \left( \min_{q \in J} \|a^i - \tilde{x}^q\|^2 \right) \\
= \frac{1}{m} \left[ \sum_{i \in I(j)} \|a^i - \bar{x}^j\|^2 + \sum_{i \notin I(j)} \left( \min_{q \in J \setminus \{j\}} \|a^i - \tilde{x}^q\|^2 \right) \right] \\
\leq f(\bar{x}) \\
= \frac{1}{m} \sum_{i \in I(j)} \left( \min_{q \in J} \|a^i - \tilde{x}^q\|^2 \right) + \sum_{i \notin I(j)} \left( \min_{q \in J \setminus \{j\}} \|a^i - \tilde{x}^q\|^2 \right) \\
\leq \frac{1}{m} \sum_{i \in I(j)} \|a^i - \bar{x}^j\|^2 + \sum_{i \notin I(j)} \left( \min_{q \in J \setminus \{j\}} \|a^i - \tilde{x}^q\|^2 \right) \quad (8) \]

Consider the function \( \varphi(\bar{x}^j) := \frac{1}{m} \sum_{i \in I(j)} \|a^i - \bar{x}^j\|^2 \), \( \bar{x}^j \in \mathbb{R}^n \). Comparing the expression on the second line of (5) with the one on the sixth line yields \( \varphi(\bar{x}^j) \leq \varphi(\bar{x}^j) \) for every \( \bar{x}^j \in \bar{B}(\bar{x}^j, \varepsilon) \). Hence \( \varphi \) attains its local minimum at \( \bar{x}^j \). By the Fermat Rule we have \( \nabla \varphi(\bar{x}^j) = 0 \), which gives \( \sum_{i \in I(j)} (a^i - \bar{x}^j) = 0 \).

This equality implies (4). Since there are only finitely many nonempty subsets \( \Omega \subset I \), the set \( \mathcal{B} \) of vectors \( b_\Omega \) defined by formula

\[
b_\Omega = \frac{1}{|\Omega|} \sum_{i \in \Omega} a_i \]

must belong to \( \mathcal{B} \), we can assert that the solution set of (2) is finite, provided that \( a^1, \ldots, a^m \) are pairwise distinct points. By Proposition 1 if \( (\bar{x}, \bar{a}) \) is a solution of (1), then \( \bar{x} \) is a solution of (2). Since \( \bar{a} = (\bar{a}_{ij}) \in \mathbb{R}^{m \times k} \) must
satisfy the conditions $\alpha_{ij} \in \{0, 1\}$ and $\sum_{j=1}^{k} \alpha_{ij} = 1$ for all $i \in I$, $j \in J$, it
follows that the solution set of (1) is also finite. \hfill \Box

**Proposition 3** If $\vec{x} = (x^1, \ldots, x^k) \in \mathbb{R}^{n \times k}$ is a global solution of (2), then the components of $\vec{x}$ are pairwise distinct, i.e., $\vec{x}^j \neq \vec{x}^{j_2}$ whenever $j_2 \neq j_1$.

*Proof* On the contrary, suppose that there are distinct indexes $j_1, j_2 \in J$ satisfying $\vec{x}^j = \vec{x}^{j_2}$. As $k \leq n$, one has $k - 1 < n$. So, there must exist $j_0 \in J$ such that $|A[\vec{x}^{j_0}]| \geq 2$. Therefore, one can find a data point $\vec{a}^{i_0} \in A[\vec{x}^{j_0}]$ with $\vec{a}^{i_0} \neq \vec{x}^{j_0}$. Setting $\vec{x} = (\vec{x}^1, \ldots, \vec{x}^k)$ with $\vec{x}^j = \vec{x}^i$ for every $j \in J \setminus \{j_2\}$ and $\vec{x}^{j_2} = \vec{a}^{i_0}$. The construction of $\vec{x}$ yields

$$f(\vec{x}) - f(\vec{x}) \leq -\frac{1}{m} \|\vec{a}^{i_0} - \vec{x}^{j_0}\|^2 < 0,$$

which is impossible because $\vec{x}$ is a global solution of (2). \hfill \Box

**Remark 1** If the points $a^1, \ldots, a^m$ are not pairwise distinct, then the conclusions of Theorem 1 do not hold in general. Indeed, let $A = \{a^1, a^2\} \subset \mathbb{R}^2$ with $a^1 = a^2$. For $k := 2$, let $\vec{x} = (\vec{x}^1, \vec{x}^2)$ with $\vec{x}^1 = a^1$ and $\vec{x}^2 \in \mathbb{R}^2$ being chosen arbitrarily. Since $f(\vec{x}) = 0$, we can conclude that $\vec{x}$ is a global solution of (2). So, the problem has an unbounded solution set. Similarly, for a data set $A = \{a^1, \ldots, a^4\} \subset \mathbb{R}^2$ with $a^1 = a^2$, $a^3 = a^4$, and $a^2 \neq a^3$. For $k := 3$, let $\vec{x} = (\vec{x}^1, \vec{x}^2, \vec{x}^3)$ with $\vec{x}^1 = a^1$, $\vec{x}^2 = a^3$, and $\vec{x}^3 \in \mathbb{R}^2$ being chosen arbitrarily. By the equality $f(\vec{x}) = 0$ we can assert that $\vec{x}$ is a global solution of (2). This shows that the solution set of (2) is unbounded. Notice also that, if $\vec{x}^j \notin \{\vec{x}^i, \vec{x}^3\}$, then formula (4) cannot be applied to $\vec{x}^j$, because the index set $I(3) = \{i \in I \mid a^i \in A[\vec{x}^3]\} = \left\{i \in I \mid \|a^i - \vec{x}^3\| = \min_{q \in J} \|a^q - \vec{x}^q\|\right\}$ is empty.

Formula (4) is effective for computing certain components of any given local solution of (2). The precise statement of this result is as follows.

**Theorem 2** If $\vec{x} = (x^1, \ldots, x^k) \in \mathbb{R}^{n \times k}$ is a local solution of (2), then (4) is valid for all $j \in J$ whose index set $I(j)$ is nonempty, i.e., the component $x^j$ of $\vec{x}$ is attractive w.r.t. the data set $A$.

*Proof* It suffices to re-apply the arguments described in the second part of the proof of Theorem 1 noting that $f(\vec{x}) \leq f(\vec{x})$ if $x^j$ (the $j$-th component of $\vec{x}$) is taken from $B(\vec{x}^j, \epsilon')$ with $\epsilon' \in (0, \epsilon)$ being small enough. \hfill \Box

As in the proof of Theorem 1, if $\Omega = \{a^{i_1}, \ldots, a^{i_r}\} \subset A$ is a nonempty subset, then we put $b_\Omega = \frac{1}{r} \sum_{l=1}^{r} a^{i_l}$. Recall that the set of such points $b_\Omega$ has been denoted by $B$. 

Remark 2 Theorem 1 shows that if the points $a^1, ..., a^m$ are pairwise distinct, then every component of a global solution must belong to $B$. It is clear that $B \subset \text{co}A$, where $\text{co}A$ abbreviates the convex hull of $A$. Looking back to the proof of Theorem 1, we see that the set $A$ lies in the ball $B(a^0, \rho)$. Hence $B \subset \text{co}A \subset B(a^0, \rho)$. It follows that the global solutions of (2) are contained in the set
\[
\left\{ x = (x^1, \ldots, x^k) \in \mathbb{R}^{n \times k} \mid x^j \in B(a^0, \rho), \forall j \in J \right\},
\]
provided the points $a^1, ..., a^m$ are pairwise distinct. Similarly, Theorem 2 assures that each attractive component of a local solution of (2) belongs to $B$, where $B \subset \text{co}A \subset B(a^0, \rho)$.

Remark 3 If $x = (x^1, \ldots, x^k) \in \mathbb{R}^{n \times k}$ is a global solution (resp., a local solution) of (2) then, for any permutation $\sigma$ of $J$, the vector $x^{\sigma} := (x^{\sigma(1)}, \ldots, x^{\sigma(k)})$ is also a global solution (resp., a local solution) of (2). This observation follows easily from the fact that $f(x) = f(x^{\sigma})$, where $x = (x^1, \ldots, x^k) \in \mathbb{R}^{n \times k}$ and $x^{\sigma} := (x^{\sigma(1)}, \ldots, x^{\sigma(k)})$.

To understand the importance of the above results and those to be established in next two sections, let us recall first the $k$-means clustering algorithm.

The $k$-means Algorithm: Despite its ineffectiveness, the $k$-means clustering algorithm (see, e.g., [1] pp. 89–90, [16], [17] pp. 263–266, and [23]) is one of the most popular solution methods for (2). One starts with selecting $k$ points $x^1, \ldots, x^k$ in $\mathbb{R}^{n}$ as the initial centroids. Then one inductively constructs $k$ subsets $A^1, \ldots, A^k$ of the data set $A$ by putting $A^0 = \emptyset$ and using the rule (3), where $x^j$ plays the role of $x^j$ for all $j \in J$. This means that $\{A^1, \ldots, A^k\}$ is the natural clustering associated with $x = (x^1, \ldots, x^k)$. Once the clusters are formed, for each $j \in J$, if $A^j \neq \emptyset$ then the centroid $x^j$ is updated by the rule
\[
x^j \leftarrow \bar{x}^j := \frac{1}{|I(A^j)|} \sum_{i \in I(A^j)} a^i \tag{9}
\]
with $I(A^j) := \{ i \in I \mid a^i \in A^j \}$; and $x^j$ does not change otherwise. The algorithm iteratively repeats the procedure until the centroid system $\{x^1, \ldots, x^k\}$ is stable, i.e., $\bar{x}^j = x^j$ for all $j \in J$ with $A^j \neq \emptyset$. The computation procedure is described as follows.

**Input:** The data set $A = \{a^1, ..., a^m\}$ and a constant $\varepsilon \geq 0$ (tolerance).

**Output:** The set of $k$ centroids $\{x^1, ..., x^k\}$.

**Step 1.** Select initial centroids $x^j \in \mathbb{R}^{n}$ for all $j \in J$.

**Step 2.** Compute $\alpha_i = \min\{||a^i - x^j|| \mid j \in J\}$ for all $i \in I$.

**Step 3.** Form the clusters $A^1, \ldots, A^k$:
- Find the attraction sets
  \[ A[x^j] = \{a^i \in A \mid \|a^i - x^j\| = \alpha_i\} \quad (j \in J); \]
- Set $A^1 = A[x^1]$ and

$$A^j = A[x^j] \setminus \left( \bigcup_{p=1}^{j-1} A^p \right) \quad (j = 2, \ldots, k).$$

(10)

**Step 4.** Update the centroids $x^j$ satisfying $A^j \neq \emptyset$ by the rule (9), keeping other centroids unchanged.

**Step 5.** Check the convergence condition: If $\|\bar{x}^j - x^j\| \leq \varepsilon$ for all $j \in J$ with $A^j \neq \emptyset$ then stop, else go to Step 2.

The following example is designed to show how the algorithm is performed in practice.

**Example 1** Choose $m = 3$, $n = 2$, and $k = 2$. Let $A = \{a^1, a^2, a^3\}$, where $a^1 = (0, 0), a^2 = (1, 0), a^3 = (0, 1)$. Apply the k-means algorithm to solve the problem (2) with the tolerance $\varepsilon = 0$.

(a) With the starting centroids $x^1 = a^1, x^2 = a^2$, one obtains the clusters $A^1 = A[x^1] = \{a^1, a^3\}$ and $A^2 = A[x^2] = \{a^2\}$. The updated centroids are $x^1 = (0, \frac{1}{2}), x^2 = a^2$. Then, the new clusters $A^1$ and $A^2$ coincide with the old ones. Thus, $\|\bar{x}^j - x^j\| = 0$ for all $j \in J$ with $A^j \neq \emptyset$. So, the computation terminates. For $x^1 = (0, \frac{1}{2}), x^2 = a^2$, one has $f(x) = \frac{1}{2}$.

(b) Starting with the points $x^1 = (\frac{1}{4}, \frac{1}{4})$ and $x^2 = (2, 3)$, one gets the clusters $A^1 = A[x^1] = \{a^1, a^2, a^3\}$ and $A^2 = A[x^2] = \emptyset$. The algorithm gives the centroid system $x^1 = (\frac{3}{4}, \frac{1}{4}), x^2 = (2, 3)$, and $f(x) = \frac{1}{2}$.

(c) Starting with $x^1 = (0, 1)$ and $x^2 = (0, 0), by$ the algorithm we are led to $A^1 = A[x^1] = \{a^2\}, A^2 = A[x^2] = \{a^1, a^3\}$, $x^1 = (0, 1)$, and $x^2 = (\frac{1}{2}, 0)$. The corresponding value of objective function is $f(x) = \frac{1}{2}$.

(d) Starting with $x^1 = (0, 0)$ and $x^2 = (\frac{1}{2}, \frac{1}{2})$, by the algorithm one gets the results $A^1 = A[x^1] = \{a^1\}, A^2 = A[x^2] = \{a^2, a^3\}$, $x^1 = (0, 0)$, and $x^2 = (\frac{1}{2}, \frac{1}{2})$. The corresponding value of objective function is $f(x) = \frac{1}{2}$.

(e) With $x^1 = (\frac{1}{3}, \frac{1}{3})$ and $x^2 = (1 + \sqrt{2}, 0)$ as the initial centroids, one obtains the results $A^1 = A[x^1] = \{a^1, a^2, a^3\}, A^2 = A[x^2] = \emptyset$, $x^1 = (\frac{1}{3}, \frac{1}{3})$, $x^2 = (1 + \sqrt{2}, 0)$, and $f(x) = \frac{1}{2}$.

Based on the existing knowledge on the MSSC problem and the k-means clustering algorithm, one cannot know whether the five centroid systems obtained in the items (a)–(e) of Example 1 contain a global optimal solution of the clustering problem, or not. Even if one knows that the centroid systems obtained in (a) and (c) are global optimal solutions, one still cannot say definitely whether the centroid systems obtained in the items (b), (d), (e) are local optimal solutions of (2), or not.

The theoretical results in this and the forthcoming sections allow us to clarify the following issues related to the MSSC problem in Example 1:

- The structure of the global solution set (see Example 2 below);
- The structure of the local solution set (see Example 3).
- The performance of the \( k \)-means algorithm (see Example 4).
In particular, it will be shown that the centroid systems in (a) and (c) are global optimal solutions, the centroid systems in (b) and (d) are local-nonglobal optimal solutions, while the centroid system in (e) is not a local solution (despite the fact that the centroid systems generated by the \( k \)-means algorithm converge to it, and the value of the objective function at it equals to the value given by the centroid system in (d)).

3 Characterizations of the Local Solutions

In order to study the local solution set of \( (2) \) in more details, we will follow Ordin and Bagirov [25] to consider the problem in light of a well-known optimality condition in DC programming. For every \( x = (x_1, \ldots, x^k) \in \mathbb{R}^{n \times k} \), we have

\[
f(x) = \frac{1}{m} \sum_{i \in I} \left( \min_{j \in J} \|a^i - x^j\|^2 \right) = \frac{1}{m} \sum_{i \in I} \left[ \left( \sum_{j \in J} \|a^i - x^j\|^2 \right) - \left( \max_{j \in J} \sum_{q \in J \setminus \{j\}} \|a^q - x^j\|^2 \right) \right].
\]

Hence, the objective function \( f \) of \( (2) \) can be expressed [25, p. 345] as the difference of two convex functions

\[
f(x) = f^1(x) - f^2(x),
\]

where

\[
f^1(x) := \frac{1}{m} \sum_{i \in I} \left( \sum_{j \in J} \|a^i - x^j\|^2 \right)
\]

and

\[
f^2(x) := \frac{1}{m} \sum_{i \in I} \left( \max_{j \in J} \sum_{q \in J \setminus \{j\}} \|a^q - x^j\|^2 \right)
\]

It is clear that \( f^1 \) is a convex linear-quadratic function. In particular, it is differentiable. As the sum of finitely many nonsmooth convex functions, \( f^2 \) is a nonsmooth convex function, which is defined on the whole space \( \mathbb{R}^{n \times k} \). The subdifferentials of \( f^1(x) \) and \( f^2(x) \) can be computed as follows. First, one has

\[
\partial f^1(x) = \{ \nabla f^1(x) \} = \left\{ \frac{2}{m} \sum_{i \in I} (x^1 - a^i, \ldots, x^k - a^i) \right\} = \{2(x^1 - a^0, \ldots, x^k - a^0)\}
\]
where, as before, \( a^0 = b_A \) is the barycenter of the system \( \{a^1, \ldots, a^m\} \). Set
\[
\varphi_i(x) = \max_{j \in J} h_{i,j}(x) \tag{15}
\]
with \( h_{i,j}(x) := \sum_{q \in J \setminus \{j\}} \|a^q - x^q\|^2 \) and
\[
J_i(x) = \{ j \in J \mid h_{i,j}(x) = \varphi_i(x) \}. \tag{16}
\]

**Proposition 4** One has
\[
J_i(x) = \{ j \in J \mid a^i \in A[x^j] \}. \tag{17}
\]

**Proof** From the formula of \( h_{i,j}(x) \) it follows that
\[
h_{i,j}(x) = \left( \sum_{q \in J} \|a^q - x^q\|^2 \right) - \|a^i - x^j\|^2.
\]

Therefore, by (15), we have
\[
\varphi_i(x) = \max_{j \in J} \left[ \left( \sum_{q \in J} \|a^q - x^q\|^2 \right) - \|a^i - x^j\|^2 \right]
\[
= \left( \sum_{q \in J} \|a^q - x^q\|^2 \right) + \max_{j \in J} \left( -\|a^i - x^j\|^2 \right)
\[
= \left( \sum_{q \in J} \|a^q - x^q\|^2 \right) - \min_{j \in J} \|a^i - x^j\|^2.
\]

Thus, the maximum in (15) is attained when the minimum \( \min_{j \in J} \|a^i - x^j\|^2 \) is achieved. So, by (16),
\[
J_i(x) = \left\{ j \in J \mid \|a^i - x^j\| = \min_{q \in J} \|a^i - x^q\| \right\}.
\]

This implies (17). \qed

Invoking the subdifferential formula for the maximum function (see [10] Proposition 2.3.12 and note that the Clarke generalized gradient coincides with the subdifferential of convex analysis if the functions in question are convex), we have
\[
\partial \varphi_i(x) = \text{co} \left\{ \nabla h_{i,j}(x) \mid j \in J_i(x) \right\} = \text{co} \left\{ 2\left( \tilde{x}^j - \tilde{a}^{i,j} \right) \mid j \in J_i(x) \right\}, \tag{18}
\]
where
\[
\tilde{x}^j = (x^1, \ldots, x^{j-1}, 0_{R^n}, x^{j+1}, \ldots, x^k) \tag{19}
\]
and
\[
\tilde{a}^{i,j} = \left( a^i, \ldots, a^i, 0_{\mathbb{R}^n}, a^i, \ldots, a^i \right)_{j-th \text{ position}}.
\] (20)

By the Moreau-Rockafellar theorem [28, Theorem 23.8], one has
\[
\partial f^2(x) = \frac{1}{m} \sum_{i \in I} \partial \varphi_i(x)
\] (21)
with \(\partial \varphi_i(x)\) being computed by (18).

Now, suppose \(x = (x^1, \ldots, x^k) \in \mathbb{R}^{n \times k}\) is a local solution of (2). By the necessary optimality condition in DC programming (see, e.g., [15] and [27]), which can be considered as a consequence of the optimality condition obtained by Dem’yanov et al. in quasidifferential calculus (see, e.g., [12, Theorem 3.1] and [13, Theorem 5.1]), we have
\[
\partial f^2(x) \subset \partial f^1(x).
\] (22)

Since \(\partial f^1(x)\) is a singleton, \(\partial f^2(x)\) must be a singleton too. This happens if and only if \(\partial \varphi_i(x)\) is a singleton for every \(i \in I\). By \(\partial \varphi_i(x)\) is a singleton, by (18) one must have \(\tilde{x}^{j_1} - \tilde{a}^{i,j_1} = \tilde{x}^{j_2} - \tilde{a}^{i,j_2}\). Using (19) and (20), one sees that the latter occurs if and only if \(x^{j_1} = x^{j_2} = a^i\). To proceed furthermore, we need to introduce the following condition on the local solution \(x\).

(C1) The components of \(x\) are pairwise distinct, i.e., \(x^{j_1} \neq x^{j_2}\) whenever \(j_2 \neq j_1\).

Definition 2 A local solution \(x = (x^1, \ldots, x^k)\) of (2) that satisfies (C1) is called a nontrivial local solution.

Remark 4 Proposition [3] shows that every global solution of (2) is a nontrivial local solution.

The following fundamental facts have the origin in [25, pp. 346]. Here, a more precise and complete formulation is presented. In accordance with (17), the first assertion of next theorem means that if \(x\) is a nontrivial local solution, then for each data point \(a^i \in A\) there is a unique component \(x^j\) of \(x\) such that \(a^i \in A[x^j]\).

Theorem 3 (Necessary conditions for nontrivial local optimality) Suppose that \(x = (x^1, \ldots, x^k)\) is a nontrivial local solution of (2). Then, for any \(i \in I\), \(|J_i(x)| = 1\). Moreover, for every \(j \in J\) such that the attraction set \(A[x^j]\) of \(x^j\) is nonempty, one has
\[
x^j = \frac{1}{|I(j)|} \sum_{i \in I(j)} a^i,
\] (23)
where $I(j) = \{ i \in I \mid a_i \in A(x^j) \}$. For any $j \in J$ with $A(x^j) = \emptyset$, one has
\begin{equation}
    x^j \notin A(x),
\end{equation}
where $A(x)$ is the union of the balls $B(a^p, \|a^p - x^q\|)$ with $p \in I$, $q \in J$ satisfying $p \in I(q)$.

**Proof** Suppose $x = (x^1, ..., x^k)$ is a nontrivial local solution of (2). Given any $i \in I$, we must have $|J_i(x)| = 1$. Indeed, if $|J_i(x)| > 1$ then, by the analysis given before the formulation of the theorem, there exist indexes $j_1$ and $j_2$ from $J_i(x)$ such that $x^{j_1} = x^{j_2} = a_i$. This contradicts the nontriviality of the local solution $x$. Let $J_i(x) = \{ j(i) \}$ for $i \in I$, i.e., $j(i) \in J$ is the unique element of $J_i(x)$.

For each $i \in I$, observe by (15) that
\begin{equation}
    h_{i,j}(x) < h_{i,j(i)}(x) = \varphi_i(x) \forall j \in J \setminus \{ j(i) \}.
\end{equation}
Hence, by the continuity of the functions $h_{i,j}(x)$, there exists an open neighborhood $U_i$ of $x$ such that
\begin{equation}
    h_{i,j}(y) < h_{i,j(i)}(y) \forall j \in J \setminus \{ j(i) \}, \forall y \in U_i.
\end{equation}
It follows that
\begin{equation}
    \varphi_i(y) = h_{i,j(i)}(y) \forall y \in U_i.
\end{equation}
So, $\varphi_i(.)$ is continuously differentiable on $U_i$. Put $U = \bigcap_{i \in I} U_i$. From (14) and (25) one can deduce that
\begin{equation}
    f^2(y) = \frac{1}{m} \sum_{i \in I} \varphi_i(y) = \frac{1}{m} \sum_{i \in I} h_{i,j(i)}(y) \forall y \in U.
\end{equation}
Therefore, $f^2(y)$ is continuously differentiable function on $U$. Moreover, the formulas (18)–(20) yield
\begin{equation}
    \nabla f^2(y) = \frac{2}{m} \sum_{i \in I} \bar{y}^{j(i)} - \bar{a}^{i,j(i)} \forall y \in U,
\end{equation}
where
\begin{equation}
    \bar{y}^{j(i)} = (y^1, ..., y^{j(i)-1}, 0_{\mathbb{R}^n}, y^{j(i)+1}, ..., y^k)
\end{equation}
and
\begin{equation}
    \bar{a}^{i,j(i)} = \left( a^i, ..., a^i, 0_{\mathbb{R}^n}, a^i, ..., a^i \right)_{j(i)-th \ position}.
\end{equation}
Substituting $y = x$ into (20) and combining the result with (22), we obtain
\begin{equation}
    \sum_{i \in I} (\bar{x}^{j(i)} - \bar{a}^{i,j(i)}) = m(x^1 - a^0, ..., x^k - a^0).
\end{equation}
Now, fix an index $j \in J$ with $A[x^i] \neq \emptyset$ and transform the left-hand side of (27) as follows:

$$\sum_{i \in I} (\tilde{x}^{j(i)} - \tilde{a}^{j(i)}) = \sum_{i \in I, j(i) = j} (\tilde{x}^{j(i)} - \tilde{a}^{j(i)}) + \sum_{i \in I, j(i) \neq j} (\tilde{x}^{j(i)} - \tilde{a}^{j(i)})$$

$$= \sum_{i \in I, j(i) = j} (\tilde{x}^{j(i)} - \tilde{a}^{j(i)}) + \sum_{i \notin I(j)} (\tilde{x}^{j(i)} - \tilde{a}^{j(i)}).$$

Clearly, if $j(i) = j$, then the $j$-th component of the vector $\tilde{x}^{j(i)} - \tilde{a}^{j(i)}$ that belongs to $\mathbb{R}^{n \times k}$ is $0_{\mathbb{R}^n}$. If $j(i) \neq j$, then the $j$-th component of the vector $\tilde{x}^{j(i)} - \tilde{a}^{j(i)}$ is $x^j - a^j$. Consequently, (27) gives us

$$\sum_{i \in I(j)} (x^j - a^j) = m(x^j - a^0).$$

Since $ma^0 = a^1 + \cdots + a^m$, this yields $\sum_{i \in I(j)} a^j = |I(j)|x^j$. Thus, formula (23) is valid for any $j \in J$ satisfying $A[x^j] \neq \emptyset$.

For any $j \in J$ with $A[x^j] = \emptyset$, one has (24). Indeed, suppose to the contrary that there exists $j_0 \in J$ with $A[x^{j_0}] = \emptyset$ such that for some $p \in I$, $q \in J$, one has $p \in I(q)$ and $x^{j_0} \in B(a^p, ||a^p - x^q||)$. If $||a^p - x^{j_0}|| = ||a^p - x^q||$, then $J_i(x) \supset \{q, j_0\}$. This is impossible due to the first claim of the theorem. Now, if $||a^p - x^{j_0}|| < ||a^p - x^q||$, then $p \notin I(q)$. We have thus arrived at a contradiction.

The proof is complete. □

Roughly speaking, the necessary optimality condition given in the above theorem is a sufficient one. Therefore, in combination with Theorem 3, next statement gives a complete description of the nontrivial local solutions of (2).

**Theorem 4 (Sufficient conditions for nontrivial local optimality)** Suppose that a vector $x = (x^1, \ldots, x^k) \in \mathbb{R}^{n \times k}$ satisfies condition (C1) and $|J_i(x)| = 1$ for every $i \in I$. If (23) is valid for any $j \in J$ with $A[x^j] \neq \emptyset$ and (24) is fulfilled for any $j \in J$ with $A[x^j] = \emptyset$, then $x$ is a nontrivial local solution of (2).

**Proof** Let $x = (x^1, \ldots, x^k) \in \mathbb{R}^{n \times k}$ be such that (C1) holds, $J_i(x) = \{j(i)\}$ for every $i \in I$, (23) is valid for any $j \in J$ with $A[x^j] \neq \emptyset$, and (24) is satisfied for any $j \in J$ with $A[x^j] = \emptyset$. Then, for all $i \in I$ and $j' \in J \setminus \{j(i)\}$, one has

$$||a^i - x^{j(i)}|| < ||a^i - x^{j'}||.$$

So, there exist $\varepsilon > 0$, $q \in J$, such that

$$||a^i - \tilde{x}^{j(i)}|| < ||a^i - \tilde{x}^{j'}|| \quad \forall i \in I, \forall j' \in J \setminus \{j(i)\},$$

(28)
whenever vector $\tilde{x} = (\tilde{x}^1, ..., \tilde{x}^k) \in \mathbb{R}^{n \times k}$ satisfies the condition $\|\tilde{x}^q - x^q\| < \varepsilon$ for all $q \in J$. By (24) and by the compactness of $\mathcal{A}[x]$, reducing the positive number $\varepsilon$ (if necessary) we have

$$\tilde{x}^i \notin \mathcal{A}[\tilde{x}]$$

whenever vector $\tilde{x} = (\tilde{x}^1, ..., \tilde{x}^k) \in \mathbb{R}^{n \times k}$ satisfies the condition $\|\tilde{x}^q - x^q\| < \varepsilon$ for all $q \in J$, where $\mathcal{A}[\tilde{x}]$ is the union of the balls $B(a^p, \|a^p - \tilde{x}^q\|)$ with $p \in I$, $q \in J$ satisfying $p \in I(q) = \{i \in I \mid a^i \in \mathcal{A}[x^q]\}$.

Fix an arbitrary vector $\tilde{x} = (\tilde{x}^1, ..., \tilde{x}^k) \in \mathbb{R}^{n \times k}$ with the property that $\|\tilde{x}^q - x^q\| < \varepsilon$ for all $q \in J$. Then, by (28) and (29), $J(\tilde{x}) = \{j(i)\}$. So,

$$\min_{j \in J} \|a^i - \tilde{x}^j\|^2 = \|a^i - \tilde{x}^{j(i)}\|^2.$$

Therefore, one has

$$f(\tilde{x}) = \frac{1}{m} \sum_{i \in I} \left( \min_{j \in J} \|a^i - \tilde{x}^j\|^2 \right)$$

$$= \frac{1}{m} \sum_{i \in I} \|a^i - \tilde{x}^{j(i)}\|^2$$

$$= \frac{1}{m} \sum_{j \in J} \left( \sum_{i \in I(j)} \|a^i - \tilde{x}^{j(i)}\|^2 \right)$$

$$= \frac{1}{m} \sum_{j \in J} \left( \sum_{i \in I(j)} \|a^i - \tilde{x}^j\|^2 \right)$$

$$\geq \frac{1}{m} \sum_{j \in J} \left( \sum_{i \in I(j)} \|a^i - x^j\|^2 \right) = f(x),$$

where the inequality is valid because (28) obviously yields

$$\sum_{i \in I(j)} \|a^i - x^j\|^2 \leq \sum_{i \in I(j)} \|a^i - \tilde{x}^j\|^2$$

for every $j \in J$ such that the attraction set $\mathcal{A}[x^j]$ of $x^j$ is nonempty. (Note that $x^j$ is the barycenter of $\mathcal{A}[x^j]$.)

The local optimality of $x = (x^1, ..., x^k)$ has been proved. Hence, $x$ is a nontrivial local solution of (2).

**Example 2** (A local solution need not be a global solution) Consider the clustering problem described in Example 1. Here, $I = \{1, 2, 3\}$ and $J = \{1, 2\}$. By Theorem 1, problem (2) has a global solution. Moreover, if $x = (x^1, x^2) \in \mathbb{R}^{2 \times 2}$ is a global solution then, for every $j \in J$, the attraction set $\mathcal{A}[x^j]$ is nonempty. Thanks to Remark 4, we know that $x$ is a nontrivial local solution. So, by Theorem 3, the attraction sets $\mathcal{A}[x^1]$ and $\mathcal{A}[x^2]$ are disjoint. Moreover, the barycenter of each one of these sets can be computed by formula (23). Clearly, $A = \mathcal{A}[x^1] \cup \mathcal{A}[x^2]$. Since $\mathcal{A}[x^j] \subset A = \{a^1, a^2, a^3\}$, allowing permutations of
the components of each vector $\mathbf{x} = (\mathbf{x}^1, \mathbf{x}^2) \in \mathbb{R}^{2 \times 2}$ (see Remark 3), we can assert that the global solution set of our problem is contained in the set

$$\{ \bar{\mathbf{x}} := ((1/2, 1/2), (0, 0)), \tilde{\mathbf{x}} := ((0, 1), (1, 0)), \breve{\mathbf{x}} := ((1/2, 0), (0, 1)) \}. \quad (30)$$

Since $f(\bar{\mathbf{x}}) = 1/3$ and $f(\tilde{\mathbf{x}}) = f(\breve{\mathbf{x}}) = 1/6$, we infer that $\tilde{\mathbf{x}}$ and $\breve{\mathbf{x}}$ are global solutions of our problem. Using Theorem 4, we can assert that $\bar{\mathbf{x}}$ is a local solution. Thus, $\bar{\mathbf{x}}$ is a local solution which does not belong to the global solution set, i.e., $\bar{\mathbf{x}}$ is a local-nonglobal solution of our problem.

**Example 3** (Complete description of the set of nontrivial local solutions) Again, consider the MSSC problem given in Example 1. Allowing permutations of the components of each vector in $\mathbb{R}^{2 \times 2}$, by Theorems 3 and 4 we find that the set of nontrivial local solutions consists of the three vectors described in (30) and all the vectors of the form $\mathbf{x} = (\mathbf{x}^1, \mathbf{x}^2) \in \mathbb{R}^{2 \times 2}$, where $\mathbf{x}^1 = (1/3, 1/3)$ and $\mathbf{x}^2 \not\in \bar{B}(\mathbf{a}^1, \|\mathbf{a}^1 - \mathbf{x}^1\|) \cup \bar{B}(\mathbf{a}^2, \|\mathbf{a}^2 - \mathbf{x}^1\|) \cup \bar{B}(\mathbf{a}^3, \|\mathbf{a}^3 - \mathbf{x}^1\|)$.

This set of nontrivial local solutions is unbounded and non-closed.

**Example 4** (Convergence analysis of the $k$-means algorithm) Consider once again the problem described in Example 3. By the results given in Example 3, the centroid systems in items (a), (b), (c) and (d) of Example 1 are local solutions. In addition, by Example 2, the centroid systems in the just mentioned items (a) and (c) are global solutions. Concerning the centroid system in item (e) of Example 1, remark that $\mathbf{x} := ((1/3, 1/3), (1 + \sqrt{5}/3, 0))$ is not a local solution by Theorem 3 because $a^2 \in A[\mathbf{x}^1] \cap A[\mathbf{x}^2]$, i.e., $J_2(\mathbf{x}) = \{1, 2\}$ (see Fig. 1). In general, with $\mathbf{x}^1 = (1/3, 1/3)$ and $\mathbf{x}^2 \in \mathbb{R}^{2 \times 2}$ belonging to the boundary of the set

$$\bar{B}(\mathbf{a}^1, \|\mathbf{a}^1 - \mathbf{x}^1\|) \cup \bar{B}(\mathbf{a}^2, \|\mathbf{a}^2 - \mathbf{x}^1\|) \cup \bar{B}(\mathbf{a}^3, \|\mathbf{a}^3 - \mathbf{x}^1\|),$$

$\mathbf{x} := (\mathbf{x}^1, \mathbf{x}^2)$ is not a local solution of the MSSC problem under consideration. The above analysis shows that the $k$-means algorithm is very sensitive to the choice of starting centroids. The algorithm may give a global solution, a local-nonglobal solution, as well as a centroid system which is not a local solution. In other words, the quality of the obtained result greatly depends on the initial centroid system.

**4 Stability Properties**

This section is devoted to establishing the local Lipschitz property of the optimal value function, the local upper Lipschitz property of the global solution map, and the local Lipschitz-like property of the local solution map of (2).
Now, let the data set $A = \{a^1, ..., a^m\}$ of the problem (2) be subject to change. Put $a = (a^1, ..., a^m)$ and observe that $a \in \mathbb{R}^{n \times m}$. Denoting by $v(a)$ the optimal value of (2), one has

$$v(a) = \min \{ f(x) \mid x = (x^1, \ldots, x^k) \in \mathbb{R}^{n \times k} \}. \quad (31)$$

The global solution set of (2), denoted by $F(a)$, is given by

$$F(a) = \{ x = (x^1, \ldots, x^k) \in \mathbb{R}^{n \times k} \mid f(x) = v(a) \}.$$

Let us abbreviate the local solution set of (2) to $F_1(a)$. Note that $F(a) \subset F_1(a)$, and the inclusion may be strict.

**Definition 3** A family $\{I(j) \mid j \in J\}$ of pairwise distinct, nonempty subsets of $I$ is said to be a partition of $I$ if $\bigcup_{j \in J} I(j) = I$.

**Theorem 5** (Local Lipschitz property of the optimal value function) The optimal value function $v : \mathbb{R}^{n \times m} \to \mathbb{R}$ is locally Lipschitz at $\bar{a}$, i.e., there exist $L_0 > 0$ and $\delta_0 > 0$ such that

$$|v(a) - v(a')| \leq L_0 \|a - a'||$$

for all $a$ and $a'$ satisfying $\|a - \bar{a}\| < \delta_0$ and $\|a' - \bar{a}\| < \delta_0$. 

---

**Fig. 1** The centroids in item (e) of Example 1
Proof Denote by \( \Omega \) the set of all the partitions of \( I \). Every element \( \omega \) of \( \Omega \) is a family \( \{ I_\omega(j) \mid j \in J \} \) of pairwise distinct, nonempty subsets of \( I \) with \( \bigcup_{j \in J} I_\omega(j) = I \). We associate to each pair \((\omega, a)\), where \( a = (a^1, \ldots, a^m) \in \mathbb{R}^{n \times m} \) and \( \omega \in \Omega \), a vector \( x_\omega(a) = (x^1_\omega(a), \ldots, x^m_\omega(a)) \in \mathbb{R}^{n \times k} \) with

\[
x^j_\omega(a) = \frac{1}{|I_\omega(j)|} \sum_{i \in I_\omega(j)} a^i
\]

for every \( j \in J \). By Theorem 1, problem 2 has solutions and the number of the global solutions is finite, i.e., \( F(\bar{a}) \) is nonempty and finite. Moreover, for each \( x = (x^1, \ldots, x^k) \in F(\bar{a}) \), one can find some \( \omega \in \Omega \) satisfying \( x^j = x^j_\omega(\bar{a}) \) for all \( j \in J \). Let \( \Omega_1 = \{ \omega_1, \ldots, \omega_r \} \) be the set of the elements of \( \Omega \) corresponding the global solutions. Then,

\[
f(x_\omega(\bar{a}), \bar{a}) < f(x_\omega(\bar{a}), \bar{a}) \quad (\forall \omega \in \Omega \setminus \Omega_1),
\]

where

\[
f(x, a) = \frac{1}{m} \sum_{i \in I} \left( \min_{j \in J} \|a^i - x^j\|_2^2 \right). \tag{34}
\]

For each pair \((i, j) \in I \times J\), the rule \((x, a) \mapsto \|a^i - x^j\|_2^2\) defines a polynomial function on \( \mathbb{R}^{n \times k} \times \mathbb{R}^{n \times m} \). In particular, this function is locally Lipschitz on its domain. So, by [10, Prop. 2.3.6 and 2.3.12] we can assert that the function \( f(x, a) \) in (34) is locally Lipschitz on \( \mathbb{R}^{n \times k} \times \mathbb{R}^{n \times m} \).

Now, observe that for any \( \omega \in \Omega \) and \( j \in J \), the vector function \( x^j_\omega(.) \) in (32), which maps \( \mathbb{R}^{n \times m} \) to \( \mathbb{R}^n \), is continuously differentiable. In particular, it is locally Lipschitz on \( \mathbb{R}^{n \times m} \).

For each \( \omega \in \Omega \), from the above observations we can deduce that the function \( g_\omega(a) := f(x_\omega(a), a) \) is locally Lipschitz on \( \mathbb{R}^{n \times m} \). Rewriting (33) as

\[
g_\omega(\bar{a}) < g_\omega(a) \quad (\forall \omega \in \Omega \setminus \Omega_1)
\]

and using the continuity of the functions \( g_\omega(.) \), we can find a number \( \delta_0 > 0 \) such that

\[
g_\omega(a) < g_\omega(\bar{a}) \quad (\forall \omega \in \Omega \setminus \Omega_1) \tag{35}
\]

for all \( a \) satisfying \( ||a - \bar{a}|| < \delta_0 \). Since \( \bar{a}^1, \ldots, \bar{a}^m \) are pairwise distinct, without loss of generality, we may assume that \( a^1, \ldots, a^m \) are pairwise distinct for any \( a = (a^1, \ldots, a^m) \) with \( ||a - \bar{a}|| < \delta_0 \).

Now, consider a vector \( a = (a^1, \ldots, a^m) \) satisfying \( ||a - \bar{a}|| < \delta_0 \). By (35), \( f(x_\omega(a), a) < f(x_\omega(a), a) \) for all \( \omega \in \Omega \setminus \Omega_1 \). Since \( f(., a) \) is the objective function of 2, this implies that the set \( \{ x_\omega(a) \mid \omega \in \Omega \setminus \Omega_1 \} \) does not contain any global solution of the problem. Thanks to Theorem 1, we know that the global solution set \( F(a) \) of 2 is contained in the set \( \{ x_\omega(a) \mid \omega \in \Omega_1 \} \). Hence,

\[
F(a) \subset \{ x_\omega(a) \mid \omega \in \Omega_1 \} = \{ x_{\omega_1}(a), \ldots, x_{\omega_r}(a) \}. \tag{36}
\]
Since $F(a) \neq \emptyset$, by \((36)\) one has
\[
v(a) = \min \{ f(x, a) | x \in F(a) \} = \min \{ f(x_{\omega}(a), a) | \ell = 1, \ldots, r \}.
\]
Thus, we have proved that
\[
v(a) = \min \{ g_{\omega}(a) | \ell = 1, \ldots, r \}
\]
(37)
for all $a$ satisfying $\|a - \bar{a}\| < \delta_0$. As it has been noted, the functions $g_{\omega}$, $\omega \in \Omega$, are locally Lipschitz on $\mathbb{R}^{n \times m}$. Hence, applying \([10]\) Prop. 2.3.6 and 2.3.12 to the minimum function in \((37)\), we can assert that $v$ is locally Lipschitz at $\bar{a}$.

The proof is complete. $\square$

**Theorem 6** (Local upper Lipschitz property of the global solution map) The global solution map $F : \mathbb{R}^{n \times m} \to \mathbb{R}^{n \times k}$ is locally upper Lipschitz at $\bar{a}$, i.e., there exist $L > 0$ and $\delta > 0$ such that
\[
F(a) \subset F(\bar{a}) + L\|a - \bar{a}\|B_{\mathbb{R}^{n \times k}}
\]
(38)
for all $a$ satisfying $\|a - \bar{a}\| < \delta$. Here
\[
B_{\mathbb{R}^{n \times k}} := \left\{ x = (x^1, \ldots, x^k) \in \mathbb{R}^{n \times k} | \sum_{j \in J} \|x^j\| \leq 1 \right\}
\]
denotes the closed unit ball of the product space $\mathbb{R}^{n \times k}$, which is equipped with the sum norm $\|x\| = \sum_{j \in J} \|x^j\|$.

Proof Let $\Omega, \Omega_1 = \{\omega_1, \ldots, \omega_r\}$, $x_{\omega}(a) = (x^1_{\omega}(a), \ldots, x^k_{\omega}(a)) \in \mathbb{R}^{n \times k}$, and $\delta_0$ be constructed as in the proof of the above theorem. For any $\omega \in \Omega$, the vector function $x_{\omega}(\cdot)$, which maps $\mathbb{R}^{n \times m}$ to $\mathbb{R}^{n \times k}$, is continuously differentiable. Hence, there exist $L_\omega > 0$ and $\delta_\omega > 0$ such that
\[
\|x_{\omega}(a) - x_{\omega}(\bar{a})\| \leq L_\omega\|a - \bar{a}\|
\]
(39)
for any $a, \bar{a}$ satisfying $\|a - \bar{a}\| < \delta_\omega$ and $\|\bar{a} - \bar{a}\| < \delta_\omega$. Set
\[
L = \max\{L_\omega_1, \ldots, L_\omega_r\} \quad \text{and} \quad \delta = \min\{\delta_0, \delta_\omega_1, \ldots, \delta_\omega_r\}.
\]
Then, for every $a$ satisfying $\|a - \bar{a}\| < \delta$, by \((36)\) and \((39)\) one has
\[
F(a) \subset \{x_{\omega_1}(a), \ldots, x_{\omega_r}(a)\} \subset \{x_{\omega_1}(\bar{a}), \ldots, x_{\omega_r}(\bar{a})\} + L\|a - \bar{a}\|B_{\mathbb{R}^{n \times k}}
\]
\[
= F(\bar{a}) + L\|a - \bar{a}\|B_{\mathbb{R}^{n \times k}}.
\]
Hence, inclusion \((38)\) is valid for every $a$ satisfying $\|a - \bar{a}\| < \delta$. $\square$

**Theorem 7** (Aubin property of the local solution map) Let $x = (x^1, \ldots, x^k)$ be an element of $F_1(\bar{a})$ satisfying condition \((C1)\), that is, $x^{j_1} \neq x^{j_2}$ whenever $j_2 \neq j_1$. Then, the local solution map $F_1 : \mathbb{R}^{n \times m} \to \mathbb{R}^{n \times k}$ has the Aubin property at $(\bar{a}, x)$, i.e., there exist $L_1 > 0$, $\varepsilon > 0$, and $\delta_1 > 0$ such that
\[
F_1(a) \cap B(x, \varepsilon) \subset F_1(\bar{a}) + L_1\|a - \bar{a}\|B_{\mathbb{R}^{n \times k}}
\]
(40)
for all $a$ and $\bar{a}$ satisfying $\|a - \bar{a}\| < \delta_1$ and $\|\bar{a} - \bar{a}\| < \delta_1$. 
Proof Suppose that $\bar{x} = (\bar{x}^1, ..., \bar{x}^k) \in F_1(\bar{a})$ and $\bar{x}^j \neq \bar{x}^k$ for all $j_1, j_2 \in J$ with $j_2 \neq j_1$. Denote by $J_1$ the set of the indexes $j \in J$ such that $\bar{x}^j$ is attractive w.r.t. the data set $\{\bar{a}^1, ..., \bar{a}^m\}$. Put $J_2 = J \setminus J_1$. For every $j \in J_1$, by Theorem 3 one has
\[
\|\bar{a}^j - \bar{x}^j\| < \|\bar{a}^i - \bar{x}^q\| \quad (\forall i \in I(j), \forall q \in J \setminus \{j\}).
\] (41)

In addition, the following holds:
\[
\bar{x}^j = \frac{1}{|I(j)|} \sum_{i \in I(j)} \bar{a}^i,
\] (42)

where $I(j) = \{i \in I \mid \bar{a}^i \in A[\bar{x}^j]\}$. For every $j \in J_2$, by Theorem 3 one has
\[
\|\bar{x}^q - \bar{a}^p\| < \|\bar{x}^j - \bar{a}^p\| \quad (\forall q \in J_1, \forall p \in I(q)).
\] (43)

Let $\varepsilon_0 > 0$ be such that $\|\bar{x}^j - \bar{x}^q\| > \varepsilon_0$ for all $j_1, j_2 \in J$ with $j_2 \neq j_1$.

By (41) and (43), there exist $\delta_0 > 0$ and $\varepsilon \in \left(0, \frac{\varepsilon_0}{4}\right)$ such that
\[
\|\bar{a}^j - \bar{x}^j\| < \|\bar{a}^i - \bar{x}^q\| \quad (\forall i \in J_1, \forall i \in I(j), \forall q \in J \setminus \{j\})
\] (44)

and
\[
\|\bar{x}^j - \bar{a}^p\| < \|\bar{x}^j - \bar{a}^q\| \quad (\forall q \in J_2, \forall q \in J_1, \forall p \in I(q))
\] (45)

for all $a = (a^1, ..., a^m) \in \mathbb{R}^{n \times m}$ and $x = (x^1, ..., x^k) \in \mathbb{R}^{n \times k}$ satisfying $\|a - \bar{a}\| < \delta_0$ and $\|x - \bar{x}\| < 2k\varepsilon$. As $\bar{x}^j \neq \bar{x}^k$ for all $j_1, j_2 \in J$ with $j_2 \neq j_1$, by taking a smaller $\varepsilon > 0$ (if necessary), for any $x = (x^1, ..., x^k) \in \mathbb{R}^{n \times k}$ satisfying $\|x - \bar{x}\| < 2k\varepsilon$ we have $\bar{x}^j \neq \bar{x}^k$ for all $j_1, j_2 \in J$ with $j_2 \neq j_1$.

For every $j \in J_1$ and $a = (a^1, ..., a^m) \in \mathbb{R}^{n \times m}$, define
\[
x^j(a) = \frac{1}{|I(j)|} \sum_{i \in I(j)} a^i.
\] (46)

Comparing (46) with (42) yields $x^j(\bar{a}) = \bar{x}^j$ for all $j \in J_1$. Then, by the continuity of the vector functions $x^j(\cdot)$, where $j \in J_1$, we may assume that $\|x^j(\bar{a}) - \bar{x}^j\| < \varepsilon$ for all $j \in J_1$ and $\bar{a} = (\bar{a}^1, ..., \bar{a}^m) \in \mathbb{R}^{n \times m}$ satisfying $\|\bar{a} - \bar{a}\| < \delta_0$ (one can take a smaller $\delta_0 > 0$, if necessary).

Since the vector functions $x^j(\cdot)$, $j \in J_1$, are continuously differentiable, there exist $L_1 > 0$ such that
\[
\|x^j(a) - x^j(\bar{a})\| \leq \frac{1}{k} L_1 \|a - \bar{a}\|
\] (47)

for any $a, \bar{a}$ satisfying $\|a - \bar{a}\| < \delta_0$ and $\|\bar{a} - \bar{a}\| < \delta_0$ (one can take a smaller $\delta_0 > 0$, if necessary). Choose $\delta_1 \in (0, \delta_0)$ as small as $\frac{\varepsilon}{k} L_1 \delta_1 < \varepsilon$.

With the chosen constants $L_1 > 0$, $\varepsilon > 0$, and $\delta_1 > 0$, let us show that the inclusion (40) is fulfilled for all $a$ and $\bar{a}$ satisfying $\|a - \bar{a}\| < \delta_1$ and $\|\bar{a} - \bar{a}\| < \delta_1$.

Let $a$ and $\bar{a}$ be such that $\|a - \bar{a}\| < \delta_1$ and $\|\bar{a} - \bar{a}\| < \delta_1$. Select an arbitrary element $x = (x^1, ..., x^k)$ of the set $F_1(a) \cap B(\bar{x}, \varepsilon)$. Put $\bar{x}^j = x^j(\bar{a})$ for all $j \in J_1$, where $x^j(a)$ is given by (46). For any $j \in J_2$, set $\bar{x}^j = x^j$. 

So, similar to the above case of $\mathbf{x}$ and $\tilde{\mathbf{x}}$, one has properties (44) and (45), where $\|a\|, s$ satisfying $A$ and $\tilde{A}$ that, for every $j \in J_1$, the attraction set $A[\mathbf{x}]$ is $\{a^i \mid i \in I(j)\}$. Since $I(j) \neq \emptyset$ for each $j \in J_1$ and $\mathbf{x} \in F_1(a)$, by Theorem 3 we have
\[ x^j = \frac{1}{|I(j)|} \sum_{i \in I(j)} a^i. \] (48)

Comparing (48) with (46) yields $x^j = x^j(a)$ for all $j \in J_1$. By (45) we see that, for every $j \in J_2$, the attraction set $A[\mathbf{x}]$ is empty. Moreover, one has
\[ x^j \notin A[\mathbf{x}] \quad (\forall j \in J_2) \] (49)
where $A[\mathbf{x}]$ is the union of the balls $\bar{B}(a^p, \|a^p - \mathbf{x}\|)$ with $p \in I$, $q \in J$ satisfying $p \in I(q)$.

For each $j \in J_1$, using (47) we have
\[ \|x^j(\mathbf{a}) - x^j\| \leq \|x^j(\mathbf{a}) - x^j(a)\| + \|x^j(a) - x^j\| \]
\[ \leq \frac{1}{2} L_1 a - \mathbf{a} + \varepsilon 
\leq \frac{1}{2} L_1 (|A - \mathbf{a}| + \|a - \mathbf{a}\|) + \varepsilon 
\leq \frac{1}{2} L_1 a + \varepsilon < 2\varepsilon. \]

Besides, for each $j \in J_2$, we have $\|x^j(\mathbf{a}) - x^j\| = \|x^j - x^j\| < \varepsilon$. Therefore,
\[ \|\mathbf{x} - x\| = \sum_{j \in J_1} \|x^j(\mathbf{a}) - x^j\| + \sum_{j \in J_2} \|x^j - x^j\| < 2k\varepsilon. \]

In combination with the inequality $\|\mathbf{a} - \tilde{\mathbf{a}}\| < \delta$, this assures that the properties (44) and (45), where $\mathbf{a}$ and $\mathbf{x}(\mathbf{a})$ respectively play the roles of $\mathbf{a}$ and $\mathbf{x}$, hold. In other words, one has
\[ \|\mathbf{a} - \tilde{\mathbf{a}}\| < \|\mathbf{a} - \tilde{\mathbf{a}}\| \quad (\forall j \in J_1, \forall i \in I(j), \forall q \in J \setminus \{j\}) \] (50)
and
\[ \|\tilde{\mathbf{a}} - \tilde{\mathbf{a}}^p\| < \|\tilde{\mathbf{a}} - \tilde{\mathbf{a}}^p\| \quad (\forall j \in J_2, \forall q \in J_1, \forall p \in I(q)). \] (51)

So, similar to the above case of $\mathbf{x}$, for every $j \in J_1$, the attraction set $A[\tilde{\mathbf{x}}]$ is $\{\tilde{a}^i \mid i \in I(j)\}$. Recall that $I(j) \neq \emptyset$ for each $j \in J_1$ and $\tilde{\mathbf{x}}$ was given by
\[ \tilde{\mathbf{x}} = x^j(\tilde{\mathbf{a}}) = \frac{1}{|I(j)|} \sum_{i \in I(j)} \tilde{a}^i. \] (52)

In addition, for every $j \in J_2$, the attraction set $A[\tilde{\mathbf{x}}]$ is empty and one has
\[ \tilde{\mathbf{x}} \notin A[\tilde{\mathbf{x}}] \quad (\forall j \in J_2), \] (53)
where $A[\tilde{\mathbf{x}}]$ is the union of the balls $\bar{B}(\tilde{\mathbf{a}}^p, \|\tilde{\mathbf{a}}^p - \tilde{\mathbf{x}}\|)$ with $p \in I$, $q \in J$ satisfying $p \in I(q)$. Besides, from (50) and (51) it follows that $|J_1(\tilde{\mathbf{x}})| = 1$ for every $i \in I$. Since $\|\tilde{\mathbf{x}} - \tilde{\mathbf{x}}\| < 2k\varepsilon$, we have $\tilde{\mathbf{x}}^j = \tilde{\mathbf{x}}^j$ for all $j_1, j_2 \in J_1$. The vector $\tilde{x} = (\tilde{x}^1, \ldots, \tilde{x}^k)$ belongs to $F_1(\tilde{\mathbf{a}})$.
with \( j_2 \neq j_1 \). Due to the last two properties and (52), (53), by Theorem 4 we conclude that \( \tilde{x} \in F_1(\tilde{a}) \).

**Claim 2.** One has \( x \in \tilde{x} + L_1 \| a - \tilde{a} \| \bar{B}_{2n \times k} \).

Indeed, since \( x^j = x^j(a) \) for all \( j \in J_1 \), \( \tilde{x}^j = x^j \) for any \( j \in J_2 \), by (52) and (47) we have

\[
\| x - \tilde{x} \| = \sum_{j \in J_1} \| x^j - \tilde{x}^j \| + \sum_{j \in J_2} \| x^j - \tilde{x}^j \|
\]

\[
= \sum_{j \in J_1} \| x^j(a) - x^j(\tilde{a}) \|
\]

\[
\leq k \cdot \frac{1}{k} L_1 \| a - \tilde{a} \| = L_1 \| a - \tilde{a} \|.
\]

It follows that \( x \in \tilde{x} + L_1 \| a - \tilde{a} \| \bar{B}_{2n \times k} \).

Combining Claim 2 with Claim 1, we have \( x \in F_1(\tilde{a}) + L_1 \| a - \tilde{a} \| \bar{B}_{2n \times k} \). Thus, property (40) is valid for all \( a \) and \( \tilde{a} \) satisfying \( \| a - \tilde{a} \| < \delta_1 \) and \( \| \tilde{a} - a \| < \delta_1 \).
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