Geometric modeling of surfaces dependent cross sections in the tasks of spinning and laying
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Abstract. The article is devoted to the development of a geometric model of surfaces of dependent sections to solve the problems of winding by continuous fibers in the direction of the force and its related process of automated winding of composite materials. A uniform method for specifying the surfaces of dependent sections with a curvilinear generator and a method for solid modeling of the shell obtained by winding or calculation methods are described.

1 Introduction

Methods of automated winding and calculations are one of the main methods for obtaining structures from composite materials. In the process of winding, carried out on machines with numerical control, the surface of the mandrel is laid with tension continuous tape composed of unidirectional fibers, threads, strands or bundles impregnated with a binder. After obtaining the required thickness and structure of the shell, polymerization is performed, the final curing of the binder.

2 Problem definition

In the process of winding, various defects may occur: the tape does not fit to the surface or the tape slides from a given curve along which it is laid. You can track these defects in the virtual model of the process for which you want to create a geometric model. The construction of a generalized geometric model of tape laying on a curved surface was described in [1]. In this paper, it is assumed that the simulation of winding ("dry" and "wet") is carried out in a single way – by means of a smooth mapping of a rectangle into a three-dimensional Euclidean space. Also describes methods of analyzing a circuit, the belt laying on the subject of equilibrium filaments Lena and their contact with the surface. All builds use the surface of class C2. It should be noted that in the process of laying the tape on the surface only its first layers are laid on the surface. The remaining layers are placed on the surface formed by the previous layers. Thus, the formed surface is continuously changing. These changes naturally affect both the analysis of the packing patterns of the
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ribbon and the law of motion natural language mechanism of the machine, which was described in the article [2]. To take this fact into account, it is necessary to modify the surface shape in accordance with the variable thickness of the tape [3]. Note that the presented in the paper [4] the method of surface modification is applied to the class of twice continuously differentiable surfaces, the dependent variable of the closed cross sections with curvilinear generatrix, which is in the process of change is incident to the plane parallel to the coordinate plane. We denote this class of surfaces [3]. In this paper [4] we propose a uniform method for describing class surfaces. The surface of technological mandrels often consist of several parts – constructive (surface of the product) and technological (serving for the reversal of the tape). Such surfaces can be specified by different parametric representations. Therefore, to work with such a surface in a virtual model, there is a problem of smooth connection of different parts, coordination of parametrisation on the structural and technological parts. With a uniform specification of class surfaces, all these problems are automatically eliminated, since the entire surface of the technological mandrel (all its parts) will be described by one twice continuously differentiable, explicitly given vector function. This greatly simplifies the subsequent computer task of the surfaces of the class in question.

When calculating the parameters of the shell obtained by winding or laying out, there are important geometric problems of constructing intermediate surfaces of deformable solids [6] of a multilayer structure. The article offers a method of modeling a solid body obtained by winding or calculation methods.

3 On one method of approximation of functions

Let [a;b] be a grid $\Delta: a = x_0 < x_1 < \ldots < x_n = b$. We denote the $\mathbf{S}_{m,v}(\Delta)$ linear space of splines of degree $m$ of defect $v$ with nodes on the grid $\Delta$. The elements of this space are the functions $s_{m,v}(x)$ satisfying the conditions: $s_{m,v} \in C^{m-v}[a;b]$; on each segment $[x_i;x_{i+1}]$, $i = 0,1,\ldots, n-1$, the function $s_{m,v}(x)$ is a polynomial of degree $m$. It is known [7] that the dimension of the space $\mathbf{S}_{m,v}(\Delta)$ is $m+1+v(n-1)$. Next, we consider the space $\mathbf{S}_{3,1}(\Delta)$, since the surfaces used must be twice continuously differentiable. In the space $\mathbf{S}_{3,1}(\Delta)$ there is a basis consisting of finite functions $N_{n+1}(x)$, called B-splines [8]. Extend grid $\Delta$, adding further points $x_{-m} < \ldots < x_{-1} < a$, $b < x_{n+1} < \ldots < x_{n+m}$. Then the functions $N_{m,i}(x)$ can be defined by the following relation [4]:

$$N_{m,i}(x) = \frac{x - x_i}{x_i - x_{i+m+1}} N_{m-1,i}(x) + \frac{x - x_{i-m}}{x_{i-1} - x_{i-m}} N_{m-1,i-1}(x), \quad N_{i,0}(x) = \begin{cases} 1, & x \in [x_{i-1}; x_i) \\ 0, & x \not\in [x_{i-1}; x_i) \end{cases}$$

So, any function $s_{3,1}(x)$ can be represented as a linear combination of B–splines

$$s_{3,1}(x) = \sum_{i=0}^{n+2} \eta_i \cdot N_{3,i+1}(x).$$

Let the values of the function $f$ in the grid nodes be known $f_i = f(x_i)$, $i = 0,1,\ldots, n$. Then in the space $\mathbf{S}_{3,1}(\Delta)$ we can find a single function $s_{3,1}(x)$ satisfying the conditions [4]:

$$s_{3,1}(x_i) = f_i, \quad i = 0,1,\ldots, n; \quad (s_{3,1})'(x_0) = f'(x_0); \quad (s_{3,1})'(x_n) = f''(x_n) \quad (1)$$
We introduce \( \alpha(f, \delta) = \max_{x, h \in [a, b]} |f(x + h) - f(x)|, \delta \in (0; b - a) \) the notation of the continuity module of the function \( f \) and \( D^{(k)}f \) the derivative of the order \( f \) function \( \alpha \). Then, if \( f \in C^k[a; b], k = 1, 2 \) and \( h = \max|x_{i+1} - x_i| \), then the estimates are valid [4]:

\[
|D^{(k)}s_{3,1} - D^{(k)}f|_{c[a, b]} \leq M^{(k)}_\beta h^{k-\beta} \alpha(D^{(k)}f, h), 0 \leq \beta \leq k,
\]

where \( M^{(1)}_0 = 9/8; M^{(1)}_1 = 4; M^{(2)}_0 = 19/96; M^{(2)}_1 = 2/3; M^{(2)}_2 = 4 \).

As shown in [5], if the grid \( \Delta \) is uniform, \( x_i = a + i \cdot h, i = 0, 1, ..., n, h = (b - a) / n \), the function \( s_{3,1}(x) \) can be written explicitly:

\[
s_{3,1}(x) = \sum_{i=0}^{n+2} \eta_i \cdot N_{4,i+1}(x),
\]

\[
\eta_j = \left( \frac{Y_{n+1}(j,1)}{E(n+1)} \frac{Y_{n+1}(j,2)}{E(n+1)} \cdots \frac{Y_{n+1}(j,n+1)}{E(n+1)} \right) \left( \begin{array}{c}
3 \cdot f_0 + h \cdot f'(x_0) \\
n 6 \cdot f_1 \\
6 \cdot f_{n-1} \\
n 3 \cdot f_n - h \cdot f'(x_n)
\end{array} \right), j = 1, ..., n+1,
\]

\[
\eta_0 = \eta_2 - 2h \cdot f'(x_0), \eta_{n+2} = \eta_n + 2h \cdot f'(x_n),
\]

where

\[
Y_k(i, j) = (-1)^{i+j} \cdot \Lambda(\min(i, j)-1) \cdot \Lambda(k - \max(i, j)) \cdot \Lambda(k - 1 - \min(i, j)), i, j = 1, ..., k,
\]

\[
E(k) = 2 \cdot \Lambda(k - 1) - \Lambda(k - 2), k \geq 3,
\]

\[
\Lambda(k) = \frac{(2 + \sqrt{3})^k - (2 - \sqrt{3})^k}{2 \sqrt{3}} - \frac{(2 + \sqrt{3})^{k-1} - (2 - \sqrt{3})^{k-1}}{2 \sqrt{3}}, k \geq 0.
\]

It should be noted that the vector \( \eta = (\eta_1; \eta_n; \eta_{n+1})^T \) is the solution of the equation

\[
A_{n+1} \cdot \eta = (3f_0 + h f'(x_0), 6f_1, ..., 6f_{n-1}, 3f_n - h f'(x_n))^T,
\]

where the matrix

\[
A_{n+1} = (a_{ij})_{i=1,j=0}^{n+1,m+1} = \begin{pmatrix}
2100 & 0 & 0 & 0 & 0 \\
1410 & 0 & 0 & 0 & 141 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
da_{ij}
\end{pmatrix}
\]

it has a strict diagonal predominance, moreover \( \min_{\delta \in S_{n+1}} \left\{ a_{ij} - \sum_{j \neq i} a_{ij} \right\} = 1 \).

Let the function \( f \) be defined on a segment \( \left[a - \varepsilon; b + \varepsilon \right], \varepsilon > 0 \) and a uniform grid
\[ \Delta: \quad x_{-3} < x_{-2} < x_{-1} < x_0 = a < x_1 < \ldots < x_n = b < x_{n+1} < x_{n+2} < x_{n+3}; \]
\[ x_i = a + ih, \ i = -3, \ldots, n + 3; \ h = (b - a) / n \]

Chosen so, that \( x_{-1}, x_{n+1} \in [a - \varepsilon; b + \varepsilon] \) and \( f_i = f(x_i), \ i = -1, \ldots, n + 1 \). Consider a cubic spline \( s_{3,1}(x) = \sum_{i=0}^{n+3} \eta_i \cdot N_{4,i}(x) \) that satisfies interpolation \( s_{3,1}(x) = f_i, \ i = 0, 1, \ldots, n \) and boundary conditions
\[ (s_{3,1})(x_0) = (f_1 - f_{-1})/(2h), \quad (s_{3,1})(x_n) = (f_{n+1} - f_{n-1})/(2h). \]

Lemma 1. If a function \( f \in C^k[a - \varepsilon; b + \varepsilon], \ k = 0, 1, 2 \), it is a fair assessment:
\[ \| D^{(\beta)} f - D^{(\beta)} s_{3,1} \|_{C[a,b]} \leq Q^{(k)}_\beta h^{k-\beta} \omega(D^{(k)} f, h), \ 0 \leq \beta \leq k, \]
where
\[ Q^{(0)}_0 = 6; \quad Q^{(1)}_0 = 33/8; \quad Q^{(1)}_1 = 10; \quad Q^{(2)}_0 = 163/96; \quad Q^{(2)}_1 = 11/3; Q^{(2)}_2 = 10. \]

Evidence. If \( f \in C[a - \varepsilon; b + \varepsilon] \). Enter the symbol \( \eta_{i,j} = (\eta_i \ldots \eta_j)^T \). Vector \( \eta_{n+1} = (\eta_1 \ldots \eta_{n+1})^T \) is the solution of the equation
\[ A_{n+1} \cdot \eta = (3f_0 + 0.5(f_1 - f_{-1}), 6f_1, \ldots, 6f_{n-1}, 3f_n - 0.5(f_{n+1} - f_{n-1}))^T. \]

We introduce the following notations
\[ \vec{f}_0 = f_1, \vec{f}_1 = f_n, \ldots, \vec{f}_{n+1} = f_0, \vec{f}_{n+2} = f_1, \ \vec{f}_{i,j} = (\vec{f}_i, \ldots, \vec{f}_j)^T. \]

Then, obviously, there is equality
\[ A_{n+1} \cdot (\eta_{n+1} - \vec{\eta}_{n+1}) = \left( \frac{f_0 - f_{-1}}{2} + \frac{f_0 - f_{-1}}{2}, 2f_1 - f_0, \ldots, 2f_n - f_{n-2}, f_{n-1} - f_n, \frac{f_n - f_{n-1}}{2} + \frac{f_n - f_{n-1}}{2} \right)^T. \]

Since the matrix of the system has a strict diagonal predominance [6], the estimates are valid
\[ \| \eta_{n+1} - \vec{\eta}_{n+1} \| \leq 2\omega(f, h) \] (here and in the future for the vector \( e = (e_1, \ldots, e_n)^T \) its norm \( e = \max_i |e_i| \).

From equality \( \eta_0 = \eta_2 = f_1 + f_{-1}, \eta_{n+2} = \eta_n = f_{n+1} - f_{n-1} \) follows
\[ \| \eta_{0,n+2} - \vec{\eta}_{0,n+2} \| \leq 4\omega(f, h). \] Since cubic B-splines are non-negative and form a partition \([a;b]\) of one on the segment,
\[ f(x) - s_{3,1}(x) \leq \sum_{i=0}^{n+3} |f(x) - \vec{f}_i| \cdot N_{4,i+1}(x) + \sum_{i=0}^{n+3} |\eta_i - \vec{f}_i| \cdot N_{4,i}(x) \leq \sum_{i=0}^{n+3} f(x) - \vec{f}_i \cdot N_{4,i+1}(x) + 4\omega(f, h) \]

Note that the following is true \( x \in [x_j; x_{j+1}] \) for values
\[ \sum_{i=0}^{n+3} |f(x) - \vec{f}_i| \cdot N_{4,i+1}(x) = |f(x) - \vec{f}_j| \cdot N_{4,j+1}(x) + |f(x) - \vec{f}_{j+1}| \cdot N_{4,j+2}(x) + |f(x) - \vec{f}_{j+2}| \cdot N_{4,j+3}(x) + |f(x) - \vec{f}_{j+3}| \cdot N_{4,j+4}(x) \leq 2\omega(f, h). \]
If \( f \in C^1[a; -\varepsilon; b + \varepsilon] \). Consider the spline \( \sigma_{3,1}(x) = \sum_{i=0}^{n+2} \zeta_i \cdot N_{4,i+1}(x) \) satisfying interpolation conditions \( \sigma_{3,1}(x_i) = f_i, i = 0,1, \ldots, n \) and the boundary conditions \( \sigma'_{3,1}(x_0) = f'(x_0), \sigma'_{3,1}(x_n) = f'(x_n) \). Then for it to be a fair assessment (2).

If \( \zeta_{i,j} = (\zeta_{i,1}, \ldots, \zeta_{i,n+1})' \). Then, obviously, the following equality holds

\[
A_{n+1} \cdot (n_{0,n+1} - \zeta_{0,n+1}) = \left[ h \left( \frac{f_1 - f_{-1}}{2h} - f'(x_0) \right) \right]_{0,...,0,h} \left( -\frac{f_{n+1} - f_{n-1}}{2h} + f'(x_0) \right)
\]

\[
\eta_0 - \zeta_0 = \eta_2 - \zeta_2 = 2h \left( \frac{f_1 - f_{-1}}{2h} - f'(x_0) \right);
\eta_{n+2} - \zeta_{n+2} = \eta_n - \zeta_n = 2h \left( \frac{f_{n+1} - f_{n-1}}{2h} - f'(x_0) \right)
\]

By virtue of Lagrange's theorem

\[
h \left| f'(x_0) - \frac{f_1 - f_{-1}}{2h} \right| = h \left| f'(x_0) - \frac{f_1 - f_0}{2h} + \frac{f_0 - f_{-1}}{2h} \right| = h \left| f'(x_0) - f'(x_0 + \theta_1 h) + f'(x_0) - f'(x_0 - \theta_2 h) \right| \leq h \omega(f', h), \quad \theta_i \in (0;1), \quad i = 1,2.
\]

Similarly, we obtain an inequality

\[
h \left| f'(x_n) - \frac{f_{n+1} - f_{n-1}}{2h} \right| \leq h \omega(f', h).
\]

So, \( |n_{0,n+2} - \zeta_{0,n+2}| \leq 3h \omega(f', h) \). Then, using expressions for derivatives of the B-spline [4],

\[
|s_{3,1}(x) - \sigma_{3,1}(x)| \leq 3h \omega(f', h), \quad |s'_{3,1}(x) - \sigma'_{3,1}(x)| \leq \frac{3}{2} \sum_{i=0}^{n+2} \left| \frac{\eta_i - \eta_{i-1}}{3h} - \frac{\zeta_i - \zeta_{i-1}}{3h} \right| N_{3,i+1}(x) \leq 6 \omega(f', h)
\]

based on the estimates (2), we obtain

\[
|f(x) - s_{3,1}(x)| \leq |f(x) - \sigma_{3,1}(x)| + |\sigma_{3,1}(x) - s_{3,1}(x)| \leq \frac{33}{8} h \omega(f', h);
\]

\[
|f'(x) - s'_{3,1}(x)| \leq |f'(x) - \sigma'_{3,1}(x)| + |\sigma'_{3,1}(x) - s'_{3,1}(x)| \leq 10 \omega(f', h).
\]

If \( f \in C^2[a; -\varepsilon; b + \varepsilon] \). Then Taylor's formula

\[
f_{x_1} = f(x_0 \pm h) = f(x_0) \pm hf'(x_0) + \frac{h^2}{2} f''(\xi_1); \quad \xi_1 \in (x_0; x_1), \quad \xi_1 \in (x_1; x_0)
\]

Therefore

\[
h \left| f'(x_0) - \frac{f_1 - f_{-1}}{2h} \right| \leq \frac{h^2}{2} \omega(f'', h).
\]

Similarly, the inequality is obtained

\[
h \left| f'(x_n) - \frac{f_{n+1} - f_{n-1}}{2h} \right| \leq \frac{h^2}{2} \omega(f'', h).
\]

Therefore \( |n_{0,n+2} - \zeta_{0,n+2}| \leq \frac{3}{2} h^2 \omega(f'', h) \). Therefore,

\[
|s_{3,1}(x) - \sigma_{3,1}(x)| \leq \frac{3h^2}{2} \omega(f'', h), \quad |s'_{3,1}(x) - \sigma'_{3,1}(x)| \leq 3h \omega(f'', h), \quad |s''_{3,1}(x) - \sigma''_{3,1}(x)| \leq 6 \omega(f'', h)
\]
From here we obtain the estimates presented in the Lemma. The Lemma is proved.

Lemma 2. If $|y_i - z_i| \leq \delta$, $i = 0, 1, ..., n$. Then, if $s_{3,i}(x), \sigma_{3,i}(x)$- cubic splines, satisfying the interpolation conditions

$$s_{3,i}(x_i) = y_i, \sigma_{3,i}(x_i) = z_i, x_i = a + iH, H = \frac{b - a}{n}, t = 0, 1, ..., n$$

and boundary conditions

$$s'_{3,i}(x_0) = s'_0, s'_{3,i}(x_n) = s'_n, \sigma_{3,i}(x_0) = \sigma'_0, \sigma_{3,i}(x_n) = \sigma'_n,$$

moreover $|s'_0 - \sigma'_0| \leq \delta'$, $|s'_n - \sigma'_n| \leq \delta'$, it is a fair assessment:

$$|s_{3,i} - \sigma_{3,i}|_{[a,b]} \leq 6\delta + 3H\delta'; \quad |s'_{3,i} - \sigma'_{3,i}|_{[a,b]} \leq \frac{12\delta + 6H\delta'}{H}; \quad |s_{3,i} - \sigma_{3,i}|_{[a,b]} \leq \frac{24\delta + 12H\delta'}{H^2}$$

Evidence. Imagine both the spline in the form

$$\sigma_{3,i}(x) = \sum_{i=0}^{n+2} \beta_i \cdot N_{3,i+1}(x), \quad s_{3,i}(x) = \sum_{i=0}^{n+2} \alpha_i \cdot N_{4,i+1}(x).$$

Let him $\alpha_{i,j} = (\alpha_i, ..., \alpha_j)$, $\beta_{i,j} = (\beta_i, ..., \beta_j)$, $y = (y_0, ..., y_n)^T$, $z = (z_0, ..., z_n)^T$.

Then

$$A_{n+1} \cdot \alpha_{1,n+1} = (3y_0 + Hs'_0, 6y_1, ..., 6y_{n-1}, 3y_n - Hs'_n)^T;$$

$$A_{n+1} \cdot \beta_{1,n+1} = (3z_0 + H\sigma'_0, 6z_1, ..., 6z_{n-1}, 3z_n - H\sigma'_n)^T.$$ 

Therefore,

$$A_{n+1} \cdot (\alpha_{0,n+2} - \beta_{0,n+2}) = (3(y_0 - z_0) + H(y_0 - \sigma'_0), 6(y_1 - z_1), ..., 6(y_{n-1} - z_{n-1}), 3(y_n - z_n) + H(\sigma'_n - s'_n))^T$$

Note that

$$\alpha_0 = \alpha_2 - 2Hs'_0, \quad \alpha_{n+2} = \alpha_n + 2Hs'_n, \quad \beta_0 = \beta_2 - 2H\sigma'_0, \quad \beta_{n+2} = \beta_n + 2H\sigma'_n$$

Therefore, there is an assessment $|\alpha_{0,n+2} - \beta_{0,n+2}| \leq 6\|y - z\| + 3H\delta' \leq 6\delta + 3H\delta'$. Hence, given that B-splines are nonnegative and form a partition of one on the segment, we obtain

$$|s_{3,i} - \sigma_{3,i}| \leq \sum_{i=0}^{n+2} (\alpha_i - \beta_i)N_{4,i+1}(x) \leq 6\delta + 3H\delta'$$

$$|s'_{3,i} - \sigma'_{3,i}| = \frac{1}{H} \sum_{i=0}^{n+2} ((\alpha_i - \beta_i) - (\alpha_{i-1} - \beta_{i-1}))N_{3,i}(x) \leq \frac{12\delta + 6H\delta'}{H};$$

$$|s''_{3,i} - \sigma''_{3,i}| = \frac{1}{H^2} \sum_{i=0}^{n+2} ((\alpha_{i+1} - \beta_{i+1}) - 2(\alpha_i - \beta_i) + (\alpha_{i-1} - \beta_{i-1}))N_{3,i}(x) \leq \frac{24\delta + 12H\delta'}{H^2}$$

The Lemma is proved.

Consider another type of conditions imposed on the spline $s_{3,i}(x)$, which arise in the interpolation of periodic functions ($f_0 = f_n$). These are conditions of the form

$$s_{3,i}(x_i) = f_i, \quad i = 0, 1, ..., n; \quad (s_{3,i})^{(q)}(x_0) = (s_{3,i})^{(q)}(x_n), \quad q = 0, 1, 2 \quad (3)$$


As it is known [12], there is a single function $s_{3,1}(x)$ from $S_{3,1}(\Delta)$ satisfying the conditions (3). In addition, if $f \in C^k[a;b], k = 0,1,2$, then the estimates (2) are valid, and for $k = 0$ the constant $M^{(0)}_0 = 7/4$.

If the grid $\Delta$ is uniform, the spline $s_{3,1}(x)$ can be written explicitly [4]:

$$s_{3,1}(x) = \sum_{i=1}^{n+1} \eta_i \cdot N_{4,i+2}(x),$$

$$\eta_i = \frac{6}{\Phi(n)} \sum_{j=1}^{n} \Psi_n(i + 1, j) \cdot f_{j-1}; \quad \eta_0 = \eta_n; \quad \eta_{-1} = \eta_{n-1}; \quad \eta_{n+1} = \eta_1,$$

where

$$\Phi(n) = 4 \cdot A(n-1) - 2 \cdot A(n-2) - (1)^n, \quad n \geq 4;$$

$$A(n) = \frac{2 + \sqrt{3}}{2\sqrt{3}} - \left(2 - \frac{1}{\sqrt{3}}\right)^{n+1}, \quad n \geq -1;$$

$$\Psi_n(i, j) = \begin{cases}
(-1)^{i+1}(A(n-i)+(-1)^n A(i-2)), & j = 1; \\
(-1)^{i+1}(4 \cdot A(j-2) \cdot A(n-i) - A(j-3) \cdot A(n-i) + (1)^n A(i-j-1) - A(j-2)A(n-i-1)), & 1 < j \leq i;
\end{cases}$$

Note 1. Since b-splines [7] form a partition $[a;b]$ of one on the segment, it follows from the condition that Due to the uniqueness of the interpolation spline $f_0 = f_1 = ... = f_{n-1}$ it follows that,

$$\eta_{-1} = \eta_0 = ... = \eta_{n+2} = f_0 = ... = f_{n-1}.$$
\[ g(u,v) = \sum_{j=0}^{k+2} \phi_j(u) N_{k,j+1}(v), \quad (u,v) \in [a;b] \times [c;d] \]

\[ \phi_j(u) = \begin{cases} Y_{k+1}(j,1) & \text{if } j \leq k+1 \\ \frac{E(k+1)}{E(k+2)} \phi_k(u) & \text{if } j = k+2 \\ \frac{E(k+1)}{E(k+2)} \phi_{k+1}(u) & \text{if } j = k+3 \end{cases} \]

\[ \frac{3 \cdot g_i(u) + 0.5 \cdot (g_i(u) - g_{i-1}(u))}{6 \cdot g_i(u)} = \frac{6 \cdot g_i(u) - 0.5 \cdot (g_i(u) - g_{i+1}(u))}{3 \cdot g_i(u)} \]

**Theorem 1.** The following assessments take place

\[ \left| D^{(0,\beta)} f - D^{(0,\beta)} g \right|_{C([a,b];[c,d])} \leq Q^{(m)}_\beta h^m \omega \left( D^{(0,m)} f, h \right) + 9 \cdot 2^\beta \cdot M^{(m)}_0 h^m \omega \left( D^{(m,0)} f, h \right), \]

\[ \left| D^{(\beta,0)} f - D^{(\beta,0)} g \right|_{C([a,b];[c,d])} \leq Q^{(m-\beta)}_\beta h^m \omega \left( D^{(m-\beta,0)} f, h \right) + 9 M^{(m)}_0 h^m \omega \left( D^{(m,0)} f, h \right), \quad 0 \leq \beta \leq m. \]

For \( m=2 \) inequality holds:

\[ \left| D^{(1,1)} f - D^{(1,1)} g \right|_{C([a,b];[c,d])} \leq Q^{(1)}_1 \omega \left( D^{(1,1)} f, h \right) + 18 M^{(2)}_1 h^2 \omega \left( D^{(2,0)} f, h \right). \]

**Evidence.** For each fixed value \([u,v] \in [a;b] \times [c;d] \), we denote \( w^{(\alpha)}_u(v) \) a cubic interpolation spline that satisfies the interpolation conditions \( a \) and the boundary conditions

\[ \left( w^{(\alpha)}_u(v) \right)'(v_0) = \frac{D^{(\alpha,0)} f(u,v)}{2h}, \quad \left( w^{(\alpha)}_u(v) \right)'(v_k) = \frac{D^{(\alpha,0)} f(u,v_{k+1}) - D^{(\alpha,0)} f(u,v_{k-1})}{2h} \]

Have

\[ \left| D^{(0,\beta)} f(u,v) - D^{(0,\beta)} g(u,v) \right| \leq \left| D^{(0,\beta)} f(u,v) - D^{(0,\beta)} w^{(0)}_u(v) \right| + \left| D^{(0,\beta)} w^{(0)}_u(v) - D^{(0,\beta)} g(u,v) \right| \]

By virtue of Lemma 1, the estimate is fair

\[ \left| D^{(0,\beta)} f(u,v) - D^{(0,\beta)} w^{(0)}_u(v) \right| \leq Q^{(m)}_\beta h^m \omega \left( D^{(0,m)} f, h \right), \quad 0 \leq \beta \leq m. \]

Note that for a fixed value \( u \in [a;b] \), function \( g(u,v) \) it is a cubic [16] spline that satisfies the interpolation conditions \( g(u,v_j) = g_j(u), \quad j = 0, \ldots, k \) and boundary condition

\[ D^{(0,1)} g(u,v_0) = \frac{g_1(u) - g_{-1}(u)}{2h}, \quad D^{(0,1)} g(u,v_k) = \frac{g_{k+1}(u) - g_{k-1}(u)}{2h}. \]

Since the \( g_j(u) \) interpolation spline satisfying the interpolation conditions \( g_j(u_i) = f(u_i,v_j), \quad i = 0,1,\ldots, n \) and boundary conditions of the form (3), then, by virtue of the estimates (2), we have

\[ \left| D^{(\beta)} g_j - D^{(\beta,0)} f \right|_{C[0;h]} \leq M^{(m)}_\beta h^m \omega \left( D^{(m,0)} f, h \right), \quad 0 \leq \beta \leq m \]

Therefore,

\[ \left| g(u,v_j) - w^{(0)}_u(v_j) \right| \leq M^{(m)}_0 h^m \omega \left( D^{(m,0)} f, h \right), \quad j = 0, \ldots, k. \]

In addition, we have the inequality
\[
\begin{aligned}
\left| (v_u^{(0)})'(v_i) - D^{(0,1)}g(u, v_i) \right| &\leq M_0^{(m)} \frac{h_u^m}{h_v^i} \alpha(D^{(m,0)}f, h_u), \ i = 0, k.
\end{aligned}
\]

From here, on the basis of Lemma 2, we can conclude that
\[
\begin{aligned}
\left| D^{(0, \beta)}g(u, v) - D^{(\beta)}w_u^{(0)}(v) \right| &\leq 9 \cdot 2^\beta \cdot M_0^{(m)} \frac{h_u^m}{h_v^i} \alpha(D^{(m,0)}f, h_u), \ 0 \leq \beta \leq m.
\end{aligned}
\]

So, we come to the following assessment
\[
\begin{aligned}
\left| D^{(0, \beta)}f(u, v) - D^{(0, \beta)}g(u, v) \right| &\leq Q_0^{(m)}h_v^{m-\beta} \alpha(D^{(m,0)}f, h_u) + 9 \cdot 2^\beta \cdot M_0^{(m)} \frac{h_u^m}{h_v^i} \alpha(D^{(m,0)}f, h_u)
\end{aligned}
\]

Note that \( \sigma_u(v) = D^{(\beta, 0)}g(u, v) \) for a fixed value \( u \in [a; b] \), it is a cubic spline that [17] satisfies the interpolation \( \sigma_u(v_j) = D^{(\beta)}g_j(u), \ j = 0, ..., k \) and boundary conditions.

\[
\begin{aligned}
(\sigma_u)'(v_0) &= \frac{D^{(\beta)}g_1(u) - D^{(\beta)}g_{-1}(u)}{2h_v}, \quad (\sigma_u)'(v_0) = \frac{D^{(\beta)}g_{k+1}(u) - D^{(\beta)}g_{k-1}(u)}{2h_v}.
\end{aligned}
\]

Due to inequality (4) we have
\[
\begin{aligned}
\left| \sigma_u(v_j) - w_u^{(\beta)}(v_j) \right| &\leq M_0^{(m)} \frac{h_u^m}{h_v^i} \alpha(D^{(m,0)}f, h_u), \ j = 0, ..., k.
\end{aligned}
\]

Besides,
\[
\begin{aligned}
(\sigma_u)'(v_i) - (w_u^{(\beta)})'(v_i) &\leq M_0^{(m)} \frac{h_u^m}{h_v^i} \alpha(D^{(m,0)}f, h_u), \ i = 0, k.
\end{aligned}
\]

Based on Lemma 2, we conclude that
\[
\begin{aligned}
\left| \sigma_u(v) - w_u^{(\beta)}(v) \right| &\leq 9M_0^{(m)}h_v^{m-\beta} \alpha(D^{(m,0)}f, h_u).
\end{aligned}
\]

By virtue of Lemma 1, there is inequality
\[
\begin{aligned}
\left| D^{(\beta, 0)}f(u, v) - w_u^{(\beta)}(v) \right| &\leq Q_0^{(m-\beta)}h_v^{m-\beta} \alpha(D^{(m-\beta, 0)}f, h_u).
\end{aligned}
\]

So, get
\[
\begin{aligned}
\left| D^{(\beta, 0)}f - D^{(\beta, 0)}g \right|_{G([a, b]; [c, d])} &\leq Q_0^{(m-\beta)}h_v^{m-\beta} \alpha(D^{(m-\beta, 0)}f, h_u) + 9M_0^{(m)}h_v^{m-\beta} \alpha(D^{(m,0)}f, h_u)
\end{aligned}
\]

We consider separately the case. By virtue of Lemma 1, inequality holds true
\[
\begin{aligned}
\left| D^{(1, 1)}f(u, v) - D^{(1, 1)}w_u^{(1)}(v) \right| &\leq Q_1^{(1)} \alpha(D^{(1, 1)}f, h_v)
\end{aligned}
\]

By virtue of the second inequality of Lemma 2, we have
\[
\begin{aligned}
\left| D^{(1, 1)}g(u, v) - D^{(1, 1)}w_u^{(1)}(v) \right| &\leq 18M_1^{(2)}h_u h_v \alpha(D^{(2, 0)}f, h_u).\end{aligned}
\]

Thus,
\[ D^{(1,1)} f(u,v) - D^{(1,1)} g(u,v) \leq C_{1}^{1}(v) \Delta f, h_{u} + 18 M_{1}^{(2)} h_{u}^2 \mathcal{O}(D^{(2,0)} f, h_{u}) \]

The theorem is proved.

Consequence. Subject to certain relationships between \( h_{u}, h_{v} \) grid steps, for example, \( h_{u} \leq h_{v} \) you can select a grid sequence and get a sequence of functions \( g_{p}(u,v) \), \( p = 1,2, \ldots \) such that \( \lim_{p \to \infty} \| g_{p} - f \|_{C^{m}([a,b] \times [c,d])} = 0 \).

4 The application of the results obtained

The theorem proved in section 1 allows to define in a uniform way surfaces of dependent sections with the curvilinear generatrix (class \( C^{m}_{\Pi_{1}}, 0 \leq m \leq 2 \)) which at the movement and change remains incident plane of the parallel set coordinate plane \( \Pi_{1} \).

Let \( \vec{r}(u,v), (u,v) \in [a;b] \times [c - \varepsilon; d + \varepsilon], \varepsilon > 0 \) be a parametric representation of such a surface [18]. Each \( u \)-line of such a surface is a curvilinear generatrix of the surface, incident plane, parallel to the coordinate plane. Choose \( \Delta_{u} \times \Delta_{v} \) a uniform grid on the rectangle \([a,b] \times [c,d] \):

\[
\Delta_{u} : u_{-3} < \ldots < u_{0} = a < \ldots < u_{n+3}, \quad u_{i} = a + ih_{u}, i = -3, \ldots, n + 3; \quad h_{u} = \frac{b - a}{n} ;
\]

\[
\Delta_{v} : v_{-3} < \ldots < v_{0} = a < \ldots < v_{k+3}, \quad v_{j} = c + jh_{v}, j = -3, \ldots, k + 3; \quad h_{v} = \frac{d - c}{k} \leq \min(h_{u}, \varepsilon) .
\]

Consider a surface \( \Sigma_{n,k} \) with a parametric representation

\[
\vec{R}_{n,k}(u,v) = \sum_{j=0}^{k+2} B_{j}(u) N_{4,j+1}(v), \quad (u,v) \in [a;b] \times [c;d], \tag{5}
\]

\[
B_{j}(u) = \left( \begin{array}{cccc}
\frac{Y_{j+1}(j,1)}{E(k+1)} & \frac{Y_{j+1}(j,2)}{E(k+1)} & \cdots & \frac{Y_{j+1}(j,k+1)}{E(k+1)} \\
\end{array} \right) \frac{3 \cdot G_{0}(u) + 0.5 \cdot (G_{1}(u) - G_{-1}(u))}{6 \cdot G_{1}(u)} \left( \begin{array}{c}
3 \cdot \tilde{G}_{0}(u) \\
6 \cdot \tilde{G}_{1}(u) \\
3 \cdot \tilde{G}_{k+1}(u) - 0.5 \cdot (\tilde{G}_{k+1}(u) - \tilde{G}_{k-1}(u))
\end{array} \right)
\]

\[
G_{j}(u) = \sum_{i=1}^{n+1} \tilde{M}_{i,j} \cdot N_{4,j+2}(u), \quad j = -1,0,1, \ldots, k+1, \quad u \in [a;b].
\]

Where:

\[
\tilde{M}_{n,j} = \tilde{M}_{0,j}, \quad \tilde{M}_{-1,j} = \tilde{M}_{n-1,j}, \quad \tilde{M}_{n+1,j} = \tilde{M}_{1,j}, \quad \tilde{M}_{i,j} = \frac{6}{\Phi(n)} \sum_{s=1}^{n} \psi_{s}^{} (i+1,s) \cdot r(u_{s-1},v_{j}).
\]

Theorem 2. The surface \( \Sigma_{n,k} \) belongs to the class \( C^{2}_{\Pi_{1}} \).
Evidence. As noted, each u-line surface $\Sigma$ is a curvilinear generatrix of the surface incident plane parallel to the coordinate plane. Therefore, one of the coordinates of the vector $r(u,v_j)=x(u,v_j)\vec{i}+y(u,v_j)\vec{j}+z(u,v_j)\vec{k}$ does not depend on the variable. Let for definiteness, this coordinate will be applicable. Then $z(u_{s-1},v_j)=z_j, s=1,2,\ldots,n$. By virtue of observation 1, $(M_{ij},\vec{k})=z_j$ for everyone $i$. As a result $(G_j(u),\vec{k})=z_j$. Therefore $(\tilde{B}_j(u),\vec{k})=\text{const}$. Ah, so, $(\tilde{R}_{n,k}(u,v),\vec{k})$ does not depend on $u$. Thus, any u-line surface $\Sigma_{n,k} \equiv \text{incident on a plane parallel to the Ox}y$ coordinate plane.

The theorem is proved.

By theorem 1 for a sequence of vector functions $\tilde{R}_{n,k}(u,v)$ defining surfaces of dependent sections of the class $C^2_{n} \equiv \text{will be executed} \lim_{h \to 0} \left| \tilde{R}_{n,k} - \tilde{R}_{m} \right|_{C^m([a,b]|[c,d])} = 0$. Thus, the geometric part of the determinant [7] of the class surface $C^2_{n} \equiv \text{it consists of a point frame of sections of such a surface}$ [19], and the algorithmic part of the determinant is given by the vector function (5).

The results of section 1 can be applied to the construction of a vector function that determines the winding body for some of its intermediate layers. Moreover, such a vector function can be written out explicitly.

If $r(u,v,j), (u,v) \in [a_1;b_1]\times[a_2;b_2], j=0,1,\ldots,s$ the intermediate layers of the body (the surface of the class $C^m$). Choosing a uniform grid $w_0 = a_3 < \ldots < w_k = b_3, h = (b_3 - a_3)/s$, the body itself will set the vector function:

$$\tilde{R}(u,v,w) = \sum_{i=0}^{n+2} B_i(u,v) \cdot N_{4,i+1}(w), \quad (u,v,w) \in [a_1;b_1]\times[a_2;b_2]\times[a_3;b_3],$$

$$B_j(u,v) = \begin{bmatrix} Y_{s+1}(j,1) & Y_{s+1}(j,2) & \cdots & Y_{s+1}(j,s+1) \\ E(s+1) & E(s+1) & \cdots & E(s+1) \end{bmatrix} \begin{bmatrix} 3 \cdot r(u,v,0)+h_w \cdot R'_w(u,v,w_0) \\ 6 \cdot r(u,v,1) \\ 3 \cdot r(u,v,s-1) \end{bmatrix}, \quad j=1,\ldots,s+1' \cdot$$

$$B_0(u,v) = B_2(u,v) - 2h_w \cdot R'_w(u,v,w_0), \quad B_{s+2}(u,v) = B_1(u,v) + 2h_w \cdot R'_w(u,v,w_s).$$

Here $\tilde{R}_w'(u,v,w_i), i=0,s$ are arbitrary twice continuously differentiable vector functions satisfying the condition

$$D^{(\alpha,0,0)} R_w'(a_i+0,v,w_i) = D^{(\alpha,0,0)} R_w'(b_i-0,v,w_i), 0 \leq \alpha \leq m, i=0,s$$

Figure 1 shows the simulation of the winding surface of a rectangular profile and the surface of rotation. Figure 2 shows the results of solid modeling [20].
The article presents the method of approximation of functions of two arguments, the approximation error is found. The main advantage of the developed method is that the approximating function is written explicitly. The proposed method is applied to the construction of the determinant of the surface of dependent sections with variable generatrix. Also, the method of layer-by-layer modeling of a solid body is presented, the distinctive feature of which is the ability to specify only the points of sections of layers using an explicitly given vector function. The application of the developed methods for geometric modeling of bodies obtained by winding and laying out of composite materials is shown.

**References**

1. Yu.I. Bityukov, V.A. Kalinin, Mechanics of composite materials and structures 16-2, 276-290 (2010)
2. Yu.I. Bityukov, Scientific Herald of Novosibirsk State Technical University 3(40), 51-59 (2010)
3. I.V. Ilin, V.I. Koposov, A.I. Levina, Life Science Journal. Vol. 11, Issue 11, 265-269 (2014)
4. Yu.S. Zavyalov, *Methods of spline functions* (Science, Moscow, 1980)
5. Yu.I. Bityukov, Natural and Technical Sciences 3, 304-308 (2010)
6. S.B. Stechkin, *Splines in computational mathematics* (Science, Moscow, 1976)

7. G.S. Ivanov, *Descriptive geometry: a textbook for universities* (Mashinostroenie, Moscow, 1995)

8. V.E. Mager, V.E. Belousov, E.N. Desyatirikova, A.V. Polukazakov, S.A. Ivanov, I.V. Pocebneva, Proceedings of 2017 IEEE 2nd International Conference on Controls in Technical Systems *8109503*, 114-117 (2017) DOI: 10.1109 / CTSYS.2017.8109503

9. I. Pocebneva, V. Belousov, I. Fateeva, V. Lukinov, T. Folomeeva, MATEC Web of Conferences *170*, 01120 (2017) DOI: 10.1051 / matecconf / 201817001120

10. Y.I. Bityukov, Y.I. Deniskin, G.Y. Deniskina, Journal of Physics: Conference Series *944* -1, 012018 (2018) DOI: 10.1088 / 1742-6596 / 944/1/012018

11. Y.I. Bityukov, Y.I. Deniskin, Polymer Science - Series D *11* -1, 197-201 (2018) DOI: 10.1134 / S1995421218020041

12. B.V. Boitsov, I.M. Artamonov, Yu.I. Deniskin, Proceedings of the MAI *49*, 52 (2011)

13. A.P. Erokhin, Yu.I. Deniskin, Natural and technical sciences 4(66), 270-273 (2013)

14. I.V. Pocebneva, A.V. Ivanova, K.D. Ivarlak, O.V. Ermakova, 8th All-Russian Scientific and Technical Conference with international participation: Modern innovations in science and technology 1, 162-166 (2018)

15. I.M. Artamonov, Yu.I. Deniskin, A.R. Deniskina, Quality and life *4* (16), 13-17 (2017)

16. I. Ilin., A. Levina, O. Iliashenko, MATEC Web of Conferences, *106*, Article number 08066. (2017) doi:10.1051/matecconf/201710608066

17. O.M. Smirnova, International Journal of Civil Engineering and Technology, *9*(10), 1966–1973 (2018)

18. A.P. Erokhin, Yu.I. Deniskin, Internet magazine: Naukovedenie *4*(17), 32 (2013)

19. I. Ilin, O.V. Kalinina, O. Iliashenko, A. Levina, Procedia Engineering, *165*, 1673-1682. (2016) doi: 10.1016/j.proeng.2016.11.909

20. A.R. Bril, O.V. Kalinina, I.V. Ilin, A.S. Dubgorn, O.Y. Iliashenko, Proc. of 2017 20th IEEE Int. Conf. on Soft Computing and Measurements, SCM 2017. Paper number 7970692, 692-693 (2017) DOI: 10.1109/SCM.2017.7970692