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Abstract:
We consider a cooperative system identification scenario in which an expert agent (teacher) knows a correct, or at least a good, model of the system and aims to assist a learner-agent (student), but cannot directly transfer its knowledge to the student. For example, the teacher’s knowledge of the system might be abstract or the teacher and student might be employing different model classes, which renders the teacher’s parameters uninformative to the student. In this paper, we propose correctional learning as an approach to the above problem: Suppose that in order to assist the student, the teacher can intercept the observations collected from the system and modify them to maximize the amount of information the student receives about the system. We formulate a general solution as an optimization problem, which for a multinomial system instantiates itself as an integer program. Furthermore, we obtain finite-sample results on the improvement that the assistance from the teacher results in (as measured by the reduction in the variance of the estimator) for a binomial system. In numerical experiments, we illustrate the proposed algorithms and verify the theoretical results that have been derived in the paper.
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1. INTRODUCTION

System identification concerns the calibration and validation of models of dynamical systems from observed data (Ljung, 1998). An important component is experiment design and, in particular, optimal input/excitation design in system identification for control (Wahlberg et al., 2010; Annergren et al., 2017; Gerencsér et al., 2009; Wittenmark, 1975). Pre-processing of the measured output signals is of utmost importance, for example for outlier detection (Hodge and Austin, 2004). Similarly, controlled sensing deals with applications where it is possible to use multiple sensors with different qualities and also costs. Which sensor should the decision-maker choose at each time instant to provide the next measurement? This problem is also referred to as the sensor scheduling problem, the measurement control problem, sensor-adaptive signal processing or the active sensing problem. We refer to (Krishnamurthy, 2016, Ch. 8) for a thorough overview of this field.

The process of system identification from experiment design to the resulting model estimate can be very costly and time consuming. It often relies on a priori information about the underlying system, for example in a Bayesian setting, (Peterka, 1981). The objective of this paper is to study an alternative approach how external knowledge can be incorporated in processing the data for identification. More specifically, we assume that an expert (teacher) has knowledge about the underlying system and aims to assist a student (i.e., the system identification procedure). The central question in this paper is:

How can the teacher assist (e.g., accelerate or make more accurate) the data-driven learning process of the student?

A challenge is that it may be impossible for the expert to directly transfer its knowledge to the student. For example, the expert’s knowledge might be abstract (consider for example teaching someone how to drive a car), or the expert and student might operate in different model classes and/or parametrizations, which renders the expert’s parameters meaningless to the student. Moreover, the model might simply be too complex to be transmitted. For example, the GPT-3 model (Brown et al., 2020) integrates on the order of 100 billion parameters, which translates to a memory requirement of around 350 GB for a trained GPT-3 model. Transmission of such a huge parameter set is non-trivial due to constraints on real-time performance specifications and communication constraints. Direct communication between the expert and student might also be restricted due to privacy concerns, or in a defense setting, transmission of a trained model between two powers can be diplomatically prohibited.
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In this paper, we propose a novel approach called correc-
tional learning. In it, the expert assists the student by
intercepting and modifying the data collected from the
system, in a way such that the student is better able to es-
timate a model of the system than with the raw unmodified
data sequence. For example, in the defense setting alluded
to above, correctional learning provides means of stealthily
transmitting a model by intercepting and modifying, e.g.,
radar measurements. Correctional devices for error codes
have a long history in information theory (Shannon, 1948,
Section XII) but, to the best of our knowledge, these ideas
are novel for system identification.

To summarize, the main contributions of this paper are:

- We propose correctional learning as a means to per-
form cooperative system identification;
- We derive both general and specific algorithms for
correctional learning. These are formulated as opti-
mization problems that minimize the discrepancy be-
 tween the student’s empirical probability distribution
over the observation set, and that induced by the
model known to the teacher. The problems take into
account a limited budget of the teacher;
- We analyze the reduction in variance of the student’s
estimator as a function of data and budget size. In
Corollary 1, we provide guarantees that the teacher is
successfully able to transfer its knowledge using
correctional learning;
- The proposed algorithms and theoretical results are
illustrated and evaluated in numerical simulations
with promising results.

The rest of the paper is structured as follows. Section 2 first
introduces notation and preliminaries, and then provides
a general formulation of cooperative system identification.
Section 3 gives algorithms for general correctional learning
for cooperative system identification. Section 4 derives
specific algorithms and results for bi- and multinomial
distributions. Finally, Section 5 validates the framework
in numerical experiments. Full proofs and extended simu-
lations are available in (Lourenço et al., 2020a).

2. PRELIMINARIES AND PROBLEM
FORMULATION

In this section, we define our notation and introduce
the cooperative system identification problem formally:
the student collects data and performs standard system
identification, and the teacher, who has access to a good
model, aims to accelerate the learning process.

2.1 Notation

All vectors are column vectors (unless transposed) and
inequalities between vectors are considered element-wise.
The element $i$ of a vector $v$ is $[v]_i$. A generic probability
density (or mass) function is denoted as $p(\cdot)$. The vector
of ones is denoted as $1$, the set of non-negative real
numbers as $\mathbb{R}_+^n$, and the indicator function as $I(\cdot)$. The
$l_1$ and $l_2$ norms of a vector $v$ are denoted $\|v\|_1$ and $\|v\|_2$,
respectively.

2.2 Student: System identification

The student performs standard system identification. That
is, it samples observations from the system and uses these
to estimate a model. More formally, assume for simplicity
that time $k$ is discrete. We consider that the data $D$
is given by observations $y_k \in \mathcal{Y}$, where $\mathcal{Y}$ is the observation
space, collected during $N$ time-steps: $D = \{y_k\}_{k=1}^N$.

We assume that the system producing the observations is
given by some model $m_0 \in \mathcal{M}$, where $\mathcal{M}$ is a model class.
Moreover, we assume that the model class is parametric,
so that $m \in \mathcal{M}$ can be equivalently characterized by a vector
$\theta \in \mathbb{R}^p$ of some $p$ parameters. Let $\theta_0$ denote the
parameters corresponding to the true model $m_0$.

Then, each observation is sampled according to

$$y_k \sim p(y|y_{k-1}, \ldots, y_1; \theta_0),$$

for $k = 1, \ldots, N$.

In order to estimate a model, the student uses a measure
of fit $F(m, D)$ that measures how well a model $m$ describes
observed data $D$:

$$\hat{m} \in \arg\min_{m \in \mathcal{M}} F(m, D),$$

where $\hat{m}$ is the estimated model.

A typical choice for the goodness-of-fit $F$ is the likelihood-
function of the observed data. Assuming a parametric
model class, we can equivalently formulate (2) as

$$\hat{\theta} \in \arg\min_{\theta \in \Theta} F(m(\theta), D),$$

where $\Theta \subset \mathbb{R}^p$ is the feasible parameter set.

Note that, in general, the student aims to estimate a
model from some model class $\mathcal{M}'$ that is different from
the true model class: $\mathcal{M}' \neq \mathcal{M}$. As we will discuss
below, this prevents the teacher from directly transmitting
knowledge of $m_0$ (since $m_0$ or its associated parameters,
are meaningless to the student: $m_0 \notin \mathcal{M}'$).

Under suitable assumptions on assumptions (on $\mathcal{M}$ and
$\mathcal{F}$), the estimator $\hat{m}$ will converge to $m_0$ (or the closest
point in $\mathcal{M}'$) — see, e.g., Ljung (1978) for details.

2.3 Teacher: Cooperative system identification

In the cooperative scenario that we investigate, the teacher
knows the true model $m_0$, or equivalently $\theta_0$, and aims to
convey this information to the student.

As mentioned above, if $\mathcal{M}' \neq \mathcal{M}$ (that is, if the teacher
and student employ different model classes) then giving
$m_0$ (or $\theta_0$) to the student is meaningless. This also holds
true if the model class is shared $\mathcal{M}' = \mathcal{M}$, but different
parametrizations are used by the student and teacher
(since then, $\theta_0$ is incomprehensible to the student). For
clarity and to simplify the theoretical analysis later on, we
make the following assumption:

**Assumption 1.** (Shared Model Class). The teacher’s and
student’s model classes, $\mathcal{M}$ and $\mathcal{M}'$, respectively, coincide:
$\mathcal{M}' = \mathcal{M}$.

Nevertheless, the algorithms generalize with straight-
forward modifications and we believe the results we obtain
 Problem 1. (Cooperative System Identification). Observations $y_k$ are being sampled from system $m(\theta_0) \in \mathcal{M}$, as in (1). A teacher knows $\theta_0$, but is, for various reasons, unable to communicate $\theta_0$ directly to the student, who is forming an estimate according to (3). Provide a method for the teacher to improve the learning process of the student.

The last sentence in Problem 1 (in particular, the word “improve”) merits some discussion. Under suitable assumptions, the estimator computed in problem (3) is consistent: as the number of data points $N$ grows to infinity, $\theta_0$ will be reconstructed with probability one. Here, then, with “improve” we mean reducing the asymptotic covariance of the student’s estimator. Similarly, for a finite $N$, improving the learning process of the student should be interpreted as minimizing the variance of the estimator formed using $N$ samples.

Remark 1. Problem 1 can be reinterpreted in an adversarial setting where the expert aims to hinder the learning process of the student. This is common for example in privacy scenarios, where the expert has knowledge about the system but does not want another agent to be able to estimate it exactly (Showkatbakhsh et al., 2016; Bottega et al., 2017; Lourenço et al., 2020b). The algorithms we discuss in the remaining part of the paper apply equally to this setting by, essentially, flipping a sign.

3. COOPERATIVE SYSTEM IDENTIFICATION VIA CORRECTIONAL LEARNING

The cooperative system identification problem (Problem 1) can be approached in several ways. For example, in Bayesian system identification (Peterka, 1981), the teacher can help formulating the student’s prior – this, however, requires that the student and teacher share parametrization. Similarly, the student could employ inverse filtering Mattila et al. (2020) to obtain parameters without an explicit transfer of such information taking place.

Instead, in this section, we present the novel correctional learning framework as a means to solve Problem 1: We allow the teacher to modify (“correct”) the observations seen by the student. That is, to adjust some observations in the original dataset $D = \{y_k\}_{k=1}^N$ so that the student sees $\tilde{D} = \{\tilde{y}_k\}_{k=1}^N$ instead. By doing this, information is communicated agnostically to the requirement of a shared model class and/or parametrization, as discussed below.

3.1 Means of communication

Suppose that the system $m_0$ (and all models in $\mathcal{M}$) produces independent and identically distributed (i.i.d.) observations:

Assumption 2. The observations $y_k$ produced by the true system $m_0$ (and the all other models in $\mathcal{M}$) are i.i.d.

Then it is well known that, under suitable assumptions, the notion of identifiability of a model $m$ says that there are no two models that imply the same probability distribution on the observable random variable $y_k$—see, e.g., Rothenberg (1971).

Hence, if the teacher and student are prohibited from directly transferring information in terms of model parameters (due to, e.g., privacy, bandwidth, parametrization), they can equivalently operate in the space of induced probability distributions. We provide a visualization of this in Fig. 1, where the student and teacher are unable to communicate with each other on the left side of the dashed line: because of, e.g., mismatched model classes ($\mathcal{M} \neq \mathcal{M}'$), mismatched parametrization ($\theta_0$ vs $\theta'$) or communication constraints. On the right side of the dashed line is the space of induced probability distributions over the observable random variable (i.e., the $y_k$‘s) which is common to both the teacher and the student.

Therefore, under Assumptions 1 and 2, and alluding to the identifiability of the model, the learning problem (3) can be reformulated in terms of the induced probability distribution of $y_k$. The student thus computes an empirical estimate $\hat{p}(y)$ and then tunes the parameters $\theta$ so as to minimize the discrepancy between the empirical distribution $\hat{p}$ and that induced by the model $p_0$:

$$\hat{\theta} \in \arg \min_{\theta \in \Theta} G(\hat{p}, p_0),$$

where $G$ is a distance measure between two probability density functions.

To improve the student’s estimate, the teacher, who knows the true distribution $p_0(y)$ of the data, could correct some observations $y_k$ to $\tilde{y}_k$, with the aim of improving the student’s empirical estimate $\hat{p}$. This serves as a way of...
side-stepping the requirement of a joint model class and/or parametrization – if both parametrizations are identifiable, then having \( \hat{p} = p_0 \) will allow the student to reconstruct the true parameters even in its own parametrization.

3.2 General correctional learning

A crucial question is: **Which observations should the teacher modify, and to what?** We provide a schematic illustration of the correctional learning problem in Fig. 2, and give a formal statement below.

**Problem 2. (Correctional Learning for Cooperative System Identification).** Under Assumptions 1 and 2, a set of \( N \) observations \( \mathcal{D} = \{y_k\}_{k=1}^N \) has been sampled from a system, as in (1). A teacher, who knows the true system \( m_0 \), and hence also the true probability distribution \( p_0 \), of the observations, is able to modify the data \( \mathcal{D} \) before the student receives it. Provide a method for the teacher to improve the learning process of the student, who is acting according to problem (2), by modifying \( \mathcal{D} \).

Denote the modified set of observations as \( \mathcal{D}' = \{\tilde{y}_k\}_{k=1}^N \). Realistically, it is reasonable to assume that the teacher has a limited budget \( b \in \mathbb{R}_+^N \) (e.g., if modifying radar measurements, there would be a budget on power that would reveal its inference). Let \( B(\mathcal{D}, \mathcal{D}') \) be a function that measures the distance between the two sets \( \mathcal{D} \) and \( \mathcal{D}' \). This could, for example, be the \( \ell_2 \)-norm that computes the number of changed observations, or a more sophisticated measure that weighs larger modifications of observations heavier than smaller ones.

We also introduce a function \( V(p, \tilde{p}) \) that measures the discrepancy between two probability distributions. In terms of Problem 2, \( \tilde{p} \) would be the empirical distribution of the observations \( y_k \) computed using the modified dataset \( \mathcal{D}' \) – i.e., the empirical estimate computed by the student. The function \( V \) would generally take into account the measure of fit that the student uses to compute a parameter estimate, see equation (4). However, if the teacher lacks this knowledge, then a general measure (such as the Kullback-Leibler divergence) can be employed.

Since the goal in Problem 2 is to minimize the distance between the empirical distribution computed by the student and the true distribution, a solution to this problem is formulated as an optimization problem as:

\[
\min_{\mathcal{D}'} V(p_0, \tilde{p})
\]

s.t. \( \tilde{y}_k \in \mathcal{Y} \), for all \( \tilde{y}_k \in \mathcal{D}' \),

\[
B(\mathcal{D}, \mathcal{D}') \leq b.
\]

Remark 2. Note that problem (5) has strong connections to the optimal mass transport problem – e.g., Kolouri et al. (2017). Below, we provide a direct solution, but in future work it would be of interest to explore how more specialized algorithms can be used.

4. COOPERATIVE SYSTEM IDENTIFICATION FOR BI- AND MULTINOMIAL SYSTEMS

In the previous section, we gave a general solution (5) to the cooperative system identification problem (Problem 1) using correctional learning (Problem 2). In this section, we make the general optimization problem (5) concrete by considering two specific systems: multinomial and binomial. Albeit structurally simple, they help make the terms used in problem (5) tangible, and allow us to derive insightful theoretical finite-sample bounds (that could later be used as a basis for generalizations).

4.1 Solution for multinomial systems

Suppose that each observation \( y_k \in \mathcal{Y} = \{1, \ldots, Y\} \) has been sampled i.i.d. according to probabilities \( [\theta_0]_i = p_0(y_k = i) \).\(^2\) Note that this means that \( p_0 \) and \( \tilde{p} \) (the empirical distribution computed by the student) are \( Y \)-dimensional probability mass functions. We identify these with vectors in \( \mathbb{R}^Y \).

For simplicity, we adopt the \( \ell_2 \)-norm as distance measure \( V \) and the \( \ell_1 \)-norm as cost measure \( B \). Moreover, assume that the student employs a standard maximum-likelihood criterion for its estimation (2). Then, introducing this in (5) yields the problem

\[
\min_{\mathcal{D}'} \|p_0 - \tilde{p}\|_2
\]

s.t. \( \tilde{y}_k \in \mathcal{Y} \), for all \( \tilde{y}_k \in \mathcal{D}' \),

\[
[\tilde{p}]_i = \frac{1}{N} \sum_{k=1}^N I(\tilde{y}_k = i),
\]

for all \( i \in \{1, \ldots, Y\} \),

\[
\sum_{k=1}^N |y_k - \tilde{y}_k| < b,
\]

where \( y_k \) and \( \tilde{y}_k \) are elements of \( \mathcal{D} \) and \( \mathcal{D}' \), respectively, and \( b \in \mathbb{R}^+ \). To translate (6) into a standard integer program, we define the \( Y \times N \) matrix

\[
[D]_{ij} = I(y_j = i),
\]

where \( I \) denotes the indicator function. Matrix \( D \) has a one on row \( i \) and column \( j \) if observation \( i \) was sampled at time \( j \). With this reparametrization, solving Problem 2 for a multinomial distribution thus corresponds to finding the matrix \( \tilde{D} \) with the same shape as \( D \) but for the altered observations.

\(^2\) Note that we adopt a trivial parametrization: \( \theta_0 = p_0 \).
In the optimization problem (8), the term \( \frac{1}{2} \| \{ \tilde{D} \} \|_1 \) derives from each column of the observations matrices \( D \) and \( \tilde{D} \) having two different values when the corresponding observation is changed. This problem can be solved using standard off-the-shelf solvers such as Mosek, Gurobi and IBM CPLEX.

To recover the sequence of altered observations, one can use the relation

\[
\tilde{y}_k = \left[ 1 \ldots Y \right] \tilde{D}_{k,:}, \quad k = 1, \ldots, N
\]

4.2 Finite-sample results for binomial systems

In order to derive finite-sample results, we will now consider a special case of the multinomial distribution with only two possible observations: the binomial. Each observation \( y_k \in \mathcal{Y} = \{0,1\} \) is now sampled i.i.d. according to a Bernoulli distribution:

\[
\theta_0 = p_0(y_k = 1) = 1 - p_0(y_k = 0). \quad (10)
\]

Let \( X \) be the number of positive outcomes (“successes”) that have been observed in \( N \) trials in the dataset \( \mathcal{D} \):

\[
X = \sum_{k=1}^{N} y_k. \quad (11)
\]

Its probability mass function is

\[
p_0(X = x) = \binom{N}{x} \theta_0^x (1 - \theta_0)^{N-x}, \quad (12)
\]

and expected value \( \mathbb{E}[X] = N \theta_0 \) – see, e.g., (Papoulis and Pillai (2002)).

Our main theoretical results are the following:

**Theorem 1.** Consider a binomial process with success probability \( \theta \). There are \( N \) realized outcomes \( \mathcal{D} = \{y_1, \ldots, y_N\} \). For simplicity, assume that \( \mathbb{E}[X] = N \theta_0 \) is an integer. Let \( \mathcal{D} = \{\tilde{y}_1, \ldots, \tilde{y}_N\} \) be the dataset corrected by the teacher with budget \( b \). The number of successes in the altered observations is denoted \( \tilde{X} \) and its probability mass function is:

\[
p(\tilde{X} = \tilde{x}) = \begin{cases} 
p(X = \tilde{x} - b), & \text{if } \tilde{x} < \mathbb{E}[X], \\
p(X = \tilde{x} + b), & \text{if } \tilde{x} > \mathbb{E}[X], \\
\sum_{b'=-b}^{b} p(X = \mathbb{E}[X] + b'), & \text{if } \tilde{x} = \mathbb{E}[X],
\end{cases} \quad (13)
\]

considering that \( p(X < 0) = p(X > N) = 0 \).^3

**Proof.** (outline) For the binomial case, it is easy to heuristically solve problem (8): one simply “changes” as many observations as the budget permits (the order is unimportant). Note, however, that this is not the case for more general systems (e.g., the multinomial).

With the probability mass function characterized, we can now derive and analyze the properties of the new estimator, such as its expected value and variance:

\[
\hat{\theta} = \frac{1}{N} \sum_{k=1}^{N} \tilde{y}_k. \quad (14)
\]

Then, the variance of \( \hat{\theta} \) is given by

\[
\text{var} \{ \hat{\theta} \} \leq \text{var} \{ \theta \} - \delta(N, b, p_0), \quad (15)
\]

where \( \delta(N, b, p_0) \geq 0 \) for all \( b \) (with equality when \( b = 0 \)) – that is, \( \text{var} \{ \hat{\theta} \} \leq \text{var} \{ \theta \} \).

**Proof.** (outline) The expression for the variance is obtained by replacing the probability mass function (13) in the definition:

\[
\text{var} \{ \hat{\theta} \} = \frac{1}{N^2} \mathbb{E}[X^2] - \mathbb{E}[X]^2,
\]

where \( \mathbb{E}[X] = \sum \tilde{x} \hat{p}(\tilde{X} = \tilde{x}) \) and \( \mathbb{E}[X^2] = \sum \tilde{x}^2 \hat{p}(\tilde{X} = \tilde{x}) \). Algebraic manipulations are available in Appendix B, together with the expression for \( \delta(N, b, p_0) \).

Theorem 2 guarantees that the teacher is, in fact, helping the student (by reducing the variance of its estimator). With the variance of the modified estimator computed, we can now compare it to the “uncorrected” estimator:

**Corollary 1.** As the budget of the teacher increases, \( b \to N \), we have that

\[
\frac{\text{var} \{ \hat{\theta} \}}{\text{var} \{ \theta \}} \to 0, \quad (16)
\]

for \( 0 < \theta_0 < 1 \).^4

**Proof.** (outline) First, the variance of \( \hat{\theta} \) is given by

\[
\text{var} \{ \hat{\theta} \} = \theta_0(1 - \theta_0)/N, \quad (17)
\]

(see, e.g., Papoulis and Pillai (2002)), which is constant in \( b \), and the variance of the modified estimator \( \hat{\theta} \) is given in (15). For \( b = N \), the probability \( \tilde{p} \) from (13) is one if \( \tilde{x} = \mathbb{E}[X] \), and zero otherwise. Therefore, for \( b = N \), the variance of \( \hat{\theta} \) is zero. Since the denominator of (16) is constant in \( b \), the ratio is zero. More details are given in Appendix B.

The importance of Corollary 1 is that as the budget increases, the teacher is able to increasingly accurately transfer its knowledge to the student – that is, to successfully perform cooperative system identification. The quantity in equation (16) is a measure of the improvement (in terms of variance reduction compared to the original estimator) that can be obtained using correctional learning.

5. NUMERICAL RESULTS

In this section we validate the theoretical results presented in the previous sections in numerical experiments. All simulations were implemented in Python 3.7 and run on a 1.90 GHz CPU.

---

^3 Otherwise, one can add the condition \( \tilde{p} = 0 \) if \( \tilde{x} \leq b \) or \( \tilde{x} > N-b \).

^4 If \( \theta_0 = 0 \) or 1, then all observations are equal and \( \text{var}(\hat{\theta}) = 0 \).
Fig. 3. Variance of the estimator for different budgets $b$ as $N$ increases. Each color represents a different budget, with the dashed being the theoretical (in (15)) and the solid the experimental curves. The case $b = 0$ corresponds to an unmodified estimator (in (17)).

5.1 Reduction in variance using correctional learning

Recall that in Problem 2 (Section 3.2) the teacher aims to transmit its knowledge of $p_0$ to the student by modifying the observations that the student sees. For a binomial distribution (Section 4.2) with parameter $\theta_0 = 0.4$, we solve optimization problem (8). Since the maximum-likelihood estimator is consistent for this setup, when $N \to \infty$, the student’s estimator will converge to the true parameters (with probability one) even for an empty budget ($b = 0$). However, the teacher aims to improve the student’s estimate for finite data by reducing its variance.

Using 200 Monte-Carlo simulations, we estimated the variance of the original estimator (blue curve) and that computed using correctional learning (yellow and red curves). Fig. 3 demonstrates how the variance decreases as the budget increases. In dotted lines are plotted the corresponding theoretical curves from Theorem 2. This figure demonstrates a good correspondence between the theoretical results and the numerical experiments. Note that with $b = 2$, i.e., when the teacher can modify two observations, the variance is reduced by up to an order of magnitude.

6. CONCLUSIONS

In this paper, we have introduced a framework for cooperative system identification. We proposed correctional learning as novel method to solve this problem. In it, the teacher modifies the dataset of the student in order to make the empirical data distribution more close to the true system. This allows communication to take place between the teacher and student, even if they employ different model classes and/or parametrizations (which would otherwise hinder communication). We derived variance bounds for the binomial distribution, which quantify how much the teacher can help the student. These bounds were implemented and compared against estimates in numerical experiments, showing a good correspondence.

6.1 Future work

In future work, it would be of interest to investigate how correctional learning can be performed in an online setting where observations are received sequentially and the teacher has to decide at each time step whether or not to change it (and to what). Moreover, we would like to study generalizations of the cooperative system identification problem (which aims to estimate static parameters) to, e.g., filtering (dynamic state estimation), the reinforcement learning (policy learning) and social learning.
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Appendix A. INFLUENCE OF THE BUDGET

Appendix A presents results concerning the influence of the budget of the teacher in the estimation of the student, once the original sequence of observations, \( D \), is received.

A.1 Finite-sample results

For the case of finite distributions such as the multinomial and binomial from Section 4, we can derive the following results when the distance measure \( V \) from (5) is the \( \ell_1 \)-norm:

\[
\text{Lemma 1. (Minimum error). The smallest error possible to attain, as a function of the number of observations } N \text{ and the true distribution, } p_0, \text{ is:}
\]

\[
e_{\min}(N, p_0) = \|p_0 - \frac{[p_0 N]}{N}\|_1, \tag{A.1}
\]

where \([\cdot]\) means rounding to the closest integer value, and the rounding has to take into account the constraint \( \mathbb{I}^T \ddot{p} = \mathbb{I}^T \), where \( \ddot{p} = \frac{[p_0 N]}{N} \).

\[
\text{Lemma 2. (Minimum budget). The minimum budget } b \in \mathbb{N}_+ \text{ needed to attain the smallest error } e_{\min}, \text{ computed in (A.1), for a certain set of observations, is given by}
\]

\[
b_{\min}(N, p_0, \ddot{p}) = \frac{N}{\|p_0 - \ddot{p}\|_1 - e_{\min}}, \tag{A.2}
\]

where \( \ddot{p} \) is the distribution of the original data, \( \ddot{p} \) is the distribution of the altered data, and \([\cdot]\) is the ceiling function.

\[
\text{Theorem 3. (Estimation error). The estimation error is the difference between the corrected parameter, } \ddot{\theta}, \text{ and the true one, } \theta_0, \text{ and is given by a function of the number of observations } N, \text{ the true distribution } p_0, \text{ the budget } b \text{ and the original sequence } p, \text{ as:}
\]

\[
e(N, p_0, b, \ddot{p}) = \max \{\|p_0 - \ddot{p}\|_1 - \|b\|_1 - e_{\min}\}. \tag{A.3}
\]

A.2 Numerical experiment

For the scenario of the multinomial distribution presented in Section 4.1, we solve the optimization problem (8) in the case where \( Y = 3 \) and the distribution has true parameter \( p_0 = [0.12, 0.63, 0.25]^T \). The empirical estimate computed using the unmodified dataset with \( N = 17 \) observations was \( \ddot{p} = [0.2, 0.5, 0.3]^T \).

Fig. A.1 shows the estimation error of the student without the teacher, in red (\( \|p_0 - \ddot{p}\|_1 = 0.26 \)), and how it decreases with the help of the teacher, in yellow, as its budget increases. From the figure we see that the minimum error is \( \|p_0 - \ddot{p}\|_1 \approx 0.04 \), which is obtained for a minimum budget of \( b = 3 \). The corresponding theoretical values computed from Lemmas 1 and 2 are plotted in dashed lines, and coincide with the experimental ones. The same is true for the error expression computed in Theorem 3.
\[ \delta(N, b, p_0) = \frac{1}{N^2} \left( \sum_{k=-1}^{b-1} (k^2 + 2kE[X]) p(X = E[X] + k) \right. \\
+ b^2 \left. (\text{cdf}(E[X] - b) - \text{cdf}(E[X] + b) + 1) \right) \\
+ 2b \left( \sum_{z=0}^{E[X]-b} z p(X = z) - \sum_{z=E[X]+b+1}^{N} z p(X = z) \right) \\
- \phi^2 - 2\phi E[X] \right], \quad \text{(B.3)} \]

and

\[ \phi = \sum_{z=-b}^{b} z p(X = E[X] + z) \quad \text{(B.4)} \]

\[ + b \left( \text{cdf}(E[X] - b - 1) - \text{cdf}(E[X] + b) - 1 \right). \]

B.2 The term \(\delta(N, b, p_0)\) is non-positive

First, note that if \(b = 0\), \(\delta(N, b, p_0) = 0\) and therefore \(\text{var}\{\hat{\theta}\} = \text{var}\{\hat{\phi}\}\).

We now show that \(\delta(N, b, p_0) \leq 0\).

- The first term is negative since the probabilities and their multiplicative factors are positive.
- The second term can be rewritten as
  \[ b^2 \left( \text{cdf}(E[X] - b - 1) - \text{cdf}(E[X] + b) + 1 \right) \]
  \[ = b^2 - b^2 \sum_{z=E[X]+b}^{E[X]-b} P(x = z), \quad \text{(B.5)} \]
  where the only positive term is \(b^2\). However, this term will be cancelled with the \(-b^2\) term resulting from \(-\phi^2\).
- The third term is positive but is smaller than the second term of \(\phi\), which is negative since it is obtained from \(-2E[X] \phi:\)
  \[ 2b \left( \sum_{z=0}^{E[X]-b-1} z p(X = z) - \sum_{z=E[X]+b+1}^{N} z p(X = z) \right) \]
  \[ < |2bE[X]| \left( \text{cdf}(E[X] - b - 1) + \text{cdf}(E[X] + b) - 1 \right). \quad \text{(B.6)} \]

Using the fact that \(\text{cdf}(z) = \sum_{z=0}^{N} p(X = z)\), the sum of the two terms on the left is

\[ 2b \sum_{z=0}^{E[X]-b-1} (z - E[X]) p(X = z) \quad \text{(B.7)} \]

which is \(< 0\) since \(z < E[X]\), and similarly for the ones on the right.

Since all positive terms in the expression of \(\delta(N, b, p_0)\) are smaller than certain negative ones, we conclude that the sum of all terms is negative, therefore \(\delta(N, b, p_0) \leq 0\).

B.3 The variance of \(\hat{\theta}\) goes to zero faster than that of \(\hat{\phi}\)

We finally show that the variance of \(\hat{\theta} \to 0\) when \(b \to N\) (Corollary 1). From (13), with \(b = N\) we obtain

\[ p(\hat{X} = \hat{x}) = \begin{cases} 
\sum_{b'=0}^{N} p(X = E[X] + b'), & \text{if } \hat{x} = E[X], \\
0, & \text{otherwise.}
\end{cases} \quad \text{(B.9)} \]

The limits of the summation can be rewritten from 0 to \(N\), since for all other values the probability would be zero as previously mentioned. Therefore, the final probability density function is given by

\[ p(\hat{X} = \hat{x}) = \begin{cases} 
\sum_{z=0}^{N} p(X = z), & \text{if } \hat{x} = E[X], \\
0, & \text{otherwise.}
\end{cases} \quad \text{(B.10)} \]

The variance is zero since the probability is all concentrated in one outcome.

Since \(\text{var}(\hat{\theta}) \neq 0\) for \(0 < \hat{\theta} < 1\), the ratio of both variances in (16) is zero.