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ABSTRACT: In this paper we study a family of generalizations of the Pontryagin and Husain-Kuchař actions on manifolds with boundary. In some cases, they describe well-known models — either at the boundary or in the bulk — such as 3-dimensional Euclidean general relativity with a cosmological constant or the Husain-Kuchař model. We will use Hamiltonian methods in order to disentangle the physical and dynamical content of the systems that we discuss here. This will be done by relying on a geometric implementation of the Dirac algorithm in the presence of boundaries recently proposed by the authors.
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1 Introduction

The Pontryagin action for an SO(3)-connection on a 4-dimensional manifold induces a Chern-Simons theory on its boundary because the Pontryagin Lagrangian (written in terms of the curvature as $F_i^i \wedge F^i$) is the exterior differential of the Chern-Simons 3-form [1].

A generalization of the Pontryagin action with an interesting geometrical interpretation was discussed in [2]. The main idea of that paper was to take two SO(3)-connections $A_i^\pm$ and $A_i^\pm$ as dynamical variables and consider the Lagrangian $F_+^i \wedge F_-^i$ (where $F_+^i$ denote the curvatures of $A_i^\pm$ respectively) on a 4-manifold without boundary. Notice that, by coupling the curvatures in this way, the internal symmetry corresponds to a single copy of SO(3). The dynamics defined by this generalized action was interpreted in [2] by showing that it can be written as the action of the model discussed by Husain and Kuchař in [3] (referred to in the following as the HK model). This leads to an immediate physical interpretation of the dynamics that can be conveniently studied by looking at the Hamiltonian formulation. In fact, once a foliation of the spacetime manifold is introduced, the phase space of the system becomes the cotangent bundle of a configuration space consisting of SO(3)-connections. The constraints of the theory generate “internal” SO(3) rotations and 3-dimensional diffeomorphisms, hence, the model describes 3-geometries. This phase space is exactly the one employed in the Ashtekar formulation of general relativity (GR), which differs from the HK model in the presence of an additional scalar constraint that crucially generates the full dynamics of GR.

The main purpose of the present paper is to study some generalizations of the Pontryagin and Husain-Kuchař actions to 4-dimensional manifolds with boundary. A large family of them lead to the HK model in the bulk and interesting dynamics at the boundary, including — among other models selected by specific choices of the coupling constants — 3-dimensional Euclidean GR with an arbitrary cosmological constant.
The layout of the paper is the following. After this introduction, we study in section 2 the two-connection action derived from the Lagrangian \( F_+ \wedge F_+^i \) on a manifold with boundary. By introducing an affine combination of the two connections and using also their difference, we relate this action to the standard one for the HK model. Along the way, we find out that a particular choice of the parameter in the aforementioned combination leads to the HK model in the bulk and 3-dimensional Euclidean GR at the boundary with a particular value for the cosmological constant. Section 3 is devoted to discussing a five-parameter family of generalizations of the Pontryagin and HK actions to manifolds with boundary suggested by the results of the preceding section. As we will show, the dynamics at the spacetime boundary defined by some of them describes 3-dimensional Euclidean GR with an arbitrary cosmological constant. The Hamiltonian formulation of the models proposed in the paper is derived and discussed in section 4. We will also study how the physical degrees of freedom can be parametrized in a way that may open the possibility of having a concrete and useful description of the reduced phase space. We end with our conclusions and some comments in section 5.

We use a mixed notation in the paper: we will avoid spacetime indices but will use Penrose’s abstract internal SO(3) indices \( i, j, k \ldots \). These will be raised and lowered with the help of the invariant SO(3) metric \( \delta_{ij} \). Finally, we denote the internal SO(3) volume form as \( \epsilon_{ijk} \).

## 2 The two-connection formulation of the Husain-Kuchař model in manifolds with boundary

Let us consider the following generalization of the Pontryagin action to a 4-dimensional manifold \( M \) with boundary \( \partial M \)

\[
S(A_+, A_-) := \int_M F_+ \wedge F_+^i = S(A_-, A_+) ,
\]

where \( F_\pm^i \) are the curvatures of \( A_\pm^i \),

\[
F_\pm^i := dA_\pm^i + \frac{1}{2} \epsilon_{ijk} A_\pm^j \wedge A_\pm^k .
\]

The stationarity of the action (2.1) gives the following conditions

\[
\begin{align}
D_- F_+^i &= 0 , & D_+ F_-^i &= 0 , \\
\partial^* F_+^i &= 0 , & \partial^* F_-^i &= 0 ,
\end{align}
\]

where \( D_\pm \) denote the covariant derivatives defined by the connections \( A_\pm^i \), the map \( \partial M \hookrightarrow M \) is the natural inclusion, and \( \partial^* \) denotes the pullback to the boundary. As we can see, the field equations in the bulk have the form of “interleaved Bianchi identities” whereas at \( \partial M \) we have “natural boundary conditions” telling us that the pullbacks of both connections must be flat. By making use of the Bianchi identities, it is possible to write (2.3a) in a way that shows that these equations are, in fact, of first order

\[
\epsilon_{ijk} (A_+^j - A_-^j) \wedge F_+^k = 0 , & \epsilon_{ijk} (A_+^j - A_-^j) \wedge F_-^k = 0
\]

(2.4)
By relying on (2.4), it is straightforward to show the existence of non-trivial solutions to (2.3a) and (2.3b) by taking \( A_+ = A_+^\prime \) such that the pullback of \( F_\pm^i \) to \( \partial M \) is zero. Another possibility is taking two flat connections in \( M \).

In order to see the relation between the usual formulation of the HK model and its two-connection formulation when \( \partial M \) is not necessarily empty, we define \[ e^i := A_+^i - A_-^i, \]

\[ A^i := \alpha A_+^i + (1 - \alpha) A_-^i + \alpha(A_+^i - A_-^i) = A_+^i - \alpha e^i, \]

where \( \alpha \) is a real constant. A direct computation now gives

\[ F_{i} \wedge F_{i}^\prime = \frac{(1 - \alpha)^2 + \alpha^2}{2} \epsilon_{ijk} e^j \wedge e^k + \frac{\alpha (1 - \alpha)(1 - 2\alpha)}{2} \epsilon_{ijk} De^j \wedge e^j \wedge e^k \]

\[ + \alpha (\alpha - 1) De_i \wedge De^i + (2\alpha - 1) De_i \wedge F^i + F_i \wedge F^i, \]

(2.6)

where \( D \) denotes the covariant derivative defined by \( A^i \). Among the terms appearing in the preceding expression we recognize the Pontryagin and HK Lagrangians. In addition, we have all the other objects that can be naturally written in terms of the \( A^i \) and \( e^i \) fields.

The field equations obtained by varying the action with respect to \( e^i \) and \( A^i \) can be written as

\[ \epsilon_{ijk} e^j \wedge F^k = 0, \quad \epsilon_{ijk} De^j \wedge e^k = 0, \]

(2.7)

\[ j^* \left( De^i - \frac{1}{2}(1 - 2\alpha) e^i \wedge e^j \wedge e^k \right) = 0, \]

(2.8)

\[ j^* \left( F^i - \frac{1}{2} \alpha (\alpha - 1) e^i \wedge e^j \wedge e^k \right) = 0. \]

(2.9)

As we can see, in addition to the usual equations for the HK model (2.7), we also get the equations (2.8) and (2.9) on \( \partial M \). These can be interpreted as equations for the pullbacks of \( A^i \) and \( e^i \) to the spacetime boundary. Their solutions can be mapped in a one-to-one way to those of the 3-dimensional Euclidean Einstein equations with a particular value of the cosmological constant. An easy way to see this is by noting that the choice \( \alpha = 1/2 \) leads to

\[ j^* (De^i) = 0, \quad j^* \left( F_i + \frac{1}{8} \epsilon_{ijk} e^j \wedge e^k \right) = 0, \]

(2.10)

i.e. the field equations for Euclidean 3-dimensional GR on \( \partial M \), written in terms of a connection and a triad field, with cosmological constant \( \Lambda = 1/4 \). This is a remarkable result because it shows an interesting relation between 3-dimensional GR in \( \partial M \) and the HK model in \( M \). Notice that, although the physical interpretation of the preceding equations in terms of \( A^i \) and \( e^i \) is clear, some solutions to them are easier to describe in the two-connection formulation, in particular the one mentioned above in terms of flat connections.
3 Generalizations of the Pontryagin and Husain-Kuchař actions

The previous result suggests that it may be possible to find actions related to the ones discussed above describing 3-dimensional GR with an arbitrary cosmological constant — and more general models — on the boundary. Indeed, let us introduce the following five-parameter generalization of the action defined by the Lagrangian (2.6) in a manifold with boundary:

$$S_{\alpha}(e, A) := \int_M \left( \alpha_1 \epsilon_{ijk} e^i \wedge e^j \wedge F^k + \alpha_2 D e_i \wedge De^i + \alpha_3 F_i \wedge F^i + \alpha_4 \epsilon_{ijk} De^i \wedge e^j \wedge e^k + \alpha_5 F_i \wedge De^i \right).$$ (3.1)

Of course, this can be written in terms of two connections $A^i_\pm$ using (2.5), however, the interpretation of the field equations will be more transparent in terms of the usual variables $e^i$ and $A^i$ so we will use them from now on. The equations of motion are

\begin{align}
(\alpha_1 - \alpha_2) \epsilon_{ijk} e^j \wedge F^k &= 0, \quad (\alpha_1 - \alpha_2) \epsilon_{ijk} De^j \wedge e^k = 0, \quad (3.2a) \\
J^* \left( 2 \alpha_2 De_i + \alpha_4 \epsilon_{ijk} e^j \wedge e^k + \alpha_5 F_i \right) &= 0, \quad J^* \left( \alpha_1 \epsilon_{ijk} e^j \wedge e^k + 2 \alpha_3 F_i + \alpha_5 De_i \right) = 0. \quad (3.2b)
\end{align}

Notice that the boundary equations (3.2b) can be written as before in terms of the pullbacks of $A^i$ and $e^i$ to the boundary.

Particular choices of the constants $\alpha = (\alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_5)$ lead to several interesting models. For instance, if $\alpha_1 = \alpha_2$ the equations in the bulk are the ones corresponding to the standard HK model. On the other hand, if $\alpha_1 = \alpha_2$ the action can be written as an integral over the boundary $\partial M$ and corresponds to the Mielke-Baekler model [4, 5]

$$S_{MB}(j_0^A, j_0^e) = \int_{\partial M} j_0^* \left( \alpha_1 e_i \wedge De^i + \alpha_3 \left( A_i \wedge dA^i + \frac{1}{3} \epsilon_{ijk} A^i \wedge A^j \wedge A^k \right) + \frac{\alpha_4}{3} \epsilon_{ijk} e^j \wedge e^k \wedge e^k + \alpha_5 F_i \wedge e^i \right).$$ (3.3)

This explains why we do not have any equations in the bulk in this case, in full analogy with the behaviour of the Pontryagin action.

If $4 \alpha_2 \alpha_3 - \alpha_5^2 = 0$, the equations on the boundary (3.2b) are degenerate: they imply degenerate metrics or become an underdetermined system of first-order partial differential equations for the field variables.

When $4 \alpha_2 \alpha_3 - \alpha_5^2 \neq 0$, the equations (3.2b) can be written as

\begin{align}
J^* (F_i) &= J^* \left( - \frac{2 \alpha_1 \alpha_2 - \alpha_4 \alpha_5}{4 \alpha_2 \alpha_3 - \alpha_5^2} \epsilon_{ijk} e^j \wedge e^k \right), \quad (3.4a) \\
J^* (De_i) &= J^* \left( - \frac{2 \alpha_3 \alpha_4 - \alpha_1 \alpha_5}{4 \alpha_2 \alpha_3 - \alpha_5^2} \epsilon_{ijk} e^j \wedge e^k \right). \quad (3.4b)
\end{align}

They describe 3-dimensional Euclidean gravity with torsion. Furthermore, if $2 \alpha_3 \alpha_4 - \alpha_1 \alpha_5 = 0$ we have standard 3-dimensional Euclidean GR with a cosmological constant equal to

$$\frac{4 \alpha_1 \alpha_2 - 2 \alpha_4 \alpha_5}{4 \alpha_2 \alpha_3 - \alpha_5^2}.$$
Alternatively, if \(2\alpha_1\alpha_2 - \alpha_4\alpha_5 = 0\) we have the teleparallel description of 3-dimensional Euclidean GR with cosmological constant \([6-8]\) equal to
\[
-\left(\frac{2\alpha_3\alpha_4}{4\alpha_2\alpha_3 - \alpha_5^2}\right)^2.
\]

Although our methods can be applied with no difficulty for all possible values of the \(\alpha\) parameters (and, in fact, are especially effective for this purpose), in the following we will restrict ourselves to the generic case \(\alpha_1 \neq \alpha_2\) and \(4\alpha_2\alpha_3 - \alpha_5^2 \neq 0\) for three reasons:

- As the analysis of the previous section shows, there are solutions to the full set of field equations that are compatible in the bulk and the boundary.
- The equations at the boundary admit natural and interesting interpretations.
- This sector has received some attention in recent years \([9-11]\). Even the more restricted case \(2\alpha_3\alpha_4 - \alpha_1\alpha_5 = 0\), has been related to the presence of an Immirzi-like parameter in three dimensions \([12,13]\).

In addition to the conditions on the \(\alpha\) parameters mentioned before, in the following we will also impose a non-degeneracy condition for the \(e^\iota\).

4 Hamiltonian formulation for the generalized models

The Hamiltonian description of the dynamics of the models presented in section 3 provides a useful way to disentangle their meaning. For instance, it gives information about the compatibility of the dynamical equations in the interior of \(M\) and in the boundary \(\partial M\). The Dirac algorithm can, in fact, be thought of as a way to obtain conditions (constraints) that must be imposed on the configuration variables and their conjugate momenta to have consistent dynamics (here we will follow \([14]\), similar information can be obtained by using the GNH method \([15-17]\)).

The constraints restrict the possible initial data for the field equations. As we will see, in the present case some of them are associated with the boundary and others with the bulk. Both types are not independent but are expected to have a non-trivial interplay. In the case of familiar boundary conditions (say of the Dirichlet type for elliptic PDE’s) we know that they can be freely chosen so that solutions of the equations — with the required uniqueness and regularity — can then be found. In other instances (such as free boundary problems in elasticity), the character of the possible conditions/dynamical equations on the boundary and their interplay with the dynamics in the bulk is different. In the present example a thorough discussion of the existence and uniqueness of solutions to the full set of constraints is certainly necessary but lies beyond the reach of the Hamiltonian methods used in the paper. In any case, in order to find meaningful characterizations of the physical degrees of freedom, it is useful to find explicit parametrizations of the phase space submanifolds defined by the constraints so we will analyze this question in subsection 4.2.
Finally, and for the sake of completeness, it is important to remember that the integrability of the Hamiltonian vector fields is a separate non-trivial issue that must also be carefully considered.

In this section, we derive the Hamiltonian formulation corresponding to the generalized model defined by the action (3.1) under the generic conditions on the parameters \( \alpha \) and the triads expelled in section 3.

Let us consider 4-manifolds of the form \( M = \mathbb{R} \times \Sigma \) where \( \Sigma \) is a 3-dimensional manifold (possibly with boundary). The Lagrangian defined by the action (3.1) after performing a 3+1 decomposition is

\[
L(v) = \int_{\Sigma} \left( (v_\perp^i - DA_\perp^i) \right) \wedge \left( \alpha_1 \epsilon_{ijk} e^j \wedge e^k + 2\alpha_3 F_i + \alpha_5 D e_i \right) + 2\epsilon_{ijk} e^i_\perp \wedge \left( \alpha_1 F^k + \alpha_4 D e^k \right) + \left( v_\perp^i + \epsilon_{ijk} A_\perp^i e^k - De_\perp^i \right) \wedge \left( 2\alpha_2 D e_i + \alpha_4 \epsilon_{ilm} e^l \wedge e^m + \alpha_5 F_i \right),
\]

where the variables \( A^i \) and \( e^i \) are now an SO(3)-connection and a frame field on \( \Sigma \) respectively, the fields \( A_\perp^i \) and \( e_\perp^i \) are \( \mathfrak{so}(3) \)-valued scalars on \( \Sigma \) originating in the transverse components of the 4-dimensional fields with respect to the spacetime foliation, and \( v := ((A_\perp^i, A^i, e_\perp^i, e^i), (v_\perp^i, v_\perp^j, v_\perp^k, v_\perp^l)) \)
denotes a point of the tangent bundle \( T\mathcal{Q} \) of the configuration space \( \mathcal{Q} \) (defined by the transverse and tangent parts of the connections and “frames”). In this section we denote the covariant derivative defined by the connection \( A^i \) as \( D \) and the curvature as

\[
F_i := dA_i + \frac{1}{2} \epsilon_{ijk} A^j \wedge A^k.
\]

If we take \( v, w \) in the same fiber of \( T\mathcal{Q} \),

\[
v := ((A_\perp^i, A^i, e_\perp^i, e^i), (v_\perp^i, v_\perp^j, v_\perp^k, v_\perp^l)), \quad w := ((A_\perp^i, A^i, e_\perp^i, e^i), (w_\perp^i, w_\perp^j, w_\perp^k, w_\perp^l)),
\]

we obtain the fiber derivative

\[
\langle FL(v)|w \rangle = \int_{\Sigma} \left( w^i_\perp \wedge \left( \alpha_1 \epsilon_{ijk} e^j \wedge e^k + 2\alpha_3 F_i + \alpha_5 D e_i \right) + w^i_\perp \wedge \left( 2\alpha_2 D e_i + \alpha_4 \epsilon_{ijk} e^j \wedge e^k + \alpha_5 F_i \right) \right).
\]

This implies that we have the following primary constraints

\[
C_{\perp i}(\cdot) := P_{\perp i}(\cdot) = 0, \quad C_i(\cdot) := P_i(\cdot) - \int_{\Sigma} \cdot \wedge \left( \alpha_1 \epsilon_{ijk} e^j \wedge e^k + 2\alpha_3 F_i + \alpha_5 D e_i \right) = 0, \quad (4.1a)
\]

\[
c_{\perp i}(\cdot) := p_{\perp i}(\cdot) = 0, \quad c_i(\cdot) := p_i(\cdot) - \int_{\Sigma} \cdot \wedge \left( 2\alpha_2 D e_i + \alpha_4 \epsilon_{ijk} e^j \wedge e^k + \alpha_5 F_i \right) = 0, \quad (4.1b)
\]

where here and in the following the points \( (q, p) \in T^*\mathcal{Q} \) will be denoted as

\[
(q, p) := ((A_i^i, A^i_\perp, e^i_\perp, e^i), (P_{\perp i}, P_i, p_{\perp i}, p_i)).
\]
Notice that \( C_{\perp i}(\cdot) \) and \( c_{\perp i}(\cdot) \) are linear functionals acting on \( \mathfrak{so}(3) \)-valued scalar functions on \( \Sigma \) whereas \( C_i(\cdot) \) and \( c_i(\cdot) \) are linear functionals acting on \( \mathfrak{so}(3) \)-valued 1-forms.

The Hamiltonian is only defined on the primary constraint submanifold. A suitable extension of it to the full phase space of the model can be written as

\[
H = \int_{\Sigma} \left( \frac{D A_{\perp i}^t}{\delta} \wedge \left( \alpha_1 \epsilon_{ijk} e^j \wedge e^k + 2 \alpha_3 F_i + \alpha_5 D e_i \right) - 2 \epsilon_{ijk} e_{\perp i}^t \wedge \left( \alpha_1 F^k + \alpha_4 D e^k \right) - \left( \epsilon_{jk} A_{\perp i}^t e^k - D e_i^t \right) \wedge \left( 2 \alpha_2 D e_i + \alpha_4 \epsilon_{ijm} e^j \wedge e^m + \alpha_5 F_i \right) \right).
\]

As we can see, it is independent of the canonical momenta. This fact will have a reflection in the form of the Hamiltonian vector fields. By writing tangent vectors \( Z \in T_{(q,p)} T^* \mathcal{Q} \) as

\[
Z := \left( (q,p), (Z_{A\perp i}, Z_{e\perp i}, Z_{\epsilon\perp i}, Z_{p\perp i}, Z_{p\perp i}, Z_{p\perp i}), Z_{p\perp i}, Z_{p\perp i}, Z_{p\perp i}) \right),
\]

the canonical symplectic form \( \Omega \) acting on vector fields on \( T^* \mathcal{Q} \) is

\[
\Omega(X, Y) = Y_{p_{\perp i}}(X_{A\perp i}^t) - X_{p_{\perp i}}(Y_{A\perp i}^t) + Y_{p_{\perp i}}(X_{e\perp i}^t) - X_{p_{\perp i}}(Y_{e\perp i}^t) + \lambda_{\perp i}(X_p) - X_{\lambda_{\perp i}}(Y_p) + \mu_{\perp i}(X_p) - X_{\mu_{\perp i}}(Y_p) + \epsilon_{\perp i}(X_p) - X_{\epsilon_{\perp i}}(Y_p).
\]

The implementation of the geometric form of the Dirac algorithm described in [14] is now a straightforward exercise. The main step is solving for the Hamiltonian vector field \( X \) in the equation

\[
\Omega(X, Y) = dH(Y) + \langle \lambda_{\perp i} | dC_{\perp i} \rangle(Y) + \langle \lambda_{\perp} | dC_{\perp} \rangle(Y) + \langle \mu_{\perp i} | dc_{\perp i} \rangle(Y) + \langle \mu_{\perp} | dc_{\perp} \rangle(Y),
\]

for every vector field \( Y \). Here \( d \) denotes the exterior differential in phase space, \( \langle \cdot | \cdot \rangle \) is the usual pairing, and the \( \lambda_{\perp i}, \lambda_{\perp}, \mu_{\perp i}, \mu_{\perp} \) are Dirac multipliers.

The final result of the analysis can be summarized in the conditions defining the constraint submanifold for the system and the specific form of the Hamiltonian vector fields. The constraints are

\[
P_{\perp i}(\cdot) = 0, \quad p_{\perp i}(\cdot) - \int_{\Sigma} \wedge \left( \alpha_1 \epsilon_{ijk} e^j \wedge e^k + 2 \alpha_3 F_i + \alpha_5 D e_i \right) = 0, \quad \lambda_{\perp i}(\cdot) = 0, \quad \lambda_{\perp}(\cdot) - \int_{\Sigma} \wedge \left( 2 \alpha_2 D e_i + \alpha_4 \epsilon_{ijm} e^j \wedge e^m + \alpha_5 F_i \right) = 0, \quad \mu_{\perp i}(\cdot) = 0, \quad \mu_{\perp}(\cdot) - \int_{\Sigma} \wedge \left( 2 \alpha_2 D e_i + \alpha_4 \epsilon_{ijm} e^j \wedge e^m + \alpha_5 F_i \right) = 0, \quad \epsilon_{\perp i}(\cdot) = 0, \quad \epsilon_{\perp}(\cdot) - \int_{\Sigma} \wedge \left( 2 \alpha_2 D e_i + \alpha_4 \epsilon_{ijm} e^j \wedge e^m + \alpha_5 F_i \right) = 0,
\]

where \( \iota_{\partial} : \partial \Sigma \hookrightarrow \Sigma \) is the natural inclusion and the \( \mathfrak{so}(3) \)-valued 1-forms \( V_{\perp i}^k \) and \( V_{\perp}^k \) satisfy the conditions

\[
\epsilon_{ijk} e^j \wedge V_{\perp i}^k = \epsilon_{ijk} e_{\perp i}^t F^k, \quad \epsilon_{ijk} e^j \wedge V_{\perp}^k = \epsilon_{ijk} e_{\perp}^t D e^k.
\]
Here, the secondary constraints (4.2c) (on $\Sigma$) and (4.2d) (on $\partial \Sigma$) are obtained by requiring that the Hamiltonian vector field be tangent to the submanifold defined by the primary constraints (4.2a) and (4.2b). In addition to these secondary constraints, the tangency requirement gives conditions for the Dirac multipliers $\lambda^i$ and $\mu^i$. These are, again, of two types: conditions on $\lambda^i$ and conditions on $\mu^i$. The Hamiltonian is only defined at the primary constraint submanifold and can be extended to the full phase space in many ways. The extension that we have chosen is such that the Hamiltonian vector field be tangent to the submanifold defined by the primary constraints (4.2a) and (4.2b) without having to consider the remaining components of $X^1$, $X^i$, $X^i_A$, and $X^i_{\perp}$. The values of $\lambda^i$ and $\mu^i$ are

$$\begin{align*}
\mu^i &= De^1 + e^1 jk A^i_{1} e^j + V^i,
\lambda^i &= DA^i_{1} + V^i.
\end{align*}$$

The conditions (4.2c) define several sectors on the constraint submanifold. For instance, a straightforward computation shows that whenever

$$\iota^*_\partial (\epsilon ijk e^1 \wedge e^k) = 0,$$  \hspace{1cm} (4.4)

the constraints (4.2c) are satisfied. In the following we will concentrate on this particular sector because it has a clean and interesting interpretation that will be discussed in subsection 4.1. The tangency condition on (4.4) only fixes the transverse component of $\iota^*_\partial \mu^1_{\perp}$. The remaining components of $\iota^*_\partial \mu^1_{\perp}$, $\mu^1_{\perp}$ and $\lambda^1_{\perp}$ remain undetermined, with the only restriction that the bulk values of $\mu^1_{\perp}$ must be compatible with those at the boundary.

The Hamiltonian vector field is given by

$$\begin{align*}
X^i_{A} &= \lambda^i_{\perp}, \quad X^i_{\perp} = DA^i_{\perp} + V^i, \\
X^i_{e} &= \mu^i_{\perp}, \quad X^i_{e} = De^1_i - e^1_jk A^i_{1} e^j + V^i, \\
X^i_{\Sigma} = 0, \quad X^i_{\Sigma} &= \int \Sigma \wedge \left(2\alpha_1 \epsilon ijk X^j_{\perp} \wedge e^k + 2\alpha_3 DX_{Ai} + \alpha_5 \left(DX_{ei} + \epsilon ijk X^j_{\perp} \wedge e^k\right)\right), \\
X^i_{\Sigma} = 0, \quad X^i_{\Sigma} &= \int \Sigma \wedge \left(2\alpha_2 \left(DX_{ei} + \epsilon ijk X^j_{\perp} \wedge e^k\right) + 2\alpha_4 \epsilon ijk X^j_{\perp} \wedge e^k + \alpha_5 DX_{Ai}\right). 
\end{align*}$$

The dynamics on the boundary of the pullbacks of the fields $A_{\perp}$, $e_{\perp}$, $A^i$ and $e^i$ is given by the pullback to the boundary of the components of the Hamiltonian vector field,

$$\begin{align*}
\iota^*_\partial X^i_{A_{\perp}} &= \iota^*_\partial \lambda^i_{\perp}, & \iota^*_\partial X^i_{A_{\perp}} &= \iota^*_\partial \left(DA^i_{\perp} - \frac{2\alpha_1 \alpha_2 - \alpha_4 \alpha_5}{4\alpha_2 \alpha_3 - \alpha_5^2} \epsilon ijk e^1 \wedge e^k\right), \\
\iota^*_\partial X^i_{e_{\perp}} &= \iota^*_\partial \mu^i_{\perp}, & \iota^*_\partial X^i_{e_{\perp}} &= \iota^*_\partial \left(De^1_i - e^1_jk A^i_{1} e^j - \frac{2\alpha_3 \alpha_4 - \alpha_1 \alpha_5}{4\alpha_2 \alpha_3 - \alpha_5^2} \epsilon ijk e^1 \wedge e^k\right). 
\end{align*}$$

It is interesting to note at this point that $X^i_{e_{\perp}}$, $X^i_{A_{\perp}}$, $X^i_{A_{\perp}}$ and $X^i_{A_{\perp}}$ are independent of the momenta and, hence, the dynamics of the system can be obtained without having to consider the remaining components of $X$. This is a consequence of the fact that the Hamiltonian is only defined at the primary constraint submanifold and can be extended to the full phase space in many ways. The extension that we have chosen is such that the Hamiltonian depends only on the configuration variables. In the traditional presentation
of the Hamiltonian formulation of the HK model [3], the canonical momenta are taken
to be densitized triads so the preceding result may seem strange. It should be noted,
however, that in that context the second class constraints (4.2a) and (4.2b) are solved (i.e.
all the geometric objects, including the symplectic form, are pulled-back to the phase space
submanifold defined by them) and, also, one is using (more or less implicitly) some kind
of duality to represent canonical momenta as geometric objects of the same type as the
configuration variables. Although the geometric representation of the dynamical objects
that we are using here is different, both procedures are compatible. The main reason to
follow the present one is because it is better suited to address functional analytic issues if
deemed necessary. It is important to keep in mind that other approaches may be better
suited for quantization.

We discuss now the meaning of the dynamical system defined by the integral curves
of the Hamiltonian vector field given by (4.5) and (4.6) and some issues related to the
parametrization of the constraint submanifold.

4.1 Dynamics and gauge symmetries

The previous Hamiltonian vector field, in particular the components \( X^i_{e} \), \( X^j_{A} \) and
\( X^i_{A} \), admits a clean interpretation on the constraint submanifold of the system. To this
end, we will make use of the following useful result whose simple proof can be found in the
appendix of [18]:

**Lemma 4.1.** Let \( \Sigma \) be an orientable 3-dimensional manifold. For given \( w_i \in \Omega^2(\Sigma, \mathfrak{so}(3)^*) \)
and \( e^i \in \Omega^1(\Sigma, \mathfrak{so}(3)) \) defining a volume form \( \omega := \frac{1}{3!} \epsilon_{ijk} e^i \wedge e^j \wedge e^k \), consider the following
system of equations in the unknowns \( v^i \in \Omega^1(\Sigma, \mathfrak{so}(3)) \)

\[
\epsilon_{ijk} e^j \wedge v^k = w_i .
\]

(4.7)

Then the solution is

\[
v^i = \frac{e^j \wedge w_j}{2\omega} e^i - \frac{e^i \wedge w_j}{\omega} e^j .
\]

(4.8)

Here and in the following \( \eta/\omega \) denotes the function \( \varphi \) satisfying \( \eta = \varphi \omega \).

With the help of lemma 4.1 it is straightforward to see from eq. (4.3a) that

\[
V^i_A = -\epsilon_{jkl} \left( e^j_{\perp} \frac{e^k \wedge F^l}{2\omega} e^i + e^k_{\perp} \frac{e^i \wedge F^l}{\omega} e^j \right)
\]

which, on the constraint submanifold, can be written as

\[
V^i_A = -\epsilon_{jkl} e^k_{\perp} \frac{e^i \wedge F^l}{\omega} e^j .
\]

In an analogous way, from eq. (4.3b) we obtain on the constraint submanifold

\[
V^i_e = -\epsilon_{jkl} e^k_{\perp} \frac{e^i \wedge D e^j}{\omega} e^j .
\]
Using the expressions for $V^i_A$ and $V^i_e$, the equations for the integral curves of the Hamiltonian vector field (4.5) for initial data on the constraint submanifold give

$$\dot{A}^i = D\tau^i - \epsilon^j_{kl} \rho^k e^l \omega = D\tau^i + \iota_\rho F^i, \quad \text{(4.9a)}$$

$$\dot{e}^i = D\rho^i - \epsilon^j_{kl} \tau^j e^k - \epsilon^j_{kl} \rho^k e^l \omega + \iota_\rho D^i = D\rho^i - \epsilon^j_{kl} \tau^j e^k + \iota_\rho D^i, \quad \text{(4.9b)}$$

where $\rho^i$ and $\tau^i$ are arbitrary functions of time (because the evolution of the $A^i_\perp$ and $e^i_\perp$ is arbitrary) subject to the condition that the vector field $\rho$ defined by $\iota_\rho e^i = \rho^i$ is tangent to the boundary of $\Sigma$ as a consequence of the constraint (4.4). In order to interpret (4.9a) and (4.9b) it is convenient to take into account that, by using Cartan’s formula, the Lie derivative of $A^i$ and $e^i$ along $\rho$ can be written as

$$\mathcal{L}_\rho A^i = D (\iota_\rho A^i) + \iota_\rho F^i,$$

$$\mathcal{L}_\rho e^i = D (\iota_\rho e^i) + \epsilon^j_{kl} (\iota_\rho A^j) e^k.$$

Combining these expressions with (4.9a) and (4.9b) we immediately get

$$\dot{A}^i = \mathcal{L}_\rho A^i + D(\tau^i - \iota_\rho A^i), \quad \text{(4.10a)}$$

$$\dot{e}^i = \mathcal{L}_\rho e^i - \epsilon^j_{kl} (\tau^j - \iota_\rho A^j) e^k. \quad \text{(4.10b)}$$

The interpretation of the dynamics of the model in the bulk is clear from (4.10a) and (4.10b): it is a combination of spatial diffeomorphisms and internal SO(3) rotations for initial data satisfying the constraints (4.2c). This is, of course, the known physical interpretation of the dynamics of the HK model. This interpretation can be extended to the manifold $\Sigma$, including its boundary, because the $\rho$ vector field is tangent to $\partial \Sigma$.

The dynamics at the boundary of the pulled-back fields can be read from (4.6). In particular, denoting pullbacks to the boundary of $\Sigma$ with a $\partial$ subindex we have

$$\dot{A}^i_\partial = D \partial \tau^i - \frac{2}{4} \alpha^1 \alpha_2 - \frac{2}{4} \epsilon^j_{lk} \rho^l \epsilon^k, \quad \text{(4.11a)}$$

$$\dot{e}^i_\partial = D \partial \rho^i - \epsilon^j_{lk} \tau^j e^k - \frac{2}{4} \alpha^3 \alpha_4 - \frac{2}{4} \epsilon^j_{lk} \rho^l \epsilon^k. \quad \text{(4.11b)}$$

Some comments are in order now: to begin with, the initial data on the boundary must satisfy the constraints (4.2d) and, furthermore, the condition (4.4). The parameters $\tau^i_\partial$ are arbitrary whereas, the $\rho^i_\partial$ are not all independent as a consequence of the constraint (4.4). If $\tau^i_\partial$ and $\rho^i_\partial$ were completely arbitrary the equations (4.11a) and (4.11b) would correspond exactly to the dynamics of Euclidean GR with a cosmological constant and torsion [10], defined on the spacetime boundary. However, the condition (4.4) allows only two of the components of $\rho^i_\partial$ to be independent. From the perspective of the dynamics on $\partial \Sigma$ this can be interpreted just as a (partial) gauge fixing condition on the, otherwise arbitrary, values of $\rho^i_\partial$. In any case it is important to remember that this condition comes from the requirement that the bulk and boundary dynamics must be consistent. Finally, it is clear that in the case $2 \alpha^3 \alpha_4 - \alpha^1 \alpha_5 = 0$ we recover standard GR with cosmological constant [19] at the boundary with the same gauge fixing.
4.2 Solving the constraints

The preceding discussion shows that we have a detailed understanding of the dynamics of this model, in particular, the form of the Hamiltonian vector fields, the constraints and the physical interpretation. It is important, however, to find suitable parametrizations for the constraint submanifold as this is necessary to get consistent initial data for the evolution equations. Although we will not pursue this issue to its ultimate conclusion here, we feel that it provides a rationale for looking at the Hamiltonian formulation of the model (not directly connected with its eventual quantization) and shows the appropriateness and convenience of the geometric approach that we are following.

A first issue that we want to discuss (relevant, in particular, to check the consistency of the constraint algorithm) is the compatibility of the secondary constraints \(4.2d\) and \(4.2e\). It is a simple exercise to show that \(4.2c\) are equivalent to the conditions

\[
\begin{align*}
F^i &= f^{ij} \epsilon_{jkl} e^k \wedge e^l, \\
D e^i &= t^{ij} \epsilon_{jkl} e^k \wedge e^l,
\end{align*}
\]

with both \(f^{ij}\) and \(t^{ij}\) symmetric in the \(i, j\) indices. Although these conditions are obtained from constraints defined in the bulk, they extend to the boundary by continuity. Notice that, in order to fully characterize the solutions to the constraints \(4.2a\)-(\(4.2e\)), it is still necessary to solve them for \(A^i\) and \(e^i\) in terms of the \(f^{ij}\) and \(t^{ij}\). These auxiliary objects will have then to satisfy some integrability conditions coming, for instance, from the Bianchi identity \(DF^i = 0\) and \(D De^i = 0\) (on the constraint hypersurface). As mentioned in section 2, the fact that the field equations have solutions guarantees that these conditions can be met, however, the full characterization of the solutions to the constraints requires additional work.

Let us consider now the constraints \(4.2d\). In terms of the pullbacks of the fields to the boundary of \(\Sigma\) they become

\[
\begin{align*}
(2\alpha_2 f^m_0 + \alpha_5 f^m_0 + \alpha_4 \delta^m_0) t^i_0 (\epsilon_{ijk} e^j \wedge e^k) &= 0, \\
(\alpha_5 f^m_0 + 2\alpha_3 f^m_0 + \alpha_1 \delta^m_0) t^i_0 (\epsilon_{ijk} e^j \wedge e^k) &= 0.
\end{align*}
\]

In the same way, we get for \(4.2e\)

\[
\begin{align*}
(2\alpha_2 f^m_0 + \alpha_5 f^m_0 + \alpha_4 \delta^m_0) t^j_0 (\epsilon_{ijk} e^j \wedge e^k) &= 0, \\
(\alpha_5 f^m_0 + 2\alpha_3 f^m_0 + \alpha_1 \delta^m_0) t^j_0 (\epsilon_{ijk} e^j \wedge e^k) &= 0.
\end{align*}
\]

Although the structure of both sets of constraints in terms of \(f^m_0\) and \(t^m_0\) is similar, \(they are not the same\). In particular, it is not true that all of them are simply equivalent to

\[
\begin{align*}
2\alpha_2 f^j_0 + \alpha_5 f^j_0 + \alpha_4 \delta^j_0 &= 0, \\
\alpha_5 f^j_0 + 2\alpha_3 f^j_0 + \alpha_1 \delta^j_0 &= 0.
\end{align*}
\]

A detailed analysis of \((4.13)\) and \((4.14)\) shows that the constraint submanifold is divided into several dynamical sectors among which the one given by the condition \((4.4)\) is the most
relevant for our purposes and the only one discussed in the paper. Additional perspective on the parametrization of the constraint submanifold can be gained by looking at (4.2c) from a different point of view. Let us consider

\begin{align}
\epsilon^{i}_{jk} D e^j &\wedge e^k = 0, \\
\epsilon^{i}_{jk} e^j &\wedge F^k = 0,
\end{align}

(4.16a, 4.16b)

and try to find suitable parametrizations of the phase space submanifold defined by them (forgetting now about boundary conditions). Let us start by looking at (4.16a). By expanding \( A_i = a_{ij} e^j \) we immediately get

\[
e_{[i} \wedge de_{j]} - \omega a_{[ij]} = 0,
\]

(4.17)

so that

\[
a_{ij} = \alpha_{ij} - \frac{d(e_i \wedge e_j)}{2\omega}
\]

(4.18)

with \( \alpha_{ij} = \alpha_{ji} \) but, otherwise, arbitrary. Plugging now \( A_i = a_{ij} e^j \) into (4.16b) and using (4.17) we find out that it becomes

\[
\epsilon^{i}_{jk} e^j \wedge d(a_{k\ell} e^\ell) + \frac{1}{2} a_{ijk} \epsilon^j_{k\ell} d(e^k \wedge e^\ell) = 0.
\]

(4.19)

In terms of \( \alpha_{ij} \) this is an inhomogeneous, linear PDE, a somewhat surprising fact owing to the quadratic term in the connection appearing in the curvature \( F^i \). Notice, however, that the analogous equation in geometrodynamics is linear in the momenta canonically conjugate to the 3-metric so this is not completely unexpected.

In order to find a complete parametrization of the constraint submanifold, it is necessary to solve (4.19) together with the boundary constraints. Although it is not inconceivable that a closed form solution can be found, it is probably convenient to impose some simplifying conditions to render them easier to solve. These conditions, in fact, can be used also to reduce or eliminate the arbitrariness in the Hamiltonian vector field (4.5) originating in the presence of the arbitrary functions \( A_i^\perp \) and \( e^i_\perp \). In this capacity, they are gauge fixing conditions.

The issue of finding effective gauge fixing in non-abelian theories such as the ones presented here is a delicate one (Gribov ambiguity, topological obstructions, etc.) so we will not consider it further here. In any case, the simple form of the constraints and, in particular, the linearity of (4.19) offers hope that a manageable solution to this problem exists.

5 Conclusions and comments

We have discussed in the paper several generalizations of the Pontryagin and HK actions to spacetime manifolds with boundary. The corresponding field equations consist of bulk and boundary contributions. The latter are equations involving the pullback of the fields. In a sense, they are boundary conditions, but in the models considered here they have interesting interpretations. In fact, by appropriately choosing the coupling constants \( \alpha \)}
it is possible to get, for instance, the 3-dimensional Euclidean Einstein equations with an arbitrary cosmological constant.

An interesting observation involving the relationship between the dynamics in the bulk and at the boundary is the following. On one hand, we can consider the restriction of the dynamics in the bulk to the boundary. As shown in the paper, the geometrical meaning of the bulk dynamics is quite easy to describe: on initial data satisfying the constraints it reduces to Lie dragging along an arbitrary vector field tangent to the boundary and local internal SO(3) rotations. The fact that the solution to the constraints have to satisfy additional conditions on the boundary of $\Sigma$ does not change the fact that the dynamics of the bulk fields at the boundary (defined by continuity of the bulk dynamics) has the simple interpretation that we have just spelled. On the other hand, we have to consider the dynamics of the pulled-back fields. As we have shown, this is given by 3d-gravitational theories (determined by the choice of the $\alpha$ parameters). The compatibility of the bulk and boundary dynamics originating in the consistency of the Dirac algorithm shows that these 3-dimensional theories admit a simple interpretation in terms of the bulk dynamics.

The Hamiltonian description for the actions discussed in the paper has been obtained by relying on the geometric approach developed in [14] to specifically deal with field theories defined in regions with boundaries. Although Hamiltonian methods are often used as a first step to quantization, we have taken advantage of them in a purely classical context to get several interesting results. First of all, we have been able to extend the usual interpretation of the HK model to the case where boundaries are present. Furthermore, we have shown that the specific choice of parameters $\alpha_1 = \alpha_2$ is such that there are no field equations in the bulk and the theory can be fully described on the boundary (as the Mielke-Baekler model). This reproduces the relationship between the Pontryagin and Chern-Simons field theories.

From a purely technical perspective, it is important to mention that some of the constraints appearing in our model, specifically (4.2e), have their origin in the consistency of the bulk and boundary dynamics. Although this interplay may be expected a priori, to our knowledge this is the first instance where this phenomenon is shown in a concrete example.

As far as the meaning of the constraints (4.2e) is concerned, it is interesting to see the role played by the condition (4.4) in the interpretation of the dynamics of the sector that it defines. From the point of view of the boundary dynamics, it can be understood as a partial gauge fixing condition for the 3-dimensional gravitational part, whereas from the point of view of the bulk it forces the vector field $\rho$ defining the dynamical diffeomorphisms of the HK model to be tangent to the boundary as it should.

Several questions remain open, for instance:

- An obvious way to recover Lorentzian 3-dimensional extensions of GR at the boundary is to replace the internal SO(3) group by the Lorentz group SO(1,2). This will change the dynamics in the bulk to a Lorentzian HK model which should be studied in detail.

- A related important issue is the integrability of the Hamiltonian vector fields, the character of the field equations (hyperbolic or elliptic) and the type of conditions that have to be used to completely specify their solutions.
As the phase space of the models considered here is the same as the one used in the Ashtekar formulation for GR, one could attempt a quantization for these systems, defined in spacetimes with boundary, inspired in the one used to describe quantum black holes in Loop Quantum Gravity.

To study the non-generic case in which the $e^i$ do not define a frame (and hence describe degenerate metrics). In such situation, we expect to have extra constraints in addition to the ones presented in the paper. These will be considered in future work.
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