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Nowadays, due to growing development and competitiveness in global markets of products, companies are forced to make significant efforts for supply procurement, production, and goods distribution in order to survive in the market and be able to respond to their customers’ needs as quickly and cost-efficiently as possible. In this regard, supply chain management is considered a crucial indicator. This study presents a multiobjective, multifacility, closed-loop supply chain under uncertain environments considering green supply chain aspects. The model is designed with multiple products, periods, plants, customer markets, collection centers, recycle centers, distribution centers, return facilities, product recovery facilities, and suppliers. After modeling the study, the model is solved by the Nondominated Sorting Genetic Algorithms (NSGA-II) in order to rank the optimum solutions. The efficiency of the research model is indicated by the results and depicted graphs in the present study. Results show that the exact value of the triple objective functions is calculated. Also, the problem is solved in small, medium, and large dimensions. Then, the accuracy of the proposed model compared to the metaheuristic method is shown. Finally, by performing sensitivity analysis, we showed that target functions are less sensitive to reducing the capacity of centers.

1. Introduction

In the present global competition, diverse products should be made available to customers according to their demands. Customer demand for high-quality and prompt services has imposed some unprecedented pressures. Therefore, companies are incapable of handling all the tasks on their own. In this regard, supply chain management is presently considered a simplifying and economical approach to stabilizing a business. It is worth noting that capturing a higher market share is one of the goals in the supply chain. Accordingly, activities such as supply and demand planning, sourcing raw materials, product manufacturing and planning, product storage services, inventory management, distribution, delivery, and customer services are included in the supply chain in which the coordinated control and management of all these activities is the key point [1].

Supply chain management is responsible for integrating all the functions related to financial, information, and material flow in order to turn goods from the raw material into the finished product. Location-allocation decision is one of the crucial decisions in the supply chain. When the suitable number and location of facilities are selected and a proper distribution network is designed, these problems contribute much to cost reduction and access to competitive advantages in supply chain. Since in the real world, supply chains do not deal with precise and certain data regarding customer demand and prime cost in the supply chain, it is more desirable to use fuzzy sets in order to identify customer demands and prime cost in the supply chain [2].
supply chain network design has been a demanding question and attracted great interest in a wide range of fields [3]. In general, open-loop supply chains include materials that are recovered by components other than the major manufacturers that have the ability to reuse these materials or products. Closed-loop supply chains, on the other hand, depend on the concept of reusing products from customers and returning them to the original manufacturer to recover added value by reusing the entire product or part of it. Closed-loop supply chains that extend into the reverse supply chain include reproduction, reuse, repair, renovation, and recycling. They need a significant investment in resources and then the development of a collection system that takes the product back at the end of its life. Open-loop chains consist of different materials from manufacturers, and closed-loop chains focus on a specific manufacturer [4].

As mentioned above, the novelties and main contributions of the present research are as follows:

(i) Developing a mathematical model with consideration of multiple periods for the network, diversity in products, and number of facilities
(ii) Using the fuzzy approach to develop the multi-objective mathematical model
(iii) Using the NSGA-II algorithm to solve the developed model and applying the paired t-test and Mann–Whitney test for statistical analysis

The rest of the study is organized as follows: Section 2 presented a literature review. In Section 3, we provided a research methodology that includes mathematical model description and research solution approaches. In Section 4, we provided results that consist of main results, model validation, and sensitive analysis. In Section 5, we presented research managerial insights and finally in Section 6 conclusion and future studies are presented.

2. Literature Review

In recent years, a variety of research has been conducted on the supply chain. Ekhtiari [5] presented a three-echelon, single-product supply chain including manufacturers, distribution centers, and customers. In this supply chain, customer demands, returned products, and shipping time from distribution centers to customers are considered fuzzy variables. It is under uncertain conditions that distributors and suppliers are selected and customers are determined. Amin and Zhang [6] presented a multiobjective facility location model for a closed-loop supply chain network under uncertain demand and return. This closed-loop supply chain network includes both forward and reverse supply chains. In their study, they investigated a supply chain network consisting of multiple plants, collection centers, demand markets, and products. In addition, a mixed-integer linear programming model is used to minimize the total cost. Latha Shankar et al. [7] presented the location and allocation decisions for a four-echelon supply chain network consisting of suppliers, plants, distribution centers, and customers. Using a multiobjective swarm particle optimization algorithm, this model minimizes the total cost of production, setup, and shipment in the supply chain network and maximizes the fill rate. Mousavi and Niaki [8] presented a capacitated location-allocation problem with uncertain customer locations and demands. The customer demands were assumed fuzzy, customer locations followed a normal probability distribution, and the genetic algorithm was applied to solve the model. Zarean Jahromi et al. [9] designed a sustainable multiproduct closed-loop logistic network in four echelons of supply, production, distribution, and customer under uncertain conditions of customer demands, interfaculty transportation costs, and facility-related operational costs. They developed a model in order to maximize social impacts and profit based on two criteria, i.e., the number of job opportunities created and the number of lost days, and to minimize environmental impacts based on the carbon emission index. Jahani et al. [10] aimed to maximize total profit, taking into consideration the demand and price uncertainty and their correlation as two major risk factors. Mazaheri et al. [11] aimed to maximize the supply chain profit, minimize the suppliers’ shortages, minimize the financial risk, and finally, maximize the customer satisfaction. The mathematical model is formulated and solved using the LINGO software. The results indicate that the supply chain network can expand and gain significantly increased profit. Anand and Sudhakara Pandian [12] presented a new algorithm for customer-to-customer supply chain management considering cost reductions in quantity rebates for inbound and outbound logistics transportation. In their article, a unique, six-phase approximation procedure is applied to simplify distance calculation details and to develop an algorithm in order to solve the supply chain management problems using a nonlinear optimization technique. Fathi et al. [13] considered uncertainty in the quality of returned products. The main objective of this study was to apply the stochastic planning model and maximize the expected profit for all the scenarios of quality status. Zare Mehrjerdi and Lotfi [14] presented a two-stage, mixed-integer linear programming is used for modeling and a robust counterpart model is utilized to encounter the demand uncertainties. The Conditional Value-at-Risk criterion is considered to model risk and compared with Value-at-Risk and average absolute deviation. Sabouhi et al. [15] presented an optimization approach for a sustainable and resilient supply chain design with regional considerations. They applied a metaheuristic method to solve the developed model. In the study by Lotfi et al. [16], for the first time, the aspects of stability, flexibility, robustness, and transient risk in the closed-loop supply chain are considered. For this purpose, a complex integer linear programming model is presented. In addition, a robust model of this problem is presented to consider the uncertainty in the problem. In Gerdrodbari et al. [17], a bi-objective mixed-integer linear programming (MILP) model is proposed to design a multi-level, multi-period, multiproduct closed-loop supply chain (CLSC) for timely production and distribution of perishable products, taking into account the uncertainty of demand. To face the model uncertainty, the robust optimization (RO) method is utilized. Moreover, to solve and validate the
3.1. Problem Statement. Considering uncertain prices and using a transportation model to reduce transportation costs, the present study introduces a green closed-loop supply chain (CLSC) problem. In the CLSC network of the present study, the forward chain contains three levels, and there are three echelons in the reverse chain as well. The forward supply chain includes the procurement of the materials and components (supply phase), production of new products (production phase), and distribution of the new products (distribution phase). On the other hand, the reverse supply chain includes collection of end-of-life products (collection phase), inspection and recovery of returned products (recovery phase), and distribution of recovered products (redistribution phase). Figure 1 illustrates these levels.

2.1. Research Gap. According to studies, there is a lack of development of a mathematical model by considering multiple courses for the network, variety of products, and the number of available facilities that will be able to consider the uncertainty parameters in a chain. For this purpose, in this research, a fuzzy approach is used to develop a multiobjective mathematical model. Also, the NSGA-II algorithm is used to solve the developed model, and paired t-test and Mann–Whitney test are used for statistical analysis. Table 1 categorizes previous studies.

3. Research Methodology

3.1. Problem Statement. The uncertainty related to the selling price and purchase price of a product is investigated in this section. We assume that there are acceptable upper and lower bounds of prices for sellers and buyers. Here, we have two different perspectives about the satisfaction of both parties in a trade: first, customers and buyers who purchase a (new and/or recovered) product, and second, customers who are sellers of EOLPs to reverse centers through collection centers. Therefore, two different roles, buyer and seller, are to be investigated for customers in a closed-loop supply chain. A summary of the corresponding conditions in our model is given as follows:

Customers are buyers of recovered or new products and distribution centers play the role of sellers. The agreed price
of recovered products can be within the range of minimum selling price and ideal selling price for distribution centers, and a membership function can represent the degree of satisfaction for distribution centers. Similarly, the agreed price of the recovered product can be limited within the range of ideal purchase price and maximum purchase price, and a membership function can represent the degree of satisfaction for customers.

A number of parameters for pricing recovered products are as follows:

- \( p^r \) is the agreed price of recovered products
- \( p^{\text{min}} \) is the minimum selling price for distribution centers
- \( p^{\text{did}} \) is the ideal selling price for distribution centers
- \( p^{\text{cid}} \) is the ideal purchase price for customers
- \( p^{\text{max}} \) is the maximum purchase price for customers

We assume that the membership function is linear within the value range of minimum selling price and ideal selling price for distribution centers. Similarly, a linear pattern is assumed to exist between ideal and maximum purchase prices for customers. Here, we have two different conditions for product i:

1. \( p^{\text{did}} < p^{\text{cid}} \) condition: this represents the condition in which the ideal price for distribution centers is lower than the ideal purchase price of customers. In this case, it is an easy job to satisfy both parties in the trade.

Equation (1) shows the membership function of recovered products for the degree of satisfaction among distribution centers and customers.

\[
\mu^i = \begin{cases} 
0, & p^i < p^{\text{min}}, \\
\frac{p^i - p^{\text{min}}}{p^{\text{did}} - p^{\text{min}}}, & p^{\text{min}} \leq p^i \leq p^{\text{did}}, \\
1, & p^{\text{did}} \leq p^i \leq p^{\text{cid}}, \\
\frac{p^{\text{max}} - p^i}{p^{\text{max}} - p^{\text{cid}}}, & p^{\text{cid}} \leq p^i \leq p^{\text{max}}, \\
0, & p^i \geq p^{\text{max}}.
\end{cases}
\]
Similar mathematical relations are valid for the condition in which customers are buyers of a new product and distribution centers are sellers. The agreed price for a new product can be within the range of minimum selling price and ideal purchase price for distribution centers, and a membership function can represent this price in order to express the degree of satisfaction for distribution centers. Similarly, the agreed price of a new product can be within the value range of the ideal purchase price and maximum purchase price for customers, and a membership function can represent the degree of satisfaction among customers.

A number of parameters for pricing new products are as follows:

- $P^n$: agreed price of new products
- $P^{min}$: minimum selling price for distribution centers
- $P^{max}$: maximum purchase price for customers
- $P^{min}$: minimum selling price for returned products
- $P^{max}$: maximum purchase price for customers

Equation (2) represents the membership function for distribution centers and customers’ degree of satisfaction from new products.

$$
\mu^n = \begin{cases} 
0, & P^n < P^{n_{min}}, \\
\frac{P^n - P^{n_{min}}}{P^{n_{max}} - P^{n_{min}}}, & P^{n_{min}} \leq P^n \leq P^{n_{ideal}}, \\
1, & P^{n_{ideal}} \leq P^n \leq P^{n_{max}}, \\
\frac{P^{n_{max}} - P^n}{P^{n_{max}} - P^{n_{ideal}}}, & P^{n_{ideal}} \leq P^n \leq P^{n_{max}}, \\
0, & P^n \geq P^{n_{max}}. 
\end{cases}
$$

In the reverse supply chain, customers are sellers of returned products while reverse centers are buyers of these products. It is clear that both customers and reverse centers consider an acceptable limit for the price of returned products. On one hand, the higher the selling price of a product, the more satisfied the customers. For reverse centers, on the other hand, it is more desirable that the purchase price of returned products is as low as possible. The symbols for membership function are as follows:

- $P^r$: agreed price of returned products
- $P^{rid}$: ideal purchase price for reverse centers
- $P^{max}$: maximum purchase price of returned products for reverse centers
- $P^{min}$: minimum selling price for returned products for customers
- $P^{max}$: maximum purchase price of returned products for customers

Equation (3) shows the satisfaction behavior of customers and reverse centers.

$$
\mu^r = \begin{cases} 
0, & P^r < P^{r_{min}}, \\
\frac{P^r - P^{r_{min}}}{P^{r_{ideal}} - P^{r_{min}}}, & P^{r_{min}} \leq P^r \leq P^{r_{ideal}}, \\
1, & P^{r_{ideal}} \leq P^r \leq P^{r_{max}}, \\
\frac{P^{r_{max}} - P^r}{P^{r_{max}} - P^{r_{ideal}}}, & P^{r_{ideal}} \leq P^r \leq P^{r_{max}}, \\
0, & P^r \geq P^{r_{max}}. 
\end{cases}
$$

3.3. Fuzzy Multi-Objective CLSC Model. The main purpose of the presented model is to describe a designed CLSC including customers, collection centers, reverse centers, plants, distribution centers, and recovery facilities. In the present study, we formulate a multi-period, multi-echelon, and multiproduct CLSC model which involves all activities from suppliers to recovery facilities. The model aims to achieve the maximum level of satisfaction and profitability in the network.

(i) Notation

Sets and indices are as follows:

- $P$: set of possible locations for plants
- $D$: set of possible locations for distribution centers
- $R$: set of possible locations for reverse centers
- $J$: set of possible locations for collection centers
- $C$: set of possible locations for customers
- $T$: periods
- $I$: set of product types
- $N$: set of component types
- $M$: set of material types
- $G$: set of transportation vehicles

Decision variables are as follows:

- $Y_{cjt}^f$: index for assigning customer $c$ to collection center $j$ in period $t$
- $Y_{rjt}^f$: index for assigning collection center $j$ to reverse center $r$ in period $t$
- $Y_{rft}^c$: index for assigning reverse center $r$ to recovery facility $f$ in period $t$
- $Y_{rft}^p$: index for assigning reverse center $r$ to plant $p$ in period $t$
- $Y_{ft}^d$: index for assigning recovery facility $f$ to distribution center $d$ in period $t$
- $Y_{pdf}^c$: index for assigning plant $p$ to distribution center $d$ in period $t$
- $Y_{dcf}^c$: index for assigning distribution center $d$ to customer $c$ in period $t$
- $Z_{jct}$: index for opening collection center $j$ in period $t$
- $Z_{rft}$: index for opening reverse center $r$ in period $t$
- $Z_{ft}$: index for opening recovery facility $f$ in period $t$
- $Z_{pd}$: index for opening plant $p$ in period $t$
- $Z_{df}$: index for opening distribution center $d$ in period $t$
$X_{rdct} =$ quantity of recovered products sent from distribution center $d$ to customer $c$ in period $t$

$X_{ntdct} =$ quantity of new products sent from distribution center $d$ to customer $c$ in period $t$

$X_{ctj} =$ quantity of returned products from customer $c$ to collection center $j$ in period $t$

$X_{jrfr} =$ quantity of returned products from collection center $j$ to reverse center $r$ in period $t$

$X_{rfb} =$ quantity of returned products from reverse center $r$ to recovery facility $f$ in period $t$

$X_{rcft} =$ quantity of components and compounds from reverse center $r$ to plant $p$ in period $t$

$X_{fdbc} =$ quantity of recovered products from recovery facility $f$ to distribution center $d$ in period $t$

$X_{ndct} =$ quantity of new products from plant $p$ to distribution center $d$ in period $t$

$X_{nr rt} =$ quantity of materials prepared in reverse center $r$ in period $t$

$X_{op} =$ quantity of outsourced components and compounds for plant $p$ in period $t$

$X_{njrt} =$ number of vehicles to transport product $i$ from customer $c$ to collection center $j$ in period $t$

$X_{njrp} =$ number of vehicles to transport product $i$ from collection center $j$ to reverse center $r$ in period $t$

$X_{njrf} =$ number of vehicles to transport product $i$ from reverse center $r$ to recovery facility $f$ in period $t$

$X_{njdf} =$ number of vehicles to transport product $i$ from recovery facility $f$ to distribution center $d$ in period $t$

$X_{njpt} =$ number of vehicles to transport product $i$ from plant $p$ to distribution center $d$ in period $t$

$X_{njrp} =$ number of vehicles to transport component $n$ from reverse center $r$ to plant $p$ in period $t$

$X_{njpr} =$ number of vehicles to transport new product $i$ from distribution center $d$ to customer $c$ in period $t$

$X_{njpc} =$ number of vehicles to transport returned product $i$ from distribution center $d$ to customer $c$ in period $t$

Parameters are as follows:

$W_{rr} =$ waste production rate for refurbishing/renovating the products

$d_{ij} =$ distance between customer $c$ and collection center $j$

$d_{jp} =$ distance between collection center $j$ and reverse center $r$

$d_{ijr} =$ distance between reverse center $r$ and recovery facility $f$

$d_{ra} =$ distance between reverse center $r$ and plant $p$

$d_{pd} =$ distance between plant $p$ and distribution center $d$

$d_{df} =$ distance between recovery facility $f$ and distribution center $d$

$d_{dc} =$ distance between distribution center $d$ and customer $c$

$C_{sc} =$ cost of each sorting and classifying unit

$C_{dp} =$ cost of each disassembling unit

$C_{dm} =$ cost of each remanufacturing unit

$C_{dpf} =$ cost of each refurbishing/renovating unit

$C_{dfr} =$ cost of each waste disposal unit in reverse center $r$

$C_{df} =$ cost of each waste disposal unit in recovery facility $f$

$C_{ip} =$ cost of each production unit

$C_{op} =$ cost of each handling unit for products in distribution center $d$

$v_i =$ volume of each unit of product $i$ ($m^3$)

$b_i =$ maximum capacity of collection center $j$

$b_r =$ maximum capacity of reverse center $r$

$b_d =$ maximum capacity of distribution center $d$

$b_p =$ maximum capacity of plant $p$

$c_{u} =$ cost of setting up collection center $j$

$c_{d} =$ cost of setting up reverse center $r$

$c_{d} =$ cost of setting up recovery facility $f$

$c_{pf} =$ fixed cost of opened collection center $j$

$c_{p} =$ fixed cost of opened reverse center $r$

$c_{dr} =$ fixed cost of opened distribution center $d$

$c_{fr} =$ fixed cost of opened plant $p$

$c_{dr} =$ fixed cost of opened recovery facility $f$

$c_{dpf} =$ penalty for each unit of unsatisfied demand

$r_{di} =$ percentage of used products suitable for disassembling and demounting

$r_{d} =$ percentage of used products suitable for remanufacturing

$p_{n} =$ price of purchasing each unit of component $n$ from market

$p_{m} =$ purchase price for each unit of returned products

$p_{m} =$ selling price for each unit of material $m$

$p_{n} =$ selling price for each unit of new products
\[ p_f^i = \text{selling price for each unit of recovered products} \]
\[ q_{mn} = \text{quantity of component } n \text{ in product } i \]
\[ q_{mn}^{im} = \text{quantity of material } m \text{ and component } n \]
\[ D_{crt} = \text{quantity of customer demands for new products} \]
\[ D_{ext} = \text{quantity of customer demands for returned products} \]

The essential abbreviations are as follows:
- TREV = total revenue of the supply chain
- TSC = total setup cost
- TFC = total fixed cost
- TPC = total process cost
- TPUC = total purchase cost
- TTC = total transportation cost
- THC = total handling cost
- TPEC = total penalty cost

(ii) Mathematical Modeling

Here, we consider two conflicting objectives presented as follows: the first objective is to maximize the degree of satisfaction for both parties regarding CLSC. This degree of satisfaction is obtained based on the selling and purchase prices of products. TS represents the total degree of satisfaction for customers, distribution centers, and reverse centers:

\[ TS = \sum_{t} p_t^i + \sum_{t} \mu_t^n + \sum_{t} \mu_t^f. \] (4)

The second objective is to maximize the total profit of the whole chain.

\[ \text{PROFIT} = \text{TREV} - \text{TSC} - \text{TFC} - \text{TPC} - \text{TPUC} - \text{TTC} - \text{THC} - \text{TPEC}. \] (5)

Equation (5) represents the total profit of the whole chain. This equation is obtained by subtracting the revenue and expenses of the chain. Each part of the above objective function is presented in detail as follows:

\[ \text{TREV} = \sum_{t} \sum_{t} \sum_{c} p_t^n x_{nt}^{idct} + \sum_{t} \sum_{t} \sum_{c} p_t^r x_{rt}^{idct} + \sum_{t} \sum_{t} \sum_{c} p_t^m x_{mt}^{idct}. \] (6)

Equation (6) represents the total revenue of the whole chain. This revenue can be obtained from three sections including selling new products to customers, selling returned products to customers, and selling product materials by reverse centers, respectively.

\[ \text{TSC} = \sum_{t} \sum_{t} c_t(Z_{ot} - Z_{t(t-1)}) + \sum_{t} \sum_{t} c_t(Z_{rt} - Z_{t(t-1)}) \]
\[ + \sum_{t} \sum_{t} c_t(Z_{pt} - Z_{p(t-1)}) + \sum_{t} \sum_{t} c_t(Z_{dt} - Z_{d(t-1)}). \] (7)

Equation (7) shows the total setup cost for each facility in the chain.

\[ \text{TFC} = \sum_{t} c_t Z_{ot} + \sum_{t} c_t Z_{rt} + \sum_{t} c_t Z_{pt} + \sum_{t} c_t Z_{dt} \]
\[ + \sum_{t} c_t Z_{ft} + \sum_{t} c_t Z_{dt}. \] (8)

Equation (8) represents the total fixed cost of the chain.

\[ \text{TPC} = \sum_{t} \sum_{t} \sum_{r} p_t^r x_{rt}^{idct} + \sum_{t} \sum_{t} \sum_{r} \sum_{c} p_t^m x_{mt}^{idct} \]
\[ + \sum_{t} \sum_{t} \sum_{r} c_t Z_{irt}^{idct} \]
\[ + \sum_{t} \sum_{t} \sum_{r} \sum_{c} d_t w_t^{drt} X_{irt} \]
\[ + \sum_{t} \sum_{t} \sum_{r} \sum_{c} d_t w_t^{drt} X_{irt}. \] (9)

Equation (9) represents the CLSC total process cost which includes the cost of sorting products in reverse centers, cost of each disassembling and dismounting unit, cost of each remanufacturing unit, cost of each refurbishing unit, cost of each production unit in plants, cost of each disposal unit in the stage of disassembling components in reverse centers, cost of each disposal unit in the stage of remanufacturing components, and cost of disposal in refurbishing and recovery centers.

\[ \text{TPUC} = \sum_{t} \sum_{t} \sum_{r} p_t^n x_{nrt} + \sum_{t} \sum_{t} \sum_{r} p_t^n x_{nrt}. \] (10)

Equation (10) represents the total purchase cost of the chain in a way that this cost includes purchasing components and returned products from customers.
Equation (11) represents the total transportation cost in the chain. This cost is obtained from two fixed and variable costs.

\[ \text{THC} = \sum_{t \in T} \sum_{j \in I} \sum_{d \in D} c_{idt} \left( \sum_{f \in F} X_{idf} + \sum_{p \in P} X_{pdt} - \sum_{c \in C} X_{idc} + \sum_{c \in C} X_{idc} \right). \]  

(12)

Equation (12) shows the handling cost which is provided in distribution centers by plants and recovery facilities.

\[ \text{TPEC} = \sum_{t \in T} \sum_{j \in I} \sum_{c \in C} c_{jct} \left( D_{ict}^m - \sum_{d \in D} X_{dct}^m + D_{ict}^r - \sum_{d \in D} X_{dct}^r \right). \]  

(13)

Equation (13) represents the penalties of the chain. In addition, the constraints of the model are as follows:

\[ \sum_{t \in T} z_{jt} \leq \forall j \in J, \]  

(14)

\[ \sum_{t \in T} z_{rt} \leq \forall r \in R, \]  

(15)

\[ \sum_{t \in T} z_{pt} \leq \forall p \in P, \]  

(16)

\[ \sum_{t \in T} z_{dt} \leq \forall d \in D, \]  

(17)

\[ \sum_{t \in T} z_{ft} \leq \forall f \in F. \]  

(18)

In equations (14) to (18), a maximum period is set for each facility.

\[ \sum_{j \in J} z_{jt} \geq 1, \forall t \in T, \]  

(19)

\[ \sum_{r \in R} z_{rt} \geq 1, \forall t \in T, \]  

(20)

\[ \sum_{p \in P} z_{pt} \geq 1, \forall t \in T, \]  

(21)

\[ \sum_{d \in D} z_{dt} \geq 1, \forall t \in T, \]  

(22)

\[ \sum_{f \in F} z_{ft} \geq 1, \forall t \in T. \]  

(23)

In equations (19) to (23), we assumed that there is at least one facility of each type in every period.

\[ Z_{j(t+1)} - Z_{j, t} \geq 0 \quad \forall t \in T, \forall j \in J, \]  

(24)

\[ Z_{r(t+1)} - Z_{r, t} \geq 0 \quad \forall t \in T, \forall r \in R, \]  

(25)

\[ Z_{p(t+1)} - Z_{p, t} \geq 0 \quad \forall t \in T, \forall p \in P, \]  

(26)

\[ Z_{f(t+1)} - Z_{f, t} \geq 0 \quad \forall t \in T, \forall f \in F, \]  

(27)

\[ Z_{d(t+1)} - Z_{d, t} \geq 0 \quad \forall t \in T, \forall d \in D. \]  

(28)

In equations (24) to (28), we provided the final constraints for facilities. If the model decides to open a facility in a certain period, the model will continue with the same facility. The second class of constraints is allocation constraints presented as follows:

\[ \sum_{j \in J} Y_{jc} \geq 1 \quad \forall c \in C, \forall t \in T, \]  

(29)

\[ \sum_{d \in D} Y_{dct} \geq 1 \quad \forall c \in C, \forall t \in T. \]  

(30)

Equation (29) expresses that in each period, the products collected from customers must be retransferred to a collection center. Similarly, equation (30) expresses that in each period, only one distribution center should be allocated to each customer.

\[ Y_{jt} \leq Z_{jt} \quad \forall j \in J, \forall r \in R, \forall t \in T, \]  

(31)

\[ Y_{jt} \leq Z_{rt} \quad \forall j \in J, \forall r \in R, \forall t \in T, \]  

(32)

\[ Y_{pt} \leq Z_{pt} \quad \forall p \in P, \forall r \in R, \forall t \in T, \]  

(33)

\[ Y_{pt} \leq Z_{pt} \quad \forall p \in P, \forall r \in R, \forall t \in T, \]  

(34)

\[ Y_{pt} \leq Z_{pt} \quad \forall p \in P, \forall d \in D, \forall t \in T, \]  

(35)

\[ Y_{pt} \leq Z_{pt} \quad \forall p \in P, \forall d \in D, \forall t \in T, \]  

(36)

\[ Y_{pt} \leq Z_{pt} \quad \forall f \in F, \forall d \in D, \forall t \in T, \]  

(37)

\[ Y_{pt} \leq Z_{pt} \quad \forall f \in F, \forall d \in D, \forall t \in T, \]  

(38)

\[ Y_{pt} \leq Z_{pt} \quad \forall f \in F, \forall r \in R, \forall t \in T, \]  

(39)

\[ Y_{pt} \leq Z_{pt} \quad \forall f \in F, \forall r \in R, \forall t \in T. \]  

(40)

In equations (31) to (40), we defined that each facility can be only allocated to a single type of other facilities. Another group of constraints is capacity constraints described as follows:

\[ \sum_{j \in J} \sum_{c \in C} X_{icj} \leq b_j Z_{jt} \quad \forall j \in J, \forall t \in T, \]  

(41)

\[ \sum_{j \in J} \sum_{c \in C} X_{icr} \leq b_r Z_{rt} \quad \forall r \in R, \forall t \in T, \]  

(42)

\[ \sum_{j \in J} \sum_{d \in D} X_{idp} \leq b_p Z_{pt} \quad \forall p \in P, \forall t \in T, \]  

(43)

\[ \sum_{j \in J} \sum_{f \in F} X_{ifc} \leq b_f Z_{ft} \quad \forall f \in F, \forall t \in T, \]  

(44)
\[ \sum_{i \in I} \left( \sum_{f \in F} X_{idf} + \sum_{p \in P} X_{ipd} \right), \quad 0 \leq b_d Z_{dt} \forall d \in D, \forall t \in T. \] 

Constraints (41) to (45) are capacity constraints that show the limited capacity of each facility. Every product has its own specific capacity which is of great importance for the capacity of each facility. Another group of constraints is green constraints which are presented as follows:

\[ \sum_{i \in I} \sum_{g \in G} X_{icjg} GHG_{g} d_{ij} \leq GHL_{kj} \quad \forall j \in J, \forall t \in T, \forall c \in C, \] 

\[ \sum_{j \in J} \sum_{i \in I} X_{ijtg} GHG_{g} d_{jr} \leq GHL_{rt} \quad \forall r \in R, \forall t \in T, \forall i \in I, \] 

\[ \sum_{f \in F} \sum_{g \in G} X_{ifdg} GHG_{g} d_{ft} \leq GHL_{ft} \quad \forall i \in I, \forall t \in T, \forall f \in F, \] 

\[ \sum_{d \in D} \sum_{g \in G} X_{ipdt} GHG_{g} d_{jd} \leq GHL_{dt} \quad \forall j \in J, \forall t \in T, \forall p \in P, \] 

\[ \sum_{p \in P} \sum_{g \in G} X_{nptg} GHG_{g} d_{jc} \leq GHL_{jc} \quad \forall n \in N, \forall t \in T, \forall r \in R, \] 

\[ \sum_{c \in C} \sum_{g \in G} \left(X_{idctg} + X_{rctg} \right) GHG_{g} d_{pd} \leq GHL_{ct} \quad \forall c \in C, \forall t \in T. \] 

Constraints (46) to (52) express that transportation vehicles for each type of facility are permitted to generate a certain amount of greenhouse gases.

\[ \sum_{c \in C} \sum_{i \in I} \sum_{t \in T} X_{icj} WP_{ij} \leq WT_{j} \quad \forall j \in J, \] 

\[ \sum_{j \in J} \sum_{i \in I} \sum_{t \in T} X_{ijrt} WP_{ir} \leq WT_{r} \quad \forall r \in R, \] 

\[ \sum_{f \in F} \sum_{i \in I} \sum_{t \in T} X_{ifft} WP_{if} \leq WT_{f} \quad \forall f \in F, \] 

\[ \sum_{r \in R} \sum_{i \in I} \sum_{t \in T} X_{npft} WP_{ip} \leq WT_{p} \quad \forall p \in P, \] 

\[ \sum_{i \in I} \sum_{t \in T} \left(X_{idht} + X_{ipdt} \right) WP_{ip} \leq WT_{d} \quad \forall d \in D, \forall f \in F, \forall p \in P, \] 

\[ \sum_{d \in D} \sum_{t \in T} \left(X_{idct} + X_{rct} \right) WP_{ip} \leq WT_{c} \quad \forall c \in C, \] 

\[ \sum_{p \in P} \sum_{n \in N} \sum_{t \in T} X_{npt} WP_{np} \leq WT_{p} \quad \forall p \in P. \]
Constraints (53) to (59) express that each facility is permitted to produce a certain amount of waste.

The other group of constraints is balanced constraints presented as follows:

\[
\sum_{c \in C} X_{ijt} \geq \sum_{r \in R} X_{ijr} \quad \forall i \in I, \forall j \in J, \forall t \in T, \quad (60)
\]

\[
\sum_{j \in J} X_{irj} \leq r^j \sum_{j \in J} X_{irj} \quad \forall i \in I, \forall r \in R, \forall t \in T, \quad (61)
\]

\[
\sum_{p \in P} X_{rnp} \leq r^p \sum_{j \in J} \sum_{i \in I} X_{ijr} q_{in} \quad \forall n \in N, \forall r \in R, \forall t \in T, \quad (62)
\]

\[
\sum_{p \in P} X_{rpt} + X_{npt} = \sum_{d \in D} \sum_{n \in N} X_{ipd} q_{in} \quad \forall n \in N, \forall d \in D, \forall t \in T, \quad (63)
\]

\[
\sum_{j \in J} X_{i dt} \geq \sum_{c \in C} X_{idt}^c \quad \forall i \in I, \forall d \in D, \forall t \in T, \quad (64)
\]

\[
X_{mrt} = r^{mn} m^{dt} \sum_{j \in J} \sum_{i \in I} X_{ijr} \sum_{m \in M} q_{im} q_{mn} \quad \forall m \in M, \forall r \in R, \forall t \in T. \quad (65)
\]

Constraints (60) to (65) are balance constraints. For example, Constraint (67) expresses that the quantity of products sent from customers to collection centers is equal to or greater than the number of products sent from collection centers to reverse centers.

In Constraints (66) to (67), we have presented some equations to satisfy the demands for recovered and new products.

\[
(X_{ijg} - 1)V_g \leq \sum_{t \in T} \theta_t X_{ijg} \leq X_{ijg} V_g \quad \forall i \in I, \forall j \in J, \forall t \in T, \forall g \in \mathcal{G}, \quad (68)
\]

\[
(X_{ijg} - 1)V_g \leq \sum_{t \in T} \theta_t X_{ijg} \leq X_{ijg} V_g \quad \forall i \in I, \forall r \in R, \forall j \in J, \forall t \in T, \forall g \in \mathcal{G}, \quad (69)
\]

\[
(X_{ijg} - 1)V_g \leq \sum_{t \in T} \theta_t X_{ijg} \leq X_{ijg} V_g \quad \forall i \in I, \forall r \in R, \forall j \in J, \forall t \in T, \forall g \in \mathcal{G}, \quad (70)
\]

\[
(X_{ijg} - 1)V_g \leq \sum_{t \in T} \theta_t X_{ijg} \leq X_{ijg} V_g \quad \forall i \in I, \forall f \in F, \forall d \in D, \forall t \in T, \forall g \in \mathcal{G}, \quad (71)
\]

\[
(X_{ijg} - 1)V_g \leq \sum_{t \in T} \theta_t X_{ijg} \leq X_{ijg} V_g \quad \forall i \in I, \forall p \in P, \forall d \in D, \forall t \in T, \forall g \in \mathcal{G}, \quad (72)
\]

\[
(X_{ijg} - 1)V_g \leq \sum_{t \in T} \theta_t X_{ijg} \leq X_{ijg} V_g \quad \forall n \in N, \forall r \in R, \forall p \in P, \forall t \in T, \forall \epsilon, \quad (73)
\]

\[
(X_{ijg} - 1)V_g \leq \sum_{t \in T} \theta_t X_{ijg} \leq X_{ijg} V_g \quad \forall i \in I, \forall c \in C, \forall d \in D, \forall t \in T, \forall g \in \mathcal{G}, \quad (74)
\]

\[
(X_{ijg} - 1)V_g \leq \sum_{t \in T} \theta_t X_{ijg} \leq X_{ijg} V_g \quad \forall i \in I, \forall c \in C, \forall d \in D, \forall t \in T, \forall g \in \mathcal{G}. \quad (75)
\]
Constraints (68) to (75) express that the volume of products to be transferred should be within the range of a vehicle’s capacity between \( n \) and \( n - 1 \). Another constraint is price constraint described as follows:

\[
p_i^e \leq p_i^f \quad \forall i \in I. \tag{76}
\]

Constraint (76) expresses that price of recovered products is equal to or higher than the price of new products. Constraints (77) to (82) represent the degree of satisfaction in different facilities:

\[
\frac{p_i^f - p_i^m}{p_i^f} \geq \mu_i \quad \forall i \in I, \tag{77}
\]

\[
\frac{p_i^m - p_i^R}{p_i^m} \geq \mu_i \quad \forall i \in I, \tag{78}
\]

\[
\frac{p_i^e - p_i^m}{p_i^e} \geq \mu_i^e \quad \forall i \in I, \tag{79}
\]

\[
\frac{p_i^m - p_i^R}{p_i^m} \geq \mu_i^R \quad \forall i \in I, \tag{80}
\]

\[
\frac{p_i^e - p_i^m}{p_i^e} \geq \mu_i^e \quad \forall i \in I, \tag{81}
\]

\[
\frac{p_i^R - p_i^m}{p_i^R} \geq \mu_i^R \quad \forall i \in I. \tag{82}
\]

The last group of constraints is non-negativity and binary constraints (Figure 2):

\[
\forall j \in J; \forall r \in R; \forall f \in F; \forall p \in P; \forall d \in D; \forall c \in C;
\]

\[
\forall i \in I; \forall t \in T; Z_{ij}, Z_{rt}, Z_{jf} \geq 0.
\]

\[
Y_{cij}, Y_{jtt}, Y_{rft}, Y_{ptf}, Y_{dtf}, Y_{ph}, Y_{dct} \in \{0, 1\},
\]

\[
X_{cij}, X_{jtr}, X_{rf}, X_{rpd}, X_{rdi}, X_{npt}, X_{ndi}, X_{nrd}, X_{dec} \geq 0.
\]

3.4. Solution Approach

(i) Epsilon constraint: the Epsilon-constraint method was used to solve multi-objective problems. The constraint method in this study was considered according to the stance of Pirouz and Khorramp [21] and recommended by Abolghasemian et al. [22] recently. Epsilon-constraint method has two main advantages. One of the advantages of the method is its reduction of the search space to find the nondominated points. Another advantage of the method is shorter run time in comparison with other methods. According to the method, we first solve the single-objective optimization problem for each goal. Next, we determine the step length. Then, we generate the suitable sets of the points, and finally, we will solve the single-objective optimization and estimate the Pareto frontier [23].

(ii) Nondominated sorting genetic algorithm (NSGA-II): in the present study, we applied the sorting and searching methods based on Pareto analysis in order to develop the NSGA-II algorithms. In the following section, the details of this method are described. In the searching method, a variety of solutions are first obtained. Then, the decision maker selects the most suitable solutions which should be in balance with various objectives. Nondominated sorting genetic algorithm (NSGA-II) is one of the most efficient and popular optimization algorithms. Single-objective optimization algorithms find the optimal solution according to a single objective, while no single optimal solution can be found in multi-objective problems. Therefore, we normally deal with a set of solutions named nondominated solutions. From this finite set of solutions, the suitable solutions are those with acceptable performance regarding all objectives. The stages of the developed algorithm are as follows:

(iii) Initialization and structure of chromosome: the preliminary information to initiate the proposed NSGA-II algorithm contains an initial population size, crossover possibility, and mutation possibility along with the number of iterations. The structure of the chromosome is one of the most influential parts of multi-objective optimization algorithms. Each solution set contains a set of decision variables in the problem’s model. In other words, a chromosome consists of several parts, the first of which represents the \( Z \) variable which shows opened distribution centers, collection points, recovery facilities, etc. The second part of the chromosome is allocated to \( Y \) variables which show assigning customers to collection points, collection points to recovery facilities, etc. the third part of the solution shows the quantity of product transferred within \( X \) levels. The next part shows the amount of inventory transferred by each vehicle within corresponding \( X \) levels. The final part refers to the price of new and recovered products.

(iv) Evaluation of chromosome: in this stage, various criteria are introduced in order to evaluate the solutions among the population. Fitness evaluation is to check the value of objective function while the problem’s constraints are considered.
(v) Fast nondominated sorting and crowd distance: in this section, ranking based on non-dominants is compared using the concepts of dominance, dominated, and crowd distance. In fast nondominated sorting, population is ranked using the concept of dominance. Generally, in order to sort a population with size $n$ based on nondominated levels, each solution is compared to all the other solutions in the population so the dominated or nondominated nature of that solution is determined.

(vi) Parents: since parents are necessary to produce new offspring (for each child, two parents are required in crossover operator, and a single parent is required in mutation operator), in a way that parents must be prioritized over the rest of solutions in terms of fitness), the same happens in the NSGA-II algorithm. Here, parents who go under nondominated sorting and crowd distance operations are kept, and they will go under crossover and mutation operations in the next stage according to the corresponding selection strategy.

(vii) Selection strategy: crowded tournament selection operator is used in order to select parents for crossover and mutation operators to produce new offspring. This operator compares two solutions and finally selects the best one. Two criteria are applied to evaluate these two solutions:

1. Having the higher rank and degree of non-dominance in which rank is shown as $r_i$.
2. Having the greater crowd distance is shown as $d_i$.

(viii) Crossover operator: this operator is applied on $Z$ variable. How this operator works is described in the following. First, one of $Z$ variables is randomly selected. Then, a uniform crossover is applied to determine the value of that variable for children, in a way that a varying length string that can take binary values is generated. Then, in order to produce children, for each gene in the string, the first child takes the value assigned to the first parent in case the gene value is zero, and the child takes the value assigned to the second parent if the value is one. The case is the opposite for the second child. Finally, some solutions are generated as offspring according to parents.

The same operation happens for all the defined strings. Of course, it happens randomly for only one string every time.

(ix) Mutation operator: mutation operator is generated to change the arrangement of the genes and make slight modifications in one point of the chromosome code. When this operator is applied, a new chromosome is generated by slight modifications in the gene sequence. The main objective of using a mutation operator is to avoid putting the algorithm within the local optimum and to increase the diversity of searching solution space. In fact, the mutation operator is a simple form of local searching. The following figure is an example to show how this operator works. The initial string is associated with the first parent, and the selected genes are the second and sixth genes, respectively. As shown in Figure 3, this operator is applied to the parent string, and offspring are produced. This operation happens to all the defined strings. Of course, it happens randomly for only one string every time.

(x) Offspring evaluation and merging with previous solutions: in the next stage, we evaluate the set of offspring produced by crossover and mutation operators. Since a certain fitness value is allocated to each child, the whole population including children and parents is merged and a population larger than the initial population (almost twice in size) is generated. When solutions are merged, better solutions among the population of parents and offspring are not lost. Needless to say, the newly generated solutions must address all the problem’s constraints.

(xi) Sorting the population and selecting N chromosomes: in this section, the population members of each boundary are ranked based on crowd distance and then according to nondominated sorting. Figure 4 illustrates the mechanism of NSGA-II evolution.

After the new population is sorted and ranked, the considered stop conditions need to be checked.

4. Simulation Results

The mathematical model in Gams software was transformed into a single-objective model using the Epsilon constraint, and in a personal system with Intel Core i5 CPU and 4 GB RAM is solved using the Baron tool. Table 2 shows the results obtained from the implementation and solution of the model. In order to compare the efficiency of NSGA-II, various examples are designed in different categories and sizes to evaluate the algorithm. Table 3 shows the descriptions of each category of problems.

Since this problem has two objective functions which are in conflict, there will be a two-dimensional (2D) Pareto solution set. Figure 5 shows the 2D Pareto front plot.

In this section, the results obtained by solving certain problems are expressed in form of evaluation criteria for metaheuristic algorithms. Table 4 shows the information obtained from the NSGA-II algorithm, respectively.

The data needs to be evaluated in terms of normality in order to conduct the statistical analysis of the results of solving problems by the metaheuristic algorithm. In this test, if the $P$ value is greater than 0.05, it indicates that the data
have no significant difference. Since the data obtained from the evaluation criteria have different scales, the normality test is conducted for each set of data. The results are shown in Table 5. The statistical analysis of the results is performed in the Minitab 16 Software. In this regard, the paired \( t \)-test and the Mann–Whitney test are used for statistical analysis using the results of the normality test. A confidence level (CL) of 95\% is considered for the null hypothesis of zero difference between means. The results indicate the normality of data (CL = 0.05).

4.1. Model Validation. Validation step shows how the model can reflect the behavior of the real system. Model validity is accomplished through many methods that compare two outputs. In this study, absolute relative error (ARE) method was used to evaluate between the mathematical model and metaheuristic model. When ARE value is lower than 0.05 it means that the model can predict each other. Table 6 indicates the validation results. ARE value for each comparison is lower than 0.05. Therefore, both model gap is negligible.

4.2. Sensitivity Analysis. In this section, we have performed a sensitivity analysis on some important parameters such as the maximum capacity of collection, reverse, and distribution centers. For this purpose, by creating chaos in the existing value of the capacity of the considered centers, we examine the number of changes in the objective function.
For this purpose, we increase and decrease the existing capacity of 10000 centers. Table 7 indicates pre-parameters for sensitivity analysis.

According to Table 7, in case of an increase of 10,000 units in the number of capacities, a significant impact on the target functions will be set. But if a reduction of 10,000 units is made, minor changes will be observed in the target functions.

5. Managerial Insights

Most organizational architectures are linear and consider the value chain model, producing and destroying the product, as a result of which the natural resources available on the planet are consumed. Hence, sustainable development guidelines are increasingly calling for the change of supply chains from linear to closed-loop models, in which circular ideals such as reuse, reconstruction and recycling are considered new. Therefore, the inclusion of existing links in supply chains has been considered by many researchers, physicians, and policymakers as an approach to improve the results of sustainability in jobs. A number of companies are looking for ways to speed up large-scale operations and move to a more closed-loop supply chain. This change requires not only innovation in product, process, and technology, but also innovation in the business model, which must consider new recycling systems to return used products. Also, it is not possible to create a supply chain link by a particular company, as this requires cooperation between different supply chain organizations and other stakeholders from similar or diverse sectors. In general, a change in an organization’s business model affects the business activities of other organizations involved in their supply chain. Therefore, a systemic approach to managing the better use of materials, energy, and other valuable resources through higher recycling, reuse, and recycling rates is essential for success. However, there is limited theoretical and empirical knowledge about this phenomenon of interest. The need to meet global demand in a sustainable way that is constantly growing indicates adequate and efficient management of supply chain operations. Sustainability has been the subject of much debate in the academic literature, including the supply chain management (SCM) literature. However, global patterns of production, consumption, and trade remain dangerously unstable. If there is no change in the way supply, production, delivery, recovery, and reconstruction of products, the world will consume a lot of natural resources at its current level of consumption. An important philosophy that may help shape change is the closed-loop supply chain. This theory is increasingly recognized as a viable alternative to the economic model. Closed-loop supply chain theory is becoming an influential driving force for sustainability, both in practice and as an important potential to help organizations achieve sustainable performance success. The closed-loop supply chain has become a strategic variable for organizations even beyond the environmental aspects. There is also an important direction that increases the focus of the study in this regard and given the social and economic scenarios that affect different stakeholders, in a broader sense, as research on the method. Has shifted towards a more sustainable production system. Defining a new range of specific measures necessary for the adequate implementation of the principles of rotational economics for supply chains is the adoption of systemic innovations for them.

6. Conclusion and Future Work

This study presents the problem of supply chain planning considering product recovery processes under uncertainty in prices and using the mixed-integer nonlinear programming. In this problem, the supply chain includes customers, collection centers, return facilities, plants, recovery facilities, and distribution centers. The problem has two objective functions, the first of which seeks to maximize transaction-level satisfaction. In addition, the second objective function maximizes the profit from the supply chain. The constraints associated with the green supply chain are also considered in the problem.

The NSGA-II metaheuristic algorithm is used to solve the model. Finally, a set of small, medium, and large-scale problems are used to evaluate the performance efficiency of the algorithms. Being evaluated using the statistical methods, the results of this study indicate that in the NSGA-II algorithm, the developed model shows a good
performance in terms of maximum expansion and distancing. However, no significant difference was observed in other criteria. Due to a large number of model limitations of this research, Gomez software could hardly solve the problem completely in a long time. This factor took a long time to calculate some examples. The main results of the study are as follows:

(i) The exact value of the triple objective functions is calculated
(ii) The problem is solved in small, medium, and large dimensions
(iii) The accuracy of the proposed model compared to the metaheuristic method is shown
(iv) By performing sensitivity analysis, we showed that target functions are less sensitive to reducing the capacity of centers

For further research, it is suggested to consider an appropriate robust model to deal with the uncertainty in this research and compare the results with the existing model.
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