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Abstract

We consider the problem of minimizing the bending or elastic energy among Jordan curves confined in a given open set Ω. We prove existence, regularity and some structural properties of minimizers. In particular, when Ω is convex we show that a minimizer is necessarily a convex curve. We also provide an example of a minimizer with self-intersections.

1 Introduction

The study of curvature-based energies for curves started with Bernoulli and Euler’s works on elastic rods and thin beams, see [36] for a historical overview.

Considering a regular curve γ with curvature κ, its bending energy – also called Bernoulli-Euler’s elastic energy – is given by

\[ \int_{\gamma} \kappa^2 ds. \]

Such energy is not only fundamental in the context of mechanics, it is also important in image processing and computer vision, see for instance the applications to amodal completion, image inpainting, image denoising, or shape smoothing in [33, 32, 2, 18, 10, 12, 14, 30, 39, 38, 9, 40].

Curves which are critical points or minimizers of the bending energy are called elasticae, and the study of their properties have motivated many contributions, see a few references below. Free minimization is not well-posed, since the energy of a circle with radius R vanishes as R \( \to +\infty \), and the only curves with zero bending energy are straight lines. Therefore, additional constraints are needed in order to have non-trivial minimizers. Frequently the length of the curve is prescribed (see for instance [5, 37]) but other constraints can also be used, as in the non-exhaustive following list:

- prescribed enclosed area for closed curves in the plane [3, 11, 20];
- open curves in the plane with clamped ends [15, 21, 24];
- confined closed curves, in a phase-field approximation context [16, 17];

∗Institut Camille Jordan, Université Lyon 1, 43, Boulevard du 11 novembre 1918, 69622 Villeurbanne Cedex, France, e-mail: dayrens@math.univ-lyon1.fr
†Institut Camille Jordan, Université Lyon 1, 43, Boulevard du 11 novembre 1918, 69622 Villeurbanne Cedex, France, e-mail: masnou@math.univ-lyon1.fr
‡Dipartimento di Matematica, Università di Pisa, Largo Bruno Pontecorvo 5, 56127 Pisa, Italy, e-mail: novaga@dm.unipi.it
• knotted curves in $\mathbb{R}^3$ [26];
• curves lying in a Riemannian manifold [25, 27];
• obstacle problem for graphs with adhesive terms [31].

A classical variational issue related to the bending energy is the study of the $L^2$-gradient flow, i.e. the time-dependent evolution which decreases the most the bending energy, see for instance [29, 28] for the general flow, [34] for the area-preserving case, and [35] for numerical approximations.

Another classical issue is the study of the relaxation of the bending energy, i.e. its lower semi-continuous envelop for a suitable notion of convergence for curves or enclosed sets. In particular, the series of papers [6, 7, 8] are devoted to the classification of sets in $\mathbb{R}^2$ with finite relaxed energy, i.e. sets which are $L^1$-limits of sequences of smooth sets with uniformly bounded energy. Such limits are ubiquitous in the aforementioned references in computer vision and image processing. In particular, it is proved that the (reduced) boundaries of such sets can be covered by a countable collection of $W^{2,2}$ curves with finite elastic energy and without crossing, i.e. with possible but only tangential autocontacts.

The problem we tackle in this paper is directly related to such curves: we address the existence, the regularity, and the structure of minimizers of the elastic energy among $W^{2,2}$ curves confined in a prescribed open set $\Omega \subset \mathbb{R}^2$ and with possible tangential self-intersections. It is worth noticing that such curves are not necessarily limits of Jordan curves, because tangential crossings are allowed. We shall see however that, up to a reparameterization, minimal curves are indeed limits of Jordan curves, so that our problem is indeed equivalent to minimizing the elastic energy among Jordan curves contained in $\Omega$.

The paper is organized as follows: in Section 2 we introduce the problem and give basic notation and definitions. Section 3 deals with the existence of minimal curves using the direct method of calculus of variations. In Section 4 we study carefully the structure of tangential self-intersections for minimal curves, and we prove that any minimal curve can be reparameterized so that its index is either 0 or 1. Section 5 is devoted to the regularity of minimal curves, either near contacts points (autocontacts or contacts with the confinement) or on free parts: we prove that a minimal curve $\gamma$ is $W^{3,\infty}$, and that $\gamma^{[3]}$ and $\kappa'$ are functions with bounded variation. Furthermore, we show that $\gamma$ is locally $C^\infty$ away from particular contact points. In Section 6 we prove that if the confinement $\Omega$ is convex then every minimal curve encloses a convex set. Eventually, in Section 7 we provide an example of a non-simply connected confinement in which every minimal curve is not a Jordan curve.
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2 Preliminary definitions and formulation of the problem

We recall a few notions about planar regular curves. Let $\Omega$ be a bounded and Lipschitz open set of $\mathbb{R}^2$. 
**Definition 2.1.** We denote by $H^2$ the set of all closed curves $\gamma$ whose distributional derivatives satisfy

$$\gamma, \gamma', \gamma'' \in L^2(S^1, \mathbb{R}^2).$$

We refer to [11] and [23] for a general description of Sobolev spaces defined on manifolds. It is enough to recall that the Sobolev space $H^2$ endowed with the norm

$$||\gamma||_{H^2} = \left( \int_{S^1} (|\gamma(t)|^2 + |\gamma'(t)|^2 + |\gamma''(t)|^2) \, dt \right)^{\frac{1}{2}},$$

(where $|.|$ stands for the Euclidean norm on $\mathbb{R}^2$) is a Hilbert space continuously and compactly embedded in $C^{1,\alpha}$ for all $\alpha < 1/2$.

**Definition 2.2 (Regular curve).** We say that $\gamma : S^1 \to \mathbb{R}^2$ is a regular curve if $\gamma \in H^2$ and

$$\forall t \in S^1, \quad |\gamma'(t)| > 0.$$ 

To every regular curve, we associate its Bernoulli-Euler energy:

**Definition 2.3 (Bending energy).** Let $\gamma : [0, L] \to \mathbb{R}^2$ be a regular curve with arc-length parameterization (thus $L$ denotes the length of $\gamma$). We define its Bernoulli-Euler bending energy by

$$W(\gamma) = \int_0^L |\gamma''(s)|^2 \, ds.$$  

We focus on curves confined in $\Omega$.

**Definition 2.4 (Confinement).** We say that $\gamma$ is confined in $\Omega$ if $(\gamma) \subset \overline{\Omega}$, where $(\gamma)$ denotes the image of the curve $\gamma$.

**Remark 2.5.** Assume that $\gamma$ is a regular curve confined in $\Omega$, and let $x \in \partial \Omega \cap (\gamma)$ such that $\partial \Omega$ admits a tangent at $x$. Then, by the confinement condition, $\gamma$ is tangent to $\partial \Omega$ at $x$.

Lastly, we recall the definition of the index of a closed curve.

**Definition 2.6.** Let $\gamma : S^1 \to \mathbb{R}^2 = \mathbb{C}$ be an oriented, continuous and piecewise $C^1$ closed curve. For all $z \in \mathbb{R}^2 \setminus (\gamma)$ we define the index of $\gamma$ around $z$ by

$$\text{ind}_\gamma(z) = \frac{1}{2i\pi} \int_{\gamma} \frac{dw}{w - z} = \frac{1}{2i\pi} \int_{S^1} \frac{\gamma'(s)}{\gamma(s) - z} \, ds.$$

The set of Jordan curves is not suitable for minimizing the elastic energy: we will see in Section 7 an explicit example of a confinement set $\Omega$ for which minimizers have self-contacts. As in [20, 11], we could rather use all $C^1$-limits of Jordan curves. However, in view of the system of curves which appear canonically in [6, 7, 8], we will work with the following larger class of admissible curves:

**Definition 2.7.** Let $A$ denote the set of regular, closed curves confined in $\Omega$ with possible tangential self-intersections. Any such curve is called admissible.
Clearly, $\mathcal{A}$ contains the closure of the set of Jordan curves with respect to $C^1$ convergence (see Figure 1). The inclusion is strict for tangential crossings are allowed. For instance the middle curve in Figure 1 can be parameterized as a pinched eight.

In this paper we study the minimization problem

$$\min_{\gamma \in \mathcal{A}} W(\gamma). \tag{2}$$

Clearly, any Jordan curve $\gamma$ can be parameterised so that $\text{ind}_\gamma$ takes values in $\{0, 1\}$. Furthermore, the index $\text{ind}_{\tilde{\gamma}}$ of any $C^1$--limit $\tilde{\gamma}$ of Jordan curves takes values in $\{0, 1\}$. Of course, this is no more true in general for curves in $\mathcal{A}$. However, we will prove in Section 4 that any curve $\gamma_{\text{min}}$ which is minimal for (2) (without index restriction) can be reparameterised in order to satisfy $\text{ind}_{\gamma_{\text{min}}}(\mathbb{R}^2 \setminus (\gamma_{\text{min}})) \in \{0, 1\}$.

### 3 Existence

We first prove existence of minimizers for (2) using the direct method of calculus of variations. Given a minimizing sequence of curves, we use a constant speed parameterization of the curves defined on $S^1$. This yields a simple expression of the energy (as in (1)) and a constant parametrization space which does not involve the length of each curve. Definition (1) is modified according to the following obvious proposition:

**Proposition 3.1.** Let $\gamma : S^1 \to \mathbb{R}^2$ be a regular constant speed parametrized curve with length $L$, then

$$W(\gamma) = \frac{1}{L^2} \int_{S^1} |\gamma''(t)|^2 dt. \tag{3}$$

The compactness of a minimizing sequence in $\mathcal{A}$ follows from a uniform bound on the lengths which we now prove.

**Proposition 3.2.** For all $M > 0$, there exist two constants $C, C' > 0$ depending only on $M$ and $\Omega$ such that, for all curves $\gamma \in \mathcal{A}$ satisfying $W(\gamma) \leq M$, we have

$$\|\gamma'\|_{L^2} \leq C \quad \text{and} \quad L \leq C'.$$

**Proof.** For convenience, we set

$$\int_{S^1} 1 dt = 2\pi$$
and we assume that $\Omega \subset B(0, R)$. As $(\gamma) \subset \Omega$, for all $t \in S^1$ : $|\gamma(t)| \leq R$ therefore, by the Cauchy-Schwarz inequality,

$$||\gamma||_{L^2} \leq \sqrt{2\pi R}. \quad (4)$$

Using (3) we have

$$||\gamma''||_{L^2}^2 \leq ML^3. \quad (5)$$

In order to control $||\gamma'||_{L^2}$, we use the integration by parts formula:

$$\int_{S^1} \gamma'(t) \cdot \gamma'(t) dt = -\int_{S^1} \gamma''(t) \cdot \gamma(t) dt.$$

Thanks to the Cauchy-Schwarz inequality, we have

$$||\gamma'||_{L^2}^2 \leq ||\gamma||_{L^2} ||\gamma''||_{L^2}. \quad (6)$$

and

$$L = \int_{S^1} |\gamma'(t)| dt \leq \sqrt{2\pi} ||\gamma'||_{L^2}. \quad (7)$$

Combining (5) and (7), one obtains

$$||\gamma''||_{L^2}^2 \leq (2\pi)^{\frac{3}{2}} M ||\gamma'||_{L^2}^3. \quad (8)$$

Using (6) with (4) and (8), we deduce that

$$||\gamma'||_{L^2}^2 \leq (2\pi)^{\frac{3}{2}} R \sqrt{M} ||\gamma'||_{L^2}^{3/2},$$

therefore

$$||\gamma'||_{L^2} \leq (2\pi)^{\frac{5}{2}} R^2 M. \quad (9)$$

Eventually, using (7)

$$L \leq (2\pi)^3 R^2 M. \quad \square$$

Having a compactness property for our minimization problem, we can prove the following theorem.

**Theorem 3.3.** The minimization problem

$$\min_{\gamma \in A} \mathcal{W}(\gamma)$$

admits a solution.

**Proof.**

**Step 1:** Competitor for minimality.

Let $(\gamma_n)_n$ be a minimizing sequence such that, without loss of generality, $\sup_n \mathcal{W}(\gamma_n) \leq M$ for some $M > 0$. Proposition 3.2 guarantees a uniform bound on $(\gamma_n)_n$ with respect to the $H^2$ norm. Plugging (9) into (5), one gets

$$||\gamma''||_{L^2}^2 \leq (2\pi)^9 R^6 M^4. \quad (10)$$
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Using (4), (9) and (10) we calculate that

$$||\gamma_n||_{H^2}^2 = \sqrt{||\gamma_n||_{L^2}^2 + ||\gamma_n'||_{L^2}^2 + ||\gamma''_n||_{L^2}^2} \leq \sqrt{2\pi R^2 + (2\pi)^2 M^2 R^4 + (2\pi)^4 M^4 R^6}.$$

Then, by Sobolev compact embedding, there exists a curve $\gamma : S^1 \to \mathbb{R}^2$ and a subsequence $(\gamma_{n_k})_k$ such that

$$\gamma_{n_k} \rightharpoonup \gamma$$

weakly in $H^2$, strongly in $C^1(S^1, \mathbb{R}^2)$.

Now we have to check that $\gamma \in A$ and its energy is minimal. First we prove that the limit curve $\gamma$ is not degenerate, i.e. not reduced to a point.

**Step 2:** Minimal length.

We can slightly modify the minimizing sequence to prescribe a lower bound on its length. Let $\alpha > 0$ and $x \in \Omega$ such that $B(x, \alpha) \subset \Omega$. Let us prove that, for all $n$, $L(\gamma_n) \geq \alpha$. Indeed, for $n$ such that $L(\gamma_n) < \alpha$, consider $\tilde{\gamma}_n$ the curve given by a translation of $\gamma_n$ satisfying $x \in \text{im} \tilde{\gamma}_n$. By a length argument, $\tilde{\gamma}_n \subset B(x, \alpha) \subset \Omega$. Then let $H_n$ be defined for all $y \in \mathbb{R}^2$ by

$$H_n(y) = x + (1 + \varepsilon_n)(y - x).$$

$\varepsilon_n > 0$ is chosen to saturate $H_n(\tilde{\gamma}_n) \subset \mathcal{B}(x, \alpha)$, i.e. $H_n(\tilde{\gamma}_n) \cap \partial B(x, \alpha) \neq \emptyset$. We use (3) to compute

$$\mathcal{W}(H_n(\tilde{\gamma}_n)) = \frac{1}{1 + \varepsilon_n} \mathcal{W}(\gamma_n) < \mathcal{W}(\gamma_n).$$

As $H_n(\tilde{\gamma}_n)$ links $x$ and a point of the circle $\partial B(x, \alpha)$, $L(H_n(\tilde{\gamma}_n)) \geq \alpha$, and one can replace $\gamma_n$ by $H_n(\tilde{\gamma}_n)$ in the minimizing sequence. With no loss of generality, we therefore assume that $L(\gamma_n) \geq \alpha$.

**Step 3:** Admissibility and minimality.

The strong convergence in $C^1$ of the minimizing sequence leads to uniform convergence of $(\gamma_n)$ and $(\gamma_n')$, thus we recover a limit curve $\gamma$ with constant speed parametrization, positive length, possible tangential self-contacts and confinement in $\Omega$. Therefore $\gamma \in A$. Moreover, thanks to uniform convergence of $(\gamma_n')$, we have that $L(\gamma_n) \to L(\gamma) > 0$. Then using the lower semi-continuity of the $L^2$ norm with respect to weak convergence, we have

$$\liminf_{n \to +\infty} \frac{1}{L(\gamma_n)^3} ||\gamma'_n||_{L^2}^2 \geq \frac{1}{L(\gamma)^3} ||\gamma'||_{L^2}^2.$$

Therefore, in view of (3), $\mathcal{W}$ is lower semi-continuous, and $(\gamma_n)$ being a minimizing sequence, we have

$$\mathcal{W}(\gamma) = \min_{\gamma} \mathcal{W}(\gamma).$$

**3.1 Contact with the confinement**

Using simple geometric transformations, we can prove that a minimal curve has at least two contact points with the boundary of the confinement $\Omega$.

**Theorem 3.4.** Let $\gamma \in A$ be a minimal curve. There exist two distinct times $t, s \in S^1$ such that $\gamma(s) \neq \gamma(t)$ and $\gamma(t), \gamma(s) \in \partial \Omega$. 


Proof. Assume first that $\gamma$ has no contact with $\partial \Omega$. Then, by compactness, $d(\gamma, \partial \Omega) > 0$. Let $\lambda > 0$ and consider $H_\lambda$ a homothety with rapport $1 + \lambda$. By continuity, $d(H_\lambda(\gamma), \partial \Omega) > 0$ for $\lambda$ small enough. In addition, $H_\lambda(\gamma) \in A$ for it has the same regularity and self-contact properties as $\gamma$. However, 
\[
W(H_\lambda(\gamma)) = \frac{1}{1 + \lambda} W(\gamma) < W(\gamma).
\]
Thus $H_\lambda(\gamma)$ has a smaller energy than the minimal curve, and that is impossible.

Secondly assume $\gamma$ makes only one contact with $\partial \Omega$. Let $\gamma(t) \in \partial \Omega$ and write locally $\gamma$ and $\partial \Omega$ as graphs of functions. Then there exists a coordinate systems $(O, \vec{i}, \vec{j})$ such that

- $O = \gamma(t)$,
- $\vec{i}$ and $\gamma'(t)$ coincide (up to a positive constant),
- there exists an open subset $U$ such that $(\gamma) \cap U = (\gamma|[t_1, t_2])$ and $\partial \Omega \cap U = \Gamma$ are written as graphs of functions (with $t \in [t_1, t_2]$),
- in the local coordinate system, $\Gamma \leq \gamma|[t_1, t_2]$.

Let $\tau > 0$ and consider $T_\tau$ the translation with respect to $\tau \vec{j}$. As before, $d\left((\gamma) \setminus (\gamma|[t_1, t_2]), \partial \Omega\right) > 0$ so $d\left((T_\tau(\gamma)) \setminus (T_\tau(\gamma|[t_1, t_2])), \partial \Omega\right) > 0$ for $\tau$ small enough. Moreover, in the local coordinates, $\Gamma \leq \gamma|[t_1, t_2] < T_\tau(\gamma|[t_1, t_2])$, thus $d(T_\tau(\gamma), \partial \Omega) > 0$, and $W(T_\tau(\gamma)) = W(\gamma)$ should be minimal. Thanks to the previous case, that leads to a contradiction.

Eventually, assume there are several parts of $\gamma$ making contact with the same boundary point $z \in \partial \Omega$ (but no pair $(t, s)$ such that $\gamma(s) \neq \gamma(t)$ and $\gamma(t), \gamma(s) \in \partial \Omega$). One can repeat the above construction representing only $\partial \Omega$ as a graph such that all points of $\gamma \cap U$ are above $\Gamma$ in the local coordinate system. Using a suitable vertical translation, we obtain that, for $\tau$ small enough, $T_\tau(\gamma)$ remains far from $\partial \Omega$ outside $U$, and $T_\tau(\gamma)$ remains strictly above $\Gamma$ inside $U$. Thus 
\[
d(T_\tau(\gamma), \partial \Omega) > 0
\]
and the conclusion is the same.

Consequently, $\gamma$ admits at least two contact points with $\partial \Omega$. \qed

4 Tangential self-intersections of minimal curves

In this section, we study the self-intersections of minimizers of $\mathcal{W}$. We keep using the constant speed parametrization and we denote as $\mathcal{C}$ the set of self-intersections of $\gamma$, i.e.
\[
\mathcal{C} = \{t \in S^1 \mid \exists s \in S^1, \ s \neq t : \gamma(t) = \gamma(s)\}.
\]
As the self-intersections are tangent, for all $t, s$ such that $\gamma(t) = \gamma(s)$ we have that $\gamma'(t) = \pm \gamma'(s).$
4.1 Decomposition of minimal curves

The following theorem is proved using simple geometric arguments. Locally at a self-contact point \( \gamma(t) \) of a minimal curve \( \gamma \), there are several branches of \( \gamma \) departing from \( \gamma(t) \) with two possible directions \( \gamma'(t) \) or \(-\gamma'(t)\). The recurrent idea of the following proof is based on the observation that, in some configurations, one can start from \( \gamma(t) \), run along \( \gamma \) avoiding some pieces, and yet do a cycle to reach \( \gamma(s) = \gamma(t) \) such that \( \gamma'(s) = \gamma'(t) \) (see Figure 2).

In some configurations \( \gamma \) can be decomposed into two parts: an admissible sub-part \( \tilde{\gamma} \in A \) and the rest \( \gamma_u \), which may be a union of possibly open curves. If \( \gamma_u \) is non empty and is not composed of segments then \( \int_{(\gamma_u)} \kappa^2 dH^1 > 0 \). Using

\[
W(\gamma) = \int_{(\gamma_u)} \kappa^2 dH^1 + \int_{(\tilde{\gamma})} \kappa^2 dH^1,
\]

we can see that \( \gamma \) cannot be minimal.

**Definition 4.1.** Let \( \gamma : S^1 \to \mathbb{R}^2 \) be an admissible closed curve.

- Given an orientation of \( S^1 \), we say that \( t_1, t_2, t_3 \) are ordered times if, up to a circular permutation, \( t_1 < t_2 < t_3 \).

- Given two ordered times \( t < s \), we denote by \( \gamma|_{[t,s]} \) the restriction of \( \gamma \) starting from \( \gamma(t) \), parametrized with the same orientation as the ordered times, and ending at \( \gamma(s) \). We denote by \( \gamma-|_{[t,s]} \) the restriction of the curve \( \gamma \) starting from \( \gamma(t) \), parametrized with the inverse orientation, and ending at \( \gamma(s) \).

- We denote by \( \gamma_1 \oplus \gamma_2 \) the curve obtained by concatenation of \( \gamma_1 \) and \( \gamma_2 \), i.e. if \( \gamma_1 : [a_1, b_1] \to \mathbb{R}^2 \) and \( \gamma_2 : [a_2, b_2] \to \mathbb{R}^2 \) then \( \gamma_1 \oplus \gamma_2 : [a_1, b_1 + b_2 - a_2] \to \mathbb{R}^2 \) is defined by \( \gamma_1 \oplus \gamma_2(t) = \gamma_1(t) \) on \([a_1, b_1]\) and \( \gamma_1 \oplus \gamma_2(t) = \gamma_2(t + a_2 - b_1) \) on \([b_1, b_1 + b_2 - a_2]\).

- We say that \((t, s)\) is a self-contact couple if \( \gamma(t) = \gamma(s) \) and \( t < s \).

Notice that in the second item, \( \gamma|_{[t_3,t_1]} \) has the same orientation as the ordered times and thus its parameter space does not contain \( t_2 \). Moreover, \( \gamma|_{[t,s]} \) and \( \gamma-|_{[t,s]} \) represent both distinct branches of \( \gamma \) starting from \( \gamma(t) \) and ending at \( \gamma(s) \).

**Theorem 4.2 (Decomposition).** Let \( \gamma \) be a minimal curve for \( (2) \). Then every self-contact point has multiplicity not greater than 2 i.e. every self-intersection is associated with its unique self-contact couple. In addition, if \( \gamma \) admits at least two self-intersections then there exist four ordered times \( t < s < \tau < \sigma \) such that:
• \((t, s)\) and \((\tau, \sigma)\) are self-contact couples;

• \(\gamma|_{[t, s]}\) and \(\gamma|_{[\tau, \sigma]}\) are pieces of curve without contact points (i.e. \([t, s]\cap C\) and \([\tau, \sigma]\cap C\) are empty) and they possibly have contact with \(\partial\Omega\);

• \(\gamma|_{[s, \tau]}\) and \(\gamma|_{[\sigma, t]}\) are curves without self-contact and with same energy. They possibly have tangent contact to each other and in that case for all \(a \in ]s, \tau[\) and for all \(b \in ]\sigma, t[\) such that \(\gamma(a) = \gamma(b)\), we have

\[
W(\gamma|_{[a, b]}) = W(\gamma|_{[b, t]}) \quad \text{and} \quad W(\gamma|_{[a, t]}) = W(\gamma|_{[\sigma, b]}).
\]

**Proof.** The proof is made in several small steps using different configurations. Let \(\gamma\) be a minimal curve.

**Step 1:** Uniqueness of self-contact couples.
Assume there exist three distinct times \(t_1 < t_2 < t_3\) such that \(\gamma(t_1) = \gamma(t_2) = \gamma(t_3)\). Two of them have the same tangent vector, say \(t_1\) and \(t_2\). Then \(\tilde{\gamma} = \gamma|_{[t_1, t_2]}\) is an admissible sub-part of \(\gamma\), thus \(W(\tilde{\gamma}) < W(\gamma)\). That is impossible because of the minimality of \(\gamma\). Thus any self-intersection of \(\gamma\) is associated with a unique pair of times \((t, s)\), and with the same argument as above, they have necessarily opposite orientations, i.e. \(\gamma'(t) = -\gamma'(s)\). Consequently, a minimal curve does not have self-contact points with multiplicity higher than 2.

**Step 2:** \(C\) is closed.
Consider the continuous application

\[
G : \mathbb{S}^1 \times \mathbb{S}^1 \rightarrow \mathbb{R}^2 \times \mathbb{R}^2
\]

\[
(s, t) \mapsto (\gamma(s) - \gamma(t), \gamma'(s) + \gamma'(t)).
\]

We have \(C = p(G^{-1}(\{0\}))\) with \(p : \mathbb{S}^1 \times \mathbb{S}^1 \rightarrow \mathbb{S}^1\) the projection on the first component. Being \(G\) continuous and \(p\) closed, we deduce that \(C\) is closed.

**Step 3:** Self-contact couples are non crossing.
Given two self-contact couples \((t_1, s_1)\) and \((t_2, s_2)\), we can order them as \(t_1 < s_1 < t_2 < s_2\) (up to circular permutation). Indeed, the other possible configuration \(t_1 < t_2 < s_1 < s_2\) yields a decomposition into \(\tilde{\gamma} = \gamma|_{[t_1, t_2]} \oplus \gamma|_{[s_2, s_1]}\) (by construction \(\tilde{\gamma}\) is \(C^1\)) and \((\gamma_u) = (\gamma|_{[s_2, t_1]} \cup \gamma|_{[t_2, s_1]}\), which contradicts the minimality of \(\gamma\).

**Step 4:** Self-contact couples are nested.
Given three self-contact couples \((t_1, s_1)\), \((t_2, s_2)\) and \((t_3, s_3)\), we can order them as \(t_1 < t_2 < t_3 < s_1 < s_2 < s_3\). Indeed, each pair of self-contact couples is non crossing, thus the only remaining possibilities are either the one above or \(t_1 < t_2 < s_2 < t_3 < s_3 < s_1\). Let us show that the second case contradicts minimality. Choose the sub-part of \(\gamma\) with least energy among \(\gamma|_{[t_1, t_2]}\), \(\gamma|_{[s_2, t_3]}\) and \(\gamma|_{[s_3, s_1]}\). For convenience, suppose it is \(\gamma|_{[t_1, t_2]}\). Consider the \(C^1\) curve \(\tilde{\gamma} = \gamma|_{[s_1, s_2]} \oplus \gamma|_{[t_2, t_1]}\). By construction, \(\tilde{\gamma}\) has less energy than \(\gamma\), see Figure X

**Step 5:** Special self-contact couples.
If \(\gamma\) has at least two self-intersections, then there exist two unique self-contact couples \((t, s)\) and \((\tau, \sigma)\) such that \(t < s < \tau < \sigma\), and \([t, s]\cap C\) and \([\tau, \sigma]\cap C\) are empty. Indeed if \(\gamma\) admits two distinct self-contact couples \((t_0, s_0)\) and \((\tau_0, s_0)\) then they are non-crossing. We order them so that \(t_0 < s_0 < \tau_0 < \sigma_0\). We prove the claim for \([t_0, s_0]\), being the argument identical for \([\tau_0, \sigma_0]\). If \([t_0, s_0]\cap C \neq \emptyset\), consider a point of \(C\) in \([t_0, s_0]\). By Step 3 the corresponding self-contact couple
we can reparametrize \((t_0, s_0)\) therefore it is included in \([t_0, s_0]\). We denote by \((t_i, s_i)\)\(_{i\in I}\) the set of all self-contact couples included in \([t_0, s_0]\). Using Step 4, for all \(i, j \in I\), \([t_i, s_i] \subset [t_j, s_j]\) or \([t_i, s_i] \subset [t_j, s_j]\).

Considering \(t = \sup_{i\in I} t_i\) and \(s = \inf_{i\in I} s_i\), one obviously has \(t \leq s\). Moreover, as \(C\) is closed (Step 2), \(t\) and \(s\) are self-contact points. Finally, passing to the limit in \(\gamma(t_i) = \gamma(s_i)\) and in \(\gamma'(t_i) = -\gamma'(s_i)\), the \(C^1\)-regularity of \(\gamma\) yields \(t < s\) and thus \((t, s)\) is a self-contact couple included in \([t_0, s_0]\). By construction, \([t, s] \cap C = \emptyset\). Similarly, we prove that there exist \(\tau\) and \(\sigma\) such that \([\tau, \sigma] \cap C = \emptyset\).

**Step 6:** Brances energies

The minimality of \(\gamma\) ensures that all paths between \(\gamma|_{[t, s]}\) and \(\gamma|_{[\tau, \sigma]}\) have the same "least" energy. By path we mean a choice of branches between \(\gamma|_{[s, \tau]}\) and \(\gamma|_{[\sigma, t]}\) at each intersection point allowing a regular link between \(\gamma|_{[t, s]}\) and \(\gamma|_{[\sigma, t]}\). The last item of the theorem is just a reformulation of this "equal energy" property.$\blacksquare$

### 4.2 Index of a minimal curve

By definition, curves of \(A\) may have tangential crossings, therefore arbitrary indices. We will prove that a minimal curve \(\gamma\) can be reparametrized in order to satisfy

\[
\text{ind}_\gamma (\mathbb{R}^2 \setminus (\gamma)) \subset \{0, 1\}.
\]

The core of the proof is the following technical lemma.

**Lemma 4.3.** We can choose a constant speed parametrization of \(\gamma\) such that for all distinct \(\alpha, \beta \in S^1\), \(\gamma|_{[\alpha, \beta]}\) and \(\gamma|_{[\beta, \alpha]}\) may have tangential intersections but do not cross (i.e. remain in the same side one with respect to the other).

**Proof.** The lemma is clear if \(\gamma\) is a simple curve. If \(\gamma\) admits only one self-contact couple \((t, s)\) then we can write locally at \(\gamma(t) = \gamma(s)\) (on what we call below a "local neighborhood") both branches as graphs of functions (called \(f\) and \(g\)) over their common tangent line. Using \(\max(f, g)\) and \(\min(f, g)\), we can reparametrize \(\gamma\) (actually, we reparametrize only one half of \(\gamma\), either \(\gamma|_{[t, s]}\) or \(\gamma|_{[\tau, \sigma]}\)) in order to keep one branch above the other. \(f\) and \(g\) belong to \(H^2\) and as the contact is tangent then \(\max(f, g)\) and \(\min(f, g)\) are also in \(H^2\). Thus the lemma is proved in that case.

If \(\gamma\) has several self-intersections then we construct the parametrization by induction using Theorem 4.2. We start from one drop \(\gamma|_{[t, s]}\) and we consider \(T\) a tubular neighborhood of the (simple non-closed) curve \(\gamma|_{[\tau, \sigma]}\). We can define two sides of \(T\) (one "above" \(\gamma|_{[\tau, \sigma]}\) and the other "below"). We construct locally the parametrization in the same way as before using \(\min\) and \(\max\) functions.
A key point of the construction is that, thanks to Step 4 and 5 in the proof of Theorem 4.2, the self-intersections have the same order along $\gamma_{[s,\tau]}$ and $\gamma_{[-t,\sigma]}$. It is easily seen that there exists a finite number of local neighborhoods along $\gamma_{[s,\tau]}$, and on each of them the same reparametrization as above can be applied. More precisely, the construction must be coherent from a local neighborhood to the next one, following $\gamma_{[s,\tau]}$ and $\gamma_{[-t,\sigma]}$ and never coming back. In other words, at every step $n$ of the induction around a self-contact couple $(t_n, s_n)$ with $t_n \in [s, \tau]$ and $s_n \in [\sigma, t_n]$ and $\gamma_{[-t,\sigma]}$ have been parametrized in previous steps, and the construction changes only the parametrization around $\gamma(t_n) = \gamma(s_n)$ and the parametrization of $\gamma_{[t_n,\tau]}$ and $\gamma_{[s_n,\sigma]}$. Therefore step $n$ of the construction does not change step $k$ for every $k < n$ (see Figure 4). Since there are finitely many local neighborhoods, the induction has a finite number of steps. At the end of the construction, each time two branches of $\gamma$ make a contact then they meet and separate in the same side. Thus the lemma is proved.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{tubular_neighborhood.png}
\caption{Tubular neighborhood and local graphs}
\end{figure}

In addition to the decomposition theorem (Theorem 4.2), we can state the following result.

**Theorem 4.4.** Let $\gamma$ be a minimal curve for (2). There exists a parametrization of $\gamma$ such that

$$\text{ind}_\gamma (\mathbb{R}^2 \setminus (\gamma)) \subset \{0, 1\}.$$ 

Moreover, if $\Omega$ is simply connected then

$$\{ z \in \mathbb{R}^2 \mid \text{ind}_\gamma (z) = 1 \} \subset \Omega.$$

**Proof.** Using Lemma 4.3 locally near a point where two branches of $\gamma$ meet and separate in the same side, we can define a small homotopic perturbation of order $\varepsilon$ in the normal direction that splits them away. Doing this on the finite number of local neighborhoods mentioned above, we get a simple curve $\gamma_\varepsilon$ very close to $\gamma$. Up to reversing the parametrization, we can suppose that $\text{ind}_{\gamma_\varepsilon}$ belongs to $\{0, 1\}$. Given any $z \in \mathbb{R}^2 \setminus (\gamma)$, by compactness $d(z, (\gamma)) > 0$ and then, for $\varepsilon$ small enough, $\gamma_\varepsilon$ is homotopically equivalent to $\gamma$ in $\mathbb{R}^2 \setminus \{z\}$. Then $\text{ind}_{\gamma_\varepsilon}(z) \in \{0, 1\}$.

For the second proposition of the theorem, as $(\gamma) \subset \Omega$ and $\Omega$ is simply connected, $\gamma$ cannot circle any point $z \in \mathbb{R}^2 \setminus \Omega$. 

\end{proof}
We show in Figure 5 a few generic examples of curves which satisfy the conclusions of both Theorems 4.2 and 4.4 and therefore are candidates for being minimal curves (depending on the confinement)

(a) no self-contact  
(b) side by side  
(c) surrounded  
(d) two self-contacts  
(e) several self-contacts  
(f) continuum of self-contacts  
(g) drop inside - drop outside  
(h) both drops outside  
(i) inner empty drop  
(j) inner full drop

Figure 5: Generic curves satisfying the conclusions of Theorems 4.2 and 4.4

5 Regularity

This section is devoted to the calculation of the Euler equation of the energy $\mathcal{W}$, and to the regularity of minimal curves of (2). In particular, we prove carefully that if $\gamma$ is a minimal curve then $d\mathcal{W}(\gamma)$ is a Radon measure, from which bootstrap arguments yield more regularity, out of contact points.

**Proposition 5.1** (First variation). Let $\gamma : [0, L] \to \mathbb{R}^2$ be a regular curve with arc length parametriza-
tion, for all $\delta \in C^\infty([0,L],\mathbb{R}^2)$ and for $\varepsilon > 0$, we have

$$W(\gamma + \varepsilon \delta) = W(\gamma) + \varepsilon \int_0^L (2\gamma'' \cdot \delta'' - 3(\gamma' \cdot \delta')|\gamma''|^2) \, ds + o(\varepsilon).$$

**Proof.** It is a classical first order expansion calculation, second order terms in $\varepsilon$ remain bounded thanks to $||\gamma''||_{L^2} < +\infty$. \qed

**Notation 5.2.** Using the weak derivatives, we can write the first variation in distributional sense:

$$dW(\gamma) \cdot \delta = \int_0^L (2\gamma'' \cdot \delta'' - 3(\gamma' \cdot \delta')|\gamma''|^2) \, ds = \int_0^L \left(2\gamma[4] + 3(|\gamma''|^2\gamma')\right) \cdot \delta ds.$$

Let us first sketch how we will study the regularity of minimal curves: without restrictions on the perturbations, we get from classical regularity theory that the minimality of $\gamma$ implies that $dW(\gamma) \cdot \delta \geq 0$ for all perturbations $\delta \in C^\infty([0,L],\mathbb{R}^2)$ from which we deduce that $dW(\gamma) = 0$. Then, a bootstrap argument yields that $\gamma$ is smooth. This argument, however, is valid only locally on the free parts of $\gamma$, i.e. out of contact or self-contact points. For self-intersections and contacts with $\partial \Omega$, we can allow local perturbations only in one direction. Then we get that $dW(\gamma)$ is a measure, and this yields higher regularity than $H^2$. In the following, we describe these arguments with more details in a local neighborhood $U$ of an arbitrary point of a minimal curve $\gamma$.

### 5.1 Admissible perturbations

Let $\gamma$ be a minimal curve and $\delta \in C^\infty(S^1,\mathbb{R}^2)$ a perturbation. We have to deal with the contact with $\partial \Omega$ and self-intersections. We say that $\delta$ is an admissible perturbation if, for $\varepsilon > 0$ small enough, $\gamma + \varepsilon \delta \in A$. As we have two constraints in $A$ (confinement in $\Omega$ and tangential self-intersections), we will sometimes refer to only one of these constraints.

Actually, we only have to take care of self-intersections around the particular self-contact couples given by Theorem 4.2 (see the definition below). Indeed, suppose $\gamma||s,t]$ and $\gamma||\sigma,t]$ are not empty, according to Theorem 4.2, they have the same energy. If $\delta$ is a perturbation of $\gamma||s,t]$ admissible with respect to the confinement leading to a decrease of energy:

$$W(\gamma||s,t] + \delta) < W(\gamma||s,t],$$

then we can replace $\gamma||\sigma,t]$ by $\gamma||\sigma,t]$ and expand the perturbation to $\gamma||\sigma,t]$ by taking $\delta(t) = \delta(s)$ for all $t,s$ such that $\gamma(t) = \gamma(s)$. Denoting $\tilde{\gamma}$ the new curve and $\tilde{\delta}$ the new perturbation, $\tilde{\delta}$ is an admissible perturbation for $\tilde{\gamma}$ (with respect to both constraints). Then we obtain an admissible curve with strictly less energy than $\gamma$, which is impossible. Therefore, the perturbations must be restricted only along the confinement boundary and near the particular self-contact couples (see below).

**Definition 5.3** (Particular self-contact points). The particular self-contact points of a minimal curve $\gamma \in A$ are:
• the unique self contact point of $\gamma$ if it exists,
• both self-contact points $(t, s)$ and $(\tau, \sigma)$ given by Theorem 4.2 if $\gamma$ admits at least two distinct self-contact points.

Obviously, a simple curve has no particular self-contact point.

Let $\nu$ denote a smooth vector field parametrized on $S^1$ and supported on $\gamma$ (i.e. $\nu(s) = \tilde{\nu}(\gamma(s))$), and such that $\nu$ vanishes away from $U$. We take $\nu = 0$ locally around a free part (i.e. no contact with $\partial \Omega$ and far away from particular self-contact points). Otherwise, we use the parametrization of Lemma 4.3 and we write both branches of $\gamma$ (recall from Theorem 4.2 that there cannot be more than two branches) and $\partial \Omega \cap U$ as graphs of functions in $U$. Thanks to this parametrization, we have that both branches and $\partial \Omega$ are ordered in $U$. If we have only a particular self-couple, we choose $\nu$ so that it heads north on the above branch and it heads south on the below branch (see Figure 6a). In addition, we assume without loss of generality that $|\nu| = 1$ strictly within $U$. If locally $\gamma$ makes contacts only with $\partial \Omega$ then $\nu$ is built so that it heads toward the inner $\partial \Omega$ (see Figure 6b). Again, we let $|\nu| = 1$ strictly within $U$. The last case is when we have both a self-contact and a contact with $\Omega$, and without loss of generality we may assume that $\partial \Omega$ is below both branches of $\gamma$. In such case, we choose $\nu$ so that it heads north both for the top and above branches of $\gamma$. Then we set, strictly within $U$, $|\nu| = 2$ on the above branch and $|\nu| = 1$ on the below branch, and we impose $|\nu_{\text{below}}| \leq |\nu_{\text{above}}|$ in $U$ (see Figure 6c) where, denoting as $\gamma_{\text{below}}$ and $\gamma_{\text{above}}$ both branches of $\gamma$ and considering $\tilde{\nu}$ as before, we define $\nu_{\text{below/above}} = \tilde{\nu}(\gamma_{\text{below/above}})$.

![Figure 6: Direction of the perturbation](image)

Once $\nu$ is defined as above, for all perturbations $\delta \in C^\infty(S^1, \mathbb{R}^2)$, we define
\[
\delta_1 = \delta + 2||\delta||_\infty \nu
\]
and
\[
\delta_2 = -\delta + 2||\delta||_\infty \nu.
\]
The construction of $\nu$ forces $\delta_1$ and $\delta_2$ to be admissible and then
\[
dW(\gamma) . \delta_1 \geq 0 \quad \text{and} \quad dW(\gamma) . \delta_2 \geq 0.
\]
Finally
\[
|dW(\gamma) . \delta| \leq (2|dW(\gamma) . \nu|)||\delta||_\infty,
\]
and the following proposition is proved:

**Proposition 5.4.** Let $\gamma$ be a minimal curve for (2), then $dW(\gamma)$ is a $\mathbb{R}^2$-valued Radon measure.

**Remark 5.5.** On free parts (away from contact with $\partial \Omega$ and particular self-contact points), we have $\nu = 0$ and then, for any local perturbation $\delta$, $dW(\gamma) . \delta = 0$, thus $dW(\gamma) = 0$. 
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5.2 Regularity improvement

By definition, a minimal curve \( \gamma \) belongs to \( H^2 \). However, as \( dW(\gamma) = 2\gamma'[4] + 3(\gamma''|^2\gamma')' \) is a measure, we will prove that \( \gamma \in W^{3,\infty} \) using the theory of BV functions (see [I]). We first recall a classical result in functional analysis:

**Lemma 5.6.** If \( u, v \in BV(S^1, \mathbb{R}^2) \) and \( \lambda \in BV(S^1, \mathbb{R}) \) then \( u \cdot v \) and \( \lambda u \) belong to \( BV(S^1, \mathbb{R}) \). Moreover, if \( u, v \in W^{1,\infty}(S^1, \mathbb{R}^2) \) then \( (uv)' \in L^\infty \). In both case, the Leibniz’s rule is valid.

**Proof.** Combine the two following results on the components of \( u \) and \( v 

- If \( u, v \in BV([a, b], \mathbb{R}) \) then \( uv \) is a function of bounded variation and, up to a choice of an appropriate representative, in the measure sense
  \[ (uv)' = u'v + uv'. \]
  See [I] ex 3.97.

- Let \( p \in [1, +\infty] \), if \( u, v \in L^\infty \cap W^{1,p}([a, b], \mathbb{R}) \) then \( uv \) is a function of \( W^{1,p} \) and
  \[ (uv)' = u'v + uv'. \]
  See [I] 4.2.2 - Theorem 4.

We now state the main result of this section, that is the regularity of minimizers.

**Theorem 5.7.** Let \( \gamma \) be a minimal curve, we have

\[ \gamma \in W^{3,\infty}(S^1, \mathbb{R}^2), \]
\[ \gamma'[3] \in BV(S^1, \mathbb{R}^2) \]
and
\[ \kappa' \in BV(S^1, \mathbb{R}). \]

Moreover, \( \gamma \) is \( C^\infty \) on every open interval of \( S^1 \) away from particular self-contact couples and from contact points with \( \partial \Omega \).

**Proof.** The result follows from the fact that \( 2\gamma'[3] + 3(\gamma''|^2\gamma')' \) is a BV function thanks to Proposition 5.4. Then, we use Lemma 5.6 and the following embeddings for functions \( S^1 \to \mathbb{R}^2 

\[ W^{2,\infty} \hookrightarrow W^{1,\infty} \hookrightarrow W^{1,1} \hookrightarrow BV \hookrightarrow L^\infty \hookrightarrow L^1. \]

For the curvature, using arc length parametrization, we have \( \kappa = \gamma'' \cdot (\gamma')_\perp \) (where \( (\gamma')_\perp \) stands for the unit orthogonal vector to \( \gamma' \) in the counterclockwise sense) and then, applying Lemma 5.6, we get

\[ \kappa' = \gamma'[3] \cdot (\gamma')_\perp + \underbrace{\gamma'' \cdot (\gamma'')_\perp}_{=0} \in BV. \]

For the free part, we observe that \( 2\gamma'[3] + 3(\gamma''|^2\gamma')' \) is a constant, and since \( W^{3,\infty} \hookrightarrow C^{2,\alpha} \) we derive the smoothness using a bootstrap argument.
Remark 5.8.

- The embedding $W^{3,\infty}(S^1, \mathbb{R}^2) \hookrightarrow C^{2,\alpha}(S^1, \mathbb{R}^2)$ for some $\alpha$ guarantees that any minimal curve is at least of class $C^2$.

- Locally around points where $\gamma$ is smooth (at least $C^4$) we can recover the classical Euler-Lagrange equation for the curvature

$$dW(\gamma) = 2\gamma^{[4]} + 3(\gamma''|2\gamma')' = \left(2\kappa'' + \kappa^3\right)\vec{n}$$

with $\vec{n} = (\gamma')^\perp$ the unit normal vector to $\gamma$.

6 Convexity

In this section, we show that if the constraint $\Omega$ is convex then every optimal curve circles a convex set. We consider $\gamma$ a minimal curve for (2) with $\Omega$ convex. We shall use a rigorous proof, but the conclusion can also be understood with unformal arguments: if we consider a non convex curve $\gamma$ and replace it with its convex envelop, this amounts to replacing some pieces of $\gamma$ by straight segments without creating angles. As a straight segment has zero energy and the removed parts have non zero energy, it follows that the convex envelope has strictly lesser energy. This argument is, however, difficult to write rigorously. We rather use a proof by contradiction based on the support straight lines of $\gamma$.

**Definition 6.1** (Support straight line). Let $A$ be a subset of $\mathbb{R}^2$. We say that $A$ admits a support straight line at $x \in \partial A$ if there exists a linear form $\Lambda$ and a constant $\lambda$ such that

$$x \in D = \{y \in \mathbb{R}^2 \mid \Lambda(y) = \lambda\}$$

and

$$A \subset \{y \in \mathbb{R}^2 \mid \Lambda(y) \geq \lambda\}.$$  

Geometrically, $D$ is a support straight line of $A$ if $D \cap \partial A \neq \emptyset$ and $A$ belongs to only one side of $D$. We will use the following characterisation of convex sets: a (closed with non-empty interior) subset $A$ is convex if and only if every point of its boundary admits a support straight line (see [22, Theorem 2.7 (iii)]). In our case, $A$ will be the (closed) set surrounded by $(\gamma)$ and, as the curve is $C^1$, a support straight line is a tangent straight line:

$$D_t = \gamma(t) + \mathbb{R}\gamma'(t)$$

We will use Lemma 4.3 and the following three lemmas to show that every tangent straight line is a support straight line. For the rest of the section we will use the parametrization of Lemma 4.3.

**Lemma 6.2.** For every straight line $\Delta$ of $\mathbb{R}^2$, there exist two support straight lines of $(\gamma)$ parallel to $\Delta$.

This lemma implies that there are infinitely many support straight lines. The proof requires only the boundedness of the set $(\gamma)$. 
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Proof. Up to a rotation and a translation, we can suppose that $\Delta$ is the horizontal axis $\{y = 0\}$ of $\mathbb{R}^2$. As $\gamma$ is bounded, there exist two straight lines $\Delta_a = \{y = a\}$ and $\Delta_b = \{y = b\}$ (with $b < 0 < a$) parallel to $\Delta$ such that $\gamma$ belongs to the domain $\{(x, y) \in \mathbb{R}^2 \mid a \leq y \leq b\}$. Among them, consider the closest to $\gamma$:

$$a^+ = \inf\{a > 0 \mid (\gamma) \text{ is below the straight line } \Delta_a : y = a\}$$

and

$$b^- = \sup\{b < 0 \mid (\gamma) \text{ is above the straight line } \Delta_b : y = b\}.$$ 

Therefore $\Delta^+ : y = a^+$ and $\Delta^- : y = b^-$ are distinct support straight lines of $(\gamma)$ parallel to $\Delta$. □

**Lemma 6.3.** $I = \{t \in S^1 \mid D_t = \gamma(t) + \mathbb{R}\gamma'(t) \text{ is a support straight line}\}$ is closed.

This lemma remains valid for every $C^1$ curve.

**Proof.** Consider $t \in S^1 \setminus I$, $D_t$ is not a support straight line so there exist two distinct $s_1$ and $s_2$ in $S^1$ different from $t$ belonging respectively (and strictly) to one side and to the other side of $D_t$, $t \mapsto D_t$ is continuous (because $\gamma$ is $C^1$) and therefore there exists $\varepsilon > 0$ such that for all $\eta \in [\varepsilon, \varepsilon]'$, $D_{t+\eta}$ separates strictly $\gamma(s_1)$ and $\gamma(s_2)$. Thus $D_{t+\eta}$ is not a support straight line and therefore $t - \varepsilon, t + \varepsilon \subset S^1 \setminus I$. Thus $I$ is closed. □

**Lemma 6.4.** For all $t$ such that $D_t$ is a support straight line, $I_t = \{s \in S^1 \mid \gamma(s) \in D_t\}$ is a segment of $S^1$.

**Proof.** The proof uses the minimality of $\gamma$. As $\gamma$ is continuous and $D_t$ is closed, we only have to prove that $I_t$ is connected. Consider $t$ such that $I_t$ is disconnected and $D_t$ is a support straight line. There exists $s \in I_t$ such that $\gamma$ does not go along $[\gamma(t), \gamma(s)]$ (as a segment of $\mathbb{R}^2$). Since $D_t$ is a support straight line, $\gamma$ is tangent to $D_t$ at every point of $I_t$. Therefore $\gamma'(t)$ and $\gamma'(s)$ belongs to $\overline{D_t}$. We denote by $[\gamma(t), \gamma(s)]$ the oriented segment of $\mathbb{R}^2$ linking $\gamma(t)$ toward $\gamma(s)$.

If $\gamma'(t) = \gamma'(s)$, up to switching $\gamma(t)$ and $\gamma(s)$ we can suppose $\gamma(t)\gamma(s) \cdot \gamma'(t) > 0$ (see Figure 7), then consider $\tilde{\gamma} = [\gamma(t), \gamma(s)] \oplus \gamma|_{s,t}$. As every contact between $\gamma$ and $D_t$ are tangent and $(\gamma)$ is not included in $D_t$:

$$\int_{\gamma|_{s,t}} \kappa^2 dH^1 = 0 < \int_{[\gamma(s), \gamma(t)]} \kappa^2 dH^1.$$ 

Then $W(\tilde{\gamma}) < W(\gamma)$ and this is in contradiction with the optimality.

If $\gamma'(t) = -\gamma'(s)$ then one part of $\gamma$ (near $t$ or $s$) is coming in the domain delimited by $\gamma|_{t,s}$ and $D_t$, and the other part is going out of the domain. By continuity, there exist $u_1, u_2 \in S^1$ such that $\gamma(u_1) = \gamma(u_2)$ and $t < u_1 < s < u_2$ (see Figure 7). As before, we can suppose that $\gamma'(s) \cdot \gamma(s) \gamma(t) > 0$. Consider $\tilde{\gamma} = \gamma|_{t,u_1} \oplus \gamma|_{u_2,s} \oplus \gamma(s, \gamma(t))$. As before, $\tilde{\gamma}$ has less energy than $\gamma$ which is impossible.

Thus for all $t$ such that $D_t$ is a support straight line, $I_t$ is a segment of $S^1$. □

Now we will prove the main result of this section.

**Theorem 6.5.** If $\Omega$ is convex then every optimal curve surrounds a convex set.
\[ \gamma'(s) = \gamma'(t) \quad \text{and} \quad \gamma'(s) = -\gamma'(t) \]

\begin{figure}[h]
\centering
\includegraphics[width=0.6\textwidth]{tangent_contact}
\caption{Two cases of tangent contact with \( D_t \)}
\end{figure}

**Proof.** Recall that \( D_t = \gamma(t) + \mathbb{R}\gamma'(t) \) and \( I = \{ t \in S^1 \mid D_t \text{ is a support straight line} \} \) is closed thanks to Lemma 6.3. Assume there exists \( t \) in \( S^1 \setminus I \) and consider \( ]a, b[ \) the maximal open interval of \( S^1 \) containing \( t \) such that \( ]a, b[ \subset S^1 \setminus I \). As \( S^1 \setminus I \) is open, the maximality implies that \( D_a \) and \( D_b \) are support straight lines of \( (\gamma) \).

**Case 1:** \( D_a = D_b \).

In that case, \( \gamma(a), \gamma(b) \in D_b \), and using Lemma 6.4 we obtain \( \gamma_{-[\gamma]} \subset D_a \). Thanks to Lemma 6.2 there exists a support straight line \( D \) different from \( D_a = D_b \). If there exists a point \( s \) such that \( D = D_s \), then necessarily \( s \in ]a, b[ \) because the whole branch \( \gamma_{-[\gamma]} \subset D_a \). This is in contradiction with \( ]a, b[ \subset S^1 \setminus I \), see Figure 8.

**Case 2:** \( D_a \) and \( D_b \) are distinct and parallel.

In that case, up to using a rotation we can suppose that \( D_a \) and \( D_b \) are horizontal lines. \( (\gamma) \) is confined between \( D_a \) and \( D_b \). Using Lemma 6.2 there exist two vertical support straight lines, one on the right and one on the left of \( (\gamma) \). One of these is tangent to the branch \( \gamma_{[\gamma]} \). Indeed suppose that \( \gamma_{-[\gamma]} \) links both vertical straight lines. Inside the rectangle defined by both vertical and both horizontal straight lines, we have that \( \gamma_{-[\gamma]} \) links the vertical edges and \( \gamma_{[\gamma]} \) links the horizontal edges. These edges are parts of support straight lines therefore each contact with \( \gamma \) is not localised on the vertices of the rectangle. Thus \( \gamma_{-[\gamma]} \) must cross \( \gamma_{[\gamma]} \) and that is impossible with the parametrisation of Lemma 4.3. Consequently the branch \( \gamma_{[\gamma]} \) admits a support straight line which is impossible since \( ]a, b[ \subset S^1 \setminus I \). Therefore, this is again an impossible case (see Figure 8).

**Case 3:** \( D_a \) and \( D_b \) are not parallel.

In that case, we denote as \( z \) the intersection point. Up to using a rotation, we suppose that the straight line \( (\gamma(a) \gamma(b)) \) is horizontal and \( z \) is above this line. Consider the domain \( U \) delimited by

\begin{figure}[h]
\centering
\end{figure}
the segments (of \( \mathbb{R}^2 \)) \([z, \gamma(a)]\) and \([z, \gamma(b)]\) and by \(\gamma_{|a,b]}\). Using again Lemma 4.3, \(\gamma_{-|a,b]}\) is either included in the closed domain \(U\) (see Figure 9 inner case), either out of the open domain \(U\) (see Figure 9 outer case). For the inner case, there exists a horizontal support straight line below \((\gamma)\). The corresponding tangent straight line \(D_s\) satisfies \(s \in [a, b]\) which is impossible. For the outer case, the argument is similar using a horizontal support straight line above \((\gamma)\).

Every case leads to a contradiction, we deduce \(I = S^1\) i.e. every tangent line is a support straight line. Thus \(\gamma\) surrounds a convex set.

---

7 Example of a minimizer with a self-contact point

In this section we give an example of a set \(\Omega\) such that every minimal curve for (2) has necessarily a self-contact point. The confinement \(\Omega\) will be a thin tubular neighborhood of a curve describing two drops linked by a circular arc with angular amplitude bigger than \(\pi\) (see Figure 10). The arguments below use the fact that \(\Omega\) is not simply connected, and any minimal curve satisfies

\[
\{ z \in \mathbb{R}^2 \mid \text{ind}_\gamma(z) = 1 \} \not\subset \Omega.
\]

In this example any minimal curve surrounds a set which is not included in the confinement. Does there exist a simply connected open confinement \(\Omega\) ensuring that a minimal curve has a self-contact? This is still an open problem.

We will first show that any minimal curve surrounds necessarily both drops. Secondly, we assume the existence of a minimal curve without self-contact point, and we construct a deformation that decreases its energy, leading to a contradiction.

We will use an inequality on Jordan curves proved independently in [11] and [20]:

**Theorem 7.1.** Let \(\gamma\) be a \(C^2\) Jordan curve bordering a simply connected subset \(U\). Then, it holds

\[
\mathcal{W}(\gamma)^2|U| \geq 4\pi^3.
\]

Consider the curve \(\Gamma\) depicted in Figure 10 and let \(\Omega_\varepsilon\) be a \(\varepsilon\)-tubular neighborhood of \(\Gamma\). If we consider a simple minimal curve \(\gamma\) surrounding a set \(U\), three cases arise (see Figure 11):
1. $\mathcal{U} \subset \Omega_\varepsilon$. Then $|\mathcal{U}| \leq |\Omega_\varepsilon|$ and so, by Theorem 7.1, we have that

$$W(\gamma)^2 \geq \frac{4\pi^3}{|\Omega_\varepsilon|} \varepsilon \rightarrow +\infty.$$

Thus, for $\varepsilon$ small enough, $W(\gamma) > W(\Gamma)$, which contradicts the minimality of $\gamma$.

2. $\mathcal{U}$ surrounds only one drop. Then $\gamma$ has to turn about in a $\varepsilon$-width space. Considering a part of the curve along which an angle of $\frac{\pi}{4}$ is described in a very small area, a symmetrization argument and a new call to Theorem 7.1 yields that $\lim_{\varepsilon \rightarrow 0} W(\gamma) = +\infty$, and, as in the previous case, $\gamma$ cannot be a minimal curve.

3. $\mathcal{U}$ surrounds both drops, and there exist two branches of $\gamma$ in the tubular neighborhood joining both drops (called outer and inner branches).

Focusing on the third case, as the tubular neighborhood has an angular amplitude bigger than $\pi$, we can find two non parallel straight lines tangent to the inner branch at points $x_\ell$ and $x_r$ near each drop (see Figure 12). Consider the intersection point of these lines and a small dilation centered at this point. The part of the inner branch between both lines remains tangent to these lines under
the dilation, and its energy decreases. We can reconnect this dilated arc with points $x_\ell$ and $x_r$ using tangential segments. We choose these tangential segments in order to have an admissible curve with a smaller energy than the minimum. This leads to a contradiction, thus any minimal curve has at least a self-contact, which yields the following result:

**Theorem 7.2.** For $\varepsilon$ small enough, every minimal curve in $\Omega_\varepsilon$ has a self-contact point.

![Dilation of a part of a minimal curve](image.png)

**Figure 12:** Dilation of a part of a minimal curve
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