Resonant weak-value enhancement for solid-state quantum metrology
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Quantum metrology that employs weak-values can potentially effectuate parameter estimation with an ultra-high sensitivity and has been typically explored across quantum optics setups. Recognizing the importance of sensitive parameter estimation in the solid-state, we propose a spintronic device platform to realize this. The setup estimates a very weak localized Zeeman splitting by exploiting a resonant tunneling enhanced magnetoresistance readout. We establish that this paradigm offers nearly optimal performance with a quantum Fisher information enhancement of about 104 times that of single high-transmissivity barriers. The obtained signal also offers a high sensitivity in the presence of dephasing effects typically encountered in the solid state. These results put forth definitive possibilities in harnessing the inherent sensitivity of resonant tunneling for solid-state quantum metrology with potential applications, especially, in the sensitive detection of small induced Zeeman effects in quantum material heterostructures.

I. INTRODUCTION

Quantum metrology [1–3] provides the means toward high-sensitivity parameter estimation using a quantum state as a probe, followed by measurements, and has been demonstrated in a variety of systems [4–9]. It is also well established that weak-values can inextricably be linked with quantum sensing [10–12]. The use of weak-values in quantum sensing has typically been explored using quantum optics setups [13–16]. An important metric to benchmark the quantum sensor performance is the quantum Fisher information (QFI) [17–20], which can also be linked to weak-values [10]. The enhancement of weak-values have shown clear experimental advantages for quantum sensing as demonstrated in many works [21–23], despite theoretical studies which point to how post-selection is disadvantageous, mainly because of a loss in QFI [24, 25]. This discrepancy has been explored thoroughly with ways to surmount these disadvantages [26, 27] and methods to increase detection probability as well [28].

Solid state setups have recently garnered a lot of attention as pivotal testbeds for foundational quantum concepts, such as, quantum state tomography of electrons [29, 30], entanglement-generation by Cooper pair splitting [31–35], and even loophole-free Bell test experiments [36–38]. Given recent advancements in quantum materials and devices, there exist numerous applications that a quantum sensor could provide with its inherent quantum advantage that includes the detection of induced Zeeman splitting in van der Waals heterostructures [39–45], the precise estimation of the Rashba spin-orbit coupling parameter [46, 47], to name a few. In this work, we demonstrate how double barrier resonant tunneling in the solid-state can be exploited for high-sensitivity detection of localized Zeeman splittings due to an enhanced weak-value, via a magnetoresistance measurement. The setup we propose builds on a generalized four-terminal spin-transport setup [43–45] where the magnetoresistance measurement is directly related to a weak-value $A_w$ [48, 49], as a measurement outcome of an operator $\hat{A}$ where $|i\rangle$ is an pre-selected state and $|f\rangle$ is the post-selected state:

$$A_w = \frac{\langle f|\hat{A}|i\rangle}{\langle f|i\rangle}. \tag{1}$$

We now refer to Fig. 1(a), which shows how our approach for enhancing weak-values differs from the general approach of post selecting $|f\rangle$ for a small $\langle f|i\rangle$ [25]. By the nature of our setup, the only control we have is changing the incident wave-vector and as it turns out the choice corresponding to the resonant tunneling wave-vectors have the highest weak-value despite having the largest $\langle f|i\rangle$ overlap via close to unity transmission.

Our approach provides means to enhance both the weak-values in tandem with increasing sensitivity, via an enhancement in the QFI. We make use of resonant tunneling energy channels [50] using a double-barrier setup [51–53], thereby allowing Fabry-Pérot resonances at specific energies. The schematic of the double barrier device is described in Fig. 1 (b) and Fig. 1 (c). We also quantify our design with the QFI and further analyze the effects of phase breaking [49, 54–63] that are typically detrimental in such solid-state systems. Our results put forth definitive possibilities in harnessing the inherent sensitivity of resonant tunneling for solid-state quantum metrology with potential applications, especially, in the sensitive detection of small induced Zeeman effects in quantum material heterostructures.
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II. SETUP AND FORMULATION

A. The Magnetoresistive setup

The device setup schematized in Fig. 1(b) and Fig. 1(c) consists of a long 1-D nanowire with an embedded barrier region, facilitated electrostatic gating. The embedded region consists of three rectangular barriers with heights \( V_{B1} \), \( V_{B2} \), \( V_{B3} \) and the total width being \( d_2 \) and the width of the middle region being \( d_1 \). The middle region features a magnetic field \( B \) along \( \hat{z} \), which models for instance a weak Zeeman splitting that is to be estimated precisely, denoted by \( V_Z = g \mu_B B \). This multi-terminal setup is a 1-D proof-of-concept which is quite realizable using 1-D nanowires or 2-D structures with multiple gates [43–45] and has been quite intensely pursued [43–45], especially in situations where induced Zeeman effects occur in localized regions.

We can now define the channel Hamiltonian as follows

\[
\hat{H} = \begin{cases} 
\left( \frac{p^2}{2m} + V_{B1} \right) \mathbb{I} - \frac{V_Z}{2} \sigma_z & |y| \leq \frac{d_1}{2} \\
\left( \frac{p^2}{2m} + V_{B2} \right) \mathbb{I} & \frac{d_1}{2} < |y| \leq \frac{d_2}{2} \\
\left( \frac{p^2}{2m} \right) \mathbb{I} & |y| > \frac{d_2}{2}
\end{cases}
\]

\[ (2) \]

The Hamiltonian can be written as \( \hat{H} = \hat{H}_0 \mathbb{I} + \theta \hat{H}_1 \sigma_z \) where \( \hat{H}_0 \) and \( \hat{H}_1 \) are spatial Hamiltonians and \( \theta = V_Z / 2 t_0 \). The Zeeman splitting is only in the region where \( \hat{H}_1 \) is non-zero. As depicted in Fig. 1(a), the incident beam of electrons are \( +\hat{x} \) spin polarized. The expectation value \( \langle \sigma_Y \rangle \) gives us a signal in relation to \( \theta \) that depicts the precession of the spin. Our simulations are conducted with the following parameters: hopping energy \( t_0 = 3.875 \) eV, \( d_1 = 40 \) nm and \( d_2 = 80 \) nm.

We use two normal metallic contacts (NM) on the ends of the channel to manipulate reflections in order to make the correct post-selection and the detection of the transport signal feasible [49]. The ferromagnetic contact \( FM1 \) introduces \( \hat{x} \)-polarized electrons facilitated via the bias situation. The current readouts are taken at the ferromagnetic contact \( FM2 \). The alignment of \( FM2 \) is along \( \pm \hat{y} \). We denote the current readout from \( FM2 \) in \( \pm \hat{y} \) as \( I_{\pm FM2} \).

B. Weak-values and sensing

The estimation task at hand is described in Fig. 1(a). Using pre-selection and post-selection of quantum states,
one can obtain measurement outcomes outside of the eigenspectrum which can be explained using the concept of weak-values [64, 65]. This treatment uses a quantum mechanical pointer which gives the measurement outcomes after being coupled to the system using a von Neumann interaction scheme. The relevance of these results have been discussed with examining how weak measurement cannot be treated as a measurement in a true sense [66].

A simpler treatment to weak-values can be found via a perturbative approach [3, 12, 67]. For an operator $\hat{A}$, the $n^{th}$ order weak-value is defined to be $A^w_n = \langle \hat{A}^n | i \rangle / \langle f | i \rangle$, where $| i \rangle$ is the initial state and the post selection is done with state $| f \rangle$. We define $P = \langle f | i \rangle$ and $\mathcal{P} = \langle f | \hat{U} | i \rangle$ where $\hat{U} = \exp(i \hat{A})$. We can treat $\epsilon$ as a small parameter and perform a Taylor expansion for $\hat{U}$ and obtain

$$\frac{\mathcal{P}}{P} = 1 + 2 \epsilon \text{Im} A_w - \epsilon^2 [\text{Re} A_w^2 - |A_w|^2] + O(\epsilon^3).$$

(3)

To ensure the validity of the weak interaction regime, the quantity $2 \epsilon \text{Im} A_w$ must be much larger in magnitude than the sum of all the higher order corrections that follow, which puts a limit to increasing the sensitivity using weak-values [65].

### C. Transport formulation

To model the terminal current readout at FM2, we employ the Keldysh non-equilibrium Green’s function (NEGF) technique [55, 56, 68, 69], whose specific implementation for related setups is elaborated in the Appendix of Ref. [49]. We go over the brief procedure as follows. The electron correlator is defined as $G^a = -i G^< = G^r \Sigma^{in} G^a$, where $G^<$ is the lesser Green’s function. Here, the retarded Green’s function, $G^r = [E - \hat{H} - \Sigma]^{-1}$, where $\hat{H}$ is the channel Hamiltonian, $\Sigma$ is the sum of all self-energies, and $\Sigma^{in}$ is the in-scattering function. The quantity $G^a$ is the hermitian conjugate of $G^r$ [62]. The terminal currents are then defined as $I^\pm_{FM2} = \text{Tr}(\Gamma^\pm_{FM2} G^a)$. For a $\pm \hat{y}$-polarized contact, the expression for the broadening function $\Gamma^\pm_{FM2}$ is a matrix that is only non-zero in the submatrix for the position of the FM2 contact on the channel where it takes on value $-i0 e^{ikz} (\mathbb{I} + \sigma_y) / 2$. Given that $\rho = G^a / \text{Tr}(G^a)$, current measurements of $I^\pm_{FM2}$ are proportional to the probabilities for $\pm \hat{y}$-polarization at the position of the FM2 contact as is apparent from the form of its expression.

We now define our primary magnetoresistance signal, $D_Y$, which is obtained out of the current readouts from the contact FM2 when it is $\pm \hat{y}$ polarized and defined as

$$D_Y = \frac{I^+_e_{FM2} - I^-_{FM2}}{I^+_e_{FM2} + I^-_{FM2}}. \quad (4)$$

From our physical understanding of the current measurements, the signal $D_Y$ is proportional to the average value $\langle \sigma_y \rangle$. Let $|\psi\rangle$ be an eigenstate of $\hat{H}_0$ with an energy $\epsilon(k)$ and $|\psi^\pm\rangle$ is the scattered wavefunction obtained for Hamiltonian $\hat{H}_0 \pm \hat{H}_1$. The scattered waves can be calculated using the equilibrium Green’s function $G_0$ evaluated from $\hat{H}_0$ [70, 71]. We define $|f\rangle$ as the momentum eigenstate with wave-vector $k$ multiplied by a Heaviside function to make it zero everywhere except to the right of the barrier. By taking the Born approximation, the first order approximation for $D_Y$ is as follows (see Appendix A for a more detailed discussion) :

$$D_Y = -\frac{V_Z}{2\hbar_0} \text{Im} \left( \left( \frac{\langle f | \hat{G}_0 \hat{H}_1 | \psi \rangle}{\langle f | \psi \rangle} \right) + O(\theta^2) \right). \quad (5)$$

This elucidates that amplifying the imaginary part of the weak-value for $G_0 \hat{H}_1$ can boost the sensitivity of $D_Y$ with respect to $\theta$. This weak-value also has physical relevance as a form of the tunneling time as explored in [48]. It has been established that $D_Y = -\omega_L T_Y$ where $T_Y$ is a real part of the weak-value of the barrier potential [48, 49] which can be proven to be equivalent to (5). This notion can be generalized in the case of more complicated barriers which would only change the Green’s function $G_0$, while $H_1$ takes into account the localized Zeeman splitting.

### D. Quantum Fisher information

The task of quantum sensing is fundamentally a parameter estimation task and the QFI is a very relevant figure-of-merit [17, 18]. In a general estimation task, a set of measurements are performed on a parameterized state to retrieve information on the parameters. We focus on the single parameter case, relevant to our setup. The symmetric logarithm derivative [20, 72], denoted as $\mathcal{L}_\theta$, for the estimation task for a parameterized state $\rho_\theta$ is defined by the equation $\partial_\theta \rho_\theta = \frac{1}{2} (\mathcal{L}_\theta \rho_\theta + \rho_\theta \mathcal{L}_\theta)$. The QFI denoted by $\mathcal{H}$, is defined as $\mathcal{H} = \text{Tr}(\mathcal{L}_{\theta_0}^2)$, where $\theta_0$ will always be bounded above by the maximum eigenvalue of the operator $\mathcal{L}_{\theta_0}^2$.

Given $\partial_\theta \rho_\theta$ and $\rho_\theta$, we can find $\mathcal{L}_\theta$ as a solution to a continuous Lyapunov equation [72]. As established in the previous section, we can write the density matrix $\rho = G^a / \text{Tr}(G^a)$. We define the parameter to estimate as $\theta$ where $V_Z = \theta t_0$. From this, we can use the NEGF equations to obtain the expressions

$$\hat{L} = \hat{H}_1 G^r - \frac{\text{Tr}(H_1 G^r G^a)}{\text{Tr}(G^a)} \mathbb{I}, \quad (6)$$

$$\partial_\theta \rho = \hat{L} \rho + \rho \hat{L}^\dagger. \quad (7)$$

The classical Fisher information (CFI) [19] for this parameterized state can also be obtained by using the current measurements $I^\pm_{FM2}$ to define a classical probability distribution since currents at the FM2 contact behave
Figure 2. Resonant enhancement in the transport signal. (a) Contour plot depicts the dependence of the signal $D_Y$ with respect to the Zeeman splitting energy $V_Z$. The signal is significantly amplified at the resonant tunnelling wave-vectors as can be seen by the two sharp peaks in the contour. (b) The values of the signal at the resonant values shows a very large amplification for small values of the $V_Z$.

like a positive operator-valued measure (POVM) for measurements along $+\hat{y}$ and $-\hat{y}$ (see discussion in Appendix C). Since we obtain current measurements from the contact, they will be in ratio of the probabilities obtained from this POVM, which can be used for ascertaining the CFI. More discussions on obtaining the CFI and QFI can be found in Appendix B and Appendix D.

We denote the CFI as $H_c$ which is dependent on the POVM set that is chosen. The QFI can be equivalently defined as the maximal CFI over all POVMs, hence $H_c \leq H$ [17]. The quantum Cramér-Rao bound [73, 74] gives us a minimum bound on $\Delta \theta$ where $\theta$ is an unbiased estimator for $\theta$ for $M$ repetitions of the measurements. Picking a better POVM will result in a better $H_c$, which gives a better bound on $\Delta \theta$, as seen by the inequality

$$\langle \Delta \theta \rangle^2 \geq \frac{1}{M H_c} \geq \frac{1}{M H}. \quad (8)$$

Another common metric for the performance is that of the signal to noise ratio [75]. This is linked to the QFI using a measure defined as $R_\theta = \theta^2 / \Delta \theta$. From (8), we get $R_\theta = \leq \theta^2 H$. The quantity $\theta^2 H$ is also referred to as the estimability of the parameter [18]. Our setup has practically unlimited repeated measurements since we obtain steady state current measurements. Since our signal is proportional to our parameter and the measurements are uncorrelated, $R_\theta$ would scale linearly with $N$ with $N$ probes. In what is known as the Heisenberg limit, the scaling of $R_\theta$ goes as $N^2$ which is not possible here since that would require correlations between the probes [76–78].

III. RESULTS

A. Response of the sensor and the quantum Fisher information

The signal $-D_Y$ obtained for a Zeeman splitting of $V_Z = t_0/5000$ is depicted in Fig. 1(d) and this shows us three values of the wave-vector $k$ where the signal is very clearly amplified. The wave-vector $k_3$ has a higher energy than $V_B^2$ which does not correspond to resonant tunneling. Additionally, we plot the QFI $H$ and note that at the same values of $k$, the QFI is much larger, which ascertains that they can perform better sensing as well. We further explore how the signal $-D_Y$ varies with $V_Z$ to understand its response in Fig. 2.

The three values of the wave-vector $k$ where the signal has a much higher proportionality with the Zeeman splitting is depicted in Fig. 2(a). As we would expect for a small $V_Z$, the signal $D_Y$ shows a linear response which is captured in Fig. 2(b) for the $k_1$, $k_2$ and $k_3$. However, for values of $V_Z > 10^{-3}$ eV, it can be seen that the response stops being linear as can be noted from Fig. 2(a). The value of $-D_Y$ actually begins to dip for $k_1$ after it hits the maximum possible value of 1. To understand the response in this range would require taking into account as the effects of higher orders of $\theta = V_Z/t_0$ in our signal [3, 12, 67].

We also compare the QFI with both the CFI and the maximum possible QFI in Fig. 3. From these results, we can infer that at the resonant tunneling wave-vectors, $H_c$ is closest to $H$ which in turn is closest to the maximum value it can possibly attain (see Fig. 2(a) and Fig. 2(c)). Another inference is that our modified barrier setup outperforms the single barrier setup by a very large margin at the resonant tunneling wave-vectors (see Fig. 2(b) and Fig. 2(d)). This shows that our sensor has the potential to give estimates with a near optimal error margin.
Figure 3. QFI and CFI of the parametrized state in the setup. (a) Comparison between the QFI of the resonant tunneling setup (labelled $H_{\text{resonant}}$) to the maximum possible QFI for the same setup (labelled max($H_{\text{resonant}}$)). This demonstrates that the QFI approaches closely the limiting value close to a resonant tunneling wave-vector, say, $k_2$ (see inset). (b) Comparison of QFI for resonant tunneling setup to the QFI for the single barrier setup (labelled $H_{\text{single}}$). It can be seen that the resonant tunneling setup clearly outperforms the single barrier setup. (c) Comparison between the CFI (labelled $H_{\text{c, resonant}}$) and the QFI of the resonant tunneling setup. We notice that the CFI almost approaches the QFI for resonant tunneling wave-vectors (see inset for $k_1$). (d) Comparison between the CFI of the resonant tunneling setup and the single barrier setup $H_{\text{c, single}}$, again demonstrating that the resonant tunneling setup outperforms the single barrier setup even here.

B. Channels with dephasing

Solid-state systems are prone to dephasing interactions, typically categorized as pure-phase, phase and momentum and spin relaxations. The dephasing interactions that arise for pure-phase relaxation are usually electron-electron interactions. The interactions for momentum and phase relaxation are via fluctuating local non-magnetic impurities and that for spin relaxation are via magnetic impurities. These can be accounted for in the Keldysh NEGF method by adding the appropriate self-energies [49, 54–63].

We define a scattering self-energy and the related in-scattering self-energy in the following matrix form [62, 79]

$$[\Sigma^{r/s}_{\alpha\beta}]_{ij} = D_{ijkl}[\mathbf{G}^{r/s}]_{kl}. \quad (9)$$

Here $D_{ijkl}$ is a rank-4 tensor which describes the spatial correlation between impurity scattering potentials [62]. For pure-phase dephasing interactions, the tensor takes the following form characterized by interaction strength

$$D_P = D_{ijkl}\delta_{ik}\delta_{jl}. \quad (10)$$

Here $\delta_{ij}$ is the Kronecker delta function. The corresponding tensor for momentum dephasing with strength $D_M$ is as follows

$$D_{ijkl} = D_M\delta_{ij}\delta_{ik}\delta_{jl}. \quad (11)$$

The self-energies are then evaluated under the self-consistent Born approximation [62]. It must be noted that both of these interactions do not affect spin, and hence do not affect the measurement setup. Accounting for spin dephasing effects will destroy the signal since the the setup is heavily dependent on spin coherence [49]. Figure 4 depicts the simulation results for both

Figure 4. Effects of phase relaxation and momentum relaxation. (a) Results for the resonant tunnelling setup with non-zero values of $D_P$ which causes pure-phase dephasing, and (b) the results with non-zero values of $D_M$ which cause momentum + phase relaxation

Figure 5. Magnetoresistance signal with pure-phase relaxation and momentum relaxation. The above graph shows the ratio between $D_M$ and $V_Z$ showing that the response is not perfectly linear like in the absence of dephasing. They become almost perfectly linear following a certain value of $V_Z$.

$$D_P = D_M = 10^{-4}\text{eV}^2,$$

$$D_P = 3 \times 10^{-4}\text{eV}^2,$$

$$D_M = 10^{-4}\text{eV}^2,$$

$$D_M = 3 \times 10^{-4}\text{eV}^2,$$

$\delta_{ij}$ is the Kronecker delta function. The corresponding tensor for momentum dephasing with strength $D_M$ is as follows

$$D_{ijkl} = D_M\delta_{ij}\delta_{ik}\delta_{jl}. \quad (11)$$

The self-energies are then evaluated under the self-consistent Born approximation [62]. It must be noted that both of these interactions do not affect spin, and hence do not affect the measurement setup. Accounting for spin dephasing effects will destroy the signal since the the setup is heavily dependent on spin coherence [49]. Figure 4 depicts the simulation results for both
pure phase and momentum dephasing. Both of these effects broaden the peaks, as would be expected, but with important qualitative differences. Figure 5 shows the results of simulating a channel with $D_M = 10^{-4} t_0^2$ and $D_P = 3 \times 10^{-6} t_0^2$, which correspond to typical impurity strengths encountered in 1-D channels. The linear behavior fails if we go below a Zeeman splitting less than $10^{-9} \text{ eV}$. There is a reduction in the slopes of this linear behavior compared to the slopes for the signals given by a clean channel. This reduction is not too large and still has the slope of the same order as can be deduced from Fig. 5.

IV. CONCLUSION

We proposed a spintronic device platform to realize weak-value enhanced quantum sensing. The setup estimates a very weak localized Zeeman splitting by exploiting a resonant tunneling enhanced magnetoresistance readout. We established that this paradigm offers a nearly optimal performance with a quantum Fisher information enhancement of about $10^4$ times that of single high-transmissivity barriers. The obtained signal also offers a high sensitivity in the presence of dephasing effects typically encountered in the solid state. These results, we believe, put forth definitive possibilities in harnessing the inherent sensitivity of resonant tunneling for solid-state quantum metrology with potential applications, especially in the sensitive detection of small induced Zeeman effects [43–45] in quantum material heterostructures.
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Appendix A: 1-D scattering and weak-values

We define the Hamiltonian of electrons in terms of spatial Hamiltonians $\hat{H}_0$ and $\hat{H}_1$ and some small dimensional parameter $\theta$ as

$$\hat{H} = \hat{H}_0 \otimes I + \theta \hat{H}_1 \otimes \sigma_z. \tag{A1}$$

Let us look at the spectrum of scattering states with this Hamiltonian. We define a purely spatial scattering state $|\psi\rangle$ as follows

$$\hat{H}_0 |\psi\rangle = \varepsilon |\psi\rangle. \tag{A2}$$

This will get scattered further due to the $\theta \hat{H}_1 \otimes \sigma_z$ part. Let us now define $|\psi_\pm\rangle$ as the spatially scattered states for the up-spin and the down-spin channels respectively, expressed as

$$|\psi_\pm\rangle = |\psi\rangle \pm \frac{\theta \hat{H}_1}{\varepsilon - H_0} |\psi\rangle = |\psi\rangle \pm \hat{G}_0(\varepsilon) \theta \hat{H}_1 |\psi\rangle. \tag{A3}$$

Here $\hat{G}_0$ is the equilibrium isolated Green’s function of the Hamiltonian $\hat{H}_0$. By the general convention, the Green’s function is defined as $\hat{G}_0(\varepsilon) = [\varepsilon - \hat{H}_0 \pm i\eta]^{-1}$ with the plus and minus choice representing the retarded or the advanced Green’s function. This choice will be largely irrelevant to how we use this operator since it is never acted on an eigenstate directly. For the sake of convention, all mentions of $\hat{G}_0$ will be of the retarded Green’s function which has a more physical relevance [71].

We now define $|f\rangle$ as a part of $|\psi\rangle$ which is after scattering [48]. If we assume that the incident wave is $|\psi\rangle \otimes |+\rangle$, the scattered wave is $\left(|\psi_+\rangle |+\rangle + |\psi_-\rangle |-\rangle\right)/\sqrt{2}$. We can evaluate the expectation value $\langle \sigma_y \rangle$ for the part on the left of the scattering section (including barriers in $\hat{H}_0$) as follows

$$\langle \sigma_y \rangle = \frac{i \langle \psi_+ | f \rangle \langle f | \psi_+ \rangle - i \langle \psi_- | f \rangle \langle f | \psi_- \rangle}{|\langle \psi_+ | f \rangle|^2 + |\langle \psi_- | f \rangle|^2}. \tag{A4}$$

The problem of 1-D scattering has been dealt with in more depth in Ref. [80]. To make a qualitative argument of the proportionality to the weak-value, we can choose to use the Born approximation. This gives $|\psi_\pm\rangle \approx |\psi\rangle \pm \theta \hat{G}_0 \hat{H}_1 |\psi\rangle$ which then helps to simplify (A4) to the following form

$$\langle \sigma_y \rangle = i \theta \left( \frac{\langle \psi | f \rangle \langle f | \hat{G}_0 \hat{H}_1 |\psi\rangle - \langle \psi \hat{H}_1 \hat{G}_0 | f \rangle \langle f | \psi \rangle}{\langle \psi | f \rangle \langle f | \psi \rangle + \theta^2 \langle \psi \hat{H}_1 \hat{G}_0 | f \rangle \langle f | \hat{G}_0 \hat{H}_1 |\psi\rangle} \right) + O(\theta^2). \tag{A5}$$

Notably the first order term is simply the weak-value of $\hat{G}_0 \hat{H}_1$. To actually evaluate this, we must note that $\hat{H}_1$ is only non-zero in the region of the middle barrier. We can then act the Green’s function on $\langle f |$ and we will finally get an integral which is only in the spatial region of the middle barrier as described in [48].

An important insight this calculation gives us is that due to the form of $\hat{G}_0 \hat{H}_1$ for 1-D barriers, we can have a case where the weak-value has an amplified value for the choice of $|\psi\rangle$ which has full transmission (hence maximum $\langle f | \psi \rangle$) as is observed in our results as well.

Appendix B: Quantum Fisher information for the setup

In this section, we will work out the expression for the quantum fisher information which we can obtain out of or resonant tunneling setup. The Hamiltonian is defined in equation (2). We wish to estimate $\theta$ to measure Zeeman splitting. This is also a problem that has been studied
in context of quantum walks for 1-D scattering [70]. We define the following position Hamiltonians

\[ \hat{H}_0 = \begin{cases} \frac{\hat{r}^2}{2m} + V_{B1} & |\hat{r}| \leq \frac{d_1}{2} \\ \frac{\hat{r}^2}{2m} + V_{B2} & |\hat{r}| > \frac{d_2}{2} \end{cases} \]  

(B1)

\[ \hat{H}_1 = \begin{cases} t_0 & |\hat{r}| \leq \frac{d_1}{2} \\ 0 & |\hat{r}| > \frac{d_2}{2} \end{cases} \]  

(B2)

For spin up (or spin down) particles, the effective Hamiltonian is \(\hat{H}_0 + i\theta \hat{H}_1\) (or \(\hat{H}_0 - i\theta \hat{H}_1\)). One of the defined Green’s function based on the number of particles in the channel is the \(G^n\) function defined in terms of the advanced and retarded Green’s functions as \(G^n = G^r \Sigma_{in} G^a\). We obtain, \(\rho = G^n / \text{Tr}(G^n)\) and so we can see the following on taking a partial derivative with respect to our parameter:

\[ \frac{\partial G^n}{\partial \theta} = \frac{\partial G^r}{\partial \theta} \Sigma_{in} G^a + G^r \Sigma_{in} \frac{\partial G^a}{\partial \theta} \]  

(B3)

Now we must note that the retarded green’s function is defined as follows

\[ G^r = [(E+i\eta)\mathbb{I} - H_0 \otimes \mathbb{I} - \theta \Sigma_2 \otimes \mathbb{I} - \Sigma_L - \Sigma_R - \Sigma_{F1} - \Sigma_{F2}]^{-1}. \]  

(B4)

From this we can find the partial derivative of \(G^r\) with respect to the parameter \(\theta\).

\[ \frac{\partial G^r}{\partial \theta} = -H_1 \times (G^r)^2 = H_1 G^r \times G^r \]  

(B5)

Hence if we define \(L = H_1 G^r\) we can clearly see that the following holds

\[ \frac{\partial G^n}{\partial \theta} = LG^n + G^n L^\dagger \]  

(B6)

We must now also account for the fact that \(G^n\) must be normalized to give the expression of the density matrix.

\[ \frac{\partial \rho}{\partial \theta} = \frac{\partial}{\partial \theta} \frac{G^n}{\text{Tr}(G^n)} \]

\[ = \frac{1}{\text{Tr}(G^n)} \frac{\partial G^n}{\partial \theta} - \frac{G^n}{\text{Tr}(G^n)^2} \text{Tr} \left( \frac{\partial G^n}{\partial \theta} \right) \]

\[ = \left( L - \frac{\text{Tr}(LG^n)}{\text{Tr}(G^n)} L \right) \rho + \rho \left( L^\dagger - \frac{\text{Tr}(G^n L^\dagger)}{\text{Tr}(G^n)} L \right) \]  

(B7)

\[ \text{Tr}(A^\dagger) = ((\text{Tr}(A))^\dagger)^\dagger \text{ hence if we define } \tilde{L} \text{ as follows:} \]

\[ \tilde{L} = L - \frac{\text{Tr}(LG^n)}{\text{Tr}(G^n)} \mathbb{I}, \]  

(B8)

we can write the following expression

\[ \frac{\partial \rho}{\partial \theta} = \tilde{L} \rho + \rho \tilde{L}^\dagger. \]  

(B9)

This may look a lot like the expression of QFI defined in terms of a symmetric logarithmic derivative [17]. The operator \(\tilde{L}\) isn’t Hermitian hence fails to be a symmetric logarithmic derivative. In general QFI is defined as the following for density matrix \(\rho = \sum \lambda_i |i\rangle \langle i| \)

\[ \mathcal{H} = \sum_{i,j,\lambda_i,\lambda_j \neq 0} 2 \text{Re} \left( \langle i | \partial \lambda_i |i| \partial \lambda_j |j| \langle j | \partial \lambda_j |j| \partial \lambda_i |i\rangle \right) / \lambda_i + \lambda_j \]  

(B10)

If \(\partial \lambda_i \rho = \tilde{L} \rho + \rho \tilde{L}^\dagger\), then \(\langle i | \partial \lambda_i |i| \partial \lambda_j |j\rangle = \lambda_i \langle i | \tilde{L} \rho |i\rangle \langle i | \tilde{L}^\dagger |j\rangle\). Hence if \(\rho\) is pure we get the following (let \(\rho = |\psi\rangle \langle \psi|\)).

\[ \mathcal{H} = \text{Re} \left( \langle \psi | \tilde{L}^\dagger \rho |\psi\rangle \langle \psi | \tilde{L} \rho |\psi\rangle \right)^2 \]

\[ = \text{Tr}(\tilde{L} \rho \tilde{L}^\dagger) \]  

(B11)

It is a known result that QFI maximizes when we have \(\rho_0\) being a pure state.

It is easy to see that based on this we have

\[ \mathcal{H} \leq \text{max(eigenvalues}((\tilde{L} + \tilde{L}^\dagger)^2)) \]  

(B12)

Appendix C: Current measurement as a strong measurement

The act of obtaining currents at the ferromagnetic contacts gives the statistics for the spin expectation values. This is due to the fact that the ferromagnetic contact, if aligned along a certain direction, will give a current readout proportional to the population of spins aligned in that particular direction [49]. This can be established in the NEGF formulation. The current readouts are from the \(FM2\) contact at \(\pm \hat{y}\) orientation. The current values come out to be as follows

\[ I_{FM2}^\pm = \text{Tr}(\Gamma_{FM2} G^n) \]

\[ = -2i \theta \sin(ka) \text{Tr}(G^n) \text{Tr} \left( \frac{(I + \sigma_y) \delta f_2 f_2}{2} \right) \]  

(C1)

The quantity \(\text{Tr}((I \pm \sigma_y) \rho / 2)\) is simply the probabilities for the POVM set of \(\{ (I + \sigma_y) / 2, (I - \sigma_y) / 2 \}\). An additional point to note is that our post-selection measurement is looking at one point in the whole region which lies to the right of the barrier region (electrons are injected from the left of the barrier). The reason it is only one point is since the current readout only occurs at a specific point in the 1-D nanowire. This has no change on the expectation value of \(\sigma_Y\) since this will have to be same all over the whole region which lies to the right of the barrier region.

Hence what we use as the expectation value of \(\sigma_Y\) is the same as the expression we obtain by considering a complete post-selected region in equation (A4) since the spin part of the wavefunction is the same everywhere on the right of the barrier. For any 1-D scattering problem,
all changes only occur at the boundaries, hence by looking at one point we can get the relevant information for the whole post-selected region.

Appendix D: Classical Fisher information for the setup

As we have established previously, we take the current readouts to behave as probabilities for the POVM set \(\{ (1 + \sigma_y)/2, (I - \sigma_y)/2 \} \). There are a few issues with taking this as a direct interpretation since the state \(\rho\) is ultimately dependent on the polarization of \(FM2\) (see equation (B4)) hence is slightly different depending on whether it is \(+\hat{y}\) or \(-\hat{y}\). We first define the probabilities \(p_\pm\) as

\[
p_\pm = \frac{\text{Tr} \left( \left( \frac{1 + \sigma_y}{2} \right)^{\frac{1}{2}} \mathbf{G}^n \right)}{\text{Tr}(\mathbf{G}^n)}.
\]

We must note that these probabilities are only looking at a certain lattice point corresponding to the contact \(FM2\). Hence we actually need to define conditional properties since those are the actual probabilities we get \(\pm\hat{y}\) polarization electrons detected on the other end. Hence let \(\tilde{p}_\pm = p_\pm/(p_+ + p_-)\). From this, the CFI is simply given as follows.

\[
\mathcal{H}_c = \frac{(\partial \tilde{p}_+)^2}{\tilde{p}_+} + \frac{(\partial \tilde{p}_-)^2}{\tilde{p}_-} \tag{D2}
\]

The expression of this can be easily evaluated using equation (B6).
