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Abstract

We develop a new approach for estimating average treatment effects in observational studies with unobserved group-level heterogeneity. In such settings, a common empirical strategy is to use linear fixed-effect specifications estimated by least squares. We make two observations about this approach. First, the fixed-effect regression controls for differences between groups only by adjusting linearly for the average values of covariates and treatments. Second, weighting by the inverse of the propensity score would also remove biases for comparisons between treated and control units under the fixed effect setup. We develop three generalizations of the fixed effect approach based on these observations. First, we suggest using flexible adjustments for the average covariate values. Second, we propose robustifying the estimators by using inverse propensity score weighting. Third, we consider adjustments for group characteristics beyond average covariate values. In practice, we recommend researchers use all three generalizations.
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1 Introduction

A common specification for regression functions when estimating causal effects with grouped or clustered data is a fixed effect specification:

\[ Y_i = \alpha_{C_i} + W_i \tau + X_i^\top \beta + \varepsilon_i, \]  

(1.1)

where \( C_i \in \{1, \ldots, C\} \) indicates which cluster a unit belongs to, and the \( \alpha_c \) are the cluster fixed effects (see Wooldridge [2010], Angrist and Pischke [2008] for textbook discussions). The regression function is typically estimated by least squares. The coefficient \( \tau \), interpreted as the causal effect of the treatment or causal variable \( W_i \) (binary through most of this paper), is the object of interest. The fixed effects \( \alpha_c \) are intended to capture unobserved differences between the clusters. The motivation for including them in the regression is that their presence improves the credibility of a causal interpretation of the least squares estimator (e.g., Arellano [2003], Angrist and Pischke [2008]). Inference for \( \tau \) is often based on asymptotic approximation with the growing number of clusters and fixed number of units per cluster. This specification is popular in empirical work where the clusters may correspond to states, cities, SMSAs, classrooms, birth cohorts, firms, or other geographic or demographic groups.

The popularity of the fixed effect specification may be due partly because it appears to account for differences between clusters in a flexible way. However, the specification in (1.1) embodies multiple assumptions. It is not immediately clear which ones are critical and which ones are not, or how the latter can be relaxed. In the current paper, we unpack these assumptions in a novel way allowing the researcher to make more informed specification choices. We focus on three issues. First, the specification in (1.1) assumes a constant treatment effect. In practice, there is likely heterogeneity in treatment effects. This is important for the interpretation of the fixed effect estimator. We show that, in general, the average effect of the treatment is not point-identified. We then characterize the estimand corresponding to the fixed effect estimator under general treatment-effect heterogeneity and demonstrate that it estimates, under some conditions, a weighted average treatment effect. The weights depend in a somewhat unusual way on the sampling scheme. Second, the typical assumptions motivating the specification in (1.1) always validate within-cluster comparisons of treated and control units with the same covariates. However, these assumptions implicitly validate some, but not all, cross-cluster comparisons of treated and control units with the same covariates. We clarify precisely which cross-cluster
comparisons are validated by the fixed effect specification and how the researcher can control directly which cross-cluster comparisons have causal interpretations. This is critical in grouped data settings because often, there are too few units within clusters to make inferences relying solely on within-cluster comparisons sufficiently precise. Third, the fixed effect specification embodies functional form restrictions. We show how to relax these functional form assumptions.

We focus on formal results for the case with a modest number of units per group. In particular, we discuss settings where the group size is not large enough to carry out a two-stage procedure where we first estimate the effects entirely within clusters by flexibly adjusting for covariates, followed by averaging over the clusters. In other words, we need to rely on comparisons of treated and control units in different clusters, and there is concern that accounting for the cluster differences solely through additive fixed effects is not sufficient to adjust for all relevant differences (e.g., Altonji and Matzkin [2005], Imai and Kim [2019]).

2 Unconfoundedness within Clusters, Two Observations and A Simple Example

In this section, we give intuition for the main results and insights of the paper through an informal discussion in some special cases. In Section 3 we present a more formal discussion of the general case. We start in this section by making two observations about the fixed effect estimator that suggest a way to relax the functional form assumptions. Next, we discuss two versions of a simple example with two units per cluster. This serves to make some points about the interpretation of the estimand and the validation of particular cross-cluster comparisons.

2.1 Unconfoundedness within Clusters

A key assumption underlying most cluster analyses is that assignment is unconfounded within the clusters. Suppose each unit $i$ is characterized by a pair of potential outcomes, $(Y_i(0), Y_i(1))$, and is assigned to a binary treatment $W_i$. For each unit we also observe a cluster $C_i$ that this unit belongs to. In the absence of individual-level covariates, we can express cluster unconfoundedness in the following way:

$$W_i \perp \perp (Y_i(0), Y_i(1)) \mid C_i.$$  \hspace{1cm} (2.1)
This assumption validates comparisons between treated and control units within clusters. In addition we make the common assumption that units within a cluster are exchangeable.

We focus here on the case where for all clusters in the sample we observe the same number of units per cluster. Then cluster unconfoundedness implies the following conditional independence restriction:

\[ W_i \perp (Y_i(0), Y_i(1)) \mid W_c, \]

where \( W_c \) is the share of treated units in cluster \( c \). This unconfoundedness condition implies that we can combine clusters with the same value for \( W_c \). This does not immediately have a lot of empirical content. To see this, consider the special case with two units per cluster. This implies there are three values for \( W_c \), namely 0, 1/2, and 1. If \( W_c = 0 \) or \( W_c = 1 \), the combined set of clusters has only control units or only treated units, so there is no basis to estimate treatment effects. If we look at a set of clusters with \( W_c = 1/2 \), comparing treated and control units gives us an average of within-cluster comparisons of treated and control units, which were validated already by (2.1).

Despite the lack of empirical content, there are two critical insights in going from (2.1) to (2.2). Both insights are about operationalizing the notion that some clusters are more similar than others, which is absent in (2.1). Because the conditioning in (2.1) is on an unordered discrete characteristic, there is no distance metric to make the case that cluster \( c \) is closer to cluster \( c' \) or to cluster \( c'' \). In contrast, (2.2) allows for the establishment of such a metric. The first insight is directly about smoothing. Based on (2.2) we now do have a meaningful distance metric: a cluster \( c \) with \( W_c = 0.10 \) is closer to cluster \( c' \) with \( W_{c'} = 0.11 \) than it is to cluster \( c'' \) with \( W_{c''} = 0.50 \). The second insight is even more central to the current paper. It allows us to find a middle ground between conditioning on the full set of cluster indicators and not conditioning on the clustering indicators at all. This insight depends on the presence of covariates. In that case, there is an extension of the equivalence result between (2.1) to (2.2) where conditioning on the cluster indicator \( C_i \) and the covariates \( X_i \) is equivalent to conditioning on \( X_i \) and a set of cluster-level averages. Specifically, in the single binary covariate case cluster unconfoundedness

\[ W_i \perp (Y_i(0), Y_i(1)) \mid X_i, C_i. \]
is (given independence of the units within a cluster), equivalent to

\[ W_i \perp \perp \left( Y_i(0), Y_i(1) \right) \mid X_i, \overline{W}_C, \overline{X}_C, \overline{WX}_C. \] (2.4)

The advantage of (2.4) is that it allows us to consider stronger conditions where conditioning on only a subset of \((X_i, \overline{W}_C, \overline{X}_C, \overline{WX}_C)\) is sufficient to remove the dependence between \(W_i\) and \((Y_i(0), Y_i(1))\). For example by assuming that adjustment for \((X_i, \overline{W}_C, \overline{X}_C)\) is sufficient:

\[ W_i \perp \perp \left( Y_i(0), Y_i(1) \right) \mid X_i, \overline{W}_C, \overline{X}_C, \] (2.5)

or even

\[ W_i \perp \perp \left( Y_i(0), Y_i(1) \right) \mid X_i, \overline{W}_C. \] (2.6)

We discuss in Section ?? whether, and when, it is enough to adjust for some subset of these averages. The point here is that moving from (2.3) to (2.4) allows us at the very least to consider such intermediate cases.

### 2.2 Two Observations

Next we make two observations regarding the fixed effect specification. The first observation is that we can estimate \(\tau\), the coefficient of interest in (1.1), by least squares estimation of an ostensibly different regression function, namely

\[ Y_i = \alpha + W_i \tau + X_i^\top \beta + \overline{W}_C \delta + \overline{X}_C \gamma + \varepsilon_i, \] (2.7)

where \(\overline{W}_c\) and \(\overline{X}_c\) are the cluster averages of \(W_i\) and \(X_i\) in cluster \(c\). This numerical equivalence follows from repeated applications of textbook omitted variable bias formulas. This observation is not new to us. It was first mentioned in Mundlak [1978] in a seminal paper on panel data. The representation in (2.7) suggests viewing the fixed effect regression as adjusting for differences between clusters by adjusting linearly for cluster differences in the cluster averages \(\overline{W}_c\) and \(\overline{X}_c\). That in turn suggest thinking about relaxing the assumption underlying the estimator for \(\tau\) to a functional-form-free unconfoundedness-type assumption common in the program evaluation literature (Rosenbaum and Rubin [1983], Imbens and Wooldridge [2009], Abadie and Cattaneo [2018]). Instead of assuming that the potential outcomes depend linearly on \((X_i, \overline{W}_C, \overline{X}_C)\), one
could assume that nonparametrically conditioning on them removes the dependence between $W_i$ and $(Y_i(0), Y_i(1))$:

$$W_i \perp \perp (Y_i(0), Y_i(1)) \mid X_i, W_{Ci}, \bar{X}_{Ci}. \quad (2.8)$$

The second observation, also inspired by the modern causal inference literature, is that if assignment to treatment is completely random, independent of both covariates and cluster membership, the fixed effect estimator is consistent for the population average treatment effect even if the conditional expectation of the outcome is not not linear in covariates, treatment, and fixed effects. More generally, the difference in outcomes by treatment status is consistent for the average treatment effect as long as we weight the units by the inverse of the propensity score:

$$(\hat{\alpha}, \hat{\tau}) = \arg \min_{\alpha, \tau} \frac{1}{N} \sum_{i=1}^{N} (Y_i - \alpha - W_i \tau)^2 \frac{1}{p(X_i, C_i)^{W_i} (1 - p(X_i, C_i))^{1-W_i}}, \quad (2.9)$$

where $p(x, c) \equiv \text{pr}(W_i = 1|X_i = x, C_i = c)$ is the propensity score. This observation suggests using inverse propensity score weighting as an alternative to outcome modelling to adjust for general group differences. This observation is not straightforward to exploit because consistently estimating the propensity function as a function of the cluster indicator is impossible under asymptotics with a fixed number of units per cluster.

We use these two observations to motivate three distinct modifications of the fixed effect estimation strategy. These three modifications can be used individually or collectively to free up functional form restrictions in the fixed effect approach embodied in (1.1). First, the conditional independence in (2.8) suggest that we can use more flexible specifications for the regression function as a function of the control variables $(X_i, W_{Ci}, \bar{X}_{Ci})$ and the treatment $W_i$. In general we can specify the regression function as:

$$Y_i = g(W_i, X_i, \bar{W}_{Ci}, \bar{X}_{Ci}) + \varepsilon_i,$$

with a parametric or non-parametric specification for $g(\cdot)$ that generalizes the linear additive form in (1.1). These specifications may include higher order moments of the control variables, or interactions with the treatment, or transformations of the linear index. Given estimates of $g(\cdot)$ we can average the difference $\hat{g}(1, X_i, \bar{W}_{Ci}, \bar{X}_{Ci}) - \hat{g}(0, X_i, \bar{W}_{Ci}, \bar{X}_{Ci})$ over the sample to estimate the average treatment effect.
Second, the conditional independence in (2.8) suggest that we can model the propensity score as a function of the control variables \((X_i, W_{C_i}, X_{C_i})\):

\[
e(X_i, W_{C_i}, X_{C_i}) \equiv \text{pr}(W_i = 1|X_i, W_{C_i}, X_{C_i}),
\]

using this instead of \(p(X_i, C_i)\) in (2.9). Once we have estimates of the propensity score, we can use them to develop inverse propensity score weighting estimators. In particular, an attractive approach would be to use the inverse propensity score weighting in combination with a credible specification of the regression function. For example, one could use the conventional fixed effect specification but use a weighted version to make the results more robust to misspecification of the regression function. Such double robust methods have been argued in the recent causal inference literature on unconfoundedness to be more effective than estimators that rely solely on specifying the conditional mean of the outcome given conditioning variables and treatments (e.g., Robins and Rotnitzky [1995], Chernozhukov et al. [2017]).

Third, and this is perhaps the most important conceptual insight in the paper, the representation in (2.7) and the associated unconfoundedness assumption in (2.8) highlight that the fixed effect specification implicitly assumes that the two averages \(W_c\) and \(X_c\) capture all the relevant differences between the clusters. In other words, we can compare treated and control units in different clusters, as long as the clusters have the same values for \(W_c\) and \(X_c\). A natural question is whether these two averages do in fact capture all the relevant differences between clusters. We may wish to consider additional characteristics of the clusters beyond these two averages to improve the comparability of clusters. This is similar to how we build up the propensity score using logistic regression models with an increasingly rich set of covariates (Belloni et al. [2014], Imbens and Rubin [2015]).

In practice our recommendation is to use all three modifications: First choose what cluster characteristics one wishes to include in the analysis, beyond the cluster averages of the covariates and treatment that are included in the standard fixed effect approach. Second, specify a credible conditional mean function including these additional cluster characteristics. Third, estimate the propensity score as a function of individuals and cluster characteristics and combine that with the conditional mean specification to obtain a more robust estimator for the average treatment effect.
2.3 An Example

Next, we discuss two versions of an example, one version with and one without covariates. This example illustrates two themes that will come up repeatedly in our discussion. The first point we make in the no-covariate case is that with heterogeneous treatment effects, one needs to be careful about the definition or interpretation of the estimand. More specifically, under the standard assumptions, the fixed effect estimator is not estimating the population average effect. Instead, it estimates a weighted average treatment effect, with weights depending on the number of units sampled per cluster. The second point we make is that with a single binary covariate the additive specification validates a very particular set of cross-cluster comparisons.

In both versions of the example, we have a population with a large number of clusters, all with the same large number of units. The sampling process has two stages. First, we randomly sample \( C \) clusters from the population of clusters. Second, we sample \( N_c \) units from cluster \( c \) for all the sampled clusters. In addition to outcomes and treatment indicators, for each unit we observe a binary covariate \( X_i \). We focus on the case \( N_c = 2 \), where we sample exactly two units from each cluster. Let \( C_i \in \{1, \ldots, C\} \) be the cluster that unit \( i \) belongs to. Because the number of units in the sample for each sampled cluster is two, \( W_c \), the fraction of treated units in cluster \( c \), can take on three values, \( W_c \in \{0, 1/2, 1\} \). For \( s \in \{0, 1/2, 1\} \), let \( M_s \) denote the number of clusters in the sample with \( W_c = s \). Finally, let \( \tau_c \) be the population average treatment effect within cluster \( c \).

2.3.1 A Simple Example Without Covariates

First, suppose there are no covariates. In this case, the fixed effect estimator has a straightforward form. The estimator reduces to averaging the difference between the treated unit and the control unit over the \( M_{1/2} \) clusters with exactly one treated and one control unit:

\[
\hat{\tau} = \frac{1}{M_{1/2}} \sum_{c: W_c = 1/2} \hat{\tau}_c, \quad \text{where} \quad \hat{\tau}_c = \sum_{i: C_i = c} W_i Y_i - \sum_{i: C_i = c} (1 - W_i) Y_i.
\]

Note that this estimator does not depend on outcomes for clusters with either only treated units \( W_c = 1 \), or clusters with only control units, \( W_c = 0 \). For clusters with \( W_c = 1/2 \), \( \hat{\tau}_c \) is the difference between a treated and a control outcome from the same cluster, so it is a natural, and in fact the only natural, estimator for the average effect within that cluster given that there are
only two units from that cluster in the sample.

The first question is what \( \hat{\tau} \) is estimating in settings with heterogeneous treatment effects under unconfoundedness. The unconfoundedness assumption implies that \( \hat{\tau}_c \) is unbiased for \( \tau_c \) for clusters with \( \overline{W}_c = 1/2 \). The population average treatment effect is \( \tau = \mathbb{E}[\tau_{C_i}] \). Define for \( s \in \{0, 1/2, 1\} \) the weighted average effect

\[
\tau(s) = \mathbb{E}[\tau_{C_i}|\overline{W}_{C_i} = s].
\] (2.10)

This is a critical, though somewhat unusual, object. \( \tau(s) \) is a conditional average treatment effect, but the conditioning depends on the sampling scheme and the assignment mechanism. The overall average effect can be expressed in terms of the \( \tau(s) \):

\[
\tau = \mathbb{E}[\tau_{C_i}] = \text{pr}(\overline{W}_{C_i} = 0)\mathbb{E}[\tau_{C_i}|\overline{W}_{C_i} = 0] + \text{pr}(\overline{W}_{C_i} = 1/2)\mathbb{E}[\tau_{C_i}|\overline{W}_{C_i} = 1/2]
\]

\[
+ \text{pr}(\overline{W}_{C_i} = 1)\mathbb{E}[\tau_{C_i}|\overline{W}_{C_i} = 1]
\]

\[
= \text{pr}(\overline{W}_{C_i} = 0)\tau(0) + \text{pr}(\overline{W}_{C_i} = 1/2)\tau(1/2) + \text{pr}(\overline{W}_{C_i} = 1)\tau(1).
\]

The expected value of \( \hat{\tau} \) conditional on \( \overline{W}_{C_i} \) is \( \tau(1/2) \), and if \( \tau(s) \) varies by \( s \), this means that \( \tau(1/2) \) differs from \( \tau \), and thus that \( \hat{\tau} \) estimates something different from \( \tau \).

To further illustrate what \( \hat{\tau} \) is estimating, let us define the propensity score,

\[ U_{C_i} \equiv \text{pr}(W_i = 1|C_i). \]

Let us assume that it has the following distribution over clusters,

\[ \text{pr}(U_c = u) = 1/3, \ u \in \{0, 1/2, 1\}. \]

In addition, we assume

\[ \mathbb{E}[Y_i(1) - Y_i(0)|U_{C_i} = u] = u^2. \]

In this setup, the overall average treatment effect is \( \tau = \mathbb{E}[Y_i(1) - Y_i(0)] = E[U_{C_i}^2] = 5/12. \)

However, \( \text{pr}(U_{C_i} = 1/2|\overline{W}_{C_i} = 1/2) = 1 \), so that

\[ \tau(1/2) = 1/4. \]

Conditioning on clusters with one treated and one control observation shifts the distribution of
from its marginal distribution to a distribution that puts all the weight on values of \( u \) that make the observation of both a treated and control unit possible. It is easy to see that the interpretation of the fixed effect estimator changes if we change the sampling scheme, e.g., if we sample \( N_c = 3 \) units for each cluster, or if the assignment mechanism changes.

### 2.3.2 An Example With Covariates

Next we generalize the example to allow for the presence of a single binary covariate. Define for each cluster \( c \) and each covariate value \( x \) the average treatment effect:

\[
\tau_c(x) \equiv \mathbb{E}[Y_i(1) - Y_i(0) | X_i = x, C_i = c].
\] (2.11)

Like \( \tau_c \) in the previous subsection, this quantity is well defined for all \((x, c)\) such that \( x \) is in the support of \( X_i \) in cluster \( c \), irrespective of whether the number of units in a cluster is finite or infinite.

For any statistic \( S : \mathbb{X} \times \{0, 1\} \rightarrow \mathbb{R}^d \), let \( \overline{S}_c \) denote the average of \( S(X_i, W_i) \) over the units in the sample in cluster \( c \). Define the conditional expectation of \( \tau_{C_i}(X_i) \) where the expectation is over all units with \( X_i = x \) and over all clusters with \( S_{C_i} = s \):

\[
\tau(s, x) \equiv \mathbb{E} [\tau_{C_i(x)} | \overline{S}_{C_i} = s, X_i = x] = \mathbb{E} [Y_i(1) - Y_i(0) | \overline{S}_{C_i} = s, X_i = x]
\] (2.12)

Like \( \tau(s) \) in the previous subsection, this is a somewhat unusual object because it is partly defined in terms of the sampling scheme, and not a fixed population characteristic.

We assume cluster unconfoundedness,

\[
W_i \perp \perp (Y_i(0), Y_i(1)) \mid X_i, C_i.
\] (2.13)

or, in this binary covariate setting, its equivalent, given exchangeability,

\[
W_i \perp \perp (Y_i(0), Y_i(1)) \mid X_i, \overline{W}_{C_i}, \overline{X}_{C_i}, \overline{WX}_{C_i}.
\] (2.14)

This assumption validates within-cluster comparisons of treated and control units with the same value for the covariate. In particular, we can only compare units for clusters \( c \) such that there is variation in the treatment (\( \overline{W}_c \in \{(0, 1), (1, 0)\} \)), where \( \overline{W}_c \) be the pair of treatment values \((W_i, W_j)\) for the two units \( i \) and \( j \) in cluster \( c \) and there is no variation in the covariate
\((\mathbf{X}_c \in \{(0,0),(1,1)\})\), where \(\mathbf{X}_c\) be the pair of treatment values \((X_i, X_j)\) for the two units \(i\) and \(j\) in cluster \(c\). Denote the set of such clusters by 
\[
\mathcal{B} \equiv \left\{ c = 1, \ldots, C \mid \mathbf{W}_c \in \{(0,1),(1,0)\}, \mathbf{X}_c \in \{(0,0),(1,1)\}\right\},
\]
and consider the average treatment effect for these clusters:
\[
\tau_{\mathcal{B}} \equiv \mathbb{E}[\tau_{C_i}(X_i)|C_i \in \mathcal{B}]. \tag{2.15}
\]
We can identify this average using only within-cluster variation, in a setting with a fixed number of units per cluster. Because \(\mathcal{B}\) depends on the realizations of the treatment indicators, \(\tau_{\mathcal{B}}\) is a random quantity. We cannot identify more general effects, e.g., the overall average treatment effect, without additional assumptions.

Now consider weakening the cluster unconfoundedness condition from (2.14) to
\[
W_i \perp \perp \left( Y_i(0), Y_i(1) \right) \mid X_i, W_{C_i}, X_{C_i}. \tag{2.16}
\]
Thus, (2.16) weakens the cluster unconfoundedness in (2.14) to require only conditioning on \(W_{C_i}\) and \(X_{C_i}\), encapsulating a key feature of the fixed effect specification that \(W_{C_i}\) and \(X_{C_i}\) fully capture all relevant differences between clusters, and that \(WX_{C_i}\) is not needed for this. As we show below, (2.16) allows for some particular cross-cluster comparisons where within-cluster comparisons are not feasible. We leave the justification of this assumption to next section, and focus now on its implications. Restriction (2.16) implies that we can compare treated and control units as long as they have the same values of \(X_i\) and \(S_i \equiv (W_{C_i}, X_{C_i})\). By construction \(S_i\) takes 9 possible values, but only 3 of them correspond to clusters with variation in treatment status: \(S_i \in \{(\frac{1}{2},0), (\frac{1}{2},1), (\frac{1}{2},1)\}\). For other values of \(S_i\) we either have only control or only treated units and thus condition (2.16) is not useful (and neither is (2.13)).

The three remaining values of \(S_i\) lead to conceptually different comparisons. Values \(S_i \in \{ (\frac{1}{2},0), (\frac{1}{2},1) \} \) correspond to clusters where both units are identical in terms of \(X_i\) but have different treatment statuses. For these groups (2.16) justifies within-cluster comparisons which were already validated by the more restrictive assumption (2.13). This leaves on remaining value, \(S_i = (\frac{1}{2}, \frac{1}{2})\). If \(S_i = (\frac{1}{2}, \frac{1}{2})\) then by definition the two units in the cluster have different values of \(X_i\), and within-cluster comparisons have no causal interpretation: the pair of units in the same cluster are either \((W_i, X_i) = (0,0)\) and \((W_j, X_j) = (1,1)\), or the pair are \((W_i, X_i) = (1,0)\)
and \((W_j, X_j) = (0, 1)\). In both cases the pairs cannot directly be compared. In this case, 
(2.16) justifies between-cluster comparisons that are not justified solely based on (2.13). In particular, (2.16) justifies combining clusters where \(W_i = X_i\) with those where \(W_i = 1 - X_i\). It is useful to consider this comparison in more detail. Suppose that cluster \(c_1\) has units with \((W_i, X_i) \in \{(0, 0), (1, 1)\}\), and cluster \(c_2\) has units with \((W_i, X_i) \in \{(0, 1), (1, 0)\}\). We cannot directly compare a treated unit in cluster \(c_1\) with a control unit in cluster \(c_1\). But we can compare a treated unit in cluster \(c_1\) (with \((W_i, X_i) = (1, 1)\)) with a control unit in cluster \(c_2\) (with \((W_i, X_i) = (0, 1)\)) because they satisfy the two conditions that (i) they have the same value of \(X_i\) (namely \(X_i = 1\)), and (ii) they belong to clusters with the same value for \(\overline{W}_c\) and \(\overline{X}_c\) (namely \(\overline{W}_c = 1/2\) and \(\overline{X}_c = 1/2\)).

We show later that the linear additive fixed effect version uses this comparison, but in addition uses others that are not validated by (2.16) but instead rely intrinsically on additional assumptions.

3 Identification, Estimation, and Inference

In this section we propose a new estimator for average treatment effects in the setting with grouped data. The estimator has features in common with the efficient influence function estimators from the program evaluation literature, as well as with the fixed effect estimators from the panel data literature. Unlike fixed effect estimators, it can accommodate differences in potential outcome distributions between clusters that are not additive. There are two issues involved in our approach. First, we have to be careful in defining the estimand to account for the fact that there may be few units in a cluster. In general, we can not consistently estimate the overall average causal effect, because there are likely to be clusters with no treated or no control units. To take this into account, we define a subset of units for which we estimate the average effect. Of course, this is not entirely new to our approach even in the panel data setting: implicitly standard fixed effect estimators do not estimate the average effect of the treatment if there is systematic variation in treatment effects by strata and some strata have no variation in treatments. However, by explicitly moving away from focusing on population quantities, we relax the conditions required for identification, compared to, say, those in Altonji and Matzkin [2005]. Second, a key feature in our approach is that we need to adjust for characteristics of
the clusters that are not observed. Although we can estimate these features, they cannot be estimated consistently under the asymptotic sequences we consider.

3.1 Set Up and Estimands

In this section we set up the problem and introduce the notation. Using the potential outcome set up (e.g., Imbens and Rubin [2015]), we consider a set up with a large, possibly infinite, population of units, characterized by a pair of potential outcomes \((Y_i(0), Y_i(1))\), and a \(K\)-component vector of pretreatment variables \(X_i\). The population is partitioned into subpopulations or groups, with \(C_i\) indicating the group unit \(i\) is a member of. The number of groups in the population is large, and so is the number of units per group.

We are interested in the average treatment effects. Ideally we might wish to estimate the population average effect,

\[\tau \equiv E[Y_i(1) - Y_i(0)],\]

but this may be challenging, and we may need to settle for some other average of \(Y_i(1) - Y_i(0)\). This is a subtle issue, because we do not want to define the set we average over to be defined in terms of the outcomes. Formally, we define it formally in terms of groups, covariates and assignments below. Unit \(i\) receives treatment \(W_i \in \{0, 1\}\). We first randomly sample \(C\) groups, and then draw a random sample of size \(N\) from the subpopulation defined by the sampled groups. For the sampled units we observe the quadruple \((Y_i, W_i, X_i, C_i)\), \(i = 1, \ldots, N\), where \(Y_i \equiv Y_i(W_i)\) is the realized outcome, that is, the potential outcome corresponding to the treatment received, \(C_i \in \{1, \ldots, C\}\) is the group label for unit \(i\), and \(X_i \in \mathbb{X}\) is an exogenous covariate. Also define \(C_{ic} = 1_{C_i = c}\) as the binary group indicators, and let \(N_c \equiv \sum_{i=1}^{N} C_{ic}\) be the number of sampled units in group \(c\). For any variable \(Z_i\), let \(\bar{Z}_c \equiv \sum_{i:C_i = c} Z_i / N_c\) be the corresponding group average in group \(c\). For each unit in the population the (partly unobserved) data tuple is given by \(\{(Y_i(0), Y_i(1), W_i, X_i, U_i, C_i)\}_{i=1}^{N}\). The variable \(U_i\) is an unobserved cluster-level variable that varies only between clusters, so that it is equal to its cluster average for all units, \(\bar{U}_{C_i} = U_i\) for all \(i\).

In the settings we are interested in the number of strata or clusters in the sample may be substantial, on the order of hundreds or even thousands. The dimension of \(X_i\) is modest. The number of units in the population in each cluster is large, but we observe only few units in each
group, possibly as few as two or three. As a result methods that rely on accurate estimation of features of the population distribution of potential outcomes or treatments conditional on co-
variates within clusters may have poor properties. The set up we consider has a large population of clusters. In the population, each cluster has a large number of units. We randomly sample a finite number of clusters and then sample a finite number of units from the subpopulation of sampled clusters. Large sample approximations to estimators are based on the number of sampled clusters increasing, with the average number of sampled units per cluster converging to a constant.

To be more specific about the estimands we focus on, let $S : \mathbb{X} \times \{0, 1\} \mapsto S \subset \mathbb{R}^d$ be a generic function, with $\overline{S}_c$ the sample average of $S(X_i, W_i)$ over the units in cluster $c$. Now consider for a particular pair $(x, s)$ the expected treatment effect,

$$
\tau(x, s) = \mathbb{E}[Y_i(1) - Y_i(0)|X_i = x, \overline{S}_{C_i} = s].
$$

This is a somewhat unusual object because it is partly defined in terms of the sample, but such definitions are common in the program evaluation literature. See for similar sample-defined average treatment effects the discussion in Imbens [2004]. To make the discussion more specific, suppose there are no covariates, and $\overline{S}_c = \overline{W}_c$, the fraction treated in cluster $c$. In that case $\tau(s)$ is the average treatment effect, averaged over all clusters with the fraction treated equal to $s$. Because we focus on the setting with a modest number of units observed per cluster, we cannot condition on the population value of this fraction, and we need to be more careful in defining the estimands.

To illustrate this, suppose that for all sampled clusters we observe only two units. Then $\overline{S}_c$ takes on only three values, 0, 1/2, 1. Then clearly we cannot estimate $\tau(0$ and $\tau(1)$ in the absence of restrictions on the relation between the assignment probabilities and the potential outcomes: the clusters with $\overline{S}_c$ may be quite different from the clusters with $\overline{S}_c = 1/2$. We therefore restrict the estimands we focus on further. Specifically we postulate the existence of a known set $A \subset \mathbb{X} \times S$ such that for all $(X_i, \overline{S}_{C_i}) \in A$ the probability of being treated is between $\eta$ and $1 - \eta$ for some $\eta > 0$. Then we focus on the averages of the $\tau(X_i, \overline{S}_{C_i})$ of the following class:

$$
\tau_A = \frac{1}{\sum_{i=1}^N \sum_{(X_i, \overline{S}_{C_i}) \in A} 1(X_i, \overline{S}_{C_i})} \sum_{i=1}^N 1(X_i, \overline{S}_{C_i}) \tau(1, X_i, \overline{S}_{C_i})
$$

(3.1)
In the example with two units per cluster and no covariates, the estimand would be equal to the average treatment effect for units in clusters with one treated and one control unit observed. This is similar in spirit to panel data settings where we often can only estimate parameters for units with changes in some of the covariates over time.

In the next two subsections we discuss the choices of \( S(x, w) \) and the set \( A \) that characterize the estimands.

### 3.2 Assumptions and Preliminary Results

This assumption describes the sampling process.

**Assumption 3.1. (Balanced clustered sampling)** There is a super-population of groups, we randomly sample \( C \) clusters. We then randomly sample \( N \) units from the subpopulation of sampled clusters. Let \( N_c \) be the number of units sampled from cluster \( c \), so that \( N = \sum_{c=1}^{C} N_c \) is the total sample size.

Our second assumption imposes restrictions on the treatment assignment process:

**Assumption 3.2. (Unconfoundedness within Clusters)**

\[
W_i \perp \perp \left( Y_i(0), Y_i(1) \right) \mid X_i, C_i. \tag{3.2}
\]

This assumption implies that we can always compare individuals with the same characteristics within the cluster. Some version of this assumption underlies most fixed effect approaches.

The second assumption imposes restrictions on the fixed effects.

**Assumption 3.3. (Random effects)**

There is an unobserved group-level variable \( \overline{U}_{C_i} \) such that:

\[
\left( Y_i(1), Y_i(0), X_i, W_i \right) \perp \perp C_i \mid \overline{U}_{C_i}. \tag{3.3}
\]

This assumption, what Altonji and Matzkin [2005] (Assumption 2.3 in their paper) call exchangeability, essentially turns the problem into a random effects set up: the labels of the clusters \( C_i \) are not important, only the cluster-level characteristics \( \overline{U}_{C_i} \) are. This assumption
allows us to conceptualize similarity of clusters. This assumption is without essential loss of
generality, as it follows in the case with infinitely sized groups from deFinetti’s theorem (De Finetti
[2017], Diaconis [1977]).

Since $U_{Ci}$ is measurable with respect to cluster indicator variable, a direct implication of the
previous pair of assumptions is:

$$W_i \perp \perp (Y_i(0), Y_i(1)) \mid X_i, U_{Ci},$$

(3.4)

Now we can also compare treated and control units in different clusters, as long as the clusters
have the same value for $U_{Ci}$.

For the first identification result we need some additional notation. For each cluster $c$ define
$P_c$ to be the empirical distribution of $(X_i, W_i)$ in cluster $c$. In the case with discrete $X_i$ this
amounts to the set of frequencies of observations in a cluster for each pair of values $(W_i, X_i)$.

**Proposition 1. (Unconfoundedness with empirical measure)** Suppose Assumptions
3.1-3.3 hold. Then:

$$W_i \perp \perp (Y_i(0), Y_i(1)) \mid X_i, N_{Ci}, P_{Ci}$$

(3.5)

For the proofs of the results in this section see Appendix A.

This result states that as long as units have the same characteristics, and they come from
clusters identical in terms of $P_{Ci}$, they are comparable. This is a balancing/propensity score
type result in the sense that subpopulation with the same value for $(X_i, P_{Ci})$ are balanced: the
distribution of treatments is the same for all units within such subpopulations. See, for example,
Rosenbaum and Rubin [1983].

However, the empirical relevance of this result is limited, because in most cases the dimension
of the conditioning set is high. If $X_i$ is discrete and takes on $K$ values, with $K$ typically large,
and there are $N_c$ units in group $c$, the number of possible values for $(X_i, P_c)$ is $K \times (2^K)^{N_c}/N_c!$.
Overlap of the distributions of the conditioning variables is going to be a major problem in this
case. This is the motivation for the next assumption. We put structure on the joint distribution
of $(W_i, X_i)$ within groups to reduce the dimension of the conditioning set.

**Assumption 3.4. (Exponential family)** Conditional on $U_{Ci}$ distribution of $(X_i, W_i)$ belongs

\footnote{For the formal definition of this object including continuous $X_i$ see Appendix A.}
to an exponential family with a known sufficient statistic:

\[ f_{X_i,W_i|U_i}(x,w|u) = h(x,w) \exp\left\{ \eta^\top(u)S(x,w) + \eta_0(u) \right\}, \quad (3.6) \]

with potentially unknown carrier \( h(\cdot) \).

Define \( \overline{S}_c \equiv (N_c, \sum_{i:C_i=c} S(X_i, W_i)/N_c \) be the sample size in cluster \( c \) and the cluster average of \( S(X_i, W_i) \) for cluster \( c \).

**Comment 1:** This assumption restricts the joint distribution of the treatment and covariates conditional on the cluster, \( (X_i, W_i)|U_{C_i} \) but places no restrictions on the conditional distribution of the outcome variable, \( Y_i|X_i, W_i, U_{C_i} \). □

**Comment 2:** If we do not restrict the dimension of \( S(\cdot) \) the exponential family assumption is without essential loss of generality. To see this, note that if the distribution of \( X_i \) is discrete, one can immediately write the joint distribution of \( (X_i, W_i) \) within each cluster as an exponential family distribution with a cluster specific parameter. In addition, we can approximate any distribution arbitrarily well by a discrete distribution. □

**Comment 3:** One might wonder why we make any assumptions on the distribution of \( X_i \) at all and not just focus on a model for the propensity score, as is commonly done in unconfoundedness settings. The reason is key to our approach. With the number of units within the cluster not increasing with the sample size, we cannot estimate the propensity score consistently (we cannot estimate the exponential family parameters \( \eta(u) \) consistently). This situation is akin to fixed-\( T \) models in panel data, where common parameters can be identified, but individual effects are not. Modeling the joint distribution of \( (W_i, X_i) \) in the way we do we can bypass the need for consistent estimation of \( \eta(u) \) and instead focus on the conditional distribution of \( W_i \) given \( X_i \) and \( \overline{S}_{C_i} \). □

**Proposition 2.** Suppose Assumptions 3.1–3.4 hold. Then

\[ W_i \perp \perp C_i \bigg| X_i, \overline{S}_{C_i}. \quad (3.7) \]

**Lemma 1.** (Unconfoundedness with sufficient statistic) Suppose Assumptions 3.1–3.4 hold. Then:

\[ W_i \perp \perp \left( Y_i(0), Y_i(1) \right) \bigg| X_i, \overline{S}_{C_i}. \quad (3.8) \]
Comment 4: Lemma 1 can be viewed as essentially a direct consequence of Proposition 1, but it is substantially more operational. It reduces the potentially high-dimensional object $P_{C_i}$ to a lower dimensional average $\overline{S}_{C_i}$. It is unusual in that one of the conditioning variables, $\overline{S}_{C_i}$, is not a fixed unit-level characteristic. Instead, it is a characteristic of the cluster and the sampling process. If we change the sampling process, say to sampling twice as many units per cluster, the distribution of $\overline{S}_{C_i}$ changes. Nevertheless, this conceptual difference in the nature of $\overline{S}_{C_i}$ relative to the unit-level characteristic $X_i$ does not affect how it is used in the estimation procedures. □

Comment 5: There is another key difference between the unconfoundedness condition in Lemma 1 and in Proposition 1. With continuous covariates, the latter essentially makes it impossible to have overlap. Indeed, unless we have individuals with the same value of covariates within the cluster, the distribution of $W_i$ given $X_i$ and $P_{C_i}$ is degenerate. It is well known that overlap is crucial in the semiparametric estimation of treatment effects and without it, the identification is possible only under functional form assumptions. □

Comment 6: The result in Lemma 1 is more useful because it allows us to control the degree of overlap as well. The higher the dimension of $S(\cdot)$ the closer we are to controlling for $P_{C_i}$, and thus the smaller is the region for which we have overlap. □

Comment 7: In Altonji and Matzkin [2005] a key assumption (Assumption 2.1) requires that there is an observed variable $Z_i$ such that conditioning on $Z_i$ renders the covariate of interest (the treatment in our case) exogenous. The role of this conditioning variable is in our setting played by the sufficient statistic $\overline{S}_{C_i}$. Our set up shows how this property can arise from assumptions on the joint distribution of the treatment and the other covariates, and how we can make this more plausible by expanding the set of sufficient statistics. □

In this and the next section, we assume that $S(\cdot)$ is known, fixed and there is a known region of the covariate space where we have overlap. In Section 3.4 we discuss selecting the set of sufficient statistics. In particular, recall the definition of the propensity score:

$$e(x, s) \equiv E[W_i|X_i = x, \overline{S}_{C_i} = s]$$  \hspace{1cm} (3.9)

We are making the following assumption:

**Assumption 3.5. (Known overlap)** We assume that there exists $\eta > 0$ and a nonempty known set $A$, such that for any $(x, s) \in A$ we have $\eta < e(x, s) < 1 - \eta$.

Comment 8: This assumption has two parts: the first part restrict $e(x, s)$ to be non-degenerate
on a certain set. This is necessary if we want to identify treatment effects without relying on functional form assumptions. The second part is different: we assume that the set is known to a researcher. This is a generalization of the standard overlap assumption, where we assume that the set $A$ is equal to the support of the covariate space. See Crump et al. [2009]. □

3.3 Estimation and Inference

Here we collect several inference results for the general semiparametric estimator. All proofs can be found in Appendix B.

For the further use we use following notation for the conditional mean, propensity score and residuals:

\[
\begin{align*}
\mu(W_i, X_i, S_{C_i}) &\equiv \mathbb{E}[Y_i|W_i, X_i, S_{C_i}] \\
e(X_i, S_{C_i}) &\equiv \mathbb{E}[W_i|X_i, S_{C_i}] \\
\varepsilon_i(w) &\equiv Y_i(w) - \mu(w, X_i, S_{C_i})
\end{align*}
\] (3.10)

Note that these expectations are defined conditional on Assumption 3.1, which determines the distribution of $S_{C_i}$.

We will use $\hat{\mu}_i(\cdot)$ and $\hat{e}_i(\cdot)$ for generic estimators of $\mu(\cdot)$ and $e(\cdot)$. Subscript $i$ is used to allow for cross-fitting (Chernozhukov et al. [2016]). Define true and estimated share of observations with overlap:

\[
\begin{align*}
\pi(A) &\equiv \mathbb{E}[A_i] \\
\overline{A} &\equiv \frac{1}{N} \sum_{i=1}^{N} A_i
\end{align*}
\] (3.11)

We assume the generic estimators $\hat{e}_i$ and $\hat{\mu}_i$ satisfy several high-level consistency properties. These restrictions are standard in the program evaluation literature.

**Assumption 3.6.** (HIGH-LEVEL CONDITIONS) The following conditions are satisfied for $\hat{e}_i(\cdot)$ and $\hat{\mu}_i(\cdot)$...
and \( \hat{\mu}_i(\cdot) \):

\[
\begin{align*}
\eta < \hat{e}_i(X_i, \overline{S}_{C_i}) < 1 - \eta \ a.s. \\
\frac{1}{N} \sum_{i=1}^{N} A_i(e(X_i, \overline{S}_{C_i}) - \hat{e}(X_i, \overline{S}_{C_i}))^2 = o_p(1) \\
\frac{1}{N} \sum_{i=1}^{N} A_i(\mu(W_i, X_i, \overline{S}_{C_i}) - \hat{\mu}(W_i, X_i, \overline{S}_{C_i}))^2 = o_p(1) \\
\frac{1}{N} \sum_{i=1}^{N} A_i(e(X_i, \overline{S}_{C_i}) - \hat{e}(X_i, \overline{S}_{C_i}))^2 \\
\times \frac{1}{N} \sum_{i=1}^{N} A_i(\mu(W_i, X_i, \overline{S}_{C_i}) - \hat{\mu}(W_i, X_i, \overline{S}_{C_i}))^2 = o_p \left( \frac{1}{n} \right)
\end{align*}
\]

(3.12)

We also restrict moments of the residuals:

**Assumption 3.7. (Moment conditions)**

\[
\begin{align*}
\mathbb{E}[\epsilon_i^2(k)|X_i, \overline{S}_{C_i}] < K \ a.s. \\
\mathbb{E}[\epsilon_i^4(k)] < \infty
\end{align*}
\]

(3.13)

For arbitrary (subject to appropriate integrability conditions) functions \((\mu(\cdot), e(\cdot))\) define the following functional:

\[
\psi(y, w, x, s, \mu(\cdot), e(\cdot)) \equiv \mu(1, x, s) - \mu(0, x, s) + \left( \frac{w}{e(x, s)} - \frac{1 - w}{1 - e(x, s)} \right) (y - \mu(w, x, s)).
\]

(3.14)

**Theorem 1. (Consistency)** Suppose Assumptions 3.1–3.4 and Assumption 3.6 hold. Then:

\[
\hat{\tau}_{dr} \equiv \frac{1}{NA} \sum_{i=1}^{N} A_i \psi(Y_i, W_i, X_i, \overline{S}_{C_i}, \hat{\mu}(W_i, X_i, \overline{S}_{C_i}), \hat{e}(X_i, \overline{S}_{C_i})),
\]

(3.15)

satisfies \( \hat{\tau}_{dr} - \tilde{\tau}_A = o_p(1) \).

For inference results we need to use \( \hat{\mu}_i \) with cross-fitting. We also need to take account of the clustering. Define

\[
\rho(c, \mu(\cdot), e(\cdot)) \equiv \frac{1}{N_c} \sum_{i:C_i=c} A_i \psi(Y_i, W_i, X_i, \overline{S}_{C_i}, \mu(W_i, X_i, \overline{S}_{C_i}), e(X_i, \overline{S}_{C_i})),
\]

so that

\[
\hat{\tau}_{dr} = \frac{1}{A} \sum_{c=1}^{C} \frac{N_c}{N} \rho(c, \hat{\mu}(\cdot), \hat{e}(\cdot)).
\]
Theorem 2. (Inference for semiparametric case) Suppose Assumptions 3.1–3.4 and Assumption 3.6 hold. Assume that $\hat{\mu}_i$ is estimated using cross-fitting with $L$ folders. Then:

$$\sqrt{n}(\hat{\tau}_{dr} - \tilde{\tau}_A) \overset{d}{\to} \mathcal{N}(0, \mathbb{V}),$$

where $\mathbb{V} = \frac{\mathbb{E}[\xi_c^2]}{\pi^2(A)}$,

where $\xi_c$ is defined in the following way:

$$\xi_c \equiv \sum_{i \in c} A_i \left( \frac{W_i}{\hat{e}(X_i, \bar{S}_c)} - \frac{1 - W_i}{1 - \hat{e}(X_i, \bar{S}_c)} \right) (Y_i - \hat{\mu}(W_i, X_i, \bar{S}_c))$$

Finally, we address the estimation of variance. For this define the following empirical version of $\xi_c$:

$$\hat{\xi}_c \equiv \sum_{i \in c} A_i \left( \frac{W_i}{\hat{e}(X_i, \bar{S}_c)} - \frac{1 - W_i}{1 - \hat{e}(X_i, \bar{S}_c)} \right) (Y_i - \hat{\mu}(W_i, X_i, \bar{S}_c))$$ (3.16)

The proposed variance estimator is just the variance of $\hat{\xi}_c$:

$$\hat{\mathbb{V}} := \frac{1}{A} C \sum_{c=1}^C \left( \hat{\xi}_c - \frac{1}{C} \sum_{c'=1}^C \hat{\xi}_{c'} \right)^2.$$ (3.17)

The following proposition says that asymptotically variance of the estimated influence function is equal to the variance of the true influence function:

Proposition 3. (Variance consistency) Suppose the assumptions of Theorem 2 hold. Then the variance estimator is consistent:

$$\hat{\mathbb{V}} = \mathbb{V} + o_p(1).$$ (3.18)

3.4 Choosing the Sufficient Statistics

The suggestion to include additional group characteristics raises the question how to select these. Selecting more sufficient statistics raises concerns with overlap and the ability to adjust for these sufficient statistics adequately given the finite sample, and failure to adjust for all the relevant group characteristics may lead to biased estimators. Intuitively we would like a selection procedure to select more sufficient statistics in settings where we have a lot of units per cluster, and if the distributions vary substantially by cluster. A full treatment of this problem is an open question. However, we provide a suggestion for systematically selecting sufficient statistics in
the case where we have a large set of potential sufficient statistics that includes all the relevant ones, but also some that are not relevant.

The sufficient statistics are intended to capture the differences in distributions of \((X_i, W_i)\) between clusters. If a particular sufficient statistic is important, it should therefore be useful in predicting which cluster a unit belongs to. Hence we can cast this as a prediction or classification problem and bring to bear machine learning methods. Under the exponential family assumption, and given the sampling framework in Assumption 3.1, the conditional probability that a unit in the sample is from group \(c\), conditional on \((W_i, X_i)\) and conditional on the set of \(\overline{U}_1, \ldots, \overline{U}_C\), has a multinomial logit form:

\[
\Pr(C_i = c | W_i, X_i, \overline{U}_1, \ldots, \overline{U}_C) = \frac{\exp(\eta_0(\overline{U}_c) + \eta^\top(\overline{U}_c) S(X_i, W_i))}{\sum_{c'=1}^C \exp(\eta_0(\overline{U}_{c'}) + \eta^\top(\overline{U}_{c'}) S(X_i, W_i))}.
\]

Hence the problem of selecting the sufficient statistics is similar to the problem of selecting covariates in a multinomial logistic regression model. Given a large set of potential sufficient statistics we can use standard regularization methods, such as LASSO (Tibshirani [1996]) to select a sparse set of relevant ones.

4 Extensions

In this section we discuss three extensions of the ideas introduced in this paper.

4.1 Quantile Treatment Effects

Theorem 7 states that conditional on the covariates and the sufficient statistics we have the unconfoundedness condition:

\[
W_i \perp \perp \left( Y_i(0), Y_i(1) \right) \mid X_i, \overline{S}_C.
\]

This implies that we can study estimation of effects other than average treatment effects. This is important in applications where we want to estimate, say, nonlinear effects controlling on cluster-level unobserved heterogeneity.

In particular, for any bounded function \(f : \mathbb{R} \to \mathbb{R}\) we can estimate \(\mathbb{E}[f(Y_i(w))]\) using the
following representation:

$$\mathbb{E}[f(Y_i(w))] = \mathbb{E}\left[ \frac{\{W_i = w\}f(Y_i)}{e(X_i, \overline{S}_{C_i})} \right]$$

This allows us to deal with quantile treatment effects of the type introduced by Lehmann and D’Abrera [2006]. If we are interested in $q$-th quantile of the distribution of $Y_i(w)$ then (under appropriate continuity) we can identify it as a solution of the following problem:

$$c : \mathbb{E}\left[ \frac{\{W_i = w\}\{Y_i \leq c\}}{e(X_i, \overline{S}_{C_i})} \right] = q$$

For the standard case under unconfoundedness Firpo [2007] has developed effective estimation methods that can be adapted to this case.

4.2 Panel Data

Although we focus in the current paper on a cross-section setting with clusters, as in Altonji and Mansfield [2018], the issues raised here are also relevant to proper panel or longitudinal data settings. In that literature the paper fits into a recent set of studies Abadie et al. [2010], de Chaisemartin and D’Haultfoeuille [2018], Bonhomme and Manresa [2015], Imai and Kim [2019] that connects more directly with the causal (treatment effect) literature than the earlier panel data literature by allowing for general heterogeneity beyond additive effects.

Suppose we have $N$ observations on $C$ individuals, and $T$ time periods, so that $N = C \times T$. We observe $Y_i$ for all units and a binary treatment $W_i$. Let $T_i \in \{1, \ldots, T\}$ denote the time period observation $i$ is from, and let $C_i \in \{1, \ldots, C\}$ denote the individual it goes with.

For any variable $Z_i$, define the time and individual averages:

$$\overline{Z}_t := \frac{1}{C} \sum_{t:T_i = t} Y_i, \quad \overline{Z}_c := \frac{1}{T} \sum_{t:C_i = c} Y_i,$$

and the overall average

$$\overline{Z} := \frac{1}{N} \sum_{i=1}^{N} Z_i,$$

and the residual

$$\hat{Z}_i = Z_i - \overline{Z}_t - \overline{Z}_c + \overline{Z}$$
Let $\hat{\tau}_{fe}$ be the least squares estimator for the regression
\[ Y_i = \alpha_{Ti} + \beta_{Ci} + \tau W_i + X_i^\top \gamma + \varepsilon_i \] (4.1)

Compare this to the least squares regression
\[ Y_i = \tau W_i + X_i^\top \gamma + \delta \bar{W}_{iT} + \mu \bar{W}_{Ci} + \psi \bar{X}_{iT} + \varphi \bar{X}_{Ci} + \varepsilon_i \]

The two least squares estimators for $\tau$ are numerically identical. This suggests that we can view the standard fixed-time effects approach in (4.1) as controlling for time and individual level sufficient statistics. This view opens a road to generalizing the standard estimators.

At the same time, this type of generalization is not completely satisfactory. For one, controlling for future values of $X_{it}$ and $W_{it}$ seems controversial. Also, it seems that the outcome information should be used to control for individual-level heterogeneity. Finally, in the panel case, the definition of treatment effects is inherently more complex, because of the dynamic structure of the problem. For these reasons, we think that the approach of this paper while insightful should be refined to make it appropriate for the panel data settings. We leave this for future research.

4.3 Beyond Exponential Families

Modelling the conditional distribution of $(X_i, W_i)$ given $U_i$ using exponential family is very natural for the purposes of this paper. Nevertheless, in some applications other families can be more appropriate. In particular, another operational choice is a discrete mixture. Assume that $U_{Ci}$ can take a finite number of values \{$u_1, \ldots, u_p$\} with probabilities $\pi_1, \ldots, \pi_p$ and the conditional distribution of $X_i, W_i$ given $U_i$ is given by $f(x, w | u)$. Collect all the data that we observe for cluster $c$ in the following tuple:

\[ \mathcal{D}_c \equiv ((X_{c,1}, W_{c,1}), \ldots, (X_{c,N_c}, W_{c,N_c})) \] (4.2)

Marginal distribution of this object is given by the following expression:
\[ f_{\mathcal{D}_c}(x_1, w_1, \ldots, x_{N_c}, w_{N_c}) = \sum_{k=1}^{p} \prod_{j=1}^{N_c} f(x_j, w_j | k) \pi_k \] (4.3)
This implies that the conditional distribution of $U_c$ given $D_c$ has the following form:

$$
\pi(U_c = k|x_1, w_1, \ldots, x_{N_c}, w_{N_c}) = \frac{\prod_{j=1}^{N_c} f(x_j, w_j|k)\pi_k}{\sum_{k=1}^{p} \prod_{j=1}^{N_c} f(x_j, w_j|k)\pi_k}
$$

(4.4)

Define $S(D_c) \equiv (\pi(U_c = 1|D_c), \ldots, \pi(U_c = p|D_c))$ and observe that as long as Assumption 3.3 holds we have the following:

$$W_i \perp \perp (Y_i(0), Y_i(1)) \mid X_i, S(D_c_i)$$

Recent results (e.g., Allman et al. [2009], Bonhomme et al. [2016]) show that $(\pi_1, \ldots, \pi_p)$ and $f(x, w|u)$ are nonparametrically identified under quite general assumptions. Using the algorithms proposed in these papers we can estimate $S(D_c)$ and use it as a sufficient statistic.

This is conceptually different from the Bayesian classification that is used in unsupervised machine learning. Standard classification algorithms assign a unique value $U_{C_i}$ to each observation (in our case, cluster). The usual way of doing this is to assign $U_{C_i}$ that has the highest posterior probability. Here, we do not want to do this; instead, we want to find clusters that are similar in terms of the whole posterior distribution, not only its mode. If $N_c$ is large, then this difference is not that important, because the posterior will typically concentrate on a particular value of $U_{C_i}$. With small $N_c$ this is not going to happen, and the distinction is essential.
4.4 Empirical Illustration
5 Related Literature

Our identification results are related to those of Altonji and Matzkin [2005] (AM). Indeed, one way of interpreting their assumptions is to say that there exist a statistic $S_i$ that depends on individual characteristics as well as group level variables, and which proxies for an unobserved group-level characteristic $U_i$ such that

$$W_i \perp \perp (Y_i(0), Y_i(1)) \mid S_i$$

holds. AM discuss that a candidate for such statistic is an exchangeable function of the data, but emphasise that exchangeability alone is not sufficient for identification. One can interpret our identification results as a foundation for AM, because they explicitly show how $S_i$ can be constructed under additional assumptions. Also, because we work in a more specific setting with binary treatment and exogenous covariates we can get a precise characterisation of the identified parameter.

Our approach is also related to random effects models studied in panel data literature (see Arellano and Bonhomme [2011] for a recent review). For example, Arellano and Bonhomme [2016] explicitly model the conditional distributions of unobservables given the individual characteristics and achieve identification using results from nonparametric nonlinear deconvolution literature (Hu and Schennach [2008]). There are two important differences between our approach and theirs. First, we do not put restriction on the dimension of the unobserved group-level characteristics, while such restriction are key in Arellano and Bonhomme [2016]. Second, we do not use outcome data to deal with unobserved heterogeneity. In this sense we follow a design-based tradition used in causal inference literature (Rosenbaum [2002], Imbens and Rubin [2015], Abadie et al. [2020]).
6 Conclusion

In this work, we proposed a new approach to identification and estimation in the observational studies with unobserved cluster-level heterogeneity. The identification argument is based on the combination of random effects and exponential family assumptions. We show that given this structure we can identify a specific average treatment effect even in cases where the observed number of units per cluster is small. From the operational point of view, our approach allows researchers to utilize all the recently developed machinery from the standard observational studies. In particular, we generalize the doubly-robust estimator and prove its consistency and asymptotic normality under common high-level assumptions. We also show that the standard fixed effects estimation is a particular case of our procedure.

As a direction for future research, it will be interesting to see whether it is possible to utilize machine learning methods to learn sufficient statistics from the data. Additionally, it is essential to understand the statistical trade-off between the dimension of the sufficient statistic, cluster size and estimation rate for the propensity score. Finally, we view this work as a first step towards understanding a more challenging and arguably more practically important data design, where we observe panel data.
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A Identification results

First, we need to formally define $\mathbb{P}_c$. For this fix an arbitrary linear order $\succsim$ on $\mathcal{X} \times \{0, 1\}$ (e.g., a lexicographic order). For any cluster $c$ consider a tuple $A_c = \{(X_i, W_i)\}_{i \in c}$, order elements of $A_c$ with respect to $\succsim$ and define $\mathbb{P}_c = \{(X(1), W(1)), \ldots, (X(c), W(c))\} \in (\mathcal{X} \times \{0, 1\})^c$. Under Assumption 3.1 this construction ensures that $\mathbb{P}_c$ is a well-defined random vector. It is clear that there is a one-to-one relationship between this vector and the empirical distribution of $(X_i, W_i)$ within the cluster which makes the notation appropriate.

Below we will use the following definition of conditional independence. Let $X, Y, Z$ be three random elements and $A, B$ be the elements of the $\sigma(X)$- and $\sigma(Y)$-algebras, respectively. The $X \perp \!\!\! \perp Y|Z$ if the following holds:

$$
\mathbb{E}[(X \in A)\{Y \in B\}|Z] = \mathbb{E}[X \in A|Z]\mathbb{E}[Y \in B|Z] \tag{1.1}
$$

In the proofs below we are using $A$ and $B$ as generic elements of the appropriate $\sigma$-algebras, without explicitly specifying them.

We start stating several lemmas that are important for the first identification result (Proposition 1). The first lemma says that given the $(X_i, W_i, U_i)$ other covariates cannot help in predicting $(Y_i(0), Y_i(1))$.

**Lemma A1. (Statistical exclusion)** Under Assumptions 3.1, 3.3 the following is true:

$$(Y_i(1), Y_i(0)) \perp \!\!\! \perp \{(\mathbb{P}_{C_j}, X_j, W_j)\}_{j=1}^N | X_i, W_i, U_i \tag{1.2}$$

**Proof.** From the repeated application of the iterated expectations and Assumptions 3.1, 3.3 we have the following:

$$
\mathbb{E}[\{(Y_i(1), Y_i(0)) \in A\}\{(\mathbb{P}_{C_j}, X_j, W_j)\}_{j=1}^N \in B\}|X_i, W_i, U_i] = \\
\mathbb{E}[\mathbb{E}[\{(Y_i(1), Y_i(0)) \in A\}\{(\mathbb{P}_{C_j}, X_j, W_j)\}_{j=1}^N \in B\}|X_i, W_i, U_i, C_i]|X_i, W_i, U_i] = \\
\mathbb{E}[\{(\mathbb{P}_{C_j}, X_j, W_j)\}_{j=1}^N \in B\}\mathbb{E}[\{(Y_i(1), Y_i(0)) \in A\}|X_i, W_i, U_i, C_i]|X_i, W_i, U_i] = \\
\mathbb{E}[\{(\mathbb{P}_{C_j}, X_j, W_j)\}_{j=1}^N \in B\}\mathbb{E}[\{(Y_i(1), Y_i(0)) \in A\}|X_i, W_i, U_i]|X_i, W_i, U_i] = \\
\mathbb{E}[\{(\mathbb{P}_{C_j}, X_j, W_j)\}_{j=1}^N \in B\}|X_i, W_i, U_i]\mathbb{E}[\{(Y_i(1), Y_i(0)) \in A\}|X_i, W_i, U_i] \tag{1.3}
$$

Equality between the first and the last expression implies the independence result. \qed
The second lemma states that only \( \mathbb{P}_{C_i} \) are useful in predicting \( U_i \).

**Lemma A2. (Statistical sufficiency)** Under Assumption 3.1 the following holds:

\[ U_i \perp \{W_j, X_j\}_{j=1}^N | \mathbb{P}_{C_i} \]  \hspace{1cm} (1.4)

**Proof.** The proof follows from the following equalities:

\[ \mathbb{E}[\{U_i \in A\} | \{W_j, X_j\}_{j=1}^N \in B] | \mathbb{P}_{C_i} = \]
\[ \mathbb{E}[\{U_i \in A\} | \{W_j, X_j\}_{j=1}^N \in B, \{W_j, X_j\}_{j=1}^N, \{C_j = C_i\}_{j=1}^N | \mathbb{P}_{C_i} = \]
\[ \mathbb{E}[\{W_j, X_j\}_{j=1}^N \in B, \{U_i \in A\} | \mathbb{P}_{C_i}, \{W_j, X_j\}_{j=1}^N, \{C_j = C_i\}_{j=1}^N | \mathbb{P}_{C_i} = \]
\[ \mathbb{E}[\{W_j, X_j\}_{j=1}^N \in B, \{U_i \in A\} | \mathbb{P}_{C_i}, \{W_j, X_j\}_{j=1}^N, \{C_j = C_i\}_{j=1}^N | \mathbb{P}_{C_i} = \]
\[ \mathbb{E}[\{W_j, X_j\}_{j=1}^N \in B | \mathbb{P}_{C_i}] \mathbb{E}[\{U_i \in A\} | \mathbb{P}_{C_i}] \]  \hspace{1cm} (1.5)

The third equality holds by random sampling (observations in different clusters are independent), the fourth equality holds by exchangeability of data within the cluster.

**Proof of Proposition 1:** We start with the following equalities:

\[ \mathbb{E}[(Y_i(1), Y_i(0)) \in A] | W_i, X_i, \mathbb{P}_{C_i} = \]
\[ \mathbb{E}[\mathbb{E}[(Y_i(1), Y_i(0)) \in A] | W_i, X_i, \mathbb{P}_{C_i}, U_i | W_i, X_i, \mathbb{P}_{C_i} = \]
\[ \mathbb{E}[\mathbb{E}[(Y_i(1), Y_i(0)) \in A] | W_i, X_i, U_i | W_i, X_i, \mathbb{P}_{C_i}] \]  \hspace{1cm} (1.6)

The last equality follows from Lemma A1. As a next step we have the following result:

\[ \mathbb{E}[\mathbb{E}[(Y_i(1), Y_i(0)) \in A] | W_i, X_i, U_i | W_i, X_i, \mathbb{P}_{C_i}] = \]
\[ \mathbb{E}[\mathbb{E}[(Y_i(1), Y_i(0)) \in A] | X_i, U_i | W_i, X_i, \mathbb{P}_{C_i} = \]
\[ \mathbb{E}[\mathbb{E}[(Y_i(1), Y_i(0)) \in A] | X_i, U_i | X_i, \mathbb{P}_{C_i}] = \]
\[ \mathbb{E}[\mathbb{E}[(Y_i(1), Y_i(0)) \in A] | X_i, \mathbb{P}_{C_i}, U_i | X_i, \mathbb{P}_{C_i} = \mathbb{E}[\{Y_i(1), Y_i(0)\} \in A] | X_i, \mathbb{P}_{C_i}] \]  \hspace{1cm} (1.7)

The first equality follows directly from Assumption 3.2, the second equality follows from Lemma
A2. Combining the two chains of equalities we get the following:
\[
E\left[\{(Y_i(1), Y_i(0)) \in A\}|W_i, X_i, \mathbb{P}_{C_i}\right] = E\left[\{(Y_i(1), Y_i(0)) \in A\}|X_i, \mathbb{P}_{C_i}\right]
\] (1.8)
which proves the conditional independence. □

**Corollary A1.** **(Exclusion in exponential families)** Under the assumptions of Lemma A1 the following is true:
\[
(Y_i(1), Y_i(0)) \perp \perp \{(S_{C_j}, X_j, W_j)\}_{j=1}^N |X_i, W_i, U_i
\] (1.9)

**Proof.** Because $S_{C_i}$ is a function of $\mathbb{P}_{C_i}$ the result follows from Lemma A1. □

**Lemma A3.** **(Sufficiency in exponential families)** Under Assumptions 3.1 and 3.4 the following holds:
\[
U_i \perp \perp \{W_j, X_j\}_{j=1}^N |\overline{S}_{C_i}
\] (1.10)

**Proof.** The proof is exactly the same as in Lemma A2 with $S_{C_i}$ used instead of $\mathbb{P}_{C_i}$. The fourth equality now holds directly by the exponential family assumption. □

**Proof of Theorem ??:** The same as for Proposition 1, use Corollary A1 and Lemma A3 instead of Lemmas A1 and A2. □

**Corollary A2.** For any function $f$ such that $E[|f(Y(k))|] < \infty$ the following is true:
\[
E[f(Y_i)|\{W_j, X_j, \overline{S}_{C_j}\}_{j=1}^N] = \\
\{W_i = 0\} E[f(Y_i(0))|X_i, \overline{S}_{C_i}] + \{W_i = 1\} E[f(Y_i(1))|X_i, \overline{S}_{C_i}]
\] (1.11)

**Proof.** The proof follows from the following equalities:
\[
E[f(Y_i)|\{W_j, X_j, \overline{S}_{C_j}\}_{j=1}^N] = E[E[f(Y_i)|\{W_j, X_j, \overline{S}_{C_j}\}_{j=1}^N, U_i]|\{W_j, X_j, \overline{S}_{C_j}\}_{j=1}^N] = \\
E[E[f(Y_i)|W_i, X_i, U_i]|\{W_j, X_j, \overline{S}_{C_j}\}_{j=1}^N] = E[f(Y_i)|W_i, X_i, \overline{S}_{C_i}] = \\
\{W_i = 0\} E[f(Y_i(0))|X_i, \overline{S}_{C_i}] + \{W_i = 1\} E[f(Y_i(1))|X_i, \overline{S}_{C_i}]
\] (1.12)
where the third equality follows from Corollary A1, the fourth from Lemma A3 and the final one from Proposition ??.
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B Inference results

Notation: We are using standard notation from the empirical processes literature adapted to our setting. For any cluster-level random vector \( X_c \): \( \mathbb{P}_n(X_c) \equiv \frac{1}{n} \sum_{c=1}^n X_c \) and \( \mathbb{G}_n(X_c) \equiv \sqrt{n} (\mathbb{P}_n(X_c) - \mathbb{E}[X_c]) \). Define \( B_i = (X_i, \overline{S}_{C_i}) \) and \( D_i \equiv (W_i, B_i) \).

We start with a reminder on notation:

\[
\begin{align*}
\mu(D_i) & \equiv \mathbb{E}[Y_i | D_i] \\
\varepsilon(k) & \equiv Y_i(k) - \mu(k, B_i) \\
\psi(y, w, x, s, \mu(\cdot), \varepsilon(\cdot)) & \equiv \mu(1, x, s) - \mu(0, x, s) + \left( \frac{w}{\varepsilon(x, s)} - \frac{1-w}{1-\varepsilon(x, s)} \right) (y - \mu(w, x, s)) \\
\rho(c, \mu(\cdot), \varepsilon(\cdot)) & \equiv \frac{1}{|c|} \sum_{i \in c} \psi(Y_i, W_i, X_i, \overline{S}_{C_i}, \mu(W_i, X_i, \overline{S}_{C_i}), \varepsilon(X_i, \overline{S}_{C_i})) \\
\xi_c & \equiv \sum_{i \in c} \frac{1}{N_c} \{A_i\} \left( \frac{W_i}{\varepsilon(X_i, \overline{S}_{C_i})} - \frac{1-W_i}{1-\varepsilon(X_i, \overline{S}_{C_i})} \right) (Y_i - \mu(W_i, X_i, \overline{S}_{C_i}))
\end{align*}
\]

In order to prove Theorem 1 we consider a more general case that allows for misspecification. First we prove Lemma B4 which states that we get identification if either the propensity score or the conditional mean is potentially misspecified. Then we prove Proposition B1 which is a general consistency result under possible misspecification. Theorem 1 follows as a special case. After that we prove Theorem 2 and Proposition 3. Finally, all results below are proved assuming that \( N_c = |c| \) is the same in all clusters. If this is not the case then, one can group the clusters of the same size and redo the analysis separately for each group. This approach is valid if the number of clusters of the same size grows linearly with the number of sampled clusters.

Lemma B4. Assume that at least one of the following statements is true:

\[
\begin{align*}
\bar{\mu}(W_i, X_i, \overline{S}_{C_i}) & = \mu(W_i, X_i, \overline{S}_{C_i}) \\
\bar{\varepsilon}(X_i, \overline{S}_{C_i}) & = e(X_i, \overline{S}_{C_i})
\end{align*}
\]

If the assumptions of Theorem ?? hold then we have the following result:

\[
\mathbb{E}[\rho(c, \bar{m}, \bar{e})] = \mathbb{E} \left[ \sum_{i \in c} \frac{1}{|c|} \{A_i\} \tau(B_i) \right]
\]

where \( \tau(B_i) := \mu(1, B_i) - \mu(0, B_i) \).
Proof. By construction we have the following:

\[
\begin{align*}
\mathbb{E}[\rho(c, \hat{\mu}, \hat{\epsilon})] &= \mathbb{E} \left[ \sum_{i \in c} \frac{1}{|c|} \{A_i\} \left( \hat{\mu}(1, B_i) - \hat{\mu}(0, B_i) + \left( \frac{W_i}{\hat{\epsilon}(B_i)} - \frac{1 - W_i}{1 - \hat{\epsilon}(B_i)} \right) (Y_i - \hat{\mu}(D_i)) \right) \right] \\
&= \mathbb{E} \left[ \sum_{i \in c} \frac{1}{|c|} \{A_i\} (\hat{\mu}(1, B_i) - \hat{\mu}(0, B_i)) \right] + \sum_{i \in c} \frac{1}{|c|} \mathbb{E} \left[ \{A_i\} \left( \frac{W_i}{\hat{\epsilon}(B_i)} - \frac{1 - W_i}{1 - \hat{\epsilon}(B_i)} \right) (Y_i - \hat{\mu}(D_i)) \right]
\end{align*}
\]

For the second part we have the following (using unconfoundedness):

\[
\begin{align*}
\mathbb{E} \left[ \{A_i\} \left( \frac{W_i}{\hat{\epsilon}(B_i)} - \frac{1 - W_i}{1 - \hat{\epsilon}(B_i)} \right) (Y_i - \hat{\mu}(D_i)) \right] &= \\
\mathbb{E} \left[ \mathbb{E} \left[ \{A_i\} \left( \frac{W_i}{\hat{\epsilon}(B_i)} - \frac{1 - W_i}{1 - \hat{\epsilon}(B_i)} \right) (Y_i - \hat{\mu}(D_i)) | B_i \right] \right] &= \\
\mathbb{E} \left[ \{A_i\} \left( \frac{e(B_i) (\mu(1, B_i) - \hat{\mu}(1, B_i))}{\hat{\epsilon}(B_i)} - \frac{(1 - e(B_i) (\mu(0, B_i) - \hat{\mu}(0, B_i)))}{1 - \hat{\epsilon}(B_i)} \right) \right]
\end{align*}
\]

This implies that if either \( \hat{\mu}(D_i) = \mu(D_i) \) or \( \hat{\epsilon}(B_i) = \epsilon(B_i) \) then \( \mathbb{E}[\rho(c, \hat{\mu}, \hat{\epsilon})] = \mathbb{E} \left[ \sum_{i \in c} \frac{1}{|c|} \{A_i\} \tau(B_i) \right] \).

**Proposition B1. (Consistency with Wrong Specifications)** Assume that the following conditions hold for \((\hat{\epsilon}, \hat{\mu})\):

\[
\begin{align*}
\mathbb{P}_n \left( \sum_{i \in c} \frac{1}{|c|} \{A_i\} \left( \hat{\mu}(1, B_i) - \hat{\mu}(1, B_i) \right)^2 \right) &= o_p(1) \\
\mathbb{P}_n \left( \sum_{i \in c} \frac{1}{|c|} \{A_i\} \left( \hat{\epsilon}(B_i) - \hat{\epsilon}(B_i) \right)^2 \right) &= o_p(1) \\
\eta < \hat{\epsilon}(B_i) < 1 - \eta \text{ a.s.} \\
\eta < \hat{\epsilon}(B_i) < 1 - \eta \text{ a.s.} \\
\mathbb{E}[\hat{\epsilon}_i^2(k)] < \infty
\end{align*}
\]

where \( \hat{\epsilon}_i(k) : Y_i(k) - \hat{\mu}(k, B_i) \). Additionally assume that the conditions of Lemma B4 hold. Then we have the following:

\[
\mathbb{P}_n \rho(c, \hat{\mu}, \hat{\epsilon}) = \mathbb{P}_n \rho(c, \hat{\mu}, \hat{\epsilon}) + o_p(1) = \mathbb{E}[\rho(c, \hat{\mu}, \hat{\epsilon})] + o_p(1)
\]
Proof. To prove the consistency result we need to separate the functional into two parts:

\[
\rho(c, \tilde{\mu}, \tilde{e}) = \sum_{i \in c} \frac{1}{|c|} \left\{ A_i \right\} \left( \tilde{\mu}(1, B_i) + \frac{W_i}{\hat{e}(B_i)} (Y_i - \hat{\mu}(1, B_i)) \right) - \sum_{i \in c} \frac{1}{|c|} \left\{ A_i \right\} \left( \tilde{\mu}(0, B_i) + \frac{1 - W_i}{1 - \hat{e}(B_i)} (Y_i - \hat{\mu}(0, B_i)) \right) = \rho_1(c, \tilde{\mu}, \tilde{e}) - \rho_0(c, \tilde{\mu}, \tilde{e}) \quad (2.8)
\]

In what follows we are working only with the first part of the functional, the second can be analyzed in the exactly the same way. Define the empirical version:

\[
\rho_1(c, \hat{\mu}, \hat{e}) \equiv \sum_{i \in c} \frac{1}{|c|} \left\{ A_i \right\} \left( \hat{\mu}(1, B_i) + \frac{W_i}{\hat{e}(B_i)} (Y_i - \hat{\mu}(1, B_i)) \right) \quad (2.9)
\]

We can decompose this expression into three parts:

\[
\rho_1(c, \hat{\mu}, \hat{e}) = \sum_{i \in c} \frac{1}{|c|} \left\{ A_i \right\} \left( \hat{\mu}(1, B_i) + \frac{W_i}{\hat{e}(B_i)} (Y_i - \hat{\mu}(1, B_i)) \right) + \sum_{i \in c} \frac{1}{|c|} \left\{ A_i \right\} \left( \left( \hat{\mu}(1, B_i) - \tilde{\mu}(1, B_i) \right) \left( 1 - \frac{W_i}{\hat{e}(B_i)} \right) \right) + \sum_{i \in c} \frac{1}{|c|} \left\{ A_i \right\} (Y_i - \tilde{\mu}(1, B_i)) W_i \left( \frac{1}{\hat{e}(B_i)} - \frac{1}{\hat{\mu}(B_i)} \right) = \rho_1(c, \tilde{\mu}, \tilde{e}) + R_{1c} + R_{2c} \quad (2.10)
\]

The result will follow once we prove two approximations:

\[
\begin{cases}
\mathbb{P}_n R_{1c} = o_p(1) \\
\mathbb{P}_n R_{2c} = o_p(1)
\end{cases} \quad (2.11)
\]

We start with the second one. Observe that we have the following:

\[
|\mathbb{P}_n R_{2c}| \leq \mathbb{P}_n |R_{2c}| \leq \mathbb{P}_n \sum_{i \in c} \frac{1}{|c|} \left\{ A_i \right\} |\hat{\epsilon}_i(1)| \left( \frac{\{A_i\} W_i}{\hat{e}(B_i) \hat{\epsilon}(B_i)} \right) \{A_i\} \left| \hat{\epsilon}(B_i) - \hat{\epsilon}(B_i) \right| \right| \leq \\
\max_i \left( \frac{\{A_i\} W_i}{\hat{e}(B_i) \hat{\epsilon}(B_i)} \right) \sqrt{\mathbb{P}_n \sum_{i \in c} \frac{1}{|c|} \{A_i\} \hat{\epsilon}_i^2(1)} \left( \sqrt{\mathbb{P}_n \sum_{i \in c} \frac{1}{|c|} \{A_i\} \left( \hat{\epsilon}(B_i) - \hat{\epsilon}(B_i) \right)^2 = O_p(1) \sqrt{O_p(1)} \sqrt{o_p(1)} = o_p(1) \quad (2.12)
\right.
\]
For the first term we have the following:

\[ R_{1c} = \sum_{i \in c} \frac{1}{|c|} \left\{ A_i \right\} \left( \left( \hat{\mu}(1, B_i) - \bar{\mu}(1, B_i) \right) \left( 1 - \frac{W_i}{\bar{e}(B_i)} \right) \right) = \]

\[ \sum_{i \in c} \frac{1}{|c|} \left\{ A_i \right\} \left( \left( \hat{\mu}(1, B_i) - \bar{\mu}(1, B_i) \right) \left( 1 - \frac{W_i}{\bar{e}(B_i)} \right) \right) + \]

\[ \sum_{i \in c} \frac{1}{|c|} \left\{ A_i \right\} \left( \left( \hat{\mu}(1, B_i) - \bar{\mu}(1, B_i) \right) W_i \left( \frac{\hat{e}(B_i) - \bar{e}(B_i)}{\bar{e}(B_i)\hat{e}(B_i)} \right) \right) = R_{11c} + R_{12c} \quad (2.13) \]

The first part can be bounded in the following way:

\[ |\mathbb{P}_n R_{11c}| \leq \mathbb{P}_n |R_{11c}| \leq \]

\[ \max_i \left| \left\{ A_i \right\} \left( W_i - \bar{e}(B_i) \right) \right| \times \mathbb{P}_n \left( \sum_{i \in c} \frac{1}{|c|} \left\{ A_i \right\} \left( \hat{\mu}(1, B_i) - \bar{\mu}(1, B_i) \right)^2 \right) = \]

\[ O_p(1) \times o_p(1) = o_p(1) \quad (2.14) \]

The second part can be bounded in the following way:

\[ |\mathbb{P}_n R_{12c}| \leq \mathbb{P}_n |R_{12c}| \leq \max_i \left( \frac{\left\{ A_i \right\} W_i}{\hat{e}(B_i)\hat{e}(B_i)} \right) \times \]

\[ \mathbb{P}_n \left( \sum_{i \in c} \frac{1}{|c|} \left\{ A_i \right\} \left( \hat{\mu}(1, B_i) - \bar{\mu}(1, B_i) \right)^2 \right) \sqrt{ \mathbb{P}_n \left( \sum_{i \in c} \frac{1}{|c|} \left\{ A_i \right\} \left( \hat{\mu}(1, B_i) - \bar{\mu}(1, B_i) \right)^2 \right) } = \]

\[ O_p(1) \times o_p(1) o_p(1) = o_p(1) \quad (2.15) \]

Combining all the results together we have the proof.  

\[ \square \]

**Proof of Theorem 1**: Observe that \( \hat{e} \) and \( \hat{\mu} \) satisfy the assumptions of Proposition B1 with \( \bar{\mu} \) and \( \bar{e} \) equal to \( m \) and \( e \). As a result, combining Proposition B1 and Lemma B4 we get the following:

\[ \frac{1}{\pi(A)} \mathbb{P}_n \rho(c, \hat{\mu}, \hat{e}) = \frac{1}{\pi(A)} \left( \mathbb{E}[\rho(c, \mu, e)] + o_p(1) \right) = \]

\[ \left( \frac{1}{\pi(A)} + o_p(1) \right) \left( \mathbb{E}[\rho(c, \mu, e)] + o_p(1) \right) = \frac{1}{\pi(A)} \mathbb{E}[\rho(c, \mu, e)] + o_p(1) = \]

\[ \frac{1}{\pi(A)} \mathbb{E}[\left\{ A_i \right\} \tau(X_i, \mathcal{F}_{C_i})] + o_p(1) \quad (2.16) \]
Proof of Theorem 2: The start of the argument is the same as in proof for the consistency result. We decompose the empirical version of $\rho(c, \hat{m}, \hat{e})$:

$$
\rho_1(c, \hat{m}, \hat{e}) - \sum_{i \in c} \frac{1}{|c|} \{A_i\} \mu(1, B_i) = \sum_{i \in c} \frac{1}{|c|} \{A_i\} \left( \frac{W_i}{e(B_i)}(Y_i - \mu(1, B_i)) \right) + \\
+ \sum_{i \in c} \frac{1}{|c|} \{A_i\} \left( \left( \hat{\mu}(1, B_i) - \mu(1, B_i) \right) \left( 1 - \frac{W_i}{\hat{e}(B_i)} \right) \right) + \\
\sum_{i \in c} \frac{1}{|c|} \{A_i\} (Y_i - \mu(1, B_i)) W_i \left( \frac{1}{\hat{e}(B_i)} - \frac{1}{e(B_i)} \right) = \xi_{1c} + R_{1c} + R_{2c} \quad (2.17)
$$

The result will follow once we prove the following:

$$
\begin{cases}
\mathbb{P}_n R_{1c} = o_p \left( \frac{1}{\sqrt{n}} \right) \\
\mathbb{P}_n R_{2c} = o_p \left( \frac{1}{\sqrt{n}} \right)
\end{cases} \quad (2.18)
$$

In exactly the same way as before we can decompose $R_{1c}$ into $R_{11c}$ and $R_{12c}$. For $R_{12c}$ we have the following:

$$
\mathbb{P}_n R_{12c} \leq \mathbb{P}_n |R_{12c}| \leq \max_i \left( \frac{\{A_i\} W_i}{e(B_i) \hat{e}(B_i)} \right) \times \\
\sqrt{\mathbb{P}_n \left( \sum_{i \in c} \frac{1}{|c|} \{A_i\} (\hat{\mu}(1, B_i) - \mu(1, B_i))^2 \right)} \sqrt{\mathbb{P}_n \left( \sum_{i \in c} \frac{1}{|c|} \{A_i\} (\hat{e}(B_i) - e(B_i))^2 \right)} = \\
O_p(1) \times o_p \left( \frac{1}{\sqrt{n}} \right) = o_p \left( \frac{1}{\sqrt{n}} \right) \quad (2.19)
$$
For $R_{11c}$ we use the following argument:

$$
E \left[ (P_n R_{11c})^2 \right] = E \left[ \left( \sum_{l \in L} \frac{1}{n} \sum_{i \in c} \frac{1}{|c|} (\hat{\mu}_{-l(c)}(1, B_i) - \mu(1, B_i)) \left( 1 - \frac{W_i}{\epsilon(B_i)} \right) \right)^2 \right] \\
|L| \sum_{l \in L} \mathbb{E} \left[ \left( \frac{1}{n} \sum_{i \in c} \frac{1}{|c|} (\hat{\mu}_{-l(c)}(1, B_i) - \mu(1, B_i)) \left( 1 - \frac{W_i}{\epsilon(B_i)} \right) \right)^2 \right] = \leq \leq \leq \\
|L| \sum_{l \in L} \frac{1}{n} \mathbb{E} \left[ \left( \frac{1}{n} \sum_{i \in c} \frac{1}{|c|} (\hat{\mu}_{-l(c)}(1, B_i) - \mu(1, B_i)) \left( 1 - \frac{W_i}{\epsilon(B_i)} \right) \right)^2 \right] \\
|L| \sum_{l \in L} \frac{1}{n} \mathbb{E} \left[ \left( \frac{1}{n} \sum_{i \in c} \frac{1}{|c|} (\hat{\mu}_{-l(c)}(1, B_i) - \mu(1, B_i)) \left( 1 - \frac{W_i}{\epsilon(B_i)} \right) \right)^2 \right] \leq \\
\frac{K}{n} \mathbb{E} \left[ P_n \left( \sum_{i \in c} \frac{1}{|c|} (\hat{\mu}_{-l(c)}(1, B_i) - \mu(1, B_i))^2 \right) \right] \leq (2.20) \\
\mathbb{E} \left[ \left| P_n R_{11c} \right| \right] \leq \sqrt{E \left[ (P_n R_{11c})^2 \right]} \leq \frac{K}{\sqrt{n}} \mathbb{E} \left[ P_n \left( \sum_{i \in c} \frac{1}{|c|} (\hat{\mu}_{-l(c)}(1, B_i) - \mu(1, B_i))^2 \right) \right] = o \left( \frac{1}{\sqrt{n}} \right) (2.21) \\
\text{This implies (by Markov’s inequality) that } P_n R_{11c} = o \left( \frac{1}{\sqrt{n}} \right) \\
\mathbb{E}[R_{2c}^2|\{D_i\}_{i=1}^N] \leq \sum_{i \in c} \frac{1}{|c|} \mathbb{E}[\varepsilon_i^2 | D_i] \left( \frac{\{A_i\} W_i}{e^2(B_i) \hat{\epsilon}(B_i)} \right) \{A_i\} (e(B_i) - \hat{e}(B_i))^2 \leq \\
\max_i \left( \frac{\{A_i\} \mathbb{E}[\varepsilon_i^2 | D_i] W_i}{e^2(B_i) \hat{\epsilon}(B_i)} \right) \sum_{i \in c} \frac{1}{|c|} \{A_i\} (e(B_i) - \hat{e}(B_i))^2 (2.22) \\
\text{We also have the following:} \\
\mathbb{E}[R_{2c}|\{D_i\}_{i=1}^N] = 0 (2.23)
Similarly to all other proofs we can divide

Proof of Proposition 3:

Using these two things we get the following:

\[ \left( \begin{array}{c} \mathbb{E}\left[ \left( \sum_{i=1}^{N} A_i \right) \mathbb{E}\left[ \varepsilon_i^2 | D_i \right] W_i \right] \right) \times \right. \\
\frac{1}{n} \sum_{i \in \mathcal{C}} \left( \begin{array}{c} \frac{1}{c} \right) \left( \begin{array}{c} A_i \right) \left( e(B_i) - \hat{e}(B_i) \right)^2 \leq K \times o_p \left( \frac{1}{n} \right) = o_p \left( \frac{1}{n} \right) \] (2.24)

This implies that \( \mathbb{E}\left[ (\mathbb{P}_n R_{2c})^2 \right] = o\left( \frac{1}{n^2} \right) \) (because \( \hat{e} - e \) is bounded by 1) and thus \( R_{2c} = o_p \left( \frac{1}{\sqrt{n}} \right) \).

**Proof of Proposition 3:** Similarly to all other proofs we can divide \( \xi_c \) into two parts \( \xi_{1c} \) and \( \xi_{0c} \). We will analyze \( \xi_{1c} \), analysis for \( \xi_{0c} \) is the same. We have the following decomposition:

\[ \hat{\xi}_{1c} - \xi_{1c} = \sum_{i \in \mathcal{C}} \frac{1}{|c|} \{ A_i \} \left( (\mu(1, B_i) - \hat{\mu}(1, B_i)) \frac{W_i}{\hat{e}(B_i)} \right) + \]

\[ \sum_{i \in \mathcal{C}} \frac{1}{|c|} \{ A_i \} (Y_i - \mu(1, B_i)) W_i \left( \frac{1}{\hat{e}(B_i)} - \frac{1}{e(B_i)} \right) = R_{11c} + R_{12c} \] (2.25)

For the first term we have the following bound:

\[ \mathbb{P}_n R_{11c} \leq \mathbb{P}_n \left( \frac{1}{c} \sum_{i \in \mathcal{C}} \{ A_i \} \left( (\mu(1, B_i) - \hat{\mu}(1, B_i))^2 \frac{W_i}{\hat{e}^2(B_i)} \right) \right) \leq \]

\[ \left( \max_{i} \frac{\{ A_i \} W_i}{\hat{e}^2(B_i)} \right) \times \mathbb{P}_n \left( \frac{1}{c} \sum_{i \in \mathcal{C}} \{ A_i \} (\mu(1, B_i) - \hat{\mu}(1, B_i))^2 \right) = O_p(1) o_p(1) = o_p(1) \] (2.26)

For the second term we have the following bound:

\[ \mathbb{P}_n R_{12c} \leq \mathbb{P}_n \left( \frac{1}{c} \sum_{i \in \mathcal{C}} \{ A_i \} \{ W_i \} \varepsilon_i^2(1) \frac{(\hat{e}(B_i) - e(B_i))^2}{\hat{e}^2(B_i)e^2(B_i)} \right) \leq \]

\[ \sqrt{\left( \mathbb{P}_n \left( \frac{1}{c} \sum_{i \in \mathcal{C}} \{ A_i \} \frac{(\hat{e}(B_i) - e(B_i))^4}{\hat{e}^4(B_i)e^4(B_i)} \right) \right) \left( \mathbb{P}_n \left( \frac{1}{c} \sum_{i \in \mathcal{C}} \{ A_i \} \{ W_i \} \varepsilon_i^4(1) \right) \right)} \leq \]

\[ K \sqrt{\left( \mathbb{P}_n \left( \frac{1}{c} \sum_{i \in \mathcal{C}} \{ A_i \} (\hat{e}(B_i) - e(B_i))^2 \right) \right) \left( \mathbb{P}_n \left( \frac{1}{c} \sum_{i \in \mathcal{C}} \{ A_i \} \{ W_i \} \varepsilon_i^4(1) \right) \right)} = \]

\[ o_p(1) O_p(1) = o_p(1) \] (2.27)
Putting these results together we have the following:

\[
\mathbb{P}_n(\hat{\xi}_1 c + \hat{\xi}_2 c)^2 - \mathbb{P}_n(\xi_1 c + \xi_2 c)^2 = \mathbb{P}_n(\xi_1 + \xi_2 + R_{11c} + R_{12c} + R_{01c} + R_{02c})^2 - \mathbb{P}_n(\xi_1 + \xi_2 c)^2 = \\
\mathbb{P}_n(\xi_1 + \xi_2 c)(R_{11c} + R_{12c} + R_{01c} + R_{02c}) + \mathbb{P}_n(\xi_1 + \xi_2 c + R_{11c} + R_{12c} + R_{01c} + R_{02c})^2 \leq \\
\sqrt{\mathbb{P}_n(\xi_1 + \xi_2 c)^2 4\mathbb{P}_n(R_{11c}^2 + R_{12c}^2 + R_{01c}^2 + R_{02c}^2) + \mathbb{P}_n(R_{11c}^2 + R_{12c}^2 + R_{01c}^2 + R_{02c}^2)} = \\
\sqrt{O_p(1) + o_p(1)} = o_p(1) \quad (2.28)
\]

This argument also implies that \(\mathbb{P}_n(\hat{\xi}_1 c) = \mathbb{P}_n(\xi_1 c) = o_p(1)\) and thus we have the final result:

\[
\frac{1}{\pi^2(A)} \left( \mathbb{P}_n(\hat{\xi}_1 c + \hat{\xi}_2 c)^2 - \left( \mathbb{P}_n(\hat{\xi}_1 c + \hat{\xi}_2 c) \right)^2 \right) - \frac{1}{\pi^2(A)} \mathbb{P}_n(\xi_1 + \xi_2 c)^2 = \\
\frac{1}{\pi^2(A)} \left( \mathbb{P}_n(\hat{\xi}_1 c + \hat{\xi}_2 c)^2 - \mathbb{P}_n(\xi_1 + \xi_2 c)^2 \right) + \left( \frac{1}{\pi^2(A)} - \frac{1}{\pi^2(A)} \right) \mathbb{P}_n(\xi_1 + \xi_2 c)^2 + O_p(1) = \\
O_p(1) + o_p(1) + O_p(1) + o_p(1) = o_p(1) \quad (2.29)
\]