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ABSTRACT
The India VIX represents the sentiment of traders in the Indian market, so by forecasting the future value of India VIX, we get a feel for investor sentiment in future. The objective of this study is to fit a forecasting model on India VIX using auto regressive integrated moving average (ARIMA). The model would be useful in having a glimpse of investor mood in near future. This is probably the first of its kind study based on Indian market. The motivation of this study lies not only on the pervasive agreement that the VIX is a barograph of the general marketplace sentiment as to what concerns investors’ risk appetite, but also on the fact that there are many trading strategies that depend on the VIX index for speculative and hedging determinations. The study found ARIMA (1-0-2) forecasting model on VIX produces better forecasting result. We also validated the model with an out-of-sample dataset and found the model reliable.
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1. INTRODUCTION
Volatility index or VIX captures the investors’ expectation about volatility. Often termed as “investor fear gauge,” VIX is always been considered as a strong indicator of investors’ fear and emotions (Durand et al., 2011; Whaley, 2009). India Volatility Index i.e., India VIX was launched by National Stock Exchange (NSE) of India in 2009. It measures investors’ view of the market’s volatility in the immediate term. The India VIX is a good pointer of whether the market players are feeling complacent or fearful about near future. It reflects the behaviour of traders from the representativeness, affect, and extrapolation bias concepts of behavioural finance (Hibbert, et al. 2008). Thus, the VIX determines investors’ expected returns since its changes are reflected in the time-varying systematically priced risk premia (Durand et al., 2011). The objective of this study is to offer a unique and simple method of forecasting India VIX. Our argument is, forecasting of India VIX may help the market participants in gauging the sentiment of the market, and may lead to better investment decisions. This paper develops a analytical model for forecasting of India VIX in the auto-regressive integrated moving average (ARIMA) framework for the period March 2009 until October 2016. In this context, our first contribution to the literature is methodology. To prove the robustness of our model, it is validated by using daily data from November 2016 to October 2017.

The rest of the paper is organized as follows. Section “about India VIX” provides a brief introduction about the volatility index. Section “literature review on predictability of VIX and its behavioural explanation” describes the past research works in the area of predictability of VIX and also its behavioural explanation. Section “objective” describes the motivation behind this study. Section “period of study and data” underlines the period covered under this study for fitting the model and also for validating the same. The section “description of methodology” presents the description about methodology used in this paper. The section “empirical results and analysis” shows the data analysis along with the estimated results. The section “evaluation of forecasts” presents the validation of the model. And finally, the paper concludes with
the section “conclusion and future scope,” which also indicates towards few areas for further research.

This study uses India VIX, which is traded at the NSE of India platform. India VIX is a volatility index launched by NSE of India, which measures the market expectations of near-term volatility. The value of India VIX is computed on the basis of order book of NIFTY options. The best bid-ask quotes of near and next month NIFTY option contracts which are traded on the NSE platform are used for computation of India VIX. The methodology for computation may be accessed at https://www.nseindia.com/content/indices/white_paper_IndiaVIX.pdf.

The motivation of this study lies not only on the widespread agreement that the VIX is a barograph of the overall marketplace sentiment as to what concerns investors’ risk appetite, but also on the fact that there are many trading strategies that rely on the VIX index for speculative and hedging purposes (Fernandes et al., 2014).

Since the India VIX represents the sentiment of traders in the Indian market, so by forecasting the future value of India VIX, we get a feel for investor sentiment in future. The objective of this study is to fit a forecasting model on India VIX using ARIMA. The model would be useful in having a glimpse of investor mood in near future.

2. LITERATURE REVIEW ON PREDICTABILITY OF VIX AND ITS BEHAVIORAL EXPLANATION

VIX was first introduced by Chicago Board Option Exchange in 1993. It is widely known as “investor fear gauge.” VIX reflects the expected market volatility of the market index over the upcoming days based on the implied volatility in the prices of options on the market index. In case of “India VIX,” the index is Nifty 50.

Katja (2006) models the implied volatility of the S&P 500 index, with the aim of producing useful forecasts for option traders. His results indicate that an ARIMA(1,1,1) model enhanced with exogenous regressors has predictive power regarding the directional change in the VIX index.

Whaley (2009) provided a history of the VIX. He said “the VIX has been dubbed the “investor fear gauge”... (because) the S and P 500 index option market has become dominated by hedgers who buy index puts when they are concerned about a potential drop in the stock market... (the) VIX is an indicator that reflects the price of portfolio insurance.”

Durand et al. (2011) showed that VIX that captures the market expectations of the investors, also affect the market return.

Chandra and Thenmozhi (2015) examined the asymmetric relationship between India volatility index (India VIX) and stock market returns, and demonstrates that Nifty returns are negatively related to the changes in India VIX levels, but in case of highly ascending movements in the market, the returns on the two indices incline to move independently.

3. DATA AND METHODOLOGY

This section describes data used and the methodology used for designing the India VIX model that forecasts the future direction. For this purpose, the ARIMA model has been used. But before that the unit root test has been performed to check the stationarity of the dataset.

The period of study under consideration is from March 2009 until October 2016 for fitting the model. We also used daily data from November 2016 to October 2017 for validating the ARIMA model. The daily closing value of India VIX is downloaded from the website of the NSE of India (www.nseindia.com).

3.1. Unit Root Analysis

As many a times, the time series variables suffer from the non-stationary problem, we have tested for unit root under augmented Dickey-Fuller (ADF) test. Section 6.1 shows the result and analysis of ADF test.

3.2. ARIMA

The basic idea behind ARIMA or the Box-Jenkins (BJ) methodology for forecasting is to analyse the probabilistic or stochastic properties of economic time series on their own under the philosophy “let the data speak for themselves.” This concept is very different from traditional regression models, in which the dependent variable Y_t is explained by k explanatory variables X_1, X_2..............................X_k. The BJ time series models allow Y_t to be explained by the past, or lagged, values of Y itself and the current and lagged values of u_t which is an uncorrelated random error with zero mean and constant variance σ² – that is, a white noise error term.

The BJ methodology is based on the assumption that the time series under consideration is stationary.

3.2.1. The AR model

Consider the following model:

\[ Y_t = B_0 + B_1 Y_{t-1} + B_2 Y_{t-2} + \ldots + B_p Y_{t-p} + u_t \]

Where u_t is a white noise error term.

This model is termed as an AR model of order p, AR (p), for it involves regressing Y at time t on its values lagged p periods into the past, the value of p being determined empirically using some criterion, such as the Akaike information criterion.

3.2.2. The MA model

The AR process is not the only mechanism that may have generated Y_t. In some situation, it might be possible to capture the process of generation of Y_t series by following model.

\[ Y_t = u_t + \theta u_{t-1} \]

Where, as before, ut is a white error term. The model implies that Y_t is determined as a MA of the current and immediate past values of the error term. This model is called the first-order MA or MA(1) model.
The general form of the MA model is an MA(q) model of the form
\[ Y_t = \theta_1 u_{t-1} + \theta_2 u_{t-2} + \ldots + \theta_q u_{t-q} \]

It appears that a MA process is simply a linear combination of white noise processes, so that \( Y_t \) depends on the current and previous values of a white noise error term. Further, as long as \( q \) is finite, the MA(q) process is stationary as it is an average of \( q \) stationary white noise error terms which are stationary.

### 3.2.3. The ARMA model

If we suppose that \( Y_t \) has characteristics of both AR and MA, then it is called ARMA process. For example, an ARMA (1,1) model may be written as
\[ Y_t = \phi Y_{t-1} + u_t + \theta u_{t-1} \]

In general, an ARMA (p,q) process will have \( p \) AR and \( q \) MA terms. It is written as
\[ Y_t = \phi_1 Y_{t-1} + \phi_2 Y_{t-2} + \ldots + \phi_p Y_{t-p} + u_t + \theta_1 u_{t-1} + \theta_2 u_{t-2} + \ldots + \theta_q u_{t-q} \]

### 3.2.4. The ARIMA model

If a time series is integrated of order \( d \) and we apply ARMA (p,q) model to it, then we say that the original time series is ARIMA (p,d,q), i.e., it is an ARIMA time series. Clearly, if a time series is ARIMA (2,1,2), it has to be differenced once to make it stationary and the stationary time series can be modelled as ARIMA (2,2) process, i.e., it will have two AR and two MA terms. Similarly, an ARIMA (p,0,p) series is same as ARMA (p,q) when the time series is stationary at the beginning. On the other hand, ARIMA (p,0,0) and ARIMA (0,0,q) series represent AR (p) and MA (q) stationary processes, respectively. Thus, given the values of \( p,d, \) and \( q \), one can say what process is being modelled.

## 4. EMPIRICAL RESULTS AND ANALYSIS

This study fits a forecasting model based on India VIX, the fear and emotion gauge of Indian market. The study considers log of daily VIX (LVIX) value. The idea behind plotting the log of VIX and not the VIX itself is that changes in the log of a variable represents a relative change (or rate of return), whereas a chance in the log of a variable itself represents an absolute change. Returns are unit-free and they are more comparable (Gujarati, 2015). The total number of observations are \( n = 1898 \).

### 4.1. Test of Stationarity

First test the stationarity of the time series data is tested. To test stationarity, the ADF test is being used. The test is performed by using the following form:
\[ \Delta \text{LVIX}_t = B_1 + B_2 t + B_3 \text{LVIX}_{t-1} + \sum_{i=1}^{m} \alpha_i \text{LVIX}_{t-1} + \varepsilon_t \]  

(1)

In each case, the null hypothesis is \( B_3 = 0 \) (i.e., unit root exists) and the alternative hypothesis is that \( B_3 < 0 \) (i.e., no unit root). The result of the unit root test of VIX with intercept is shown in Table 1.

As each case, the null hypothesis is \( B_3 = 0 \) (i.e., unit root exists) and the alternative hypothesis is that \( B_3 < 0 \) (i.e., no unit root). The result of the unit root test of VIX with intercept is shown in Table 1.

### Table 1: Unit root test of VIX with intercept

| Null hypothesis: LVIX has a unit root | t-statistic | Prob.* |
|--------------------------------------|------------|--------|
| Exogenous: Constant, linear trend    |            |        |
| Lag length: 0 (Automatic - based on SIC, Maxlag=25) |            |        |
| Augmented dickey-fuller test statistic |            |        |
| Test critical values:                |            |        |
| 1% level                            | -5.23489    | 0.0001 |
| 5% level                            | -3.96288    |        |
| 10% level                           | -3.41218    |        |

*MacKinnon (1996) one-sided \( P \)-values

Augmented dickey-fuller test equation

Dependent variable: \( D \) (LVIX)

Method: Least squares

Sample (adjusted): March 02, 2009 October 30, 2016

Included observations: 1898 after adjustments

| Variable     | Coefficient | Std. error | t-statistic | Prob. |
|--------------|-------------|------------|-------------|-------|
| LVIX(−1)     | -0.027603   | 0.005273   | -5.23489    | 0     |
| C            | 0.091081    | 0.01781    | 5.113952    | 0     |
| R-squared    | 0.014328    | 0.01852    | -3.07927    | -0.0054|
| Adjusted R-squared | 0.013288 | S.D. dependent var | -3.0705 | 0.0522 |
| S.E. of regression | 0.051852 | Akaike info criterion | 3.07927 | 0.0052 |
| Sum squared resid | 5.094955 | Schwarz criterion | 3.0705 | 0.0052 |
| Log likelihood | 2925.224   | Hannan-quinn criter. | 3.07604 | 0.0052 |
| F-statistic   | 13.77294    | Durbin-watson stat | 2.0125553 | 0.0052 |
| Prob (F-statistic) | 0.000001 |         |            |       |

Source: Author's own computation. SD: Standard deviation

Electronic copy available at: https://ssrn.com/abstract=3521767

Electronic copy available at: https://ssrn.com/abstract=3512670
Table 1 shows the results of ADF test. The LVIX lagged one period. The ADF test statistic is \((-5.234888)\). However, the DF critical values are: \(-3.962884\) (1% level), \(-3.412178\) (5% level), and \(-3.128012\) (10% level). In absolute terms, \(5.234888\) is greater than any of DF critical values in absolute terms. Hence, the conclusion is that the VIX time series is stationary. (Gujarati, 2015). To confirm the Stationarity, also plotted the graph of LVIX over time (Figure 1). The graph confirms the Stationarity of LVIX.

4.2. Determination of p, q, and d
As the LVIX is stationary time series with level unit root, therefore we consider the value of \(d=0\). We already have showed that the level order time series LVIX is stationary. So, we work with LVIX only here.

To see, which ARIMA model fits LVIX, and following the BJ methodology, we computed the correlogram of this series up to 80 lags. For determining the number of lags, we followed the rule of thumb suggested by Schwert (1989). Due to space constraint, we show the correlogram up to 15 lags in Table 2 below. The complete correlogram is given in annexure A1 at the end of this paper.

Table 2 produces two types of correlation coefficients: Autocorrelation (AC) and partial AC (PAC). The AC function (ACF) shows correlation of current LVIX with its values with various lags. The PAC function (PACF) shows the correlation between observations that are k periods apart after controlling for the effects of intermediate lags. The BJ methodology uses both these correlation coefficients to identify the type of ARMA model that is appropriate for this case.

Table 2: AC function and PAC function of LVIX

| AC   | PAC   | Q-stat | Prob. |
|------|-------|--------|-------|
| 1    | 0.983 | 0.983  | 1837.4| 0     |
| 2    | 0.966 | 0.004  | 3614  | 0     |
| 3    | 0.951 | 0.034  | 5335.8| 0     |
| 4    | 0.937 | 0.021  | 7007.2| 0     |
| 5    | 0.924 | 0.032  | 8633.2| 0     |
| 6    | 0.91  | -0.007 | 10214 | 0     |
| 7    | 0.898 | 0.028  | 11754 | 0     |
| 8    | 0.887 | 0.032  | 13257 | 0     |
| 9    | 0.876 | -0.003 | 14724 | 0     |
| 10   | 0.864 | -0.036 | 16151 | 0     |
| 11   | 0.851 | -0.017 | 17537 | 0     |
| 12   | 0.84  | 0.019  | 18886 | 0     |
| 13   | 0.827 | -0.04  | 20195 | 0     |
| 14   | 0.815 | 0.017  | 21466 | 0     |
| 15   | 0.803 | 0.013  | 22702 | 0     |

Source: Author’s own computation. AC: Autocorrelation, PAC: Partial autocorrelation

Table 2 shows gradual decline in AC and changes in positive and negative signs for PAC. However, it does not show any sign of exponential decay for any sustained period.

To see, which correlations are statistically significant, we calculate the standard error of sample correlation coefficients given by \(\sqrt{1/n} = 0.022948\), where \(n\) is the sample size. Therefore, the 95% confidence interval for the true correlation coefficients is about \(0 \pm 1.96*(0.022948) = (−0.044977 to 0.044977)\). Correlation coefficients lying outside these bounds are statistically significant at 5% level. On this basis, it seems that PACF correlations at lag(s) 1, 2, 40, and 49 are statistically significant.

Since we do not have any clear-cut pattern of the ACF and PACF, we will proceed by trial and error.

First, we fit an AR model at lags 1, 2, 40, and 49.

Then we fit an MA model at lags 1, 2, 40, and 49. The result of AR (1,2,40,49) is shown in Table 3.

Since the AR(2), AR(40), and AR(49) coefficients are not significant, we can drop these from consideration and re-estimate the model with AR(1). The result is shown in Table 4 below. The model is significant at AR(1).

In the next stage, we fit the MA model. Again, we go through the trial and error method for MA(1), MA(2), MA(40) and MA(49).

The result of MA model is given in Table 5 below:

The model is significant at MA(1), MA(2), MA(40), and MA(49).

Thus we use ARIMA(1,0,1), ARIMA(1,0,2), ARIMA(1,0,40), and ARIMA(1,0,49) now. Table 6 shows ARIMA(1,0,1) model fit.

Table 3: AR model fit at lags 1, 2, 40, and 49

| Variable | Coefficient | Std. error | t-statistic | Prob. |
|----------|-------------|------------|-------------|-------|
| C        | 3.046914    | 0.127597   | 23.8792     | 0     |
| AR(1)    | 0.969734    | 0.017887   | 54.21501    | 0     |
| AR(2)    | 0.007231    | 0.018351   | 0.39404     | 0.6936|
| AR(40)   | 0.011858    | 0.009928   | 1.194428    | 0.2325|
| AR(49)   | 0.002974    | 0.00621    | 0.39098     | 0.7573|
| SIGMASQ  | 0.006297    | 4.3905     | 61.46501    | 0     |
| R-squared | 0.968951    | Mean dependent var | 3.007222 |
| Adjusted | 0.967711    | S.D. dependent var | 209.915 |

Source: Author’s own computation. AC: Autocorrelation, PAC: Partial autocorrelation

Table 4: MA model fit at lags 1, 2, 40, and 49

| Variable | Coefficient | Std. error | t-statistic | Prob. |
|----------|-------------|------------|-------------|-------|
| C        | 3.046914    | 0.127597   | 23.8792     | 0     |
| AR(1)    | 0.969734    | 0.017887   | 54.21501    | 0     |
| AR(2)    | 0.007231    | 0.018351   | 0.39404     | 0.6936|
| AR(40)   | 0.011858    | 0.009928   | 1.194428    | 0.2325|
| AR(49)   | 0.002974    | 0.00621    | 0.39098     | 0.7573|
| SIGMASQ  | 0.006297    | 4.3905     | 61.46501    | 0     |
| R-squared | 0.968951    | Mean dependent var | 3.007222 |
| Adjusted | 0.967711    | S.D. dependent var | 209.915 |

Source: Author’s own computation. AC: Autocorrelation, PAC: Partial autocorrelation
In Table 6, the AR(1) is significant, but the MA(1) is not significant. So, we will not consider ARIMA(1,0,1) for fitting the model.

Next, we try ARIMA(1,0,2) model. Table 7 shows the ARIMA(1,0,2) model fit.

The result from Table 7 shows that both AR(1), and MA(2) are statistically significant. So, we accept the ARIMA(1,0,2) model for LVIX.

Table 4: An AR (1) model for LVIX

| Variable | Coefficient | Std. error | t-statistic | Prob. |
|----------|-------------|------------|-------------|-------|
| C        | 3.024242    | 0.082506   | 36.65501    | 0     |
| AR (1)   | 0.986062    | 0.00374    | 263.6586    | 0     |
| SIGMAQ   | 0.002706    | 4.33E-05   | 62.46023    | 0     |
| R-squared| 0.969743    | Mean dependent var | 3.007222 |
| Adjusted | 0.969711    | S.D. dependent var | 0.299151 |
| S.E. of regression | 0.052063 | Akaiake info criterion | -3.06925 |
| Log likelihood | 5.13927   | Schwarz criterion | -3.06048 |
| F-statistic | 2917.249  | Hansen-quinn criter. | -3.06602 |
| Prob(F-statistic) | 3.007222 | Durbin-watson stat | 2.024454 |
| Inverted AR roots | 0.99 | | |

SD: Standard deviation

Next, we try ARIMA(1,0,40) model fit. The results are shown in Table 8 below:

In Table 8, AR(1) is statistically significant, but MA(40) is not. Therefore, we reject the ARIMA (1,0,40) model.

Table 6: ARIMA (1,0,1) model fit

Dependent variable: LVIX

| Variable | Coefficient | Std. error | t-statistic | Prob. |
|----------|-------------|------------|-------------|-------|
| C        | 3.024706    | 0.083767   | 36.10841    | 0     |
| AR (1)   | 0.991927    | 0.003756   | 262.6262    | 0     |
| SIGMAQ   | 0.002706    | 4.35E-05   | 62.22056    | 0     |
| R-squared| 0.969748    | Mean dependent var | 3.007222 |
| Adjusted | 0.9697    | S.D. dependent var | 0.299151 |
| S.E. of regression | 0.052073 | Akaiake info criterion | -3.06836 |
| Log likelihood | 5.138424 | Schwarz criterion | -3.05667 |
| F-statistic | 2917.404   | Hansen-quinn criter. | -3.06405 |
| Prob(F-statistic) | 20248.62 | Durbin-watson stat | 1.999234 |
| Inverted AR Roots | 0.99 | | |
| Inverted MA Roots | 0.01 | | |

SD: Standard deviation

Table 7: ARIMA (1,0,2) model fit for LVIX

Dependent variable: LVIX

| Variable | Coefficient | Std. error | t-statistic | Prob. |
|----------|-------------|------------|-------------|-------|
| C        | 3.007858    | 0.009301   | 323.4038    | 0     |
| MA (1)   | 1.25166     | 0.014879   | 84.12337    | 0     |
| MA (2)   | 0.728046    | 0.015508   | 46.94592    | 0     |
| MA (40)  | 0.063456    | 0.013094   | 4.846213    | 0     |
| MA (49)  | 0.054395    | 0.012574   | 4.326118    | 0     |
| SIGMAQ   | 0.011337    | 0.000441   | 30.30454    | 0     |
| R-squared| 0.850521    | Mean dependent var | 3.007222 |
| Adjusted | 0.850126    | S.D. dependent var | 0.299151 |
| S.E. of regression | 0.115812 | Akaiake info criterion | -1.46877 |
| Log likelihood | 25.38971  | Schwarz criterion | -1.45123 |
| F-statistic | 1400.593   | Hansen-quinn criter. | -1.46231 |
| Prob(F-statistic) | 2154.202  | Durbin-watson stat | 0.966532 |

SD: Standard deviation
Table 8: ARIMA (1,0,40) for LVIX

| Variable       | Coefficient | Std. error | t-statistic | Prob.   |
|----------------|-------------|------------|-------------|---------|
| C              | 3.02412     | 0.082288   | 36.75045    | 0       |
| AR (1)         | 0.985905    | 0.003779   | 260.9204    | 0       |
| MA (40)        | 0.007426    | 0.024453   | 0.303692    | 0.7614  |
| SIGMASQ        | 0.002706    | 4.55E-05   | 59.42377    | 0       |
| Adjusted       | 0.969745    | Mean dependent var | 3.007222   |         |
| S.D. of regression | 0.052076 | Akaia info criterion | -3.06825  |         |
| Sum squared resid | 5.13899  | Schwarz criterion | -3.05656  |         |
| Log likelihood | 2917.301    | Hannan-quinn criter | -3.06395  |         |
| F-statistic    | 20246.32    | Durbin-watson stat | 2.024428  |         |
| Prob (F-statistic) | 0        |              |            |         |

SD: Standard deviation

Table 9: ARIMA (1,0,49) for LVIX

| Variable       | Coefficient | Std. error | t-statistic | Prob.   |
|----------------|-------------|------------|-------------|---------|
| C              | 3.02447     | 0.08283    | 36.51429    | 0       |
| AR (1)         | 0.986338    | 0.003752   | 262.8917    | 0       |
| MA (49)        | -0.013802   | 0.025166   | -0.548347   | 0.5835  |
| SIGMASQ        | 0.002706    | 4.37E-05   | 61.94302    | 0       |
| Adjusted       | 0.969794    | Mean dependent var | 3.007222   |         |
| S.D. of regression | 0.052076 | Akaia info criterion | -3.06825  |         |
| Sum squared resid | 5.13899  | Schwarz criterion | -3.05656  |         |
| Log likelihood | 2917.429    | Hannan-quinn criter | -3.06395  |         |
| F-statistic    | 20249.29    | Durbin-watson stat | 2.023808  |         |
| Prob (F-statistic) | 0        |              |            |         |

Next, we consider the ARIMA(1,0,49). The result is given below in Table 9:

Table 9 shows AR(1) is significant, but MA(49) is not significant. Therefore, we reject ARIMA(1,0,49).

Finally, after going through the abovementioned tests, and under consideration of principles of parsimony, finally, we select the ARIMA(1,0,2) or ARMA(1,2) as a fit model for forecasting of India VIX. This model may be used as an estimator for predicting the future values of India VIX.

The generalized ARIMA(1,0,2) model may be written as (Chatfield, 2003):

\[ x_t = \mu (1-\alpha)+\alpha (x_{t-1})+\beta_1 e_{t-1}+\beta_2 e_{t-2} \]

or, \[ x_t = \mu (1-\alpha)+\alpha (x_{t-1})+\beta_1 (x_{t-1}-x_{t-2})+\beta_2 (x_{t-2}-x_{t-3}) \]

Now, we may put the values of ARIMA(1,0,2) from Table 7 into equation 2, where,

\[ \mu = 3.025538 \]

\[ \alpha = 0.987248 \]

\[ \beta_1 = 0, \quad \text{and} \quad \beta_2 = -0.039814. \]

By putting the abovementioned values in equation 2, the model becomes,

\[ x_t = 3.025538 (1-0.987248)+0.987248 (x_{t-1})-0.039814 e_{t-2} \]

We compute the difference between observed value and computed model value for the sample data using equation 3, and find root mean squared errors (RMSE) equals to 0.0517. Which again established the appropriateness of model.

4.3. ARIMA Forecasting

We now use ARIMA(1,0,2) model for forecasting India VIX. Figure 2 shows the static forecast of VIX. This figure shows the actual and forecast values of logs of closing India VIX, as well as the confidence interval of forecast. The accompanying table gives the same measures of the quality of the forecast, namely,
RMSE, mean absolute error (MAE), mean absolute percent error, and Theil inequality coefficient. The Theil coefficient is very low (0.008591), suggesting that the fitted model is quite good. This is also clearly shown in Figure 2, which demonstrates how closely the actual and forecast values track each other.

5. EVALUATION OF FORECASTS

The forecast of VIX appears to be very reliable on the basis of the following criterion:

i. The estimated coefficients of both AR(1) and MA(2) terms are statistically significant (Table 7).

ii. The value of RMSE for the estimated ARIMA(1,0,2) model is 0.051922 (Figure 2), which is pretty low.

iii. The values of “bias proportion,” “variance proportion,” and “covariance proportion” are 0.000240, 0.005029, and 0.994710 (Figure 2) respectively. Since the values of bias and variance proportions are low, and that of covariance proportion is high, therefore the forecast may be considered satisfactory.

iv. All inverted AR and MA roots are within the unit circle (Figure 3), which implies that the chosen ARIMA model is stationary and the model has been correctly specified.

We also presented the invert roots of AR and MR in Table 10 above. No root lies outside the unit circle. The ARMA model is invertible.

For validating the model, we again considered the daily India VIX daily data from November 1st, 2016 to October 30th, 2017. Table 11 shows the month-end estimated value and the observed value of log of India VIX by using equation 3. Though all the computations are based upon daily closing quotes of India VIX, in Table 11, we are only showing the month-end data for 12 month due to limited space.

To assess the validity of observed value and model value again, we computed the RMSE of daily India VIX quotes, which we found at 0.045814, which is pretty low. The computed MAE 0.029349 and mean absolute percent error (MAPE) at 1.149486. This again validates the appropriateness of the model described in equation 3.

6. CONCLUSION AND FUTURE SCOPE

Our objective was to fit a forecasting model for India VIX. Based on literature (Durand et al., 2011; Whaley, 2009), we considered the India VIX as a measure of investor sentiment. We find ARIMA(1,0,2) is the fittest model to forecast future India VIX values. The evaluation of forecasting ARIMA model is also found to be reliable.

A reliable forecast of India VIX may prove to be very useful in predicting how the investor sentiment may turn in coming days. Investors may find this extremely useful in taking investment decisions. They will be able to gauge, whether the market participants are in happy mood or feeling cautious.

This study may be extended by linking INDIA VIX with the Index (NIFTY) returns. A derivative trader may be able to take a better decision by considering the forecasted values of VIX when of taking a position in derivative contracts.
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### ANNEXURE

#### A1: Correlogram

| AC   | PAC   | AC     | PAC     | Q-stat | Prob. |
|------|-------|--------|---------|--------|-------|
| 1    | 0.983 | 0.983  | 1837.4  | 0      |       |
| 2    | 0.966 | 0.004  | 3614    | 0      |       |
| 3    | 0.951 | 0.034  | 5335.8  | 0      |       |
| 4    | 0.937 | 0.021  | 7007.2  | 0      |       |
| 5    | 0.924 | 0.032  | 8633.2  | 0      |       |
| 6    | 0.91  | -0.007 | 10214   | 0      |       |
| 7    | 0.898 | 0.028  | 11754   | 0      |       |
| 8    | 0.887 | 0.032  | 12357   | 0      |       |
| 9    | 0.876 | -0.003 | 14724   | 0      |       |
| 10   | 0.864 | -0.036 | 16151   | 0      |       |
| 11   | 0.851 | -0.017 | 17537   | 0      |       |
| 12   | 0.84  | 0.019  | 18886   | 0      |       |
| 13   | 0.827 | -0.04  | 20195   | 0      |       |
| 14   | 0.815 | 0.017  | 21466   | 0      |       |
| 15   | 0.803 | 0.013  | 22702   | 0      |       |
| 16   | 0.792 | -0.009 | 23904   | 0      |       |
| 17   | 0.78  | -0.002 | 25072   | 0      |       |
| 18   | 0.769 | 0      | 26207   | 0      |       |
| 19   | 0.758 | -0.006 | 27310   | 0      |       |
| 20   | 0.747 | 0.002  | 28381   | 0      |       |
| 21   | 0.736 | -0.006 | 29422   | 0      |       |
| 22   | 0.725 | 0.024  | 30434   | 0      |       |
| 23   | 0.715 | -0.016 | 31417   | 0      |       |
| 24   | 0.705 | 0.01   | 32374   | 0      |       |
| 25   | 0.695 | 0      | 33304   | 0      |       |
| 26   | 0.685 | -0.006 | 34208   | 0      |       |
| 27   | 0.676 | 0.022  | 35089   | 0      |       |
| 28   | 0.668 | 0.024  | 35948   | 0      |       |
| 29   | 0.659 | -0.005 | 36787   | 0      |       |
| 30   | 0.651 | 0.018  | 37607   | 0      |       |
| 31   | 0.644 | 0.015  | 38408   | 0      |       |
| 32   | 0.638 | 0.027  | 39195   | 0      |       |
| 33   | 0.632 | 0.025  | 39969   | 0      |       |
| 34   | 0.627 | 0.015  | 40730   | 0      |       |
| 35   | 0.623 | 0.026  | 41481   | 0      |       |
| 36   | 0.619 | 0.033  | 42224   | 0      |       |
| 37   | 0.617 | 0.034  | 42961   | 0      |       |
| 38   | 0.613 | -0.034 | 43690   | 0      |       |
| 39   | 0.608 | -0.012 | 44408   | 0      |       |
| 40   | 0.602 | -0.045 | 45113   | 0      |       |

AC: Autocorrelation, PAC: Partial correlation