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SUMMARY

A central challenge in medicine is translating from observational understanding to mechanistic understanding, where some observations are recognized as causes for the others. This can lead not only to new treatments and understanding, but also to recognition of novel phenotypes. Here, we apply a collection of mathematical techniques (empirical dynamics), which infer mechanistic networks in a model-free manner from longitudinal data, to cyclic thrombocytopenia, a complex blood disease characterized by platelet oscillations. Our analyses support this contention, and also lend new evidence to a theory for the cause of this disorder. Simulations of an intervention yield encouraging results, even when applied to patient data outside our three subjects. These successes suggest that this blueprint has broader applicability in understanding and treating complex disorders.

INTRODUCTION

The desirable scenario in which a single biomarker can be mapped to a single disease, which presents identically in every patient, is overly idealistic. In fact, few diseases are diagnosable via a single metric in a binary “yes/no” fashion. Even single biomarkers that are extremely indicative of particular disorders, such as for monogenic diseases, do not ensure an accurate forecasting of each patient’s phenotypic presentation. Classic examples where multiple phenotypes exist for single-hit diseases
include holoprosencephaly, 1, 2 epidermolysis bullosa, 3 and van der Woude syndrome, 4 among many others. In addition to having multiple phenotypes, many diseases are classified according to more than one aberrant biomarker. For instance, there is growing evidence that there may be dozens of phenotypes contained under the “umbrella” of multiple sclerosis, which are differentiated not only based on life experience and life expectancy but also based on the very biomarkers that are abnormal. 5–7 The growing recognition that many (if not most) diseases are characterized by different phenotypes has led not only to an increasing emphasis on personalized medicine, but also to the idea that the existence of multiple phenotypes can be beneficial in translating clinical observations of many phenotypes into mechanistic understanding of what unites and divides those phenotypes. 7, 8 Intersecting mechanisms between different phenotypes bring us closer to describing the core etiology of the umbrella “disease” and can translate into better clinical treatment.

When there are multiple irregular biomarkers which may also belong to multiple phenotypes, the technical challenge is in identifying these phenotypes, assigning patients to phenotypes, and mapping between clinical observations and phenotypic mechanisms that explain them. To overcome this challenge, here we argue for the use of a growing body of analytical literature called empirical dynamics, 9,10 which we use to refer to any equation-free and non-parametric tool that seeks to infer causal mechanisms in a system or structural properties of a system from empirical data. These are well suited to our purpose because they assume no model, which fits our lack of knowledge of the biology connecting the various perturbed components, and also because the inferred mechanisms order the perturbed components into networks of cause-and-effect where no such order existed before. Our “blueprint” for bringing these techniques to bear on clinical decisions consists of (1) inferring and vetting these mechanistic networks, (2) narrowing our attention to small subnetworks surrounding clinically relevant components, and (3) modeling clinical interventions based on the subnetwork. Analyzing these networks also enhances our understanding of the underlying biology beyond a single intervention, because a component of interest can now be modeled and understood in the underlying biology beyond a single intervention, because a component of interest can now be modeled and understood in terms of subnetworks which consist of vastly smaller numbers of components compared with the total dataset. Our battery of tests include three very different techniques from this area: convergent cross-mapping (CCM), 11–14 transfer entropy, 15 and dynamical mode decomposition (DMD). 16–19 Each of these relies on different mathematical analyses of time series data to determine whether or not two elements of a given system are mechanistically connected: CCM draws on dynamical systems theory and seeks to reconstruct local patches of a putative underlying attractor, determining that there is a mechanistic connection between two variables if they reliably reconstruct the same patches of one shared attractor; transfer entropy draws on information theory and seeks to quantify the amount of entropy that is shared between two causally linked time series; determining that there is a mechanistic connection between two variables if the mutual information clears a threshold of significance; DMD draws on linear algebra and operator theory, and seeks to enumerate a much smaller number of behaviors (modes) of a system in comparison with the number of entities that constitute that system, which, while not explicitly identifying mechanistic connections between pairs of variables, still imputes order and interaction to larger ensembles of variables. While there may well exist deeper connections to each of these techniques, such connections are far from understood, and therefore we believe consensus between them can be considered increasingly indicative of a reliable connection that can be exploited in the lab or clinic. Our selection of techniques is also commensurate with the growing wisdom that the most accurate inference of biological networks arises from consensus between orthogonal techniques, rather than from a single approach. 20, 21

As a first step to demonstrate the natural pairing and viability of these techniques to complex disorders, we applied them to a rare blood disease called cyclic thrombocytopenia (CTP). 22–24 This disease is characterized by regular oscillations in platelets as well as the cytokine thrombopoietin (TPO) which regulates the production of platelets and platelet precursors (megakaryoblasts and megakaryocytes). In addition, many patients show regular oscillations in the counts of many important signaling proteins (cytokines). The rich time behavior of this disorder has invited comparisons with canonical examples in dynamical systems and has fueled many theoretical studies. 24–26 However, the same dynamical richness that has made these systems of interest to theorists also poses challenges to experimentalists and clinicians, who rely on a particular set of tools to identify therapeutic targets and generate functional hypotheses on the etiology of a particular disorder in a particular patient. For instance, correlation analyses are easily confounded by these diseases, as entities that co-cycle with identical periods will always be found to be strongly correlated, shedding no light on the mechanistic interactions driving the oscillations. The temporal behavior of this disorder therefore presents an ideal case study in which the analytical tools we are promoting might be able to untangle mechanistic networks from data that are not amenable to correlative-type approaches.

CTP is also of immediate clinical relevancy due to difficulty of treatment, 23 especially compared with other blood disorders in which biomarkers are oscillating (such as cyclic neutropenia). 25 Despite frequently being associated with disrupted TPO receptor interactions, 24, 26, 27 regular treatment with exogenous TPO (the principal protein regulating the megakaryocyte/platelet axis) mimetics is generally ineffective. 29 This suggests that CTP may be mechanistically distinct from the other diseases, which are more easily treated with mimetics for the defective protein.

To demonstrate the feasibility and usefulness of empirical dynamics for our case study of CTP, we analyzed data on platelets, TPO, and more than 60 cytokines measured in time series for three individuals: subject A, who carries a heterozygous germline mutation resulting in a loss of c-mpl function; 33 his father, subject B; and an unrelated individual with CTP, subject C. The father-son relationship between subjects A and B is particularly interesting because, despite sharing the c-mpl mutation, subject B has never shown symptoms of CTP. This makes subject B a useful healthy (non-CTP) control and evidence of a possible pre-disease state. Empirical dynamics agreed on couplings uncovered in all three subjects with a remarkable degree of consensus, further corroborated by a manual verification of more than 1,000 interactions in the experimental literature. The networks we uncover are extremely different between subjects
A and C, supporting preliminary evidence that subject A might represent a novel phenotype. Despite these differences, an unexpected connection was found in that both phenotypes indicate a single biological mechanism, the Th-17 cell differentiation and reaction pathways, as critical in causing platelet oscillations. The heterogeneity between these two individuals is explained as different dysregulations of Th-17 cell maintenance, but the implication of this axis situates these two subjects in a broader ongoing narrative about the role of Th-17 cells in cycling and non-cycling thrombocytopenia. As a first step toward actual therapeutic intervention on this axis, we simulated such an intervention on our subject C as well as other previously examined patients who we believe belong to the primary phenotype, using an existing theoretical model. Despite the different observed platelet trajectories and different fits within the model case, the simulated intervention completely removed fluctuations in the platelet line for multiple subjects, which we believe represents a step toward successful combination therapies for this disorder.

RESULTS

We began by evaluating the clinical characteristics of individuals with CTP identified by our team at the Stanford Medical Center. A total of n = 3 individuals were included in the study: subject A has a previously reported novel c-mpl heterozygous germline mutation affecting TPO receptor function, subject B carries the same mutation but shows no clinical presentation of the disease, and subject C has CTP. Subject A visited the Stanford Medical Center clinic every 3–4 days over a period of 84 days and complete blood counts were taken; subject C visited the clinic every 3–4 days for a total of 49 days.

Figure 1. Phenotypic Heterogeneity in Clinical Presentation of Cyclic Thrombocytopenia Is Pronounced in Subject A

A. Platelet and TPO concentrations over one cycle from subjects A and C, in addition to four previously characterized subjects (see Langlois et al. As- terisks indicate the number of standard deviations from the mean for maximum platelet concentration (left panel, circle), period length (left panel, line), and maximum TPO concentrations (right panel, circle) for subject A compared with the five other individuals.

B. The fits of the Langlois model for platelet (top) and TPO (bottom) levels to both subjects A and C is within the same margins of error as the other subjects in the figure, while subject A greatly exceeds these.

Preliminary Evidence for Multiple Phenotypes

Subject C has a more classical clinical presentation of CTP, with an oscillation period of roughly 27 days, similar to previously reported cases (typically between 25 and 35 days). Subject A, despite possessing a germline mutation, only recently presented to the clinic. In this individual, we measured a much longer cycling period than other CTP cases with respect to both circulating platelet and TPO concentrations. We began our investigations by comparing platelet and TPO concentration time series over one cycle from a previous cohort of individuals with a “classical” presentation of CTP, with subjects A and C. It was immediately apparent that subject A exhibited both higher platelet concentrations at maximum and TPO concentrations substantially higher than any of the other subjects (Figure 1A). To investigate further, we next compared the cycling period and the maximum platelet and TPO concentrations from four previously examined individuals with CTP with subjects A and C (Figure 1B). In all three metrics, subject A exhibited statistically significant differences in comparison with both subject C and the four previously examined subjects (p values of 0.013, 0.005, and 0.005, respectively, from two-sided Student’s t test). This suggested that, despite identical clinical diagnoses, there is a non-clinical phenotypic heterogeneity component to CTP.

Using a mathematical model of platelet production, validated for individuals with a “classical” presentation of CTP, we simultaneously fit platelets and TPO from both subjects to characterize the pathophysiology of each individual’s disease. Given the very high circulating TPO concentrations at peak, the model was unable to recapitulate both the platelet and TPO dynamics (Figure 1B, left panel; top and bottom). In contrast, the Langlois model successfully captured the oscillatory patterns in platelet and TPO concentrations from subject C (Figure 1A). These results underline the unique phenotypic presentation of CTP in subject A, and the overall phenotypic heterogeneity within cyclic thrombocytopenic patients.

To distinguish phenotypic heterogeneity in CTP beyond the behavior of TPO and platelets, we employed ELISA and a 62-plate Luminex immunoassay to quantify TPO and plasma...
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Figure 2. Structure of Hierarchically Clustered Correlations Suggests Strong Heterogeneity between Subjects A and C

Pairwise correlations between each cytokine (as well as TPO and platelets), clustered according to similarity. (A) Subject A, (B) subject B, (C) subject C. In all: purple indicates negative correlation, green indicates positive correlation. For a version without hierarchical clustering, see Figure S3.

Our results show that the two symptomatic individuals (subjects A and C) have very different structure in their correlation hierarchies (see Figures 2A–2C for a version without hierarchical clustering, such that the cytokines are in the same order for every subject; see also Figure S3), whereas subject C has most cytokines correlated and only two adhesion factors (intercellular adhesion molecule 1 [ICAM1] and vascular cell adhesion protein 1 [VCAM1]) anti-correlating, the correlation network in subject A’s case has more complex structure, with several correlated clusters as well as many more cytokine pairs that are un- or anti-correlated. Despite the genetic relationship between subjects A and B and the disease-specific relationship between subjects A and C, it is actually subjects B and C who have the most similar structure in these hierarchies, suggesting that there is significant phenotypic heterogeneity between subjects A and C.

Network Inference: Identifying Distinct Coupling Networks between the Two Proposed Phenotypes

To characterize regulators of observed cytokine oscillations in these individuals, we sought to distinguish causal interactions from the correlations we identified. For this, we employed CCM, a causal network inference technique, to provide mechanistic and etiologial insight into the hematopoietic process in all three subjects (see Experimental Procedures), which we later validate using both orthogonal inference techniques and manual verification in the literature.

CCM is a particularly apt choice for this dataset, because it excels at mechanistic inference in time series with any kind of generalized recurrent or oscillatory behavior. This is due to its particularly geometric nature. The method consists of a leave-one-out cross-validation test for Takens’ theorem, an observation that mechanistically coupled variables have the unusual property that data points clustered in a delay embedding (a plot of the points on the axes \{X(t), X(t−1), X(t−2), ..., X(t−E−1)\} of one variable will also be clustered in the other variable. An example with a 2D (E = 2) embedding of TPO and platelets for subject A is shown in Figure 3A. CCM assumes the clustering described in Takens’ theorem, and uses it to reconstruct a prediction for one variable using local clusters from another. If this prediction is sufficiently good, it is taken as evidence that Takens’ theorem holds for that pair of variables, meaning that they are mechanistically connected (see Experimental Procedures for a more detailed algorithm, and Supplemental Experimental Procedures for the mathematical foundations). The benefit of generally recurring behaviors in the underlying time series is seen by understanding the delay embeddings as a kind of pattern space. For instance, in a 2D embedding, nearby points have very similar values of \(X(t), X(t−1)\), which in the original time series are just similar line segments; likewise, in a 3D embedding, nearby points look like similar quadratic patterns in the time series (and cubic patterns in 4D, etc.). Any time series which repeats similar patterns will provide a denser resolution of points (patterns) in the delay embedding if measured often enough, which will in turn give tighter predictions in CCM and therefore sharper results when variables are actually mechanically coupled. We believe this generalized near-repetition of patterns occurs broadly in biomedical data. Even in diseased states without obvious repetition, fluctuations about a mean value still occur on time scales that are not directly tied to the disease, such as circadian rhythms, and these fluctuations still contain information about mechanistic couplings.

The networks inferred via this method for subjects A, B, and C are shown in Figures S4, 3B, 5, and 6, respectively. As in the previous correlation results, there is a substantial difference between the inferred networks for subjects A and C. Subject C has a...
well-connected network with very little structure. The interactions in subject A form a complex structure consisting of three hubs connected via bottlenecks of one to three cytokines (Figure 3). Further, these bottlenecks are of unique specificity to subject A; notably, an interaction between TPO, platelets, platelet-derived growth factor-BB (PDGFBB), and the bottleneck cytokine interleukin-12 subunit p40 (IL12-p40) was one of the strongest inferred for subject A, but is not known in the literature and was categorically rejected as a possible mechanism in his father, subject B (CCM end-library score of precisely 0 for all of these edges; see Table S1). This begins to suggest a unique role for IL12-p40 in subject A and also designates it as a marker of interest for understanding the biological mechanism of subject A’s condition.

**Network Validation**

To ascertain the accuracy of the hematopoietic network inferred by CCM, we checked the literature for previous studies on the interactions described by each of the edges in the interaction networks inferred for subjects A and C. In both subjects, most of the inferred edges are described by previous studies (subject A: 78% (215/275) of inferred couplings supported by the literature; subject C: 76.8% (586/763) of inferred couplings supported by the literature; Supplemental Information [Spreadsheet]). The remaining 20% of the inferred interactions could therefore represent false positives, novel interactions in normal hematopoiesis not known in the literature, or novel interactions peculiar to CTP. To try to unravel which unsubstantiated interactions might
be false positives and could potentially represent true discoveries, we re-analyzed the unsubstantiated interactions found by CCM both using transfer entropy. Transfer entropy[40,41] infers mechanistic couplings in variables when they share mutual information, whereas CCM infers mechanistic couplings in variables when one variable can recapitulate information about a dynamical attractor observed in the other (Experimental Procedures and Supplemental Experimental Procedures). While it is possible that these two techniques are not completely orthogonal to one another, they rely on very different mathematical tools to perform their inference and therefore we consider positive results from both to be a stronger result than either one independently. Transfer entropy agreed with 100% (177/177) of the unsubstantiated couplings found by CCM in subject C and 25% (15/60) of the unsubstantiated couplings in subject A (see Experimental Procedures and Supplemental Experimental Procedures).

A possible source of false positives in both the correlation and CCM analysis is the fact that many cytokines cycle with exactly the same dominant period, i.e., their periodograms have maxima at the same location (see, for instance, the period classes of Figures 5 and S12). A visual intuition for why this could generate false positives can be gained from Figure 3A, which shows the delay embedding described above for both platelets and TPO, which always have the same dominant period in CTP. These two representations look rather similar in shape because the two underlying time series have similar periodograms and are measured at the same rate. Such co-cycling behavior represents a challenge to any causal inference tool, and not just CCM; for instance, if two time series are represented by a single oscillatory mode, they will always be found to be mechanistically driving one another. We have devised a null hypothesis test specifically to address this problem: if the inferred coupling is simply due to the two variables having similar periodic behavior, such a coupling should be inferred just as easily with synthetic data that have the same periodogram as the original data. If the inferred coupling is due to something more than the periodogram similarity between the two time series, than the original data should drastically outperform such synthetic data. Therefore, to investigate the remaining 75% (45/60) of the unsubstantiated edges in subject A that were not also inferred by transfer entropy, we generated 100 surrogate time series for the variables in question, using a technique that ensures each surrogate has the same periodogram as the time series of the variable it is meant to replace. An example of such a surrogate is illustrated in Figure S15. If the original variable had a CCM score (see Experimental Procedures) in the top 5% of all of the surrogates with the same periodic behavior, we considered that as possible additional evidence that these were not false positives, or that the source of the false positive was not the periodic behavior. Repeating the CCM analysis with the surrogate time series returned positive couplings on 67% of the unsubstantiated couplings from the first analysis, including each of the 25% of the unsubstantiated couplings that were found as positives by transfer entropy. Of the unsubstantiated couplings, 20/60 (33%) found by CCM had no further support.

We next computed the Pearson correlation between possible cytokine-cytokine pairs for subject A and used the same confidence threshold as for CCM (Pearson’s $R > 0.8$ with $p < 0.07$) to induce an undirected interaction network for comparison (Table S3; Figure S2). This network had only 58% (187/328) of its edges corroborated by the literature. To provide a null hypothesis for comparison, we drew 100 random “couplings” from the 4,032 possible pairs of cytokine interactions and again searched for any experimental validation, finding support for 37% (37/100; Table S2).

Finally, we examined the cytokine time series using DMD[16] (Experimental Procedures and Supplemental Experimental Procedures). DMD uses linear analysis tools based on operator theory to decompose all of the time series into a much smaller number of modes—collections of variables (potentially overlapping between modes), which, as an ensemble, fit well to complex exponential functions. As such, it is not designed to test every single possible pair of variables and infer whether or not they are mechanistically connected, because no information is provided below the level of which variables belong to which modes, and there can be dozens of variables in a single mode. Our analysis was intended to provide additional insight on the timescales relevant to the disease rather than to probe the various couplings between cytokines from yet another angle. However, we nonetheless found that the cytokines in each mode provided a remarkable degree of consensus on the networks of couplings in each subject. In Figure 4, for instance, we superpose the groupings of cytokines into the leading DMD modes for subject A atop the network of couplings inferred by CCM. To the eye, the three leading modes correspond highly to the three hubs in the network, and cytokines that are shared by multiple modes correspond highly to the bottleneck cytokines that connect the hubs.

**Subnetwork Analysis: Identifying IL12-p40 as a Potential Novel Therapeutic Target for Subject A**

Lomb-Scargle periodogram analysis on our data reveals that, in subjects A and C, many cytokines have identical periods to one another. In subject C, all cytokines (save one) fall into one of two classes: not cycling, or cycling with a period of 26.25 days (Figure S11). Subject A perfectly divides into six classes: not cycling, and cycling with periods of 29.2, 31.9, 35.1, 39.0, and 43.8 days. This further highlights the difference between the two subjects, and also offers more information to leverage understanding how the various cycling cytokines are connected. Given the degree of pairwise correlations within each class, we anticipated the mechanistic coupling networks to be complete graphs (each node connected to every other by a unique edge). The 29.2 and 31.9 day classes almost achieve completeness, save for one or two edges (in the 29.2 class, for example, interferon-$\gamma$ (IFN-$\gamma$) and IL-31/macrophage colony-stimulating factor (MCSF) do not cross-map, nor do MCSF and IL-31, whereas stem cell factor (SCF) does not cross-map to IL-13 in the 31.9 class); however, interesting structures emerge in the 35.1, 39.0 (the period of oscillations in the platelets and TPO), and 43.8 classes where graphs were not complete. In the 39.0 day class, IL-1 only sends and receives information from IL-5 and functions as a controller outside of the complete subgraph formed by IL-5, IL-2, TPO, PDGFBB, and circulating platelet concentrations. Similarly, in the 43.8 class, VCAM1 sits atop the complete subgraph comprised of ICAM1, IL-7, and RANTES (regulated on activation, normal T cell expressed and secreted), and interacts solely with VCAM1. Most curiously, there are no edges between...
the members of the 35.1 class (IL18, IL12-p40, and brain-derived neurotrophic factor [BDNF]). One of these (IL-12p40) appears as a critical bottleneck mitigating information from the shorter-period cytokines (29.2 and 31.9 day classes) and the longer-period cytokines (39.0 and 43.8 day classes). This is further support for the importance of this cytokine, which was the source of several of the unique (unsubstantiated by previous experiments) couplings found in the previous section. We consider the fact that this cytokine is found by all of our analyses to be directly coupled with platelets to be significant, especially as its biology is of unique specificity to a particular cell type, which we explore in the next section.

The topology of the period classes recapitulated the DMD analysis of the previous section, with the left-hand cluster corresponding to one DMD mode and the right-hand cluster to another; however, the suggested time-dynamics are richer (with five periods, opposed to the two suggested by DMD) and also involve longer periods, as DMD suggested periods on the order of a few days (likely the difference between the two period classes being lumped together into a single mode), whereas each period class is 29 days or longer. The flow of information in this topology again suggests the bottleneck role of IL12-p40 in conveying cycling information to the DMD mode containing platelets from the DMD mode and containing many important growth factors, including SCF.

**Integrated Data-Driven and Predictive Modeling: Th-17 Dysfunction as a Mechanism for CTP, and Simulations of Interventions**

Equipped with the dimensional reduction provided by CCM, we trained statistical models for subjects A and C using their upstream nodes as predictors via LASSO regression. For subject A, these nodes are TPO, IL-2, IL-7, IL12-p40, ICAM1, and VCAM1. For subject C, these are TPO, nerve growth factor, C-X-C motif chemokine 1, IFN-α, IFN-β, IL-13, IL-17f, IL-18, IL-1RA, IL-22, IL-27, IL-5, IL-9, macrophage inflammatory protein 1β (MIP1B), RANTES, FASL, and transforming growth factor-β (TGF-β).

For subject A, the error-minimizing model had predictor coefficients of comparable orders of magnitude with the exception of VCAM1. However, all the best-performing models (mean standard error of 10% with 10-fold cross-validation) gave priority to IL-2, IL12-p40, and TPO, in that order. For subject C, the best-performing models were slightly less accurate (mean squared error around 20%), and often discarded many predictors, with the same preferred features appearing in all the best-performing models: IL-17f, TGF-α, TPO, and MIP1B, in this order.

Given the significant differences between subjects A and C, it is not surprising that the best internal predictors are different. However, what is unexpected is that both sets of predictors have high specificity to the life cycle of Th-17 cells. This is especially relevant to the discussion of what causes thrombocytopenia, as recent studies suggest that Th-17 cells are critical in immune (non-cycling) thrombocytopenia.

The dominant contribution of IL-17f in subject C makes this relationship obvious, because only Th-17 cells independently secrete IL-17. We plot comparisons of platelet counts to these leading contributors for both subjects in Figure 6, where IL-17f, IL12-p40, and TPO, in that order. For subject C, the best-performing models were slightly less accurate (mean squared error around 20%), and often discarded many predictors, with the same preferred features appearing in all the best-performing models: IL-17f, TGF-α, TPO, and MIP1B, in this order.

**Figure 4. Dynamical Mode Decomposition Recapitulates the Network Structure and Elucidates Timescale Dynamics**

Dynamical mode decomposition (DMD isolates complex exponential modes in data. Top left: the leading modes in subject A are shown according to their amplitude, period, and relative phase. For all modes, the real part of the exponential is zero (stable modes). Stem plots: the loadings for the leading four modes in subject A. The horizontal lines are merely an aid for the eye. Network: the leading three modes recapitulate the network structure found by CCM to a surprising degree, but also reveal broader coupled oscillations. For instance, most of the cytokines in the third mode are not found to be cycling by individual periodograms, but DMD suggests that they may be cycling with periods longer than any of the cytokines for which the periodogram confidence was high. Three nodes in the network (EGF, MIP1B, and BDNF) occur in none of the top four modes with very high loading and have been grayed out. Expanded figures of mode loadings are provided in Figures S8–S10.
The mechanism of CTP in this subject, or are directly affected by the same mechanism that is causing CTP.

In subject A, the top two predictors (IL-2 and IL-12p40) are also implicated in the life cycle of Th-17 cells, albeit in a more nuanced manner. Both cytokines are strong antagonists of polarization of Th cells to Th-17 cells. It is interesting, then, that IL-2 correlates so strongly with platelets in both CTP-presenting subjects, despite not being selected by the models as a strong predictor for subject C. The complex role of IL-12p40 in the CTP mechanism in subject A is highlighted by the fact that IL12-p40 cycles almost completely out-of-phase with platelets (Figure 6).

As a first exploration in this direction, we performed simulations of an intervention that we believe is representative of suppressing IL-17 overexpression in subject C. To this end, we used a theoretical model of CTP that was first fit to the measured data on subject C. This model was constructed directly from the mechanistic principles of thrombopoiesis, namely the differentiation of hematopoietic stem cells (HSCs) into megakaryoblasts, megakaryoblast mitosis and transformation into megakaryocytes, megakaryocyte endomitosis and shedding into platelets, and the circulating dynamics of platelets. This model has previously been shown to accurately predict CTP dynamics in multiple individuals through bifurcation and numerical analysis. We represented the pro-inflammatory IL-17, identified from the above network analysis, as leading to abnormal rates of differentiation of HSCs into the megakaryoblast lineage ($k_p$ in the model). This is based on the hemato-immunological observation that inflammatory and stress conditions typically lead to overproduction of HSCs and increased differentiation into the megakaryocyte and platelet lineage. Using the best fit for subject C to this parameter, we then simulated the platelet and TPO levels over time for several periods in the presence of ±20% of this differentiation rate. As shown in Figure 6, this is projected to lead to an almost complete cessation of platelet fluctuations not only in subject C, but in another member of the cohort of patients plotted in Figure 1 who was not directly examined by us. This is extremely promising, as each of these two patients fits to a different $k_p$ as well as other kinetic parameters, yet nonetheless show the same flattening of oscillations. While the platelet volume numbers would still be considered clinically impoverished, there is a much higher rate of success with TPO mimetics in non-cycling thrombocytopenia, and we suspect that removing the oscillatory mechanisms may be the first step in successful combination therapies.

**DISCUSSION**

At present, most network analyses in hematopoiesis have focused on genetic regulation at the intracellular level. However, a multitude of cytokines also transmit information as they coordinate the production and function of blood cells. Cytokine and blood cell concentrations fluctuate daily, but additional information about the dynamic nature of the hematopoietic system...
is revealed in oscillatory hematopoietic diseases, such as CTP. Here, we have combined information from subjects with this disease with a collection of tools uniquely positioned both to identify intervention points and untangle different phenotypes that currently are identified as only one disease—a situation which is relevant for diseases beyond CTP.

Preliminary cohort analysis of platelet and TPO concentrations from six individuals revealed that subject A had a significantly different clinical presentation than other previously studied CTP subjects and subject C in our study. Standard correlation analysis further suggested more lumping into subnetworks present in subject A than in subject C, with subject B positioned as intermediate between individuals. To explore this non-clinical phenotypic heterogeneity, we combined CCM, transfer entropy, and DMD, three non-parametric causal inference techniques from very different areas of mathematics, and found consensus on couplings uncovered in the hemato-immune networks of all three subjects. These analyses were further corroborated by searching the literature to assess the novelty of interactions revealed by our statistical and dynamical studies.

Although these new techniques promise new understandings of this disease as well as others, some open questions are beyond our reach. Despite the father-son relationship and shared c-mpl mutation, the dramatic difference between subjects A and B remains puzzling, and we were not able to shed light on what induces CTP in subject A but not subject B.

Figure 6. Leading Predictors of Platelet Levels in both CTP-Presenting Subjects
(A) Here, we show the measured platelet counts alongside cytokine counts for both subject A (top row) and subject C (bottom row). The cytokines chosen are two of the leading predictors for the LASSO fit to subject A (called model A, including IL-12p40 and IL-2, shown in the left-hand column) and the fit to subject C (called model C, including IL-17f and TGF-α, shown in the right-hand column). The model C cytokines show little dynamics in subject A, whereas one of the model A cytokines (IL-2) shows high correlation with platelets in subject C. TPO was not chosen despite being a leading predictor in both models since it is always strongly anti-correlated with platelet count. The strong correlation of IL-17f with platelets in subject/model C implicates higher Th-17 counts and/or activity when platelets are high. The anticorrelation between IL-12p40 and platelets in subject/model A suggests a more nuanced interaction between platelets and Th-17 cells, if indeed one exists. See also Figure S7.

(B) Results of in silico interventions for the pro-inflammatory role of IL-17 inferred in subject C, performed on subject C, as well as three other subjects for which data are available. The intervention consists of a 20% reduction in the number of stem cells entering the megakaryocyte differentiation pathway simulated using a theoretical model of CTP. The y axis represents the relative change from the clinically observed values. The arrows for the Zent subject and subject C indicate that the oscillations completely vanished in the simulated trajectories.

(C) The same intervention, but with a 20% increase in the same parameter.

of cytokine pairs and checking if there was a connection (37%). Using empirical-dynamical techniques to narrow the scope of investigation allows us to better elucidate models for each subject and to better discriminate between different phenotypes in CTP, which to our knowledge are previously unreported. For instance, it is clear from comparing subjects A and B that a particular genetic mutation (c-mpl) is not sufficient to induce thrombocytopenia, corroborating the knowledge that, unlike cyclic neutropenia, CTP is not easily treated by targeting a single cell type or signaling pathway. From comparing both the CCM networks and periodograms for subjects A and C, it is also clear that within CTP there are different phenotypic presentations. However, these dimensionally reduced models also suggest a potential common axis rooted in control of Th cell differentiation. The seemingly atypical behavior of some regulatory cytokines in this axis (notably IL12-p40) may provide therapeutic targets.

Although these new techniques promise new understandings of this disease as well as others, some open questions are beyond our reach. Despite the father-son relationship and shared c-mpl mutation, the dramatic difference between subjects A and B remains puzzling, and we were not able to shed light on what induces CTP in subject A but not subject B.

We believe that the use of these tools in exploring other complex disorders is immensely promising, and has implications far
beyond CTP. Indeed, as far as the methodology is concerned, CTP represents nothing more than time series data on a system comprised of many cytokine and cell types, and so similar plots and results could be generated for any complex disorder, although we have no a priori evidence that it can be as successful in every case. There could be implications for our work even beyond identifying therapeutic targets and/or distinct phenotypes. For instance, the collection of corroborated relationships we uncovered, along with their strong couplings as indicated by CCM, suggests a method of more cost-effective multiplex assays by not measuring redundant cytokines in cases where they can be predicted from the levels of other cytokines with high accuracy from a pre-existing mechanistic network. Giving more rigor to this ensemble such that it could provide a robust, portable analytical tool for complex disorders will be a useful avenue of future investigation.

EXPERIMENTAL PROCEDURES
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Morgan Craig, CHU Sainte-Justine Research Center, 3175 chemin de la Côte-Sainte-Catherine, Montréal (Québec) H3T 1C5 Canada, morgan.craig@umontreal.ca.

Materials Availability
This study did not generate new unique reagents.

Data and Code Availability
Any data which do not appear in the main text or the Supplemental Information will be made publicly available upon the publication of a companion piece in a registered repository and is also available upon request. Sample code for analytical techniques is either linked to directly below or is written in pseudocode format, and can be made available in specific formats upon reasonable request.

Ethics Statement
All participants gave written informed consent. The Institutional Review Board at Stanford University approved this study (IRB no. 13735).

Cell Counts and Cytokine Assays
Blood samples were drawn from three individuals (subjects A, B, and C) with the following schedule: subject A visited the Stanford Medical Center clinic every 3–4 days over a period of 84 days and complete blood counts were taken; subject B visited every 3–10 days over a total of 83 days; and subject C visited the clinic every 3–4 days for a total of 49 days. Subject A is a 53-year-old individual with a previously described37 presentation of CTP related to a heterozygous germ line mutation resulting in the loss of c-mlp function. Because subject B does not present with CTP and was not a patient of the clinic, his samples were collected by a separate clinic off-site and overnight-shipped to the Stanford Medical Center. Samples were received and processed on average every 3–7 days over the course of 17 samples (83 days in total). Due to the differences in sample preservation and processing time in the samples used (to give confidence in the accuracy of the splines, each cytokine, we list the number of samples used and the CV% over time in the samples used (to give confidence in the accuracy of the splines, since few cytokines vary by much in this non-CTP-presenting subject) in Table S4. One sample (sample 13) in subject C was flagged and corrected using the same method. Because of the possibility that differences in sampling procedures may have adjusted overall baseline measurements between subject B and the two CTP patients, we primarily compared the internal relationships between the cytokines measured in each subject.

Platelet-poor plasma was isolated to measure thrombopoietin concentration via ELISA and a panel of 62 cytokines using a LumineX immunoassay.

Lomb-Scargle Periodogram Analysis
The Lomb-Scargle periodogram37,38 was used to estimate the period of oscillations within cell and cytokine observations for each subject. In brief, the Lomb-Scargle periodogram is a generalization of the discrete Fourier transform for unevenly spaced data that evaluates the power spectrum density of a given signal. We used the MATLAB function plomb to return to the power spectrum density and calculated the statistical alpha-level of the returned values. We noted periods detected with alpha values above 0.1 and considered those above 0.05 to be significant.

Correlations between Measures
To understand the statistical associations between platelets, thrombopoietin, and the 62 cytokines, we quantified their pairwise Pearson correlations using the cor function in R52 and plotted the results with corrplot.51 Hierarchical clustering based on dissimilarity using the Lance-Williams dissimilarity update formula, as implemented R,52 was applied to group statistically similar cytokines.

Determining Causal Relationships Using CCM
CCM11 is our primary method of use for organizing a collection of abnormalities (i.e., our 60 cytokines, platelets, and TPO), where a significant fraction are behaving unusually (oscillating) in subjects A and C, into a network of mechanistic couplings, where an edge from variable X to variable Y implies that the value of variable X has an influence on the value of the variable Y. CCM accomplishes this by transforming an important theorem in dynamical systems theory into a leave-one-out cross-validation test for mechanistic coupling. Takens’ theorem39 states that if two variables are behaving unusually (oscillating) in subjects A and C, into a network of mechanistic couplings, where an edge from variable X to variable Y implies that the value of variable X has an influence on the value of the variable Y. CCM accomplishes this by transforming an important theorem in dynamical systems theory into a leave-one-out cross-validation test for mechanistic coupling. Takens’ theorem39 states that if two variables X and Y are coupled in a dynamical system, they have the property that, when embedded in the variables \( \{X(t), X(t-1), \ldots, X(t-E)\} \) (a delay embedding of order E; same embedding for Y; so that both variables are embedded completely independently of one another), local neighborhoods are preserved—meaning if the nearest neighbors in the X embedding of observation X(21) are \( \{X(3), X(7), X(192)\} \), then if X and Y are coupled, the nearest neighbors of Y(21) should be \( \{Y(3), Y(7), Y(192)\} \). This can be rigorously tested via the following outline (full details in the Supplemental Experimental Procedures):

1. Create the order-E delay embedding of \( \{X(t)\} \) and \( \{Y(t)\} \) (all possible E values are tested), using a portion \( L^* \) of the total length of the time series \( L \).
2. To test the idea of a mechanistic coupling \( X \rightarrow Y \), discard a single observation \( X(t^1) \) (because if \( X \rightarrow Y \), it is \( Y \) that contains information about \( X \) and not the converse); the discarded datum will be approximated using data from \( Y \).
3. The E + 1 nearest neighbors of \( \{Y(t^1), Y(t^2), \ldots, Y(t^E)\} \) are identified (because \( E + 1 \) observations are necessary to triangulate a point in \( E \)-dimensional space).
4. \( \{X(t^1), X(t^2), \ldots, X(t^E)\} \) are interpolated to produce an approximation \( \hat{X}(t^1) \) for the discarded observation.
5. Repeating this for every \( t^i \) produces a complete time series \( \hat{X}(t) \), which is an approximation based on assuming that \( X \rightarrow Y \) holds and using Takens’ embedding idea. The Pearson correlation between the real time series \( X(t) \) and the approximant \( \hat{X}(t) \), \( \rho_L(X, \hat{X}) \), is measured.
6. The process is repeated for all \( L^* \leq L \). This gives a relationship between how good the Takens’ approximant is, \( \rho_L(X, \hat{X}) \), versus how much data was used, \( L^* \). The relevant measures from the test are \( \rho_L(X, \hat{X}) \), the strength of the test with the most data included, and also the Spearman correlation between \( L^* \) and \( \rho_L(X, \hat{X}) \), because in a true coupling the slope between the amount of data we have and the amount of predictive power we have should be monotonic.

For each of the 63 × 62 = 3,906 (we have 63 total time series measured; self-maps are redundant, so that the total is not 63 × 63) total possible cross-maps, we calculated the cross-mapping skill as a function of library length \( L \) (which cannot exceed 24, the total number of measurements) and embedding dimension \( E \). We then performed Spearman rank-correlation on cross-mapping skill and \( L \) for each cross-mapping to isolate those that showed CCM. An
interaction pair that provided accurate forecasting was only considered a convergent cross-map if the p value of the Spearman correlation was less than 0.068. This value was chosen rather than the more typical 0.05 because it is the threshold at which the interaction TPO-platelets satisfies convergence, which is a fundamental interaction in thrombopoiesis.

**Surrogate/Permutated CCM Test**

For the 60 interactions not previously reported in the literature, we performed additional tests. To rule out false positives due to similar periodograms, we repeated the CCM analysis with bootstrapped surrogates having identical periodograms to the original measurements, using a previously established algorithm for generating such surrogates. This guarantees that each surrogate time series not only has the same primary oscillation frequency (the number labeling the period classes in Figure 5, for instance), but also contains other subdominant modes that might be present in the original data. For each interaction, we generated 99 surrogates (the original data representing the 100th candidate) and measured the CCM forecast accuracy and Spearman p value. If the original data gave a forecast accuracy in the top 5% of all convergent maps, we considered this interaction to “pass” the permutation test. We implemented the algorithm via an external package, which itself was a subset of the transfer entropy package employed (see next section).

**Transfer Entropy**

We further cross-examined these 60 undocumented interactions using the orthogonal inference method of transfer entropy. Transfer entropy bins different areas of state space into discrete, labeled chunks, and then considers the different areas of state space into discrete, labeled chunks, and then considers the difference in entropy between the signal by itself and the signal conditioned on the second variable is the transfer entropy. If the transfer entropy is significantly higher between two variables than between bootstrapped surrogates of the variables (using the same bootstrapping technique described in the previous section), then we consider them to be causally related. In this work, we examined three different methods of discretizing the state space, based on methods previously useful in biological time series (uniformly spaced bins, bins whose size is inferred by kernel density estimation on a normal probability distribution fit to the data, and bins whose size is learned via the Darbellay-Vajda algorithm). As the length of our time series informs the number of states used, four were used in our analysis. We only considered a result to be positive if it was positive using all three discretization schemes. Exact details on the algorithm as implemented and why they were chosen can be found in the Supplemental Experimental Procedures. The methods were implemented via the package that was published simultaneously with the application to biological time series.

**Lasso**

We used MATLAB's Lasso (and lassoPlot) function (which imposes a constraint on the L1 norm of all fit coefficients onto a linear regression) with the direct upstream predictors of platelets in the causal networks for the three subjects (for subject B, who has no platelets in the network, we tested the model of subject A, since subject B is the father of subject A). The target to fit was the amount of platelets. For platelets and all predictors, we first estimated the CCM using the package that was published simultaneously with the application to biological time series.

**Simulated Intervention along the Th-17 Axis Using the Existing Model**

We simulated the proposed intervention along the Th-17 axis by periodically modulating the rate of differentiation (\(\omega=Q\)) in our previously published model of (cyclic) thrombocytopenia (see Figure S14 for a complete model schematic; for the governing equations, see Equations S3–S7). For each subject, we simulated a 20% reduction in differentiation lasting 1 day every 21 days for a total of 6 cycles. We then characterized the resulting change in maximum platelet/TPO concentrations and in period length, and compared these values with their original values, established through simultaneously fitting to untreated oscillating platelet and TPO concentrations, as previously described.

**SUPPLEMENTAL INFORMATION**

Supplemental information can be found online at https://doi.org/10.1016/j.patter.2020.100138.
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