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Abstract—Mobile edge computing (MEC) is a promising technology that provides cloud and IT services within the proximity of the mobile user. With the increasing number of mobile applications, mobile devices (MD) encounter limitations of their resources, such as battery life and computation capacity. The computation offloading in MEC can help mobile users to reduce battery usage and speed up task execution. Although there are many solutions for offloading in MEC, most usually only employ one MEC server for improving mobile device energy consumption and execution time. Instead of conventional centralized optimization methods, the current paper considers a decentralized optimization mechanism between MEC servers and users. In particular, an assignment mechanism called school choice is employed to assist heterogeneous users to select different MEC operators in a distributed environment. With this mechanism, each user can benefit from minimizing the price and energy consumption of executing tasks while also meeting the specified deadline. The present research has designed an efficient mechanism for a computation offloading scheme that achieves minimal price and energy consumption under latency constraints. Numerical results demonstrate that the proposed algorithm can attain efficient and successful computation offloading.
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I. INTRODUCTION

NOWADAYS, mobile devices face some restrictions due to the rapid development of mobile applications, such as those for face recognition, natural language processing, interactive gaming, and augmented reality. These applications are usually latency sensitive, computationally intensive, and high in the energy consumption, such that MDs with limited battery and computational resources can hardly support such programs. The European Telecommunications Standards Institute (ETSI) has introduced mobile edge computing as a new standardization group. The purpose is to provide information technology and cloud computing capabilities in the proximity of mobile users. In this way, users are offered a service environment characterized by proximity, low latency, high rate access, and sufficient resources that combine edge computing, mobile devices, and a wireless network. As a result, users can take advantage of more intelligent applications [1].

The field of computation offloading research addresses the sending of tasks to MEC servers, which can be a small data center in the users area created by the telecom operator. More exactly, with less than one-millisecond standard latency, MEC and 5G facilitate the usage of cloud resources in the proximity of MDs and so can effectively support delay sensitive applications. In comparison to MDs, the mobile edge offers many significant advantages, including servers providing more computational resources which enable applications to run faster and more efficiently. Connected with one hop, MEC servers consume less energy and time than a cloud in the sending and receiving of application data. In a distributed geographic area, disparate operators have several servers with different and limited computational resources. These may serve many MDs with endless sequences of computational tasks, various application characteristics, and varied communication requirements. Therefore, multiple heterogeneous MDs compete for numerous heterogeneous MEC resources [2].

Computation offloading in MEC is an essential technique to allow users to access computational capabilities at the network edge. Each user can decide to offload a computational task instead of running it locally. Since the primary purpose of offloading is to reduce the energy consumption and execution time, most previous works have considered these two parameters [3]–[18]. However, for MEC operators, the usage of resources is costly. As a result, more recent works have focused on the monetary revenue of operators [19]–[25]. Few researchers have considered all of these parameters at the same time [24]–[26].

Numerous studies have solved the computation offloading problem from the standpoint of one single service operator, thus indicating that the authors employed only one MEC with a centralized manager [3], [4], [8], [27]. However, the most recent works have investigated the possibility of multiple MECs within the user area. With its significant overhead and complexity, a centralized controller for multi-MEC environments is less applicable. As a result, most recent works have concentrated on decentralized methods [28]–[31].

Game theory has been one of the most powerful tools employed to tackle this problem [2], [28], [29], [32]–[38]. This is a useful framework to analyze interactions among independent MDs acting in their interests. Users can make offloading decisions for their benefit and play the game until reaching a stable state (i.e., Nash Equilibrium). Without a central authority, such decisions can be reached based on local information about the system and environment conditions, thus preventing information collection from massive mobile devices by a central controller.

In mechanism design, a market maker generally assumes the preference of supposedly rational agents seeking to promote their own benefit and matches each of them with another agent/object. However, since the market maker is interested in
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certain characteristics of the final match and depends on these, he or she might choose different matching mechanisms. Most previous works on MEC mechanisms have concentrated on the stability of the final matching as its desired characteristic despite having sacrificed efficiency [25, 26, 39]. Even so, efficiency plays a critical role in MEC because of the necessity for quick responses. In our specific case, we are looking for a matching mechanism which guarantees efficiency.

Furthermore, the matching theory considers both sides, i.e., MECs and MDs, as agents with preferences. In this paper, although MDs may prefer cheaper and lower latency MECs, but the MECs prioritize users based on distance. The present study holds that MECs have no preferences on MDs, even though MECs have a higher priority for MD’s nearer to them. Consequently, MECs can be considered as objects and the current work may utilize the concept of assignment mechanism instead of matching. In the assignment mechanism, there are two sets of agents and objects which should be assigned to each other. The difference between these two sets is that agents have preferences over objects, while objects only have priorities on agents [40].

The present paper employs one of the well-known assignment mechanisms, the school choice, to tackle the problem of computation offloading in a multi-user and multi-MEC environment. An efficient but unstable algorithm is used to meet the low latency requirements. The proposed algorithm aims to minimize the price and energy consumption of the user task while meeting its deadline. In comparison with energy based offloading, price based offloading, and the heuristic offloading decision algorithm (HODA) proposed in [21], simulation results show that the current studies algorithm outperforms these in terms of minimize the price and energy consumption of the user task and increas the percentage of successful offloading users.

The rest of the paper is organized as follows. Section II presents related works on computation offloading technologies in MEC. Section III introduces the system model of this scheme. Section IV describes the school choice for the computation offloading algorithm. Section V discusses the simulation results and, finally, Section VI concludes the work.

II. RELATED WORKS

The objective of the current research is to study the MEC offloading problem. A set of studies have already focused on how to optimize MEC task offloading from different perspectives. In fact, there are plenty of works in the area of computation offloading in MEC environments. In terms of architecture, most early studies consider single-user and single-MEC environments [3]–[7]. However, most recent works study the multi-user and multi-MEC [15], [28], [29]. In terms of method, these studies are divided into two categories, namely centralized offloading and decentralized offloading approaches.

A. Centralized Offloading Approaches

In the centralized method, all information must be sent to a controller which makes the decisions. From the start, most works have focused on single-user and simple scenarios [14], [42], [43], but these approaches are not practical in a real world with multiple users.

Zhang et al. explored a new multi-user scenario with one MEC. To minimize energy consumption, they formulated an optimization problem in which the energy cost of both task computing and file transmission are taken into consideration [5]. Zhao et al. designed other multi-users and single-MECs, which jointly optimize the offloading selection, radio resource allocation, and computational resource allocation [4].

You et al. in [8] proposed a scenario in which mobile users have different computation workloads and local computation capacities. In addition, they formulated a convex optimization problem with partial offloading to minimize the sum of mobile-energy consumption. Their key finding was that the optimal policy for controlling offloading data size and time allocation has a simple threshold-based structure. Besides, this study assumed that the edge has perfect knowledge of the local computing energy consumption, channel gains, and fairness factors of all mobile users. This information is utilized for the design of a centralized resource allocation to achieve the minimum weighted sum of mobile energy consumption. This result was also extended to OFDMA-based MEC systems, which offer orthogonal frequency-division multiple access for devising a near-optimal computation offloading policy.

To minimize the latency of all devices under limited communication and computation resource constraints, Ren et al. designed a multi-user video compression offloading. They studied and compared three models: local compression, edge cloud compression, and partial compression offloading. For the local compression model, a convex optimization problem was formulated to minimize the weighted-sum delay of all devices under the communication resource constraint. They considered that massive online monitoring data should be transmitted and analyzed by a central unit. For the edge cloud compression model, this work analyzed the task completion process by modeling a joint resource allocation problem with the constraints of both communication and computation resources. For the partial compression offloading model, they first devised a piecewise optimization problem and then derived an optimal data segmentation strategy in a piecewise structure. Finally, numerical results demonstrated that the partial compression offloading can more efficiently reduce end-to-end latency in comparison with the two other models [27].

A centralized computational offloading model may be challenging to run when massive offloading information is received in real time. As errors during the data gathering step may produce inefficient results, the local mode is more reliable and accurate than centralized solutions. Therefore, in many cases, the results of distributed approaches are more robust than those of centralized solutions. Due to the computational complexity of the scenario and numerous data from independent MDs, computation offloading for multi-user and multi-MEC systems poses a great challenge in a centralized environment [44].

B. Decentralized Offloading Approach

With the development of MEC, data traffic has rapidly grown in recent years. In response to this, offloading for MDs
has been considered as an optimal solution. Traditional centralized offloading approaches cannot meet the requirements of emerging interactive programs for long-term communications. Consequently, the distributed computation model is preferred. Especially in a multi-server scenario, information gathering and decision-making do not require a central controller and each user can choose to offload as desired. Furthermore, distributed computation offloading models are flexible and scalable.

1) Heuristic methods: Some practical studies have investigated the task offloading problem in order to minimize execution time and energy consumption. For the distributed computation offloading model, Ugwuanyi et al. [16] proposed a resource provisioning algorithm based on the Bankers algorithm. This was a way to provide higher reliability of network interactions that utilize software-defined networking for the reduction of communication overhead. Because edge nodes have a finite amount of resources, this study attempted to avoid a deadlock situation. Furthermore, since a deadlock may occur due to the considerable number of devices contending for a limited amount of resources, they also considered overdemand and delays while provisioning resources.

Tran et al. proposed an algorithm for a multi-MEC and multi-user scenario which minimizes the latency and energy consumption by optimizing the task offloading decision, uplink transmission power, and computational resource allocation. However, their algorithm does not guarantee the latency requirements for all users [13].

The heuristic offloading decision algorithm (HODA) proposed in [41] is semi-distributed and runs in two stages. In the first stage, each mobile user independently optimizes the transmission power and determines whether to send an offloading request. In the second stage, the macro cell locally forms an optimal offloading set by prioritizing users according to the maximum utility. Finally, the selected mobile users offload their computation tasks. In this paper, the resource providers can either increase the capability of the MEC computing center or deploy multiple computing centers. In the case of multiple computing centers, the mobile users can apply the offloading policies that make offloading decisions among multiple providers independently and send offloading requests to the selected computing center.

2) Game theory: Recent advances in technology and the ever-increasing demand for computing and communications have generated an urgent need for a new analytical framework to address the present and future technical challenges of wireless and communication networks. As a result, game theory has been recognized in recent years as a central tool for the design of wireless networks and future communications. The Game theory arose out of the necessity to combine the rules and techniques of decision-making for future generations of wireless and communication nodes. Thus, depending on their requirements for various services, users can effectively communicate, for example, by video streaming over mobile networks. In brief, game theory offers excellent benefits for future wireless networks, such as decision making based on local information and distributed implementation, robust results, appropriate approaches for solving problems of a combinatorial nature, and rich mathematical and analytical tools for optimization [45]. Lately, game theory has been widely employed as a powerful tool for the distributed computation offloading approach among multiple MDs with varied interests.

In this context, Yi et al. scheduled joint computation offloading and wireless transmission scheduling with delay-sensitive applications in a single MEC scenario. In this model, there is a base station with multi-channels and multi-users who send a request to each channel. If there is more than one request for one channel, a queuing model is required for dynamic management of the computation offloading and transmission scheduling for mobile edge computing. This study formulated a novel mechanism, named MOTM, to jointly decide computation offloading, transmission scheduling, and a pricing rule [56]. Nevertheless, single-MEC is a simple scenario and there are currently several servers within a user area from which to choose.

With a multi-user and multi-MEC scenario in mind, Yang et al. designed a potential game between a multi-user and multi-MEC for a distributed computation offloading approach. They solved the total overhead in terms of latency and energy consumption problem which consists of the weightings parameters affecting total system overhead: latency, interference, and energy consumption [28].

For multi-server and multi-user networks, Dinh et al. in [29] proposed a reinforcement learning offloading mechanism (Q-learning) to achieve long-term utilities. They modeled a theoretical game framework in which MDs select their targeted edge nodes and the transmission power to maximize their processed CPU cycles in each time slot, while also saving on energy consumption. Unlike existing works requiring predefined stochastic dynamics of channels for learning strategies, this study adopted a model-free reinforcement learning mechanism to design an offloading policy for players.

3) Mechanism design: Mechanism design has some distinctive features. For example, a game designer chooses the game structure rather than inheriting one. Therefore, the mechanism design is often called reverse game theory.” Also, the designer is interested in the games outcome [45]. In computational offloading problems, the mechanism design has two important fields, auctions, and matching theory.

Some works only focus on the user’s side to reduce the running time and energy consumption of the user device for offloading. However, other studies concentrate on the financial aspects of the operator’s side since the use of resources incurs a cost for operators in terms of power consumption or other expenditures. Some authors, such as [24], [30], [31], have solved the issue by an auction.

Bahreini et al. proposed an envy-free auction mechanism for resource allocation in the MEC and cloud, in which users place bids for using a certain amount of resources. In this work, welfare was maximized when servers with different capacities in the edge or cloud and heterogeneous users competed for resources. The authors demonstrated that the proposed mechanism was individually-rational and returned envy-free allocations. Sun et al. also formulated their problem as an auction-based mechanism to address the computing
resource allocation issue. They explored two double auction schemes with dynamic pricing in the MEC: a break-even-based double auction (BDA) and a more efficient dynamic pricing-based double auction (DPDA). Under locality constraints, the schemes determined the matched pairs between MDs and edge servers, as well as the pricing mechanisms for high system efficiency [31].

Considering heterogeneous requests, Zhang et al. in [24] deployed the matching problem between MEC service providers (SPs) and MDs, which is a combinatorial auction-based service provider selection with limited wireless and computational resources. They modeled the matching relationship between MECs and MDs as a commodity trading process, which was offered a multi-round sealed sequential combinatorial auction (MSSCA) mechanism to match the SPs to MDs. In the one-round auction, the bidder cannot decide from which seller to buy and there must also be a central controller or coordination among agents. This was not practical for this study’s network of multiple SPs and MDs without a centralized controller. As a result, the multi-round auction was applied to their auction design.

Some other works have utilized a matching mechanism to solve computational offloading problems [25], [26], [39]. In their paper [25], Gu et al. proposed a matching model called the Student Project Allocation (SPA), by which various students are assigned different projects belonging to different lecturers. In fog computing, they modeled the resource allocation problem as the SPA game, in which lecturers propose projects and students request these projects. Similarly, SPs offered available radio and CPU resource bundles, while users requested acceptable resource bundles from the SPs. SPs based their decisions on the revenue that could be generated from user requests for resource bundles.

In order to minimize the total computation overhead in terms of execution time and energy consumption, Pham et al. in [39] considered an optimization problem for jointly determining the computation offloading decision and allocating the offloading power at MEC servers. The computation offloading decision problem was divided into two subproblems for choosing between MEC servers and deciding on subchannels. To adopt these approaches, they employed the stable marriage problem which was two matching games with two sets of matching players. The first many-to-one matching game consisted of users with servers and the second one-to-one matching game had users with subchannel pairs.

Recently, Gu et al. in [26] has also started to study offloading in the MEC with multi-user and multi-MEC and proposed a decentralized task offloading strategy between MDs and MEC servers. The task offloading problem was formulated as a one-to-many matching game to reduce overall energy consumption and terminated as a stable matching between tasks and nodes. These authors focused on the three parameters of energy consumption, execution time, and price. Also, they considered mobile devices with the excessive computational capability and MEC servers as edge nodes. Moreover, the total edge energy consumption for task execution was the sum of the transmission energy consumption and computation energy in the MEC.

In summary, for the multi-user and multi-MEC scenario, most existing works do not provide an efficient approach that reduces energy consumption and price under latency constraints. In contrast, the current work considers the distance of users and the benefits of the users when users and MEC operators want to select each other. In the scenario developed by the present study, once MEC servers have performed user tasks before the deadline and so have saved energy, they can earn money in exchange for providing resources to closer users. This scenario is efficient with multi-user and multi-MEC, which can select among operators with different prices in a decentralized environment to achieve minimal energy consumption and price under latency constraints.

III. SYSTEM MODEL

This section describes a system model adopted by the present study. As shown in Fig. 1, a network is assumed with multiple MDs denoted as $U = \{u_1, u_2, ..., u_N\}$ with a finite amount of money. Each MD $i$ has a different computational capability $f_i^{\text{local}}$ with a computationally intensive and a delay sensitive task featuring a different workload with a different deadline and users wanting to finish tasks before the deadline. The tasks include augmented reality, a health monitoring application, and an infotainment application, all of which differ in some properties, such as data upload or download. For the heterogeneous computing task, $t_i$, some properties are defined, such as $t_i = (d_i, b_i, T_i^{\text{max}})$, in which $d_i$ (in MI) is the amount of computing resource required for task $t_i$ and $b_i$ (in bits) is the data size of computation task $t_i$, that is, the amount of data content (for example, the processing code and parameter). Also, the task is not divisible and must be completed before deadline $T_i^{\text{max}}$. It should be noted that these properties are inherent parameters of the application and will not change according to where the application is processed.

In different areas, it is assumed that the edge computing system consists of multi-MEC donated as $S = \{s_1, ..., s_n, ..., s_M\}$. In the current work, each MEC server, $j$, has one host with different limited computational capabilities.
and is measured with million instructions per second (MIPS) shared among users. For each MEC server $j$, $f^\text{max}_j$ indicates the maximum computational capability shared among users and $q_j$ denotes the maximum number of users which the MEC server can enroll. Many articles, such as [39], have assumed that MEC servers have limited resources divided equally among users. However, equal allocation of resources is not appropriate because the user requirement may be more or less than the amount allocated.

In this scenario, many MEC servers are placed in the user location and users must decide which server is the best for offloading so as to achieve a successful process with a variant deadline. $\lambda_j$ is the unit price per CPU cycle to be paid by MD $i$ for the computation capability provided by MEC $j$. The present work assumes that everyone should pay the selected operator based on their consumption. Therefore, the user price is determined by $\lambda_i d_i$. This price does not affect the selection by MEC servers because these servers initially serve closer users. Operators decide whether or not to select MD $i$ as their servers according to the server resource capacity $f^\text{max}_j$, and the distance to MD $i$.

Besides, the offloading decision for each computational task $t_i$ is denoted by $x_{ij}$, which takes zero and one. If MD $i$ is chosen to offload a task to MEC server $j$, then $x_{ij}$ must be equal to one or else $x_{ij}$ is zero, thus indicating that task $t_i$ is locally executed. A quasi-static scenario is considered when the set of users remains unchanged during a computation offloading period (e.g., several hundred milliseconds), even though this may change across different periods [32]. Since for each MD $i$ with distance $D_{ij}$ to MEC server $j$, determines the amount of resources it needs, which is denoted by $f_{ij}$. For this purpose, each task $t_i$ has a deadline with a different workload. Consequently, $f_{ij}$ can be calculated by considering the sum of transmission time $T_{t_i}^{\text{trans}}$, the deadline of offloading task $T_{t_i}^{\text{max}}$, and the workload of task $d_i$.

$$f_{ij} = \frac{d_i}{T_{t_i}^{\text{max}} - T_{t_i}^{\text{trans}}}$$

Based on this information, MD $i$ determines the required resource $f_{ij}$ on MEC server $j$. Since for each MD $i$, two parameters, namely the energy consumption and price received by the MEC, are involved in the selection of servers. So to be able to prioritize the servers, each user $i$ has a $\alpha_i$ and $\beta_i$ parameter that indicates the importance of the price and energy consumption for users.

### C. Problem Formulation

The main goal in this problem is to minimize the energy consumption and price due to the task features and resources of the servers available to the user. Based on the user’s decision, the total energy consumed by each task $t_i$ is equal to:

$$E_i = (x_{ij} \cdot E_i^{\text{trans}}) + ((1 - x_{ij}) \cdot E_i^{\text{local}})$$

To minimize the energy consumption of the task execution and price, the utility function is:

$$E_i^{\text{local}} = \frac{d_i}{f^\text{local}_i} \left( d_i ight)$$

The local processing time $T_{t_i}^{\text{local}}$ is computed as:

$$T_{t_i}^{\text{local}} = \frac{d_i}{f^\text{local}_i}$$

### 2) Edge Computing:

In the offloading mode, when the MEC remotely carries out the task, the MD is idle. However, an extra cost is necessary to send the input data for calculation. Hence, the transmission time $T_{t_i}^{\text{trans}}$ and transmission energy $E_{t_i}^{\text{trans}}$ for MD $i$ in the edge computation is:

$$T_{t_i}^{\text{trans}} = \frac{b_i}{r_i}$$

$$E_{t_i}^{\text{trans}} = \frac{b_i P_i}{r_i}$$

The processing time of tasks in a MEC server is calculated by:

$$T_{t_i}^{\text{exe}} = \frac{d_i}{f_{ij}}$$

In fact, $T_i = T_{t_i}^{\text{exe}} + T_{t_i}^{\text{trans}}$ in the edge computing mode and $T_i = T_{t_i}^{\text{local}}$ in the local computing mode. Based on the deadline, workload, and transmission time, each MD $i$ with distance $D_{ij}$ to MEC server $j$, determines the amount of resources it needs, which is denoted by $f_{ij}$. For this purpose, each task $t_i$ has a deadline with a different workload. Consequently, $f_{ij}$ can be calculated by considering the sum of transmission time $T_{t_i}^{\text{trans}}$, the deadline of offloading task $T_{t_i}^{\text{max}}$, and the workload of task $d_i$.

$$f_{ij} = \frac{d_i}{T_{t_i}^{\text{max}} - T_{t_i}^{\text{trans}}}$$

Based on this information, MD $i$ determines the required resource $f_{ij}$ on MEC server $j$. Since for each MD $i$, two parameters, namely the energy consumption and price received by the MEC, are involved in the selection of servers. So to be able to prioritize the servers, each user $i$ has a $\alpha_i$ and $\beta_i$ parameter that indicates the importance of the price and energy consumption for users.
the optimization problem can be formulated as follows:

\[
\begin{align*}
\text{Min} & \quad \sum_{i=1}^{N} U_i \\
\text{s.t.} & \quad C1 : T_i \leq T_i^{\text{max}} \quad \forall i \in N \\
& \quad C2 : \sum_{i=1}^{N} x_{ij} \leq q_j \quad \forall i \in N, \forall j \in M \\
& \quad C3 : f_{ij} > 0 \quad \forall i \in N, \forall j \in M \\
& \quad C4 : x_{ij} = \{0, 1\} \quad \forall i \in N, \forall j \in M \\
& \quad C5 : \sum_{i=1}^{N} f_{ij} \leq f_j^{\text{max}} \quad \forall i \in N, \forall j \in M \\
& \quad C6 : \sum_{j=1}^{M} x_{ij} \leq 1 \quad \forall i \in N, \forall j \in M
\end{align*}
\]

Here, the total MD energy consumption in the local execution or edge execution must be minimized. Completion of tasks is ensured before the deadline in the first constraint. Constraint C2 specifies that the total number of people offloading their tasks will not exceed the capacity of the MEC servers. Constraints C3 and C4 first assure that the computational capability of each task is more than zero and that the MD’s decisions have two modes: local execution and edge execution. Constraint C5 demonstrates that the total capacity received by the MEC server since resources have f_j^{\text{max}} resource constraints. Constraint C6 specifies that one MD can offload to one MEC server at the most. With this constraint, the objective function based on variable x_{ij} aims to reduce the energy of task offloading. If n tasks exist, then the edge and local processes have 2^{n+1} choices. The existence of binary variable x_{ij} changes the optimization problem to a mixed integer programming problem which is non-convex and NP-hard. In consideration of problem conditions and different factors, such as the deadline, energy consumption, distance of MDs, and lack of user awareness of others decisions, the problem is solved via the school choice.

### IV. Design Of School Choice

In the following, a new multi-user and multi-MEC scenario is presented where MDs have different requirements. With considering the energy consumption and price, MDs offload their tasks to MEC servers. In a distributed manner, MDs determine task deadlines and workload whereas multi-available MEC servers broadcast their resources to heterogeneous MDs in their area. After that, MDs find available servers and send a request to the best MEC server based on price and energy consumption while each MEC server j has a priority over users. This process continues until all users are assigned or all servers have consumed their resources. The contributions of the present paper are minimizing the energy consumption and price of task execution with consideration of the task deadline and limited capacity in MEC servers. The problem is formulated as a mixed integer programming problem which is non-convex and NP-hard. Therefore, the optimization problem is modeled as a school choice.

#### A. What Is the School Choice

An important application of mechanism design is the school choice. Some students are assigned to a number of schools which have a certain capacity with a strict priority over all students.

In this model, schools do not have preferences. In other words, schools do not keep track of which students they register. However, there are specific priorities, such as the distance to the school or a sibling enrolled in the same school. Each student has strict preferences over all schools and an outside option (e.g., attending a private school or being homeschooled). The school choice is an assignment with agents and objects that assigns each student to a school or his/her outside option while respecting the school’s capacity and priority.

#### B. Modeling the Problem as a School Choice

The current study utilizes the school choice to model the optimization problem, in which MEC operators with resources (modeled as schools) aim to select MDs with better benefits (modeled as students). Accordingly, a decentralized approach is investigated to determine the offloading decision of MDs. With the proposed computation offloading scheme, (i) MDs decide to offload their computation tasks only if offloading to the MEC server satisfies them; (ii) MEC operators choose MDs that they can support; (iii) MDs and servers make their offloading decision in a distributed manner; and (iv) the number of successful offloading tasks increases.

As shown in Fig. 2 according to the school’s capacity and the student’s preference, school choice is a many-to-one assignment in which set of student map to set of schools. Assigning MDs to MEC servers resembles the problem of school selection by students because many students assign to schools with limited capacity and schools are unable to enroll more students than their capacity. Similarly, many MDs use MEC resources and MEC servers have a finite
amount of resources. Consequently, this is also comparable to MEC servers with limited capacity. Within the MDs area, servers are located at different distances from MDs and may belong to different operators. Depending on the limitation of the computational resources, the operators can only cover a specified number of MDs.

The school choice consists of players that are agents and objects. In the current paper, MEC servers more closely resemble objects than agents since they offer a service to be used. Therefore, in the present context, MEC servers are assumed to be objects and have a priority over MDs. Also, MDs are selfish and determine task deadlines and workload. Besides, MDs know nothing about other MDs. As a result, as agents, MDs must make the best decisions for offloading and selecting operators. On the other hand, each MEC server considers the interactions among multiple MDs and may either accept or reject MDs based on priorities. In this situation, the school choice is used to deal with the offloading task in multi-user and multi-MEC server scenarios as the short deadline and the speed and efficiency of the offloading tasks are more important than stability. Furthermore, MEC servers have no preference for MDs. In the proposed method, the school choice includes the properties specified below [40]:

- A set of MDs $U = \{u_1, u_2, ..., u_N\}$
- A set of MEC servers $S = \{s_1, s_2, ..., s_M\}$
- A capacity vector $q = (q_1, ..., q_M)$, which specifies for each MEC server $j$, the maximum number of MDs that MEC server can enroll.
- A profile of strict MDs preferences $P = (P_1, ..., P_N)$
- A strict priority structure of the MEC server over MDs, $L = (L_1, ..., L_M)$
- $U$ and $S$ are kept constant during the decision-making period.
- Each MD $i$ can offload task on one of the MEC servers or perform it locally.
- The MDs and MEC servers are completely independent.

Formally, an assignment is defined as a mapping, $\mu$, from the set of MEC servers and MDs, $S \cup U$, to a set of all possible sets of MDs and MEC servers:

$$\mu : S \cup U \rightarrow 2^U \cup S$$  \hspace{1cm} (11)

In the current work, a school choice consists of a population of MDs and a list of MEC servers. MDs are defined by their preferences on MECs, which are the minimum energy consumption for offloading tasks and the price paid to operators. On the other hand, MEC servers are defined by their capacities and priorities in MD selection. Since they have no preferences over MDs and obtain a fixed price based on workloads, MEC servers are not concerned about which MDs send a request. As a result, MEC servers select MDs that are closer to them because of the edges limited capacity and the ability to provide better service.

C. Decentralized Solution

Several approaches can solve the school choice problem, including the Deferred Acceptance Algorithm (DA) and the Immediate Acceptance Algorithm (IA). The IA is very similar to the DA, but with the difference that, once a person occupies a place, this acceptance is final and does not change. As a result, the allocation is performed more rapidly. Furthermore, the immediate acceptance mechanism assigns MDs to MEC servers according to the MD’s preferences over MEC servers and the MEC’s priorities for MDs. More precisely, at every step $r$, each MEC server accepts (up to its remaining capacity) the highest priority MDs among those that ranked it.

Therefore, because MECs choose users in their area, a strict priority structure $L_{ij}$ of MEC server $j$ for choosing MD $i$ is only the MDs distance.

$$L_{ij} = D_{ij}$$  \hspace{1cm} (12)

The preference $P_{ij}$ for each MEC server $j$ and MD $i$ is described as follows:

$$P_{ij} = (\alpha_i \times \lambda_j d_{ij}) + (\beta_i \times E_i)$$  \hspace{1cm} (13)

Therefore, the minimum energy consumption for offloading tasks and the payment to operators are the preference $P_{ij}$ for each MEC server $j$ and MD $i$.

The immediate acceptance mechanism is a member of the family of so-called rank-priority mechanisms. Each rank-priority mechanism is associated with an order of all pairs that consists of a (students) preference and a (schools) priority. Given the students preferences on schools and the schools priorities for students, a rank-priority mechanism assigns students to schools following the order of rank-priority pairs. In the IA, the output is efficient. The definition of efficiency is provided as follows [40]:

**Definition 1.** An assignment $\mu$ is efficient if there is not another assignment $\mu'$ which:

1) There is at least one MD $i$ who prefers $\mu'$ to $\mu$.
2) All MDs are either indifferent between $\mu'$ and $\mu$.

The assignment is efficient if there is no other assignment in which the number of MDs for at least one MEC server is higher while the other MECs accept fewer MDs. In the current work, the mobile identifies the energy consumption of all servers and first selects the server with the least energy and at a reasonable price. As a result, there is no better server to offload at each stage and each user performs its best and moves on to the next server, only if the preferred server no longer has the capacity to run. Therefore, with the IA, an efficient and quick assignment is achieved within the minimum number of rounds and the lowest response time, which is very practical for MECs and MDs. In the proposed method, the IA in the school choice works as follows:

- MDs find preferences for MEC servers based on the minimum energy consumption and price of MEC servers for offloading tasks in their area.
- MEC servers set the priority of MDs based on the distance of MDs to MEC servers.
- MDs apply to their first choice between MEC servers.
- MEC servers reject the lowest-ranking MDs over their capacity. All other offers are immediately accepted and
TABLE I: Application Properties

| App name           | Data upload(KB) | Task length(MI) |
|--------------------|-----------------|-----------------|
| Augmented reality  | 1500            | 12000           |
| Health application | 200             | 6000            |
| Infotainment app   | 250             | 15000           |

become permanent assignments. After that, MEC servers capacities are updated again.

- MDs apply to the next MEC server on their preference list if they rejected in the previous step.
- Eventually, if their lists are empty, MDs apply to the local computing.
- The algorithm stops when MEC servers use their entire capacity or no MD left without resource.

Based on the fixed MD priorities and submitted preferences, the MD assignment is determined in several rounds. In round one, only the first choice of each MD is considered. Then, one at a time, MDs are assigned to their first choice following their priority order until there is no capacity left at their first choice. In round two, those who cannot be assigned according to their first choice (because of low priority) are considered in regard to their second choice (in case any capacity remains from round one). The process continues in this manner until each MD is assigned.

Note that the applications in the IA are immediately accepted or rejected at each step. However, in the DA, acceptance is deferred until the end. This school choice finishes when edge servers have used up all of their capacity and the other MDs either remain unassigned or have all received a resource. In the proposed method, when MEC servers have depleted their capacity and there are still MDs without resources, the MD’s decision is to run tasks locally. Thus, when there are no longer MDs without a decision, the algorithm is completed.

With the proposed model, by minimizing price and energy consumption before the task deadlines, the optimal offloading decision can be met. In comparison to the DA and game theory, the significant advantage of this schema is the efficient decision in the minimum rounds.

Moreover, firstly in the proposed system, users can make offloading decisions to execute the task before the deadline and so save mobile device energy. Secondly, users make these decisions themselves by employing the intelligence on the device. Thirdly, in decentralized offloading, it is unnecessary to send a lot of information for each offloading to the edge. Furthermore, the edge load is reduced and edge management becomes more manageable.

V. Evaluation

In this section, the EdgeCloudSim simulator evaluates the performance of efficient multi-user and multi-MEC computation offloading. EdgeCloudSim builds upon CloudSim to address the specific demands of edge computing research and support necessary functionality in terms of computation and networking abilities.

A. Parameter Settings

Through numerical studies, this section evaluates the proposed distributed computation offloading algorithm. To evaluate its algorithm, the current paper uses the following simulation settings for all simulations. First, a scenario is considered in which five MEC servers, with one host and various numbers of computational resources, are deployed in the user’s area to serve a different number of users. The mobile devices have computation-intensive and data-intensive tasks. It is also assumed that the mobile devices are randomly scattered over the coverage region. Thus, the mobile devices can offload tasks to the MEC server. The present study also sets the transmission bandwidth $B_{ij}$ and transmitting power $P_i$ of the mobile device to $20 MHz$ and $0.5 W$, respectively. The channel gain $H_{ij}$ for MD $i$ and MEC server $j$ is modeled as $127 + 30 \log_2(D_{ij})$, where $D_{ij}$ is the distance between user $i$ and MEC server $j$; this can differ based on the user location. Table I presents three task types of which each has a different value for input size, file output size, and task length. These properties are generated by an exponential number generator for each task.

B. Use Cases

In this subsection, we focus on some of the most use cases that experience the need for offloading in mobile edge computing. As shown in table I, with respect to our goal, we will take the examples of augmented reality, health application and infotainment application.

1) Augmented reality is a type of interactive, reality-based display environment that takes the capabilities of effects to increase the user’s real-world experience. Augmented reality combines real and computer-based scenes and images to provide a view of the world.

2) One of the major applications of biomedical research is to utilize inexpensive mobile biomedical sensors and cloud computing for pervasive health monitoring. However, real-world user experiences with mobile cloud-based health monitoring were poor, due to factors such as excessive networking latency and longer response time. So this program can be one of the best programs to take advantage of offloading at the edge.

3) Infotainment app like vehicular infotainment systems includes two parts: 1) the information part and 2) the entertainment part, which are integrated to provide a unified platform to drivers and passengers.

C. Performance Evaluation of Algorithm

The distributed computation offloading algorithm is compared with the following solutions:

1) Energy based offloading: In this method, all users offload their computation tasks to the MEC servers that have the lowest energy consumption.

2) Price based offloading: All users offload their computation tasks to the MEC servers that have the lowest price for the users.

3) HODA: The heuristic offloading decision algorithm (HODA) proposed in [41].
The first experiment varies the number of tasks from 10 to 100 and examines the percentage of offloading tasks. In Fig. 3, the percentage of completed tasks is relatively high while the number of tasks is low. However, the percentage of completed tasks gradually decreases as the number of tasks increases. This is reasonable since each user might have a high probability of matching with its preferred MEC server when the number of tasks is low. So, they will offload their computation task in good condition, such as bandwidth. Also, as the number of tasks continues to grow, each user must compete with the others for computation resources, thus lowering the probability of a task being assigned to its preferred MEC server. Due to task preferences, the limited number of MEC servers and computational resources, the proposed algorithm must reject some of the user requests and their tasks are executed locally.

It can be seen in Fig. 3 that the percentage of users who are able to perform tasks in energy-based offloading mode is higher than users in the price-based offloading algorithm. Due to features such as distance and workload when users choose based on minimum server energy consumption, the chance to perform tasks before the deadline increased. In this case, if the user fails to fulfill this condition, local execution should be performed. But based on the conditions of this algorithm, local execution is not an option. As a result, the user will not be able to complete the task before the deadline.

Fig. 4 examines the effect of raising the number of tasks on average energy consumption. The present experiment utilizes a health application with five MEC servers. As the number of users increases, users save more energy on school choice scenario than HODA; because HODA does not perform the task allocation well. As a result, the distribution of resources between users is not done correctly. Also, the capacity of edge servers decreases when the number of users increases, and more users are forced to perform their tasks locally. Therefore, the total energy consumption increases due to increased local execution.

Also, in Fig. 5, the utility function is increased by increasing the number of users and the energy consumption due to more users switching to local execution. On the other hand, in the price-based offloading method, users have less successful execution than the school choice method, because they focus on price parameters which results in a lower utility function than school choice method.

In this paper, multiple heterogeneous MDs compete for numerous heterogeneous MEC resources as the workload increases. Hence, the offloading scenario will be more difficult, and some users will have to select the local execution mode, which may not be able to perform the tasks properly due to the high workload of tasks. As shown in Fig. 6, as the workloads increase, the percentage of users who perform their tasks is reduced because the edge server has limited resources and cannot handle all users. On the other hand, in the mobile device, the user will not have the capacity to perform these tasks successfully before the deadline, which will result in unsuccessful execution of tasks. In the price-based offloading method, price is the only important factor for the user, and the workload has a direct impact on the user’s payment. The price paid by the user also increases when workloads increment.

In many cases, this amount exceeds the maximum price that the user can pay, and the user is forced to perform locally. In this condition, users can bid the second price through methods such as an auction. However, this article assumed that the maximum user price is only set once at the beginning. Hence, tasks are forced to run locally, but they are unable to perform before the deadline in some cases, due to the increased workload. As shown in Fig. 8, although utility function has improved dramatically with increasing workload, the school choice method has still been less than HODA method due to better allocation based on both energy factor and user price.

In Fig. 9, with the increase in the number of servers to 5, the school choice approach has reached its best, and all users can offload their tasks to a server with low energy consumption and cost based on user-selected parameters. However, in this case, HODA still has to push some users to run locally, because it cannot determine the appropriate allocation to perform tasks based on the user’s parameters. As a result in range of 100 concurrent users, as shown in Fig. 10, the average energy consumption increases.

Fig. 10 also shows that with the increase in MEC server resources and the reduction of resource constraints, people’s chances of offloading tasks increase. As a result, the average energy consumption is reduced due to reduced local execution. However, as in the previous cases, the energy consumption, when both energy and price parameters are equal, has a more
significant impact on the success of the users, and if the user chooses a server with less energy consumption, the chances of successful execution before the deadline are increased. In Fig. 7, as the number of servers increases, the range of suggested base prices are increased. Given all of this, with increasing the chance of successful execution before the deadline, the utility function will also decrease. It is due to the increasing number of edge server resources and the increasing probability of users to find the server at lower price and energy consumption.

VI. Conclusion

With the aim of reducing mobile device energy consumption and price, the present research studied multi-user and multi-MEC computation offloading. By formulating different task offloading decisions as a school choice problem, the current study minimized user energy consumption and price under latency constraints. Instead of conventional centralized optimization methods, this approach considered a decentralized mechanism between users and MEC servers. Simulation results indicated that the proposed scheme is more efficient in comparison with other computation offloading schemes. Future work shall consider task offloading in more complicated deployment with user mobility.
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