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Abstract
Many mission-critical systems are based on GPU for inference. It requires not only high recognition
accuracy but also low latency in responding time. Although many studies are devoted to optimizing
the structure of deep models for efficient inference, most of them do not leverage the architecture of
modern GPU for fast inference, leading to suboptimal performance. To address this issue, we propose
a general principle for designing GPU-efficient networks based on extensive empirical studies. This
design principle enables us to search for GPU-efficient network structures effectively by a simple and
lightweight method as opposed to most Neural Architecture Search (NAS) methods that are complicated
and computationally expensive. Based on the proposed framework, we design a family of GPU-Efficient
Networks, or GENets in short. We did extensive evaluations on multiple GPU platforms and inference
engines. While achieving ≥ 81.3% top-1 accuracy on ImageNet, GENet is up to 6.4 times faster
than EfficienNet on GPU. It also outperforms most state-of-the-art models that are more efficient
than EfficienNet in high precision regimes. Our source code and pre-trained models available from
https://github.com/idstcv/GPU-Efficient-Networks

1 Introduction
Many mission-critical systems require high recognition accuracy within short response time. They are usually
empowered by a high precision deep neural network and a modern GPU to shorten the inference latency. It
is therefore important to leverage the architecture of modern GPU for fast inference.

Although there are many successful efficient networks with low inference latency [Cai et al., 2019, Tan
et al., 2019, Wu et al., 2019, Wan et al., 2020, Cai et al., 2020], few take advantages of modern GPU, leading
to suboptimal performance. The modern GPU has thousands of CUDA-cores and large built-in memory
which make them insensitive to the network FLOPs (Floating Point Operations) and model size. Empirical
benchmark [Radosavovic et al., 2020] shows that the factors affecting the inference latency on modern GPUs
are rather complicated. In this work, we aim to design an efficient high precision network specially optimized
for fast inference on modern GPU. Based on extensive empirical studies, we propose a general principle for
designing GPU-efficient networks. This design principle simplifies the the design space and therefore enables
us to use a simple and lightweight Neural Architecture Search (NAS) method to search for GPU-efficient
network effectively. Comparing to many brute-force NAS methods that are complicated and computationally
expensive, the proposed design principle improves the network efficiency on modern GPU within reasonable
computational cost.
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More specifically, we discover that on modern GPU, layers from different depths favor different convolutional operators. Low-level layers prefer full convolutions while high-level layers prefer depth-wise convolutions and bottleneck structure. Based on this observation, we propose a novel design principle which encourages a hybrid of different convolutional operators in one network. Then we use a lightweight but effective NAS algorithm to search for the GPU-Efficient Networks (GENets) under various latency budgets. The NAS algorithm generates three networks, GENet-light/normal/large, at different accuracy/speed trade-off points. We did extensive evaluations on multiple GPU platforms and inference engines. In general, GENets are as accurate as EfficienNet-B2/B3 while being 6 times faster on modern GPU and are among the few state-of-the-art models that achieve ≥ 80.0% top-1 accuracies on ImageNet.

The NAS algorithm we used in this work is named Local-Linear-Regression NAS (LLR-NAS). It learns a linear model to predict the accuracy of a given structure by perturbing an initial structure. Although we could use more powerful NAS algorithms in our design, we stick with LLR-NAS in this work. We wish to show that the superior performance of GENets is credited to a better understanding of the design space but rather credited to the machine brute-force NAS. We keep things as simple as possible. There are no SE block [Hu et al., 2018], transformers [Vaswani et al., 2017] or even dropout [Srivastava et al., 2014] to enhance our network. By embedding our design principle in our LLR-NAS, we significantly boost the inference speed without bells and whistles. We summarize our main contributions as follows:

- We propose a novel GPU-efficient design space which is highly optimized for fast GPU inference.
- Within our design space, we propose a lightweight but effective LLR-NAS to search for GPU-Efficient Networks. The resulting GENet-light/normal/large achieve high prediction accuracy on ImageNet while being several times faster than EfficientNet.

2 Related Work

Manually-designed networks usually use a single type of convolutions. ResNet-18 and ResNet-34 [He et al., 2016] use 3x3 full convolutions in all stages. ResNet-50 and deeper ones use bottleneck structure to reduce the computational cost and model size. The MobileNetV1/V2 [Howard et al., 2017; Sandler et al., 2018] replace full convolution with depth-wise convolution to further reduce the FLOPs. The emergence of NAS system greatly accelerates the design of efficient networks. A majority of NAS-generated networks use the same or similar design space as MobileNetV2, including EfficientNet [Tan and Le, 2019a], MobileNetV3 [Howard et al., 2019], FBNet [Wu et al., 2019], WANet [Wan et al., 2020], DNASNet [Li et al., 2019a], OFANet [Cai et al., 2020] and so on. The MixNet [Tan and Le, 2019b] proposed to hybridize depth-wise convolutions of different kernel size in one layer. More earlier works such as DART [Liu et al., 2019] considered a hybrid of full, depth-wise and dilated convolution in one cell. This often results in irregular cell structures that are not GPU-friendly. The Radosavovic et al. [2020] did large-scale experiments to train networks consisting of different bottleneck ratio r and grouping parameter g. The resulting RegNet shares r and g > 1 in all stages. In comparison, GENet uses r ≤ 1, g = 1 in low-level stages and r ≥ 1, g = channels in high-level stages.

3 Network Design Space

In this section, we describe how we came to our network design space. We first introduce three basic convolutional blocks widely used in popular networks. Then we benchmark the inference latency of each basic block and plot the singular value distribution of convolutional kernels. These profiling experiments suggest that we should use different basic blocks in different stages.

3.1 Basic Convolutional Blocks and MasterNet Backbone

We focus on regularized structural space where the main body of the network consists of several super-blocks without skip-link, as shown in Figure 1(a). The network is called MasterNet. Each super-block is stacked by several basic blocks of the same type and width. Then a super-block is parameterized by its depth, width and stride. The first basic block in a super-block may be (but not necessarily) a down-sampling layer of stride s = 2. The remaining basic blocks in the same super-block must be of stride s = 1. The first layer of the
MasterNet is a stem layer with stride $s = 2$. After the main body, an average-pooling layer is followed by a fully-connected layer. Albeit rudimentary, this regularized structural space is good enough to design high precision low-latency networks on GPU.

We consider three basic blocks in Figure 1(b): XX-Block, BL-Block, DW-Block. The blue block represents full convolutional layer. The green block represents depth-wise convolutional layer. The BL-Block is a full convolutional layer with bottleneck structure of ratio $r \leq 1$. The DW-Block is a depth-wise convolutional layer with inverted bottleneck structure of ratio $r \geq 1$. All convolutional layers are followed by batch-normalization and RELU. For stride $s = 2$ blocks, the down-sampling occurs at the first $k > 1$ layer. For clarity they are not shown in Figure 1. A basic block is always wrapped inside a residual structure. If the input and the output shape do not match, the identity link is replaced by a projection layer with down-sampling (if stride $s = 2$), as shown in Figure 1(c).

Sometimes it is convenient to define the width of DW-Block to be the width of the depth-wise convolutional layer. Then the DW-Block consists of a depth-wise convolution followed by two $1 \times 1$ bottleneck projection layers. The new bottleneck ratio $r_{new} = 1/r$. In this way, we uniformly parameterize BL-Block and DW-Block by their width $c$ and bottleneck ratio $r$.

### 3.2 GPU Inference Latency

We design controlled experiments to benchmark the inference speed of the three basic blocks on GPU. All timing experiments are repeated 30 times. The highest and the lowest 10% numbers are removed and then the averaged inference latency is reported. We run benchmark experiments on NVIDIA V100 at half precision (FP16) and image resolution 224x224.

**Batch Size** In Figure 2(a), we vary the batch size from 1 to 128 and measure the inference latency of ResNet-50, ResNet152, MobileNetV2 and EfficientNet-B0. The y-axis is the latency of each network measured by milliseconds per image. That is, the inference latency of one mini-batch divided by the batch size. In the figure, the inference latency is not a constant value but a decaying function of batch size. This is because
a large batch size allows GPU to do the computation parallelly thus more efficiently. Due to this reason, we must specify the batch size when comparing the inference latencies of different networks. In this work we focus on the setting of batch size $B = 64$, a value adopted by many previous works [Cai et al., 2020, Radosavovic et al., 2020].

**FLOPs and Model Size** The FLOPs is a popular index to measure the network efficiency on edge device. We test whether the inference latency is still in proportion to the FLOPs on GPU. In Figure 2(b), we show the inference latency against FLOPs for ResNet, MobileNetV2 and EfficientNet at batch size $B = 64$. We show the same scatter plot for model size in Figure 2(c). It is clear that the inference latency on GPU depends on neither FLOPs nor model size at all. This phenomenon was also observed in [Cai et al., 2020, Radosavovic et al., 2020].

**Basic Blocks** Now we profile the three basic blocks. As mentioned before, we define the width of DW-Block to be the number of channels of the depth-wise convolutional layer and then its bottleneck ratio $r$ is re-defined to be $1/r$. We build three profiling networks only using one of the three basic blocks with the same width respectively. We set stride $s = 1$, kernel size $k = 3$ for all blocks. To benchmark XX-Block, the profiling network consists of 5 XX-Blocks. For BL-Block and DW-Block, we use 10 instead of 5 blocks to ensure the same visual region among networks. Then we sample 64 images of resolution 224x224 and feed them into the profiling network. The inference latency is shown in Figure 3.

In Figure 3(a), we compare XX-Block against DW-Block under various $r$ and block widths. It is not surprising that with smaller $r$, the inference latency of DW-Block is smaller than XX-Block. We compare XX-Block against BL-Block under the same setting in Figure 3(b). When $r = 1$, BL-Block is slower than XX-Block since two BL-Blocks of $r = 1$ is clearly larger than one XX-Block.

Based on Figure 3(a)(b), it seems reasonable to only use BL-Block or DW-Block in network design, a strategy adopted by ResNet and EfficientNet. However, we argue that there is one more dimension to consider — the network capacity. The network capacity affects its ability of fitting complex functions. One simple measurement of the network capacity is the number of free parameters of the network, also known as the model size. In Figure 3(c) and (d), we plot the network latency against the network size. We find that XX-Block is actually very efficient under the same model size.

Informally speaking, both BL-Block and DW-Block are kind of low-rank approximation of XX-Block. The above profiling results show that if we approximate XX-Block with BL/DW-Block, the approximation loss is in proportion to the intrinsic rank of the original XX-Block. If the XX-Block is nearly full rank, we have to set $r = 1.0$ in BL/DW-Block which is actually inefficient. Therefore, whether BL/DW-Block is more efficient than XX-Block on GPU depends on whether a particular layer prefers low-rank structure or not.

### 3.3 Intrinsic Rank of Convolutional Layers

Inspired by the profiling results in the previous subsection, we analyze the intrinsic rank of convolutional kernels in different stages. To this end, we inspect three networks consisting of only XX-Blocks. The first two are ResNet-18 and ResNet-34. They both use only XX-Blocks. ResNet-50 or deeper ResNets use bottleneck structure therefore are excluded. The third network is our manually designed network named ProfilingNet-132.
It contains 132 convolutional layers of kernel size \( k = 3 \) (see appendix for details). All three networks are trained on ImageNet up to 360 epochs. We plot the singular value distribution of convolutional kernels from different stages in Figure 4. In each stage, we extract the convolutional kernel from the last layer. Excluding the first stem layer, there are 4 stages in total. Then we reshape the convolutional kernel to be a matrix of shape \((c_{out}, c_{in} \times k^2)\) where \(c_{out}, c_{in}\) are the numbers of output channels and input channels respectively; \(k\) is the kernel size which is equal to 3 here. The singular values of the reshaped convolutional kernel matrix is computed. The largest singular value is normalized to 1.0. For the \(i\)-th singular value \(\lambda_i\), its x-coordinate is normalized to \(i/c_{out}\). From Figure 4(a)-(c), it is clear that the singular values of high-level layers decay much faster than low-level ones. Therefore, the intrinsic rank of a layer decays along its depth. This means we should use XX-Blocks in low-level stages and BL/DW-Blocks in high-level stages to maximize the GPU efficiency.

### 4 GPU-Efficient Networks

From Section 3, we learn that a GPU-efficient network should use XX-Block in the low-level layers and BL/DW-Block in high-level layers. In this section, we use this prior knowledge to design our GPU-Efficient Network. First, we manually design our MasterNet. Then we use MasterNet to initialize LLR-NAS to further optimize its structure.

#### 4.1 Design MasterNet

To obtain a good initial structure, we designed 20 networks. All networks are designed to have latency around 0.34ms per image at batch size 64. This is also the latency of ResNet-50 and EfficientNet-B0. We train the 20 networks on ImageNet up to 120 epochs. For BL-Block we fix \(r = 1/4\). For DW-Block, we fix \(r = 6\). The results are summarized in Table 1. We only report the best 5 networks. Full table is given in appendix.

| model  | block type   | # layers | # channels                  | stride | Acc  |
|--------|--------------|----------|-----------------------------|--------|------|
| Net1   | C.X,X,B,D,D,C | 1,1,4,8,4,2,1 | 32,64,96,512,320,320,1280 | 2.2,2.2,2.2,1.1 | 77.6% |
| Net2   | C.X,X,D,D,D,C | 1,1,4,8,4,2,1 | 32,48,64,160,320,320,1280 | 2.2,2.2,2.2,1.1 | 77.6% |
| Net3   | C.X,X,D,D,C   | 1,1,4,8,6,1 | 32,48,64,160,320,1280 | 2.2,2.2,2.2 | 77.5% |
| Net4   | C.X,B,B,D,C   | 1,1,4,8,6,1 | 32,64,256,512,320,1280 | 2.2,2.2,2.2,1 | 77.4% |

Table 1 validates our profiling results. All best networks use XX-Blocks in low-level stages and use BL/DW-Blocks in high-level stages to maximize the GPU efficiency.
Table 2: GENet structures.

| type   | d    | c  | s  | k  | r    | d    | c  | s  | k  | r    | d    | c  | s  | k  | r    |
|--------|------|----|----|----|------|------|----|----|----|------|------|----|----|----|------|
| Conv   | 1    | 13 | 2  | 3  | 1    | 1    | 32 | 2  | 3  | 1    | 32   | 2  | 3  | 1  | 1    |
| XX     | 1    | 48 | 2  | 3  | 1    | 1    | 128 | 2  | 3  | 1    | 128  | 2  | 3  | 1  | 1    |
| XX     | 3    | 48 | 2  | 3  | 1    | 2    | 192 | 2  | 3  | 1    | 2    | 192 | 2  | 3  | 1  | 1    |
| BL     | 7    | 384| 2  | 3  | 0.25 | 6    | 640 | 2  | 3  | 0.25 | 6    | 640 | 2  | 3  | 0.25 | 6    |
| DW     | 2    | 560| 2  | 3  | 3    | 4    | 640 | 2  | 3  | 3    | 5    | 640 | 2  | 3  | 3  | 1    |
| DW     | 1    | 256| 1  | 3  | 3    | 1    | 640 | 1  | 3  | 3    | 4    | 640 | 1  | 3  | 3  | 1    |
| Conv   | 1    | 1920| 1  | 1  | 1    | 1    | 2560| 1  | 1  | 1    | 1    | 2560| 1  | 1  | 1  | 1    |
| FLOPs  | 552 M@192x192 | 2.2 G@192x192 | 4.6 G@256x256 |
| Params | 8.17 M | 21 M | 31 M |  

that the exact configuration of the MasterNet does not matter a lot since we will introduce NAS later. Net2 and Net3 are also good choices of MasterNet.

### 4.2 Local Linear Regression NAS

We use our automated NAS engine to optimize the structure of the MasterNet. Our NAS algorithm is named *Local Linear Regression NAS* (LLR-NAS). Suppose that the MasterNet has \( M \) super-blocks \( S_1, S_2, \cdots, S_M \). Each super-block \( S_i \) can be parameterized by \( S_i(d_i, c_i, T_i) \) where \( d_i \) is the depth, \( c_i \) is the block width (number of output channels) and \( T_i \) is the block-type. In addition to the three basic block types, we treat blocks of different kernel size \( k \) and bottleneck ratio \( r \) as different block types. The LLR-NAS performs the following steps:

- **Distillation** For \( i = 1, 2, \cdots, M \), replace \( S_i \) with a random block \( S^\prime_i(d^\prime_i, c^\prime_i, T^\prime_i) \). Fine-tune \( S^\prime_i \) until convergent. Obtain the validation accuracy \( A^j_i \) of the new network structure. Repeat this step until each \( S_i \) of type \( T \) has collected \( N \) fine-tuned accuracies \( \{A^1_i, A^2_i, \cdots, A^N_i\} \).

- **Regression** Denote \( A^* \) as the accuracy of the MasterNet. For each \( i \) and each block type \( T_i \), use least square regression to estimate the pseudo-gradient \( g = [g_1, g_2] \) such that \( g_1(d^\prime_i - d_i) + g_2(c^\prime_i - c_i) \approx A^j_i - A^* \). With pseudo-gradient \( g \), we are able to predict the accuracy of any network structure given its structural parameters \( \{(d_i, c_i, T_i)\}_{i=1}^M \).

- **Selection** Randomly generate many structures \( \{(d_i, c_i, T_i)\}_{i=1}^M \) and predict their accuracies using the pseudo-gradient \( g \). Choose the best structure within the latency budget.

**Searching for Resolution** We use the same pseudo-gradient \( g \) at different resolutions. In the Selection step, we select the best structures under different resolutions independently. Then the selected structures are trained at their corresponding resolutions. Finally the best resolution is the one achieving the highest accuracy after training.

In LLR-NAS, we set the latency budgets to be 0.34/0.2/0.1 ms per image on V100 FP16 at batch size \( B = 64 \). The corresponding NAS-structures are named GENet-large/normal/light.

### 5 Experiments

In this section, we compare GENet against popular networks, including ResNet [He et al., 2016], EfficientNet [Tan and Le, 2019a], MobileNetV2 [Sandler et al., 2018], MnasNet [Tan et al., 2019], DNANet [Li et al.,...
Figure 5: ImageNet top-1 accuracy v.s. network latency, batch size 64 on V100, batch size 32 on T4.

Table 3: GENet speed-up on V100 FP16 $B = 64$ and T4 FP16/INT8 $B = 32$.

| model          | V100 FP16 | T4 FP16 | T4 INT8 |
|----------------|-----------|---------|---------|
| GENet-light    | 75.7%     | 0.1     | 1.0x    | 0.14    | 1.0x    | 0.1     | 1.0x    |
| ResNet-34      | 74.4%     | 0.22    | 2.2x    | 0.33    | 2.3x    | 0.19    | 1.9x    |
| RegNet-Y-600MF | 75.5%     | 0.31    | 3.1x    | 0.28    | 2.0x    | 0.22    | 2.2x    |
| MobileNetV2-1.4 | 74.7%    | 0.24    | 2.4x    | 0.30    | 2.1x    | 0.20    | 2.0x    |
| DNANet-2a      | 76.0%     | 0.19    | 1.9x    | 0.24    | 1.7x    | 0.16    | 1.6x    |
| OFANet-9ms     | 75.3%     | 0.14    | 1.4x    | 0.21    | 1.5x    | 0.15    | 1.5x    |
| GENet-normal   | 80.0%     | 0.20    | 1.0x    | 0.25    | 1.0x    | 0.15    | 1.0x    |
| ResNet-152     | 79.2%     | 0.94    | 4.7x    | 1.04    | 4.2x    | 0.55    | 3.7x    |
| EfficientNet-B2| 79.8%     | 0.64    | 3.2x    | 1.32    | 5.3x    | 1.02    | 6.8x    |
| OFANet-595M    | 80.0%     | 0.41    | 2.1x    | 0.71    | 2.8x    | 0.63    | 4.2x    |
| GENet-large    | 81.3%     | 0.34    | 1.0x    | 0.44    | 1.0x    | 0.26    | 1.0x    |
| EfficientNet-B3| 81.1%    | 1.12    | 3.3x    | 2.36    | 5.4x    | 1.67    | 6.4x    |
We propose a design space optimized for fast GPU inference. In this space, we use semi-automatic NAS to help design GPU-Efficient Networks. GENets use full convolutions in low-level stages and depth-wise convolution and/or bottleneck structure in high-level stages. This design is inspired by the observation that convolutional kernels in the high-level stages are more likely to have low intrinsic rank and different types of convolutions have different kinds of efficiency on GPU. We wish this work sheds some light on the design principle of GPU-efficient networks and inspires more researchers to reconsider the efficiency of networks on modern GPU.

6 Conclusion

We propose a design space optimized for fast GPU inference. In this space, we use semi-automatic NAS to help design GPU-Efficient Networks. GENets use full convolutions in low-level stages and depth-wise convolution and/or bottleneck structure in high-level stages. This design is inspired by the observation that convolutional kernels in the high-level stages are more likely to have low intrinsic rank and different types of convolutions have different kinds of efficiency on GPU. We wish this work sheds some light on the design principle of GPU-efficient networks and inspires more researchers to reconsider the efficiency of networks on modern GPU.
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A More Tables

Table 4 reports the top-1 accuracy on ImageNet for networks trained under different resolutions and kernel sizes. For 0.1ms latency budget, we fix kernel size $k = 3$ and resolution as 192 manually.

| latency (ms/image) | kernel size | resolution | top-1 Accuracy |
|--------------------|-------------|------------|----------------|
| 0.34               | 5x5         | 192        | 78.9%          |
| 5x5                | 224         |            | 79.2%          |
| 5x5                | 288         |            | 78.9%          |
| 3x3                | 192         |            | 79.7%          |
| 3x3                | 224         |            | 79.7%          |
| 3x3                | 256         |            | 79.8%          |
| 3x3                | 288         |            | 79.1%          |
| 0.20               | 5x5         | 192        | 77.1%          |
| 5x5                | 224         |            | 77.5%          |
| 3x3                | 160         |            | 77.6%          |
| 3x3                | 192         |            | 78.2%          |
| 3x3                | 224         |            | 77.7%          |
| 3x3                | 224         |            | 77.7%          |
| 3x3                | 256         |            | 77.7%          |

Table 5 gives the structure of ProfilingNet-132 in Section 3.3. Table 6 gives the structures and accuracies of the 20 manually-designed networks in Section 4.1.

Table 7, 8 and 9 report the accuracies and latencies of baseline networks and GENets on V100 and T4, with batch size from 1 to 64.

On T4 we encounter GPU memory error when batch size is larger than 32 therefore only results up to 32 batch size on T4 are reported.

Table 5: ProfilingNet-132 structure.

| type | d | c | s | k | r |
|------|---|---|---|---|---|
| Conv | 1 | 16| 2 | 3 | 1.0 |
| XX   | 3 | 32| 2 | 3 | 1.0 |
| XX   | 3 | 48| 2 | 3 | 1.0 |
| XX   | 3 | 72| 2 | 3 | 1.0 |
| XX   | 6 | 128| 1 | 3 | 1.0 |
| XX   | 6 | 256| 2 | 3 | 1.0 |
| XX   | 8 | 512| 1 | 3 | 1.0 |
| XX   | 8 | 1024| 1 | 3 | 1.0 |
| XX   | 4 | 2048| 1 | 3 | 1.0 |
| Conv | 1 | 4096| 1 | 1 | 1.0 |
| Model  | Block Type | # Layers | # Channels | Stride | Acc    |
|--------|------------|----------|------------|--------|--------|
| Net1   | C,X,B,D,D,C | 1,1,4,8,4,2,1 | 32,64,96,512,320,320,1280 | 2,2,2,2,1,1 | 77.6%  |
| Net2   | C,X,D,D,D,C | 1,1,4,8,4,2,1 | 32,48,64,160,320,320,1280 | 2,2,2,2,1,1 | 77.6%  |
| Net3   | C,X,D,D,C   | 1,1,4,8,6,1 | 32,48,64,160,320,1280 | 2,2,2,2,1 | 77.5%  |
| Net4   | C,X,B,D,D,C | 1,1,4,8,6,1 | 32,64,256,512,320,1280 | 2,2,2,2,1 | 77.4%  |
| Net5   | C,X,B,D,D,C | 1,1,4,8,4,2,1 | 32,32,256,144,288,288,1280 | 2,2,2,2,1,1 | 77.4%  |
| Net6   | C,X,B,D,C   | 1,1,4,8,6,1 | 32,64,96,512,320,1280 | 2,2,2,2,1 | 77.3%  |
| Net7   | C,X,B,D,D,C | 1,1,4,8,6,1 | 32,32,256,144,288,1280 | 2,2,2,2,1 | 77.3%  |
| Net8   | C,D,D,D,D,D,C | 1,1,4,8,4,2,1 | 32,24,64,128,256,256,1280 | 2,2,2,2,1,1 | 77.2%  |
| Net9   | C,X,X,D,D,C | 1,1,4,4,4,4,1 | 32,48,64,160,160,320,1280 | 2,2,2,1,2,1 | 77.1%  |
| Net10  | C,D,D,D,D,C | 1,1,4,8,6,1 | 32,24,64,128,256,1280 | 2,2,2,2,1 | 77.0%  |
| Net11  | C,X,X,D,D,C | 1,1,4,6,2,4,1 | 32,48,64,160,160,320,1280 | 2,2,2,1,2,1 | 76.9%  |
| Net12  | C,X,B,B,D,C | 1,1,4,6,2,4,1 | 32,64,96,512,512,320,1280 | 2,2,2,1,2,1 | 76.9%  |
| Net13  | C,X,B,B,D,C | 1,1,4,4,4,4,1 | 32,64,96,512,512,320,1280 | 2,2,2,1,2,1 | 76.8%  |
| Net14  | C,X,B,D,D,C | 1,1,4,6,2,4,1 | 32,32,256,144,144,288,1280 | 2,2,2,1,2,1 | 76.7%  |
| Net15  | C,X,B,B,B,C | 1,1,4,8,4,2,1 | 32,64,96,512,1024,1024,1280 | 2,2,2,2,1,1 | 76.6%  |
| Net16  | C,D,D,D,D,D,C | 1,1,4,6,2,4,1 | 32,24,64,128,256,256,1280 | 2,2,2,1,2,1 | 76.5%  |
| Net17  | C,X,B,B,C   | 1,1,4,8,6,1 | 32,64,256,512,1024,1280 | 2,2,2,2,1 | 76.3%  |
| Net18  | C,X,B,B,B,C | 1,1,4,6,2,4,1 | 32,64,96,512,512,1024,1280 | 2,2,2,1,2,1 | 76.0%  |
| Net19  | C,X,B,B,C   | 1,1,4,8,6,1 | 32,64,96,512,1024,1280 | 2,2,2,2,1 | 76.0%  |
| Net20  | C,X,B,B,B,C | 1,1,4,4,4,4,1 | 32,64,96,512,512,1024,1280 | 2,2,2,1,2,1 | 75.8%  |
Table 7: Network latency (ms/image) on V100, FP16, batch size 1 to 64.

| model                | acc  | 1    | 2    | 4    | 8    | 16   | 32   | 64   |
|----------------------|------|------|------|------|------|------|------|------|
| RegNetY-200MF        | 70.4%| 13.19| 7.02 | 3.33 | 1.74 | 0.84 | 0.51 | 0.22 |
| RegNetY-400MF        | 74.1%| 16.42| 8.22 | 4.88 | 2.08 | 1.13 | 0.53 | 0.44 |
| RegNetY-600MF        | 75.5%| 13.61| 7.74 | 3.39 | 1.71 | 0.85 | 0.45 | 0.25 |
| RegNetY-800MF        | 76.3%| 12.80| 6.69 | 3.69 | 1.96 | 0.82 | 0.46 | 0.31 |
| ResNet-18            | 70.9%| 2.87 | 1.39 | 0.71 | 0.38 | 0.19 | 0.15 | 0.13 |
| ResNet-34            | 74.4%| 5.13 | 2.42 | 1.23 | 0.62 | 0.32 | 0.24 | 0.22 |
| ResNet-50            | 77.4%| 6.77 | 3.42 | 1.86 | 0.93 | 0.46 | 0.43 | 0.40 |
| ResNet-101           | 78.3%| 13.24| 7.41 | 3.62 | 1.67 | 0.83 | 0.71 | 0.66 |
| ResNet-152           | 79.2%| 21.33| 10.81| 5.30 | 2.48 | 1.23 | 1.01 | 0.94 |
| EfficientNet-B0      | 76.3%| 11.55| 6.24 | 3.06 | 1.49 | 0.73 | 0.40 | 0.35 |
| EfficientNet-B1      | 78.8%| 16.55| 8.30 | 4.09 | 2.07 | 1.03 | 0.59 | 0.55 |
| EfficientNet-B2      | 79.8%| 16.35| 8.07 | 4.07 | 2.04 | 1.04 | 0.69 | 0.64 |
| EfficientNet-B3      | 81.1%| 18.64| 10.04| 5.06 | 2.39 | 1.28 | 1.18 | 1.12 |
| MobileNetV2-0.25     | 51.8%| 5.60 | 2.53 | 1.28 | 0.70 | 0.35 | 0.17 | 0.08 |
| MobileNetV2-0.5      | 64.4%| 5.14 | 2.85 | 1.29 | 0.65 | 0.33 | 0.17 | 0.10 |
| MobileNetV2-0.75     | 69.4%| 5.85 | 2.90 | 1.33 | 0.67 | 0.37 | 0.19 | 0.15 |
| MobileNetV2-1.0      | 72.0%| 5.78 | 2.89 | 1.34 | 0.67 | 0.34 | 0.17 | 0.17 |
| MobileNetV2-1.4      | 74.7%| 5.46 | 2.69 | 1.49 | 0.69 | 0.35 | 0.25 | 0.24 |
| MnasNet-1.0          | 74.2%| 5.84 | 2.92 | 1.34 | 0.72 | 0.34 | 0.19 | 0.17 |
| DNANet-a             | 77.1%| 12.91| 6.39 | 3.15 | 1.73 | 0.81 | 0.44 | 0.29 |
| DNANet-b             | 77.5%| 13.31| 6.14 | 3.02 | 1.66 | 0.78 | 0.40 | 0.37 |
| DNANet-c             | 77.8%| 12.61| 6.48 | 2.91 | 1.48 | 0.81 | 0.39 | 0.37 |
| DNANet-d             | 78.4%| 13.04| 7.08 | 3.43 | 1.75 | 0.83 | 0.58 | 0.54 |
| DFNet-1              | 69.8%| 3.59 | 1.72 | 0.90 | 0.43 | 0.24 | 0.11 | 0.07 |
| DFNet-2              | 73.9%| 6.69 | 3.41 | 1.54 | 0.86 | 0.40 | 0.22 | 0.12 |
| DFNet-2a             | 76.0%| 7.93 | 4.40 | 2.01 | 1.00 | 0.50 | 0.26 | 0.19 |
| OFANet-595M          | 80.0%| 12.30| 6.20 | 3.08 | 1.69 | 0.83 | 0.45 | 0.41 |
| OFANet-482M          | 79.6%| 13.28| 6.19 | 3.07 | 1.66 | 0.83 | 0.40 | 0.33 |
| OFANet-389M          | 79.1%| 11.83| 5.89 | 2.73 | 1.49 | 0.74 | 0.38 | 0.26 |
| OFANet-11ms          | 76.1%| 5.92 | 2.84 | 1.55 | 0.74 | 0.36 | 0.18 | 0.17 |
| OFANet-9ms           | 75.3%| 5.04 | 2.68 | 1.35 | 0.62 | 0.32 | 0.18 | 0.14 |
| GENet-light          | 75.7%| 5.48 | 2.94 | 1.37 | 0.69 | 0.34 | 0.19 | 0.09 |
| GENet-normal         | 80.0%| 5.77 | 3.14 | 1.48 | 0.78 | 0.37 | 0.23 | 0.20 |
| GENet-large          | 81.3%| 7.03 | 3.55 | 1.78 | 0.89 | 0.45 | 0.38 | 0.33 |
| model            | acc | 1    | 2    | 4    | 8    | 16   | 32   |
|------------------|-----|------|------|------|------|------|------|
| RegNetY-200MF    | 70.4% | 4.95 | 2.60 | 1.46 | 0.65 | 0.39 | 0.28 |
| RegNetY-400MF    | 74.1% | 4.22 | 1.96 | 1.04 | 0.64 | 0.43 | 0.34 |
| RegNetY-600MF    | 75.5% | 2.80 | 1.42 | 0.78 | 0.48 | 0.34 | 0.28 |
| RegNetY-800MF    | 76.3% | 2.54 | 1.39 | 0.76 | 0.48 | 0.35 | 0.30 |
| ResNet-18        | 70.9% | 1.43 | 0.83 | 0.56 | 0.35 | 0.26 | 0.21 |
| ResNet-34        | 74.4% | 2.16 | 1.17 | 0.80 | 0.49 | 0.38 | 0.33 |
| ResNet-50        | 77.4% | 2.27 | 1.31 | 0.86 | 0.61 | 0.51 | 0.46 |
| ResNet-101       | 78.3% | 3.61 | 2.13 | 1.36 | 0.96 | 0.82 | 0.74 |
| ResNet-152       | 79.2% | 4.92 | 2.88 | 1.85 | 1.32 | 1.15 | 1.04 |
| EfficientNet-B0  | 76.3% | 2.99 | 1.72 | 1.11 | 0.86 | 0.74 | 0.69 |
| EfficientNet-B1  | 78.8% | 4.44 | 2.54 | 1.66 | 1.30 | 1.15 | 1.08 |
| EfficientNet-B2  | 79.8% | 4.76 | 2.75 | 1.86 | 1.53 | 1.39 | 1.32 |
| EfficientNet-B3  | 81.1% | 6.03 | 3.74 | 2.85 | 2.60 | 2.44 | 2.36 |
| MobileNetV2-0.25 | 51.8% | 1.25 | 0.61 | 0.35 | 0.23 | 0.16 | 0.13 |
| MobileNetV2-0.5  | 64.4% | 1.21 | 0.67 | 0.39 | 0.25 | 0.19 | 0.16 |
| MobileNetV2-0.75 | 69.4% | 1.32 | 0.73 | 0.45 | 0.30 | 0.24 | 0.21 |
| MobileNetV2-1.0  | 72.0% | 1.36 | 0.78 | 0.48 | 0.32 | 0.25 | 0.22 |
| MobileNetV2-1.4  | 74.7% | 1.60 | 0.94 | 0.57 | 0.40 | 0.33 | 0.30 |
| MnasNet-1.0      | 74.2% | 1.49 | 0.84 | 0.52 | 0.34 | 0.28 | 0.24 |
| DNA-Net-a        | 77.1% | 3.94 | 2.15 | 1.27 | 0.87 | 0.70 | 0.62 |
| DNA-Net-b        | 77.5% | 3.74 | 2.12 | 1.30 | 0.90 | 0.73 | 0.66 |
| DNA-Net-c        | 77.8% | 3.76 | 2.17 | 1.32 | 0.94 | 0.80 | 0.72 |
| DNA-Net-d        | 78.4% | 4.20 | 2.52 | 1.60 | 1.17 | 1.01 | 0.95 |
| DFNet-1          | 69.8% | 1.42 | 0.74 | 0.46 | 0.29 | 0.18 | 0.14 |
| DFNet-2          | 73.9% | 2.05 | 1.12 | 0.66 | 0.41 | 0.26 | 0.21 |
| DFNet-2a         | 76.0% | 2.18 | 1.25 | 0.70 | 0.41 | 0.28 | 0.24 |
| OFANet-595M      | 80.0% | 3.06 | 1.71 | 1.13 | 0.88 | 0.77 | 0.71 |
| OFANet-482M      | 79.6% | 2.93 | 1.65 | 1.02 | 0.75 | 0.63 | 0.58 |
| OFANet-389M      | 79.1% | 2.62 | 1.45 | 0.89 | 0.64 | 0.53 | 0.48 |
| OFANet-11ms      | 76.1% | 1.57 | 0.91 | 0.54 | 0.36 | 0.28 | 0.24 |
| OFANet-9ms       | 75.3% | 1.39 | 0.76 | 0.48 | 0.31 | 0.24 | 0.21 |
| GENet-light      | 75.7% | 1.66 | 0.90 | 0.48 | 0.28 | 0.18 | 0.14 |
| GENet-normal     | 80.0% | 1.91 | 1.03 | 0.58 | 0.37 | 0.28 | 0.25 |
| GENet-large      | 81.3% | 2.44 | 1.34 | 0.81 | 0.58 | 0.48 | 0.44 |
Table 9: Network latency (ms/image) on T4 TensorRT, INT8, batch size 1 to 32.

| model          | acc  | 1   | 2   | 4   | 8   | 16  | 32  |
|----------------|------|-----|-----|-----|-----|-----|-----|
| RegNetY-200MF  | 70.4%| 2.08| 1.07| 0.56| 0.34| 0.21| 0.14|
| RegNetY-400MF  | 74.1%| 2.35| 1.27| 0.73| 0.43| 0.28| 0.20|
| RegNetY-600MF  | 75.5%| 2.41| 1.26| 0.74| 0.43| 0.29| 0.22|
| RegNetY-800MF  | 76.3%| 2.26| 1.27| 0.73| 0.44| 0.30| 0.23|
| ResNet-18      | 70.9%| 1.24| 0.68| 0.41| 0.24| 0.16| 0.13|
| ResNet-34      | 74.4%| 1.78| 1.04| 0.56| 0.34| 0.23| 0.19|
| ResNet-50      | 77.4%| 1.83| 1.04| 0.60| 0.40| 0.30| 0.26|
| ResNet-101     | 78.3%| 2.67| 1.59| 0.95| 0.61| 0.47| 0.41|
| ResNet-152     | 79.2%| 3.49| 2.21| 1.24| 0.81| 0.65| 0.55|
| EfficientNet-B0| 76.3%| 3.47| 2.06| 1.23| 0.85| 0.64| 0.55|
| EfficientNet-B1| 78.8%| 5.39| 3.17| 1.93| 1.32| 0.99| 0.85|
| EfficientNet-B2| 79.8%| 5.59| 3.36| 2.07| 1.43| 1.18| 1.02|
| EfficientNet-B3| 81.1%| 7.03| 4.45| 2.94| 2.22| 1.88| 1.67|
| MobileNetV2-0.25| 51.8%| 1.12| 0.64| 0.34| 0.21| 0.14| 0.11|
| MobileNetV2-0.5 | 64.4%| 1.04| 0.65| 0.35| 0.22| 0.16| 0.13|
| MobileNetV2-0.75 | 69.4%| 1.19| 0.66| 0.41| 0.26| 0.18| 0.15|
| MobileNetV2-1.0 | 72.0%| 1.16| 0.77| 0.42| 0.26| 0.19| 0.16|
| MobileNetV2-1.4 | 74.7%| 1.39| 0.80| 0.48| 0.32| 0.24| 0.20|
| MnasNet-1.0    | 74.2%| 1.29| 0.76| 0.45| 0.28| 0.21| 0.18|
| DNANet-a       | 77.1%| 4.76| 2.68| 1.52| 0.95| 0.69| 0.55|
| DNANet-b       | 77.5%| 4.65| 2.73| 1.61| 1.06| 0.80| 0.66|
| DNANet-c       | 77.8%| 4.53| 2.72| 1.60| 1.02| 0.80| 0.67|
| DNANet-d       | 78.4%| 5.39| 3.21| 1.99| 1.39| 1.11| 0.97|
| DFNet-1        | 69.8%| 1.24| 0.71| 0.42| 0.23| 0.15| 0.11|
| DFNet-2        | 73.9%| 1.85| 1.04| 0.58| 0.31| 0.19| 0.15|
| DFNet-2a       | 76.0%| 1.80| 1.07| 0.58| 0.33| 0.21| 0.16|
| OFANet-595M    | 80.0%| 4.28| 2.40| 1.39| 0.93| 0.71| 0.63|
| OFANet-482M    | 79.6%| 4.25| 2.31| 1.33| 0.85| 0.62| 0.52|
| OFANet-389M    | 79.1%| 3.86| 2.00| 1.16| 0.73| 0.52| 0.43|
| OFANet-11ms    | 76.1%| 1.51| 0.81| 0.46| 0.29| 0.21| 0.18|
| OFANet-9ms     | 75.3%| 1.23| 0.73| 0.41| 0.26| 0.18| 0.15|
| GENet-light    | 75.7%| 1.42| 0.79| 0.41| 0.24| 0.15| 0.10|
| GENet-normal   | 80.0%| 1.56| 0.84| 0.47| 0.28| 0.19| 0.15|
| GENet-large    | 81.3%| 1.94| 1.06| 0.62| 0.38| 0.30| 0.26|