Triaging Medical Referrals Based on Clinical Prioritisation Criteria Using Machine Learning Techniques
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Abstract: Triaging of medical referrals can be completed using various machine learning techniques, but trained models with historical datasets may not be relevant as the clinical criteria for triaging are regularly updated and changed. This paper proposes the use of machine learning techniques coupled with the clinical prioritisation criteria (CPC) of Queensland (QLD), Australia, to deliver better triaging for referrals in accordance with the CPC’s updates. The unique feature of the proposed model is its non-reliance on the past datasets for model training. Medical Natural Language Processing (NLP) was applied in the proposed approach to process the medical referrals, which are unstructured free text. The proposed multiclass classification approach achieved a Micro F1 score = 0.98. The proposed approach can help in the processing of two million referrals that the QLD health service receives annually; therefore, they can deliver better and more efficient health services.
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1. Introduction

Queensland (QLD) health receives around two million referrals [1] annually from medical practitioners that refer their patients to seek specialised care. The triaging of the referrals is performed by groups of clinicians working in hospitals and health services (HHS) and referencing the Clinical Prioritisation Criteria (CPC) that are maintained by the respective groups of appointed medical specialists. The referrals are categorised into Category 1 (urgent), Category 2 (moderate urgency) and Category 3 (non-urgent) by the medical specialists. The triaged patients are then scheduled to the respective specialists based on their urgency for medical attention. The current triaging process is a time-consuming manual procedure. To assist the health professional in taking a timely and accurate triaging decision, an automated and efficient referral triaging system becomes essential.

Machine Learning (ML) and Deep Learning (DL) are Artificial Intelligence techniques to solve complex problems and lead to intelligent systems. They have applications in many domains, including healthcare and medical research [2,3]. Machine learning and deep learning-driven approaches have been utilised for automation of the medical referral triaging process [4,5] or derivation of insights where unique or anomalous referrals can be detected among the triaged groups to support clinicians in appreciating the landscape of the past or present referrals [6].

Medical referrals are written in free text by general practitioners (GPs). Every GP has their personal style of writing referrals leading to variations in the content and structure in
referral formats [7,8]. One way to resolve this issue is through the use of Natural Language Processing (NLP) techniques. NLP is the branch of AI technique commonly used for extracting meaning from free text in text analysis. To deal with the unstructured text of referrals, NLP entity recognition techniques are applied to convert the unstructured referrals to structured data and extract medical terms from the unstructured referrals in the data pre-processing stage. In this study, NLP is used in conjunction with other AI models to deliver the triaging goal.

In essence, there is research being conducted to use AI techniques such as machine learning and deep learning NLP to automate the triaging process. In general, machine learning and deep learning models require a substantial amount of data for training. In particular, these approaches involve the presence of a historical dataset, regardless of whether the techniques are supervised or unsupervised. However, this may not be practical as some of the triaging criteria may change or update over time to reflect the current state of health care. Such changes will have some deviations from the past triaged cases. Therefore, machine learning models that have been trained with the historical dataset will not be able to fulfill the latest triaging condition assessment. Accordingly, the main objective of this paper is to propose a new approach to delivering a medical referral triaging process based on the current CPC without the need for a past triage dataset.

Several significant contributions from this research are highlighted as follows:

1. A novel approach of using machine learning techniques coupled with cloud services to triage referrals in accordance with the CPC has been developed.
2. The medical NLP is applied in the proposed approach to process the medical text.
3. The proposed multi-class classifier achieved a Micro $F_1$ score = 0.98.
4. The application of machine learning-based medical referrals has been developed to support the public health system for providing better decision support to clinicians and patients.

The rest of this paper is organised as follows: Section 2 briefly introduces the related works. Section 3 describes the proposed approach, including descriptions of Clinical Prioritisation Criteria, Medical NLP Techniques and the Cosine Similarity method. Section 4 reports the experiments results, including experiment set up, datasets used in the study and evaluation metrics. Section 5 discusses the test result and analysis, including shortcoming and future enhancement, while Section 6 forms the conclusion of this paper.

2. Related Works

Related works, including AI-based medical referral triaging and medical natural language processing are briefly discussed in this section to provide an overview of current research.

2.1. AI-Based Medical Referral Classification

AI-driven techniques have been increasingly used to develop computer-aided disease detection and computer-aided diagnosis systems to help healthcare professionals make more accurate diagnoses, plan and deliver better quality and safer treatments, and ultimately lead to better healthcare outcomes. In recent times, machine and deep learning algorithms, including decision tree, Support Vector Machines (SVM), logistic regression, Naïve Bayes, Artificial Neural Networks (ANN) and others, have been extensively applied to medical triaging referrals research [9]. For example, an ensemble random forest technique was employed to triage patients in the emergency department in order to avoid potential fatality and increased waiting time [10]. Triage prediction models have been developed using SVM coupled with Principal Component Analysis (PCA) to effectively predict anomaly detection and triage [11]. Logistic regression was used to develop emergency department (ED) triaging systems that accurately differentiate and prioritise critically ill patients from stable patients [12].

Convolutional Neural Network (CNN) and Artificial Neural Network (ANN) were used for the triaging of ophthalmology referrals in [5]. The experimental results indicated that CNN achieved a superior accuracy of 81%. In [13], ophthalmology referral triaging
models were developed using a customised Deep Neural Network (DNN). This new DNN model was compared with conventional machine learning models such as SVM, Random forest, linear regression, Gaussian Naive Bayes, and K-Neighbours-classifier. The DNN model outperformed the other models but required more time for model training and tuning.

Other studies have used unsupervised learning, such as Latent Dirichlet Allocation (LDA), for the purpose of classifying text data where they rely on topic modelling against a dataset to model the pattern of similarities among the medical entities from the referrals. This is used as a baseline to ascertain newer referrals to find which topics or groups they have closer similarities to [14]. This topic modelling approach is commonly used for AI-based social media analysis [15,16], but not for the clinical context where a high level of certainty is a must as it impacts public health and patient safety [17,18].

2.2. Medical Natural Language Processing (NLP)

Patient health records are commonly kept electronically across Hospital and Health Services (HHS), and a large portion of them are available in free text. It is a challenge to extract relevant information and categorise the information from unstructured referrals before they can be used for clinical decision support, process improvement or research [19,20]. Therefore, it is a common practice to employ AI techniques such as Natural Language Processing (NLP) to perform these tasks with efficiency and accuracy, resulting in parsing the medical information from the text [5,21]. Prior to training a deep learning-driven referral triaging model, the text data needed to be vectorised either by count or Term Frequency-Inverse Document Frequency (TFIDF) vectorisation methods [4,22,23]. The NLP has the feature of performing Information Extraction (IE), which automatically organises and structures information from the free text. The IE also performs other sub-tasks such as Named Entity Recognition (NER) and Relationship Extraction (RE). NER is responsible for recognising medical entities and classifying them into the predefined group like a medical term, personal health items, medication, etc. [24], while RE can identify the relationship among the extracted medical entities [21].

Cloud operators such as Amazon Web Services (AWS) [25], Google [26] and Azure [27] have started to establish and provide medical-based NLP services to the public. They perform similar functions such as medical entities and relationship identification through medical Protected Health Information Data Extraction and Identification (PHID). They emphasise the entities from the protected health information using Medical Named Entity and Relationship Extraction (NERE) API [21]. The clinical concepts that they detect through various AI techniques include (1) anatomy of the body parts, (2) medical condition and diagnosis, (3) protected health information such as patient’s name and other personal details, (4) clinical test, treatment and procedure, (5) medications covering dosage, frequency and relationships [24].

3. Proposed CPC-Based Referral Triaging Approach

In this research, we propose a novel approach of using an ensemble of machine learning techniques and cloud service to triage referrals in accordance with the CPC. Figure 1 shows the architecture of a proposed CPC-based referral triaging system.

Figure 1 contains two sections. The first section is the preparation and vectorisation of all CPC entries to build their corresponding medical vectors. The second section is the real-time patient referrals processing routines. In this section, patient details are processed and compared to the CPC’s references to establish the most suitable medical speciality as well as their prioritisation groups.

In the following sections, the main techniques used in building the system are described in more detail.
3.1. Clinical Prioritisation Criteria

The Clinical Prioritisation Criteria (CPC) is a set of decision support rules set by Queensland Health to assess the clinical urgency of the referred patients for the public specialist outpatient services in the state of Queensland [28]. It is developed by a multi-disciplinary team of clinicians to ensure that criteria are clinically relevant. The CPC covers 29 medical specialities, and each of them has a series of conditions which in turn has criteria that are associated with a category of urgency [28]. A total of 402 conditions and criteria are available in the CPC, and it covers both Adult and Paediatric groups. Table 1 provides a few samples of the CPC’s information for the Ophthalmology speciality with the respective conditions, criteria and category [28].

| Group   | Condition                                | Criteria                                                                 | Category |
|---------|------------------------------------------|--------------------------------------------------------------------------|----------|
| Adult   | Age-related macular degeneration         | New onset of reduced central vision and/or distortion due to wet AMD. Referral to continue treatment of wet AMD | 1        |
| Adult   | Age-related macular degeneration         | Recent significant progression of dry AMD                                 | 2        |
| Adult   | Allergic eye disease                     | Severe allergic eye disease with corneal involvement                      | 1        |
| Adult   | Allergic eye disease                     | Severe allergic eye disease without corneal involvement (thickened eyelids, stringy mucoid discharge, severe itch) | 2        |
| Adult   | Allergic eye disease                     | Mild allergic eye disease without corneal involvement that is non-responsive to topical antihistamines or mast cell stabilisers | 3        |
| Paediatric | Anisocoria (unequal pupil size)           | Non-acute onset anisocoria                                                 | 1        |
| Adult   | Cataracts                                | Documented cataract with significant impact on activities of daily living (ADL) and BCVA worse than 6/36 in each eye | 1        |
| Adult   | Cataracts                                | Documented cataract with significant impact on ADL and BCVA worse than 6/36 in one eye or BCVA worse than 6/12 in each eye | 2        |
| Adult   | Cataracts                                | Documented cataract with significant impact on ADL and BCVA worse than 6/12 in either eye | 3        |
| Paediatric | Chalazion/meibomian cyst                 | Periorbital cellulitis associated with infected chalazion                 | 1        |
| Paediatric | Chalazion/meibomian cyst                 | Chalazion-associated pyogenic granuloma in a child                        | 2        |
| Paediatric | Chalazion/meibomian cyst                 | Failed maximal medical management of inflammatory eyelid mass (chalazion)   | 3        |

Table 1. A section of CPC on ophthalmology speciality and conditions [28].
Each CPC’s speciality is supported by a Clinical Advisory Group (CAG), which is led by a clinical lead who is a specialist in that group [28]. The CPC is used by referring medical practitioners to determine the urgency with which patients should be seen based on their medical condition. If a patient’s condition falls within the scope of CPC, it is assessed with the level of urgency in the three categories mentioned earlier and referred to a specialist. For out of scope of CPC, the patient’s condition is deemed not serious enough to qualify for a place within the public medical specialist service. Table 2 provides a sample of conditions under the speciality of ophthalmology and their urgency category from the CPC table. There are three categories of CPC in scope: for Category 1, the medical appointment must be made within 30 calendar days for the patient. For Category 2 and 3, the appointment should be made within 90 and 365 calendar days, respectively [28].

Table 2. CPC for ophthalmology’s under diabetic retinopathy condition and minimum referral criteria [28].

| Category | Referral Criteria |
|----------|------------------|
| Category 1 (appointment within 30 calendar days) | Diagnosis of diabetes and any of the following: • Proliferative diabetic retinopathy (PDR) • Vitreous haemorrhage • Severe NPDR • Assessment of diabetic retinopathy in pregnancy • Centre involving diabetic macular oedema (Definition: thickening within 500 microns of the foveal centre associated with microaneurysms, haemorrhages or hard exudates) |
| Category 2 (appointment within 90 calendar days) | Diagnosis of diabetes and any of the following: • Moderate NPDR • Non-centre involving diabetic macular oedema (Definition: thickening within 2-disc diameters (but not within 500 microns) of the foveal centre associated with microaneurysms, haemorrhages or hard exudates). |
| Category 3 (appointment within 365 calendar days) | No category 3 criteria. NB: Routine referral for screening without evidence of diabetic retinopathy, or for mild NPDR, will not be accepted. |

3.2. Medical NLP Techniques

The medical NLP used in the proposed approach is Azure Text Analytics for Health (ATAH). The cloud service can extract and label all medical information from the referrals’ unstructured texts using its Named Entity Recognition. It can also perform medical ontologies linking to systems such as Unified Medical Language System (ULMS), International Classification of Diseases (ICD) and others [27]. The CPC [28] has a total of 3750 entries, which belong to 17 medical specialities, and it is stored in a database. The table that contains CPC information also includes a column of corresponding medical entries that have been extracted via ATAH. It forms the reference in which the proposed system will process the new referrals and find the nearest medical speciality, including the subgroup of urgency, that can match with it. The result is delivered to the triaging clinician to support their decision making or triaging process.

3.3. Cosine Similarity

The cosine similarity is used to measure the similarity of documents [29,30] in text analysis. In Figure 2 and Equation (1), the documents, A and B, are expressed in vector forms and projected in a multi-dimensional space [30]. The angle between the vectors, A and B, are calculated using the cosine function. A smaller angle will result in a higher cosine similarity’s value, indicating strong similarity between the two documents, while a bigger angle showed otherwise [31]. Its value is in the range of 0 to 1. The value of the Euclidean distance, distance (A, B), corresponds to the difference between the documents’ sizes. If they are of similar size, then the distance will be small. It is the opposite if the distance is large [31]. The equation of cosine similarity is the division between the vector’s dot product versus the product of the vectors’ magnitude as shown in Equation (1).
\[
similarity = \cos(\Theta) = \frac{A \cdot B}{||A|| ||B||} = \frac{\sum_{i=1}^{n} A_i B_i}{\sqrt{\sum_{i=1}^{n} A_i^2} \sqrt{\sum_{i=1}^{n} B_i^2}}
\] (1)

Figure 2. The illustration of cosine similarity.

3.4. Algorithm

In this section, Algorithm 1 is provided for summary of the proposed machine learning-driven medical referral triaging model using CPC coupled with cloud services.

Algorithm 1 Machine learning driven medical referral triaging model

Input: Referrals contains full text only and CPC has both medical conditions and labels
Output: triaged class

Initialization: triaged_score; best_triaged_score; score; triaged_cpc_cond; best_triaged_cpc_cond; min_score; triaged_class; best_triaged_class

1. \( \text{min}\_\text{score} = 0.1 \)
2. loop the interaction, i, of the medical referrals \( \triangleright / \) Loop all the referrals that need to be triaged
3. \( \text{triaged}\_\text{class} = 0; \text{triage}\_\text{score} = 0; \text{best}\_\text{triaged}\_\text{score} = 0; \text{best}\_\text{triaged}\_\text{class} = 0; \)
   \( \text{best}\_\text{triaged}\_\text{cpc}\_\text{cond} = ' ' \)
4. i_icd = AWS_Medical_Comprehend.Extract_icd_code(i) \( \triangleright / \) extract icd codes from referral using Azure Medical NLP
5. loop the interaction, j, of the CPC
6. j_icd = AWS_Medical_Comprehend.Extract_icd_code(j) \( \triangleright / \) extract icd codes from referral using Azure Medical NLP
7. i_vector = word_vectorise(medical_terms, i_icd)
8. j_vector = word_vectorise(medical_terms, j_icd)
9. score = f_cosine_similarity((i_vector, j_vector))
10. if score > triaged_score then
11.    triaged_score = score; triaged_cpc_cond = j; triaged_class = j[\text{label}]
12. end if
13. if triaged_score > min_score then \( \triangleright / \) some hints on matched CPC conditions
14.    print (‘CPC condition, triaged_cpc_cond, ‘was found to have some match with score =’, triaged_score)
15. end if
16. if triaged_score > best_triaged_score then
17.    best_triaged_score = triaged_score; best_triaged_cpc_cond = triaged_cpc_cond;
18.    best_triaged_class = triaged_class
19.    print (‘Best matched to referral ‘i,’ is CPC conditions’, best_triaged_cpc_cond,’ at score = ‘, best_triaged_score)
20. end if

4. Results

This section describes the experimental test for the proposed system including the dataset used for experiments, test set up, evaluation metrics and test results.
4.1. Dataset

The dataset used in this research contains 3000 medical referrals from the field of otorhinolaryngology between 2019 and 2020. There are 1000 records for each category to ensure an equal representation. The dataset was obtained from QLD Health’s GP referral system and it complies with the States’ safety and privacy of the patient’s information which was performed by respective clinical support staff.

4.2. Experiment Set Up

The experimental test is split into two parts. The first part is to evaluate the logic of the similarity search of a referral against the current CPC list to ascertain the effective by using just one record. The second part is to find the accuracy of the logic against a set of 3000 medical referrals as a batch in the field of Otorhinolaryngology. The limiting factor is that the referrals available for this research contain only a subset of the actual documents.

The model’s development, training and testing were conducted on a desktop computer with the configuration of Intel i7 196 CPU, 8 GB RAM and 500 GB HDD. Microsoft SQL server 2019 was used to store all the referrals, both in raw (PDF) form and with their features extracted from Azure’s Medical NLP, including the CPC list. The programming language used was Python version 3.7 with the common data science libraries; Numpy, pandas, os, pyodbc and Azure SDKs.

4.3. Evaluation Metrics

The performance of the classification model is normally analysed by using the confusion matrix that is commonly used for binary classification. Referring to Equations (2)–(5), the confusion matrix’s performance metrics are: (1) sensitivity/recall: how good the model is in detecting the positives; (2) specificity: how good it can avoid the false positives; (3) precision: the number of true positives it can find that are relevant; and (4) the $F_1$ score, which shows how accurate the model is against the current dataset [32]. The formula for these metrics is described in the equation below.

\[
\text{Precision} = \frac{\text{sum}(TP)}{\text{sum}(TP) + \text{sum}(FP)}
\]

\[
\text{Sensitivity/recall} = \frac{\text{sum}(TP)}{\text{sum}(TP) + \text{sum}(TN)}
\]

\[
\text{Specificity} = \frac{\text{sum}(TN)}{\text{sum}(TN) + \text{sum}(TP)}
\]

\[
F_1 = \frac{\text{sum}(TP)}{\text{sum}(TP) + 1/2(\text{sum}(FP) + \text{sum}(FN))}
\]

where $TP$ is true-positive, $FP$ is false-positive, $TN$ is true-negative, $FN$ is false-negative.

However, in multi-class classification, there is a tendency of class imbalance where the results may not be accurate or are often misleading. Therefore, other types of measurement such as micro and macro average methods are also required to find out the model’s performance in terms of precision, recall and $F1$ score [33]. Prior to that, certain calculation steps are required to convert the multi-class results into the micro-levels that are specific to each category. The matrix and formula to be used are shown in Equations (6)–(10) [32].

Classified:

\[
\text{downright} A = \begin{bmatrix}
a_{11} & \cdots & a_{1n} \\
\vdots & \ddots & \vdots \\
a_{n1} & \cdots & a_{nn}
\end{bmatrix}
\]

\[tp_i = a_{ii}\]

\[fp_i = \sum_{l=1}^{n} a_{il} - tp_i\]

\[fn_i = \sum_{l=1}^{n} a_{li} - tp_i\]
\[ \text{tn}_i = \sum_{l=1}^{n} \sum_{k=1}^{n} a_{lk} - \text{tp}_i - \text{fp}_i - \text{fn}_i \]  

where, \( \text{tp} \) = true positive, \( \text{fp} \) = false positive, \( \text{fn} \) = false negative, \( \text{tn} \) = true negative, \( l \) = horizontal index position, \( k \) = vertical index position, \( i \) = index position referring to each category.

4.4. Experimental Results

4.4.1. Test Group One—Individual Test

For the first test, ATAH was used to parse and extract the selected group of medical entities from a patient’s referral. The result was then vectorised, and the system performed the similarity calculation. The result yielded the nearest CPC speciality and corresponding condition and criteria. Table 2 shows the specific CPC conditions under Ophthalmology to which the test was compared. Table 3 lists an example of a patient’s free text referral that was used for the test input. The outputs illustrated in Table 3 are extracted medical entities and the CPC condition matched with the scoring. The two outputs of triage with non-negligible confidence scores. Our algorithm compared its content against the CPC entire list and found that there are two matching medical conditions, diabetic retinopathy, and their respective confidence scores. The first output had a confidence scoring of 11.95% for Category 1, while the second output had a confidence scoring of 14.14% for Category 2. Based on the scores, the best match for the patient’s referral is the second result and therefore, it was triaged as Category 2.

Table 4 lists three examples where the medical terms from both the example referral and three CPC’s assessment conditions under the ophthalmology section were extracted and combined. The combined medical terms were used to form the word count vectors, which are associated with both the referral and CPC conditions. The cosine similarity function was applied to these two vectors to find the number of similar medical terms present in both areas and generate the similarity score.

Table 3. Test referral input and output of CPC’s condition matching.

| Input | Output |
|-------|--------|
| “patient A is a 70 years old male, born in Singapore. He suffered from eye haemorrhage with macular oedema. we found that his retina has some exudates and several microaneurysms. I am referring him to you.” | • referral = ‘microaneurysms’, ‘exudates’, ‘retina’, ‘eye haemorrhage’, ‘macular oedema’  
• Confidence scoring : 11.952286093343936  
• Ophthalmology—ADULT—Diabetic retinopathy—1  
• Confidence scoring : 14.142135623730951  
• Ophthalmology—ADULT—Diabetic retinopathy—2 |

Table 4. Matching of referral’s medical vectors to several CPC condition vectors.

| Examples | Vectors and Similarity Scores |
|----------|-------------------------------|
| Example 1 | • ‘diabetic retinopathy’, ‘hard exudates’, ‘diabetic macular oedema’, ‘PDR’, ‘NPDR’, ‘diabetes’, ‘macular oedema’, ‘Vitreous haemorrhage’, ‘microaneurysms’, ‘thickening’, ‘exudates’, ‘retina’, ‘foveal centre’, ‘proliferative diabetic retinopathy’, ‘eye hemorrhage’, ‘haemorrhages’, ‘500’, ‘pregnancy’  
• [0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 1, 0, 0, 0]  
• [1, 1, 1, 1, 0, 1, 1, 0, 0, 1, 0, 0, 0, 1, 1, 1]  
• similarity: 11.952286093343936 |
| Example 2 | • ‘microaneurysms’, ‘exudates’, ‘retina’, ‘corneal involvement’, ‘eye hemorrhage’, ‘allergic eye disease’, ‘macular oedema’  
• [0, 0, 0, 1, 0, 0, 1, 0]  
• similarity: 0.0 |
| Example 3 | • ‘microaneurysms’, ‘exudates’, ‘retina’, ‘6/36’, ‘eye hemorrhage’, ‘6/12’, ‘cataract’, ‘eye’, ‘macular oedema’  
• [1, 1, 0, 0, 1, 0, 1, 0]  
• similarity: 0.0 |
4.4.2. Test Group Two—Batch Test

A set of 3000 referrals in the medical speciality of Otorhinolaryngology from the Smart Referrals system [34] was used for the batch test. All of them had been triaged by the clinicians into categories 1, 2, and 3 before. The referencing CPC for Otorhinolaryngology has not been changed significantly in recent times, so they are relevant and can be used to validate the accuracy of the proposed approach. The classification results are also summarized into a Confusion matrix as shown in Table 5.

Table 5. Results of triaged referrals vs. actual dataset.

| Actual Cat 1 | Predicted Cat 1 | Predicted Cat 2 | Predicted Cat 3 |
|--------------|----------------|----------------|----------------|
| Actual Cat 1 | 978            | 13             | 2              |
| Actual Cat 2 | 20             | 986            | 13             |
| Actual Cat 3 | 2              | 1              | 987            |

Table 6 shows the result of the conversion from the multiclass classification into the confusion matrix according to Equations (6)–(10). Table 7 shows the precision, recall and F1-score results. Note that the F1-score was below 0.50, which is misleading since the model is performing exceedingly well against each of the categories. Therefore, the micro-average method is used [32,33].

Table 6. Conversion from multiclass to binary classification confusion matrix.

| Category 1 | TP  | TN  | FP  | FN  |
|------------|-----|-----|-----|-----|
| Category 1 | 978 | 1987| 15  | 22  |
| Category 2 | 986 | 1969| 33  | 14  |
| Category 3 | 987 | 1997| 3   | 15  |

Table 7. Measurement for each category.

| Class      | Precision | Recall  | F1-Score |
|------------|-----------|---------|----------|
| Category 1 | 0.98      | 0.3298  | 0.493517 |
| Category 2 | 0.96      | 0.3336  | 0.495139 |
| Category 3 | 0.99      | 0.3307  | 0.495787 |

For Micro-averaged F1 score, it is calculated globally for the model’s results based on the total TP, FP and FN instead of at the individual categories. Based on the data in Table 6, the total CM’s measurement is taken as follows.

\[
\text{Total\_TP} = 978 + 986 + 987 = 2951
\]

\[
\text{Total\_FP} = 13 + 2 + 20 + 13 + 2 + 1 = 51
\]

\[
\text{Total\_FN} = 20 + 2 + 13 + 1 + 2 + 13 = 51
\]

The value for both Precision and Recall at the Micro F1 level are,

\[
\text{Precision} = \frac{2951}{(2951 + 51)} = 0.9831
\]

\[
\text{Recall} = \frac{2951}{(2951 + 51)} = 0.9831
\]

Therefore,

\[
\text{Micro\_F1\_score} = 2 \times \frac{(0.9831 \times 0.9831)/(0.9831 + 0.9831)) = 0.98
\]

The Micro F1 score is vastly different from the initial F1 score and this indicates the true accuracy of the model in handling the individual categories. Thus, it can be inferred that the model can achieve an acceptable level of accuracy for the CPC triaging. In contrast
to the Micro-average/F1 method, the Macro − average/F1 is the average F1-score of all the individual categories’ metrics on a macro level [32].

\[
\text{Macro}_{-} F1 = \frac{(0.493517 + 0.495139 + 0.495787)}{3} = 0.49481
\]

The dataset has 3000 referrals, with 1000 in each category, the model’s Macro_F1 value is even across the three sets. Similar measurements, such as the Weighted average/F1 score, which is the weighted mean of all the measures where the weights for each category are the total number of samples under that group, have indicated similar balanced measurements as well [32].

\[
\text{Weighted}_{-} F1 = \frac{(0.493517 \times 1000) + (0.495139 \times 1000) + (0.495787 \times 1000)}{1000 + 1000 + 1000} = 0.494814 \quad (11)
\]

5. Discussion

5.1. Findings

Both supervised and unsupervised machine learning (ML) techniques rely on the presence of past datasets to support the model training [35]. However, this may not be available or practical as historical triage referrals may have been based on clinicians that may have triaged certain medical conditions in the past but may have changed over time. Further, the criteria used to triage certain medical specialities and conditions may have evolved, and the past historical dataset may not reflect the updated change. Given the potential irrelevance of the past dataset, an alternate approach of delivering a medical triaging process based on the current CPC and its conditions outlines without the need for a past triage dataset is vital to QLD health. This study is an attempt to realise this notion. This new model is to be integrated with another proposed referral triaging system where a different deep neural network is trained to classify referrals with a past historical medical dataset. Our research [13] on the deep neural network for medical referral triaging provided more details on that approach.

The integrated system can provide paired results from DNN and CPC’s similarity models and give clinicians the option of whether to select the triaged class based on a past historical dataset or with the CPC. The advantage of using the DNN model is the use of a labelled dataset, which had been considered and triaged in the past by clinicians who had a wealth of experience. The disadvantage is that some of the symptoms’ level of severity may change over time, and past triaged experience may not be relevant anymore. For the CPC’s similarity search approach, we can use the latest and most updated medical criteria to triage the present referrals without the hindsight of past triaging experiences. The integrated system will function as more of a decision support system rather than a complete replacement. Ultimately, the clinicians will have to make a final decision based on the outputs from the two medical referral triaging models.

Regarding the evaluation of multi-classification models, the dataset used for our experimental test has class imbalance issues that can be seen from Table 5. To overcome the limitations of class imbalance, alternative metrics such as micro and macro average methods have been used for F1 score calculation.

5.2. Limitations and Future Works

Our study has several limitations. Firstly, the CPC medical terms may not be comprehensive enough to allow the cosine similarity. Category 1 is considered urgent, and it is more important compared with Categories 2 and 3, which are regarded as non-urgent. Therefore, the proposed system must meet the accuracy mark for this category as compared to the other two. Therefore, to improve the classification method and increase the matching similarities, it requires more text for references, such as pathology reading, measurement, mathematical symbols and other normal text that does not qualify as a medical term but are necessary to support the cosine similarity calculation. It is highly recommended that the review board can enhance it further either by adding more specific medical terms or create a separate criteria data bank specific for this automated triaging purpose.
In future work, we suggest that, in addition to the current columns within the CPC table that contains the medical term lists, a column is introduced to accept all the necessary common text and math symbols to improve the triaging matching calculation and accuracy. More medical terms must be input by an experienced clinician who will need to teach the proposed system with more information so that it can perform better.

Further, one of the main drawbacks of Cosine Similarity is the lack of significance that the vectors’ magnitude played in the similarity’s calculation. For Euclidean similarity, the algorithm measures the magnitude of the distances difference, but it does not take into consideration the vectors’ angle. Therefore, for future enhancement and test, we consider the use of other similarity calculations such as Triangle Area Similarity – Sector Area Similarity (TS-SS), which boasted a superior form that computes the similarity not only from the angle and Euclidean distance between the two vectors, but also the difference in their magnitude [36].

Deep learning algorithms applied to health and medicine data have shown superior performance in diagnosing and detecting diseases such as skin cancer [37], chronic pain [38], diabetic retinopathy [39] and COVID-19 [40]. They have been applied for triaging referrals [4] as well. In our future work, we endeavour to explore enhancements to the complete suite of AI-supported triaging using deep learning methods for medical image triaging system, especially for medical specialities where the diagnosis of images such as X-ray, MRI, fundus and endoscopy are critical to the overall triaging processes.

While focused on a small set of the Otorhinolaryngology medical referrals, future work can address a much bigger dataset and wider range of medical referrals. We believe that further testing in a big dataset and in more diverse medical referrals will allow the proposed model to achieve even more robust performance.

6. Conclusions

Triaging medical referrals is a complex task, and past triage referrals may not be adequate to support the machine learning techniques in performing the task effectively as the triaging criteria may evolve over a period of time. In this paper, we proposed a novel approach that can triage medical referrals that do not rely on a historical dataset but against the current and most updated clinical prioritisation criteria. In this study, we successfully demonstrated a machine learning-driven model combined with Natural language processing and cloud services to automate Otorhinolaryngology referrals triaging in order to deliver better health services. We have established the prominent performance of our newly proposed triaging referrals system with a Micro F1 score of 0.98, indicating superior performance. Our proposed approach can help in the processing of two million referrals that QLD health receives annually, so the urgent referrals can be directed to the appropriate clinicians for further analysis, while the other non-urgent ones can be handled by the other clinicians and nurses, resulting in efficient patient management.

The proposed approach is part of our envisaged road-map of supporting clinicians in improving these time-consuming processes with the assistance of AI. The third part of this AI-assisted medical referral triaging road-map is to use the AI model to triage medical images; this will be developed in the future.
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