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We simulate dynamic mechanical analysis experiments for the Kob-Andersen binary Lennard-Jones system. For this, the SLLOD algorithm with time-dependent strain rates is applied to give a sinusoidally varying strain at different densities and temperatures. The starting point is a temperature scan at a fixed reference density. Isomorph theory predicts that for other densities corresponding temperatures can be identified at which the mechanical properties are unchanged when scaled appropriately. We determine the isomorphically equivalent temperatures by analysing how particle forces change upon scaling configurations to the new density. Loss moduli expressed in suitable reduced units are compared for isomorphic state points. While plotted against the unscaled temperatures, these reduced loss curves are observed to collapse indicating the validity of isomorph theory for dynamic mechanical analysis experiments. Two different methods to determine isomorphic temperatures are considered. While one of them breaks down for the largest density rescalings considered in this study, the other one is still applicable in this region. The decorrelation of force vectors upon rescaling is investigated as a possible origin of this effect. Our results demonstrate that the simplification of the phase diagram entailed by isomorph theory for a wide class of system is relevant also for the mechanical properties of glasses.

I. INTRODUCTION AND OVERVIEW

The mechanical properties of glasses, among them metallic glasses, have received enormous attention in recent decades, due to their potential in applications, and the theoretical challenge of understanding their complex behavior [1,2]. Properties depend dramatically on temperature and composition [3], as well as thermal or processing history and loading rates [4]. A variable which has received perhaps less attention is pressure or alternatively density [5]. Studies of glass-forming liquids have shown in many cases a more complete picture emerges when density dependence is considered, because many dynamical properties depend on density and temperature simply through a combination \( \rho / T \). Isomorph theory predicts that for other densities corresponding temperatures can be identified at which the mechanical properties are unaltered when scaled appropriately. We determine the isomorphically equivalent temperatures by analysing how particle forces change upon scaling configurations to the new density. Loss moduli expressed in suitable reduced units are compared for isomorphic state points. While plotted against the unscaled temperatures, these reduced loss curves are observed to collapse indicating the validity of isomorph theory for dynamic mechanical analysis experiments. Two different methods to determine isomorphic temperatures are considered. While one of them breaks down for the largest density rescalings considered in this study, the other one is still applicable in this region. The decorrelation of force vectors upon rescaling is investigated as a possible origin of this effect. Our results demonstrate that the simplification of the phase diagram entailed by isomorph theory for a wide class of system is relevant also for the mechanical properties of glasses.

A common technique for studying mechanical properties in the glassy state is dynamic mechanical analysis (DMA) which involves subjecting the system to a small sinusoidal deformation and measuring the mechanical response via the complex elastic modulus, comprised of the real (storage) and imaginary (loss) parts [20]. The measurement is typically done over a range of temperatures at a fixed frequency at fixed (atmospheric) pressure. From the temperature profile of the response it is possible to study transitions from solid-like to fluid-like behavior, including the glass transition, as well as to observe relaxation processes in the solid. DMA has also been used in recent experiments involving large strain amplitudes on colloids to probe the connection between plastic deformation, micro-structure and excess entropy [21]. The protocol is also straightforward to implement in molecular dynamics simulations and has been used to study, for example, the Johari-Goldstein \( \beta \)-process in glasses [22,23]. In this work we investigate the consequences of R-simplicity for DMA using computer simulations of a binary Lennard-Jones glass. In particular the theory accurately predicts how the response at one density, temperature and frequency can be used to predict that at a different density, with correspondingly different temperature and frequency.

The formal condition for a system to be R-simple is that for \( \lambda \in \mathbb{R} \) [18]

\[
U(R_1) > U(R_2) \Rightarrow U(\lambda R_1) > U(\lambda R_2),
\]

which states that changing density preserves the energy-ordering of micro-states. From this a number of interesting consequences follow, in particular the existence
of isomorphs. Isomorph theory predicts the invariance of the structure and dynamics (expressed in suitable reduced units) of R-simple systems along isomorphs in the phase diagram \[15\] \[18\]. In practice R-simple systems are identified as systems with strong potential energy \(U\) and virial \(W\) fluctuation correlations, i.e., systems for which

\[
R := \frac{(\Delta W \Delta U)}{\sqrt{\langle (\Delta W)^2 \rangle \langle (\Delta U)^2 \rangle}} \gtrsim 0.9 .
\]  

The fluctuations \(\Delta U\) and \(\Delta W\) denote the difference between instantaneous values and their thermodynamic averages, while the sharp brackets in Eq. (2) indicate \(NVT\) ensemble averages. The correlation coefficient \(R\) depends on the state point, and R-simplicity is typically confined to the condensed part of the phase diagram (pressures above the triple point pressure \[12\] \[26\]). For R-simple systems with \(R < 1\), this scale invariance and hence the existence of isomorphs is approximate. Since R-simplicity is typically not obvious from the form of the potential energy it is also referred to as “hidden scale invariance” \[19\].

Isomorph invariance applies to quantities which have been expressed in appropriately non-dimensionalized form, referred to as putting them into “reduced units”. The relevant factors by which quantities are reduced are based on macroscopic thermodynamic variables, most importantly the number density \(\rho = N/V\) and the temperature \(T\). This system for defining reduced units was pioneered by Rosenfeld who used the hard sphere model as a reference system for studying the relation between transport coefficients and the excess entropy \[27\]. One scales any quantity of interest by appropriate powers of \(\rho\), \(k_B T\) and the (average) particle mass \(m\). For example for the distance \(r\) between two particles, the reduced quantity is \(\tilde{r} \equiv \rho^{1/3} r\); this essentially means expressing all lengths in units of the average interparticle spacing. For an elastic modulus, whose dimensions are the same as energy density, one divides by \(\rho k_B T\), while the factor for reducing time is \(\rho^{-1/3} (m k_B T)^{1/2}\) which has a physical interpretation as the time to traverse the mean inter-particle spacing at the thermal velocity.

Recently, isomorph theory has been extended towards non-equilibrium physics, in particular physical aging \[28\] \[29\]. A key challenge for glass-forming systems is identifying isomorphs in regions of the phase diagram where the equilibrium is not accessible due to excessively long relaxation times. Indeed, equilibrium entropy—more specifically the excess entropy, after subtracting the ideal gas term—plays a key role in isomorph theory, in that isomorphs in the equilibrium phase diagram can be identified as curves of constant excess entropy, or configurational adiabats. This leads to practical methods for determining isomorphs based on \(W, U\) fluctuations \[15\], but it is not \textit{a priori} clear to what extent such methods apply in out-of-equilibrium situations.

Isomorph invariance of steady-state shear response of single-component and Kob-Andersen binary Lennard-Jones \[30\] \[32\] (KABLJ) liquids has been studied using the SLLOD algorithm \[33\] \[34\] together with the Lees-Edwards boundary conditions \[35\] \[36\] using the molecular dynamics (MD) simulation package RUMD \[37\] along isomorphs in regions of the phase diagram where the systems could be equilibrated \[38\]. The isomorph invariance of the SLLOD algorithm was shown analytically in that work; an outcome of the analysis is the requirement that for isomorph invariance of sheared systems, the shearing rate must be fixed in reduced units. More recently isomorph invariance in the steady state shearing of KABLJ glasses was studied \[39\]. There, collapse of the stress fluctuation statistics validates isomorph theory for steady-state non-equilibrium situations also far from the equilibrium-accessible part of the phase diagram.

In this work, we apply a harmonically varying strain

\[
\epsilon(t) = \epsilon_0 \sin(\omega t)
\]  

to KABLJ glasses at different densities \(\rho \geq 1.3\) and temperatures \(T\) and measure the stress response \(\tau_{xy} \equiv \tau\), with \(\omega\) the angular frequency of the shear oscillation and \(\epsilon_0\) the shear amplitude. The reason for not considering densities lower than 1.3 (for example the standard density of \(\rho = 1.2\)) is to ensure strong correlations, \(R > 0.9\). In the linear response regime, the stationary stress response is given by

\[
\tau(t) = \tau_0 \sin(\omega t + \delta) + \tau_{\text{off}} ,
\]  

with \(\tau_0\) the stress response amplitude, \(\delta\) the phase shift relative to the shear input, and \(\tau_{\text{off}}\) accounting for initial stresses of the sheared systems, a computational artefact originating from their small sizes. In DMA experiments, the storage and loss moduli are given by

\[
G' := \frac{\tau_0}{\epsilon_0} \cos(\delta) ,\quad G'' := \frac{\tau_0}{\epsilon_0} \sin(\delta)
\]  

and the loss modulus typically has a temperature dependence involving a dominant \(\alpha\)-peak indicating structural relaxation. In some materials a shoulder or separate peak corresponding to the so-called \(\beta\)-process is also observed \[20\]. The position of the \(\alpha\) peak appears at a temperature for which the relaxation time \(\tau_{\alpha}\) matches the frequency of the shear oscillation

\[
\tau_{\alpha} = \frac{1}{\omega} .
\]  

Isomorph invariance predicts that along isomorphs, the reduced loss modulus

\[
\tilde{G}'' := \frac{G''}{\tilde{T} \rho}
\]  

stays constant. Note that from now on we set the Boltzmann constant \(k_B = 1\). Hence, temperature dependent reduced loss curves obtained at different densities collapse as long as isomorphic temperatures are compared. To determine isomorph temperatures, we utilize Schröder’s “force-method” \[40\] for determining isomorphs from individual configurations. It is based on the
When not using reduced units we use the unit system consistent simulations at different points along an isomorph. Keeping the same reduced time step accounts for trivial Lennard-Jones (LJ) units. and the assertion that two state points \((\rho_1, T_1)\) and \((\rho_2, T_2)\) are isomorphic if the Frobenius norm of \(\tilde{F}\) for a typical configuration in one state point is identical to that for the same configuration (after uniformly scaling) in the other state point. Given a configuration at a starting state point 1, this yields the formula

\[
T_2 = \left( \frac{\rho_2}{\rho_1} \right)^{1/3} T_1 .
\]

Here, \(\mathbf{F}_i\) is the 3N-vector containing all forces acting on the particles on a particular configuration sampled from state point \((\rho_i, T_i)\). We note that for systems whose interactions are described by an inverse power law (IPL) with an exponent \(n\), namely \(v(r) \propto 1/r^n\), exact isomorphs exist. The formula for the isomorphic temperature \(T_2\) in this case would be simply \(T_2 = (\rho_2/\rho_1)^{n/3} T_1\).

In this work, we extract reduced loss modulus curves at different densities and isomorphic temperatures and investigate whether these curves do collapse as predicted by isomorph theory. The structure of the paper is as follows. In Section II we briefly describe our procedures for generating independent configurations, cooling down to the glassy state and applying the DMA method, after which we present DMA profiles at different densities and show how they can be scaled onto each other. We consider two different methods to generate isomorphic configurations. In Sec. III we briefly discuss some implications of our results and draw conclusions.

II. SIMULATIONS AND RESULTS

In this section, details of the performed simulations are given and results are presented. For all simulations, the shifted force method \([11]\) with a cutoff \(r_{\text{cut}} = 2\) is imposed onto KABLJ systems. Outputs are saved for every 128th time step. The time steps for DMA at each state point are chosen such that the reduced time-step

\[
\tilde{\delta} t := \frac{\delta t}{T^{1/2} \rho^{-1/3}} .
\]

is kept constant with \(\delta t(\rho = 1.3, T = 0.2) = 0.005\). Keeping the same reduced time step accounts for trivial changes of timescale and makes it easier to ensure consistent simulations at different points along an isomorph. When not using reduced units we use the unit system defined by the energy scale \(\epsilon_{AA}\), the length scale \(\sigma_{AA}\) and the common mass \(m_A = m_B\), which we refer to as Lennard-Jones (LJ) units.

A. Equilibration and Cooling

Five KABLJ systems, each having \(N = 8000\) particles, were initialized on a cubic lattice with density \(\rho = 1.3\) and particle identities randomly assigned. This lattice is unstable and therefore melts instantly when simulated at the temperature \(T = 1.2\). The melting temperature at density 1.2 is known \([12]\) to be 1.028; its value at density 1.3 can be roughly estimated as 1.55, thus the system at density 1.3 is supercooled, but crystallization to the equilibrium crystal phase cannot happen on the time scales we simulate. The systems are equilibrated by simulating \(10^6\) time steps of size \(\delta t = 0.005\) using the NVT integrator (using a Nosé-Hoover-type thermostat). To check that the systems are equilibrated, the same simulation is repeated twice, each time using the final configuration from the previous simulation as the starting configuration, and the radial distribution functions as well as the mean-square displacements are compared. Since these are observed to be identical, we conclude that the system was properly equilibrated in the first run. These five independently equilibrated configurations were cooled down to \(T = 0.2\) at a cooling rate \(1.6 \times 10^{-5}\) in LJ units with time step \(\delta t = 0.005\). Data from DMA-production runs were averaged over independent realizations. To check that the conditions for good isomorph invariance were satisfied we calculated the correlation coefficient \(R\), Eq. (2), from the DMA runs. Since these are non-equilibrium simulations, this is not strictly the correct definition of \(R\), nevertheless it can be used to get an idea of how well-correlated the pressure and energy fluctuations are. As can be seen in Fig. 1, the values obtained lie between 0.91 and 0.98 thus satisfying the criterion for expecting good isomorphs. Moreover the pressure remains positive, even high (over 11 in LJ units), which for Lennard-Jones systems is sufficient to expect strong \(W, U\) correlations and good isomorphs \([12]\). Our starting point for shear simulations is given by the glass configurations generated by the procedure described here. This is in keeping with typical experimental protocols for DMA, whereby a metallic glass is made by cooling to for example room temperature, and subsequent mechanical testing at higher temperatures involves heating the glass \([20, 24]\).

B. Generating Loss Curves

To implement shear-oscillations, the SLLOD equations of motion are simulated, where the shear rate at each time step is set to the time-dependent value (following Eq. (3))

\[
\dot{\epsilon}(t) = \omega_0 \cos(\omega t) .
\]

For the reference density \(\rho_{\text{ref}} = 1.3\) the angular frequency is chosen to be \(\omega_{\text{ref}} = 10^{-4}\) (in LJ units), and the simulations are carried out over a range of temperatures
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The time scale \[ t_0(\rho, T) = \rho^{-1/3} (T/m)^{-1/2} \]

The reduced unit version of \( \omega \) is \( \bar{\omega} = t_0 \omega \). Given that we choose the same reference frequency \( \omega_{ref} \) for all temperatures at the initial density 1.3, the angular frequency at scaled densities is given by

with \( T_{iso,n}(\rho) \) denoting the temperature at density \( \rho \) which is isomorphic to \( T_{ref,n} \) at \( \rho_{ref} = 1.3 \). Note that this expression suggests that at densities other than the reference density the angular frequency could depend on \( n \), i.e., on the temperature, which would make it differ-

In this study we pursued two different ways to generate isomorphic loss curves. In the first method we rescaled at all state points the same five quenched configurations obtained at the end of the cooling run of sec II A at \( T = 0.2 \). Thus for temperatures apart the lowest (at a given density), each simulation was started with a configuration which was “too cold”, but was instantaneously heated to the desired temperature by rescaling velocities (our SLLOD algorithm uses an iso-kinetic thermostat \[43\] which conserves the kinetic energy). For the second method, we rescaled different configurations obtained at intermediate temperatures of the cooling run. These configurations are chosen such that the thermostat temperature at the corresponding point in the cooling run matched the temperature at which the DMA-run was to be carried out at the reference density. These configurations are presumably a better starting point for applying the force method as they are sampled from more or less the correct temperature. We label the former method as using quenched configurations, or the Q-method for brevity and the latter one as using temperature-matched configurations, or the TM-method. In Fig. 2, these two

FIG. 1. Pearson (blue) and Spearman (rest) correlation coefficients for different temperatures and densities. The Pearson

FIG. 2. Schematic illustration of the two different protocols, or methods, we employ for the starting configurations for both the simulation runs and for determining isomorphic temperatures. The Q method illustrated on the left involves cooling at density 1.3 down to \( T = 0.2 \) and using the resulting configurations for all subsequent simulations, scaling density and velocities as necessary. The TM method illustrated on the right involves cooling at density 1.3 to the relevant temperature for each DMA run at that density, and using those configurations both for the DMA runs and to determine isomorphic temperatures at high densities.
different methods to obtain initial configurations is illustrated. The isomorphs generated by both methods are shown in Fig. 3, where it can be seen that the temperature-matched configurations yield slightly lower isomorphic temperatures than the quenched configurations, most evident at the highest density 2.0. The ratio between isomorphic temperature and reference temperature is no longer independent of the latter for a given density change, so the adjusted frequency $\omega$ can now vary slightly for a given density, according to Eq. (12). This turns out to be $\approx 5\%$ at density 2.0. For all other studied densities, this change is even smaller.

For each state point 10 periods with shear amplitude $\epsilon_0 = 2\%$ were simulated. This shearing was applied to all five configurations of Sec. II A obtained during cooling after rescaling the volume and kinetic energy to study state points ($\rho, T$). The measured stress responses are averaged over the five independent runs for each state point. In Fig. 4, we show an example for the measured shear response at one state point, averaged over five independently quenched configurations.

\begin{figure}[h]
\centering
\includegraphics[width=0.4\textwidth]{fig3}
\caption{Isomorphs generated by the Q- (solid lines) and TM-method (dashed lines). The latter generates lower isomorphic temperatures. Filled circles mark the state points at which the shear moduli presented in this work are obtained. The inset shows the ratio of isomorphic temperatures generated with the Q-method ($T_Q$) to the analogous temperatures generated within the TM-method ($T_{TM}$) for the isomorph starting at $T = 0.6$ for $\rho = 1.3$, highlighting again that the TM-method generates lower isomorphic temperatures.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.4\textwidth]{fig4}
\caption{Stress response for $T = 0.2$ and $\rho = 1.3$ obtained for the angular frequency $\omega = 10^{-4}$ (in LJ units) and shear amplitude $\epsilon_0 = 2\%$, averaged over five independently quenched configurations. The data points have been fitted using Eq. (4).}
\end{figure}

\section{C. Collapse of Reduced Loss Curves}

In Fig. 5 we plot loss curves obtained with the Q-method for $\rho = 1.3$, as well as $\rho = 1.35$, $\rho = 1.50$ and $\rho = 2.00$ for corresponding isomorphic temperatures. We see that these four curves change substantially upon the increase of density, with both the peak temperature and the amplitude of the peak increasing strongly. However, the shapes are clearly similar, in itself suggesting an equivalence, and the possibility of a scaling collapse. As explained above, isomorph theory predicts in this case a collapse without any adjustable parameters. For this the moduli should be expressed in reduced units, Eq. (7), and rather than the actual temperature, we use the reference temperature $T_{\text{ref}}$ on the x-axis. The result of this is shown in Fig. 6 where we find that the three loss curves for $\rho = 1.3, 1.35$ and 1.50 now collapse, as predicted by isomorph theory. For even larger densities like $\rho = 2.0$ the Q-method yields reduced loss curves which are not isomorph invariant. Here the force method, as applied to the quenched configurations, is no longer suitable for estimating the isomorphic temperatures. On the other hand, using the TM-method, we still find a good agreement at $\rho = 2.0$ as seen in Fig. 7. Interestingly, for the lowest two values $T_{\text{ref}}$ the $\rho = 2.0$ data fail to collapse with the other densities by a significant amount (the loss modulus in reduced units is nearly a factor of two larger than for the other densities). The TM-method cannot help here, as the difference is minimal (for the lowest reference temperature the two methods are the same since they use the same configurations). This can be understood considering the Spearman correlation values of the force vectors before and after rescaling presented in Fig. 1. We discuss this in more detail below.

From Fig. 3 we see that applying the force method to quenched configurations leads to predictions for isomorphic temperatures which are larger than those from the temperature-matched configurations, which are expected to be more correct. Since in DMA experiments the loss modulus grows until it reaches a peak and then becomes smaller when going from small to large temperatures, this peak is reached earlier when the applied temperature has a positive offset. Hence the observed peak shift for $\rho = 2.0$ to the left is consistent with the
Q-method yielding temperatures larger than the “true” isomorphic temperatures.

In the following we explore why the TM-method yields better isomorphs. A useful diagnostic is the temperature ratio $T_2/T_1$ from Eq. (9) plotted for different configurations from the cooling run. These are shown in Fig. 8 for the different final densities. It shows, as expected, lower values of the temperature ratio for configurations drawn from higher temperatures, most evident at the highest density, $\rho = 2.0$. The variation is nearly linear with $T_{ref}$. This is the root of the estimated isomorph temperatures being lower for the TM method than the Q-method (which corresponds to using the left-most point for all temperatures for each density). A simple argument for why this ratio is lower within the TM-method is that at higher temperatures there are more close encounters which effectively sample the LJ pair potential at shorter distances. The effective IPL exponent and therefore density scaling exponent $\gamma$ are known to decrease with decreasing interaction distance [13], and the exponent determines how quickly the temperature rises along an isomorph. A lower density scaling exponent leads therefore to lower temperatures.

This reasoning by itself suggests simply that configurations appropriate to the temperature of interest should be used to scale to higher densities. However, recall that the loss curves fail to collapse at the lowest values of $T_{ref}$.
and here the configurations are indeed appropriate (for the lowest temperature the TM-method is the same as the Q-method). For additional insight we consider that a necessary condition for the force method to be applicable is that the force vectors before and after rescaling are parallel. This condition will always be fulfilled only approximately. In Fig. 9, we plot the distributions of the cosine of the angle $\alpha$ between the forces before and after rescaling for all 8000 particles in the system for different densities, both for configurations drawn from $T_{\text{ref}} = 0.2$ and from $T = 0.6$ (i.e., appropriate for the TM-method at $T_{\text{ref}} = 0.6$), at density $\rho = 1.3$. In the ideal case, we would obtain a vertical line at value one. We see that with larger densities, the angle between forces also tends to increase. Thus independent of whether they are to be used at a (reference) temperature of 0.2 or at a higher one, these configurations scale less perfectly once the density is increased to 2.0. They have generally poorer isomorph-scaling qualities. This presumably explains the failure of the loss curves to collapse at low $T_{\text{ref}}$.

To quantify this statement, we introduce a measure for the misalignment between the forces before and after rescaling, given by

$$\frac{1}{N} \sum_{i=1}^{N} (1 - \cos(\alpha_i))/N,$$

(13)

with $i$ counting through all particles up to the number of particles $N$ is the system. In table III, we present the obtained values. These values also suggest that the TM-method is more suitable to determine isomorphic temperatures via the force method, because the relevant configurations have better density scaling properties.

Additionally, we consider the Spearman correlations of the force vectors before and after rescaling as in [40], where it was suggested that good isomorphs have Spearman correlations larger than 0.95. In Fig. 7, the Spearman correlations for the configurations drawn from the cooling run at that indicated temperatures and scaled from the initial density 1.30 to the other densities considered in this study. In agreement with the non-collapsing validation the suggested criterion–the lowest temperature point of the $\rho = 2.00$ curve lies below 0.95. Such low-temperature configurations were used for all temperatures in the Q-method. As an additional illustration, we present in Fig. 10 the ranks of the force vectors before and after rescaling for the same configurations as in Fig. 9.

The Spearman correlation analysis emphasizes that the configurations obtained at the lowest temperatures at the initial reference density are intrinsically poorly scaling when large density changes are considered.

III. CONCLUSION

Our results show that the isomorph theory makes successful predictions for the behavior of an R-simple glassy system in the context of dynamic mechanical analysis.
For a change in density a corresponding temperature change and thereby a corresponding applied frequency can be identified such that the loss curve is invariant when compared in reduced units. The factor by which temperature should be changed can be identified by scaling configurations and comparing the force vectors of the scaled and unscaled configurations. For moderate density changes it is sufficient to consider the same configuration independent of which temperature the DMA was carried out; this leads to temperature ratios independent of reference temperatures, while for large density changes, up to 50% increase, it was found important to apply the scaling procedure to configurations more typical of the corresponding temperature. In this case the temperature ratios for different density changes depend slightly on the starting temperature ($T_{\text{ref}}$).

Even with the correct choice of configurations to use for determining the isomorphic temperatures there is an incomplete collapse at the highest density at the low-temperature end of the response. Physically, this deviation corresponds to excess loss at high density, compared to when the same glass is probed in essentially the same manner at lower densities (and correspondingly lower temperatures). A possible interpretation, which is purely speculative, is that the low-temperature excess loss could be related to a Johari-Goldstein beta process. A detailed investigation of the atomic motions involved and their differences at the different densities, beyond the scope of the present work, will be required to clarify this.

Like density scaling in the case of glass-forming liquids [6–8], our results highlight the importance of density rather than pressure as a more fundamental thermodynamic parameter for the understanding of R-simple systems’ behavior. It would be interesting to see the prediction of isomorphic DMA profiles tested experimentally. This would be very challenging for metallic glasses due to the high pressures required, but could perhaps be carried out for small organic molecules or polymers. There is no experimental analog for the force method, so a more empirical protocol must be used. For example, assuming moderate density changes one could make the assumption that the temperature factors associated with a given density are independent of the starting temperature $T_{\text{ref}}$. If we ignore for the moment the experimental difficulty in controlling density one proceeds as follows: Given two densities $\rho_i$ and $\rho_f$ to be compared, (1) choose a particular temperature $T_{i,i}$ at the starting density $\rho_i$; (2) identify empirically the temperature $T_{0,i}$ at which the DMA loss in reduced units $\tilde{G}''$ at the state point $\rho_f, T_{0,f}$ is equal to the reduced loss at state point $\rho_i, T_{0,i}$ where it is understood that the frequency is adjusted to maintain a fixed reduced value; (3) for other temperatures at the initial density $\rho_i$ apply the same temperature factor $T_{f,0}/T_{i,0}$ to determine the isomorphic state points at density $\rho_f$. In this way one empirically found parameter, $T_{f,0}/T_{i,0}$ is sufficient to predict the complete temperature-dependent loss curve for the new density $\rho_f$. The procedure must then be repeated for other densities. With sufficiently accurate equation of state data it should be possible to adapt this protocol to the case of DMA curves determined at fixed pressure rather than fixed density, although we have not considered in detail how this might be done. In any case one should be aware that a fixed frequency protocol at a given pressure will in general not map to a fixed frequency at a different pressure.

### IV. DATA AVAILABILITY

The data needed to reproduce most of the figures in this paper are available at [http://doi.org/10.5281/zenodo.6542884](http://doi.org/10.5281/zenodo.6542884).
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