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ABSTRACT

We propose an information propagation model that captures important temporal aspects that have been well observed in the dynamics of fake news diffusion, in contrast with the diffusion of truth. The model accounts for differential propagation rates of truth and misinformation and for user reaction times. We study a time-sensitive variant of the misinformation mitigation problem, where $k$ seeds are to be selected to activate a truth campaign so as to minimize the number of users that adopt misinformation propagating through a social network. We show that the resulting objective is non-submodular and employ a sandwiching technique by defining submodular upper and lower bounding functions, providing data-dependent guarantees. In order to enable the use of a reverse sampling framework, we introduce a weighted version of reverse reachability sets that captures the associated differential propagation rates and establish a key equivalence between weighted set coverage probabilities and mitigation with respect to the sandwiching functions. Further, we propose an offline reverse sampling framework that provides $(1-\frac{1}{e}-\epsilon)$-approximate solutions to our bounding functions and introduce an importance sampling technique to reduce the sample complexity of our solution. Finally, we show how our framework can provide an anytime solution to the problem. Experiments over five datasets show that our approach outperforms previous approaches and is robust to uncertainty in the model parameters.
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1 INTRODUCTION

Social networks have rapidly transformed into a prominent hub for political campaigns, viral marketing, and the dissemination of news and health information. As an unfortunate side effect, there has been an increase in the number of “good actors”, such as spammers, hackers, and bots, exploiting these platforms to spread fake news and misinformation. A fundamental question is: How can one limit the spread of misinformation in social networks? Once misinformation is detected, one feasible approach is to introduce a truth campaign with a goal of reaching users before, or at least not much later than, they are reached by the misinformation. The misinformation mitigation (MM) problem aims to select effective seed nodes for the truth campaign such that the spread of misinformation can be limited as much as possible.

Notably, existing propagation models considered in the MM literature [6, 11, 31, 33, 34, 39, 40, 44–47] fail to incorporate critical temporal aspects that have been well observed in the dynamics of fake news diffusion [13, 28, 49]. We argue that it is important to distinguish between the relative propagation dynamics of fake news and truth as it has been observed that fake news often “spreads like wildfire” online [49] while the adoption of truth occurs much slower. For instance, Fig. 1 depicts a sample instance of misinformation propagation, where all the edge propagation probabilities are 1 and the edge labels indicate the diffusion delay for truth. E.g., if node $v_2$ adopts misinformation at time $t$, it will propagate to $v_8$ at time $t + 1$. By contrast, if $v_2$ adopted truth at $t$, it will propagate to $v_8$ at $t + 3$. The differential propagation rates of truth and fake news may have considerable consequences for the selection of effective seed nodes. Secondly, important dynamics are at play in user decision making. E.g., a recent study [13] observed that approximately 59% of users forego reading articles linked in social media posts before acting on them, while the time spent reading linked articles [28] ranges from under a minute for short articles to several minutes for longer articles. Thus, the “reaction times” of users can vary considerably. To illustrate, in Fig. 1, all users save $v_3$, $v_4$ may react instantly (no reading), while $v_3$ and $v_4$ may read linked articles before reacting, with $v_4$ reacting quicker (1 time unit) than $v_3$ (4 time units). Finally, mitigation strategies for combating misinformation are only effective when the truth arrives at a user

Figure 1: Sample instance: edge labels = meeting delays (ML); MLs not shown are $\epsilon$; numbers besides nodes are reaction times = activation window (AW) lengths; AW lengths not shown are 0.
either (a) before the arrival of the fake news or (b) shortly after the user becoming aware of the fake news. In particular, truth arriving later than misinformation may still have an effect, up to a reasonable delay. E.g., suppose $v_0$ is a seed for misinformation while $v_{12}$ is a seed for truth, with both adopting the information at time 0. Then $v_3, v_4, v_5$ will become aware of the misinformation at time 1, while the truth reaches $v_3, v_4, v_5$ at times 6, 2, 2 respectively. Meanwhile, $v_3, v_4, v_5$ will react at times $1 + 4 = 5$, $1 + 1 = 2$, and $1 + 0 = 1$ respectively. Thus, truth reaches $v_4$ in time for its reaction while it arrives at $v_3$ and $v_5$ too late. Further, as illustrated above, as the delay between the arrival of misinformation and truth increases, the effectiveness of the mitigating campaign drops off significantly [10, 32]. Models used in prior misinformation mitigation studies fail to account for these phenomena, supported by real-world observations.

**Novelty.** In this paper, we study an interesting and realistic variant of the classic MM problem incorporating the twin time-critical aspects of misinformation propagation that have been observed and validated in earlier studies [13, 28, 49]: differential propagation rates and user reaction times. Our approach uses a node-level dynamic penalty function based on the delay between the arrival of the competing campaigns. We propose a new propagation model, the Temporal Competitive Independent Cascade (TCIC) model which, unlike existing propagation models, accounts for differential propagation rates and user reaction times, by employing two critical components which work jointly to properly model the dynamics of diffusion: edge-level campaign-specific time-delayed propagation and node-level activation windows for making adoption decisions.

We then define a novel optimization problem for misinformation mitigation under the TCIC model. Unlike prior MM models [6, 36, 39, 40, 44, 46, 47], which are based on competitive IC [7], whose objectives satisfy submodularity when the campaigns share propagation probabilities, we show that submodularity does not hold for our objective in the TCIC model even when the campaigns share probabilities. We also show that the recent guarantees shown for Greedy [4] based on curvature and submodularity ratio when applied to non-submodular objectives, lead to degenerate results for our objective function. To overcome this challenge, we employ the Sandwich Approximation (SA) [27] and develop non-trivial upper and lower bounding submodular functions to produce solutions with a data-dependent approximation guarantee. Further, existing state-of-the-art solutions for influence maximization (under a single campaign), such as IMM [42], SSA [15, 30], and OPIM [41], are based on reverse sampling (RS). However, adapting the RS machinery (based on reverse reachability (RR) sets) to our propagation model comes with the challenge that the set of nodes reached by the misinformation is an unknown meaning our algorithm cannot inherit the sample complexity lower bound from prior work and thus requires a novel derivation, which we provide. We develop a RS framework by building on the state-of-the-art OPIM algorithm. Due to the complex interactions that occur during the propagation of the fake and mitigating campaigns as well as the new temporal model components, the construction of the analogy to RR sets under our new model requires great care. Further, adapting RR sets to our setting requires pushing the idea of tie-breaking between campaigns into the notion of RR sets. To the best of our knowledge, we are the first to incorporate a proportional tie-breaking rule into the reverse sampling framework, which introduces additional challenges in constructing RR sets. Second, in order to further reduce the number of samples required by the RS framework, we define an unbiased estimator for our upper and lower bound objectives based on importance sampling leading to reduced variance and tighter concentration bounds. We tackle the challenge of the sample complexity depending on the expected influence of the misinformation, an unknown, by developing a novel normalization term.

Our main contributions are: (1) we introduce a novel propagation model capturing important temporal aspects pertaining to the diffusion of and reaction to truth and misinformation and define a novel MM problem formulation with delay-dependent reward (§2). (2) We develop non-trivial upper & lower bounding submodular functions for our non-submodular objective to use in a sandwiching technique (§3). (3) We introduce an importance sampling technique to reduce the sample complexity of our solution (§4). (4) We develop a reverse sampling framework that provides a $(1-1/e-\varepsilon)$-approximate solution to the upper & lower bounding objectives yielding an instance-dependent approximation to the MM objective (§5). (5) We show that our algorithm can provide an anytime solution to the MM problem (§5). (6) We present a thorough experimental validation (§6). For lack of space, some proofs are sketched. Complete details can be found in [37].

### 2 PRELIMINARIES

We formalize the notions of differential propagation rates and activation windows and then present our new propagation model referred to as TCIC (for Temporal Competitive Independent Cascade). Let $G = (V, E)$ be a social network with sets of nodes $V$ and directed edges $E$, where $|V| = n$, $|E| = m$. Let $F$ (for “fake”) and $M$ (for “mitigating”) denote two influence campaigns with seed sets $S_F$ and $S_M$, respectively. The seeds $S_F$ ($S_M$) are active in campaign

| Notation | Description |
|----------|-------------|
| $G, m, n$ | Social network graph with $n$ nodes and $m$ edges |
| $F, M, S_F, S_M$ | The misinformation and mitigation campaigns and their seed sets, respectively |
| $m_F(u, v), m_M(u, v)$ | Meeting event probabilities |
| $X, R_F^X$ | Possible world of the TCIC model and set of nodes reachable from $F$ in $X$ |
| $F_r^v, h^M_u$ | Sampled meeting event edge lengths along edge $e$ in $X$ |
| $\tau_0, \pi_0$ | Sampled AW length and in-neighbour permutation in $X$ |
| $t^F_0, t^M_0$ | First step $v$ meets with $F, M$ |
| $\rho_X(u, S)$ | Reward achieved in $X$ at $u$ by $S$ |
| $\mu_X(S_M), \mu(S_M)$ | Total reward achieved by $S$ in $X$ and in expectation, respectively |
| $\mu, \mu^{\bar{\mu}}$ | Submodular upper/lower bounding functions of $\mu$ |
| $\INF_F, \INF_I$ | Expected influence of $F$ and largest expected influence of any size-1 node set |
| $\Gamma$ | Misinformation sampling error |
| $EPT$ | Expected complexity of generating an RDR set |

---

1 We assume $S_F \cap S_M = \emptyset$, w.l.o.g.
\(F\) (resp. \(M\)) at time \(t = 0\). We assume each edge \(e = (u, v)\) in \(E\) is associated with a propagation probability \(p(u, v) \in (0, 1)\).

**Meeting Events.** We associate with each edge \(e = (u, v)\) meeting probabilities \(m_F(u, v)\) and \(m_M(u, v) \in (0, 1)\). At any step, an active node \(u\) in campaign \(F\) (or \(M\)) meets any of its currently inactive neighbours \(v\) independently with probability \(m_F(u, v)\) (or \(m_M(u, v)\)). A node activated at time \(T\) attempts to meet with its inactive out-neighbours at every step \(t \geq T + 1\) until there is a successful meeting. Then, if a meeting event occurs between \(u\) and \(v\) in \(F\) (or \(M\)) for the first time at step \(t\), then \(u\) is given a single chance to activate \(v\) in \(F\) (or \(M\)) with independent probability \(p(u, v)\). If the activation attempt is successful, \(v\) becomes active in \(F\) (or \(M\)) at time \(t\) and enters an activation window, described below. Once activated, subsequent meeting attempts from in-neighbours are ignored.

With the above formulation, we can capture the observation that truth travels more slowly than fake news by setting \(m_F(u, v) > m_M(u, v)\), \(\forall (u, v) \in E\). As a special case, we can set \(m_F(u, v) = 1\), i.e., only apply the meeting events to nodes active in the mitigation campaign \(M\). This results in \(F\) traversing every edge in a single hop, while \(M\) may be delayed by several meeting attempts. For convenience, under this special case, for an edge \(e = (u, v)\) we will write \(m_M(u, v) = m(u, v)\) or \(m(e)\). We shall henceforth assume this special case for ease of exposition, although our theory and techniques apply to the general case.

**Activation Windows.** Motivated by concepts well established in Sociology and Marketing [1, 2, 13, 18, 27, 28], we distinguish between awareness and adoption in our TCIC model by defining an activation window (AW) for each node. The AW augments the propagation behaviour defined by meeting events such that successful activation attempts now result in awareness, and not adoption. Specifically, we say node \(u\) becomes aware in the first step that an in-neighbour of \(u\) active in either campaign \(M\) or \(F\) succeeds in meeting with \(u\). However, before deciding to commit to activation in either campaign, \(u\) enters its activation window: a period of time during which it may receive conflicting and/or reinforcing information, which it factors in making an adoption decision. The dynamics of the AW are governed by a node-level parameter \(\gamma(u)\) that determines the length of the AW for \(u\). The closing function \(\gamma(\cdot) \rightarrow \mathbb{Z}^+\) allows the model to capture varying window sizes, typically related to the time spent reading articles linked in social media posts. Example choices for the closing function include: (i) a constant function where all nodes wait for some fixed number of steps before making a decision, (ii) a uniform function where window lengths are chosen uniformly at random between 0 and some closing time \(r\), or (iii) an attenuating function (e.g. exponential decay with an appropriate mapping to \(\mathbb{Z}^+\)) where some users may wait substantially longer (to gather additional information) before making an adoption decision. Furthermore, \(\gamma(\cdot)\) can be made node-specific to capture the individual behaviour of users.

**Tie-breaking Policy.** Observe that (active users from) both campaigns may meet with a node \(u\) within the AW and at the end of the window, \(u\) must decide to adopt \(F\) or \(M\). In such a scenario, both campaigns are attempting to activate \(u\) and so we require a tie-breaking policy. We employ a weighted random choice policy based on in-neighbour activation counts for each campaign over the duration of the AW, described as follows: when the AW closes, the probability that node \(u\) activates in campaign \(F\) is \(|N_F^r(u)|/|N^-^r(u)|\) where \(N_F^r(u)\) (resp. \(N^-^r(u)\)) is the set of in-neighbours of \(u\) that met with \(u\) from campaign \(F\) (resp. either campaign). Similarly, the probability that node \(u\) activates in campaign \(M\) is \(|N_M^-^r(u)|/|N^-^r(u)|\).

**TCIC Model.** Our new propagation model is defined by incorporating the edge-level meeting events and node-level activation windows into a standard competitive independent cascade model [7]. The propagation process terminates when all active nodes in both campaigns have met with all their out-neighbours and no new nodes can be activated in either campaign. The model parameters allow for a great deal of expressiveness to accurately describe many observed real-world adoption behaviours.

**Problem Statement.** We argue that in gauging the extent of misinformation mitigation, merely counting the number of users prevented from adopting the misinformation after the propagation terminates is too restrictive. The reason is that the quality of the mitigation depends on the delay, if any, in the arrival of the truth. To help capture this, assume that there is a reward function \(\rho(\cdot) : \mathbb{R}^+ \times \mathbb{R}^+ \rightarrow \mathbb{R}^+,\) which given a node \(v\) and a seed set \(S_M\), returns a real number indicating the effectiveness of the mitigation at \(v\) after the propagation terminates. We will provide more details on \(\rho(\cdot)\) in the next section. Given such a reward function, we define the expected mitigation by \(\mu(S_M) = \mathbb{E}\sum_v \rho(v, S_M)\) where the expectation is taken over the randomness in the propagation process. We are now ready to formally state the problem we study in this work.

**Problem 1.** Given a misinformation seed set \(S_F\), the misinformation mitigation (MM) problem under the TCIC model is to find a seed set \(S_M\) with at most \(k\) nodes that maximizes the expected mitigation. Formally, find a seed set \(S_M\) satisfying \(\arg\max_{S_M} \mu(S_M)\) where the expectation is taken over the randomness in the propagation process.

**Possible Worlds.** We can view the stochastic propagation process under TCIC using an equivalent “possible worlds” interpretation. Suppose that before the propagation process starts, a set of outcomes for all meeting events attempts (i.e., the number of failed meeting attempts before two neighbours successfully meet), activation windows parameters, and edge liveness are pre-determined. Specifically, for each edge \(e = (u, v) \in E\), we declare the edge “live” with probability \(p(u, v)\), or “blocked” otherwise. Further, for each edge, we sample from a geometric distribution parameterized by success probability \(m_F(e) = m_M(e)\) (the random) number of meeting event attempts, denoted \(h_F^e\) (\(h_M^e\)), required by campaign \(F\) (or \(M\)) along \(e\). Next, a set of outcomes for all activation windows are pre-determined. Specifically, for each node \(v \in V\) we sample a window length \(r_v\) from the closing function \(\gamma(\cdot)\) and a random permutation \(\pi_o\) of the active in-neighbours of \(v\) (i.e., those active in-neighbours connected to \(v\) by live edges) for the purpose of tie-breaking. All random events, including coin flips are independent. Thus, a certain set of outcomes of all coin flips and sampled parameter values corresponds to one possible world under the TCIC model. A possible world, denoted \(X\), is a deterministic graph obtained by conditioning on a particular set of outcomes. We denote by \(R_X\) the set of nodes reachable by \(F\) in possible world \(X\) in the absence of \(M\).

Next, we define the notion of distance in \(X\) for each campaign. Consider a live edge \(e = (u, v) \in X\). Traditionally, without meeting events, \(v\) is reachable from \(u\) in a single hop. Now with pre-determined meeting event attempts, \(v\) is reachable from \(u\) in \(h_F^e\) (or
Example 1. We illustrate the propagation process on the network in Fig. 1 under the TCIC model. For simplicity, we assume each edge has propagation probability $p(e) = 1$. The sampled meeting delays $h_e^M$ and AW lengths $\tau_o$ are indicated in cyan and red labels respectively. Let $\tau_{o_1} = (v_{11}, v_{10}, v_9)$ and $\tau_{o_1} = (v_5, v_{12})$ be the sampled permutations. Consider seeds $v_0$ for campaign $F$ and $v_{12}$ for campaign $M$ and consider the resulting cascade through the network. At time 1, $v_1, v_2, v_5, v_6$ adopt $F$ and $v_{11}$ adopts $M$. Meanwhile, $v_3, v_4$ open their AW’s. At time 2, both $F$ and $M$ reach $v_{15}$. Additionally, $M$ reaches $v_4$ as its AW closes. Tie-breaks result in $v_4$ and $v_{15}$ adopting $M$ and $F$ respectively. Meanwhile, $v_7, v_8, v_9$ adopt $F$ and $v_{14}$ adopts $M$. Finally, at time 5 $v_{10}$ adopts $M$ and $v_3$ adopts $F$.

Using the above sampled parameters, with $v_0$ as the F seed, let us compare M seeds $v_{12}$ and $v_{14}$. It can be verified that $v_{12}$ causes the nodes $v_{12}, v_{13}, v_4, v_{14}, v_{10}$ to either adopt or be informed of $M$. Of these only $v_{11}$ and $v_3$ would have adopted $F$ if there was no M campaign, so intuitively $v_{12}$ ‘saves’ 2 nodes. By contrast, $v_{14}$ causes $v_{14}, v_{10}, v_3$ to adopt or be informed of $M$, of which only $v_3$ would have adopted $F$ if there was no M campaign, so $v_{14}$ ‘saves’ $v_3$.

2.1 Mitigation Reward

Motivated by the time-critical nature of the MM problem, we introduce a novel reward function that intuitively captures the penalty paid when mitigation arrives too late after the misinformation. In particular, the reward function is designed such that in case adoption of the truth cannot be secured, awareness is encouraged.

Delay-specific Reward Function. The reward function $\rho_X(\cdot)$ is defined w.r.t. activating a node in campaign $M$ relative to the behaviour of campaign $F$. First, for nodes $v \not\in R_X^F$ that would not have been activated in $F$ in the absence of $M$ we define $\rho_X(v, S_M) = 0$. Next, consider a node $v$ that would have been activated in $F$ in the absence of $M$, i.e. there exists a path from $S_F$ to $v$ in $X$. Let $t^F_v$ be the first step in which $v$ meets with a node in campaign $F$ and $t^M_v$ be the first step in which $v$ meets with a node in campaign $M$. We use the convention that if $t^F_v$ (or $t^M_v$) is infinite if no meeting with a node from $F$ (or $M$) occurs. We define the reward $\rho_X(v, S_M)$ for node $v$ as a function of the amount of time that has passed between the mitigation and the fake news arriving at $v$. In particular, we consider the step function given by Eq. (1). There are three cases for the amount of reward achieved: (i) reward 2 if the truth arrives at $v$ sufficiently early such that the misinformation arrives after the AW closes or if the presence of $M$ stops $F$ from ever reaching $v$ (in the case of $t^F_v = \infty$), (ii) reward 1 if both the truth and misinformation arrive at $v$ within the AW and (iii) no reward if the truth arrives after the AW closes or not at all (i.e., $t^M_v = \infty$). The reward function is illustrated in Fig. 2 for $v_3$ from Fig. 1 where $\tau_o = 4$.

\[
\rho_X(v, S_M) = \begin{cases} 
2 & \text{if } t^M_v < t^F_v - \tau_o \\
1 & \text{if } |t^M_v - t^F_v| \leq \tau_o \\
0 & \text{if } t^M_v > t^F_v + \tau_o 
\end{cases}
\]

When the context is clear, we write $\rho_X(v, S_M)$ as $\rho(v)$. We refer to the reward achieved by set $S_M$, given $S_F$, after the propagation terminates as the mitigation and denote it by $\mu_X(S_M) = \sum_v \rho_X(v)$. Further, we denote the expected mitigation by $\mu(S_M) = \mathbb{E}[\mu_X(S_M)].$

Design Decisions. The advantage of our new reward function, and the purpose of the middle condition of Equation 1, is to promote campaign $M$ reaching nodes that are reached by campaign $F$, despite not being able to guarantee adoption of $M$, owing to tie-breaking. Thus, even if a node does not end up activating in $M$, the user will be exposed to the true information, which we argue is a natural goal to strive for. Clearly, in the event that adoption of $M$ cannot be guaranteed, promoting its awareness is preferable to inaction. If the truth reaches a user sufficiently early (compared to the misinformation) then their adoption decision will be uncontested by the misinformation. Thus, the subsequent propagation of truth by the user leads to the desired outcome. Hence, this favourable scenario contributes maximal reward towards the objective. Meanwhile, due to the tie-breaking policy, reaching users within their AW always provides an opportunity for the adoption of truth and its subsequent propagation. However, when both the misinformation and truth arrive within the AW, the adoption of truth is no longer uncontested and, as such, contributes less reward. Finally, when mitigation arrives too late after the misinformation, we penalize the mitigation campaign to capture its reduced effectiveness. Further, recall that the reward function only attributes non-zero values when campaign $F$ reaches node $v$. Since we do not credit any reward to those nodes reached by the mitigation but not the misinformation, this encourages a solution to “focus” on mitigating the spread of misinformation, and discourages solutions that blindly maximize the spread of the truth. We note that in place of a step function, we could use an arbitrary non-increasing reward function. We revisit this point in § 3.

Problem Properties. The original MM problem under the CIC model [6] is NP-hard. It is a special case of MM under the TCIC model, with all $m(u, v) = 1$, a length zero activation window, and dominant tie-breaking.

Proposition 1. The misinformation mitigation problem is NP-hard under the TCIC model.

An important observation is that, while the expected mitigation $\mu(\cdot)$ is monotone under the TCIC model with reward function $\rho(\cdot)$, it is not submodular.

Theorem 1. Given a seed set $S_F$, the mitigation function $\mu(\cdot)$ is not submodular in general under the TCIC model.

Bian et al. [4] recently provided approximation guarantees for the standard greedy algorithm on non-submodular objectives based on the submodularity ratio and curvature of the objective. Unfortunately, the submodularity ratio of the MM objective can be as

$^2$Mitigation depends on $S_F$, but we omit $S_F$ as an argument of $\mu(\cdot)$ since $S_F$ is a fixed input to the problem.
small as 0 and thus their result does not provide any non-trivial guarantees. To overcome the challenges of a non-submodular objective function, we leverage the Sandwich Approximation of [27] by developing appropriate upper and lower bounding functions for our mitigation objective, yielding a solution with non-trivial data-dependent approximation guarantees.

3 SANDWICHING THE OBJECTIVE

The Sandwich Approximation (SA) of [27] leverages upper (\(\overline{\mu}\)) and lower (\(\underline{\mu}\)) bounds on a non-submodular objective function to provide data-dependent approximation guarantees. Specifically, given upper & lower bounding functions that are submodular, we can obtain solutions \(S^U\) and \(S^L\) resp. with approximation guarantees.

Lower Bound. We make the following observation to motivate our choice of lower bound objective \(\underline{\mu}\). The supermodular behavior of \(\mu(\cdot)\) arises from the combined effort of seed nodes in \(S_M\) which individually would not activate a target node \(v\). That is, together they are able to block the paths from \(S_F\) to \(v\) such that the mitigating campaign’s disadvantage, in the form of meeting events, is overcome. E.g., in Fig. 1, suppose \(S_F = \{v_1\}\). Then neither one of \(v_2, v_7\) by itself can activate \(v_8\) in \(M\). However, \(S_M = \{v_2, v_7\}\) can. Thus, to eliminate the possibility of such coordination, we define a lower bound function \(\underline{\mu}\) that only measures the maximum mitigation achieved by any node in \(S_M\) when it acts as a singleton seed set. Formally, we define \(\underline{\mu}(v, S_M) = \sum_{u \in S_M} \rho_X(u, [u])\) and \(\underline{\mu}(S_M) = \mathbb{E}[\underline{\mu}(v, S_M)]\). Note, \(\underline{\mu}\) clearly lower bounds \(\mu\) since \(\max_{u \in S_M} \rho_X(u, [u]) \leq \rho_X(v, S_M)\).

**Lemma 1.** \(\underline{\mu}(S_M)\) is submodular.

Upper Bound. An obvious candidate for \(\overline{\mu}(\cdot)\) is to forego the meeting events associated with campaign \(M\) and enforce an \(M\)-dominant tie-breaking rule. The resulting model reduces to the CIC model under which previous results ensure that the resulting objective is submodular. The existence of meeting events only acts to “hinder” the mitigation and thus without them the mitigation would reach every node sooner, thus increasing reward. Further, \(M\)-dominant tie-breaking rule ensures all propagation paths shared by the two campaigns are won by the mitigation. However, we develop a tighter upper bounding function so as to improve the data-dependent approximation guarantees.

Consider a possible world \(X\) and call all edges touched by the propagation of campaign \(F\) in \(X\), critical edges \(E_C \subseteq E\). Next, construct a modified possible world \(X’\) by removing all meeting events for campaign \(M\) on critical edges. That is, \(E_{CM} = 1\) for all critical edges \(e \in E_C\). Next, define an overlap indicator variable \(\tau_{OL}\) where \(\tau_{OL} = 0\) if the collection of paths from \(S_F\) to \(v\) is edge-disjoint from the collection of paths from \(S_M\) to \(v\) in \(X’\). Intuitively, if there is no overlap then there is no opportunity for several seeds from \(S_M\) to “collude” together to achieve a larger reward than if they were to act alone. Finally, we define a modified reward function \(\rho_X^*(\cdot)\) that upper bounds \(\rho_X(\cdot)\) by lifting the reward to its maximum value for the case that both campaigns reach some node \(u\) within its activation window. Denote \(t^A_{v, X}\) as the first step in which \(v\) meets with a node in campaign \(A\) in possible world \(X\), where \(A \in \{F, M\}\).

We similarly define \(\rho_X^*(v, S_M) = 0\) when \(v \not\in R_T\), and otherwise as

\[
\rho_X^*(v, S_M) = \begin{cases} 2 & \text{if } t^M_{v, X} \leq t^F_{v, X} + \tau_v \\ 0 & \text{if } t^M_{v, X} > t^F_{v, X} + \tau_v. \end{cases}
\]

Then, we define

\[
\overline{\mu}_X(S_M) = \max_{v \in S_M} \left\{ \rho_X^*(v, [u]) \right\} \quad \text{if } \tau_{OL} = 0
\]

and \(\overline{\mu}(S_M) = \mathbb{E}[\overline{\mu}_X(S_M)]\).

**Lemma 2.** \(\overline{\mu}(S_M)\) is submodular.

Reverse Delayed Reward Sets. State-of-the-art solutions for the IM problem are based on the concept of Reverse Reachable (RR) sets. We denote a possible world under the IC model by \(W\).

**Definition 1 (Reverse Reachable Set [42]).** The reverse reachable (RR) set for a root node \(v\) in \(W\) is the set of nodes that can reach \(v\) in \(W\). That is, for each node \(u\) in the RR set, there is a directed path from \(u\) to \(v\) in \(W\).

The connection between RR sets and a node’s activation is formalized in the following equivalence lemma. It is the key result that underpins the approximation guarantees of [30, 41, 42] by establishing an unbiased estimator for the influence objective.

**Lemma 3 (Activation Equivalence [5]).** For any seed set \(S\) and node \(v\), the probability that an influence propagation process from \(S\) can activate \(v\) equals the probability that \(S\) overlaps an RR set for \(v\).

For our objective function, we seek an analog to the RR set definition in the TCIC setting. Importantly, since RR sets are only concerned with the coverage status of a node \(u\) w.r.t. an RR set \(R\), the presence of \(u\) in \(R\) implies this condition is satisfied. By contrast, our analog must be able to express the reward associated with each node present in the set. To overcome this challenge, we introduce the notion of a Reverse Delayed Reward (RDR) set for a node \(v\) in a possible world \(X\) of our TCIC model. RDR sets augment the traditional RR sets by including delayed reward information associated with each node in the RDR set. They can be viewed as a weighted version of RR sets.

**Definition 2 (Reverse Delayed Reward Set).** The reverse delayed reward (RDR) set for node \(v\) in \(X\) is the set of pairs \((u, \rho_X(v, [u]))\) of nodes that can reach \(v\) in \(X\) and their associated reward (interpreted as a weight). For each node \(u\) in the RDR set, there exists a path \(P\) in \(X\) from \(u\) to \(v\) for which all tie-breaks along \(P\) are won by \(M\) when \((u)\) is initially activated in \(M\), achieving reward \(\rho_X(v, [u]))\), where \(\rho_X(v, [u])\) is the reward computed in possible world \(X\).

Note that RDR sets are defined w.r.t. a fixed seed set \(S_F\) given by the problem instance. E.g., in Fig. 1, let all propagation probabilities be 1 and \(S_F = \{v_0\}\). Then the RDR set for node \(v_3\) in this possible world is \(\{(v_1, 1), (v_2, 1), (v_7, 1)\}\). An \(M\) campaign started at any other node either does not reach \(v_3\) or reaches it too late. We make the following important observation: the delayed-distance \(dd_X(v, u)\) from \(u\) to \(v\) in \(X\) is necessary, but not sufficient, information for determining the delay of \(M\) reaching \(v\) w.r.t. \(F\). The simultaneous propagation of \(F\) and \(M\) in \(X\) can lead to interactions resulting in a node’s AW opening before either campaign would
have triggered it when propagating independently. As a result, this may lead to a delay that is not simply \( d\delta v(u,v) - d\delta v(S_F, v) \). Therefore, we cannot compute the reward associated with node \( v \) directly from the delayed-distance. A random RDR set is defined in a similar fashion to a random RR set where the “root” node \( v \) is chosen at random from \( G \). Since the mitigation objective is not submodular (Theorem 1), we cannot leverage RDR sets directly for maximizing \( \mu(\cdot) \). Instead, we will establish a connection between RDR sets and the bounding functions \( \mu_1(\cdot) \) and \( \mu_2(\cdot) \).

**Reward Equivalence.** We say a set \( S \) covers an RDR set \( R \) with weight \( \omega_R > 0 \), provided \( \exists u \in S \) such that the pair \((u, \omega_R)\) appears in \( R \) and \( \omega_R \) is the largest weight over all nodes \( u \in S \). Abusing notation, we write this as \( S \cap R = \omega_R \). If there are no pairs \((u, \omega_R)\) in \( R \) such that \( u \in S \), then we define \( \omega_R = 0 \) and say \( S \) does not cover \( R \). Next, we establish reward equivalence for the two bounds.

**Lemma 4.** Let \( S_M \) be a fixed set of nodes, and \( v \) be a fixed node. Suppose that we generate an RDR set \( R \) in a possible world \( X \). Let \( \mu_1 \) be the probability that \( S_M \) covers \( R \) with weight \( \omega_R \), and \( \mu_2 \) be the probability that \( S_M \), when used as a seed set for campaign \( M \), achieves a reward \( \omega_R \) at \( v \) in a propagation process on \( G \) w.r.t \( \mu(\cdot) \). Then, \( \mu_1 = \mu_2 \).

**Lemma 5.** Let \( S_M \) be a fixed set of nodes, and \( v \) be a fixed node. Suppose that we generate an RDR set \( R \) for \( v \) in a possible world \( X' \) where \( X' \) is the modified possible world constructed from possible world \( X \) sampled from \( G \). Let \( \mu_1 \) be the probability that \( S_M \) covers \( R \) with weight \( \omega_R \), and \( \mu_2 \) be the probability that \( S_M \), when used as a seed set for campaign \( M \), achieves a reward \( \omega_R \) at \( v \) in a propagation process on \( G \) w.r.t \( \mu(\cdot) \). Then, \( \mu_1 = \mu_2 \).

Lemmas 4 and 5 extend Lemma 3 by establishing a connection between the probability of a node receiving a particular reward value and RDR coverage weights. As remarked in § 2.1, in place of step reward, we could use arbitrary non-increasing reward functions and find corresponding bounding functions needed for SA using the step functions corresponding to Riemann sums [16] traditionally used in numerical integration (more details in [37]).

### 4 IMPORTANCE SAMPLING

In this section, we describe how importance sampling can be used in our framework to reduce the sample complexity by analyzing the variance of the random variables associated with our unbiased estimator. Having established reward equivalence for both our upper and lower bounding functions, all of the analysis in this section applies to both functions. Therefore, to simplify the exposition, we describe the idea behind importance sampling and the resulting reverse sampling framework for a single abstracted objective \( \sigma(\cdot) \) which could be instantiated as the upper or the lower bounding function, \( \mu(\cdot) \) or \( \mu(\cdot) \), of the mitigation objective.

**Unbiased Estimators.** Unlike the IM problem, where all nodes are candidates to be influenced, in the MM problem, only those nodes that are influenced by the misinformation are candidates to contribute reward. Unlike targeted IM [24], these nodes are not known a priori nor can they be precomputed. As such, the uniform sampling approach leveraged by random RR sets for the IM problem is not directly useful for our setting. In theory, we can apply Rejection Sampling (RS) by selecting source nodes \( v \) for our random RDR sets uniformly at random from \( G \) and define the corresponding random RDR set as empty if \( v \notin R^e \). However, RS is best suited when the target probability is high and becomes less practical as the events become rarer.

A more sophisticated approach that yields improved sample efficiency for estimating rare events is Importance Sampling (IS). IS has been successfully leveraged for the targeted IM problem [24]. IS estimates the expected value of a function \( f \) in a probability space \( P \) via sampling from another proposal distribution \( Q \), then re-weights the samples by an *importance factor* for unbiased estimation. When applying IS, ideally \( Q \) is chosen to support efficient sampling.

**IS for RDR Sets.** To apply IS in our setting we select the root for a random RDR set uniformly at random from the set \( R^e \). This ensures that the corresponding RDR set is non-empty. In other words, let \( P \) be the probability space of RDR sets generated when the root node is selected uniformly at random from \( G \). Then, we define \( Q \) as a subspace of \( P \) that corresponds to the space of only non-empty samples of \( P \), i.e., those RDR sets for which the root \( v \in R^e \).

It remains to define an appropriate importance factor to ensure we have an unbiased estimator for \( \sigma(S_M) \). We let \( INF_F \) denote the expected number of activated non-seed nodes due to seed set \( S_P \) in the absence of any mitigating campaign. In other words, \( INF_F \) is the expected influence of campaign \( P \) in the absence of any mitigating campaign while ignoring the activation of seed nodes. Consider a set \( S \) and a random RDR set \( R(S) \) rooted at \( v \) generated with IS as defined above. Define the following random variable:

\[
Y_i(S) = \begin{cases} 
S \cap R_i(v) = \omega R_i(v) & \text{if } S \text{ covers } R_i(v) \\
0 & \text{otherwise}
\end{cases}
\]

Then, we have the following lemma.

**Lemma 6.** Given a random RDR set \( R_i(v) \) generated with importance sampling rooted at \( v \), for any set \( S \subseteq V \), we have, \( \sigma(S) = E[Y_i(S)] \cdot INF_F \).

Lemma 6 states that we can estimate the expected reward of the mitigation campaign using random RDR sets generated with IS. Let \( R \) be a collection of \( \theta \) random RDR sets generated with IS and let \( W_R(S) \) be the total weight of RDR sets in \( R \) covered by a node set \( S \). Then, based on Lemmas 4, 5 and 6, we can prove:

**Corollary 1.** \( E\left[ \frac{W_R(S)}{\theta} \right] \cdot INF_F = \sigma(S) \)

**Concentration Bounds.** Next, we analyze the random variables associated with random RDR sets generated using IS. In particular, we show they have smaller variances than random RDR sets generated by RS and, as a consequence, fewer samples are required by our reverse sampling framework. Define the random variable \( Z_1(S) = Y_i(S) \cdot INF_F \). Notice that the means of \( Y_i(S) \) and \( Z_1(S) \) are \( E[Y_i(S)] = \frac{\sigma(S)}{\theta} \) and \( E[Z_1(S)] = E[Y_i(S)] \cdot INF_F = \frac{\sigma(S)}{\theta} \) respectively. If we construct a set of random variables \( Z_1(S), \ldots, Z_\theta(S) \), observe that \( \frac{\sigma(S)}{\theta} \sum_{i=1}^\theta Z_i(S) \) is an empirical estimate of \( \sigma(S) \). An important challenge is that \( INF_F \) is \#P-hard to compute. We overcome this challenge by computing an approximation of \( INF_F \) denoted \( INF_F' \), and define the random variable \( \hat{Z}_1(S) = \frac{Y_i(S)}{\theta} \cdot INF_F' \), where \( \sigma(S) \frac{INF_F}{\theta} \cdot INF_F' \). Notice that estimating \( INF_F' \) is a standard
influence estimation task, where the associated random variables form a martingale [42]. Thus, we can leverage existing solutions for the influence estimation problem [29] to efficiently compute an \((\epsilon, \delta')\)-approximation of INF. Suppose we have computed a value for INF with error \(\epsilon'\) that holds with probability \(1 - \delta'\). In order to ease the exposition, we introduce the following definition.

Definition 3. The misinformation sampling error ratio is defined as \(\Gamma = \frac{\text{INF}}{\text{INF}_F}\) where \((1 - \epsilon') \leq \Gamma \leq (1 + \epsilon')\) holds with probability \(1 - \delta'\).

The variance of \(\hat{Z}_i(S)\) satisfies the following inequality.

\[
\text{Proposition 2. } \text{Var}[\hat{Z}_i(S)] \leq 2\Gamma \frac{\sigma(S) I_{\text{INF}}}{n}.
\]

Now, we seek a form of Chernoff bounds for random variable \(\hat{Z}_i(S)\) so as to provide performance guarantees of our reverse sampling framework. A key requirement is to account for the error associated with the estimation of INF. This challenge, unique to our setting, does not arise in previous applications of IS to targeted IM [24] since the target set of nodes is pre-defined. We make use of martingale-based concentration bounds in the following.

Definition 4 (Martingale). A sequence of random variables \(Y_1, Y_2, Y_3, \ldots\) is a martingale if and only if \(\mathbb{E}[Y_i] < +\infty\) and \(\mathbb{E}[Y_i | Y_1, Y_2, \ldots, Y_{i-1}] = Y_{i-1}\) for any \(i\).

It is straightforward to show that the random variables \(\hat{Z}_i(S)\) form a martingale. Thus, the Chernoff bounds for martingales (see [42], Lemma 2) let us derive the following concentration bounds for the random variables \(\hat{Z}_i(S)\) associated with our RDR sets generated with IS, by plugging in the variance derived above. Note, we assume \(\hat{Z}_i(S)\) is not independent of \(\hat{R}_2\) on which it is being evaluated. Intuitively, we can think of \(\hat{R}_1\) as a set of nominators that nominate \(S^*\) as the IM solution and \(\hat{R}_2\) as the set of assessors that determine whether \(S^*\) is a good enough solution. Notice that, if \(S^*\) is not independent of \(\hat{R}_2\), then the evaluation of \(S^*\) could be biased.

We make the following important observation motivating our framework: the combination of nominators and assessors leveraged by the OPIM algorithm does not depend on any particular properties of the IC diffusion model, as long as it satisfies activation equivalence (Lemma 3). Thus, in view of Lemmas 4 and 5, which are weighted versions of Lemma 3 for our RDR sets in the TCIC model, we can employ a nominator-assessor framework to derive approximation guarantees for our upper and lower bounding mitigation functions. Thus, our technique and results apply to any propagation models satisfying reward equivalence.

MM Solution. Our framework for finding solutions to the upper and lower bounding objectives to the MM problem, NAMM (Nominators and Assessors for Misinformation Mitigation) is presented in Algorithm 1. During its execution, NAMM invokes the standard greedy algorithm for weighted maximum coverage to obtain a size-\(k\) seed set \(S^*\). All of the analysis in this section applies to both of the upper or lower bounding functions, \(\mu(\cdot)\) or \(\pi(\cdot)\), of the mitigation objective. Therefore, to simplify the exposition, we refer to a single abstracted objective \(\sigma(\cdot)\) in our algorithm description. The approximation guarantee of NAMM relies on two critical lemmas that establish an upper bound on the mitigation of the optimal solution \(S^*\) (\(\sigma^*(S^*)\)) and a lower bound on the mitigation of the current solution (\(\sigma^*(S^\prime)\)). After establishing an upper bound, \(N_{\text{max}}\), on the number of RDR sets required in the worst-case, we show that NAMM achieves a \((1 - 1/e - \epsilon)\)-approximation by leveraging our newly defined concentration bounds (Lemma 7). Importantly, the error associated with estimating INF must be carefully accounted for in deriving upper and lower bounds to ensure the desired approximation guarantees.

**Algorithm 1 NAMM**

**Input:** \(G, \epsilon \geq 0, 0 < \delta < 1, k\)

**Output:** An \((1 - 1/e - \epsilon)\)-optimal solution \(S^*\)

1. \(\delta' \leftarrow \frac{\delta}{2}, \epsilon' \leftarrow \frac{\epsilon}{2}, \Delta \leftarrow \delta - \delta'\)
2. compute \(\text{INF}\); an \((\epsilon', \delta')\)-approximation of INF
3. set \(N_{\text{max}}\) according to (5)
4. \(N_0 = N_{\text{max}} \cdot e^2 L^2 / \pi^2\)
5. generate two collections, \(R_1\) and \(R_2\), of random RDR sets where \(|R_1| = |R_2| = N_0\)
6. \(i_{\text{max}} = \lfloor \log_2 \left( \frac{N_{\text{max}}}{N_0} \right) \rfloor\)
7. for \(i \leftarrow 1\) to \(i_{\text{max}}\) do
8. \(S^\prime := \text{WeightedMaxCover}(R_1, k, n)\)
9. compute \(\sigma^*(S^\prime)\) and \(\sigma^*(\hat{S^\prime})\) by (6) and (7) respectively, setting \(\delta_1 = \delta_2 = \Delta / (3i_{\text{max}})\)
10. \(\alpha \leftarrow \sigma^*(S^\prime) / \sigma^*(\hat{S^\prime})\)
11. if \(\alpha \geq (1 - 1/e - \epsilon)\) or \(i = i_{\text{max}}\) then
12. return \(S^\prime\)
13. double the sizes of \(R_1\) and \(R_2\) with new random RDR sets
Deriving N_max. Tang et al. [42] derived a threshold for the maximum number of RR sets required by their IMM algorithm to ensure that a (1 − 1/\epsilon) approximation guarantee holds with probability at least 1 − \delta. We derive the corresponding threshold for the MM problem. Notably, the derivation requires a careful accounting of the error associated with estimating \text{INF}_F.

Lemma 8. Let \mathcal{R} be a collection of random RDR sets and S^* be a size-k seed set generated by applying the greedy algorithm on \mathcal{R}. For fixed \epsilon, \epsilon', and \delta, if \delta' \leq \frac{\delta}{9} and |\mathcal{R}| \geq \frac{\delta}{3} \text{OPT}(\epsilon(1+\epsilon')-2\epsilon'(1-1/\epsilon)^2)^2$, then \mathcal{S}^* is a (1 − 1/\epsilon − \epsilon')-approximate solution to OPT with at least 1 − \delta probability.

Define \Delta = \delta - \delta' and let LB \leq \text{OPT} be a lower bound of the optimal mitigation. Based on Lemma 8, we define

\[ N_{\text{max}} = \frac{8n(3+\epsilon')(1-1/\epsilon) \left[ \ln \frac{1}{\epsilon} + \ln \left( \frac{\delta}{9} \right) \right]}{3 \cdot \text{LB} \left( \epsilon(1+\epsilon')-2\epsilon'(1-1/\epsilon)^2 \right)^2}, \]

which is an upper bound on the number of RDR sets needed to guarantee a (1 − 1/\epsilon-\epsilon')-approximation w.p. \geq 1 − \Delta/3.

Deriving LB. In OPIM, a crude lower bound of k is used which ensures the number of iterations is bounded by \text{O}(\log n). By contrast, due to the objective of the MM problem, the same lower bound is no longer valid. To tackle this, we adopt ideas from the classical Maximum Influence Arborescence (MIA) [51] approach to the IM problem to derive a lower bound on OPT. The MIA framework assumes that influence only travels via the paths of maximum influence in the network and leverages the resulting structures to estimate influence spread. A MIA structure constructed from a seed set \mathcal{S} computes an activation probability \text{ap}(\mathcal{S}) for each node \nu in the arborescence. Our idea is to use a MIA to lower bound the influence of \mathcal{S}. Notice that the \text{ap}(\mathcal{S}) value gives a direct means of estimating the expected reward achieved at \nu by selecting \mathcal{S} as a seed for the mitigating campaign. In particular, we select the top-k nodes at depth 1 in a MIA constructed for \mathcal{S}, ranked by activation probabilities. Thus, the expected mitigation of the selected nodes S_{LB} is at least LB \geq 2 \cdot \sum_{\nu \in S_{LB}} \text{ap}(\nu). We replace OPT in Equation 5 with LB and note that this setting ensures that the number of iterations is still bounded by \text{O}(\log n).

Deriving \sigma(S^*). Let \Lambda_2(S^*) = \frac{\text{INF}_F}{n} \text{W}_{\mathcal{R}_1}(S^*) be the weighted coverage of \mathcal{S}^* in \mathcal{R}_2 and \theta_2 = |\mathcal{R}_2|. We have the following result.

Lemma 9. For any \delta \in (0, 1) where \epsilon = \text{ln}(1/\delta), we have

\[ \Pr \left( \sigma(S^*) \geq \left( \sqrt{\Lambda_2(S^*)} + \frac{25a}{36} \ln \frac{1}{\delta} \right)^2 - \frac{a}{36} \frac{n}{\theta_2(1+\epsilon')} \right) \geq 1 - \delta. \]

Based on Lemma 9 and a parameter \delta_2 to be discussed shortly, we set

\[ \sigma'(S^*) = \left( \sqrt{\Lambda_2(S^*)} + \frac{25 \text{ln}(1/\delta_2)}{36} - \text{ln}(1/\delta_2) \right)^2 - \frac{\text{ln}(1/\delta_2)}{36} \frac{n}{\theta_2(1+\epsilon')}, \]

Deriving \sigma''(S^*). We establish an upper bound of \sigma(S^*) from the weighted coverage of \mathcal{S}^* in \mathcal{R}_1, denoted as \Lambda_1(S^*) = \frac{\text{INF}_F}{n} \text{W}_{\mathcal{R}_1}(S^*), by leveraging the property of the greedy algorithm that ensures \Lambda_1(S^*) \geq (1 − 1/\epsilon)\Lambda_1(S^*)

Lemma 10. Let \theta_1 = |\mathcal{R}_1|. For any \delta \in (0, 1) where \epsilon = \text{ln}(1/\delta), we have

\[ \Pr \left( \sigma(S^*) \leq \left( \frac{\Lambda_1(S^*)}{1-1/\epsilon} + \delta \right)^2 + \frac{n}{\theta_1(1-\epsilon')} \right) \geq 1 - \delta. \]

Based on Lemma 10 and a parameter \delta_1 to be discussed shortly, we set

\[ \sigma''(S^*) = \left( \frac{\Lambda_1(S^*)}{1-1/\epsilon} + \text{ln}(1/\delta_1) + \text{ln}(1/\delta_1) \right)^2 - \frac{n}{\theta_1(1-\epsilon')} \]

Putting It Together. The reason NAMM ensures a (1 − 1/\epsilon - \epsilon')-approximation with probability at least 1 − \delta is as follows. First, the algorithm has at most \text{imax}_\text{opt} iterations. In each of the first \text{imax}_\text{opt} iterations, Algorithm 1 generates a size-k seed set \mathcal{S}^* and \text{sigma'}(\mathcal{S}^*) and \text{sigma''}(\mathcal{S}^*) from \mathcal{R}_2 and \mathcal{R}_1, respectively, setting \delta_1 = \delta_2 = \Delta/(3\text{NAM})_\text{opt}. Then, it computes \alpha = \text{sigma'}(\mathcal{S}^*)/\text{sigma''}(\mathcal{S}^*) as the approximation guarantee of \mathcal{S}^*. By Lemmas 9 and 10, and conditioning on the event (1-\epsilon') \leq \gamma \leq (1+\epsilon'), \alpha is correct with at least 1 − 2\Delta/(3\text{max}). By the union bound, it has at most \frac{2\Delta}{\gamma} probability to output an incorrect solution in the first \text{imax}_\text{opt} iterations. Meanwhile, in the last iteration, it returns a seed set \mathcal{S}^*_\text{opt} generated by applying the greedy algorithm on \mathcal{R}_1, with |\mathcal{R}_1| \geq \text{NAM}_\text{opt}. By Equation 5 and conditioning on the event (1-\epsilon') \leq \gamma \leq (1+\epsilon'), this ensures that \mathcal{S}^* is an (1 − 1/\epsilon - \epsilon')-approximation with at least 1 − \Delta/3 probability. Therefore, the probability that NAMM returns an incorrect solution is at most \frac{2\Delta}{\gamma} + \Delta/3 + \Delta' = \delta leading to the following regarding Algorithm 1.

Theorem 2. Algorithm 1 returns a (1 − 1/\epsilon - \epsilon')-approximate solution for \mu as well as \bar{\mu} with at least 1 − \delta probability.

Runtime. The computation overhead of NAMM consists of (i) the generation of RDR sets, (ii) the execution of greedy, and (iii) the computation of \sigma'(\mathcal{S}^*) and \sigma''(\mathcal{S}^*). Both (ii) and (iii) are linear in the number of RDR sets, therefore the time complexity of NAMM is \text{O}(\text{INF}_F \cdot \text{INF}_R \cdot \text{INF}_P \cdot \text{OPT})$, where \text{OPT} is the expected runtime required to generate an RDR set. Next, we compare EPT to the expected runtime required to generate a traditional RR set used for the IM problem allowing us to gauge the time complexity of the MM problem relative to the IM problem. Let \text{INF}_F be the largest expected influence of any size-1 node set in \mathcal{G} under the IC model. We have the following lemma.

Lemma 11. The expected runtime to generate a RDR set is given by EPT = \text{O} \left( \frac{\text{INF}_F}{n} \cdot \left( \text{INF}_F \right)^2 \right).

In contrast, the expected runtime to generate an RR set is \text{EPT}_{\text{RR}} = \text{O}(\frac{\text{INF}_F}{n} \cdot \text{INF}_F). Thus, in terms of EPT_{\text{RR}}, the expected runtime to generate an RDR set is \text{O}(\text{INF}_F + \text{EPT}_{\text{RR}} \cdot \text{INF}_F). The additional factor of \text{INF}_F in the runtime expression is explained by observing that RDR generation has to potentially perform tie-breaking (linear in \text{INF}_F) on every node reverse-reachable from the root of the RDR set. Meanwhile, the additional \text{INF}_F term follows from the necessary computation of the set of nodes influenced by \mathcal{F}.
Sandwich Algorithm. Based on the above results, the SA algorithm is given in Algorithm 2, which returns the seed set \( S^* \in \{ S_L, S_U \} \) that leads to the largest objective value w.r.t. the original objective. The solution produced by SA has the following performance guarantee due to [27].

\[
\text{Algorithm 2 Sandwich Approximation}(\mu, \bar{\mu}, G, k)
\]

1. \( S_L \leftarrow \text{NAMM}(\mu, G, k) \)
2. \( S_U \leftarrow \text{NAMM}(\bar{\mu}, G, k) \)
3. \( \text{return } S^* = \arg\max_{S \in \{S_L, S_U\}} \mu(S) \)

Anytime Algorithm. Often, in MM applications, it is advantageous to be able to know how close to the optimum the current solution at any time is, so we can stop if desired. The OPM algorithm developed for IM is such an anytime algorithm. Unlike IM, the non-submodular objective of MM complicates the development of an anytime algorithm. We overcome this challenge as follows.

Lemmas 9 and 10 are the key ingredients required for an anytime algorithm for the MM problem. We can modify Algorithm 1 to stop at a user-specified timestamp and produce a seed set along with its current approximation assurance. However, due to the non-submodular behaviour of the mitigation objective, the anytime algorithm has to generate RDR sets for both the upper and lower bounding functions simultaneously in order to apply Algorithm 2 on the resulting anytime solutions. Formally, for each of the submodular bounding functions, the collections \( R_1 \) and \( R_2 \) of RDR sets that have been generated so far, our anytime algorithm derives a size-\( k \) seed set \( S^* \) and derives \( \alpha^L(S^*) \) and \( \alpha^H(S^*) \) from \( R_2 \) and \( R_1 \), respectively, and returns \( \alpha \leftarrow \alpha^L(S^*)/\alpha^H(S^*) \) as the approximation guarantee of \( S^* \). By Lemmas 9 and 10, \( \alpha \) is correct with at least \( 1 - \delta_1 - \delta_2 \) probability. Therefore, setting \( \delta_1 = \delta_2 = \delta/2 \) suffices to ensure the failure probability does not exceed \( \delta \).

6 EXPERIMENTS

Setup. We perform experiments on 5 real networks. The seeds for campaign \( F \) are generated in two ways. First, we sample a small number of nodes from the top-\( k \) most influential nodes in the network to simulate the spread of fake news by a few popular users in the network. Second, we sample a larger number of users at random from the network to simulate the coordinated spread of misinformation by several bots or newly created puppet accounts. Figures for each network depict the results for influential fake seeds (left) and random fake seeds (right). In our experiments, the mitigation achieved by the final algorithm is evaluated by 20K Monte Carlo simulations. All experiments are performed on a Linux machine with Intel Xeon 2.6 GHz CPU and 128 GB RAM.

Networks. Table 2 summarizes the networks and their characteristics. Flixster is mined from a social movie site and a strongly connected component is extracted. Gnutella is a peer-to-peer file sharing network. Douban is a Chinese social network, where users rate books, movies, music, etc. All movie and book ratings of the users in the graph are crawled separately to derive two datasets from book and movie ratings: Douban-Book and Douban-Movie. Finally DBLP, a peer collaboration network, is a large network that we use to test scalability.

Baseline. Since there is no previous algorithm explicitly addressing the model and reward function considered in this paper, we compare the mitigation achieved by NAMM against the following baselines. IMM [42] is a state-of-the-art solution for the IM problem. The Influentinal baseline selects seeds from the out-neighbors of the fake seeds, where a preference is given to nodes connected by a high probability edge. Random is a baseline method which selects the seeds randomly.

| Network | Nodes | Edges | Avg. Degree | Type |
|---------|-------|-------|-------------|------|
| Gnutella | 6.3K  | 7.6K  | 34.9K | 23.3K | dir |
| Flixster | 20.8K | 75.7K | 141K | 274K | undir |
| D-B | 2.1M | 6.72 | 141K | 274K | undir |
| D-M | 317K | 3.3 | 6.5 | 7.9 | undir |

Table 2: Network Statistics.
complete cellphone interactions with 74,840 articles from 30 news websites in the month of September 2015. Overall, short-form news stories (< 1000 words) represent 76% of the articles while long-form articles (≥ 1000 words) account for the remaining 24% of articles. The authors observe that on short-form and long-form articles users spend on average 57 seconds and 123 seconds reading, respectively. Further, a more fine-grained breakdown of average reading times reveals a distribution that closely resembles a geometric distribution. Based on these observations, we generate a sample distribution of reading times from a geometric distribution parameterized by \( p = 1/57 \) with probability 0.76 and \( p = 1/123 \) with probability 0.24 reflecting the distribution of short-form and long-form articles. Finally, we apply the bias-corrected maximum likelihood estimator for geometric distributions [9] to learn an AW length parameterization of 74 seconds.

Finally, AW lengths must be normalized to the length of a single hop in our model, which corresponds to the base propagation rate of misinformation measured in seconds. We learned a normalization factor from a collection of retweet cascades of misinformation crawled from Twitter during Oct. 10–Nov. 10, 2020. We extract the distribution of retweet intervals from the cascades and clean the distribution by removing the effect of bots that are programmed to instantly retweet particular accounts, by removing intervals of length less than 3 seconds. We observed that the resulting distribution closely resembles a geometric distribution. As a result, we apply the bias-corrected maximum likelihood estimator for geometric distributions [9] to learn a base propagation rate of 200 seconds for campaign \( F \).

Mitigation Results. Across all datasets our NAMM algorithm significantly outperforms the baselines in terms of mitigation achieved. Among the baselines, IMM typically outperforms the rest and even produces the best mitigation on Douban-Movie under random fake seeds illustrating that, in some specific scenarios, a “blanket” approach that tries to spread the truth blindly to as much of the network as possible may outperform a more targeted approach. Fig. 3, 4, & 5 also show lower bounds on the data-dependent approximation guarantee (Lemma 12) achieved by NAMM. Specifically, we compute \( \mu(S_f^t) \) which acts as a lower bound on the data-dependent guarantee of NAMM. Across all datasets we observe that \( \beta > 0.6 \) and that \( \beta \) is typically better when the fake seeds are chosen at random. In Fig. 6 we plot the reward breakdown achieved by NAMM on Gnutella and Douban-Book where the blue (red) component refers to the the fraction of nodes for which a reward of 2 (1) was achieved. We observe a strong tendency for reward 2 nodes to dominate the total reward breakdown. In particular, on Gnutella, over 99% of the reward is due to winning outright under both influential and random fake seeds.

Running Time. Next, we investigate the running time achieved when leveraging importance sampling (IS) compared to rejection sampling (RS). We observe three interesting parameter domains exhibiting different behaviours.

First, on the medium datasets (Fig. 7, middle two), we observe that RS is typically faster than IS. To explain, consider the competing mechanisms at play that contribute to running time. On the one hand, RS typically requires more iterations of NAMM to terminate due to the possibility of generating “empty” RDR sets that do not contribute reward signal. On the other hand, IS incurs additional runtime overhead as it is required to maintain and manage significantly more state than RS. Recall, under IS, the root of the RDR set is selected from \( R_x^n \). Thus, in order to faithfully represent the possible world, the traversal tree from this first phase must be constructed and stored for every sample generated under IS. Further, in order to ensure efficient edge liveness lookups in the backward traversal, the edges traversed by \( F \) must be sorted, incurring additional overhead. Note, we also tested storing these live edges in a hashmap, but observed an increase in runtime.

Interestingly, this trend is reversed in one parameter domain and mixed in another. First, while NAMM terminates as soon as a \((1 - 1/e - \epsilon)\) approximation guarantee is achieved for each of the upper and lower bounding functions, the algorithm can be run beyond such a threshold. In the left plots of Fig. 7 we observe that there is not a clear winner when the guarantee \( \alpha \) is increased beyond \((1 - 1/e - \epsilon)\). Second, on the large dataset (right of Fig. 7) we see that IS outperforms RS for larger seed set sizes. In this regime, the cost of additional iterations of NAMM outweighs the cost of additional state management.

Alternative Parameter Settings. We conduct experiments that consider how the ability to mitigate the spread of fake news is impacted by varying the reading probabilities, activation window lengths and meeting delays. In particular, we are interested in determining if mitigation can improve when users are more likely to click through and read an article, spend more time reading and considering the content and/or are exposed to true information with a similar propagation rate as false information.

Table 3 shows the effects of varying meeting delays on Flixster.

| FSTop | FSRan |
|-------|-------|
| \( NAMM \) | Inf | Prox | Ran | Inf | Prox | Ran | Inf | Prox | Ran |
| 3 - 0.08 | 0.34 | 0.10 | 0.43 | 0.40 | 0.03 | 0.47 | 0.47 |
| 4 - 0.04 | 0.13 | 0.08 | 0.40 | 0.40 | 0.03 | 0.34 | 0.34 |
| 5 - 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |

Table 3: Effect of varying meeting delays on Flixster.
In real deployment, we may not have the exact ground truth values of the parameters. How robust are our solutions in the face of possibly imperfect temporal parameter settings? Also, how do our solutions compare with models such as CIC which have no temporal parameters? In Tables 5 and 6 we show the Jaccard similarity between seed sets selected under a fixed ground truth, corresponding to the default parameter settings of TCIC, and those selected when the temporal parameters are perturbed and/or ignored. Specifically, we generate solutions after perturbing each of the meeting delay, activation window length, reading probability, and base propagation rate parameters with 5 & 10% Gaussian noise (P5 and P10). Additionally, we consider solutions generated with all temporal parameters "turned off", i.e., all meetings delays set to 1 and activation window lengths of 0, which reduces TCIC to CIC. We observe that perturbed solutions retain high similarity with the ground truth seed sets across both influential and random fake seeds. Furthermore, the similarity is always greater compared to seed sets generated under CIC, highlighting the importance of capturing the differential propagation rates of truth and misinformation. Finally, the relative drop in mitigation for solutions generated under CIC is up to 20% and 4.62% on Flixster and Douban-Book respectively.

### 7 RELATED WORK

**Influence Maximization.** The IM problem was formulated as a discrete optimization problem by Kempe et al. [19] where the
independent cascade (IC) and linear threshold (LT) models were introduced. Since then, various aspects of IM, and its variants, have been extensively studied (see [7, 23] for surveys). State-of-the-art IM solutions [15, 30, 41–43] rely on reverse sampling for their efficiency. Our edge-level time-delayed propagation is similar to the diffusion dynamics captured by the IC-M model of [8] set in a single campaign propagation setting to model the log-in and log-out behaviour of users. The concept of a time-sensitive reward function was considered in [21, 26] to better model time-sensitive information such as product sales. IM under competition is studied in [3, 25, 27] among others. Finally, models that distinguish between awareness and adoption have been considered in [2, 27].

**Misinformation Mitigation.** The MM problem was first studied under an independent cascade model by Budak et al. [6] and under a linear threshold model in [11, 14]. In both settings, the objective is shown to be monotone and submodular, thus the greedy algorithm provides a \((1 - 1/e)\)-approximation. Subsequently, there have been a number of works that either study variants of the classical MM problem or improve the running time of the greedy approach. The related problem of determining the budget required to reach a threshold mitigation level is investigated in [11, 33, 34].

Each of [36, 39, 40, 44, 46, 47] considers MM variants under models that ignore the temporal nature of misinformation propagation. Roughly speaking, they parallel the improvements made in reverse sampling frameworks developed for the IM problem. Most relevant, [40] uses a competitive IC model augmented with meeting events that are shared by both campaigns. Thus, the observed difference in propagation rates between fake and true information is not captured. Notably, none of the above studies incorporates activation windows or a reward function that is time-critical.

Finally, related versions of the MM problem have been investigated by other communities including crowd-sourced mitigation [22, 48], epidemiology [20, 35, 38, 50, 52, 53], and ML [12, 45]. In particular, the epidemiology community focuses on preemptive strategies, without propagation for the mitigating side, that limit the susceptibility of a network, and consider propagation models without the temporal notions we study. The ML approaches aim to learn mitigation strategies trained on a fixed input graph which limits their transferability to new graph instances. Recently, Juul et al. [17] repeat the comparison of the spread of fake and true news conducted by [49] on two subsampled datasets with exactly the same size distribution. Interestingly, they find that under these conditions, the propagation characteristics become indistinguishable, which has important consequences for misinformation detection. We note that our work focuses on the general case where the propagation differences observed by Vosoughi et al. [49] do hold. In particular, the authors of [17] confirm that false and true information propagate at different rates when the naturally occurring cascade size distributions remain unaltered.

## 8 CONCLUSION AND FUTURE WORK

In this paper, we address a major shortcoming of existing MM propagation models by introducing the TCIC model, which captures important temporal aspects of fake news diffusion and formulate a time-sensitive variant of the MM problem. We prove our mitigation objective is non-submodular and develop submodular upper and lower bounding functions to sandwich the objective and provide data-dependent approximation guarantees. Finally, we propose a reverse sampling framework that provides \((1 - 1/e - \epsilon)\)-approximate solutions to our bounding functions and present an anytime version of our approach. Using experiments over five datasets, we demonstrate that our NAMM algorithm outperforms various baselines including those that are oblivious to time-critical aspects.

The techniques developed here are applicable to other problem settings. In the filter bubble problem, multiple conflicting opinions propagate in a social network and the goal is to ensure balanced exposure. As the set of users adopting any particular opinion is stochastic, our NAMM algorithm can be applied to help obtain a more balanced exposure. Further, revisit the “classic” competitive IM problem, where realistically the diffusion rates of companies/brands may differ owing to differences in reputation and marketing strategies. In this case, NAMM can be applied for the competitive IM problem from a follower perspective. Notice that previous techniques for competitive IM do not apply to this setting.

For simplicity of exposition, we considered a fixed set of fake seeds. However, our proposed solution retains its guarantees even when the fake seeds are not known exactly but are chosen from a distribution. It is interesting to study the scenario where the fake seed set is dynamically evolving. This is closely tied with adaptive influence maximization, and we leave it for future work.
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