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Abstract

We consider the problem of transmission of several distributed sources over a multiple access channel (MAC) with side information at the sources and the decoder. Source-channel separation does not hold for this channel. Sufficient conditions are provided for transmission of sources with a given distortion. The source and/or the channel could have continuous alphabets (thus Gaussian sources and Gaussian MACs are special cases). Various previous results are obtained as special cases. We also provide several good joint source-channel coding schemes for a discrete/continuous source and discrete/continuous alphabet channel. Channels with feedback and fading are also considered.
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1 Introduction

In this report we consider the transmission of various sources over a multiple access channel (MAC). We survey the result available when the system may have side information at the sources and/or at the decoder. We also consider a MAC with feedback or when the channel experiences time varying fading.

This system does not satisfy source-channel separation ([21]). Thus for optimum transmission one needs to consider joint source-channel coding. Thus we will provide several good joint source-channel coding schemes. Although this topic has been studied for last several decades, one recent mo-
tivation is the problem of estimating a random field via sensor networks. Sensor nodes have limited computational and storage capabilities and very limited energy [3]. These sensor nodes need to transmit their observations to a fusion center which uses this data to estimate the sensed random field. Since transmission is very energy intensive, it is important to minimize it.

The proximity of the sensing nodes to each other induces high correlations between the observations of adjacent sensors. One can exploit these correlations to compress the transmitted data significantly. Furthermore, some of the nodes can be more powerful and can act as cluster heads ([6]). Neighboring nodes can first transmit their data to a cluster head which can further compress information before transmission to the fusion center. The transmission of data from sensor nodes to their cluster-head is usually through a MAC. At the fusion center the underlying physical process is estimated. The main trade-off possible is between the rates at which the sensors send their observations and the distortion incurred in the estimation at the fusion center. The availability of side information at the encoders and/or the decoder can reduce the rate of transmission ([82],[31]).

The above considerations open up new interesting problems in multi-user information theory and the quest for finding the optimal performance for various models of sources, channels and side information have made this an active area of research. The optimal solution is unknown except in a few simple cases. In this report a joint source-channel coding approach is discussed under various assumptions on side information and distortion criteria. Sufficient conditions for transmission of discrete/continuous alphabet sources over a discrete/continuous alphabet MAC are given. These results generalize the previous results available on this problem.

The report is organized as follows. Section 2 provides the background and surveys the related literature. Transmission of distributed sources over a MAC with side information is considered in section 3. The sources and the channel alphabets can be continuous or discrete. Several previous results are recovered as special cases in section 4. Section 5 considers the important case of transmission of discrete correlated sources over a Gaussian MAC (GMAC) and presents a new coding scheme. Section 6 discusses several joint source-channel coding schemes for transmission of Gaussian sources over a GMAC and compares their performance. It also suggests coding schemes for general continuous sources over a GMAC. Transmission of correlated sources over orthogonal channels is considered in section 7. Section 8 discusses a MAC with feedback. A MAC with multi path fading is addressed in section 9. Section 10 provides practical schemes for joint source-channel coding. Section 11 gives the directions for future research and section 12
concludes the report.

2 Background

In the following we survey the related literature. Ahlswede ([11]) and Liao ([17]) obtained the capacity region of a discrete memoryless MAC with independent inputs. Cover, El Gamal and Salehi in [21] made further significant progress by providing sufficient conditions for transmitting losslessly correlated observations over a MAC. They proposed a ‘correlation preserving’ scheme for transmitting the sources. This mapping is extended to a more general system with several principle sources and several side information sources subject to cross observations at the encoders in [2]. However single letter characterization of the capacity region is still unknown. Indeed Duek [25] proved that the conditions given in [21] are only sufficient and may not be necessary. In [40] a single letter upper bound for the problem is obtained. It is also shown in [21] that the source-channel separation does not hold in this case. The authors in [65] obtain a condition for separation to hold in a multiple access channel.

The capacity region for distributed lossless source coding problem is given in the classic paper by Slepian and Wolf ([69]). Cover ([20]) extended Slepian-Wolf results to an arbitrary number of discrete, ergodic sources using a technique called ‘random binning’. Other related papers on this problem are [8], [2].

Inspired by Slepian-Wolf results, Wyner and Ziv [82] obtained the rate distortion function for source coding with side information at the decoder. Unlike for the lossless case, it is shown that the knowledge of the side information at the encoders in addition to the decoder, permits the transmission at a lower rate. The latter result when encoder and decoder have side information was first obtained by Gray and is known as conditional rate distortion function (See [11]). Related work on side information coding is [7, 58, 24]. The lossy version of Slepian-Wolf problem is called multi-terminal source coding problem and despite numerous attempts (e.g., [12], [51]) the exact rate region is not known except for a few special cases. First major advancement was in Berger and Tung ([11]) where an inner and an outer bound on the rate distortion region was obtained. Lossy coding of continuous sources at the high resolution limit is given in [87] where an explicit single-letter bound is obtained. Gastpar ([32]) derived an inner and an outer bound with side information and proved the tightness of his bounds when the sources are conditionally independent given the side information. The
authors in [72] obtain inner and outer bounds on the rate region with side information at the encoders and the decoder. References [71], [64] extend the result in [72] by requiring the encoders to communicate over a MAC, i.e., they obtain sufficient conditions for transmission of correlated sources over a MAC with given distortion constraints. In [53] achievable rate region for a MAC with correlated sources and feedback is given.

The distributed Gaussian source coding problem is discussed in [54], [76]. Exact rate region is provided in [76]. The capacity of a Gaussian MAC (GMAC) with feedback is given in [56]. In [44] a necessary and two sufficient conditions for transmitting a jointly Gaussian source over a GMAC are provided. It is shown that the amplify and forward scheme is optimal below a certain SNR determined by source correlations. The performance comparison of the schemes given in [44] with a Separation based scheme is given in [63]. GMAC under received power constraints is studied in [30] and it is shown that the source-channel separation holds in this case.

In [33] the authors discuss a joint source channel coding scheme over a MAC and show the scaling behavior for the Gaussian channel. A Gaussian sensor network in distributed and collaborative setting is studied in [38]. The authors show that it is better to compress the local estimates than to compress the raw data. The scaling laws for a many-to-one data-gathering channel are discussed in [29]. It is shown that the transport capacity of the network scales as $O(\log N)$ when the number of sensors $N$ grows to infinity and the total average power remains fixed. The scaling laws for the problem without side information are discussed in [34] and it is shown that separating source coding from channel coding may require exponential growth, as a function of number of sensors, in communication bandwidth. A lower bound on best achievable distortion as a function of the number of sensors, total transmit power, the degrees of freedom of the underlying process and the spatio-temporal communication bandwidth is given.

The joint source-channel coding problem also bears relationship to the CEO problem [13]. In this problem, multiple encoders observe different, noisy versions of a single information source and communicate it to a single decoder called the CEO which is required to reconstruct the source within a certain distortion. The Gaussian version of the CEO problem is studied in [55].

When Time Division Multiple Access (TDMA), Code Division Multiple Access (CDMA) or Frequency Division Multiple Access (FDMA) are used then a MAC becomes a system of orthogonal channels. These protocols, although suboptimal are frequently used in practice and hence have been extensively studied ([23], [60]). Lossless transmission of correlated sources
over orthogonal channels is addressed in [9]. The authors prove that the 
source-channel separation holds for this system. They also obtain the exact 
rate region. Reference [8] extends these results to the lossy case and shows 
that separation holds for the lossy case too. Distributed scalar quantizers 
were designed for correlated Gaussian sources and independent Gaussian 
channels in [77].

The information-theoretic and communication features of a fading MAC 
are given in an excellent survey paper [14]. A survey of practical schemes 
for distributed source coding for sensor networks is given in [84]. Practical 
schemes for distributed source coding are also provided in [59], [19].

3 Transmission of correlated sources over a MAC

In this section we consider the transmission of memoryless dependent sources, 
through a memoryless multiple access channel (Fig. 1). The sources and/or 
the channel input/output alphabets can be discrete or continuous. Fur-
thermore, side information may be available at the encoders and the de-
coder. Thus our system is very general and covers many systems studied 
over the years as special cases. We consider two sources \((U_1, U_2)\) and

![Figure 1: Transmission of correlated sources over a MAC with side information](image)

side information random variables \(Z_1, Z_2, Z\) with a known joint distribution \(F(u_1, u_2, z_1, z_2, z)\). Side information \(Z_i\) is available to encoder \(i, i \in \{1, 2\}\) 
and the decoder has side information \(Z\). The random vector sequence 
\(\{(U_1n, U_2n, Z_1n, Z_2n, Z_n), n \geq 1\}\) formed from the source outputs and the side information with distribution \(F\) is independent identically distributed (\(iid\)) in time. The sources transmit their codewords \(X_i\)'s to a single decoder through a memoryless multiple access channel. The channel output \(Y\) 
has distribution \(p(y|x_1, x_2)\) if \(x_1\) and \(x_2\) are transmitted at that time. The
decoder receives $Y$ and also has access to the side information $Z$. The encoders at the two users do not communicate with each other except via the side information. It uses $Y$ and $Z$ to estimate the sensor observations $U_i$, $i \in \{1, 2\}$. It is of interest to find encoders and a decoder such that $\{U_{1n}, U_{2n}, n \geq 1\}$ can be transmitted over the given MAC with $E[d_1(U_1, \hat{U}_1)] \leq D_1$ and $E[d_2(U_2, \hat{U}_2)] \leq D_2$ where $d_i$ are non-negative distortion measures and $D_i$ are the given distortion constraints. If the distortion measures are unbounded we assume that $u^*_i$, $i = 1, 2$ exist such that $E[d_i(U_i, u^*_i)] < \infty$, $i = 1, 2$. Source channel separation does not hold in this case.

For discrete sources a common distortion measure is Hamming distance
\[
d(x, x') = \begin{cases} 1 & \text{if } x \neq x', \\ 0 & \text{if } x = x'. \end{cases}
\]

For continuous alphabet sources the most common distortion measure is $d(x, x') = (x - x')^2$.

We will denote $\{U_{ij}, j = 1, 2, ..., n\}$ by $U^n_i, i = 1, 2$.

**Definition 1** The source $(U^n_1, U^n_2)$ can be transmitted over the multiple access channel with distortions $D^\Delta (D_1, D_2)$ if for any $\epsilon > 0$ there is an $n_0$ such that for all $n > n_0$ there exist encoders $f^n_{E,i}: U^n_i \times Z^n \rightarrow X^n_i, i \in \{1, 2\}$ and a decoder $f^n_B: Y^n \times Z^n \rightarrow (\hat{U}^n_1, \hat{U}^n_2)$ such that $\frac{1}{n}E\left[\sum_{i=1}^{n} d(U_{ij}, \hat{U}_{ij})\right] \leq D_i + \epsilon, i \in \{1, 2\}$ where $(\hat{U}^n_1, \hat{U}^n_2) = f_B(Y^n, Z^n), U_i, Z_i, X_i, Y, U_i$ are the sets in which $U_i, Z_i, X_i, Y_i, U_i$ take values.

We denote the joint distribution of $(U_1, U_2)$ by $p(u_1, u_2)$ and let $p(y|x_1, x_2)$ be the transition probabilities of the MAC. Since the MAC is memoryless, $p(y^n|x_1^n, x_2^n) = \prod_{j=1}^{n} p(y_j|x_{1j}, x_{2j})$. $X \leftrightarrow Y \leftrightarrow Z$ will indicate that $\{X, Y, Z\}$ form a Markov chain.

Now we state the main Theorem.

**Theorem 1** A source can be transmitted over the multiple access channel with distortions $(D_1, D_2)$ if there exist random variables $(W_1, W_2, X_1, X_2)$ such that

1. $p(u_1, u_2, z_1, z_2, z, w_1, w_2, x_1, x_2, y) = p(u_1, u_2, z_1, z_2, z)p(w_1|u_1, z_1)p(w_2|u_2, z_2)p(x_1|w_1)p(x_2|w_2)p(y|x_1, x_2)$
2. there exists a function $f_D: \mathcal{W}_1 \times \mathcal{W}_2 \times \mathcal{Z} \to (\hat{\mathcal{U}}_1 \times \hat{\mathcal{U}}_2)$ such that $E[d(U_i, \hat{U}_i)] \leq D_i$, $i = 1, 2$, where $(\hat{\mathcal{U}}_1, \hat{\mathcal{U}}_2) = f_D(W_1, W_2, Z)$ and the constraints

$$
I(U_1, Z_1; W_1 | W_2, Z) < I(X_1; Y | X_2, W_2, Z),
$$

$$
I(U_2, Z_2; W_2 | W_1, Z) < I(X_2; Y | X_1, W_1, Z),
$$

$$
I(U_1, U_2, Z_1, Z_2; W_1, W_2 | Z) < I(X_1, X_2; Y | Z)
$$

are satisfied where $\mathcal{W}_i$ are the sets in which $W_i$ take values.

In Theorem 1 the encoding scheme involves distributed quantization $(W_1, W_2)$ of the sources $(U_1, U_2)$ and the side information $Z_1, Z_2$ followed by correlation preserving mapping to the channel codewords $(X_1, X_2)$. The decoding approach involves first decoding $(W_1, W_2)$ and then obtaining estimate $(\hat{U}_1, \hat{U}_2)$ as a function of $(W_1, W_2)$ and the decoder side information $Z$. The proof of the theorem is given in Appendix A.

If the channel alphabets are continuous (e.g., GMAC) then in addition to the conditions in Theorem 1 certain power constraints $E[X_i^2] \leq P_i$, $i = 1, 2$ are also needed.

For the discrete sources to recover the results with lossless transmission one can use Hamming distance as the distortion measure.

If the source-channel separation holds then one can talk about the capacity region of the channel. For example, when there is no side information $Z_1, Z_2, Z$ and the sources are independent then we obtain the rate region

$$
R_1 \leq I(X_1; Y | X_2), \quad R_2 \leq I(X_2; Y | X_1),
$$

$$
R_1 + R_2 \leq I(X_1, X_2; Y).
$$

(2)

This is the well known rate region of a MAC ([23]). Other special cases will be provided in Sec. 4.

In Theorem 1 it is possible to include other distortion constraints. For example, in addition to the bounds on $E[d(U_i, \hat{U}_i)]$ one may want a bound on the joint distortion $E[d((U_1, U_2), (\hat{U}_1, \hat{U}_2))]$. Then the only modification needed in the statement of the above theorem is to include this also as a condition in defining $f_D$.

If we only want to estimate a function $g(U_1, U_2)$ at the decoder and not $(U_1, U_2)$ themselves, then again one can use the techniques in proof of Theorem 1 to obtain sufficient conditions. Depending upon $g$, the conditions needed may be weaker than those needed in 1.
The main problem in using Theorem 1 is in obtaining good source-channel coding schemes providing \((W_1, W_2, X_1, X_2)\) which satisfy the conditions in the theorem for a given source \((U_1, U_2)\) and channel. A substantial part of this report will be devoted to this problem.

3.1 Extension to multiple sources

The above results can be generalized to the multiple \((\geq 2)\) source case. Let \(S = 1, 2, ..., M\) be the set of sources with joint distribution \(p(u_1, u_2, ..., u_M)\).

**Theorem 2** Sources \((U_i^n, i \in S)\) can be communicated in a distributed fashion over the memoryless multiple access channel \(p(y|x_i, i \in S)\) with distortions \((D_i, i \in S)\) if there exist auxiliary random variables \((W_i, X_i, i \in S)\) satisfying

1. \(p(u_i, z_i, z, w_i, x_i, y, i \in S) = p(u_i, z_i, z, i \in S)p(y|x_i, i \in S)\prod_{j \in S} p(w_j|u_j, z_j)p(x_j|w_j)\)

2. There exists a function \(f_D : \prod_{j \in S} W_j \times Z \rightarrow (\hat{U}_i, i \in S)\) such that \(E[d(U_i, \hat{U}_i)] \leq D_i, i \in S\) and the constraints

\[
I(U_A, Z_A; W_A|W_{A^c}, Z) < I(X_A; Y|X_{A^c}, W_{A^c}, Z) \quad \text{for all } A \subset S \tag{3}
\]

are satisfied (in case of continuous channel alphabets we also need the power constraints \(E[X_i^2] \leq P_i, i = 1, ..., M\)).

3.2 Example

We provide an example to show the reduction possible in transmission rates by exploiting the correlation between the sources, the side information and the permissible distortions.

Consider \((U_1, U_2)\) with the joint distribution: \(P(U_1 = 0; U_2 = 0) = P(U_1 = 1; U_2 = 1) = 1/3; P(U_1 = 1; U_2 = 0) = P(U_1 = 0; U_2 = 1) = 1/6\).

If we use independent encoders which do not exploit the correlation among the sources then we need \(R_1 \geq H(U_1) = 1\) bit and \(R_2 \geq H(U_2) = 1\) bit for lossless coding of the sources. If we use the coding scheme in [69], then \(R_1 \geq H(U_1|U_2) = 0.918\) bits, \(R_2 \geq H(U_2|U_1) = 0.918\) bits and \(R_1 + R_2 \geq H(U_1, U_2) = 1.918\) bits suffice.

Next consider a multiple access channel such that \(Y = X_1 + X_2\) where \(X_1\) and \(X_2\) take values from the alphabet \(\{0, 1\}\) and \(Y\) takes values from the
alphabet \{0, 1, 2\}. This does not satisfy the separation conditions \[65\]. The sum capacity \(C\) of such a channel with independent \(X_1\) and \(X_2\) is 1.5 bits and if we use source-channel separation, the given sources cannot be transmitted losslessly because \(H(U_1, U_2) > C\). Now we use a joint source-channel code to improve the capacity of the channel. Take \(X_1 = U_1\) and \(X_2 = U_2\). Then the capacity of the channel is improved to \(I(X_1, X_2; Y) = 1.585\) bits. This is still not enough to transmit the sources over the given MAC. Next we exploit the side information.

The side-information random variables are generated as follows. \(Z_1\) is generated from \(U_2\) by using a binary symmetric channel (BSC) with crossover probability \(p = 0.3\). Similarly \(Z_2\) is generated from \(U_1\) by using the same BSC. Let \(Z = (Z_1, Z_2, V)\), where \(V = U_1.U_2.N\), \(N\) is a binary random variable with \(P(N = 0) = P(N = 1) = 0.5\) independent of \(U_1\) and \(U_2\) and ‘.’ denotes the logical AND operation. This denotes the case when the decoder can observe the encoder side information and also has some extra side information. Then from \[11\] if we use just the side information \(Z_1\) the sum rate for the sources needs to be 1.8 bits. By symmetry the same holds if we only have \(Z_2\). If we use \(Z_1\) and \(Z_2\) then we can use the sum rate 1.683 bits. If only \(V\) is used then the sum rate needed is 1.606 bits. So far we can still not transmit \((U_1, U_2)\) losslessly if we use the coding \(U_i = X_i\), \(i = 1, 2\). If all the information in \(Z_1, Z_2, V\) is used then we need \(R_1 + R_2 \geq 1.4120\) bits. Thus with the aid of \(Z_1, Z_2, Z\) we can transmit \((U_1, U_2)\) losslessly over the MAC even with independent \(X_1\) and \(X_2\).

Next we consider the distortion criterion to be the Hamming distance and the allowable distortion as 4\%. Then for compressing the individual sources without side information we need \(R_i \geq H(p) - H(d) = 0.758\) bits, \(i = 1, 2\), where \(H(x) = -x\log_2(x) - (1 - x)\log_2(1 - x)\). Thus we still cannot transmit \((U_1, U_2)\) with this distortion when \((X_1, X_2)\) are independent. If \(U_1\) and \(U_2\) are encoded, exploiting their correlations, \((X_1, X_2)\) can be correlated. Next assume the side information \(Z = (Z_1, Z_2)\) to be available at the decoder only. Then we need \(R_1 \geq I(U_1; W_1) - I(Z_1; W_1)\) where \(W_1\) is an auxiliary random variable generated from \(U_1\). \(W_1\) and \(Z_1\) are related by a cascade of a BSC with crossover probability 0.3 with a BSC with crossover probability 0.04. This implies that \(R_1 \geq 0.6577\) bits and \(R_2 \geq 0.6577\) bits.

### 4 Special Cases

In the following we provide several systems studied in literature as special cases. The practically important special cases of GMAC and orthogonal
channels will be studied in detail in later sections. There we will discuss several specific joint source-channel coding schemes for these and compare their performance.

4.1 Lossless multiple access communication with correlated sources

Take \((Z_1, Z_2, Z) \perp (U_1, U_2)\) (\(X \perp Y\) denotes that r.v. \(X\) is independent of r.v. \(Y\)) and \(W_1 = U_1\) and \(W_2 = U_2\) where \(U_1, U_2\) are discrete sources. Then the constraints of (1) reduce to

\[
\begin{align*}
H(U_1 | U_2) &< I(X_1; Y | X_2, U_2), \\
H(U_2 | U_1) &< I(X_2; Y | X_1, U_1), \\
H(U_1, U_2) &< I(X_1, X_2; Y)
\end{align*}
\]

(4)

where \(X_1, X_2\) are the channel inputs, \(Y\) is the channel output and \(X_1 \leftrightarrow U_1 \leftrightarrow U_2 \leftrightarrow X_2\) is satisfied. These are the conditions obtained in [21].

4.2 Lossy multiple access communication

Take \((Z_1, Z_2, Z) \perp (U_1, U_2)\). In this case the constraints in (1) reduce to

\[
\begin{align*}
I(U_1; W_1 | W_2) &< I(X_1; Y | X_2, W_2), \\
I(U_2; W_2 | W_1) &< I(X_2; Y | X_1, W_1), \\
I(U_1, U_2; W_1, W_2) &< I(X_1, X_2; Y).
\end{align*}
\]

(5)

This is an immediate generalization of [21] to the lossy case.

4.3 Lossy distributed source coding with side information

The multiple access channel is taken as a dummy channel which reproduces its inputs. In this case we obtain that the sources can be coded with rates \(R_1\) and \(R_2\) to obtain the specified distortions at the decoder if

\[
\begin{align*}
R_1 &> I(U_1, Z_1; W_1 | W_2, Z), \\
R_2 &> I(U_2, Z_2; W_2 | W_1, Z), \\
R_1 + R_2 &> I(U_1, U_2, Z_1, Z_2; W_1, W_2 | Z).
\end{align*}
\]

(6)

This recovers the result in [72], and generalizes the results in [82, 31, 69].
4.4 Correlated sources with lossless transmission over multiuser channels with receiver side information

If we consider \((Z_1, Z_2) \perp (U_1, U_2)\), \(W_1 = U_1\) and \(W_2 = U_2\) then we recover the conditions

\[
\begin{align*}
H(U_1|U_2, Z) &< I(X_1; Y|X_2, U_2, Z), \\
H(U_2|U_1, Z) &< I(X_2; Y|X_1, U_1, Z), \\
H(U_1, U_2|Z) &< I(X_1, X_2; Y|Z)
\end{align*}
\]

in Theorem 2.1 in [37].

4.5 Mixed Side Information

The aim is to determine the rate distortion function for transmitting a source \(X\) with the aid of side information \((Y, Z)\) (system in Fig 1(c) of [27]). The encoder is provided with \(Y\) and the decoder has access to both \(Y\) and \(Z\). This represents the Mixed side information (MSI) system which combines the conditional rate distortion system and the Wyner-Ziv system. This has the system in Fig 1(a) and (b) of [27] as special cases. The results of Fig 1(c) can be recovered from our Theorem if we take \(X, Y, Z, W\) in [27] as \(U_1 = X, Z = (Z, Y), Z_1 = Y, W_1 = W, U_2\) and \(Z_2\) are taken to be constants.

The acceptable rate region is given by \(R > I(X, W|Y, Z)\), where \(W\) is a random variable with the property \(W \leftrightarrow (X, Y) \leftrightarrow Z\) and for which there exists a decoder function such that the distortion constraints are met.

5 Discrete Alphabet Sources over Gaussian MAC

This system is practically very useful. For example, in a sensor network, the observations sensed by the sensor nodes are discretized and then transmitted over a GMAC. The physical proximity of the sensor nodes makes their observations correlated. This correlation can be exploited to compress the transmitted data. We present a distributed ‘correlation preserving’ joint source-channel coding scheme yielding jointly Gaussian channel codewords which will be shown to compress the data efficiently. This coding scheme was developed in [62].

Sufficient conditions for lossless transmission of two discrete sources \((U_1, U_2)\) (generating iid sequences in time) over a general MAC with no
side information are obtained in (4) and reproduced below for convenience

$$H(U_1|U_2) < I(X_1;Y|X_2,U_2),$$
$$H(U_2|U_1) < I(X_2;Y|X_1,U_1),$$
$$H(U_1,U_2) < I(X_1,X_2;Y).$$

(8)

where $X_1 \leftrightarrow U_1 \leftrightarrow U_2 \leftrightarrow X_2$ is satisfied.

In this section, we further specialize the above results for lossless transmission of discrete correlated sources over an additive memoryless GMAC: $Y = X_1 + X_2 + N$ where $N$ is a Gaussian random variable independent of $X_1$ and $X_2$. The noise $N$ satisfies $E[N] = 0$ and $Var(N) = \sigma_N^2$. We will also have the transmit power constraints: $E[X_i^2] \leq P_i, i = 1, 2$. Since source-channel separation does not hold for this system, a joint source-channel coding scheme is needed for optimal performance.

The dependence of R.H.S. of (8) on input alphabets prevents us from getting a closed form expression for the admissibility criterion. Therefore we relax the conditions by taking away the dependence on the input alphabets. This will allow us to obtain good joint source-channel codes.

**Lemma 1** Under our assumptions, $I(X_1;Y|X_2,U_2) \leq I(X_1;Y|X_2)$.

**Proof:** Let

$$\Delta \triangleq I(X_1;Y|X_2,U_2) - I(X_1;Y|X_2).$$

Then

$$\Delta = H(Y|X_2,U_2) - H(Y|X_1,X_2,U_2) - [H(Y|X_2) - H(Y|X_1,X_2)].$$

Since the channel is memoryless,

$$H(Y|X_1,X_2,U_2) = H(Y|X_1,X_2).$$

Thus, $\Delta = H(Y|X_2,U_2) - H(Y|X_2) \leq 0$.

Therefore, from (8),

$$H(U_1|U_2) < I(X_1;Y|X_2,U_2) \leq I(X_1;Y|X_2),$$
$$H(U_2|U_1) < I(X_2;Y|X_1,U_1) \leq I(X_2;Y|X_1),$$
$$H(U_1,U_2) < I(X_1,X_2;Y).$$

(9)

(10)

(11)
The relaxation of the upper bounds is only in (9) and (10) and not in (11).

We show that the relaxed upper bounds are maximized if \((X_1, X_2)\) is jointly Gaussian and the correlation \(\rho\) between \(X_1\) and \(X_2\) is high (the highest possible \(\rho\) may not give the largest upper bound in the three inequalities in (9), (10), (11)).

**Lemma 2** A jointly Gaussian distribution for \((X_1, X_2)\) maximizes \(I(X_1; Y|X_2), I(X_2; Y|X_1)\) and \(I(X_1, X_2; Y)\) simultaneously.

**Proof:** Since
\[
I(X_1, X_2; Y) = H(Y) - H(Y|X_1, X_2)
\]
\[
= H(X_1 + X_2 + N) - H(N),
\]
it is maximized when \(H(X_1 + X_2 + N)\) is maximized. This entropy is maximized when \(X_1 + X_2\) is Gaussian with the largest possible variance \(= P_1 + P_2\).

If \((X_1, X_2)\) is jointly Gaussian then so is \(X_1 + X_2\).

Next consider \(I(X_1; Y|X_2)\). This equals
\[
H(Y|X_2) - H(N) = H(X_1 + X_2 + N|X_2) - H(N)
\]
\[
= H(X_1 + N|X_2) - H(N)
\]
which is maximized when \(p(x_1|x_2)\) is Gaussian and this happens when \(X_1, X_2\) are jointly Gaussian.

A similar result holds for \(I(X_2; Y|X_1)\).

\[\blacksquare\]

The difference between the bounds in (9) is
\[
I(X_1, Y|X_2) - I(X_1, Y|X_2, U_2) = I(X_1 + N; U_2|X_2). \tag{12}
\]
This difference is small if correlation between \((U_1, U_2)\) is small. In that case \(H(U_1|U_2)\) and \(H(U_2|U_1)\) will be large and (9) and (10) can be active constraints. If correlation between \((U_1, U_2)\) is large, \(H(U_1|U_2)\) and \(H(U_2|U_1)\) will be small and (11) will be the only active constraint. In this case the difference between the two bounds in (9) and (10) is large but not important. Thus, the outer bounds in (9) and (10) are close to the inner bounds whenever the constraints (9) and (10) are active. Often (11) will be the only active constraint.

An advantage of outer bounds in (9) and (10) is that we will be able to obtain a good source-channel coding scheme. Once \((X_1, X_2)\) are obtained
we can check for sufficient conditions (8). If these are not satisfied for the \((X_1, X_2)\) obtained, we will increase the correlation \(\rho\) between \((X_1, X_2)\) if possible (see details below). Increasing the correlation in \((X_1, X_2)\) will decrease the difference in (12) and increase the possibility of satisfying (8) when the outer bounds in (9) and (10) are satisfied.

We evaluate the (relaxed) rate region (9)-(11) for the Gaussian MAC with jointly Gaussian channel inputs \((X_1, X_2)\) with the transmit power constraints. For maximization of this region we need mean vector \([0 0]\) and covariance matrix 
\[
K_{X_1,X_2} = \begin{pmatrix}
P_1 & \rho \sqrt{P_1 P_2} \\
\rho \sqrt{P_1 P_2} & P_2
\end{pmatrix}
\]
where \(\rho\) is the correlation between \(X_1\) and \(X_2\). Then (9)-(11) provide the relaxed constraints

\[
H(U_1 | U_2) < 0.5 \log \left( 1 + \frac{P_1 (1 - \rho^2)}{\sigma N^2} \right), \tag{13}
\]

\[
H(U_2 | U_1) < 0.5 \log \left( 1 + \frac{P_2 (1 - \rho^2)}{\sigma N^2} \right), \tag{14}
\]

\[
H(U_1, U_2) < 0.5 \log \left( 1 + \frac{P_1 + P_2 + 2 \rho \sqrt{P_1 P_2}}{\sigma N^2} \right). \tag{15}
\]

The upper bounds in the first two inequalities in (13) and (14) decrease as \(\rho\) increases. But the third upper bound (15) increases with \(\rho\) and often the third constraint is the limiting constraint.

This motivates us to consider the GMAC with correlated jointly Gaussian inputs. The next lemma provides an upper bound on the correlation between \((X_1, X_2)\) in terms of the distribution of \((U_1, U_2)\).

**Lemma 3** Let \((U_1, U_2)\) be the correlated sources and \(X_1 \leftrightarrow U_1 \leftrightarrow U_2 \leftrightarrow X_2\) where \(X_1\) and \(X_2\) are jointly Gaussian. Then the correlation between \((X_1, X_2)\) satisfies \(\rho^2 \leq 1 - 2^{-2I(U_1, U_2)}\).

**Proof:** Since \(X_1 \leftrightarrow U_1 \leftrightarrow U_2 \leftrightarrow X_2\) is a Markov chain, by data processing inequality \(I(X_1; X_2) \leq I(U_1; U_2)\). Taking \(X_1, X_2\) to be jointly Gaussian with zero mean, unit variance and correlation \(\rho\), \(I(X_1, X_2) = 0.5 \log_2 \left( \frac{1}{1 - \rho^2} \right) \). This implies \(\rho^2 \leq 1 - 2^{-2I(U_1, U_2)}\).

\[\square\]

5.1 A coding Scheme

In this section we develop a coding scheme for mapping the discrete alphabets into jointly Gaussian correlated code words which also satisfy the
Markov condition. The heart of the scheme is to approximate a jointly Gaussian distribution with the sum of product of Gaussian marginals. Although this is stated in the following lemma for two dimensional vectors \((X_1, X_2)\), the result holds for any finite dimensional vectors.

**Lemma 4** Any jointly Gaussian two dimensional density can be uniformly arbitrarily closely approximated by a weighted sum of product of marginal Gaussian densities:

\[
\sum_{i=1}^{N} p_i \frac{1}{\sqrt{2\pi c_1}} e^{-\frac{1}{2} (x_1-a_{1i})^2} \frac{1}{\sqrt{2\pi c_2}} e^{-\frac{1}{2} (x_2-a_{2i})^2}.
\] (16)

**Proof:** By Stone-Weierstrass theorem (39) the class of functions \((x_1, x_2) \mapsto e^{-\frac{1}{2} (x_1-a_{1i})^2} e^{-\frac{1}{2} (x_2-a_{2i})^2}\) can be shown to be dense in \(C_0\) under uniform convergence where \(C_0\) is the set of all continuous functions on \(\mathbb{R}^2\) such that \(\lim_{\|x\| \to \infty} |f(x)| = 0\). Since the jointly Gaussian density \((x_1, x_2) \mapsto e^{\frac{-1}{2\sigma^2} \left( \frac{x_1^2 + x_2^2}{1-\rho^2} - 2\mu_1 x_2 \right)}\) is in \(C_0\), it can be approximated arbitrarily closely uniformly by the functions (16).

From the above lemma we can form a sequence of functions \(f_n(x_1, x_2)\) of type (16) such that \(\sup_{x_1,x_2} |f_n(x_1, x_2) - f(x_1, x_2)| \to 0\) as \(n \to \infty\), where \(f\) is a given jointly Gaussian density. Although \(f_n\) are not guaranteed to be probability densities, due to uniform convergence, for large \(n\), they will almost be. In the following lemma we will assume that we have made the minor modification to ensure that \(f_n\) is a proper density for large enough \(n\). This lemma shows that obtaining \((X_1, X_2)\) from such approximations can provide the (relaxed) upper bounds in (2)-(4) (we actually show for the third inequality only but this can be shown for the other inequalities in the same way). Let \((X_{m1}, X_{m2})\) and \((X_1, X_2)\) be random variables with distributions \(f_m\) and \(f\) and \(\sup_{x_1,x_2} |f_m(x_1, x_2) - f(x_1, x_2)| \to 0\) as \(m \to \infty\). Let \(Y_m\) and \(Y\) denote the corresponding channel outputs.

**Lemma 5** For the random variables defined above, if \(\{\log f_m(Y_m), m \geq 1\}\) is uniformly integrable, \(I(X_{m1}, X_{m2}; Y_m) \to I(X_1, X_2; Y)\) as \(m \to \infty\).

**Proof:** Since

\[
I(X_{m1}, X_{m2}; Y_m) = H(Y_m) - H(Y_m|X_{m1}, X_{m2}) = H(Y_m) - H(N),
\]
it is sufficient to show that $H(Y_m) \to H(Y)$.

From $(X_{m1}, X_{m2}) \stackrel{d}{\to} (X_1, X_2)$ and independence of $(X_{m1}, X_{m2})$ from $N$, we get $Y_m = X_{m1} + X_{m2} + N \stackrel{d}{\to} X_1 + X_2 + N = Y$. Then $f_m \to f$ uniformly implies that $f_m(Y_m) \to f(Y)$. Since $f_m(Y_m) \geq 0$, $f(Y) \geq 0$ a.s and log is continuous except at 0, we obtain $\log f_m(Y_m) \to \log f(Y)$. Then uniform integrability provides $I(X_{m1}, X_{m2}; Y_m) \to I(X_1, X_2; Y)$.

A set of sufficient conditions for uniform integrability of $\{\log f_m(Y_m), m \geq 1\}$ is

1. Number of components in (16) is upper bounded.

2. Variance of component densities in (16) is upper bounded and lower bounded away from zero.

3. The means of the component densities in (16) are in a bounded set.

From Lemma 4 a joint Gaussian density with any correlation can be expressed by a linear combination of marginal Gaussian densities. But the coefficients $p_i$ and $q_i$ in (16) may be positive or negative. To realize our coding scheme, we would like to have the $p_i$’s and $q_i$’s to be non negative. This introduces constraints on the realizable Gaussian densities in our coding scheme. For example, from Lemma 3 the correlation $\rho$ between $X_1$ and $X_2$ cannot exceed $\sqrt{1 - 2^{-2I(U_1;U_2)}}$. Also there is still the question of getting a good linear combination of marginal densities to obtain the joint density for a given $N$ in (16).

This motivates us to consider an optimization procedure for finding $p_i, q_i, a_{1i}, a_{2i}, c_{1i}$ and $c_{2i}$ in (16) that provides the best approximation to a given joint Gaussian density. We illustrate this with an example. Consider $U_1, U_2$ to be binary. Let $P(U_1 = 0; U_2 = 0) = p_{00}; P(U_1 = 0; U_2 = 1) = p_{01}; P(U_1 = 1; U_2 = 0) = p_{10}$ and $P(U_1 = 1; U_2 = 1) = p_{11}$. We can
consider
\[
f(X_1 = 0) = p_{101}N(a_{101}, c_{101}) + p_{102}N(a_{102}, c_{102}) + \cdots + p_{10r_1}N(a_{10r_1}, c_{10r_1}),
\]
\[
f(X_1 = 1) = p_{111}N(a_{111}, c_{111}) + p_{112}N(a_{112}, c_{112}) + \cdots + p_{11r_2}N(a_{11r_2}, c_{11r_2}),
\]
\[
f(X_2 = 0) = p_{201}N(a_{201}, c_{201}) + p_{202}N(a_{202}, c_{202}) + \cdots + p_{20r_3}N(a_{20r_3}, c_{20r_3}),
\]
\[
f(X_2 = 1) = p_{211}N(a_{211}, c_{211}) + p_{212}N(a_{212}, c_{212}) + \cdots + p_{21r_4}N(a_{21r_4}, c_{21r_4}).
\]

where \(N(a, b)\) denotes Gaussian density with mean \(a\) and variance \(b\). Let \(p\) be the vector with components \(p_{101}, \ldots, p_{10r_1}, p_{111}, \ldots, p_{11r_2}, p_{201}, \ldots, p_{20r_3}, p_{211}, \ldots, p_{21r_4}\). Similarly we denote by \(a\) and \(c\) the vectors with components \(a_{101}, \ldots, a_{10r_1}, a_{111}, \ldots, a_{11r_2}, a_{201}, \ldots, a_{20r_3}, a_{211}, \ldots, a_{21r_4}\) and \(c_{101}, \ldots, c_{10r_1}, c_{111}, \ldots, c_{11r_2}, c_{201}, \ldots, c_{20r_3}, c_{211}, \ldots, c_{21r_4}\).

Let \(f_{\rho}(x_1, x_2)\) be the jointly Gaussian density that we want to approximate. Let it has zero mean and covariance matrix \(K_{X_1, X_2} = \begin{pmatrix} 1 & \rho \\ \rho & 1 \end{pmatrix}\). Let \(g_{p, a, c}\) be the sum of marginal densities with parameters \(p, a, c\) approximating \(f_{\rho}\). The best \(g\) is obtained by solving the following minimization problem:

\[
\min_{p, a, c} \int [g_{p, a, c}(x_1, x_2) - f_{\rho}(x_1, x_2)]^2 dx_1 dx_2
\]

subject to

\[
(p_{00} + p_{01}) \sum_{i=1}^{r_1} p_{10i} a_{10i} + (p_{10} + p_{11}) \sum_{i=1}^{r_2} p_{11i} a_{11i} = 0,
\]

\[
(p_{00} + p_{10}) \sum_{i=1}^{r_3} p_{20i} a_{20i} + (p_{01} + p_{11}) \sum_{i=1}^{r_4} p_{21i} a_{21i} = 0,
\]

\[
(p_{00} + p_{01}) \sum_{i=1}^{r_1} p_{10i} (c_{10i} + a_{10i}^2) + (p_{10} + p_{11}) \sum_{i=1}^{r_2} p_{11i} (c_{11i} + a_{11i}^2) = 1,
\]

\[
(p_{00} + p_{10}) \sum_{i=1}^{r_3} p_{20i} (c_{20i} + a_{20i}^2) + (p_{01} + p_{11}) \sum_{i=1}^{r_4} p_{21i} (c_{21i} + a_{21i}^2) = 1,
\]
\[ \sum_{i=1}^{r_1} p_{10i} = 1, \sum_{i=1}^{r_2} p_{11i} = 1, \sum_{i=1}^{r_3} p_{20i} = 1, \sum_{i=1}^{r_4} p_{21i} = 1, \]

\[ p_{10i} \geq 0, c_{10i} \geq 0 \text{ for } i \in \{1, 2, \ldots, r_1\}, p_{11i} \geq 0, c_{11i} \geq 0 \text{ for } i \in \{1, 2, \ldots, r_2\}, p_{20i} \geq 0, c_{20i} \geq 0 \text{ for } i \in \{1, 2, \ldots, r_3\}, p_{21i} \geq 0, c_{21i} \geq 0 \text{ for } i \in \{1, 2, \ldots, r_4\}. \]

The above constraints are such that the resulting distribution \( g \) for \( (X_1, X_2) \) will satisfy \( E[X_i] = 0 \) and \( E[X_i^2] = 1 \), \( i = 1, 2 \).

The above coding scheme will be used to obtain a codebook as follows. If user 1 produces \( U_1 = 0 \), then with probability \( p_{10i} \) the encoder 1 obtains codeword \( X_1 \) from the distribution \( N(a_{10i}, c_{10i}) \). Similarly we obtain the codewords for \( U_1 = 1 \) and for user 2. Once we have found the encoder maps the encoding and decoding are as described in the proof of Theorem 1 in Appendix A. The decoding is done by joint typicality of the received \( Y_n \) with \( (U_n^1, U_n^2) \).

This coding scheme can be extended to any discrete alphabet case. We give an example below to illustrate the coding scheme.

### 5.2 Example

Consider \( (U_1, U_2) \) with the joint distribution: \( P(U_1 = 0; U_2 = 0) = P(U_1 = 1; U_2 = 1) = P(U_1 = 0; U_2 = 1) = 1/3; P(U_1 = 1; U_2 = 0) = 0 \) and power constraints \( P_1 = 3; P_2 = 4 \). Also consider a Gaussian multiple access channel with \( \sigma_N^2 = 1 \). If the sources are mapped into independent channel code words, then the sum rate condition in (15) with \( \rho = 0 \) should hold. The LHS evaluates to 1.585 bits whereas the RHS is 1.5 bits. Thus condition (15) is violated and hence the sufficient conditions in (8) are also violated.

In the following we explore the possibility of using correlated \( (X_1, X_2) \) to see if we can transmit this source on the given MAC. The inputs \( (U_1, U_2) \) can be distributedly mapped to jointly Gaussian channel code words \( (X_1, X_2) \) by the technique mentioned above. The maximum \( \rho \) which satisfies (13) and (14) are 0.7024 and 0.7874 respectively and the minimum \( \rho \) which satisfies (15) is 0.144. Thus, we can pick a \( \rho \) which satisfies (13) - (15). From Lemma 3, \( \rho \) is upper bounded by 0.546. Therefore we want to obtain jointly Gaussian \( (X_1, X_2) \) satisfying \( X_1 \leftrightarrow U_1 \leftrightarrow U_2 \leftrightarrow X_2 \) with correlation \( \rho \in [0.144, 0.546] \). If we pick a \( \rho \) that satisfies the original bounds, then we will be able to transmit the sources \( (U_1, U_2) \) reliably on this MAC. Without loss of generality the jointly Gaussian channel inputs required are chosen with mean vector \( [0 \ 0] \) and covariance matrix \( K_{X_1,X_2} = \begin{pmatrix} 1 & \rho \\ \rho & 1 \end{pmatrix} \). The \( \rho \) chosen is 0.3.
and hence is such that it meets all the conditions (13)-(15). Also, we choose $r_1 = r_2 = r_3 = r_4 = 2$. We solve the optimization problem (21) via MATLAB to get the function $g$. The normalized minimum distortion, defined as

$$\int [g_{p,a,c}(x_1, x_2) - f_{\rho}(x_1, x_2)]^2 dx_1 dx_2 / \int f_{\rho}^2(x_1, x_2) dx_1 dx_2$$

is 0.137% when the marginals are chosen as:

- $f(X_1|U_1 = 0) = \mathcal{N}(-0.002, 0.9108)$
- $f(X_1|U_1 = 1) = \mathcal{N}(-0.001, 1.0446)$
- $f(X_2|U_2 = 0) = \mathcal{N}(-0.021, 1.1358)$
- $f(X_2|U_2 = 1) = \mathcal{N}(-0.042, 0.7283)$

The approximation (a cross section of the two dimensional densities) is shown in Fig. 5.2.

If we take $\rho = 0.6$ which violates Lemma 3 then the approximation is shown in Fig. 5.2. We can see from Fig. 5.2 that the error in this case is more. Now the normalized marginal distortion is 10.5%.

The original upper bound in (9) and (10) for this example with $\rho = 0.3$ is $I(X_1; Y|X_2, U_2) = 0.792$, $I(X_2; Y|X_1, U_1) = 0.996$. Also, $I(X_1; Y|X_2) = 0.949$, $I(X_2; Y|X_1) = 1.107$. $H(U_1|U_2) = H(U_2|U_1) = 0.66$ and we conclude that the original bounds too are satisfied by the choice of $\rho = 0.3$.

Figure 2: Cross section of the approximation of the joint Gaussian $\rho=0.3$

6 Source-Channel Coding for Gaussian sources over Gaussian MAC

In this section we consider transmission of correlated Gaussian sources over a GMAC. This is an important example for transmitting continuous alphabet sources over a GMAC. For example one comes across it if a sensor network...
is sampling a Gaussian random field. Also, in the application of detection of change \([74]\) by a sensor network, it is often the detection of change in the mean of the sensor observations with the sensor observation noise being Gaussian.

We will assume that \((U_{1n}, U_{2n})\) is jointly Gaussian with mean zero, variances \(\sigma_i^2\), \(i = 1, 2\) and correlation \(\rho\). The distortion measure will be Mean Square Error (MSE). The (relaxed) sufficient conditions from \([6]\) for transmission of the sources over the channel are given by (these continue to hold because Lemmas \([11, 13]\) are still valid)

\[
I(U_1; W_1 | W_2) < 0.5 \log \left[ 1 + \frac{P_1(1 - \tilde{\rho}^2)}{\sigma_N^2} \right],
\]

\[
I(U_2; W_2 | W_1) < 0.5 \log \left[ 1 + \frac{P_2(1 - \tilde{\rho}^2)}{\sigma_N^2} \right],
\]

\[
I(U_1, U_2; W_1, W_2) < 0.5 \log \left[ 1 + \frac{P_1 + P_2 + 2\tilde{\rho}\sqrt{P_1P_2}}{\sigma_N^2} \right].
\]

We consider three specific coding schemes to obtain \(W_1, W_2, X_1, X_2\) where \((W_1, W_2)\) satisfy the distortion constraints and \((X_1, X_2)\) are jointly Gaussian with an appropriate \(\tilde{\rho}\) such that \([22]\) is satisfied. These coding schemes have been widely used. We compare their performance also.

### 6.1 Amplify and forward scheme

In the Amplify and Forward (AF) scheme the channel codes \(X_i\) are just scaled source symbols \(U_i\). Since \((U_1, U_2)\) are themselves jointly Gaussian,
\((X_1, X_2)\) will be jointly Gaussian and retain the dependence of inputs \((U_1, U_2)\). The scaling is done to ensure \(E[X_i^2] = P_i, i = 1, 2\). For a single user case this coding is optimal [23].

At the decoder inputs \(U_1\) and \(U_2\) are directly estimated from \(Y\) as \(\hat{U}_i = E[U_i|Y], i = 1, 2\). Because \(U_i\) and \(Y\) are jointly Gaussian this estimate is linear and also satisfies the Minimum Mean Square Error (MMSE) and Maximum Likelihood (ML) criteria.

The MMSE distortion for this encoding-decoding scheme is

\[
D_1 = \frac{\sigma_1^2 [P_2(1 - \rho^2) + \sigma_N^2]}{P_1 + P_2 + 2\rho\sqrt{P_1P_2} + \sigma_N^2}, \quad D_2 = \frac{\sigma_2^2 [P_1(1 - \rho^2) + \sigma_N^2]}{P_1 + P_2 + 2\rho\sqrt{P_1P_2} + \sigma_N^2}. \tag{23}
\]

Since encoding and decoding require minimum processing and delay in this scheme, if it satisfies the required distortion bounds \(D_i\), it should be the scheme to implement. This scheme has been studied in [44] and found to be optimal below a certain SNR for two-user symmetric case \((P_1 = P_2, \sigma_1 = \sigma_2, D_1 = D_2)\). However unlike for single user case, in this case user 1 acts as interference for user 2 (and vice versa). Thus one should not expect this scheme to be optimal under high SNR case. That this is indeed true was shown in Ref. [63]. It was also shown there, that at high SNR, for \(P_1 \neq P_2\), it may indeed be better in AF to use less power than \(P_1, P_2\). This can also be interpreted as using AF on \(U_1 - \alpha_1 E[U_2|U_1]\) and \(U_2 - \alpha_2 E[U_1|U_2]\) at the two encoders at high SNR which will reduce the correlations between the transmitted symbols.

### 6.2 Separation based scheme

![Separation based scheme](image.png)

In separation based (SB) approach (Fig. 4) the jointly Gaussian sources are vector quantized to \(W_1^n\) and \(W_2^n\). The quantized outputs are Slepian-Wolf encoded [69]. This produces code words, which are (asymptotically)
independent. These independent code words are encoded to capacity achieving Gaussian channel codes \((X_1^n, X_2^n)\) with correlation \(\tilde{\rho} = 0\). This is a very natural scheme and has been considered by various authors ([21, 65, 23]).

Since source-channel separation does not hold for this system, this scheme is not expected to be optimal. But because this scheme decouples source coding from channel coding, it is preferable to a joint source-channel coding scheme with comparable performance.

### 6.3 Lapidoth-Tinguely scheme

In this scheme, obtained in [44], \((U_1^n, U_2^n)\) are vector quantized to \(2^{n R_1}, 2^{n R_2}\) \((\tilde{U}_1^n, \tilde{U}_2^n)\) vectors where \(R_1\) and \(R_2\) will be specified below. Also, \(W_1^n, W_2^n\) are \(2^{n R_1}\) and \(2^{n R_2}\), \(n\) length code words obtained independently with distributions \(\mathcal{N}(0, 1)\). For each \(\tilde{u}_i^n\), we pick the codeword \(w_i^n\) that is closest to it. This way we obtain Gaussian codewords \(W_1^n, W_2^n\) which retain the correlations \((X_1^n, X_2^n)\).

\(X_1^n\) and \(X_2^n\) are obtained by scaling \(W_1^n, W_2^n\) to satisfy the transmit power constraints. We will call this LT scheme. \((U_1, U_2, W_1, W_2)\) are (approximately) jointly Gaussian with covariance matrix

\[
\begin{pmatrix}
\sigma_1^2 & \rho \sigma_1 \sigma_2 & \sigma_1^2 (1 - 2^{-2R_1}) & \rho \sigma_1 \sigma_2 (1 - 2^{-2R_1}) \\
\rho \sigma_1 \sigma_2 & \sigma_2^2 & \rho \sigma_1 \sigma_2 (1 - 2^{-2R_1}) & \rho \sigma_1 \sigma_2 (1 - 2^{-2R_2}) \\
\sigma_1^2 (1 - 2^{-2R_1}) & \rho \sigma_1 \sigma_2 (1 - 2^{-2R_1}) & \sigma_1^2 (1 - 2^{-2R_1}) & \rho \sigma_1 \sigma_2^2 \\
\rho \sigma_1 \sigma_2 (1 - 2^{-2R_2}) & \sigma_2^2 (1 - 2^{-2R_2}) & \rho \sigma_1 \sigma_2 (1 - 2^{-2R_2}) & \sigma_2^2 (1 - 2^{-2R_2})
\end{pmatrix}
\]

(24)

In (24) \(\tilde{\rho} = \rho \sqrt{(1 - 2^{-2R_1})(1 - 2^{-2R_2})}\). We obtain the \((R_1, R_2)\) above from (22). From

\[
I(U_1; W_1|W_2) = H(W_1|W_2) - H(W_1|W_2, U_1),
\]

and the fact that the Markov chain condition \(W_1 \leftrightarrow U_1 \leftrightarrow U_2 \leftrightarrow W_2\) holds,

\[
H(W_1|W_2, U_1) = H(W_1|U_1)
\]

and

\[
I(U_1; W_1|W_2) = 0.5 \log \left[ (1 - \tilde{\rho}^2)2^{2R_1} \right].
\]

Thus from (22) we need \(R_1\) and \(R_2\) which satisfy

\[
R_1 \leq 0.5 \log \left[ \frac{P_1}{\sigma_N^2} + \frac{1}{(1 - \tilde{\rho}^2)} \right].
\]

(25)
Similarly, we also need

\[ R_2 \leq 0.5 \log \left( \frac{P_2}{\sigma_N^2} + \frac{1}{(1 - \hat{\rho}^2)} \right), \quad (26) \]
\[ R_1 + R_2 \leq 0.5 \log \left( \frac{\sigma_N^2 + P_1 + P_2 + 2\hat{\rho}\sqrt{P_1P_2}}{(1 - \hat{\rho}^2)\sigma_N^2} \right). \quad (27) \]

The inequalities (25)-(27) are the same as in [44]. Thus we recover the conditions in [44] from our general result ((1)). Taking \( \hat{U}_i = E[U_i|W_1, W_2], i = 1, 2 \), we obtain the distortions

\[ D_1 = \text{var}(U_1|W_1, W_2) = \frac{\sigma_1^22^{-2R_1}\left[1 - \rho^2\left(1 - 2^{-2R_2}\right)\right]}{(1 - \hat{\rho}^2)}, \quad (28) \]
\[ D_2 = \text{var}(U_2|W_1, W_2) = \frac{\sigma_2^22^{-2R_2}\left[1 - \rho^2\left(1 - 2^{-2R_1}\right)\right]}{(1 - \hat{\rho}^2)}. \quad (29) \]

The minimum distortion is obtained when \( \hat{\rho} \) is such that the sum rate is met with equality in (27). For the symmetric case at the minimum distortion, \( R_1 = R_2 \).

### 6.4 Asymptotic performance of the three schemes

We compare the performance of the three schemes. These results are from [63]. For simplicity we consider the symmetric case: \( P_1 = P_2 = P, \sigma_1 = \sigma_2 = \sigma, D_1 = D_2 = D \). We will denote the SNR \( P/\sigma_N^2 \) by \( S \).

Consider the AF scheme. From (23)

\[ D(S) = \frac{\sigma^2[S(1 - \rho^2) + 1]}{2S(1 + \rho) + 1}. \quad (30) \]

Thus \( D(S) \) decreases to \( \sigma^2(1 - \rho)/2 \) strictly monotonically at rate \( O(1) \) as \( S \to \infty \).

Also,

\[ \lim_{S \to 0} \left| \frac{D(S) - \sigma^2}{S} \right| = \sigma^2(1 + \rho)^2. \quad (31) \]

Thus, \( D(S) \to \sigma^2 \) at rate \( O(S) \) as \( S \to 0 \).

Consider the SB scheme at High SNR. From [76] if each source is encoded with rate \( R \) then it can be decoded at the decoder with distortion

\[ D^2 = 2^{-4R}(1 - \rho^2) + \rho^22^{-8R}. \quad (32) \]
At high SNR, from the capacity result for independent inputs, we have
\[ R < \frac{0.25 \log S}{2}. \]
Then from (32) we obtain
\[ D \geq \sqrt{\sigma^4 (1 - \rho^2)} + \frac{\sigma^4 \rho^2}{S^2} \] (33)
and this lower bound is achievable. As \( S \to \infty \), this lower bound approaches zero at rate \( O(\sqrt{S}) \). Thus this scheme outperforms AF at high SNR.

At low SNR, \( R \approx \frac{S}{2} \) and hence from (32)
\[ D \geq \rho^2 \sqrt{\sigma^4 2^{-4S} + \sigma^2 (1 - \rho^2) 2^{-2S}}. \] (34)
Thus \( D \to \sigma^2 \) at rate \( O(S^2) \) as \( S \to 0 \) at high \( \rho \) and at rate \( O(S) \) at small \( \rho \). Therefore we expect that at low SNR, at high \( \rho \) this scheme will be worse than AF but at low \( \rho \) it will be comparable.

Consider the LT scheme. In the high SNR region we assume that \( \bar{\rho} = \rho \) since \( R = R_1 = R_2 \) are sufficiently large. Then from (27) \( R \approx 0.25 \log [2S/(1 - \rho)] \) and the distortion can be approximated by
\[ D \approx \sigma^2 \sqrt{(1 - \rho)/2S}. \] (35)
Therefore, \( D \to 0 \) as \( S \to \infty \) at rate \( O(\sqrt{S}) \). This rate of convergence is same as for SB. However, the R.H.S. in (33) is greater than that of (35) and at low \( \rho \) the two are close. Thus at high SNR LT always outperforms SB but the improvement is small for low \( \rho \).

At low SNR
\[ R \approx \frac{S(1 + \bar{\rho})}{2} - \frac{\log(1 - \bar{\rho}^2)}{4} \]
and evaluating \( D \) from (28) we get
\[ D = \frac{\sigma^2 2^{-\bar{S}} (1 - \rho^2(1 - \sqrt{1 - \bar{\rho}^2} 2^{-\bar{S}}))}{\sqrt{1 - \rho^2}} \] (36)
where \( \bar{S} = S(1 + \bar{\rho}) \). Therefore \( D \to \sigma^2 \) as \( S \to 0 \) at rate \( O(S^2) \) at high \( \rho \) and at rate \( O(S) \) at low \( \rho \). These rates are same as that for SB. In fact, dividing the expression for \( D \) at low SNR for SB by that for LT, we can show that the two distortions tend to \( \sigma^2 \) at the same rate for all \( \rho \).

The necessary conditions (NC) to be able to transmit on the GMAC with distortion \( (D, D) \) for the symmetric case are (44).
\[ D \geq \begin{cases} \frac{\sigma^2 [S(1-\rho^2) + 1]}{2S(1+\rho) + 1}, & \text{for } S \leq \frac{\rho}{1-\rho^2}, \\ \sigma^2 \sqrt{(1-\rho^2)/[2S(1+\rho) + 1]}, & \text{for } S > \frac{\rho}{1-\rho^2}. \end{cases} \quad (37) \]

The above three schemes along with (37) are compared below using exact computations. Figures 5 and 6 shows the distortion as a function of SNR for unit variance jointly Gaussian sources with correlations \( \rho = 0.1 \) and 0.75.

![Figure 5: SNR vs distortion performance \( \rho = 0.1 \)](image)

![Figure 6: SNR vs distortion performance \( \rho = 0.75 \)](image)

From these plots we confirm our theoretical conclusions provided above.
6.5 Continuous sources over a GMAC

For general continuous alphabet sources \((U_1, U_2)\) we vector quantize \(U_1^n, U_2^n\) into \(\hat{U}_1^n, \hat{U}_2^n\). Then to obtain correlated Gaussian codewords \((X_1^n, X_2^n)\) we can use two schemes adapted from the cases studied above. In the first scheme we use the scheme developed in sec. 5.1. In the second scheme we use LT scheme explained in sec. 6.3.

7 Correlated Sources over Orthogonal MAC

One standard way to use the MAC is via TDMA, FDMA, CDMA or Orthogonal Frequency Division Multiple Access (OFDMA) \((23, 60, 9)\). These protocols although suboptimal are used due to practical considerations. These protocols make a MAC a set of parallel orthogonal channels (for CDMA, it happens if we use orthogonal codes). We study transmission of correlated sources through such a system.

7.1 Transmission of correlated sources over orthogonal channels

Consider the setup in Fig. 1 when \(Y = (Y_1, Y_2)\) and \(p(y|x_1, x_2) = p(y_1, y_2|x_1, x_2) = p(y_1|x_1)p(y_2|x_2)\). Then the conditions in (1) become

\[
\begin{align*}
I(U_1, Z_1; W_1|W_2, Z) &< I(X_1; Y_1|W_2, Z) \leq I(X_1; Y_1), \\
I(U_2, Z_2; W_2|W_1, Z) &< I(X_2; Y_2|W_1, Z) \leq I(X_2; Y_2), \\
I(U_1, U_2, Z_1, Z_2; W_1, W_2|Z) &< I(X_1, X_2; Y_1, Y_2|Z) \leq I(X_1; Y_1) + I(X_2; Y_2).
\end{align*}
\]

The outer bounds in (38)-(40) are attained if the channel codewords \((X_1, X_2)\) are independent of each other. Also, the distribution of \((X_1, X_2)\) maximizing these bounds are not dependent on the distribution of \((U_1, U_2)\). This implies that source-channel separation holds for this system even with side information \((Z_1, Z_2, Z)\) (for the sufficient conditions (1)). Thus by choosing \((X_1, X_2)\) which maximize the outer bounds in (38)-(40) we obtain capacity region for this system which is independent of the side conditions. Also, for a GMAC this is obtained by independent Gaussian r.v.s \(X_1\) and \(X_2\) with distributions \(N(0, P_i), i = 1, 2\), where \(P_i\) are the power constraints. Furthermore, the L.H.S. of the inequalities are simultaneously minimized when
$W_1$ and $W_2$ are independent. Thus, the source coding $(W_1, W_2)$ on $(U_1, Z_1)$ and $(U_2, Z_2)$ can be done as in Slepian-Wolf coding (by first vector quantizing in case of continuous valued $U_1, U_2$) but also taking into account the fact that the side information $Z$ is available at the decoder. In this section this coding scheme will be called SB.

If we take $W_1 = U_1$ and $W_2 = U_2$ and the side information $(Z_1, Z_2, Z)$ ⊥ $(U_1, U_2)$, we can recover the conditions in [9].

### 7.2 Gaussian sources and orthogonal Gaussian channels

Now we consider the transmission of jointly Gaussian sources over orthogonal Gaussian channels. Initially it will also be assumed that there is no side information $(Z_1, Z_2, Z)$.

Now $(U_1, U_2)$ are zero mean jointly Gaussian random variables with variances $\sigma_1^2$ and $\sigma_2^2$ respectively and correlation $\rho$. Then $Y_i = X_i + N_i, i = 1, 2$ where $N_i$ is Gaussian with zero mean and $\sigma_N^2$ variance. Also $N_1$ and $N_2$ are independent of each other and also of $(U_1, U_2)$.

In this scenario, the R.H.S. of the inequalities in (38)-(40) are maximized by taking $X_i \sim \mathcal{N}(0, P_i), i = 1, 2$ independent of each other where $P_i$ is the average transmit power constraint on user $i$. Then 

$$I(X_i, Y_i) = 0.5 \log(1 + \frac{P_i}{\sigma_{N_i}^2}), i = 1, 2.$$  

Based on the comments at the end of sec. 7.1, for two users, using the results from [76] we obtain the necessary and sufficient conditions for transmission on an orthogonal GMAC with given distortions $D_1$ and $D_2$.

We can specialize the above results to a TDMA, FDMA or CDMA based transmission scheme. The specialization to TDMA is given here. Suppose source 1 uses the channel $\alpha$ fraction of time and user 2, $1 - \alpha$ fraction of time.

In this case we can use average power $P_1/\alpha$ for the first user and $P_2/(1 - \alpha)$ for the second user whenever they transmit. The conditions (38)-(40) for the optimal scheme become

$$I(U_1; W_1|W_2) < 0.5 \alpha \log \left[ 1 + \frac{P_1}{\alpha \sigma_{N_1}^2} \right],$$  

$$I(U_2; W_2|W_1) < 0.5(1 - \alpha) \log \left[ 1 + \frac{P_2}{(1 - \alpha) \sigma_{N_2}^2} \right],$$  

$$I(U_1, U_2; W_1, W_2) < 0.5 \alpha \log \left[ 1 + \frac{P_1}{\alpha \sigma_{N_1}^2} \right] + 0.5(1 - \alpha) \log \left[ 1 + \frac{P_2}{(1 - \alpha) \sigma_{N_2}^2} \right].$$
In the following we compare the performance of the AF scheme (explained in sec. 6.1) with the SB scheme. Unlike in the GMAC there is no interference between the two users when orthogonal channels are used. Therefore, in this case we expect AF to perform quite well.

For AF, the minimum distortions \((D_1, D_2)\) are

\[
D_1 = \frac{(\sigma_1 \sigma_{N_1})^2 [P_2 (1 - \rho^2) + \sigma_{N_2}^2]}{P_1 P_2 (1 - \rho^2) + \sigma_{N_2}^2 P_1 + \sigma_{N_1}^2 P_2 + \sigma_{N_1} \sigma_{N_2}^2},
\]

\[
D_2 = \frac{(\sigma_2 \sigma_{N_2})^2 [P_1 (1 - \rho^2) + \sigma_{N_1}^2]}{P_1 P_2 (1 - \rho^2) + \sigma_{N_2}^2 P_1 + \sigma_{N_1}^2 P_2 + \sigma_{N_1} \sigma_{N_2}^2}.
\]

Thus, as \(P_1, P_2 \to \infty\), \(D_1, D_2\) tend to zero. We also see that \(D_1\) and \(D_2\) are minimum when the average powers used are \(P_1\) and \(P_2\). These conclusions are in contrast to the case of a GMAC where the distortion for the AF does not approach zero as \(P_1, P_2 \to \infty\) and the optimal powers needed may not be the maximum average allowed \(P_1\) and \(P_2\) ([63]).

We compare the performance of AF with SB for the symmetric case where \(P_1 = P_2 = P, \sigma_1^2 = \sigma_2^2 = \sigma^2, D_1 = D_2 = D, \sigma_{N_1}^2 = \sigma_{N_2}^2 = \sigma_{N}^2\). These results are from [61].

We denote the minimum distortions achieved in SB and AF by \(D(SB)\) and \(D(AF)\) respectively. \(\sigma^2\) is taken to be unity without loss of generality. We denote \(P/\sigma_{N}^2\) by \(S\). Then

\[
D(SB) = \sqrt{\frac{1 - \rho^2}{(1 + S)^2} + \frac{\rho^2}{(1 + S)^4}}, \quad D(AF) = \frac{S (1 - \rho^2) + 1}{1 + 2S + S^2 (1 - \rho^2)}. \tag{46}
\]

We see from the above equations that when \(\rho = 0\), \(D(SB) = D(AF) = 1/(1 + S)\). At high \(S\), \(D(AF) \approx 1/S\) and \(D(SB) \approx \sqrt{1 - \rho^2}/S\). Eventually both \(D(SB)\) and \(D(AF)\) tend to zero as \(S \to \infty\). When \(S \to 0\) both \(D(SB)\) and \(D(AF)\) go to \(\sigma^2\).

By squaring the equation (46) we can show that \(D(AF) \geq D(SB)\) for all \(S\). But in [61] we have shown that \(D(AF) - D(SB)\) is small when \(S\) is small or large or whenever \(\rho\) is small.

\(D(AF)\) and \(D(SB)\) are plotted for \(\rho=0.3\) and 0.7 using exact computations in Figs. 7 and 8.

The above results can be easily extended to the multiple source case. For SB, for the source coding part, the rate region for multiple user case (under a symmetry assumption) is given in [75]. This can be combined with the
Let $N$ be the number of sources which are jointly Gaussian with zero mean and covariance matrix $K_U$. Let $P$ be the symmetric power constraint. Let $K_U$ have the same structure as given in [75]. Let $C_{UY} = \sqrt{P}[\rho, \ldots, \rho]$ be a $1 \times N$ vector. The minimum distortion achieved by the AF scheme is given as $D(AF) = 1 - C_{UY}(PK_U + \sigma^2_N I)^{-1}C_{UY}'$.

### 7.3 Side information

Let us consider the case when side information $Z_i$ is available at encoder $i$, $i = 1, 2$ and $Z$ is available at the decoder. One use of the side information $Z_i$ at the encoders is to increase the correlation between the sources. This can
be optimally done (see [15]), if we take appropriate linear combination of \((U_i, Z_i)\) at encoder \(i\). The following results are from [61]. We are not aware of any other result on performance of joint source-channel schemes with side information. We are currently working on obtaining similar results for the general MAC.

7.3.1 AF with side information

**Side information at encoders only:** A linear combination of the source outputs and side information \(L_i = a_i U_i + b_i Z_i, \ i = 1, 2\) is amplified and sent over the channel. We find the linear combinations, which minimize the sum of distortions. For this we consider the following optimization problem:

Minimize

\[
D(a_1, b_1, a_2, b_2) = E[(U_1 - \hat{U}_1)^2] + E[(U_2 - \hat{U}_2)^2] \tag{47}
\]

subject to

\[
E[X_1^2] \leq P_1, \ E[X_2^2] \leq P_2
\]

where

\[
\hat{U}_1 = E[U_1|Y_1, Y_2], \ \hat{U}_2 = E[U_2|Y_1, Y_2].
\]

**Side information at Decoder only:** In this case the decoder side information \(Z\) is used in estimating \((\hat{U}_1, \hat{U}_2)\). The optimal estimation rule is

\[
\hat{U}_1 = E[U_1|Y_1, Y_2, Z], \ \hat{U}_2 = E[U_2|Y_1, Y_2, Z]. \tag{48}
\]

**Side information at both Encoder and Decoder:** Linear combinations of the sources are amplified as above and sent over the channel. To find the optimal linear combination, solve an optimization problem similar to (47) with \((\hat{U}_1, \hat{U}_2)\) as given in (48).

7.3.2 SB with side information

For a given \((L_1, L_2)\) we use the source-channel coding scheme explained at the end of sec. 7.1. The side information \(Z\) at the decoder reduces the source rate region. This is also used at the decoder in estimating \((\hat{U}_1, \hat{U}_2)\). The linear combinations \(L_1\) and \(L_2\) are obtained which minimize (47) through this coding-decoding scheme.
7.3.3 Comparison of AF and SB with side information

We provide the comparison of AF with SB for $U_1, U_2 \sim \mathcal{N}(0,1)$. Also we take the side information with a specific structure which seems natural in this set up. Let $Z_1 = s_1 U_2 + V_1$ and $Z_2 = s_2 U_1 + V_2$, where $V_1, V_2 \sim \mathcal{N}(0,1)$ and are independent of each other and independent of the sources, and $s_1$ and $s_2$ are constants that can be interpreted as the side channel SNR. We also take $Z = (Z_1, Z_2)$.

We have compared AF and SB with different $\rho$ and $s_1, s_2$ by explicitly computing the minimum $(D_1 + D_2)/2$ achievable. We take $P_1 = P_2$. For $s_1 = s_2 = 0.5$ and $\rho = 0.4$ we provide the results in Fig. 9. From the Figure one sees that without side information, the performance of AF and SB is very close for different SNRs. The difference in their performance increases with side information for moderate values of SNR because the effect of the side information is to effectively increase the correlation between the sources. Even for these cases at low and high SNRs the performance of AF is close to that of SB. These observations are in conformity with our conclusions in the previous Section.

Our other conclusions, based on computations not provided here are the following. For the symmetric case, for SB, encoder-only side information reduces the distortion marginally. This happens because a distortion is incurred for $(U_1, U_2)$ while making the linear combinations $(L_1, L_2)$. For the AF we actually see no improvement and the optimal linear combination has $b_1 = b_2 = 0$. For decoder-only side information the performance is improved for both AF and SB as the side information can be used to obtain better estimates of $(U_1, U_2)$. Adding encoder side information further improves the performance only marginally for SB; the AF performance is not improved.

In the asymmetric case some of these conclusions may not be valid.

8 MAC with feedback

In this section we consider a memoryless MAC with feedback. The channel output $Y_{k-1}$ is available to the encoders at time $k$.

Gaarder and Wolf (28) showed that, unlike in the point to point case, feedback increases the capacity region of a discrete memoryless multiple-access channel. In (22) an achievable region

$$R_1 < I(X_1; Y | X_2, U), \quad R_2 < I(X_2; Y | X_1, U),$$

$$R_1 + R_2 < I(X_1, X_2; Y)$$

(49)
where \( p(u, x_1, x_2, y) = p(u)p(x_1|u)p(x_2|u)p(y|x_1, x_2) \). It was demonstrated in [78] that the same rate region is achievable if there is a feedback link to only one of the transmitters. This achievable region was improved in [16].

The achievable region for a MAC, where each node receives possibly different channel feedback, is derived in [17]. The feedback signal in their set-up is correlated but not identical to the signal observed by the receiver. A simpler and larger rate region for the same set-up was obtained in [79].

Kramer ([43]) used the notion of ‘directed information’ to derive an expression for the capacity region of the MAC with feedback. However, no single letter expressions were obtained.

If the users generate independent sequences, then the capacity region \( C_{fb} \) of the white Gaussian MAC is ([56])

\[
C_{fb} = \bigcup_{0 \leq \rho \leq 1} \left\{ (R_1, R_2) : R_1 \leq 0.5 \log \left[ 1 + \frac{P_1(1 - \rho^2)}{\sigma N^2} \right] , \right.
\]

\[
R_2 \leq 0.5 \log \left[ 1 + \frac{P_2(1 - \rho^2)}{\sigma N^2} \right] ,
\]

\[
R_1 + R_2 \leq 0.5 \log \left[ 1 + \frac{P_1 + P_2 + 2\rho \sqrt{P_1 P_2}}{\sigma N^2} \right] \right\} .
\]

The capacity region for a given \( \rho \) in (50) is same as in (13)-(15) for a channel without feedback but with correlation \( \rho \) between channel inputs \((X_1, X_2)\). Thus the effect of feedback is to allow arbitrary correlation in \((X_1, X_2)\).

An achievable region for a GMAC with noisy feedback is provided in [46]. Gaussian MAC with different feedback to different nodes is considered...
in [60]. An achievable region based on cooperation among the sources is also given.

Reference [80] obtains an achievable region when non-causal state information is available at both encoders. The authors also provide the capacity region for a Gaussian MAC with additive interference and feedback. It is found that feedback of the output enhances the capacity of the MAC with state. Interference when causally known at the transmitters can be exactly cancelled and hence has no impact on the capacity region of a two user MAC. Thus the capacity region is the same as given in (50).

In [50], it is shown that feedback does not increase the capacity of the Gelfand-Pinsker channel ([35]) and feedforward does not improve the achievable rate-distortion performance in the Wyner-Ziv system ([82]).

MAC with feedback and correlated sources (MACFCS) is studied in [53, 52]. This has a MAC with correlated sources and a MAC with feedback as special cases. Gaussian MACFCS with a total average power constraint is considered in [52]. Different achievable rate regions and a capacity outer bound are given for the MACFCS in [53]. For the first achievable region a decode and forward based strategy is used where the sources first exchange their data, and then cooperate to send the full information to the destination. For two other achievable regions, Slepian-Wolf coding is performed first to remove the correlations among the source data and it is followed by the coding for the MAC with feedback or MAC disregarding the feedback. The authors also show that different coding strategies perform better under different source correlation structures.

The transmission of bivariate Gaussian sources over a Gaussian MAC with feedback is analyzed in [45]. The authors show that for the symmetric case, for SNR less than a threshold which is determined by the source correlation, feedback is useless and minimum distortion is achieved by uncoded transmission.

9 MAC with fading

A Gaussian MAC with a finite number of fading states is considered. We provide results when there are $M$ independent sources. The channel state information (CSI) may be available at the receiver and/or the transmitters. Consider the channel ([14])

$$Y_k = \sum_{l=1}^{M} h_{lk} X_{lk} + N_k$$  (51)
where $X_{lk}$ is the channel input and $h_{lk}$ is the fading value at time $k$ for user $l$. The fading processes $\{h_{lk}, k \geq 1\}$ of all users are jointly stationary and ergodic and the stationary distribution has a continuous bounded density. The fading process for the different users are independent. $\{N_k\}$ is the additive white Gaussian noise. All the users are power constrained to $P$, i.e., $E[X_l^2] \leq P$ for all $l$.

Since the source-channel separation holds, we provide the capacity region of this channel.

### 9.1 CSI at receiver only

When the channel fading process $\{h_{lk}\}$ is available at the receiver only, the achievable rate region is the set of rates $(R_1, R_2, ..., R_M)$ satisfying

$$\sum_{l \in S} R_l \leq E \left[ \log \left( 1 + \frac{\sum_{l \in S} \nu_l P}{\sigma^2} \right) \right]$$

for all subsets $S$ of $\{1, 2, ..., M\}$, $\nu_l = |h_l|^2$ and $\sigma^2 = E[N^2]$. The expectation is over all fading powers $\{\nu_l\}$, $l \in S$. One of the performance measures is normalized sum rate per user

$$R = \frac{1}{M} \sum_{l=1}^{M} R_l = \frac{1}{M} E \left[ \log \left( 1 + \frac{M P \frac{1}{M} \sum_{l=1}^{M} \nu_l}{\sigma^2} \right) \right] \leq \frac{1}{M} \log \left( 1 + \frac{M P \frac{1}{M} \sum_{l=1}^{M} E[\nu_l]}{\sigma^2} \right).$$

If $E[\nu_l] = 1$ for each $l$, then the upper bound equals the capacity of the AWGN channel $\frac{1}{M} \log \left( 1 + \frac{MP}{\sigma^2} \right)$. Also, as $M$ increases, if $\{\nu_l\}$ are iid, by Law of Large Numbers (LLN), $R$ will be close to this upper bound. Thus averaging over many users mitigates the effect of fading. This is in contrast to the time /frequency/space averaging.

The capacity achieving distribution is iid Gaussian for each user and the code for one user is independent of the code for another user (in other words AF is optimal in this case).

### 9.2 CSI at both Transmitter and Receiver

The additional element that is introduced when CSI is provided to the transmitters in addition to the receiver is dynamic power control which can be done in response to the changing channel state.
Given a joint fading power $\nu = (\nu_1, ..., \nu_M)$, $P_i(\nu)$ denotes the transmit power allocated to user $i$. Let $P_i$ be the average power constraint for user $i$. For a given power control policy $\mathcal{P}$

$$\mathcal{C}_f(\mathcal{P}) = \left\{ \mathbf{R} : \mathbf{R}(\mathcal{S}) \leq E \left[ \frac{1}{2} \log \left( 1 + \frac{\sum_{i \in \mathcal{S}} \nu_i P_i(\nu)}{\sigma^2} \right) \right] \text{ for all } \mathcal{S} \subset \{1, 2, ..., M\} \right\}$$

(54)

denotes the rate region achievable. The capacity region is

$$\mathcal{C}(\mathcal{P}) = \bigcup_{\mathcal{P} \in \mathcal{F}} \mathcal{C}_f(\mathcal{P})$$

(55)

where $\mathcal{F}$ is the set of feasible power control policies,

$$\mathcal{F} \equiv \{ \mathcal{P} : E[P_i(\nu)] \leq P_i, \text{ for } i = 1, ..., M \}. \quad (56)$$

Since the capacity region is convex, the above characterization implies that time sharing is not required.

The explicit characterization of the capacity region exploiting its polymatroid structure is given in [70]. For $P_i = P$ for each $i$ and each $h_i$ having the same distribution, the optimal power control is that only the user with the best channel transmits at a time. The instantaneous power assigned to the $i_{th}$ user, observing the realization of the fading powers $\nu_1, \nu_2, ..., \nu_M$ is

$$P_l(\nu_j, \ j = 1, ..., M) = \begin{cases} \frac{1}{\lambda - \frac{1}{\nu_l}}, & \nu_l > \lambda, \ \nu_l > \nu_j \ j \neq l \\ 0 & \text{otherwise} \end{cases}$$

(57)

where $\lambda$ is chosen such that the average power constraint is satisfied. This function is actually the well known water filling function ([36]) optimal for a single user. This strategy does not depend on the fading statistics but for the constant $\lambda$. The capacity achieving distribution is Gaussian (thus AF for each user in its assigned slot is optimal).

Unlike in the single user case the optimal power control may yield substantial gain in capacity. This happens because if $M$ is large, with high probability at least one of the iid fading powers will be large providing a good channel for the respective user at that time instant.

The optimal strategy is also valid for non equal average powers. The only change being that the fading values are normalized by the Lagrange’s coefficients [41]. The extension of this strategy to frequency selective channels is given in [42].

An explicit characterization of the ergodic capacity region and a simple encoding-decoding scheme for a fading GMAC with common data is given in [48]. Optimum power allocation schemes are also provided.
10 Thoughts for practitioners

Practical schemes for distributed source coding, channel coding and joint source-channel coding for MAC are of interest. The achievability proofs assume infinite length code words and ignore delay and complexity which make them of limited interest in practical scenarios.

Reference [5] reviews a panorama of practical joint source-channel coding methods for single user systems. The techniques given are hierarchical protection, channel optimized vector quantizers (COVQ), self organizing hypercube (SOH), modulation organized vector quantizer and hierarchical modulation.

For lossless distributed source coding, Slepian-Wolf (S-W) ([69]) provide the rate region. The underlying idea for construction of practical codes for this system is to exploit the duality between the source and channel coding. The approach is to partition the space of all possible source outcomes into disjoint bins that are cosets of a good linear channel code. Such constructions lead to constructive and non-asymptotic schemes.

Wyner was the first to suggest such a scheme in [81]. Inspired by Wyner’s scheme, Turbo/ LDPC based practical code design is given in [4] for correlated binary sources. The correlation between the sources were modelled by a ‘virtual’ binary symmetric channel (BSC) with crossover probability $p$. The performance of this scheme is very close to the Slepian-Wolf limit $H(p)$. S-W code designs using powerful turbo and LDPC codes for other correlation models and more than two sources is given in [18].

LDPC based codes were also proposed in [19] where a general iterative S-W decoding algorithm that incorporates the graphical structure of all the encoders and operates in a ‘Turbo like’ fashion is proposed. Reference [51] proposes LDPC codes for binary S-W coding problem with Maximum Likelihood (ML) decoding. This gives an upper bound on performance with iterative decoding. They also show that a linear code for S-W source coding can be used to construct a channel code for a MAC with correlated additive white noise.

In Distributed Source Coding using Syndromes (DISCUS) ([59]) Trellis coded Modulation (TCM), Hamming codes and Reed-Solomon (RS) codes are used for S-W coding. For the Gaussian version of DISCUS, the source is first quantized and then discrete DISCUS is used at both encoder and decoder.

Source coding with fidelity criterion subject to the availability of side information is addressed in [82]. First the source is quantized to the extend allowed by the fidelity requirement. Then S-W coding is used to remove
the information at the decoder due to the side information. Since S-W coding is based on channel codes, Wyner-Ziv coding can be interpreted as a source-channel coding problem. The coding incurs a quantization loss due to source coding and binning loss due to channel coding. To achieve Wyner-Ziv limit powerful codes need to be employed for both source coding and channel coding.

It was shown in [88] that nested lattice codes can achieve the Wyner-Ziv limit asymptotically, for large dimensions. A practical nested lattice code implementation is provided in [67]. For the BSC correlation model, linear binary block codes are used for lossy Wyner-Ziv coding in [88, 68].

Lattice codes and Trellis based codes ([26]) have been used for both source and channel coding for the correlated Gaussian sources. A nested lattice construction based on similar sublattices for high correlation is proposed in [67]. Another approach to practical code constructions is based on Slepian-Wolf coded nested quantization (SWC-NQ) which is a nested scheme followed by binning. Asymptotic performance bounds of SWC-NQ are established in [49]. A combination of a scalar quantizer and a powerful S-W code is also used for nested Wyner-Ziv coding. Wyner-Ziv coding based on TCQ and LDPC are provided in [85]. A comparison of different approaches for both Wyner-Ziv coding and classical source coding are provided in [84].

Low density generator matrix (LDGM) codes are proposed for joint source channel coding of correlated sources in [89].

Practical code construction for the special case of the CEO problem are provided in [57, 86].

11 Directions for future research

In this report we have provided sufficient conditions for transmission of correlated sources over a MAC with specified distortions. It is of interest to find a single letter characterization of the necessary conditions and to establish the tightness of the sufficient conditions. It is also of interest to extend the above results and coding schemes to sources correlated in time and a MAC with memory. The error exponents are also of interest.

Most of the achievability results in this report use random codes which are inefficient because of large codeword length. It is desirable to obtain power efficient practical codes for side information aware compression that performs very close to the optimal scheme.

For the fading channels, fairness of the rates provided to different users, the delay experienced by the messages of different users and channel tracking
are issues worth pondering. It is also desirable to find the performance of these schemes in terms of scaling behaviour in a network scenario. The combination of joint source-channel coding and network coding is also a new area of research. Another emerging area is the use of joint source-channel codes in MIMO systems and co-operative communication.

12 Conclusions

In this report, sufficient conditions are provided for transmission of correlated sources over a multiple access channel. Various previous results on this problem are obtained as special cases. Suitable examples are given to emphasis the superiority of joint source-channel coding schemes. Important special cases: Correlated discrete sources over a GMAC and Gaussian sources over a GMAC are discussed in more detail. In particular a new joint source-channel coding scheme is presented for discrete sources over a GMAC. Performance of specific joint source-channel coding schemes for Gaussian sources are also compared. Practical schemes like TDMA, FDMA and CDMA are brought into this framework. We also consider a MAC with feedback and a fading MAC. Various practical schemes motivated by joint source-channel coding are also presented.

A Proof of Theorem 1

The coding scheme involves distributed quantization \((W_1, W_2)\) of the sources and the side information \((U_1, Z_1), (U_2, Z_2)\) followed by a correlation preserving mapping to the channel codewords. The decoding approach involves first decoding \((W_1, W_2)\) and then obtaining estimate \((\hat{U}_1, \hat{U}_2)\) as a function of \((W_1, W_2)\) and the decoder side information \(Z\). We also use the following Lemmas in the proof.

**Lemma 6 (Markov Lemma):** Suppose \(X \leftrightarrow Y \leftrightarrow Z\). If for a given \((x^n, y^n) \in T^n(X, Y)\), \(Z^n\) is drawn according to \(\prod_{i=1}^n p(z_i | y_i)\), then with high probability \((x^n, y^n, Z^n) \in T^n(X, Y, Z)\) for \(n\) sufficiently large.

**Lemma 7 (Extended Markov Lemma):** Suppose \(W_1 \leftrightarrow U_1 Z_1 \leftrightarrow U_2 W_2 Z_2\) and \(W_2 \leftrightarrow U_2 Z_2 \leftrightarrow U_1 W_1 Z_1\). If for a given \((u^n_1, u^n_2, z^n_1, z^n_2, z^n) \in T^n(U_1, U_2, Z_1, Z_2, Z)\), \(W_1^n\) and \(W_2^n\) are drawn respectively according to \(\prod_{i=1}^n p(w_{1i} | u_{1i}, z_{1i})\) and \(\prod_{i=1}^n p(w_{2i} | u_{2i}, z_{2i})\), then with high probability \((u^n_1, u^n_2, z^n_1, z^n_2, z^n, W_1^n, W_2^n) \in T^n(U_1, U_2, Z_1, Z_2, Z, W_1, W_2)\) for \(n\) sufficiently large.
The proofs of these lemmas are available in [10] and [73] respectively.

We show the achievability of all points in the rate region (1).

Proof: Fix \( p(w_1|u_1, z_1), p(w_2|u_2, z_2), p(x_1|w_1), p(x_2|w_2) \) as well as \( f_{D_1}(.) \) satisfying the distortion constraints.

**Codebook Generation:** Let \( R'_i = I(U_i, Z_i; W_i) + \delta, i \in \{1, 2\} \) for some \( \delta > 0 \). Generate \( 2^{nR'_i} \) codewords of length \( n \), sampled iid from the marginal distribution \( p(w_i), i \in \{1, 2\} \). For each \( w_i^n \) independently generate sequence \( X_i^n \) according to \( \prod_{j=1}^{n} p(x_{ij}|x_{ij}), i \in \{1, 2\} \). Call these sequences \( x_i(w_i^n), i \in 1, 2 \). Reveal the codebooks to the encoders and the decoder.

**Encoding:** For \( i \in \{1, 2\} \), given the source sequence \( U_i^n \) and \( Z_i^n \), the \( i^{th} \) encoder looks for a codeword \( W_i^n \) such that \( (U_i^n, Z_i^n, W_i^n) \in T_i^n(U_i, Z_i, W_i) \) and then transmits \( X_i(W_i^n) \) where \( T_i^n(.) \) is the set of \( \epsilon \)-weakly typical sequences \([23]\) of length \( n \).

**Decoding:** Upon receiving \( Y^n \), the decoder finds the unique \( (W_1^n, W_2^n) \) pair such that \( (W_1^n, W_2^n, x_1(W_1^n), x_2(W_2^n), Y^n, Z^n) \in T_i^n \). If it fails to find such a unique pair, the decoder declares an error and incurs a maximum distortion of \( d_{max} \).

In the following we show that the probability of error for the encoding decoding scheme tends to zero as \( n \to \infty \). The error can occur because of the following four events \( \text{E1-E4} \). We show that \( P(\text{Ei}) \to 0 \), for \( i = 1, 2, 3, 4 \).

**E1** The encoders do not find the codewords. However from rate distortion theory \([23]\), page 356, \( \lim_{n \to \infty} P(\text{E1}) = 0 \) if \( R'_i > I(U_i, Z_i; W_i), i \in 1, 2 \).

**E2** The codewords are not jointly typical with \( Z^n \). Probabilty of this event goes to zero from the extended Markov Lemma (Lemma [6]).

**E3** There exists another codeword \( \hat{w}_1^n \) such that \( (\hat{w}_1^n, W_2^n, x_1(\hat{w}_1^n), x_2(W_2^n), Y^n, Z^n) \in T_i^n \). Define \( \alpha^\Delta (\hat{w}_1^n, W_2^n, x_1(\hat{w}_1^n), x_2(W_2^n), Y^n, Z^n) \). Then,

\[
P(\text{E3}) = Pr\{\text{There is } \hat{w}_1^n \neq w_1^n : \alpha \in T_i^n\} \leq \sum_{\hat{w}_1^n \neq w_1^n} Pr\{\alpha \in T_i^n\}
\]  \hspace{1cm} (58)

The probability term inside the summation in (58) is
But from hypothesis, we have

\[
\Pr\{x_1(\hat{w}_1^n), x_2(w_2^n), y^n|\hat{w}_1^n, w_2^n, z^n\} = \sum_{(x_1(), x_2(), y^n): \alpha \in T^n} \Pr\{x_1(\hat{w}_1^n)|\hat{w}_1^n\} \Pr\{x_2(w_2^n), y^n|w_2^n, z^n\}
\]

\[
\leq \sum_{(x_1(), x_2(), y^n): \alpha \in T^n} 2^{-n(H(X_1|W_1) + H(X_2|Y|W_2,Z) - 4\epsilon)}
\]

\[
\leq 2^n H(X_1, X_2, Y|W_1, W_2, Z) 2^{-n(H(X_1|W_1) + H(X_2|Y|W_2,Z) - 4\epsilon)}.
\]

But from hypothesis, we have

\[
H(X_1, X_2, Y|W_1, W_2, Z) - H(X_1|W_1) - H(X_2, Y|W_2, Z)
\]

\[
= H(X_1|W_1) + H(X_2|W_2) + H(Y|X_1, X_2) - H(X_1|W_1) - H(X_2, Y|W_2, Z)
\]

\[
= H(Y|X_1, X_2, W_2, Z) - H(Y|X_2, W_2, Z)
\]

\[
= -I(X_1; Y|X_2, W_2, Z).
\]

Hence,

\[
\Pr\{(\hat{w}_1^n, W_2^n, x_1(\hat{w}_1^n), x_2(W_2^n), Y^n, Z^n) \in T^n\} \leq 2^{-n(I(X_1;Y|X_2,W_2,Z) - 6\epsilon)}.
\]

(59)

Then from (58)

\[
P(E3) \leq \sum_{\hat{w}_1^n \neq w_1^n; (\hat{w}_1^n, w_2^n, z^n) \in T^n} 2^{-n(I(X_1;Y|X_2,W_2,Z) - 6\epsilon)}
\]

\[
= |\{(\hat{w}_1^n, w_2^n, z^n) \in T^n\}| 2^{-n(I(X_1;Y|X_2,W_2,Z) - 6\epsilon)}
\]

\[
\leq |\{(\hat{w}_1^n)\}| \Pr\{(\hat{w}_1^n, w_2^n, z^n) \in T^n\} 2^{-n(I(X_1;Y|X_2,W_2,Z) - 6\epsilon)}
\]

\[
\leq 2^n I(U_1, Z_1; W_1) 2^{-n(I(W_1;W_2,Z) - 3\epsilon)} 2^{-n(I(X_1;Y|X_2,W_2,Z) - 6\epsilon)}
\]

\[
= 2^n I(U_1, Z_1; W_1) 2^{-n(I(X_1;Y|X_2,W_2,Z) - 9\epsilon - 3\delta)}.
\]

(60)

The R.H.S of the above inequality tends to zero if \(I(U_1, Z_1; W_1|W_2, Z) < I(X_1; Y|X_2, W_2, Z)\). In (60) we have used the fact that

\[
I(U_1, Z_1; W_1) = I(W_1; W_2, Z)
\]

\[
= H(W_1|W_2, Z) - H(W_1|U_1, Z_1)
\]

\[
= H(W_1|W_2, Z) - H(W_1|U_1, Z_1, W_2, Z)
\]

\[
= I(U_1, Z_1; W_1|W_2, Z).
\]
Similarly, by symmetry of the problem we require \( I(U_2, Z_2; W_2 | W_1, Z) < I(X_2; Y | X_1, W_1, Z) \).

**E4** There exist other codewords \( \hat{w}_1^n \) and \( \hat{w}_2^n \) such that 
\[ \alpha \triangleq (\hat{w}_1^n, \hat{w}_2^n, x_1(\hat{w}_1^n), x_2(\hat{w}_2^n), y^n, z^n) \in T^n_\epsilon. \] Then,
\[
P(\text{E4}) = Pr\{ \text{There is } (\hat{w}_1^n, \hat{w}_2^n) \neq (w_1^n, w_2^n) : \alpha \in T^n_\epsilon \} \leq \sum_{(\hat{w}_1^n, \hat{w}_2^n) \neq (w_1^n, w_2^n)} Pr\{ \alpha \in T^n_\epsilon \}. \tag{61} \]

The probability term inside the summation in (61) is
\[
\leq \sum_{(x_1, x_2, y^n) : \alpha \in T^n_\epsilon} Pr\{ x_1(\hat{w}_1^n), x_2(\hat{w}_2^n), y^n | \hat{w}_1^n, \hat{w}_2^n, z^n \} \leq \sum_{(x_1, x_2, y^n) : \alpha \in T^n_\epsilon} Pr\{ x_1(\hat{w}_1^n) | \hat{w}_1^n \} Pr\{ x_2(\hat{w}_2^n) | \hat{w}_2^n \} Pr\{ y^n | z^n \}
\leq \sum_{(x_1, x_2, y^n) : \alpha \in T^n_\epsilon} 2^{-n[H(X_1 | W_1) + H(X_2 | W_2) + H(Y | Z) - 5\epsilon]}
\leq 2^n[H(X_1, X_2, Y | W_1, W_2, Z) - n[H(X_1 | W_1) + H(X_2 | W_2) + H(Y | Z) - 7\epsilon].

But from hypothesis, we have
\[
H(X_1, X_2, Y | W_1, W_2, Z) = H(X_1 | W_1) - H(X_2 | W_2) - H(Y | Z) = H(Y | X_1, X_2) = H(Y | X_1, Z) = -I(X_1, X_2; Y | Z).
\]

Hence,
\[
Pr\{ (\hat{w}_1^n, \hat{w}_2^n, x_1(\hat{w}_1^n), x_2(\hat{w}_2^n), y^n, z^n) \in T^n_\epsilon \} \leq 2^{-n[I(X_1, X_2; Y | Z) - 7\epsilon}. \tag{62} \]

Then from (61)
\[
P(\text{E4}) \leq \sum_{(\hat{w}_1^n, \hat{w}_2^n) \neq (w_1^n, w_2^n); \ (\hat{w}_1^n, \hat{w}_2^n, z^n) \in T^n_\epsilon} 2^{-n[I(X_1, X_2; Y | Z) - 7\epsilon]}
\leq \sum_{(\hat{w}_1^n, \hat{w}_2^n, z^n) \in T^n_\epsilon} Pr\{ (\hat{w}_1^n, \hat{w}_2^n, z^n) \in T^n_\epsilon \} 2^{-n[I(X_1, X_2; Y | Z) - 7\epsilon]}
\leq 2^n[I(U_1, Z_1; W_1) + I(U_2, Z_2; W_2) + 2\delta]
\leq 2^n[I(W_1; W_2, Z) + I(W_2; W_1, Z) + I(W_1; W_2 | Z) - 4\epsilon] 2^{-n[I(X_1, X_2; Y | Z) - 7\epsilon]}
\leq 2^n[I(U_1, U_2, Z_1, Z_2; W_1, W_2 | Z)] 2^{-n[I(X_1, X_2; Y | Z) - 11\epsilon - 2\delta]}. \]
The RHS of the above inequality tends to zero if \( I(U_1, U_2, Z_1, Z_2; W_1 W_2 | Z) < I(X_1, X_2; Y | Z) \).

Thus as \( n \to \infty \), with probability tending to 1, the decoder finds the correct sequence \((W^n_1, W^n_2)\) which is jointly weakly \( \epsilon \)-typical with \((U^n_1, U^n_2, Z^n)\).

The fact that \((W^n_1, W^n_2)\) are weakly \( \epsilon \)-typical with \((U^n_1, U^n_2, Z^n)\) does not guarantee that \( f_n D(W^n_1, W^n_2, Z^n) \) will satisfy the distortions \( D_1, D_2 \). For this, one needs that \((W^n_1, W^n_2)\) are distortion-\( \epsilon \)-weakly typical \((23)\) with \((U^n_1, U^n_2, Z^n)\). Let \( T^n_{D, \epsilon} \) denote the set of distortion typical sequences \((23)\). Then by strong law of large numbers \( P(T^n_{D, \epsilon} | T^n_{\epsilon}) \to 1 \) as \( n \to \infty \). Thus the distortion constraints are also satisfied by \((W^n_1, W^n_2)\) obtained above with a probability tending to 1 as \( n \to \infty \). Therefore, if distortion measure \( d \) is bounded \( \lim_{n \to \infty} E[d(U^n_i, \hat{U}^n_i)] \leq D_i + \epsilon \) \( i = 1, 2 \).

If there exist \( u^*_i \) such that \( E[d_i(U_i, u^*_i)] < \infty \), \( i = 1, 2 \), then the result extends to unbounded distortion measures also as follows. Whenever the decoded \((W^n_1, W^n_2)\) are not in the distortion typical set then we estimate \((\hat{U}^n_1, \hat{U}^n_2)\) as \((u^*_1 n, u^*_2 n)\). Then for \( i = 1, 2 \),

\[
E[d_i(U^n_i, \hat{U}^n_i)] \leq D_i + \epsilon + E[d(U^n_i, u^*_i)] \mathbf{1}_{\{T^n_{D, \epsilon}^c\}},
\]

(63)

Since \( E[d(U^n_i, u^*_i)] < \infty \) and \( P(T^n_{D, \epsilon}^c) \to 0 \) as \( n \to \infty \), the last term of \( \text{(63)} \) goes to zero as \( n \to \infty \).

References

[1] R. Ahlswede. Multiway communication channels. *Proc. Second Int. Symp. Inform. Transmission, Armenia, USSR, Hungarian Press*, 1971.

[2] R. Ahlswede and T. Han. On source coding with side information via a multiple access channel and related problems in information theory. *IEEE Trans. Inform. Theory*, 29(3):396–411, May 1983.

[3] I. F. Akylidiz, W. Su, Y. Sankarasubramaniam, and E. Cayirci. A survey on sensor networks. *IEEE Communications Magazine*, pages 1–13, Aug. 2002.

[4] A. Liveris, Z. Xiong, and C. Georgiades. Compression of binary sources with side information at the decoder using LDPC codes. *IEEE Commun. Lett.*, 6(10):440–442, 2002.

[5] S. B. Z. Azami, P. Duhamel, and O. Rioul. Combined source-channel coding: Panorama of methods. *CNES Workshop on Data Compression, Toulouse, France*, Nov 1996.
[6] S. J. Baek, G. Veciana, and X. Su. Minimizing energy consumption in large-scale sensor networks through distributed data compression and hierarchical aggregation. *IEEE JSAC*, 22(6):1130–1140, Aug. 2004.

[7] R. J. Barron, B. Chen, and G. W. Wornell. The duality between information embedding and source coding with side information and some applications. *IEEE Trans. Inform. Theory*, 49(5):1159–1180, May 2003.

[8] J. Barros and S. D. Servetto. Reachback capacity with non-interfering nodes. *Proc.ISIT*, pages 356–361, 2003.

[9] J. Barros and S. D. Servetto. Network information flow with correlated sources. *IEEE Trans. Inform. Theory*, 52(1):155–170, Jan 2006.

[10] T. Berger. Multiterminal source coding. *Lecture notes presented at 1977 CISM summer school, Udine, Italy*, July 1977.

[11] T. Berger. Multiterminal source coding, In *Information Theory Approach to Communication*, Ed. G. Longo. Springer-Verlag, N.Y., 1977.

[12] T. Berger and R. W. Yeung. Multiterminal source coding with one distortion criterion. *IEEE Trans. Inform. Theory*, 35(2):228–236, March 1989.

[13] T. Berger, Z. Zhang, and H. Viswanathan. The CEO problem. *IEEE Trans. Inform. Theory*, 42(3):887–902, May 1996.

[14] E. Biglieri, J. Proakis, and S. Shamai. Fading channels: Information theoretic and communication aspects. *IEEE Trans. Inform. Theory*, 44(6):2619–2692, Oct. 1998.

[15] L. Brieman and H. Friedman. Estimating optimal transformations for multiple regression and correlation. *Journal of American Statistical Association*, 80(391):580–598, 1983.

[16] S. Bross and A. Lapidoth. An improved achievable region for discrete memoryless two-user multiple-access channel with noiseless feedback. *IEEE Trans. Inform. Theory*, 51(3):811–833, March 2005.

[17] A. B. Carleial. Multiple access channels with different generalized feedback signals. *IEEE Trans. Inform. Theory*, IT-28(6):841–850, Nov 1982.

[18] C. Lan, K. N. A. Liveris, Z. Xiong, and C. Georghiades. Slepian-Wolf coding of multiple m-ary sources using LDPC codes. *Proc. DCC’04, Snowbird, UT*, page 549, 2004.
[19] T. P. Coleman, A. H. Lee, M. Medard, and M. Effros. Low-complexity approaches to slepien-wolf near-lossless distributed data compression. *IEEE Trans. Inform. Theory*, 52(8):3546–3561, Aug. 2006.

[20] T. M. Cover. A proof of the data compression theorem of Slepian and Wolf for ergodic sources. *IEEE Trans. Inform. Theory*, 21(2):226–228, March 1975.

[21] T. M. Cover, A. E. Gamal, and M. Salehi. Multiple access channels with arbitrarily correlated sources. *IEEE Trans. Inform. Theory*, 26(6):648–657, Nov. 1980.

[22] T. M. Cover and C. S. K. Leung. An achievable rate region for the multiple-access channel with feedback. *IEEE Trans. Inform. Theory*, 27(3):292–298, May 1981.

[23] T. M. Cover and J. A. Thomas. *Elements of Information theory*. Wiley Series in Telecommunication, N.Y., 2004.

[24] S. C. Draper and G. W. Wornell. Side information aware coding strategies for sensor networks. *IEEE Journal on Selected Areas in Comm.*, 22:1–11, Aug 2004.

[25] G. Dueck. A note on the multiple access channel with correlated sources. *IEEE Trans. Inform. Theory*, IT-27(2):232–235, 1981.

[26] M. V. Eyuboglu and G. D. Forney. Lattice and trellis quantization with lattice and trellis-bounded codebooks-high rate theory for memoryless sources. *IEEE Trans. Inform. Theory*, 39(1):46–59, 1993.

[27] M. Fleming and M. Effros. On rate distortion with mixed types of side information. *IEEE Trans. Inform. Theory*, 52(4):1698–1705, April 2006.

[28] N. T. Gaarder and J. K. Wolf. The capacity region of a multiple access discrete memoryless channel can increase with feedback. *IEEE Trans. Inform. Theory*, IT-21, 1975.

[29] H. E. Gamal. On scaling laws of dense wireless sensor networks: the data gathering channel. *IEEE Trans. Inform. Theory*, 51(3):1229–1234, March 2005.

[30] M. Gastpar. Multiple access channels under received-power constraints. *Proc. IEEE Inform. Theory Workshop*, pages 452–457, 2004.
[31] M. Gastpar. Wyner-ziv problem with multiple sources. *IEEE Trans. Inform. Theory*, 50(11):2762–2768, Nov. 2004.

[32] M. Gastpar. Wyner-ziv problem with multiple sources. *IEEE Trans. Inform. Theory*, 50(11):2762–2768, Nov. 2004.

[33] M. Gastpar and M. Vetterli. Source-channel communication in sensor networks. *Proc. IPSN’03*, pages 162–177, 2003.

[34] M. Gastpar and M. Vetterli. Power spatio-temporal bandwidth and distortion in large sensor networks. *IEEE JSAC*, 23(4):745–754, 2005.

[35] S. Gel’fand and M. Pinsker. Coding for channels with random parameters. *Probl. Control and Inform. Theory*, 9(1):19–31, 1980.

[36] A. J. Goldsmith and P. P. Varaiya. Capacity of fading channels with channel side information. *IEEE Trans. Inform. Theory*, 43(6):1986–1992, Nov 1997.

[37] D. Gunduz and E. Erkip. Transmission of correlated sources over multiuser channels with receiver side information. *UCSD ITA Workshop, San Diego, CA*, Jan 2007.

[38] P. Ishwar, R. Puri, K. Ramchandran, and S. S. Pradhan. On rate constrained distributed estimation in unreliable sensor networks. *IEEE JSAC*, pages 765–775, 2005.

[39] J. Jacod and P. Protter. *Probability Essentials*. Springer, N.Y., 2004.

[40] W. Kang and S. Ulukus. An outer bound for mac with correlated sources. *Proc. 40 th annual conference on Information Sciences and Systems*, pages 240–244, March 2006.

[41] R. Knopp and P. A. Humblet. Information capacity and power control in single-cell multiuser communication. *Proc. Int. Conf. on Communication, ICC’95, Seattle, WA*, pages 331–335, June 1995.

[42] R. Knopp and P. A. Humblet. Multiple-accessing over frequency-selective fading channels channels. *6 th IEEE Int. Symp. on Personal Indoor and Mobile Radio Communication, PIMRC’95, Toronto, Canada*, pages 1326–1331, sept 1995.

[43] G. Kramer. Capacity results for discrete memoryless network. *IEEE Trans. Inform. Theory*, 49:4–21, Jan. 2003.
[44] A. Lapidoth and S. Tinguely. Sending a bivariate Gaussian source over a Gaussian MAC. *IEEE ISIT 06*, 2006.

[45] A. Lapidoth and S. Tinguely. Sending a bivariate Gaussian source over a Gaussian MAC with feedback. *IEEE ISIT, Nice, France*, June 2007.

[46] A. Lapidoth and M. A. Wigger. On Gaussian MAC with imperfect feedback. *24th IEEE convention of Electrical and Electronics Engineers in Israel (IEEEI 06), Eilat*, Nov 2006.

[47] H. Liao. Multiple access channels. *Ph.D dissertation, Dept. Elec. Engg., Univ of Hawaii, Honolulu*, 1972.

[48] N. Liu and S. Ulukus. Capacity region and optimum power control strategies for fading Gaussian multiple access channels with common data. *IEEE Trans. Inform. Theory*, 54(10):1815–1826, Oct. 2006.

[49] Z. Liu, S. Cheng, A. Liveris, and Z. Xiong. Slepian-Wolf coded nested quantization (swc-nq) for Wyner-Ziv coding: Performance analysis and code design. *IEEE Trans. Inform. Theory*, 52:4358–4379, Oct 2006.

[50] N. Merhav and T. Weissman. Coding for the feedback Gel’fand-Pinsker channel and feed forward Wyner-Ziv source. *IEEE Trans. Inform. Theory*, 52:4207–4211, 2006.

[51] J. Muramastu, T. Uyematsu, and T. Wadayama. Low density parity check matrices for coding of correlated sources. *IEEE Trans. Inform. Theory*, 51(10):3645–3654, Oct 2005.

[52] A. D. Murugan, P. K. Gopala, and H. El-Gamal. Correlated sources over wireless channels: Cooperative source-channel coding. *IEEE Journal on Sel. Areas Commun.*, 22(6):988–998, Aug 2004.

[53] L. Ong and M. Motani. Coding strategies for multiple-access channels with feedback and correlated sources. *IEEE Trans. Inform. Theory*, 53(10):3476–3497, Oct 2007.

[54] Y. Oohama. Gaussian multiterminal source coding. *IEEE Trans. Inform. Theory*, 43(6):1912–1923, Nov. 1997.

[55] Y. Oohama. The rate distortion function for quadratic Gaussian CEO problem. *IEEE Trans. Inform. Theory*, 44(3):1057–1070, May 1998.
[56] L. H. Ozarow. The capacity of the white Gaussian multiple access channel with feedback. *IEEE Trans. Inform. Theory*, 30(4):623 – 629, 1984.

[57] S. Pradhan and K. Ramchandran. Distributed source coding: Symmetric rates and application to sensor networks. *Proc. DCC’00, Snowbird, UT*, pages 302–311, 2000.

[58] S. S. Pradhan, J. Chou, and K. Ramachandran. Duality between source coding and channel coding and its extension to the side information case. *IEEE Trans. Inform. Theory*, 49(5):1181–1203, May 2003.

[59] S. S. Pradhan and K. Ramchandran. Distributed source coding using syndromes DISCUS: Design and construction. *IEEE Trans. Inform. Theory*, 49(3):626 – 643, March 2003.

[60] J. G. Proakis. *Digital communication*. McGraw-Hill International edition, 2001.

[61] R. Rajesh and V. Sharma. Correlated Gaussian sources over orthogonal Gaussian channels. *submitted*.

[62] R. Rajesh and V. Sharma. A joint source-channel coding scheme for transmission of correlated discrete sources over a Gaussian multiple access channel. *submitted*.

[63] R. Rajesh and V. Sharma. Source channel coding for Gaussian sources over a Gaussian multiple access channel. *Proc. 45 Allerton conference on computing control and communication, Monticello, IL*, 2007.

[64] R. Rajesh, V. K. Varsheneya, and V. Sharma. Distributed joint source-channel coding on a multiple access channel with side information. *Submitted*.

[65] S. Ray, M. Medard, M. Effros, and R. Kotter. On separation for multiple access channels. *Proc. IEEE Inform. Theory Workshop*, 2006.

[66] A. Sendonaris, E. Erkip, and B. Aazhang. User cooperation diversity-part I. *IEEE Trans. On Commun.*, 51(11):1927–1938, Nov 2003.

[67] S. Servetto. Lattice quantization with side information: Codes asymptotics and applications in sensor networks. *IEEE Trans. Inform. Theory*, 53(2):714–731, Feb. 2007.
[68] S. Shamai, S. Verdu, and R. Zamir. Systematic lossy source/channel coding. *IEEE Trans. Inform. Theory*, 44(2):564–578, March 1998.

[69] D. Slepian and J. K. Wolf. Noiseless coding of correlated information sources. *IEEE Trans. Inform. Theory*, 19(4):471–480, Jul. 1973.

[70] D. Tse and S. V. Hanly. Multiaccess fading channels-part i: polymatroid structure, optimal resource allocation and throughput capacities. *IEEE Trans. Inform. Theory*, 44(7):2796–2815, Nov 1998.

[71] V. K. Varsheneya and V. Sharma. Distributed coding for multiple access communication with side information. *Proc. IEEE Wireless Communication and Networking Conference (WCNC)*, April 2006.

[72] V. K. Varsheneya and V. Sharma. Lossy distributed source coding with side information. *Proc. National Conference on Communication (NCC), New Delhi*, Jan 2006.

[73] V. K. Varshneya. Distributed coding for wireless sensor networks. *ME thesis, ECE Dept, IISc*, Nov. 2005.

[74] V. V. Veeravalli. Decentralized quickest change detection. *IEEE Trans. Inform. Theory*, 47(4):1657–1665, May 2001.

[75] A. B. Wagner, S. Tavildar, and P. Viswanath. The rate region of the quadratic Gaussian two terminal source coding problem. *Pre print*.

[76] A. B. Wagner, S. Tavildar, and P. Viswanath. The rate region of the quadratic Gaussian two terminal source coding problem. *Arxiv (shorter version is also available in ISIT 2006)*, 2005.

[77] N. Wernersson, J. Karlsson, and M. Skoglund. Distributed scalar quantisers for Gaussian channels. *ISIT, Nice, France*, June 2007.

[78] F. M. J. Willems and E. V. Meulan. Partial feedback for the discrete memoryless multiple access channel. *IEEE Trans. Inform. Theory*, 29(2):287–290, March 1983.

[79] F. M. J. Willems, E. V. Meulan, and J. P. M. Schalkwijk. Achievable rate region for the multiple access channel with generalized feedback. *Proc. Allerton conference, Monticello, IL*, 1983.

[80] W. Wu, S. Vishwanath, and A. Arapostatis. On the capacity of multiple access channels with side information and feedback. *Proc. International Symposium on Information Theory*, July 2006.
[81] A. Wyner. Recent results in Shannon theory. *IEEE Trans. Inform. Theory*, 20(1):2–10, 1974.

[82] A. Wyner and J. Ziv. The rate distortion function for source coding with side information at the receiver. *IEEE Trans. Inform. Theory*, IT-22:1–11, Jan. 1976.

[83] J. J. Xiao and Z. Q. Luo. Multiterminal source channel communication over an orthogonal multiple access channel. *IEEE Trans. Inform. Theory*, 53(9):3255–3264, Sept. 2007.

[84] Z. Xiong, A. Liveris, and S. Cheng. Distributed source coding for sensor networks. *IEEE Signal Processing Magazine*, pages 80–94, Sept 2004.

[85] Y. Yang, S. Cheng, Z. Xiong, and W. Zhao. Wyner-Ziv coding based on TCQ and LDPC codes. *Proc. Asilomar Conf. Signals, Systems and Computers, Pacific Grove, CA*, pages 825–829, 2003.

[86] Y. Yang, V. Stankovic, Z. Xiong, and W. Zhao. Distributed source coding: Symmetric rates and application to sensor networks. *Proc. DCC’04, Snowbird, UT*, page 572, 2004.

[87] R. Zamir and T. Berger. Multiterminal source coding with high resolution. *IEEE Trans. Inform. Theory*, 45(1):106–117, Jan. 1999.

[88] R. Zamir, S. Shamai, and U. Erez. Nested linear/lattice codes for structured multiterminal binning. *IEEE Trans. Inform. Theory*, 48(6):1250–1276, June 2002.

[89] W. Zong and J. G. Frias. LDGM codes for channel coding and joint source-channel coding of correlated sources. *EURASIP Journal on Applied Signal Processing*, pages 942–953, 2005.