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Abstract: The characteristics of low-level turbulence at Boseong, located on the southern coast of South Korea, were investigated in terms of eddy dissipation rate (EDR) using 1-year (2018) of wind data obtained from the Boseong Meteorological Observatory (BMO), a World Meteorological Organization testbed. At BMO, a 307 m tall tower is installed on which four high-frequency (20 Hz) sonic anemometers are mounted at 60, 140, and 300 m above ground level (AGL). In addition, a sonic anemometer at 2.5 m AGL is located to the south of the tower. EDRs are estimated from the wind measurements based on three different EDR estimation methods. The first two methods use the inertial dissipation method derived from Kolmogorov turbulence theory, and the third uses a maximum likelihood estimation assuming a von Kármán spectral model. Reasonable agreement was obtained between the three methods with various fluctuations, including diurnal variations for all seasons, while the EDR calculated from the third method displayed slightly higher EDR values than the other two methods. The result of the analysis showed that the mean (standard deviations) of logarithms of EDR had larger values as height decreased (increased), and the means were higher in the unstable planetary boundary layer (PBL) than in the stable PBL for this heterogeneous location adjacent to the coastlines. The probability density functions (PDFs) of the EDRs showed that the distribution was well-represented by a lognormal distribution in both the stable and unstable PBL, although the PDFs at the lowest level (2.5 m) deviated from those at other levels due to surface effects. Seasonal variations in the PDFs showed that there was less difference in the shape of the PDFs depending on atmospheric stability in the wintertime. Finally, we calculate the 1-yr statistics of the observed EDR, which will be used for future LLT forecast systems in Korea.
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1. Introduction

The energy (or eddy) dissipation rate (ε) is the rate at which turbulent kinetic energy (TKE) cascades down to smaller scales. The cube root of the turbulence dissipation rate (ε1/3) is frequently used in the field of aviation turbulence meteorology since it is proportional to aircraft loads [1]. This quantity is termed as energy or eddy dissipation rate to the one-third power (EDR) and is regarded as the standard metric for reporting turbulence intensity by the International Civil Aviation Organization (ICAO) [2]. Turbulence dissipation rate in the atmospheric boundary layer (i.e., planetary boundary layer; PBL) has been the subject of many investigations, including the effect on the frontogenesis [3], in the evaluations of the PBL parameterizations [4], in the energy production from the wind farms [5], and in the development of low-level turbulence (LLT) forecasting systems [6]. These and other studies have been based on sonic anemometer data [3–8], aircraft data [9–11], lidars [7,12–17], and radars [10,18,19].

Most previous studies show that the observed behavior of the EDR follows a lognormal distribution in the free atmosphere, which is typically stably stratified [9,20]. Based on
the lognormality observed in the commercial aircraft in-situ EDR observations, the lognormal mapping technique (LMT) has been recently used in the development of numerical weather prediction (NWP) model-based turbulence forecast systems such as the Graphical Turbulence Guidance (GTG) [21,22]. In the GTG system, multiple turbulence diagnostics based on various empirical and physical methods are calculated from a collection of meteorological variables and their horizontal or vertical gradients. Then, those are converted into EDR forecasts by the LMT scheme assuming these variables follow lognormal distributions. LMT requires the observed climatological statistics (mean and standard deviations) of the logarithms of the EDRs. Such values were calculated for various altitudes of the atmosphere by the EDR estimation methods based on the inertial dissipation method (IDM) and von Kármán spectral model [9]. Using this, the GTG systems targeting global and regional domains have been developed based on the NWP model outputs [21,22]. These systems mainly focused on the forecasts of clear-air turbulence (CAT) and mountain-wave turbulence but now provide LLT forecasts as well [6].

Previous studies have shown the probability density function (PDF) of EDR exhibits a pronounced diurnal variation following the temporal evolution of the PBL [4]. The PDFs were also observed to have different shapes during the day and night [4]. Specifically, the PDF approximates a lognormal distribution:

\[
\text{PDF}(\ln x) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left(-\frac{(\ln x - \mu)^2}{2\sigma^2}\right) \quad (1)
\]

in the nighttime stable PBL and a log-Weibull distribution

\[
\text{PDF}(\ln x) = \frac{k}{\lambda} \left(\frac{\ln x}{\lambda}\right)^{k-1} \exp\left\{-\left(\frac{\ln x}{\lambda}\right)^k\right\} \quad (2)
\]

in the daytime unstable PBL. These characteristics are found from measurements during the eXperimental Planetary boundary layer Instrumentation Assessment (XPIA) field campaign, held at Boulder, Colorado [23]. Based on these observations, an improved LLT forecasting system was developed using the statistics derived from the lognormal and the log-Weibull distributions of the observed EDRs [6]. However, it is expected that this behavior is geographically dependent, so in order to implement LLT forecasting systems globally, further investigations of the PDFs of observed EDR in the PBL outside Boulder are required.

The characteristics of turbulence dissipation rate (ε) were also explored at other locations more heterogeneous than the Boulder site, which is relatively flat and is located in the middle of the continental United States. For example, the characteristics of ε were investigated during a Bora event using sonic anemometer measurements [8]. It was found that a power law can be established empirically between the mean wind speed and ε. During the second Wind Forecast Improvement Project (WFIP2) field campaign [24], the variability of ε was observed over complex terrain using various atmospheric measurement instruments such as lidars and anemometers [15]. It was shown that the leeside wind increased the turbulence production and ε, and ε was larger in the summertime than in the wintertime due to increased convective mixing. Furthermore, the dependence of wind direction on ε was analyzed in an offshore area using lidar measurements [16]. It was suggested that the wind from the open ocean interacted with the relatively lower surface roughness of the ocean, and therefore generated less TKE and ε, compared to instances when the wind was from the land. In addition, it was reported that the ε was higher in wintertime than in summertime because the wind from the land to the ocean was more frequent in wintertime and vice versa. Overall, the above studies indicate that the characteristics of ε or EDR are strongly affected by geographic location, and thus, various aspects of these characteristics can be expected in different locations.

In this study, the sonic anemometer wind measurements at BMO located on the southern coast of South Korea were used to derive seasonal profiles of EDR. The heterogeneity of
the terrain and the coastal environment are likely to affect the measurements, considering the location of the BMO (Figure 1). The physical mechanisms mentioned above are likely to occur due to the heterogeneity introduced by the close proximity of mountains to the north and the ocean to the south. This is a unique environment compared to those in previous studies (e.g., [6–8]). Hereafter, we emphasize the characteristics of LLT relevant to aviation turbulence. As a consequence, all analyses are conducted and presented in terms of EDR rather than turbulence dissipation rate (ε). Section 2 introduces the data used in this study. Section 3 describes three methods to estimate EDR and briefly examines the validity of each method. Section 4 presents the time series and the statistical properties of EDRs derived from the three different EDR estimation methods. The properties of the PDFs corresponding to seasons and atmospheric stability are discussed in this section, and an example of the development of a low-level forecasting system based on LMT is also suggested in Section 4. Section 5 summarizes the study and proposes future plans for this work.

![Figure 1](image_url)  
**Figure 1.** Map of the Korean Peninsula and the local maps around BMO with terrain height (shadings) and local coastlines (solid black line). The location of BMO (34.76° N and 127.21° E) is marked by red asterisks.

### 2. Data

BMO is a testbed of the World Meteorological Organization-Commission for Instruments and Methods of Observation with its purpose of the integration of a 3D weather observation system (https://community.wmo.int/activity-areas/imop/cimo-testbeds-and-lead-centres/Testbed_Korea accessed on 15 May 2021). BMO is a regular observation site operated by the National Institute of Meteorological Sciences (NIMS) of the Korean Meteorological Administration (KMA) in Korea. It has provided long-term atmospheric measurements since 2014. BMO is located at 34.76° N and 127.21° E. The specific location of BMO is displayed in Figure 1 with terrain height overlaid. The southern coastline of the Korean peninsula is adjacent to BMO to the southeast, and some hills and mountains with a maximum height of 576 m are located north to northwest. Although the vicinity of BMO is relatively flat, the complexity of terrain implies that there is strong horizontal surface heterogeneity upstream of BMO. Here, the effects of the marine boundary layer, the mesoscale forcing such as land-sea breeze, and the acceleration of wind in the leeside of the mountains, are expected to affect the characteristics of the observed turbulence.

BMO has a tower on which various atmospheric measurement instruments are installed. Figure 2 shows the bird’s eye view taken by an unmanned air mobility vehicle, and the 307 m meteorological tower established at BMO. Three 3D sonic anemometers (product name: Campbell CSAT3A) are mounted on the tower and are located at 60 m, 140 m, and 300 m above the ground on the northeastern side of the observation boom. In addition, a 3D sonic anemometer is installed at 2.5 m above the ground on a mast located south of the tower (Figure 2). The 3D sonic anemometer measures the 3D components...
of wind velocity, namely streamwise, transverse, and vertical components of wind velocity, with a 20 Hz sampling rate. For the tower data, we use the raw data provided by the NIMS, which were collected by Campbell LoggerNet software. This includes the 3D components of wind velocity with a 20 Hz sampling rate and 30-min average values of temperature and turbulent quantities such as friction velocity and kinematic heat flux. A 5 m observation boom is installed from the body of the mast for each anemometer level, with each anemometer mounted at the tip of the boom, i.e., 5 m from the body of the mast. Wake effects are considered minimal since the dominant wind direction usually places the anemometers upstream of the mast (This will be shown in Figure 7). The double rotation sonic tilt correction algorithm [25] was tested, and the effect on the shape of the PDFs of EDR (This will be shown in Figure 9) was negligible because the BMO tower is located in a flat area (Figures 1 and 2). For this reason, we did not use the sonic tilt correction algorithm in the analysis. Precipitation records from the automated surface observing system (ASOS) at Boseong (Figure 2) were used to exclude spurious measurements of the anemometers that may have occurred due to the precipitation.

![Figure 2. (Left) Bird's eye view of BMO (In this photo, north is on the left and south is on the right), and (Right) the 307 m meteorological tower established at BMO. Four 3D sonic anemometers are mounted at 60 m, 140 m, and 300 m above the ground, on the northeastern side of the observation boom. Additionally, a 3D sonic anemometer is installed at 2.5 m above the ground located to the southeast of the tower (white box at the top of the left photo). An automated surface observing system (ASOS) is also located in BMO (white box at the bottom of the left photo).](image)

Finally, one year (January to December 2018) of the streamwise component of wind velocity at the four levels was analyzed. The streamwise component was used for two reasons: (1) Most previous investigations of $\varepsilon$ used the streamwise component only, so we can compare our results to others, and (2) It is reported that CSAT3 underestimates the vertical component of wind velocity [26]. For the measuring errors of sonic anemometers, most literature mainly adopted methodologies of (1) intercomparisons of different sonic anemometers [27], (2) wind-tunnel experiments [28], and (3) numerical simulations [29]. In terms of estimation errors of EDR, it is possible to perform intercomparisons of EDR from sonic anemometers with indirect estimation (Sections 3.1 and 3.2) and from hot-wire anemometers with direct estimation [3]. Investigations such as the effect of measuring errors on the estimation of EDR are beyond the scope, and error analysis was not conducted in this research. Some time periods were not available due mainly to routine calibration correction, inspection, and replacement. In addition, the data logger software may raise issues in collecting observation data. These missing measurements were typically concentrated during April, May, and June at 60 m and 140 m. After producing EDRs from the methods described in Section 3, the missing portion of the total amount of EDR was 9.194%, 26.19%, 27.30%, and 12.60% at 2.5 m, 60 m, 140 m, and 300 m, respectively. Figure 3
visualizes the periods of the available and the missing portions of produced EDR at the four levels. The portions of the missing values of EDR in the winter (December, January, and February 2018; DJF), in the spring (March, April, and May 2018; MAM), in the summer (June, July, and August 2018; JJA), and in the fall (September, October, and November 2018; SON) are presented in Table 1.

![Figure 3](image_url)  
**Figure 3.** The available and the missing portion of produced EDR at the four levels. Green color indicates that EDR was produced and regarded as reliable, while red color indicates that EDR was not produced and regarded as missing at the given time.

**Table 1.** The portion of the missing values of EDR in the winter, spring, summer, fall, and for the total one-year period. The unit is %.

|          | DJF  | MAM  | JJA  | SON  | Total |
|----------|------|------|------|------|-------|
| 2.5 m    | 4.573| 13.01| 10.67| 8.403| 9.194 |
| 60 m     | 2.521| 53.65| 37.66| 10.24| 26.19 |
| 140 m    | 16.67| 54.36| 21.59| 16.22| 27.30 |
| 300 m    | 16.90| 10.98| 12.60| 9.982| 12.60 |

3. Methodology

The anemometers produce a time series of wind velocities at a fixed location. To adopt the mathematical turbulence models defined in the spatial dimension, it is necessary to invoke Taylor’s frozen hypothesis to bridge the relationship between the physical variables in the spatial (wavenumber) domain and in the time (frequency) domain [30]. Assuming Taylor’s frozen hypothesis,

\[
    r = U \tau \tag{3}
\]

\[
    k = \frac{2\pi f}{U} \tag{4}
\]

\[
    S(f) = \frac{2\pi}{U} F(k) \tag{5}
\]

is approximately valid, where \( r \) is spatial separation, \( U \) is mean streamwise wind speed, \( \tau \) is temporal separation, \( k \) is the horizontal wavenumber, \( f \) is frequency, \( S(f) \) is the power spectral density (PSD) in the temporal domain, and \( F(k) \) is the PSD in the spatial domain.
Taylor’s frozen hypothesis is valid if the scale of the fluctuation velocity is much smaller than the mean horizontal velocity:
\[
\frac{u'}{U} \ll 1
\] (6)
where \(u'\) is the fluctuation velocity \[28\]. Although this criterion has some limitations, as discussed by e.g., \[31,32\], we used (6) which follows previous studies focusing on the estimation of \(\varepsilon\) using sonic anemometers in the boundary layer \[3,4\]. The mean and the median of \(u'/U\) were calculated for all the available records, and they were found to be 0.22 and 0.14, respectively, which reasonably satisfies (6). Following a previous study \[4\], 2-min Reynolds averaging was used to calculate the mean streamwise wind speed to avoid the change of average wind direction and satisfy the applicability of Taylor’s frozen hypothesis. Therefore, we assumed that Taylor’s frozen hypothesis was valid for all data analyzed.

We tested three different methods to estimate EDR after assuming Taylor’s frozen hypothesis, labeled as EDR1, EDR2, and EDR3 (See Sections 3.1 and 3.2). The length of the estimation window is 120 s. The mean horizontal wind speed and other quantities required to calculate EDR were obtained using the records within the main window for every 30 s. Finally, EDRs were generated for every 30 s.

### 3.1. Inertial Dissipation Method Using Structure Function (EDR1)

According to Kolmogorov’s turbulence hypothesis \[33\], EDR follows a specific relation of spatial separation within the inertial range (IR) for isotropic turbulence. EDR1 is expressed as a function of spatial separation and the second-order structure function (SF) \[31,34\]. After the application of Taylor’s frozen hypothesis, EDR1 is expressed as a function of temporal separation and SF:

\[
EDR1 = \left( \frac{1}{U} \right)^{1/3} \left[ \frac{D_u(\tau)^{-2/3}}{C_K} \right]^{1/2}
\] (7)

where the overbar notation is the arithmetic average within the IR and \(C_K\) is Kolmogorov constant. \(D_u(\tau)\) is SF defined as:

\[
D_u(\tau) = \left\langle [u(t + \tau) - u(t)]^2 \right\rangle
\] (8)

where the bracket notation is the ensemble average and \(u\) is the streamwise component of wind velocity \[31,34\]. The Kolmogorov constant was set to 0.52 s\(^{-1}\), which is within the valid range suggested by previous research \[35\] and was used in several studies \[4,5,7\]. The IR was set to the range of \(\tau\) between 0.1 s and 2.0 s \[4\]. A 120 s window was used to calculate SF.

Figure 4a shows the observed SF and the theoretical SF from the Kolmogorov turbulence hypothesis at 60 m at 18:00 25 October 2018 local solar time (LST). The observed SF and the theoretical SF follow the 2/3 slope as expected by the Kolmogorov turbulence hypothesis within the predefined IR. In order to validate the use of IDM, the slopes of the observed SFs within the predefined IR were calculated for all levels and all seasons. The mean and median of the slopes were 0.542 and 0.555 with the percentage errors 18.7% and 16.7% relative to the theoretical value, 2/3.
Von Kármán suggested a spectral model for isotropic turbulence which includes a roll-off at the lower frequencies, as seen for example in Figure 4b. For the streamwise component, the PSD in the spatial domain is:

\[
S(b) = \left( \frac{2\pi}{U} \right)^{1/3} \frac{1}{\bar{C}_K} \left[ \frac{\hat{S}_u(f)}{f^{5/3}} \right]^{1/2}
\]

where the overbar notation is the arithmetic average within IR. The PSD was obtained using a fast Fourier transform (FFT). Welch’s method was adopted [36,37], thus the 30-s subwindow with a 50% overlap was used. To reduce spurious signals due to discretization of the data, the Welch window function was applied to the subwindow.

Von Kármán suggested a spectral model for isotropic turbulence which includes a roll-off at the lower frequencies, as seen for example in Figure 4b. For the streamwise component, the PSD in the spatial domain is:

\[
S_{\text{model}}(k) = \frac{9}{55} \alpha \varepsilon^{2/3} \frac{1}{(L^2 + k^2)^{5/6}}
\]

where \(\alpha\) is an empirical constant and \(L\) is the length scale [38]. \(\alpha\) is set to 1.6 [9,38]. \(L\) is set to 500 feet as that is applicable for the level below 1000 ft [39], which is almost identical to the height of the tower. By substituting \(F(k) = \frac{U}{\pi} S(f)\) and \(k = \frac{U}{L^2} f\), the von Kármán spectral model is expressed as a function of frequency. Maximum likelihood estimation between the observed spectra (\(S_{\text{obs}}\)) and the model spectra (\(S_{\text{model}}\)) is applied to obtain the EDR through:

\[
EDR3 = \left( \frac{1}{p_2 - p_1 + 1} \sum_{f = f_1}^{f_2} \frac{S_{\text{obs}}(f)}{S_{\text{model}}(f)} \right)^{1/2}
\]

where \(f_1\) and \(f_2\) are the lower and upper bound frequencies of the IR, and \(p_1\) and \(p_2\) are the indices of \(f_1\) and \(f_2\) [9,40]. Here, the model spectra should correspond to an \(\varepsilon\) value of 1.0. The PSD and IR obtained in the retrieval of EDR2 were used to calculate EDR3.
First, we tested the IDM with the IR defined as the frequency range between $0.5 \text{ s}^{-1}$ and $10 \text{ s}^{-1}$, corresponding to the IR defined in the previous subsection [4]. Figure 4b shows the observed PSD and the expected PSDs from the Kolmogorov turbulence hypothesis and von Kármán spectral model at 60 m at 09:00 October 2018 LST. In general, the observed PSD follows well with the theoretical $-5/3$ slope as expected by both turbulence models within the predefined IR. However, at high frequencies, the observed PSD does not follow the expected $-5/3$ slope well. This might indicate that aliasing problems occur near the Nyquist frequency, and the 20 Hz sampling rate is not high enough to resolve turbulence structures with time scales shorter than 0.05 s. Here, the slopes of the PSDs within the predefined IR were calculated, and it was found that the mean and median were $-1.163$ and $-1.189$ with the percentage error of 30.2% and 28.6% compared to the theoretical value of $-5/3$. This discrepancy is probably due to aliasing problems. The PSD near the Nyquist frequency had a more positive slope than $-5/3$, and the PSD had more points as the frequency increased on the log-scale axis. As a result, the PSD near the Nyquist frequency was weighted higher in the estimation of the slope, which caused the slope to depart positively from the theoretical value. This might be a possible reason for the slightly higher EDR values in EDR2 and EDR3 than that in EDR1. Therefore, we defined the IR as the range between $0.5 \text{ s}^{-1}$ and $5 \text{ s}^{-1}$ to minimize aliasing effects which are shown as the theoretical Kolmogorov slope (red dashed line) and von Kármán spectral model (blue dashed line) in Figure 4b. After updating the IR for EDR2 and EDR3, we found that the mean and median of the slopes were now $-1.374$ and $-1.423$ with the percentage error reduced significantly to 17.5% and 14.6%. For this reason, the updated IR was adopted in the estimation of EDR2 and EDR3 in the rest of the paper.

4. Results and Discussion

4.1. Time Series of EDR and Its Variations

Time series of EDRs in the four seasons at the four levels were obtained using the above three different EDR estimation methods. Figure 5 shows the time series of 30-min block averaged EDRs in SON 2018. EDR2 and EDR3 were almost perfectly correlated for all levels because the Kolmogorov spectra and the von Kármán spectra are theoretically identical within the predefined IR in this study. On the other hand, the correlation coefficients between ln EDR1 and ln EDR2 ranged from 0.94 to 0.96, which is lower than that between EDR2 and EDR3. Nevertheless, it indicates that EDR1 and EDR2 are highly correlated and consistent although they originated from different estimation methods. To specify the relationships between the EDRs, 2D density scatter plots of the logarithms of EDRs were calculated and visualized as shown in Figure 6. EDR1 and EDR2 were reasonably consistent with the dispersion of the scatter plots. On the other hand, EDR2 and EDR3 showed almost perfect correspondence but with a systematic bias. These behaviors correspond to the correlation coefficients between EDRs and meet the finding in the previous section and other studies in which EDR was estimated using PSD was larger than that estimated using SF [4]. Although the PSD used in the estimation of EDR2 and EDR3 is identical and thus the results should be the same, EDR3 was found to be much larger than EDR2 and EDR1. This overestimation might be related to the maximum likelihood estimation used to estimate EDR3. There was no sensitivity in the slight change of the length scale because the IR was already defined far from the time scale affected by the change of the length scale (not shown).

The diurnal variations in the EDRs were observed following the evolution of the PBL, especially between 20 September and 30 September 2018 (See Figure 5). In some periods, the diurnal variations were not evident perhaps due to external forcings such as low-pressure system passages, typhoons, and monsoon effects. For example, between 3 October to 15 October 2018 Korea was affected by a typhoon that passed directly over the BMO site on 5 October 2018, which swamped the diurnal variation effects. Overall, the diurnal variations were much more dominant in MAM and JJA compared to those in SON and DJF (not shown), i.e., the variations were stronger in the summertime than in the
wintertime. One of the possible sources of such differences might be the incoming solar radiation and the background wind conditions. The incoming solar radiation drives the evolution of the PBL by increasing the buoyancy flux in the summertime. This increases TKE production in the daytime and $\varepsilon$ compared to the nighttime. In contrast, the incoming solar radiation is less in the wintertime which decreases the difference of TKE production and $\varepsilon$ between the daytime and the nighttime PBL, and the stronger background wind in the wintertime creates a larger shear production of TKE. As a result, in Table 2, the mean of ln EDR based on the EDR1 method (i.e., ln EDR) at 2.5 m for the unstable PBL (daytime) in DJF is $-1.3339$, which is similar to that in JJA ($-1.3352$), but those for the stable PBL (nighttime) in DJF is $-1.4817$, which is much larger than that in JJA ($-1.6236$). Therefore, the difference between day and night in the wintertime is less than that in the summertime. The method to distinguish the unstable PBL (daytime) and the stable one (nighttime) and more detailed features in the PDFs of the observed EDRs will be discussed in the next section.

![Figure 5](image_url)

**Figure 5.** Time series of 30-min block averaged (red) EDR1, (orange) EDR2, and (green) EDR3 at (a) 300 m, (b) 140 m, (c) 60 m, and (d) 2.5 m in SON. Empty space indicates that EDRs were not produced and set to missing at the given time.

![Figure 6](image_url)

**Figure 6.** 2D density scatter plots between (a) $\log_{10}$ EDR1 and $\log_{10}$ EDR2, and (b) $\log_{10}$ EDR2 and $\log_{10}$ EDR3, calculated from the EDRs at the four levels in 2018. Bins with darker color indicate that more elements were counted within these bins.
Table 2. The mean and the standard deviations of ln EDR1 in the (top) unstable and (bottom) stable PBL, for each season (DJF, MAM, JJA, and SON), and for the 1-yr period (Total) in 2018.

| Mean of lnEDR (Unstable) | DJF | MAM | JJA | SON | Total |
|-------------------------|-----|-----|-----|-----|-------|
| 2.5 m                   | −1.3339 | −1.3707 | −1.3352 | −1.4085 | −1.3609 |
| 60 m                    | −1.5241 | −1.7690 | −1.9088 | −1.7082 | −1.7122 |
| 140 m                   | −1.6713 | −1.9174 | −2.0961 | −1.9120 | −1.9138 |
| 300 m                   | −1.7167 | −1.9680 | −2.2182 | −2.0526 | −2.0108 |

| Standard Deviation of ln EDR (Unstable) | DJF | MAM | JJA | SON | Total |
|----------------------------------------|-----|-----|-----|-----|-------|
| 2.5 m                                  | 0.6952 | 0.7526 | 0.6790 | 0.6416 | 0.6964 |
| 60 m                                   | 0.7651 | 0.8070 | 0.6407 | 0.7248 | 0.7479 |
| 140 m                                  | 0.8021 | 0.8449 | 0.6946 | 0.7954 | 0.7913 |
| 300 m                                  | 0.8755 | 0.8381 | 0.8070 | 0.8554 | 0.8583 |

| Mean of lnEDR (Stable) | DJF | MAM | JJA | SON | Total |
|------------------------|-----|-----|-----|-----|-------|
| 2.5 m                  | −1.4817 | −1.7373 | −1.6236 | −1.5721 | −1.5942 |
| 60 m                   | −1.5769 | −1.8765 | −2.0644 | −1.8515 | −1.8087 |
| 140 m                  | −1.7164 | −2.0239 | −2.1934 | −2.0883 | −1.9979 |
| 300 m                  | −1.7396 | −2.0732 | −2.2625 | −2.1722 | −2.0648 |

| Standard Deviation of ln EDR (Stable) | DJF | MAM | JJA | SON | Total |
|-------------------------------------|-----|-----|-----|-----|-------|
| 2.5 m                               | 0.6953 | 0.7356 | 0.6896 | 0.6453 | 0.6951 |
| 60 m                                | 0.7946 | 0.8960 | 0.7669 | 0.7851 | 0.8206 |
| 140 m                               | 0.8017 | 0.8846 | 0.7416 | 0.7785 | 0.8142 |
| 300 m                               | 0.8859 | 0.9015 | 0.8310 | 0.9059 | 0.9047 |

4.2. Characteristics of EDR and Application to Turbulence Forecasting

To investigate the characteristics of EDRs as a function of atmospheric stability, we classified the stability of the PBL using the sign of the Obukhov length, defined as:

\[ L = -\frac{u_*^3 \theta_v}{\kappa g \langle w' \theta_v' \rangle_{sfc}} \]  

(12)

where \( \kappa \) is the von Kármán constant, \( g \) is gravity acceleration, \( u_* \) is friction velocity, \( \theta_v \) is virtual potential temperature, and \( \langle w' \theta_v' \rangle_{sfc} \) is kinematic heat flux at 2.5 m above ground level. In the analysis, we approximated the virtual potential temperature \( \theta_v \) to the sonic temperature \( T_s \) [41]. Here, \( \kappa = 0.4 \) and friction velocity, the kinematic heat flux, and the mean potential temperature with 30 min averaging were used to calculate the Obukhov length. The atmospheric stability is regarded as unstable if \( -500 < L \leq 0 \), stable if \( 0 < L < 500 \), and neutral if \( L \leq -500 \) or \( L > 500 \) [42]. Neutral atmospheric stability occurred about 5 to 9% out of the total and was neglected in this analysis. Only unstable and stable atmospheric stability were considered.

EDRs derived from the PSD-based models (EDR2 and EDR3) were similar to the EDR1 although it is likely to contain an aliasing problem as shown in the previous section so that the mean vertical structure and PDFs of EDR were calculated by using EDR1 only. Table 2 displays In EDR and the standard deviations of ln EDR (i.e., SD(ln EDR)) from January to December 2018 for each level and for each atmospheric stability. ln EDR decreased as height increased. In contrast, SD(ln EDR) increased as height increased. The interaction between the surface and turbulent flows were consistent regardless of the season and external forcings, implying that continuous forcings either by shear or buoyancy exist near the surface; therefore, the standard deviations were small. In a similar way, the variations of the mean in different seasons were typically the lowest at 2.5 m among all
levels. Note that mean of ln EDR ranges from $-1.339$ (unstable DJF 2.5 m) to $-2.2625$ (stable JJA 300 m). In other words, EDR ranges from $0.1040 \text{ m}^{2/3} \text{ s}^{-1}$ (stable JJA 300 m) to $0.2634 \text{ m}^{2/3} \text{ s}^{-1}$ (unstable DJF 2.5 m). Qualitatively, the mean of ln EDR was smaller in the summertime than in the wintertime, due to the background wind condition with decreasing wind shear. Figure 7 presents the 30-min averaged wind direction with wind speed [43]. The westerly or northwesterly wind was dominant in the wintertime from the land mainly due to the East Asian winter monsoon (EAWM), with the continental high on the left and low-pressure system on the right, in the Korean peninsula provides a strong horizontal pressure gradient and gusty winds, implying larger shear production of TKE. In the summertime, however, the portion of southerly and southeasterly wind increased because of the weakened background wind with the more frequent activity of land-sea breeze at BMO [44], and thus contributed less TKE and turbulence dissipation. When we compare these EDR values with those from previous studies in different locations around the world, our EDR values are somewhat larger than that in most other areas, which is likely due to the strong background winds in winter and the location of BMO at the coastline where land-sea breezes are also dominant in summer.

Figure 7. Windroses generated from 30-min averaged wind direction and wind speed observed at the sonic anemometer at 60 m (a) in the wintertime (DJF), and (b) in the summertime (JJA) [43]. The label bar indicates the wind speed for the given wind direction bin. The radius indicates the percentage of the portion out of total for the given bin.

Figure 8 shows the PDFs of EDR in the unstable and stable PBL. Given the situation that EAWM is dominant in winter and land-sea breezes are active in summer, it is obvious that the diurnal transition of the PDFs was not distinguished well, which is not surprising because the diurnal variations of EDR were not as strong as they were during the XPIA field campaign [4]. Since northwesterly winds were dominant regardless of the season, it is possible that this effect dominated over the diurnal evolution of EDR at BMO, and the shapes of PDFs became more uniform between day and night in the winter. The land-sea breeze in summer also disturbed the diurnal variations in the PDF of EDR at BMO. Qualitatively, the shape of the PDF followed the lognormal distribution in the stable PBL (nighttime). The shape of PDFs was also similar to the lognormal distribution even in the unstable PBL (daytime). Here, the log-Weibull-like distribution observed in [4] during unstable conditions was not observed. A notable feature in Figure 8 is that the PDFs at 2.5 m were separated from other levels because 2.5 m is near the surface where it is in the surface layer. As mentioned above, constant interaction between the surface and the atmosphere would force relatively strong turbulence dissipation and thus the shape of PDFs was skewed to the right near the surface.
Figure 8. PDFs of EDR. Left panel shows the PDFs for the unstable PBL in (a) DJF, (b) MAM, (c) JJA, (d) SON, and (e) total in 2018, and for the stable PBL in (f) DJF, (g) MAM, (h) JJA, and (i) SON, and (j) total in 2018, at 2.5 m (blue solid line), 60 m (orange solid line), 140 m (green solid line), and 300 m (red solid line). Dashed line indicates mean of EDR1 in the given season at the given level.
Finally, Figure 9 shows the PDFs of EDR for stable, unstable, and combined atmospheric stability at levels higher than 2.5 m (60 m ≤ z ≤ 300 m). In Figure 9a, the PDFs reasonably follow a lognormal distribution with similar shape parameters (i.e., μ and σ) regardless of the atmospheric stability. This feature supports the observation that LLT at BMO has no significant change on the behavior of stable versus unstable PDFs, which is different from that in the XPIA result [4]. Therefore, we develop the best-fit curve using the single lognormal distribution for both the stable and unstable PBL. The PDFs for both stable and unstable cases were used to construct the best fit lognormal distribution curve as displayed in Figure 9b, showing that the lognormality was observed in the PDFs.

The climatological μ (mean of ln EDR; ⟨ln EDR⟩) and σ (standard deviation of ln EDR; SD(δln EDR)) derived from the best-fit lognormal curve in Figure 9 are −2.169 and 0.863, respectively. These values are similar to the mean and standard deviations of ln EDR calculated directly from the observations as shown in Table 2. When we compare this result with those from commercial aircraft below 10,000 ft (about z = 3 km) in the U.S. [21], the mean value is similar but the standard deviation is larger at BMO. This is not surprising because the measurements in this study were closer to the surface than typical in-situ air-

---

**Figure 9.** (a) PDFs of the EDR for (blue) stable and (orange) unstable planetary boundary layers (PBL), (green) PDF of the EDR regardless of the atmospheric stability, and (b) (red line) the best-fit lognormal curve for (black dots) the observed PDF of the EDR where the black dots correspond to the green line in (a). (c) Same as (a) but double rotation was applied, and (d) same as (b) but double rotation was applied. Atmospheric stability in (a) was classified by using the Obukhov length defined in Equation (11). Blue vertical lines in (b) show the thresholds of EDR values, 0.15 m$^{2/3}$ s$^{-1}$, 0.22 m$^{2/3}$ s$^{-1}$, and 0.33 m$^{2/3}$ s$^{-1}$, which correspond to the light (LGT), moderate (MOD), and severe (SEV) turbulence intensities for mid-size aircraft like B-737.
craft observations, implying that stronger fluctuations due to land-atmosphere interaction are expected.

To investigate the sensitivity of the results due to incorporation of the double rotation tilt correction, the PDF and its best-fit curve were produced after applying a double rotation algorithm [45], and are shown in Figure 9c,d. The skewness is reduced slightly, thus the shape follows a lognormal distribution compared to that with no tilt correction. The climatological mean and standard deviation are \(-2.351\) and \(0.862\), respectively. Although double rotation is applied, the shapes of PDFs for each atmospheric stability are similar to each other, and the climatological mean and standard deviations do not change significantly, because BMO is located at a flat area near the coastline (Figures 1 and 2).

Compared to previous studies, the mean and standard deviations of ln EDR derived from the shape parameters of the best-fit log-Weibull (lognormal) curve using the data from the XPIA field campaign were \(-2.1980\) and \(0.6564\) (\(-2.7017\) and \(0.7641\)), respectively [6]. The median of the turbulence dissipation rate observed at the WFIP2 campaign roughly ranges from \(5 \times 10^{-4} \text{ m}^2 \text{ s}^{-3}\) to \(0.01 \text{ m}^2 \text{ s}^{-3}\) [15], which corresponds to the range of \(-2.533\) to \(-1.535\) in terms of ln EDR. Considering that the WFIP2 campaign occurred in relatively heterogeneous terrain, it is expected that the mean value at BMO is closer to that observed in the WFIP2 campaign than that in the XPIA campaign. In addition to the surface heterogeneity, the stronger background wind is likely to force larger mean values at BMO than those in the previous studies.

Ultimately these statistics can be used to develop an LLT forecasting system based on the NWP model outputs with the LMT suitable for South Korea using the methodology of [6,21,22]. As described in the Introduction, LMT converts a turbulence diagnostic following a lognormal distribution to EDR using its mean and standard deviation. For a turbulence diagnostic \(D\):

\[
\ln D^* = a + b \ln D
\]

(13)

where \(D^*\) is the EDR converted from \(D\) using LMT. \(a\) and \(b\) are remapping constants defined by the mean and standard deviations of each lognormal distribution of the turbulence diagnostic \(D\) and observed EDR \((\langle \ln \text{EDR} \rangle, \text{SD}(\ln \text{EDR}))\) in Figure 9b,d which are defined as:

\[
a = \langle \ln \text{EDR} \rangle - b \langle \ln D \rangle
\]

(14)

\[
b = \frac{\text{SD}(\ln \text{EDR})}{\text{SD}(\ln D)}
\]

(15)

As an example, Figure 10 displays a horizontal distribution of the Ellrod TI1, an empirical turbulence diagnostic [46] and EDRs generated from LMT with climatological mean and standard deviations from [21] and BMO at FL050 (i.e., 5000 ft MSL in terms of barometric altitude) on 2018-10-01 00:00 UTC. Here, a mesoscale numerical simulation was conducted using the Weather Research and Forecasting Model [47], and the 3D components of simulated wind velocity were used to calculate the Ellrod TI1. Note that the mean and standard deviations of Ellrod TI1 were \(-15.3839\) and \(1.5895\) for the regime below FL 100, respectively (not shown).

As exhibited in Figure 10c,d, the effect of double rotation algorithms is marginal but Figure 10c shows a slightly stronger derived turbulence intensity. Figure 10b significantly underestimates turbulence intensity compared to those in Figure 10c,d due to the smaller climatological standard deviations used. Figure 10c or Figure 10d can be used to forecast aviation turbulence with strong fluctuations at low levels, but the false alarm rate is likely to increase. On the other hand, Figure 10b is expected to show less false alarms, but it also may underpredict stronger events. To produce more skillful LLT forecasts, it will be necessary to have more statistics of the EDR derived from available observations such as lidar measurements, particularly near airports.
There are two motivations for this study: (1) to develop an LLT forecast system based on the numerical weather prediction (NWP) models with the LMT method, which requires robust statistics (mean and standard deviation) of observed EDR for LLT; this will be beneficial for safe air-travel and air mobility in South Korea, and (2) to develop a better PBL parameterization within NWP models, it is necessary to understand the characteristics of LLT in heterogeneous areas like the BMO in coastal areas. With these goals in mind, we analyzed the time series and PDFs of the EDR from the wind data at four different levels (2.5 m, 60 m, 140 m, and 300 m above the ground) measured by the 20 Hz ultra-sonic anemometers. Three EDR estimation methods were tested based on different computational algorithms: (a) EDR from Ellrod TI1 using LMT and the climatological mean and standard deviations presented in [21] (\(\langle \ln \text{EDR} \rangle = -2.248\) and SD(\(\ln \text{EDR} \)) = 0.4235 for the altitude region below FL100). (b) Same as (a) but climatological values at Figure 9b (\(\langle \ln \text{EDR} \rangle = -2.169\) and SD(\(\ln \text{EDR} \)) = 0.863) were used. (c) Same as (b) but climatological values at Figure 9d (\(\langle \ln \text{EDR} \rangle = -2.351\) and SD(\(\ln \text{EDR} \)) = 0.862) were used.

5. Conclusions

In this study, we investigated the characteristics of low-level turbulence (LLT) in South Korea as a function of the EDR observed at BMO with 20 Hz frequency sampling. There are two motivations for this study: (1) to develop an LLT forecast system based on the numerical weather prediction (NWP) models with the LMT method, which requires robust statistics (mean and standard deviation) of observed EDR for LLT; this will be beneficial for safe air-travel and air mobility in South Korea, and (2) to develop a better PBL parameterization within NWP models, it is necessary to understand the characteristics of LLT in heterogeneous areas like the BMO in coastal areas. With these goals in mind, we analyzed the time series and PDFs of the EDR from the wind data at four different levels (2.5 m, 60 m, 140 m, and 300 m above the ground) measured by the 20 Hz ultra-sonic anemometers. Three EDR estimation methods were tested based on different computational algorithms: (a) EDR from Ellrod TI1 using LMT and the climatological mean and standard deviations presented in [21] (\(\langle \ln \text{EDR} \rangle = -2.248\) and SD(\(\ln \text{EDR} \)) = 0.4235 for the altitude region below FL100). (b) Same as (a) but climatological values at Figure 9b (\(\langle \ln \text{EDR} \rangle = -2.169\) and SD(\(\ln \text{EDR} \)) = 0.863) were used. (c) Same as (b) but climatological values at Figure 9d (\(\langle \ln \text{EDR} \rangle = -2.351\) and SD(\(\ln \text{EDR} \)) = 0.862) were used.

Figure 10. Horizontal distributions at FL050 (approximately 5000 ft) generated from (a) Ellrod TI1 and (b) EDR converted from Ellrod TI1 using LMT and the climatological mean and standard deviations presented in [21] (\(\langle \ln \text{EDR} \rangle = -2.248\) and SD(\(\ln \text{EDR} \)) = 0.4235 for the altitude region below FL100). (c) Same as (b) but climatological values at Figure 9b (\(\langle \ln \text{EDR} \rangle = -2.169\) and SD(\(\ln \text{EDR} \)) = 0.863) were used. (d) Same as (b) but climatological values at Figure 9d (\(\langle \ln \text{EDR} \rangle = -2.351\) and SD(\(\ln \text{EDR} \)) = 0.862) were used.
levels (2.5 m, 60 m, 140 m, and 300 m above the ground) measured by the 20 Hz ultra-sonic anemometers. Three EDR estimation methods were tested based on different computational techniques (EDR1, EDR2, and EDR3). The key findings of this study are summarized as follows.

- Although the EDR was estimated based on three different algorithms, the correlation coefficient of the time series of ln EDRs ranged from 0.94 to 0.96, which indicates that EDRs derived from each algorithm were highly correlated and consistent.
- EDR1 was slightly lower than EDR2 regardless of the levels and seasons when we used the same IR, probably because of aliasing problems in EDR2. The difference of EDR1 and EDR2 reduced significantly when the shorter IR was used for EDR2. EDR3 was larger than EDR2 with a systematic bias. We conclude that EDR1, which avoids the aliasing problems is the most reliable estimation method, consistent with previous studies [4,6]. For a more thorough investigation of this, comparing the turbulence dissipation rate observed from hot-wire anemometers covering higher frequency ranges [3] is required.
- A diurnal variation pattern was usually observed in the time series of the EDR. However, during some periods such variations were not dominant, likely related to the larger scale external forcings and background wind conditions such as synoptic low and high-pressure systems, typhoons, or monsoons.
- For each season, ln EDR decreased with height whereas, SD(ln EDR) increased with height. This behavior likely arises from the continuous interactions between the surface and turbulent flows. ln EDR was typically larger in the wintertime than in the summertime and is related to the intensity of background wind (i.e., wind shear).
- There was no strong diurnal transition of the PDFs of EDR between the lognormal distribution and log-Weibull distribution regardless of the atmospheric stability and season, which can be explained by the background wind flows in wintertime and dominant land-sea breeze events in the summertime.
- LMT was conducted using only a single lognormal distribution curve for the observed PDF of EDR. The statistics (mean and standard deviations of ln EDR) required to develop an LMT forecasting system using the methodology of [6,19,21,22] were obtained. For the levels above 2.5 m in SON, ⟨ln EDR⟩ and SD(ln EDR) were −2.169 and 0.863, respectively. With the above statistics, an example of low-level turbulence forecasting was presented using the Ellrod TI1 turbulence diagnostic.

To further examine the climatology and the representativeness of these results, the present analysis will be expanded to include longer time periods using the multi-year measurements from BMO in a future study. At the same time, the mesoscale numerical simulations focusing on the low-level environment around BMO will be conducted using high-resolution NWP models with various PBL schemes. In 1.5-order closure PBL schemes, turbulence dissipation rate is parameterized using TKE, and EDR is expressed as a function of TKE and a master length scale. Large-eddy simulations (LES) that can fully resolve daytime large eddies will also be used to estimate the TKE and EDRs in various seasons in Korea and to retrieve turbulence quantities such as shear or buoyancy production. Land-sea breezes at Boseong might affect the local circulations and the vertical structure of the PBL and thus the EDR. The effects of the land-sea breeze on the vertical structure of the PBL can be investigated by mesoscale NWP modeling [48,49]. Based on either 1.5-order closure TKE PBL schemes or LES modeling with subfilter-scale parameterizations, the range of values and correlations will be compared using the observed EDRs and simulated EDRs. Moreover, we will interpret the physical mechanisms of the various properties of PDFs exhibited in this study using the simulated environmental conditions with the focus on the effect of land-sea breeze circulations at Boseong.
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