ISOGEOMETRIC DISCRETIZATIONS OF THE STOKES PROBLEM ON TRIMMED GEOMETRIES *, **
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Abstract. The isogeometric approximation of the Stokes problem in a trimmed domain is studied. This setting is characterized by an underlying mesh unfitted with the boundary of the physical domain making the imposition of the essential boundary conditions a challenging problem. A very popular strategy is to rely on the so-called Nitsche method [18]. We show that the Nitsche method lacks stability in some degenerate trimmed domain configurations, potentially polluting the computed solutions. After extending the stabilization procedure of [14] to incompressible flow problems, we show that we recover the well-posedness of the formulation and, consequently, optimal a priori error estimates. Numerical experiments illustrating stability and converge rates are included.
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INTRODUCTION

In Computer Aided Design (CAD) complex geometries are usually constructed as a set of simple spline, or more generally NURBS, geometries plus a set of Boolean operations, among which there is set difference, commonly called trimming in this context. Isogeometric analysis (IGA) [35] is a numerical method for approximating the solutions of PDEs to alleviate the need to remodel the geometries via a tetrahedral or hexahedral mesh, one of the major bottlenecks of the classical Finite Element Method (FEM). Following the isoparametric paradigm we wish to use the same basis functions employed for the parameterization of the geometric domain for the discretization and analysis of the differential problem taken into consideration. In recent years, great progress has been made in the domain of IGA to improve the usability of CAD geometries in the solution of PDEs and, in this respect, volumetric representations (V-rep) are a major contribution [2, 39]. However further efforts are needed for it to be considered a mature field. In this respect trimming is a major challenge for isogeometric methods: on one hand, it is a fundamental element in the design phase of the geometric domain, while on the other, it is an obstacle to the analysis, in particular to the development of robust and reliable solution methods. For further details about the challenges of trimming in IGA we refer the interested readers to the review article [38] and the references therein.
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In practice, the simplest trimmed geometry is an object endowed with a tensor product mesh which is cut by an arbitrary line in 2D or surface in 3D. Similar challenges were considered, already long ago (see the pioneering work of Barrett and Elliott [3, 4]), in the context of FEM.

Hence all the techniques developed by the finite element community come now to help. Among the most successful approaches relying on a solid mathematical foundation, there is CutFEM, a construction developed in the last decade by Burman and collaborators [16, 17].

Let us outline the setting we consider in this paper. We set \( \Omega_0 \subset \mathbb{R}^d \) (here \( d = 2, 3 \)), a domain parametrized by a bijective spline map \( \mathbf{F} : (0, 1)^d \to \Omega_0 \), i.e., a patch in the isogeometric terminology, and let \( \Omega_1, \ldots, \Omega_N \) be Lipschitz domains in \( \mathbb{R}^d \). We assume that \( \Omega_i, i = 1, \ldots, N \), are to be cut away from \( \Omega_0 \) and that our computational domain reads:

\[
\Omega = \Omega_0 \setminus \bigcup_{i=1}^{N} \Omega_i. \tag{1}
\]

In this paper, we contribute to the development of robust isogeometric numerical methods for PDEs in a trimmed domain such as (1). It is known that the main sources of issues are: integration, conditioning, and stability [14]. Here, we address the stability of incompressible flow problems in trimmed geometries. For what concerns integration, namely the construction of suitable quadrature rules on the cut elements, we rely on the technique developed in [2]. The conditioning issue is also out of the scope of this work: herein we limit ourselves to applying a block diagonal rescaling of the basis functions. Our contribution lies on the theoretical side and extends the analysis developed in [14] to incompressible flow problems. We introduce the Raviart-Thomas, Nédélec, and Taylor-Hood mixed isogeometric elements (first studied in [13]) and adapt their definitions to trimmed domains. For the weak imposition of the Dirichlet boundary conditions, we rely on Nitsche’s method. After empirically demonstrating the lack of stability of the Nitsche formulation, we propose our stabilization. On the one hand, just as in the elliptic case, we modify the evaluation of the normal derivatives of the velocities at the “badly” cut elements. At the same time, we apply the stabilization to the whole space of pressures, by substituting the degrees of freedom (DOFs) at the bad elements with a linear combination from a “good” neighboring element. Let us observe that a mathematical proof of the inf-sup condition for the stabilized formulation is still missing. However, numerical experiments indicate that our approach works.

Let us now briefly review the literature about isogeometric methods on trimmed domains. First of all, we observe that most of the contributions to this topic propose to weakly enforce Dirichlet boundary conditions using the Nitsche method [46] and they adopt the adaptive quadrature strategy developed in [43]. For instance, let us refer to the papers in immerseogeometric methods for fluid-structure interactions [36, 37] where the structure is immersed in the background mesh of the fluid which is cut in an arbitrary fashion. In a series of articles [32–34] Hoang et al. employ different families of stable (in the boundary fitted case) isogeometric elements, namely the Taylor-Hood element [7, 11–13], the Raviart-Thomas element [13, 15, 23], the Nédélec element [13] and the Subgrid element [12], and empirically show that the well-posedness and good conditioning in the unfitted case can be recovered by adding to the variational formulation a consistent term penalizing the jumps of high-order derivatives of the pressure, in the spirit of [8, 18]. In [21] the authors develop an overlapping Additive-Schwarz preconditioner tailored for incompressible flow problems, without addressing the stability issue.

The manuscript is structured as follows. After having introduced in Section 1 some notations and the strong formulation of the Stokes problem, in Section 2 we provide the basic notions on IGA: we introduce three families of isogeometric elements (Raviart-Thomas, Nédélec, and Taylor-Hood) and use them to discretize the considered equations using Nitsche’s method for the imposition of the essential boundary conditions. In Section 3 we show through numerical experiments that the Nitsche formulation is not stable for the trimming operation. Then, in Section 4 we introduce our stabilized Nitsche formulation and then move on to its numerical analysis in Section 5. We demonstrate that the stabilized formulation is well-posed and, in Section 6, that we have optimal a priori error estimates. In Section 7 we provide several numerical experiments to validate the effectiveness of our stabilization procedure.
1. Notation and model problem

We briefly introduce some useful notations for the forthcoming analysis. Let $D$ be a Lipschitz-regular domain (subset, open, bounded, connected) of $\mathbb{R}^d$, $d \in \{2, 3\}$. Let $L^2(D)$ denote the space of square integrable functions on $D$, equipped with the usual norm $\| \cdot \|_{L^2(D)}$. Let $L^2_0(D)$ be the subspace of $L^2(D)$ of functions with zero average. We denote by $H^s(D)$, for $s \in \mathbb{N}$, the standard Sobolev space of functions in $L^2(D)$ whose $n$-th order weak derivatives belong to $L^2(D)$. We define, for $\varphi : D \to \mathbb{R}$ sufficiently regular and $\eta$ multi-index with $|\eta| := \sum_{i=1}^d \eta_i$, $D^n \varphi := \frac{\partial^{|\eta|} \varphi}{\partial x_1^{\eta_1} \cdots \partial x_d^{\eta_d}}$, $\| \varphi \|^2_{H^s(D)} := \sum_{|\eta| \leq n} \| D^n \varphi \|^2_{L^2(D)}$. Sobolev spaces of fractional order $H^k(D)$, $k \in \mathbb{R}$, can be defined by interpolation techniques, see [1]. Let us denote $L^2(D) := (L^2(D))^d$ and $H^k(D) := (H^k(D))^d$. We define the Hilbert space $H(\text{div}; D)$ of vector fields in $L^2(D)$ with divergence in $L^2(D)$, endowed with the graph norm $\| \cdot \|_{H(\text{div}; D)}$. Let $H^r(\partial D)$ be the range of the trace operator of functions in $H^1(D)$ and, for a non-empty open subset of the boundary $\omega$, we define its restriction $H^r(\omega)$. Both $H^r(\partial D)$ and $H^r(\omega)$ can be endowed with an intrinsic norm, see [48]. The dual space of $H^\frac{1}{2}(\omega)$ is denoted $H^{-\frac{1}{2}}(\omega)$. Finally, let $H^r(\partial D) := \left( H^r(\partial D) \right)^d$, $H^r(\omega) := \left( H^r(\omega) \right)^d$ and $H^{-\frac{1}{2}}(\omega) := \left( H^{-\frac{1}{2}}(\omega) \right)^d$.

For the sake of convenience, we are going to employ the same notation $|\cdot|$ for the volume (Lebesgue), the surface (Hausdorff) measures of $\mathbb{R}^d$ and the cardinality of a set. We also denote as $\mathbb{Q}_{r,s,t}$ the vector space of polynomials of degree at most $r$ in the first variable, at most $s$ in the second and at most $t$ in the third one (analogously for the case $d = 2$), $\mathbb{P}_u$ the vector space of polynomials of degree at most $u$. We may write $\mathbb{Q}_k$ instead of $\mathbb{Q}_{k,k,k}$ or $\mathbb{Q}_{k,k,k}$. Given $E \subset \mathbb{R}^d$, the notation $\text{int } E$ denotes its interior.

Let us assume $\Omega$ to be a Lipschitz domain obtained via trimming operations, as in (1) with $N = 1$, namely $\Omega = \Omega_0 \setminus \overline{\Omega}_1$. Let $\Gamma$ be its boundary such that $\Gamma = \Gamma_D \cup \Gamma_N$, where $\Gamma_D$ and $\Gamma_N$ are non-empty, open, and disjoint. We denote the trimming curve (respectively surface if $d = 3$) as $\Gamma_T = \Gamma \cap \partial \Omega_1$.

Note that throughout this document $C$ will denote generic constants that may change at each occurrence, but that are always independent of the local mesh size and on the way the background mesh is cut by the trimming curve, unless otherwise specified. The equivalence $cx \leq y \leq Cx$ is denoted by $x \sim y$.

The Stokes equations are a linear system that can be derived as a simplification of the Navier-Stokes equations. They describe the flow of a fluid under incompressibility and slow motion regimes. Given the body force $f : \Omega \to \mathbb{R}^d$, the mass production rate $g : \Omega \to \mathbb{R}$, the Dirichlet datum $u_D : \Omega \to \mathbb{R}$ and the Neumann datum $\sigma_N : \Omega \to \mathbb{R}$, we look for the velocity $u : \Omega \to \mathbb{R}^d$ and pressure $p : \Omega \to \mathbb{R}$ such that

\begin{align}
- \text{div } \sigma(u, p) &= f, & \text{in } \Omega, \\
\text{div } u &= g, & \text{in } \Omega, \\
u &= u_D, & \text{on } \Gamma_D, \\
\sigma(u, p) \cdot n &= \sigma_N, & \text{on } \Gamma_N, \tag{2}
\end{align}

where $\mu \in \mathbb{R}$, $\mu > 0$ is the viscosity coefficient, $\sigma(u, p) = \mu Du - p I$ is the Cauchy stress tensor. The first equation is known as the conservation of the momentum and is nothing else than the Newton's Second Law, relating the external forces acting on the fluid to the rate of change of its momentum, the second one is the conservation of mass (when $g \equiv 0$). In what follows, we assume $\mu \equiv 1$ for the sake of simplicity of the notation.
2. The isogeometric discretization

2.1. Univariate B-splines

For a more detailed introduction to isogeometric analysis, we refer the interested reader to the review article [9]. Given two positive integers \( k \) and \( n \), we say that \( \Xi := \{ \xi_1, \ldots, \xi_{n+k+1} \} \) is a \textit{k-open knot vector} if

\[
\xi_1 = \cdots = \xi_{k+1} < \xi_{k+2} \leq \cdots \leq \xi_n < \xi_{n+1} = \cdots = \xi_{n+k+1}.
\]

We assume \( \xi_1 = 0 \) and \( \xi_{n+k+1} = 1 \). We also introduce \( Z := \{ \zeta_1, \ldots, \zeta_M \} \), the set of \textit{breakpoints}, or knots without repetitions, which forms a partition of the interval \((0, 1)\). Note that

\[
\Xi = \{ \xi_1, \ldots, \xi_{M_{n+1}} \},
\]

where \( M_j \) is the multiplicity of the breakpoint \( \zeta_j \) and \( \sum_{i=1}^{M} m_i = n + k + 1 \). Moreover, we assume \( m_j \leq k \) for every internal knot and we denote \( I_i := (\zeta_i, \zeta_{i+1}) \) and its measure \( h_i := \zeta_{i+1} - \zeta_i, \ i = 1, \ldots, M - 1 \).

We denote as \( B_{i,k} : [0, 1] \to \mathbb{R} \) the \( i \)-th B-spline of degree \( k \), \( 1 \leq i \leq n \), obtained using the Cox-de Boor formula, see for instance [9]. Moreover, let \( S_k(\Xi) := \text{span}\{ B_{i,k} : 1 \leq i \leq n \} \) be the vector space of univariate splines of degree \( k \), which can also be characterized as the space of piecewise polynomials of degree \( k \) with \( \alpha_j := k - m_j \) continuous derivatives at the breakpoints \( \zeta_j, 1 \leq j \leq M \) (the Curry-Schoenberg Theorem). The number of continuous derivatives at the breakpoints are collected in the \textit{regularity vector} \( \alpha := (\alpha_j)_{j=1}^{M} \). A knot multiplicity \( m_j = k + 1 \) corresponds to a regularity \( \alpha_j = -1 \), i.e., a discontinuity at the breakpoint \( \zeta_j \). Since the knot vector is open, it holds \( \alpha_1 = \alpha_M = -1 \). For the sake of simplicity of the notation we assume that the basis functions have the same regularity at the internal knots, namely \( \alpha_j = \alpha \) for \( 2 \leq j \leq M - 1 \). Moreover, given an interval \( I_j = (\zeta_j, \zeta_{j+1}) = (\xi_i, \xi_{i+1}) \), we define its \textit{support extension} \( \bar{I}_j \) as

\[
\bar{I}_j := \text{int} \bigcup \left( \text{supp}(B_{i,k}) : \text{supp}(B_{i,k}) \cap I_j \neq \emptyset, 1 \leq i \leq n \right) = (\xi_{i-k}, \xi_{i+k+1}).
\]

2.2. Multivariate B-splines

Let \( d \in \{2, 3\} \) denote the space dimension and \( M, n_e, k_l \in \mathbb{N} \), \( \Xi_l = \{ \xi_{l,1}, \ldots, \xi_{l,n_l+k_l+1} \} \), \( Z_l = \{ \zeta_{l,1}, \ldots, \zeta_{l,M_l} \} \) be given, for every \( 1 \leq l \leq d \). We set the degree vector \( \mathbf{k} := (k_1, \ldots, k_d) \), the regularity vectors \( \mathbf{\alpha}_l, 1 \leq l \leq d \), and the multivariate knot-vector \( \Xi := \Xi_1 \times \cdots \times \Xi_d \). As in the univariate case, we assume that the same regularity holds at the internal knots for every parametric direction, hence we drop the bold font once for all and write \( \alpha_l, 1 \leq l \leq d \). Note that the breakpoints of \( Z_l \) form a Cartesian grid in the parametric domain \( \Omega_0 := (0, 1)^d \), namely the \textit{parametric Bézier mesh}

\[
\widehat{M}_{0,h} = \{ Q_j = I_{1,j_1} \times \cdots \times I_{d,j_d} : I_{l,j_l} = (\zeta_{l,j_l}, \zeta_{l,j_l+1}) : 1 \leq j_l \leq M_l - 1 \},
\]

where each \( Q_j \) is called \textit{parametric Bézier element}, with \( h_{Q_j} := \text{diam}(Q_j) \). We require the following hypothesis that allows us to assign \( h_{Q} \) as a unique measure to each element and to use the Bramble-Hilbert type results developed in [7].

**Assumption 2.1.** The family of meshes \( \{ \widehat{M}_{0,h} \} \) is assumed to be \textit{shape-regular}, that is, the ratio between the smallest edge of \( Q \in \widehat{M}_{0,h} \) and its diameter \( h_Q \) is uniformly bounded with respect to \( Q \) and \( h \).

**Remark 2.2.** The shape-regularity hypothesis implies that the mesh is \textit{locally-quasi uniform}, i.e., the ratio of the sizes of two neighboring elements is uniformly bounded (see [7]).

Let \( I := \{ i = (i_1, \ldots, i_d) : 1 \leq i_l \leq n_l \} \) be a set of multi-indices. For each \( i = (i_1, \ldots, i_d) \), we define the set of \textit{multivariate B-splines} \( \{ \widehat{B}_{i,k}(\zeta) = \widehat{B}_{i_1,k_1}(\zeta_1) \cdots \widehat{B}_{i_d,k_d}(\zeta_d) : i \in I \} \). Moreover, for a generic Bézier
element $Q_j \in \tilde{M}_{0,h}$, we define its support extension $\tilde{Q}_j = \tilde{I}_{1,j_1} \times \cdots \times \tilde{I}_{d,j_d}$, where $\tilde{I}_{\ell,j_\ell}$ is the univariate support extension of the univariate case defined above. The multivariate spline space in $\tilde{\Omega}_0$ is defined as $S_{a_1,\ldots,a_d}^k(\Xi) = \text{span}\{ \tilde{B}_{I,k}(\zeta) : I \in I \}$, which can also be seen as the space of piecewise multivariate polynomials of degree $k$ and with regularity across the internal Bézier elements given by $a_1, \ldots, a_d$. Note that $S_{a_1,\ldots,a_d}^k(\Xi) = S_{a_1,\ldots,a_d}^k(\Xi_1, \ldots, \Xi_d) = \otimes_{i=1}^d S_{a_i}^k(\Xi_i)$.

**Remark 2.3.** What has been said so far can be easily generalized to the case of Non-Uniform Rational B-Splines (NURBS) basis functions. See, for instance, [19].

### 2.3. Isogeometric spaces for the Stokes problem on trimmed geometries

As already said in the introduction, the principle of isogeometric methods is to assume the physical untrimmed domain $\Omega_0$ to be the image of the unit $d$-dimensional cube through $F \in (S_{a_1,\ldots,a_d}^k(\Xi))^d$, namely $\Omega_0 = F(\tilde{\Omega}_0)$. Note that the isogeometric map $F$ is given from the CAD description of the geometry. We define the physical Bézier mesh as the image of the elements in $\tilde{M}_{0,h}$ through $F$, $M_{0,h} = \{ K : K = F(Q), Q \in \tilde{M}_{0,h} \}$. We denote $h_K := \text{diam}(K)$, and the support extension $\tilde{K} := F(\tilde{Q})$, for each $K \in M_{0,h}$ such that $K = F(Q)$. To prevent the existence of singularities in the parametrization we make the following assumption.

**Assumption 2.4.** The parametrization $F : \tilde{\Omega}_0 \to \Omega_0$ is bi-Lipschitz. Moreover, $F|_Q \in C^\infty(Q)$, for every $Q \in \tilde{M}_{0,h}$, and $F^{-1}|_K \in C^\infty(K)$, for every $K \in M_{0,h}$.

Some consequences of Assumption 2.4 are the following.

1. $h_Q \approx h_K$, i.e., there exist $C_1 > 0, C_2 > 0$ such that $C_1 h_K \leq h_Q \leq C_2 h_K$, for every $K \in M_{0,h}$, $Q \in \tilde{M}_{0,h}$, $F(K) = F(Q)$.
2. There exists $C > 0$ such that, for every $Q \in \tilde{M}_{0,h}$ such that $F(Q) = K$, it holds $\|DF\|_{L^\infty(Q)} \leq C$ and $\|D^{-1}F\|_{L^\infty(K)} \leq C$.
3. There exist $C_1 > 0, C_2 > 0$ such that, for every $\zeta \in \tilde{\Omega}_0$, $C_1 \leq |\text{det}(DF(\zeta))| \leq C_2$.

Moreover, note that Assumption 2.4 implies that if the parametric mesh is shape-regular, then the physical mesh is shape-regular too. With an abuse of notation, we may denote $h := \max_{K \in M_{0,h}} h_K$, even if the same symbol has been used for the maximum degree of the parametric mesh.

To define the isogeometric spaces in the parametric domain, we need to resort to the following cumbersome notation. For every $1 \leq \ell \leq d$, let $\Xi_\ell$ be a knot vector of degree $\ell$ and regularity vector $\alpha$, with $\Xi = \Xi_1 \times \cdots \times \Xi_\ell$ is the knot vector used for the geometry. We construct $\hat{\Xi}_\ell$, a knot vector of degree $k+1$ and regularity $\alpha + 1$, from $\Xi_\ell$ by adding one repetition of the first and last knots. By increasing the multiplicity of the internal knots $\Xi_\ell$ by one, we obtain $\tilde{\Xi}_\ell$, a knot vector of degree $k+1$ and regularity $\alpha$.

$$
\begin{align*}
\tilde{V}_{0,h}^N &:= \left\{ S_{a_1,\ldots,a_d}^{k+1,k}(\hat{\Xi}_1, \hat{\Xi}_2) \times S_{a_1,\ldots,a_d}^{k,k+1}(\Xi_1, \Xi_2), \quad \text{if } d = 2, \\
&\quad S_{a_1,\ldots,a_d}^{k+1,k+1}(\hat{\Xi}_1, \hat{\Xi}_2), \quad \text{if } d = 3, \\
\end{align*}
$$

$$
\begin{align*}
\tilde{V}_{0,h}^N &:= \left\{ S_{a_1,\ldots,a_d}^{k+1,k+1}(\hat{\Xi}_1, \hat{\Xi}_2), \quad \text{if } d = 2, \\
&\quad S_{a_1,\ldots,a_d}^{k+1,k+1}(\hat{\Xi}_1, \hat{\Xi}_2), \quad \text{if } d = 3, \\
\end{align*}
$$

$$
\begin{align*}
\tilde{V}_{0,h}^N &:= \left\{ S_{a_1,\ldots,a_d}^{k+1,k+1}(\hat{\Xi}_1, \hat{\Xi}_2) \times S_{a_1,\ldots,a_d}^{k,k+1}(\Xi_1, \Xi_2), \quad \text{if } d = 2, \\
&\quad S_{a_1,\ldots,a_d}^{k+1,k+1}(\hat{\Xi}_1, \hat{\Xi}_2), \quad \text{if } d = 3, \\
\end{align*}
$$

$$
\begin{align*}
\tilde{Q}_{0,h} &:= \left\{ S_{\alpha,\alpha}^{k}(\Xi_1, \Xi_2), \quad \text{if } d = 2, \\
&\quad S_{\alpha,\alpha}^{k,k}(\Xi_1, \Xi_2), \quad \text{if } d = 3. \\
\end{align*}
$$

It holds $\tilde{V}_{h}^N \subset \tilde{V}_{h}^N \subset \tilde{V}_{h}^N$, see [13].
We observe that the previous construction as well as what follows could be done in a more general setting, by considering different degrees and regularities for each parametric direction. We also note that, for $\alpha = -1$, $V_h^{RT}$ and $V_h^N$ recover the classical Raviart-Thomas finite element and Nédélec finite element of the second kind, respectively. For $\alpha = 0$, $V_h^{TH}$ represents the classical Taylor-Hood finite element space. Henceforth we assume $\alpha \geq 0$, otherwise $\nabla$, $\square \in \{RT, N, TH\}$, is a discontinuous space (of \textit{jump type}) and it does not provide a suitable discretization for the velocity solution of the Stokes problem, since it is not $H^1$-conforming.

The isogeometric spaces in the untrimmed domain $\Omega_0$ read as follows:

$$V_{0,h}^{RT} := \{v_h : v_h (\Omega) \in V_{0,h}^{RT}\}, \quad V_{0,h}^N := \{v_h : v_h (\Omega) \in V_{0,h}^N\}, \quad V_{0,h}^{TH} := \{v_h : v_h \circ F \in V_{0,h}^{TH}\},$$

$$Q_{0,h}^{RT} = Q_{0,h}^N = \{q_h : q_h (\Omega) \in \tilde{Q}_{0,h}\}, \quad Q_{0,h}^{TH} := \{q_h : q_h \circ F \in \tilde{Q}_{0,h}\},$$

where $\iota_v$ and $\iota_p$ are, respectively, the divergence-preserving and integral-preserving transformations, defined as

$$\iota_v : H(\text{div}; \Omega_0) \rightarrow H(\text{div}; \tilde{\Omega}_0), \quad \iota_v (v) := \det (DF) \cdot DF^{-1} (v \circ F),$$

$$\iota_p : L^2(\Omega_0) \rightarrow L^2(\tilde{\Omega}_0), \quad \iota_p (q) := \det (DF) (q \circ F).$$

Let us restrict them to the active part of the domain, \textit{i.e.},

$$V_{h}^{RT} := \{v_h |_{\Omega} : v_h \in V_{0,h}^{RT}\}, \quad V_{h}^N := \{v_h |_{\Omega} : v_h \in V_{0,h}^N\}, \quad V_{h}^{TH} := \{v_h |_{\Omega} : v_h \in V_{0,h}^{TH}\},$$

$$Q_{h}^{RT} = Q_{h}^N := \{q_h |_{\Omega} : q_h \in Q_{0,h}^{RT}\}, \quad Q_{h}^{TH} := \{q_h |_{\Omega} : q_h \in Q_{0,h}^{TH}\}.$$

We observe that in general, in the physical domain, $V_h^{RT} \subset V_h^N \nsubseteq V_h^{TH}$.

To alleviate the notation, we may omit the superscript $\square \in \{RT, N, TH\}$ when what said does not depend from the particular isogeometric element choice.

It will be convenient to define the \textit{active parametric Bézier mesh} $\tilde{M}_h = \{Q \in \tilde{M}_{0,h} : \emptyset \cap \tilde{\Omega} \neq \emptyset\}$, where $\tilde{\Omega} = F^{-1}(\Omega)$, and, similarly, the \textit{active physical Bézier mesh} $M_h = \{K : K = F(Q), Q \in \tilde{M}_h\}$. For every $K \in M_h$, let $h_K := \text{diam}(K)$ and $h := \max_{K \in M_h} h_K$. We define $h : \Omega \rightarrow (0, +\infty)$ to be the piecewise constant mesh-size function of $M_h$, assigning to the active part of each element $K \in M_h$ its whole diameter, namely $h|_{\partial \Omega_K} := h_K$. The elements whose interiors are cut by the trimming curve (or surface) are denoted as $G_h$, namely, $G_h := \{K \in M_h : \Gamma_K \neq \emptyset\}$, where $\Gamma_K := \Gamma \cap K$.

The following result holds since $\Gamma$ is assumed to be Lipschitz-regular, hence not too oscillating.

**Lemma 2.5.** There exists $C > 0$ such that, for every $K \in G_h$, it holds $|\Gamma_K| \leq Ch_h^{d-1}$.

\begin{proof}
See [25]. \hfill \Box
\end{proof}

We endow the discrete spaces of the velocities with the scalar product

$$\langle w_h, v_h \rangle_{1,h} := \int_{\Omega} D w_h : D v_h + \int_{\Gamma_D} h^{-1} w_h \cdot v_h, \quad w_h, v_h \in V_h,$$

inducing the mesh-dependent norm

$$\|v_h\|_{1,h}^2 := \|D v_h\|^2_{L^2(\Omega)} + \|h^{-\frac{1}{2}} v_h\|^2_{L^2(\Gamma_D)}, \quad v_h \in V_h.$$

We also equip the discrete spaces of the pressures with the mesh-dependent norm

$$\|q_h\|_{0,h}^2 := \|q_h\|^2_{L^2(\Omega)} + \|h^2 q_h\|^2_{L^2(\Gamma_D)}, \quad q_h \in Q_h.$$
We consider the following Nitsche’s formulations as discretizations of problem (2).

Find \((u_h, p_h) \in V_h \times Q_h\) such that

\[
a_h(u_h, v_h) + b_1(v_h, p_h) = F_h(v_h), \quad \forall v_h \in V_h, \\
b_m(u_h, q_h) = G_m(q_h), \quad \forall q_h \in Q_h,
\]

where \(m \in \{0, 1\}\) and

\[
a_h(w_h, v_h) := \int_\Omega D w_h : D v_h - \int_{\Gamma_D} D w_h n \cdot v_h - \int_{\Gamma_D} w_h \cdot D v_h n + \gamma \int_{\Gamma_D} h^{-1} w_h \cdot v_h, \quad w_h, v_h \in V_h, \\
b_m(v_h, q_h) := -\int_{\Gamma_D} q_h \text{div} v_h + m \int_{\Gamma_D} q_h v_h \cdot n, \quad v_h \in V_h, q_h \in Q_h, \\
F_h(v_h) := \int_\Omega f \cdot v_h + \int_{\Gamma_N} u_N \cdot v_h - \int_{\Gamma_D} u_D \cdot D v_h n + \gamma \int_{\Gamma_D} h^{-1} u_D \cdot v_h, \quad v_h \in V_h, \\
G_m(q_h) := -\int_{\Omega} g q_h + m \int_{\Gamma_D} q_h u_D \cdot n, \quad q_h \in Q_h,
\]

\(\gamma > 0\) being a penalty parameter.

**Remark 2.6.** In the literature, the Nitsche formulation of the Stokes problem was introduced in [26] with \(m = 1\) and allows to weakly impose the Dirichlet boundary conditions without manipulating the discrete velocity space. The choice \(m = 0\) allows for an exactly divergence-free numerical solution for the velocity field in the case of \(g \equiv 0\) and the Raviart-Thomas isogeometric element, see Remark 4.10.

**Remark 2.7.** We observe that, in order to simplify the presentation, in formulation (3) we impose Dirichlet conditions weakly everywhere. In the case where there is \(\Gamma \subset \Gamma_D\) such that \(F^{-1}(\Gamma)\) is a union of full faces of \(\Omega_0\), then one could have strongly imposed Nitsche’s conditions on \(\Gamma\) by appropriately modifying the discrete velocity spaces: the traces for \(V_h^{TH}\) and the normal components for \(V_h^{RT}\) and \(V_h^N\) (the tangential components are weakly imposed in the spirit of [24]).

**Remark 2.8.** The imposition of the Neumann boundary conditions does not pose any particular problem in a mesh that is not aligned with \(\Gamma_N\). These kinds of conditions are natural for the Stokes problem, *i.e.*, they can be enforced through a boundary integral as long as suitable quadrature rules in the cut elements are available, see [2].

Motivated by the previous remark, we henceforth assume that \(\Gamma_N \cap \Gamma_T = \emptyset\), so that \(\Gamma_T \subseteq \Gamma_D\), *i.e.*, we impose Dirichlet boundary conditions on the trimming curve.

### 3. Lack of Stability of the Nitsche Method

Throughout this section, we want to show with some numerical experiences that the Nitsche formulation of the Stokes problem (3), discretized with Raviart-Thomas, Nédélec, and Taylor-Hood elements, lacks stability when working on trimmed geometries. It is well-known (see [10, 40]) that the following are necessary conditions for the well-posedness of formulation (3) for both \(m \in \{0, 1\}\).

1. There exists \(\gamma > 0\) such that, for every fixed \(\gamma \geq \gamma\), there exists \(M_a > 0\) such that

\[
|a_h(w_h, v_h)| \leq M_a \|w_h\|_{1,h} \|v_h\|_{1,h}, \quad \forall w_h, v_h \in V_h.
\]
There exist $\beta_1 > 0$, $\beta_0 > 0$ such that
\[
\inf_{q_h \in Q_h} \sup_{v_h \in V_h} \frac{b_1(v_h, q_h)}{\|q_h\|_{0,h} \|v_h\|_{1,h}} \geq \beta_1, \quad (5)
\]
\[
\inf_{q_h \in Q_h} \sup_{v_h \in V_h} \frac{b_0(v_h, q_h)}{\|q_h\|_{0,h} \|v_h\|_{1,h}} \geq \beta_0. \quad (6)
\]

**Remark 3.1.** We observe that $M_a$ depends (and grows dependently) on $\gamma$, which has to be taken sufficiently large, i.e., $\gamma \geq \gamma$, but at the same time as small as possible, i.e., close to $\gamma$, in order not to end up with a too-large continuity constant.

We want to show that the stability constants in the previous estimates, $M_a$, $\beta_1$, $\beta_0$, can be arbitrarily negatively influenced by the relative position between the mesh and the trimming curve; hence they are not uniform with respect to the trimming operation. Note that in the following essential boundary conditions are enforced on the whole boundary, and they are weakly imposed on the parts unfitted with the mesh. Let us proceed in order.

(1) The breakdown example for the robustness of the continuity constant $M_a$ is the following. Let $\Omega_0 = (0, 1)^2$, $\Omega_1 = (0, 1) \times (0.75 + \varepsilon, 1)$ and $\Omega = \Omega_0 \setminus \Omega_1$, as illustrated in Figure 1a. Note that the continuity constant of $a_h(\cdot, \cdot)$ corresponding to $\gamma = 1$ is smaller than the one related to $\gamma > 1$, i.e., $M_a^\gamma > M_a^1$ for every $\gamma > 1$. Hence, in order to verify that the continuity constant also degenerates with the cut, it is sufficient to show that $M_a^1$ grows as $\varepsilon$ gets smaller. $M_a^1$ can be estimated as the largest eigenvalue of the subsequent generalized eigenvalue problem.

Find $(u_h, \lambda_h) \in V_h \setminus \{0\} \times \mathbb{R}$ such that
\[
a_h(u_h, v_h) = \lambda_h (u_h, v_h)_{1,h}, \quad \forall v_h \in V_h. \quad (7)
\]
Assume that the mesh is uniform and let us fix the degree $k = 2$.

![Diagram](image-url)

**Figure 1.** The trimmed geometries.

Then, let us compute $\lambda_h^{\max}$ for different values of $\varepsilon$: in each configuration we refine the mesh, see Figure 2. We can clearly see how the largest eigenvalue grows unboundedly as $\varepsilon$ goes to zero, implying that the continuity constant can be made arbitrarily large by reducing $\varepsilon$. As already observed in the literature in the case of the Poisson problem [14], this is due to the lack of an inverse inequality robust with respect to the trimming operation, namely,
\[
\|h^\frac{1}{2} Dv_h n\|_{L^2(\Gamma_K)} \leq C \|Dv_h\|_{L^2(K \cap \Omega)},
\]
with $C$ independent of the shape and diameter of $K \cap \Omega$.

$$
\begin{align*}
\epsilon &= 10^{-3} \\
\epsilon &= 10^{-5} \\
\epsilon &= 10^{-7} \\
\epsilon &= 10^{-9} \\
\epsilon &= 10^{-11} \\
\epsilon &= 10^{-13}
\end{align*}
$$

Figure 2. Maximum generalized eigenvalue of (7) for the trimmed rectangle.

(2) Now, we consider a different setting. Let $\Omega_0 = (0, 1)^2$, $\Omega_1$ be the triangle with vertices $(0, 0.25 + \varepsilon) - (0, 1) - (0.75 - \varepsilon, 1)$ and $\Omega = \Omega_0 \setminus \Omega_1$, see Figure 1b. We want to study the values of $\beta_m$, $m \in \{0, 1\}$, with respect to the trimming parameter $\varepsilon$. The inf-sup constants are numerically evaluated as explained in [5]. In Figure 3 we plot $\beta_m$ for $k = 2$ and different values of the trimming parameter $\varepsilon$ and the mesh-size $h$.

The numerical experiments show the dependence of $\beta_m$ on $\varepsilon$. This negative result is due to the presence of a spurious pressure mode $p_\varepsilon^h$ (technically speaking it is not spurious since, even if $\beta_m(p_\varepsilon^h) \ll 1$, it still holds $\beta_m(p_\varepsilon^h) \neq 0$) whose support is concentrated in trimmed elements with a very small overlap with the physical domain $\Omega$.

Remark 3.2. Let us observe that in the previous numerical counterexamples, in order to validate the lack of stability of the formulation, one should have constructed a sequence of spaces depending on $\varepsilon$ rather than changing the domain (as it is done in [14], where the lack of stability of the Nitsche formulation for the Poisson problem on trimmed domains is shown). However, both constructions lead to the same results, and we believe
\[ \varepsilon = 10^{-3}, \varepsilon = 10^{-5}, \varepsilon = 10^{-7}, \varepsilon = 10^{-9}, \varepsilon = 10^{-11}, \varepsilon = 10^{-13} \]

(a) \( \beta_0 \) vs. \( \varepsilon \) with Raviart-Thomas. (b) \( \beta_1 \) vs. \( \varepsilon \) with Raviart-Thomas.

(c) \( \beta_0 \) vs. \( \varepsilon \) with Nédélec. (d) \( \beta_1 \) vs. \( \varepsilon \) with Nédélec.

(e) \( \beta_0 \) vs. \( \varepsilon \) with Taylor-Hood. (f) \( \beta_1 \) vs. \( \varepsilon \) with Taylor-Hood.

**Figure 3.** Inf-sup constants for the trimmed pentagon.
that our choice makes the presentation more fluent. We also note that in the first counterexample, the inf-sup condition is not violated, and, similarly, the second configuration is not a counterexample for the continuity.

4. The stabilized Nitsche formulation

4.1. Stabilization procedure

We start by subdividing, for each \( h > 0 \), the elements of the active physical Bézier mesh \( \mathcal{M}_h \) into two disjoint collections: the one of the good elements \( \mathcal{M}_h^g \), those with sufficient overlap with the physical domain, and the one of the bad elements \( \mathcal{M}_h^b \), a small portion of which intersect \( \Omega \). Then, for each bad element \( K \), we select a good neighbor \( K' \).

**Definition 4.1.** Let \( \theta \in (0, 1] \) be the volume-ratio threshold and \( Q \in \mathcal{M}_h \). We say that \( Q \) is a good element if

\[
\left| \frac{\hat{\Omega} \cap Q}{|Q|} \right| \geq \theta.
\]

Otherwise, \( Q \) is a bad element. Thanks to the regularity Assumption 2.1 on \( \mathbf{F} \), this classification on the parametric elements naturally induces a classification on the physical elements. \( \mathcal{M}_h^g \) stands for the collection of the good physical Bézier elements and \( \mathcal{M}_h^b \) for the one of the bad physical elements. Note that \( \mathcal{M}_h \setminus \mathcal{G}_h \subseteq \mathcal{M}_h^g \) and \( \mathcal{M}_h^b \subseteq \mathcal{G}_h \). We denote the set of neighbors of \( K \) as

\[
\mathcal{N}(K) := \{ K' \in \mathcal{M}_h : \text{dist}(K, K') \leq Ch \} \setminus \{ K \},
\]

where \( C \) does not depend on the mesh size nor on the trimming configuration.

The following assumption is not restrictive and is satisfied whenever the mesh is sufficiently refined, and we take \( C \) large enough in (8).

**Assumption 4.2.** We assume that for any \( K \in \mathcal{M}_h^b \), there exists \( K' \in \mathcal{N}(K) \cap \mathcal{M}_h^g \). From now on we will refer to such \( K' \) as a good neighbor of \( K \).

We also define \( \Omega_{I,h} = \bigcup_{K \in \mathcal{M}_h \setminus \mathcal{G}_h} \mathcal{K} \), the region occupied by untrimmed elements, and \( S_h := \Omega \setminus \bigcup_{K \in \mathcal{M}_h^g} \mathcal{K} = \text{int} \bigcup_{K \in \mathcal{M}_h^g} \mathcal{K} \cap \Omega \), the region occupied by bad elements.

It is well known that formulation (3) is stable if \( \Omega = \Omega_{I,h} \). In the general case \( \Omega_{I,h} \subsetneq \Omega \), the goal of the stabilization is, informally speaking, to extend the stability of the discrete problem from the internal elements of the domain to the cut ones.

**Remark 4.3.** We observe that choosing \( \theta = 1 \) in Definition 4.1 corresponds to stabilizing all cut elements, in which case it holds \( \mathcal{M}_h^g = \mathcal{G}_h \), \( \Omega_{I,h} = \bigcup_{K \in \mathcal{M}_h^g} \mathcal{K} \) and \( S_h = \Omega \setminus \Omega_{I,h} \).

Let us start by stabilizing the pressures. We define the operator \( R^p_h : Q_h \to L^2(\Omega) \) locally as \( R^p_h(q_h)|_K := R^p_K(q_h) \), for every \( K \in \mathcal{M}_h \) and all \( q_h \in Q_h \), as follows:

- if \( K \in \mathcal{M}_h^g \), then
  \[ R^p_K(q_h) := q_h|_K, \]

- if \( K \in \mathcal{M}_h^b \), then
  \[ R^p_K(q_h) := E_{K'}(q_h|_{\mathcal{K}'}), \]

where \( E_{K'} : L^2(K') \to Q_h(K') \) is the local \( L^2 \)-projection and \( \mathcal{E}_{K',K} : Q_h(K') \to Q_h(K' \cup K) \) is the canonical polynomial extension. \( K' \) is a good neighbor of \( K \).
Proposition 4.4 (Stability property of $R_h^p$). Given $\theta \in (0,1)$, there exist $C_1, C_2 > 0$ such that, for every $K \in \mathcal{M}_h$ and $h > 0$,
\[
\left\| R_h^p(q_h) \right\|_{L^2(K')} \leq C_1 \left\| q_h \right\|_{L^2(K \cap \Omega)}, \quad \forall q_h \in Q_h,
\]
\[
\left\| R_h^p(q_h) \right\|_{L^2(K \cap \Omega)} \leq C_2 \left\| q_h \right\|_{L^2(K \cap \Omega)}, \quad \forall q_h \in Q_h,
\]
where $K'$ is a good neighbor if $K \in \mathcal{M}_h^0$, $K' = K$ and if $K \in \mathcal{M}_h^2$.

Proof. Let $q_h \in Q_h^0$, $\square \in \{\square\}^\dual$, and $K \in \mathcal{M}_h$. We first assume $K \in \mathcal{M}_h^0$ and let $Q = F^{-1}(K)$, $\hat{q}_h = q_h \circ F$ if $\square = \square\dual$, $\hat{q}_h = \det(DF)^{-1}q_h \circ F^{-1}$ if $\square \in \{\dual, N\}$. Hölder’s inequality, Lemma A.3, and Lemma 2.5 imply
\[
\left\| \hat{h}^\frac{1}{2} R_h^p(q_h) \right\|_{L^2(K')} = \hat{h}^\frac{1}{2} \left\| q_h \right\|_{L^2(K')} \leq \hat{h}^\frac{1}{2} \left\| \Gamma K \right\| \left\| q_h \right\|_{L^\infty(K)} \leq \hat{h}^\frac{1}{2} \left\| \Gamma K \right\| \left\| q_h \right\|_{L^\infty(K)}
\]
\[
\leq C \hat{h}^\frac{1}{2} \left\| \Gamma K \right\| \left\| q_h \right\|_{L^\infty(Q)} \leq CC \hat{h}^\frac{1}{2} \left\| \Gamma K \right\| \left\| q_h \right\|_{L^2(Q \cap \Omega)} \leq C C \hat{h}^\frac{1}{2} \left\| q_h \right\|_{L^2(K \cap \Omega)},
\]
where $C_{\mathcal{T} \mathcal{H}} = 1$, $C_{\mathcal{T} \mathcal{R}} = C_{\mathcal{N}} = \left\| \det D^{-1}F \right\|_{L^\infty(K)}$, $\mathcal{C}_{\mathcal{T} \mathcal{H}} = \left\| \det D^{-1}F \right\|_{L^\infty(Q \cap \Omega)}$, $\mathcal{C}_{\mathcal{T} \mathcal{R}} = \mathcal{C}_{\mathcal{N}} = \left\| \det D^{-1}F \right\|_{L^\infty(Q \cap \Omega)}$, and $C$ depends on $k$, and on $\theta$. Now, let $K \in \mathcal{M}_h^2$ with good neighbor $K'$. We employ, respectively, Hölder’s inequality, Lemma 2.5 and 2.2, and we get
\[
\left\| \hat{h}^\frac{1}{2} R_h^p(q_h) \right\|_{L^2(K')} = \hat{h}^\frac{1}{2} \left\| \mathcal{E}_{K',K}(\Pi_{K'}(q_h)) \right\|_{L^2(K')} \leq \hat{h}^\frac{1}{2} \left\| \Gamma K \right\| \left\| \mathcal{E}_{K',K}(\Pi_{K'}(q_h)) \right\|_{L^\infty(K)}
\]
\[
\leq C \hat{h}^\frac{1}{2} \left\| \mathcal{E}_{K',K}(\Pi_{K'}(q_h)) \right\|_{L^\infty(K)} \leq C \hat{h}^\frac{1}{2} \left\| \Pi_{K'}(q_h) \right\|_{L^\infty(K')}.
\]
We can now use Lemma A.4, the boundedness of the $L^2$-projection with respect to $\left\| \cdot \right\|_{L^2}$ and the local quasi-uniformity of the mesh, to obtain
\[
\left\| \hat{h}^\frac{1}{2} R_h^p(q_h) \right\|_{L^2(K')} \leq C \hat{h}^\frac{1}{2} \left\| \Pi_{K'}(q_h) \right\|_{L^2(K')} \leq C \left\| q_h \right\|_{L^2(K')},
\]
with $C$ depending on $k$. By applying Hölder’s inequality, moving to the parametric domain, using Lemma A.3, and moving back to the physical domain, we get
\[
\left\| \hat{h}^\frac{1}{2} R_h^p(q_h) \right\|_{L^2(K')} \leq C \hat{h}^\frac{1}{2} \left\| \Pi_{K'}(q_h) \right\|_{L^2(K')} \leq C \left\| q_h \right\|_{L^2(K')},
\]
(9)
where $C$ depends, in particular, on $k$ and $\theta$, and $C_{\square}, \mathcal{C}_{\square}$ have been defined above.

Let us move to the proof of the other inequality of the statement. If $K \in \mathcal{G}_h^p$, then there is nothing to prove. Let $K \in \mathcal{G}_h^0$ and $K'$ its good neighbor.
\[
\left\| R_h^p(q_h) \right\|_{L^2(K \cap \Omega)} \leq \left\| K \cap \Omega \right\| \left\| R_h^p(q_h) \right\|_{L^2(K \cap \Omega)} \leq \left\| K \cap \Omega \right\| \left\| R_h^p(q_h) \right\|_{L^\infty(K)}
\]
\[
\leq C \left\| K \cap \Omega \right\| \left\| \Pi_{K'}(q_h) \right\|_{L^\infty(K')} \leq C \left\| K \cap \Omega \right\| \left\| \Pi_{K'}(q_h) \right\|_{L^\infty(K')} \leq C \left\| K \cap \Omega \right\| \left\| \Pi_{K'}(q_h) \right\|_{L^\infty(K')} \leq C \left\| K \cap \Omega \right\| \left\| \Pi_{K'}(q_h) \right\|_{L^\infty(K')},
\]
where we have used, respectively, Hölder’s inequality and Lemma A.2. Note that it is trivial to check that, for every $u \in L^2(K')$, $\left\| \Pi_{K'}(u) \right\|_{L^2(K')} \leq \left\| u \right\|_{L^2(K')}$. On the other hand, by using Lemma A.4, and the $L^2$-stability
of the $L^2$-projection, we have $\|\Pi_{K'}(q_h)\|_{L^\infty(K')} \leq C h_{K'}^{-\frac{3}{2}} \| \Pi_{K'}(q_h) \|_{L^2(K')} \leq C h_{K'}^{-\frac{5}{2}} \| q_h \|_{L^2(K')}$. Hence,

$$\| R_h^p(q_h) \|_{L^2(K' \cap \Omega)} \leq C |K \cap \Omega|^{-\frac{1}{2}} h_{K'}^{-\frac{3}{2}} \| q_h \|_{L^2(K')} \leq C |K \cap \Omega|^{-\frac{1}{2}} |K|^{-\frac{1}{2}} \| q_h \|_{L^2(K')} \leq C \| q_h \|_{L^2(K')} ,$$

where in the second last passage of both lines we used the shape-regularity and quasi-local uniformity of the mesh, entailing $h_{K'}^{-\frac{3}{2}} \sim |K'|^{-\frac{1}{2}}, |K'|^{-\frac{1}{2}} \sim |K|^{-\frac{1}{2}}$. We observe that the constant $C$ depends on $k$, since we relied on Lemma A.4. We conclude as in (9).

Now, let us move to the velocities and define, for $\square \in \{\text{RT, N, TH}\}$, the operator $R^v_h : \mathbf{V}^\square \to L^2(\Omega)$ locally as $R^v_h(v_h)|_K := R^v_K(v_h)$ for every $K \in \mathcal{M}_h$ and all $v_h \in \mathbf{V}^\square$.

- if $K \in \mathcal{M}_h^K$, then $R^v_K(v_h) := v_h|_K$,
- if $K \in \mathcal{M}_h^{bK}$, then $R^v_K(v_h) := \mathcal{E}_{K',K}(\Pi_{K'}(v_h|_K))|_K$,

where $\Pi_{K'} : L^2(K') \to \mathbb{V}_K(K')$ is the $L^2$-orthogonal projection onto

$$\mathbb{V}_K(K') := \begin{cases} S_k(K'), & \text{if } \square = \text{RT}, \\ (Q_{k+1}(K'))^d, & \text{if } \square \in \{\text{N, TH}\}, \end{cases}$$

$$S_k(K') := \begin{cases} Q_{k+1,k}(K') \times Q_{k,k+1}(K'), & \text{if } d = 2, \\ Q_{k+1,k,k}(K') \times Q_{k,k+1,k}(K'), & \text{if } d = 3, \end{cases}$$

and $\mathcal{E}_{K',K} : \mathbb{V}_h(K') \to \mathbb{V}_h(K \cup K')$ is the canonical polynomial extension. Here, $K' \in \mathcal{M}_h^{0}$ denotes a good neighbor of $K$.

**Proposition 4.5 (Stability property of $R^v_h$).** Given $\theta \in (0,1]$, there exists $C > 0$ such that, for every $K \in \mathcal{M}_h$,

$$\| h^{\theta} D R^v_h(v_h) \|_{L^2(\Gamma_K)} \leq C \| Dv_h \|_{L^2(K' \cap \Omega)} , \quad \forall v_h \in \mathbf{V}_h,$$

where $K' \in \mathcal{M}_h^{0}$ is a good neighbor of $K$ if $K \in \mathcal{M}_h^{bK}$, $K' = K$ if $K \in \mathcal{M}_h^{bK}$.

**Proof.** We refer the reader to the proof of Theorem 6.8 of [14]. The constant $C$ will depend on $\mathbf{F}$ accordingly to the element choice.

As we saw in Section 3, due to the unfitted configuration, the Nitsche formulation (3) may present some serious instabilities. Our remedy is twofold. On the one hand, we locally change the evaluation of the normal derivatives of the velocities in the weak formulation; on the other, we modify the space of the discrete pressures.

We introduce the following stabilized pressure space

$$\overline{Q}_h := \{ \varphi_h \in L^2(\Omega) : \exists q_h \in Q_h \text{ such that } \varphi_h|_{\Omega \setminus S_h} = q_h|_{\Omega \setminus S_h} \text{ and } \varphi_h|_{S_h} = R^p_h(q_h)\big|_{S_h} \}. $$

**Remark 4.6.** Let us stress that, while $\dim \overline{Q}_h \leq \dim Q_h$, in general, we have that $\overline{Q}_h$ is not a subspace of $Q_h$ since its elements are discontinuous functions. However, we observe that the discontinuities are located across the facets in the region of bad elements $S_h$ and, for $q_h \in Q_h$ and $R^p_h(q_h) \in \overline{Q}_h$, it holds

$$q_h\big|_{\Omega \setminus S_h} = R^p_h(q_h)\big|_{\Omega \setminus S_h}.$$
Remark 4.7. Proposition 4.4 entails that \( \| \cdot \|_{0,h} \) and \( \| \cdot \|_{L^2(\Omega; \mathbb{S}_h)} \) are equivalent norms on \( \mathcal{Q}_h \), namely there exist \( c_1, c_2 > 0 \), independent on \( h \) and on the the way the mesh is cut by trimming curve, but in general depending on the fixed parameter \( \theta \in (0, 1] \), such that

\[
c_1 \| q_h \|_{L^2(\Omega; \mathbb{S}_h)} \leq \| q_h \|_{0,h} \leq c_2 \| q_h \|_{L^2(\Omega; \mathbb{S}_h)}, \quad \forall q_h \in \mathcal{Q}_h.
\]

Remark 4.8. Let \( Q_h = \{ B_k \}_{k \in K} \) and define \( \tilde{Q}_h = \{ B_i \}_{i \in I} \), where \( I := \{ i \in K : \exists K \in \mathcal{M}_h^0 \text{ such that } K \subset supp B_i \} \). This time \( \mathcal{Q}_h \) is a subspace of \( Q_h \). Moreover, let us observe that \( \mathcal{Q}_h \) and \( \tilde{Q}_h \) are isomorphic (as normed vector spaces) when equipped with \( \| \cdot \|_{L^2(\Omega; \mathbb{S}_h)} \).

We introduce the following stabilized version of formulation (3).

Find \((u_h, p_h) \in V_h \times \mathcal{Q}_h\) such that

\[
\mathcal{F}_h(u_h, v_h) + b_1(v_h, p_h) = F_h(v_h), \quad \forall v_h \in V_h,
\]

\[
b_m(u_h, q_h) = G_m(q_h), \quad \forall q_h \in \mathcal{Q}_h,
\]

where \( m \in \{ 0, 1 \} \) and

\[
\mathcal{F}_h(v_h) := \int_{\Omega} f \cdot v_h + \int_{\Gamma_N} \sigma \cdot v_h - \int_{\Gamma_D} u_D \cdot D R_h^{c}(v_h) n + \gamma \int_{\Gamma_D} h^{-1} u_D \cdot v_h, \quad v_h \in V_h.
\]

Remark 4.9. We believe that this strategy is still consistent with the stabilization procedure of [14] since the modification does not affect the space of the velocities, but just the one of pressures, the latter being discontinuous objects from a physical point of view.

4.2. Interpolation and approximation properties of the discrete spaces

From [30], there exist \( E : H^1(\Omega) \to H^1(\mathbb{R}^d) \), \( t \geq 1 \), and \( E : H^r(\Omega) \to H^r(\mathbb{R}^d) \), \( r \geq 1 \), universal (degree-independent) Sobolev-Stein extensions such that \( \text{div} \circ E = E \circ \text{div} \). We define, for \( \Box \in \{ \text{RT}, \text{N}, \text{TH} \} \) and \( t \geq 1 \),

\[
\Pi_{V_h}^{\Box} : H^t(\Omega) \to V_h^\Box, \quad v \mapsto \Pi_{V_{0,h}}^{\Box} \left( E(v) \right|_{\Omega_h} \right|_{\Omega},
\]

where \( \Pi_{V_{0,h}}^\Box \) is the spline quasi-interpolant onto \( V_{0,h}^\Box \). Similarly, for the pressures, given \( r \geq 1 \), we introduce

\[
\Pi_{Q_h}^{\Box} : H^r(\Omega) \to Q_h^\Box, \quad q \mapsto \Pi_{Q_{0,h}}^{\Box} \left( E(q) \right|_{\Omega_h} \right|_{\Omega},
\]

and further compose it with the stabilization operator for the pressures,

\[
\Pi_{Q_h}^{\Box} : H^r(\Omega) \to \mathcal{Q}_h^\Box, \quad q \mapsto R_h^{c} \left( \Pi_{Q_{0,h}}^{\Box} q_h \right),
\]

where \( \Pi_{Q_{0,h}}^\Box \) is the spline quasi-interpolant onto \( Q_{0,h}^\Box \). Let us recall that, in the Raviart-Thomas case, \( \Pi_{V_{0,h}}^{\text{RT}} \) and \( \Pi_{Q_{0,h}}^{\text{RT}} \) are defined so that the first diagram in (11) commutes (see [15]). Our construction implies that also the
\[ \mathbf{H} (\text{div}; \Omega_0) \xrightarrow{\text{div}} L^2(\Omega_0) \quad \mathbf{H} (\text{div}; \Omega) \xrightarrow{\text{div}} L^2(\Omega) \]

\[ \begin{align*}
V_{0,h}^{RT} & \quad \text{div} \quad Q_{0,h}^{RT} \\
V_h^{RT} & \quad \text{div} \quad Q_h^{RT}
\end{align*} \tag{11} \]

Remark 4.10. Note that the commutativity of the right-hand diagram in (11) is lost when instead of \( Q_h \) we use the stabilized space \( \overline{Q}_h \).

Proposition 4.11 (Approximation property of \( R_h^e \)). There exists \( C > 0 \) such that, for every \( \mathbf{v} \in \mathbf{H}^1(\Omega) \), \( t \geq 2 \), and \( K \in \mathcal{G}_h \),

\[ \left\| h^\frac{k}{2} D \left( \mathbf{v} - R_h^e(\Pi_{V_h}^e \mathbf{v}) \right) \mathbf{n} \right\|_{L^2(\Gamma_K)} \leq C h^{s} \left\| \mathbf{v} \right\|_{H^r(\Omega)} , \]

where \( s := \min\{k, t - 1\} \) if \( \Box = \text{RT} \) and \( s := \min\{k + 1, t - 1\} \) if \( \Box \in \{N, \text{TH}\} \).

Proof. It is sufficient to apply the vectorial version of Proposition 6.9 of [14] and to sum over the cut elements in \( \mathcal{G}_h \). The constant \( C \) depends on \( F \) accordingly to the element choice.

\[ \square \]

Lemma 4.12. There exists \( C > 0 \) such that

\[ \left\| \Pi_{V_h}^e \mathbf{v} \right\|_{1,h} \leq C \left\| \mathbf{v} \right\|_{H^1(\Omega)}, \quad \forall \mathbf{v} \in \mathbf{H}^1_{0,\Gamma_D}(\Omega). \]

Proof. Let \( \mathbf{v} \in \mathbf{H}^1_{0,\Gamma_D}(\Omega) \). Using the \( H^1 \)-stability for the quasi-interpolant in the boundary-fitted case [15], we have

\[ \left\| \Pi_{V_h}^{e} \mathbf{v} \right\|_{1,h}^2 = \left\| D \Pi_{V_h}^{e} (\mathbf{E}(\mathbf{v})) \right\|_{L^2(\Omega)}^2 + \left\| h^{-\frac{k}{2}} \Pi_{V_h}^{e} (\mathbf{E}(\mathbf{v})) \right\|_{L^2(\Gamma_D)}^2 \tag{12} \]

\[ \leq C \left\| \mathbf{E}(\mathbf{v}) \right\|_{H^1(\Omega_0)} + \sum_{K \in \mathcal{G}_h} h_K^{-1} \left\| \Pi_{V_h}^{e} (\mathbf{E}(\mathbf{v})) \right\|_{L^2(\Gamma_K)}^2 \tag{13} \]

By using \( \mathbf{E}(\mathbf{v}) \big|_{\Gamma_D} = 0 \), Lemma A.1, and the optimal approximation properties of the quasi-interpolants on boundary-fitted meshes, it holds

\[ \sum_{K \in \mathcal{G}_h} h_K^{-1} \left\| \Pi_{V_h}^{e} (\mathbf{E}(\mathbf{v})) \right\|_{L^2(\Gamma_K)}^2 = \sum_{K \in \mathcal{G}_h} h_K^{-1} \left\| \Pi_{V_h}^{e} (\mathbf{E}(\mathbf{v}) - \mathbf{E}(\mathbf{v})) \right\|_{L^2(\Gamma_K)}^2 \leq C \sum_{K \in \mathcal{G}_h} h_K^{-1} \left\| \Pi_{V_h}^{e} (\mathbf{E}(\mathbf{v}) - \mathbf{E}(\mathbf{v})) \right\|_{L^2(\Gamma_K)} \left\| \Pi_{V_h}^{e} (\mathbf{E}(\mathbf{v}) - \mathbf{E}(\mathbf{v})) \right\|_{H^1(K)} \leq C \left\| \mathbf{E}(\mathbf{v}) \right\|_{H^1(\Omega_0)}^2 \tag{14} \]

We conclude by combining (12) and (14), and using the boundedness of the Sobolev-Stein extension operator. \[ \square \]

Theorem 4.13. There exist \( C_v, C_q > 0 \) such that for every \( (\mathbf{v}, q) \in \mathbf{H}^1(\Omega) \times \mathbf{H}^r(\Omega), t \geq 1 \) and \( r \geq 1 \), it holds

\[ \left\| \mathbf{v} - \Pi_{V_h}^{e} \mathbf{v} \right\|_{1,h} \leq C_v h^s \left\| \mathbf{v} \right\|_{H^r(\Omega)}, \quad \left\| q - \Pi_{Q_h}^e q \right\|_{0,h} \leq C_q h^\ell \left\| q \right\|_{H^r(\Omega)}, \]

where \( s := \min\{k, t - 1\} \) if \( \Box = \text{RT} \), \( s := \min\{k + 1, t - 1\} \) if \( \Box \in \{N, \text{TH}\} \), and \( \ell := \min\{k + 1, r\} \).
Proof. For the velocities, we proceed by employing the trace inequality of Lemma A.1 componentwise, the standard approximation properties of $\Pi_{V_0,h}$, and the boundedness of the Sobolev-Stein extension operator.

$$\left\| v - \Pi_{V_h} v \right\|_{1,h}^2 \leq \left\| D \left( E(v) - \Pi_{V_0,h} E(v) \right) \right\|_{L^2(\Omega)}^2 + C \sum_{K \in G_h} \left\| \frac{1}{h} \left( E(v) - \Pi_{V_0,h} E(v) \right) \right\|_{L^2(K)} \left\| E(v) - \Pi_{V_0,h} E(v) \right\|_{H^1(K)}$$

$$\leq Ch^{2s} \left\| E(v) \right\|_{H^s(\Omega)}^2 + C \sum_{K \in G_h} \left\| \frac{1}{h} \left( E(v) - \Pi_{V_0,h} E(v) \right) \right\|_{L^2(K)} \left\| E(v) - \Pi_{V_0,h} E(v) \right\|_{H^1(K)}$$

$$\leq Ch^{2s} \left\| v \right\|_{H^s(\Omega)}^2 + \left\| \frac{1}{h} \left( E(v) - \Pi_{V_0,h} E(v) \right) \right\|_{L^2(K)} \left\| E(v) - \Pi_{V_0,h} E(v) \right\|_{H^1(K)}$$

$$\leq Ch^{2s} \left\| v \right\|_{H^s(\Omega)}^2,$$

where $s := \min\{k, t - 1\}$ if $\square = RT$, $s := \min\{k + 1, t - 1\}$ if $\square \in \{N, TH\}$. For the pressure term, we have

$$\left\| q - \Pi_{Q_h} q \right\|_{0,h}^2 = \left\| (q - \Pi_{Q_h} q) \right\|_{L^2(\Omega)}^2 + \sum_{K \in G_h} \left\| \frac{1}{h} \left( q - \Pi_{Q_h} q \right) \right\|_{L^2(\Gamma_K)}^2. \quad (15)$$

For the volumetric term we may proceed analogously to the case of the velocities. Let us focus on the boundary part of (15) and take $K \in M^0_h$. We employ Lemma A.1:

$$\left\| \frac{1}{h} \left( E(q) - \Pi_{Q_h} q \right) \right\|_{L^2(\Gamma_K)}^2 \leq C \left\| E(q) - \Pi_{Q_0,h} E(q) \right\|_{L^2(K)} \left\| h \left( E(q) - \Pi_{Q_0,h} E(q) \right) \right\|_{H^1(K)}$$

$$\leq Ch^{2\ell} \left\| E(q) \right\|_{H^{\ell}(\Omega)}^2,$$

where $\ell := \min\{k + 1, r\}$. Now, let us suppose $K \in M^0_h$, with $K' \in M^0_h$ its good neighbor. Let $\phi \in Q_k(B_K)$, where $B_K$ is the minimal bounding box enclosing $K$ and $K'$, so that $R^p_K(\varphi) = \varphi$. We have

$$\left\| \frac{1}{h} \left( q - \Pi_{Q_h} q \right) \right\|_{L^2(\Gamma_K)} = \left\| \frac{1}{h} \left( q - R^p_K(\Pi_{Q_h} q) \right) \right\|_{L^2(\Gamma_K)}$$

$$\leq \left\| \frac{1}{h} \left( q - \phi \right) \right\|_{L^2(\Gamma_K)} + \left\| \frac{1}{h} \left( R^p_K(\phi - \Pi_{Q_h} q) \right) \right\|_{L^2(\Gamma_K)}.$$

By using Lemma A.1, we obtain

$$I \leq C \left\| E(q) - \varphi \right\|_{L^2(\Gamma_K)} \left\| h \left( E(q) - \varphi \right) \right\|_{H^1(\Gamma_K)} \leq C \left\| E(q) - \varphi \right\|_{L^2(B_K)} \left\| h \left( E(q) - \varphi \right) \right\|_{H^1(B_K)}.$$

On the other hand, from Proposition 4.4 and triangular inequality we have

$$II = \left\| \frac{1}{h} R^p_K(\phi - \Pi_{Q_h} q) \right\|_{L^2(\Gamma_K)} \leq C \left\| (\phi - \Pi_{Q_h} q) \right\|_{L^2(K')}$$

$$\leq C \left( \left\| \phi - q \right\|_{L^2(K')} + \left\| q - \Pi_{Q_h} q \right\|_{L^2(K')} \right)$$

$$\leq C \left( \left\| \phi - E(q) \right\|_{L^2(B_K)} + \left\| E(q) - \Pi_{Q_h} E(q) \right\|_{L^2(K')} \right).$$
Let us choose \( \varphi \) such that the Deny-Lions Lemma (Theorem 3.4.1 of [42]) holds on \( B_K \) and use the optimal approximation properties of \( \Pi_{Q,a,h} \). Thus
\[
\| h^2 (q - \Pi_{Q,a,h}) \|_{L^2(\Gamma_K)} \leq I + II \leq C h^\ell \left( \| E(q) \|_{H^r(B_K)} + \| E(q) \|_{H^r(K')} \right),
\]
where \( \ell := \min\{k + 1, r\} \) and \( C \) depends on the shape-regularity of \( B_K \) (through Theorem 3.4.1 of [42]), on \( F \), and on the shape-regularity of the parametric Bézier mesh (through the approximation properties of \( \Pi_{Q,a,h} \)). Hence, we conclude by taking the sum over the cut elements. The final constant will depend on \( k \), \( m \), on the constant appearing in (8), on the shape-regularity of the parametric mesh, on \( F \), and on the boundedness of the Sobolev-Stein extension. \[ \square \]

5. Well-posedness of the stabilized formulation

The following result gives the necessary and sufficient conditions for the existence, uniqueness and stability of the solution of (10). Let us denote \( K_m := \{ v_h \in V_h : b_m(v_h, q_h) = 0 \ \forall q_h \in \overline{Q}_h \} \), for \( m = 0, 1 \). Even if not explicitly stated in order to keep the notation lighter, the following stability constants are required to be independent of the mesh-size \( h \) and on the way \( M_h \) has been cut by \( \Gamma_T \).

**Proposition 5.1.** Let us fix \( m \in \{0, 1\} \), i.e., we choose either the symmetric or the non-symmetric version of (10).

(i) There exists \( \varpi > 0 \) such that, for every \( \gamma \geq \varpi \), there exists \( M_a > 0 \) such that
\[
|\pi_h(w_h, v_h)| \leq M_a \| w_h \|_{1,h} \| v_h \|_{1,h}, \quad \forall w_h, v_h \in V_h.
\]

(ii) There exist \( M_{b_1} > 0 \), \( M_{b_0} > 0 \) such that
\[
|b_1(v_h, q_h)| \leq M_{b_1} \| v_h \|_{1,h} \| q_h \|_{0,h}, \quad \forall v_h \in V_h, \forall q_h \in \overline{Q}_h,
\]
\[
|b_0(v_h, q_h)| \leq M_{b_0} \| v_h \|_{1,h} \| q_h \|_{0,h}, \quad \forall v_h \in V_h, \forall q_h \in \overline{Q}_h.
\]

(iii) There exist \( \varpi > 0 \) and \( \alpha_m > 0 \) such that, for every \( \gamma \geq \varpi \), it holds
\[
\inf_{v_h \in K_m} \sup_{w_h \in K_1} \frac{\pi_h(w_h, v_h)}{\| w_h \|_{1,h} \| v_h \|_{1,h}} \geq \alpha_m,
\]
and, for all \( w_h \in K_1 \setminus \{0\} \),
\[
\sup_{v_h \in K_m} \pi_h(w_h, v_h) > 0.
\]

(iv) There exist \( \beta_1 > 0 \), \( \beta_0 > 0 \) such that
\[
\inf_{q_h \in Q_h} \sup_{v_h \in V_h} \frac{b_1(v_h, q_h)}{\| q_h \|_{0,h} \| v_h \|_{1,h}} \geq \beta_1,
\]
\[
\inf_{q_h \in Q_h} \sup_{v_h \in V_h} \frac{b_0(v_h, q_h)}{\| q_h \|_{0,h} \| v_h \|_{1,h}} \geq \beta_0.
\]

Conditions (i) – (iv) hold if and only if there exists a unique solution \( (u_h, q_h) \in V_h \times \overline{Q}_h \) to (10). Moreover,
\[
\| u_h \|_{1,h} \leq \frac{1}{\alpha} \| F_h \|_{-1,h} + \frac{1}{\beta_m} \left( \frac{Ma}{\alpha} + 1 \right) \| G_m \|_{-0,h},
\]
\[
\| p_h \|_{0,h} \leq \frac{1}{\beta_1} \left( 1 + \frac{Ma}{\alpha_m} \right) \| F_h \|_{-1,h} + \frac{Ma}{\beta_m \beta_1} \left( \frac{Ma}{\alpha_m} + 1 \right) \| G_m \|_{-0,h},
\]
(24)
where $\|\cdot\|_{1,h}$ and $\|\cdot\|_{0,h}$ denote the dual norms with respect to $\|\cdot\|_{1,h}$ and $\|\cdot\|_{0,h}$, respectively.

Proof. We refer the interested reader to [10,40].

Remark 5.2. We observe that condition (21) can be replaced by $\dim K_m = \dim K_1$. If $m = 1$, then conditions (20) and (21) can be summarized in the coercivity of $\pi_h(\cdot, \cdot)$ on $K_1$. Moreover, if $g \equiv 0$, then we are no more bound to satisfy (23) when $m = 0$.

Lemma 5.3. There exist $\gamma > 0$ and $\alpha > 0$ such that, for every $\gamma \geq \gamma$, it holds

$$\alpha \|v_h\|_{1,h}^2 \leq \pi_h(v_h, v_h), \quad \forall v_h \in V_h,$$

and, for every $\gamma \geq \gamma$, there exists $M_a > 0$ such that

$$|\pi_h(w_h, v_h)| \leq M_a \|w_h\|_{1,h} \|v_h\|_{1,h}, \quad \forall w_h, v_h \in V_h.$$

Proof. This proof is based on Proposition 4.5 and follows the same lines of Theorem 5.3 of [14].

During the review process of the manuscript to which this chapter refers (see [41]), we encountered an error in the proof of the conditions (22), (23). Due to the lack of time, we are compelled to require them in the form of the following assumption. The search for suitable techniques to derive such properties will be the subject of a future study.

Assumption 5.4. Given $\theta \in (0,1]$, there exist $\beta_0 > 0$ and $\beta_1 > 0$ such that

$$\inf_{q_h \in Q_h} \sup_{v_h \in V_h} \frac{b_1(v_h, q_h)}{\|q_h\|_{0,h} \|v_h\|_{1,h}} \geq \beta_1, \quad \inf_{q_h \in Q_h} \sup_{v_h \in V_h} \frac{b_0(v_h, q_h)}{\|q_h\|_{0,h} \|v_h\|_{1,h}} \geq \beta_0.$$

Section ?? includes numerical experiments testing and confirming the validity of Assumption 5.4.

Theorem 5.5. Let us require that Assumption 5.4 holds. For $m \in \{0,1\}$, given $\theta \in (0,1]$, there exists a unique solution $(u_h, p_h) \in V_h \times Q_h$ of (10) satisfying the stability estimates (24).

Proof. It suffices to verify the hypotheses of Proposition 5.1. Conditions (17), (20), (21) are implied by Lemma 5.3. The continuity bounds (18), (19) readily follow from the definitions of $\|\cdot\|_{1,h}$ and $\|\cdot\|_{0,h}$. Finally, conditions (18), (19) hold because required by Assumption 5.4.

6. A priori ERROR ESTIMATES

The goal of this section is to demonstrate that the errors, for both the velocity and pressure fields, achieve optimal a priori convergence rates in the topologies induced by the norms $\|\cdot\|_{1,h}$ and $\|\cdot\|_{0,h}$, respectively.

Lemma 6.1. Let us require that Assumption 5.4 holds. Let $(u, p) \in H^{2+\varepsilon}(\Omega) \times H^1(\Omega)$, $\varepsilon > 0$, and $(u_h, p_h) \in V_h \times Q_h$ be the solutions of (2) and (10) with $m \in \{0,1\}$. Then, for every $(u_f, p_f) \in V_h \times Q_h$ the following estimates hold.

$$\|u_h - u_f\|_{1,h} \leq \frac{1}{\alpha} \left( M_a \|u - u_f\|_{1,h} + \|h^{1/2} \nabla (R^1_h (u_f)) n\|_{L^2(\Gamma_D)} + M_b \|p - p_f\|_{0,h} \right)$$

$$+ \frac{1}{\beta_m} \left( 1 + \frac{M_a}{\alpha} \right) M_{bm} \|u - u_f\|_{1,h},$$

$$\|p_h - p_f\|_{0,h} \leq \frac{1}{\beta_1} \left( 1 + \frac{M_a}{\alpha} \right) M_a \|u - u_f\|_{1,h} + \|h^{1/2} \nabla (R^1_h (u_f)) n\|_{L^2(\Gamma_D)}$$

$$+ M_b \|p - p_f\|_{0,h} + \frac{M_a}{\beta_m \beta_1} \left( 1 + \frac{M_a}{\alpha} \right) M_{bm} \|u - u_f\|_{1,h}. $$
Proof. Let $m \in \{0, 1\}$ and $(u_I, p_I) \in V_h \times \overline{Q}_h$ be arbitrary. By linearity $(u_h - u_I, p_h - p_I) \in V_h \times \overline{Q}_h$ satisfies the saddle point problem

\[
\begin{align*}
\sigma_h(u_h - u_I, v_h) + b_1(v_h, p_h - p_I) = F_I(v_h), & \quad \forall v_h \in V_h, \\
b_m(u_h - u_I, q_h) = G_{I,m}(q_h), & \quad \forall q_h \in \overline{Q}_h,
\end{align*}
\]

where

\[
F_I(v_h) := \int_\Omega (D(u - u_I) : Dv_h - \int_{\Gamma_D} D(u - R_h^u(u_I)) n \cdot v_h + b_1(v_h, p - p_I) - \int_{\Gamma_D} (u - u_I) \cdot Dv_h)
\]

\[
G_{I,m}(q_h) := b_m(u - u_I, q_h),
\]

For the sake of completeness, let us show the first line of (25). Note that the second line follows immediately. Recall from (2) and (3) that $F(v_h) = \int_\Omega D u : Dv_h - \int_{\Gamma_D} D u_h \cdot v_h + b_1(v_h, p)$ and $u|_{\Gamma_D} = u_D$. Hence

\[
\begin{align*}
\sigma_h(u_h - u_I, v_h) + b_1(v_h, p_h - p_I) &= \sigma_h(u_I, v_h) - \sigma_h(u_I, v_h) - b_1(v_h, p_I) \\
&= F(v_h) - \int_\Omega u_D : Dv_h - \int_{\Gamma_D} u_D : Dv_h \\
&\quad + \int_{\Gamma_D} D R_h^v(u_I) n \cdot v_h + \int_{\Gamma_D} u_D : D R_h^v(u_I) n + \int_{\Gamma_D} h^{-1} u \cdot v_h - b_1(v_h, p_I) \\
&= \int_\Omega (D(u - u_I) : Dv_h - \int_{\Gamma_D} (u - u_I) \cdot Dv_h ) + \int_{\Gamma_D} h^{-1} (u - u_I) \cdot v_h.
\end{align*}
\]

Using the stability estimates (24), respectively for $m = 0, 1$, we get

\[
\begin{align*}
\|u_h - u_I\|_{1,h} &\leq \frac{1}{\alpha} \|F_I\|_{-1,h} + \frac{1}{\beta_m} \left( 1 + \frac{M_a}{\alpha} \right) \|G_{I,m}\|_{-1,h}, \\
\|p_h - p_I\|_{0,h} &\leq \frac{1}{\beta_1} \left( 1 + \frac{M_a}{\alpha} \right) \|F_I\|_{-1,h} + \frac{M_a}{\beta_m \beta_1} \left( 1 + \frac{M_a}{\alpha} \right) \|G_{I,m}\|_{-1,h}.
\end{align*}
\]

We conclude since, by definition of dual norm, we have

\[
\begin{align*}
\|F_I\|_{-1,h} &\leq M_a \|u - u_I\|_{1,h} + \|h^2 D(u - R_h^u(u_I)) n\|_{L^2(\Gamma_D)} + M_b \|p - p_I\|_{0,h}, \\
\|G_{I,m}\|_{-1,h} &\leq M_{b_m} \|u - u_I\|_{1,h}.
\end{align*}
\]

\[\square\]

**Theorem 6.2.** Let us require that Assumption 5.4 holds. Let $(u, p) \in H^t(\Omega) \times H^r(\Omega)$, $t \geq 2$ and $r \geq 1$, be the solution to problem (2). Then, the discrete solution $(u_h, p_h) \in V_h^2 \times \overline{Q}_h$ of the stabilized problem (10) satisfies

\[
\|u - u_h\|_{1,h} + \|p - p_h\|_{0,h} \leq C_{m} \min\{s, \ell\} \left( \|u\|_{H^s(\Omega)} + \|p\|_{H^\ell(\Omega)} \right),
\]

where $s := \min\{k, t - 1\}$ if $\square = RT$, $s := \min\{k + 1, t - 1\}$ if $\square = N$, and $\ell := \min\{k + 1, r\}$, and $C_m > 0$ depends on the choice $m \in \{0, 1\}$ through the constants appearing in Lemma 6.1.
Proof. Given \((u_I, p_I) \in V_h \times Q_h\), we proceed by triangular inequality:
\[
\|u - u_h\|_{1,h} \leq \|u - u_I\|_{1,h} + \|u_h - u_I\|_{1,h},
\]
\[
\|p - p_h\|_{0,h} \leq \|p - p_I\|_{0,h} + \|p_h - p_I\|_{0,h}.
\]

Using Lemma 6.1, we obtain
\[
\|u - u_h\|_{1,h} \leq \|u - u_I\|_{1,h} + \frac{1}{\alpha} (M_a \|u - u_I\|_{1,h} + \left\|h^{\frac{1}{2}} D (u - R_h^u(u_I)) \right\|_{L^2(\Gamma_D)}) + M_{b_1} \|p - p_I\|_{0,h} + \frac{1}{\beta_m} \left(1 + \frac{M_a}{\alpha}\right) M_{b_m} \|u - u_I\|_{1,h},
\]
\[
\|p - p_h\|_{0,h} \leq \|p - p_I\|_{0,h} + \frac{1}{\beta_1} \left(1 + \frac{M_a}{\alpha}\right) (M_a \|u - u_I\|_{1,h} + \left\|h^{\frac{1}{2}} D (u - R_h^u(u_I)) \right\|_{L^2(\Gamma_D)}) + M_{b_1} \|p - p_I\|_{0,h} + \frac{M_a}{\beta_m \beta_1} \left(1 + \frac{M_a}{\alpha}\right) M_{b_m} \|u - u_I\|_{1,h}.
\]

Let us choose \(u_I := \Pi^{\square}_{h} u\) and \(p_I := \Pi_{Q_h} p\) so that, by Proposition 4.11 and Theorem 4.13, we obtain
\[
\|u - u_h\|_{1,h} \leq C_v h^s \|u\|_{H^s(\Omega)} + \frac{1}{\alpha} \max\{M_a, 1\} C h^{\min(s,\ell)} \left(\|u\|_{H^s(\Omega)} + \|p\|_{H^r(\Omega)}\right) + \frac{1}{\beta_m} \left(1 + \frac{M_a}{\alpha}\right) M_{b_m} C_v h^s \|u\|_{H^s(\Omega)},
\]
\[
\|p - p_h\|_{0,h} \leq C_v h^f \|p\|_{H^f(\Omega)} + \frac{1}{\beta_1} \left(1 + \frac{M_a}{\alpha}\right) \max\{M_a, 1\} C h^{\min(s,\ell)} \left(\|u\|_{H^s(\Omega)} + \|p\|_{H^r(\Omega)}\right) + \frac{M_a}{\beta_m \beta_1} \left(1 + \frac{M_a}{\alpha}\right) M_{b_m} C_v h^s \|u\|_{H^s(\Omega)}.
\]

\(\square\)

7. NUMERICAL EXAMPLES

The main goal of the following numerical experiments is to validate the convergence results of the Theorem 6.2 and to validate the inf-sup condition that we have not been able to prove theoretically.

To prevent the conditioning number of the linear system from being excessively corrupted by the presence of basis functions whose support barely intersects the physical domain, a left-right Jacobi preconditioner is employed. This approach helps for improving the conditioning, but, as previously discussed in [14, 21], it does not completely solve its dependence on the trimming configuration: the interested reader is referred to [20] for a more sophisticated approach.

7.1. Pentagon

Let us consider as computational domain the pentagon \(\Omega = \Omega_0 \setminus \Omega_1\), where \(\Omega_0 = \hat{\Omega}_0\) and \(\Omega_1\) is the triangle of vertices \((0,0.25 + \varepsilon) - (0,1) - (0.75 - \varepsilon, 1)\) as illustrated in Figure 1b. Here \(\varepsilon = 10^{-13}\). The following functions are chosen as manufactured solutions for the velocity and pressure fields:
\[
u = \left(x y^3, x^4 - \frac{y^4}{4}\right), \quad p = p_{\text{fun}} - \frac{1}{|\Omega|} \int_{\Omega} p_{\text{fun}}, \quad \text{where} \quad p_{\text{fun}} = x^3 \cos(x) + y^2 \sin(x).
\]
Dirichlet boundary conditions are weakly enforced on the boundary sides unfitted with the mesh, while on the rest, they are imposed in the strong sense (we recall from Remark 2.7 that, for the Raviart-Thomas and Nédélec element, we need to impose the tangential components in a weak sense). We compare, for different isogeometric elements, the well-posedness and accuracy of the non-symmetric, i.e., with \( m = 0 \), non-stabilized and stabilized formulations, (3) and (10) respectively, for \( k = 2 \) and \( \gamma = 20(k + 1)^2 \) (the dependency of the penalty parameter on the degree is coherent with [22]). The threshold parameter \( \theta \) is set equal to 1, i.e., all cut elements are stabilized.

In Table 1 we see the values of the inf-sup constants \( \beta_0, \beta_1 \), computed as in [5], in the non-stabilized and stabilized cases (subscripts \( \text{ns} \) and \( \text{s} \) respectively) for the different choices of the isogeometric element (superscripts RT, N and TH). In the stabilized case, we observe that the inf-sup constants lost their dependence on how the mesh is trimmed.

### Table 1. Inf-sup constant for the pentagon: stabilized vs non-stabilized formulations with \( k = 2 \).

|       | \( h \) | \( 2^{-1} \) | \( 2^{-2} \) | \( 2^{-3} \) | \( 2^{-4} \) | \( 2^{-5} \) | \( 2^{-6} \) |
|-------|--------|-------------|-------------|-------------|-------------|-------------|-------------|
| \( \beta_{\text{RT},0,\text{ns}} \) | 0.2437 | 1.6450e-07  | 2.3014e-07  | 3.2638e-07  | 4.6166e-07  | 6.5221e-07  |
| \( \beta_{\text{RT},1,\text{ns}} \) | 0.2699 | 2.8358e-07  | 3.9759e-07  | 5.5849e-07  | 7.8738e-07  | 1.1108e-06  |
| \( \beta_{\text{RT},0,s} \) | 0.4103 | 0.1740      | 0.2032      | 0.1850      | 0.1588      | 0.1635      |
| \( \beta_{\text{RT},1,s} \) | 0.3923 | 0.2088      | 0.2397      | 0.2440      | 0.2441      | 0.2442      |
| \( \beta_{\text{N},0,\text{ns}} \) | 0.2714 | 1.6541e-07  | 2.3212e-07  | 3.2900e-07  | 4.6583e-07  | 6.5811e-07  |
| \( \beta_{\text{N},1,\text{ns}} \) | 0.3178 | 3.6259e-07  | 5.0472e-07  | 7.0780e-07  | 9.9752e-07  | 1.4077e-06  |
| \( \beta_{\text{N},0,s} \) | 0.4142 | 0.2430      | 0.2902      | 0.2803      | 0.2809      | 0.2676      |
| \( \beta_{\text{N},1,s} \) | 0.4118 | 0.2564      | 0.2979      | 0.3089      | 0.3096      | 0.3096      |
| \( \beta_{\text{TH},0,\text{ns}} \) | 0.2672 | 1.6728e-07  | 2.3504e-07  | 3.3295e-07  | 4.7052e-07  | 4.7052e-07  |
| \( \beta_{\text{TH},1,\text{ns}} \) | 0.2768 | 4.8359e-07  | 6.8222e-07  | 9.6265e-07  | 1.3581e-06  | 1.9189e-06  |
| \( \beta_{\text{TH},0,s} \) | 0.3374 | 0.2836      | 0.2853      | 0.2853      | 0.2853      | 0.2853      |
| \( \beta_{\text{TH},1,s} \) | 0.2994 | 0.2755      | 0.2789      | 0.2802      | 0.2807      | 0.2809      |

#### 7.2. Mapped pentagon

Let us perform an experiment similar to the previous one, this time with a non-linear isogeometric mapping \( F \). We consider \( \Omega = \Omega_0 \setminus \Omega_1 \), where \( \Omega_0 = F((0,1)^2) \) is the quarter of annulus parametrized by a biquadratic NURBS \( F \), and \( \Omega_1 = F(T) \), with \( T \) the triangle with vertices \((0, 0.25 + \varepsilon), (0, 1), (0.75 - \varepsilon, 1)\), see Figure 6a. We compare the inf-sup stability of the non-stabilized and the stabilized formulations (3) and (10) respectively, for different degrees and isogeometric elements, \( \theta = 1 \) (we stabilize at all cut elements), and \( \varepsilon = 10^{-13} \). Dirichlet boundary conditions are imposed on the whole boundary, weakly on the unfitted parts. From Figure 5 we observe that the inf-sup constants of the stabilized formulation behave much better than the ones of the non-stabilized formulation. The order of magnitude of the inf-sup constants in the non-stabilized case are of the same order of the ones in Table 1.

#### 7.3. Rotating square

We embed \( \Omega = (0.19, 0.71) \times (0.19, 0.71) \) into \( \Omega_0 = (0, 1)^2 \), the latter subdivided with a Cartesian grid of 8 elements per direction, and rotate \( \Omega \) around its barycenter for different angles \( \alpha \), as illustrated in Figure 6b. We choose a threshold parameter \( \theta = 0.75 \), and, for each angle \( \alpha \in \{i \pi/200 : i = 0, \ldots, 100\} \), we compute the inf-sup constants \( \beta_0 \) and \( \beta_1 \) in the stabilized and non-stabilized cases. For every configuration we compute
(a) Velocity error with RT.  
(b) Pressure error with RT.  
(c) Velocity error with N.  
(d) Pressure error with N.  
(e) Velocity error with TH.  
(f) Pressure error with TH.

Figure 4. Convergence errors for the pentagon with $k = 2$.

\[ \eta := \min_{K \in \mathcal{M}_h} |K \cap \Omega| \text{ and in Figure 7 we plot the inf-sup constants with respect to } \eta \text{ for the Raviart-Thomas, the } \]
Nédélec, and the Taylor-Hood elements of degree $k = 2$. In most configurations, we can observe that the constants corresponding to the stabilized formulation perform better than those of the non-stabilized formulation, specially for small values of $\eta$.

Furthermore, we notice a greater efficiency, i.e., a greater difference between stabilized and non-stabilized cases, when using the Taylor-Hood element. The configurations corresponding to a smaller $\eta$ do not necessarily give rise to a worse inf-sup constant. Although stabilization does not always seem to “beat” the non-stabilized method, we observe that the configurations in which the non-stabilized inf-sup constant is larger than the stabilized one are, in general, the ones with bigger values of $\eta$, which are not the most critical ones.
7.4. Square with circular trimming

Let us set up another numerical experience where the physical domain is \( \Omega = \Omega_0 \setminus \Omega_1 \) with \( \Omega_0 = (0, 2) \times (0, 2) \) and \( \Omega_1 = B(0, r), r = 0.52 \), as depicted in Figure 8a. We take as reference solution fields

\[
\begin{align*}
\mathbf{u} &= \left( 2y^3 \sin(x), x^3 \sin(x) - \frac{y^4 \cos(x)}{2} - 3x^2 \cos(x) \right), \\
\quad p &= \frac{x^3 y^2}{2} + \frac{y^3}{2},
\end{align*}
\]

where \( \mathbf{u} \) is a solenoidal vector field. We impose Neumann boundary conditions on the straight trimmed sides \( \{(0, y) : 0 \leq y \leq 2\}, \{(x, 0) : 0 \leq x \leq 2\} \) and on the rest of the boundary we impose Dirichlet boundary conditions, enforced in a weak sense on \( \{(r \cos \theta, r \sin \theta) : 0 \leq \theta \leq \pi \} \). We solve using the non-symmetric stabilized formulation (10), discretized with the Raviart-Thomas element, with different degrees \( k = 1, 2, 3, 4, 5 \), penalty parameter \( \gamma = 10(k + 2)^2 \), and threshold parameter \( \theta = 1 \). The convergence results, validating the error estimates of Theorem 6.2, are shown in Figure 9, while the divergence of the discrete velocity field \( \mathbf{u}_h \), for \( k = 3 \) and \( h = 2^{-4} \), has been plotted in Figure 8b. As already observed in Remark 4.10, our numerical scheme does not preserve exactly the incompressibility constraint since \( \text{div} \mathbf{V}^{RT}_h \not\subset \mathbf{Q}_h \). From Figure 8b, we can observe that the divergence of the numerical solution for the velocity is polluted in the vicinity of the trimmed boundary.

7.5. Stokes flow around a cylinder

We consider a classic benchmark example in computational fluid dynamics, i.e., the so-called two-dimensional flow around a cylinder, proposed by [6] and already seen in the context of immersogeometric methods in [31]. The incompressible flow of a fluid around a cylinder placed in a channel is studied. The physical domain is \( \Omega = \Omega_0 \setminus \Omega_1 \), where \( \Omega_0 = (0, L) \times (0, H) \) and \( \Omega_1 = B(x_0, R) \) with \( L = 2.2, H = 0.41, x_0 = (0.2, 0.2) \) and \( R = 0.05 \). Let us observe that \( \Omega_1 \) is not symmetric with respect to \( \Omega_0 \). As Dirichlet boundary condition on the inflow boundary \( \{(0, y) : 0 \leq y \leq H\} \) a parabolic horizontal profile is prescribed:

\[
\mathbf{u}(0, y) = \begin{pmatrix} Ay_m y (H - y) / H^2 \end{pmatrix},
\]
where $U_m = 0.3$ is the maximum magnitude of the velocity field. Stress free boundary conditions, i.e., $u_N = 0$, are imposed on the outflow boundary $\{(L, y) : 0 \leq y \leq H\}$, while no slip boundary conditions are imposed on the rest of the boundary. No external forces act on the fluid flow, i.e., $f = 0$. 

**Figure 7.** Inf-sup constants vs. the measure of the “smallest cut element”.
Figure 8. Square with circular trimming.

(a) Bézier mesh. (b) $|\text{div } u_h|$ for $h = 2^{-4}$.

Figure 9. Convergence errors for the Square with circular trimming with the Raviart-Thomas element.

(a) Velocity error. (b) Pressure error. (c) Divergence of the velocity error.
Let us set $k = 3$, $\gamma = 10(k + 1)^2$ and consider the mesh configuration depicted in Figure 10, with $2^6$ elements in the $x$-direction and $2^4$ elements in the $y$-direction. In Figure 11 we show the magnitude of the velocity field and the pressure in the case of the stabilized formulation (3) for $m = 0$ with the Nédélec isogeometric element. Note that both the velocity and pressure fields do not show any spurious oscillations around the trimmed part of the boundary and seem to comply with their physical meaning.

![Figure 10. Bézier mesh for the flow around a cylinder.](image)

7.6. Lid-driven cavity

The lid-driven cavity is another important benchmark for the Stokes problem where the incompressible flow in a confined volume is driven by the tangential in-plane motion of two opposite bounding walls [27, 47]. Here, the cavity is represented by the trimmed domain $\Omega = (-1, 1) \times (-3, 3)$ immersed in $\Omega_0$. $\Omega_0$ is the rectangle with vertices $(-3, -3.5)$, $(3, -3.5)$, $(3, 3.5)$, $(-3, 3.5)$ rotated of $\frac{\pi}{6}$ counterclockwise around the origin. No-slip Dirichlet boundary conditions are imposed on the left and right sides of the cavity, while the top and bottom ones are walls sliding, respectively, to the right and left with unitary velocity magnitude, namely we enforce the non-homogenous Dirichlet boundary conditions

$$u(x, 3) = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \quad \text{on} \quad \{(x, 3) : x \in [-1, 1]\}, \quad u(x, -3) = \begin{pmatrix} -1 \\ 0 \end{pmatrix} \quad \text{on} \quad \{(x, -3) : x \in [-1, 1]\}.$$
Since the Dirichlet boundary conditions have a jump at the corners, the trace of the solution for the velocity does not belong to $H^\frac{1}{2}(\Gamma)$, hence $u \not\in H^1(\Omega)$. The applied body force is $f = 0$. We solve the problem by using the non-symmetric stabilized formulation (10), discretized using the Taylor-Hood element, with degree $k = 2$, penalty parameter $\gamma = 30(k + 2)^2$ and mesh-sizes $h_x = h_y = 2^{-5}$ along the first and second parametric directions respectively. The mesh employed for the numerical simulation is depicted in Figure 12a. In Figures 12b, 12c the numerical solutions for the velocity and the pressures are plotted: our results are qualitatively in accordance with the ones of [13, 27].

\[ u = (1, 0) \]  
\[ u = (-1, 0) \]

(a) Bézier mesh for the lid-driven cavity. (b) Velocity. (c) Pressure.

**Figure 12.** Numerical solutions of the non-symmetric stabilized formulation (10) for the lid-driven cavity with the Taylor-Hood element.

**Appendix A. Useful inequalities**

In this section, we collect some technical results repeatedly employed throughout the manuscript. The constants that will appear in the inequalities below, unless otherwise specified, are intended to be robust with respect to the mesh size and mutual position between trimming curve and active physical Bézier mesh.

**Lemma A.1.** There exists $C > 0$, depending on $\Gamma$, such that, for every $K \in \mathcal{G}_h$,

\[ \|v\|^2_{L^2(\Gamma_K)} \leq C \|v\|_{L^2(K)}\|v\|_{H^1(K)}, \quad \forall \, v \in H^1(K). \]

**Proof.** See, for instance, Lemma 3 in [28], Lemma 3 in [29], or Lemma 4.1 of [44].

**Lemma A.2.** Let $Q, Q' \in \mathcal{M}_h$ be neighbor elements in the sense of Definition 4.1. There exists $C > 0$ such that

\[ \|\varphi\|_{L^\infty(Q)} \leq C \|\varphi\|_{L^\infty(Q')}, \quad \forall \, \varphi \in Q_p(\mathbb{R}^d), \]

where $C$ depends on $p$, on the shape regularity of the mesh, and on the distance between $Q$ and $Q'$.

**Proof.** The proof follows by a scaling argument.
The next result says that the $L^2$-norm on the cut portion of an element $Q$ controls the $L^\infty$-norm (and hence any other) on the whole element with an equivalence constant depending on the relative measure of the cut portion.

**Lemma A.3.** Let $\theta \in (0, 1]$. There exists $C > 0$ such that, for every $Q \in \hat{\mathcal{M}}_h$ and every $S \subset Q$ measurable such that $|S| \geq \theta |Q|$, we have

$$\|\varphi\|_{L^\infty(Q)} \leq C h^{-\frac{d}{2}} \|\varphi\|_{L^2(S)}, \quad \forall \varphi \in Q_p(\mathbb{R}^d),$$

where $C$ depends only on $\theta$, $p$, and the mesh regularity.

**Proof.** See Proposition 1 in [25].

Let us recall a more standard inverse inequality with an explicit dependence on the polynomial degree $p$.

**Lemma A.4.** There exists $C > 0$, depending on the shape regularity of the mesh, such that, for every $Q \in \hat{\mathcal{M}}_h$,

$$\|\varphi\|_{L^\infty(Q)} \leq C p^d h_Q^{-\frac{d}{2}} \|\varphi\|_{L^2(Q)}, \quad \forall \varphi \in Q_p(Q).$$

**Proof.** We refer the interested reader to [45].
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