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Abstract: Reducing the energy consumption of the storage systems disk read/write requests plays an important role in improving the overall energy efficiency of high-performance computing systems. We propose a method to reduce disk energy consumption by delaying the dispatch of disk requests to the end of a time window, which we call time window-based lazy scheduling. We prove that sorting requests within a single time window can reduce the disk energy consumption, and we discuss the relationship between the size of the time window and the disk energy consumption, proving that the energy consumption is highly likely to decrease with increasing window size. To exploit this opportunity, we propose the Lazy Scheduling based Disk Energy Optimization (LSDEO) algorithm, which adopts a feedback method to periodically adjust the size of the time window, and minimizes the local disk energy consumption by sorting disk requests within each time window. We implement the LSDEO algorithm in an OS kernel and conduct both simulations and actual measurements on the algorithm, confirming that increasing the time window increases disk energy savings. When the average request arrival rate is 300 and the threshold of average request response time is 50 ms, LSDEO can yield disk energy savings of 21.5%.
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1 Introduction

Storage systems[1] play a key role in High-Performance Computing (HPC) systems[2] and are becoming larger and larger due to increasing demands for storage performance and capacity. Increasing energy consumption by the storage system increases the running cost of the overall HPC system and reduces the storage system reliability. Thus, it is necessary to reduce the energy consumption of storage systems. As the major component of storage systems, disks consume most of the energy of these systems. Accordingly, in the present paper, we focus on how to reduce disk energy consumption.

Handling read/write requests consumes a large amount of the overall energy used by a disk. There is a great deal of research on disk energy optimization by means of the disk rotation speed technique[3] or disk-spin-down technique[4–10]. In fact, disk energy consumption is really closely related to disk seek. Furthermore, disk seek energy is directly influenced by the order of disk read/write accesses.

The positions of disk requests are usually discontinuous and distributed over different tracks. Discontinuous disk seek often results in frequent changes to the movement direction of the disk head, thereby increasing the overhead of disk seek and wasting disk energy. Sorting requests by on-disk track can shorten disk seek and reduce disk energy. In the present work, we sort the requests within the range of discrete time windows. The larger the time window...
of the arrival request queue, the more disk energy savings are achieved. However, increasing the time window size also increases the request response time and reduces performance. Our objective is to choose an appropriate time window to balance energy savings with disk performance. A primary focus of the present work is to study how disk energy savings change as the size of the time window increases.

In this paper, we propose the idea of time window based lazy scheduling to reduce disk energy consumption. The most important thing is to analyze the relationship between request order and disk energy. We prove that according to the location of disk head, sorting requests by on-disk track will minimize the disk energy consumption (Theorem 1). Most importantly, we prove that as the size of time window increases, the probability of decreasing the disk energy consumption is greater than the probability of increasing it (Theorem 2 and Deduction 1). According to the above theorems, we can conclude that increasing the size of the time window yields significant disk energy savings.

Based on the above theorems, we propose the Lazy Scheduling based Disk Energy Optimization (LSDEO) algorithm, consisting of two subalgorithms: a lazy scheduling algorithm for a single time window and a window size adjustment algorithm based on feedback. The first algorithm minimizes the local disk energy by sorting and dispatching requests within each time window. The second algorithm adopts a feedback method to periodically adjust the time window size while satisfying the demanded request response time. LSDEO is implemented as a module in the Linux kernel. Simulation experimental results and real experimental results both validate that enlarging the time window is beneficial for reducing disk energy consumption. Taking the average request arrival rate of 100 as an example, compared to the default scheduling policy, the disk seek energy savings of LSDEO increase from 44.45% to 54.69% as the time window size increases from 50 to 800 ms. We also measure the average response times for various time window sizes. When the average request arrival rate is 300 and the threshold of average request response time is 50 ms, LSDEO can yield 21.5% disk energy savings.

The contributions of this article are as follows:

(1) We propose the idea of time window based lazy scheduling and analyze the relationships between request order and disk energy and between time window size and disk energy consumption.

(2) We propose the LSDEO, which saves disk energy while meeting the demand for request response time, thereby balancing the disk energy-performance tradeoff.

(3) We implement LSDEO and evaluate its effectiveness by means of both simulation and experiment.

The rest of this paper is organized as follows. Section 2 describes the principle of lazy scheduling for energy savings. Section 3 describes the design and implementation of LSDEO and discusses its scalability. Section 4 validates the effectiveness of LSDEO by means of simulation and real experiments. Section 5 reviews the related work. Section 6 concludes the paper.

2 Principle of Lazy Scheduling

2.1 First example

There are two states for a disk: busy and idle. In the idle state, the disk is rotating normally without handling any request. In the busy state, the disk is handling requests, including positioning data and executing data read/write operations. In each read/write operation, the disk head first moves to the track to be accessed along the radius of the disk, and then rotates to the specified sector. Second, the disk head reads data from or writes data to the target location.

As indicated by the following formula, the total disk energy consumption \( E_{\text{total}} \) consists of three parts: the energy consumed by the movement of the disk head actuator arms \( E_{\text{seek}} \), the energy consumed by the rotation of the platter spindle motor \( E_{\text{rotation}} \), and the energy consumed by the data read/write \( E_{\text{rw}} \).

\[
E_{\text{total}} = E_{\text{seek}} + E_{\text{rotation}} + E_{\text{rw}} \quad (1)
\]

Here \( E_{\text{rotation}} \) includes the energy of disk rotation both during data locating \( E_{\text{rotation}}^{\text{pos}} \) and idling \( E_{\text{rotation}}^{\text{idle}} \). Then we get

\[
E_{\text{rotation}} = E_{\text{rotation}}^{\text{pos}} + E_{\text{rotation}}^{\text{idle}} \quad (2)
\]

According to the states of the current disks, \( E_{\text{total}} \) can be divided into two parts, \( E_{\text{busy}} \) and \( E_{\text{idle}} \), and then we have

\[
E_{\text{busy}} = E_{\text{seek}} + E_{\text{rotation}}^{\text{pos}} + E_{\text{rw}} \quad (3)
\]

\[
E_{\text{idle}} = E_{\text{rotation}}^{\text{idle}} \quad (4)
\]

\( E_{\text{rotation}}^{\text{pos}} \) is closely related to the square of the disk’s rotation-speed\[^{[3]}\]. \( E_{\text{rw}} \) can be considered as a constant for a given data size. In this paper, we focus on saving disk energy by reducing \( E_{\text{seek}} \).

The disk head inevitably moves back and forth along different tracks because the locations of many
requests usually belong to different tracks (continuous or discontinuous). Request re-scheduling by means of sorting requests reduces disk seek by eliminating unnecessary back and forth movements of the disk head, thereby saving energy.

Besides sorting requests by on-track, delaying the submit time of disk requests (dispatches) can allow scheduling of more disk requests over a longer duration. Delaying scheduling lengths the request handling queue and reduces disk seek. One general idea to achieve this goal is to use a time window. The arrival request queue is divided into two time windows. The arrival request queue shows an example. The request handling queue and reduces disk seek. One general idea to achieve this goal is to use a time window as much as possible to achieve more energy savings; this strategy is called lazy scheduling. Figure 1 shows an example. $t_{\text{win}}$ and $T_{\text{win}}$ represent the sizes of two time windows. The arrival request queue is \{5, 13, 12, 8, 22, 7, 15\}. Because in each time window, requests are demanded to be sorted (shadowed regions), we get two kinds of disk seek traces as Figs. 1a and 1b, respectively. The respective disk distances are 8+5+4+10+7+8=42 and 3+4+1+9+7+8=32. In this comparison, for the same arrival request queue, using the larger time window decreases disk seek.

Can we increase the size of time window indefinitely to increase energy savings? The answer is no, because increasing the window size decreases the disk access performance. Rather, we should increase the size of time window as much as possible while maintaining a specified level of disk access performance. Actually, we can prove that the probability of disk energy decrease is larger than that of disk energy increase with increasing time window size. This conclusion implies that sometimes the energy savings are not so high when the time window is as big as possible.

### 2.2 Relationship between request handling order and disk energy

We prove that sorting requests in ascending or descending order can minimize disk energy according to the formal statement of Theorem 1. Theorem 1 illustrates the relationship between the order of requests handled and the disk energy consumption. Let $\sigma = \langle x_1, \ldots, x_n \rangle$ represent a request queue containing $n$ requests in a given order. In this paper, only two kinds of request queues are considered: arrival request queue and sorted request queue. $\text{addr}(x_i)$ and $\text{size}(x_i)$ represent the address and data size of request $x_i$, where $1 \leq \text{addr}(x_i) \leq R$. $R$ denotes the maximum track address, $\text{dist}(\sigma)$ denotes the overall disk seek distance when all requests in request queue $\sigma$ are accessed and $d(x_i, x_j)$ indicates disk head’s moving distance from $x_i$ to $x_j$.

**Theorem 1** For an arrival request queue $\sigma = \langle x_1, \ldots, x_n \rangle$, handling requests in the order of the corresponding sorted request queue $\hat{\sigma} = \langle \hat{x}_1, \ldots, \hat{x}_n \rangle$ minimizes disk energy consumption $E_{\text{busy}}$.

**Proof** According to Eq. (1), decreasing disk seek will reduce $E_{\text{seek}}$ while leaving $E_{\text{rotation}}$ and $E_{\text{rw}}$ unchanged, thereby reducing $E_{\text{total}}$. Disk energy varies monotonically with changes in disk seek. To prove the theorem, we need to prove that $\text{dist}(\hat{\sigma})$ is the shortest. It is sufficient to prove that $\forall \sigma^*, \text{dist}(\hat{\sigma}) \leq \text{dist}(\sigma^*)$ because $\hat{\sigma}$ follows either ascending or descending order. Without loss of generality, assume that $\hat{\sigma}$ is sorted in ascending order, this gives $\text{addr}(\hat{x}_1) < \text{addr}(\hat{x}_2) < \cdots < \text{addr}(\hat{x}_n)$. The proof for the descending order case is similar.

(Proof by contradiction) Assume $\exists \sigma^\Delta (\sigma^\Delta \neq \hat{\sigma})$, $\text{dist}(\sigma^\Delta) \leq \text{dist}(\hat{\sigma})$. Because $\sigma^\Delta \neq \hat{\sigma}$, there are at least two requests occurring in descending order within $\sigma^\Delta$. Assume these two requests sorted in the descending order are $\hat{x}_i$ and $\hat{x}_j$ (1 $i < j \leq n$) and we have $\text{addr}(\hat{x}_j) > \text{addr}(\hat{x}_i)$. So $\sigma^\Delta = \langle \hat{x}_1, \ldots, \hat{x}_i, \ldots, \hat{x}_j, \ldots, \hat{x}_n \rangle$. Except for $\hat{x}_j$ and $\hat{x}_i$, the order of the other requests in $\sigma^\Delta$ is the same as in $\hat{\sigma}$. According to the relationship between $\hat{x}_j$ and $\hat{x}_i$, we discuss the
following two cases.

1. \( i = j - 1 \). \( \hat{x}_j \) and \( \hat{x}_i \) are adjacent. Here we use \( \hat{x}_{i+1} \) to represent \( \hat{x}_j \). Compare the disk seek distance for four continuous requests \( \hat{x}_{i-1}, \hat{x}_{i+1}, \hat{x}_i, \) and \( \hat{x}_{i+2} \) in \( \sigma^b \) with that for four continuous requests \( \hat{x}_{i-1}, \hat{x}_i, \hat{x}_{i+1}, \) and \( \hat{x}_{i+2} \) in \( \sigma \). The former is \( d(\hat{x}_{i-1}, \hat{x}_{i+1}) + d(\hat{x}_{i+1}, \hat{x}_i) + d(\hat{x}_i, \hat{x}_{i+2}) \) and the latter is \( d(\hat{x}_{i-1}, \hat{x}_i) + d(\hat{x}_i, \hat{x}_{i+1}) + d(\hat{x}_{i+1}, \hat{x}_{i+2}) \). We have \( d(\hat{x}_{i+1}, \hat{x}_i) = d(\hat{x}_i, \hat{x}_{i+1}) \), \( d(\hat{x}_{i-1}, \hat{x}_i) > d(\hat{x}_{i-1}, \hat{x}_i) \), and \( d(\hat{x}_i, \hat{x}_{i+2}) > d(\hat{x}_{i+1}, \hat{x}_{i+2}) \). This gives \( \text{dist}(\sigma^b) > \text{dist}(\sigma) \), which contradicts \( \text{dist}(\sigma^b) < \text{dist}(\sigma) \). So the assumption must be false.

2. \( i < j - 1 \). \( \hat{x}_{j} \) and \( \hat{x}_i \) are not adjacent. Compare disk seek distance of six requests \( \hat{x}_{i-1}, \hat{x}_i, \hat{x}_{i+1}, \ldots, \hat{x}_{j-1}, \hat{x}_j, \hat{x}_{j+1} \) in \( \sigma^b \) and that of six requests \( \hat{x}_{i-1}, \hat{x}_i, \hat{x}_{i+1}, \ldots, \hat{x}_{j-1}, \hat{x}_j, \hat{x}_{j+1} \) in \( \sigma \). The former is \( d(\hat{x}_{i-1}, \hat{x}_i) + d(\hat{x}_i, \hat{x}_{i+1}) + d(\hat{x}_{i+1}, \hat{x}_{j-1}) + d(\hat{x}_{j-1}, \hat{x}_j) + d(\hat{x}_j, \hat{x}_{j+1}) + d(\hat{x}_{j+1}, \hat{x}_{i+1}) \) and the latter is \( d(\hat{x}_{i-1}, \hat{x}_i) + d(\hat{x}_i, \hat{x}_{j-1}) + d(\hat{x}_{j-1}, \hat{x}_j) + d(\hat{x}_j, \hat{x}_{j+1}) \). Because \( d(\hat{x}_{i-1}, \hat{x}_i) > d(\hat{x}_{i-1}, \hat{x}_i) \), \( d(\hat{x}_i, \hat{x}_{i+1}) > d(\hat{x}_i, \hat{x}_{i+1}) \) and \( d(\hat{x}_{i+1}, \hat{x}_{j-1}) > d(\hat{x}_{i+1}, \hat{x}_{i+1}) \), we get \( \text{dist}(\sigma^b) > \text{dist}(\sigma) \), which contradicts to \( \text{dist}(\sigma^b) < \text{dist}(\sigma) \). So the assumption must be false.

Therefore, \( \forall \sigma^*, \text{dist}(\sigma) \leq \text{dist}(\sigma^*) \).

2.3 Relationship between the time window size and global disk energy

In this subsection, we analyze the impact of the time window size upon the global disk energy. The disk energy with multiple time windows (called the global disk energy, \( E_{\text{multi}} \)) is not equal to the sum of the disk energies for each time window (called local disk energy, \( E_{\text{single}} \)). Global disk energy also includes the energy of disk seek across every two adjacent time windows (\( E_{\text{cross}} \)). So the disk energy for multiple time windows is described by Eq. (5).

\[
E_{\text{multi}} = \sum E_{\text{single}} + \sum E_{\text{cross}}
\]

Increase in the size of the time window.

Suppose that the number of tracks is \( R \) and all tracks are signed as \( 1, 2, \ldots, R \). The total number of requests is \( N \), and the number of requests in the \( i \)-th time window is \( n_i \). The address width of the \( i \)-th time window is \( l_i \), that is, \( l_i = \max_{1 \leq j \leq n_i} \{\text{addr}(x_j)\} - \min_{1 \leq j \leq n_i} \{\text{addr}(x_j)\} \).

**Hypothesis 1** The frequency of request arrival remains stable.

**Hypothesis 2** The requests are uniformly distributed over the tracks.

**Theorem 2** According to Hypothesis 1 and Hypothesis 2, given an arrival request queue, if the time window size increases in the proportion of \( \lambda \), there exists a real number \( C \) (\( C > 1 \)). If \( \lambda \geq C \), the probability of disk seek distance decreasing is greater than probability of disk seek distance increasing.

**Proof** Assume that the average number of requests in each time window is \( N \) and that the address width of the time window is \( l \), the probability under this case is denoted \( P(l, n) \). According to Hypothesis 2, each request has the same probability of referring to any track. Assuming that the maximum track address is \( R \), then \( n \) arrival requests produce \( R^n \) request distributions on \( R \) tracks. There are \( (R - l)n(n - 1)(l + 1)^{n-2} \) distributions where \( l \) represents the address width of each time window, and we have

\[
P(l, n) = \frac{(R - l)n(n - 1)(l + 1)^{n-2}}{R^n}
\]

According to Hypothesis 1, let the average number of requests in each time window be \( n \) and the number of time windows be \( \frac{N}{n} \). We define the disk seek distance of the time window with \( n \) requests as \( D_n \), and we have

\[
D_n = \sum_{i=1}^{\frac{N}{n}} (l_i + d_i)
\]

where \( l_i \) represents the disk seek distance of the \( i \)-th time window and \( d_i \) represents the disk seek distance between the last request in the \( (i - 1) \)-th time window and the first request in the \( i \)-th time window.

Figure 2 shows the curve of \( P(l, n) \) with different \( n \). The address width of the time window varies from 0 to \( 10^4 \). For a given \( n \), we have \( \sum_{l} P(l, n) = 1 \). Actually, when \( n = 2 \), \( P(l, n) \) is a line of slope \(-1 \). When \( n = 3 \), \( P(l, n) \) is a parabola. With increasing \( n \), the maximum point of this parabola moves positively in the \( x \) direction.

Define \( L_{\max} = \min L > P(l > L) > P(l < L) \), which means the probability of \( l > L_{\max} \) is larger than the...
When \( n \geq 3 \), \( C \) is relative to \( n \), as shown in Fig. 3. When \( n = 3, C = 3 \). When \( n = 4, C = 2.2557 \). . . . When \( n = 100, C = 1.034 \). With further increase of \( n \), \( C \) decreases and asymptotically approaches 1. The above analysis shows that \( C \) is not large in the actual case.

**Deduction 1** According to Hypothesis 1 and Hypothesis 2, given an arrival request queue, assume that the number of requests in each time window is no less than three. If the time window size increases in the proportion \( \lambda (\lambda \geq 3) \), the probability of disk seek distance decrease is greater than the probability of disk seek distance increase.

**Proof** According to Theorem 2, we have Eqs. (9) and (10). Since \( L_{\lambda n} < R \) and \( \lambda \geq 3 \), we get \( \frac{1}{\lambda}(L_{\lambda n} + \frac{R}{2}) < \frac{R}{2} \). Since \( \frac{R}{2} \bigotimes L_n \), we have \( \frac{1}{\lambda}(L_{\lambda n} + \frac{R}{2}) \bigotimes L_n \Rightarrow \frac{N}{\lambda n}(L_{\lambda n} + \frac{R}{2}) \bigotimes \frac{N}{n} L_n \Rightarrow D_{\lambda n}^{\max} \bigotimes D_{n}^{\min} \Rightarrow D_{\lambda n} \bigotimes D_n \).

The statistical result shown in Fig. 4, including an amplification of a portion of the curve, also validates the above conclusion. Locally, the disk seek distance decreases in non-monotonically with increasing of time window size. But from the view point of the overall trend, the disk energy decreases with the increasing time window size.

### 3 LSDEO Algorithm

This section proposes an LSDEO algorithm, which consists of two sub-algorithms. One is a lazy scheduling algorithm for a single time window, shown as Steps 5–
7 in Algorithm 1, which achieves the minimum local disk energy consumption by sorting the disk requests within a single time window. The other is a feedback-based time window size adjustment algorithm, which periodically adjusts the size of the time window based on feedback.

By adjusting the time window size dynamically, we can achieve a good balance between disk energy and disk performance. Based on control theory, the feedback-based time window size adjustment algorithm adjusts the time window size dynamically according to the feedback control loop. The main idea of this algorithm is described as follows. First, we set an appropriate initial window size and determine the threshold of average request response time. Then we count the average request response time of each time window during the process of executing the lazy scheduling algorithm for a single time window. If the average request response time exceeds the threshold, we narrow the time window; otherwise, we enlarge it.

One typical feedback control loop consists of a monitor, a controller, and an adjustor. During the periodic execution process, the monitor records the average request response time, while the controller decides whether the window size should be adjusted and how to adjust it according to the average request response time and its threshold. Then the adjustor sets the proper time window size based on the

Algorithm 1 LSDEO algorithm

Input: arrival request queue σ, current position of disk head h, time window size twin, threshold of the average request response time tres, ratio factor of controller Kp.

Output: request handling queue for multiple time windows.

1. Count the average request response time tresp for the current time window;
2. \( \text{diff} = tresp - \text{twin} \);
3. Calculate the adjustment range for the time window: \( Kp \times \text{diff} \);
4. Calculate the size of the new time window: \( t\text{win}' = t\text{win} - Kp \times \text{diff} \);
5. Start timing;
6. Buffer arrival requests until the end of the time window, delaying submission of requests;
7. When the end of the time window is reached, re-schedule all \( n \) disk requests in ascending order and generate a sorted request queue \( \sigma \);
8. Dispatch the request queue \( \sigma \) to the disk;
9. Test the finishing condition; if the condition is satisfied, goto Step 10; else, go to the next time window and goto Step 1;
10. End.

results generated by the controller. Figure 5 illustrates the feedback control loop. We used the proportional controller in the present work.

Assume that the relationship between the request response time \( t_{res} \) and the time window size \( twin \) in the \( k \)-th work period of the feedback control loop satisfies \( t_{res}(k) = \alpha' \times twin(k) + \beta \) where \( \alpha' \) and \( \beta \) are control parameters. In the \( (k + 1) \)-th work period, we have \( t_{res}(k + 1) = t_{res}(k) + \alpha' \times \text{diff}(k) \), where \( \text{diff}(k) \) represents the difference of the window size. The time-domain of the proportional controller is represented as \( \text{diff}(k) = \bar{t}_{res} - K_p \times t_{res}(k) \) among which \( K_p \) is the ratio factor of proportional controller and \( \bar{t}_{res} \) represents the threshold of the request response time. Thus \( t_{res}(k + 1) = \alpha' \times \bar{t}_{res} + (1 - K_p) t_{res}(k) \). We perform a Z-transform on both sides. According to the “Z-transform final value theorem”, \( K_p \) satisfies \( \alpha' < K_p < 2 \).

According to this analysis, increasing of time window will increase the request response time. Then we have \( \alpha' > 0 \). After determining \( K_p \), we can obtain the time window size control method, shown as Steps 1–4 in Algorithm 1.

The block I/O request scheduler in the Linux kernel is in charge of issuing block I/O requests to the disk, and supports different block request scheduling algorithms. We implement LSDEO in the I/O schedulers in the Linux kernel, and call this implementation the lazy I/O scheduler.

As many users are concerned, the scheduling algorithm must ensure that the scheduling of different read and write requests is correct. Elevator scheduling framework and data access syntax ensure the correctness of LSDEO. In the Linux kernel, file system translates read/write operation into bio request for storage device, which is described by struct bio. The bio requests are submitted to the elevator scheduling framework after which they are merged and processed by the scheduling algorithm. If two requests have the same sector position, there are four different situations, described as follows: (1) Read after read: two requests are merged into one. (2) Read after write: the read

Fig. 5 Illustration of the feedback control loop.
requests get the latest data from page cache. (3) Write after write: the two requests are merged into one and the later is the correct one. (4) Write after read: the syntax of data access and file lock guarantee that the write operation can only be submitted after the read operation is accomplished.

4 Experimental Evaluation

This section evaluates the effectiveness of LSDEO. The evaluation is divided into two parts: simulation experiments based on Disksim simulator, and actual measurement of disk energy savings using a power meter. The simulator exactly models disk behavior and counts disk seek distance and disk energy consumption through its energy model. However, experimental measurements of disk energy through the power meter are ultimately necessary for evaluating the effectiveness of the algorithm, reflecting its benefit during actual use. Combining the simulation experiments and the actual measurements allows us to fully evaluate the effectiveness of LSDEO for disk energy optimization.

4.1 Simulation experiments

4.1.1 Simulation platform

We used the Disksim\(^{11}\) simulator to evaluate the energy savings of the lazy scheduling. Disksim is an event-driven efficient disk simulator. Disksim collects various kinds of data during simulation of various disk operations, including disk seek and data access. Taking the disk request trace as input, Disksim simulates all kinds of disk running processes under various conditions. To evaluate the energy-savings of lazy scheduling, we improved Disksim as follows.

1. Added disk energy simulation. The simulator can calculate energy consumption by multiplying power and time. Thus, the disk energy simulation is based on disk busy time and idle time. The simulator sets the disk power in the busy state and idle power in idle state, respectively.

2. Implemented lazy scheduling. Disksim does not implement lazy scheduling. By handling the trace file and modifying the processing flow, we added lazy scheduling to Disksim.

The object disk of the Disksim simulation was the Seagate Cheetah15k5 SAS. Table 1 lists relevant parameters of this disk. By actual measurement using a power meter (Yokogawa WT1600)\(^{12}\), we determined the disk power in the busy state and in the idle state.

| Parameters of Seagate Cheetah15k5 SAS. |
|----------------------------------------|
| Capacity | 146 GB |
| Cylinder | 72,170 |
| Number of sectors | 286,749,487 |
| RPM | 15,000 |
| Max seek time | 6.9 ms |
| Busy power | 14 W |
| Idle power | 9 W |

To determine the execution effectiveness of lazy scheduling under various request conditions, we adopted two kinds of trace files. One was a synthetical trace, generated by a random number generator. The other was Cello99 trace\(^{13}\), which is widely applied for research on disk systems.

4.1.2 Simulation experimental results

(A) Synthetic trace

For the synthetic trace, request arrival was shown to be Poisson distributed, and disk data access obeyed as uniform distribution. Each request had the same size of 4096 bytes in 8 data blocks. According to the average request arrival rate, we generated seven trace files.

Figure 6 shows the impact of variable time window size upon disk seek with lazy scheduling. For convenient comparison, the average disk seek is normalized. The basis line is the average disk seek under the default scheduling policy. Each curve represents different average request arrival rates.

The average disk seek of lazy scheduling is shorter than the default scheduling policy. With the increase of time, the average disk seek of lazy scheduling is shorter than that of the default scheduling policy. With increasing time window size, the average disk seek is decreased. For example, for the average request arrival rate of 20, the average disk seek is reduced by 22.2% when the time window size is increased from 20 to

![Fig. 6 Average disk seek versus time window size for various average request arrival rates.](image-url)
100 ms. The reason is illustrated as follows. Given an average request arrival rate, using a larger time window results in more requests in each dispatch and thus reduced disk seeks. On the other hand, given a time window size, increasing the average request arrival rate leads to more arrival requests in single time window and thus reduced disk seeks.

Figure 7 demonstrates how reduced disk seek is beneficial in producing disk energy savings. With increasing average request arrival rate, the disk energy savings increase. When the average request arrival rate is equal to two, the proportion of disk energy savings is small, lower than 0.5%. That is because this time window includes only a few arrival requests, providing little opportunity to reduce disk seek and save disk energy. Furthermore, the energy savings for wider time windows were greater than those for narrower time windows. For example, for the average request arrival rate of 50, the disk energy savings increased from 13.7% to 23.8% when the time window size was changed from 50 ms to 100 ms.

Figure 8 shows the impact of the average request response time upon disk energy savings for various average request arrival rates and for the average request response time of 10, 50, and 100 ms. Increasing the time window lengthens the response time and worsens disk performance.

From this figure, under the same average request arrival rate, longer average response time would bring about greater disk energy savings. When the average request arrival rate is 200, the default policy cannot meet the demanded 10 ms response time. By relaxing the restriction on response time (i.e., allowing longer response time), we can obtain more disk energy savings. However, such disk energy savings would not continue increasing with further increases in the allowed response time, as can be seen from Fig. 8, the difference between the second and third columns is proportionally greater than that between the first and second columns.

(B) Cello99 trace

Next we report experimental results using the real Cello99 trace, a record of the disk access trace of a file server collected from January 14 to December 31 of 1999. This server used 22 SCSI disks. To evaluate the effectiveness of lazy scheduling, we chose one disk access record on January 31 as the simulation input. This simulation input consists of 24 trace files, and each trace file corresponds to one hour of the disk access record. So, 24 trace files correspond to one day of the disk access record. Each point in Fig. 9 represents the simulation results for one trace file.

Figure 9 compares the disk seek distances for two time window sizes, the horizontal axis represents time and the vertical axis represents the reduction in disk seeks of lazy scheduling compared to the default policy. Figure 10 shows the corresponding energy savings’ proportions in the same cases.

Taking the 10 ms time window as an example, at 14:00, the disk energy savings reach the maximum
value, 12%. During the ranges 0:00–3:00 and 15:00–18:00, disk energy savings are less than 5%. This is because during these time ranges, the tracks accessed by the disk are relatively concentrated, the opportunity for reducing disk seek is relatively little, and the disk energy savings are thus relatively small. According to Theorem 3, the probability of decreasing disk seek is greater than 50% as the time window is increased, that is to say, disk seek decreases non-strictly. So, the probability of disk energy reduction is also more than 50%. The results shown in Fig. 10 illustrate this tendency. Furthermore, except for the variation of disk seek, other factors also produce disk energy increases with increasing time window size. For example, when there are many requests and the distribution of requests is concentrated in a small range, this increases the proportion of disk rotation time. Although enlarging the time window reduces disk seek, disk busy time increases because of this increased rotation time, increasing the overall disk energy.

Therefore, disk energy of lazy scheduling depends on the characteristics of request queue and the time window size. Given a fixed time window, if arrival requests are too few, arrival rate is too low. Besides, if arrival requests are too many and accessed tracks are too concentrated, the assumption that “the requests are uniformly distributed on the tracks” is not valid. The effectiveness of lazy scheduling in saving disk energy is influenced by the time window size. From the simulation results, as the time window increases, in most instances disk energy decreases and in rare cases increases.

4.2 Empirical experiments

(A) Measurement environment

We used a power meter (Yokogawa WT1600) to measure the disk energy savings achieved by implementing lazy scheduling. To accurately measure the disk energy consumption, we separated the system disk and the target disk and only measured the target disk. The target disk used an individual power supply. Table 2 lists the detailed measurement parameters.

Disk energy consumption is divided into circuit energy consumption and mechanical energy consumption. The circuit energy consumption comes from the read/write operation and the printed circuit board electronics. The mechanical energy comes from the arm actuator and the platter spindle motor. Lazy scheduling increases the time window size and reduces the disk seek distance, thereby reducing the arm actuator energy consumption. So, we are only concerned about the mechanical energy. There are two kinds of disk power supply inputs: 12 V and 5 V. The 12 V input provides the power for the mechanical components, and the 5 V input provides the power for the electronic components. Thus, we only need to connect the power meter to the 12 V input line to measure the mechanical energy. Except as indicated otherwise, subsequent references herein to disk energy savings all refer to energy savings from the mechanical components. The details of experimental platform are shown in Fig. 11.

In our real measurements, we used a synthetic trace meeting the following conditions: requests’ arrival times obey the Possion distribution and disk data access obeys a uniform distribution. First, we measured disk energy consumption under the default scheduling policy, denoted by $E_{\text{def}}$. Then, we measured disk energy using lazy scheduling under various time window sizes,

![Figure 10: Cello99 trace: Disk energy savings for two different time window sizes.](image)

![Figure 11: Experimental measurement environment.](image)
denoted by $E_{\text{def}}$. Thus we were able to determine the disk energy savings realized by using lazy scheduling rather than the default scheduling policy. The period of time for each measurement was about four hours.

To measure the disk seek energy savings due to lazy scheduling, before measuring $E_{\text{def}}$, we let the disk idle for four hours and measured the disk’s idle energy, denoted by $E_{\text{idle}}$, which comes from the Platter Spindle Motor. Disk seek energy by lazy scheduling is calculated as $E_{\text{lazy}} - E_{\text{idle}}$. Similarly, $E_{\text{def}} - E_{\text{idle}}$ is used to calculate the disk seek energy by the default scheduling. This allows us to determine the overall disk seek energy savings of lazy scheduling.

(B) Experimental results

Figure 12 graphs the disk energy savings due to lazy scheduling. The x axis represents the average request arrival rate and each group of columns corresponds to one request arrival rate. In Fig. 12, given an average request arrival rate, disk energy savings due to lazy scheduling tend to increase with the increasing time window size. Taking the request arrival rate of 100 as an example, when the time window size increased from 50 ms to 800 ms, the disk energy savings increased from 15.40% to 19.37%. This validates our theorem: enlarging the time window is beneficial for disk energy savings. Besides, we can see in some cases that increasing the time window decreases disk energy savings, which also accords with our theorem that each increase in the time window size is highly likely but not guaranteed to reduce the disk energy consumption.

Regarding variations in the request arrival rate, the higher the arrival rate, the more disk energy savings can be realized. Taking the 100 ms time window size as an example, when the request arrival rate increased from 50 to 300, the disk energy savings increased from 11.26% to 21.48%. This was because the higher request arrival rate meant that more of the disk seek distance could be avoided by means of request sorting and thus more disk energy savings could be achieved within each time window.

If we disregard the disk rotation energy of the platter spindle motor, we can measure disk seek energy savings as shown in Fig. 13.

Figure 14 graphs the impact upon the average response time of varying the average request arrival rate and time window size. With increasing average request arrival rate, the average response time increased. This was because higher average request arrival rate corresponds to more requests within each time window and longer request waiting times. Furthermore, the additional requests to be handled lead to longer disk processing time, thereby increasing the overall disk response time. Contrastingly, lower average request arrival rate corresponds to fewer requests within each time window, which leads to faster responses to requests. We also can see that in some cases, increasing...
the time window can greatly affect the response time. For example, for the average request arrival rate of 300 and the time window of 800 ms, the response time greatly exceeds the response times in the other cases. This demonstrates the effectiveness of using the time window size adjustment method based on feedback.

Our LSDEO dynamically adjusts the time window size based on feedback. Figure 15 gives the disk energy saving results for dynamically adjusting the time window size, where the threshold of average request response time is 50 ms. According to Fig. 15, when the average request arrival rate is 300, disk energy savings were up to 21.5%.

5 Related Work

Recent research on optimizing storage devices’ energy consumption can be classified into the following categories.

Building up disk power models. Effectively analyzing disk energy consumption and precisely building up its power model is the foundation of optimizing disk energy consumption. Hylick et al. [14] analyzed disk energy consumption carefully, and constructed disk energy model with exoteric parameters and performance results [15]. Greenawalt [16] simulated disk request access and disk energy using the Poisson distribution, and researched the relationship between disk energy consumption, reliability, and performance. Zdlewski et al. [17] designed the Dempsey simulator for portable disk devices, which combines disk performance and energy and exactly evaluates the energy cost of various processes such as disk seek and data read and write, and so on. Riska and Smirni [18] analyzed the savings of disk energy consumption within a certain decrease of disk performance. They also researched how to balance disk energy and performance [19].

Caching to reduce storage device access. Generally, the data access of a program has the characteristics of data locality. By using a cache, we can delay data access to system storage, and write the modified data into the disk only once, which avoids unnecessary repeated data read/write operations and reduces the overall disk energy consumption. The cache we used here can be a kind of random access memory [20, 21], buffer disk, SSD [22, 23], or other storage devices. Song [24] introduced a storage allocation scheme to examine the effect of SSD cache upon disk bandwidth in a video server, and proposed an SSD bandwidth allocation algorithm to minimize energy consumption by allowing disks to run at lower speeds. Yin et al. [25] presented an SSD cache architecture that stores popular data on the SSD to allow disks to spin down when workloads are light, thereby reducing disk energy consumption. Kgil et al. [26, 27] studied various types of cache architecture to reduce power consumption by the main memory and disk. Useche et al. [28] presented several schemes for an energy-aware SSD cache. These included data popularity prediction, I/O indirection, and reconfiguration schemes. Hui et al. [29] introduced a hybrid storage system that uses an SSD as a cache to allow under-utilized disks to be spun down.

Increasing disk idleness using compiler techniques. During program processing where there are no disk requests, the energy consumption of storage systems declines. Son et al. [30-32] fully exploited a program’s I/O characteristics with a compiler to guide data distribution on the disk. They also carried out code transformation to keep the disk idle as long as possible making disk in a lower-power state for a long time and thereby reducing the disk power consumption and average energy cost.

Dynamic Rotations Per Minute (DRPM) method. Gurumurthi et al. [3] proposed and implemented a DRPM method to dynamically adjust the disk rotation speed and also presented a heuristic algorithm for set disk rotation speed. Carrera et al. [33] proposed a similar method. Bostoen et al. [34] examined how a multi-speed disk adapts DRPM to datacenter workloads and determined how to shape the workload to enable DRPM on conventional server disks.

Disk-spin-down technique. Disk-spin-down techniques reduce disk energy consumption by setting the spin down state for unused disks for a long time [4, 9]. Wang et al. [35, 36] utilized disk-spin-down to propose an energy saving method for RAID1 and RAID5. Cai

Fig. 15 LSDEO disk energy saving for 50 ms threshold of average request response time.
and Lu[37] combined random access memory and disk management to periodically adjust actual memory size and disk shut-down time for more energy savings. Weddle et al.[38] proposed the PARAlD technique, which constructs a dynamically varying disk array structure based on variations in load.

**File system power optimization.** Sehgal et al.[39] evaluated the impact of the file system upon server performance and energy. Ruan et al.[40] used log files to cache small data, delay disk shut-down time, and reduce disk energy. Huang et al.[41] utilized a file copy technique to construct multi data counterparts and stored them in an idle device block. This scheduling allows users to access disk data in order as much as possible. Rush and Atiparmak[42] proposed an energy-efficient and performance-aware replica selection technique to reduce the energy consumption of data storage systems without negatively affecting their performance.

**Disk block grouping technique.** Essary and Amer[43] proposed an on-line data block predict engine that implemented data block copy to reduce disk operations for energy savings by means of dynamic grouping. Liao et al.[44] defined the concept of the Immediate Successor Relationship Amount (ISRA) to describe the successor relationships of data blocks. They proposed an ISRA-based grouping algorithm that reduced disk seek by grouping data blocks having frequent successive accesses and sorting these data blocks, with the main theory being to reduce disk seek and redistribute data from the angle of space. This method depends on data access repetition; more access repetition makes the method more effective. But for data centers, the multiple users and different application types bring about highly random data access, showing the limitations of Liao’s algorithm. The presently proposed algorithm does not require highly repetitive access to be effective.

**Data prefetching for energy reduction.** Song et al.[45] examined how seek operations affect disk energy consumption, and analyzed the relationship between the amount of prefetched data and the number of seeks. They proposed a data prefetching scheme to dynamically adjust the amount of data prefetched in response to the bitrates of streams and the power characteristics of different disks in order to minimize overall disk energy consumption.

**Data request scheduling policy.** Chou et al.[46] analyzed several versions of the energy-aware disk scheduling problem based on assumptions regarding the arrival pattern of the requests. They concluded that the corresponding optimization problems are NP-complete by means of reduction to the set cover or the independent set problem. As a result, they proposed optimal and heuristic scheduling algorithms to maximize the energy savings of a storage system.

Besides the techniques mentioned above all, Bostoen et al.[47] surveyed power reduction techniques for data-center storage systems. They classified existing power-reduction techniques according to the disk-power factor and the storage-stack layer addressed. What’s more, every energy-conservation technique should make trade-offs between power, capacity, performance, and dependability. In this research, we make trade-off between energy and request scheduling.

### 6 Conclusion

This article proposes a concept of time window based lazy scheduling to save disk energy. We analyzed two relationships: that between request sorting and the disk energy, and that between the time window size and the global disk energy. One of the most important contributions of the present work is that we prove that increasing the time window size is highly likely to decrease the global disk energy. We proposed and implemented an LSDEO algorithm. Finally, we evaluated the effectiveness of our algorithm by means of experimental measurements. The next step of this research is integrating LSDEO into RAID-based storage device to achieve disk energy savings.
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