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Abstract—With the rapid development of mass media technology, content classification of radio broadcasting has emerged as a major research area facilitating the automation of radio broadcasting monitoring process. This research focuses on the voice dominant content classification of radio broadcasting by employing a multi-class Support Vector Machine (SVM) in order to automate monitoring of radio broadcasting in Sri Lanka. This study investigates the performance of “One Vs. One” and “One Vs. All” methods known to be two conventional ways to build a multi-class SVM. These two multi-class SVM models are trained to classify five voice dominant classes as news, conversations, advertisements without jingles, radio drama and religious programs.

One of the substantial measures in creating such a classification is selection of the optimal feature sets. For that purpose, time domain features, frequency domain features, cepstral features, and chroma features are manually analyzed for each binary SVM classifier independently. Two multi-class SVM models are trained based on the selected features and the “One Vs. One” model was able to better classify the recordings with an 85% accuracy compared to 83% accuracy achieved by “One Vs. All” model. Further, the results revealed the importance of careful feature selection in order to achieve higher classification accuracies.
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I. INTRODUCTION

The radio is a dynamic and amiable communication device to people for many decades since its invention. Unlike other communications devices such as computers and smartphones, anyone can easily use the radio without an age bracket. According to the statistic in 2015, more than half of the population use the radio while they are cooking, and most of the people listen to the radio even at their workplaces [1]. Therefore, unlike the rest of the communication mediums radio plays an important role in sharing information.

In radio transmission, radio station and the listeners are the two endpoints. Radio stations broadcast unidirectional wireless signals over space to the multitudes of individual listeners with radio receivers. Radio stations broadcast a sequence of content categories such as songs, advertisements, news, interviews, conversations, and radio dramas. The number of listeners of a radio channel always relies on the programs that the radio stations are broadcasting. Thus, in order to grasp the audience to a program, the program should be performed well, and fit into the audience. Hence, for the purpose of measuring the performance of a broadcast program, radio stations need to monitor the broadcasting content regularly. Broadcast content monitoring helps to verify when and where the broadcast content placed, protect copyrights by knowing precisely how the content is being used, and measure performance across other broadcast channels [2, 3, 4, 5, 6]. Therefore, broadcast content monitoring is a necessary thing for radio stations.

Furthermore, the stakeholders of radio channels also need to monitor the broadcast content for different purposes such as business, political and legal needs [7, 8]. Authorized people in mass media and information corporations need to track the FM channels regularly to ensure whether the broadcasting contents adhere to the rules and regulations and has a diversity of available programs. Singers and composers need monitoring of songs to claim their rights [9, 10, 11, 12, 13]. Advertising agents are keen on the frequencies of the advertisement broadcasting that have a huge impact on their corporate income. Political parties also keep an alert on their name referencing in the radio broadcasting content, especially on the news and political discussions. Therefore, it is reasonable to state that many stakeholders are interested in monitoring the radio broadcasting content for a wide range of reasons.

In the monitoring of radio broadcasting, both manual monitoring and automated monitoring are used. In manual monitoring techniques such as having an observer to listen to the radio content, reading the attached meta-data, asking for the broadcast report from broadcast stations are used. These techniques become inefficient and resource intense when the amount of content that needed to be monitored is high. In automated radio monitoring processes, well-trained machine monitors the radio content effectively and efficiently than the manual monitoring process. Most of the time, developed countries use automated radio monitoring process [14]. As a developing country, Sri Lanka has not yet established such a technology to monitor radio broadcasts. Since there is a large number of radio channels in Sri Lanka, manual monitoring is not practical. Unfortunately, the mechanisms used in developed countries cannot be substituted for FM channels in Sri Lanka, due to the differences in languages and pronunciations. Hence, it is imperative for the Sri Lankan Broadcasting context to have an automatic radio monitoring program.

As the initial step to build an automated monitoring process, identifying different content classes (i.e. songs, advertisements, news, interviews, conversations, and radio dramas) in radio broadcasting content is essential. When analyzing the current situation of the above-mentioned problem, classifying broadcast context for onset detection is recognized as the closest research work [15]. Onset detection...
is the mechanism which is used to identify the places where the content changes are happening in a musical note or other sound streams. The researchers have proposed a unified methodology to automate radio broadcasting monitoring which detects onsets of radio broadcasting context with the assist of the classification of the broadcasting content. The proposed mechanism distinguishes songs, commercial advertisements with jingles, news, and other contents in a radio stream. However, the issue with this unified method is, it is unable to identify voice dominant content classes in the broadcasting context. Hence, the classification of different voice dominant contents in the radio broadcasting stream such as news, advertisements without jingles, conversations, radio dramas, and religious programs are identified as the knowledge gap in between the requirement and existing solutions. Therefore, in the context of radio broadcasting, this research proposes a methodology to classify voice dominant contents in radio broadcasting.

II. RELATED WORK

As audio classification has emerged as a demanding research area, a considerable amount of related works can be examined. Based on the approaches that the researchers followed in audio classification, these works can be divided into two parts as algorithmic approaches and machine learning approaches.

A. Algorithmic Approaches

Lie Lu, Stan Z. Li and Hong-Jiang Zhang [21] proposed an algorithm which is able to classify an audio stream into speech, music, environmental sounds and silence. Silence detection is performed based on short-time energy and zero-crossing rate (ZCR) in a one-second window. Linear Spectral Pairs (LSP) distance analysis is used to apply refinements over the proposed algorithm. The result of this research has some misclassifications between music and environment sound due to the overlaps in the distribution of the features.

An algorithm for discriminating speech from music on broadcast FM radio based on ZCR of the time domain waveform is proposed by John Saunders [16]. This technique emphasized the characteristics of speech such as limited bandwidth, alternate voiced and unvoiced sections, energy contour between high and low levels are well capable of separating speech from music.

Barzilay et al [17] proposed an algorithmic approach for the speaker’s role identification in radio broadcasting context. This approach classified anchor, journalists and guest by considering lexical features, features from the surrounding context and the duration features.

Though the algorithmic approaches show promising results, when the number of classes in the classification is increasing the problem becomes non-trivial. Identifying the threshold values to discriminate each class is also difficult. In order to avoid these negatives on the algorithmic approaches, researchers recently moved to machine learning approaches.

B. Machine Learning Approaches

The machine learning community has done numerous works under both supervised learning and unsupervised learning. The learning approaches associated with supervised learning are Neural Networks (NN), Hidden Markov Model (HMM), and Support Vector Machine (SVM). Unsupervised learning approaches are K means and Gaussian Mixture Model (GMM). Since our problem domain refers to the supervised learning approaches, more attention goes to NN, HMM, and SVM.

The most recent and closest work of addressing the same problem is, “Classification of public radio broadcast context for onset detection” conducted by C. Weeratunga et al [15]. In this approach, the onset detection mechanism along with a classification model is proposed to predict four classes (i.e. songs, voice-related segments, news, and radio commercials). A supervised neural network model with 38 extracted features has included in the classification framework. Radio commercials, songs, news, and other voice contents are classified with accuracies of 76%, 75%, 41%, and 59% respectively. In this approach, the output of the onset detection largely depends on the accuracy of the classification. Currently, it has 82% accuracy for onset detection with respect to prior mentioned audio classes in radio broadcasting context. In order to automate the radio broadcasting monitoring process, the existing onset detection method should be improved. Therefore as a further step, the focus should be on the voice dominant content classification in radio broadcasting events.

Another supervised neural network approach has used by Khan et al [22] to classify speech and music. As the classification framework, multilayer perceptron neural network and back-propagation learning algorithms are used. The experimental results have shown an overall accuracy of 96.6%, with 100% accuracy in recognizing music from speech.

In the research done by R. Kotsakis, G. Kalliris, C. Dimoulas [14], various audio pattern classifiers in the broadcast-audio semantic analysis are investigated using radio program-adaptive classification strategies with supervised ANN system. In the evaluation, Kotsakis et al found ANN and KNN classifiers quite effective than tree complex and SMO methods.

Kons et al [23] suggested a Deep Neural Network (DNN) as a solution for classifying four classes as the crowd of people, cars/road noises, applause yelling/cheering, and various kinds of music recorded in outdoor. The overall performance of the DNN classifier achieved the best in most of the classes, except for the music class where the SVM performs better.

Same as Neural Networks approaches, the Hidden Markov Model is also shown high performance in radio broadcasting content classification problems. HMM is used in a radio commercial classification by G.Koolagudi et [19]. As they observed, in some situations where ANN failed (i.e. background music follows an advertisement), HMM performed well. Another work related to HMM has conducted by Yang Liu [18], identify the roles of speakers in radio broadcasting news contents. Well-structured news content is used in this research which highlights the speaker role sequences. Accuracy of 80% is obtained and they found the beginning and the end of the sentences in the voice of the speaker as a good heuristic for role identification.

SVM basically designs for binary classification problems. As extensions, multi-class SVM obtains by compromising set of binary SVM classifiers. There are 3 ways to design multi-class SVMs as One Vs. All, One Vs. One, and DAGSVM [24]. The main advantage of SVM when compared to other
machine learning approaches is that SVM performs much better in many cases because it finds the best hyperplane(s) that separates all data into different classes, no matter even the dataset is small [25]. Aurino et al [26] have proposed a One-class SVM based approach to detect anomaly events that are considered as abnormal sounds in the environment like a gunshot, screaming and broken glass. The proposed methodology consists of two stages. At the first stage, the researchers introduced a new mechanism called “Majority Voting and Rejection” to classify short time frames into predefined classes. At the second stage, aggregated the results of the first stage into longer time frames and reclassified.

In the work of Bouril, A. et al [27], 3000 phonocardiograms from 9 locations of the body of both adults and children were taken to identify normal and abnormal heart sounds using SVM. Here, 74 features of time and frequency domain were considered. The SVM model was utilized by a Gaussian Kernel where it allows three different classifications; -1 for the normal heartbeat, 0 for ambiguous sounds due to noise and 1 for abnormal heartbeat sound. In this research, a binary SVM is chosen to be effective in normal and abnormal classification. Audio-based event detection in live office environments using optimized MFCC features with SVM model has been implemented by Kucukbay et al [28]. Sixteen classes such as alert beeping, clear throat, keyboard and switch on/off sounds were classified. One Vs. All multi-class SVM is used as the classifier. Martin Morato et al [29] conducted a case study on feature sensitivity for audio event classification using One Vs. All multi-class SVM. Same as the above [28], sixteen classes have been differentiated by MFCC features and MFE features using 2.5s frame length with 1s overlaps and 44.1 kHz sampling frequency. Wang, J et al [30] have used a frame based multi-class SVM classifier to differentiate fifteen audio classes including both male, female voices. A frame-based classifier segmented one audio file into several frame sizes and trained the classifier for each. Even though this method improves accuracy from 13.9%, the pre-processing and training time was considerably high.

Lie Lu, Stan Z. Li and Hong-Jiang Zhang [31] have proposed a method called hierarchical binary support vector machine for employing an audio segmentation and classification. Here the researchers furthermore considered five pre-defined classes as silence, music, background sound, pure speech and non-pure speech including speech over music and speech over the noise. In the evaluation, it has shown the accuracy of the SVM based method is better than the method based on KNN and GMM. But the major disadvantage in this approach is misclassifications of upper levels can be propagated to the classifiers at the lower level.

Since the broadcasting FM channels demand the news content classification of broadcasting context, Vavrek, J. et al [20] also proposed a hierarchical tree to address the news content classification problem. This hierarchical classification strategy is used as a particular feature set for each SVM binary classifier. Therefore, the F-score feature selection algorithm is used to obtain optimal features for each SVM. The drawback of this work is the error of upper levels of the tree were propagated to the bottom levels of the tree. To prevent that, misclassifications of upper levels have not considered.

The work of Zhu, Y., Ming, Z., Q. Huang [32] is classified six audio classes using clip based SVM method. Here, the researchers classified pure speech, music, silence, environmental sounds, speech with music, and speech with environmental sounds. The key finding of this work is, the researchers found that the performance of SVM shows good results in similar cases than Decision Trees, KNN, and Neural Networks.

The potentials of these approaches vary from problem domain to domain. Based on the research question and past studies in the domain, the following choices were made in order to carry out this study. Since the dataset consists of a set of pre-defined classes, a supervised learning approach is proposed for the classification. Therefore unsupervised classifiers were eliminated. As mentioned before, unique sets of features to discriminate each class from the rest has identified. Hence, if all the features are input to the classification model together, it will reduce the accuracy of the model because of some irrelevant features input to the classification of some classes. Therefore, another facet of this research is input different feature sets to discriminate each class. When considering the ANN approach, it is impossible to provide unique sets of features for each class separately. Moreover, according to the research conducted by C. Weeratunga et al [15], the ANN model is not the best approach to distinguish voice dominant categories such as news. In other hands, HMM was rejected in view of the fact that the sequence of the audio events appearing is not beneficial to our problem. Accordingly, the SVM classification model is selected after considering all aspects.

Since SVMs are originally designed for binary classification, the multi-class SVM builds as a compound of binary SVM classifiers. As we already identified specific features for each class, we can input only the relevant features separately in the case of using a multi-class SVM model because it holds multiple binary SVM models. Accordingly, multi-class SVM is chosen as the most suitable classifier which fits into our problem domain. As it is a composition of several binary SVMs, multi-class SVM can be designed as one of the following methods [24].

- One Vs. One
- One Vs. All
- Dynamic Acyclic Graph SVM (DAGSVM)

One Vs. All constructs N number of binary SVM models where it has N number of classes. Every single binary SVM is trained with all of the data in the one class with positive labels and rest with negative labels. The decision function which has the largest value is taken as the predicted class. One Vs. One constructs N(N-1)/2 number of binary SVM models where each one is trained only for two classes and a class is predicted using the "Max-winning" strategy. Same as One Vs. One, DAG SVM also constructs N(N-1)/2 number of binary SVM models where each one is trained for two classes. These binary SVMs are structured as a top to the bottom hierarchical tree where it has (N-1) number of leave nodes. It starts at the root node, then a binary decision function is evaluated, and it moves to either left or right depending on the output value of the previous node.

Since the DAG SVM is a hierarchical graph, the misclassifications of upper levels in the graph can propagate to lower levels in the graph [33]. This will lead to an erroneous situation. Hence DAG SVM was rejected at the very first step. One Vs. One and One Vs. All both have benefits as well as limitations [24]. It depends on the application domain. Hence...
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III. PROPOSED APPROACH

The proposed approach mainly focuses on the classification of different voice dominant classes in radio broadcasting of Sri Lanka. Since the dataset consists of a set of pre-defined classes (i.e. news, advertisements without jingles, radio dramas, conversations, and religious programs), a supervised learning approach is proposed initially for the classification. SLBC (Sri Lanka Broadcasting Cooperation) audio recordings are used as the dataset in order to represent all the Sri Lankan FM channels. The length of the dataset is 5 hours and 50 minutes and contained both male and female voices. As shown in Figure 1, initially the whole dataset is divided as 60% and 40% for training and evaluation purposes respectively. Again the training dataset is divided into 70% and 30% for training and testing respectively. The number of frames consists of training and the testing dataset is given in Table 1 and Table 2. The length of the frame is 5s.

A. Feature Analysis

Features are used to capture the measurable information in the dataset. In a classification, identifying the most appropriate features is essential for differentiate one class from another. In order to select the appropriate features, the dataset should be thoroughly analyzed. Here, altogether 34 features used in the most recent and relevant past study [15] are analyzed. These features belong to time domain features, frequency domain features, cepstral features, and chroma features.

The novelty of the research is that, rather than feeding all the features together, specific sets of features are fed separately into each class. This assists to avoid the input of unnecessary features, reduce dimensions, and make classification faster and more accurate. Since a multi-class SVM holds multiple binary SVMs, one of the advantages of using a multi-class SVM is that it can input specific features for each binary SVM separately.

Since this research compare the performance of two types of multi-class SVM models, the feature selection carried out separately for both multi-class SVM models. As illustrates in Table 3, binary SVM models used to construct multi-class SVM models are trained to classify different class pairs. Therefore, for each binary SVM model, the features are identified by the class pairs that are to be classified.

| Multi-class SVM | Binary classifiers | Identical classes |
|-----------------|--------------------|------------------|
| SVM 1           | News Vs. Advertisements |
| SVM 2           | News Vs. Conversations |
| SVM 3           | News Vs. Radio drama   |
| SVM 4           | News Vs. Religious program |
| SVM 5           | Advertisements Vs. Conversations |
| SVM 6           | Advertisements Vs. Radio drama |
| SVM 7           | Advertisements Vs. Religious program |

A quantitative interpretation of audio data is required for the analysis to identify the most suitable features for distinguishing each class separately. This research specifically focuses on the analysis of time series and frequency series of audio signals. Figure 2 depicts the design of the proposed approach.
1) Feature Analysis: One Vs. One

According to Table 3, the best features are analyzed to distinguish ten class pairs by looking at the spectrums. For that purpose, with the class pairs, 10 audio clips are prepared as in Figure 3, where one class is 15 minutes long.

![Figure 3: Audio clip structure designed for analyze features of two classes](image)

By observing spectrums of each pair, 24 of the 34 features are selected by eliminating the features that do not show a spectrum discrimination pattern for any class pair. As an example, Figure 4 shows the spectrum of energy feature which is selected to distinguish advertisements and religious programs.

![Figure 4: Energy Feature spectrum for advertisements Vs. religious programs](image)

2) Feature Analysis: One Vs. All

As shown in Table 3, One Vs. All method required only five binary classifiers because it constructs the number of binary SVMs equal to the number of classes. Each classifier allocates for the classification of one class. Here, the relevant features for distinguishing a class from the rest were analyzed. For that, 2 hours and 5 minutes long audio clip are prepared as Figure 5, which includes all classes of 25 minutes per class. Figure 6 shows a pattern obtained from the frequency spectrum of Spectral Entropy against the five classes. Using this 2 hours and 5 minutes lengthened sample audio clip, 34 features are analyzed and 24 features are selected as shown in Table 5.

![Figure 5: Audio clip structure designed for analyze features of one class from rest](image)

| Features | Binary SVMs in One Vs. One |
|----------|---------------------------|
| ZCR      | 1 2 3 4 5 6 7 8 9 10      |
| Energy   | 7 3 4 1 3                |
| Energy entropy | 1 3 5 4            |
| Spectral centroid | 2 3 4 2 1 3 6 |
| Spectral spread | 4 1 6 1 2 1           |
| Spectral entropy | 1 1 4 1             |
| Spectral flux | 6                  |
| Spectral roll off | 4 4 3              |
| MFCC 1   | 7                        |
| MFCC 2   | 3 5                      |
| MFCC 3   | 5 2 4 2                 |
| MFCC 4   | 3 5 1 2 4 8             |
| MFCC 5   | 6                        |
| MFCC 6   | 6 7 5 5                 |
| MFCC 7   | 6 7 6 8                 |
| MFCC 8   | 6 7 6 8                 |
| MFCC 9   | 2 2 2 6 3              |
| MFCC 10  | 7 3 7 6 5 9             |
| MFCC 11  | 6 6 5 9                |
| MFCC 12  | 5 2 7                  |
| MFCC 13  | 5 9 9                  |
| Chroma vector 1 | 1 |
| Chroma vector 2 | 5 |
| Chroma vector 3-9 | 1 |
| Chroma vector 10 | 7 |
| Chroma vector 11 | 4 |
| Chroma vector 12 | 4 |
| Chroma std | 9 |
Then, remove silence only from news and conversations. The reason for remove silence from news and conversations will be described in section IV.

C. Feature Extraction

In audio classification, feature extraction is the most important component. Frame blocking before extracting the features. The audio waves are framed into 5s of blocks. Then extract the best subset of features from selected features. Extracted features are expressed as feature vectors. Table 6 lists all the features that are extracted in both One Vs. One and One Vs. All.

D. Classification

As stated in the related work, the multi-class SVM classifier is selected as the best approach which fits into our problem domain. To acquire higher performance, One Vs. One and One Vs. All multi-class SVM models are parallelly implemented and evaluated.

B. Data Pre-processing

Data pre-processing helps to create raw data from audio files in a consistent way before extracting the features. As in Figure 2,

- In the data formatting stage, the data files convert to the .wav file format. Then the monophonic channel is chosen as the channel type and 44.1 kHz is selected as the sample rate [34].
- In the data annotation, manually listen to the audio clips using “Audacity” tool, segment them into different classes and label with relevant class labels.

| Features          | Binary SVMs in One Vs. All | No. of features |
|-------------------|----------------------------|-----------------|
| ZCR               | 1  2  3  4  5               | 7               |
| Energy            | 5  2                           | 2               |
| Energy entropy    | 8  13  8                     | 8               |
| Spectral centroid | 2  5                           | 5               |
| Spectral spread   | 4  1                           | 1               |
| Spectral entropy  | 12  9                         | 9               |
| MFCC 1            | 5  3                           | 3               |
| MFCC 2            | 1  6                           | 6               |
| MFCC 3            | 7  4  3                        | 3               |
| MFCC 4            | 1  3                           | 3               |
| MFCC 5            | 10  9                         | 9               |
| MFCC 6            | 10  11                         | 11              |
| MFCC 7            | 9  2                           | 2               |
| MFCC 8            | 2  7  6                        | 6               |
| MFCC 9            | 6  8                           | 8               |
| MFCC 10           | 7  6                           | 6               |
| MFCC 11           | 3  1                           | 1               |
| MFCC 12           | 3  5                           | 5               |
| MFCC 13           |                                |                 |
| Chroma vector 1-2 |                                |                 |
| Chroma vector 3   | 4                             |                 |
| Chroma vector 4-6 | 11                            |                 |
| Chroma vector 8-10|                               |                 |
| Chroma vector 11  | 6                             |                 |
| Chroma vector 12  |                                |                 |
| Chroma std        |                                |                 |

Table 5: Selected features for One Vs. All model with ranks

| Multi-class SVM | SVM 1 | SVM 2 | SVM 3 | SVM 4 | SVM 5 |
|-----------------|-------|-------|-------|-------|-------|
| Binary SVMs     | Chroma2, Chroma10, Chroma11, Energy entropy, MFCC4, MFCC8, MFCC9 | MFCC2, MFCC4, MFCC5, MFCC10, Spectral centroid, Spectral entropy, Spectral rolloff | Energy, MFCC4, MFCC6, MFCC9, MFCC12, Spectral centroid, Spectral spread | Energy, MFCC3, MFCC9, MFCC11, Spectral centroid, Spectral spread | MFCC2, MFCC5, MFCC10, Spectral centroid, Spectral entropy, Spectral flux, Spectral rolloff |
| No. of features | 7     | 7     | 7     | 6     | 7     |
| Identical classes | Chroma2, Chroma10, Chroma11, Energy entropy, MFCC4, MFCC8, MFCC9 | MFCC2, MFCC4, MFCC5, MFCC10, Spectral centroid, Spectral entropy, Spectral rolloff | Energy, MFCC4, MFCC6, MFCC9, MFCC12, Spectral centroid, Spectral spread | Energy, MFCC3, MFCC9, MFCC11, Spectral centroid, Spectral spread | MFCC2, MFCC5, MFCC10, Spectral centroid, Spectral entropy, Spectral flux, Spectral rolloff |

Table 6: Extracted features for each binary SVM

Figure 2: Data Pre-processing
1) One Vs. One model

In this approach, N(N-1)/2 number of binary SVMs are implemented to classify N number of classes. Therefore, we design ten binary SVMs where each SVM classifies a pair of classes as shown in Table 3. SVM classifies i\textsuperscript{th} and j\textsuperscript{th} classes for a data point D = (x\textsubscript{t}, y\textsubscript{t}) as follows,

\[ \text{if } (w^{ij})^T \varphi(x_t) + b^{ij} \geq 1 - \varepsilon_t^{ij}; y_t = \text{class } i \]  
\[ \text{if } (w^{ij})^T \varphi(x_t) + b^{ij} \leq -1 + \varepsilon_t^{ij}; y_t = \text{class } j \]

Equation (1) and Equation (2)

To find the maximum margin, the magnitude of w\textsuperscript{i} should be minimized as in the Equation (6) where C is the constant used to reduce training error.

\[ \min_{w^{ij},b^{ij},\varepsilon_t^{ij}} \frac{1}{2} (w^{ij})^T (w^{ij}) + C \sum_{t} \varepsilon_t^{ij} \]  
Equation (3)

One Vs. One model builds ten binary SVMs to classify five classes. Since there are ten decision boundaries, the predicted class for a particular data point is identified using a voting strategy called “Max Winning” strategy. If the decision boundary says the data point belongs to i\textsuperscript{th} class, then vote for the i\textsuperscript{th} class. Otherwise, vote for the j\textsuperscript{th} class. Then the class with the maximum votes is taken as the predicted class.

2) One Vs. All model

One Vs. All method constructs N number of binary SVMs where it has N number of classes to classify. Therefore, five SVM classifiers are designed as shown in Table 3. Each SVM is trained with the whole dataset where the data belongs to i\textsuperscript{th} class with positive labels and remain of the data with negative labels. An SVM solves data point D = (x\textsubscript{t}, y\textsubscript{t}) for i\textsuperscript{th} class according to the following equations Equation (4) and Equation (5).

\[ \text{if } (w^{i})^T \varphi(x_t) + b^{i} \geq 1 - \varepsilon_t^{i}; y_t = \text{class } i \]  
\[ \text{if } (w^{i})^T \varphi(x_t) + b^{i} \leq -1 + \varepsilon_t^{i}; y_t \neq \text{class } i \]

Equation (4) and Equation (5)

One Vs. All model implements five binary SVMs to classify each class individually. After training five classifiers, the class of a data point x is predicted by finding the decision boundary which has the maximum value. Equation (7) gives the prediction function for data point x.

\[ \text{class of } x = \text{argmax } \left( (w^{i})^T \varphi(x_t) + b^{i} \right) \]  
Equation (7)

E. Evaluation

In evaluation, the performance of One Vs. One and One Vs. All multi-class SVM models are evaluated. Ground truth data is required to evaluate the accuracies of the two models. 40% of the total data that is never in the training set is taken as the ground truth data. The ground truth data contains 28 minutes long audio recordings of each class (news, conversations, advertisements, drama, and religious programs). “Audacity” tool is used to annotate the ground truth data.

The models are evaluated under different criteria as depicted in Figure 7. By increasing the features, the performances of the models are evaluated. Additionally, the two models are evaluated using selected frame lengths, selected sample rates, before silence removal and after silence removal. The performances of the two models are presented using graphs and confusion matrices. Necessary

![Figure 7: Evaluation Plan](image)
Figure 8: Changing of precision when increasing features of binary SVMs in One Vs. One model
refinements for both models are made based on the evaluation results. The precision value is taken to measure performance.

IV. EXPERIMENTS AND RESULTS

Models were initially evaluated using data that were not used in the training phase. All the experiments mentioned in section III.E were repeated for five times and the average of the results was calculated to determine the overall performance of the system. According to the results, necessary refinements were done to the classification model.

A. Increase the number of features

This method is used to prevent "diminishing returns". First, features selected for each SVM are ranked according to the score value of feature importance. Thereafter, many rounds of experiments were conducted by increase the input feature count in order to determine the optimal feature set. Figure 8 and Figure 9 illustrate the obtained results for One Vs. One and One Vs. All models. These figures indicate less number of features can achieve the highest precision value. The minimal, required subset of features for each SVM is selected through this process. The obtained features are listed in Table 6.

B. Different frame sizes

Selecting a correct frame size to extract the features is essential when comes to a classification problem. In the closest work to this research done by C. Weeratunga et al [15] has used 2.5s as the frame size. Other than that, the works that are found in the literature have used different frame sizes such as 25ms, 0.25s, and 0.3s etc. Therefore, the model is evaluated with respect to different frame sizes and reports the results for the chosen frame sizes 0.25s, 2.5s, 4s, and 5s. Increasing the frame size more than 5s is impossible in this case since some of the data segments in the dataset has the length in between 5s and 6s. When changing the frame size, the rest of the model’s parameters such as K value and sample rate were kept constant. The obtained results are shown in
Figure 10. Length of 5s frame is selected as the best frame size.

C. Different sample rates

FM radio channels have a bandwidth of 15 kHz approximately. Bandwidth is the difference between the highest and lowest frequencies carried in an audio stream. According to Nyquist Shannon theorem, the highest frequency is half of the sample rate. Practically, the highest frequency for a radio stream is in between 22050 Hz - 20000 Hz because the highest audible frequency of a human is 20000 Hz [34]. Thus, logically the best sample rate for our study is 44100 Hz. In addition to that, 16000 Hz and 22050 Hz were also used as the sample rates in previous works related to radio broadcasting classification. Weeratunga et al [15] proposed 22050 Hz as the sample rate, John Saunders [16] and Vavrek, J. et al [20] proposed 16000 Hz as the sample rates for their studies. Therefore, we evaluate the models with sample rates 16000 Hz and 22050 Hz, and 44100 Hz to find the most reliable sample rate for the research. Figure 11 illustrates the changing of performance against different sampling rates for both One Vs. One and One Vs. All models.

D. With silence removing

In the data pre-processing phase, silence removal is done only to news and conversation contents because they have long silence periods within an audio clip. For the evaluating purposes, the model is evaluated without silence removal and with silence removal from all classes. Figure 12 and Figure 13 show the changing of the performances of the classification without silence removal and with silence removal in One Vs. One model and One Vs. All model respectively. As shown in figures, after the removal of the silence from all data, performances increased only in news and conversations. Therefore, we decided to remove silence only from news and conversations.

V. EVALUATION

One of the main aspects of this research is to select the optimal subset of features for classification. Table 7 and Table 8 provide the training accuracy (precision value) of each SVM when using all features and the selected subset
of features. This indicates that the overall performance of the models increases with the optimal subset of features.

Table 7: Training accuracies with all the features and the optimal subset of features of One Vs. One model

| Models                      | Accuracy using all the features (Precision) | Accuracy using the optimal subset of features (Precision) |
|-----------------------------|--------------------------------------------|--------------------------------------------------------|
| news/advertisement          | 85%                                        | 87%                                                    |
| news/conversation           | 88%                                        | 92%                                                    |
| news/drama                  | 90%                                        | 92%                                                    |
| news/religious program      | 99%                                        | 100%                                                   |
| advertisement/conversation  | 89%                                        | 92%                                                    |
| advertisement/drama         | 91%                                        | 93%                                                    |
| advertisement/religious program | 98%                                      | 99%                                                   |
| conversation/drama          | 84%                                        | 87%                                                    |
| conversation/religious program | 95%                                      | 95%                                                   |
| drama/religious program     | 97%                                        | 99%                                                    |
| One Vs. One                 | 81%                                        | 85%                                                    |

Table 8: Training accuracies with all the features and the optimal subset of features of One Vs. All model

| Models                      | Accuracy using all the features | Accuracy using the optimal subset of features |
|-----------------------------|---------------------------------|----------------------------------------------|
| news/other                  | 76%                             | 82%                                          |
| conversation/other          | 82%                             | 92%                                          |
| advertisement/other         | 86%                             | 91%                                          |
| drama/other                 | 79%                             | 82%                                          |
| religious program/other     | 93%                             | 96%                                          |
| One Vs. All                 | 78%                             | 83%                                          |

After applying the optimal features with selected parameters, the performance of One Vs. One and One Vs. All models show respectively in Table 9 and Table 10.

Table 9: Confusion matrix of One Vs. One model

| Predicted Class | Support | Precision |
|-----------------|---------|-----------|
| news            | 260     | 82%       |
| advert          | 247     | 85%       |
| drama           | 242     | 83%       |
| religious       | 290     | 82%       |
| One Vs. One     | 314     | 85%       |
| Overall results | 323     | 85%       |

Table 10: Confusion matrix of One Vs. All model

| Predicted Class | Support | Precision |
|-----------------|---------|-----------|
| news            | 265     | 83%       |
| advert          | 247     | 82%       |
| drama           | 283     | 82%       |
| religious       | 311     | 98%       |
| One Vs. All     | 323     | 83%       |
| Overall results | 98%     | 83%       |

When considering the results of both models, a considerable amount of news frames has classified as advertisements, while the conversations and advertisements have misclassified as news and drama. The religious program has classified better than others. Even though the news reading can be considered as monotonic, in some scenarios conversations and drama also have a monotonic nature as news. Even in the advertisements show a monotonic nature after removal of music and jingles. Therefore, the monotonic nature of news, conversations, advertisements, and drama might be the reason for these misclassifications. Table 9 and Table 10 shows the obtained accuracies of each binary SVM in both models.

As included in Table 11, even though ten binary SVMs trained with high training accuracies, after combining the ten models together the accuracy of the alliance is degraded. The reason might be the "Max Winning" strategy that uses to predict the classes in One Vs. One. In "Max winning" strategy when computing the mode, if the maximum number of votes is equal to two classes, then it outputs only one class which appears first in the array. This might be caused to degrade the final result of One Vs. One SVM. In our training dataset, approximately 13% of data has faced this issue when the frame length is 0.25s. But when we increase the frame length, the proportion of identical classes decreased to 4% as shown in Figure 14.

Table 11: Overall results of One Vs. One model

| Models                      | Accuracy | Precision | Recall | F1-score |
|-----------------------------|----------|-----------|--------|----------|
| news/advertisement          | 87%      | 87%       | 87%    | 87%      |
| news/conversation           | 90%      | 92%       | 91%    | 91%      |
| news/drama                  | 92%      | 92%       | 92%    | 92%      |
| news/religious program      | 99%      | 100%      | 100%   | 100%     |
| advertisement/conversation  | 91%      | 92%       | 92%    | 92%      |
| advertisement/drama         | 94%      | 93%       | 94%    | 94%      |
| advertisement/religious program | 99%    | 99%       | 99%    | 99%      |
| conversation/drama          | 85%      | 87%       | 86%    | 87%      |
| conversation/religious program | 95%    | 95%       | 95%    | 95%      |
| drama/religious program     | 99%      | 99%       | 99%    | 99%      |
| One Vs. One                 | 85%      | 85%       | 85%    | 85%      |
| Overall results              | 85%      | 85%       | 85%    | 85%      |

Table 12: Overall results of One Vs. All model

| Models                      | Accuracy | Precision | Recall | F1-score |
|-----------------------------|----------|-----------|--------|----------|
| news/other                  | 86%      | 82%       | 75%    | 78%      |
| conversation/other          | 91%      | 92%       | 78%    | 84%      |
| advertisement/other         | 91%      | 91%       | 79%    | 85%      |
| drama/other                 | 88%      | 82%       | 81%    | 82%      |
| religious program/other     | 98%      | 96%       | 97%    | 97%      |
| One Vs. All                 | 83%      | 83%       | 83%    | 83%      |

As depicted in Table 12, One Vs. All model shows less accuracy than One Vs. One model. One disadvantage of One
Uses. All model is when analyzing the features, each binary SVM in One Vs. All model must look at the features as one class against the four classes. Therefore, to choose the best, it is difficult to observe the distinguishing features for one class versus four. But when analyzing features for One Vs. One model, features should be analyzed against two classes each time whenever it is easy to identify a pattern that distinguishes two classes. Another drawback of One Vs. All model is that it takes high training time since each binary SVM classifier in One Vs. All model requires a complete dataset for individual training. But the binary SVM classifiers in One Vs. One model takes less training time compared to the binary SVMs in One Vs. All model as it requires data only from two classes for training.

According to Table 9 and Table 10, the One Vs. One model achieved 85% of overall precision and the One Vs. All model achieved 83% of overall precision. The obtained results of this study guide us to find the most suitable multi-class SVM for this problem domain. According to the performance of these two models, the One Vs. One model with 85% of precision, is chosen as the most appropriate model for this research.

![Proportion of the identical classes Vs. Frame size](image)

Figure 14: Proportion of the identical classes against the frame length

### VI. CONCLUSION AND FUTURE WORK

The main aim of this research is to identify voice dominant content categories to automate the radio broadcasting context in Sri Lanka. For that, a multi-class SVM was proposed. Multi-class SVM was built using two conventional ways, “One Vs. One” and “One Vs. All” and compared the performance to find the best model for this domain. The novelty of this approach is that instead of feeding all the features once, only selected features were fed separately to each classifier in the model.

The performance of these two models was evaluated under different criteria. One Vs. One model successfully classified the pre-defined content categories with the accuracies of 81% for news, 85% for conversations 80% for advertisements, 82% for drama and 98% for religious programs. The One Vs. All model successfully classified the categories with the accuracies of 73% for news, 85% for conversations, 80% for advertisements, 76% for drama and 98% for religious programs. The final overall accuracies of the One Vs. One and One Vs. All models are 85% and 83% respectively. Moreover, this proposed methodology is able to increase the classification accuracy of news contents to 81% and the accuracy of the existing methodology [15] was 41%.

The major limitation of this research is that the model is trained and tested only for “SLBC” radio FM channel. However, this study creates a platform to further generalize this model to all Sri Lankan FM channels. Another limitation is that restricts the data of each class to 1 hour and 10 minutes. The reason is that religious programs were unable to provide data for more than 1 hour and 10 minutes long. Therefore, the data of the rest of the classes were also limited to 1 hour and 10 minutes to avoid the proportional bias in the dataset. Therefore, using more training data for classification to improve performance is a good choice. In addition, identifying the most prominent features yields more accurate results.
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