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Abstract—Off-policy Reinforcement Learning (RL) holds the promise of better data efficiency as it allows sample reuse and potentially enables safer interaction with the environment. Current off-policy policy gradient methods either suffer from high bias or high variance, delivering often unreliable estimates. The price of inefficiency becomes evident in real-world scenarios such as interaction-driven robot learning, where the success of RL has been rather limited, and a very high sample cost hinders straightforward application. In this paper, we propose a nonparametric Bellman equation, which can be solved in closed form. The solution is differentiable w.r.t. the policy parameters and gives access to an estimation of the policy gradient. In this way, we avoid the high variance of importance sampling approaches, and the high bias of semi-gradient methods. We empirically analyze the quality of our gradient estimate against state-of-the-art methods, and show that it outperforms the baselines in terms of sample efficiency on classical control tasks.

Index Terms—Reinforcement Learning, Policy Gradient, Nonparametric Estimation.

1 INTRODUCTION

R
einforcement learning has made overwhelming progress in recent years, especially when applied to board and computer games, or simulated tasks [1]–[3]. However, in comparison, only a little improvement has been achieved on real-world tasks. One of the reasons of this gap is that the vast majority of reinforcement learning approaches are on-policy. On-policy algorithms require that the samples are collected using the optimization policy; and therefore this implies that a) there is little control on the environment and b) samples must be discarded after each policy improvement, causing high sample inefficiency. In contrast, off-policy techniques are theoretically more sample efficient, because they decouple the procedures of data acquisition and policy update, allowing for the possibility of sample-reuse. Furthermore, off-policy estimation enables offline (or batch) reinforcement learning, which means that the algorithm extracts the optimal policy from a fixed dataset. This property is crucial in many real-world applications, since it allows a decoupled data-acquisition process, and, subsequently, a safer interaction with the environment.

However, classical off-policy algorithms like Q-learning with function approximation and its offline version, fitted Q-iteration [4], [5], are not guaranteed to converge [6], [7], and allow only discrete actions. More recent semi-gradient [1] off-policy techniques, like Off-Policy Actor Critic (Off-PAC) [9], Deep Deterministic Policy Gradient (DDPG) [10], [11], Soft Actor Critic (SAC) [2], often perform sub-optimally, especially when the collected data is strongly off-policy, due to the biased semi-gradient update [12]. In the last years, offline techniques like Conservative Q-Learning (CQL) [13], Bootstrapping Error Accumulation Reduction (BEAR) [14] and Behavior Regularized Actor Critic (BRAC) [15], take care of a particular treatment of the out-of-distribution (OOD) policy improvement, however, still using the semi-gradient estimation. Another class of off-policy gradient estimation uses importance sampling [16]–[18] to deliver an unbiased estimate of the gradient but suffer from high variance and is generally only applicable with stochastic policies. Moreover, these algorithms require the full knowledge of the behavioral policy, making them unsuitable when data stems from a human demonstrator. On the other hand, model-based approaches aim to approximate the environment’s dynamics, allowing the generation of synthetic samples. The generative model can, in principle, be used by an on-policy reinforcement learning algorithm, therefore, encompassing the difficulty of off-policy estimation. However, the generation of synthetic samples is also problematic, as they are affected by the error of the approximated dynamics. To mitigate this problem, state-of-the-art techniques aim to quantify and penalize the
most uncertain regions of the state-action space, like Model-based Offline Policy Optimization (MOPO) \cite{19} and Model-based Offline Reinforcement Learning (MORel) \cite{20}. To address all previously highlighted issues, we propose a new algorithm, the Nonparametric Off-policy Policy Gradient (NOPG) \cite{21}. NOPG constructs a nonparametric model of the dynamics and the reward signal, and builds a full-gradient estimate based on the closed-form solution of a nonparametric Bellman equation. Our approach, in contrast to the majority of model-based approaches, does not require the generation of artificial data. On the other hand, while model-free approaches are either built on semi-gradient estimation, or importance sampling, NOPG computes a full-gradient estimate without importance sampling estimators, and allows for the use of human demonstrations. Figure 1 shows the offline scheme of NOPG. A behavioral policy, represented by a human demonstrator, provides (possibly suboptimal) trajectories that solve a task. NOPG optimizes a policy from off-line and off-policy samples.

**Contribution.** This paper introduces a nonparametric Bellman equation, and the full-gradient derived from its closed-form solution. We study the properties of the non-parametric Bellman equation, focusing on the bias of its closed-form solution. We empirically analyze the bias and the variance of the proposed gradient estimator. We compare its effectiveness and efficiency w.r.t. state of the art online and offline techniques, observing that NOPG exhibits high sample efficiency.

## 2 Problem Statement

Consider the reinforcement learning problem of an agent interacting with a given environment, as abstracted by a Markov decision process (MDP) and defined over the tuple \((S, A, \gamma, P, R, \mu_0)\), where \(S \equiv \mathbb{R}^d\) is the state space, \(A \equiv \mathbb{R}^d\) the action space, the transition-based discount factor \(\gamma\) is a stochastic mapping between \(S \times A \times S\) to \([0, 1]\), which allows for unification of episodic and continuing tasks \cite{22}. The discount factor transforms the transormation of a particular MDP to an equivalent MDP where, at each state-action, there is \(1 - \gamma\) probability to transition to an absorbing state with zero reward. A variable discount factor, can, therefore, be interpreted as a variable probability of transitioning to an absorbing state. To keep however the theory simple, we will assume that \(\gamma(s, a, s’) \leq \gamma_c\) where \(\gamma_c < 1\). The transition probability from a state \(s\) to \(s’\) given an action \(a\) is governed by the conditional density \(p(s’|s, a)\). The stochastic reward signal \(R\) for a transition \((s, a, s’) \in S \times A \times S\) is drawn from a distribution \(R(s, a, s’)\) with mean value \(E[R(s, a, s’)] = r(s, a)\). The initial distribution \(\mu_0(s)\) denotes the probability of the state \(s \in S\) to be a starting state. A policy \(\pi\) is a stochastic or deterministic mapping from \(S\) onto \(A\), usually parametrized by a set of parameters \(\theta\).

We define an episode as \(\tau \equiv \{s_t, a_t, r_t, \gamma_t\}_{t=1}^\infty\) where

\[

s_0 \sim \mu_0(\cdot) ; \quad a_t \sim \pi(\cdot|s_t) ; \quad s_{t+1} \sim p(\cdot|s_t, a_t) ; \quad r_t \sim R(s_t, a_t, s_{t+1}) ; \quad \gamma_t \sim \gamma(s_t, a_t, s_{t+1}).

\]

In this paper we consider the discounted infinite-horizon setting, where the objective is to maximize the expected return

\[

J_\pi = \mathbb{E}_\tau \left[ \sum_{t=0}^\infty r_t \prod_{i=1}^t \gamma_i \right].
\]

(1)

It is important to introduce two important quantities: the *stationary state visitation* \(\mu_\pi\) and the value function \(V_\pi\). We naturally extend the stationary state visitation defined by \cite{23} with the transition-based discount factor

\[

\mu(s) = \mathbb{E}_\pi \left[ \sum_{t=0}^\infty p(s = s_t|\pi, \mu_0) \prod_{i=1}^t \gamma_i \right],
\]

or, equivalently, as the fixed point of

\[

\mu(s) = \mu_0(s) + \int_S \int_A p_\pi(s’|s, a’) \pi(a’|s’) \mu_\pi(s’) \, ds’ \, da’
\]

where, from now on, \(p_\pi(s’|s, a) = p(s’|s, a)E[\gamma(s, a, s’)]\). The value function

\[

V_\pi(s) = \mathbb{E}_\pi \left[ \sum_{t=0}^\infty r_t | s_0 = s, \pi \right] = \mathbb{E}_\pi \left[ \sum_{t=0}^\infty \prod_{i=1}^t \gamma_i \right] = \mathbb{E}_\pi \left[ \mathbb{E}_{r_0} \left[ \sum_{t=1}^\infty r_t | s_0 = s, \pi, r_0 \right] \right] = \mathbb{E}_\pi \left[ \mathbb{E}_{r_0} \left[ \mathbb{E}_{\pi_0} \left[ \sum_{t=0}^\infty r_t | s_0 = s, \pi_0, r_0 \right] \right] \right],
\]

The state-action value function is defined as

\[

Q_\pi(s, a) = r(s, a) + \int_S V_\pi(s’) p_\pi(s’|s, a) \, ds’.
\]

The expected return \(J_\pi\) can be formulated as

\[

J_\pi = \int_S \mu_0(s) V_\pi(s) \, ds = \int_S \int_A \mu_\pi(s) \pi(a|s) r(s, a) \, da \, ds.
\]

**Policy Gradient Theorem.** Objective \(J_\pi\) is usually maximized via gradient ascent. The gradient of \(J_\pi\) w.r.t. the policy parameters \(\theta\) is

\[

\nabla_\theta J_\pi = \int_S \int_A \mu_\pi(s) \pi_\theta(a|s) Q_\pi(s, a) \nabla_\theta \log \pi_\theta(a|s) \, da \, ds,
\]

as stated in the policy gradient theorem \cite{23}. When it is possible to interact with the environment with the policy \(\pi_\theta\), one can approximate the integral by considering the state-action as a distribution (up to a normalization factor) and use the samples to perform a Monte-Carlo (MC) estimation \cite{24}. The \(Q\)-function can be estimated via Monte-Carlo sampling, approximate dynamic programming or by direct Bellman minimization. In the off-policy setting, we do not have access to the state-visitation \(\mu_\pi\) induced by the policy, but instead we observe a different state distribution. While estimating the \(Q\)-function with the new state distribution is well established in the literature \cite{1, 25}, the shift in the state visitation \(\mu_\pi(s)\) is more difficult to obtain. State-of-the-art techniques either omit to consider this shift (we refer to these algorithms as *semi-gradient*), or they try to estimate it via importance sampling sampling correction. These approaches will be discussed in detail in Section 3.
3 Nonparametric Off-Policy Policy Gradient

In this section, we introduce a nonparametric Bellman equation with a closed form solution, which carries the dependency from the policy’s parameters. We derive the gradient of the solution, and discuss the properties of the proposed estimator.

3.1 A Nonparametric Bellman Equation

Nonparametric methods, require the storage of all samples to make predictions, but usually exhibit a low bias. They gained popularity thanks to their general simplicity and their theoretical properties. In this paper, we focus on kernel density estimation, and Nadaraya-Watson kernel regression. The prediction is constructed on the expectation of the conditional density \( f \). The Nadaraya-Watson kernel regression builds on the kernel collection of metric, real function \( g \) gained popularity thanks to their general simplicity and their theoretical properties. In this paper, we focus on kernel density estimation, and Nadaraya-Watson kernel regression.

\[
\hat{p}(x) = n^{-1} \sum_{i=1}^{n} \kappa(x, x_i).
\]

Nonparametric Bellman equations have been developed in a number of prior works. [20–22] used nonparametric models such as Gaussian Processes for approximate dynamic programming. [23] have shown that these methods differ mainly in their use of regularization. [24] provided a Bellman equation using kernel density estimation and a general overview on nonparametric dynamic programming. In contrast to prior work, our formulation preserves the dependency on the policy, enabling the computation of the policy gradient in closed-form. Moreover, we upper-bound the bias of the Nadaraya-Watson kernel regression to prove that our value function estimate is consistent w.r.t. the classical Bellman equation under smoothness assumptions. We focus on the maximization of the average return in the infinite horizon case formulated as a starting state objective \( \int s \mu_0(s) V_\pi(s) \, ds \) [25]

Definition 1. The discounted infinite-horizon objective is defined by \( J_\pi = \int \mu_0(s) V_\pi(s) \, ds \). Under a stochastic policy the objective is subject to the Bellman equation constraint

\[
V_\pi(s) = \int_A \pi_\theta(a|s) \left( r(s, a) + \gamma \int_S V_\pi(s') p(s'|s, a) \, ds' \right) \, da,
\]

while in the case of a deterministic policy the constraint is given as

\[
V_\pi(s) = r(s, \pi_\theta(s)) + \gamma \int_S V_\pi(s') p(s'|s, \pi_\theta(s)) \, ds'.
\]

Maximizing the objective in Definition 1 analytically is not possible, excluding special cases such as under linear-quadratic assumptions [21], or finite state-action space. Extracting an expression for the gradient of \( J_\pi \) w.r.t. the policy parameters \( \theta \) is also not straightforward given the infinite set of possibly non-convex constraints represented in the recursion over \( V_\pi \). Nevertheless, it is possible to transform the constraints in Definition 1 to a finite set of linear constraints via nonparametric modeling, thus leading to an expression of the value function with simple algebraic manipulation [26].

3.1.1 Nonparametric Modeling.

Assume a set of \( n \) observations \( D = \{s_i, a_i, r_i, s'_i, \gamma_i\}_{i=1}^n \) sampled from interaction with an environment, with \( s_i, a_i \sim \beta(\cdot, \cdot), s'_i \sim p(\cdot|s_i, a_i), r_i \sim R(s_i, a_i) \) and \( \gamma \sim \gamma(s_i, a_i, s'_i) \). We define the kernels \( \psi : S \times S \rightarrow \mathbb{R}^+, \phi : A \times A \rightarrow \mathbb{R}^+, \) and \( \phi : S \times S \rightarrow \mathbb{R}^+, \) as normalized, symmetric and positive definite functions with bandwidths \( h_\psi, h_\phi, h_\psi \) respectively. We define \( \psi(s) = \psi(s, s_i) \), \( \phi(a) = \phi(a, a) \), and \( \phi(s) = \phi(s, s'_i) \). Following [27], the mean reward \( r(s, a) \) and the transition conditional \( p(s'|s, a) \) are approximated by the Nadaraya-Watson regression [28], and kernel density estimation, respectively

\[
\hat{r}(s, a) := \frac{\sum_{i=1}^{n} \psi(s(s_i, a_i, r_i)}{\sum_{i=1}^{n} \psi(s(s_i, a_i)),
\]

\[
\hat{p}(s'|s, a) := \frac{\sum_{i=1}^{n} \phi(s_i|s_i, a_i, p(s_i|s_i, a_i))}{\sum_{i=1}^{n} \psi(s(s_i, a_i), \phi(s_i)}
\]

and, therefore, by the product of \( \hat{p} \) and \( \hat{\gamma} \) we obtain

\[
\hat{\gamma}(s', a) := \frac{\sum_{i=1}^{n} \gamma(s_i|s_i, a_i, \phi(s_i))}{\sum_{i=1}^{n} \psi(s(s_i, a_i), \phi(s_i)}.
\]

Inserting the reward and transition kernels into the Bellman Equation for the stochastic policy case we obtain the nonparametric Bellman equation (NPBE)

\[
\hat{V}_\pi(s) = \int_A \pi_\theta(a|s) \left( \hat{r}(s, a) + \gamma \int_S \hat{V}_\pi(s') \hat{p}(s'|s, a) \, ds' \right) \, da,
\]

\[
= \sum_i \int_A \pi_\theta(a|s) \psi(s(s_i, a_i, r_i)) / \sum_j \psi(s(s_j, a_j)) \, da \times \int_S \phi(s(s_i|s_i, a_i, \phi(s_i)) \hat{V}_\pi(s') \, ds'.
\]

Equation (3) can be conveniently expressed in matrix form by introducing the vector of responsibilities \( \epsilon_i(s) = \int \pi_\theta(a|s) \psi(s(s_i, a_i, r_i)) / \sum_j \psi(s(s_j, a_j)) \, da \), which assigns each state \( s \) a weight relative to its distance to a sample \( i \) under the current policy.

Definition 2. The nonparametric Bellman equation on the dataset \( D \) is formally defined as

\[
\hat{V}_\pi(s) = \epsilon_i^T(s) \left( \hat{r} + \int \phi(s(s_i|s_i, a_i, \phi(s_i)) \hat{V}_\pi(s') \, ds' \right).
\]
with $\phi_s(s) = [\gamma_1 \phi_1(s), \ldots, \gamma_n \phi_n(s)]^T$, $r = [r_1, \ldots, r_n]^T$,
$\varepsilon_s(s) = [\varepsilon_1^T(s), \ldots, \varepsilon_n^T(s)]^T,$
$\varepsilon_s(s, a) = \sum_j \psi_j(s) \varphi_j(a)$

and

$\varepsilon^\pi(s) = \int \pi(a|s) \varepsilon_s(s, a) \, da$ if $\pi$ is stochastic
$\varepsilon_s(s, \pi(s))$ otherwise.

From Equation (4) we deduce that the value function must be of the form $\varepsilon^\pi(s)$, indicating that it can also be seen as a form of Nadaraya-Watson kernel regression,

$\varepsilon^\pi(s)q_\pi = \varepsilon^\pi(s) \left( r + \int S \phi_s(s') \varepsilon^\pi(s') q_\pi \, ds' \right). \quad (5)$

Notice that, trivially, every $q_\pi$ which satisfies

$q_\pi = r + \int S \phi_s(s') \varepsilon^\pi(s') q_\pi \, ds'$

also satisfies Equation (5). Theorem 1 demonstrates that the algebraic solution of Equation (6) is the only solution of the nonparametric Bellman equation (4).

**Theorem 1.** The nonparametric Bellman equation has a unique fixed-point solution

$V^\pi(s) := \varepsilon^\pi(s) \Lambda^{-1} r,$

with $\Lambda := I - P^\pi$ and $P^\pi := \int S \phi_s(s') \varepsilon^\pi(s') \, ds'$, where $\Lambda$ is always invertible since $P^\pi$ is a strictly sub-stochastic matrix (Frobenius’ Theorem). The statement is valid also for $n \to \infty$, provided bounded $R$.

The transition matrix $P^\pi_{s,i}$ is strictly sub-stochastic since each row $P^\pi_{s,i} = \gamma_i \int \phi_s(s') \varepsilon^\pi(s') \, ds'$ is composed by the convolution between $\phi_s$, which by definition integrates to one, and $0 \leq \varepsilon^\pi(s') \leq 1$, as can be seen in Definition 2. Proof of Theorem 1 is provided in the supplementary material.

### 3.2 Nonparametric Gradient Estimation

With the closed-form solution of $V^\pi(s)$ from Theorem 1, it is possible to compute the analytical gradient of $\hat{J}_\pi$ w.r.t. the policy parameters

$\nabla_\theta \hat{J}_\pi = \left( \frac{\partial}{\partial \theta} \varepsilon^\pi(s) \right) \Lambda^{-1} r$

$= \left( \frac{\partial}{\partial \theta} \varepsilon^\pi(s) \right) \Lambda^{-1} r$

$+ \varepsilon^\pi(s) \Lambda^{-1} \left( \frac{\partial}{\partial \theta} P^\pi_{s,i} \right) \Lambda^{-1} r. \quad (7)$

Substituting the result of Equation 7 into the return specified in Definition 1, introducing $\varepsilon_{\pi,0} := \int \mu_0(s) \varepsilon^\pi(s) \, ds$, $q_\pi = \Lambda^{-1} r$, and $\mu_\pi = \Lambda^{-1} \varepsilon_{\pi,0}$, we obtain

$\nabla_\theta \hat{J}_\pi = \left( \frac{\partial}{\partial \theta} \varepsilon^\pi_{\pi,0} \right) q_\pi + \mu_\pi \left( \frac{\partial}{\partial \theta} P^\pi_{s,i} \right) q_\pi. \quad (8)$

### 3.3 An algorithm for gradient estimation

The algorithm can be summarized in Algorithm 1 below.

**Algorithm 1** Nonparametric Off-Policy Policy Gradient

**Input:** dataset $\{s_i, a_i, r_i, s'_i, \gamma_i\}_{i=1}^n$ where $\pi_\theta$ indicates the policy to optimize and $\psi, \phi, \varphi$ the kernels respectively for state, action and next-state.

**While** not converged do

Compute $\varepsilon^\pi(s)$ as in Definition 2 and $\varepsilon^\pi_{\pi,0} := \int \mu_0(s) \varepsilon^\pi(s) \, ds$.

Estimate $P^\pi_{s,i}$ as defined in Theorem 1 using MC ($\phi(s)$ is a distribution).

Solve $r = \Lambda_\pi q_\pi$ and $\varepsilon_{\pi,0} = \Lambda_\pi^T \mu_\pi$ for $q_\pi$ and $\mu_\pi$ using conjugate gradient.

Update $\theta$ using Equation 8.

**End While**

where $q_\pi$ and $\mu_\pi$ can be estimated via conjugate gradient to avoid the inversion of $\Lambda_\pi$. It is interesting to notice that [8] is closely related to the Policy Gradient Theorem [23].

$\nabla_\theta \hat{J}_\pi = \int \mu(s) \phi_\theta^T(s) \mu_\pi^T \varepsilon^\pi(s, a) q_\pi \nabla_\theta \pi_\theta(a|s) \, ds$.

Stationary distribution $Q_\pi(s, a)$

and to the Deterministic Policy Gradient Theorem (in its on-policy formulation) [10].

$\nabla_\theta \hat{J}_\pi = \int \mu^T(s) \phi_\theta^T(s) \mu_\pi^T \varepsilon^\pi(s, a) q_\pi \nabla_\theta \pi_\theta(a|s) \, ds$.

Stationary distribution $Q_\pi(s, a)$

In a later analysis, we will consider the state-action surrogate return $J_\pi^\gamma(s, a) = (\mu(s) + \Phi_\theta^T(s) \mu_\pi^T) \varepsilon^\pi(s, a) q_\pi$. The terms $A$ and $B$ in Equation 2 correspond to the terms in Equation 10. In contrast to semi-gradient actor-critic methods, where the gradient bias is affected by both the critic bias and the semi-gradient approximation [8], [22], our estimate is the full gradient and the only source of bias is introduced by the estimation of $\hat{V}_\pi$, which we analyze in Section 3.3. The term $\mu_\pi$ can be interpreted as the support of the state-distribution as it satisfies $\mu^T_\pi = \varepsilon_{\pi,0}^T + \mu_\pi^T P^\pi_{s,i}$. In Section 3.3 more specifically in Figure 7, we empirically show that $\varepsilon^\pi(s, \mu_\pi)$ provides an estimate of the state distribution over the whole state-space. The quantities $\varepsilon^\pi_{\pi,0}$ and $P^\pi_{s,i}$ are estimated via Monte-Carlo sampling, which is unbiased but computationally demanding, or using other techniques such as unscented transform or numerical quadrature. The matrix $P^\pi_{\pi,0}$ is of dimension $n \times n$, which can be memory-demanding. In practice, we notice that the matrix is often sparse. By taking advantage of conjugate gradient and sparsiﬁcation we are able to achieve computational complexity of $O(n^2)$ per policy update and memory complexity of $O(n)$. Further details on the computational and memory complexity can be found in the supplementary material. A schematic of our implementation is summarized in Algorithm 1.

### 3.3 A theoretical analysis

Nonparametric estimates of the transition dynamics and reward enjoy favorable properties for an off-policy learn-
ing setting. A well-known asymptotic behavior of the Nadaraya-Watson kernel regression,

$$E \left[ \lim_{n \to \infty} \hat{f}_n(x) \right] - f(x) \approx h_n^2 \left( \frac{1}{2} f''(x) + \frac{f'(x)\beta'(x)}{\beta(x)} \right) \int u^2 K(u) \, du,$$

shows how the bias is related to the regression function \( f(x) \), as well as to the samples’ distribution \( \beta(x) \). However, this asymptotic behavior is valid only for infinitesimal bandwidth, infinite samples \( (h \to 0, nh \to \infty) \) and requires the knowledge of the regression function and of the sampling distribution.

In a recent work, we propose an upper bound of the bias that is also valid for finite bandwidths \([36]\). We show under some Lipschitz conditions that the bound of the Nadaraya-Watson kernel regression bias does not depend on the samples’ distribution, which is a desirable property in off-policy scenarios. The analysis is extended to multidimensional input space. For clarity of exposition, we report the main result in its simplest formulation, and later use it to infer the bound of the NPBE bias.

**Theorem 2.** Let \( f : \mathbb{R}^d \to \mathbb{R} \) be a Lipschitz continuous function with constant \( L_f \). Assume a set \( \{x_i, y_i\}_{i=1}^n \) of i.i.d samples from a log-Lipschitz distribution \( \beta \) with a Lipschitz constant \( L_\beta \). Assume \( y_i = f(x_i) + \epsilon_i \), where \( f : \mathbb{R}^d \to \mathbb{R} \) and \( \epsilon_i \) is i.i.d. and zero-mean. The bias of the Nadaraya-Watson kernel regression with Gaussian kernels in the limit of infinite samples \( n \to \infty \) is bounded by

$$E \left[ \lim_{n \to \infty} \hat{f}_n(x) \right] - f(x) \leq L_f \sum_{k=1}^d h_k \left( \prod_{i \neq k} \chi_i \right) \left( \frac{1}{\sqrt{2\pi}} + \frac{L_\beta h_k}{2} \chi_k \right) \prod_{i=1}^d \left( 1 - \text{erf} \left( \frac{h_i L_\beta}{\sqrt{2}} \right) \right),$$

where

$$\chi_i = \frac{L_\beta}{\sqrt{2}} \left( 1 + \text{erf} \left( \frac{h_i L_\beta}{\sqrt{2}} \right) \right).$$

\( h > 0 \in \mathbb{R}^d \) is the vector of bandwidths and \( \text{erf} \) is the error function.

Building on Theorem 2, we show that the solution of the NPBE is consistent with the solution of the true Bellman equation. Moreover, although the bound is not affected directly by \( \beta(s) \), a smoother sample distribution \( \beta(s) \) plays favorably in the bias term (a low \( L_\beta \) is preferred).

**Theorem 3.** Consider an arbitrary MDP \( M \) with a transition density \( p \) and a stochastic reward function \( R(s,a) = r(s,a) + \epsilon_{s,a} \), where \( r(s,a) \) is a Lipschitz continuous function with \( L_R \) constant and \( \epsilon_{s,a} \) denotes zero-mean noise. Assume \( |R(s,a)| \leq R_{\text{max}} \) and a dataset \( D_n \) sampled from a log-Lipschitz distribution \( \beta \) defined over the state-action space with Lipschitz constant \( L_\beta \). Let \( V_D \) be the unique solution of a nonparametric Bellman equation with Gaussian kernels \( \phi, \varphi, \psi \) with positive bandwidths \( h_\psi, h_\varphi, h_\phi \) defined over the dataset \( \lim_{n \to \infty} D_n \).

Assume \( V_D \) to be Lipschitz continuous with constant \( L_V \). The bias of such estimator is bounded by

$$|V(s) - V^*(s)| \leq \frac{1}{1 - \gamma_c} \left( A_{\text{Bias}} + \gamma_c L_V \sum_{k=1}^d h_{\phi,k} \sqrt{2\pi} \right),$$

where \( V(s) = E_D[V_D(s)] \), \( A_{\text{Bias}} \) is the bound of the bias provided in Theorem 2 with \( L_f = L_R, h = [h_\psi, h_\varphi, d = d_s + d_a, \text{and } V^*(s) \) is the fixed point of the ordinary Bellman equation.\]

**Theorem 3** shows that the value function provided by Theorem 2 is consistent when the bandwidth approaches infinitesimal values. Moreover, it is interesting to notice that the error can be decomposed in \( A_{\text{Bias}} \), which is the bias component dependent on the reward’s approximation, and the remaining term that depends on the smoothness of the value function and the bandwidth of \( \phi \), which can be read as the error of the transition’s model.

The bound shows that smoother reward functions, state-transitions and sample distributions play favorably against the estimation bias. Notice that the bias persist even in the support points. This issue is known in Nadaraya-Watson kernel regression. However, the bias can be controlled and lowered by reducing the bandwidth. The i.i.d. assumption required by Theorem 3 is not restrictive, as even if the samples are collected by a sequential process that interacts with the MDP, the sample distribution will eventually converge to the stationary distribution of the MDP. Furthermore, our algorithm considers all the samples simultaneously, therefore, some inter-correlations between samples does not affect the estimation.

![Low Gradient](image.png)

**Fig. 2:** The classic effect (known as boundary-bias) of the Nadaraya-Watson regression predicting a constant function in low-density regions is beneficial in our case, as it prevents the policy from moving in those areas as the gradient gets close to zero.

Beyond the bias analysis in the limit of infinite data is important to understand the variance and the bias for finite data. We provide a finite sample analysis in the empirical section. It is known that the lowest mean squared error is obtained by setting a higher bandwidth in presence of scarce data, and decreasing it with more data. In our implementation of NOPG, we select the bandwidth using cross validation.

2. Complete proofs of the theorems and precise definitions can be found in the supplementary material.
3.3.1 A Trust Region
Very commonly, in order to prevent harmful policy optimization, the policy is constrained to stay close to the data, to avoid taking large steps or to circumvent large variance in the estimation. These techniques, which keep the policy updates in a trusted-region, prevent incorrect and dangerous estimates of the gradient. Even if we do not include any explicit constraint of this kind, the Nadaraya-Watson kernel regression automatically discourages policy improvements towards low-data areas. In fact, as depicted in Figure 2, the Nadaraya-Watson kernel regression, tends to predict a constant function in low density regions. Usually, this characteristic is regarded as an issue, as it causes the so-called boundary-bias. In our case, this effect turns out to be beneficial, as it constrains the policy to stay close to the samples, where the model is more correct.

4 RELATED WORK
Off-policy and offline policy optimization became increasingly more popular in the recent years and have been explored in many different flavors. Batch reinforcement learning, in the model-free view, has been elaborated both as a value-based and a policy gradient technique (we include actor-critic in this last class). Recently, in the model-based formulation, this has been proposed also in the mode-based formulation. In this section, we aim to detail both the advantages and disadvantages of the proposed approaches. As we will see, our solution shares some advantages typical of the model-free policy gradient algorithms while using an approximated model of the dynamics and reward.

4.1 Model Free
The model-free offline formulation aims to improve the policy based purely on the samples collected in the dataset, without generating synthetic samples from an approximated model. We can divide this broad category into two main families: the value-based approaches, and the policy gradients.

4.1.1 Value Based
Value-based techniques are constructed on the approximate dynamic theory, leveraging on the policy-improvement theorem and on the contraction property of the Bellman operator. Examples of offline approximate dynamic programming algorithms are Fitted Q-Iteration (FQI) and Neural QI (NFQI). The max operator used in the optimal Bellman operator, usually restricts the applicability to discrete action spaces (few exceptions, [41]). Furthermore, the projected error can prevent the convergence to a satisfying solution [6]. These algorithms usually suffer also of the delusion bias [7]. Despite these issues, there has been a recent revival of value-based techniques in the context of offline reinforcement learning. Batch-Constrained Q-learning (BCQ) [12], at the best of our knowledge, firstly defined the extrapolation error, which is partially caused by optimizing unseen (out of distribution, OOD) state-action pairs in the dataset. This source of bias has been extensively studied in subsequent works, both in the model-free and model-based setting. Value-based methods using non-parametric kernel-based approaches have also been used [26], [27], [42]. An interesting discussion in [29] shows that kernelized least square temporal difference approaches are also approximating the reward and transition models, and therefore they can be considered model-based.

4.1.2 Policy Gradient
This class of algorithms leverages their theory on the policy gradient theorem [10], [23]. Examples of policy gradients are REINFORCE [24], G(PO)MDP [43], natural policy gradient [44], and Trust-Region Policy Optimization (TRPO) [3]. Often, these approaches make use of approximate dynamic programming to estimate the Q-function (or related quantities), to obtain lower variance [2], [11], [38], [45]. The policy gradient theorem, however, defines the policy gradient w.r.t. on-policy samples. To overcome this problem two main techniques have been introduced: semi-gradient approaches, which rely on the omission of one term in the computation of the gradient, introduce an irreducible source of bias, while importance sampling solutions, which are unbiased, suffer from high variance.

Semi-Gradient: The off-policy policy gradient theorem was the first proposed off-policy actor-critic algorithm [9]. Since then, it has been used by the vast majority of state-of-the-art off-policy algorithms [2], [10], [11]. Nonetheless, it is important to note that this theorem and its successors, introduce two approximations to the original policy gradient theorem [23]. First, semi-gradient approaches consider a modified discounted infinite-horizon return objective \( J_\pi = \int \rho_\beta(s) V_\pi(s) \, ds \), where \( \rho_\beta(s) \) is state distribution under the behavioral policy \( \pi_\beta \). Second, the gradient estimate is modified to be

\[
\nabla_\theta J_\pi = \nabla_\theta \int_S \rho_\beta(s) V_\pi(s) \, ds \\
= \nabla_\theta \int_S \rho_\beta(s) \int_A \pi_\beta(a|s) Q_\pi(s,a) \, da \, ds \\
= \int_S \rho_\beta(s) \left( \nabla_\theta \pi_\beta(a|s) Q_\pi(s,a) \right) \\
+ \int_S \pi_\beta(a|s) \nabla_\theta Q_\pi(s,a) \, da \, ds \\
\approx \int_S \rho_\beta(s) \nabla_\theta \pi_\beta(a|s) Q_\pi(s,a) \, da \, ds,
\]

where the term B related to the derivative of \( Q_\pi \) is ignored. The authors provide a proof that this biased gradient, or semi-gradient, still converges to the optimal policy in a tabular setting [8], [9]. However, further approximation (e.g., given by the critic and by finite sample size), might disallow the convergence to a satisfactory solution. Although these algorithms work correctly sampling from the replay memory (which discards the oldest samples), they have shown to fail with samples generated via a completely different process [3], [12]. The source of bias introduced in the semi-gradient estimation depends fully on the distribution mismatch, and cannot be recovered by an increment of the dataset size or with a more powerful function approximator. Still, mainly due to its simplicity, semi-gradient estimation has been used in the off-line scenario. The authors of these works do not tackle the distribution
mismatch with its impact to the gradient estimation, but rather consider to prevent the policy taking OOD actions. In this line of thoughts, Batch-Constrained Q-learning (BCQ) \cite{12} introduces a regularization that keeps the policy close to the behavioral policy, Bootstrapping Error Accumulation Reduction (BEAR) \cite{14} considers instead a pessimistic estimate of the Q function which penalizes the uncertainty, Behavior Regularized Actor Critic (BRAC) \cite{15} proposes instead a generalization of the aforementioned approaches.

**Importance-Sampling:** One way to obtain an unbiased estimate of the policy gradient in an off-policy scenario is to re-weight every trajectory via importance sampling \cite{16}–\cite{18}. An example of the gradient estimation via G(PO)MDP \cite{43} with importance sampling is given by

$$\nabla_{\theta} J_{\pi} = \mathbb{E} \left[ \sum_{t=0}^{T-1} \rho_t \prod_{j=0}^{t-1} \gamma_j \sum_{i=0}^{t} \nabla_{\theta} \log \pi_\theta (a_i | s_i) \right], \quad (11)$$

where $\rho_t = \prod_{z=0}^{t} \pi_\theta (a_z | s_z) / \pi_\beta (a_z | s_z)$. This technique applies only to stochastic policies and requires the knowledge of the behavioral policy $\pi_\beta$. Moreover, Equation (11) shows that path-wise importance sampling (PWIS) needs a trajectory-based dataset, since it needs to keep track of the past in the correction term $\rho_t$, hence introducing more restrictions on its applicability. Additionally, importance sampling suffers from high variance \cite{46}. Recent works have helped to make PWIS more reliable. For example, \cite{8}, building on the emphatic weighting framework \cite{47}, proposed a trade-off between PWIS and semi-gradient approaches. Another possibility consists in restricting the gradient improvement to a safe-region, where the importance sampling does not suffer from too high variance \cite{39}. Another interesting line of research is to estimate the importance sampling correction on a state-distribution level instead of on the classic trajectory level \cite{48}–\cite{50}. We note that despite the nice theoretical properties, all these promising algorithms have been applied on low-dimensional problems, as importance sampling suffers from the curse of dimensionality.

### 4.2 Model-Based

While all model-free offline techniques rely purely on the samples contained in the offline dataset, model-based techniques aim to approximate the transitions from that dataset. The approximated model is then used to generate new artificial samples. These approaches do not suffer from the distribution mismatch problem described above, as the samples can be generated on-policy by the model (and therefore, in principle, any online algorithm can be used). This advantage is overshadowed by the disadvantage of having unrealistic trajectories generated by the approximated model. For this reason, many recent works focus on discarding unrealistic samples, relying on a pessimistic approach towards uncertainty. In some sense, we encounter again the problem of quantifying our uncertainty - given the limited information contained in the dataset - and to prevent the policy or the model to use or generate uncertain samples. In this view, the Probabilistic Ensemble with Trajectory Sampling (PETS) \cite{40} uses an ensemble of probabilistic models of the dynamics to quantify both the epistemic and the aleatoric uncertainties, and uses model predictive control to act in the real environment. Model Based Offline Planning (MBOP) \cite{51} uses a behavioral cloning policy as a prior to the planning algorithm. Plan Online and Learn Offline (POLO) \cite{52} proposes to learn the value function from a known model of the dynamics and to use model predictive control on the environment. Both Model Based Reinforcement Learning (MOReL) \cite{20} and Model-based Offline Policy Optimization (MOPO) \cite{19} learn instead the model to train a parametric policy. MOReL learns a pessimistic version of the real MDP, by partitioning the state-action space in known and unknown and penalizing the policies visiting the unknown region. Instead, MOPO builds a pessimistic MDP by introducing a reward penalization toward model uncertainty.

NOPG, instead, provides a theoretical framework built on a nonparametric approximation of the reward and the state transition. Such approximation is used to compute the policy gradient in closed-form. For this reason, our method differs from classic model-based solutions since it does not generate synthetic trajectories. Most of the state-of-the-art model-free offline algorithms, on the other hand, utilize a biased and inconsistent gradient estimate. Instead, our approach delivers a full-gradient estimate that allows a trade-off between bias and variance. The quality of the gradient estimate results in a particularly sample-efficient...
policy optimization, as seen in the empirical section.

5 Empirical Evaluation

In this section, we analyze our method. Therefore, we divide our experiments in two: the analysis of the gradient, and the analysis of the policy optimization using a gradient ascent technique. The analysis of the gradient comprises an empirical evaluation of the bias, the variance and the gradient direction w.r.t. the ground truth, in relation to some quantities such as the size of the dataset or its degree of “off-policiness”. In the policy optimization analysis, instead, we aim to both compare the sample efficiency of our method in comparison to state-of-the-art policy gradient algorithms, and to study its applicability to unstructured and human-demonstrated datasets.

5.1 Benchmarking Tasks

In the following, we give a brief description of the tasks involved in the empirical analysis.

5.1.1 Linear Quadratic Gaussian Controller

A very classical control problem consists of linear dynamics, quadratic reward and Gaussian noise. The main advantage of this control problem relies in the fact that it is fully solvable in closed-form, using the Riccati equations, which makes it appropriate for verifying the correctness of our algorithm. In our specific scenario, we have a policy encoded as

\[
\max_{\theta} \sum_{t=0}^{\infty} \gamma^t r_t
\]

s.t.

\[
\begin{align*}
    s_{t+1} &= As_t + Bs_t; & r_t &= -s_t^\top Qs_t - a_t^\top Rs_t \\
    a_{t+1} &= \Theta s_t + \Sigma \epsilon_t; & \epsilon_t &\sim N(0, I),
\end{align*}
\]

with \(A, B, Q, R, \Sigma\) diagonal matrix and \(\Theta = \text{diag}(\theta)\) where \(\theta\) are considered the policy’s parameters. In the stochastic policy experiments, \(\pi_0(a|s) = N(a|\Theta s; \Sigma)\), while for the deterministic case \(\Sigma = 0\) and \(\pi_0(s) = \Theta s\). For further details, please refer to the supplementary material.

5.1.2 OpenAI Pendulum-v0

The OpenAI Pendulum-v0 \([53]\) is a popular benchmark in reinforcement learning. It simulates a simple under-actuated inverted-pendulum. The goal is to swing the pendulum until it reaches the top position, and then to keep it stable. The state of the system is fully described by the angle of the pendulum \(\omega\) and its angular velocity \(\dot{\omega}\). The applied torque \(\tau \in [-2, 2]\) corresponds to the agent’s action. One of the advantages of such a system, is that its well-known value function is two-dimensional.

5.1.3 Quanser Cart-pole

The cart-pole is another classical task in reinforcement learning. It consists of an actuated cart moving on a track, to which a pole is attached. The goal is to actuate the cart in a way to balance the pole in the top position. Differently from the inverted pendulum, the system has a further degree of complexity, and the state space requires the position on the track \(x\), the velocity of the cart \(\dot{x}\), the angle of the pendulum \(\omega\) and its angular velocity \(\dot{\omega}\).

5.2 Algorithms Used for Comparisons

To provide an analysis of the gradient, we compare our algorithm against G(PO)MDP with importance sampling, and with offline DPG (DPG with fixed dataset). Instead of using the na"ive form of G(PO)MDP with importance sampling, which suffers from high variance, we used the normalized importance sampling \([54, 57]\) (which introduces some bias but drastically reduces the variance), and the generalized baselines \([58]\) (which also introduce some bias, as they are

| Acronym   | Description                                                                 | Typology       |
|-----------|------------------------------------------------------------------------------|----------------|
| NOPG-D    | Our method with deterministic policy.                                        | NOPG           |
| NOPG-S    | Our method with stochastic policy.                                           | NOPG           |
| G(PO)MDP-N| G(PO)MDP with normalized importance sampling.                                | PWIS           |
| G(PO)MDP+BN| G(PO)MDP with normalized importance sampling and generalized baselines.     |                |
| DPG-Q     | Offline version of the deterministic policy gradient theorem with an oracle for the Q-function. | SG             |
| DDPG      | Deep Deterministic Policy Gradient.                                          |                |
| TD3       | Improved version of DDPG.                                                    |                |
| SAC       | Soft Actor Critic.                                                           |                |
| BEAR      | Bootstrapping Error Accumulation Reduction.                                  |                |
| BRAC      | Behavior Regularized Actor Critic.                                          |                |
| MOPO      | Model-based Offline Policy Optimization.                                     | MB             |
| MOReL     | Model-Based Offline Reinforcement Learning.                                  |                |

TABLE 1: Acronyms used in the paper to refer to practical implementation of the algorithms (SG: semi-gradient, PWIS: path-wise importance sampling, MB: model based).
estimated from the same dataset). The offline version of DPG, suffers from three different sources of bias: the semi-gradient, the critic approximation and the improper use of the discounted state distribution [59, 60]. To mitigate these issues and focus more on the semi-gradient contribution to the bias, we provide an oracle Q-function (we denote this version as DPG+Q). For the policy improvement, instead, we compare both with online algorithms (Figure 9 such as TD3 [12] and SAC [2], and with offline algorithms (BEAR [13], BRAC [15], MOPO [19] and MOREL [20]) as depicted in Figure 10. A full list of the algorithms used in the comparisons with a brief description is available in Table 1.

5.3 Analysis of the Gradient

We want to compare the bias and variance of our gradient estimator w.r.t. the already discussed classical estimators. Therefore, we use the LQG setting described in Section 5.1.1 which allows us to compute the true gradient. Our goal is to estimate the gradient w.r.t. the policy πθ diagonal parameters θ1, θ2, while sampling from a policy which is a linear combination of θ and θ′. The hyper-parameter α determines the mixing between the two parameters. When α = 1 the behavioral policy will have parameters θ′, while when α = 0 the dataset will be sampled using θ. In Figure 4, we can visualize the difference of the two policies with parameters θ and θ′. Although not completely disjoint, they are fairly far in the probability space, especially if we take into account that such distance propagates in the length of the trajectories.

5.3.1 Sample Analysis

We want to study how the bias, the variance and the direction of the estimated gradient vary w.r.t. the dataset’s size. We are particularly interested in the off-policy strategy for sampling, and in this set of experiments we will use constant α = 0.5. Figure 6 depicts how these quantities w.r.t. the number of collected samples. As expected, a general trend for all algorithms is that with a higher number of samples we are able to reduce the variance. The importance sampling based G(PO)MDP algorithms eventually obtain a low bias as well. Remarkably, NOPG has significantly both lower bias and variance, and its gradient direction is also more accurate w.r.t. the G(PO)MDP algorithms (note the different scales of the y-axis). Between DPG+Q and NOPG there is no sensible difference, but we should take into account the already-mentioned advantage of DPG+Q to have access to the true Q-function.

5.3.2 Off-Policy Analysis

We want to compare the bias and variance w.r.t. different degrees of “off-policyness” α, as defined in the beginning of Section 5.3. We want to highlight that in the deterministic experiment the behavioral policy remains stochastic. This is needed to ensure the stochastic generation of datasets, which is essential to estimate the bias and the variance of the estimator. As depicted in Figure 6, the variance in importance sampling based techniques tends to increase when the dataset is off-policy. On the contrary, NOPG seems to be more subject to an increase of bias. This trend is also noticeable in DPG+Q, where the component of the bias is the one playing a major role in the mean squared error. The gradient direction of NOPG seems however unbiased, while DPG+Q has a slight bias but remarkably less variance (note the different scales of the y-axis). We remark that DPG+Q uses an oracle for the Q-function, which supposedly results in lower variance and bias. The positive bias of DPG+Q in the on-policy case (α = 0) is caused by the improper use of discounting. In general, NOPG shows a decrease in bias and variance in order of magnitudes when compared to the other algorithms.

5.3.3 Bandwidth Analysis

In the previous analysis, we kept the bandwidth’s parameters of our algorithm fixed, even though a dynamic adaptation of this parameter w.r.t. the size of the dataset might have improved the bias/variance trade-off. We are now interested in studying how the bandwidth impacts the gradient estimation. For this purpose, we generated datasets of 1000 samples with α = 0.5. We set all the bandwidths of state, action and next state, for each dimension equal to κ. From Figure 7, we evince that a lower bandwidth corresponds to a higher variance, while a larger bandwidth approaches a constant bias and the variance tends to zero. This result is in line with the theory.

5.3.4 Trust Region

In Section 3.3.1 we claimed that the nonparametric technique used has the effect to not consider OOD actions, and more in general, state-action pairs that are in a low density region: in fact the magnitude of the gradient in these regions is low. To appreciate this effect, we considered the Pendulum-v0. We generated the data using a Gaussian policy N(µ = 0, Σ = 0.2I). Figure 5 depicts the generated dataset. Subsequently, we generated a set of linear policies a = θ0sinω + θ1cosω + θ2ω + θ3 where the parameters θ0 = θ1 = θ2 = 0, θ3 ∈ [-2, 2] and ω and ω represent the angle and the angular velocity of the pendulum. When θ3

3. Furthermore, we suspect that the particular choice of a LQG task tends to mitigate the problems of DPG, as the fast convergence to a stationary distribution due to the stable attractor, united with the improper discounting, results in a coincidental correction of the state-distribution.
5.4 Policy Improvement

In the previous section, we analyzed the statistical properties of our estimator. Conversely, in this section, we use the NOPG estimate to fully optimize the policy. At the current state, NOPG is a batch algorithm, meaning that it receives as input a set of data, and it outputs an optimized policy, without any interaction with the environment. We study the sample efficiency of the overall algorithm. We compare it with both other batch and online algorithms. Please notice that online algorithms, such as DDPG-On, TD3 and SAC, can acquire more valuable samples during the optimization process. Therefore, in a direct comparison, batch algorithms are in disadvantage.

5.4.1 Uniform Grid

In this experiment we analyze the performance of NOPG under a uniformly sampled dataset, since, as the theory suggests, this scenario should yield the least biased estimate of NOPG. We generate datasets from a grid over the state-action space of the pendulum environment with different granularities. We test our algorithm by optimizing a policy encoded with a neural-network for a fixed amount of iterations. The policy is composed of a single hidden layer with 50 neurons and ReLU activations. This configuration is fixed across all the different experiments and algorithms for the remainder of this document. The resulting policy is evaluated on trajectories of 500 steps starting from the bottom position. The leftmost plot in Figure 9 depicts the performance against different dataset sizes, showing that NOPG is able to solve the task with 450 samples. Figure 7 is an example of the value function and state distribution estimates of NOPG-D at the beginning and after 300 optimization steps. The ability to predict the state-distribution is particularly interesting for robotics, as it is possible to predict in advance whether the policy will move towards dangerous states. Note that this experiment is not applicable to PWIS, as it does not admit non-trajectory-based data.

5.4.2 Comparison with Online Algorithms

In contrast to the uniform grid experiment, here we collect the datasets using trajectories from a random agent in the pendulum and the cart-pole environments. In the pendulum task, the trajectories are generated starting from the upright position and applying a policy composed of a mixture of two Gaussians. The policies are evaluated starting from the bottom position with an episode length of 500 steps. The datasets used in the cart-pole experiments are collected using a uniform policy starting from the upright position until the end of the episode, which occurs when the absolute value of the angle \( \theta \) surpasses 3 deg. The optimization policy is evaluated for \( 10^4 \) steps. The reward is \( r_t = \cos \theta_t \). Since \( \theta \) is defined as 0 in the top-right position, a return of \( 10^4 \) indicates an optimal policy behavior.

We analyze the sample efficiency by testing NOPG in an offline fashion with pre-collected samples, on a different number of trajectories. In addition, we provide the learning curve of DDPG, TD3 and SAC using the implementation in Mushroom [61]. For a fixed size of the dataset, we optimize DDPG-Off and NOPG for a fixed number of steps. For NOPG, which is offline, we select the policy from the
Fig. 6: Bias, variance, MSE and gradient direction analysis. The MSE plots are equipped with a 95% interval using bootstrapping techniques. The direction analysis plots describe the distribution of angle between the estimates and the ground truth gradient. NOPG exhibits favorable bias, variance and gradient direction compared to PWIS and semi-gradient.
To validate the resulting policy learned in the simulated cartpole (Figure 3), we apply the final learned controller on a real Quanser cart-pole, and observe a successful stabilizing behavior as can be seen in the supplementary video.

5.4.3 Comparison with Offline Algorithms

We use the same environments provided in Section 5.4.2 to compare against state-of-the-art offline algorithms. To this end, we used the same datasets on Cart-Pole and Pendulum-v0 to train BRAC, BEAR, MOPO and MOREL. Furthermore, to allow a fairer comparison using the D4RL dataset, we tested our algorithm with the aforementioned baselines on the U-Maze. To perform the usual sample-analysis, we sub-sampled the dataset in smaller datasets. The results of such analysis can be viewed in Figure 10. NOPG exhibits a competitive performance w.r.t. the baselines. In more detail, BEAR and MOREL perform suboptimally in our experiments, MOPO perform similarly to NOPG in Pendulum-v0, while failing in Quanser Cart-Pole. BRAC exhibit a similar behavior with our NOPG. All the algorithms seems, however, to fail with the U-Maze, probably due to the scarcity of data, and due to its sparse reward.

5.4.4 Human Demonstrated Data

In robotics, learning from human demonstrations is crucial in order to obtain better sample efficiency and to avoid dangerous policies. This experiment is designed to showcase the ability of our algorithm to deal with such demonstrations without the need for explicit knowledge of the underlying behavioral policy. The experiment is executed in a completely offline fashion after collecting the human dataset, i.e., without any further interaction with the environment. This setting is different from the classical imitation learning and subsequent optimization [62]. As an environment we choose the continuous mountain car task from OpenAI. We provide 10 demonstrations recorded by a human operator and assigned a reward of $-1$ to every step. A demonstration ends when the human operator surpasses the limit of 500 steps, or arrives at the goal position. The human operator explicitly provides sub-optimal trajectories, as we are interested in analyzing whether NOPG is able to take advantage of the human demonstrations to learn a better policy than that of the human, without any further interaction with the environment. To obtain a sample analysis, we evaluate NOPG on randomly selected subsets of the trajectories from the human demonstrations. Figure 11 shows the average performance as a function of the number of demonstrations as well as an example of a human-demonstrated trajectory. A vanilla behavioral cloning approach trained with the whole dataset leads to a worse performance w.r.t. the human demonstrator. In fact, by simply replicating the demonstrator, the cloned behavior is most of the times not able to reach the flag. Notice that both NOPG-S and NOPG-D manage to learn a policy that
surpasses the human operator’s performance and reach the optimal policy with two demonstrated trajectories.

5.4.5 Test on a Higher-Dimension Task
All the considered tasks, are relatively low dimensional, with the higher-dimension of 6, accounting for both states and actions, in the U-Maze. We tested NOPG also on the Hopper, using the D4RL dataset. NOPG improves w.r.t. the number of samples provided, although it does not reach a satisfactory policy (Figure 12). The low performance is probably caused by the poor scaling to high dimensions of nonparametric methods, and the typical need of a large amount of samples due to the complexity of the considered task.

5.5 Computational Complexity
Our nonparametric approach involves a layer of computation that is not usual in classic deep reinforcement learning solutions. In particular, the construction of the matrix $\hat{P}^\gamma_\pi$ and the inversion of $\Lambda_\pi$ can be expensive. In the following, we analyze the computational resources required by NOPG. In particular, we use different sizes of the Pendulum-v0 dataset and investigate the time required to compute an iteration of Algorithm 1. As stated in Section 3.2, the iteration time grows quadratically w.r.t. the number of samples contained in the dataset. The computational cost can be lowered by lowering the number of non-zero elements of the matrix $\hat{P}^\gamma_\pi$ (Figure 13). However, while our algorithm considers all the samples at every iteration, classic deep reinforcement learning algorithms usually consider only a fixed amount of data (called “mini batch”), and the computational cost of the iterations results, therefore, to be constant.

6 Conclusion and Future Work
In this paper, we presented and analyzed an off-policy gradient technique Nonparametric Off-policy Policy Gradient (NOPG) [21]. Our estimator overcomes the main issues of the techniques of off-policy gradient estimation. On the one hand, in contrast to semi-gradient approaches, it delivers a full-gradient estimate; and on the other hand, it avoids
the high variance of importance sampling by phrasing the problem with nonparametric techniques. The empirical analysis clearly showed a better gradient estimate in terms of bias, variance, and direction. Our experiments also showed that our method has high sample efficiency and that our algorithm can be behavioral-agnostic and cope with unstructured data.

However, our algorithm, which is built on nonparametric techniques, suffers from the curse of dimensionality. The future work aims to mitigate this problem. We plan to investigate better sparsification techniques united with an adaptive bandwidth. The promising properties of the proposed gradient estimation can, in the future, be adapted to the parametric inference, to extend our approach to the more versatile deep-learning setting.
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APPENDIX

1 SUPPORT TO THE THEORETICAL ANALYSIS

1.1 Existence and Uniqueness of the Fixed Point of the Nonparametric Bellman Equation

In the following, we discuss the existence and uniqueness of the solution of the nonparametric Bellman equation (NPBE). To do so, we will first notice that the solution must be a linear combination of the responsibility vector $\varepsilon_\pi(s)$, and therefore any solution of the NPBE must be bounded. We will also show that such a bound is $\pm R_{\text{max}}/(1-\gamma_c)$. We will use this bound to show that the solution must be unique. Subsequently, we will prove Theorem 1.

**Proposition 1.** Space of the Solution

The solution of the NPBE is $\varepsilon_\pi^T(s)q$ where $q \in \mathbb{R}^n$, where $n$ is the number of support points.

**Informal Proof:** The NPBE is

$$
\dot{V}_\pi(s) = \varepsilon_\pi^T(s) \left( r + \int_S \phi_\gamma(s') \dot{V}_\pi(s') ds' \right)
$$

Both $r$ and $\int_S \phi_\gamma(s') \dot{V}_\pi(s') ds'$ are constant w.r.t. $s$, therefore $\dot{V}_\pi(s)$ must be a linear combination of the responsibility vector $\varepsilon_\pi(s)$.

A first consequence of Proposition 1 is that, since $\varepsilon_\pi(s)$ is a vector of kernels, $\dot{V}_\pi(s)$ is bounded.

In Theorem 1 we state that the solution of the NPBE is $V_\pi^*(s) = \varepsilon_\pi^T(s) \Lambda^{-1}_{\pi} r$. It is trivial to show that such a solution is a valid solution of the NPBE; however, the uniqueness of such a solution is non-trivial. In order to prove it, we will before show that if a solution to the NPBE exists, then the solution must be bounded by $[-R_{\text{max}}/(1-\gamma_c), R_{\text{max}}/(1-\gamma_c)]$, where $R_{\text{max}} = \max_{s} |r_s|$. Note that this nice property is not common for other policy-evaluation algorithms (e.g., Neural Fitted Q-Iterations [5]).

**Proposition 2.** Bound of NPBE

If $V_\pi : S \rightarrow \mathbb{R}$ is a solution to the NPBE, then $|V_\pi(s)| \leq R_{\text{max}}/(1-\gamma_c)$.

**Proof.** Suppose, by contradiction, that a function $f(s)$ is the solution of a NPBE, and that $\exists z \in S : f(z) = R_{\text{max}}/(1-\gamma_c) + \epsilon$ where $\epsilon > 0$. Since the solution of the NPBE must be bounded, we can further assume without any loss of generality that $f(s) \leq f(z)$. Then,

$$
R_{\text{max}} \frac{1}{1-\gamma_c} + \epsilon = \varepsilon_\pi^T(z)r + \varepsilon_\pi^T(z) \int_S \phi_\gamma(s') f(s') ds'.
$$

Since by assumption the previous equation must be fulfilled, and $\varepsilon_\pi(z)$ is a stochastic vector, $|\varepsilon_\pi^T(z)r| \leq R_{\text{max}}$, we have

$$
\left| R_{\text{max}} \frac{1}{1-\gamma_c} + \epsilon - \varepsilon_\pi^T(z) \int_S \phi_\gamma(s') f(s') ds' \right| \leq R_{\text{max}}.
$$

However, noticing also that $0 \leq \phi_\pi(z) \leq \gamma_c$, we have

$$
\frac{R_{\text{max}}}{1-\gamma_c} + \epsilon - \varepsilon_\pi^T(z) \int_S \phi_\gamma(s') f(s') ds' \geq \frac{R_{\text{max}}}{1-\gamma_c} + \epsilon - \gamma_c \frac{R_{\text{max}}}{s} f(s)
$$

$$
\geq \frac{R_{\text{max}}}{1-\gamma_c} + \epsilon - \gamma_c \frac{R_{\text{max}}}{1-\gamma_c} = R_{\text{max}} + \epsilon,
$$

which is in contradiction with Equation 13. A completely symmetric proof can be derived assuming by contradiction that $\exists z \in S : f(z) = -R_{\text{max}}/(1-\gamma_c) - \epsilon$ and $f(s) \geq f(z)$. \hfill \Box

**Proposition 3.** If $r$ is bounded by $R_{\text{max}}$ and if $f^* : S \rightarrow \mathbb{R}$ satisfies the NPBE, then there is no other function $f : S \rightarrow \mathbb{R}$ for which $\exists z \in S$ and $|f^*(z) - f(z)| > 0$.

**Proof.** Suppose, by contradiction, that exists a function $g : S \rightarrow \mathbb{R}$ such that $f^*(s) + g(s)$ satisfies Equation 12. Furthermore assume that $\exists z : g(z) \neq 0$. Note that, since $f : S \rightarrow \mathbb{R}$ is a solution of the NPBE, then

$$
\int_S \varepsilon_\pi^T(s) \phi_\gamma(s') f^*(s') ds' \in \mathbb{R},
$$

and similarly

$$
\int_S \varepsilon_\pi^T(s) \phi_\gamma(s') (f^*(s') + g(s')) ds' \in \mathbb{R}.
$$

The existence of the integrals in Equations 14 and 15 implies

$$
\int_S \varepsilon_\pi^T(s) \phi_\gamma(s') g(s') ds' \in \mathbb{R}.
$$
Note that

\[
|g(s)| = |f^*(s) - (f^*(s) + g(s))| = f^*(s) - \varepsilon^T(s) \left( r + \int_S \phi_\gamma(s') f^*(s') + g(s') \, ds' \right) = \varepsilon^T(s) \left( r + \int_S \phi_\gamma(s') f^*(s') + g(s') \, ds' \right) - \varepsilon^T(s) \left( r + \int_S \phi_\gamma(s') f^*(s') + g(s') \, ds' \right) = \varepsilon^T(s) \int_S \phi_\gamma(s') g(s') \, ds' = \varepsilon^T(s) \int_S \phi_\gamma(s') g(s') \, ds'.
\]

Using Jensen’s inequality

\[
|g(s)| \leq \varepsilon^T(s) \int_S \phi_\gamma(s') g(s') \, ds'.
\]

Since both \( f^* \) and \( f + g \) are bounded by \( \frac{R_{\text{max}}}{1 - \gamma} \), then \(|g(s)| \leq A = \frac{2R_{\text{max}}}{1 - \gamma} \), then

\[
|g(s)| \leq \varepsilon^T(s) \int_S \phi_\gamma(s') g(s') \, ds' \leq A \varepsilon^T(s) \int_S \phi_\gamma(s') \, ds' \leq \gamma_c A.
\]

We can iterate this reasoning now posing \(|g(s)| \leq \gamma_c A\), and eventually we notice that \(|g(s)| \leq 0\), which is in contradiction with the assumption made. \(\Box\)

**Proof of Theorem 1**

**Proof.** Saying that \( \hat{V}_\pi^* \) is a solution for Equation 12 is equivalent to say

\[
\hat{V}_\pi^*(s) - \varepsilon^T(s) \left( r + \gamma \int_S \phi_\gamma(s') \hat{V}_\pi^*(s') \, ds' \right) = 0 \quad \forall s \in S.
\]

We can verify that by simple algebraic manipulation

\[
\hat{V}_\pi^*(s) - \varepsilon^T(s) \left( r + \int_S \phi_\gamma(s') \hat{V}_\pi^*(s') \, ds' \right) = \varepsilon^T(s) \Lambda^{-1}\pi \hat{V}_\pi^* - \varepsilon^T(s) \left( r + \int_S \phi_\gamma(s') \varepsilon^T(s') \Lambda^{-1}\pi \hat{V}_\pi^* \, ds' \right) = \varepsilon^T(s) \left( \Lambda^{-1}\pi \hat{V}_\pi^* - \varepsilon^T(s) \int_S \phi_\gamma(s') \varepsilon^T(s') \Lambda^{-1}\pi \hat{V}_\pi^* \, ds' \right) = \varepsilon^T(s) \left( I - \int_S \phi_\gamma(s') \varepsilon^T(s') \Lambda^{-1}\pi \hat{V}_\pi^* \, ds' \right) \Lambda^{-1}\pi - r = \varepsilon^T(s) \left( \Lambda\pi \Lambda^{-1}\pi \hat{V}_\pi^* - r \right) = 0.
\]

Since equation 12 has (at least) one solution, Proposition 3 guarantees that the solution \( \hat{V}_\pi^* \) is unique. \(\Box\)

### 1.2 Bias of the Nonparametric Bellman Equation

In this section, we want to show the findings of Theorem 3. To do so, we introduce the infinite-samples extension of the NPBE.
Proposition 4. Let us suppose to have a dataset of infinite samples, and in particular one sample for each state-action pair of the state-action space. In the limit of infinite samples the NPBE defined in Definition 2 with a data-set 
\lim_{n \to \infty} \text{Proposition 4.}
Let us suppose to have a dataset of infinite samples, and in particular one sample for each state-action pair of the state-action space and MDP \( \mathcal{M} \) converges to 

\[
V_D(s) = \lim_{n \to \infty} \frac{\sum_{i=1}^{n} \psi_i(s) \varphi_i(a)(r_i + \gamma_i \int_S \phi_i(s') \hat{V}_\pi(s') \, ds)}{\sum_{j=1}^{n} \psi_j(s) \varphi_j(a)} \pi(a|s) \, da \\
= \int_{A} \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \psi_i(s) \varphi_i(a)(r_i + \gamma_i \int_S \phi_i(s') \hat{V}_\pi(s') \, ds) \pi(a|s) \, da \\
= \left. \int_{S \times A} \psi(s, z) \varphi(a, b) \left( R(z, b) + \int_S \phi(s', z') p_\gamma(z'|b, z) \hat{V}_\pi(s') \, ds' \right) \beta(z, b) \, dz \, db \right| \pi(a|s) \, da. \tag{19}
\]

If we impose the process generating samples to be non-degenerate distribution, and 
\(-R_{\text{max}} \leq R \leq R_{\text{max}}\), we see that Propositions 1-3 remain valid. Furthermore, from Equation [19] we are able to infer that \( \mathbb{E}_D[V_D(s)] = V_D(s) \) (since \( D \) is an infinite dataset, it does not matter if we re-sample it, the resulting value-function will be always the same).

Proof of Theorem 3 To keep the notation uncluttered, let us introduce 

\[
\varepsilon(s, a, z, b) = \frac{\psi(s, z) \varphi(a, b) \beta(z, b)}{\int_{S \times A} \psi(s, z) \varphi(a, b) \beta(z, b) \, dz \, db}. \tag{20}
\]

We want to bound 

\[
\nabla(s) - V^*(s) = \int_{A} \left( \int \varepsilon(s, a, z, b) R(z, b) \, dz \, db + \int_{S \times A} \varepsilon(s, a, z, b) \int_S \phi_i(s', z') p_\gamma(z'|b, z) \nabla(s') \, ds' \, dz \, db \right) \pi(a|s) \, da \\
-\int_S V^*(s') p_\gamma(s'|b, a) \, ds' \int_{S \times A} \psi(s, z) \varphi(a, b) \beta(z, b) \, dz \, db \right| \pi(a|s) \, da \\
\quad \Rightarrow |\nabla(s) - V^*(s)| \leq \max_{a} \left| \int \varepsilon(s, a, z, b) (R(z, b) - R(s, a)) \, dz \, db \right| \\
\quad \quad \quad + \max_{a} \left| \int_{S} p_\gamma(z'|b, z) (\phi_i(s', z') V^*(s') - V^*(s')) \, dz \, db \right| \tag{21}
\]

\[
\leq \max_{a} \left| \int_{S} \varepsilon(s, a, z, b) (R(z, b) - R(s, a)) \, dz \, db \right| \\
\quad \quad \quad + \gamma_c \max_{a} \left| \int_{S \times A} \varepsilon(s, a, z, b) \int_{S} p(z'|b, z) (\phi_i(s', z') V^*(s') - V^*(s')) \, ds' \, dz \, db \right| \tag{22}
\]

\[
= A_{\text{Bias}} + \gamma_c B_{\text{Bias}} \tag{23}
\]

Term \( A \) is the bias of Nadaraya-Watson kernel regression, as it is possible to observe in [36], therefore Theorem 2 applies 

\[
A_{\text{Bias}} = \frac{L_R \sum_{k=1}^{d} h_k}{\Pi_{i=1}^{d} \frac{L_i^2 h_i^2}{2}} \left( 1 + \operatorname{erf} \left( \frac{h_i L_i}{\sqrt{2}} \right) \right) \frac{1}{\sqrt{2\pi}} L_i h_k e^{\frac{L_i^2 h_i^2}{2}} \left( 1 + \operatorname{erf} \left( \frac{h_i L_i}{\sqrt{2}} \right) \right),
\]

\[
A_{\text{Bias}} = \frac{L_{\beta} \sum_{k=1}^{d} h_k}{\Pi_{i=1}^{d} \frac{L_i^2 h_i^2}{2}} \left( 1 - \operatorname{erf} \left( \frac{h_i L_i}{\sqrt{2}} \right) \right) L_{\beta} h_k e^{\frac{L_i^2 h_i^2}{2}} \left( 1 + \operatorname{erf} \left( \frac{h_i L_i}{\sqrt{2}} \right) \right),
\]

\[
B_{\text{Bias}} = \frac{L_R \sum_{k=1}^{d} h_k}{\Pi_{i=1}^{d} \frac{L_i^2 h_i^2}{2}} \left( 1 + \operatorname{erf} \left( \frac{h_i L_i}{\sqrt{2}} \right) \right) \frac{1}{\sqrt{2\pi}} L_i h_k e^{\frac{L_i^2 h_i^2}{2}} \left( 1 + \operatorname{erf} \left( \frac{h_i L_i}{\sqrt{2}} \right) \right).
\]
where $h = [h_\psi, h_\varphi]$ and $d = d_s + d_a$.

\[
B_{\text{bias}} \leq \gamma_c \max_{a} \left| \int_{S \times A} \psi(s, z) \varphi(a, b) (\int_{S \times S} \nabla(z') \phi(z', s') p(s'|s, a) ds' dz' - \int_{S} V^*(s') p(s'|s, a) ds') \beta(z, b) dz \right| \\
= \gamma_c \max_{a} \left| \int_{S \times A} \psi(s, z) \varphi(a, b) (\int_{S} \nabla(z') \phi(z', s') - V^*(s') dz') \beta(z, b) dz \right| \\
\leq \gamma_c \max_{a, s'} \left| \int_{S \times A} \psi(s, z) \varphi(a, b) \beta(z, b) dz \right| \\
= \gamma_c \max_{s'} \left| \int_{S} \nabla(z') \phi(z', s') - V^*(s') dz' \right| \\
= \gamma_c \max_{s'} \left| \int_{S} \nabla(s' + \delta) \phi(s' + \delta, s') - V^*(s') d\delta \right|.
\]

(24)

Note that

\[
\phi(s' + \delta, s') = \prod_{i=1}^{d_s} e^{-\frac{s_{i}^{2}}{2\pi h_{\phi,i}}}.
\]

thus, using the Lipschitz inequality,

\[
\max_{s'} \left| \int_{S} \nabla(s' + \delta) \phi(s' + \delta, s') - V^*(s') d\delta \right| \\
\leq \max_{s'} \left| \nabla(s') - V^*(s') \right| + \int_{S} \left| L_V \left( \sum_{i=1}^{d_s} |\delta_i| \right) \prod_{i=1}^{d_s} e^{-\frac{|\delta_i|^{2}}{2\pi h_{\phi,i}}} \right| d\delta \\
= \max_{s'} \left| \nabla(s') - V^*(s') \right| + L_V \int_{S} \left( \sum_{i=1}^{d_s} |\delta_i| \right) \prod_{i=1}^{d_s} e^{-\frac{|\delta_i|^{2}}{2\pi h_{\phi,i}}} \right| d\delta \\
= \max_{s'} \left| \nabla(s') - V^*(s') \right| + L_V \sum_{k=1}^{d_s} \left( \prod_{i \neq k}^{d_s} \int_{-\infty}^{+\infty} e^{-\frac{x_k^{2}}{2\pi h_{\phi,k}}} d\delta_k \right) \int_{-\infty}^{+\infty} |\delta_k| e^{-\frac{|\delta_k|^{2}}{2\pi h_{\phi,k}}} d\delta_k \\
= \max_{s'} \left| \nabla(s') - V^*(s') \right| + L_V 2 \sum_{k=1}^{d_s} \int_{0}^{+\infty} \delta_k e^{-\frac{\delta_k^{2}}{2\pi h_{\phi,k}}} d\delta_k \\
= \max_{s'} \left| \nabla(s') - V^*(s') \right| + L_V \sum_{k=1}^{d_s} \frac{h_{\phi,k}}{\sqrt{2\pi}},
\]

which means that

\[
\left| \nabla(s) - V^*(s) \right| \leq A_{\text{bias}} + \gamma_c \left( \max_{s'} \left| \nabla(s') - V^*(s') \right| + L_V \sum_{k=1}^{d_s} \frac{h_{\phi,k}}{\sqrt{2\pi}} \right).
\]
Since both $V(s)$ and $V^*(s)$ are bounded by $-R_{\text{max}}/(1 - \gamma_c)$ and $R_{\text{max}}(1 - \gamma_c)$, then $|V(s) - V^*(s)| \leq 2 \frac{R_{\text{max}}}{1 - \gamma_c}$, thus

$$
|V(s) - V^*(s)| \leq A_{\text{Bias}} + \gamma_c \left( \max_{s'} |V(s') - V^*(s')| + L_V \sum_{k=1}^{d_s} \frac{h_{\phi,k}}{\sqrt{2\pi}} \right) 
$$

$$
|V(s) - V^*(s)| \leq A_{\text{Bias}} + \gamma_c \left( \frac{2R_{\text{max}}}{1 - \gamma_c} + L_V \sum_{k=1}^{d_s} \frac{h_{\phi,k}}{\sqrt{2\pi}} \right) 
$$

$$
\implies |V(s) - V^*(s)| \leq A_{\text{Bias}} + \gamma_c \left( A_{\text{Bias}} + \gamma_c \left( \frac{2R_{\text{max}}}{1 - \gamma_c} + L_V \sum_{k=1}^{d_s} \frac{h_{\phi,k}}{\sqrt{2\pi}} \right) + L_V \sum_{k=1}^{d_s} \frac{h_{\phi,k}}{\sqrt{2\pi}} \right) \quad \text{using Equation (25)}
$$

$$
\implies |V(s) - V^*(s)| \leq \sum_{i=0}^{\infty} \gamma_c^i \left( A_{\text{Bias}} + \gamma_c L_V \sum_{k=1}^{d_s} \frac{h_{\phi,k}}{\sqrt{2\pi}} \right) \quad \text{using Equation (25)}
$$

$$
\implies |V(s) - V^*(s)| \leq \frac{1}{1 - \gamma_c} \left( A_{\text{Bias}} + \gamma_c L_V \sum_{k=1}^{d_s} \frac{h_{\phi,k}}{\sqrt{2\pi}} \right)
$$

2 SUPPORT TO THE EMPIRICAL ANALYSIS

2.1 Gradient Analysis

The parameters used for the LQG are

$$
A = \begin{bmatrix} 1.2 & 0 \\ 0 & 1.1 \end{bmatrix}; \quad B = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}; \quad Q = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}; \quad R = \begin{bmatrix} 0.1 & 0 \\ 0 & 0.1 \end{bmatrix}; \quad \Sigma = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}; \quad s_0 = [-1, -1].
$$

The discount factor is $\gamma = 0.9$, and the length of the episodes is 50 steps. The parameters of the optimization policy are $\theta = [-0.6, -0.8]$ and the off-policy parameters are $\theta' = [-0.35, -0.5]$. The confidence intervals have been computed using bootstrapped percentile intervals. The size of the bootstrapped dataset vary from plot to plot (usually from 1000 to 5000 different seeds). The confidence intervals, instead, have been computed using 10000 bootstraps. We used this method instead the more classic standard error (using a $\chi^2$ or a $t$-distribution), because often, due to the importance sampling, our samples are highly non-Gaussian and heavy-tailed. The bootstrapping method relies on less assumptions, and their confidence intervals were more precise in this case.

2.2 Policy Improvement analysis

We use a policy encoded as neural network with parameters $\theta$. A deterministic policy is encoded with a neural network $a = f_\theta(s)$. The stochastic policy is encoded as a Gaussian distribution with parameters determined by a neural network with two outputs, the mean and the covariance. In this case we represent by $f_{\theta'}(s)$ the slice of the output corresponding to the mean and by $g_{\theta}(s)$ the part of the output corresponding to the covariance.

NOPG can be described with the following hyper-parameters

| NOPG Parameters | Meaning |
|-----------------|---------|
| dataset sizes   | number of samples contained in the dataset used for training |
| discount factor $\gamma$ | discount factor in infinite horizon MDP |
| state $h_{\text{factor}}$ | constant used to decide the bandwidths for the state-space |
| action $h_{\text{factor}}$ | constant used to decide the bandwidths for the action-space |
| policy | parametrization of the policy |
| policy output | how is the output of the policy encoded |
| learning rate | the learning rate and the gradient ascent algorithm used |
| $N_{\text{MC}}$ (NOPG-S) | number of samples drawn to compute the integral $V_{x}(s)$ with MonteCarlo sampling |
| $N_{\phi}$ | number of samples drawn to compute the integral over the next state $\int \phi(s') ds'$ |
| $N_{\mu(x)}$ | number of samples drawn to compute the integral over the initial distribution $\int \tilde{V}_{x}(s) \mu_0(s) ds$ |
| policy updates | number of policy updates before returning the optimized policy |

A few considerations about NOPG parameters. If $N_{\phi} = 1$ we use the mean of the kernel $\phi$ as a sample to approximate the integral over the next state. When optimizing a stochastic policy represented by a Gaussian distribution, we set and linearly decay the variance over the policy optimization procedure. The kernel bandwidths are computed in two steps: first we find the best bandwidth for each dimension of the state and action spaces using cross validation; second we multiply
each bandwidth by an empirical constant factor ($\vec{h}_{\text{factor}}$). This second step is important to guarantee that the state and action spaces do not have a zero density. For instance, in a continuous action environment, when sampling actions from a uniform grid we have to guarantee that the space between the grid points have some density. The problem of estimating the bandwidth in kernel density estimation is well studied, but needs to be adapted to the problem at hand, specially with a low number of samples. We found this approach to work well for our experiments but it can be further improved.

### 2.2.1 Pendulum with Uniform Dataset

Tables 3 and 4 describe the hyper-parameters used to run the experiment shown in the first plot of Figure 9.

**Dataset Generation:** The datasets have been generated using a grid over the state-action spaces $\theta$, $\dot{\theta}$, $u$, where $\theta$ and $\dot{\theta}$ are respectively angle and angular velocity of the pendulum, and $u$ is the torque applied. In Table 3 are enumerated the different datasets used.

| #$\theta$ | #$\dot{\theta}$ | #u | Sample size |
|-----------|----------------|----|-------------|
| 10        | 10             | 2  | 200         |
| 15        | 15             | 2  | 450         |
| 20        | 20             | 2  | 800         |
| 25        | 25             | 2  | 1250        |
| 30        | 30             | 2  | 1800        |
| 40        | 40             | 2  | 3200        |

**TABLE 3: Pendulum uniform grid dataset configurations** This table shows the level of discretization for each dimension of the state space (#$\theta$ and #$\dot{\theta}$) and the action space (#u). Each line corresponds to a uniformly sampled dataset, where $\theta \in [-\pi, \pi]$, $\dot{\theta} \in [-8, 8]$ and $u \in [-2, 2]$. The entries under the states’ dimensions and action dimension correspond to how many linearly spaced states or actions are to be queried from the corresponding intervals. The Cartesian product of states and actions dimensions is taken in order to generate the state-action pairs to query the environment transitions. The rightmost column indicates the total number of corresponding samples.

**Algorithm details:** The configuration used for NOPG-D and NOPG-S are listed in Table 4.

**NOPG**
- discount factor $\gamma$ 0.99
- state $\vec{h}_{\text{factor}}$ 1.0 1.0 1.0
- action $\vec{h}_{\text{factor}}$ 50.0
- policy neural network parameterized by $\theta$
  - 1 hidden layer, 50 units, ReLU activations
- policy output $2 \tanh(f_{\theta}(s))$ (NOPG-D)
  - $\mu = 2 \tanh(f_{\theta}(s))$, $\sigma = \text{sigmoid}(g_{\theta}(s))$ (NOPG-S)
- learning rate $10^{-2}$ with ADAM optimizer
- $N_{\pi}^{MC}$ (NOPG-S) 15
- $N_{\phi}^{MC}$ 1
- $N_{\mu}^{MC}$ (non applicable) fixed initial state
- policy updates $1.5 \cdot 10^3$

**TABLE 4: NOPG configurations for the Pendulum uniform grid experiment**

### 2.2.2 Pendulum with Random Agent

The following tables show the hyper-parameters used for generating the second plot starting from the left in Figure 9.

**NOPG**
- dataset sizes $10^2, 5 \cdot 10^2, 10^3, 1.5 \cdot 10^3, 2 \cdot 10^3, 3 \cdot 10^3,$ $5 \cdot 10^3, 7 \cdot 10^3, 9 \cdot 10^3, 10^4$
- discount factor $\gamma$ 0.99
- state $\vec{h}_{\text{factor}}$ 1.0 1.0 1.0
- action $\vec{h}_{\text{factor}}$ 25.0
- policy neural network parameterized by $\theta$
  - 1 hidden layer, 50 units, ReLU activations
- policy output $2 \tanh(f_{\theta}(s))$ (NOPG-D)
  - $\mu = 2 \tanh(f_{\theta}(s))$, $\sigma = \text{sigmoid}(g_{\theta}(s))$ (NOPG-S)
- learning rate $10^{-2}$ with ADAM optimizer
| Variables | Values |
|-----------|--------|
| $N_{\text{MC}}$ (NOPG-S) | 10 |
| $N_{\text{MC}}^{\pi_0}$ | 1 |
| $N_{\text{MC}}^{\mu_0}$ | (non applicable) fixed initial state |
| Policy updates | $2 \cdot 10^3$ |

### SAC
- Discount factor $\gamma$: 0.99
- Rollout steps: 500
- Actor: neural network parameterized by $\theta_{\text{actor}}$
  - 1 hidden layer, 50 units, ReLU activations
- Actor output: $2 \tanh(u), u \sim N(\cdot | \mu = f_{\theta_{\text{actor}}}(s), \sigma = g_{\theta_{\text{actor}}}(s))$
- Actor learning rate: $10^{-3}$ with ADAM optimizer
- Critic: neural network parameterized by $\theta_{\text{critic}}$
  - 2 hidden layers, 50 units, ReLU activations
- Critic output: $f_{\theta_{\text{critic}}}(s, a)$
- Critic learning rate: $5 \cdot 10^{-3}$ with ADAM optimizer
- Max replay size: $5 \cdot 10^5$
- Initial replay size: 128
- Batch size: 64
- Soft update: $\tau = 5 \cdot 10^{-3}$
- Policy updates: $2 \cdot 10^3$

### DDPG / TD3
- Discount factor $\gamma$: 0.99
- Rollout steps: 500
- Actor: neural network parameterized by $\theta_{\text{actor}}$
  - 1 hidden layer, 50 units, ReLU activations
- Actor output: $2 \tanh(f_{\theta_{\text{actor}}}(s))$
- Actor learning rate: $10^{-3}$ with ADAM optimizer
- Critic: neural network parameterized by $\theta_{\text{critic}}$
  - 2 hidden layers, 50 units, ReLU activations
- Critic output: $f_{\theta_{\text{critic}}}(s, a)$
- Critic learning rate: $10^{-2}$ with ADAM optimizer
- Max replay size: $5 \cdot 10^5$
- Initial replay size: 128
- Batch size: 64
- Soft update: $\tau = 5 \cdot 10^{-3}$
- Policy updates: $2.5 \cdot 10^5$

### PWIS
- Dataset sizes: $10^2, 5 \cdot 10^2, 10^3, 2 \cdot 10^3, 5 \cdot 10^3, 7.5 \cdot 10^3, 10^4, 1.2 \cdot 10^4, 1.5 \cdot 10^4, 2 \cdot 10^4, 2.5 \cdot 10^4$
- Discount factor $\gamma$: 0.99
- Policy: neural network parameterized by $\theta$
  - 1 hidden layer, 50 units, ReLU activations
- Policy output: $\mu = 2 \tanh(f_{\theta}(s)), \sigma = \text{sigmoid}(g_{\theta}(s))$
- Learning rate: $10^{-2}$ with ADAM optimizer
- Policy updates: $2 \cdot 10^3$

### BEAR
- Dataset sizes: $10^2, 2 \cdot 10^2, 5 \cdot 10^2, 10^3, 2 \cdot 10^3, 5 \cdot 10^3, 10^4, 2 \cdot 10^4, 5 \cdot 10^4, 10^5$
- Discount factor $\gamma$: 0.99
- Policy: neural network parameterized by $\theta$
  - 1 hidden layer, 50 units, ReLU activations
policy output \( \mu = 2 \tanh(f_\theta(s)), \sigma = \text{sigmoid}(g_\theta(s)) \)
learning rate \( 10^{-4} \)
policy updates \( 1 \cdot 10^3 \)

**BRAC-(dual)**

dataset sizes \( 10^2, 2 \cdot 10^2, 5 \cdot 10^2, 10^3, 2 \cdot 10^3, 5 \cdot 10^3, \)
\( 10^4, 2 \cdot 10^4, 5 \cdot 10^4, 10^5 \)
discount factor \( \gamma \) 0.99
policy neural network parameterized by \( \theta \)
1 hidden layer, 50 units, ReLU activations
policy output \( \mu = 2 \tanh(f_\theta(s)), \sigma = \text{sigmoid}(g_\theta(s)) \)
learning rate \( 10^{-3} \) with Adam
policy updates \( 5 \cdot 10^4 \)
batch size \( \leq 256 \)
soft update \( \tau = 5 \cdot 10^{-3} \)

**MOPO**

dataset sizes \( 10^2, 2 \cdot 10^2, 5 \cdot 10^2, 10^3, 2 \cdot 10^3, 5 \cdot 10^3, \)
\( 10^4, 2 \cdot 10^4, 5 \cdot 10^4, 10^5 \)
discount factor \( \gamma \) 0.99
policy neural network parameterized by \( \theta \)
1 hidden layer, 50 units, ReLU activations
policy output \( \mu = 2 \tanh(f_\theta(s)), \sigma = \text{sigmoid}(g_\theta(s)) \)
learning rate \( 3 \cdot 10^{-4} \) with Adam
number of epochs \( 5 \cdot 10^2 \)
batch size \( 256 \)
soft update \( \tau = 5 \cdot 10^{-3} \)
BNN hidden dims \( 64 \)
BNN max epochs \( 100 \)
BNN ensemble size \( 7 \)

**MOReL**

dataset sizes \( 10^2, 2 \cdot 10^2, 5 \cdot 10^2, 10^3, 2 \cdot 10^3, 5 \cdot 10^3, \)
\( 10^4, 2 \cdot 10^4, 5 \cdot 10^4, 10^5 \)
discount factor \( \gamma \) 0.99
policy neural network parameterized by \( \theta \)
1 hidden layer, 50 units, ReLU activations
policy output \( \mu = 2 \tanh(f_\theta(s)), \sigma = \text{sigmoid}(g_\theta(s)) \)
step size \( 0.02 \)
number of iterations \( 1 \cdot 10^3 \)
dynamics hidden dims \( (128, 128) \), ReLU activations
dynamics lr \( 0.001 \)
dynamics batch-size \( 256 \)
dynamics fit-epochs \( 25 \)
dynamics num-models \( 4 \)

**TABLE 5:** Algorithms configurations for the Pendulum random data experiment

### 2.2.3 Cart-pole with Random Agent

The following tables show the hyper-parameters used to generate the third plot in Figure 9.
### NOPG

| Dataset sizes | \(10^2, 2.5 \cdot 10^2, 5 \cdot 10^2, 10^3, 1.5 \cdot 10^3, 2.5 \cdot 10^3, 3 \cdot 10^3, 5 \cdot 10^3, 6 \cdot 10^3, 8 \cdot 10^3, 10^4\) |
|---------------|----------------------------------------------------------------------------------------------------------------------------------|
| Discount factor \(\gamma\) | 0.99 |
| State \(\hat{h}_{\text{factor}}\) | 1.0 1.0 1.0 |
| Action \(\hat{R}_{\text{factor}}\) | 20.0 |
| Policy | neural network parameterized by \(\theta\) |
| Policy output | \(5 \tanh(f_{\theta}(s))(\text{NOGP-D})\) |
| Learning rate | \(\mu = 5 \tanh(f_{\theta}(s)), \sigma = \text{sigmoid}(g_{\theta}(s))(\text{NOGP-S})\) |
| \(N_{\text{MC}}\) (NOGP-S) | 10 |
| \(N_{\phi}\) | 1 |
| \(N_{\mu_{0}}\) | 15 |
| Policy updates | \(2 \cdot 10^3\) |

### SAC

| Discount factor \(\gamma\) | 0.99 |
| Rollout steps | 10000 |
| Actor | neural network parameterized by \(\theta_{\text{actor}}\) |
| Actor output | \(5 \tanh(u), u \sim \mathcal{N}(\mu = f_{\theta_{\text{actor}}}(s), \sigma = g_{\theta_{\text{actor}}}(s))\) |
| Actor learning rate | \(10^{-3}\) with ADAM optimizer |
| Critic | neural network parameterized by \(\theta_{\text{critic}}\) |
| Critic output | \(f_{\theta_{\text{critic}}}(s, a)\) |
| Critic learning rate | \(5 \cdot 10^{-3}\) with ADAM optimizer |
| Max replay size | 5 \cdot 10^5 |
| Initial replay size | 128 |
| Batch size | 64 |
| Soft update | \(\tau = 5 \cdot 10^{-3}\) |
| Policy updates | \(2 \cdot 10^5\) |

### DDPG / TD3

| Discount factor \(\gamma\) | 0.99 |
| Rollout steps | 10000 |
| Actor | neural network parameterized by \(\theta_{\text{actor}}\) |
| Actor output | \(5 \tanh(f_{\theta_{\text{actor}}}(s))\) |
| Actor learning rate | \(10^{-3}\) with ADAM optimizer |
| Critic | neural network parameterized by \(\theta_{\text{critic}}\) |
| Critic output | \(f_{\theta_{\text{critic}}}(s, a)\) |
| Critic learning rate | \(10^{-2}\) with ADAM optimizer |
| Soft update | \(\tau = 10^{-3}\) |
| Policy updates | \(2 \cdot 10^5\) |

### PWIS

| Dataset sizes | \(10^2, 5 \cdot 10^2, 10^3, 2 \cdot 10^3, 3.5 \cdot 10^3, 5 \cdot 10^3, 8 \cdot 10^3, 10^4, 1.5 \cdot 10^4, 2 \cdot 10^4, 2.5 \cdot 10^4\) |
| Discount factor \(\gamma\) | 0.99 |
| Policy | neural network parameterized by \(\theta\) |
| Policy output | \(\mu = 5 \tanh(f_{\theta}(s)), \sigma = \text{sigmoid}(g_{\theta}(s))\) |
| Learning rate | \(10^{-3}\) with ADAM optimizer |
| Dataset | Dataset Sizes | Discount Factor $\gamma$ | Policy | Policy Output | Learning Rate | Number of Epochs | Batch Size | Soft Update |
|---------|--------------|--------------------------|--------|--------------|---------------|------------------|------------|------------|
| BEAR    | $10^2, 2 \cdot 10^2, 5 \cdot 10^2, 10^3, 2 \cdot 10^3, 5 \cdot 10^3$, $10^4, 2 \cdot 10^4, 5 \cdot 10^4, 10^5$ | 0.99 | neural network parameterized by $\theta$ | $\mu = 5 \tanh(f_\theta(s)), \sigma = \text{sigmoid}(g_\theta(s))$ | $10^{-4}$ | 500 | 256 |
| BRAC-(dual) | $10^2, 2 \cdot 10^2, 5 \cdot 10^2, 10^3, 2 \cdot 10^3, 5 \cdot 10^3$, $10^4, 2 \cdot 10^4, 5 \cdot 10^4, 10^5$ | 0.99 | neural network parameterized by $\theta$ | $\mu = 5 \tanh(f_\theta(s)), \sigma = \text{sigmoid}(g_\theta(s))$ | $10^{-3}$ with Adam | 100 | 256 |
| MOPO    | $10^2, 2 \cdot 10^2, 5 \cdot 10^2, 10^3, 2 \cdot 10^3, 5 \cdot 10^3$, $10^4, 2 \cdot 10^4, 5 \cdot 10^4, 10^5$ | 0.99 | neural network parameterized by $\theta$ | $\mu = 2 \tanh(f_\theta(s)), \sigma = \text{sigmoid}(g_\theta(s))$ | $3 \cdot 10^{-4}$ with Adam | 100 | 256 |
| MOREL   | $10^2, 2 \cdot 10^2, 5 \cdot 10^2, 10^3, 2 \cdot 10^3, 5 \cdot 10^3$, $10^4, 2 \cdot 10^4, 5 \cdot 10^4, 10^5$ | 0.99 | neural network parameterized by $\theta$ | $\mu = 2 \tanh(f_\theta(s)), \sigma = \text{sigmoid}(g_\theta(s))$ | 0.02 | 500 | 256 | (128, 128), ReLU activations | 0.001 | 256 | 25 |
### 2.2.4 U-Maze with D4RL

**NOPG**

|                | Configuration                          |
|----------------|----------------------------------------|
| **dataset sizes** | $10^2$, $3.5 \cdot 10^2$, $5 \cdot 10^2$, $6.5 \cdot 10^2$, $8 \cdot 10^2$, $1 \cdot 10^3$ |
| **discount factor $\gamma$** | 0.99                                    |
| **state $\mathcal{h}$ factor** | 2.0                                      |
| **action $\mathcal{h}$ factor** | 5.0                                      |
| **policy**        | neural network parameterized by $\theta$ |
|                  | 2 hidden layers, 64 and 32 units, ReLU activations |
| **policy output** | $5 \tanh(f_{\theta}(s))$ (NOPG-D)      |
|                  | $\mu = 5 \tanh(f_{\theta}(s))$, $\sigma = \text{sigmoid}(g_{\theta}(s))$ (NOPG-S) |
| **learning rate** | $3 \cdot 10^{-4}$ with ADAM optimizer |
| **$N_{\pi}^{MC}$ (NOPG-S)** | 1                                        |
| **$N_{\phi}^{MC}$** | 1                                        |
| **$N_{MC}^{\mu}$** | 50                                       |
| **policy updates** | $5 \cdot 10^3$                          |

**BEAR**

|                | Configuration                          |
|----------------|----------------------------------------|
| **dataset sizes** | $10^2$, $2 \cdot 10^2$, $5 \cdot 10^2$, $10^3$, $2 \cdot 10^3$, $5 \cdot 10^3$, $10^4$, $2 \cdot 10^4$, $5 \cdot 10^4$, $10^5$ |
| **discount factor $\gamma$** | 0.99                                    |
| **policy**        | neural network parameterized by $\theta$ |
|                  | 2 hidden layer, 64 and 32 units, ReLU activations |
| **policy output** | $\mu = 5 \tanh(f_{\theta}(s))$, $\sigma = \text{sigmoid}(g_{\theta}(s))$ |
| **learning rate** | $10^{-4}$                               |
| **policy updates** | $10^3$                                  |

**BRAC-(dual)**

|                | Configuration                          |
|----------------|----------------------------------------|
| **dataset sizes** | $10^2$, $2 \cdot 10^2$, $5 \cdot 10^2$, $10^3$, $2 \cdot 10^3$, $5 \cdot 10^3$, $10^4$, $2 \cdot 10^4$, $5 \cdot 10^4$, $10^5$ |
| **discount factor $\gamma$** | 0.99                                    |
| **policy**        | neural network parameterized by $\theta$ |
|                  | 2 hidden layer, 64 and 32 units, ReLU activations |
| **policy output** | $\mu = 5 \tanh(f_{\theta}(s))$, $\sigma = \text{sigmoid}(g_{\theta}(s))$ |
| **learning rate** | $10^{-3}$ with Adam                      |
| **policy updates** | $5 \cdot 10^4$                          |
| **batch size**    | $\leq 256$                              |
| **soft update**   | $\tau = 5 \cdot 10^{-3}$               |

**MOPO**

|                | Configuration                          |
|----------------|----------------------------------------|
| **dataset sizes** | $10^2$, $2 \cdot 10^2$, $5 \cdot 10^2$, $10^3$, $2 \cdot 10^3$, $5 \cdot 10^3$, $10^4$, $2 \cdot 10^4$, $5 \cdot 10^4$, $10^5$ |
| **discount factor $\gamma$** | 0.99                                    |
| **policy**        | neural network parameterized by $\theta$ |
|                  | 2 hidden layer, 64 and 32 units, ReLU activations |
| **policy output** | $\mu = 5 \tanh(f_{\theta}(s))$, $\sigma = \text{sigmoid}(g_{\theta}(s))$ |
| **learning rate** | $3 \cdot 10^{-4}$ with Adam             |
| **number of epochs** | $5 \cdot 10^2$                          |
| **batch size**    | 256                                     |
| **soft update**   | $\tau = 5 \cdot 10^{-3}$               |
| **BNN hidden dims** | 64                                      |

TABLE 6: Algorithms configurations for the CartPole random data experiment.
BNN max epochs 100  
BNN ensemble size 7  

| MOReL        |          |
|--------------|----------|
| dataset sizes | $10^4, 2 \cdot 10^4, 5 \cdot 10^4, 10^4, 2 \cdot 10^3, 5 \cdot 10^3,$ $10^4, 2 \cdot 10^4, 5 \cdot 10^4, 10^5$ |
| discount factor $\gamma$ | 0.99 |
| policy | neural network parameterized by $\theta$
|          | (64, 32), ReLU activations |
| policy output | $\mu = 5 \tanh(f_{\theta}(s)), \sigma = \text{sigmoid}(g_{\theta}(s))$ |
| step size | 0.005 |
| number of iterations | 500 |
| dynamics hidden dims | (32, 32), ReLU activations |
| dynamics lr | 0.001 |
| dynamics batch-size | 256 |
| dynamics fit-epochs | 25 |
| dynamics num-models | 4 |

TABLE 7: Algorithms configurations for the CartPole random data experiment.

### 2.2.5 Hopper with D4RL

| NOPG       |          |
|------------|----------|
| dataset     | hopper-expert-v2 |
| dataset sizes | $3 \cdot 10^3, 5 \cdot 10^3, 1 \cdot 10^4$ |
| discount factor $\gamma$ | 0.99 |
| state $\bar{h}_{\text{factor}}$ | 4.0 |
| action $\bar{h}_{\text{factor}}$ | 10.0 |
| policy | neural network parameterized by $\theta$
|          | 2 hidden layers, 256 and 256 units, ReLU activations |
| policy output | $\mu = \tanh(f_{\theta}(s)), \sigma = \text{sigmoid}(g_{\theta}(s))$ (NOGP-D) |
| learning rate | $3 \cdot 10^{-4}$ with ADAM optimizer |
| $N_{MC}^{\pi}$ (NOGP-S) | 1 |
| $N_{\phi}^{\pi}$ | 1 |
| $N_{MC}^{\phi}$ | 500 |
| policy updates | $5 \cdot 10^3$ |

### 2.2.6 Mountain Car with Human Demonstrator

The dataset (10 trajectories) for the experiment in Figure 11 has been generated by a human demonstrator, and is available in the source code provided.

| NOPG       |          |
|------------|----------|
| discount factor $\gamma$ | 0.99 |
| state $\bar{h}_{\text{factor}}$ | 1.0 1.0 |
| action $\bar{h}_{\text{factor}}$ | 50.0 |
| policy | neural network parameterized by $\hat{\theta}$
|          | 1 hidden layer, 50 units, ReLU activations |
| policy output | $\mu = \tanh(f_{\hat{\theta}}(s)), \sigma = \text{sigmoid}(g_{\hat{\theta}}(s))$ (NOGP-D) |
| learning rate | $10^{-2}$ with ADAM optimizer |
2.3 Computational and Memory Complexity

Here we detail the computational and memory complexity of NOPG. We denote $N_{\mu_0}^{MC}$ Monte-Carlo samples for expectations under the initial state distribution, $N_{\pi}^{MC}$ samples for expectations under the stochastic policy (for deterministic it is 1), and $N_{\phi}^{MC}$ samples for the expectations of each entry of $P_\pi^T$. We keep the main constants throughout the analysis and drop constant factors, e.g., for the normalization of a matrix row, which involves summing up and diving each element of the row.

- Constructing the vector $\varepsilon_{\pi,0}$ takes $O\left(N_{\mu_0}^{MC} N_{\pi}^{MC} n \right)$ time. Storing $\varepsilon_{\pi,0}$ occupies $O\left(N_{\mu_0}^{MC} N_{\pi}^{MC} n\right)$ memory.
- We compute $P_\pi^T$ row by row by sparsifying each row selecting the largest $k$ elements, amounting to a complexity of $O\left(N_{\phi}^{MC} N_{\pi}^{MC} n^2 \log k \right)$, with $k \ll n$, since the cost of processing one row is $O\left(N_{\phi}^{MC} N_{\pi}^{MC} n \log k \right)$, e.g., with a Max-Heap, and there are $n$ rows. Storing $\hat{P}_\pi^T$ needs $O\left(N_{\phi}^{MC} N_{\pi}^{MC} nk\right)$ memory.
- We solve the linear system of equations $r = \Lambda_\pi q_\pi$ and $\varepsilon_{\pi,0} = \Lambda_\pi^T \mu_\pi$ for $q_\pi$ and $\mu_\pi$ using the conjugate gradient method. Both computations take $O\left(\sqrt{\delta}(k+1)n\right)$, where $\delta$ is the condition number of $\Lambda_\pi$ after sparsification, and $(k+1)n$ the number of nonzero elements. The plus one comes from the computation of $\Lambda_\pi$, since subtracting $\hat{P}_\pi^T$ from the identity matrix leads to an increase of $n$ nonzero elements. The conjugate gradient method is specially advantageous when using sparse matrices. As a side note, computing the condition number $\delta$ is computationally intensive, but there exist methods to compute an upper bound.
- In computing the surrogate loss for the gradient computation, the cost of the vector-vector multiplication $\frac{\partial}{\partial \varepsilon_{\pi,0}} q_\pi$ is $O\left(N_{\mu_0}^{MC} N_{\pi}^{MC} n\right)$, and the vector-(sparse) matrix-vector multiplication $\mu_\pi^T \frac{\partial}{\partial \varepsilon_{\pi,0}} P_\pi^T q_\pi$ is $O\left(N_{\phi}^{MC} N_{\pi}^{MC} n^2 k\right)$, thus totaling $O\left(N_{\mu_0}^{MC} N_{\pi}^{MC} n + N_{\phi}^{MC} N_{\pi}^{MC} n^2 k\right)$. Assuming the number of policy parameters $M$ to be much lower than the number of samples, $M \ll n$, we ignore the gradient computation, since even when using finite differences, we would have $O(M) \ll O(n)$.

Even thought the Monte-Carlo sample terms are fixed constants, and usually set to 1, we left these terms to emphasize that the policy parameters are inside each entry of $\varepsilon_{\pi,0}$ and $P_\pi^T$, and thus we need to keep these terms until we compute the gradient with automatic differentiation. Since modern frameworks for gradient computation, such as Tensorflow or PyTorch, build a (static or dynamic) computational graph to backpropagate gradients, we cannot simply ignore these constants in terms of time and memory complexity. The only exception is when computing $q_\pi$ and $\mu_\pi$ with the conjugate gradient. Since we do not need to backpropagate through this matrix, here we drop the Monte-Carlo terms because $\Lambda_\pi$ is evaluated at the current policy parameters, leading to a matrix represented by $n \times k$ elements.

Taking all costs into account, we conclude that the computational complexity of NOPG per policy update is

$$
\underbrace{O\left(N_{\mu_0}^{MC} N_{\pi}^{MC} n\right)}_{\varepsilon_{\pi,0}} + \underbrace{O\left(N_{\phi}^{MC} N_{\pi}^{MC} n^2 \log k\right)}_{\hat{P}_\pi^T} + \underbrace{O\left(\sqrt{\delta}(k+1)n\right)}_{\text{conj. grad } q_\pi, \mu_\pi} \\
= O\left(N_{\mu_0}^{MC} N_{\pi}^{MC} n\right) + O\left(N_{\phi}^{MC} N_{\pi}^{MC} n^2 k\right) + O\left(\sqrt{\delta}(k+1)n\right).
$$

The memory complexity is

$$
\underbrace{O\left(N_{\mu_0}^{MC} N_{\pi}^{MC} n\right)}_{\varepsilon_{\pi,0}} + \underbrace{O\left(N_{\phi}^{MC} N_{\pi}^{MC} nk\right)}_{\hat{P}_\pi^T} + \underbrace{O\left(n\right)}_{q_\pi, \mu_\pi} = O\left(n\right).
$$

The quantities in “underbrace” indicate the source of the complexities as described in the previous paragraphs. Hence, after dropping task-specific constants, the algorithm to implement NOPG has close to quadratic computational complexity and linear memory complexity with respect to the number of samples $n$, per policy update.

| $N_{\mu_0}^{MC}$ (NOPG-S) | 15 |
| $N_{\phi}^{MC}$ | 1 |
| $N_{\pi}^{MC}$ | 15 |
| policy updates | $1.5 \cdot 10^3$ |

TABLE 9: NOPG configurations for the MountainCar experiment.