FINITE-TIME STABILITY OF IMPULSIVE DIFFERENTIAL INCLUSION: APPLICATIONS TO DISCONTINUOUS IMPULSIVE NEURAL NETWORKS

Zengyun Wang a,b,c, Jinde Cao b,c,∗, Zuowei Cai d, and Lihong Huang e

a Department of Mathematics
Hunan First Normal University, Changsha, Hunan 410205, China

b School of Mathematics, Southeast University, Nanjing, Jiangsu 210096, China

c Jiangsu Provincial Key Laboratory of Networked Collective Intelligence
Southeast University, Nanjing, Jiangsu 210096, China

d Department of Information Technology, Hunan Women’s University
Changsha, Hunan 410002, China

e School of Mathematics and Statistics, Changsha University of Science and Technology
Changsha, Hunan 410114, China

(Communicated by Xiaoying Han)

Abstract. In this article, we present several results on Finite-Time Stability (FTS) of impulsive differential inclusion. In order to investigate the FTS problem, a new concept of Finite-Time Stable Function Pair (FTSFP) is proposed. By virtue of average impulsive interval and FTSFP, two unified criteria on FTS of impulsive differential inclusion are obtained, which are effective for both the destabilizing impulses and the stabilizing impulses. In addition, the settling-time depends not only on the initial value, but also on the information of impulsive sequence. As an extension, a delay-independent FTS result of impulsive delayed differential inclusion is presented. Finally, the obtained results are applied to study the FTS of discontinuous impulsive neural networks.

1. Introduction. Differential equations (DE) possessing discontinuous effects arise in various areas of mechanical engineering, biology and economics [24, 31, 32, 37]. Taking interconnected perturbed double-integrators system with bang-bang control strategy as an example, the designed controllers varying between the minimum and maximum input values will lead to discontinuous change of the state’s derivative [37]. Due to the discontinuity, the traditional solution may not exist for discontinuous DE. Fortunately, Filippov put forward a framework named Differential Inclusion (DI), which is effective to deal with discontinuous differential equations [12]. In fact, by using Filippov regularization method, the investigation on the dynamics of discontinuous DE is transformed into the analysis on the dynamical behavior of...
its corresponding DI [3, 13, 14, 20, 26]. During the past several decades, there have been some results on analysis of DI. In 1984, Aubin and Cellina developed DI to deal with differential equation possessing discontinuity in right-side [6]. Later, Haddad presented some results on viable trajectories and topological properties of delayed differential inclusions (DDI) in [16, 17]. In 1999, Hu and Papageorgiou investigated the periodicity of non-convex DI [19]. Subsequently, Qin et al. studied the periodic solution of nonlinear DI with multi-valued perturbations [36]. Recently, some results on dynamics of DI or DDI have been obtained [2, 10, 25]. However, there is still not much work concerning on dynamical behaviors of impulsive DI or DDI.

The dynamics of many evolving processes are subject to sudden changes such as shocks, harvesting and natural disasters. Impulses are often encountered in real applications such as biological systems, power supplying systems, and financial market models [8, 21, 38, 41]. Impulsive system, which belongs to a class of hybrid system, exhibits discrete state jumps during the continuous dynamic evolution process [4, 7]. In the past decade, some unified criteria on the dynamics of nonlinear impulsive systems have been obtained by using average impulsive interval, which are effective for both destabilizing impulses and stabilizing impulses [33, 40]. In [9], the authors studied the FTS of hybrid systems involving both switching and impulsive effect. Furthermore, the FTS of closed set of hybrid systems possessing impulse was extensively studied in [23]. Recently, many models of actual processes and phenomena have been described by DI, in which the disturbance take the form of impulses [1, 11, 39]. In [1], the authors studied the existence and controllability of impulsive functional differential inclusion. Later, the periodicity of impulsive DI was obtained in [11]. However, as far as we know, almost no results on FTS of impulsive DI has been considered yet.

As a special case of stability, FTS has wide applications in the field of physics and aeronautics. For example, in a coupled-oscillator system, these oscillators are sometimes required to be stabilized to a fixed position in a finite time [15]. As it was pointed out in [28], FTS means the system state trajectory reaching a desirable target in a finite time, which depends on the initial value. In [28], the author discussed the FTS problem of differential inclusion systems. Subsequently, Moulay et al. established FTS criteria for a non-Lipschitz continuous system with or without time delay [29, 30]. Polyakov et al. studied finite/fixed-time stabilization of nonlinear system [34, 35]. The authors presented sufficient and necessary conditions for ensuring FTS of the linear impulsive system [4, 5]. Recently, Li et al. studied the FTS of nonlinear impulsive systems and investigated the influence of pulse on settling time [22]. However, these results were obtained by the traditional Lyapunov function method, in which the constructed Lyapunov function is required to possess negative-definite derivative and exist time-derivative everywhere. This means that the application range of the traditional Lyapunov function method is greatly limited. Thus, it is interesting to improve the Lyapunov function method, in which the derivative of the Lyapunov function can be estimated by time-varying coefficients and fails to exist at some instants. Therefore, how to study the FTS of impulsive DI by an improved Lyapunov function method is an crucial question to be addressed.

Section 2 presents some necessary definitions and lemmas and Section 3 shows the FTS analysis via Lyapunov function method with indefinite derivative. A special extension to impulsive DDI is given in Section 4 and the obtained result is applied to study FTS of discontinuous impulsive neural networks in Section 5. Finally, some concluding words are made in Section 6.
Notations: Denote \( \mathbb{N} = \{1, 2, \cdots\} \), \( \mathbb{R} = (-\infty, +\infty) \), \( \mathbb{R}_+ = [0, +\infty) \) and \( \|x\| = \sqrt{x^T x} \) for any \( x \in \mathbb{R}^n \). Let \( \mathcal{PC}([a, b] : \mathbb{R}^n) \) be the class of piecewise continuous functions defined on \([a, b]\), which are right-continuous and have finite numbers of jumps at most. \( \text{mod}(l, N_0) \) denotes the remainder of \( l \) over \( N_0 \) and \( <a, b> \) shows the inner product of vectors \( a \in \mathbb{R}^n \) and \( b \in \mathbb{R}^n \). For \( \varphi \in \mathcal{PC}([a, b] : \mathbb{R}^n) \), the norm is defined to be \( \|\varphi\|_{[a, b]} = \sup_{a \leq s \leq b} |\varphi(s)| \). For any \( X \subseteq \mathbb{R}^n \), if there exists a nonempty set \( \mathcal{F}(x) \subseteq \mathbb{R}^n \) corresponding to each point \( x \in X \), then \( x \mapsto \mathcal{F}(x) \) is said to be a set-valued map from \( X \) to \( \mathbb{R}^n \). Moreover, the set-valued map \( \mathcal{F} \) is upper semi-continuous at \( x_0 \in X \) if for any open set \( \mathcal{N} \) containing \( \mathcal{F}(x_0) \), there exists a neighborhood \( \mathcal{M} \) of \( x_0 \) satisfying \( \mathcal{F}(\mathcal{M}) \subseteq \mathcal{N} \). Let \( \mathcal{K} \) be the set of continuous strictly increasing function \( \varphi : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) with \( \varphi(0) = 0 \). \( \mathcal{K}_\infty \) means the subset of \( \mathcal{K} \) functions that are unbounded, i.e., \( \lim_{s \rightarrow +\infty} \varphi(s) = +\infty \).

2. Preliminaries. Consider the following nonlinear discontinuous impulsive differential equation (DIDE):

\[
\begin{cases}
\dot{x}(t) = f(t, x(t)), & t \neq t_i, \\
x(t_i) = g(t_i, x(t_i^-)), & t = t_i, \quad l \in \mathbb{N}, \\
x(t_0) = x_0,
\end{cases}
\]

where the state \( x(t) = (x_1(t), x_2(t), \cdots, x_n(t))^T \in \mathbb{R}^n \) is assumed to be right-continuous and has left limits at every \( t \): \( f : \mathbb{R}_+ \times \mathbb{R}^n \rightarrow \mathbb{R}^n \) is Lebesgue measurable and essentially locally bounded. In addition, the nonlinear function \( f(t, x) \) may be discontinuous on variable \( x \). The impulsive function \( g : \mathbb{R}_+ \times \mathbb{R}^n \rightarrow \mathbb{R}^n \) is continuous and \( g(t, x) = 0 \Leftrightarrow x = 0 \). The impulsive sequence \( \{t_l : l \in \mathbb{N}\} \) satisfies \( 0 < t_1 < t_2 < \cdots \) and \( \lim_{l \rightarrow +\infty} t_l = +\infty \).

Remark 1. The dynamics of nonlinear impulsive systems has been extensively studied in [4, 7, 33, 40]. However, the requirement of \( f_i(t, x) \) is continuous or Lipschitz continuous in these articles. In this paper, we relax this requirement, which means that the nonlinear function can be discontinuous. So, the solution of system (1) is adopted in the Filippov sense.

Construct the following Filippov set-valued map \( \mathcal{F} : \mathbb{R}_+ \times \mathbb{R}^n \rightarrow 2^{\mathbb{R}^n} \):

\[
\mathcal{F}(t, x) = \bigcap_{\delta > 0} \bigcap_{\mu(Z) = 0} \text{co}[f(t, x, \delta) \setminus Z],
\]

where \( \bigcap_{\mu(Z) = 0} \) denotes the intersection over all sets of \( Z \) of Lebesgue measure zero and \( B(x, \delta) \) is a ball with center of \( x \) and a radius of \( \delta > 0 \).

Definition 2.1. \( x(t) \) is called a Filippov solution of DIDE (1), if it is absolutely continuous on any subset of \( [t_l, t_{l+1}] \subseteq \mathbb{I} \), \( x(t) \) satisfies the following Impulsive Differential Inclusion (IDI):

\[
\begin{cases}
\dot{x}(t) \in \mathcal{F}(t, x(t)), & \text{a.e. } t \in \mathbb{I} - \{t_1, t_2, \cdots\}, \\
x(t_l) = g(t_l, x(t_l^-)), & t = t_l, \\
x(t_0) = x_0,
\end{cases}
\]

Because of the essential local boundedness of \( f \), the multi-valued map \( \mathcal{F} \) is nonempty and takes compact, convex values and \( \mathcal{F}(t, x(t)) \) is USC [12]. Therefore, for every \( (t_0, x_0) \in \mathbb{R}_+ \times \mathbb{R}^n \), the local solution existence of \( x(t_0, x_0)(t) \) can be guaranteed. According to the solution existence theorem in [7], system (1) has a solution
\(x(t_0, x_0)(t)\) defined on \([t_0, t_1]\) under some appropriate conditions. When \(t = t_1\), the impulse appears, which makes the solution \(x(t_0, x_0)(t)\) jump to \(g(t_1, x(t_1^-))\). By the same procedure, there exists a solution \(x(t_0, x_0)(t)\) defined on \([t_1, t_2]\). By repeating the above analysis, one obtains that for any \(x_0 \in \mathbb{R}^n\), system (1) has a global solution.

**Definition 2.2.** If for any \(t \in \mathbb{R}_+\), \(x^* \in F(t, x^*)\) and \(g(t, x^*) = x^*\), then \(x^*\) is an equilibrium point of DIDE (1) or IDI (3). Moreover, if \(0 \in F(t, 0)\), then \(x = 0\) is a trivial solution of DIDE (1) or IDI (3).

**Definition 2.3.** The trivial solution of DIDE (1) or IDI (3) is said to be finite-time stable, if the following two statements hold:

- Lyapunov stability: For any \(\epsilon > 0\) and \(t_0 \geq 0\), there exists \(\delta = \delta(\epsilon, t_0) > 0\) such that for any \(x_0 \in B(0, \delta)\), \(\|x(t_0, x_0)(t)\| < \epsilon\).

- Finite-time attractivity: There exists a \(T(t_0, x_0, \{t_i\}) > 0\) such that \(x(t_0, x_0)(t) = 0, \forall t \geq T(t_0, x_0, \{t_i\})\). Here \(T(t_0, x_0, \{t_i\})\) is called settling-time.

**Definition 2.4.** The trivial solution of DIDE (1) or IDI (3) is uniformly finite-time stable, if the second statement of Definition 2.3 and the following statement hold:

- Lyapunov uniform stability: For any \(\epsilon > 0\) and every \(t_0 \geq 0\), there exists a \(t_0\)-independent \(\delta = \delta(\epsilon) > 0\) such that for any \(x_0 \in B(0, \delta)\), \(\|x(t_0, x_0)(t)\| < \epsilon\) holds.

In order to further study the FTS of DIDE (1) or IDI (3), we introduce the following definitions of average impulsive interval and finite-time stable function pair.

**Definition 2.5.** [18] \(\Gamma_a\) and \(N_0\) are called the average impulsive interval and the elasticity number of a given impulsive sequence \(\{t_l : l \in \mathbb{N}\}\), if

\[
\frac{t-s}{\Gamma_a} - N_0 \leq N(t, s) \leq \frac{t-s}{\Gamma_a} + N_0 \tag{4}
\]

holds for \(\Gamma_a > 0\) and \(N_0 > 0\), where \(N(t, s)\) means the number of instant \(t_l\) in the semi-open interval \((s, t]\).

**Definition 2.6.** Two integrable functions \(\mu(t)\) and \(\rho(t)\) are said to be a Finite-Time Stable Function Pair (FTSFP) with parameters \(\lambda_1, \theta_1, \lambda_2, \theta_2, \) and \(\alpha\), if there exist \(0 < \alpha < 1, \lambda_1 \geq 0, \theta_1 \geq 0, \lambda_2 > 0, \theta_2 \geq 0\) and \(0 < \alpha < 1\) such that

\[
\int_{t_0}^{t} \mu(s) ds \leq -\lambda_1(t - t_0) + \theta_1 \quad \text{and} \quad \int_{t_0}^{t} \rho(s) G_\alpha(t, s) ds \leq -\lambda_2(t - t_0) + \theta_2 \tag{5}
\]

hold, where \(G_\alpha(t, s) = e^{(1-\alpha) \int_{s}^{t} \mu(\sigma)d\sigma}\) is called the Green’s function. We mark this class of function pair as \((\mu(t), \rho(t)) \in \mathcal{FP}\).

**Remark 2.** Inspired by the definition of uniformly exponentially stable function (UES) proposed in [42], we proposed the definition of FTSFP, which can be used to solve the FTS issue. If we assume \(\rho(t) = 0\), this definition will degenerate into UES with parameter \(\lambda_1\), which is effective to deal with exponential stability problem.

**Remark 3.** As pointed out in [33,42], it is not difficult to verify the former inequality of (5), which means that \(\mu(t)\) is UES with parameter \(\lambda_1\). Moreover, if \(\mu(t) > 0\) (taking \(\mu(t) = \frac{1}{t+1}\) as an example, the first inequality of (5) holds with \(\lambda_1 = 0\) and \(\theta_1 = \frac{\pi}{2}\) and \(\rho(t)\) is also UES with parameter \(\lambda_2 > 0\), then function pair \((\mu(t), \rho(t))\) belongs to \(\mathcal{FP}\).
It is well known that the non-smooth analysis theory is effective to deal with
dynamics of discontinuous systems [32]. As pointed out in [12], we just need to
construct a non-smooth Lyapunov function for a given discontinuous system. If
the generalized derivative of the constructed Lyapunov is negative, then the given
discontinuous system is stable. In the following, we will introduce some basic knowl-
edge on non-smooth analysis.

**Definition 2.7.** Let $V : \mathbb{R}_+ \times \mathbb{R}^n \to \mathbb{R}_+$ be locally Lipschitz continuous (LLC) on
$(t, y) \to (t)$. Let $\Omega$ be a set of points, where
the derivative of $V(t, x)$ does not exist, then the Clark generalized gradient of $V$ at
$(t, x)$ is defined as
\[
\partial V(t, x) = \overline{\lim}_{k \to \infty} \nabla V(t_k, x_k) : (t_k, x_k) \to (t, x), (t_k, x_k) \notin \mathbb{Z} \bigcup \Omega,
\]
where $\mathbb{Z}$ denotes a set with $\mu(\mathbb{Z}) = 0$.

**Lemma 2.8.** [32] Suppose $V(t, x) : \mathbb{R}_+ \times \mathbb{R}^n \to \mathbb{R}_+$ is $C$-regular and $x(t)$ is
absolutely continuous, then $V(t, x)$ is differentiable for a.a. $t \in \mathbb{R}_+$ and
\[
\dot{V}(t, x) = \langle \dot{\zeta}(t, x), (1, (x)^T) \rangle
\]
where $\forall \zeta(t, x) \in \partial V(t, x)$.

3. **Finite-time stability analysis.** Here, we present the FTS criteria of DIDE
(1) via Filippov framework. Note that we can study the stability of $x^*$ of DIDE
(1) through studying the stability of $x = 0$ of the corresponding IDI (3) by a transformation. This section always assumes the following condition holds

- For any $t \in \mathbb{R}_+, 0 \in F(t, 0)$ and $g(t, x) = 0 \iff x = 0$.

**Theorem 3.1.** Suppose the impulsive sequence $\{t_l : l \in \mathbb{N}\}$ possesses an average
impulsive interval $\Gamma_a$ and an elasticity number $N_0$. If there exist $\kappa_1 \in K_b$ and a locally
Lipschitz continuous $C$-regular function $V : \mathbb{R}_+ \times \mathbb{R}^n \to \mathbb{R}_+$ with $V(t, 0) = 0$ for
every $t \in \mathbb{R}_+$, one indefinite integral function $\mu(\cdot)$ and one negative integral function
$\rho(\cdot)$ such that

$$(H_1)$$
\[
\kappa_1(||x||) \leq V(t, x(t)), \ \forall (t, x(t)) \in \mathbb{R}_+ \times \mathbb{R}^n.
\]

$(H_2)$ the derivative of $V(t, x(t))$ along the trajectories of system (3) satisfies
\[
\dot{V}(t, x(t)) \leq \mu(t)V(t, x(t)) + \rho(t)V^\alpha(t, x(t))
\]
for a.e. $t \in [t_l, t_{l+1})$, where $0 < \alpha < 1$.

$(H_3)$ when $t = t_l,$
\[
V(t_l, g(t_l, x(t_l)))) \leq \eta \frac{1}{\alpha} V(t_l^-, x(t_l^-))
\]
holds for $\eta > 0$.

$(H_4)$ $\mu(\cdot)$ and $\rho(\cdot)$ belong to FTSFP with parameters $\lambda_1, \theta_1, \lambda_2, \theta_2$ and $\alpha,$ where
$\mu_\alpha(t) = \mu(t) + \frac{\ln(t)}{(1-\alpha)\lambda_\alpha},$ then the trivial solution of IDI (3) is finite-time stable.
Moreover, the settling time $T(t_0, x_0)$ is estimated by
\[
T(t_0, x_0) = t_0 + \frac{\frac{V(t_0^1)}{V(t_0^1)} e^{(1-\alpha)\theta_1 - N_0 \ln \eta} + (1-\alpha)\theta_2 e^{N_0 \ln \eta}}{(1-\alpha)\lambda_2 e^{N_0 \ln \eta}}
\]
when $0 < \eta < 1$ and
\[
T(t_0, x_0) = t_0 + \frac{V_0^{1-\alpha} e^{(1-\alpha)\theta_1 + N_0 \ln \eta} + (1 - \alpha) \theta_2 e^{-N_0 \ln \eta}}{(1-\alpha) \lambda_2 e^{-N_0 \ln \eta}}
\]
when $\eta \geq 1$, where $V_0 = V(0)$.

**Proof.** For any given initial value $(t_0, x_0)$, we denote the solution of IDI (3) by $x(t_0, x_0)(\cdot)$. Multiplying both sides of (7) by $V^{-\alpha}(t, x(t))$, one has
\[
V^{-\alpha}(t, x(t)) \dot{V}(t, x(t)) \leq \mu(t) V^{1-\alpha}(t, x(t)) + \rho(t)
\]
for a.e. $t \in [t_0, +\infty)$ and $t \neq t_i$. From the statement of condition ($H_3$), we have
\[
V^{1-\alpha}(t_1, g(t_1, x(t_1^-))) \leq \eta V^{1-\alpha}(t_1^-, x(t_1^-))
\]
for $t = t_1$.

Define $W(t) = V^{1-\alpha}(t, x(t))$ and $W(0) = V^{1-\alpha}(0) \triangleq W_0$. According to (9), (10) and $0 < \alpha < 1$, one obtains
\[
W(t) \leq (1 - \alpha) \mu(t) W(t) + (1 - \alpha) \rho(t), \quad t \neq t_i
\]
and
\[
W(t_i) \leq \eta W(t_i^-), \quad t = t_i.
\]
For all $t \in [t_0, t_1)$, based on (11), we obtain
\[
W(t) e^{-\int_{t_0}^t \mu(s) ds} \leq W_0 + (1 - \alpha) \int_{t_0}^t \mu(s) e^{-\alpha \int_{t}^s \mu(\sigma) d\sigma} ds,
\]
which leads to
\[
W(t) \leq W_0 e^{\int_{t_0}^t \mu(s) ds} + (1 - \alpha) \int_{t_0}^t \mu(s) e^{\alpha \int_{t}^s \mu(\sigma) d\sigma} ds.
\]
Because of the continuity of $W(t)$, one has
\[
W(t^-) \leq W_0 e^{\int_{t_0}^t \mu(s) ds} + (1 - \alpha) \int_{t_0}^t \mu(s) e^{\alpha \int_{t}^s \mu(\sigma) d\sigma} ds.
\]
When $t = t_1$, according to (12), one has
\[
W(t_1) \leq \eta W(t^-_1) \leq \eta W_0 e^{\int_{t_0}^t \mu(s) ds} + (1 - \alpha) \int_{t_0}^{t_1} \eta \mu(s) e^{\alpha \int_{t}^s \mu(\sigma) d\sigma} ds.
\]
For all $t \in [t_1, t_2)$, by using the same method as that used in (13) and (14), one gets
\[
W(t) \leq W(t_1) e^{\int_{t_1}^t \mu(s) ds} + (1 - \alpha) \int_{t_1}^t \rho(s) e^{\alpha \int_{t}^s \mu(\sigma) d\sigma} ds.
\]
Due to the continuity of $W(t)$ and formula (16), (17), it follows that
\[
W(t) \leq \eta W_0 e^{\int_{t_0}^t \mu(s) ds} + (1 - \alpha) \int_{t_0}^t \eta \mu(s) e^{\alpha \int_{t}^s \mu(\sigma) d\sigma} ds + (1 - \alpha) \int_{t}^t \rho(s) e^{\alpha \int_{t}^s \mu(\sigma) d\sigma} ds.
\]
When $t = t_2$, according to (12) and (18), one has
\[
W(t_2) \leq \eta^2 W_0 e^{\int_{t_0}^t \mu(s) ds} + (1 - \alpha) \int_{t_0}^{t_1} \eta^2 \mu(s) e^{\alpha \int_{t}^s \mu(\sigma) d\sigma} ds + (1 - \alpha) \int_{t_1}^{t_2} \eta \mu(s) e^{\alpha \int_{t}^s \mu(\sigma) d\sigma} ds.
\]
By the method of mathematical induction, one derives
\[ W(t) \leq \eta^k W_0 e^{(1-\alpha) \int_0^t \mu(s)ds} + (1 - \alpha) \int_{t_0}^t \eta^k \rho(s) e^{(1-\alpha) \int_0^t \mu(s)ds} ds \]
\[ + (1 - \alpha) \sum_{j=1}^{k-1} \int_{t_j}^{t_{j+1}} \eta^{j-2} \rho(s) e^{(1-\alpha) \int_0^t \mu(s)ds} ds + (1 - \alpha) \int_{t_k}^t \rho(s) e^{(1-\alpha) \int_0^t \mu(s)ds} ds \]
holds for \( t \in [t_k, t_{k+1}) \) and \( k = 2, 3, \ldots \). Therefore, one obtains that
\[ W(t) \leq W_0 \Phi(t, t_0) + (1 - \alpha) \int_{t_0}^t \rho(s) \Phi(t, s) ds, \quad (20) \]
where \( \Phi(t, s) = \eta^N(t,s) e^{(1-\alpha) \int_0^t \mu(s)ds} \).

For further studying finite-time stability of IDI (3), we will consider the following two cases.

**Case I:** When \( 0 < \eta < 1 \), we will prove that the trivial solution is Lyapunov stable first.

Because of the negativity of \( \rho(t) \), one obtains that
\[ W(t) \leq W_0 \Phi(t, t_0) \leq W_0 \eta^N(t,t_0) e^{(1-\alpha) \int_0^t \mu(s)ds}. \quad (21) \]

According to the definition of average impulsive interval and formula (21), one derives that
\[ W(t) \leq W_0 \eta^{\frac{t_1}{t_0} - N_0 e^{(1-\alpha) \int_0^t \mu(s)ds}} = W_0 \eta^{N_0 e^{(1-\alpha) \int_0^t \mu(s)ds + \frac{\ln \eta}{\alpha \ln N_\alpha}} \sigma} \]
\[ \leq W_0 \eta^{N_0 e^{(1-\alpha) \theta_1}} \]
holds for \( t \in [t_0, +\infty) \), where \( L = \theta_1 - \frac{N_0 \ln \eta}{1-\alpha} \). Since \( W(t) = V^{1-\alpha}(t, x(t)) \), one gets
\[ V(t, x(t)) \leq e^L V(t_0, x_0). \quad (23) \]
Because of the continuity of \( V(t_0, x_0) \) at \( (t_0, 0) \) and \( V(t_0, 0) = 0 \), for all \( \varepsilon > 0 \) and \( t_0 \geq 0 \), there exists a \( \delta = \delta(\varepsilon, t_0) > 0 \) such that for all \( x_0 \in B(0, \delta) \)
\[ V(t_0, x_0) \leq \frac{\kappa_1(\varepsilon)}{e^L} \]
holds. Under the assumption \((H_1)\), it follows from (23) and (24) that
\[ \|x(t)\| \leq \kappa_1^{-1}(V(t, x)) \leq \kappa_1^{-1}(e^L V(t_0, x_0)) \leq \kappa_1^{-1}(e^L \frac{\kappa_1(\varepsilon)}{e^L}) = \varepsilon. \quad (25) \]
Based on the first statement of Definition 2.3, we have proved the Lyapunov stability of the trivial solution of IDI (3).

Next, we will show that the trivial solution of IDI (3) is finite-time attractive.

According to \((H_4)\) and Definition 2.5, from definition \( \Phi(t, t_0) \), one obtains
\[ \Phi(t, t_0) = \eta^N(t,t_0) e^{(1-\alpha) \int_0^t \mu(s)ds} \leq \eta^{N_0 e^{(1-\alpha) \int_0^t \mu(s)ds}} \leq e^{(1-\alpha) \theta_1 - N_0 \ln \eta}. \quad (26) \]
Since \( \rho(t) < 0 \), according to Condition \((H_4)\) and Definition 2.6, one gets
\[ \int_{t_0}^t \rho(s) \Phi(t, s) ds \leq \int_{t_0}^t \rho(s) \eta^N(t,s) e^{(1-\alpha) \int_0^t \mu(s)ds} ds \]
\[ \leq \int_{t_0}^t \rho(s) \eta^{\frac{t_1}{t_0} - N_0 e^{(1-\alpha) \int_0^t \mu(s)ds}} ds \]
\[ \leq \eta N_0 \int_{t_0}^t \rho(s) e^{(1-\alpha) \int_0^t \mu(s)ds + \frac{\ln \eta}{\alpha \ln N_\alpha}} ds \leq e^{N_0 \ln \eta} (-\lambda_2 (t - t_0) + \theta_2). \]
Therefore, one obtains
\[ W(t) \leq W_0 e^{(1-\alpha) \theta_1 - N_0 \ln \eta} + (1 - \alpha) e^{N_0 \ln \eta} (-\lambda_2 (t - t_0) + \theta_2), \quad (27) \]
which implies that $W(t) \equiv 0$ for all $t \geq t_0 + \frac{W_0 e^\left(1 - \alpha\right) \theta_1 - N_0 l_{\text{in} \eta} + (1 - \alpha) \theta_2 e^{-N_0 l_{\text{in} \eta}}}{\lambda_2 (1 - \alpha) e^{-N_0 l_{\text{in} \eta}}}$. Since $W(t) = V(t,x)$ and the positivity of $V(t,x)$, it implies that $V(t,x) \equiv 0$ for all $t \geq t_0 + \frac{W_0 e^\left(1 - \alpha\right) \theta_1 - N_0 l_{\text{in} \eta} + (1 - \alpha) \theta_2 e^{-N_0 l_{\text{in} \eta}}}{\lambda_2 (1 - \alpha) e^{-N_0 l_{\text{in} \eta}}}.$

**Case II:** When $\eta \geq 1$, one obtains

$$W(t) \leq W_0 \eta \int_{t_0}^{t} (1 - \alpha) \mu(\sigma) d\sigma \leq W_0 e^\left(1 - \alpha\right) L (28)$$

holds for $t \in [t_0, +\infty)$, where $L = \theta_1 + \frac{N_0 l_{\text{in} \eta}}{1 - \alpha}$. Using the same method as in the Case I, we can obtain the Lyapunov stability of the trivial solution of IDI (3).

Next, we will prove the finite-time attractiveness of the trivial solution of IDI (3) briefly.

According to ($H_4$) and Definition 2.5, we get

$$\Phi(t, t_0) \leq \eta \int_{t_0}^{t} (1 - \alpha) \mu(\sigma) d\sigma \leq e^\left(1 - \alpha\right) \eta_0 (29)$$

Since $\rho(t) < 0$, according to Condition ($H_4$) and Definition 2.6, one gets

$$\int_{t_0}^{t} \rho(s) \Phi(t, s) ds \leq \eta \int_{t_0}^{t} \rho(s) (1 - \alpha) \mu(\sigma) d\sigma ds \leq e^{-\lambda_2 (t - t_0) + \theta_2} (30)$$

In conclusion, one has

$$W(t) \leq W_0 e^\left(1 - \alpha\right) \theta_1 + N_0 l_{\text{in} \eta} + (1 - \alpha) e^{-N_0 l_{\text{in} \eta}} (-\lambda_2 (t - t_0) + \theta_2) \leq e^{-N_0 l_{\text{in} \eta}} (-\lambda_2 (t - t_0) + \theta_2)$$

which implies that $W(t) \equiv 0$ for all $t \geq t_0 + \frac{W_0 e^\left(1 - \alpha\right) \theta_1 + N_0 l_{\text{in} \eta} + (1 - \alpha) \theta_2 e^{-N_0 l_{\text{in} \eta}}}{\lambda_2 (1 - \alpha) e^{-N_0 l_{\text{in} \eta}}}.$ Since $W(t) = V(t,x)$ and the positivity of $V(t,x)$, it implies that $V(t,x) \equiv 0$ for all $t \geq t_0 + \frac{W_0 e^\left(1 - \alpha\right) \theta_1 + N_0 l_{\text{in} \eta} + (1 - \alpha) \theta_2 e^{-N_0 l_{\text{in} \eta}}}{\lambda_2 (1 - \alpha) e^{-N_0 l_{\text{in} \eta}}}.$

**Remark 4.** As far as we know, there are few results on FTS involving differential inclusion and Lyapunov-like function. Moreover, the Lyapunov function in the reported articles such as [18, 22, 40] is required to be differentiable, even its derivative is required to be non-positive definite. In contrast, Theorem 3.1 relaxes the condition that the derivative (if it exists) of the Lyapunov-like function is allowed to be indefinite for a.e. $t$ because of the indefiniteness of integral function $\mu(t)$ in ($H_2$). Thus, this result is more general.

**Remark 5.** In [22], the authors studied the FTS of nonlinear impulsive systems. However, the conditions require that $\dot{V}(x(t)) \leq -\alpha V^\eta(x(t))$, which means that the continuous dynamics of nonlinear impulsive systems are stable. In this theorem, we relaxed this assumption. Obviously, the system (1) without impulses may be unstable due to the indefiniteness of the derivative of Lyapunov function (7).

**Remark 6.** In this theorem, we can get the following two statements from condition ($H_4$). First, if the impulsive gain parameters $\eta$ is bigger than 1, condition ($H_4$) implies that $\Gamma_{\text{a}}$ should not be too small. Second, if the impulsive gain parameters $\eta$ is smaller than 1, condition ($H_4$) shows that the average impulsive interval of stabilizing impulse should not be too large. Therefore, we provide a unified FTS criterion on impulsive systems with either destabilizing impulse or stabilizing impulse with the help of average impulsive interval and FTSFP.
Remark 7. In [22], the authors presented an excellent result on FTS of nonlinear impulsive system. The authors also pointed out that it is not easy to discuss the FTS for nonlinear impulsive systems with destabilizing flow and stabilizing jump. In this theorem, a FTS result of nonlinear impulsive systems with destabilizing flow is obtained. In other words, this means that the FTS could be achieved by an impulse control strategy. Factually, FTS is realized under the joint action of stabilizing impulsive jump and function parameters $\rho(t)$.

**Theorem 3.2.** Assume that the impulsive sequence $\{t_i: i \in \mathbb{N}\}$ possesses an average impulsive interval $\Gamma_n$ and elasticity number $N_0$. If there exist $\kappa_1, \kappa_2 \in \mathcal{K}_\infty$ and a locally Lipschitz continuous $C$-regular function $V: \mathbb{R}_+ \times \mathbb{R}^n \rightarrow \mathbb{R}_+$ with $V(t,0) = 0$ for every $t \in \mathbb{R}_+$, one indefinite integral function $\mu(t)$ and one negative integral function $\rho(t)$ such that

\[
(\mathcal{H}_1) \quad \kappa_1(||x||) \leq V(t,x(t)) \leq \kappa_2(||x||), \quad \forall (t,x(t)) \in \mathbb{R}_+ \times \mathbb{R}^n. \tag{32}
\]

$\mathcal{H}_2$ the derivative of $V(t,x(t))$ along the trajectories of system (3) satisfies

\[
\dot{V}(t,x(t)) \leq \mu(t)V(t,x(t)) + \rho(t)V^\alpha(t,x(t)) \tag{33}
\]

for a.e. $t \in [t_i, t_{i+1})$, where $0 < \alpha < 1$.

$\mathcal{H}_3$ when $t = t_i$,

\[
V(t_i, g(t_i,x(t_i))) \leq \eta \frac{1}{1-\alpha} V(t_i^- - x(t_i^-)) \tag{34}
\]

holds for $\eta > 0$.

$\mathcal{H}_4$ $\mu_\alpha(t)$ and $\rho(t)$ belong to FTSFP with parameters $\lambda_1, \theta_1, \lambda_2, \theta_2$ and $\alpha$, where $\mu_\alpha(t) = \mu(t) + \frac{\ln}{(1-\alpha)1/\alpha}$, then the trivial solution of IDI (3) is finite-time uniformly stable.

**Proof.** Based on Theorem 3.1, we obtain that the trivial solution to IDI (3) is finite-time attractive. According to Definition 2.4, we just need to prove the Lyapunov uniform stability of the trivial solution. From $\mathcal{H}_1$, we have

\[
V(t_0,x_0) \leq \kappa_2(||x_0||). \tag{35}
\]

Based on (23), one has

\[
V(t,x(t)) \leq e^t \kappa_2(||x_0||), \tag{36}
\]

which implies that

\[
||x(t)|| \leq \kappa_1^{-1}(V(t,x(t))) \leq \kappa_1^{-1}(e^t \kappa_2(||x_0||)). \tag{37}
\]

For $\forall \varepsilon > 0$, there exists a $\delta = \kappa_2^{-1}(\frac{\kappa_1(\varepsilon)}{e^\varepsilon}) > 0$ such that for all $x_0 \in B(0,\delta)$, it follows that

\[
||x(t)|| \leq \kappa_1^{-1}(e^t \kappa_2(||x_0||)) \leq \varepsilon. \tag{38}
\]

Based on Definition 2.4, we have shown that the trivial solution of IDI (3) is uniformly Lyapunov stable.

If we do not consider the effects of impulses, one obtains the following corollary.

**Corollary 1.** Suppose $\kappa_1, \kappa_2 \in \mathcal{K}_\infty$. If there exists a $C$-regular and LLC function $V: \mathbb{R}_+ \times \mathbb{R}^n \rightarrow \mathbb{R}_+$ with $V(t,0) = 0$ for every $t \in \mathbb{R}_+$, one indefinite integral function $\mu(t)$ and one negative integral function $\rho(t)$ such that

\[
(\mathcal{H}_1) \quad \kappa_1(||x||) \leq V(t,x(t)) \leq \kappa_2(||x||), \quad \forall (t,x(t)) \in \mathbb{R}_+ \times \mathbb{R}^n. \tag{39}
\]
Impulsive Functional Differential Inclusion (IFDI):

\[ \dot{V}(t, x(t)) \leq \mu(t)V(t, x(t)) + \rho(t)V^\alpha(t, x(t)) \]  

(40)

for a.e. \( t \), where \( 0 < \alpha < 1 \).

(H1) \( \mu(t) \) and \( \rho(t) \) belong to FTSFP with parameters \( \lambda_1, \theta_1, \lambda_2, \theta_2 \) and \( \alpha \).

then the trivial solution of IDI (3) without impulsive effects is uniformly finite-time stable. Moreover, the setting time \( T(t_0, x_0) \) is estimated by

\[ T(t_0, x_0) = t_0 + \frac{V_0^{1-\alpha}e^{(1-\alpha)t_0} + (1-\alpha)\theta_2}{(1-\alpha)\lambda_2} \]

Remark 8. If \( \mu(t) \equiv 0 \) and \( \rho(t) = -\lambda \) in corollary 1, which means that \( \lambda_1 = \theta_1 = \theta_2 = 0 \) and \( \lambda_2 = \lambda \), then this corollary becomes the traditional finite-time stability theorem in [35]. Moreover, the finite-time stability theorem in [35] is only suitable for continuous differential systems. In this paper, our corollary is effective to deal with discontinuous differential system.

4. A special extension to impulsive delayed differential inclusion. Consider the discontinuous impulsive delayed differential equation (DIDDE):

\[
\begin{cases}
\dot{x}(t) = f(t, x_t), & t \neq t_i, \\
x(t_i) = g(t_i, x(t_i^-)), & t = t_i, \quad l \in \mathbb{N}, \\
x_{t_0}(s) = \phi(s), & s \in [-\tau, 0],
\end{cases}
\]

where \( x_t \in PC([-\tau, 0] : \mathbb{R}^n) \) is defined by \( x_t(s) = x(t + s), x \in [-\tau, 0] \) and \( \phi \in PC([-\tau, 0] : \mathbb{R}^n) \), \( \tau \) shows the time delay. The nonlinear function \( f : \mathbb{R}_+ \times PC([-\tau, 0] : \mathbb{R}^n) \rightarrow \mathbb{R}^n \) is assumed to be Lebesgure measurable and essentially locally bounded, which may be discontinuous on variable \( x_t \).

Construct a multi-valued map \( \mathcal{F} : \mathbb{R}_+ \times PC([-\tau, 0] : \mathbb{R}^n) \rightarrow 2^{\mathbb{R}^n} \) as

\[ \mathcal{F}(t, x_t) = \bigcap_{\delta > 0} \bigcap_{\mu(Z) = 0} \mathcal{C}(f(t, B(x_t, \delta) \setminus Z)), \]

where \( \bigcap_{\mu(Z) = 0} \) means the intersection over all sets and \( B(x_t, \delta) = \{ x_t^\ast \in C([\tau, 0], \mathbb{R}^n) | \| x_t^\ast - x_t \|_C \leq \delta \} \) with \( \| \varphi \|_C = \sup_{s \in [-\tau, 0]} \| \varphi(s) \| \). Then one obtains the following Impulsive Functional Differential Inclusion (IFDI):

\[
\begin{cases}
\dot{x}(t) \in \mathcal{F}(t, x_t), & t \neq t_i, \\
x(t_i) = g(t_i, x(t_i^-)), & t = t_i, \\
x_{t_0}(s) = \phi(s), & s \in [-\tau, 0],
\end{cases}
\]

where \( \phi \in PC([-\tau, 0] : \mathbb{R}^n) \). Obviously, the multi-valued map \( \mathcal{F}(t, x_t) \) is nonempty, compact, convex and USC. Then according to [1], the local and global existence of \( x(t_0, x_{t_0})(t) \) of (43) can be guaranteed under appropriate conditions.

Based on Theorem 3.2, one derives the following delay-independent FTS result. The proof is straight forward and leave it out here.

Theorem 4.1. Suppose the impulsive sequence \( \{ t_l : l \in \mathbb{N} \} \) possesses an average impulsive interval \( \Gamma_\alpha \) and elasticity number \( N_0, \kappa_1, \kappa_2 \in K_\infty \). If there exists a \( C \)-regular and LLC Lyapunov function \( V : \mathbb{R}_+ \times \mathbb{R}^n \rightarrow [0, \infty) \) with \( V(t, 0) = 0 \) for every \( t \in \mathbb{R}_+ \), one indefinite integral function \( \mu(t) \) and one negative integral function \( \rho(t) \)
such that \(( H_1), (H_3), (H_4)\) of Theorem 3.2 hold and 
\(( H_2)\) the derivative of \(V(t, x(t))\) along the trajectories of system \((43)\) satisfies
\[
\dot{V}(t, x(t)) \leq \mu(t)V(t, x(t)) + \rho(t)V^{\alpha}(t, x(t))
\]
for a.e. \(t \in [t_l, t_{l+1})\), where \(0 < \alpha < 1\), then the trivial solution of IFDI \((43)\) is
uniformly finite-time stable.

5. Application to impulsive discontinuous neural networks. In this section, we present a FTS result for impulsive
discontinuous neural networks. Before that, we introduce a special impulsive sequence \(\{t_l : l \in \mathbb{N}\}\).

Lemma 5.1. [27] If the given impulsive sequence \(\{t_l : l \in \mathbb{N}\}\) is described in the
following form:
\[
t_l - t_{l-1} = \begin{cases} 
\theta & \text{if } \text{mod}(l, N_0) \neq 0, \\
N_0(\Gamma_a - \theta) & \text{if } \text{mod}(l, N_0) = 0,
\end{cases}
\]
where \(\theta\) and \(\Gamma_a\) are positive numbers satisfying \(\theta \leq \Gamma_a \in \mathbb{N}\), then \(\Gamma_a\) and
\(N_0\) are the average impulsive interval and elasticity number of \(\{t_l : l \in \mathbb{N}\}\).

We consider the following discontinuous neural networks with impulses:
\[
\begin{align*}
\dot{x}_i(t) &= d_i(t)x_i(t) + \sum_{j=1}^{n} a_{ij}f_j(x_j(t)) + u_i(t), \quad t \neq t_l, \\
x_i(t_l) &= \eta_i(t_l^-)x_i(t_l^-), \quad t = t_l, \quad l \in \mathbb{N},
\end{align*}
\]
where \(i \in \{1, 2, \ldots, n\}\); \(x_i(t)\) means the \(i\)-th neuron state; \(d_i(t)\) denotes the self-
inhibition and \(a_{ij}(t)\) is the connection strength between neurons \(i\) and \(j\); \(f_j(\cdot)\) shows
the \(j\)-th neuron activation function; \(u_i(t)\) means external input and \(\eta_i(t_l^-)\) shows
the bounded impulsive gain at instant \(t_l\). The discontinuous neuron activations in
\((46)\) should satisfy the following properties:
\((A_1)\) For every discontinuous function \(f_i : \mathbb{R} \rightarrow \mathbb{R}\) is discontinuous on a set of
isolate points \(\rho_k\), where the right and left limits \(f_i^+(\rho_k), f_i^-(\rho_k)\) exist. Moreover, \(f_i\)
has at most a finite number of jump discontinuities in every compact interval of \(\mathbb{R}\).
\((A_2)\) For every \(j, 0 \in \text{co}[f_j(\emptyset)]\) and there exist nonnegative constants \(k_j\) and \(l_j\)
such that
\[
\sup_{\gamma_j \in \text{co}[f_j(x_j)]} |\gamma_j| \leq k_j \|x_j\| + l_j
\]
where for \(\theta \in \mathbb{R}\) and \(\text{co}[f_j(\emptyset)] = [\min\{f_j^-(\emptyset), f_j^+(\emptyset)\}, \max\{f_j^-(\emptyset), f_j^+(\emptyset)\}]\).

Through Filippov regularization, if \(x(t)\) is a Filippov solution of \((46)\), then it satisfies the following differential inclusion
\[
\begin{align*}
\dot{x}_i(t) &\in d_i(t)x_i(t) + \sum_{j=1}^{n} a_{ij}(t)\text{co}[f_j(x_j)] + \text{co}[u_i(t)] \triangleq \mathcal{F}_i(t, x) \quad \text{for a.e. } t \neq t_l, \\
x_i(t_l) &= \eta_i(t_l^-)x_i(t_l^-), \quad t = t_l, \quad l \in \mathbb{N}.
\end{align*}
\]
(47)
Here, we assume that the external input is given in the following form
\[
u_i(t) = \alpha_i(t)x_i(t) + \beta_i(t)\text{sign}(x_i(t)),
\]
where \(\alpha_i(t), \beta_i(t)\) are time-varying parameters. Obviously, \(x = 0\) is a zero solution in
sense of Filippov. Our goal is proposing the conditions to stabilize the discontinuous
impulsive differential inclusion \((47)\) to equilibrium point \(x = 0\) in finite time.
**Theorem 5.2.** Suppose that the impulsive sequence \( \{t_l : l \in \mathbb{N}\} \) is expressed in the form of Lemma 5.1 and conditions \((A_1)\) and \((A_2)\) are satisfied. If the system parameters and control gains are satisfying
\[
\mu_i(t) = \alpha_i(t) + d_i(t) + \frac{1}{2} \sum_{j=1}^{n} (k_{ij}|a_{ij}(t)| + k_i|a_{ji}(t)|) \leq \frac{1}{2(1+ \rho_a)} - \frac{1}{\rho_a},
\]
\[
\rho_i(t) = \beta_i(t) + \sum_{j=1}^{n} l_j|a_{ij}(t)| \leq -\frac{1}{2},
\]
where \( \eta = \max_{i \in \{1,2,\ldots,n\}} \sup\{|\eta_i(t)|\} \), then the trivial solution of system (47) is uniformly finite-time stable.

**Proof.** Construct a Lyapunov function to be \( V(t, x) = \sum_{i=1}^{n} x_i^2(t) \). When \( t \neq t_l \), estimating the derivative of \( V(t, x) \) along the solution of (47), one has
\[
\dot{V}(t, x)(47) = 2 \sum_{i=1}^{n} x_i[d_i(t)x_i(t) + \sum_{j=1}^{n} a_{ij}\gamma_j(t) + u_i(t)]
\]
\[
\leq 2 \sum_{i=1}^{n} (d_i(t) + \alpha_i(t))x_i^2(t) + 2 \sum_{i=1}^{n} \sum_{j=1}^{n} k_{ij}|a_{ij}(t)||x_i(t)||x_j(t)|
\]
\[
+ 2 \sum_{i=1}^{n} (\beta_i(t) + \sum_{j=1}^{n} l_j|a_{ij}(t)||x_i(t)|)
\]
\[
\leq 2 \sum_{i=1}^{n} \mu_i(t)x_i^2(t) + 2 \sum_{i=1}^{n} \rho_i(t)|x_i(t)|
\]
\[
\leq 2(\mu(t)V(t, x) + 2\rho(t)V^{\frac{1}{2}}(t, x)), \text{ for a.e. } t \geq t_0,
\]
where \( \mu(t) = \max_{1 \leq i \leq n} \{\mu_i(t)\} \) and \( \rho(t) = \max_{1 \leq i \leq n} \{\rho_i(t)\} \).

When \( t = t_l \), one has
\[
V(t_l, x(t_l)) = \sum_{i=1}^{n} \eta_i^2(t_l)x_i^2(t_l) \leq \eta^2V(t_{l^-}, x(t_{l^-})).
\]

Recalling the conditions \((A_1)-(A_3)\), we derive that all the conditions in Theorem 5.2 are satisfied with \( \alpha = \frac{1}{2} \), and \( \mu_\alpha(t) = 2\mu(t) + 2\frac{\ln 2}{\rho_a} \leq \frac{1}{1+ \rho_a} \) and \( \rho(t) = 2\rho_1(t) \leq -1 \).

According to Remark 3, \((\mu_\alpha(t), \rho(t)) \in \mathbb{F}\mathbb{P}\) with \( \lambda_1 = 0, \theta_1 = \frac{\pi}{2}, \lambda_2 = -1, \theta_2 = 0 \) and \( \alpha = \frac{1}{2} \). So based on Theorem 5.2, the trivial solution of (46) is uniformly finite-time stable.

**Example 1.** Consider a 2-dimensional discontinuous neural networks (46) with impulsive effects:
\[
\left\{
\begin{array}{l}
\dot{x}_1(t) = (1 - \frac{3}{4\sqrt{2}})x_1(t) + \frac{1}{1+ \sqrt{2}}f_1(x_1(t)) + \frac{1}{4+ \sqrt{2}}f_2(x_2(t)) + u_1(t), \quad t \neq t_l, \\
\dot{x}_2(t) = (1 - \frac{1}{4\sqrt{2}})x_2(t) + \frac{1}{1+ \sqrt{2}}f_1(x_1(t)) + \frac{1}{4+ \sqrt{2}}f_2(x_2(t)) + u_2(t), \quad t \neq t_l, \\
x_1(t_l) = e^{-\frac{1}{2}}x_1(t_{l^-}), \quad t = t_l, \\
x_2(t_l) = e^{-\frac{1}{2}}x_2(t_{l^-}), \quad t = t_l.
\end{array}
\right.
\]
The discontinuous neuron activation functions are given as \( f_i(\theta) = (\theta - 0.5)\text{sign}(\theta) \).

It is easy to check that the discontinuous activation function satisfy \((A_1)\) and \((A_2)\) with \( k_i = l_i = 1 \) and \( \eta = e^{-\frac{1}{2}} \). The coefficients of (48) are selected to be \( \alpha_i(t) = -\frac{1}{1+ \sqrt{2}} \) and \( \beta_i(t) = -\frac{1}{2} - \frac{1}{1+ \sqrt{2}} \). Let the impulsive sequence \( \{t_l\} \) be given in the form of (45) with \( \Gamma_a = \frac{1}{2} \). It is not difficult to verify that \((A_3)\) in Theorem 5.2 holds. Then we can stabilize discontinuous impulsive neural networks (46) with external input (48) in a finite time. If we selected the impulsive sequence \( \{t_l : l \in \mathbb{N}\} \)
with $\Gamma_a = \frac{1}{2}, N_0 = 2, \theta = 0.1$ and initial values $x_1(0) = 35, x_2(0) = 30$, the FTS of system (50) is realized and the settling time is $T(0, 35, 30) = 45.48$. Moreover, if the impulsive sequences are chosen to be $\{t_l : l \in \mathbb{N}\}$ with $\Gamma_a = \frac{1}{2}, N_0 = 3, \theta = 0.2$ and $\Gamma_a = \frac{1}{2}, N_0 = 1, \theta = 0.5$, and the initial values are selected to be $x_1(0) = 50, x_2(0) = -20$ and $x_1(0) = -50, x_2(0) = 80$, the settling times are $T(0, 50, -20) = 28.57$ and $T(0, -50, 80) = 53.51$, respectively. The trajectories of states with different initial values are depicted in Fig. 1(b), which shows that the nonlinear discontinuous impulsive system is FTS. In addition, the trajectories of the discontinuous neural networks (50) without impulsive effects with different initial values are shown in Fig.1(a).

**Remark 9.** From Theorem 5.2, one obtains that Condition $(A_3)$ gives a balance of system parameters, impulsive gains and average impulsive interval $\Gamma_a$. Moreover, Fig. 1(b) shows that the settling time of FTS also depends on elasticity number $N_0$ and impulsive gains $\eta$.

**Remark 10.** From Fig. 1(a), we see that the trajectories of discontinuous neural networks without impulsive effects are unstable. Fig.1 shows that the trajectories of discontinuous neural networks can be forced to be zero in finite time by impulsive control protocol. In fact, whether an unstable nonlinear system can achieve FTS via impulsive control method depends not only on the impulsive control protocol but also on the system itself.

![Figure 1. The state trajectories of $x_i(t)$ ($i = 1, 2$) without impulsive effects in Example 1.](image)

6. **Conclusions.** In this paper, we obtained a theoretical result on FTS of impulsive differential inclusion systems with the help of FTSFP, average impulsive interval and an improved Lyapunov function method. Different from traditional LF method with negative definite or semi-negative definite derivative, the developed LF method of this paper is allowed to possess indefinite derivative (when it exists). Finally, we presented a FTS result of discontinuous impulsive neural networks. In future, we will study the finite-time input-to-state stability or fixed time stability...
The trajectories of states $x_i(t)$ ($i = 1, 2$) with different impulsive sequences in Example 1.

for impulsive discontinuous system or stochastic discontinuous differential system based on differential inclusion theory.
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