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ABSTRACT
In this work, the solutions of the fractional Sharma-Tasso-Olver (FSTO) and Fisher differential equations were investigated. The present study proposed a new novel and simple analytical method to obtain the solutions of FSTO and Fisher differential equations. Whereas, for nonlinear equations in general, no method is exists which yields to exact solution and therefore only approximate analytical solutions can be derived by using procedures such as linearization or perturbation. This method is combined form of the Laplace transformation and the Homotopy perturbation method. Advantage of the Laplace Homotopy Method (LHM), are simplicity of the computations, and non-requirement of linearization or smallness assumptions. For more illustration of the efficiency and reliability of LHM, some numerical results are depicted in different schemes and tables. Numerical results showed that the LHM was partly economical, efficient and precise to obtain the solution of nonlinear fractional differential equations.
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1. INTRODUCTION
Fractional differential equations (FDEs) have long history. These equations have demonstrated a considerable interest both in mathematics and in applications in recent years. They have been used in modeling of many physical and chemical processes in engineering [1-3]. There are also applications in signal processing and sampling and hold algorithms, [4-6]. Fractional integral and derivatives can be of non-integer orders and even of complex order. The related fractional calculus facilitates the description of some problems which are not easy described by ordinary calculus due to modeling error [4-8]. There are different methods to solve the fractional differential equations. Some of the recent analytic methods for solving nonlinear problems are including the Adomian decomposition method (ADM) [9-11], Homotopy Perturbation Method (HPM) [12-14], Variational Iteration Method (VIM) [15,16] and Homotopy Analysis Method [17,18]. Partial differential equations of fractional order are often very complicated to be exactly solved and even if an exact solution is obtainable, the required calculations may be too complicated to be practical, or it might be difficult to interpret the outcome.

Finding accurate and efficient methods for solving FDEs become an important task. In this article, we use the HPM compound with the Laplace transform for solving the FDEs. The object of present paper is to extend the application of the LHM method to drive analytical approximate solutions for nonlinear fractional Sharma-Tasso-Olver and Fisher equations, so the model problems can be written as the following forms:

Case 1: The nonlinear fractional partial differential equation:
\[ u^{(\alpha)} + a(u^{1})_{x} + \frac{3}{2}a(u^{2})_{x} + au = 0, \]  

is called Sharma-Tasso-Olver equation, where \( a \) is a real parameter, \( u(x,t) \) is an unknown function depending on temporal variable \( t \) and spatial variable \( x \). This equation contains both a linear dispersive...
term \( au_{xx} \), double nonlinear term \( a(u^2) \) and \( \frac{3}{2}a(u^2)_{xx} \). Many physicists and mathematicians have considered the Sharma-Tasso-Olver equation in recent years due to its appearance in scientific applications. To the explicit solution of integral models, various effective methods like inverse scattering transformation (IST) [19], Darboux transformation [20], Bäcklund transformation [21], solitary wave as well as periodic wave solutions [22], Kinks method, the tanh method, the extended tanh method [24], sine-cosine method [25], Jacobi elliptic method [26], F-expansion method [27] and etc. have been well developed.

**Case 2:** The nonlinear fractional Fisher differential equation is as follows:

\[
u^\mu = u_{xx} - u^3 + (\varepsilon + 1)u^2 - \varepsilon u, \quad 0 < \mu < 1, \quad 0 < \varepsilon < 1. \tag{2}\]

Fisher [28] proposed a reaction diffusion equation as a model to describe the process of spatial spreading when mutant individuals with higher adaptability appear in populations, namely:

\[
u_x = u_{xx} + \alpha(1-u^\beta)(u-\varepsilon), \quad 0 < \varepsilon < 1, \tag{3}\]

where \( \alpha, \beta \) and \( \varepsilon \) are parameters. This equation is well known in the field of population genetic. This equation is very important to fluid dynamic model and the study of this model has been considered by many authors both for conceptual understanding of physical flows and testing various numerical methods. Fisher equation has been found some applications in different fields as instances gas dynamics, number theory, heat conduction, elasticity etc. Ismail et al. [29]. Recently, Wazwaz and Gorguis [30] studied the Fisher equation, the general Fisher equation, and nonlinear diffusion equation of the Fisher type subject to initial conditions by using Adomian decomposition method. For more details about these investigations, many literatures are appeared [31-35].

2. BASIC DEFINITIONS AND NOTATIONS OF THE FRACTIONAL CALCULUS

In this section, some definitions and properties of the fractional calculus that will be used in this work are presented.

**Definition 1.** The Gamma function is intrinsically tied in fractional calculus. The simplest interpretation of the gamma function is simply the generalization of the fraction for all real numbers. The definition of the gamma function is given by:

\[
\Gamma(\mu) = \int_0^\infty e^{-\xi}\xi^{\mu-1}d\xi, \quad \text{for all } \mu \in \mathbb{R}. \tag{4}\n\]

**Definition 2.** The Riemann-Liouville fractional integral operator \( J^\mu \) of order \( \mu \) on the usual Lebesgue space \( L_1[a,b] \) is given by:

\[
J^\mu f(x) = \frac{1}{\Gamma(\mu)} \int_0^x (x - \xi)^{\mu-1} f(\xi)d\xi, \tag{5}\n\]

\[
J^0 f(x) = f(x). \n\]

It has the following properties:

(i) \( J^\mu \) exists for any \( x \in [a,b], \mu > 0, \)

(ii) \( J^{\mu^\beta} = \Gamma^{\mu}J^{\mu}, \mu > 0, \)

(iii) \( J^{(x-\sigma)^\gamma} = \frac{\Gamma(\gamma+1)}{\Gamma(\mu+\gamma+1)}(x-\sigma)^{\gamma+\mu}, \mu > 0, \gamma > -1, \sigma \in \mathbb{R}. \)

**Definition 3.** Let \( f \in L_1[a,b], \mu \in \mathbb{R} \cup \{0\}, \) then the Caputo fractional derivative \( D^\mu_{a+} \) of \( f(x) \) is defined as:
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\[
D^\mu_\xi = \begin{cases} 
J^{m-\mu}D^m f(x) = \frac{1}{\Gamma(m-\mu)} \left[ (x-\xi)^{m-\mu-1} \frac{d^m}{d\xi^m} f(\xi) \right], & m-1 < \mu < m, \\
\frac{d^m}{dx^m} f(x), & \mu = m. 
\end{cases} 
\]  

(7)

It has the following basic properties:

(i) \( D^\mu_x f(x) = J^\mu_x f(x) \),

(ii) \( D^\mu(x-\sigma)^-\mu = \frac{\Gamma(\gamma+1)}{\Gamma(\gamma-\mu+1)}(x-\sigma)^{\gamma-\mu}, \mu \geq 0, \gamma > -1, \sigma \in \mathbb{R} \),

(iii) \( D^\mu_x J^\mu_x f(x) = f(x), \mu \geq 0 \),

(iv) \( J^\mu_x D^\mu_x f(x) = f(x) - \sum_{k=0}^{m-1} f^{(k)}(0^+) \frac{(x-\sigma)^k}{k!} \).

**Definition 4.** The Laplace transform of \( f(x) \) is defined as follows:

\[
F(s) = \ell[f(t); s] = \int_0^\infty e^{-st} f(t) dt. 
\]

(9)

**Definition 5.** The Laplace transform \( \ell[f(t); s] \) of the Caputo fractional derivative is given by:

\[
\ell\left[D^\mu_x f(t); s\right] = s^\mu F(s) - \sum_{k=0}^{m-1} s^{(\mu-k-1)} f^{(k)}(0^+), \quad F(s) = \ell[f(t); s], \quad m-1 < \mu \leq m. 
\]

(10)

3. METHODOLOGY: ANALYSIS OF THE NOVEL PROPOSED METHOD

In order to demonstrate and clarify the basic ideas of the Laplace Homotopy Method (LHM), let us consider the following nonlinear differential equation:

\[
L[u(x_1,\ldots,x_n)] + N[u(x_1,\ldots,x_n)] = \mathcal{R}(x_1,\ldots,x_n), \quad n \geq 1, 
\]

(11)

where \( L \) is a linear operator, \( N \) is a nonlinear operator and \( \mathcal{R}(x_1,\ldots,x_n) \) is an inhomogeneous term. We can rewrite Eq. (11) down a correction functional as follows:

\[
L_{n-1}[u(x_1,\ldots,x_n)] = \mathcal{R}(x_1,\ldots,x_n) - M[u(x_1,\ldots,x_n)], \quad n \geq 2. 
\]

(12)

where \( M \) is a nonlinear operator that has been embraced the nonlinear source and the rest of the other linear operator of Eq. (11). In addition we have \( L_{n-1}[u(x_1,\ldots,x_n)] = \sum_{i=1}^{n} \left[L_{n-1}^i[u(x_1,\ldots,x_n)]\right] \). Therefore by taking Laplace transform to both sides of Eq. (12) in the usual way and using the initial conditions, one obtain the result as follows:

\[
p(s)\mathcal{L}[U(x_1,\ldots,x_n)] = \sum_{\gamma=0}^{n} s^{n-\gamma-1} \frac{\partial^\gamma}{\partial(x_1)^\gamma} U^{(\gamma)}(x_1,\ldots,x_n) + \ell[\mathcal{R}[u(x_1,\ldots,x_n)]; s] 
\]

(13)

where \( p(s) \) is a polynomial with the degree of the highest partial derivative in Eq. (12), and also \( \ell[\mathcal{R}[u(x_1,\ldots,x_n)]; s] \) is Laplace transform of \( \mathcal{R}[u(x_1,\ldots,x_n)] \).

Supposing the initial conditions, we set:

\[
\frac{\partial^\delta}{\partial(x_1)^\delta} u(x_1,\ldots,x_n) = d_{\delta}(x_1,\ldots,x_n), \quad \delta = 1,\ldots,m-1. 
\]

(14)
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By using the convolution theorem and applying the inverse Laplace transform to both sides of Eq. (13), result in:

\[ u(x_{1},\ldots,x_{n},x_{i},x_{i+1},\ldots,x_{n}) = \mathcal{L}^{-1} \left[ \sum_{q=0}^{n-1} \frac{s^{q-1}}{p(s)} d_{q}(x_{1},\ldots,x_{1-1},0,x_{i+1},\ldots,x_{n}) \right] \mathcal{L}^{-1} \left[ F(s) \right] + \int_{0}^{1} RE \left[ u(x_{1},\ldots,x_{i},x_{i},x_{i+1},\ldots,x_{n}) \right] f(x_{i} - \tau) d\tau, \]

where \( F(s) = \frac{1}{p(s)} \mathcal{L}\left[ f(x_{i}) \right] \mathcal{L}^{-1} \left[ F(s) \right] \), and also for simplicity is supposed that:

\[ A = \mathcal{L}^{-1} \left[ \sum_{q=0}^{n-1} \frac{s^{q-1}}{p(s)} d_{q}(x_{1},\ldots,x_{1-1},0,x_{i+1},\ldots,x_{n}) \right] \mathcal{L}^{-1} \left[ F(s) \right], \]

\[ h = \int_{0}^{1} RE \left[ u(x_{1},\ldots,x_{i},x_{i},x_{i+1},\ldots,x_{n}) \right] f(x_{i} - \tau) d\tau. \]

Now a new operator entitled the Homotopy operator \([12-14]\) \( H\left( u(x_{1},\ldots,x_{n}), p \right) : \Omega \times [0,1] \rightarrow \Omega \) can be defined in the following way which is the principle idea of this technique:

\[ H\left( u(x_{1},\ldots,x_{n}), p \right) = u(x_{1},\ldots,x_{n}) - h(u(x_{1},\ldots,x_{n})) - pA(x_{1},\ldots,x_{n}) = 0, \]

where \( p \in [0,1] \) is a Homotopy parameter and \( u_{0} \) is an initial approximation which satisfies the boundary conditions. Obviously for \( p = 0 \) and \( p = 1 \) Eq. (18) reduces to the following equations respectively:

\[ H\left( u(x_{1},\ldots,x_{n}), 0 \right) = u(x_{1},\ldots,x_{n}), \]

\[ H\left( u(x_{1},\ldots,x_{n}), 1 \right) = u(x_{1},\ldots,x_{n}) - h(u(x_{1},\ldots,x_{n})) - A(x_{1},\ldots,x_{n}) = 0. \]

So while changing the values of \( p \) from zero to unity, \( u(x_{1},\ldots,x_{n}) \) will be changed from \( u_{0} \) to \( u \). In topology, this is called deformation, while \( u - h(u) \) and \( u - h(u) - A \) are called Homotopic. Using the Homotopy parameter \( p \), the following power series can be presented for \( u \):

\[ u(x_{1},\ldots,x_{n}) = \sum_{p=0}^{\infty} p^{\gamma} u_{\gamma}(x_{1},\ldots,x_{n}). \]

Assuming that:

\[ RE \left[ u(x_{1},\ldots,x_{n}) \right] = \sum_{p=0}^{\infty} p^{\gamma} H_{\gamma}(u_{1},\ldots,u_{\gamma}), \]

homotopy equation will be written as follows:

\[ \sum_{p=0}^{\infty} p^{\gamma} u_{\gamma}(x_{1},\ldots,x_{n}) = A + p \int_{0}^{1} \sum_{p=0}^{\infty} p^{\gamma} H_{\gamma}(u_{1},\ldots,u_{\gamma}) f(x_{i} - \tau) d\tau. \]

This has been raised by coupling of the Laplace transform and the Homotopy technique. Comparing the coefficients of the like powers of \( p \), the following approximations are obtained:

\[ p^{0} : u_{0} = A, \]

\[ p^{1} : u_{1} = \int_{0}^{1} H_{0}(u_{0}) f(x_{i} - \tau) d\tau, \]

\[ p^{2} : u_{2} = \int_{0}^{1} H_{0}(u_{0},u_{1}) f(x_{i} - \tau) d\tau, \]

\[ \vdots \]

\[ p^{\gamma} : u_{\gamma} = \int_{0}^{1} H_{\gamma}(u_{0},u_{1},\ldots,u_{\gamma}) f(x_{i} - \tau) d\tau. \]

If the series (21) is convergent then, by taking \( p = 1 \), one obtain the approximate solution of equation (11) as follows:

\[ u = \lim_{p \to \infty} \sum_{p=0}^{\infty} p^{\gamma} u_{\gamma} = u_{0} + u_{1} + u_{2} + u_{3} + \cdots. \]
4. APPLICATIONS OF THE LAPLACE HOMOTOPY METHOD (LHM)

In order to illuminate the procedure of Laplace Homotopy Method (LHM), the solution of the fractional Sharma-Tasso-Olver and Fisher differential equations will be studied.

Example 1: We consider the fractional Sharma-Tasso-Olver equation by utilization of LHM which was explained in section 3. This equation is as follows:

\[ u'' + aD_\mu u' + \frac{3}{2} aD_{ss} u^2 + aD_{xxx} u = 0, \quad 0 < \mu \leq 1, \]  

with the initial condition:

\[ u(x,0) = 2k e^{\frac{kx - \mu}{2}} - k. \]

In this case \( \mu \) is a constant and lies in the interval (0,1], \( t \) and \( x \) are time and spatial coordinates respectively, \( a \) is a real parameter and \( w \) and \( r \) are free parameters.

The exact solution of (26) for \( \mu = 1 \) is [21]:

\[ u(x,t) = 2k e^{\frac{kx - \mu}{2}} - k. \]

Applying the LHM to Eq. (26), the result is as follows:

\[ U(x,s) = \frac{s^{\mu - 1} - 1}{s^\mu} \left[ aD_{ss} u^3 + \frac{3}{2} aD_{xxx} u^2 + aD_{xxx} u^3 s \right]. \]

Benefiting the inverse Laplace transform to both sides of Eq. (29), and subsequently constructing the Homotopy function, one obtain:

\[ u(x,t) = 2k e^{\frac{kx - \mu}{2}} - k - p \int_0^1 \text{RE} \left[ u(x,\tau) \right] \left( t - \tau \right)^{\mu - 1} \frac{d \tau}{\Gamma(\mu)}. \]

where:

\[ \text{RE} \left[ u(x,\tau) \right] = - \left( aD_{ss} u^3(x,\tau) + \frac{3}{2} aD_{xxx} u^2(x,\tau) + aD_{xxx} u(x,\tau) \right). \]

Assuming the solution of Eq. (26) as a power series in the form of:

\[ u(x,t) = u_0 + pu_1 + p^2 u_2 + p^3 u_3 + \cdots, \]

and substituting in (31), results in:

\[ \text{RE} \left[ u(x,\tau) \right] = - p^0 H_0(u_0(x,\tau)) - p^1 H_1(u_0(x,\tau),u_1(x,\tau)) - p^2 H_2(u_0(x,\tau),u_1(x,\tau),u_2(x,\tau)) - \cdots, \]

where:

\[ H_0(u_0) = -3a u_0^2 D_{xx} u_0 - \frac{3}{2} a \left\{ \left( 2D_{xx} u_0 \right)^2 + 2u_0 D_{xxx} u_0 \right\} - aD_{xxx} u_0, \]

\[ H_1(u_0,u_1) = -a \left[ 3u_0^3 D_{xx} u_1 + 3u_0 D_{xxxx} u_1 + 6D_{xx} u_1 D_{xx} u_0 + 6u_1 D_{xx} u_0 + 9u_0 D_{xxx} u_1 + D_{xxx} u_1 \right], \]

\[ H_2(u_0,u_1,u_2) = -a \left[ 3u_0^3 D_{xx} u_2 + 6u_1 D_{xx} u_2 + 3u_0 D_{xxxx} u_2 + 3u_1 D_{xxxx} u_1 + 3u_0 D_{xxx} u_2 + 3u_1 D_{xxx} u_1 + 3u_0 D_{xxx} u_0 + 3u_1 D_{xxx} u_0 + 3u_2 D_{xxx} u_1 + 3u_2 D_{xxx} u_0 + \cdots \right]. \]

and so on. By considering \( u_n(x,t) = 2k e^{\frac{kx - \mu}{2}} - k \), and substituting (35) in (33) also equating the coefficients of the like powers of \( p \), one gets the following set of equations:

\[ u_0(x,t) = \int_0^1 H_0(u_0) \frac{(t-\tau)^{\mu - 1}}{\Gamma(\mu)} d \tau, \]

\[ u_1(x,t) = \int_0^1 H_1(u_0,u_1) \frac{(t-\tau)^{\mu - 1}}{\Gamma(\mu)} d \tau, \]

\[ \vdots \]

after some simplification and substitution, the following set of equations are resulted:
\[ u_0(x,t) = 2k \frac{e^{kx+\gamma t}}{e^{kx}+r} - k, \]

\[ u_1(x,t) = -2ak^4 \frac{re^{kx}}{(e^{kx}+r)^2} J_{\mu}^\alpha(1) = -2ak^4 \frac{re^{kx}}{(e^{kx}+r)^2} \Gamma(\mu + 1), \]

\[ u_2(x,t) = -2ak^7 \frac{re^{kx}(e^{kx} - r)}{(e^{kx}+r)^3} J_{\mu}^{3\gamma}(1) = -2ak^7 \frac{re^{kx}(e^{kx} - r)}{(e^{kx}+r)^3} \Gamma(3\mu + 1), \]

where \( k, w \) and \( r \) are constants.

Therefore, the solution in a series form is given by:

\[ u(x,t) = u_0(x,t) + u_1(x,t) + u_2(x,t) + \cdots \quad (38) \]

I. Numerical Results for space-and time fractional Sharma-Tasso-Olver equation

In this subsection, the space and time fractional Sharma-Tasso-Olver equation is considered for numerical comparisons. In order to numerically verify whether the proposed methodology leads to higher accuracy, the approximate solution was evaluated by using n-term approximation in (38). In Fig. 1, \( u(x,t) = \sum_{j=0}^{n} u_j \) and the exact solution have been depicted for \( \mu = 1, k = 1, t = 0.1, \alpha = 1, \tau = 1, w = \frac{1}{2} \).

Moreover, Fig. 2 illustrates the approximate solutions of the equation which was obtained for different values of \( \mu \) and \( k = 1, t = 0.1, \alpha = 1, \tau = 1, w = \frac{1}{2} \), by using the LHM. In Fig. 3(a) - (c), the behavior of \( u(x,t) \) is given. Numerical results obtained by these approximations are summarized in Tables 1 and, 2. It is clear that the approximate solutions converge to the exact solution. In addition, these tables demonstrate the comparison between the exact values of \( u(x,t) \) and its approximate values by LHM when \( t = 0.01, \mu = 1 \).

Accordingly in this table, a very interesting agreement between the results is observed, which confirms the excellent validity of the LHM. In figures 4(a) - (c) and 5(a) - (c) the error function of Eq. (26) which is resulted by LHM is depicted.
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Table 1. Comparison between the exact values of $u(x,t)$ and its approximate values obtained by LHM

| $t$ | Exact value | Approximate value | Absolute error |
|-----|-------------|-------------------|----------------|
| 0   | 0.2402126846481635 | 0.2402126846481618 | $4.55 \times 10^{-13}$ |
| 1   | 0.632156545160594 | 0.632156545160599 | $3.96 \times 10^{-13}$ |
| 2   | 0.846875650296253 | 0.8468756502962683 | $1.27 \times 10^{-13}$ |
| 3   | 0.94083791641747 | 0.940837916417472 | $2.7 \times 10^{-14}$ |
| 4   | 0.977807724005055 | 0.9778077240050508 | $2.5 \times 10^{-14}$ |
| 5   | 0.991778249755335 | 0.991778249755334 | $1.3 \times 10^{-14}$ |
| 6   | 0.996675060973114 | 0.996675060973114 | $1.1 \times 10^{-14}$ |
| 7   | 0.998833587944655 | 0.998833587944747 | $5.1 \times 10^{-15}$ |
| 8   | 0.999589057933511 | 0.999589057933513 | $4.1 \times 10^{-15}$ |
| 9   | 0.99988803224529 | 0.999888032245293 | $1.1 \times 10^{-15}$ |
| 10  | 0.999944375156571 | 0.999944375156570 | $0.0$ |

Table 2. Comparison between the exact values of $u(x,t)$ and its approximate values obtained by LHM

| $(x,t)$ | Exact value | Approximate value | Absolute error |
|--------|-------------|-------------------|----------------|
| $(5, -0.5)$ | 0.99505475368673 | 0.995051163053026 | $3.59 \times 10^{-6}$ |
| $(4, -0.4)$ | 0.98521691731144 | 0.98514412948829 | $2.5 \times 10^{-6}$ |
| $(3, -0.3)$ | 0.95623745812774 | 0.956236877347742 | $5.81 \times 10^{-7}$ |
| $(2, -0.2)$ | 0.87405328788601 | 0.8740535677051266 | $3.69 \times 10^{-7}$ |
| $(1, -0.1)$ | 0.66403677026785 | 0.664036810289600 | $2.002 \times 10^{-8}$ |
| $(0, 0)$ | 0.24491866240371 | 0.244918662403709 | $0.0$ |
| $(1, 0.1)$ | 0.604367777117176 | 0.60436777127432 | $3.999 \times 10^{-8}$ |
| $(2, 0.2)$ | 0.81775407797029 | 0.817753678438746 | $3.995 \times 10^{-7}$ |
| $(3, 0.3)$ | 0.92166854404647 | 0.921669089642990 | $5.352 \times 10^{-7}$ |
| $(4, 0.4)$ | 0.96739500125712 | 0.967397599250401 | $2.598 \times 10^{-6}$ |
| $(5, 0.5)$ | 0.98661429815143 | 0.986618155057450 | $3.857 \times 10^{-6}$ |

Fig. 3 Graphs of $u(x,t)$, where (a) $\mu = 1$, (b) $\mu = 0.7$ and (c) $\mu = 0.1$

It is admirable and easy to verify the accuracy of the results for different values of $\mu$ graphically. Additionally, these figures demonstrate that the errors of LHM increased in the neighborhood of critical point $x = 0$ and overall indicate that the differences among the LHM and the real solution are negligible. Meanwhile, it is worth mentioning that a higher accuracy can be obtained by evaluating some more terms of the series solution.
Fig. 4 Graphs of the absolute error functions for different values of $\mu$, $k = 1$, $r = t = 1$, $w = \frac{1}{2}$, and $a = 0.1$, when (a) $\mu = 1$, (b) $\mu = \frac{1}{4}$, (c) $\mu = \frac{1}{2}$.

Fig. 5 Graphs of the absolute error functions for different values of $\mu$, $x = 100$, $k = 1$, $r = t = 1$, $w = \frac{1}{2}$, and $a = 0.1$, when (a) $\mu = 1$, (b) $\mu = \frac{1}{4}$, (c) $\mu = \frac{1}{2}$.

Fig. 6. Comparison between the results of the LHM and the exact solution for the fractional Fisher equation when $\mu = 1$, $\varepsilon = 0.01$. (a) approximate solution, (b) exact solution.
Table 3: Comparison between the exact values of \( u(x,t) \) and its approximate values obtained by LHM when \( \varepsilon = 0.5 \), \( \mu = 1 \).

| (x,t) | Exact \( u(x,t) \) | Approximate \( u(x,t) \) | Absolute error |
|------|-----------------|-----------------|----------------|
| (0.0,0) | 0.750000000000 | 0.750000000000 | 0 |
| (2.0,2) | 0.843066997899 | 0.843066997434 | 4.65 \times 10^{-10} |
| (4.0,4) | 0.913478570290 | 0.913478607880 | 3.76 \times 10^{-8} |
| (6.0,6) | 0.956320652061 | 0.956320819437 | 1.67 \times 10^{-7} |
| (8.0,8) | 0.979025112311 | 0.979025218777 | 1.06 \times 10^{-7} |
| (10.0,1) | 0.990181755428 | 0.991815142291 | 2.41 \times 10^{-7} |

Fig. 7: Graphs of the absolute error functions for different values of \( \mu \), \( \varepsilon = 0.01 \) and \( t = 0.1 \), when (a) \( \mu = 1 \), (b) \( \mu = \frac{1}{2} \), (c) \( \mu = \frac{1}{4} \).

Fig. 8: Graphs of the absolute error functions for different values of \( \mu \), \( x = 100 \) and \( \varepsilon = 0.01 \), when (a) \( \mu = 1 \), (b) \( \mu = \frac{1}{2} \), (c) \( \mu = \frac{1}{4} \).
Example 2: (Fisher equation) Consider the nonlinear time fractional diffusion equation of the form:

\[ D_\varepsilon^\mu u = D_\varepsilon u - u^3 + (\varepsilon + 1)u^2 - Eu,\]  

subjected to the initial condition:

\[ u(x, 0) = \frac{\varepsilon + e^{-\left(\frac{x}{\varepsilon - 1}\right)}}{1 + e^{-\left(\frac{x}{\varepsilon - 1}\right)}}. \]

The exact solution of (39) and its traveling wave solution of the form:

\[ u(x, t) = \frac{1}{2}(\varepsilon + 1) + \frac{1}{2}(1 - \varepsilon)\tanh\left[\frac{\sqrt{2}}{4}\left(1 - \varepsilon\right)x + \frac{1}{4}(1 - \varepsilon^2)t\right], \]

or equivalently:

\[ u(x, t) = \frac{1}{2}(\varepsilon + 1) + \frac{1}{2}(1 - \varepsilon)\frac{e^{-\left(\frac{1 - \varepsilon}{\varepsilon - 1}\right)(\sqrt{2} + 1 + \varepsilon)} + e^{\frac{1 - \varepsilon}{\varepsilon - 1}(\sqrt{2} + 1 + \varepsilon)}}{e^{-\left(\frac{1 - \varepsilon}{\varepsilon - 1}\right)(\sqrt{2} + 1 + \varepsilon)} - e^{\frac{1 - \varepsilon}{\varepsilon - 1}(\sqrt{2} + 1 + \varepsilon)}}, \]

is given in [36].

Applying the Laplace transform to both sides of Eq. (39), we have:

\[ U(s, x) = \frac{s^{-\mu - 1}}{s^\mu} + \frac{1}{s^\mu} g\left[D_\varepsilon u - u^3 + (\varepsilon + 1)u^2 - Eu; s\right], \]

According to the LHM:

\[ u(x, t) = \frac{\varepsilon + e^{-\left(\frac{x}{\varepsilon - 1}\right)}}{1 + e^{-\left(\frac{x}{\varepsilon - 1}\right)}} + p\int_0^\tau RE\left[u(x, \tau)\right]^{(t - \tau)^{\mu - 1}/\Gamma(\mu)} d\tau, \]

where:

\[ RE\left[u(x, \tau)\right] = D_\varepsilon u - u^3 + (\varepsilon + 1)u^2 - Eu. \]

Assuming the solution of Eq. (39) as a power series in the form of:

\[ u(x, t) = u_0 + pu_1 + p^2u_2 + p^3u_3 + \cdots, \]

and substituting in (45), one obtain:

\[ RE\left[u(x, \tau)\right] = -p^2H_0(u_0(x, \tau)) - p^1H_1(u_0(x, \tau), u_1(x, \tau)) - p^3H_2(u_0(x, \tau), u_1(x, \tau), u_2(x, \tau)) - \cdots, \]

where:

\[ H_0(u_0) = D_\varepsilon u_0 - u_0^3 + (\varepsilon + 1)u_0^2 - Eu_0, \]

\[ H_1(u_0, u_1) = D_\varepsilon u_1 - 3u_0u_1 + 2(\varepsilon + 1)u_0u_1, \]

\[ H_2(u_0, u_1, u_2) = D_\varepsilon u_2 - 3u_0u_2 + 2(\varepsilon + 1)u_0u_2 + (\varepsilon + 1)u_0^2 - Eu_2, \]

\[ \vdots \]

Considering \[ u_0(x, t) = \frac{\varepsilon + e^{-\left(\frac{x}{\varepsilon - 1}\right)}}{1 + e^{-\left(\frac{x}{\varepsilon - 1}\right)}} \] and substituting in (48), also equating the coefficients of the like powers of \( p \), one gets the following set of equations:

\[ u_t(x, t) = \int_0^\tau H_0(u_0)(t - \tau)^{\mu - 1}/\Gamma(\mu) d\tau, \]

\[ u_t(x, t) = \int_0^\tau H_1(u_0, u_1)(t - \tau)^{\mu - 1}/\Gamma(\mu) d\tau, \]

\[ \vdots \]

Assuming \[ e^{-\left(\frac{x}{\varepsilon - 1}\right)} = A \], after some simplification and substitution, the following set of equations are resulted:

\[ u_0(x, t) = \frac{\varepsilon + A}{1 + A}. \]
A coupling method of Homotopy technique and Laplace transform (Habibolla L)

\[ u_0(x,t) = \frac{A(\varepsilon-1)^2}{2(\mu+1)^2}\Gamma(\mu+1) \]
\[ u_1(x,t) = \frac{A(\varepsilon-1)^2}{4(\mu+1)^2}\Gamma(2\mu+1) \]

and so on. In the same manner the rest of the other components can be obtained by using the Maple package.

II. Numerical Results for space-and time fractional Fisher equation

In this subsection we present the results of LHM to show the efficiency of this method. Table 3 shows the approximate solution by 5-terms, exact solution and absolutely error obtained by LHM, when \( \varepsilon = 0.5 \), \( \mu = 1 \). It is evident that the efficiency of this approach can be dramatically enhanced by computing further terms of \( u(x,t) \). In Fig. 6(a) we plot the 5-term LHM approximate solutions for \( \varepsilon = 0.01 \) and \( \mu = 1 \).

In 1(b) the plot of the exact solution when \( \mu = 1 \) and \( \varepsilon = 0.01 \) is depicted. In figures 7(a)- (c) and 8(a) - (c) the error function of Eq. (39) which is resulted by LHM are illustrated. It is admirable and easy to verify the accuracy of the results for different values of \( \mu \) graphically. Additionally, these figures demonstrate that the errors of LHM increased in the neighborhood of critical point \( x = 0 \) and overall indicate that the differences among the LHM and the real solution are negligible. Also in table 3, a very interesting agreement between the results is observed, which confirms the excellent validity of the LHM. Meanwhile it is worth mentioning that a higher accuracy can be obtained by evaluating some more terms of the series solution.

5. CONCLUSION

In this paper, a novel and interesting but rigorous Laplace Homotopy Method (LHM) has been utilized to derive the approximate analytical solutions for nonlinear fractional Sharma-Tasso-Olver and fractional Fisher equations. To demonstrate the validity of the proposed method, numerical results have been obtained which shows that the LHM strength lays in its ease of use and the possibility of using it as a tool to acquire approximate solutions of nonlinear fractional differential equation with excellent accuracy by applying a few iterations.
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