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Abstract. In this article we prove the Adams type inequality for \( W^{k,p}(M) \) functions, where \((M, g)\) is a \( n \)-dimensional Hadamard manifold with sectional curvature bounded from below and above by a negative constant and \( k \) is an integer satisfying \( kp = n \).
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1. Introduction

In this article we focus on the Adams inequality on Hadamard manifolds. Recall a Hadamard manifold is a complete simply connected manifold of nonpositive sectional curvature and Adams inequalities are the optimal Sobolev embedding of the Sobolev space \( W^{k,p}(M) \) when \( kp = n \), where \( n \) is the dimension of the space.

There are many works on Sobolev embeddings on Riemannian manifolds and we know in particular that the Sobolev embedding holds when the manifold is compact. To be precise, let \((M, g)\) be a compact Riemannian manifold then the Sobolev embedding states that the Sobolev space \( W^{k,p}(M) \) is continuously embedded into \( L^q(M) \) where \( q = \frac{np}{n-kp} \) provided \( 1 \leq p < \frac{n}{k} \). The precise inequalities with precise constants describing these embeddings are of importance in both partial differential equations and geometric analysis, the study of these inequalities has been a hot topic of research for the past many decades. However when \( M \) is a complete noncompact manifold then the Sobolev embedding is a nontrivial issue. In fact there exists a complete noncompact Riemannian manifold \( M \) for which the Sobolev embedding \( W^{k,p}(M) \hookrightarrow L^q(M) \) does not hold for any \( p \) satisfying \( kp < n \), where \( q = \frac{np}{n-kp} \). We refer to [16] for a detailed discussion on the topic.

When \( M \) is compact and \( p = \frac{n}{k} \), one can easily see that \( W^{k,p}(M) \) is continuously embedded into \( L^q(M) \) for all \( q < \infty \) but not for \( q = \infty \) and hence none of the above embeddings \( W^{k,p}(M) \hookrightarrow L^q(M) \), for \( q < \infty \), are optimal. When \( M \) coincides with a bounded domain \( \Omega \) in \( \mathbb{R}^n \) with smooth boundary and \( k = 1 \), an embedding of the Sobolev space \( W^{1,p}_0(\Omega) \) into an Orlicz space establishing the exponential integrability of these functions was obtained by Pohožaev [29] and Trudinger [33]. In 1971,
J. Moser [26] while trying to study the question of prescribing the Gaussian curvature on the sphere understood the need for establishing a sharp form of the embedding obtained by Pohožaev and Trudinger. He showed that there exists a positive constant $C_0$ depending only on $n$ such that

$$
\sup_{u \in C^\infty_c(\Omega), \|\nabla u\| \leq 1} \int \Omega e^{\alpha |u|^n} \, dx \leq C_0 |\Omega| \tag{1.1}
$$

holds for all $\alpha \leq \alpha_n = n \left[\frac{1}{\omega_{n-1}}\right]^{\frac{1}{n-1}}$, where $\Omega$ is a bounded domain in $\mathbb{R}^n$, $|\Omega|$ denotes the volume of $\Omega$, and $\omega_{n-1}$ denotes the $(n-1)$-dimensional volume of the sphere $S^{n-1}$. Moreover when $\alpha > \alpha_n$, the above supremum is infinite. Moser, in the same paper, established the appropriate version of this sharp inequality on the sphere $S^2$ and later Cherrier [9] proved it for a non-optimal exponent on any compact Riemannian manifold. These optimal inequalities of the Sobolev space $W^{1,n}(M)$, where $n$ is the dimension of $M$, are called the Moser-Trudinger inequalities.

Even though one expects a similar type inequality to hold for higher order Sobolev spaces, it is not at all obvious how to modify the proofs of the case $k = 1$ to $k > 1$ due to the failure of Polya-Szego type inequalities for higher order gradients $\nabla^k$. In a significant work, D.R. Adams [1] established the sharp embedding in the case of higher order Sobolev spaces $W_0^{k,p}(\Omega)$ when $kp = n$. He found the sharp constant $\beta_0$ for the higher order Trudinger-Moser type inequality. More precisely, he proved that if $k$ is a positive integer less than $n$, then there exists a constant $c_0 = c_0(k,n)$ such that

$$
\sup_{u \in C^k_c(\Omega), \|\nabla^k u\| \leq 1} \int \Omega e^{\beta |u(x)|^p} \, dx \leq c_0 |\Omega|, \tag{1.2}
$$

for all $\beta \leq \beta_0(k,n)$ and for all bounded domains $\Omega$ in $\mathbb{R}^n$, where $p = \frac{n}{k}$, $p' = \frac{p}{p-1}$,

$$
\beta_0(k,n) = \begin{cases} 
\frac{n}{\omega_n} \left[\frac{\pi^2 k \Gamma\left(\frac{k+1}{2}\right)}{\Gamma\left(\frac{n+k}{2}\right)}\right]^{\frac{k}{p}}, & \text{if } k \text{ is odd}, \\
\frac{n}{\omega_n} \left[\frac{\pi^2 k \Gamma\left(\frac{k}{2}\right)}{\Gamma\left(\frac{n+k}{2}\right)}\right]^{\frac{k}{p'}}, & \text{if } k \text{ is even},
\end{cases} \tag{1.3}
$$

and $\nabla^k$ is defined by

$$
\nabla^k := \begin{cases} 
\Delta^{\frac{k}{2}}, & \text{if } k \text{ is even}, \\
\nabla \Delta^{\frac{k-1}{2}}, & \text{if } k \text{ is odd}. 
\end{cases} \tag{1.4}
$$

Furthermore, if $\beta > \beta_0$, then the supremum in (1.2) is infinite.

Subsequently, Fontana in [12] obtained the following sharp version of (1.2) on compact Riemannian manifolds: Let $(M, g)$ be an $n$-dimensional compact Riemannian manifold without boundary, and $k$ be a positive integer less than $n$, then there exists a constant $c_0 = c_0(k,M)$ such that

$$
\sup_{u \in C^k(M), \int_M u = 0, \|\nabla^k u\| \leq 1} \int_M e^{\beta |u(x)|^p} \, dx \leq c_0 \tag{1.5}
$$
if \( \beta \leq \beta_0(k, n) \), where \( p, p', \nabla_g^k \) are as above, and where \( \nabla_g \) and \( \Delta_g \) are the gradient and Laplace Beltrami operators with respect to the metric \( g \). Furthermore, if \( \beta > \beta_0 \), then the supremum in (1.5) is infinite. These type of sharp inequalities satisfied by the \( W^{k,p}(M) \) functions when \( kp = n \) are called the Adams inequalities.

In this article, our focus will be on Adams inequalities on Hadamard manifolds. First observe that if (1.6) holds for some positive \( s \in \mathbb{N} \), then as a consequence we have the inequality

\[
\left[ \int_M |u(x)|^{sp'} \, d\mu_g(x) \right]^\frac{1}{sp'} \leq C \int_M |\nabla_g^k u|^p \, d\mu_g(x), \quad \forall u \in C^k_c(M).
\]  

(1.7)

When \( M \) is the Euclidean space \( \mathbb{R}^n \), using standard scaling arguments we can see that such inequalities and hence (1.6) are impossible as \( kp = n \). However, in this case, one can prove embeddings if one replaces the constraint \( \int_M |\nabla_g^k u|^p \leq 1 \) by \( \int_M |\nabla_g^k u|^p + \lambda \int_M |u|^p \leq 1 \) for some positive constant \( \lambda \), see Cao [7], Panda [27], J.M. do Ó [11], Ruf [30], Li-Ruf [19], and the references therein.

When the sectional curvature is bounded from above by a negative constant we do have inequalities like (1.7). For example we have the Poincare inequality which follows from Theorem 2.5. Therefore, one type of spaces where we expect Adams inequality of the form (1.6) is this set of strictly negatively curved spaces. In the case of constant negative curvature, namely the hyperbolic space, Trudinger-Moser and Adams inequalities have been investigated in detail. For \( k = 1, n = 2 \), Mancini-Sandep [24] proved the Trudinger-Moser inequality in the hyperbolic space or, in other words, \( W^{1,2}(\mathbb{H}^2) \) is embedded into the Zygmund space \( Z_\phi \) determined by the function \( \phi = (e^{4\pi u^2} - 1) \). Another proof of this inequality was given by Adimurthi-Tinterev [2]. In fact in [24], they obtained the following general theorem:

Let \( \mathbb{D} \) be the unit open disc in \( \mathbb{R}^2 \), endowed with a conformal metric \( h = \rho g_\mathbb{R}^2 \), where \( g_\mathbb{R}^2 \) denotes the Euclidean metric and \( \rho \in C^2(\mathbb{D}) \), \( \rho > 0 \), then

\[
\sup_{u \in C^k_c(\mathbb{D}), \int_{\mathbb{D}} |\nabla h u|^2 \leq 1} \int_{\mathbb{D}} \left( e^{4\pi u^2} - 1 \right) \, d\mu_h < \infty
\]  

(1.8)

holds true if and only if \( h \leq c g_{\mathbb{R}^2} \) for some positive constant \( c \). Here, \( \nabla_h, d\mu_h \) denotes respectively the gradient and volume element for the metric \( h \), and \( g_{\mathbb{R}^2} = \left( \frac{2}{1-|x|^2} \right)^2 (dx_1^2 + dx_2^2) \) is the Poincare metric in the disc.
Extensions of this inequality to \(n > 2\) were obtained in Lu-Tang [22] and Battaglia-Mancini [6]. See also [25] for another proof and related issues.

Various forms of Adams inequality in the hyperbolic space were proved by Kar-makar and Sandeep [17] and Fontana and Morpurgo [14]. In [14], it was shown that (1.6) holds when \(M\) is the hyperbolic space and \(k = [p - 1]\), where \([x]\) denotes the smallest integer greater than or equal to \(x\). In [17] another approach was taken from the point of view of prescribing the \(Q\)-curvature; the authors proved the following inequality with \(p = 2:\)

\[
\sup_{u \in C^\infty_c(M), \int_M (P_n^2 u)^{p-1} \, d\mu_g} \int_M \left( e^{\beta u^2} - 1 \right) \, d\mu_g < +\infty
\]

iff \(\beta \leq \beta_0(k, n)\), where \(\beta_0\) is as before and \(M\) is the \(n\)-dimensional hyperbolic space and \(P_n^2\) is the critical GJMS operator in the hyperbolic space. Related inequalities with Hardy type potentials were obtained in [23].

Moser-Trudinger inequality has been proved for general Hadamard manifolds in [34]. Namely, the authors showed that when \(M\) is a Hadamard manifold then for any \(\lambda > 0\) the inequality

\[
\sup_{u \in C^1_c(M), \int_M \sqrt{\|\nabla u\|^n + \lambda |u|^n} \, d\mu_g \leq 1} \int_M E_{n-1}(\beta |u(x)|^{\frac{n}{n-1}}) \, d\mu_g(x) < \infty
\]

holds with the optimal choice of \(\beta\) as \(n [\omega_{n-1}]^{\frac{1}{n-1}}\).

In this article we investigate the validity of Adams inequality of the form (1.6) in general pinched Hadamard manifolds. The main difficulty one faces in this task is to handle the case of infinite volume. Also, unlike in the constant curvature spaces, estimates on balls of fixed radius will depend on the center of the ball. To handle these situations we make some assumptions on the curvature. Following is the main result in this article.

**Theorem 1.1.** Let \((M, g)\) be an \(n\)-dimensional pinched Hadamard manifold satisfying \(K_g \leq -a^2\) and \(\text{Ric}_g \geq -(n-1)b^2\) for some \(a, b > 0\). Let \(k\) be an integer satisfying \(1 \leq k < n\) and \(p = \frac{n}{k}\). Then,

\[
\sup_{u \in C^\infty_c(M), \int_M \sqrt{\|\nabla u\|^p + \lambda |u|^p} \, d\mu_g \leq 1} \int_M E_{[p-1]}(\beta |u(x)|^{\frac{p}{p-1}}) \, d\mu_g(x) < \infty
\]

iff \(\beta \leq \beta_0(k, n)\), where \(\beta_0(k, n)\) is as defined in (1.3).

As a consequence of the above theorem we can argue as in [24, 17] to get the exact asymptotic behaviour of the best constant of the Sobolev embedding \(W_0^{k,p}(M) \hookrightarrow L^q(M)\) as \(q \to \infty\).

Let \((M, g)\) \(, k, p\) as in Theorem 1.1, then for any \(q \in (p, \infty)\), the following inequality

\[\text{Consequently, } K_g \text{ is bounded from below as well.}\]
holds
\[ S_q \left[ \int_M |u|^q \, d\mu_g \right]^{\frac{1}{q}} \leq \int_M |\nabla^k u|^p \, d\mu_g, \quad \forall \, u \in C^\infty_c(M) \] (1.12)
where \( S_q \) denotes the optimal constant in the above inequality which may depend on \( n, k, q \). The above inequality easily follows from Theorem 1.1 when \( q \) is of the form \( q = s \frac{p}{p-1} \) where \( s \) is an integer satisfying \( s \geq [p - 1] \). For other values of \( q \), it follows by interpolation. Then, it is obvious that \( \lim_{q \to \infty} S_q = 0 \) as otherwise it will imply embedding of \( W_{0}^{m,p}(M) \) into \( L^\infty(M) \), which is not true. We show that:

**Theorem 1.2.** Let \((M,g)\) be as in Theorem 1.1, then
\[
\lim_{q \to \infty} \left[ q^{p-1} S_q \right] = \left[ \frac{p}{p-1} e^{\beta_0(k,n)} \right]^{p-1}.
\]

We will establish Theorem 1.1 by converting it into an estimate on operators given by kernels, an idea initiated in this case by Adams [1] and developed further in [12], [13], and [14]. We will implement this scheme by writing the function \( u \) as integral operators given by kernels. The properties of these kernels leading to Adams type inequalities with best constants have been given in [14]. The real issue in our case is to establish these conditions on kernels. For instance, in order to hold true, these properties require some (locally) uniform control of the kernels in terms of the Riemannian distance between the variables. In the constant curvature case explicit formulas make this job easy, but in our case we lack these explicit formulas for kernels. Also, compared to the case of smooth compact Riemannian manifolds, where the curvature tensor and all its covariant derivatives have bounded norms, we highlight that only bounds on the second derivatives of the Riemann metric (through the sectional curvature) are actually needed in order to control the kernels. This is done by a careful analysis involving, among other things, comparison theorems from Riemannian geometry.

We divide this article into four sections. Section 2 will be devoted to preliminary materials, Section 3 will develop the details required on Green’s function, and the proof of main theorems will be given in Section 4.
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## 2. Notation and Preliminaries

In this section we will introduce our notation and recall some results from Riemannian geometry which we will be using in this article. For more details and proofs of theorems, we refer to any standard book on Riemannian geometry like [8, 15, 28].

### 2.1. Notation

We will denote by \((M,g)\) a Riemannian manifold with inner product \( g(\cdot, \cdot) \). The Ricci and sectional curvatures will be denoted by \( Ric_g \) and \( K_g \) respectively.

A Hadamard manifold is a complete simply connected Riemannian manifold \((M,g)\) with \( K_g(x) \leq 0 \) for all \( x \in M \). We will denote the \( n \)-dimensional hyperbolic space
of constant curvature $\lambda < 0$ by $\mathbb{H}^n_\lambda$.

The Riemannian distance between $x$ and $y$ will be denoted by $d_g(x, y)$ and the Riemannian measure will be denoted by $\mu_g$. The Riemannian volume of the Euclidean unit sphere $S^{n-1}$ will be denoted by $\omega_{n-1}$.

Let us also denote by $\nabla_g$ and $\Delta_g = +\text{Tr} \text{Hess}$ the gradient and the Laplace Beltrami operator associated with the metric $g$. Moreover, for a positive integer $k$, let $\Delta_g^k$ be the $k$-th iterated Laplacian, we define the $k$-th order gradient $\nabla_g^k$ by,

$$\nabla_g^k := \begin{cases} \Delta_g^k, & \text{if } k \text{ is even}, \\ \nabla_g \Delta_g^{k-1}, & \text{if } k \text{ is odd}, \end{cases} \quad (2.1)$$

For $u \in C^k(M)$ and $x \in M$, we define $|\nabla_g^k u(x)|$ as the modulus of $\Delta_g^k u(x)$ when $k$ is even, and $\sqrt{g \left( \nabla_g \Delta_g^{k-1} u(x), \nabla_g \Delta_g^{k-1} u(x) \right)}$ when $k$ is odd.

2.2. Some results from Riemannian Geometry. One of the main difficulties we will face in proving our result comes from the infinite measure of these manifolds. First, we will recall some results on the volume.

Let $V_\lambda^n(r)$ denote the volume of a ball with radius $r > 0$ in the $n$-dimensional space form of constant curvature $\lambda \in (-\infty, 0]$, then

$$V_\lambda^n(r) = \begin{cases} \frac{\omega_{n-1}}{n} r^n, & \text{if } \lambda = 0, \\ \frac{\omega_{n-1}}{a^n} \int_0^r \sinh^{n-1} s \, ds, & \text{if } \lambda = -a^2 < 0 \end{cases} \quad (2.2)$$

In the general case, we have the Bishop-Gromov volume comparison theorem:

**Theorem 2.1.** Let $(M, g)$ be an $n$-dimensional complete Riemannian manifold with $\text{Ric} \geq (n-1)\lambda$ for some $\lambda \in \mathbb{R}$ then for any $x \in M$ the volume ratio

$$\frac{\mu_g(B(x, r))}{V_\lambda^n(r)}$$

is a nonincreasing function of $r$. In particular

$$\frac{\mu_g(B(x, r))}{V_\lambda^n(r)} \leq \lim_{R \to 0} \frac{\mu_g(B(x, R))}{V_\lambda^n(R)} = 1$$

and hence $\mu_g(B(x, r)) \leq V_\lambda^n(r)$.

This result follows from estimates on the volume element due to Bishop that we will also use in the following:

**Theorem 2.2.** Let $(M, g)$ be an $n$ dimensional complete Riemannian manifold. For $x \in M$, let $r^{n-1} A_x(r, \theta) \, d\theta dr$ denotes the Riemannian measure in normal coordinates centered at $x$.

Let us first assume that $\text{Ric} \geq -(n-1)b^2$ for some $b > 0$, then

$$\frac{n-1}{r} + \frac{\partial}{\partial r} \left( \ln(A_x(r, \theta)) \right) \leq (n-1)b \coth(br),$$
and
\[ r^{n-1}A_x(r, \theta) \leq \left( \frac{\sinh(b r)}{b} \right)^{n-1}. \]

If \((M, g)\) now satisfies \(K_g \leq -a^2 \leq 0\), then
\[ \frac{n-1}{r} + \frac{\partial}{\partial r} \left( \ln(A_x(r, \theta)) \right) \geq (n-1)a \coth(ar). \]

Next, we recall the Hessian comparison theorem:

**Theorem 2.3.** Let \((M, g)\) be a Riemannian manifold such that \(K_g \leq -a^2 \leq 0\) with \(a > 0\). Let \(y \in M\), then at any point \(x \neq y\), it holds
\[ \text{Hess}(d_g(y, \cdot))(x) \geq \text{coth}(a d_g(y, x)) \text{g}, \]
where \(\text{Hess}\) denotes the Hessian of the distance function and \(\text{g}\) the restriction of the metric \(g\) to \(\{\nabla_g d_g(y, \cdot)(x)\}^\perp \subset T_x M\). Taking the trace, we get
\[ \Delta_g(d_g(y, \cdot))(x) \geq (n-1)a \coth(a d_g(y, x)). \]

If \(a = 0\) then
\[ \text{Hess}(d_g(y, \cdot))(x) \geq \frac{1}{d_g(y, x)} \text{g} \text{ and } \Delta_g(d_g(y, \cdot))(x) \geq \frac{n-1}{d_g(y, x)}. \]

Finally, we recall the Laplacian comparison theorem:

**Theorem 2.4.** Let \((M, g)\) be a Riemannian manifold such that \(\text{Ric}_g \geq -(n-1)b^2\). Let \(y \in M\), then at any point \(x \neq y\), it holds
\[ \Delta_g(d_g(y, \cdot))(x) \leq (n-1)b \coth(b d_g(x, y)). \]

### 2.3. Poincaré type Inequalities

In this final subsection we recall some inequalities in Sobolev space and deduce some corollaries.

The following theorem is due to McKean for \(p = 2\) (see [8]) and generalized further by Strichartz [32, Theorem 5.4].

**Theorem 2.5.** Let \((M, g)\) be a Hadamard manifold with \(K_g \leq -a^2 < 0\) then for \(1 \leq p < \infty\) the inequality
\[ \left( \frac{n-1}{p}a \right)^p \int_M |u|^p d\mu_g \leq \int_M |\nabla_g u|^p d\mu_g \quad (2.3) \]
holds for all \(u \in C_c^\infty(M)\).

**Theorem 2.6.** Let \((M, g)\) be a complete Riemannian manifold satisfying \(\text{Ric}_g \geq -(n-1)b^2\), and whose spectral gap is positive. Then, there exists a constant \(C_p > 0\) such that
\[ |||\nabla_g u|||_p \leq C_p ||u||^\frac{1}{p} \text{ and } ||\Delta_g u||_p \leq C_p ||u|| \quad (2.4) \]
holds for all \(u \in C_c^\infty(M)\).

**Proof.** The result follows from two main ingredients. First, we use
\[ ||\Delta_g^{1/2} u||_p \leq C_p ||u||^\frac{1}{p} \text{ and } ||\Delta_g u||_p \leq C_p ||u||, \]
where \(\Delta_g^{1/2} u\) stands for the fractional Laplacian. This inequality holds on any complete Riemannian manifolds [18] (see also [10, Proposition 2.2]).
Then, we get the result by combining this together with the boundedness of the Riesz transform:

\[ \left\| \nabla g u \right\|_p \leq C_p \left\| \Delta_g^{1/2} u \right\|_p, \]

which holds under these assumptions as proved in [4, Theorem 1.9]; see also [5, Theorem 4.1].

Combining the above two theorems and a recursive application will give the following inequality:

**Theorem 2.7.** Let \((M, g)\) be a Hadamard manifold with \(\text{Ric}_g \geq -(n-1)b^2\) and \(K_g \leq -a^2 < 0\), then for \(1 < p < +\infty\) and positive \(k \in \mathbb{N}\), there exists \(C_{k,p} > 0\) such that

\[ \int_M |u|^p \, d\mu_g \leq C_{k,p} \int_M |\nabla_g^k u|^p \, d\mu_g \quad (2.5) \]

holds for all \(u \in C_c^\infty(M)\).

### 3. Green’s function

One of the crucial tools which we will be using to prove our results is the information on the Green function of the Laplace operator. In this section, following the approach due to Li and Tam [20], we will construct a Green function on a Hadamard manifold and show that it can be bounded by terms depending only on the curvature bounds; we will also establish sharp integral estimates for this Green function and its gradient. First, let us recall the definition of entire Green’s function.

#### 3.1. Green’s Function: Definition and Model cases

In this subsection we define the notion of entire Green’s function and recall the Green function of the model cases.

**Definition 3.1.** Let \((M, g)\) be a Riemannian manifold, then an entire Green’s function of the Laplace Beltrami operator \(-\Delta_g\) is a function \(G : M \times M \setminus \{(x, x) : x \in M\} \to [0, \infty)\) satisfying

1. For each fixed \(x \in M\), \(\Delta_g G^x(y) = 0\) for all \(y \in M \setminus \{x\}\), where \(G^x\) is the function \(y \to G(x, y)\).
2. \(G(x, y) = G(y, x)\) for all \(x \neq y\).
3. For each fixed \(x \in M\),

\[ G^x(y) = \begin{cases} \frac{d_g(x,y)^2-n}{(n-2)\omega_{n-1}} [1 + o(1)] & \text{if } n \geq 3, \\ -\frac{\log d_g(x,y)}{2\pi} [1 + o(1)] & \text{if } n = 2. \end{cases} \]

Let \(\Phi : (0, \infty) \to (0, \infty)\) be defined by

\[ \Phi(r) = \frac{r^{2-n}}{(n-2)\omega_{n-1}}, \quad (3.1) \]
then we know that an entire Green’s function of $-\Delta$ in the Euclidean space $\mathbb{R}^n$, $n \geq 3$, is given by $G(x, y) = \Phi(|x - y|)$. Similarly, for $a > 0$, if $\Psi_a : (0, \infty) \to (0, \infty)$ is defined by

$$\Psi_a(r) = \frac{a^{n-2}}{\omega_{n-1}} \int_a^\infty (\sinh t)^{1-n} dt,$$

(3.2)

then one can easily see that an entire Green’s function of the hyperbolic space $\mathbb{H}_{-a^2}^n$ is given by $G(x, y) = \Psi_a(d_{ga}(x, y))$, where $d_{ga}$ is the Riemannian distance in $\mathbb{H}_{-a^2}^n$.

3.2. Green’s function: Existence and Estimates. In the case of general Hadamard manifolds, we have the following theorem which establishes the existence of entire Green’s function:

**Theorem 3.1.** Let $(M, g)$ be a Hadamard manifold of dimension $n \geq 3$, then $(M, g)$ admits an entire Green’s function $G$ satisfying the estimate

$$0 < G(x, y) \leq \Phi(d_g(x, y)),$$

(3.3)

where $\Phi$ is as in (3.1). Moreover, if $(M, g)$ satisfies:

(i) $K_g \leq -a^2 < 0$, then

$$0 < G(x, y) \leq \Psi_a(d_g(x, y)),$$

(3.4)

(ii) $\text{Ric}_g \geq -(n - 1)b^2$, $b > 0$, then

$$0 < \Psi_b(d_g(x, y)) \leq G(x, y),$$

(3.5)

where $\Psi_a$ and $\Psi_b$ are as in (3.2).

We need the entire Green function for the following representation formula:

**Remark.** We will observe from the proof that the Green function $G$ established in the previous theorem satisfies for every $u \in C^2_c(M)$

$$u(x) = \int_M G(x, y)(-\Delta_g u(y)) \, d\mu_g(y)$$

(3.6)

and

$$u(x) = -\Delta_g \left( \int_M G(x, y)u(y) \, d\mu_g(y) \right)$$

(3.7)

The next theorem gives us precise asymptotic bounds of $G$ and its gradient near the singularity. These bounds will be crucial to prove Adams inequalities for the best exponents.

**Theorem 3.2.** Let $(M, g)$ be a Hadamard manifold satisfying $\text{Ric}_g \geq -(n - 1)b^2$ for some $b > 0$. Let $G$ be the entire Green function established in Theorem 3.1, then for every $R > 0$ there exist positive constants $A, B$ depending only on $R$ such that

$$\Phi(d_g(x, \cdot)) \left[ 1 - A [d_g(x, \cdot)]^2 \right] \leq G(x, \cdot) \leq \Phi(d_g(x, \cdot)),$$

(3.8)

and

$$|\nabla_g G(x, \cdot) - \nabla_g \Phi(d_g(x, \cdot))| \leq \begin{cases} B[d_g(x, \cdot)]^{3-n} & \text{if } n > 3, \\ B(1 + |\log d_g(x, \cdot)|) & \text{if } n = 3, \end{cases}$$

(3.9)

holds in $B(x, R)$, uniformly for all $x \in M$. 

In addition to the above pointwise estimates, we also need estimates on the $L^2$ and $L^1$ norms of $G$ and its gradient:

**Theorem 3.3.** Let $(M, g)$ be a Hadamard manifold satisfying $K_g \leq -a^2$ and $\text{Ric}_g \geq -(n-1)b^2$ for some $a > 0, b > 0$. Let $G$ be the entire Green function established in Theorem 3.1, then there exists a $C > 0$ such that for every $x \in M$ and every $R > 0$,

$$\int_{B(x, R)} G(x, \cdot) \, d\mu_g \leq C(1 + R),$$

(3.10)

$$\int_{B(x, R)} |\nabla G(x, \cdot)| \, d\mu_g \leq C(1 + R),$$

(3.11)

$$\int_{M \setminus B(x, R)} G^2(x, \cdot) \, d\mu_g \leq C\Psi_a(R),$$

(3.12)

and

$$\int_{M \setminus B(x, R)} |\nabla G(x, \cdot)|^2 \, d\mu_g \leq \frac{C}{R^2} \Psi_a(R).$$

(3.13)

### 3.3. Proofs of Theorems.

We need a few lemmas before going into the proofs of Theorem 3.1, Theorem 3.2, and Theorem 3.3. First, let us recall the theorem concerning the existence of Green’s function for the Laplace operator with Dirichlet boundary condition in bounded domains. For details we refer to [3].

**Lemma 3.4.** Let $(M, g)$ be a Riemannian manifold of dimension $n \geq 3$, and $\Omega$ be a bounded open subset of $M$ with smooth boundary, then there exists $G : \overline{\Omega} \times \Omega \setminus \{(x, x) : x \in \Omega\} \to [0, \infty)$ such that

(i) $G(x, y) = G(y, x)$, $\forall x \neq y$,

(ii) $G(x, y) = 0$, if $x \in \partial \Omega$ or $y \in \partial \Omega$,

(iii) $-\Delta_g G(x, \cdot) = \delta_x$, $-\Delta_g G(\cdot, y) = \delta_y$,

(iv) For each $x$ fixed, $G(x, y) = \frac{|d_g(x,y)|^2-n}{(n-2)\omega_{n-1}} [1 + o(1)]$ as $y \to x$.

We are going to get our Green function as the limit of Dirichlet Green’s functions in bounded domains. The following lemma plays a crucial role in getting the bounds on the Green function.

**Lemma 3.5.** Let $(M, g)$ be a Hadamard manifold of dimension $n \geq 3$, and $\Phi, \Psi_a$ be as in (3.1) and (3.2). For $x \in M$, define $\Phi^x, \Psi^x_a : M \setminus \{x\} \to (0, \infty)$ by $\Phi^x(y) = \Phi(d_g(x,y))$ and $\Psi^x_a(y) = \Psi(a(d_g(x,y)))$. Then:

(i) $-\Delta_g \Phi^x(y) \geq 0$ for all $y \in M \setminus \{x\}$.

(ii) $-\Delta_g \Psi^x_a(y) \geq 0$ for all $y \in M \setminus \{x\}$ if $K_g \leq -a^2 < 0$.

(iii) $-\Delta_g \Psi^x_a(y) \leq 0$ for all $y \in M \setminus \{x\}$ if $\text{Ric}_g \geq -(n-1)b^2$.

**Proof.** Let us recall that, given a $C^2$ function $f : (0, +\infty) \to (0, +\infty)$,

$$\Delta_g(f(d_g(x, \cdot))) = f'(d_g(x, \cdot))\Delta_g d_g(x, \cdot) + f''(d_g(x, \cdot))$$

(we use $|\nabla_g d_g(x, \cdot)| = 1$ on $M \setminus \{x\}$). Note that $\Phi''(r) = \frac{\Phi'}{\Phi}$; a similar formula holds for $\Psi_a$. The conclusions (i) and (ii) then follow from Theorem 2.3 while (iii) follows from Theorem 2.4. \qed
Proof of Theorem 3.1. For \( x \in M \) and \( R > 0 \), we denote by \( B(x, R) \) the open Riemannian ball of radius \( R \) centered at \( x \). Fix a point \( O \in M \) and define for \( R > 0 \), \( B_R := B(O, R) \). Let \( G_R \) denote the unique Dirichlet Green function of \( B_R \) given by Lemma 3.4; we will show that the limit of \( G_R \) as \( R \to \infty \) exists and is the required Green function. We will present the arguments in several steps.

\textbf{Step 1:} Let \( 0 < R_1 < R_2 < \infty \) and \( x \neq y \in B_{R_1} \), then \( G_{R_1}(x, y) \leq G_{R_2}(x, y) \).

\textit{Proof of Step 1.} Fix \( x \in B_{R_1} \), \( \epsilon > 0 \), and consider the function \( g_\epsilon : B_{R_1} \setminus \{x\} \to \mathbb{R} \) defined by
\[
g_\epsilon(y) = (1 + \epsilon)G_{R_2}(x, y) - G_{R_1}(x, y).
\]
Then for any small \( \delta > 0 \), \( g_\epsilon \) is harmonic in \( B_{R_1} \setminus (\overline{B(x, \delta)} \cup \partial \overline{B_{R_1}} \setminus \overline{B_\delta}) \) thanks to (iv) of Lemma 3.4. Thus, by maximum principle \( g_\epsilon \geq 0 \) in \( B_{R_1} \setminus \overline{B_\delta} \) for \( \delta \) small enough, and hence in \( B_{R_1} \setminus \{x\} \). Now, Step 1 follows by taking \( \epsilon \to 0 \).

\textbf{Step 2:} For every \( R > 0 \), \( G_R(x, y) \leq \Phi^x(y) \) for all \( x, y \in B_R \), where \( \Phi^x \) is defined as in Lemma 3.5.

\textit{Proof of Step 2.} Fix \( x \in B_R \) and \( \delta > 0 \) small enough, and consider the function \( g^{x, \delta} : B_R \setminus B(x, \delta) \to \mathbb{R} \) defined by
\[
g^{x, \delta}(y) = \Phi^x(y) - m_\delta G_R(x, y),
\]
where \( m_\delta = \frac{\Phi(\delta)}{\max\{G_R(x, y) : d(x, y) = \delta\}} \). Then, it follows from the maximum principle that \( g^{x, \delta}(y) \geq 0 \) in \( B_R \setminus B(x, \delta) \). Note that \( m_\delta \to 1 \) as \( \delta \to 0 \). Thus, Step 2 follows by taking \( \delta \to 0 \) in \( g^{x, \delta}(y) \geq 0 \) for \( y \in B_R \setminus B(x, \delta) \).

\textbf{Step 3:} Define for \( x, y \in M, x \neq y, G(x, y) = \lim_{R \to \infty} G_R(x, y) \), then \( G \) is the required Green function.

\textit{Proof of Step 3.} First, observe that \( G \) is well-defined thanks to Step 1 and Step 2. The estimate (3.3) on \( G \) follows from Step 2 by taking the limit \( R \to \infty \). Also, \( G(x, y) = \Phi(x, y) \) as it holds for each \( G_R \). For any \( x \in M \), the function \( \Phi_x \in L^1_{\text{loc}}(M) \) and \( G_R \leq \Phi_x \). Thus \( \Delta_g G_R(x, \cdot) \to \Delta_g G(x, \cdot) \) in the sense of distributions, which implies \( -\Delta_g G(x, \cdot) = \delta_x \) for all \( x \in M \), in particular \( \Delta_g G^x = 0 \) in \( M \setminus \{x\} \).

It remains to show that \( G \) satisfies the last condition of the definition of entire Green’s function. Fix \( x \in M \) and \( R > 0 \) such that \( x \in B_{\frac{R}{2}} \), then as \( y \to x \), we have
\[
\frac{[d_g(x, y)]^{2-n}}{(n-2)\omega_{n-1}}[1 + o(1)] = G_R(x, y) \leq G(x, y) \leq \frac{[d_g(x, y)]^{2-n}}{(n-2)\omega_{n-1}}
\]
and hence \( G \) satisfies (iii) of the definition.

When \( (M, g) \) satisfies \( K_g \leq -a^2 < 0 \), we can repeat Steps 2 and 3 with \( \Psi_a \) instead of \( \Phi \) to establish (3.4).

To prove (3.5), fix \( x \in M \). For \( \delta > 0 \) define \( h^{x, \delta} \) by
\[
h^{x, \delta}(y) = m_\delta G^x(y) - \Psi_b(d_g(x, y)), \quad y \in M \setminus B(x, \delta),
\]
where \( m_\delta = \frac{\Psi_b(\delta)}{\min_{y \in B(x, \delta)} G^y(y)} \). Then, using (iii) of Lemma 3.5 we get \(-\Delta_y h^{x,\delta} \geq 0,\) and hence using the maximum principle \( h^{x,\delta} \geq 0 \) in \( M \setminus B(x, \delta) \). Taking the limit as \( \delta \to 0 \), and observing that \( m_\delta \to 1 \), we get \( G^x(y) - \Psi_b(d_y(x, y)) \geq 0 \) for \( y \in M \setminus \{ x \} \). This completes the proof of the theorem. \( \square \)

**Proof of Theorem 3.2.** The upper and lower bounds of \( G \), namely (3.8), follow from (3.3) and (3.5).

To prove the estimate on the gradient, first note that we have the following pointwise estimate which follows from [35] and the subsequent improvement obtained in [21]: There exists positive constants \( C_1, C_2 \) depending on the lower Ricci curvature bound and the dimension \( n \) such that

\[
|\nabla_y (\log G(x, \cdot))| \leq \frac{C_1}{d_y(x, \cdot)} + C_2. \tag{3.14}
\]

Combining this with the estimate on \( G \), we get the existence of a positive constant \( C \) such that on \( B(x, R) \), uniformly in \( x \in M \),

\[
|\nabla_y G(x, \cdot)| \leq C [d_y(x, \cdot)]^{1-n}. \tag{3.15}
\]

Let \( \Phi \) be as in (3.1), then using the notation in Theorem 2.2, we get

\[-\Delta_y \Phi(\exp_y(r \theta)) = \Phi'(r) \frac{\partial}{\partial r} \ln(A_x(r, \theta)) \text{ in } M \setminus \{ x \},\]

where \( \frac{\partial}{\partial r} \) denotes the radial derivative in normal coordinates centered at \( x \), and \( \exp_x \) stands for the Riemannian exponential map at \( x \). Using our curvature bound, we infer from Theorem 2.2, the estimate \( |\frac{\partial}{\partial r} \ln(A_x(r, \theta))| \leq Cr \) where \( C \) is uniform in \( x \) and \( r \leq R \). Thus, the function \( H(x, \cdot) \) defined by \( H(x, \exp_x(r \theta)) := \Phi'(r) \frac{\partial}{\partial r} \ln(A_x(r, \theta)) \) satisfies the following estimate on \( B(x, R) \), uniformly in \( x \in M \),

\[
|H(x, \cdot)| \leq C [d_y(x, \cdot)]^{2-n}. \tag{3.16}
\]

We also have in the sense of distributions

\[-\Delta_y \Phi(d_y(x, \cdot)) = \delta_x + H(x, \cdot) \text{ in } M, \tag{3.17}\]

where \( \delta_x \) denotes the Dirac delta distribution at \( x \).

Fix \( R > 0 \) and choose a smooth function \( f : [0, \infty) \to \mathbb{R} \) such that \( f = 1 \) on \([0, R]\) and \( f = 0 \) in \([2R, \infty)\). For \( x \neq y \in M \), define \( U(x, y) \) by

\[
U(x, y) := \int_M G(y, z)f(d_y(x, z))H(x, z) \, d\mu_y(z). \tag{3.18}
\]

Using the estimates on \( G \) and \( H \), we can see that in the sense of distributions

\[-\Delta_y U(x, \cdot) = f(d_y(x, \cdot))H(x, \cdot), \tag{3.19}\]

and hence as distributions

\[-\Delta_y [G(x, \cdot) - \Phi(d_y(x, \cdot)) + U(x, \cdot)] = 0 \text{ in } B(x, R). \tag{3.20}\]

In other words, the function \( h^x \) defined by

\[ h^x(y) = G(x, y) - \Phi(d_y(x, y)) + U(x, y) \]
is harmonic in $B(x, R)$, and we claim $h^x$ is bounded on $\partial B(x, R)$, uniformly in $x$. This claim follows once we prove the same property for $U(x, \cdot)$. We will estimate $U(x, \cdot)$ by writing it in the normal coordinates centered at $x$. Let us identify isometrically the tangent space of $M$ at $x$ with the Euclidean space $\mathbb{R}^n$ by fixing a $g$-orthonormal basis. Since $K_g \leq 0$, by Rauch’s comparison theorem, we get for any two points $z_i \in \mathbb{R}^n, i = 1, 2$,

$$d_g(\exp_x(z_1), \exp_x(z_2)) \geq |z_1 - z_2|.$$  

Since $\Phi$ is decreasing, we get $\Phi(d_g(\exp_x(z_1), \exp_x(z_2))) \leq \Phi(|z_1 - z_2|)$. We also set $\exp_x^{-1}(z) = \hat{z}$ for an arbitrary point $z \in M$.

Using the lower Ricci curvature bound, we can estimate from above the volume element; precisely, if we set $d\hat{z}$ the Lebesgue measure, Theorem 2.2 can be rephrased as

$$d\mu_g(z) \leq \left(\frac{\sinh(b|\hat{z}|)}{b|\hat{z}|}\right)^{n-1} d\hat{z}.$$  

Thus,

$$|U(x, y)| \leq C \int_{B(x, 2R)} \Phi(d_g(y, z)) |d_g(x, z)|^{2-n} d\mu_g(z) \leq C \int_{|\hat{z}| < 2R} |\hat{y} - \hat{z}|^{2-n} |\hat{z}|^{2-n} \left(\frac{\sinh(b|\hat{z}|)}{b|\hat{z}|}\right)^{n-1} d\hat{z} \leq \begin{cases} C|\hat{y}|^{4-n} & \text{if } n > 4, \\ C(1 + |\ln |\hat{y}|)| & \text{if } n = 4, \\ C & \text{if } n = 3, \end{cases}$$

where $C$ depends on $R$ via $\max_{0 < t < 2R} \left(\frac{\sinh bt}{t}\right)^{n-1}$. Going back to the original variables we get

$$|U(x, y)| \leq \begin{cases} C d_g(x, y)^{4-n} & \text{if } n > 4, \\ C(1 + \ln d_g(x, y)) & \text{if } n = 4, \\ C & \text{if } n = 3, \end{cases}$$

This proves the uniform bound of $U$ and hence $h^x$ on $\partial B(x, R)$. Since $h^x$ is harmonic in $B(x, R)$, the gradient of $h^x$ is uniformly bounded in $B(x, \frac{R}{2})$ thanks to the gradient estimate already mentioned in (3.14). Thus,

$$\nabla_g G(x, \cdot) = \nabla_g \Phi(d_g(x, \cdot)) - \nabla_g U(x, \cdot) + \nabla_g h^x,$$

and hence it remains to estimate $\nabla_g U(x, \cdot)$.

By definition of $U$,

$$\nabla_g U(x, \cdot) = \int_M \nabla_g G(y, \cdot) f(d_g(x, \cdot)) H(x, \cdot) d\mu_g,$$

thus, using the estimates (3.15) and (3.16), and proceeding exactly as we estimated $U$ above, we get, when $n > 3$, the estimate $|\nabla_g U(x, \cdot)| \leq C[d_g(x, \cdot)]^{3-n}$, and, when $n = 3$, $|\nabla_g U(x, \cdot)| \leq C[1 + \log d_g(x, \cdot)]$. This completes the proof. \hfill \Box
Proof of Theorem 3.3. Fix \( x \in M \) and recall that \( G^x(y) = G(x,y) \). Then, it follows from Theorem 3.1 that
\[
B(x, \Psi^{-1}_b(t)) \subset \{ y : G^x(y) > t \} \subset B(x, \Psi^{-1}_x(t)).
\] (3.21)

Let \( B_R \) and \( G_R \) be as in the proof of Theorem 3.1. Define for \( y \neq x \), \( G^x_R(y) := G_R(x,y) \), then we know that \( G^x_R \) monotonically converges to \( G^x \). For \( t > 0 \) and \( R > 0 \), define the compactly supported function
\[
H^x_R(y) = \min\{t,G^x_R(y)\}.
\]

Using Theorem 2.5 with \( p = 2 \), we get
\[
\left[ \frac{(n-1)a}{2} \right]^2 \int_{B_R} (H^x_R)^2 \mu_g \leq \int_{B_R} |\nabla g H^x_R|^2 \mu_g.
\] (3.22)

Now,
\[
\int_{B_R} |\nabla g H^x_R|^2 \mu_g = \int_{B_R \cap \{G^x_R < t\}} |\nabla g G^x_R|^2 \mu_g
\]
\[
= - \int_{B_R \cap \{G^x_R < t\}} (\Delta g G^x_R) G^x_R \mu_g - \int_{\{G^x_R = t\}} (\frac{\partial G^x_R}{\partial \nu}) G^x_R \mu_g
\]
\[
= -t \int_{\{G^x_R = t\}} \frac{\partial G^x_R}{\partial \nu},
\] (3.23)

where \( \nu \) is the outward unit normal of \( \{G^x_R > t\} \), and we have used \( \Delta_g G^x_R = 0 \) in \( M \setminus \{x\} \). For small enough \( \epsilon > 0 \), we get by applying Green’s formula on \( \{G^x_R > t\} \setminus B(x, \epsilon) \):
\[
\int_{\{G^x_R = t\}} \frac{\partial G^x_R}{\partial \nu} + \int_{B(x, \epsilon) \setminus \{G^x_R > t\}} \frac{\partial G^x_R}{\partial \nu} = \int_{\{G^x_R < t\}} \Delta_g G^x_R \mu_g = 0,
\]

where \( \nu \) on \( \partial B(x, \epsilon) \) is the unit inward normal of \( B(x, \epsilon) \). Inserting this relation into (3.23), we get, by definition of \( G^x_R \),
\[
\int_{B_R} |\nabla g H^x_R|^2 \mu_g = t \lim_{\epsilon \to 0} \int_{\partial B(x, \epsilon)} (\frac{\partial G^x_R}{\partial \nu}) = t.
\]

Using this estimate in (3.22), and taking the limit \( R \to \infty \) we get
\[
\left[ \frac{(n-1)a}{2} \right]^2 \left[ t^2 \mu_g(\{G^x \geq t\}) + \int_{\{G^x < t\}} (G^x)^2 \mu_g \right] \leq t.
\] (3.24)

Hence \( \int_{\{G^x < t\}} (G^x)^2 \mu_g \leq Ct \) and (3.12) follows from (3.21).

To prove (3.10), first observe from (3.24) that
\[
\mu_g(\{G^x > t\}) \leq \left[ \frac{2}{(n-1)a} \right]^2 \left[ \frac{1}{t} \right], \quad \forall \ t > 0.
\] (3.25)
Also from (3.21), Theorem 2.1, and (2.2) we have,
\[
\mu_g(\{G^x > t\}) \leq \mu_g(B(x, \Phi^{-1}(t))) \leq V_n^{a_2}(\Phi^{-1}(t)) \leq C \left(\frac{1}{t}\right)^{\frac{n-2}{2}}, \ t \geq 1. \tag{3.26}
\]

Thus, using (3.21) and (3.25), we get
\[
\int_{B(x,R)} G(x,y) \, d\mu_g(y) \leq \int_{G^x > \Psi_b(R)} G^x(y) \, d\mu_g(y)
\]
\[
= \int_0^\infty \mu_g(\{G^x > t\} \cap \{G^x > \Psi_b(R)\}) \, dt
\]
\[
= \int_0^\infty \mu_g(\{G^x > \Psi_b(R)\}) \, dt + \int_0^\infty \mu_g(\{G^x > t\}) \, dt
\]
\[
= \left[\frac{2}{(n-1)a}\right]^2 + \int_{\Psi_b(R)}^\infty \mu_g(\{G^x > t\}) \, dt.
\]

If \(\Psi_b(R) \geq 1\), then (3.26) implies that \(\int_{\Psi_b(R)}^\infty \mu_g(\{G^x > t\}) \, dt \leq C\), where C is independent of \(x\). If \(\Psi_b(R) < 1\), then (3.25) and (3.26) give
\[
\int_{\Psi_b(R)}^\infty \mu_g(\{G^x > t\}) \, dt = \int_{\Psi_b(R)}^1 \mu_g(\{G^x > t\}) \, dt + \int_1^\infty \mu_g(\{G^x > t\}) \, dt \leq C(1 + R).
\]

This proves (3.10). To prove (3.11), first observe that if \(R \leq 1\), then using (3.15) we get
\[
\int_{B(x,R)} |\nabla g G(x,\cdot)| \, d\mu_g \leq C \int_{B(x,R)} [d_g(x,\cdot)]^{1-n} \, d\mu_g \leq C
\]
uniformly in \(x\) thanks to Theorem 2.2. This together with the estimate
\[
|\nabla g G(x,\cdot)| \leq CG(x,\cdot) \text{ in } M \setminus B(x,1)
\]
(which follows from (3.14)), and (3.10) prove (3.11).

The last identity (3.13) follows from (3.12) once we use the estimate (3.14). We can also have the following alternate proof:

Choose a smooth function \(f : \mathbb{R} \to [0,1]\) such that \(f(r) = 0\) if \(r \leq 1\) and \(f(r) = 1\) if \(r \geq 2\), and define \(f_R : M \to [0,1]\) by \(f_R(y) = f\left(\frac{d_g(x,y)}{R}\right)\).

Since \(\Delta_g G^x_R = 0\) in \(B_R \setminus \{x\}\), we get
\[
\int_{B_R} \Delta_g G^x_R(y) (f_R(y))^2 G^x_R(y) \, d\mu_g(y) = 0.
\]
This implies
\[
\int_{B_R} |\nabla_g G_R^x(y)|^2 (f_R(y))^2 \, d\mu_g(y) \leq 2 \int_{B_R} |\nabla_g f_R(y)||\nabla_g G_R^x(y)| f_R(y) G_R^x(y) \, d\mu_g(y)
\]
\[
\leq C \left( \int_{B_R} |\nabla_g G_R^x(y)|^2 (f_R(y))^2 \, d\mu_g(y) \right)^\frac{1}{2} \left( \int_{\{y: R \leq d_g(x,y) \leq 2R\}} (G_R^x)^2 \right)^{\frac{1}{2}}.
\]
Now, (3.13) follows by taking \( \tilde{R} \to \infty \) and using (3.12).

\[\square\]

4. Proof of Theorem

In this section we will prove our main theorem. We follow the idea of converting the problem into a convolution type estimate problem introduced by Adams [1] and further developed by Fontana [12] and Fontana-Morpurgo [13, 14]. First, we will introduce these kernels and prove the necessary estimates on them using the estimates on \( G \) and its gradient established in Section 3.

4.1. Estimates on the Kernel. For positive \( m \in \mathbb{N} \), we define the kernel

\[K^m : M \times M \setminus \{(x,x) : x \in M\} \to (0,\infty)\]

by

\[K^m(x,y) = \begin{cases} 
|\nabla_g G(x,y)| & \text{if } m = 1, \\
G(x,y) & \text{if } m = 2, \\
\int_M K^{m-2}(x,\cdot)G(\cdot,y) \, d\mu_g & \text{if } m \text{ is even}, \\
\int_M K^{m-1}(x,\cdot)|\nabla_g G(\cdot,y)| \, d\mu_g & \text{if } m \text{ is odd}.
\end{cases}\]

(4.1)

First, we will show that \( K^m \) is well-defined and satisfies the required estimates.

Lemma 4.1. Let \( (M,g) \) be an \( n \)-dimensional Hadamard manifold satisfying \( K_g \leq -a^2 \) and \( \text{Ric}_g \geq -(n-1)b^2 \) for some positive numbers \( a, b \), then for \( m < n \), \( K^m \) is well-defined and satisfies the estimate

\[K^m(x,y) \leq \begin{cases} 
\alpha_{n,m} [d_g(x,y)]^{m-n} \left( 1 + C [d_g(x,y)]^\frac{1}{2} \right) & \text{if } d_g(x,y) < 1, \\
C e^{-\beta_m d_g(x,y)} & \text{if } d_g(x,y) \geq 1,
\end{cases}\]

(4.2)

for some \( \beta_m > 0, C > 0, \) and \( \alpha_{n,m} \) is given by

\[\alpha_{n,m} = \begin{cases} 
\frac{\Gamma\left(\frac{n}{2} - m\right)}{\omega_{n-2m-1} \Gamma\left(\frac{n}{2}\right)} & \text{if } m \text{ is even}, \\
\frac{\Gamma\left(\frac{n}{2} - m\right)}{\omega_{n-2m+2} \Gamma\left(\frac{n}{2}\right)} & \text{if } m \text{ is odd}.
\end{cases}\]

(4.3)

Moreover, there exists \( \alpha_m > 0 \) and \( C > 0 \) such that

\[\int_{M \setminus B(x,R)} (K^m(x,y))^2 \, d\mu_g(y) \leq C e^{-\alpha_m R}, \quad \text{for all } R \geq 1.
\]

(4.4)
**Proof.** First, observe that when $m = 1$ the lemma follows from (3.9), (3.14), and (3.13). When $m = 2$, it again follows from (3.4) and the estimate (3.12). Next, we show that if the lemma is true for an even $m$ then it holds for $m + i$ with $i \in \{1, 2\}$ provided $m + i < n$, and hence it will follow for all $m < n$. Also observe that if (4.2) holds with $R = 1$ as threshold then, up to modifying the constants $C$, it also holds for any $R > 0$.

According to (4.1), we have for $i \in \{1, 2\}$,

$$K^{m+i}(x, y) = \int_M K^m(x, z) K^i(z, y) \, d\mu_g(z).$$

Let us consider the cases $d_g(x, y) < 1$ and $d_g(x, y) \geq 1$ separately.

**Case 1:** Let $x, y \in M$ be such that $d_g(x, y) < 1$.

$$\int_M K^m(x, z) K^i(z, y) \, d\mu_g(z) = \int_{B(x, 2)} K^m(x, z) K^i(z, y) \, d\mu_g(z)$$

$$+ \int_{M \setminus B(x, 2)} K^m(x, z) K^i(z, y) \, d\mu_g(z)$$

The second integral on the right is uniformly bounded independent of $x$ as it is bounded from above by

$$\left( \int_{M \setminus B(x, 2)} (K^m(x, z))^2 \, d\mu_g(z) \right)^{\frac{1}{2}} \left( \int_{M \setminus B(y, 1)} (K^i(z, y))^2 \, d\mu_g(z) \right)^{\frac{1}{2}},$$

and using the estimates (3.12), (3.13), and (4.4).

Next, we will estimate the first term. First, we will consider the case $i = 2$. From (3.8) and the fact that $K^m$ satisfies (4.2), we get

$$\int_{B(x, 2)} K^m(x, z) K^2(z, y) \, d\mu_g(z) \leq$$

$$\int_{B(x, 2)} \alpha_{n,m} [d_g(x, z)]^{m-n} \left( 1 + C [d_g(x, z)]^{\frac{1}{2}} \right) \Phi(d_g(z, y)) d\mu_g(z).$$

We will estimate the right-hand side by writing it in the normal coordinates centered at $x$ as we did in the proof of Theorem 3.2. Using the same notation and proceeding as before, we get

$$\mathcal{I} := \int_{B(x, 2)} [d_g(x, z)]^{m-n} \left( 1 + C [d_g(x, z)]^{\frac{1}{2}} \right) \Phi(d_g(z, y)) d\mu_g(z)$$

$$\leq \int_{B(0, 2)} |\tilde{z}|^{m-n} \left( 1 + C |\tilde{z}|^{\frac{1}{2}} \right) \frac{|\tilde{z} - \tilde{y}|^{2-n}}{n-2\omega_{n-1}} \left( \frac{\sinh(2|\tilde{z}|)}{|\tilde{z}|} \right)^{n-1} d\tilde{z}.$$
For $\tilde{z} \neq 0$, we decompose the integrand as follows

$$|	ilde{z}|^{m-n} \left(1 + C|\tilde{z}|^{\frac{1}{2}}\right) \frac{|	ilde{z} - \tilde{y}|^{2-n}}{(n-2)\omega_{n-1}} \left(\frac{\sinh(b|\tilde{z}|)}{b|\tilde{z}|}\right)^{n-1} =$$

$$|	ilde{z}|^{m-n} \left(1 + C|\tilde{z}|^{\frac{1}{2}}\right) \frac{|	ilde{z} - \tilde{y}|^{2-n}}{(n-2)\omega_{n-1}} \left(\frac{\sinh(b|\tilde{z}|)}{b|\tilde{z}|}\right)^{n-1} - 1 + |	ilde{z}|^{m-n} \left(1 + C|\tilde{z}|^{\frac{1}{2}}\right) \frac{|	ilde{z} - \tilde{y}|^{2-n}}{(n-2)\omega_{n-1}}.$$

Note that each term above is nonnegative and, for $|\tilde{z}| \leq 2$,

$$0 \leq \left(\frac{\sinh(b|\tilde{z}|)}{b|\tilde{z}|}\right)^{n-1} - 1 \leq \tilde{C}|\tilde{z}|^2.$$

Combining these facts together, we obtain

$$\mathcal{I} \leq \int_{B(0,2)} |\tilde{z}|^{m-n} \frac{|	ilde{z} - \tilde{y}|^{2-n}}{(n-2)\omega_{n-1}} d\tilde{z} + C \int_{B(0,2)} |\tilde{z}|^{m-n+1/2} \frac{|	ilde{z} - \tilde{y}|^{2-n}}{(n-2)\omega_{n-1}} d\tilde{z} + \tilde{C} \int_{B(0,2)} |\tilde{z}|^{m-n+2} \frac{|	ilde{z} - \tilde{y}|^{2-n}}{(n-2)\omega_{n-1}} d\tilde{z}$$

Bounding each term by integrating over $\mathbb{R}^n$ instead of $B(0,2)$, and using, for $0 < \alpha, \beta < n$ such that $\alpha + \beta < n$,

$$\int_{\mathbb{R}^n} |x|^{\alpha-n} |x-y|^{\beta-n} dx = \frac{\gamma(\alpha)\gamma(\beta)}{\gamma(\alpha + \beta)} |y|^{\alpha+\beta-n},$$

where

$$\gamma(x) = 2^x \pi^{\frac{n}{2}} \frac{\Gamma\left(\frac{x}{2}\right)}{\Gamma\left(\frac{n-x}{2}\right)}$$

(see [31], Chapter 5), we get the estimate in this case. Next, we consider the case $i = 1$ where the arguments are similar, and hence we will only outline the proof.

$$\int_{B(x,2)} K^m(x, z)K^1(z, y) d\mu_g(z) \leq \int_{B(x,2)} K^m(x, \cdot) |\nabla_g \Phi(d_g(\cdot, y))| d\mu_g$$

$$+ \int_{B(x,2)} K^m(x, \cdot) |\nabla_g G(\cdot, y) - \nabla_g \Phi(d_g(\cdot, y))| d\mu_g = \mathcal{I} + \mathcal{II}.$$
When \( n = 3 \), the only possible value of \( m \) to be considered is \( m = 2 \), but \( m + 1 = 3 = n \) and hence we have to consider only \( n > 3 \). As estimated before, we can easily see that \( II \leq C [d_g(x,y)]^{m+\frac{n}{2}-n} \), and this completes the estimates of Case 1.

Case 2: Let \( x, y \in M \) be such that \( d_g(x,y) \geq 1 \).

Let us denote \( d := d_g(x,y) \), then

\[
\int_M K^m(x,z)K^i(z,y) \, d\mu_g(z) = \int_{B(y,\frac{d}{2})} K^m(x,z)K^i(z,y) \, d\mu_g(z)
\]

\[
+ \int_{M \setminus B(y,\frac{d}{2})} K^m(x,z)K^i(z,y) \, d\mu_g(z)
\]

Since \( K^m \) satisfies the lemma, we get using (3.10) and (3.11)

\[
\int_{B(y,\frac{d}{2})} K^m(x,z)K^i(z,y) \, d\mu_g(z) \leq Ce^{-\alpha m \frac{d}{2}} \int_{B(y,\frac{d}{2})} K^i(z,y) \, d\mu_g(z) \leq Ce^{-\alpha m \frac{d}{2}}
\]

where \( C, \alpha_m \) are independent of \( x \) and \( y \). Now

\[
\int_{M \setminus B(y,\frac{d}{2})} K^m(x,z)K^i(z,y) \, d\mu_g(z) = \int_{B(x,\frac{d}{2})} K^m(x,z)K^i(z,y) \, d\mu_g(z)
\]

\[
+ \int_{M \setminus [B(y,\frac{d}{2}) \cup B(x,\frac{d}{2})]} K^m(x,z)K^i(z,y) \, d\mu_g(z) \leq C\Psi_a\left(\frac{d}{2}\right) \int_{B(x,\frac{d}{2})} K^m(x,z) \, d\mu_g(z)
\]

\[
+ \left( \int_{M \setminus B(y,\frac{d}{2})} (K^m(x,z))^2 \, d\mu_g(z) \right)^{\frac{1}{2}} \left( \int_{M \setminus B(y,\frac{d}{2})} (K^i(z,y))^2 \, d\mu_g(z) \right)^{\frac{1}{2}}
\]

Using (3.12), (3.13), and (4.4), we get a bound of the form \( Ce^{-\beta d} \) for the last term in the above inequality for some positive constants \( \beta, C \) independent of \( x, y \). Next, we show that \( \int_{B(x,\frac{d}{2})} K^m(x,z) \, d\mu_g(z) \) is bounded independent of \( x \). Since \( K^m \) satisfies the lemma, writing in the normal coordinates centered at \( x \), and using Theorem 2.2 we get

\[
\int_{B(x,\frac{d}{2})} K^m(x,z) \, d\mu_g(z) \leq C \int_0^{\frac{1}{r}} r^{m-n} r^{n-1} A_x(r,\theta) dr \, d\theta
\]

\[
\leq C \int_0^{\frac{1}{r}} r^{m-n} (\sinh(br))^n \, dr \leq C.
\]

Combining all the above estimates, we see that (4.2) holds for \( K^{m+i} \).
It remains to show that (4.4) holds for $K^{m+i}$. First observe that from (3.14), and for $m$ even, we have $K^{m+1}(x, y) \leq CK^{m+2}(x, y)$ when $d_g(x, y) > 1$ where the constant is uniform in $x, y$. Thus, it is enough to establish (4.4) holds for $K^{m+2}$.

For this purpose, let us define $K^m_R(x, y)$ for $x, y \in B_R, \ x \neq y$ as in (4.1) with $G_R$ instead of $G$, where $G_R$ is as in the Proof of Theorem 3.1. Then using the monotone convergence theorem, we see that for all $x \neq y$, $K^m_R(x, y) \to K^m(x, y)$ as $R \to \infty$ and for any fixed $x \in M, K^m_R(x, \cdot)$ solves

$$-\Delta_g K^{m+2}_R(x, \cdot) = K^m_R(x, \cdot), \quad \text{and } K^{m+2}_R(x, y) = 0 \quad \text{for } y \in \partial B_R.$$ 

Let $f \in C^1(M)$ be such that $0 \leq f \leq 1$, and $f = 0$ in a neighbourhood of $x$. Multiplying the above equation by $f^2K^{m+2}_R$, we get

$$\int_{B_R} -\Delta_g K^{m+2}_R(x, y)(f(y))^2K^{m+2}_R(x, y)d\mu_g(y) = \int_{B_R} K^m_R(x, y)K^{m+2}_R(x, y)(f(y))^2d\mu_g(y).$$

(4.5)

The term on the left-hand side can be rewritten as

$$\int_{B_R} -\Delta_g K^{m+2}_R(x, y)(f(y))^2K^{m+2}_R(x, y)d\mu_g(y) =$$

$$\int_{B_R} |\nabla_g(f(y)K^{m+2}_R(x, y))|^2d\mu_g(y) - \int_{B_R} |\nabla_g f|^2(K^{m+2}_R(x, y))^2d\mu_g(y).$$

Inserting this into (4.5), we obtain

$$\int_{B_R} |\nabla_g(f(y)K^{m+2}_R(x, y))|^2d\mu_g(y) - \int_{B_R} |\nabla_g f|^2(K^{m+2}_R(x, y))^2d\mu_g(y)$$

$$\leq \left( \int_{B_R}(K^m_R(x, y)f(y))^2d\mu_g(y) \right)^{1/2} \left( \int_{B_R}(K^{m+2}_R(x, y)f(y))^2d\mu_g(y) \right)^{1/2}$$

$$\leq C \int_{B_R}(K^m_R(x, y)f(y))^2d\mu_g(y) + \frac{1}{2} \left( \frac{(n-1)\alpha}{2} \right)^2 \int_{B_R}(K^{m+2}_R(x, y)f(y))^2d\mu_g(y),$$

where we apply Young’s inequality to get the last line. Using Theorem 2.5 and taking the limit $R \to \infty$, we get

$$\frac{1}{2} \left( \frac{(n-1)\alpha}{2} \right)^2 \int_{M}(f(y)K^{m+2}(x, y))^2d\mu_g(y) - \int_{M} |\nabla_g f|^2(K^{m+2}(x, y))^2d\mu_g(y)$$

$$\leq C \int_{M}(K^m(x, y)f(y))^2d\mu_g(y)$$

(4.6)

Taking $f$ such that $f = 0$ in $B(x, \frac{1}{2})$ and $f = 1$ in $M \setminus B(x, 1)$, we get

$$\int_{M \setminus B(x, 1)}(K^{m+2}(x, y))^2d\mu_g(y) \leq C \int_{B(x, 1) \setminus B(x, \frac{1}{2})}(K^{m+2}(x, y))^2d\mu_g(y)$$
The first term on the right-hand side of the above inequality is bounded independently of \( x \) as \( K^{m+2}(x, y) \leq C(d_g(x, y))^{m+2-n} \) and the measure of the annulus is bounded independently of \( x \) thanks to the lower bound on the Ricci curvature. The second term is bounded by assumption. Thus, there exists a \( C > 0 \) such that for all \( x \in M \)

\[
\int_{M \setminus B(x, \frac{1}{2})} (K^{m+2}(x, y))^2 d\mu_g(y) \leq C.
\]

Let \( R > 0 \) and choose \( f_R \in C^1(M) \) such that \( f_R = 0 \) in \( B(x, R) \), \( f_R = 1 \) in \( M \setminus B(x, R+1) \), \( |\nabla g f_R| \leq 1 \), \( 0 \leq f_R \leq 1 \). Then, by taking \( f = f_R \) in (4.6), and using the fact that

\[
B(x, R+1) \setminus B(x, R) = (M \setminus B(x, R)) \setminus (M \setminus B(x, R+1)),
\]

the equation (4.6) simplifies to

\[
\int_{M \setminus B(x, R+1)} \left[ \frac{1}{2} \left( \frac{(n-1)a}{2} \right)^2 + 1 \right] (K^{m+2}(x, y))^2 d\mu_g(y) \leq C \int_{M \setminus B(x, R+1)} (K^{m+2}(x, y))^2 d\mu_g(y) + \int_{M \setminus B(x, R)} (K^{m}(x, y))^2 d\mu_g(y).
\]

Thus, if we denote \( \alpha = \left[ \frac{1}{2} \left( \frac{(n-1)a}{2} \right)^2 + 1 \right]^{-1} \), then \( 0 < \alpha < 1 \) and it satisfies for all \( R > 0 \),

\[
\int_{M \setminus B(x, R+1)} (K^{m+2}(x, y))^2 d\mu_g(y) \leq \alpha \int_{M \setminus B(x, R)} (K^{m+2}(x, y))^2 d\mu_g(y) + C \alpha \int_{M \setminus B(x, R)} (K^{m}(x, y))^2 d\mu_g(y).
\]

Now, let \( R > 1 \), then \( k \leq R < k + 1 \) for some \( k \in \mathbb{N} \), and a repeated use of the above inequality gives

\[
\int_{M \setminus B(x, R)} (K^{m+2}(x, y))^2 d\mu_g(y) \leq \alpha^{k-1} \int_{M \setminus B(x, 1)} (K^{m+2}(x, y))^2 d\mu_g(y) + \sum_{i=1}^{k-1} C \alpha^i \int_{M \setminus B(x, k-i)} (K^{m}(x, y))^2 d\mu_g(y)
\]

\[
\leq \alpha^{R-2} \int_{M \setminus B(x, 1)} (K^{m+2}(x, y))^2 d\mu_g(y) + \sum_{i=\frac{R}{2}}^{k-1} C \alpha^i \int_{M \setminus B(x, k-i)} (K^{m}(x, y))^2 d\mu_g(y).
\]
We have the following estimate on the kernel $K$ introduced in (4.1).

\[ \alpha(R-2)\log\alpha + Ce^{-\alpha m^{\frac{R}{2}}} + Ck\alpha^{\frac{R}{2}} \leq C e^{(R-2)\log\alpha} \]

for some $\alpha_{m+2} > 0$, thanks to (4.7).

### 4.2. Symmetrization of the kernel.

Recall, for a function $f : M \rightarrow [-\infty, \infty]$ the distribution function of $f$ is given by

\[ \lambda_f(t) = \mu_g(\{x \in M : |f(x)| > t\}) , \ t \in \mathbb{R}, \]

and its nonincreasing rearrangement $f^*(0, \infty) \rightarrow (0, \infty)$ is defined by

\[ f^*(t) = \inf\{s : \lambda_f(s) \leq t\} , \ t > 0. \]

For $K : M \times M \rightarrow [-\infty, \infty]$, denote by $K^x$ the function $y \rightarrow K(x, y)$. Denote by $K^*$ and $K^{**}$ the functions

\[ K^*(t) = \sup_{x \in M} (K^x)^*(t) , \ K^{**}(t) = \frac{1}{t} \int_0^t K^*(s) \, ds , \ t > 0. \]

We have the following estimate on the kernel $K^m$ introduced in (4.1).

**Theorem 4.2.** Let $(M, g)$, $K^m$ be as in Lemma 4.1 then

(i) there exist constants $A, \beta > 0$ such that

\[ (K^m)^*(t) \leq [\beta_0(m, n)t]^{\frac{m-n}{m}} [1 + At^\beta] \quad \text{for} \quad 0 < t \leq 1. \quad (4.8) \]

(ii) For any $\sigma \in (0, 1)$, there exists $B_\sigma > 0$ such that

\[ (K^m)^*(t) \leq \frac{B_\sigma}{t^{\sigma}} \quad \text{for} \quad t > 1. \quad (4.9) \]

**Proof.** First note that if $f(t) = At^{-\alpha}[1 + Bt^\beta]$, $t > 0$, for positive constants $A, B, \alpha, \beta$ such that $\beta < \alpha$, then there exists a $C > 0$ such that

\[ f^{-1}(t) \leq [At^{-\alpha}]^\frac{1}{\alpha} \left[1 + Ct^{-\frac{\beta}{\alpha}}\right] \quad \text{for} \quad t > 1. \]

Using this together with (4.2) and Theorem 2.1, we get for $t > 1$,

\[ \mu_g(\{y \in M : K^m(x, y) > t\}) \leq \mu_g(B(x, f^{-1}(t))) \leq V_{-B}^n(f^{-1}(t)), \]

where $f$ is as above with $A = \alpha_{n,m}$, $\alpha = n - m$, $B = C$, and $\beta = \frac{1}{2}$. Now, substituting $V_{-B}^n(f^{-1}(t))$ using (2.2), we get for any $x \in M$,

\[ \mu_g(\{y \in M : K^m(x, y) > t\}) \leq \frac{\omega_{n-1}}{n} \left(\frac{\alpha_{n,m}}{t}\right)^{\frac{n-m}{n}} \left[1 + Ct^{\frac{1}{2}(n-m)}\right] \quad \text{for} \quad t > 1. \]
Again, if \( g(t) = At^{-\alpha} \left[ 1 + Bt^{-\beta} \right] \), \( t > 0 \), for positive constants \( A, B, \alpha, \beta \), then there exists a \( C > 0 \) such that

\[
g^{-1}(t) \leq \left[ At^{-1} \right]^{\frac{1}{\alpha}} \left[ 1 + C t^{\beta} \right] \quad \text{for} \quad 0 < t \leq 1.
\]

Using this fact together with the above estimate proves (4.8).

To prove (4.9), first recall from (3.25) and (3.26) we have for any \( x \in M \),

\[
\mu_g(\{y \in M : G^x(y) > t\}) \leq \begin{cases} \frac{C}{t} & \text{for} \quad 0 < t \leq 1, \\ \frac{C}{t^{n-2}} & \text{for} \quad t > 1 \end{cases}
\]

where \( C \) is independent of \( x \). Hence

\[
G^x(t) \leq \begin{cases} \frac{C}{t} & \text{for} \quad 0 < t \leq 1, \\ \frac{C}{t} & \text{for} \quad t > 1 \end{cases}
\]

This immediately proves (4.9) when \( m = 2 \).

We need similar estimates for \( |\nabla_y G^x|^*(t) \). To get them, we combine the pointwise gradient estimate (3.14) together with the bounds (3.3) and (3.5) on the Green function. Using (4.10), we derive an upper bound for \( \mu_g(\{y \in M : |\nabla_y G^x|(y) > t\}) \), similar to (4.10), when \( t \) is large or close to 0. More precisely, up to modifying the constants, we get

\[
|\nabla_y G^x|^*(t) \leq \begin{cases} \frac{C}{t^{n-1}} & \text{for} \quad 0 < t \leq 1 \\ \frac{C}{t} & \text{for} \quad t > 1 \end{cases}
\]

uniformly in \( x \). Combining (4.11) and (4.12) we have for \( i = 1, 2 \)

\[
(K^i)^*(t) \leq \begin{cases} \frac{C}{t^{n-1}} & \text{for} \quad 0 < t \leq 1 \\ \frac{C}{t} & \text{for} \quad t > 1 \end{cases}
\]

Now assume the result is true for some even integer \( m \). We claim that it will be true for \( m + i \) if \( m + i < n \), where \( i = 1, 2 \).

Fix \( x \in M \), then

\[
K^{m+i}(x, y) = \int_M K^m(x, z)K^i(z, y)d\mu_g(z) = \int_M K^i(y, z)(K^m)^x(z)d\mu_g(z)
\]

i.e., for \( x \in M \), \((K^{m+i})^x\) is obtained by integrating \((K^m)^x\) against the kernel \( K^i \). Thus, it follows from the improved version of O’Neill’s lemma (see [13, Lemma2]) that

\[
[(K^{m+i})^x]^*(t) \leq [(K^{m+i})^x]^{**}(t) \leq t (K^i)^*(t)[(K^m)^x]^{**}(t) + \int_t^\infty (K^i)^*(s)[(K^m)^x]^*(s) \, ds.
\]

Now, the estimate (4.9) on \( K^{m+i} \) follows from the induction assumption and (4.13). \( \square \)
4.3. **Proof of theorem.** As stated before we will prove our theorem by writing the functions as integrals of the corresponding derivatives against kernels, thus following an idea initiated in [1], and developed further by Fontana and collaborators. Let us recall the following theorem which is essentially [14, Theorem 3].

**Theorem 4.3.** Let $(M, g)$ be a Hadamard manifold and $K : M \times M \to [-\infty, \infty]$ be a measurable function satisfying $K(x, y) = K(y, x)$, for all $x, y$, and for some $1 < q < \infty$,

$$K^*(t) \leq \begin{cases} 
[A]^{\frac{1}{q'}} \left[ 1 + Ct^{\beta} \right] & \text{for } 0 < t \leq 1, \\
Bt^{\frac{1}{q'}} & \text{for } t > 1,
\end{cases}$$

and

$$\int_1^\infty (K^*(t))^{q'} \, dt < \infty,$$

where $q' = \frac{q}{q-1}$ and $\beta, A, B, C$ are fixed positive constants. For a measurable function $f : M \to \mathbb{R}$, define for $x \in M$,

$$Tf(x) = \int_M K(x, y)f(y) \, d\mu_g(y),$$

whenever the integral exists. Then, $Tf(x)$ is defined for a.e. $x \in M$ when $f \in L^q(M)$ and there exists a constant $\tilde{C} > 0$ such that

$$\int_N \exp \left( A|Tf(x)|^{q'} \right) \, d\mu_g(x) \leq \tilde{C} \left( 1 + \mu_g(N) \right)$$

holds for all measurable subsets $N$ of $M$ with $\mu_g(N) < \infty$ and $f \in L^q(M)$ with $\|f\|_q \leq 1$.

Using the above theorem and the estimates on the kernels developed in the previous section, we can now prove our main result.

**Proof of Theorem 1.1:** First note that a repeated use of (3.6) gives

$$u(x) = (-1)^{\frac{k}{2}} \int_M K^k(x, y)\nabla_g^k u(y) \, d\mu_g(y), \quad u \in C^k(M)$$

when $k \in \mathbb{N}$ and $k$ is even. When $k$ is odd, applying the above result for $k + 1$ and then integrating by parts gives

$$u(x) = (-1)^{\frac{k+1}{2}} \int_M \langle \nabla_g K^{k+1}(x, \cdot), \nabla_g^k u(\cdot) \rangle_g \, d\mu_g(y), \quad u \in C^{k+1}_c(M).$$

Also we have from (4.1) and for $k$ odd,

$$|\nabla_g K^{k+1}(x, \cdot)| \leq K^k(x, \cdot).$$

Combining these facts we get

$$|u(x)| \leq T^k(|\nabla_g^k u|),$$

for $u \in C^{k+1}_c(M)$ and hence for $u \in C^k_c(M)$ by approximation, where $T^k$ is defined as in (4.16) with $K(x, y) = K^k(x, y)$ when $x \neq y$ and $K(x, x) = 0$. Moreover, from
Theorem 4.2, we see that $K^k$ satisfies the assumptions of the above theorem with $q = p = \frac{n}{k}$ and $A = \beta_0(k, n)$. Thus, Theorem 4.3 applies and we get for $u \in C^k_c(M)$ with $\int_M |\nabla^k_g u|^p \, d\mu_g \leq 1$, and $N \subset M$ with $\mu_g(N) < \infty$,

$$\int \exp \left( \beta_0(k, n)|u(x)|^{p'} \right) \, d\mu_g(x) \leq \tilde{C} \left( 1 + \mu_g(N) \right).$$

If $u \in C^k_c(M)$, then

$$\mu_g(\{ x \in M : |u(x)| > 1 \}) \leq ||u||_p^p.$$

Taking $N$ as this set, we get for all $u \in C^k_c(M)$ with $\int_M |\nabla^k_g u|^p \, d\mu_g \leq 1$:

$$\int_{\{ x : |u(x)| > 1 \}} \exp \left( \beta_0(k, n)|u(x)|^{p'} \right) \, d\mu_g(x) \leq \tilde{C} \left( 1 + ||u||_p^p \right).$$

Thus, for $u \in C^k_c(M)$ with $\int_M |\nabla^k_g u|^p \, d\mu_g \leq 1$,

$$\int_M E_{[p-1]} \left( \beta_0(k, n)|u(x)|^{p'} \right) \, d\mu_g =$$

$$\int_{\{ x : |u(x)| \leq 1 \}} E_{[p-1]} \left( \beta_0(k, n)|u(x)|^{p'} \right) \, d\mu_g + \int_{\{ x : |u(x)| > 1 \}} E_{[p-1]} \left( \beta_0(k, n)|u(x)|^{p'} \right) \, d\mu_g$$

$$\leq C \int_{\{ x : |u(x)| \leq 1 \}} |u(x)|^p \, d\mu_g + \int_{\{ x : |u(x)| > 1 \}} \exp \left( \beta_0(k, n)|u(x)|^{p'} \right) \, d\mu_g$$

$$\leq \tilde{C} \left( 1 + \int_M |u|^p \, d\mu_g(x) \right)$$

We get from Theorem 2.7 that if $u \in C^k_c(M)$ with $\int_M |\nabla^k_g u|^p \, d\mu_g \leq 1$, then $\int_M |u|^p \, d\mu_g \leq C_{k,p}$. Hence the conclusion of the theorem follows.

The optimality of the constant $\beta_0(k, n)$ follows using standard test functions (see [1] for the proof in the Euclidean case and [12, Proposition 3.6] for the Riemannian case). This completes the proof.

**Proof of Theorem 1.2.** Let $s$ be an integer satisfying $s \geq p - 1$. Then, it follows from Theorem 1.1 that there exists $C > 0$ such that

$$\frac{1}{s!} \int_M \left( \beta_0(k, n)|u(x)|^{p'} \right)^s \, d\mu_g \leq C \left[ \int_M |\nabla^k_g u|^p \, d\mu_g \right]^{\frac{s}{p}}$$

This immediately gives for $q = p's$,

$$S_q \geq \frac{\left( \beta_0(k, n) \right)^{\frac{p'}{p}}}{(Cs!)^{\frac{1}{q}}}$$

Thus, using interpolation if $q = (1 - \theta)p's + \theta p'(s + 1)$, $\theta \in (0, 1)$, we get
\[
S_q \geq \frac{\left(\beta_0(k, n)\right)^{\frac{p}{q}}}{(Cs)^{\frac{p}{q}(s + 1)^{\frac{q}{n}}}^{\frac{1}{q}}}
\]

Taking the limit \( q \to \infty \) using Sterling’s formula we get
\[
\lim_{q \to \infty} \inf \left[q^{p-1}S_q\right] \geq \left[\frac{p}{p-1}e^{\beta_0(k, n)}\right]^{p-1}.
\]

It remains to show that
\[
\lim_{q \to \infty} \sup \left[q^{p-1}S_q\right] \leq \left[\frac{p}{p-1}e^{\beta_0(m, n)}\right]^{p-1}.
\]

We will prove this inequality by using the test functions used by Adams \[1\] to establish the best constant in Adams inequality in the Euclidean space. In fact we will use it by lifting to the manifold as done in \[12\].

Let \( \Phi : [0, 1] \to \mathbb{R} \) be a \( C^\infty \) function such that
\[
\Phi(0) = \Phi'(0) = \ldots = \Phi^{k-1}(0) = 0
\]
and
\[
\Phi(1) = \Phi'(1) = 1, \ \Phi''(1) = \ldots = \Phi^{k-1}(1) = 0.
\]

For \( \epsilon \in (0, \frac{1}{2}) \) define
\[
H(t) = e^{\Phi(\frac{t}{\epsilon})} \chi_{[0,1]}(t) + t\chi_{(1-\epsilon,1]}(t) + \left(1 - e^{\Phi(\frac{1-t}{\epsilon})}\right) \chi_{(1-\epsilon,1]}(t) + \chi_{(1,\infty)}.
\]

For \( R \in (0, 1) \), define the function \( \psi_R \) by
\[
\psi_R(t) = H \left( \left(\log \frac{1}{R}\right)^{-1} \log \frac{1}{t} \right).
\]

Fix \( x_0 \in M \). For \( \epsilon \in (0, \frac{1}{2}) \) and \( R \in (0, 1) \), define \( u_R : M \to \mathbb{R} \) by
\[
u_R(x) = \psi_R(d_g(x_0, x)), \ x \in M.
\]

Then \( u_R \in C^k_c(M) \) with support in \( B(x_0, 1) \), and \( u_R = 1 \) on \( B(x_0, R) \). Moreover, we have from the computations of \[12\] and \[1\]
\[
\int_M |\nabla_g u_R|^p d\mu_g = \left(\omega_{n-1} \log \frac{1}{R} \right)^{1-p} \alpha(k, n)^p \left[1 + C\epsilon + O \left(\log \frac{1}{R}\right)^{-1}\right]
\]
as \( R \to 0 \) where \( C \) is independent of \( \epsilon \) and \( R \) and
\[
\alpha(k, n) = \begin{cases} 
\omega_{n-1} 2^{\frac{k}{2}} \Gamma(\frac{k}{2}) (n - k)(n - k + 2) \cdots (n - 2) & \text{if } k \text{ even}, \\
\omega_{n-1} 2^{\frac{k-1}{2}} \Gamma(\frac{k+1}{2}) (n - k + 1)(n - k + 3) \cdots (n - 2) & \text{if } k \text{ odd}.
\end{cases}
\]

Now
\[
S_q \leq \left[\frac{\int_M |\nabla_g u_R|^p d\mu_g}{\int_M |u_R| q d\mu_g}\right]^{\frac{p}{q}} \leq \left[\frac{\int_B |u_R|^q d\mu_g}{\int_{B(x_0,R)} |u_R|^q d\mu_g}\right]^{\frac{p}{q}}.
\]
\[
\left(\frac{\omega_n}{n}\log \frac{1}{R}\right)^{1-p} \alpha(k,n)^p \left[1 + C\epsilon + O\left((\log \frac{1}{R})^{-1}\right)\right]
\]
\[
\left(\frac{\omega_n}{n}R^n \left(1 + O(R)\right)\right)^{\frac{p}{q}}
\]
\[
= \frac{1}{q^{p-1}} \left(1 + C\epsilon\right) \left(\frac{p}{p-1}e\beta_0(k,n)\right)^{p-1} + o(1)
\]
if we set \(\log \frac{1}{R} = \frac{p-1}{pn}q\) as \(q \to \infty\). Taking \(\epsilon \to 0\), we get the required assertion and this completes the proof. \(\Box\)
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