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Abstract

The scaling of the plasmoid instability maximum linear growth rate with respect to the Lundquist number $S$ in a Sweet–Parker current sheet, $\gamma_{\text{max}} \sim S^{1/4}$, indicates that at high $S$, the current sheet will break apart before it approaches the Sweet–Parker width. Therefore, a proper description for the onset of the plasmoid instability must incorporate the evolving process of the current sheet. We carry out a series of two-dimensional simulations and develop diagnostics to separate fluctuations from an evolving background. It is found that the fluctuation amplitude starts to grow only when the linear growth rate is sufficiently high ($\gamma_{\text{max}} \sim O(1)$) to overcome advection loss and the stretching effect due to the outflow. The linear growth rate continues to rise until the sizes of plasmoids become comparable to the inner layer width of the tearing mode. At this point, the current sheet is disrupted and the instability enters the early nonlinear regime. The growth rate suddenly decreases, but the reconnection rate starts to rise rapidly, indicating that current sheet disruption triggers the onset of fast reconnection. We identify important timescales of the instability development, as well as scalings for the linear growth rate, current sheet width, and dominant wavenumber at disruption. These scalings depend not only on the Lundquist number, but also on the noise amplitude. A phenomenological model that reproduces scalings from simulation results is proposed. The model incorporates the effect of reconnection outflow, which is crucial for yielding a critical Lundquist number $S_c$ below which disruption does not occur. The critical Lundquist number $S_c$ is not a constant value, but has a weak dependence on the noise amplitude.
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1. Introduction

Most of the visible universe is in plasma state, where the presence of a magnetic field is ubiquitous. At large spatial and slow temporal scales relative to kinetic scales, the dynamics of highly conducting magnetized plasmas is governed by ideal magnetohydrodynamics (MHD) equations. A topological constraint imposed by ideal MHD is the frozen-in condition, which implies the preservation of field line connectivity among fluid elements (Alfvén 1943). Magnetic reconnection is a fundamental process that allows plasmas to break free from the frozen-in constraint, thereby enabling the conversion of magnetic energy to plasma energy. Magnetic reconnection is generally believed to be the underlying mechanism that powers explosive events in nature, such as magnetospheric storms, solar flares, coronal mass ejections (CME), gamma-ray bursts, and sawtooth crashes in fusion plasmas (see Biskamp 2000; Priest & Forbes 2000; Zweibel & Yamada 2009, 2016; Yamada et al. 2010, for recent reviews).

Magnetic reconnection events in nature are often preceded by an extended quiescent period and then an impulsive “onset” phase. During the onset phase, the reconnection rate increases abruptly, and subsequently, reconnection proceeds rapidly after the onset (Bhattacharjee 2004; Cassak et al. 2005). Accordingly, a successful theory of reconnection must account not only for the observed fast reconnection rate, but also for the impulsive onset. The classical Sweet–Parker theory (Parker 1957; Sweet 1958), which is based on resistive MHD, and fails to accomplish either task. The Sweet–Parker theory assumes that reconnection takes place in an extended current sheet of length $L$, which is determined by the global configuration. The governing dimensionless parameter of the system is the Lundquist number $S \equiv V_A L/\eta$, where $V_A$ is the Alfvén speed of the reconnecting magnetic field and $\eta$ is the magnetic diffusivity. The theory predicts that the width of the current sheet scales as $d_{\text{sp}} \sim LS^{-1/2}$, and from conservation of mass, the reconnection rate also scales as $S^{-1/2}$. Because the Lundquist number is typically very large in astrophysical systems (e.g., $S \sim 10^{12}–10^{14}$ in the solar corona), the Sweet–Parker reconnection rate is often too slow to account for observations. Furthermore, because the Sweet–Parker theory is inherently a steady-state theory, it cannot explain the impulsive onset either.

In recent years, significant progress has been made in understanding the fast reconnection rate. In particular, it is now well established that the Sweet–Parker theory is not the correct description for resistive MHD reconnection in the high-Lundquist-number regime, because the reconnection layer is unstable to the plasmoid instability (Biskamp 1993), which is a tearing-type instability (Furth et al. 1963). For two-dimensional (2D) reconnection, the elongated current sheet in the Sweet–Parker theory is replaced by a chain of plasmoids (or magnetic islands) and fragmented thin current sheets. In fully developed nonlinear stage, the reconnection rate becomes nearly independent of the Lundquist number (Lapenta 2008; Bhattacharjee et al. 2009; Cassak et al. 2009; Huang & Bhattacharjee 2010, 2013; Uzdensky et al. 2010; Loureiro et al. 2012; Ni et al. 2012; Takamoto 2013; Comisso et al. 2015; Loureiro & Uzdensky 2016). Furthermore, if the fragmented current sheets become thinner than kinetic scales such as the ion inertial length $d_i$ or the ion gyroradius $\rho_i$, even faster Hall/collisionless reconnection can be triggered (Daughton et al. 2009; Shepherd & Cassak 2010; Huang et al. 2011; Ji & Daughton 2011). In 3D, the plasmoid instability can facilitate self-generated turbulent reconnection.
Plasmoid-mediated reconnection has been studied in a wide range of contexts, including post-CME current sheets (Karpen et al. 2012; Guo et al. 2013; Lynch et al. 2016), weakly ionized plasmas (Leake et al. 2012, 2013), embedded reconnection in a broad outer current sheet (Cassak & Drake 2009), asymmetric reconnection (Murphy et al. 2013), relativistic reconnection (Takamoto 2013; Sironi et al. 2016), and statistical distribution of plasmoids (Fermo et al. 2010; Uzdensky et al. 2010; Huang & Bhattacharjee 2012; Loureiro et al. 2012).

Thus far, magnetic reconnection at the fully developed nonlinear stage of the plasmoid instability has been the focus of many studies. On the other hand, onset of fast reconnection facilitated by the plasmoid instability from the linear regime to nonlinear saturation remains poorly understood. The linear theory of plasmoid instability assuming a Sweet–Parker current sheet width $a_{SP} \approx L S^{-1/2}$ gives a maximum growth rate $\gamma_{\text{max}}$ that satisfies the scaling relation $\gamma_{\text{max}} \tau_A \approx S^{1/4}$, where $\tau_A = L / V_A$ is the Alfvénic timescale based on the current sheet length, and the corresponding wavenumber $k_{\text{max}}$ of the fastest growing mode satisfies the scaling relation $k_{\text{max}} L \approx S^{3/8}$ (Tajima & Shibata 1997; Loureiro et al. 2007). These scaling relations indicate that a Sweet–Parker current sheet in high-$S$ regime is drastically unstable and will generate an enormous number of plasmoids. However, because a Sweet–Parker sheet must be realized dynamically over time, the fact that $\gamma_{\text{max}}$ diverges in the asymptotic limit $S \to \infty$ suggests that the current sheet will break apart before it reaches the Sweet–Parker width (Pucci & Velli 2014). This raises important questions about the condition for current sheet disruption: when does the current sheet break apart? What is the current sheet width when it does so? What is the dominant mode that disrupts the current sheet, and what is the corresponding growth rate? The answers to these questions have significant implications for the impulsive onset of fast magnetic reconnection.

The main objective of this paper is to investigate the plasmoid instability in dynamically evolving current sheets to address these questions, some of which are currently under debate in recent literature. Pucci & Velli (2014) argued that the maximum linear growth rate at disruption should become independent of $S$. From the scaling relations $\gamma_{\text{max}} \tau_A \approx S^{(3n-1)/2}$ and $k_{\text{max}} L \approx S^{(5n-1)/4}$ for a general situation where the current sheet width scales as $a \sim L^{\alpha}$ (Bhattacharjee et al. 2009; Pucci & Velli 2014), Pucci and Velli concluded that $\alpha = 1/3$ and proposed the inverse aspect ratio of the current sheet $a/L = S^{-1/3}$ as the condition for current sheet disruption; the corresponding maximum linear growth rate is a fixed value with $\gamma_{\text{max}} \tau_A = O(1)$, and the wavenumber satisfies the scaling relation $k_{\text{max}} L \approx S^{1/6}$. Two other recent theoretical studies by Uzdensky & Loureiro (2016) and Comisso et al. (2016) came to different conclusions regarding the disruption condition. Uzdensky & Loureiro (2016) assumed that the current sheet is essentially frozen when $\gamma \tau_{dr} = 1$, where $\tau_{dr}$ is the evolution timescale of the current sheet, and they concluded that the fastest mode at that time will be the one that disrupts the current sheet. In contrast, Comisso et al. (2016) found that the thinning process is important until the disruption time. Comisso et al. (2016) employed a principle of least time to analytically derive the scaling relations of the current sheet aspect ratio, the linear growth rate, and the wavenumber of the dominant mode at disruption. These scaling relations are not power laws, with dependences not only on the Lundquist number $S$, but also on the noise level of the environment.

This work is distinct from previous studies in that we employ both direct numerical simulations and theoretical analysis of a phenomenological model. The corroboration between the two approaches places our conclusions on a solid footing. Our key findings can be summarized as follows.

1. The Sweet–Parker current sheet thickness $a_{SP}$ can only be approached at low to moderately high Lundquist numbers. Therefore, there is a transition of the scaling behavior from low-$S$ to high-$S$ regimes.

2. The current sheet disruption does not take place when $\gamma_{\text{max}} \tau_A = O(1)$, in contrast to the suggestion of Pucci & Velli (2014). In fact, the overall fluctuation amplitude only starts to grow when $\gamma_{\text{max}} \tau_A = O(1)$, because the linear growth of tearing modes has to overcome the decrease in fluctuation amplitude that is caused by advection loss and the stretching effect of the outflow. Typically, the maximum linear growth rate satisfies $\gamma_{\text{max}} \tau_A \approx 1$ at disruption.

3. Contrary to what is commonly assumed, the dominant mode at disruption is not the fastest growing mode. Typically, the dominant mode has a wavenumber approximately 3–6 times smaller than that of the fastest growing mode.

4. The dominant mode and growth rate at disruption cannot be determined by the Lundquist number $S$ alone, as the mode and rate also depend on the noise of the system.

5. The phenomenological model gives a prediction of the critical Lundquist number $S_c$ for plasmoid instability below which the instability cannot grow to a sufficient amplitude to disrupt the current sheet before it is advected out from the current sheet. Importantly, the critical Lundquist number $S_c$ is not a fixed magnitude, but depends weakly on the noise amplitude.

This paper is organized as follows. The details of the simulation setup are given in Section 2. Section 3 gives a description of our diagnostics for analyzing fluctuations in an evolving background and the condition for current sheet disruption. Section 4 presents the results from numerical simulations. In Section 5 we propose a phenomenological model that reproduces the scalings from simulation results and provides further insights. In Section 6 we discuss the transition from slow to fast reconnection after current sheet disruption and how the transition may be observed in solar spectroscopy through line profiles. We conclude and make comparisons with previous studies in Section 7.
An isothermal equation of state $p = 2 \rho T$ with a constant temperature $T$ is assumed. The numerical algorithm is detailed in Guzdar et al. (1993), where derivatives are approximated by a five-point central finite-difference scheme, with a fourth-order numerical dissipation equivalent to up-wind the finite-difference added to all equations for numerical stability. Time stepping is calculated by a trapezoidal leapfrog scheme. Explicit dissipations are employed through viscosity and resistivity.

We use the same simulation setup of two coalescing magnetic islands as in a previous study (Huang & Bhattacharjee 2010). The 2D simulation box is the domain $(x, z) \in [-1/2, 1/2] \times [-1/2, 1/2]$. In normalized units, the initial magnetic field is given by $B_0 = \nabla \psi_0 \times \hat{y}$, where $\psi_0 = \tanh (z/h) \cos (\pi x)$ $\sin (2\pi z)/2\pi$. The parameter $h$, which is set to 0.01 for all simulations, determines the initial current layer width. The initial plasma density $\rho$ is approximately unity, and the plasma density profile $T = 3$. The density profile has a weak nonuniformity such that the initial condition is approximately force balanced. The initial peak magnetic field and Alfvén speed are both approximately unity. The plasma beta $\beta \equiv p/B^2 = 2\rho T/B^2$ is greater than 6 everywhere, hence the system is approximately incompressible. Perfectly conducting and free slipping boundary conditions are imposed along the $x$ and $z$ directions. Only the upper half of the domain $(z \geq 0)$ is simulated, and solutions in the lower half are inferred by symmetries. We use a uniform grid of 37,800 points along the $x$ direction and a nonuniform grid of 2880 points along the $z$ direction. The mesh along the $z$ direction is packed to attain high resolution around $z = 0$, where the smallest grid size is $1.9 \times 10^{-6}$. The viscosity $\nu$ is set to $10^{-10}$ for all the simulations, and the resistivity $\eta$ is varied from $2 \times 10^{-6}$ to $2.5 \times 10^{-8}$, hence the magnetic Prandtl number $P_m \equiv \nu/\eta \ll 1$. The initial velocity is seeded with a random noise of amplitude $\epsilon$ to trigger the plasmoid instability. In these simulations, the current sheet half-length is approximately a constant value $L = 0.25$ and the upstream Alfvén speed is approximately $V_A = 1$. We use these values to define the Lundquist number $S = L \nu/\eta$ of the system. The simulation parameters and outcomes of diagnostics are summarized in Table 1.

### Table 1

| Run | $S$ | $\epsilon$ | $t_0$ | $\gamma_{\text{max}, p}$ | $\alpha_p$ | $t_L$ | $\alpha_L$ | $t_\delta$ | $\gamma_\delta$ | $\gamma_{\text{max}}$ | $k_\delta$ | $k_{\text{max}}$ | $t_p$ | $t_\delta$ |
|-----|-----|------------|------|----------------|----------|------|----------|------|------------|---------------|--------|-----------|------|-------|
| S1  | 1.25e5 | 10^{-6}   | 0.42 | 12.4 | 1.72e-3 | 1.24     | 7.47e-4  | 2.57e-4 | 14.6 | 43.1      | 81.4   | 414       | 1.81 | 2.01   |
| S2  | 2.5e5  | 10^{-6}   | 0.42 | 9.61 | 1.60e-3 | 1.06     | 4.72e-4  | 1.69e-4 | 29.6 | 60.8      | 92.3   | 617       | 1.28 | 1.42   |
| S3  | 5.0e5  | 10^{-6}   | 0.45 | 8.85 | 1.35e-3 | 1.00     | 3.37e-4  | 9.98e-5 | 44.5 | 71.3      | 157    | 791       | 1.13 | 1.25   |
| S4  | 1.256e6 | 10^{-6}  | 0.52 | 9.74 | 9.35e-4 | 0.99     | 2.37e-4  | 5.90e-5 | 62.1 | 77.7      | 213    | 977       | 1.16 | 1.19   |
| S5  | 2.56e6 | 10^{-6}   | 0.57 | 10.3 | 7.16e-4 | 1.00     | 1.83e-4  | 3.89e-5 | 69.7 | 79.4      | 282    | 1140      | 1.10 | 1.15   |
| S6  | 5.06e6 | 10^{-6}   | 0.58 | 8.09 | 6.67e-4 | 1.02     | 1.40e-4  | 2.82e-5 | 74.0 | 83.9      | 287    | 1330      | 1.09 | 1.12   |
| S7  | 1.0e7  | 10^{-6}   | 0.61 | 7.33 | 5.65e-4 | 1.04     | 1.09e-4  | 1.88e-5 | 77.3 | 86.7      | 374    | 1530      | 1.10 | 1.13   |

Note. The simulations are characterized by two input parameters: the Lundquist number $S$ and the initial noise amplitude $\epsilon$. The outcomes of diagnostics are listed as follows: $t_0$ is the time when the overall fluctuation amplitude starts to grow; $\gamma_{\text{max}, p}$ is the maximum growth rate at $t = t_0$; $\alpha_p$ is the current sheet half-width at $t = t_0$; $t_L$ is the disruption time; $\alpha_L$ is the current sheet half-width; $\gamma_\delta$ is the inner layer half-width at disruption; $\gamma_{\text{max}}$ is the maximum growth rate at disruption; $k_\delta$ is the dominant wavenumber and $k_{\text{max}}$ is the fastest growing wavenumber at disruption; $t_p$ is the time when the reconnection rate reaches the maximum; and $t_\delta$ is the nonlinear saturation time. These values are given in the normalized units employed in the simulations. In the normalized units, $V_A = 1$, $L = 0.25$, and $\epsilon = 0.25$.

### Figure 1

Schematic of the plasmoid instability in a reconnecting current sheet. Here the length of the current sheet is $2L$, and its width is $2\alpha$. The length and the width can both be functions of time. The reconnection inflows and outflows are denoted as $v_i$ and $v_o$, respectively. Within the current sheet are two additional length scales: the inner layer width $2\alpha$, and the magnetic island width $2w$. The current sheet is disrupted when the magnetic island width exceeds the inner layer width.

### 3. Diagnostics

Before discussing the simulation results, we give the details of diagnostics employed in this study. Figure 1 shows a schematic of plasmoid instability in a reconnecting current sheet. Here the length of the current sheet is $2L$, and its width is $2\alpha$. The length and the width can both be functions of time. The reconnection inflows and outflows are denoted as $v_i$ and $v_o$, respectively. There are two additional length scales within the current sheet: the inner layer width $2\alpha$ of the tearing mode, and the magnetic island width $2w$. We call the current sheet...
disrupted when the magnetic island width just exceeds the inner layer width, because at this time, the fluctuating part of the current density is approximately of the same magnitude as the background.

In simulations, the inflows are along the $z$ direction and the outflows are along the $x$ direction. To measure the width of the current sheet, we first perform a tenth-order polynomial fitting of $J_z$ along the $x$ direction between $x = -0.4$ to $x = 0.4$ for each $z$ to smooth out fluctuations along $x$. Then we use the smoothed current density profile along the $z$ direction at $x = 0$ to measure the current sheet width. In these simulations, we generally find that the current profile is reasonably well approximated by a Harris sheet with $J_z \propto \text{sech}^2(z/a)$. Therefore, in the following analysis and in the rest of the paper, a Harris sheet profile is assumed. The half-width $a$ is obtained by measuring the half-width at half-maximum (HWHM) and using the relation that the HWHM is $(\cosh^{-1}\sqrt{2})a \approx 0.882a$ for a Harris sheet. Likewise, the half-length of the current sheet $L$ is measured using the HWHM of the current density profile along the midplane $z = 0$. The measured length $L$ is a non-monotonic function in time and varies within the range $0.25 - 0.35$ before disruption of the current sheet. As it is observed that the length $L$ does not change substantially throughout the course of a simulation, we assume a fixed value $L = 0.25$ in the following discussion for simplicity. Another important quantity is the gradient of outflow velocity $d v_f / d x$, which determines the rate of mode-stretching along the $x$ direction. We measure $d v_f / d x$ at $x = 0$ by fitting a linear polynomial to the $v_f$ profile along the midplane $z = 0$ between $x = -0.1$ to $x = 0.1$ and then taking the derivative.

To analyze the evolution of fluctuations due to the linear instability, fluctuations must be separated from the evolving background. Here we employ the $B_z$ component of the magnetic field along the midplane $z = 0$ as the primary diagnostic. We identify the background by fitting $B_z$ in $x \in [-L, L]$ as a superposition of Chebyshev polynomials $T_m(x/L)$ (see, e.g., Boyd 2001), and the remaining part of $B_z$ is the fluctuation $\tilde{B}_z$:

$$ B_z(x) = \sum_{m=0}^{m} a_m T_m(x/L) + \tilde{B}_z(x), $$

where the coefficients $a_m$ are determined by minimizing $\sum_{m=0}^{m} a_m^2$. Apparently, the resulting $\tilde{B}_z$ from this separation depends on the order $m$ of the polynomial expansion, especially during the early phase of the evolution when the amplitude of the fluctuation is much smaller than the amplitude of the background. Since the appropriate order $m$ cannot be known a priori, we determine $m$ adaptively by requiring that the amplitude of the fluctuation $||\tilde{B}_z|| = \left( \int_{-L}^{L} \tilde{B}_z^2 \, dx \right)^{1/2}$ is approximately stationary with respect to varying $m$. Specifically, the order $m$ is determined by the following procedure. Starting from $m = 1$, we increase $m$ by 2 in each step until the ratio $r_m = ||\tilde{B}_z^m|| / ||\tilde{B}_z^{m-2}||$ reaches a local maximum and $r_{m+2} \geq 0.95$. Here $\tilde{B}_z^m$ denotes the fluctuation corresponding to a $m$th order expansion, and we take odd values for $m$ because $B_z(x)$ is approximately an odd function. The requirement $r_{m+2} \geq 0.95$ is set as a threshold to safeguard from rare cases when the amplitude of the fluctuation still decreases substantially with increasing $m$ immediately after reaching a local maximum of $r_m$. In most cases, typically

$$ r_m > 0.99 $$
when these conditions are satisfied. An example illustrating the outcome from this procedure is shown in Figure 2.

With the fluctuation $\tilde{B}_z$ separated from the background, we can calculate the instantaneous growth rate as $\gamma = d \log ||\tilde{B}_z|| / dt$. We also obtain the Fourier spectrum of $\tilde{B}_z$ to investigate the evolution of the dominant wavenumber. Because $\tilde{B}_z$ is not a periodic function, we multiply $\tilde{B}_z$ by a $C^\infty$ Planck-taper window function (McKeehan et al. 2010), which equals unity within the range $-0.15 \leq x \leq 0.15$ and tapers off smoothly to zero over the ranges where $0.15 \leq |x| \leq 0.25$, before carrying out the Fourier transform. This step makes the “windowed” $\tilde{B}_z$ vanish smoothly as $x$ approaches $\pm L$, so that the Fourier spectrum will not be polluted by the mismatch between $\tilde{B}_z(L)$ and $\tilde{B}_z(-L)$. Hereafter, we denote the Fourier spectrum of the “windowed” $\tilde{B}_z$ as $\tilde{B}_z(k)$, where $k$ is the wavenumber. From the amplitude of the Fourier spectrum, we can identify the dominant wavenumber (more on this later). Note that the growth rate calculated here is the growth rate of the overall amplitude of the fluctuation rather than that of the dominant mode. However, because the Fourier spectrum is localized around the dominant wavenumber when the plasmoid instability is well developed, the growth rate calculated here also approximately represents that of the dominant mode.

The linear instability of tearing modes is governed by the tearing stability index $\Delta'$ (Furth et al. 1963), which is determined entirely by the solution of linearized ideal MHD force-free equation in the outer region away from the resonant surface, where $k \cdot B = 0$. The condition $\Delta' > 0$ must be satisfied for the tearing instability. For a Harris sheet of half-width $a$, the tearing stability index $\Delta'$ for non-oblique tearing modes is given analytically as

$$ \Delta' = \frac{2}{a} \left( \frac{1}{ka} - ka \right). $$
which gives the condition $ka < 1$ for instability. The dispersion relation for resistive tearing modes has been given in Coppi et al. (1976) and requires solving a transcendental equation. Analytical approximations can be obtained in two limits, the small-$\Delta'$ regime for short-wavelength modes, and the large-$\Delta'$ regime for long-wavelength modes. In the small-$\Delta'$ regime, the linear growth rate for a Harris sheet equilibrium is given by (Furth et al. 1963)

$$\gamma_\parallel = C_1 S_a^{-3/5}(ka)^{-2/5}(1 - k^2a^2)^{4/5} \frac{V_A}{a},$$  \hspace{1cm} (6)

where $C_1 = (\Gamma(1/4)/\pi \Gamma(3/4))^{3/5} \approx 0.953$, and $S_a \equiv aV_A/\eta$ is the Lundquist number defined by the length scale $a$. In the large-$\Delta'$ regime, the linear growth rate is approximately given by (Coppi et al. 1976)

$$\gamma_\parallel = S_a^{-1/3}(ka)^{2/3} \frac{V_A}{a},$$ \hspace{1cm} (7)

The fastest growing mode takes place at the transition between the two regimes, i.e., at $ka \sim S_a^{-1/4}$ when $\gamma_\parallel \approx \gamma_\parallel$. More precisely, the fastest growing wavenumber $k_{\text{max}}$ is given by (see, e.g., Schindler 2007)

$$k_{\text{max}} = \frac{1.358 S_a^{-1/4}}{a},$$ \hspace{1cm} (8)

and the corresponding growth rate is

$$\gamma_{\text{max}} = 0.623 S_a^{-1/2} \frac{V_A}{a}.$$ \hspace{1cm} (9)

An approximate solution that captures the two asymptotic limits (6) and (7) is given by

$$\gamma = \frac{\gamma_\parallel \gamma_\parallel}{(\gamma_\parallel^2 + \gamma_\parallel^2)^{1/2}},$$ \hspace{1cm} (10)

for an arbitrary $\zeta$. With some experimenting, we find that the choice $\zeta = 3/2$ gives a nearly exact approximation to the true dispersion relation.

During the linear phase of the plasmoid instability, resistivity is important only within a narrow inner layer of thickness $2\delta$ near the resonant surface, where (Biskamp 1993)

$$\delta = \left(\frac{\gamma}{V_a/(ka)^2 S_a}\right)^{1/4} a.$$ \hspace{1cm} (11)

The plasmoid instability enters the nonlinear regime when the magnetic island width $2w$ exceeds the inner layer width (Rutherford 1973). At this time, the electric current density fluctuation $J$ is of the same order of magnitude as the background current density, therefore the background current sheet loses its integrity and is “disrupted.” (The rationale for this description of a disrupted current sheet will become evident in Section 4.) For a single wavelength perturbation of the form $B_\parallel = \tilde{B} \sin(kx + \phi)$, the island half-width is given by

$$w = 2 \frac{\tilde{B}}{\sqrt{(ka)B_\parallel}} a.$$ \hspace{1cm} (12)

In real situations where the perturbation is a superposition of a spectrum of modes, one has to take a combination of neighboring modes (in $k$ space) of the dominant mode to estimate the island size. Here we consider a superposition over a range where $k$ varies no more than a constant factor $\xi$, i.e., in the range $[k/\xi, k\xi]$. To identify the dominant wavenumber, we first smooth the Fourier spectrum by a running average over $[k/\xi, k\xi]$ for each $k$. The dominant wavenumber is then determined by the peak of the smoothed spectrum. When the dominant wavenumber $k_d$ is determined, the combined contribution of neighboring modes in the range $[k_d/\xi, k_d\xi]$ to $\tilde{B}$ can be estimated by the following relation

$$\frac{1}{\pi} \int_{k_d/\xi}^{k_d\xi} |\tilde{B}_\parallel(k)|^2 dk' \approx \int_{-L}^L |\tilde{B}(k)|^2 dx \approx \tilde{B}^2 L,$$ \hspace{1cm} (13)

which gives

$$\tilde{B} = \left( \frac{1}{\pi L} \int_{k_d/\xi}^{k_d\xi} |\tilde{B}_\parallel(k')|^2 dk' \right)^{1/2}.$$ \hspace{1cm} (14)

Using this relation for the fluctuation amplitude $\tilde{B}$ in Equation (12), we can calculate the island half-width. The disruption time $t_d$ is then determined as the moment when $w = \delta$ (in practice, using the first snapshot with $w \geq \delta$), where the dominant wavenumber $k_d$ is used to calculate $\delta$ in Equation (11). Although the procedure outlined here depends on the constant factor $\xi$, as the spectrum $\tilde{B}_\parallel(k)$ is usually well localized at the disruption time, the result is insensitive to the choice of $\xi$, provided that $\xi$ is not too close to unity. We choose the value $\xi = 1.5$ in this study.

4. Simulation Results

The simulations all start with an initial current sheet half-width $a = 6.66 \times 10^{-3}$. As time progresses, the current sheet width decreases, as governed by the self-consistent resistive MHD equations. The time histories of $a(t)$ for selected runs with different Lundquist numbers $S$ are shown in Figure 3. It is observed that during the early period, the time history $a(t)$ is independent of $S$, indicating that the early phase of current sheet thinning is governed by ideal MHD. After a brief initial period, the current sheet width decreases exponentially in time.

![Figure 3. Time histories of the current sheet half-width $a$ for selected cases. We also show for reference the time history from an ideal run, which exhibits a nearly perfect exponential thinning.](image-url)
according to the relation \(a(t) \propto e^{-1.3t/\tau_A}\), until the resistive effect kicks in and slows the thinning down. When the plasmoid instability disrupts the current sheet, \(a(t)\) appears to exhibit a sudden plummet, because the reconnection layer can no longer be identified as a single current sheet, and this makes the current sheet width diagnostic inapplicable. If the plasmoid instability does not disrupt the current sheet sufficiently rapidly, \(a(t)\) will eventually approach the Sweet–Parker width as the asymptotic state. This is indeed the case for Run S1, where the Lundquist number is the lowest. For other cases with higher Lundquist numbers, the disruption takes place before the Sweet–Parker width is approached.

The diagnostics outlined in Section 3 are illustrated in Figure 4 for Run S5. In panel (a) we show the time history of the growth rate \(\gamma\) and the maximum growth rate \(\gamma_{\text{max}}\) calculated with Equation (9). Here (and in all other panels) we label three important times during the evolution: (1) The growth time \(t_g\) marks the time when \(\gamma\) changes from negative to positive, indicating the beginning of the growth of the overall fluctuation amplitude. Here the measured growth rate is negative in the early period because of the advection loss and dissipation in the system. (2) The disruption time \(t_d\) marks the disruption time as identified by the condition \(\psi = \delta\), and it usually coincides well with the time when \(\gamma\) attains its maximum value and when \(a(t)\) exhibits a sudden plummet. After \(t = t_d\), the growth rate \(\gamma\) decreases rapidly. (3) The saturation time \(t_s\) marks the time beyond which \(\gamma\) is approximately zero; i.e., the instability has reached nonlinear saturation. In panel (b) the time history of the normalized reconnection rate is shown. Here the reconnection rate is measured by \(d\psi_X/dt\), where \(\psi_X\) is the flux function \(\psi\) measured at the main X-point, where the two large-scale coalescing islands touch each other. The reconnection rate is normalized to \(BV_A\), which equals unity in the normalized units. It can be seen that the reconnection rate increases rapidly after the disruption time \(t_d\) and reaches a maximum at a time (which is denoted as \(t_p\) in Table 1) between \(t_d\) and the saturation time \(t_s\), then slows down. After the saturation time \(t_s\), the reconnection rate essentially remains constant and fluctuates around an average value. In panel (c) the fluctuation \(B_x(x)\) in real space is shown. Here hue is used to represent the maximum fluctuation

---

**Figure 4.** Diagnostics shown in time histories for Run S5. (a) The measured growth rate \(\gamma\) is shown as the solid line, and the maximum growth rate \(\gamma_{\text{max}}\) as the dashed line. (b) Reconnection rate. (c) Fluctuation \(B_x(x)\) in real space. Here hue is used to represent the maximum fluctuation amplitude \(\max|B_x(x)|\) in logarithmic scale at each time, and luminance is used to indicate the relative amplitude (dark for negative and bright for positive). (d) Amplitude of the Fourier spectrum \(|\mathcal{B}(k)|\) in logarithmic scale. The white dotted line indicates the trend of mode-stretching due to the outflow jets, i.e., \(dk/dt = -kv_x\); the blue dash-dotted line denotes the stability threshold \(ka = 1\); the green dashed line denotes the fastest growing wavenumber; and the gray solid line denotes the dominant wavenumber. In all panels, \(t_g\) marks the time when the overall amplitude starts to grow, \(t_d\) marks the disruption time, and \(t_s\) marks the nonlinear saturation time.
amplitude \( \max[|\vec{B}(x)|] \) at each time in logarithmic scale, and luminance is used to indicate the relative amplitude with respect to the overall amplitude (dark for negative and bright for positive). The effect of outflow jets in stretching the fluctuations is evident. Panel (d) shows the amplitude of the Fourier spectrum \( |\vec{B}(\lambda)| \) in logarithmic scale. This panel also shows several additional lines: the white dotted line indicates the trend of mode-stretching due to the outflow jets, i.e., \( \frac{dk}{dt} = -kv_x \); the blue dash–dotted line denotes the stability threshold \( \kappa a = 1 \); the green dashed line denotes the fastest growing wavenumber; and the gray solid line denotes the dominant wavenumber. The Fourier spectrum amplitude is shown to closely follow the trend \( \frac{dk}{dt} = -kv_x \). Another noteworthy feature is that the dominant mode at disruption is not the fastest growing mode.

A sequence of representative snapshots from disruption to nonlinear saturation for Run S5 are shown in Figure 5. In each panel, the upper half shows the out-of-plane current density profile \( J_z \), and the bottom half shows the outflow profile \( v_x \). The magenta solid lines denote the separatrices that separate the two large-scale coalescing islands. Because the sizes of plasmoids evolve quite substantially during this period, the range along the \( z \) direction varies from panel to panel to better accommodate the plasmoids at a given time. Panel (a) shows a snapshot at the disruption time \( t_d = 4\tau_A \), when typical sizes of plasmoids just exceed the inner layer width. Here the dashed lines mark the inner layer width and the dotted lines mark the current sheet width at disruption. The dominant wavelength identified by our diagnostics, \( \lambda_d = 2\pi/k_d \), is shown to faithfully represent the length scales of plasmoids along the \( x \) direction. In panel (b) a snapshot at \( t_d = 4.12\tau_A \) shows that extended secondary current sheets have developed between plasmoids. These secondary current sheets are susceptible to the plasmoid instability and further fragmentation. This fractal-like cascade is clearly evident in panel (c) at \( t_d = 4.4\tau_A \), when the reconnection rate reaches maximum. Panel (d) shows a snapshot when the plasmoid instability reaches nonlinear saturation.

Simulations of other cases all exhibit features qualitatively similar to those presented in Figures 4 and 5. However, the quantitative values of diagnostic outcomes such as the disruption time \( t_d \), current sheet half-width \( a_d \), linear growth rate \( \gamma_d \), and dominant wavenumber \( k_d \) depend on the parameters \( S \) and \( \epsilon \) in a complex manner. The outcomes of diagnostics are summarized in Table 1 and are plotted in Figure 6 as scalings with respect to the Lundquist number \( S \). The values in Table 1 are given in the original normalized units of the simulations. On the other hand, in Figure 6 the quantities \( t_d \), \( a_d \), \( \gamma_d \), and \( k_d \) are normalized to appropriate global scales \( \tau_A \) and \( L \); we recall that in the original normalized units, \( V_A = 1 \), \( L = 0.25 \), and \( \tau_A = 0.25 \). The panels in Figure 6 are organized in two sets of parameter scans with respect to \( S \). Runs S1–S7 with noise amplitude \( \epsilon = 10^{-6} \) are shown as red symbols, and runs H1–H7 with \( \epsilon = 10^{-3} \) are shown in blue. Three additional runs N1–N3 with varying noise amplitudes at the same \( S = 2.5 \times 10^6 \) are shown as black symbols.

The growth time \( t_d \) marks the beginning when the overall amplitude starts to grow. It can be seen from Table 1 that the maximum growth rate \( \gamma_{\max} = O(10) \), i.e., \( \gamma_{\max} \tau_A \simeq 2–3 \), at \( t = t_d \) for all cases. This reaffirms the physical intuition that for the fluctuation amplitude to grow effectively, the growth rate
Figure 6. Scalings of the (a) disruption time \( t_d \), (b) current sheet half-width \( a_d \), (c) growth rate \( \gamma_d \), and (d) dominant wavenumber \( k_d \) at disruption, with respect to \( S \). Here red lines correspond to Runs S1–S7, with noise amplitude \( \epsilon = 10^{-6} \), and blue lines correspond to Runs H1–H7, with noise amplitude \( \epsilon = 10^{-3} \). The three black symbols in each panel represent Runs N1–N3 for different noise levels with \( S = 2.5 \times 10^6 \); see panel (a) for the legends for each symbols. In panels (c) and (d), the growth rates and wavenumbers of the fastest mode (\( \gamma_{\text{max}}, k_{\text{max}} \)) and the dominant mode (\( \gamma_d, k_d \)) are both shown (only \( \gamma_d \) and \( k_d \) are shown for Runs N1–N3). The discrepancy between \( \gamma_{\text{max}} \) and \( \gamma_d \) are more pronounced at low \( S \) due to the effect of outflow. Note that the dominant wavenumber is significantly smaller than that of the fastest mode, but they follow approximately the same trend. Green circles in panels (c) and (d) highlight the crossing between two \( \gamma_d(S) \) curves and two \( k_d(S) \) curves with different \( \epsilon \).

has to be greater than the inverse of the timescale for the current sheet evolution as well as that for the ejection of outflow jets, both on the order of \( \tau_A \). As will be made clear in Section 5, the overall amplitude of fluctuations can grow only when the linear growth from tearing modes is sufficient to overcome the decrease caused by advection loss and mode-stretching due to the outflow. Because at a higher \( S \), the current sheet must thin down to a smaller width to achieve a maximum growth rate with \( \gamma_{\text{max}} \tau_A \simeq 2\sim3 \), it is observed that \( t_d \) increases monotonically with \( S \). On the other hand, \( t_d \) is mostly independent of the initial noise amplitude \( \epsilon \) as long as the initial perturbation is sufficiently small to remain in the linear regime.

The disruption time \( t_d \), shown in Figure 6(a), is found to be non-monotonic with respect to \( S \). This can be understood qualitatively as follows. At low Lundquist numbers, the current sheet width approaches the Sweet–Parker width before disruption. Since the plasmoid instability growth rate scales as \( S^{1/4} \) for Sweet–Parker current sheets, it takes longer to disrupt a low-\( S \) current sheet because the growth rate is lower. On the other hand, at high Lundquist numbers, the current sheet will be disrupted before it approaches the Sweet–Parker width. However, the maximum growth rate has to reach \( \gamma_{\text{max}} \tau_A = O(1) \) for the fluctuation to start growing, and it takes longer to reach that point at higher \( S \). Consequently, the disruption time also becomes longer.

Figure 6(b) shows the scalings of the current sheet half-width \( a_d \) at disruption. The scaling for cases with \( \epsilon = 10^{-6} \) (red symbols) clearly shows a change in the scaling behavior as \( S \) increases. At low \( S \), the scaling is close to \( a_d \sim S^{-1/2} \), indicating that the current sheet is approaching the Sweet–Parker width at disruption. At high \( S \), the scaling becomes less steep and is close to \( a_d \sim S^{-1/3} \). For cases with \( \epsilon = 10^{-3} \) (blue symbols), the scaling is close to \( a_d \sim S^{-1/3} \) over the entire range of \( S \) we have scanned. Generally speaking, for a fixed Lundquist number, the time to disruption is longer when the initial noise is lower, and therefore \( a_d \) is smaller. This trend is evident for the runs S5, H5, and N1–N3 with \( S = 2.5 \times 10^6 \). However, we note an exception to this rule for runs S1 and H1, both at \( S = 1.25 \times 10^5 \), where \( a_d \) is found to be larger for run
S1, even though the initial noise is lower. This happens because \(a(t)\) is not necessarily a monotonically decreasing function. It is well-known that the two large-scale merging islands can bounce back, in a phenomenon known as “sloshing,” after the distance between them reaches a minimum (Knoll & Chacón 2006). When the two islands bounce back, the current sheet half-width \(a(t)\) increases. It can be seen from Figure 3 that disruption occurs when \(a(t)\) is weakly increasing for run S1, therefore \(a_d\) for run S1 is larger than that for run H1, in which disruption occurs at an earlier time. Note that sloshing takes place before disruption only at low \(S\), because at high \(S\), disruption usually takes place before the distance between the two large-scale islands reaches a minimum.

The scalings of the linear growth rate at disruption are shown in Figure 6(c). Here the scalings for two growth rates are shown: the growth rate \(\gamma_d\) measured from simulations, and the fastest growth rate \(\gamma_{\text{max}}\) calculated from Equation (9) with \(a = a_d\). The measured growth rate \(\gamma_d\) is lower than the maximum growth rate \(\gamma_{\text{max}}\), which is understandable as the dominant mode is not the fastest growing mode. The discrepancy between \(\gamma_d\) and \(\gamma_{\text{max}}\) is more pronounced at lower \(S\), because mode-stretching due to outflow jets becomes more effective (more on this in Section 5). For cases with \(\epsilon = 10^{-6}\), the maximum growth rate \(\gamma_{\text{max}} \sim S^{1/4}\) at lower \(S\) and becomes nearly independent of \(S\) at higher \(S\); for cases with \(\epsilon = 10^{-3}\), \(\gamma_{\text{max}}\) is approximately independent of \(S\) in the range we have scanned. These scalings are direct consequences of the scalings of \(a_d\) we discussed previously. Likewise, the scalings of the dominant wavenumber \(k_d\) and the fastest growing wavenumber \(k_{\text{max}}\) at disruption are shown in Figure 6(d). Here, the dominant wavenumber \(k_d\) is observed to be smaller than the fastest growing wavenumber \(k_{\text{max}}\) by a factor of approximately 3 to 6, where the factor tends to be larger at lower \(S\). Because the spectrum \(\tilde{B}(k)\) at disruption is not a very sharp peak, there is considerable uncertainty in determining the dominant wavenumber, and this is reflected in the irregular appearance of the scalings of \(k_d\). We should point out that the various power-law scalings shown in Figure 6(b)–(d) are only for reference; they should not be interpreted as the actual scalings of these quantities.

A notable feature in Figure 6(c) is the crossing, highlighted by the green circle, between the two \(\gamma_d(S)\) curves for different initial noise amplitudes. Generally speaking, if the noise amplitude is lower, it takes longer to disrupt the current sheet, hence the current sheet is thinner at disruption and the growth rate is higher. This trend is observed at high \(S\) but the trend is the opposite at low \(S\), leading to the crossing of the two \(\gamma_d(S)\) curves. A similar crossing is also observed for the two \(k_d(S)\) curves in Figure 6(d), although it is less clear due to the greater uncertainty in obtaining \(k_d\). As we discuss in greater detail in Section 5, this “crossing” between \(S\)-dependence curves is due to the stretching effect of the outflow, which causes a significant departure of the dominant mode from the fastest growing mode at low \(S\). Ultimately, this crossing is linked to the notion of the “critical” Lundquist number \(S_L\) for the plasmoid instability, which depends on the initial noise amplitude instead of being a constant value.

5. Phenomenological Model for Current Sheet Disruption

The simulation results presented in Section 4 regarding the scalings of various quantities at disruption can be reproduced, at least qualitatively, with a simple model. In this model, we seek a description for the time evolution of fluctuation in the Fourier space, in terms of a normalized amplitude \(f(k, t) \equiv |\tilde{B}(k, t)|/B_0L_0\), where \(B_0\) is a characteristic magnetic field and \(L_0\) is a characteristic length. In this model, we allow the current sheet length and width to evolve in time.

Assuming that the outflow velocity \(v_x\) profile is approximately linear, the mode-stretching due to outflow implies that \(f(k, t)\) will be advected in \(k\) space following the time evolution of wavenumber \(k\):

\[
\frac{dk}{dt} = -v'_x k,
\]

where \(v'_x = dv_x/dx\) is the gradient of the outflow velocity. However, the fluctuation amplitude \(f(k, t)\) can also change when it is advected, as is determined below.

Taking the \(z\) component of the linearized ideal induction equation along the midplane \(z = 0\) yields

\[
\partial_t \tilde{B}_z + v_x \tilde{B}'_z = -\tilde{B}_z v'_x.
\]

Here the left-hand side of Equation (16) represents the rate of change of \(\tilde{B}_z\) in the reference frame moving with the plasma, and the right-hand side represents the change of \(\tilde{B}_z\) due to stretching or compression. Because we are interested in fluctuations within the current sheet, we seek the time dependence of the \(L^2\)-norm of \(\tilde{B}_z\) over the current sheet region \(\int_{-L}^{L} \tilde{B}_z^2 dx\). First, we multiply Equation (16) by \(\tilde{B}_z\) and integrate from \(x = -L\) to \(L\) to obtain (after integrating by parts and multiplying by a factor of two)

\[
\int_{-L}^{L} \partial_x \tilde{B}_z^2 dx = -v_x \tilde{B}_z^2 \bigg|_{-L}^{L} - v'_x \int_{-L}^{L} \tilde{B}_z^2 dx,
\]

where the first term on the right-hand side accounts for the advection loss, and the second term is the contribution from stretching. To evaluate the first term, we need \(v_x\) and \(\tilde{B}_z^2\) at the end points \(x = \pm L\). The outflow velocity \(v_x = \pm v_x\) at \(x = \pm L\), but \(\tilde{B}_z^2\) at end points fluctuate in time and cannot been known beforehand. To proceed, we further assume that the amplitude of \(\tilde{B}_z\) is approximately uniform along the current sheet, and replace \(\tilde{B}_z^2\) at \(x = \pm L\) with the averaged value \(\frac{1}{2L} \int_{-L}^{L} \tilde{B}_z^2 dx\) over the entire current sheet length. This approximation is valid if the timescale of interest (i.e., the timescale on which \(\|\tilde{B}_z\|^2\) evolves) is longer than the typical fluctuating timescale of \(\tilde{B}_z\) at the end points, which is justified according to our simulations (see Figure 4(c)). Under this assumption, we obtain the advection loss term \(v_x \tilde{B}_z^2 |_{-L}^{L} \simeq v_x \int_{-L}^{L} \tilde{B}_z^2 dx = v'_x \int_{-L}^{L} \tilde{B}_z^2 dx\), which is the same as the contribution from stretching. Hence, Equation (17) can be written as

\[
\int_{-L}^{L} \partial_x \tilde{B}_z^2 dx = -2v'_x \int_{-L}^{L} \tilde{B}_z^2 dx.
\]

Taking into account that the current sheet length \(L\) can evolve in time and applying Leibniz’s rule, we obtain the time rate of
change of the $L^2$-norm of $\tilde{B}_z$ over the current sheet region

$$
\frac{d}{dt} \int_{-L}^{L} \tilde{B}_z^2 \, dx = \int_{-L}^{L} \partial_t \tilde{B}_z^2 \, dx + \int_{-L}^{L} \frac{dL}{dt} (\tilde{B}_z^2|_{x=L} + \tilde{B}_z^2|_{x=-L}) \\
= \left(-2\nu'_v + \frac{1}{2L} \frac{dL}{dt}\right) \int_{-L}^{L} \tilde{B}_z^2 \, dx.
$$

(19)

Here, in the second step we apply Equation (18) for the first term on the right-hand side and again approximate $\tilde{B}_z^2$ at $x = \pm L$ with the averaged value $\int_{-L}^{L} \tilde{B}_z^2 \, dx$. Equation (19) accounts for the change of the $L^2$-norm that is due to the combined effects of stretching, advection loss, and evolution of the current sheet length, where the former two effects give the same contribution (hence the factor of two in the $\nu'_v$ term). For the special case that the current sheet is lengthening with the same speed as the outflow, i.e., $dL/dt = \nu_v$, the latter two effects exactly cancel each other because the outflow cannot escape from the current sheet, therefore only the contribution from stretching effect remains.

The next step is to rewrite the $L^2$-norm of $\tilde{B}_z$ in Fourier space using the relation $\int_{0}^{\infty} |\tilde{B}_z|^2 \, dk = \pi \int_{-L}^{L} |\tilde{B}_z|^2 \, dx$ in Equation (19).

The time derivative of $\int_{0}^{\infty} |\tilde{B}_z|^2 \, dk$ can be expressed as

$$
\frac{d}{dt} \int_{0}^{\infty} |\tilde{B}_z|^2 \, dk = \int_{0}^{\infty} \frac{d}{dt} |\tilde{B}_z|^2 \, dk \\
= \int_{0}^{\infty} \frac{d|\tilde{B}_z|^2}{dt} \, dk + \int_{0}^{\infty} |\tilde{B}_z|^2 \frac{d}{dt} dk \\
= \int_{0}^{\infty} \frac{d|\tilde{B}_z|^2}{dt} \, dk - \int_{0}^{\infty} |\tilde{B}_z|^2 \nu'_v \, dk,
$$

(20)

where the time derivative $d/\partial t$ on the right-hand side is the Lagrangian time derivative in Fourier space following the stretching of wavenumber $k$ in Equation (15), i.e.,

$$
\frac{d}{dt} = \frac{\partial}{\partial t} + \frac{dk}{\partial t} \frac{\partial}{\partial k} = \frac{\partial}{\partial t} - kv'_v \frac{\partial}{\partial k}.
$$

(21)

Note that because the wavenumber $k$ evolves in time from the Lagrangian viewpoint, the differential wavenumber $dk$ also evolves according to the relation $d(dk)/dt = -\nu'_v dk$. Alternatively, Equation (20) can be derived from the Eulerian viewpoint and applying Equation (21):

$$
\frac{d}{dt} \int_{0}^{\infty} |\tilde{B}_z|^2 \, dk = \int_{0}^{\infty} \frac{d}{dt} |\tilde{B}_z|^2 \, dk \\
= \int_{0}^{\infty} \frac{d|\tilde{B}_z|^2}{dt} \, dk + \int_{0}^{\infty} \nu'_v \frac{\partial}{\partial k} |\tilde{B}_z|^2 \, dk \\
= \int_{0}^{\infty} \frac{d|\tilde{B}_z|^2}{dt} \, dk - \int_{0}^{\infty} |\tilde{B}_z|^2 \nu'_v \, dk \\
+ \nu'_v |\tilde{B}_z|^2|_{k=0}^{k=k_{\text{min}}}.
$$

(22)

Assuming that $|\tilde{B}_z|^2$ vanishes at $k = 0$ and $\infty$, we obtain the same relation as Equation (20).

Using Equation (20) in Equation (19) yields

$$
\int_{0}^{\infty} \frac{d|\tilde{B}_z|^2}{dt} \, dk = \left(-\nu'_v + \frac{1}{2L} \frac{dL}{dt}\right) \int_{0}^{\infty} |\tilde{B}_z|^2 \, dk.
$$

(23)

Here the right-hand side represents the effects of advection loss and evolution of the current sheet length, while the stretching effect is incorporated in the Lagrangian time derivative on the left-hand side. From Equation (23), we obtain the Lagrangian time derivative of the Fourier component amplitude:\footnote{The reader may wonder how the Fourier amplitude can change due to change in $L$. The reason is that we are considering fluctuations within the current sheet, from $x = -L$ to $x = L$, and project that onto the Fourier components. Hence the projection becomes larger (smaller) when $L$ increases (decreases).}

$$
\frac{d|\tilde{B}_z|}{dt} = \left(-\nu'_v + \frac{1}{2L} \frac{dL}{dt}\right) |\tilde{B}_z|.
$$

(24)

As a consistency check, note that this equation also gives the correct physical condition that the magnetic island width does not change due to stretching, as can be verified by taking the time derivative of the island half-width $w$ from Equation (12), applying Equations (14) and (24).

The model is completed by adding the contribution from the linear growth of the tearing instability $\gamma|\tilde{B}_z|$ to the right-hand side of Equation (24), which gives the time evolution equation for the fluctuation amplitude $|\tilde{B}_z|$ in Fourier space. The final model equation is expressed in terms of the normalized fluctuation amplitude, $f(k, t) \equiv |\tilde{B}_z(k, t)|/B_0L_0$, as

$$
\frac{df}{dt} = \partial_t f - kv'_v \partial_k f = \left(\gamma - \nu'_v + \frac{1}{2L} \frac{dL}{dt}\right) f.
$$

(25)

Here, the growth rate $\gamma$ depends on time through the time dependence of the current sheet half-width $a(t)$ and the upstream magnetic field $B(t)$. We further limit the domain to the region $k \geq k_{\text{min}} \equiv \pi/L$, below which the wavelength cannot be contained in the current sheet. If we take the Lagrangian viewpoint of following the stretching of a mode according to Equation (15), the wavelength of the mode becomes longer over time. At a certain point, the wavelength will be stretched to become longer than the length of the current sheet, and we can say that the mode is advected out of the current sheet.

It can be shown from Equation (25) that the time rate of change of the $L^2$-norm of the fluctuation, limited to the domain $k \geq k_{\text{min}}$, is given by

$$
\frac{d}{dt} \int_{0}^{k_{\text{min}}} f^2 \, dk = \int_{k_{\text{min}}}^{\infty} 2\gamma f^2 \, dk - \nu'_v \int_{k_{\text{min}}}^{\infty} f^2 \, dk
$$

$$
+ \left(\frac{1}{L} \frac{dL}{dt} - \nu'_v\right) \int_{k_{\text{min}}}^{\infty} kf^2 \, dk.
$$

(26)

The first term on the right-hand side of Equation (26) accounts for the increase in fluctuation amplitude due to tearing modes. The second term is the decrease due to stretching effect. The third term accounts for the effects of advection loss and the evolution of current sheet length, where the surface term $k_{\text{min}} f^2|_{k=0}$ comes from integration by parts and application of Leibniz’s rule on the lower bound $k_{\text{min}}$ of the integral (note that $dk_{\text{min}}/dt = -(k_{\text{min}}/L) dl/dt$). The effects of advection loss and the evolution of the current sheet length exactly cancel each other when the current sheet is lengthening with the
outflow speed, i.e., $dL/dt = v_o$, as the outflow cannot escape from the current sheet. However, in general, we should expect $dL/dt \leq v_o$, hence the third term on the right-hand side of Equation (26) is also negative. To have a positive growth of the $L^2$-norm, the linear growth rate of the tearing mode therefore has to be sufficiently high to overcome the decrease due to advection loss and stretching. Under most circumstances, the surface term $k f^2 |k|_m$ is negligible compared to $\int_{k_m}^{\infty} f^2 dk$, as long as the dominant wavenumber is much larger than $k_m$. If we further assume that $dL/dt \ll v_o$, then

$$\frac{d}{dt} \int_{k_m}^{\infty} f^2 dk \simeq \int_{k_m}^{\infty} 2(\gamma - 1/\tau_A)a^2 f^2 dk. \quad (27)$$

Since $\gamma$ is a function of $k$, Equation (27) gives $\gamma_{\max} \tau_A > 1$ as a minimum requirement for a positive growth of the overall fluctuation amplitude, which is consistent with our simulation findings.

Equation (26) implies that if the plasmoid instability does not exist, the fluctuation amplitude will decrease monotonically in time and asymptotically approach zero as $t \to \infty$. However, since noise is always present in any natural system, noise will replenish the fluctuation and prevent it from approaching zero even in the absence of the plasmoid instability. Noise can be introduced into the model by explicitly adding a source term or by setting a floor to the fluctuation amplitude as a lower bound. To properly model noise in the system requires extra knowledge of the environment and is not discussed further here. For the cases we consider here, the plasmoid instability sets in sufficiently rapidly, and the decay of fluctuation amplitude is not a significant issue.

Up to this point, the time dependences of the current sheet half-width $a$, the half-length $L$, the upstream magnetic field $B$, and the velocity gradient $\nabla v$ are not specified. These conditions must be provided according to the physical system under consideration. To fix the idea, we consider a situation when $L$ and $B$ are no longer evolving, i.e., $L = L_0$ and $B = B_0$. Let $v_i$ and $v_o$ be the inflow and the outflow speeds, respectively. Assuming an incompressible plasma with mass and energy implies that $v_o = B_0/\sqrt{\mu_0} = V_A$ and $v_i = aV_A/\gamma_0$, as in the Sweet–Parker model. Therefore, the velocity gradient $\nabla v = V_A/L = 1/\tau_A$ is independent of time. The time dependence of the half-width $a(t)$ can be obtained by integrating the induction equation $\partial_t B = -\nabla \times E$ from $z = 0$ to the asymptotic outer region $z = z_{out} \gg a$, which yields

$$\frac{d}{dt} \int_0^{z_{out}} B_x dz = E_y|_{z_{out}} - E_y|_0. \quad (28)$$

Assuming a Harris sheet profile $B_z = B_0 \tanh(z/a)$ and formally setting $z_{out} \to \infty$, using the relations $E_y|_{z=\infty} = v_i B_0 = aV_A B_0/L_0$ and $E_y|_0 = \eta B_0/a$, we obtain

$$\frac{d}{dt} \int_0^{\infty} B_0 \tanh(z/a) dz = \frac{aV_A}{L} \frac{d}{dt} a - \eta \frac{B_0}{a}. \quad (29)$$

The left-hand side can be calculated using

$$\frac{d}{dt} \int_0^{\infty} \tanh(z/a) dz = -\frac{da}{dt} \int_0^{\infty} \frac{z}{a^2} \text{sech}^2(z/a) dz = -\log(2) \frac{da}{dt}, \quad (30)$$

hence we obtain a time evolution equation for $a(t)$ of

$$\log(2) \frac{da}{dt} + \frac{V_A}{L} a - \eta = 0. \quad (31)$$

The solution is

$$a^2 = a_0^2 + (a_0^2 - a_0^2) \exp \left(-\frac{1}{2} \left(\frac{a}{\tau_A}\right)^2\right), \quad (32)$$

where $a_0$ is the half-width at $t = 0$ and $a_{SP} = L/\sqrt{\gamma}$ is the Sweet–Parker width. This solution approaches $a_{SP}$ in the asymptotic limit $t \to \infty$. At high $S$ with $a_{SP} \ll a_0$, the half-width decays exponentially with $a \approx a_0 \exp(-1.44 \gamma_0 / \tau_A)$ at early time. This is in good agreement with what we obtain in simulations, shown in Figure 3, except for an initial transient period before the Alfvénic outflow jets have been established.

To apply the model equation, an initial condition must be prescribed for the fluctuation amplitude $f(k)$. For the time evolution of a current sheet given in the previous paragraph, we can solve Equation (25) using the method of characteristics. Along a characteristic following the stretching of wavenumber

$$k = k_0 e^{i \tau / \tau_A}, \quad (33)$$

the solution is

$$f(k, t) = f_0(k_0) \exp \left(-\int_0^t \gamma(k(t'), \alpha(t')) dt' - \frac{t}{2 \tau_A}\right), \quad (34)$$

where $f_0(k)$ is the initial condition. We numerically integrate Equation (34) to obtain the solution. To fix the idea, we set the initial half-width $a_0 = L/\pi$ such that the longest mode allowed in the model with $k = k_{min}$ is marginally unstable. We identify the dominant wavenumber by the peak of $f(k)$ and determine the disruption time by the criterion that the island size equals the inner layer width, using the same procedure as outlined in Section 3 to calculate the island width.

We first assume the initial condition to be a constant value, $f_0(k) = \epsilon$. As an example, the solution for the case $S = 10^8$ and $\epsilon = 10^{-10}$ is shown in Figure 7. Here panel (a) shows the linear growth rate as a function of time and $k$, and panel (b) shows the solution obtained from integrating Equation (34). The time integration concludes when the disruption condition is met. We also show in these panels the wavenumber of the fastest growing mode and that of the dominant mode at each instant of time. The wavenumber of the dominant mode is found to be smaller than that of the fastest growing mode, which is consistent with the simulation results. The reason that the dominant mode does not coincide with the fastest growing mode at disruption can be seen from their corresponding characteristics, shown as white dotted lines in panel (a). Because the exponent in Equation (34) is given by the integration of the linear growth rate over the characteristic, the amplification of a mode is determined by the entire history. As can be seen from Figure 7(a), although the fastest growing mode has a higher growth rate at the final moment before disruption, the dominant mode actually becomes unstable earlier and grows faster during most of the time.
The scalings of $t_d$, $a_d$, $k_d$, and $g_d$ from the model are shown in Figure 8 for $S = 10^8$, $\epsilon = 10^{-10}$. These scalings can be compared with results from simulations shown in Figure 6. The qualitative agreement between the two is evident, including the non-monotonicity of $t_d$ with respect to $S$, the transition in scaling behaviors as $S$ increases, the deviation between the fastest growing mode and the dominant mode, and the effects of noise amplitude on various quantities. Notably, the model is able to reproduce the crossing of the two $g_d(S)$ curves (highlighted with a green circle in panel (c)); while $g_d$ is higher for the lower initial
noise case at high $S$, it is the opposite at low $S$. The reason for the crossing can be attributed to the mode-stretching effect due to the outflow jets. The stretching effect is more prominent at lower $S$, as reflected in the larger difference between $g_{\text{max}}$ and $g_d$ there. Moreover, when $S$ is sufficiently low, the amplitudes of unstable modes cannot grow sufficiently to disrupt the current sheet before being advected out. Therefore, there is a critical Lundquist number $S_c$ below which disruption does not occur. The critical Lundquist number $S_c$ depends on the initial noise amplitude; the lower the noise amplitude, the higher $S_c$. Because $g_d$ becomes very low as $S$ approaches $S_c$ (precisely $g_d \to \gamma_d(\pi/L, a_{\text{SP}})$), the crossing of $g_d(S)$ curves with different $\epsilon$ at low $S$ is simply a consequence of $S_c$ being a decreasing function with respect to $\epsilon$.

A similar crossing is also observed between the dominant wavenumber $k_d(S)$ curves, shown in panel (d), because $k_d \to \pi/L$ as $S$ approaches $S_c$.

Another notable outcome from the model is the non-monotonicity of $\gamma_d$ and $\gamma_{\text{max}}$ with respect to $S$. At low $S$, the current sheet half-width $a_d \approx a_{\text{SP}}$ at disruption and $\gamma_{\text{max}} \sim S^{1/4}$ is an increasing function with respect to $S$. At high $S$, $\gamma_{\text{max}}$ becomes a weakly decreasing function with respect to $S$, and $\gamma_d$ follows the same trend. We recall that the condition $a_d/L \propto S^{-1/3}$ gives a constant value of $\gamma_{\text{max}}$ independent of $S$, and $k_{\text{max}} L \propto S^{1/6}$. Because $\gamma_{\text{max}}$ is not exactly constant but is weakly decreasing with increasing $S$, the scalings of $a_d$ and $k_{\text{max}}$ are close to, but not exactly, $a_d/L \propto S^{-1/3}$ and $k_{\text{max}} L \propto S^{1/6}$ ($k_d$ approximately follows the same trend as $k_{\text{max}}$ at high $S$). This weakly decreasing scaling for $\gamma_{\text{max}}$ (or $\gamma_d$) at high $S$ has not been observed in numerical simulation yet.

The reason could be that the numerical simulations have not
been carried out at sufficiently high values of $S$ to reveal this behavior.

We have tested the model with different initial conditions. As an example, Figure 9 shows the scalings with $f_0 = \epsilon (k_{\text{min}})^{-1}$. Compared with Figure 8, the overall trends are rather similar between the two, even though the actual quantitative values can be quite different. This qualitative similarity in scaling relations remains the case for other initial conditions we have tried. Likewise, we have also tested the effect of the noise source by setting a floor to the fluctuation amplitude, assumed to be the same as the initial noise $f_0$, and similar scaling relations were obtained.

As we have discussed, the crossings between $\gamma_d(S)$ and $k_d(S)$ curves with respect to different values of initial noise amplitude $\epsilon$ is a consequence of $\tilde{S}$ being a decreasing function with respect to $\epsilon$. The dependence of $\tilde{S}_c$ on $\epsilon$ is fairly weak. For the two types of initial condition we have tried, the critical value $\tilde{S}_c$ as a function of $\epsilon$ is shown in Figure 10. In both cases, the initial noise amplitude $\epsilon$ is varied over 25 orders of magnitude, but the corresponding $\tilde{S}_c$ changes by no more than 3 orders of magnitude.

We can assess the effect of outflow jets by switching off the $\gamma'_x$ terms in Equation (25). The resulting scalings are shown in Figure 11. Overall, the scalings are similar to the scalings with outflow in Figure 8. The most significant differences between the two appear in the low-$S$ regime. In the case without outflow, the difference between $\gamma_d$ and $\gamma_{\text{max}}$, as well as that between $k_d$ and $k_{\text{max}}$, becomes smaller in the low-$S$ regime, as opposed to the case with outflow, where the differences become larger at low $S$. We also did not find a crossing between curves with different $\epsilon$ when the outflow was not included in the model. In fact, without the effect of outflow, the critical Lundquist number will be determined by the condition that the longest wavelength mode allowed by the current sheet length $L$ is marginally unstable when the current sheet width is the Sweet–Parker width. This condition gives a critical value $\tilde{S}_c = \pi^2$, which is independent of the noise amplitude. This value of $\tilde{S}_c$ substantially underestimates the actual value of $S_c$.

6. From Disruption to Nonlinear Saturation and Onset of Fast Reconnection

Figure 4(a) shows that the reconnection rate rises rapidly after the disruption time $t_d$, indicating that current sheet disruption triggers the transition from slow to fast reconnection. Now we have established that the linear growth rate and dominant wavenumber at disruption have nontrivial dependences on various conditions, including the thinning process, the Lundquist number $S$, the initial noise level, and even the spectrum of noise. An important question is whether these
conditions affect the reconnection process after the plasmoid instability reaches nonlinear saturation. A full assessment of this question is beyond the scope of the present paper and is left to future work. To investigate the effect of initial noise level on the reconnection rate, we ran the two cases S5 and H5 for extended periods well into the nonlinearly saturated phase. The resulting time-histories of growth rate and reconnection rate are shown in Figure 12. Panel (a) shows that current sheet disruption takes place earlier with a lower growth rate in Run H5, where the initial noise level is three orders of magnitude higher than that of Run S5. Because current sheet disruption marks the onset of fast reconnection, the onset also occurs earlier in Run H5. However, as can be seen from panel (b), the reconnection rates after nonlinear saturation are essentially the same for the two runs. Therefore, we can conclude that reconnection rate after saturation is nearly unaffected by the noise level and the condition at the onset. This conclusion is also in line with the earlier study by Huang & Bhattacharjee (2010), where the dependence of the averaged reconnection rate on the external forcing amplitude is found to be fairly weak.

From an observational point of view, the period between current sheet disruption and nonlinear saturation is especially interesting. During this period, the outflow profile changes from a nearly monotonic Sweet–Parker-like profile to a highly fluctuating profile, as shown in Figure 13(a). Accordingly, the histogram of the outflow profile changes from double-peak-shaped to triangle-shaped, as shown in Figure 13(b). A triangle-shaped histogram is a natural consequence of the outflow profile being highly fluctuating. To understand this, we consider an outflow profile of the form $v_x = V_A \sin(\pi x) + \nu f \sin(kx)$, where $-1 \leq x \leq 1$ and $k \gg 1$; the first term $V_A \sin(\pi x)$ mimics the Sweet–Parker-like outflow profile, and the second term $\nu f \sin(kx)$ mimics short-wavelength fluctuations. If the fluctuation is much smaller than the background, i.e., $\nu f \ll V_A$, the histogram is double-peak-shaped.
Conversely, if the fluctuation is on the order of the background, i.e., \( v_\alpha \approx V_A \), which is the case in the saturated phase, then the histogram is triangle-shaped. The transition from a double-peak-shaped histogram to triangle-shaped histogram can lead to observable effects through spectroscopy of emission spectral line profiles, because the observed spectral line profile is a convolution of the Doppler-shifted line profile along the line-of-sight direction. For reconnection events with outflows along the line-of-sight direction, the histogram of the outflow profile can be viewed as a proxy for the shape of the line profile. A triangle-shaped line profile has been reported in IRIS (Interface Region Imaging Spectrograph (De Pontieu et al. 2014)) observations of the SiIV line during transition region explosive events (Innes et al. 2015). With the high-cadence mode of the IRIS spectrograph, it is possible to observe transitions from a double-peak-shaped line profile to a triangle-shaped line profile in transition region explosive events (L.-J. Guo 2017, private communication). If such transitions can be shown to be associated with a brightening of emission spectral line, that will provide observational evidence for a transition from slow to fast reconnection as a result of current sheet disruption.

### 7. Discussion and Conclusion

In this work, we have carried out a detailed study of the development of plasmoid instability in an evolving current sheet and the onset of fast reconnection. We confirm that the Sweet–Parker width can be approached only when the Lundquist number is relatively low. At high values of the Lundquist number, more characteristic of the solar and astrophysical environments, the current sheet breaks apart at a width much larger than the Sweet–Parker width (Pucci & Velli 2014; Comisso et al. 2016; Uzdensky & Loureiro 2016). However, the level of noise in the system also plays an important role. For a system with lower noise amplitude, the Sweet–Parker width can be approached at a higher Lundquist number, and consequently, the linear growth rate becomes higher. The linear growth rate and the dominant wavenumber at the current sheet disruption therefore exhibit complex dependences on numerous conditions, such as the current sheet evolving process, the Lundquist number, the noise level, and even the spectrum of the noise. Under the condition that the Lundquist number \( S \) is the only varying parameter while everything else remains fixed, we do find that the growth rate at disruption becomes slowly varying with respect to \( S \), as long as \( S \) is sufficiently high such that the Sweet–Parker scaling \( a_d/L \sim S^{-1/2} \) is no longer valid. Because \( a_d/L \propto S^{-1/3} \) is the condition for \( \gamma_{\text{max}} \tau_A \) to be independent of \( S \), in the high-\( S \) regime, the scalings \( a_d/L \propto S^{-1/3} \) and \( k_dL \propto S^{1/6} \) are approximately realized. While these scaling relations appear to be similar to the suggestion by Pucci & Velli (2014), Pucci & Velli imposed a more stringent condition \( a_d/L = S^{-1/3} \), leading to the condition that \( \gamma_{\text{max}} \tau_A \approx 0.623 \) at disruption. Contrary to their suggestion that \( \gamma_{\text{max}} \tau_A = O(1) \) at disruption, we generally find the linear growth rate at disruption to be substantially higher than \( 1/\tau_A \). In fact, the time when \( \gamma_{\text{max}} \tau_A = O(1) \) is approximately when the overall amplitude of fluctuations starts to grow. This hardly comes as a surprise, since the linear growth must be substantial on timescales pertaining to the evolving background for linear theory to be even applicable. In the present case, the relevant timescales are the advection and the current sheet evolution timescales, both on the order of \( \tau_A \). This means that \( \gamma_{\text{max}} \tau_A > O(1) \) is required.

Because \( \gamma_{\text{max}} \propto a^{-3/2} \), using the criterion \( \gamma_{\text{max}} \tau_A \approx 1 \) for disruption will substantially overestimate the disruption half-width \( a_d \), even if the scaling relation \( a_d/L \propto S^{-1/3} \) holds approximately; likewise, using the criterion \( \gamma_{\text{max}} \tau_A \approx 1 \) will substantially underestimate the fastest growing wavenumber \( k_{\text{max}} \). For example, using \( \gamma_{\text{max}} \tau_A \approx 1 \) instead of \( \gamma_{\text{max}} \tau_A \approx 20 \), as we typically observe in simulations, will overestimate \( a_d \) by a factor of approximately 7 and underestimate the fastest growing wavenumber \( k_{\text{max}} \) by a factor of approximately 12. Incidentally, if \( k_{\text{max}} \) is used to estimate the dominant wavenumber \( k_d \) at disruption, as is often assumed, then the error of understimating \( k_{\text{max}} \) is partially offset by the fact that the dominant wavenumber \( k_d \) is smaller than \( k_{\text{max}} \).

Our simulation study differs from the earlier study by Tenerani et al. (2015) in an important aspect. In our study the current sheet thinning is self-consistently determined by MHD equations, where Alfvénic jets develop naturally during the process. This thinning process approaches the Sweet–Parker width as the asymptotic state if the plasmoid instability does not set in. On the other hand, Tenerani et al. (2015) employ an extra term in the induction equation to drive the thinning, therefore the asymptotic width is set by the driving term, and there is no significant outflow before the instability sets in. In three out of four simulations (Run 1–Run 3) in their study, the asymptotic width is set to be \( LS^{-1/3} \), exactly as their theory predicts; in the fourth case (Run 4), the asymptotic width is set to be the Sweet–Parker width \( LS^{-1/2} \) (see Table 1 in Tenerani et al. (2015)). It is particularly revealing to compare their Run 1 and Run 4; both have exactly the same parameters except the asymptotic width. While the current sheet in Run 1 disrupts at \( a(\tau_{\text{dis}})/L \approx S^{-1/3} (\tau_{\text{dis}}) \) in their Table 1 is equivalent to \( \tau_{\text{dis}} \) in our paper and \( a(\tau_{\text{dis}}) \) is equivalent to \( a_d \) in our paper), when the current sheet is allowed to become thinner in Run 4, the disruption occurs at an earlier time, but the current sheet width is approximately four times thinner. It is worth noting that Tenerani et al. (2015) use a fixed value \( S = 10^6 \) in all their simulations, thereby precluding the possibility of obtaining scaling relations with respect to \( S \).

The phenomenological model presented in Section 5 qualitatively reproduces many features obtained from direct numerical simulations, including the non-monotonicity of \( \tau_d \) and changes of scaling behaviors as \( S \) increases. It also clarifies why the dominant wavenumber \( k_d \) differs from the fastest growing wavenumber \( k_{\text{max}} \). An important feature of this model is its capability to predict a critical Lundquist number \( S_c \), for a given current sheet evolving process and an initial noise spectrum. The critical Lundquist number \( S_c \) is found to have a weak dependence on the noise amplitude. As shown in Figure 10, for the two types of initial perturbation, the critical value \( S_c \) falls in the range from \( S_c \approx 10^3 \) to \( 10^5 \) for a change in the noise amplitude \( \epsilon \) over 25 orders of magnitude. This result makes the qualitative argument in Huang & Bhattacharjee (2013) more precise and provides new insight into some empirical knowledge as well as controversy among researchers.

The often-quoted critical Lundquist number \( S_c \) is approximately \( 10^5 \), but this is not a clear-cut value. For example, a critical value \( S_c \) as low as \( 10^3 \) (Shen et al. 2013) as well as clean simulations remaining stable up to \( S = 2 \times 10^5 \) (Ng & Ragunathan 2011) have been reported. These seemingly conflicting results become comprehensible with the realization that the critical value \( S_c \) depends on noise level. Noise can enter a simulation in various ways, such as explicit seeding,
discretization errors of numerical schemes, and the implementation of boundary conditions. The simulation setup of Ng & Ragunathan (2011) using a pseudospectral code in a doubly periodic box without seeded noise is among the cleanest of all scenarios, which accounts for its stability. However, since natural systems always have some noise and the Lundquist numbers are typically much higher, it is unlikely that such systems can remain stable. As we have shown in Section 6, the level of noise affects the disruption time, but has a negligible effect on the reconnection rate after the instability reaches nonlinear saturation (Figure 12).

Our results can also be compared with the two recent theoretical approaches by Uzdensky & Loureiro (2016) and Comisso et al. (2016). The analysis of Uzdensky & Loureiro (2016) assumes that the current sheet width essentially freezes when the maximum linear growth rate of all modes that fit into the current sheet (i.e., $k > \pi / L$) reaches $1 / \tau_{dr}$, where $\tau_{dr}$ is the current sheet evolution timescale. Their analysis concludes that the fastest growing mode at that time will be the dominant mode that enters the nonlinear regime and eventually disrupts the current sheet. In the end, the criterion of Uzdensky & Loureiro (2016) ($\gamma_{\text{max}} \tau_{dr} = 1$) is therefore similar to that of Pucci & Velli (2014) ($\gamma_{\text{max}} \tau_{A} = O(1)$), except that the Alfvénic timescale $\tau_{A}$ in the latter is replaced by $\tau_{dr}$. In the context of the present study, the two criteria are practically the same since $\tau_{dr} \approx \tau_{A}$. The time when $\gamma_{\text{max}} \tau_{A} = 1$ is slightly earlier than $t = t_{p}$ in our simulations. As can be seen from Table 1, the current sheet width evolves quite significantly from $t = t_{p}$ to $t = t_{d}$ (the actual difference depends on the initial noise level, as does $t_{p}$), and consequently, the fastest growing wavenumber also changes substantially (see Figure 4); therefore, the basic assumption of Uzdensky & Loureiro (2016) is not borne out by our simulations. It is worth noting that Uzdensky & Loureiro (2016) use the island half-width $w$ exceeding the current layer half-width $a$ as the definition of disruption, which is different from our definition of $w$, exceeding the inner layer half-width $\delta$; this difference does not affect the discussion here. On the other hand, the analysis of Comisso et al. (2016) starts from a principle of least time, which assumes that the dominant mode at disruption is the one that takes the least time to reach the condition $w = \delta$ for a given initial spectrum $w_{0}(k)$. The scalings obtained from the principle of least time are very similar to the scalings obtained with our model. The only significant difference is that the effect of outflow is not taken into account in Comisso et al. (2016). We can compare Figure 11(c)–(d) (where the effect of outflow is turned off) in this paper and Figures 1 and 2 in Comisso et al. (2016) to see the similarities. As we have discussed, the effect of outflow is most pronounced when the Lundquist number is relatively low; therefore, the theory of Comisso et al. (2016) and the model here practically give very similar scalings in the asymptotic limit of large $S$. For an exponentially thinning current sheet, Comisso et al. (2016) give precisely the logarithmic multiplying factors to the leading order power-law scalings $a_{d} / L \propto S^{-1/3}$ and $k_{d} L \propto S^{1/6}$ (i.e., the scalings are of the form $\sim S^{\alpha} (\log f(S, w_{0}))^{\beta}$, see their Equations (17) and (18)), which account for the deviations from power laws in Figure 8 (b)–(d). It is important to note that these leading order power-law scalings are not universal, as the power indices will be different if the thinning is algebraic rather than exponential (see their Equation (24)).

We conclude this paper by applying our findings on current sheet disruption to reconnection in the solar atmosphere. As a first application, we consider the example of a post-CME current sheet in Guo et al. (2013). The current sheet length is estimated as $L \approx 3 \times 10^{11}$ cm, and the Alfvén speed can be estimated from the speed of moving blobs as $V_{A} \approx 2 \times 10^{7}$ cm s$^{-1}$. Assuming a density of $10^{10}$ cm$^{-3}$ and a temperature of $10^{6}$ K for typical solar coronal condition, the Lundquist number $S \approx 3 \times 10^{14}$. The actual disruption condition will depend on the initial noise level, which is hard to know. If we assume a typical value $\gamma_{\text{max}} \tau_{A} \approx 20$ at disruption, that gives an inverse aspect ratio $a_{d} / L \approx 1.5 \times 10^{-6}$, i.e., $a_{d} \approx 4.5 \times 10^{5}$ cm. Assuming a typical dominant wavenumber $k_{d} \approx k_{\text{max}} / 4$, we estimate $k_{d} L \approx 1500$, and the corresponding inner layer width $\delta \approx 5000$ cm. Since the inner layer width is much larger than the ion inertial length $d_{i} \approx 200$ cm and ion gyroradius $\rho_{i} \approx 60$ cm, the resistive MHD model remains valid until disruption. However, nonlinearly, the fractal-like cascade will break the current sheet to finer scales. Within the framework of resistive MHD, the cascade will stop when the secondary current sheets become marginally stable (Huang & Bhattacharjee 2010). This condition gives an estimate for the secondary current sheet width $\delta_{i} \approx \delta \sqrt{S_{i} / S}$. Taking a typical value $S_{i} = 10^{4}$ yields $\delta_{i} \approx 0.1$ cm, which is much smaller than either $d_{i}$ or $\rho_{i}$, therefore collisionless effects must be taken into account at nonlinear saturation (Daughton et al. 2009; Shepherd & Cassak 2010; Huang et al. 2011). As another application, we consider the transition region explosive events reported in Innes et al. (2015). If we estimate the length scale $L \approx 10^{8}$ cm and the Alfvén speed $V_{A} \approx 2 \times 10^{7}$ cm s$^{-1}$, then $\tau_{A} \approx 5$ s. For a temperature $10^{5}$ K and a density $10^{12}$ cm$^{-3}$, the Lundquist number in the transition region can be estimated as $S \approx 5 \times 10^{5}$ based on Spitzer resistivity. Again, assuming $\gamma_{\text{max}} \tau_{A} \approx 20$ and $k_{d} \approx k_{\text{max}} / 4$ at disruption, we obtain $a_{d} \approx 5800$ cm, $k_{d} L \approx 250$, and $\delta \approx 400$ cm. Since $\delta$ is much greater than $d_{i} \approx 20$ cm and $\rho_{i} \approx 3$ cm, resistive MHD is applicable at disruption. The secondary current sheet at nonlinear saturation based on resistive MHD is estimated to be $\delta_{i} \approx 2$ cm, which is smaller than $d_{i}$ by an order of magnitude and is comparable to $\rho_{i}$. Therefore collisionless effects will not be negligible at nonlinear saturation for antiparallel reconnection, but may only be marginally important for component reconnection. How collisionless effects at small scales affect nonlinear saturation in systems with very large $L / d_{i}$ or $L / \rho_{i}$ remains an outstanding open question.

Although the present study is restricted to a resistive MHD description, the overall framework can be readily generalized to incorporate other effects. The phenomenological model can be adapted, provided that the linear dispersion relation of tearing instability is available, e.g., in visco-resistive (Comisso & Grasso 2016; Comisso et al. 2017) and resistive Hall (Baalrud et al. 2011) regimes. These effects will be considered in future studies. Furthermore, the current sheet evolving process investigated in this study, where the upstream magnetic field remains approximately constant and the current sheet width decreases exponentially in time, is by no means universal, as the current sheet evolution is largely determined by the global configuration of the system. An interesting example is the scenario of reconnection in a layer embedded within a broader outer current sheet, considered by Cassak & Drake (2009). In this scenario, the upstream magnetic field of the embedded layer increases in time; the thinning of the layer, while remains
to be studied in detail, may also not be exponential in time. This setup could be employed to investigate how different evolution processes may affect the scalings and further test our phenomenological model. More general situations, where the current sheet length evolves in time, should also be investigated in the future.
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