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Abstract
The Arrow–Pratt index, a gold standard in studies of risk attitudes, is not directly observable from choice data. Existing methods to measure it rely on parametric assumptions. We introduce a discrete Arrow–Pratt index, and its relative counterpart, that can be directly obtained from choices. Our approach is general: it is (i) non-parametric, (ii) applicable to both risk and uncertainty, (iii) and robust to probability transformation, non-additive beliefs and multiple priors. Our index can also be used to characterize various decision models through various simple consistency requirements. We analyze its properties and demonstrate how it can be measured.
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Arrow (1965) and Pratt (1964) proposed1 to measure a decision maker’s degree of risk aversion by the index $A(x) \equiv -\frac{u''(x)}{u'(x)}$. Under expected utility, the degree of concavity of utility determines the risk premium for a given risk. If the decision maker faces an infinitesimal and actuarially fair risk $\varepsilon$ with variance $\sigma^2\varepsilon$, the risk premium for $\varepsilon$ is approximately $\frac{\sigma^2\varepsilon}{2} \times A$ (Pratt 1964). If the Arrow–Pratt index $A$ is constant, an increase in the decision maker’s wealth leaves the risk premia unaffected. Similarly, if the relative Arrow–Pratt index $R(x) \equiv xA(x)$ is constant, multiplying the initial wealth and the risk by a common factor does not influence the relative risk premia.
Arrow–Pratt index can be viewed as the gold standard for the study of risk attitudes (Machina 1982) under expected utility. Countless are the papers that make use of it.

Surprisingly, a fundamental issue of the Arrow–Pratt index has never been resolved: it is not directly observable from choices. First, it uses utility as input, which is not directly observable. Second, it is based on (second) derivatives and, therefore, on infinitesimal changes, which can at best be approximated using complex data. The latter issue is not peculiar to the Arrow–Pratt index. It similarly applies to elasticities, for instance, such as the price elasticity of demand. A pragmatic solution is to use discrete approximations, i.e. an arc elasticity.

Parametric approaches have been widely used to estimate Arrow–Pratt indexes. Fitting smooth utility functions allows researchers to compute derivatives, but the choice of the parametric functions constrains the values of the derivatives. For instance, fitting an exponential function forces the inferred Arrow–Pratt index to be insensitive to changes of wealth. Furthermore, a parametric method developed for one family is not guaranteed to work for another family (see Sect. 3).

This paper introduces a discrete approximation (not relying on infinitesimal changes) of the Arrow–Pratt index that is obtained from two indifferences (i.e., directly from choices). Our approach is general in three ways. First, it is non-parametric, and can, therefore, be applied without having to assume, ex ante, a functional form. Second, it can be used both if probabilities are known (risk) and unknown (uncertainty). Third, we propose a version that is robust to common violations of expected utility under risk and uncertainty.

Our discrete Arrow–Pratt indexes are derived from (endogenous) preference midpoints. The preference midpoint \( m \) between outcomes \( x \) and \( y \) (with \( x < y \)) is the outcome such that substituting \( x \) for \( m \) is worth the same (in a sense specified later) as substituting \( m \) for \( y \). Under expected utility, it implies that the utility \( u \) of \( m \) is half-way between the utility of \( x \) and the utility of \( y \). This is also true for biseparable utility, a more general model of decision under risk and uncertainty. Preference midpoints are commonly used in the theoretical literature, to define axioms and properties (Vind 1991; Ghirardato et al. 2003; Köbberling and Wakker 2003; Abdellaoui et al. 2007; Baillon et al. 2012; Dean and Ortoleva 2017; Werner and Zank 2019; Ghirardato and Pennesi 2019). The more concave the utility is, the closer the preference midpoint is from the lower wealth \( x \) (Baillon et al. 2012). Comparing the distances \( m - x \) to \( y - m \) provides, therefore, a simple way to study utility curvature. We define the discrete Arrow–Pratt index of the interval \([x, y]\) as the difference between the inverse of these distances:

\[
\mathcal{A}_{[x,y]} = \frac{1}{m - x} - \frac{1}{y - m}. 
\]  

Our formula naturally arises from linear approximations of the derivatives of \( u \). Its slope between \( x \) and \( y \) is \( S_{[x,y]} = \frac{u(y) - u(x)}{y - x} \). It is the average marginal utility \( u' \) over \([x, y]\). To study concavity, we can consider the slope of the slope, on the left and on

\[
\mathcal{A}_{[x,y]} = \frac{1}{m - x} - \frac{1}{y - m}. 
\]

2 A similar approach providing discrete indexes of time discounting has been proposed by Rohde (2019).
the right of the preference midpoint.\footnote{Physical midpoints \( \frac{x+y}{2} \) would not simplify Eqs. 3 and 4 the way preference midpoints do.} We define the slope of the slope on \([x, y]\) as:

\[
C_{[x,y]} = \frac{S_{[m,y]} - S_{[x,m]}}{\frac{1}{2} (y - x)}.
\] (2)

If the slope is constant, then \( C = 0 \). The denominator normalizes \( C \) such that \( C = u'' \) whenever \( u'' \) is constant (as \( S = u' \) whenever \( u' \) is constant).\footnote{Assume \( u'' = a \), and therefore \( u(x) = \frac{a}{2} x^2 + bx + c \) for some \( b \) and \( c \). Then \( S_{[x,y]} = \frac{\frac{a}{2} y^2 + by - \frac{a}{4} x^2 - bx}{y-x} = \frac{a}{2} (y + x) + b \). Hence, \( S_{[m,y]} - S_{[x,m]} = \frac{a(y-x)}{2} \) and \( C_{[x,y]} = a \).} Note that, \( m \) being a preference midpoint, \( u(y) - u(m) = u(m) - u(x) = \frac{u(y) - u(x)}{2} \). Hence, Eq. 2 can be rewritten as:

\[
C_{[x,y]} = \left( \frac{1}{y-m} - \frac{1}{m-x} \right) \left( \frac{u(y) - u(x)}{y - x} \right).
\] (3)

The Arrow–Pratt index, dividing \( u'' \) by \( u' \), remains constant for any affine transformation of \( u \). To obtain the same property, we can divide \( C \) by \( S \).

\[
A_{[x,y]} = -\frac{C_{[x,y]}}{S_{[x,y]}}, \quad A_{[x,y]} = \frac{1}{m-x} - \frac{1}{y-m}.
\] (4)

Rohde (2019) preceded us in using preference conditions to build a discrete approximation of a continuous index. Rohde showed how to transform time tradeoffs into an index of decreasing impatience, approximating that of Prelec (2004). Her approach, however, is not based on preference midpoints.

The first section of the paper provides the formal definition of the discrete Arrow–Pratt index. Requiring stronger or weaker consistency of the index characterizes (i.e. axiomatizes) several models of decision under risk and uncertainty. The consistency requirement generalizes existing axiomatizations of expected utility for binary state spaces. Section 2 shows that the discrete indexes preserve the properties of the original ones, \( A(x) \) and \( R(x) \). It implies that common assumptions in economics and finance such as decreasing absolute risk aversion or increasing relative risk aversion become directly testable with our discrete indexes. Section 3 discusses elicitation of the indexes and alternatives and the Electronic Supplementary Material demonstrates practical feasibility. Section 4 concludes.

1 Preference foundation

1.1 Diminishing rates of substitution

Consider the indifference curves on Fig. 1a, in which the horizontal axis describes the quantity of good 1 and the vertical axis that of good 2. The (discrete) rate of substitution of good 1 for good 2 (represented by the cord) is \( \frac{r_1 - r_2}{m-x} \) on the first indifference curve.
and it diminishes to \( \frac{r_1 - r_2}{y - m} \) on the second indifference curve. A larger quantity of good 1 is needed to offset one unit of good 2. The change of rates of substitution is 
\[
(r_1 - r_2) \left( \frac{1}{m - x} - \frac{1}{y - m} \right).
\]
The second factor of the product captures how much the rate of substitution changes per unit of good 2. Baillon et al. (2012) used such a setting, in which the change of good 2 is kept constant across indifference curves, and interpreted diminishing rates of substitution to mean \( m \) being closer to \( x \) than to \( y \). It implies that 
\[
\frac{1}{m - x} - \frac{1}{y - m}
\]
is positive for diminishing rates of substitution. The same reasoning can be used if we replace goods by state-dependent outcomes, as we do from now on.

The state space \( S = \{s_1, s_2\} \) consists of two mutually exclusive and exhaustive states of nature. The states may have an objective probability that everyone agrees upon, which would represent the special case of decision under risk. Otherwise, the setting models decision under uncertainty. This general approach allows us to remain agnostic about how people deal with probabilities, whether they are objective, subjective or even multiple as in a set of priors. The outcome set is \( \mathbb{R}_+^2 \). Bet \((x, y)\) yields outcome \( x \) if state \( s_1 \) obtains and \( y \) otherwise. The decision maker has preferences \( \succeq \) over the set of all bets \( \mathbb{R}_+^2 \). Preferences may satisfy:

- **weak ordering** \( \succeq \) is complete and transitive;
- **monotonicity** \( x_1 \succeq y_1 \) and \( x_2 \succeq y_2 \) with one of the two inequalities strict imply 
  \((x_1, x_2) \succ (y_1, y_2)\); and
- **continuity** \( \{(x_1, x_2) : (x_1, x_2) \succeq (y_1, y_2)\} \) and \( \{(x_1, x_2) : (x_1, x_2) \succeq (y_1, y_2)\} \) are closed subsets of \( \mathbb{R}_+^2 \) for each \( (y_1, y_2) \).

\( \copyright \) Springer
Structural Assumption 1 Preferences \( \succeq \) are defined over \( \mathbb{R}_+^2 \) and satisfy weak ordering, monotonicity, and continuity.

Figure 1a displays indifferences \((x, r_2) \sim (m, r_1)\) and \((m, r_2) \sim (y, r_1)\) but the question arises which state should be used as x-axis and which state as y-axis. In the equation below, we allow for both possibilities—state \(s_1\) as x-axis or state \(s_2\) as x-axis. Thus, we consider:

\[
\begin{cases}
(x, r_2) \sim (m, r_1) \text{ and } (m, r_2) \sim (y, r_1) \\
\text{or} \\
(r_2, x) \sim (r_1, m) \text{ and } (r_2, m) \sim (r_1, y) 
\end{cases}
\] (5)

**Definition 1** We call \(m\) a *preference midpoint of* \([x, y]\) if Eq. 5 holds for some \(r_1, r_2, x, y,\) and \(m\) with \(x < y\).

We now define the index.

**Definition 2** We call

\[
A_{[x,y]} = \frac{1}{m-x} - \frac{1}{y-m}
\] (6)

a *discrete Arrow–Pratt index of* \([x, y]\) if \(m\) is a preference midpoint of \([x, y]\).

It can be shown that under Structural Assumption 1 there always exists a discrete Arrow–Pratt index for some intervals (see Lemma 4 in Appendix B). For general preferences, there may be many discrete Arrow–Pratt indexes of \([x, y]\). The definition is most useful if there is only one such, and this case is analyzed in the next subsection.

### 1.2 Consistency of the discrete Arrow–Pratt index

The most famous model for decision under uncertainty is *(subjective) expected utility*, according to which there exist a continuous and strictly increasing \(u\) on \(\mathbb{R}_+\) and a (subjective) probability \(p_1\) satisfying \(0 < p_1 < 1\) such that preferences maximize \((x_1, x_2) \rightarrow p_1 u(x_1) + (1 - p_1) u(x_2)\). Then \(u\) is unique up to an affine transformation. If probability \(p_1\) is objective, we say that decision under risk holds. Baillon et al. (2012) showed:

**Lemma 1** Under expected utility, if \(m\) is a preference midpoint of \([x, y]\), then \(u(m) = \frac{u(x) + u(y)}{2}\).

Under expected utility, \(m\) is therefore (i) unique for each pair of outcomes \(x, y\), and consequently, (ii) independent of \(r_1\) and \(r_2\) (as illustrated on Fig. 1a), and (iii) independent of the state to which the outcomes are assigned (justifying the two parts of Eq. 5). Thus, under expected utility, different measurements of \(m\), using different \(r_1, r_2\) or different states, always give the same value \(m\) and discrete Arrow–Pratt index.
and, in this sense, are consistent. Expected utility ensures consistency of \( m \) and thereby, of the discrete Arrow–Pratt index.

Figure 1c depicts a violation of the aforementioned consistency. The discrete Arrow–Pratt index obtained between \( x \) and \( y \) using \( r_1 \) and \( r_2 \) in state \( s_2 \) is 
\[
\frac{1}{m-x} - \frac{1}{y-m}
\]
but it decreases when using \( r'_1 \) and \( r'_2 \) (because the preference midpoint \( m' \) is higher than \( m \)). It creates an inconsistency, with two discrete Arrow–Pratt indexes for one interval \([x, y]\).

**Definition 3** \( A \)-consistency holds if, for each \((x, y) \in \mathbb{R}_+^2\) with \( x < y \), there is at most one \( A_{[x,y]} \).

\( A \)-consistency is equivalent to requiring that there is at most one preference mid-points for each interval.\(^5\) Lemma 1 showed that \( A \)-consistency is ensured by expected utility. Theorem 1 shows that the condition is also sufficient to imply expected utility, as an alternative to Savage’s (1954) axiomatization for a binary state space. Our axiom is weaker than the tradeoff consistency of Köbberling and Wakker (2003, Corollary 10), and in this sense we generalize their result for two states (see Appendix B). Using Köbberling and Wakker (2003, Section 7), we thus also generalize the result of Gul et al. (1992). All proofs are in Appendix B.

**Theorem 1** Under Structural Assumption 1, \( A \)-consistency is equivalent to expected utility.

The main goal of this paper is to make the Arrow–Pratt index observable in empirical applications but for empirical, descriptive purposes, one may prefer not to fully rely on expected utility. Since Allais (1953) and Ellsberg (1961), it has been known that people are likely to deviate from expected utility. Models have been proposed to account for these deviations. In our two-state setting, many non-expected utility models actually agree on their representation, i.e., they have the same functional form: biseparable utility (Luce 1991; Ghirardato and Marinacci 2001). Biseparable utility includes (subjective) expected utility, rank-dependent utility (Quiggin 1981), prospect theory for gains (Tversky and Kahneman 1992), maxmin expected utility (Gilboa and Schmeidler 1989), alpha-maxmin expected utility (Ghirardato et al. 2004), and Choquet expected utility (Schmeidler 1989) as special cases.

Under *biseparable utility*, there exists a continuous and strictly increasing \( u \) and decision weights \( \pi_1, \pi_2 \) that are strictly between 0 and 1 such that preferences maximize

\[
\begin{cases}
\pi_1 u(x_1) + (1-\pi_1) u(x_2), & \text{if } x_1 > x_2 \\
(1-\pi_2) u(x_1) + \pi_2 u(x_2), & \text{otherwise}.
\end{cases}
\]

As for expected utility, \( u \) is unique up to an affine transformation. Expected utility is the special case \( \pi_1 = 1 - \pi_2 \). Under rank-dependent utility and prospect theory for gains, \( \pi_i = w(p_i) \) with \( p_i \) the objective probability of state \( s_i \). Under prospect theory

---

\(^5\) In Appendix B.1, we show how this definition can be reformulated in a series of three indifferences implying a fourth.
for uncertainty, $\pi_i$ is the decision weight of state $s_i$ and may (but does not have to) be decomposed into $w(p_i)$, with $p_i$ the subjective probability of state $s_i$. Under maxmin expected utility, the decision maker has a set of priors about the probability of states $s_1$ and $s_2$ and $\pi_i$ is the infimum of the set of priors for state $s_i$. Under alpha-maxmin expected utility, $\pi_i$ is a linear combination of the infimum and the supremum of the set of priors for state $s_i$.

As can be seen in Eq. 7, biseparable utility consists of two expected-utility parts. For a given bet, which part is used depends on which state receives the highest outcome. It is therefore not surprising that indifference curves for biseparable utility have a kink at the identity line, where the state-ordering of the outcomes changes (see Fig. 1d). Using $r_1$ and $r_2$ with $r_1, r_2 < x \leq y$ in state $s_2$ (i.e., below the identity line) gives $A[x, y] = m - x - \frac{1}{y-m}$. Using $r''_1$ and $r''_2$ with $r''_1, r''_2 > y \geq x$ (i.e., above the identity line) yields the same. Hence the discrete Arrow–Pratt index is consistent when we measure it below or above the identity line. However, we do observe an inconsistency if one uses indifferences “crossing” the identity line, e.g., $r'_1$ and $r'_2$ such that $x < r'_1 < r'_2 < y$ on Fig. 1d. In that case, $A[x, y] = \frac{1}{m-x} - \frac{1}{y-m'}$, which means it is not unique for a given interval $[x, y]$. We propose a robust version, robust in the sense that it is not affected by probability weighting or uncertainty as modelled by biseparable utility.

**Definition 4** We call $m$ a robust preference midpoint of $[x, y]$ if Eq. 5 holds for some $r_1, r_2, x, y, m$ with $r_1 \leq r_2 \leq x < y$ or $x < y \leq r_1 \leq r_2$.

**Definition 5** We call

$$A'_r[x, y] = \frac{1}{m-x} - \frac{1}{y-m} \quad (8)$$

a robust discrete Arrow–Pratt index of $[x, y]$ if $m$ is a robust preference midpoint of $[x, y]$.

**Definition 6** Robust $A$-consistency holds if, for each $(x, y) \in \mathbb{R}_+^2$ with $x < y$, there is at most one $A'_r[x, y]$.

As for Theorem 1, the next result generalizes, for two states, Corollary 10 of Köbberling and Wakker (2003) and, therefore, according to these authors’ section 7, Ghirardato and Marinacci (2001).

**Theorem 2** Under Structural Assumption 1, robust $A$-consistency is equivalent to biseparable utility.

We have established that the discrete Arrow–Pratt index can be consistently defined for an interval under expected utility, and that the same holds for the robust version under biseparable utility. The discrete Arrow–Pratt index can be directly revealed from preferences, without knowing the decision makers’ subjective probabilities. A further advantage of the robust version is that researchers measuring it do not need to know whether the decision makers transform probabilities, have non-additive decision weights, or base their decisions on a set of priors.
Table 1 Properties of the original Arrow–Pratt indexes preserved by the discrete indexes

| Statement I (Original index) | Statement II (Discrete index) |
|----------------------------|-------------------------------|
| (a) Aversion               | \( A \geq 0 \ \forall x \)   | \( A_{[x,y]} \geq 0 \ \forall x, y \) |
| (b) Comparison             | \( A_1(x) = [\geq, \leq] A_2(x) \ \forall x \in \mathbb{R}_+ \) | \( A_1[x,y] = [\geq, \leq] A_2[x,y] \ \forall x, y \in \mathbb{R}_+ \) |
| (c) CARA/ DARA/IARA        | \( A(x) = [\geq, \leq] A(x + \omega) \) \ \forall x \in \mathbb{R}_+ \) and \( \forall \omega \geq 0 \) | \( A_{[x,y]} = [\geq, \leq] A_{[x+\omega,y+\omega]} \) \ \forall x, y \in \mathbb{R}_+ \) and \( \forall \omega \geq 0 \) |
| (d) CRRA/ DRRA/IRRA       | \( R(x) = [\geq, \leq] R(x \omega) \) \ \forall x \in \mathbb{R}_+ \) and \( \forall \omega \geq 1 \) | \( R_{[x,y]} = [\geq, \leq] R_{[x\omega,y\omega]} \) \ \forall x, y \in \mathbb{R}_+ \) and \( \forall \omega \geq 1 \) |

CARA/DARA/IARA mean constant/decreasing/increasing absolute risk aversion. CRRA/DRRA/IRRA mean constant/decreasing/increasing relative risk aversion.

2 Assessing the approximation

Under expected utility, utility curvature characterizes risk aversion and the Arrow–Pratt index quantifies this curvature.\(^6\) For general biseparable utility, utility curvature captures the part of risk and uncertainty attitudes that is attributable to outcomes. The Arrow–Pratt index tells us how risk averse the decision makers would be if they were expected-utility maximizers. In this section, we present the results for expected utility only. The same results hold true if we replace expected utility by biseparable utility and \( A_{[x,y]} \) by \( A'_{[x,y]} \).

The relative version of the Arrow–Pratt index, capturing relative risk aversion under expected utility, is \( R(x) = x A(x) \). We similarly define a discrete relative Arrow–Pratt index:

\[ R_{[x,y]} = m A_{[x,y]} \]  (9)

a discrete relative Arrow–Pratt index of \([x, y]\) if \( m \) is a preference midpoint of \([x, y]\).

The discrete Arrow–Pratt indexes were built by taking linear approximations of derivatives. However, do they preserve the properties of the original indexes? For instance, is shift-invariance of \( A(x) \), a.k.a. constant absolute risk aversion (CARA), preserved by our approximation? Table 1 describes important properties of \( A(x) \) and \( R(x) \), and the corresponding properties of discrete indexes \( A_{[x,y]} \) and \( R_{[x,y]} \). Theorem 3 establishes the equivalence, when utility is smooth (to ensure that \( A \) and \( R \) exist).

Theorem 3 Assume that \( \succsim_1 \) and \( \succsim_2 \) maximize expected utility and that the corresponding utility functions are twice continuously differentiable on \( \mathbb{R}_+ \) (such that \( A \), \( A_1 \), and \( A_2 \) are well-defined on \( \mathbb{R}_+ \)). Then statement I.(i) is equivalent to statement II.(i) for all \( i \in \{a, b, c, d\} \) in Table 1.

---

\(^6\) For alternative definitions or measurements of (comparative) risk aversion, see Lajeri and Nielsen (2000) and Eeckhoudt et al. (2017).
Theorem 3 establishes that comparative and invariance properties of the original indexes are preserved by the discrete approximations. Absolute and relative risk aversion can therefore be directly tested with the discrete Arrow–Pratt indexes. Hence, Theorem 3 provides an alternative to testing CARA vs. CRRA by fitting functions as often done in the literature (e.g. Meyer 2010; Apesteguia and Ballester 2018).

The discrete and the original indexes share the same properties but how close are they? In consumer behavior analysis, the arc elasticity of demand is close to the (point) elasticity if (i) the degree of convexity of the demand curve is not too extreme and (ii) the interval on which it is measured is not too wide. We would expect a similar result to hold for our discrete indexes with respect to the original ones. Let us proceed with a sort of ‘sanity check’: if the preferences satisfy CARA or CRRA, i.e., maximize exponential or power utility, how well would our indexes approximate the utility parameter (i.e., the original indexes)? CARA and CRRA functions are very much used in both the theoretical and experimental literature even though they may not best captures utility curvature. In fact, common empirical findings support DARA and IRRA (see Wakker 2010, p. 83). The CARA and CRRA parametric forms are simply convenient tools to check how good the approximations are when the original indexes do not depend on wealth. The same exercise with other utility functions would necessitate to make assumptions about wealth.

Figure 2a is based on \( u(x) = 1 - e^{-\alpha x} \) (giving \( A(x) = \alpha \)) and displays \( A_{[x, x+\omega]} \) as a function of \( \alpha \) for three values of \( \omega \). Not surprisingly, \( A \) is hardly distinguishable from \( \alpha \) between \(-1.5 \) and \( 1.5 \) and for small intervals (\( \omega = 1 \)). The same holds for \( \alpha \) between \(-1 \) and \( 1 \) and \( \omega = 2 \). The approximation is less precise for larger interval width but, interestingly, the approximation gap does not explode. For extreme curvatures (e.g. \( \alpha = 5 \)), going from \( \omega = 1 \) to \( \omega = 2 \) has the same impact as going from \( \omega = 2 \) to \( \omega = 200 \). The curve we would obtain for \( \omega = 10 \) is extremely close to that for
\( \omega = 200 \). Panel b of Fig. 2 replicates this exercise for \( u(x) = \frac{x^{1-\rho}}{1-\rho} \) (giving \( R(x) = \rho \)) and \( R \). It plots \( R_{[x, \omega]} \) as a function of \( \rho \) for three values of \( \omega \). For any \( x > 0 \) and intervals of size \( x \) or even \( 3x \) (\( \omega = 2 \) or 4 respectively), \( R \) almost perfectly matches \( \rho \) on \([0,2]\). In fact, for any \( \omega \), \( R_{[x, \omega]} \) is exactly \( \rho \) at 0 (the obvious linear case) but also at 1 (logarithmic utility) and at 2 (\( u(x) = -\frac{1}{x} \)).\(^7\) We again observe that for extreme curvatures, the approximation does not explode when making the size of the interval much bigger (replacing \( \omega = 4 \) by \( \omega = 400 \)). Overall, \( R \) is closer to \( \rho \) than \( \mathcal{A} \) is to \( \alpha \).

### 3 Elicitation and comparison with alternatives

The goal of our paper is to provide a method to obtain the Arrow–Pratt index in applied studies and surveys. In many lab and field studies, certainty equivalents \( c \) are elicited for bets \((x, y)\), typically with equally likely states (Cohen et al. 1987; Dohmen et al. 2011). By definition of certainty equivalents, we have \((c, c) \sim (x, y)\) and both states being equally likely implies \((x, c) \sim (c, x)\). Hence, certainty equivalents of 50–50 bets are special cases of preference midpoints as defined in Eq. 5 (with \( c = r_2 = m \) and \( r_1 = x \)). We can therefore use \( c \) to get the discrete Arrow–Pratt index. However, it does not give the robust discrete Arrow–Pratt index. This approach therefore relies on expected utility and on the possibility to credibly implement equally likely states. Eliciting robust preference midpoints under risk and uncertainty, with no assumption about the decision maker’s beliefs, can be done by adapting Wakker and Deneffe’s (1996) tradeoff method. In Electronic Supplementary Material, we introduce an algorithm to measure robust midpoints and demonstrate how it can be implemented in an experiment.

Other definitions of preference midpoints have been proposed, e.g. by Vind (1991) and Ghirardato et al. (2003). These definitions have theoretical advantages. For instance, the definition of Vind (1991) allows for state-dependent utility. State-dependency would yield different values of our index for one state of nature than for the other, thereby violating (robust) \( \mathcal{A} \)-consistency. Vind’s approach could help there. The main drawback, however, if that eliciting one midpoint requires four indifferences with his approach (or three for Ghirardato et al. 2003) while the definition used in the present paper requires only two. These indifferences must be obtained simultaneously if one wants to control the interval \([x, y]\), making the elicitation already complex with two indifferences (see Electronic Supplementary Material). Our primary goal being the observability of the Arrow–Pratt index, the fewer indifferences, the better (see Van de Kuilen and Wakker (2011) for a similar argument). By contrast, Ghirardato and Pennesi (2019) make use of the power of Vind’s (1991) preference midpoint to characterize ambiguity models that we did not address in this paper, such as Klibanoff et al.’s (2005) smooth ambiguity model. For such models, our (robust) index would not have the same uniqueness property as it has for biseparable utility. Only for the

\(^7\) If \( u(x) = \ln(x) \), the preference midpoint is the geometric midpoint \( m = (xy)^{0.5} \). Then \( R_{[xy]} = (xy)^{0.5} \left[ \frac{1}{(xy)^{0.5} - x} - \frac{1}{y-(xy)^{0.5}} \right] = 1 \). If \( u(x) = -\frac{1}{x} \), \( m = \frac{2xy}{x+y} \) and \( R_{[x,y]} = \frac{2xy}{x+y} \left[ \frac{1}{\frac{x}{x+y} - x} - \frac{1}{\frac{y}{x+y} - \frac{1}{x}} \right] = 2 \).
latter model is our robust index purely related to utility curvature and not affected by ambiguity attitudes.

We now turn to comparing the indexes with alternatives. Assuming expected utility, one could also seek to obtain CARA or CRRA parameters from certainty equivalents of 50–50 and use those parameters as indexes of risk aversion. We are not aware of an analytical solution that would give the CARA and CRRA parameter as a function of certainty equivalents in general. The advantage of $\mathcal{A}$ and $\mathcal{R}$ is the ease with which they can be computed, while CARA and CRRA parameters necessitate non-linear fitting.

In the literature, ad hoc measures of risk aversion have often been derived from certainty equivalents. For instance, authors have been using the certainty equivalent divided by $y$ for lotteries of the type $(0, y)$ (Tversky and Kahneman 1992) or the risk premium (certainty equivalent minus expected value) divided by $|y - x|$ (Bouchouicha and Vieider 2017). The properties of such indexes have not always been well understood. Thus, they may depend on stakes in undesirable manners, for instance, converging to risk neutrality for small stakes. Then stake size becomes a confound for statistical inferences. Our indexes avoid such confounds, being theoretically founded and normalizing at the right order of magnitude.

Alternatively, some papers directly report risk premiums or relative risk premiums (e.g. Bruhin et al. 2010; Rieger et al. 2014). Risk premiums include both risk attitudes and the properties (e.g. variance) of the lottery. One could consider dividing the risk premium by half the variance—i.e. reversing the way Pratt (1964) derived the index—but it might already pose difficulties with small amounts like ±$10. Consider a binary risk, $\pm x$ with equal chance. The maximum risk premium is also $x$ but the variance increases in $x$ in a quadratic way so that the approximation of the Arrow–Pratt index converges towards 0. For instance, $x = 10$ restricts the possible values derived from the approximation to the range $[-0.2, 0.2]$ whereas the Arrow–Pratt index can take values between $-\infty$ and $+\infty$. We show in Appendix C that our approach dominates this approach based on risk premiums.

Another approach to obtain the Arrow–Pratt index assuming CARA is to determine $\omega$ such that $x \sim (x + \omega, x - \omega^2)$ with both states equally likely and $x$ the current wealth. If $u(x) = 1 - e^{-\alpha x}$, then $\omega \approx \frac{1}{\alpha}$ (Wakker 2010, Observation 3.5.3, p. 82). This approach has been implemented in some major panel surveys, e.g. in Germany (Dohmen et al. 2011) and the US (Barsky et al. 1997). In Appendix C, we demonstrate that this method, developed for one parametric family, can have difficulties for other families and be difficult to implement with monetary incentives.

4 Conclusion

The Arrow–Pratt index, cornerstone of the risk and uncertainty literature, is not directly observable because it is based on infinitesimal changes of a subjective, non-directly observable, concept (utility). We proposed a discrete approximation directly revealed from two indifferences and studied its properties. The consistency of our (robust) index is tightly linked to expected utility (biseparable utility). This consistency is a necessary and sufficient condition for expected utility when the state space is binary.
Our approach is suited whether objective probabilities are available (risk) or not (uncertainty). We showed that it can provide robustness against probability transformations and the existence of multiple priors. This robustness is important for applications, where researchers will want (i) to use naturally occurring events people face everyday to ensure external validity and (ii) to ensure internal validity of the measurement by allowing for deviations from expected utility. Thus, we made the Arrow–Pratt index directly observable and we also made it suited for empirical applications.
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A Linear approximations

Here we show how our discrete Arrow–Pratt index is a ratio of linear approximation of the elements of the Arrow–Pratt index at the midpoint $m$, following the approach of Rohde (2019) to define discrete of decreasing impatience. The Taylor series of $u$ on the right and on the left sides of $m$ are:

$$u(y) \approx u(m) + (y - m)u'(m) + \frac{(y - m)^2}{2}u''(m), \quad (10)$$

and:

$$u(x) \approx u(m) - (m - x)u'(m) + \frac{(m - x)^2}{2}u''(m). \quad (11)$$

These equations can be rewritten as:

$$\frac{y - m}{2}u''(m) \approx \frac{u(y) - u(m)}{y - m} - u'(m), \quad (12)$$

and:

$$\frac{m - x}{2}u''(m) \approx \frac{u(m) - u(x)}{m - x} + u'(m). \quad (13)$$

Combining Eqs. 12–13 and using $u(y) - u(m) = u(m) - u(x) = \frac{u(y) - u(x)}{y - m}$ gives:

$$u''(m) \approx \frac{u(y) - u(x)}{(y - m)(y - x)} - \frac{u(y) - u(x)}{(m - x)(y - x)} = C(x, y). \quad (14)$$
This shows how $C$ is a linear approximation of $u''$ at $m$. Restricting Eqs. 10–11 at order 1 and combining them also gives:

$$u'(m) \approx \frac{u(y) - u(x)}{y - x} = S(x, y).$$

In other words, when $x$ and $y$ are close enough, the derivative at $m$ can be approximated by the average slope of $u$ between $x$ and $y$. Dividing Eq. 14 by 15 shows that $A$ is the ratio of the linear approximation of $u''$ and $u'$ at $m$.

\section*{B Proofs}

\subsection*{B.1 Relating $A$-consistency to tradeoff consistency and the hexagon condition}

To prepare for the proofs of Theorems 1 and 2 we first establish two lemmas that together relate $A$-consistency to other properties of the literature. To simplify the proofs of the lemmas, we introduce the following notation: $x_s y$ describes the bet $(x, y)$ if $s = s_1$ and $(y, x)$ if $s = s_2$. Furthermore, two bets $x_s y$ and $t_s v$ are \textit{comonotonic} if they assign their higher outcome to the same state (i.e. either $x \geq y$ and $t \geq v$ or $x \leq y$ and $t \leq v$).

\begin{definition}[Köbberling and Wakker 2003] [Comonotonic] strong indifference-tradeoff consistency holds if for all $x, y, m, n, r, t, v, z \in \mathbb{R}_+$ and $s, s' \in S$, $x_s t \sim m_s r \& n_s t \sim y_s r \& x_s' z \sim m_s' v \Rightarrow n_s' z \sim y_s v$ with $x_s t, m_s r, n_s t$, and $y_s v$ comonotonic and $x_s' z, m_s' v, n_s' z$, and $y_s v$ comonotonic as well.
\end{definition}

In their Corollary 10, Köbberling and Wakker (2003) used a slightly different version, called [comonotonic] tradeoff consistency. Their Corollary 28 shows that [comonotonic] tradeoff consistency under the conditions assumed in their Corollary 10 and in our Structural Assumption 1.

\begin{definition} [Comonotonic] midpoint consistency holds if for all $x, y, m, r, t, v, z \in \mathbb{R}_+$ and $s, s' \in S$, $x_s t \sim m_s r \& m_s t \sim y_s r \& x_s' z \sim m_s' v \Rightarrow m_s' z \sim y_s v$ with $x_s t, m_s r, m_s t$, and $y_s v$ comonotonic and $x_s' z, m_s' v, m_s' z$, and $y_s v$ comonotonic as well.
\end{definition}

\begin{definition} The \textit{[comonotonic] hexagon condition} holds if for all $x, y, m, r, t, z \in \mathbb{R}_+$ and $s \in S$, $x_s t \sim m_s r \& m_s t \sim y_s r \& x_s z \sim m_s z \Rightarrow y_s t$ with $x_s t, m_s r, m_s t$, and $y_s v$ comonotonic and $x_s z, m_s t, m_s z$, and $y_s t$ comonotonic as well.
\end{definition}

\begin{lemma} [Comonotonic] strong indifference-tradeoff consistency $\Rightarrow$ [comonotonic] midpoint consistency $\Rightarrow$ the [comonotonic] hexagon condition.
\end{lemma}

\begin{proof} Midpoint consistency requires the condition for tradeoff consistency only when $n = m$. The hexagon condition requires the condition for midpoint consistency only when $v = t$ and $s' = s$. The same arguments apply to the comonotonic conditions. \hfill \square
\end{proof}
Lemma 3 Under Structural Assumption 1, [robust] A-consistency implies [comonotonic] midpoint consistency.

Proof A-consistency is equivalent to requiring that for each \([x, y]\), there is at most one \(m\) satisfying Eq. 5 for any \(x < y\). By monotonicity, it cannot be \(x\) or \(y\). We next show that this implies midpoint consistency.

Assume \(x_s t \sim m_s r \& m_s t \sim y_s r \& x_s t \sim m_s v \& x < y\) so that, by monotonicity, \(x < m < y\). We allow \(s = s'\) or \(s \neq s'\).

Case 1 Assume, for contradiction, \(m_s' z > y_s v\), with \(x < y\) and, therefore, \(x < m < y\) by monotonicity. By continuity, there exists \(n\) between \(x\) and \(m\) such that \(n_s' z \sim y_s v\) and by monotonicity \(n < m\), and therefore \(x_s t \sim n_s v\). Now consider the indifference curve between \(n_s' z\) and \(y_s v\), that is, all points \(\alpha_s' \beta\) with \(\alpha_s' \beta \sim y_s v\), \(n \leq \alpha \leq y\) and \(v \leq \beta \leq z\). Let us start from \(\alpha = y\) and decrease \(\alpha\) incrementally, each time determining the corresponding \(\beta\). Up to \(\alpha = m\), we know that \(\beta\) is such that \(x_s' \beta \gtrless \alpha_s' \beta\) because \(x_s' \beta \gtrless x_s' z \sim m_s' v \gtrless \alpha s' v\) (\(\alpha\) is better than \(m\) and \(\beta\) is worse than \(z\)). When we reach \(\alpha = n\), the preference has reversed and we have \(x_s' \beta > \alpha_s' v\) because \((x_s' z > n_s v)\). Hence, by continuity and connectedness of the aforementioned indifference curve, there exists a pair \(\alpha^*\) and \(\beta^*\) such that \(x_s' \beta^* \sim \alpha_s^* v\) and \(\alpha_s^* , \beta^* \sim y_s v\) (by construction). Therefore, both \(m\) and \(\alpha^*\) satisfy a version of Eq. 5, contradicting A-consistency.

Case 2 Next assume, for contradiction, \(m_s' z < y_s v\). By monotonicity and continuity, there must exist \(y'\) with \(x < y' < y\) such that \(m_s' z \sim y_s' v\). \(y' < y\) further implies that \(m_s t > y_s' r\). We therefore have \(x_s z \sim m_s' v \& m_s z \sim y_s v \& x_s t \sim m_s r\) but \(m_s t > y_s' r\) (with \(x < y'\) and therefore \(x < m < y'\) by monotonicity). By the proof of the previous paragraph, A-consistency is violated.

We now turn to robust A-consistency and comonotonic midpoint consistency. First notice that the restriction applied to Eq. 5 in the definition of robust A-consistency implies that the bets must be comonotonic. Second, the proof of the previous two paragraphs preserved the ordering of outcomes in bets and therefore comonotonicity. Especially, \(n, \alpha\) and \(y'\) are between \(x\) and \(y\) and \(\beta\) between \(v\) and \(z\). Hence, the previous two paragraphs also prove that a violation of comonotonic midpoint consistency implies the existence of two midpoints (obtained in a comonotonic way) and therefore a violation of robust A-consistency.

\[\square\]

B.2 Existence of preference midpoints

Lemma 4 Under Structural Assumption 1, there exists \((x, y) \in \mathbb{R}_+^2\) with \(x \neq y\) such that there exists a robust preference midpoint, and therefore a preference midpoint as well.

Proof Structural Assumption 1 implies that there exists a continuous monotonic function \(V\) representing \(\gtrless\). We can get \((x, r_2)\) and \((y, r_1)\) such that \(V(x, r_2) = V(y, r_1)\) and either \(r_1 < r_2 \leq x < y\) or \(x < y < r_1 < r_2\). For any \(m \in [x, y]\), we define \(r(m)\) such that \(V(x, r(m)) = V(m, r_1)\). By the Structural Assumption, \(r(m)\) exists and \(r_1 \leq r(m) \leq r_2\).
The function $V(m, r(m)) - V(y, r 1)$ is continuous in $m$, positive at $m = y$ (because $r(y) = r_2 > r_1$), and negative at $m = x$ (because $r(x) = r_1$ and $x < y$). By the intermediate value property, it is 0 at some $m$. This $m$ is the robust preference midpoint. □

**Lemma 5** Under expected utility, for all $(x, y) \in \mathbb{R}^2_+$, there exists a preference midpoint.

**Proof** Take any $x$ and $y$, with $y \geq x$ and assume, without loss of generality, that $p_1 \leq 1/2$. Continuity of utility implies that there is $m$ such that $u(m) = \frac{u(x) + u(y)}{2}$.

Fix $r_1 = 0$ and we can normalize $u$ such that $u(0) = 0$. Let $r_2$ be defined by $u(r_2) = \frac{p_1}{1-p_1}(u(y) - u(m))$. It must exist by continuity because $u(r_1) \leq u(r_2) \leq u(y)$. Eq. 5 holds.

**Observation 1** Under Structural Assumption 1, there may exist $(x, y) \in \mathbb{R}^2_+$ such that no robust preference midpoint exists.

**Proof** Assume biseparable preferences. Take $x = 0$ and $y = 1$. Assume $u(0) = 0$, $u(1) = 1$, $\pi_1 = \pi_2 = 0.375$ and that $u$ is bounded by 1.1. There are no $r_1$ and $r_2$ higher than $y$ that would satisfy $u(r_2) - u(r_1) = \frac{1-\pi_1}{\pi_1} \frac{u(y) - u(x)}{2}$, which would be necessary for Eq. 5 to hold. □

**B.3 Proof of Theorem 1**

**Proof** 

**Step 1:** Expected utility implies $\mathcal{A}$-consistency: Assume expected utility. The function $u$ is strictly increasing and continuous and therefore, there is only one $m$ such that $u(m) = \frac{u(x) + u(y)}{2}$, which, by Lemma 1, implies that there can be at most one preference midpoint. Hence $\mathcal{A}$-consistency holds.

**Step 2:** $\mathcal{A}$-consistency implies an additive representation: By Lemmas 2 and 3, we have the hexagon condition. Theorem III.4.1 of Wakker (1989) implies that there exist two continuous functions $V_1$ and $V_2$, unique up to locations and a joint unit, such that preferences can be represented by $V(x_1, x_2) = V_1(x_1) + V_2(x_2)$ because our monotonicity condition implies Wakker’s coordinate independence and also implies that both states are essential.

**Step 3:** Showing that $V_1$ is an affine transformation of $V_2$: By monotonicity, $V_1$ and $V_2$ must be strictly increasing on top of being continuous. Hence there exists a strictly increasing function $\phi$ such that $V_1 = \phi \circ V_2$. By continuity, for all $z \in \mathbb{R}^+$, we can find a neighborhood $I \subset \mathbb{R}^+$ around $z$ where all pairs $x$ and $y$ in $I$ have preference midpoints that can be observed both on the first state and on the second state; i.e., for all pairs $x$ and $y$ we can find $m_1, t_1, r_1, m_2, t_2, r_2$ such that $(x, t_2) \sim (m_1, r_2), (m_1, t_2) \sim (y, r_2), (t_1, x) \sim (r_1, m_2)$ and $(t_1, m_2) \sim (r_1, y)$. By midpoint consistency, $m_1 = m_2$. Midpoints satisfy $V_1(m_i) = \frac{V_1(x) + V_1(y)}{2}$ and, hence, $\phi \left( \frac{V_1(x) + V_1(y)}{2} \right) = \frac{\phi(V_1(x) + \phi(V_1(y))}{2}$. Hence $\phi$ is affine on $I$ (implied by Observation 89 of Hardy et al. 1934). To sum up, for all $z$, we can find a neighborhood $I$ where $\phi$ is affine and, hence, has second derivative 0. Affinity holds globally.

**Step 4:** Defining $p_1$: $V_1$ and $V_2$ can be rescaled such that they have the same value 0 at 0 and thus, such that $\phi$ is linear. Hence, there exists $p_1$ such that $V_1(x) = \frac{1-p_1}{p_1} V_2(x)$. □
Step 5: Defining $u$: $V_1$ and $V_2$ are continuous and strictly increasing. Consequently, $0 < p_1 < 1$ and we can define $u = \frac{V_1}{p_1}$, with $u$ also continuous and strictly increasing. □

B.4 Proof of Theorem 2

Proof Necessity of robust $A$-consistency is proven as done for expected utility.

We now show that robust $A$-consistency implies biseparable utility. Let us first define the following comonotonic sets of bets: $R_2^\downarrow = \{(x, y) \in R_2^\downarrow : x \geq y\}$ and $R_2^\uparrow = \{(x, y) \in R_2^\downarrow : x \leq y\}$.

Step 1: Obtaining expected utility on $R_2^\downarrow$: We first consider the interior of $R_2^\downarrow$. Under Structural Assumption 1, robust $A$-consistency implies the comonotonic hexagon condition by Lemmas 2 and 3. The comonotonic hexagon condition implies the hexagon condition restricted to $\text{int}(R_2^\downarrow)$. By Corollary 2.3 of Chateauneuf and Wakker (1993), there exists an additive representation $V(x_1, x_2) = V_1(x_1) + V_2(x_2)$ in $\text{int}(R_2^\downarrow)$ because $\text{int}(R_2^\downarrow)$ is a so-called comoncone and therefore satisfies Assumption 2.1 of Chateauneuf and Wakker (1993) as shown in their Lemma C.3. As we did in the proof of Theorem 1, we can further use midpoint consistency on $R_2^\downarrow$ to show that $V_1$ is a linear transformation of $V_2$. We therefore obtain a representation $\pi_1 u(x_1) + (1 - \pi_1) u(x_2)$ on $\text{int}(R_2^\downarrow)$.

Step 2: Obtaining expected utility on $R_2^\uparrow$: The exact same steps applied to $\text{int}(R_2^\uparrow)$ give a representation $(1 - \pi_2) v(x_1) + \pi_2 v(x_2)$.

Step 3: Relating $u$ and $v$: comonotonic midpoint consistency implies that $u$ and $v$ are cardinal transformation of each other. We can therefore use the same one, $u$.

Step 4: Obtaining a representation on $R_2^\downarrow$: Following Step 3 and by continuity, we obtain a representation Eq. 7 on both $\text{int}(R_2^\downarrow)$ and $\text{int}(R_2^\uparrow)$. Because both comonotonic sets contain the constant acts and every bet has an equivalent constant bet, the representation holds on the whole domain $R_2^\downarrow$ by transitivity. □

The sufficiency part in the proofs of Theorems 1 and 2 shows that we only use (comonotonic) midpoint consistency, which justifies our generalization claims.

B.5 Proof of Theorem 3

Proof Assume that $\succeq_1$ and $\succeq_2$ maximize expected utility. Theorem 2.3 of Baillon et al. (2012) established that $\succeq_2$ having lower preference midpoints than $\succeq_1$ is equivalent to $u_2$ being more concave than $u_1$. [Their proof could be directly adapted to biseparable utility.] Furthermore, it is well-known that $u_2$ being more concave than $u_1$ is equivalent to Statement I.(b). Having lower preference midpoints is equivalent to a larger discrete Arrow–Pratt index. This proves I.(b)$\iff$II.(b).

Applying this result with $u_2$ linear, $u_2(x) = u_1(x + \omega)$, and $u_2(x) = u_1(x\omega)$ establishes the equivalence between I and II in rows (a), (c) and (d) respectively. □
### Table 2  Approximations with a risk premium

| $\alpha$ | $\omega = 0.1$ | $\tilde{A}_{[x,x+0.1]}$ | $\tilde{A}_{[x,x+1]}$ | $\tilde{A}_{[x,x+2]}$ | $\tilde{A}_{[x,x+200]}$ | $\tilde{A}_{[x,x+200]}$ |
|----------|----------------|-------------------------|-----------------------|-----------------------|------------------------|------------------------|
| -2.00    | -2.00          | -2.00                   | -2.14                 | -1.74                 | -2.36                  | -1.33                  |
| -1.50    | -1.50          | -1.50                   | -1.56                 | -1.38                 | -1.69                  | -1.14                  |
| -1.00    | -1.00          | -1.00                   | -1.02                 | -0.96                 | -1.07                  | -0.87                  |
| -0.50    | -0.50          | -0.50                   | -0.50                 | -0.49                 | -0.51                  | -0.48                  |
| 0.00     | 0.00           | 0.00                    | 0.00                  | 0.00                  | 0.00                   | 0.00                   |
| 0.50     | 0.50           | 0.50                    | 0.50                  | 0.49                  | 0.51                   | 0.48                   |
| 1.00     | 1.00           | 1.00                    | 1.02                  | 0.96                  | 1.07                   | 0.87                   |
| 1.50     | 1.50           | 1.50                    | 1.56                  | 1.38                  | 1.69                   | 1.14                   |
| 2.00     | 2.00           | 2.00                    | 2.14                  | 1.74                  | 2.36                   | 1.33                   |
| 2.50     | 2.50           | 2.49                    | 2.74                  | 2.03                  | 3.06                   | 1.45                   |
| 3.00     | 3.01           | 2.99                    | 3.38                  | 2.28                  | 3.78                   | 1.54                   |
| 3.50     | 3.51           | 3.48                    | 4.04                  | 2.48                  | 4.50                   | 1.60                   |
| 4.00     | 4.01           | 3.97                    | 4.72                  | 2.65                  | 5.23                   | 1.65                   |
| 4.50     | 4.52           | 4.46                    | 5.42                  | 2.79                  | 5.95                   | 1.69                   |
| 5.00     | 5.03           | 4.95                    | 6.12                  | 2.90                  | 6.68                   | 1.72                   |
| 5.50     | 5.53           | 5.43                    | 6.84                  | 3.00                  | 7.40                   | 1.75                   |
| 6.00     | 6.04           | 5.91                    | 7.56                  | 3.08                  | 8.13                   | 1.77                   |
| 6.50     | 6.56           | 6.39                    | 8.28                  | 3.15                  | 8.85                   | 1.79                   |
| 7.00     | 7.07           | 6.86                    | 9.00                  | 3.21                  | 9.57                   | 1.80                   |

### C Alternatives and their limitations

#### C.1 Approximating the Arrow–Pratt index with a 50–50 bet ($w, -w/2$)

Let $x$ be the current wealth of a decision maker. An approach to obtain the Arrow–Pratt index assuming CARA is to determine $\omega$ such that $x \sim (x + \omega, x - \omega/2)$ with both states equally likely. If $u(x) = 1 - e^{-ax}$, then $\omega = \frac{2\ln(0.5 + \sqrt{1.25})}{a} \approx \frac{1}{a}$ (Wakker 2010, Observation 3.5.3, p. 82). This can be seeing as fitting an exponential function on one (carefully-chosen) indifference. A first drawback is that it only works for strict risk aversion. Risk neutral and risk seeking decision makers would have $\omega = +\infty$.

To illustrate that a method developed for a parametric family can have difficulties for other families, let us now assume power utility. It can be shown that anyone with a utility less concave than $u(z) = z^{\ln(2)/\ln(3)}$ (which means a relative Arrow–Pratt index smaller than 0.369) would pick $\omega > 2x$, taking the risk to lose more than his initial wealth. It would then be complicated to use such an approach with real monetary incentives in a survey or an experiment.

---

$\omega > 2x$ gives $\frac{1}{2}(3x)^{1-\rho} > x^{1-\rho} \Rightarrow 3^{1-\rho} > 2 \Rightarrow \rho < 1 - \frac{\ln(2)}{\ln(3)}$. 

---

\(\omega\)}
C.2 Approximating the Arrow–Pratt index with a risk premium

We assume \( u(x) = 1 - e^{-\alpha x} \) and approximate the Arrow–Pratt index using the risk premium of a bet that gives \( x \) and \( x + \omega \) with equal chance. Under expected utility, the preference midpoint is \( m \) and corresponds to the certainty equivalent of the bet. This bet has a variance of \( \left( \frac{\omega}{2} \right)^2 \) and the risk premium is \( \frac{2x + \omega}{2} - m \). Dividing the risk premium by half the variance gives the following approximation of the Arrow–Pratt index:

\[
\tilde{A}_{[x, x+\omega]} = \frac{8x + 4\omega - 8m}{\omega^2}.
\]

(16)

By definition \( m \) must be in \([x, x + \omega]\), which implies \( \lim_{\omega \to +\infty} \tilde{A}_{[x, x+\omega]} = 0 \). Table 2 displays \( \tilde{A} \) for various values of \( \omega \) (columns) and \( \alpha \) (rows). Table 2 shows the comparison between \( \tilde{A} \) and \( A \). For very small risk (\( \omega = 0.1 \)) both are very accurate but any small increase of \( \omega \) deteriorates the quality of the approximation using risk premia. In the most extreme case (\( \omega = 200 \)), \( \tilde{A} \) completely fails because the large variance makes it inadequate to rely on second-order Taylor approximations. In Table 2, the absolute difference between \( \alpha \) and \( \tilde{A} \) is always smaller than between \( \alpha \) and \( A \).
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