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Abstract
We prove the local well-posedness in Sobolev spaces of the free-boundary problem for compressible inviscid resistive isentropic MHD system under the Rayleigh–Taylor physical sign condition, which describes the motion of a free-boundary compressible plasma in an electro-magnetic field with magnetic diffusion. We use Lagrangian coordinates and apply the tangential smoothing method introduced by Coutand–Shkoller (J Am Math Soc 20(3):829–930, 2007, Arch Ration Mech Anal 206(2):515–616, 2012) to construct the approximation solutions. One of the key observations is that the Christodoulou–Lindblad type elliptic estimate (Christodoulou and Lindblad in Commun Pure Appl Math 53(12):1536–1602, 2000) together with magnetic diffusion not only gives the common control of magnetic field and fluid pressure directly, but also controls the Lorentz force which is a higher order term in the energy functional.
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1 Introduction

In this paper, we consider the 3D magnetohydrodynamics (MHD) equations with magnetic resistivity

$$\begin{cases}
\rho D_t u = B \cdot \nabla B - \nabla P, & P := p + \frac{1}{2} |B|^2 \quad \text{in } \mathcal{D}; \\
D_t \rho + \rho \text{div } u = 0 \quad & \text{in } \mathcal{D}; \\
D_t B - \lambda \Delta B = B \cdot \nabla u - B \text{div } u, \quad & \text{in } \mathcal{D}; \\
\text{div } B = 0 \quad & \text{in } \mathcal{D},
\end{cases} \tag{1.1}$$
describing the motion of a compressible conducting fluid in an electro-magnetic field with magnetic diffusion, $\lambda > 0$ is the magnetic diffusivity constant. $D := \bigcup_{0 \leq t \leq T} \{t\} \times \mathcal{D}_t$ and $\mathcal{D}_t \subset \mathbb{R}^3$ is the domain occupied by the conducting fluid whose boundary $\partial \mathcal{D}_t$ moves with the velocity of the fluid. $\nabla := (\partial_{x_1}, \partial_{x_2}, \partial_{x_3})$ is the standard spatial derivative and $\text{div} \, X := \partial_{x_\alpha} X_\beta$ for any vector field $X$, i.e., we use Einstein summation convention. The fluid velocity $u = (u_1, u_2, u_3)$, the magnetic field $B = (B_1, B_2, B_3)$, the fluid density $\rho$, the pressure $p$ and the domain $D \subseteq [0, T] \times \mathbb{R}^3$ are to be determined. $D_t := \partial_t + u \cdot \nabla$ is the material derivative. Here we consider the isentropic case, and thus the fluid pressure $p = p(\rho)$ should be a given strictly increasing smooth function of the density $\rho$.

1.1 Initial and boundary conditions and constraints

We consider the Cauchy problem of (1.1): Given a simply-connected bounded domain $\mathcal{D}_0 \subset \mathbb{R}^3$ and the initial data $u_0$, $\rho_0$ and $B_0$ satisfying the constraints $\text{div} \, B_0 = 0$ in $\mathcal{D}_0$ and $B = 0$ on $\partial \mathcal{D}_0$, we want to find a set $\mathcal{D}$, the vector field $u$, the magnetic field $B$, and the density $\rho$ solving (1.1) satisfying the initial conditions:

$$D_0 = \{x : (0, x) \in \mathcal{D}\}, \quad (u, B, \rho) = (u_0, B_0, \rho_0), \quad \text{in} \, \{0\} \times \mathcal{D}_0.$$  \hspace{0.5cm} (1.2)

Thus we need to introduce the initial and boundary conditions. First, we require the following boundary conditions on the free boundary $\partial \mathcal{D} = \bigcup_{0 \leq t \leq T} \{t\} \times \partial \mathcal{D}_t$:

$$\begin{cases}
D_t |_{\partial \mathcal{D}} \in T(\partial \mathcal{D}) \\
p = 0 & \text{on} \, \partial \mathcal{D}, \\
B = 0 & \text{on} \, \partial \mathcal{D}.
\end{cases} \hspace{0.5cm} (1.3)
$$

Illustration on the boundary conditions

The first condition in (1.3) means that the boundary moves with the velocity of the fluid. It can be equivalently rewritten as: $V(\partial \mathcal{D}_t) = u \cdot n$ on $\partial \mathcal{D}$ or $(1, u)$ is tangent to $\partial \mathcal{D}$. The second condition in (1.3) means that outside the fluid region $\mathcal{D}_t$ is the vacuum. The third boundary condition requires that the magnetic field vanishes on the boundary.

Remark 1. In (1.1), the divergence-free condition of $B$ is just a constraint for initial data and thus the system is not over-determined. Indeed, the original version of the third equation in (1.1) is $\partial_t B = -\nabla \times E$ where $E := -u \times B + \lambda j$ is the electric field and $j := \nabla \times B$ is the current density. Taking divergence in this equation and using the continuity equation will give us $D_t(\rho^{-1} \text{div} \, B) = 0$ and thus $\text{div} \, B = 0$ is preserved if it initially holds. Throughout this manuscript, we will always use the formulation of heat equation of $B$ to do estimates.

2. For ideal MHD ($\lambda = 0$), the boundary condition $B = 0$ should NOT be an imposed conditions for the system, otherwise the system is over-determined. Instead, this is a direct result of propagation of the constraints on initial data. See also Hao–Luo [24] for details. However, for resistive MHD, the equation of $B$ is a parabolic equation which has to be given a boundary condition as opposed to the ideal case. Such a condition will not make the system be over-determined.
Related physical background

The free-boundary problem considered in this manuscript originates from the plasma-vacuum free-interface model, which is an important theoretic model both in laboratory and in astrophysical magnetohydrodynamics: The plasma is confined in a vacuum in which there is another magnetic field $\hat{B}$, and there is a free interface $\Gamma_1(t)$, moving with the motion of plasma, between the plasma region $\Omega_1(t)$ and the vacuum region $\Omega_2(t)$. This model requires that

$$\text{curl } \hat{B} = 0, \quad \text{div } \hat{B} = 0. \quad (1.4)$$

On the interface $\Gamma_1(t)$, it is required that there is no jump for the pressure or the normal components of magnetic fields:

$$B \cdot n = \hat{B} \cdot n, \quad P := p + \frac{1}{2} |B|^2 = \frac{1}{2} |\hat{B}|^2 \quad (1.5)$$

where $n$ is the exterior unit normal to $\Gamma_1(t)$. Note that for ideal MHD ($\lambda = 0$) (1.5) should also be a constraint on initial data which propagates instead of an imposed boundary condition. For more details, we refer readers to Chapter 4, 6 in [19].

Hence, the case considered in this manuscript is that the vacuum magnetic field $\hat{B}$ vanishes plus the imposed condition $B = 0$ on the boundary which is reasonable for resistive MHD. It characterizes the motion of an isolated plasma in an electro-magnetic field with magnetic diffusion.

Energy conservation/dissipation

The free-boundary compressible resistive MHD system together with boundary conditions (1.3) satisfies the following energy conservation/dissipation: Set $Q(\rho) = \int_1^\rho \frac{\rho(R)}{R^2} dR$, then we use (1.1) to get

$$\frac{d}{dt} \left( \frac{1}{2} \int_{D_t} \rho |u|^2 \, dx + \frac{1}{2} \int_{D_t} |B|^2 \, dx + \int_{D_t} \rho Q(\rho) \, dx \right)$$

$$= \int_{D_t} \rho u \cdot D_t u \, dx + \int_{D_t} B \cdot D_t B \, dx + \int_{D_t} \rho D_t Q(\rho) \, dx + \frac{1}{2} \int_{D_t} \rho D_t (1/\rho) |B|^2 \, dx$$

$$= \int_{D_t} u \cdot (B \cdot \nabla B) \, dx - \int_{D_t} u \cdot \nabla P \, dx + \int_{D_t} B \cdot (B \cdot \nabla u) \, dx - \int_{D_t} |B|^2 \text{div } u \, dx$$

$$+ \int_{D_t} p(\rho) \frac{D_t \rho}{\rho} \, dx - \frac{1}{2} \int_{D_t} \frac{D_t \rho}{\rho} |B|^2 \, dx. \quad (1.6)$$

Integrating by part in the first term in the last equality, this term will cancel with $\int_{D_t} B \cdot (B \cdot \partial u) \, dx$ because the boundary term and the other interior term vanishes due to $B \cdot n = 0$ and $\text{div } B = 0$ respectively. Here $n$ is the exterior unit normal vector to $\partial D_t$. Also we integrate by parts in the second term and then use the continuity equation to get
\[- \int_{\mathcal{D}_t} u \cdot \nabla P \, dx = \int_{\mathcal{D}_t} P \text{div} \, u \, dx - \int_{\partial \mathcal{D}_t} (u \cdot N) P \, dS \]

\[= - \int_{\mathcal{D}_t} p \frac{D_t \rho}{\rho} \, dx + \frac{1}{2} \int_{\mathcal{D}_t} |B|^2 \text{div} \, u \, dx \quad \text{(1.7)} \]

Summing up (1.6) and (1.7), one can get the energy conservation for the free-boundary ideal compressible MHD:

\[\frac{d}{dt} \left( \frac{1}{2} \int_{\mathcal{D}_t} \rho |u|^2 \, dx + \frac{1}{2} \int_{\mathcal{D}_t} |B|^2 \, dx + \int_{\mathcal{D}_t} \rho Q(\rho) \, dx \right) = 0. \quad \text{(1.8)} \]

Also one can see this energy conservation coincides with the analogue for the free-boundary compressible Euler’s equations in Lindblad–Luo [36].

For the resistive compressible MHD as stated in (1.1), there will be one extra dissipation term, and one can integrate by part to get the energy dissipation.

\[\frac{d}{dt} \left( \frac{1}{2} \int_{\mathcal{D}_t} \rho |u|^2 \, dx + \frac{1}{2} \int_{\mathcal{D}_t} |B|^2 \, dx + \int_{\mathcal{D}_t} \rho Q(\rho) \, dx \right) = 0 + \lambda \int_{\mathcal{D}_t} B \cdot \Delta B \, dx = -\lambda \int_{\mathcal{D}_t} |\nabla B|^2 \, dx < 0. \quad \text{(1.9)} \]

**Equation of state: isentropic liquid**

Since \( p = p(\rho) \) and \( p|_{\partial \mathcal{D}} = 0 \), we know the fluid density also has to be a constant \( \tilde{\rho}_0 \geq 0 \) on the boundary. We assume \( \tilde{\rho}_0 > 0 \), corresponding to the case of liquid as opposed to gas. Hence

\[p(\tilde{\rho}_0) = 0, \quad p'(\rho) > 0, \quad \text{for } \rho \geq \tilde{\rho}_0. \quad \text{(1.10)}\]

**Physical constraints**

Next we impose the following natural conditions on \( p'(\rho) \) for some fixed constant \( A_0 > 1 \). See also Luo [37].

\[A_0^{-1} \leq |\rho^{(m)}(\rho)| \leq A_0, \quad \text{and} \quad A_0^{-1}|\rho'(\rho)|^m \leq |\rho^{(m)}(\rho)| \leq A_0|\rho'(\rho)|^m, \quad \text{for } 1 \leq m \leq 5. \quad \text{(1.11)} \]

We also need to impose the Rayleigh–Taylor sign condition

\[- \nabla_n P \geq c_0 > 0 \quad \text{on } \partial \mathcal{D}_t, \quad \text{(1.12)} \]

where, \( c_0 > 0 \) is a constant and \( P := p + \frac{1}{2} |B|^2 \) is the total pressure. When \( B = 0 \), Ebin [15] proved the ill-posedness of the free-boundary incompressible Euler equations without Rayleigh–Taylor sign condition. For the free-boundary MHD equations, (1.12) is also necessary: Hao–Luo [25] proved that the free-boundary problem of 2D incompressible MHD equations is ill-posed when (1.12) fails. We also note that (1.12) is only required for initial data and it propagates in a short time interval because one can prove it is \( C_{T,x}^{0,1/4} \) Hölder continuous by using Morrey’s embedding. See Luo–Zhang [38] and Zhang [65].
Compatibility conditions on initial data

To make the initial-boundary value problem (1.1)–(1.3) be well-posed, the initial data has to satisfy certain compatibility conditions on the boundary. In fact, the continuity equation implies that $\text{div } v|_{\partial D_0} = 0$ and thus we have to require $p_0|_{\partial D_0} = 0$ and $\text{div } v_0|_{\partial D_0} = 0$. Also the constraints on the magnetic field $\text{div } B = 0$ and $B|_{\partial D} = 0$ requires that $\text{div } B_0 = 0$ and $B_0|_{\partial D_0} = 0$. Furthermore, we define the $k$-th ($k \geq 0$) order compatibility condition as follows:

$$
D^j_t p|_{\partial D_0} = 0, \quad D^j_t B|_{\partial D_0} = 0 \quad \text{at time } t = 0 \quad \forall 0 \leq j \leq k. \quad (1.13)
$$

Such initial data has been constructed in the author’s previous paper [65].

In this manuscript, we prove the local well-posedness of the free-boundary compressible resistive MHD system under Rayleigh–Taylor sign condition: System (1.1) with initial-boundary condition (1.2)–(1.3) and physical conditions (1.10)–(1.12).

1.2 History and background

Free-boundary Euler equations

In the past a few decades, there have been numerous studies of the free-boundary problems in inviscid hydrodynamics. For incompressible Euler equations, Wu’s work [60, 61] on the local well-posedness (LWP) of full water wave system have been considered as the first breakthrough in the study of free-surface perfect fluid. Lannes [29] proved the case when the water wave has a fixed bottom. Note that the incompressible irrotational water wave system can be equivalently written as a dispersive system on the boundary, and thus long time behaviors are expected to be considered. Wu [62, 63] first established the (almost) global well-posedness. There are also other huge works on the global solution of incompressible water wave with or without surface tension, see Germain–Masmoudi–Shatah [16, 17], Alazard–Burq–Zuily [1], Alazard–Delort [2], Deng–Ionescu–Pausader–Pusateri [12], Ifrim–Tataru [27], etc. In the case of nonzero vorticity, Christodoulou–Lindblad [6] first established the a priori estimates without loss of regularity. Lindblad [32, 33] proved the local well-posedness by using Nash–Moser iteration. Coutand–Shkoller [8, 9] introduced the tangential smoothing method to proved the local well-posedness with or without surface tension and avoid the loss of regularity. See also Shatah–Zeng [49–51] for nonzero surface tension, and Zhang–Zhang [66] for incompressible water wave with vorticity.

The study of compressible perfect fluids is not quite developed as opposed to incompressible case. Lindblad [34, 35] first established the local well-posedness by Nash–Moser iteration. Trakhinin [55] proved the case of a non-relativistic and relativistic gas (and liquid) in an unbounded domain by means of hyperbolic system and Nash–Moser iteration. Lindblad–Luo [36] established the first a priori estimates without loss of regularity and incompressible limit in the case of a liquid by using the wave equation together with delicate elliptic estimates and Luo [37] generalized to compressible water wave with vorticity. Later, Ginsberg–Lindblad–Luo [18] proved the LWP for a self-gravitating liquid, Luo–Zhang [40] proved the LWP for a gravity water wave with vorticity. In the case of nonzero surface tension, we refer readers to Coutand–Hole–Shkoller [7] for LWP and vanishing surface tension limit, Disconzi–Kukavica [13] for low regularity a priori estimates, Disconzi–Luo [14] for the incompressible limit. Among other things, we also mention the related works on the study of a gas: Coutand–Lindblad–Shkoller [11] for the a priori bound, Coutand–Shkoller [10], Jang–Masmoudi [28] and Luo–Xin–Zeng [41] for LWP.
Free-boundary MHD equations: incompressible case

Compared with perfect fluids, the study of free-boundary MHD is much more complicated due to the strong coupling between fluid and magnetic field and the failure of irrotational assumption and enhanced-regularity curl estimates (See Luo–Zhang [38] for detailed discussion). For the incompressible ideal free-boundary MHD, Hao–Luo [24] first established the Christodoulou–Lindblad type a priori estimates under Rayleigh–Taylor sign condition and Gu–Wang [22] first proved the LWP. Then Hao–Luo [26] proved the LWP for the linearized system when the fluid region is diffeomorphic to a ball. Luo–Zhang [38] established the low regularity a priori estimates in a small fluid domain.

For the full plasma-vacuum model, Gu [20, 21] proved the LWP for the axi-symmetric case. In general case, all of the existing results require a non-collinearity condition $|B \times \hat{B}| \geq c_0 > 0$ on the free interface which has stronger stabilization effect than Taylor sign condition (1.12). Morando–Trakhinin–Trebeschi [43] proved LWP for linearized case. Then Sun–Wang–Zhang [52] proved the LWP for the full plasma-vacuum model. We also note that the a priori estimates and LWP of the full plasma-vacuum model in incompressible ideal MHD under Rayleigh–Taylor sign condition is still open when the vacuum magnetic field $\hat{B}$ is non-trivial.

For the viscous and resistive case, we refer to Lee [30, 31], and Padula–Solonnikov [45]. In the case of nonzero surface tension, Luo–Zhang [39] first established the a priori estimates for ideal MHD. Chen–Ding [4] proved the inviscid limit. Wang–Xin [59, 60] proved the global well-posedness for the plasma-vacuum model for inviscid resistive MHD around a uniform transversal magnetic field. Guo–Zeng–Ni [23] proved the decay rate of viscous-resistive incompressible MHD with surface tension.

Free-boundary MHD equations: compressible case

The study of free-boundary compressible MHD is even more delicate due to the extra coupling between pressure wave and magnetic field. For compressible ideal MHD ($\lambda = 0$), there is one derivative loss in the curl estimates, and thus a loss of normal derivative. We note that analogous loss does not appear in tangential estimates. The reason is that taking curl eliminates the symmetry enjoyed by the equations. Briefly speaking, one can recall the derivation of energy conservation that the term $-\frac{1}{2} \int_{D_t} |B|^2 \text{div} \ u$ is cancelled by part of $-\int_{D_t} u \cdot \nabla P$. But taking the curl eliminates the counterpart of $-\int_{D_t} u \cdot \nabla P$ before such cancellation is produced because of $\nabla P = 0$. On the other hand, if we taking tangential derivatives instead of curl, then analogous cancellation is still preserved. We recommend readers to read Section 1.5 in the author’s previous work [65] for detailed discussion.

Before further discussion on the free-boundary problem in compressible MHD, let us first review the results for the fixed-domain problems. The compressible ideal MHD system in a fixed domain is a quasi-linear symmetric hyperbolic system with characteristic boundary conditions [47]. The loss of normal derivatives seems necessary, especially when the uniform Lopatinskii condition fails for the linearized counterpart. On the one hand, Ohno–Shiroti [44] constructed explicit counter-examples to the local existence in standard Sobolev space $H^l (l \geq 2)$ for the linearized problem. On the other hand, Chen Shu–Xing [5] first introduced the anisotropic Sobolev spaces $H^m_{\alpha}$ to compensate the normal derivative loss for characteristic boundary problems. With the help of such functional spaces, Yanagisawa–Matsumura [64] established the first LWP result for compressible ideal MHD. Later, the LWP result was improved by Secchi [46, 47] such that there is no regularity loss from initial data to solution.
both are in $H^m_s$ for $m \geq 16$. However, it is still difficult to generalized Secchi’s results to free-boundary case due to the extra derivative loss brought by free boundary.

Although there is derivative loss even for the linearized problem due to the failure of uniform Lopatinskii condition, the tame estimates, which allows a fixed order loss of derivatives, can still be established in anisotropic Sobolev space. Recently, Trakhinin–Wang [57] proved the LWP for free-boundary compressible ideal MHD under Rayleigh–Taylor sign condition by using such method and Nash–Moser iteration. However, a suitable energy estimates without loss of regularity cannot be established by Nash–Moser iteration. To resolve such problem, we observe that the magnetic resistivity exactly compensates the derivative loss mentioned above. With the help of this observation, the author [65] recently proved the Christodoulou–Lindblad type a priori estimates in standard Sobolev spaces and incompressible limit for the free-boundary compressible resistive MHD system. As a consequence, we observe that the magnetic resistivity exactly compensates the derivative loss mentioned above. With the help of this observation, the author [65] recently proved the Christodoulou–Lindblad type a priori estimates in standard Sobolev spaces and incompressible limit for the free-boundary compressible resistive MHD system. As a consequence, the presenting manuscript deals with the local well-posedness of this problem. Note that it is still quite non-trivial to pass from a priori bound to local existence for a free-boundary problem: Direct iteration and fixed-point argument often fails due to the lack of regularity of free boundary. Once the local well-posedness is established, the next possible goal is to consider the vanishing resistivity limit, though it seems quite difficult now.

As for the full plasma-vacuum model in compressible ideal MHD, Secchi–Trakhinin [48] proved the LWP under the non-collinearity condition $|B \times \hat{B}| \geq c_0 > 0$. The study of plasma-vacuum model in compressible ideal MHD under Rayleigh–Taylor sign condition is still open. See Trakhinin [56] for more detailed discussion.

### 1.3 Reformulation in Lagrangian coordinates

We use Lagrangian coordinates to reduce free-boundary problem to a fixed domain. We assume $\Omega := \mathbb{T}^2 \times (0, 1)$ to be the reference domain. The coordinates on $\Omega$ is $y = (y_1, y_2, y_3)$. We define $\eta : [0, T] \times \Omega \to \mathcal{D}$ as the flow map of velocity field $u$, i.e.,

$$\partial_t \eta(t, y) = u(t, \eta(t, y)), \quad \eta(0, y) = y.$$  \tag{1.14}

By chain rule, it is easy to see that $D_t$ becomes $\partial_t$ in the $(t, y)$ coordinates and the free-boundary $\partial \mathcal{D}_t$ becomes fixed ($\Gamma = \mathbb{T}^2 \times \{1\}$). We introduce the Lagrangian variables as follows: $v(t, y) := u(t, \eta(t, y)), b(t, y) := B(t, \eta(t, y)), q(t, y) := Q(t, \eta(t, y))$, and $R(t, y) := \rho(t, \eta(t, y))$.

Let $\partial = \partial_y$ be the spatial derivative in the Lagrangian coordinates. We introduce the cofactor matrix $a = [\partial \eta]^{-1}$, specifically $a^{\mu \alpha} = a^{\mu}_{\alpha} := \partial_{\alpha} \eta^\mu$. In terms of $\eta, v, b, q, R$, the system (1.1)–(1.12) becomes

$$
\begin{align*}
&\partial_t \eta = v &\text{in } [0, T] \times \Omega \\
&R \partial_t v = (b \cdot \nabla a) b - \nabla a Q &\text{in } [0, T] \times \Omega \\
&R'(q) \partial_t q + R \text{div}_a v = 0 &\text{in } [0, T] \times \Omega \\
&\partial_t b - \lambda \Delta_a b = (b \cdot \nabla a) v - b \text{div}_a v &\text{in } [0, T] \times \Omega \\
&\text{div}_a b = 0 &\text{in } [0, T] \times \Omega \\
&\partial_t |_{[0, T] \times \Gamma} \in T([0, T] \times \Gamma) \\
p = 0, \quad B = 0 &\text{on } [0, T] \times \Gamma \\
&-\partial_3 Q_0 |_{\Gamma} \geq c_0 > 0 \\
&(\eta, v, b, q, R) = (\text{Id}, v_0, b_0, q_0, \rho_0).
\end{align*}
$$  \tag{1.15}
Here, $\nabla^\alpha_a = a^\mu\alpha \partial_\mu$ and $\text{div}_a X = \nabla_a \cdot X = a^\mu\alpha \partial_\mu X_\alpha$ denote the covariant derivative and divergence in Lagrangian coordinates (or say Eulerian derivative/divergence). In the manuscript, we adopt the convention that the Greek indices range over 1, 2, 3, and the Latin indices range over 1 and 2. In addition, since $\eta(0, \cdot) = \text{Id}$, we have $a(0, \cdot) = I$, where $I$ is the identity matrix, and $u_0, B_0, \rho_0$ and $v_0, b_0, q_0$ agree respectively. Furthermore, let $J := \det[\partial \eta]$ and $A := Ja$. Then we have the Piola’s identity
\[
\partial_\mu A^\mu\alpha = 0
\] (1.16)

And $J$ satisfies
\[
\partial_t J = J a^\mu\alpha \partial_\mu v_\alpha,
\] (1.17)

which together with $R'(q)\partial_t q + R\text{div}_a v = 0$ gives that $\rho_0 = RJ$. Therefore, $R$ can be fully expressed in terms of $\eta$ and $\rho_0$, and thus the initial-boundary value problem can be expressed as follows:
\[
\begin{align*}
\partial_t \eta &= v & \text{in } [0, T] \times \Omega \\
\rho_0^{-1} J^{-1} \partial_t v &= (b \cdot \nabla_a) b - \nabla_a Q & \text{in } [0, T] \times \Omega \\
\frac{JR'(q)}{\rho_0} \partial_t q + \text{div}_a v &= 0 & \text{in } [0, T] \times \Omega \\
\partial_t b - \lambda \Delta_a b &= (b \cdot \nabla_a) v - b \text{div}_a v & \text{in } [0, T] \times \Omega \\
\text{div}_a b &= 0 & \text{in } [0, T] \times \Omega \\
\partial_t \vert_{[0, T] \times \Gamma} &\in T([0, T] \times \Gamma) \\
p &= 0, \quad B = 0 & \text{on } [0, T] \times \Gamma \\
- \partial_\delta Q \vert_{\Gamma} &\geq c_0 > 0 & \text{on } \{t = 0\} \\
(\eta, v, b, q) &= (\text{Id}, v_0, b_0, q_0).
\end{align*}
\] (1.18)

Our result is

**Theorem 1.1** Let the initial data $v_0 \in H^4(\Omega)$, $b_0 \in H^5(\Omega)$, $q_0 \in H^4(\Omega)$ satisfy the compatibility conditions up to 5-th order. Then there exists some $T_1 > 0$, such that the system (1.18) has a unique solution $(\eta, v, b, q)$ in $[0, T_1]$ satisfying the following estimates
\[
\sup_{0 \leq T \leq T_1} \mathcal{E}(T) \leq 2 \left( \|v_0\|_4^2 + \|b_0\|_5^2 + \|q_0\|_3^2 \right),
\] (1.19)

where
\[
\mathcal{E}(T) := E(T) + H(T) + W(T) + \left\| \partial_t^{4-k} ((b \cdot \nabla_a) b) \right\|^2_k,
\] (1.20)

where
\[
E(T) := \|\eta\|_4^2 + \|a^\alpha a^\beta \partial_\alpha \eta_{\beta}\|_4^2 + \frac{1}{2} \sum_{k=0}^{4} \left( \left\| \partial_t^{4-k} v \right\|_k^2 + \left\| \partial_t^{4-k} b \right\|_k^2 + \left\| \partial_t^{4-k} q \right\|_k^2 \right),
\] (1.21)
\[
H(T) := \int_0^T \int_\Omega \left\| \partial_t^5 b \right\|^2 \, dy \, dt + \left\| \partial_t^4 b \right\|^2_1,
\] (1.22)
\[
W(T) := \left\| \partial_t^5 q \right\|^2_0 + \left\| \partial_t^4 q \right\|^2_1.
\] (1.23)

**Remark** 1. For simplicity we set the magnetic diffusivity constant $\lambda = 1$.
2. The initial data satisfying the compatibility conditions has been constructed in the author’s previous paper [65], so these steps are omitted in this manuscript.
We list all the notations used in this manuscript:

**List of Notations:**

- \( \Omega := \mathbb{T}^2 \times (0,1) \) and \( \Gamma := \mathbb{T}^2 \times (\{0\} \cup \{1\}) \).
- \( \| \cdot \|_{\Lambda} \): We denote \( \| f \|_{\Lambda} := \| f(t, \cdot) \|_{H^{s}(\Omega)} \) for any function \( f(t, y) \) on \([0, T] \times \Omega \).
- \( \| \cdot \|_{\Lambda} \): We denote \( | f |_{\Lambda} := | f(t, \cdot) |_{H^{s}(T)} \) for any function \( f(t, y) \) on \([0, T] \times \Gamma \).
- \( P(\cdot; \cdot) \): A generic polynomial in its arguments;
- \( P_0; P_0 = P(\| v_0 \|_4, \| B_0 \|_5, \| q_0 \|_4); \)
- \( [T, f]g := T(fg) - T(f)g, \) and \( [T, f, g] := T(fg) - T(f)g - fT(g), \) where \( T \) denotes a differential operator or the mollifier and \( f, g \) are arbitrary functions.
- \( \bar{\partial}, \Delta; \bar{\partial} = \partial_1, \partial_2 \) denotes the tangential derivative and \( \Delta := \bar{\partial}_1^2 + \bar{\partial}_2^2 \) denotes the tangential Laplacian.
- \( \nabla_a f := a^\alpha \partial_{\alpha} f, \) \( \text{div}_a f := a^\alpha \partial_{\alpha} f_a \) and \( (\text{curl } a f)_\lambda := \epsilon_{\lambda \mu \alpha} a^\mu \partial_{\alpha} f_a \), where \( \epsilon_{\lambda \mu \alpha} \) is the sign of the 3-permutation \((\lambda, \mu, \alpha) \in S_3\).

\[ \square \]

### 1.4 Strategy of the proof

#### 1.4.1 Necessity of tangential smoothing

Since there have been results [65] on the a priori bound of this system, it is natural to consider the fixed point argument and Picard iteration to construct the solution to (1.18). Specifically, one starts with trivial solution \((\eta(0), v(0), b(0), q(0)) = (\text{Id}, 0, 0, 0)\), and inductively define \((\eta^{(n+1)}, v^{(n+1)}, b^{(n+1)}, q^{(n+1)})\) by the following linearized system provided that \( \{(\eta^{(k)}, v^{(k)}, b^{(k)}, q^{(k)})\}_{0 \leq k \leq n} \) are given:

\[
\begin{align*}
\frac{\partial}{\partial t} \eta^{(n+1)} &= v^{(n+1)} & \text{in } \Omega, \\
\frac{\partial}{\partial t} \eta^{(n+1)} - \Delta \eta^{(n+1)} &= (b^{(n)} - \Delta b^{(n)}) b^{(n+1)} - \nabla_a Q^{(n+1)} - Q^{(n+1)} &= q^{(n+1)} + \frac{1}{2} \| b^{(n+1)} \|^2 & \text{in } \Omega, \\
\frac{\partial}{\partial n} \eta^{(n+1)} &= \frac{\partial}{\partial n} Q^{(n+1)} = 0 & \text{in } \Omega, \\
\frac{\partial}{\partial n} \eta^{(n+1)} - \Delta \eta^{(n+1)} &= (b^{(n)} - \Delta b^{(n)}) v^{(n+1)} - b^{(n)} \text{div} \ n = 0 & \text{in } \Omega, \\
q^{(n+1)} &= 0, b^{(n+1)} = 0 & \text{on } \Gamma, \\
\eta^{(n+1)}(t=0), v^{(n+1)}(t=0), b^{(n+1)}(t=0), q^{(n+1)}(t=0) &= (\text{Id}, v_0, 0, q_0). & \text{(1.24)}
\end{align*}
\]

Then we need to

- Construct the solution to the linearized system (1.24).
- Prove uniform-in-\( n \) a priori estimates of (1.24).
- Prove \( \{(\eta^{(n)}, v^{(n)}, b^{(n)}, q^{(n)})\}_{n \in \mathbb{N}} \) converges strongly.

The first step is usually done by standard fixed point argument. While in the second step, we need to invoke the elliptic estimates [6] Lemma 2.5 to control \( \nabla_a b \) and \( \nabla_a q \) which is necessary for us to construct suitable functional space in step 1:

\[
\left\| \nabla_a b^{(n+1)} \right\|_4 \lesssim P(\| \eta^{(n)} \|_4) \left( \| \Delta_a b^{(n+1)} \|_3 + \| \nabla^3 \eta^{(n)} \|_4 \| b \|_4 \right).
\]

We find that the \( \eta \) loses one tangential derivative, which motivates us to regularise the flow map in tangential directions. This method was first introduced by Coutand–Shkoller [8, 10] and then widely used in numerous works on the study of free-boundary hydrodynamics. One can define \( \eta := \Lambda_2^2 \eta \) and replace \( a \) by \( a := [\partial \eta]^{-1} \) where \( \Lambda_2 \) is the standard convolution mollifier in \( \mathbb{R}^2 \). Since the region is \( \mathbb{T}^2 \times (0,1) \), the boundary only appears in normal directions and thus the mollifier is always well-defined. After introducing the tangential smoothing, we
need to investigate the following nonlinear $\kappa$-approximation system:

\[
\begin{aligned}
\partial_t \eta &= v \\
\rho_0 J^{-1} \partial_t v &= (b \cdot \nabla \tilde{a}) b - \nabla \tilde{a} Q, \quad Q = q + \frac{1}{2} |b|^2 \\
\frac{JR'(q)}{\rho_0} \partial_t q + \text{div} \tilde{a} v &= 0 \\
\partial_t b - \Delta \tilde{a} b &= (b \cdot \nabla \tilde{a}) v - b \text{div} \tilde{a} v, \\
q &= 0, \quad b = 0 \\
-\partial_3 Q|_{t=0} &\geq c_0 > 0 \\
(\eta, v, b, q)|_{t=0} &= (\text{Id}, v_0, b_0, q_0).
\end{aligned}
\]

Specifically, we need to

1. Establish nonlinear a priori estimates uniform in $\kappa > 0$.
2. Construct the unique strong solution to the nonlinear $\kappa$-approximation system for each fixed $\kappa > 0$.

### 1.4.2 A priori estimates of the smoothed approximation system

**Magnetic field and Lorentz force: elliptic estimates**

The ideas of deriving the a priori estimates are quite different from ideal MHD case. For ideal MHD, the magnetic field can be written as $b = J^{-1}(b_0 \cdot \partial) \eta$, which should be controlled together with the same derivatives of $v = \partial_t \eta$, and higher order terms are expected to vanish due to subtle cancellation. However, the magnetic resistivity yields a direct control of the Lorentz force $(b \cdot \nabla \tilde{a}) b$ as a source term. First, we notice that $b$ vanishes on the boundary and so does the Lorentz force. Therefore, Lemma 2.5 can be directly applied to $(b \cdot \nabla \tilde{a}) b$ in the following way:

\[
\|b \cdot \nabla \tilde{a}\|_4 \approx \|b \cdot \nabla \tilde{a} \|_3 \lesssim P(\|\tilde{\eta}\|_3) \left( \|\Delta \tilde{a}((b \cdot \nabla \tilde{a}) b)\|_2 + \|\tilde{\eta}\|_3 \|b \cdot \nabla \tilde{a}\|_3 \right).
\]

Then we invoke the heat equation of $b$ to replace the Laplacian term by first order derivative and thus control the Lorentz force by lower order terms. Similar processes can be applied to the time derivatives of Lorentz force and the space-time derivatives of magnetic field $b$.

**Remark** We can control $\|b \cdot \nabla \tilde{a}\|_4$ by elliptic estimates as above, but it is NOT possible to control the $H^5$-norm of $b$ even if one has the diffusion effect on the magnetic field. Indeed, if we use elliptic estimates to control $\|b\|_5$, then

\[
\|\nabla \tilde{a} b\|_4 \lesssim P(\|\tilde{\eta}\|_4) (\|\Delta \tilde{a} b\|_3 + \|\tilde{\eta}\|_4 \|b\|_4),
\]

where $\|\tilde{\eta}\|_4$ is out of control. In other words, the regularity of the free surface is not enough to enhance the full spatial regularity of $b$.

**Velocity and pressure: Div-curl and tangential estimates**

The second and third equations of the nonlinear $\kappa$-system above present the following relations if we temporarily omit the coefficients $\rho_0 J$ and $R'(q)$:

\[
\partial_i^k q \approx \nabla \tilde{a} \partial_i^k q \approx -\partial_i^{k+1} v + \partial_i^k \left( (b \cdot \nabla \tilde{a}) b - \frac{1}{2} |b|^2 \right).
\]
\[ \partial_t^k \mathbf{v} \xrightarrow{\text{div}} \partial_t^k \text{div}_\mathbf{a} \mathbf{v} + \text{curl} + \text{boundary} \approx \partial_t^{k+1} q + \text{curl} + \text{boundary}. \]

Again we note that, it is exactly the curl part that denies the possibility of an energy control in standard Sobolev spaces for compressible ideal MHD. However, for resistive MHD, the contribution of curl part can be directly controlled by taking curl\( \mathbf{a} \) in the second equation of (1.25) because curl\( \mathbf{a} (\nabla_\mathbf{a} Q) = 0 \) and curl\( \mathbf{a} (\mathbf{b} \cdot \nabla_\mathbf{a}) \mathbf{b} \) has been directly controlled. As for the boundary term, we are able to further reduce to interior tangential estimates and divergence estimates by using normal trace Lemma 2.2. Since the terms containing magnetic field \( \mathbf{b} \) can be reduced to lower order with the help of magnetic diffusion, the procedure above allows us to trade one spatial derivative by one time derivative:

\[
\partial_t^4 q \rightarrow \partial_t^3 \partial_t \mathbf{v} \xrightarrow{\text{div}} \partial_t^2 \partial_t^2 q \rightarrow \partial_t^3 \partial_t^3 \mathbf{v} \xrightarrow{\text{div}} \partial_t^4 q
\]

\[
\partial_t^3 \partial_t q \rightarrow \partial_t^2 \partial_t^2 \mathbf{v} \xrightarrow{\text{div}} \partial_t^3 \partial_t^3 q \rightarrow \partial_t^4 \mathbf{v},
\]

which reduces to the estimates of full time derivatives.

In the tangential estimates, if the tangential derivatives \( \mathcal{D}^4 \) contain at least one time derivative, then the energy estimates can be derived by direct computation because \( [\mathcal{D}^4, \tilde{\alpha}^{\mu \alpha}] \partial_\mu Q \) can be controlled. However, when \( \mathcal{D}^4 = \overline{\partial}^4 \) contains no time derivative, that commutator is out of control due to \( \overline{\partial}^3 \tilde{\alpha} \approx \overline{\partial} \tilde{\alpha} \cdot \partial \tilde{\eta} \). In the study of Euler equations, one can integrate \( \overline{\partial}^{1/2} \) by parts and use the enhanced regularity \( ||\eta||_{9/2} \) to control this commutator, but here the presence of magnetic field destroys such property. The reason is that MHD system does not preserve the irrotational assumption propagated from initial data, and thus it is not possible for the flow map to get enhanced regularity. Our method is to introduce the Alinhac good unknowns: For a function \( f \), we define \( \mathbf{f} := \overline{\partial}^4 f - \overline{\partial}^4 \eta \cdot \nabla_\mathbf{a} f \) to be the Alinhac good unknown of \( f \) when commuting \( \overline{\partial}^4 \) with \( \nabla_\mathbf{a} \). Under this setting, we have that

\[
\overline{\partial}^4 (\nabla_\mathbf{a} f) = \nabla_\mathbf{a} \mathbf{f} + \text{controllable commutators}.
\]

Such crucial fact was first observed by Alinhac [3], and then widely used in the study of first-order quasilinear hyperbolic system. In the study of fluid mechanics, there are also many applications in the study of incompressible inviscid fluids, e.g., [22, 42, 58] and so on, but not widely used in the compressible case [40].

Now we apply \( \overline{\partial}^2 \Delta \) (instead of \( \overline{\partial}^4 \), will be explained later) to the second equation of (1.25) and define \( \mathbf{V} = \overline{\partial}^2 \Delta \mathbf{v} - \overline{\partial}^2 \Delta \tilde{\eta} \cdot \nabla_\mathbf{a} \mathbf{v} \) and \( Q = \overline{\partial}^2 \Delta Q - \overline{\partial}^2 \Delta \tilde{\eta} \cdot \nabla_\mathbf{a} Q \) to be the Alinhac good unknowns for \( v \) and \( Q = q + \frac{1}{2} |B|^2 \). Then we have

\[
\rho_0 \overline{\partial}^{-1} \partial_t \mathbf{V} + \nabla_\mathbf{a} Q = \overline{\partial}^2 \Delta ((\mathbf{b} \cdot \nabla_\mathbf{a}) \mathbf{b}) + [\rho_0 \overline{\partial}^{-1}, \overline{\partial}^2 \Delta] \partial_t v_\alpha + \rho_0 \overline{\partial}^{-1} \partial_t (\overline{\partial}^2 \Delta \tilde{\eta} \cdot \nabla_\mathbf{a} v) + C(\mathbf{Q}),
\]

subject to

\[
\mathbf{Q} = -\overline{\partial}^2 \Delta \tilde{\eta}_\beta \tilde{\alpha}^{3\beta} \partial_3 Q \quad \text{on } \Gamma.
\]

and

\[
\nabla_\mathbf{a} \cdot \mathbf{V} = \overline{\partial}^2 \Delta (\text{div}_\mathbf{a} \mathbf{v}) - C^\alpha (v_\alpha) \quad \text{in } \Omega.
\]

Taking \( L^2 \) inner product with \( \mathbf{V} \), and integrating by parts, the interior term is

\[
\int_0^T \int_\Omega \mathbf{Q} \overline{\partial}^2 \Delta (\text{div}_\mathbf{a} \mathbf{v}) \, dy \, dt.
\]
Plugging $Q = q + \frac{1}{2}|b|^2$ and $\text{div}_\tilde{a} v \approx -\partial_t q$ into this integral, we are able to get an energy term
\[-\frac{1}{2} \int_{\Omega} \frac{\tilde{J}'(q)}{\rho_0} \left| \bar{\Delta} q \right|^2 \, dy\]
plus controllable terms. The boundary term reads
\[I_0 = \int_0^T \int_\Gamma \partial_3 Q \bar{a}^{3\alpha} \bar{a}^{3\beta} \bar{\Delta} \eta_{\beta} \bar{\Delta} \eta_{\alpha} - \bar{\Delta} \eta \cdot \nabla \eta v_{\alpha} \, dS \, dt.\]

The first term produces the Taylor sign term contributing to the boundary term in $E_\kappa(t)$ after commuting $\Lambda^2$:
\[\int_0^T \int_\Gamma \partial_3 Q \bar{a}^{3\alpha} \bar{a}^{3\beta} \bar{\Delta} \eta_{\beta} \bar{\Delta} \partial_1 \eta_{\alpha} \, dS \, dt\]
\[= \frac{1}{2} \int_\Gamma \partial_3 Q \left| \bar{a}^{3\alpha} \bar{a}^{3\beta} \bar{\Delta} \eta_{\beta} \bar{\Delta} \partial_1 \eta_{\alpha} \right|^2 \, dS \bigg|_0^T\]
\[+ \int_\Gamma \partial_3 Q \bar{a}^{3\alpha} \bar{a}^{3\beta} \bar{\Delta} \Lambda^2 \eta_{\beta} \bar{\Delta} \partial_1 \eta_{\alpha} \, dS\]
\[- \int_\Gamma \partial_3 Q \bar{a}^{3\alpha} \bar{a}^{3\beta} \bar{\Delta} \eta_{\beta} \bar{\Delta} \eta_{\alpha} \bar{\Delta} \eta_{\alpha} \, dS\]

When $\kappa = 0$, the two terms in the second line automatically cancel, while for the smoothed version such structure no longer holds. However, inspired by a remarkable observation in Gu–Wang [22], we notice that these two terms can be cancelled if we introduce a correction term
\[\int_\Gamma \partial_3 Q \bar{a}^{3\alpha} \bar{a}^{3\beta} \bar{\Delta} \eta_{\beta} \bar{\Delta} \psi \, dS,\]
where $\psi$ is defined by
\[
\begin{cases}
\Delta \psi = 0 & \text{in } \Omega, \\
\psi = \bar{\Delta}^{-1} \mathbb{P} \neq 0 (\bar{\Delta} \eta_{\beta} \bar{a}^{\alpha} \bar{\Delta} \eta_{\alpha} \bar{\Delta} \eta_{\alpha} - \bar{\Delta} \Lambda^2 \eta_{\beta} \bar{\Delta} \eta_{\alpha} \bar{\Delta} \eta_{\alpha}) & \text{on } \Gamma,
\end{cases}
\tag{1.26}
\]
where $\mathbb{P} \neq 0$ denotes the standard Littlewood–Paley projection in $\mathbb{T}^2$ which removes the zero-frequency part. $\bar{\Delta} := \partial_1^2 + \partial_2^2$ denotes the tangential Laplacian operator. Therefore, it suffices to replace $\partial_1 \eta = v$ by $\partial_1 \eta = v + \psi$ to produce such an extra cancellation. The structure of $\psi$ also illustrates why we have to replace $\bar{\partial} \eta$ by $\bar{\Delta} \eta$.

**Common control of higher order wave and heat equation**

In the previous estimates, we still need to control the $r$-th time derivatives of $\partial_1 b, (b \cdot \nabla_\tilde{a}) b, \partial_t q, \nabla_\tilde{a} q$, which exactly come from the energy functionals of $r$-th time-differentiated heat equation of $b$
\[\partial_1 b - \Delta \tilde{a} b = (b \cdot \nabla_\tilde{a}) b - b \text{div}_\tilde{a} v\]
and wave equation of $q$
\[\frac{\tilde{J}'(q)}{\rho_0} \partial^2 \eta q - \Delta \tilde{a} q = b \cdot \Delta \tilde{a} b + w_0,\]
where $w_0$ consists of first order derivatives terms. It is easy to observe that the Laplacian term in RHS of wave equation can be replaced by terms of first-order derivative with the help of magnetic resistivity. In other words, the magnetic resistivity compensate the derivative loss in wave equation of $q$. Therefore, standard energy estimates of heat and wave equations give the control of $H_k(T)$ and $W_k(T)$. Note that $\partial_t$ is tangential on the boundary. Integrating by parts does not produce any boundary term for the time differentiated equations. Therefore, we are able to close the a priori estimates.

### 1.4.3 Linearisation and Picard iteration

Now, it remains to prove the local existence of the solution to the nonlinear $\kappa$-approximation system. The proof is standard linearisation and Picard iteration argument. We start with the trivial solution $$(\eta^{(0)}, v^{(0)}, b^{(0)}, q^{(0)}) = (\eta^{(1)}, v^{(1)}, b^{(1)}, q^{(1)}) = (\text{Id}, 0, 0, 0).$$ Inductively, given $$(\eta^{(k)}, v^{(k)}, b^{(k)}, q^{(k)})_{0 \leq k \leq n}$$ for some given $n \in \mathbb{N}^*$, we define $$(\eta^{(n+1)}, v^{(n+1)}, b^{(n+1)}, q^{(n+1)})$$ by linearisation around $a^{(n)} := [\partial \eta^{(n)}]^{-1}$.

Note that the directional derivative $(b \cdot \nabla \tilde{a})$ should be given by the $n$-th solution instead of $(n + 1)$-th, otherwise the linearisation is not complete and the construction of the solution to the linearized system is much more difficult in the fixed-point argument.

The construction of the solution to the linearized system needs the following function space in the fixed-point argument:

Define the norm $\| \cdot \|_{X'}$ by

$$\|f\|_{X'}^2 := \sum_{m=0}^{r} \sum_{k+l=m} \|\partial_t^k \partial_x^l f\|_{L^2_0}^2$$

and a Banach space on $[0, T] \times \Omega$

$$X(M, T) := \left\{ (\xi, w, h, \pi) \left| (\xi, w, h, \pi) \right|_{t=0} = (\text{Id}, v_0, b_0, q_0), \| (\xi, w, h, \pi) \|_{X} \leq M \right\}$$

where

$$\|(\xi, w, h, \pi)\|_{X} := \|(\xi, \partial_t \xi, w, h, \nabla_x \tilde{a} h, \nu, \partial_t \nu, \nabla_x \tilde{a} \pi)\|_{L^\infty_t L^2_x} + \|\partial_t^5 h\|_{L^2_t L^\infty_x},$$

and $\tilde{a}$ denotes $a^{(n)}$. Here $(\xi, w, h, \pi)$ are the corresponding variables of $(\eta, v, b, q)$.

We notice that, unlike the nonlinear estimates, the $H^4$-norm of $\nabla_x \tilde{a} \pi$ is necessary because one has to use $v(T) = v_0 + \int_0^T \partial_t v$ to bound the $H^4$-norm of $v$. Such term should be estimated by means of elliptic estimates Lemma 2.5

$$\|\nabla_x q\|_4 \lesssim P(\|\tilde{\eta}\|_4)(\|\Delta_{\tilde{a}} q\|_3 + \|\tilde{\partial}_t \tilde{\eta}\|_4\|q\|_4).$$

With the help of tangential smoothing, we are able to control $\|\tilde{\eta}\|_4$ by sacrificing a $\kappa^{-1}$; This is not allowed in the nonlinear estimates due to the $\kappa$-independence requirement, however,
in the linearisation part $\kappa > 0$ is fixed. Therefore, mimicking the previous proof of nonlinear a priori estimates, we are able to

- Prove the local well-posedness of the solution to the linearised system (1.27)
- Establish uniform-in-$n$ estimates of (1.27)
- Finish the iteration scheme to produce the solution to nonlinear $\kappa$-approximation system.

This finalizes the whole proof.

## 2 Preliminary Lemmas

We need the following Lemmas in this manuscript.

### 2.1 Sobolev trace lemma

**Lemma 2.1** Suppose that $s \geq 0.5$ and $u$ solves the boundary-valued problem

$$
\begin{align*}
\Delta u &= 0 \quad \text{in } \Omega, \\
u &= g \quad \text{on } \Gamma
\end{align*}
$$

where $g \in H^s(\Gamma)$. Then it holds that

$$
|g|_s \lesssim \|u\|_{s+0.5} \lesssim |g|_s
$$

**Proof** The result follows from the standard Sobolev trace lemma and Proposition 5.1.7 in M. Taylor [54].

**Lemma 2.2** (Normal trace theorem) It holds that for a vector field $X$

$$
|\overline{\nabla} X \cdot N|_{0.5} \lesssim \|\overline{\nabla} X\|_0 + \|\text{div} X\|_0
$$

**Proof** The proof directly follows from testing by a $H^{0.5}(\Gamma)$ function and divergence theorem. See Lemma 3.4 in [22].

### 2.2 Properties of tangential smoothing operator

As stated in the introduction, we are going to use the tangential smoothing to construct the approximate solutions. Here we list the definition and basic properties which are repeatedly used in this paper. Let $\zeta = \zeta(y_1, y_2) \in C_\infty(\mathbb{R}^2)$ be a standard cut-off function such that $\text{Spt } \zeta = \overline{B}(0, 1) \subseteq \mathbb{R}^2$, $0 \leq \zeta \leq 1$ and $\int_{\mathbb{R}^2} \zeta = 1$. The corresponding dilation is

$$
\zeta_\kappa(y_1, y_2) = \frac{1}{\kappa^2} \zeta \left( \frac{y_1}{\kappa}, \frac{y_2}{\kappa} \right), \quad \kappa > 0.
$$

Now we define

$$
\Lambda_\kappa f(y_1, y_2, y_3) := \int_{\mathbb{R}^2} \zeta_\kappa(y_1 - z_1, y_2 - z_2) f(z_1, z_2, z_3) \, dz_1 \, dz_2.
$$

The following lemma records the basic properties of tangential smoothing.
Lemma 2.3 (Regularity and commutator estimates) For $\kappa > 0$, we have

1. The following regularity estimates:

$$\|\Lambda_\kappa f\| \lesssim \|f\|, \quad \forall s \geq 0;$$

$$|\Lambda_\kappa f| \lesssim |f|, \quad \forall s \geq -0.5;$$

$$|\partial \Lambda_\kappa f| \lesssim \kappa^{-1}|f|_{1-s}, \quad \forall s \in [0, 1];$$

$$|f - \Lambda_\kappa f|_{L^\infty} \lesssim \sqrt{\kappa}|f|_{1/2}.$$  

(2.3) (2.4) (2.5) (2.6)

Proof (1): The estimates (2.4) and (2.5) follow directly from the definition (2.2) and the basic properties of convolution. (2.6) is derived by using Sobolev embedding and Hölder’s inequality:

$$|f - \Lambda_\kappa f| = \left| \int_{\mathbb{R}^2 \cap B(0, \kappa)} \xi(z)(f(y - z) - f(y)) \, dz \right| \lesssim |\xi|_{L^{1/2}}|\kappa \partial f|_{L^4} \lesssim \sqrt{\kappa}|\xi|_{L^{1/2}}|f|_{1.5}.$$ 

(2): The first three estimates can be found in Lemma 5.1 in Coutand–Shkoller [9]. To prove the fourth one, we note that

$$\partial (\Lambda_\kappa, f)g = \Lambda_\kappa (\partial f \partial g) + \Lambda_\kappa (f \partial^2 g) - \partial f \Lambda_\kappa \partial g - f \Lambda_\kappa \partial^2 g = [\Lambda_\kappa, \partial f] \partial g + [\Lambda_\kappa, f] \partial^2 g.$$ 

From (2.7) and (2.8) we know

$$|\partial (\Lambda_\kappa, f)g| \lesssim |\partial f|_{L^\infty}|\partial g|_0 + |f|_{W^{1,\infty}}|\partial g|_0 \lesssim |f|_{W^{1,\infty}}|g|_1.$$  

(2.10)

Therefore (2.9) follows from the interpolation of (2.8) and (2.10).

2.3 Elliptic estimates

Lemma 2.4 (Hodge-type decomposition) Let $X$ be a smooth vector field and $s \geq 1$, then it holds that

$$\|X\|_s \lesssim \|X\|_0 + \|\text{curl} \, X\|_{s-1} + \|\text{div} \, X\|_{s-1} + \|X \cdot N\|_{s-0.5}.$$  

(11)

Proof This follows from the well-known identity $-\Delta X = \text{curl} \, \text{curl} \, X - \nabla \text{div} \, X$.

Lemma 2.5 (Christodoulou–Lindblad elliptic estimate) The following elliptic estimate holds for $r \geq 2$,

$$\|\nabla \tilde{a} f\|_{H^r} \leq C(\|\tilde{u}\|_r)\left(\|\Delta \tilde{a} f\|_{r-1} + \|\partial \tilde{g}\|_r \|f\|_r \right).$$  

(12)

Proof See Ginsberg–Lindblad–Luo [18] Proposition 5.3. When $r = 1$, then $\|\cdot\|_r$ norm should be replaced by $\|\cdot\|_{L^\infty}$.
3 A priori estimates of the nonlinear approximation system

For $\kappa > 0$, we introduce the nonlinear $\kappa$-approximation system.

\[
\begin{cases}
\partial_t \eta = v + \psi \\
\rho_0 J^{-1} \partial_t v = (b \cdot \nabla \tilde{a}) b - \nabla \tilde{a} Q, \quad Q = q + \frac{1}{2} \|b\|^2 \\
\int R(q) \rho_0 \partial_t q + \text{div} \tilde{a} v = 0 \\
\partial_t b - \Delta \omega b = (b \cdot \nabla \tilde{a}) v - b \text{div} \tilde{a} v, \\
q = 0, \quad b = 0 \\
(\eta, v, b, q)|_{t=0} = (\text{Id}, v_0, b_0, q_0).
\end{cases}
\]

(3.1)

Here, $\Omega := \mathbb{T}^2 \times (0, 1)$ is the reference domain, $\Gamma := \partial \Omega = \mathbb{T}^2 \times \{0\} \cup \{1\}$ is the boundary. The notation $\tilde{\eta}$ is the smoothed version of the flow map $\eta$ defined by $\tilde{\eta} := \Lambda^2 \eta$, $\tilde{a} := (\partial \tilde{\eta})^{-1}$ is the cofactor matrix of $[\partial \tilde{\eta}]$, and $\tilde{J} := \text{det}[\partial \tilde{\eta}]$ is the Jacobian determinant. The term $\psi = \psi(\eta, v)$ is a correction term which solves the Laplacian equation

\[
\begin{cases}
\Delta \psi = 0 \\
\psi = \overline{\Lambda}^{-1} \mathbb{P}_{\neq 0} \left( \overline{\Lambda} \eta_{\beta} \tilde{a}^i \tilde{a}_i \Lambda^2 \omega = - \overline{\Lambda} \Lambda^2 \eta_{\beta} \tilde{a}^i \tilde{a}_i v \right) \\
\text{on } \Gamma,
\end{cases}
\]

(3.2)

where $\mathbb{P}_{\neq 0}$ denotes the standard Littlewood–Paley projection in $\mathbb{T}^2$ which removes the zero-frequency part. $\overline{\Lambda} := \partial_1^2 + \partial_2^2$ denotes the tangential Laplacian operator.

Remark 1. The correction term $\psi \to 0$ as $\kappa \to 0$. We introduce such a term to eliminate the higher order boundary terms which appears in the tangential estimates of $v$. These higher order boundary terms are zero when $\kappa = 0$ but are out of control when $\kappa > 0$.

2. The Littlewood–Paley projection is necessary here because we will repeatedly use

\[
|\overline{\Lambda}^{-1} \mathbb{P}_{\neq 0} f|_s \approx |\mathbb{P}_{\neq 0} f|_{H^{s-2}} \approx |f|_{\dot{H}^{s-2}},
\]

which can be proved by using Bernstein inequality.

3. The initial data is the same of origin system because the compatibility conditions stay unchanged after mollification by $\tilde{a}(0) = a(0) = \text{Id}$. Such initial data has been constructed in the author’s previous paper [65], so these steps are omitted in this manuscript.

4. The precise form of the commutators in the remaining context can be found in Section 4.4 in the author’s previous work [65]. Details are omitted in the presenting manuscript.

Now, we define the energy functional of (3.1)

\[
E_\kappa(T) := E_\kappa(T) + H_\kappa(T) + W_\kappa(T) + \left\| \partial_t^{4-k} \left( (b \cdot \nabla \tilde{a}) b \right) \right\|_k^2,
\]

(3.3)

where

\[
E_\kappa(T) := \|\eta\|_4^2 + |\tilde{a}^{3\alpha} \tilde{\Lambda}^4 \kappa \eta \overline{\Lambda}_0|_0^2 + \sum_{k=0}^4 \left( \left\| \partial_t^{4-k} v \right\|^2_k + \left\| \partial_t^{4-k} b \right\|^2_k + \left\| \partial_t^{4-k} q \right\|^2_k \right),
\]

(3.4)

\[
H_\kappa(T) := \int_0^T \int_\Omega \left\| \partial_t^5 b \right\|^2 \, dy \, dt + \left\| \partial_t^4 b \right\|^2_1,
\]

(3.5)

\[
W_\kappa(T) := \left\| \partial_t^5 q \right\|^2_0 + \left\| \partial_t^4 q \right\|^2_1
\]

(3.6)

denote the energy functional of fluid, higher order heat equation of $b$, and wave equation of $q$, respectively.
Lemma 4.2. The a priori assumptions can be easily justified once the energy bounds are established. For simplicity, we omit the suffices to bound the same norm of \( \partial_t \psi, \eta \), \( \partial_t \eta \).

Proposition 3.1 There exists some \( T > 0 \) independent of \( \kappa \), such that the energy functional \( E_\kappa \) satisfies

\[
\sup_{0 \leq t \leq T} E_\kappa(t) \leq P(\|v_0\|_4, \|b_0\|_3, \|q_0\|_4, \|\rho_0\|_4),
\]

provided the following assumptions hold for all \( t \in [0, T] \)

\[-\partial_3 Q(t) \geq c_0/2 \text{ on } \Gamma, \]

\[\|\tilde{J}(t) - 1\|_3 + \|Id - \tilde{a}(t)\|_3 \leq \epsilon \text{ in } \Omega.\]

Remark The a priori assumptions can be easily justified once the energy bounds are established by using \( \tilde{a}(T) - Id = \int_0^T \partial_t \tilde{a} = \int_0^T \tilde{a} : \partial_t \partial_t \eta \text{ : } \tilde{a} \text{ dt and the smallness of } T. \) See Lemma 4.2.

In Sect. 4, we will prove the local well-posedness of (3.1) in an \( \kappa \)-dependent time interval \([0, T_\kappa]\). Therefore, the uniform-in-\( \kappa \) a priori estimate guarantees that the solution \((\eta(\kappa), v(\kappa), b(\kappa), q(\kappa))\) to (3.1) converges to the solution to the original system as \( \kappa \to 0 \), i.e., local existence of the solution to free-boundary compressible resistive MHD system is established. For simplicity, we omit the \( \kappa \) and only write \((\eta, v, b, q)\) in this manuscript.

3.1 Estimates of the correction term

First we bound the flow map and the correction term together with their smoothed version by the quantities in \( E_\kappa \). The following estimates will be repeatedly use in this section.

Lemma 3.2 We have the following estimates for \((v, \psi, \eta)\) in (3.1).

\[
\|\tilde{\eta}\|_4 \lesssim \|\eta\|_4, \quad (3.10)
\]

\[
\|\psi\|_4 \lesssim P(\|\eta\|_4, \|v\|_3), \quad (3.11)
\]

\[
\|\partial_t \psi\|_4 \lesssim P(\|\eta\|_4, \|v\|_4, \|\partial_t v\|_3), \quad (3.12)
\]

\[
\|\partial_t^2 \psi\|_3 \lesssim P(\|\eta\|_4, \|v\|_4, \|\partial_t v\|_3, \|\partial_t^2 v\|_2), \quad (3.13)
\]

\[
\|\partial_t^3 \psi\|_2 \lesssim P(\|\eta\|_4, \|v\|_4, \|\partial_t v\|_3, \|\partial_t^2 v\|_2, \|\partial_t^3 v\|_1), \quad (3.14)
\]

\[
\|\partial_t^4 \psi\|_1 \lesssim P(\|\eta\|_4, \|v\|_4, \|\partial_t v\|_3, \|\partial_t^2 v\|_2, \|\partial_t^3 v\|_1, \|\partial_t^4 v\|_0). \quad (3.15)
\]

and

\[
\|\partial_t \tilde{\eta}\|_4 \lesssim \|\partial_t \eta\|_4 \lesssim P(\|\eta\|_4, \|v\|_4), \quad (3.16)
\]

\[
\|\partial_t^2 \tilde{\eta}\|_3 \lesssim \|\partial_t^2 \eta\|_3 \lesssim P(\|\eta\|_4, \|v\|_4, \|\partial_t v\|_3), \quad (3.17)
\]

\[
\|\partial_t^3 \tilde{\eta}\|_2 \lesssim \|\partial_t^3 \eta\|_2 \lesssim P(\|\eta\|_4, \|v\|_4, \|\partial_t v\|_3, \|\partial_t^2 v\|_2), \quad (3.18)
\]

\[
\|\partial_t^4 \tilde{\eta}\|_1 \lesssim \|\partial_t^4 \eta\|_1 \lesssim P(\|\eta\|_4, \|v\|_4, \|\partial_t v\|_3, \|\partial_t^2 v\|_2, \|\partial_t^3 v\|_1), \quad (3.19)
\]

\[
\|\partial_t^5 \tilde{\eta}\|_0 \lesssim \|\partial_t^5 \eta\|_0 \lesssim P(\|\eta\|_4, \|v\|_4, \|\partial_t v\|_3, \|\partial_t^2 v\|_2, \|\partial_t^3 v\|_1, \|\partial_t^4 v\|_0). \quad (3.20)
\]

Proof First, (3.10) follow from (2.3), i.e., \( \tilde{\eta}\|_4 = \|A_\kappa^1 \partial_t \eta\|_4 \lesssim \|\eta\|_4 \). To bound \( \partial_t^k \tilde{\eta} \), it suffices to bound the same norm of \( \partial_t^{k+1} \eta \) and then apply (2.3) again. From the first equation of (3.1), one has \( \partial_t^{k+1} \eta = \partial_t^k \psi + \partial_t^k \eta \), so the estimates (3.16)–(3.19) directly follow from (3.11)–(3.14).
Commuting time derivatives through (3.2), we get the equations for $\partial^k_t \psi$ ($k = 0, 1, 2, 3, 4$):

$$
\begin{align*}
\Delta \partial^k_t \psi &= 0 & \text{in } \Omega, \\
\partial^k_t \psi &= \Delta^{-1} \mathbb{P} \neq 0 \partial^k_t \left( \overline{\Delta} \eta \beta \vec{a}^{i^j} \vec{d}_i \Lambda^2 \nu - \overline{\Delta} \Lambda^2 \eta \beta \vec{a}^{i^j} \vec{d}_i \nu \right) & \text{on } \Gamma.
\end{align*}
$$

(3.21)

By the standard elliptic estimates and Sobolev trace lemma, we can get

$$
\| \psi \|_4 \lesssim \| \Delta^{-1} \mathbb{P} \neq 0 \left( \overline{\Delta} \eta \beta \vec{a}^{i^j} \vec{d}_i \Lambda^2 \nu - \overline{\Delta} \Lambda^2 \eta \beta \vec{a}^{i^j} \vec{d}_i \nu \right) \|_{3.5}
\lesssim \left\| \overline{\Delta} \eta \beta \vec{a}^{i^j} \vec{d}_i \Lambda^2 \nu - \overline{\Delta} \Lambda^2 \eta \beta \vec{a}^{i^j} \vec{d}_i \nu \right\|_2
\lesssim P(\| \psi \|_4, \| \nu \|_3).
$$

(3.22)

Similarly one has

$$
\| \partial_t \psi \|_4 \lesssim P(\| \partial_t \psi \|_4, \| \nu \|_4, \| \partial_t \nu \|_3),
\| \partial_t^2 \psi \|_3 \lesssim P(\| \partial_t \psi \|_4, \| \nu \|_4, \| \partial_t \nu \|_3, \| \partial_t^2 \nu \|_2).
$$

(3.23) (3.24)

When $k = 3$, it just needs more rigorous discussion.

$$
\| \partial^3_t \psi \|_2 \lesssim \left| \Delta^{-1} \partial^3_t \mathbb{P} \left( \overline{\Delta} \eta \beta \vec{a}^{i^j} \vec{d}_i \Lambda^2 \nu - \overline{\Delta} \Lambda^2 \eta \beta \vec{a}^{i^j} \vec{d}_i \nu \right) \right|_{1.5}
\lesssim \left| \mathbb{P} \partial^3_t \left( \overline{\Delta} \eta \beta \vec{a}^{i^j} \vec{d}_i \Lambda^2 \nu - \overline{\Delta} \Lambda^2 \eta \beta \vec{a}^{i^j} \vec{d}_i \nu \right) \right|_{-0.5}
$$

(3.25)

where in the last step we apply the Bernstein’s inequality.

Combining with $\partial^k_t \psi + \partial^k_t \eta = \partial^k_t \nu + \partial^k_t \psi$, (3.16), (3.17) and (3.18) directly follows from (3.23) and (3.24), respectively. When $k = 3$, one has to be cautious because the leading order term in (3.25) is of the form $(\partial^3_t \Delta \eta) \vec{a}^{i^j} \vec{d}_i \nu$ which can only be bounded in $L^2(\Omega)$ by the quantites in $E_\kappa$ and thus loses control on the boundary. To control these terms on the boundary, we have to use the fact that $\dot{H}^{0.5}(\mathbb{T}^2) = (\dot{H}^{0.5}(\mathbb{T}^2))^*$.

First we separate them from other lower order terms which has $L^2(\Gamma)$ control.

$$
\mathbb{P} \partial^3_t \left( \overline{\Delta} \eta \beta \vec{a}^{i^j} \vec{d}_i \Lambda^2 \nu - \overline{\Delta} \Lambda^2 \eta \beta \vec{a}^{i^j} \vec{d}_i \nu \right)
= \mathbb{P} \left( \partial^3_t \overline{\Delta} \eta \beta \vec{a}^{i^j} \vec{d}_i \Lambda^2 \nu - \partial^3_t \overline{\Delta} \Lambda^2 \eta \beta \vec{a}^{i^j} \vec{d}_i \nu + \overline{\Delta} \eta \beta \vec{a}^{i^j} \vec{d}_i \partial^3_t \Lambda^2 \nu - \overline{\Delta} \Lambda^2 \eta \beta \vec{a}^{i^j} \vec{d}_i \partial^3_t \nu \right) + \mathbb{P} Y.
$$

(3.26)

leading order terms=X

The control of $Y$ is straightforward by using Sobolev trace lemma and (3.16), (3.17),

$$
|\mathbb{P} Y|_{-0.5} \leq |\mathbb{P} Y|_0 \lesssim \| \nu \|_{0.5}
\lesssim P(\| \partial^2_t \eta \|_{2.5}, \| \partial_t \eta \|_{3.5}, \| \partial^2_t \vec{a} \|_{1.5}, \| \partial_t \vec{a} \|_{1.5}, \| \partial_t \nu \|_{3.5}, \| \partial^2_t \nu \|_2).
$$

(3.27)

As for the $|\mathbb{P} X|_{-0.5}$ term, we first use the Bernstein inequality to get $|\mathbb{P} X|_{-0.5} \approx |X|_{-0.5}$. Then the duality between $\dot{H}^{-0.5}$ and $\dot{H}^{0.5}$ yields that for any test function $\phi \in \dot{H}^{0.5}(\mathbb{T}^2)$
with $|\phi|_{H^{0.5}} \leq 1$, one has

$$
\langle \Delta \eta \bar{a}^{\dot{i}\beta} \partial_{\dot{i}} \partial_{\eta} \Lambda_{\dot{i}}^{2} v, \phi \rangle = \langle \partial_{\dot{i}}^{3} \partial_{\eta} \Lambda_{\dot{i}}^{2} v, \Delta \eta \bar{a}^{\dot{i}\beta} \phi \rangle = \langle \partial_{\dot{i}}^{3} \partial_{\eta} \Lambda_{\dot{i}}^{2} v, \partial_{\dot{i}}^{3} (\Delta \eta \bar{a}^{\dot{i}\beta} \phi) \rangle
\lesssim |\partial_{\dot{i}}^{3} \Lambda_{\dot{i}}^{2} v|_{H^{0.5}} |\Delta \eta \bar{a} \phi|_{H^{0.5}}
\lesssim \|\partial_{\dot{i}}^{3} v\|_{1} (||\eta||_{4,4} \|\partial_{\dot{i}}^{2} v\|_{L^{\infty}} + |\Delta \eta \bar{a}|_{H^{0.5}} |\eta|_{4,4,4} |\phi|_{L^{4}})
\lesssim \|\partial_{\dot{i}}^{3} v\|_{1} (||\eta||_{4,4} \|\partial_{\dot{i}}^{2} v\|_{L^{\infty}}) |\phi|_{H^{0.5}}.
$$

(3.28)

Here we integrate 1/2-order tangential derivative on $\Gamma$ by part in the second step, and then apply trace lemma to control $|\partial_{\dot{i}}^{3} \Lambda_{\dot{i}}^{2} v|_{H^{0.5}}$ and Kato–Ponce product estimate to bound $|\Delta \eta \bar{a} \phi|_{H^{0.5}}$. Taking supremum over all $\phi \in H^{0.5}(\mathbb{T}^{2})$ with $|\phi|_{H^{0.5}} \leq 1$, we have by the definition of $H^{0.5}$-norm that

$$
|\Delta \eta \bar{a}^{\dot{i}\beta} \partial_{\dot{i}}^{3} \partial_{\eta} \Lambda_{\dot{i}}^{2} v|_{H^{0.5}} \lesssim P (||\eta||_{4,4}, \|\partial_{\dot{i}}^{3} v\|_{1}).
$$

(3.29)

Similarly as above, we have

$$
|\Delta \Lambda_{\dot{i}}^{2} \eta \bar{a}^{\dot{i}\beta} \partial_{\dot{i}}^{3} \partial_{\eta} \Lambda_{\dot{i}}^{2} v|_{H^{0.5}} \lesssim P (||\eta||_{4,4}, \|\partial_{\dot{i}}^{3} v\|_{1}.
$$

(3.30)

$$
|\partial_{\dot{i}}^{3} \Delta \Lambda_{\dot{i}}^{2} \eta \bar{a}^{\dot{i}\beta} \partial_{\dot{i}} \Lambda_{\dot{i}}^{2} v - \partial_{\dot{i}}^{3} \Delta \Lambda_{\dot{i}}^{2} \eta \bar{a}^{\dot{i}\beta} \partial_{\dot{i}} \Lambda_{\dot{i}}^{2} v|_{H^{-0.5}} \lesssim P (||\partial_{\dot{i}}^{3} \eta||_{2,4}, \|\eta||_{4,4,4}, \|v||_{3}.
$$

(3.31)

Combining (3.25)–(3.31) and the bound (3.18) for $\partial_{\dot{i}}^{3} \eta$, we get

$$
\|\partial_{\dot{i}}^{3} \psi\|_{2} \lesssim P (||\eta||_{4,4}, \|v||_{4}, \|\partial_{\dot{i}} v\|_{3,4}, \|\partial_{\dot{i}}^{2} v\|_{2,4}, \|\partial_{\dot{i}}^{4} v\|_{1}).
$$

which is exactly (3.14). Hence, (3.19) directly follows from (3.14) and $\partial_{\dot{i}}^{4} \eta = \partial_{\dot{i}}^{3} (v + \psi)$.

Similar estimates hold for $\partial_{\dot{i}}^{4} \psi$. First we have

$$
\begin{cases}
\Delta \partial_{\dot{i}}^{4} \psi = 0 & \text{in } \Omega,
\partial_{\dot{i}}^{4} \psi = \Delta^{-1} \mathbb{P} \partial_{\dot{i}}^{4} (\Delta \eta \bar{a}^{\dot{i}\beta} \partial_{\dot{i}} \Lambda_{\dot{i}}^{2} v - \Delta \Lambda_{\dot{i}}^{2} \eta \bar{a}^{\dot{i}\beta} \partial_{\dot{i}} v) & \text{on } \Gamma.
\end{cases}
$$

(3.32)

Using Lemma 2.1 for harmonic functions, we know

$$
\|\partial_{\dot{i}}^{4} \psi\|_{1} \lesssim |\partial_{\dot{i}}^{4} \psi|_{0.5} = \left|\Delta^{-1} \mathbb{P} \neq 0 \partial_{\dot{i}}^{4} (\Delta \eta \bar{a}^{\dot{i}\beta} \partial_{\dot{i}} \Lambda_{\dot{i}}^{2} v - \Delta \Lambda_{\dot{i}}^{2} \eta \bar{a}^{\dot{i}\beta} \partial_{\dot{i}} v)\right|_{0.5}
\lesssim |\mathbb{P} \neq 0 \partial_{\dot{i}}^{4} (\Delta \eta \bar{a}^{\dot{i}\beta} \partial_{\dot{i}} \Lambda_{\dot{i}}^{2} v - \Delta \Lambda_{\dot{i}}^{2} \eta \bar{a}^{\dot{i}\beta} \partial_{\dot{i}} v)|_{H^{-1.5}}
\lesssim |\mathbb{P} \neq 0 \partial_{\dot{i}}^{4} (\Delta \eta \bar{a}^{\dot{i}\beta} \partial_{\dot{i}} \Lambda_{\dot{i}}^{2} v - \Delta \Lambda_{\dot{i}}^{2} \eta \bar{a}^{\dot{i}\beta} \partial_{\dot{i}} v)|_{H^{-0.5}}.
$$

The most difficult terms appear when $\partial_{\dot{i}}^{4}$ falls on $\Delta \eta$ or $\bar{a} \partial_{\dot{i}} v$. We only show how to control $|\Delta \eta \bar{a}^{\dot{i}\beta} \partial_{\dot{i}} v|_{H^{0.5}}$ and the rest follows in the same way. Given any test function $\phi \in \dot{H}^{0.5}(\mathbb{T}^{2})$ with $|\phi|_{H^{0.5}} \leq 1$, we consider

$$
\left|\langle \Delta \Lambda_{\dot{i}}^{2} \eta \bar{a}^{\dot{i}\beta} \partial_{\dot{i}} \Lambda_{\dot{i}}^{2} v, \phi \rangle\right| = \left|\langle \partial_{\dot{i}}^{4} v, \Delta \Lambda_{\dot{i}}^{2} \eta \bar{a}^{\dot{i}\beta} \phi \rangle\right| = \left|\langle \partial_{\dot{i}}^{0.5} \partial_{\dot{i}}^{4} v, \partial_{\dot{i}}^{0.5} (\Delta \Lambda_{\dot{i}}^{2} \eta \bar{a}^{\dot{i}\beta} \phi)\rangle\right|
\lesssim |\partial_{\dot{i}}^{4} v|_{H^{0.5}} |\Delta \Lambda_{\dot{i}}^{2} \eta \bar{a}^{\dot{i}\beta} \phi|_{H^{0.5}}
\lesssim (||\partial_{\dot{i}}^{4} v||_{1} ||\eta||_{2,4}) |\phi|_{H^{0.5}}.
$$

Taking supremum over all $\phi \in \dot{H}^{0.5}(\mathbb{T}^{2})$ with $|\phi|_{H^{0.5}} \leq 1$, we obtain

$$
|\Delta \Lambda_{\dot{i}}^{2} \eta \bar{a}^{\dot{i}\beta} \partial_{\dot{i}} \Lambda_{\dot{i}}^{2} v|_{H^{-0.5}} \lesssim ||\partial_{\dot{i}}^{4} v||_{1} ||\eta||_{2,4}.
$$

and thus gives the bound for $||\partial_{\dot{i}}^{4} \psi||_{1}$. The estimates of $\partial_{\dot{i}}^{5} \eta$, $\partial_{\dot{i}}^{5} J$ follows directly from $\partial_{\dot{i}}^{5} \eta = \partial_{\dot{i}}^{4} v + \partial_{\dot{i}}^{4} \psi$ and $J = \det[\partial_{\dot{i}} \eta]$.
3.2 Estimates of the magnetic field

For ideal MHD, the magnetic field can be written as \( b = J^{-1}(b_o \cdot \partial) \eta \), which should be controlled together with the same derivatives of \( u = \partial \eta \), and higher order terms are expected to vanish due to subtle cancellation. But for resistive MHD, the magnetic diffusion, together with the boundary condition \( b = 0 \), allows us to control the higher order term \( \Delta \eta \) \( b \) directly, and \( (b \cdot \nabla) b \) (Lorentz force) with the help of Christodoulou–Lindblad elliptic estimates Lemma 2.5.

3.2.1 Control of \( \partial_t^k b \) when \( k \leq 2 \)

First we estimate \( \| \partial_t^k b \|_k \). Notice that, when \( k \geq 1 \), we have

\[
\partial_t^{k-1} \partial_\alpha \partial_t^{4-k} b = \partial_t^{k-1} (\partial_\alpha \partial_\mu \partial_t^{4-k} b) + \partial_t^{k-1} ((\partial_\alpha \partial_\mu \partial_t^{4-k} b),
\]

which gives

\[
\| \partial_t^{4-k} b \|_k^2 \lesssim \| \nabla_\alpha \partial_t^{4-k} b \|_k^2 + \| \nabla_\alpha \partial_t^{3-k} b \|_k^2 \|
\]

Here the \( \epsilon \)-term can be absorbed into the LHS. When \( k = 1, 2 \), \( \| \nabla_\alpha \partial_t^{4-k} b \|_k < \| \nabla_\alpha (\partial_t^{4-k} b) \|_k \), which motivates us to use Christodoulou–Lindblad elliptic estimates Lemma 2.5.

Applying Lemma 2.5 to \( b \), we have

\[
\| b \|_4 \approx \| b \|_3 \lesssim P(\| \eta \|_3)(\| \Delta \eta b \|_2 + \| \eta b \|_3 \| b \|_3) \tag{3.33}
\]

Invoking the heat equation \( \Delta \eta b = \partial_t b - (b \cdot \nabla) b + b \partial \partial \eta \), we have

\[
\| b \|_4 \lesssim P(\| \eta \|_3) (\| \partial_t b \|_2 + \| (b \cdot \nabla) b \|_2 + \| b \partial \partial \eta \|_2 + \| \eta b \|_3 \| b \|_3)
\]

\[
\lesssim P(\| \eta \|_3) P(\| \partial_t b \|_2, \| b \|_2, \| u \|_3) + P(\| \eta \|_3) \| \eta b \|_3 \| b \|_3 \tag{3.34}
\]

The first term \( P(\| \eta \|_3) P(\| \partial_t b \|_2, \| b \|_2, \| u \|_3) \) can be directly controlled by \( \mathcal{P}_0 + \int_0^T \mathcal{P}(E_\kappa(t)) dt \). For the second term, we notice that \( \| \eta \|_3 \lesssim \| \eta \|_0 + \| \eta b \|_3 \), and \( \| \eta \|_3 \|_0 = \delta_{i\alpha} b_i \partial_\alpha \eta \|_0 = 0 \), so \( \| \eta \|_3 \lesssim 1 + \int_0^T \| \partial_t \eta \|_3 dt \). Plugging this into the second term \( P(\| \eta \|_3) P(\| \eta b \|_3, \| b \|_3, \| u \|_3) \), we know

\[
\| \partial_t \eta \|_3 + \| \partial_\alpha \eta \|_2 \| b \|_3 \lesssim P(\| \eta \|_3) \| b \|_3 \| \partial_t \eta \|_3 dt + P(\| \eta \|_3) \| b \|_3 \| \partial_\alpha \eta \|_2 dt
\]

\[
\lesssim \mathcal{P}_0 + P(E_\kappa(t)) \int_0^T P(E_\kappa(t)) dt.
\]

Therefore, (3.34) becomes

\[
\| b \|_4 \lesssim \mathcal{P}_0 + P(E_\kappa(t)) \int_0^T P(E_\kappa(t)) dt \tag{3.35}
\]

Since \( \partial_t \) is tangential on \( \Gamma \), \( \partial_t b \) also vanishes on the boundary. Applying elliptic estimates as in (3.33), we get

\[
\| \partial_t b \|_3 \approx \| \nabla_\alpha \partial_t b \|_2 \lesssim P(\| \eta \|_3) (\| \Delta \eta b \|_1 + \| \eta b \|_2 \| \partial_t b \|_2) \tag{3.36}
\]

\[
\| \partial_t^2 b \|_2 \approx \| \nabla_\alpha \partial_t^2 b \|_1 \lesssim P(\| \eta \|_3) (\| \Delta \eta b \|_2 + \| \eta b \|_3 \| \partial_t b \|_1) \tag{3.37}
\]
Taking time derivatives in the heat equation of \( b \), we have
\[
\Delta_{\tilde{a}} \partial_t^4 b = \partial_t^{k+1} b - \partial_t^k \left((b \cdot \nabla_{\tilde{a}}) v - b \text{div}_{\tilde{a}} v\right),
\]
of which the RHS is of one less derivative than LHS. Therefore, we are able to control \( \| \partial_t b \|_3, \| \partial_t^2 b \|_2 \) in the same way as (3.35):
\[
\| \partial_t b \|_3 + \| \partial_t^2 b \|_2 \lesssim P_0 + P(E_\kappa(t)) \int_0^T P(E_\kappa(t)) \, dt \quad (3.38)
\]

### 3.2.2 Control of \( \partial_t^3 b \): heat equation

Note that \( \| \partial_t^3 b \|_1 \approx \| \nabla_{\tilde{a}} \partial_t^3 b \|_0 \) is a part of the energy of 3-rd order time-differentiated heat equation
\[
\partial_t^3 b - \Delta_{\tilde{a}} \partial_t^3 b = \partial_t^3 \left((b \cdot \nabla_{\tilde{a}}) v - b \text{div}_{\tilde{a}} v\right) + [\partial_t^3, \Delta_{\tilde{a}}] b,
\]
of which the RHS only contain terms with \( \leq 4 \) derivatives.

Taking \( L^2 \) inner product with \( \tilde{J} \partial_t^4 b \), integrating in \( y \in \Omega \) and \( t \in [0, T] \), and then integrating by parts, one has
\[
LHS = \int_0^T \int_{\Omega} \tilde{J} \left| \partial_t^4 b \right|^2 \, dy \, dt - \int_0^T \int_{\Omega} \tilde{J} \partial_t^4 b \cdot \tilde{J} \Delta_{\tilde{a}} \partial_t^3 b \, dy \, dt
\]
\[
= \int_0^T \int_{\Omega} \tilde{J} \left| \partial_t^4 b \right|^2 \, dy \, dt + \int_0^T \int_{\Omega} \tilde{J} \nabla_{\tilde{a}} \partial_t^4 b \cdot \nabla_{\tilde{a}} \partial_t^3 b \, dy \, dt
\]
\[
= \int_0^T \int_{\Omega} \tilde{J} \left| \partial_t^4 b \right|^2 \, dy \, dt + \frac{1}{2} \int_0^T \tilde{J} \left| \nabla_{\tilde{a}} \partial_t^3 b \right|^2 \, dy \bigg|_0^T
\]
\[- \frac{1}{2} \int_0^T \int_{\Omega} \partial_t \tilde{J} \left| \nabla_{\tilde{a}} \partial_t^3 b \right|^2 \, dy \, dt + \int_0^T \int_{\Omega} \tilde{J} \left[ \nabla_{\tilde{a}}, \partial_t \right] \partial_t^3 b \cdot \nabla_{\tilde{a}} \partial_t^3 b \, dy \, dt
\]
\[
RHS = \int_0^T \int_{\Omega} \partial_t^4 b \cdot \left( \partial_t^3 \left((b \cdot \nabla_{\tilde{a}}) v - b \text{div}_{\tilde{a}} v\right) + [\partial_t^3, \Delta_{\tilde{a}}] b \right) \, dy \, dt
\]

Therefore, one has
\[
\int_0^T \int_{\Omega} \tilde{J} \left| \partial_t^4 b \right|^2 \, dy \, dt + \frac{1}{2} \int_0^T \tilde{J} \left| \nabla_{\tilde{a}} \partial_t^3 b(T) \right|^2 \, dy
\]
\[
= \frac{1}{2} \int_{\Omega} \tilde{J} \left| \nabla_{\tilde{a}} \partial_t^3 b(0) \right|^2 \, dy + \frac{1}{2} \int_0^T \int_{\Omega} \partial_t \tilde{J} \left| \nabla_{\tilde{a}} \partial_t^3 b \right|^2 \, dy \, dt
\]
\[- \int_0^T \int_{\Omega} \tilde{J} \left[ \nabla_{\tilde{a}}, \partial_t \right] \partial_t^3 b \cdot \nabla_{\tilde{a}} \partial_t^3 b \, dy \, dt
\]
\[
+ \int_0^T \int_{\Omega} \partial_t^4 b \cdot \left( \partial_t^3 \left((b \cdot \nabla_{\tilde{a}}) v - b \text{div}_{\tilde{a}} v\right) + [\partial_t^3, \Delta_{\tilde{a}}] b \right) \, dy \, dt
\]
\[
\lesssim P_0 + \int_0^T P(E_\kappa(t)) \, dt,
\]
which gives the \( H^1 \) control of \( \partial_t^3 b \).

### 3.2.3 Control of \( \partial_t^4 b \): higher order estimates needed

There are two ways to control \( \| \partial_t^4 b \|_0 \). One way is to use Poincaré’s inequality
\[
\| \partial_t^4 b \|_0 \lesssim \| \partial_t^4 b \|_1 \approx \| \nabla_{\tilde{a}} \partial_t^4 b \|_0 \quad (3.40)
\]
due to $\partial^4_t b|_{\Gamma} = 0$ Another way is direct computation

$$\frac{1}{2} \| \partial^4_t b \|_0^2 = \frac{1}{2} \| \partial^4_t b(0) \|_0^2 + \int_0^T \| \partial^4_t b \|_0^2 \, dt \leq P_0 + \| \partial^4_t b \|_{L_t^2 L_x^2} \| \partial^4_t b \|_{L_t^2 L_x^2}$$

(3.41)

\begin{align*}
&\leq P_0 + \epsilon \int_0^T \int_\Omega | \partial^5 b |^2 \, dy \, dt + \frac{1}{4\epsilon} \int_0^T \int_\Omega | \partial^4_t b |^2 \, dy \, dt \\
&\leq \epsilon \int_0^T \int_\Omega | \partial^5 b |^2 \, dy \, dt + P_0 + \int_0^T P(E_t(k)) \, dt.
\end{align*}

From (3.40) and (3.41), we find that either $\| \nabla_\alpha \partial^4_t b \|_0^2$ or $\| \partial^5_t b \|_{L_t^2 L_x^2}$ is required to control $\| \partial^4_t b \|_0^2$. On the other hand, we notice that these two terms exactly come from the energy functional of 4-th time-differentiated heat equation of $b$:

$$\partial^5_t b - \Delta_\bar{\alpha} \partial^4_t b = \left[ \partial^4_t, \Delta_\bar{\alpha} \right] b + \partial^4_t ((b \cdot \nabla_\alpha) v - b \div_\alpha v).$$

The energy estimate cannot be controlled in the same way as in Sect. 3.2.2 because the RHS of this heat equation contains 5-th order derivatives. Instead, we will seek for a common control of $b$ and $p$ via the heat equation and wave equation. This part will be postponed to Sect. 3.4.

### 3.2.4 Estimates of Lorentz force

Later on we will see both the estimates of $u$ and common control of higher order heat and wave equations require the control of 5-th derivatives of magnetic field, all of which are actually 4-th space-time derivatives of Lorentz force $(b \cdot \nabla_\alpha) b$. Notice that $b = 0$ on the boundary implies $(b \cdot \nabla_\alpha) b$ also vanishes on $\Gamma$. Therefore, we can apply the elliptic estimate Lemma 2.5 to $(b \cdot \nabla_\alpha) b$.

We start with $\| (b \cdot \nabla_\alpha) b \|_4$. Similarly as in (3.33), we have

$$\| (b \cdot \nabla_\alpha) b \|_4 \approx \| \nabla_\alpha ((b \cdot \nabla_\alpha) b) \|_3 \lesssim P(\| \nabla_\bar{\alpha} \|_3) (\| \Delta_\bar{\alpha} ((b \cdot \nabla_\alpha) b) \|_2 + \| \nabla_\bar{\alpha} \|_3 (b \cdot \nabla_\alpha) b) \|_3$$

(3.42)

The second term $P(\| \nabla_\bar{\alpha} \|_3) || \nabla_\bar{\alpha} ||_3 || (b \cdot \nabla_\alpha) b \|_3$ can again be controlled by $P_0 + P(E_t(k)) \int_0^T P(E_t(k)) \, dt$ by writing $|| \nabla_\bar{\alpha} ||_3 \lesssim 1 + \int_0^T \| \partial_t \nabla_\bar{\alpha} \|_3$ as in (3.35). For the first term, we invoke the heat equation of $b$ to get

$$\Delta_\bar{\alpha} ((b \cdot \nabla_\alpha) b) = (b \cdot \nabla_\alpha) (\Delta_\bar{\alpha} b) + [\Delta_\bar{\alpha}, b \cdot \nabla_\alpha] b$$

$$= (b \cdot \nabla_\alpha) (\partial_t b - (b \cdot \nabla_\alpha) v + b \div_\alpha v) + [\Delta_\bar{\alpha}, b \cdot \nabla_\alpha] b,$$

of which the RHS only contains terms with $\leq 2$ derivatives. So we have

$$\| \Delta_\bar{\alpha} ((b \cdot \nabla_\alpha) b) \|_2 \lesssim P(E_t(T)),$$

and thus

$$\| (b \cdot \nabla_\alpha) b \|_4 \lesssim P(E_t(T)) + P_0 + P(E_t(T)) \int_0^T P(E_t(T)) \, dt.$$
When \( k = 1, 2 \), \( \partial_t^k ((b \cdot \nabla \tilde{a}) b) \) can be controlled in the same way as (3.36), (3.37) and (3.38):

\[
\begin{align*}
\| \partial_t ((b \cdot \nabla \tilde{a}) b) \|_3 &+ \| \partial_t^2 ((b \cdot \nabla \tilde{a}) b) \|_2 \\
\lesssim & \ P(\| \tilde{\eta} \|_2) \left( \| \Delta \tilde{a} \partial_t ((b \cdot \nabla \tilde{a}) b) \|_1 + \| \Delta \tilde{a} \partial_t^2 ((b \cdot \nabla \tilde{a}) b) \|_0 \right) \\
&+ \ P(\| \tilde{\eta} \|_2) \| \tilde{\eta} \|_2 \left( \| \partial_t ((b \cdot \nabla \tilde{a}) b) \|_2 + \| \partial_t^2 ((b \cdot \nabla \tilde{a}) b) \|_1 \right) \\
\lesssim & \ P(\| \tilde{\eta} \|_2) \left( \| \partial_t ((b \cdot \nabla \tilde{a}) \Delta \tilde{a} b) \|_1 + \| \Delta \tilde{a} \partial_t ((b \cdot \nabla \tilde{a}) b) \|_1 \\
&+ \| \partial_t^2 ((b \cdot \nabla \tilde{a}) \Delta \tilde{a} b) \|_0 + \| \Delta \tilde{a} \partial_t^2 ((b \cdot \nabla \tilde{a}) b) \|_0 \right) \\
&+ \mathcal{P}_0 + \ P(E_k(T)) \int_0^T P(E_k(t)) \, dt \\
\lesssim & \ P(E_k(T)) + \mathcal{P}_0 + \ P(E_k(T)) \int_0^T P(E_k(t)) \, dt.
\end{align*}
\]

When \( k = 3 \), we have \( \partial_t (\partial_t^3 (b \cdot \nabla \tilde{a}) b) = (b \cdot \nabla \tilde{a}) \partial_t^3 b + [\partial_t^3, b \cdot \nabla \tilde{a}] b \), where the commutator only contains the terms of \( \leq 4 \)-th order derivative, so

\[
\begin{align*}
\| \partial_t^3 (b \cdot \nabla \tilde{a}) b \|_1 &\lesssim \| (b \cdot \nabla \tilde{a}) \partial_t^3 b \|_0 + \| [\partial_t^3, b \cdot \nabla \tilde{a}] b \|_0 \\
&\lesssim \| b \|_2 \| \nabla \tilde{a} \partial_t^3 b \|_1 + \ P(E_k(T))
\end{align*}
\]

Then by elliptic estimates Lemma 2.5 and the heat equation,

\[
\begin{align*}
\| \nabla \tilde{a} \partial_t^3 b \|_1 &\lesssim P(\| \tilde{\eta} \|_2) \left( \| \Delta \tilde{a} \partial_t^3 b \|_0 + \| \tilde{\eta} \|_2 \| \partial_t^3 b \|_1 \right) \\
&\lesssim P(\| \tilde{\eta} \|_2) \left( \| \partial_t^3 b \|_0 + \| \nabla \tilde{a} (b \cdot \nabla \tilde{a}) \|_0 + \| [\Delta \tilde{a}, \partial_t^3] b \|_0 \right) + \ P(E_k(T)) \\
&\lesssim P(E_k(T))
\end{align*}
\]

Similarly, for \( k = 4 \), we have \( \partial_t^4 ((b \cdot \nabla \tilde{a}) b) = (b \cdot \nabla \tilde{a}) \partial_t^4 b + [\partial_t^4, b \cdot \nabla \tilde{a}] b \), where the commutator only contains the terms of \( \leq 4 \)-th order derivative, so

\[
\begin{align*}
\| \partial_t^4 (b \cdot \nabla \tilde{a}) b \|_0 &\lesssim \| (b \cdot \nabla \tilde{a}) \partial_t^4 b \|_0 + \| [\partial_t^4, b \cdot \nabla \tilde{a}] b \|_0 \\
&\lesssim \| b \|_2 \| \nabla \tilde{a} \partial_t^4 b \|_0 + \ P(E_k(T)),
\end{align*}
\]

where the term \( \| \nabla \tilde{a} \partial_t^4 b \|_2^2 \) is exactly part of the energy functional \( H_k(T) \) of 4-th time-differentiated heat equation.

Summing up (3.43), (3.44), (3.45) and (3.46), we get the estimates of Lorentz force

\[
\sum_{k=0}^4 \| \partial_t^{4-k} ((b \cdot \nabla \tilde{a}) b) \|_k^2 \lesssim \| b \|_2^2 \| \nabla \tilde{a} \partial_t^4 b \|_0^2 + \ P(E_k(T)) + \mathcal{P}_0 + \ P(E_k(T)) \int_0^T P(E_k(T)) \, dt
\]

Therefore, we find that the estimates of Lorentz force are again reduced to the control of higher order heat equation.

### 3.3 Estimates of the velocity and the pressure

In this part we control the space-time Sobolev norm of \( v \) and \( q \). We first apply the Hodge-type div-curl decomposition (Lemma 2.4) to \( v \) (and its time derivatives). The curl part can be directly controlled by the counterpart of Lorentz force. The boundary term can be reduced to interior tangential estimates by using Sobolev trace Lemma. The divergence part together with the estimates of \( q \) can be reduced to the control of full time derivatives, which is also
part of tangential estimates. One should keep in mind that, we no longer seek for subtle cancellation to eliminate higher order terms as what was done for ideal MHD, no matter in curl or tangential estimates. Instead, those higher order terms (with 5 derivatives) can be controlled either by Lorentz force, or by the combination of heat equation and wave equation, i.e., $H_\varepsilon(T)$ and $W_\varepsilon(T)$.

First we recall Lemma 2.4: $\forall s \geq 1$ and any sufficiently regular vector field $X$, we have

$$\|X\|_s \lesssim \|X\|_0 + \|\div X\|_{s-1} + \|\curl X\|_{s-1} + \|X \cdot N\|_{s-1/2}.$$  

Let $X = v, \partial_t v, \partial^2 v, \partial^3 v$ and $s = 4, 3, 2, 1$ respectively. We have

$$\|v\|_4 \lesssim \|v\|_0 + \|\div v\|_3 + \|\curl v\|_3 + \|v \cdot N\|_{3,5},$$  

$$\|\partial_t v\|_3 \lesssim \|\partial_t v\|_0 + \|\div \partial_t v\|_2 + \|\curl \partial_t v\|_2 + \|\partial_t v \cdot N\|_{2,5},$$  

$$\|\partial^2 v\|_2 \lesssim \|\partial^2 v\|_0 + \|\div \partial^2 v\|_1 + \|\curl \partial^2 v\|_1 + \|\partial^2 v \cdot N\|_{1,5},$$  

$$\|\partial^3 v\|_1 \lesssim \|\partial^3 v\|_0 + \|\div \partial^3 v\|_0 + \|\curl \partial^3 v\|_0 + \|\partial^3 v \cdot N\|_{0,5}. \quad (3.48)$$

First, the $L^2$-norms are of lower order. The $L^2$-norm of $v$ has been controlled in the energy dissipation. While for $\|\partial_t v\|_0, \|\partial^2_t v\|_0$ and $\|\partial^3_t v\|_0$, we commute $\partial_t$ through $\rho_0 \tilde{J}^{-1} \partial_t v = (b \cdot \nabla \tilde{a})b - \nabla \tilde{a} Q$ and obtain

$$\|\partial_t v(T)\|_0 + \|\partial^2_t v(T)\|_0 + \|\partial^3_t v(T)\|_0 \lesssim \mathcal{P}_0 + \int_0^T P(E_\varepsilon(t)) \, dt \quad (3.49)$$

### 3.3.1 Boundary estimates: reduced to tangential estimates

The boundary part of div-curl decomposition can be reduced to the interior tangential estimates by invoking the normal trace Lemma 2.2

$$|\partial^3 v|_{2,5} \lesssim \|\partial^4 v\|_0 + \|\div v\|_3. \quad (3.50)$$

Similarly we have for $1 \leq k \leq 3$

$$|\partial^k v|^3_{3,5-k} \lesssim \|\partial^{4-k} \partial_t^k v\|_0 + \|\div \partial^k v\|_{3-k}. \quad (3.51)$$

### 3.3.2 Curl control: reduced to Lorentz force

By the a priori assumption (3.9), we can estimate the Lagrangian vorticity via Eulerian vorticity plus a small error, for $1 \leq k \leq 4$

$$\|\curl \partial^4-k v\|_{k-1}^2 \lesssim \|\curl \tilde{a} \partial^4-k v\|_{k-1}^2 + \varepsilon^2 \|\partial^4-v \partial^k v\|_{k}^2 \quad (3.52)$$

Taking curl$\tilde{a}$ in $\rho_0 \tilde{J}^{-1} \partial_t v = (b \cdot \nabla \tilde{a})b - \nabla \tilde{a} Q$, we have

$$\rho_0 \tilde{J}^{-1} \partial_t \curl \tilde{a} v = \curl \tilde{a} ((b \cdot \nabla \tilde{a})b) + \left[ \rho_0 \tilde{J}^{-1} \partial_t, \curl \tilde{a} \right] v, \quad (3.53)$$

where the commutator only contains first order derivative of $v, \rho, \partial_t \tilde{a}$. Taking derivative $\partial^4-k \partial^k-1$ in (3.53), we get the differentiated equation of curl$\tilde{a}$v.
\[ \rho_0 \tilde{J}^{-1} \partial_t (\partial_t^{k-1} \text{curl}_a \partial_t^{k-1} v) = \partial_t^{k-1} \text{curl} ((b \cdot \nabla a)b) + \partial_t^{k-1} \text{curl}_a \partial_t^{k-1} ((\text{curl}_a \partial_t^{k-1} v)) \]

then taking \( L^2 \)-inner product with \( \partial_t^{k-1} \text{curl}_a \partial_t^{k-1} v \), we have

\[
\frac{1}{2} \int_\Omega \rho_0 \tilde{J}^{-1} \left| \partial_t^{k-1} \text{curl}_a \partial_t^{k-1} v(T) \right|^2 \, dy - \frac{1}{2} \int_\Omega \rho_0 \tilde{J}^{-1} \left| \partial_t^{k-1} \text{curl}_a \partial_t^{k-1} v(0) \right|^2 \, dy
\]

\[
= \frac{1}{2} \int_0^T \int_\Omega \partial_t \left( \rho_0 \tilde{J}^{-1} \right) \left| \partial_t^{k-1} \text{curl}_a \partial_t^{k-1} v \right|^2 \, dy \, dt
\]

\[
+ \int_0^T \int_\Omega \rho_0 \tilde{J}^{-1} \partial_t^{k-1} \text{curl}_a \partial_t^{k-1} v \cdot \partial_t^{k-1} \text{curl}_a \partial_t^{k-1} ((b \cdot \nabla a)b) \, dy \, dt
\]

\[
+ \int_0^T \int_\Omega \rho_0 \tilde{J}^{-1} \partial_t^{k-1} \text{curl}_a \partial_t^{k-1} v \cdot F_k \, dy \, dt
\]

\[
\lesssim \epsilon T \sup_{0 \leq t \leq T} \left\| \partial_t^{k-1} ((b \cdot \nabla a)b) \right\|_k^2 + \int_0^T P(E_k(t)) \, dt.
\]

Here we used the fact that all terms in \( F_k \) are of \( \leq 4 \) derivatives, and thus can be controlled by \( P(E_k(t)) \).

### 3.3.3 Divergence control: reduction to full time derivatives

Before going into detailed proof, we briefly describe the procedure of such reduction. The second and third equations of (3.1) give us the following relations if we omit the coefficients \( \rho_0 \tilde{J}^{-1} \) and \( \frac{\mathcal{L}(q)}{\rho_0} \):

\[
\partial_t^{k-1} q \approx \nabla_a \partial_t^{k-1} q \approx -\partial_t^{k-1} v + \partial_t^{k} \left( (b \cdot \nabla a) b - \frac{1}{2} |b|^2 \right),
\]

and

\[
\partial_t^{k-1} v \xrightarrow{\text{div}} \partial_t^{k} \text{div}_a v + \text{curl} + \text{boundary} \sim \partial_t^{k-1} q + \text{curl} + \text{boundary}.
\]

Since the terms containing magnetic field \( b \) can be reduced to lower order with the help of magnetic diffusion, the procedure above allows us to control \( \text{div} v \) by \( \partial_t q \), and control \( \partial q \) by \( \partial_t v \). In other words, we are able to trade one spatial derivative by one time derivative, and finally reduce the control to the full time derivative estimates. See the following
\[
\begin{aligned}
\partial^4 q &\xrightarrow{(3.1)} \partial^3 \partial_t q \xrightarrow{\text{div}} \partial^2 \partial_t^2 q \xrightarrow{(3.1)} \partial \partial_t^3 v \xrightarrow{\text{div}} \partial_t^4 q \\
\partial^3 \partial_t q &\xrightarrow{(3.1)} \partial^2 \partial_t^2 v \xrightarrow{\text{div}} \partial \partial_t^3 q \xrightarrow{(3.1)} \partial_t^4 v.
\end{aligned}
\] (3.56)

**Step 1: Reduce \( q \) to \( \partial_t v \)**

First we investigate \( \|\partial_t^3 q\|_1 \). We take \( \partial_t^3 \) in the second equation in (3.1) to get

\[
\partial \partial_t^3 q = \partial_t^3 (\nabla_{\tilde{a}} q) + \nabla I - \tilde{a} \partial_t^3 q = -\partial_t^3 \left( \rho_0 \tilde{J}^{-1} \partial_t v \right) + \partial_t^3 \left( (b \cdot \nabla_{\tilde{a}}) b - \frac{1}{2} \nabla_{\tilde{a}} |b|^2 \right) + \nabla I - \tilde{a} \partial_t^3 q.
\]

where we have Therefore, \( \partial_t^3 q \) is estimated as

\[
\|\partial_t^3 q\|_1 \leq \epsilon \|\partial_t^3 q\|_1 + \|\partial_t^3 (\rho_0 \tilde{J}^{-1} \partial_t v)\|_0 + \|\partial_t^3 \left( (b \cdot \nabla_{\tilde{a}}) b - \frac{1}{2} \nabla_{\tilde{a}} |b|^2 \right)\|_0
\]

\[
\leq \epsilon \|\partial_t^3 q\|_1 + \|\rho_0 \tilde{J}^{-1}\|_{L^\infty} \|\partial_t^4 v\|_0 + \mathcal{P}_0 + \int_0^T \|P(E_\kappa(t))\|_0 + L.O.T.,
\] (3.57)

where \( \epsilon > 0 \) can be chosen suitably small in order for being absorbed by LHS. The \( \mathcal{P}_0 + \int_0^T \|P(E_\kappa(t))\|_0 + \) comes from the magnetic field according to Sect. 3.2.

Similarly as in the derivation of (3.57), we get the following estimates

\[
\|\partial_t^2 q\|_2 \leq \|\rho_0 \tilde{J}^{-1}\|_{L^\infty} \|\partial_t^3 v\|_1 + \mathcal{P}_0 + \int_0^T \|P(E_\kappa(t))\|_0 + L.O.T.
\] (3.58)

\[
\|\partial_t q\|_3 \leq \|\rho_0 \tilde{J}^{-1}\|_{L^\infty} \|\partial_t^2 v\|_2 + \mathcal{P}_0 + \int_0^T \|P(E_\kappa(t))\|_0 + L.O.T.
\] (3.59)

\[
\|q\|_4 \leq \|\rho_0 \tilde{J}^{-1}\|_{L^\infty} \|\partial_t v\|_3 + \mathcal{P}_0 + \int_0^T \|P(E_\kappa(t))\|_0 + L.O.T.
\] (3.60)

**Step 2: Divergence estimates of \( v \)**

The Eulerian divergence is \( \text{div}_{\tilde{a}} X = \text{div} X + (\tilde{a}^{\mu\alpha} - \delta^{\mu\alpha}) \partial_{\mu} X_\alpha \), which together with (3.9) implies

\[
\forall s > 2.5 : \|\text{div} X\|_{s-1} \lesssim \|\text{div}_{\tilde{a}} X\|_{s-1} + \|I - \tilde{a}\|_{s-1} \|X\|_s \lesssim \|\text{div}_{\tilde{a}} X\|_{s-1} + \epsilon \|X\|_s
\]

\[
\forall 1 \leq s \leq 2.5 : \|\text{div} X\|_{s-1} \lesssim \|\text{div}_{\tilde{a}} X\|_{s-1} + \|I - \tilde{a}\|_{L^\infty} \|X\|_s \lesssim \|\text{div}_{\tilde{a}} X\|_{s-1} + \epsilon \|X\|_s.
\] (3.61)

The \( \epsilon \)-terms can be absorbed by \( \|X\|_s \) on LHS by choosing \( \epsilon > 0 \) sufficiently small. So it suffices to estimate the Eulerian divergence which satisfies \( \text{div}_{\tilde{a}} v = -\frac{R'(q)}{\rho_0} \partial_t q \). Taking time derivatives in this equation, we get

\[
\text{div}_{\tilde{a}} \partial_t^k v = -\partial_t^k \left( \frac{R'(q)}{\rho_0} \partial_t q \right) - [\partial_t^k, \tilde{a}^{\mu\alpha}] \partial_{\mu} v_\alpha \approx \frac{R'(q)}{\rho_0} \partial_t^{k+1} q - [\partial_t^k, \tilde{a}^{\mu\alpha}] \partial_{\mu} v_\alpha, \quad k = 0, 1, 2, 3.
\]
Therefore, we have

$$\begin{align*}
\|\text{div}_a v\|_3 &\lesssim \|R'(q)J\|_{L^\infty} \|\partial_t q\|_3 + L.O.T. \\
\|\text{div}_a \partial_t v\|_2 &\lesssim \|R'(q)J\|_{L^\infty} \|\partial_t^2 q\|_2 + L.O.T. \\
\|\text{div}_a \partial_t^2 v\|_1 &\lesssim \|R'(q)J\|_{L^\infty} \|\partial_t^3 q\|_1 + L.O.T. \\
\|\text{div}_a \partial_t^3 v\|_0 &\lesssim \|R'(q)J\|_{L^\infty} \|\partial_t^4 q\|_0 + L.O.T.
\end{align*}$$

Combining (3.61) and (3.62), by choosing $\epsilon > 0$ in (3.61) to be suitably small, we know the divergence estimates are all be reduced to one more time derivative of $q$:

$$\begin{align*}
\|\text{div} v\|_3 &\lesssim \epsilon \|v\|_4 + \|R'(q)J\|_{L^\infty} \|\partial_t q\|_3 + L.O.T. \\
\|\text{div} \partial_t v\|_2 &\lesssim \epsilon \|v_t\|_3 + \|R'(q)J\|_{L^\infty} \|\partial_t^2 q\|_2 + L.O.T. \\
\|\text{div} \partial_t^2 v\|_1 &\lesssim \epsilon \|\partial_t^2 v\|_2 + \|R'(q)J\|_{L^\infty} \|\partial_t^3 q\|_1 + L.O.T. \\
\|\text{div} \partial_t^3 v\|_0 &\lesssim \epsilon \|\partial_t^3 v\|_1 + \|R'(q)J\|_{L^\infty} \|\partial_t^4 q\|_0 + L.O.T.
\end{align*}$$

Combining (3.57)–(3.60), (3.63)–(3.66) with the previous analysis of curl and boundary estimates, the control of $\|\partial_t^{4-k} q\|_k$ and $\|\partial_t^{4-k} v\|_0$ are reduced to $\|\partial_t^4 v\|_0$ and $\|\partial_t^4 q\|_0$ together with the tangential estimates of $v$.

### 3.3.4 Tangential space-time derivative estimates

Denote $\mathcal{D} = \partial_t$ or $\partial_t$. First we consider the case $\mathcal{D}^4 = \partial_t^4, \partial_t^3 \partial_t, \partial_t^2 \partial_t^2, \partial_t \partial_t^3$, i.e., there are at least one time derivative in the four tangential derivatives.

Direct computation gives

$$\begin{align*}
\frac{1}{2} \int_0^T \int_{\Omega} \rho_0 \partial_t^{-1} |\mathcal{D}^4 v|^2 \, dy \, dt &= \int_0^T \int_{\Omega} \mathcal{D}^4(\rho_0 \partial_t^{-1} \partial_t v) \cdot \mathcal{D}^4 v \, dy \, dt \\
&+ \frac{1}{2} \int_0^T \int_{\Omega} \partial_t \left( \rho_0 \partial_t^{-1} \right) |\mathcal{D}^4 v|^2 \, dy \, dt + \int_0^T \int_{\Omega} \left[ \mathcal{D}^4, \rho_0 \partial_t^{-1} \right] \partial_t v \cdot \mathcal{D}^4 v \, dy \, dt \\
&= - \int_0^T \int_{\Omega} \mathcal{D}^4(\nabla_\partial Q) \cdot \mathcal{D}^4 v \, dy \, dt + \int_0^T \int_{\Omega} \mathcal{D}^4 ((b \cdot \nabla_\partial b) \mathcal{D}^4 v \, dy \, dt + L_1,
\end{align*}$$

where $L_1$ can be directly bounded by $\int_0^T P(E_n(t)) \, dt$, and $L_2$ can be controlled by the Lorentz force

$$L_2 \lesssim \int_0^T \|\mathcal{D}^4 v\|_0 \|\mathcal{D}^4 ((b \cdot \nabla_\partial b)\|_0 dt \lesssim \epsilon \int_0^T \|\mathcal{D}^4 ((b \cdot \nabla_\partial b)\|_0^2 dt + \int_0^T \|\mathcal{D}^4 v\|_0^2 dt.$$

For the first term, we first commute $\mathcal{D}^4$ with $\nabla_\partial$, then integrate $\nabla_\partial$ by parts to get
\[- \int_0^T \int_\Omega \mathcal{D}^4(\nabla_\partial Q) \cdot \mathcal{D}^4 v \, dy \, dt \]
\[= - \int_0^T \int_\Omega \nabla_\partial \mathcal{D}^4 Q \cdot \mathcal{D}^4 v \, dy \, dt + \int_0^T \int_\Omega \left[ \mathcal{D}^4, \tilde{\alpha}^\mu_\alpha \right] \partial_\mu Q \cdot \mathcal{D}^4 v_\alpha \, dy \, dt \]
\[= - \int_0^T \int_\Gamma \tilde{a}^3_\partial \mathcal{D}^4 Q \mathcal{D}^4 v_\alpha \, dS \, dt + \int_0^T \int_\Omega \mathcal{D}^4 Q \mathcal{D}^4(\text{div} v) \, dy \, dt \]
\[+ \int_0^T \int_\Omega \mathcal{D}^4 Q \cdot \left[ \mathcal{D}^4, \tilde{\alpha}^\mu_\alpha \right] \partial_\mu v_\alpha \, dy \, dt + \int_0^T \int_\Omega \partial_\mu \tilde{\alpha}^\mu_\alpha \mathcal{D}^4 Q \mathcal{D}^4 v_\alpha . \]

(3.68)

Notice that, \( \mathcal{D}^4 = \mathcal{D}^3 \partial_\partial \) now contains at least one time derivative, and \( \tilde{a} \sim \partial_\partial \cdot \partial_\partial \), so by the estimates correction term \( \psi \), we know the \( L^2 \)-norm of \( \mathcal{D}^4 \tilde{a} \approx \mathcal{D}^3 \partial_\partial \partial_\partial \cdot \partial_\partial \partial + L.O.T. \) can be controlled by \( P(E_{\kappa}(t)) \), and thus \( L_3, L_4 \) can be controlled by \( \int_0^T P(E_{\kappa}(t)) \, dt \). The term \( L_5 \) is also directly bounded by \( \int_0^T P(E_{\kappa}(t)) \, dt \).

Next we plug \( \text{div} v = -\frac{\tilde{J}_R(q)}{\rho_0} \partial_\partial q \) and \( Q = q + \frac{1}{2} |b|^2 \) into \( K_1 \) to get

\[K_1 = - \int_0^T \int_\Omega \mathcal{D}^4 q \mathcal{D}^4 \left( \frac{\tilde{J}_R(q)}{\rho_0} \partial_\partial q \right) \, dy \, dt - \int_0^T \int_\Omega \mathcal{D}^4 \left( \frac{1}{2} |b|^2 \right) \mathcal{D}^4 \left( \frac{\tilde{J}_R(q)}{\rho_0} \partial_\partial q \right) \, dy \, dt \]
\[= - \frac{1}{2} \int_\Omega \mathcal{D}^4 q(t) \left| \mathcal{D}^4 q(t) \right|^2 \, dy \left| _0^T \right. - \int_0^T \int_\Omega \mathcal{D}^4 Q \cdot \left[ \mathcal{D}^4, \frac{\tilde{J}_R(q)}{\rho_0} \right] \partial_\partial q \, dy \, dt \]
\[- \int_0^T \int_\Omega \frac{\tilde{J}_R(q)}{\rho_0} \mathcal{D}^4 \left( \frac{1}{2} |b|^2 \right) \mathcal{D}^4 \partial_\partial q \, dy \, dt . \]

(3.69)

From the computation above, we find that the energy term \( \| \partial_\partial q \|_0^2 \) automatically appears if \( \mathcal{D}^4 = \tilde{a}^4 \). The commutator term \( L_6 \) can be directly bounded by \( \int_0^T P(E_{\kappa}(t)) \, dt \). The term \( K_2 \) satisfies

\[K_2 \lesssim \int_0^T \left\| \mathcal{D}^4 \left( \frac{1}{2} |b|^2 \right) \right\| \cdot \left\| \mathcal{D}^4 \partial_\partial q \right\|_0 \, dt \lesssim \epsilon \int_0^T \left\| \mathcal{D}^4 \partial_\partial q \right\|_0^2 \, dt + \int_0^T P(E_{\kappa}(t)) \, dt , \]

(3.70)

therefore we need the energy functional of 4-th time differentiated wave equation of \( q \) and elliptic estimates Lemma 2.5 to bound \( K_2 \). This will also be postponed to Sect. 3.4.

### 3.3.5 Tangential spatial derivative estimates: alinhac good unknowns

When \( \mathcal{D}^4 = \tilde{a}^4 \), the above analysis no longer works due to \( [\tilde{\alpha}^4, \tilde{\alpha}^\mu_\alpha] \partial_\mu \phi \) being out of control. According to the discussion in Section 1.4, we introduce the Alinhac good unknowns. In specific, we replace \( \tilde{a}^4 \) by \( \partial^2_\partial \Delta \) due to the special structure of correction term \( \psi \). Then for any function \( f \) and its corresponding Alinhac good unknown

\[ f := \partial^2_\partial \Delta f - \partial^2_\partial \Delta \partial_\partial \cdot \nabla_\partial f , \]
the following equality holds

\[ \bar{\Delta}^2 (\nabla^a_\beta f) = \nabla^a_\beta (\bar{\Delta}^2 f) + (\bar{\Delta}^2 \bar{\Delta} \bar{a}^{\mu a}) \partial_{\mu} f + [\bar{\Delta}^2 \bar{\Delta}, \bar{a}^{\mu a}, \partial_{\mu} f] \]

\[ = \nabla^a_\beta (\bar{\Delta}^2 f) - \bar{\Delta} (\bar{a}^{\mu a} \bar{\Delta} \bar{\beta} \bar{\eta}_{\gamma} \partial_{\mu} f) + [\bar{\Delta}^2 \bar{\Delta}, \bar{a}^{\mu a}, \partial_{\mu} f] \]

\[ = \nabla^a_\beta (\bar{\Delta}^2 f) - \bar{a}^{\beta a} \partial_{\beta} \bar{\Delta} \bar{\eta}_{\gamma} \partial_{\mu} f - ((\bar{\Delta} \bar{\gamma}, \bar{a}^{\mu a} \bar{\Delta} \bar{\beta} \bar{\eta}_{\gamma}) \partial_{\mu} f \]

\[ + [\bar{\Delta}^2 \bar{\Delta}, \bar{a}^{\mu a}, \partial_{\mu} f] \]

\[ = \nabla^a_\beta (\bar{\Delta}^2 f - \bar{\Delta}^2 \bar{\eta}_{\gamma} \partial_{\mu} f) = \nabla^a_\beta f + \nabla^a_\beta (\bar{\Delta}^2 f) + [\bar{\Delta}^2 \bar{\Delta}, \bar{a}^{\mu a}, \partial_{\mu} f], \]

\[ \quad = C^a(f) \]

where \([\bar{\Delta}^2, \bar{\Delta}, \bar{h}, \bar{V}] := \bar{\Delta}^2 (\bar{g}h) - \bar{\Delta}^2 \bar{\Delta} (\bar{g})h - \bar{g} \bar{\Delta}^2 \bar{\Delta}(h)\). A direct computation yields that

\[ \| \bar{\Delta}^2 \bar{\eta}_{\gamma} \nabla^a_\beta (\nabla^2_\beta f) \|_0 \lesssim \| \bar{\eta} \|_4 \| \nabla^a_\beta (\nabla^2_\beta f) \|_{L^\infty} \]

\[ \| (\bar{\Delta} \bar{a}^{\mu a} \bar{\beta} \bar{\eta}_{\gamma}) \partial_{\mu} f \|_0 \lesssim \| (\bar{\Delta} \bar{a}^{\mu a} \bar{\beta} \bar{\eta}_{\gamma}) \partial_{\mu} \|_0 \| f \|_{W^{1,\infty}} \lesssim P(\| \bar{\eta} \|_4) \| f \|_3 \]

\[ \| [\bar{\Delta}^2 \bar{\Delta}, \bar{a}^{\mu a}, \partial_{\mu} f] \|_0 \lesssim P(\| \bar{\eta} \|_4) \| f \|_4. \]

Therefore, Alinhac good unknown enjoys the following important properties:

\[ \bar{\Delta}^2 (\nabla^a_\beta f) = \nabla^a_\beta f + C^a(f) \quad (3.71) \]

with

\[ \| C^a(f) \| \lesssim P(\| \bar{\eta} \|_4) \| f \|_4. \quad (3.72) \]

For (3.1), we define \( V = \bar{\Delta}^2 \bar{\Delta} - \bar{\Delta}^2 \bar{\eta}_{\gamma} \partial_{\beta} \bar{a}^{\beta a} \partial_{\beta} \bar{a} \) and \( Q = \bar{\Delta}^2 \bar{\Delta} Q - \bar{\Delta}^2 \bar{\Delta} \bar{\eta}_{\gamma} \partial_{\beta} \bar{a} \) to be the Alinhac good unknowns for \( v \) and \( Q = q + \frac{1}{2} |B|^2 \). Taking \( \bar{\Delta}^2 \bar{\Delta} \) in the second equation of (3.1), we get

\[ \rho_0 \bar{\Delta}^{-1} \partial_{\beta} V + \nabla_{\beta} Q \]

\[ = \bar{\Delta}^2 ((b \cdot \nabla_{\beta})b) + [\rho_0 \bar{\Delta}^{-1}, \bar{\Delta}^2 \bar{\Delta}] \partial_{\gamma} \bar{V} + \rho_0 \bar{\Delta}^{-1} \partial_{\beta} (\bar{\Delta}^2 \bar{\eta}_{\gamma} \partial_{\beta} \bar{a}^{\beta a} \partial_{\beta} \bar{a} \bar{V}) + C(Q), \quad (3.73) \]

subject to

\[ Q = -\bar{\Delta}^2 \bar{\Delta} \bar{\eta}_{\beta} \partial_{\gamma}^3 \partial_{\gamma} \bar{Q} \quad \text{on } \Gamma. \quad (3.74) \]

and

\[ \nabla_{\beta} \cdot V = \bar{\Delta}^2 (\nabla_{\beta} v) - C^a(\bar{V}) \quad \text{in } \Omega. \quad (3.75) \]

Taking \( L^2 \) inner product with \( V \) and time integral, we have

\[ \frac{1}{2} \int_{\Omega} \rho_0 \bar{\Delta}^{-1} |V(T)|^2 \, dy = \frac{1}{2} \int_{\Omega} \rho_0 |V(0)|^2 \, dy \]

\[ - \int_0^T \int_{\Omega} \nabla_{\beta} Q \cdot V \, dy \, dt + \int_0^T \int_{\Omega} \frac{1}{2} \rho_0 \partial_{\beta} \bar{V} \, (\bar{V})^2 + F \cdot V \, dy \, dt. \quad (3.76) \]
By (3.71)–(3.72) and direct computation, we know the last term on RHS can be directly controlled:

\[
\int_0^T \int_\Omega \frac{1}{\rho_0} \partial_t \tilde{j}^{-1} |\nabla|^2 + \mathbf{F} \cdot \nabla \mathbf{y} \, dy \, dt \lesssim \int_0^T P(E_\kappa(t)) \, dt + \epsilon \int_0^T \left\| \frac{\partial}{\partial \tilde{\Delta}} ((b \cdot \nabla _\tilde{\alpha})b) \right\|^2_0 \, dt.
\]  

(3.77)

We integrate \( \nabla _\tilde{\alpha} \) by parts to get

\[
- \int_0^T \int_\Omega \nabla _\tilde{\alpha} \mathbf{Q} \cdot \nabla \mathbf{y} \, dy \, dt = - \int_0^T \int_\Gamma \tilde{\alpha}^{\mu \alpha} \mathbf{Q} \cdot \mathbf{V} \, dS \, dt + \int_0^T \int_\Omega \mathbf{Q} (\nabla _\tilde{\alpha} \cdot \nabla \mathbf{y}) \, dy \, dt + \int_0^T \int_\Omega (\partial_{\mu} \tilde{\alpha}^{\mu \alpha}) \mathbf{Q} \mathbf{V} \, dS \, dt
\]

\[
= \int_0^T \int_\Gamma \partial_3 Q \tilde{\omega}^{-2} \tilde{\Delta} \tilde{n} \tilde{a}^{3 \beta} \tilde{a}^{3 \beta} \mathbf{V} \, dS \, dt
\]

\[
+ \int_0^T \int_\Omega Q \tilde{\omega}^{-2} \tilde{\Delta} (\text{div} _\tilde{\alpha} \mathbf{v}) \, dy \, dt - \int_0^T \int_\Omega Q C^\alpha (\mathbf{v} _\alpha) \, dy \, dt + J_1
\]

\[
=: I_0 + I_1 + J_2 + J_1.
\]  

(3.78)

The term \( J_1, J_2 \) can be directly controlled by \( \int_0^T P(E_\kappa(t)) \, dt \) and we omit the details. Let us first investigate \( I_1 = \int_0^T \int_\Omega Q \tilde{\omega}^{-2} \tilde{\Delta} (\text{div} _\tilde{\alpha} \mathbf{v}) \, dy \, dt \). Invoking \( \text{div} _\tilde{\alpha} \mathbf{v} = - \frac{\tilde{j} R'(q)}{\rho_0} \partial_t q \), we have

\[
I_1 = \int_0^T \int_\Omega Q \tilde{\omega}^{-2} \tilde{\Delta} (\text{div} _\tilde{\alpha} \mathbf{v}) \, dy \, dt
\]

\[
= \int_0^T \int_\Omega \left( \frac{\partial^2}{\partial \tilde{\omega}^2} Q + \frac{\partial^2}{\partial \tilde{\omega}^2} \left( \frac{1}{2} |b|^2 \right) - \frac{\partial^2}{\partial \tilde{\omega}^2} \tilde{\Delta} \tilde{n} Q \right) \tilde{\omega}^{-2} \tilde{\Delta} \left( - \frac{\tilde{j} R'(q)}{\rho_0} \partial_t q \right)
\]

\[
= - \int_0^T \int_\Omega \frac{\partial^2}{\partial \tilde{\omega}^2} Q \cdot \frac{\partial^2}{\partial \tilde{\omega}^2} \tilde{\Delta} \left( - \frac{\tilde{j} R'(q)}{\rho_0} \partial_t q \right) \, dy \, dt
\]

\[
+ \int_0^T \int_\Omega \frac{\partial^2}{\partial \tilde{\omega}^2} \tilde{n} \cdot \nabla \tilde{\omega} \frac{\partial^2}{\partial \tilde{\omega}^2} \tilde{\Delta} \left( - \frac{\tilde{j} R'(q)}{\rho_0} \partial_t q \right) \, dy \, dt
\]

\[
- \int_0^T \int_\Omega \frac{\partial^2}{\partial \tilde{\omega}^2} \left( \frac{1}{2} |b|^2 \right) \cdot \frac{\partial^2}{\partial \tilde{\omega}^2} \tilde{\Delta} \left( - \frac{\tilde{j} R'(q)}{\rho_0} \partial_t q \right) \, dy \, dt
\]

\[
=: I_{11} + I_{12} + I_{13}.
\]  

The term \( I_{11} \) and \( I_{13} \) can be similarly computed as in \( K_1 \) and \( K_2 \) (3.70):

\[
I_{11} \lesssim - \frac{1}{2} \int_\Omega \frac{\tilde{j} R'(q)}{\rho_0} \left| \frac{\partial^2}{\partial \tilde{\omega}^2} Q \right|^2 \, dy \bigg|_0^T + \int_0^T P(E_\kappa(t)) \, dt,
\]  

(3.80)

\[
I_{13} \lesssim \epsilon \int_0^T \left| \frac{\partial^2}{\partial \tilde{\omega}^2} Q \partial_t q \right|^2 \, dt + \int_0^T P(E_\kappa(t)) \, dt.
\]  

(3.81)
One can see that $I_{11}$ has been controlled, while $I_{13}$ requires the control of 5-th order wave equation of $q$ to absorb that $\epsilon$-term. This will again be postponed in Sect. 3.4. For $I_{12}$, we just need to integrate $\partial_t$ by parts

$$
I_{12} = -\int_0^T \int_\Omega \delta^2 \Delta \tilde{\eta} \cdot \nabla \tilde{a} Q \delta^2 \Delta \left( \frac{\tilde{J}'(q)}{\rho_0} \partial_t q \right) \, dy \, dt
$$

$$
\approx \int_\Omega \frac{\tilde{J}'(q)}{\rho_0} \delta^2 \Delta \tilde{\eta} \cdot \nabla \tilde{a} Q \delta^2 \Delta q \, dy \bigg|_{t=0}^{t=T} + \int_0^T \int_\Omega \frac{\tilde{J}'(q)}{\rho_0} \delta^2 \Delta q \partial_t (\delta^2 \Delta \tilde{\eta} \cdot \nabla \tilde{a} Q) \, dy \, dt
$$

$$
\lesssim \epsilon \int_\Omega \frac{\tilde{J}'(q)}{\rho_0} \left| \delta^2 \Delta q(T) \right|^2 \, dy + \frac{1}{8\epsilon} \left( \| \tilde{\eta}(T) \|_4^4 + \| \nabla \tilde{a} Q(T) \|_{L^\infty}^4 \right) + \mathcal{P}_0 + \int_0^T P(E_k(t)) \, dt.
$$

(3.82)

Here in the last step we use $\epsilon$-Young’s inequality to deal with the first term in the second line. The second term can be directly controlled by using the estimates of $\| \partial_t \tilde{\eta} \|_4$ and we skip the details.

It remains to control the boundary integral $I_0$. Plugging $V_\alpha = \delta^2 \Delta v_\alpha - \delta^2 \Delta \eta \cdot \nabla \tilde{a} v_\alpha$ into $I_0$, we get

$$
I_0 = \int_0^T \int_\Gamma \partial_\nu Q \tilde{a}^3 \tilde{a}^2 \delta^2 \Delta \tilde{\eta}_\beta (\delta^2 \Delta \partial_t \eta_\alpha - \delta^2 \Delta \psi - \delta^2 \Delta \eta \cdot \nabla \tilde{a} v_\alpha) \, dS \, dt.
$$

(3.83)

The first term in (3.83) produces the Taylor sign term contributing to the boundary term in $E_k(t)$ after commuting a $\Lambda_k$:

$$
\int_0^T \int_\Gamma \partial_\nu Q \tilde{a}^3 \tilde{a}^2 \delta^2 \Delta \tilde{\eta}_\beta \delta^2 \Delta \partial_t \eta_\alpha \, dS \, dt
$$

$$
= \int_0^T \int_\Gamma \partial_\nu Q \tilde{a}^3 \tilde{a}^2 \delta^2 \Delta \Lambda_k \eta_\beta \delta^2 \Delta \partial_t \partial_\nu \Lambda_k \eta_\alpha \, dS \, dt
$$

$$
+ \int_0^T \int_\Gamma \left( \frac{\delta^2 \Delta \Lambda_k \eta_\beta}{\delta^2 \Delta \partial_t \eta_\alpha} \right) \left[ \partial_\nu Q \tilde{a}^3 \tilde{a}^2 \delta^2 \Delta \Lambda_k \eta_\alpha \right] \, dS \, dt
$$

$$
= \frac{1}{2} \int_\Gamma \partial_\nu Q \left| \tilde{a}^3 \tilde{a}^2 \delta^2 \Delta \Lambda_k \eta_\alpha \right|^2 \, dS \bigg|_0^T - \frac{1}{2} \int_0^T \int_\Gamma \partial_t \partial_\nu Q \left| \tilde{a}^3 \tilde{a}^2 \delta^2 \Delta \Lambda_k \eta_\alpha \right|^2 \, dS
$$

$$
- \int_0^T \int_\Gamma \partial_\nu Q \tilde{a}^3 \tilde{a}^2 \delta^2 \Delta \Lambda_k \eta_\beta \partial_t \tilde{a}^3 \tilde{a}^2 \delta^2 \Delta \Lambda_k \partial_t \eta_\alpha \, dS \, dt
$$

$$
+ \int_0^T \int_\Gamma \left( \frac{\delta^2 \Delta \Lambda_k \eta_\beta}{\delta^2 \Delta \partial_t \eta_\alpha} \right) \left[ \partial_\nu Q \tilde{a}^3 \tilde{a}^2 \delta^2 \Delta \partial_t \eta_\alpha \right] \, dS \, dt.
$$

(3.84)

$L_7$ can be directly controlled after integrating $\partial^1/2$ by parts

$$
L_7 = \int_0^T \int_\Gamma \left( \tilde{a}^3 \tilde{a}^2 \delta^2 \Delta \Lambda_k \eta_\beta \right) \partial^1/2 \left[ \partial_\nu Q \tilde{a}^3 \tilde{a}^2 \delta^2 \Delta \partial_t \partial_\nu \eta_\alpha \right] \, dS
$$

$$
\lesssim \int_0^T \| \eta \|_4 \| \partial_\nu Q \tilde{a}^3 \tilde{a}^2 \delta^2 \Delta \partial_t \partial_\nu \eta_\alpha \|_{W^{1,\infty}} \leq \int_0^T P(E_k(t)) \, dt.
$$

(3.85)
In $I_{01}$, we have $\partial_t \tilde{a}^{3\alpha} = -\tilde{a}^{3\nu} \partial_\mu \partial_t \tilde{\eta}_\nu \tilde{a}^{\mu\alpha}$. Note that $\partial_t \eta = v + \psi$. The $\psi$ term can be directly bounded by using the mollifier property, which the contribution of $v$ cannot be bounded directly. Luckily, later on we will see that term can be cancelled together with another higher order term in (3.83) with the help of $\psi$. In specific we have

$$B_1 = \int_0^T \int_\Gamma \partial_3 Q \tilde{a}^{3\beta} \tilde{\omega}^2 \Delta \Lambda \kappa \eta \beta \tilde{a}^{3\nu} \partial_3 \partial_t \tilde{\eta}_\nu \tilde{a}^{3\alpha} \tilde{\omega}^2 \Delta \Lambda \kappa \eta \alpha \, dS$$

$$+ \int_0^T \int_\Gamma \partial_3 Q \tilde{a}^{3\beta} \tilde{\omega}^2 \Delta \Lambda \kappa \eta \beta \tilde{a}^{3\nu} \partial_i \Lambda^2 \psi \tilde{\alpha}^{i\alpha} \tilde{\omega}^2 \Delta \Lambda \kappa \eta \alpha \, dS$$

$$+ \int_0^T \int_\Gamma \partial_3 Q \tilde{a}^{3\beta} \tilde{\omega}^2 \Delta \Lambda \kappa \eta \beta \tilde{a}^{3\nu} \partial_i \Lambda^2 v \tilde{\alpha}^{i\alpha} \tilde{\omega}^2 \Delta \Lambda \kappa \eta \alpha \, dS \, dt.$$  

(3.86)

$L_8$ can be directly bounded by the Taylor sign part

$$L_8 \lesssim \int_0^T \int_\Gamma \left| \tilde{a}^{3\beta} \tilde{\omega}^2 \Delta \Lambda \kappa \eta \beta \right|^2 \left| \partial_3 Q \tilde{a}^{3\nu} \partial_3 \partial_t \tilde{\eta}_\nu \right|_{L^\infty} \lesssim \int_0^T P(E_\kappa(t)) \, dt$$  

(3.87)

$L_9$ can be bounded by using $|\tilde{a}^{3\beta} \Delta \Lambda \kappa \eta| \lesssim \kappa^{-1/2} |\eta|_{\gamma/2}$ by sacrificing a factor $\kappa^{-1/2}$.

$$L_9 \lesssim \int_0^T \frac{1}{\sqrt{\kappa}} |\eta|_{\gamma/2} \left| \partial_3 Q \tilde{a}^{3\nu} \tilde{\alpha}^{i\alpha} \right|_{L^\infty} \left| \tilde{a}^{3\beta} \tilde{\omega}^2 \Delta \Lambda \kappa \eta \beta \right|_0 \left| \tilde{\partial} \psi \right|_{L^\infty} \, dt$$

This can be compensated by estimating $|\tilde{\partial} \psi|_{L^\infty}$ and $W^{1,4}(\mathbb{T}^2) \hookrightarrow L^\infty(\mathbb{T}^2)$. Since $\psi$ removes the zero-frequency part (so the lowest frequency is $\pm 1$ because the frequency on $\mathbb{T}^2$ is discrete), we know $|\tilde{\Delta} \psi|_{L^4}$ is comparable to $|\tilde{\partial} \psi|_{W^{1,4}}$. Therefore,

$$|\tilde{\partial} \psi|_{L^\infty} \lesssim |\tilde{\Delta} \psi|_{L^4} = \| P_{\neq 0} \left( \tilde{\Delta} \eta \tilde{a}^{i\beta} \tilde{\partial}_i \Lambda_k^2 v - \tilde{\Delta} \Lambda_k^2 \eta \beta \tilde{a}^{i\beta} \tilde{\partial}_i v \right) \|_{L^4}$$

$$\lesssim |\tilde{\Delta} \eta \tilde{a}^{i\beta} \tilde{\partial}_i \Lambda_k^2 v - \tilde{\Delta} \Lambda_k^2 \eta \beta \tilde{a}^{i\beta} \tilde{\partial}_i v \|_{L^4}$$

$$= |\tilde{\Delta} (\eta - \Lambda_k^2 \eta \beta) \tilde{a}^{i\beta} \tilde{\partial}_i \Lambda_k^2 v - \tilde{\Delta} \Lambda_k^2 \eta \beta \tilde{a}^{i\beta} \tilde{\partial}_i (v - \Lambda_k^2 v) \|_{L^4}$$

$$\lesssim |\tilde{\Delta} \eta \beta - \tilde{\Delta} \tilde{\eta} \beta \|_{L^\infty} |\tilde{\alpha} |_{L^\infty} |\tilde{\partial} \tilde{v} |_{0,5} + |\tilde{\Delta} \tilde{\eta} |_{1/2} |\tilde{\alpha} |_{L^\infty} |\tilde{\partial} (v - \Lambda_k v) \|_{L^\infty}$$

$$\lesssim \sqrt{\kappa} P(E_\kappa(t)).$$

Therefore we know $L_9$ can be bounded uniformly in $\kappa$

$$L_9 \lesssim \int_0^T P(E_\kappa(t)) \, dt$$  

(3.88)
The estimate of \( I_{02} \) will be postponed after computing the third term in (3.83), for which we repeat the steps above to get

\[
- \int_0^T \int_\Gamma \partial_3 Q \tilde{a}^{3a} \tilde{a}^{3\beta} \bar{\Delta} \tilde{\eta}_\beta \bar{\tilde{\eta}} \cdot \nabla \tilde{a} dS \\
= - \int_0^T \int_\Gamma \partial_3 Q \tilde{a}^{3a} \tilde{a}^{3\beta} \bar{\Delta} \tilde{\eta}_\beta \bar{\tilde{\eta}} \tilde{a}^{3\gamma} \partial_3 v_\alpha dS dt \\
- \int_0^T \int_\Gamma \partial_3 Q \tilde{a}^{3a} \tilde{a}^{3\beta} \bar{\Delta} \tilde{\eta}_\beta \bar{\tilde{\eta}} \tilde{a}^{3\gamma} \tilde{a}_i v_\alpha dS dt \\
= \int_0^T \int_\Gamma ( - \partial_3 Q \tilde{a}^{3a} \partial_3 v_\alpha ) \left( \tilde{a}^{3\beta} \bar{\Delta} \tilde{\eta}_\beta \right) \left( \tilde{a}^{3\gamma} \bar{\tilde{\eta}} \tilde{a}_i v_\alpha \right) dS dt + I_{03} \\
\tag{3.89}
\]

The first term can be bounded by Taylor sign after commuting one \( \Lambda_k \):

\[
\left| \tilde{a}^{3\beta} \bar{\Delta} \tilde{\eta}_\beta \tilde{a}^{3\gamma} \right|_0 \lesssim \left[ \Lambda_k \left( \tilde{a}^{3\beta} \bar{\Delta} \tilde{\eta}_\beta \right) \right]_0 + \left[ \Lambda_k \left( \tilde{a}^{3\beta} \bar{\Delta} \tilde{\eta}_\beta \right) \right]_0 \lesssim P(E_k(t)).
\]

Therefore, it remains to control

\[
I_{04} := - \int_0^T \int_\Gamma \partial_3 Q \tilde{a}^{3a} \tilde{a}^{3\beta} \bar{\Delta} \tilde{\eta}_\beta \bar{\tilde{\eta}} \psi. \\
I_{02} := \int_0^T \int_\Gamma \partial_3 Q \tilde{a}^{3\beta} \bar{\Delta} \Lambda_k \eta_\beta \tilde{a}^{3\gamma} \bar{\tilde{\eta}}_i \Lambda_k^2 v_\gamma \tilde{a}_i \bar{\tilde{\eta}}_i v_\alpha dS dt \tag{3.90} \\
I_{03} := - \int_0^T \int_\Gamma \partial_3 Q \tilde{a}^{3a} \tilde{a}^{3\beta} \bar{\Delta} \tilde{\eta}_\beta \bar{\tilde{\eta}} \tilde{a}^{3\gamma} \tilde{a}_i v_\alpha dS dt. \tag{3.92}
\]

Plugging the expression of \( \bar{\Delta} \psi \) into (3.90), we get

\[
I_{04} = - \int_0^T \int_\Gamma \partial_3 Q \tilde{a}^{3a} \tilde{a}^{3\beta} \bar{\Delta} \tilde{\eta}_\beta \bar{\tilde{\eta}}^2 \left( \bar{\Delta} \eta_\gamma \tilde{a}_i \Lambda_k^2 v_\gamma \right) dS dt \tag{3.93} \\
+ \int_0^T \int_\Gamma \partial_3 Q \tilde{a}^{3a} \tilde{a}^{3\beta} \bar{\Delta} \tilde{\eta}_\beta \bar{\tilde{\eta}} \tilde{a}_i \Lambda_k^2 v_\gamma \tilde{a}_i \bar{\tilde{\eta}}_i v_\alpha dS dt \tag{3.94} \\
+ \int_0^T \int_\Gamma \partial_3 Q \tilde{a}^{3a} \tilde{a}^{3\beta} \bar{\Delta} \tilde{\eta}_\beta \bar{\tilde{\eta}} \left( \left( \bar{\tilde{\eta}}^2 \tilde{a}_i \bar{\tilde{\eta}}_i v_\alpha \right) \bar{\tilde{\eta}}_\gamma \right) dS dt \tag{3.95} \\
+ \int_0^T \int_\Gamma \partial_3 Q \tilde{a}^{3a} \tilde{a}^{3\beta} \bar{\Delta} \tilde{\eta}_\beta \bar{\tilde{\eta}}^2 \left( \bar{\Delta} \eta_\beta \tilde{a}_i \Lambda_k^2 v - \bar{\Delta} \Lambda_k^2 \eta_\beta \tilde{a}_i \bar{\tilde{\eta}}_\gamma v \right) dS dt. \tag{3.96}
\]

Clearly, (3.94) exactly cancels with (3.92), (3.95) can be directly bounded by \( \int_0^T P(E_k(t)) dt \), and (3.96) can be controlled by using Bernstein’s inequality \( |\mathcal{P}_{\neq 0} f|_2 \approx |f|_0 \).

\[
(3.96) \lesssim \int_0^T \left| \partial_3 Q \tilde{a}^{3a} \right|_{L_{\infty}} \left| \tilde{a}^{3\beta} \bar{\Delta} \tilde{\eta}_\beta \tilde{a}_i \bar{\tilde{\eta}}_i \bar{\tilde{\eta}}_i v - \bar{\Delta} \tilde{\eta}_\beta \tilde{a}_i \bar{\tilde{\eta}}_i v \right|_0 dt \\
\leq \int_0^T P(E_k(t)) dt. \tag{3.97}
\]
In (3.93), we move one $\Lambda_\kappa$ on $\eta_\beta$ to $\eta_\alpha$ to cancel $I_{02}$:

\[
(3.93) = - \int_0^T \int_{\Gamma} \partial_3 Q \partial_3^\beta \bar{\Delta} \Lambda_\kappa \eta_\beta \left( a^{3\alpha} \bar{\gamma}_i \Lambda_\kappa^2 v_\alpha \right) \left( \bar{a}^{i\gamma} \bar{\Delta} \Lambda_\kappa \eta_\gamma \right) dS dt \tag{3.98}
\]
\[
- \int_0^T \int_{\Gamma} \partial_3 Q \partial_3^\beta \bar{\Delta} \Lambda_\kappa \eta_\beta \left( \left[ \Lambda_\kappa, \bar{a}^{3\alpha} \partial_3^\beta \bar{\gamma}_i \Lambda_\kappa^2 v_\alpha \right] \bar{a}^{2i} \Delta \eta_\gamma \right) dS \tag{3.99}
\]
\[
- \int_0^T \int_{\Gamma} \partial_3 Q \partial_3^\beta \bar{\Delta} \Lambda_\kappa \eta_\beta \left( \left[ \bar{\gamma}^2, \bar{a}^{i\gamma} \bar{\gamma}_i \Lambda_\kappa^2 v_\alpha \right] \Delta \eta_\gamma \right) dS \tag{3.100}
\]
\[
= - I_{02} + (3.99) + (3.100). \tag{3.101}
\]

Summarising (3.83)–(3.89), (3.93)–I045 and I0414, we are able to control the boundary integral $I_0$ by invoking Taylor sign condition (3.8): $\partial_3 Q \leq -\frac{c_0}{2}$

\[
I_0 \lesssim - \frac{c_0}{4} \left| \bar{a}^{3\alpha} \bar{\gamma}^2 \bar{\Delta} \Lambda_\kappa \eta_\alpha \right|^2_0 + \int_0^T P(E_\kappa(t)) dt \tag{3.102}
\]

Combining (3.102) with previous estimates (3.76)–(3.82), we finish the estimates of full tangential derivatives by

\[
\frac{1}{2} \int_\Omega \rho \left| \bar{v}^4 \right|^2_0 dy + \frac{1}{2} \int_\Omega \frac{j R'(q)}{\rho_0} \left| \bar{\Delta} v^4 \right|_0^2 dy + \frac{c_0}{4} \left| \bar{a}^{3\alpha} \bar{\gamma}^2 \bar{\Delta} \Lambda_\kappa \eta_\alpha \right|^2_0 \leq \mathcal{P}_0 + \int_0^T P(E_\kappa(t)) dt + \epsilon \int_0^T \left\| \bar{\gamma}^2 \bar{\Delta} \left( (b \cdot \nabla \eta) b \right) \right\|^2 + \left\| \bar{\Delta} \eta_\gamma \right\|^2_0 dt \tag{3.103}
\]

### 3.4 Common control of the higher order heat and wave equations

#### 3.4.1 Summarizing the previous energy estimates

Before going to the next step, let us summarize what energy estimates we have gotten. First, from div-curl restimates (3.48), (3.50), (3.51), (3.54), (3.57)–(3.60), (3.63)–(3.66)) and tangential estimates ((3.67)–(3.70) and (3.103)) in Sect. 3.3, we got

\[
\sum_{k=0}^4 \left\| \partial_4^{4-k} v \right\|^2 + \left\| \partial_4^{4-k} q \right\|^2 + \left| \bar{a}^{3\alpha} \bar{\gamma}^2 \bar{\Delta} \Lambda_\kappa \eta_\alpha \right|^2_0 \leq \epsilon \left( \sum_{k=0}^3 \left\| \partial_4^{4-k} v \right\|^2 + \left\| \partial_4^{4-k} q \right\|^2 \right) + \mathcal{P}_0 + P(E_\kappa(T)) \int_0^T P(E_\kappa(t)) dt \tag{3.104}
\]
\[
+ \epsilon \sum_{k=0}^4 \int_0^T \left\| \bar{\gamma}^k \partial_4^{4-k} \left( (b \cdot \nabla \eta) b \right) \right\|^2_0 + \left\| \bar{\gamma}^k \partial_4^{4-k} \partial_4 q \right\|^2_0 dt
\]

The magnetic field $b$ has the following estimates by combining (3.35), (3.38), (3.39) and (4.1):

\[
\sum_{k=0}^4 \left\| \partial_4^{4-k} b(T) \right\|^2 \lesssim \mathcal{P}_0 + P(E_\kappa(T)) \int_0^T P(E_\kappa(t)) dt + \epsilon H_\kappa(T). \tag{3.105}
\]
Summing up (3.104) and (3.105), we get the estimates of $E_\epsilon(T)$ as
\[
E_\epsilon(T) \lesssim \mathcal{P}_0 + P(E_\epsilon(T)) \int_0^T P(E_\epsilon(t)) \, dt + \epsilon \left( H_\epsilon(T) + \sum_{k=0}^4 \int_0^T \left\| \partial_t^{4-k} ((b \cdot \nabla_\alpha) b) \right\|_0^2 + \left\| \bar{\partial}_k \partial_t^{4-k} \partial_t q \right\|_0^2 \, dt \right) \tag{3.106}
\]

(3.106) shows that we need $H_\epsilon$, $W_\epsilon$ together with Lorentz force to absorb the $\epsilon$-term in \( 3.106 \). From (3.47), we know Lorentz force can be controlled by $E_\epsilon(T)$ plus a term in $H_\epsilon(T)$
\[
\sum_{k=0}^4 \left\| \partial_t^{4-k} ((b \cdot \nabla_\alpha) b) \right\|_k^2 \lesssim \| b \|_2^2 \left\| \nabla_\alpha \partial_t^{4} b \right\|_0^2 + P(E_\epsilon(T)) + \mathcal{P}_0 + P(E_\epsilon(T)) \int_0^T P(E_\epsilon(t)) \, dt. \tag{3.107}
\]

Also notice that $\partial_t q = 0$ on $\Gamma$, which allows us to reduce the space-time control of $\partial_t q$ to the full time derivative case by using Christodoulou–Lindblad elliptic estimates Lemma 2.5 (See Sect. 3.4.2). Therefore, all the estimates of the total energy $\mathcal{E}_\epsilon$ in (3.3) are reduced to seek for a common control of $W_\epsilon(T)$ and $H_\epsilon(T)$, the energy functionals of 4-th time-differentiated heat and wave equations, by $\epsilon \mathcal{E}_\epsilon(T) + \mathcal{P}_0 + P(E_\epsilon(T)) \int_0^T P(E_\epsilon(t)) \, dt$.

### 3.4.2 Elliptic estimates of $\partial_t q$

Let us recall the heat equation of $b$ and wave equation of $q$

\[
\partial_t b - \Delta_\alpha b = (b \cdot \nabla_\alpha) v - b \text{div}_\alpha v, \tag{3.108}
\]

\[
\frac{\bar{J} R'(q)}{\rho_0} \partial_t^2 q - \Delta_\alpha q = \frac{1}{2} \Delta_\alpha |b|^2 + \frac{R'(q)}{R} (R \partial_t v \cdot \nabla_\alpha q) + R \partial_t \tilde{a}^{\mu \alpha} \partial_\mu v_\alpha - \nabla_\alpha^g b \cdot \nabla_\alpha b_\alpha + \left( \frac{\bar{J} R'(q)}{\rho_0} - \frac{R \bar{J} R''(q)}{\rho_0} \right) (\partial_t q)^2
\]

\[
= b \cdot \Delta_\alpha b + \frac{R'(q)}{R} (R \partial_t v \cdot \nabla_\alpha q) + R \partial_t \tilde{a}^{\mu \alpha} \partial_\mu v_\alpha - \nabla_\alpha^g b \cdot \nabla_\alpha b_\alpha + |\Delta_\alpha b|^2
\]

\[
+ \left( \frac{\bar{J} R'(q)}{\rho_0} - \frac{R \bar{J} R''(q)}{\rho_0} \right) (\partial_t q)^2
\]

\[
= b \cdot \Delta_\alpha b + R \partial_t \tilde{a}^{\mu \alpha} \partial_\mu v_\alpha - \nabla_\alpha^g b \cdot \nabla_\alpha b_\alpha + |\nabla_\alpha b|^2
\]

\[
+ \frac{R'(q)}{R} ((\nabla_\alpha Q - (b \cdot \nabla_\alpha) b) \cdot \nabla_\alpha q) + \left( \frac{\bar{J} R'(q)}{\rho_0} - \frac{R \bar{J} R''(q)}{\rho_0} \right) (\partial_t q)^2
\]

\[
=: b \cdot \Delta_\alpha b + w_0. \tag{3.109}
\]

Here we note that all the terms in $w_0$ only contain one derivative!

In (3.106), there are 4-th order space-time tangential derivatives of $\partial_t q$. It seems that we can directly consider the energy functional of $\mathcal{D}^4$-differentiated wave equation of $q$ (3.109). However, that also requires the control of commutator $[\mathcal{D}^4, \text{div}_\alpha] \nabla_\alpha q$, which is out of control
when $\mathcal{D}^4 = \overline{\mathcal{D}}^4$. Therefore, we have to use Lemma 2.5 to reduce spatial derivatives to time derivatives.

We start with full spatial derivatives. Since $\| \partial_t q \|_4 \approx \| \nabla_{\tilde{a}} \partial_t q \|_3$, we have

$$\| \partial_t q \|_4 \lesssim P(\| \tilde{\eta} \|_3)(\| \partial_t \Delta_{\tilde{a}} q \|_2 + \| [\Delta_{\tilde{a}}, \partial_t] q \|_2 + \| \tilde{\eta} \|_3 \| \partial_t q \|_3) \lesssim P(\| \tilde{\eta} \|_3) \| \partial_t \Delta_{\tilde{a}} q \|_2 + P(E_k(T)).$$

(3.110)

Invoking the $\partial_t$-differentiated wave equation, we find that

$$\partial_t \Delta_{\tilde{a}} q = \frac{\tilde{J} R'(q)}{\rho_0} \partial_t^3 q - b \cdot \partial_t \Delta_{\tilde{a}} b - \partial_t w_0.$$

Then using the heat equation (3.108) to reduce $\Delta_{\tilde{a}} b$ to lower order terms, we get

$$\partial_t \Delta_{\tilde{a}} q = \frac{\tilde{J} R'(q)}{\rho_0} \partial_t^3 q - b \cdot \partial_t (\partial_t b - (b \cdot \nabla_{\tilde{a}}) v + b \text{div}_{\tilde{a}} v) - \partial_t w_0.$$

Plugging this back to (3.110), we trade two spatial derivatives by two time derivatives

$$\| \partial_t q \|_4 \lesssim P(\| \tilde{\eta} \|_3) \| \partial_t^3 q \|_2 + P(E_k(T)).$$

(3.111)

Repeating the same thing for $\| \partial_t^2 q \|_3$, $\| \partial_t^3 q \|_2$, we are able to get the following reduction

$$\| \partial_t^2 q \|_3 \lesssim P(\| \tilde{\eta} \|_2) \| \partial_t^4 q \|_1 + P(E_k(T)) \approx P(\| \tilde{\eta} \|_2) \| \nabla_{\tilde{a}} \partial_t^4 q \|_0 + P(E_k(T)),$$

(3.112)

$$\| \partial_t^3 q \|_2 \lesssim P(\| \tilde{\eta} \|_2) \| \partial_t^5 q \|_0 + P(E_k(T)).$$

(3.113)

From (3.111)–(3.113), we are able to reduce the energy estimates of $\partial_t q$ to $\| \nabla_{\tilde{a}} \partial_t^4 q \|_0$ and $\| \partial_t^5 q \|_0$, which motivates us to consider the 4-th time-differentiated wave equation (3.109) together with 4-th time differentiated heat equation (3.108).

### 3.4.3 4-th time differentiated heat and wave equation

Taking $\partial_t^3$ in (3.108) and (3.109), we get

$$\partial_t^3 b - \Delta_{\tilde{a}} \partial_t^4 b = \partial_t^4 ((b \cdot \nabla_{\tilde{a}}) v - b \text{div}_{\tilde{a}} v) + [\partial_t^4, \Delta_{\tilde{a}}] b$$

$$= (b \cdot \nabla_{\tilde{a}}) \partial_t^4 v + b \frac{\tilde{J} R'(q)}{\rho_0} \partial_t^5 q + [\partial_t^4, \Delta_{\tilde{a}}] b$$

$$+ [\partial_t^4, b \cdot \nabla_{\tilde{a}}] v + \left[ \partial_t^4, b \frac{\tilde{J} R'(q)}{\rho_0} \right] \partial_t q$$

$$= : h_5$$

In $h_5$, there are 5 derivatives of $v$. We can invoke the second equation of (3.1) to reduce to $q$ and $B$, e.g.,

$$\| \partial_t^5 v \|_0 \lesssim \| \partial_t^4 ((b \cdot \nabla_{\tilde{a}}) b) \|_0 + \| \partial_t^4 \nabla_{\tilde{a}} Q \|_0 + \cdots,$$

in which the leading order terms above are $\nabla_{\tilde{a}} \partial_t^4 b$ and $\nabla_{\tilde{a}} \partial_t^4 q$, exactly the same as part of energy functional $W_k$ and $H_k$. 
Taking $L_t^2 L_x^2$-inner product with $\partial_t^5 b$ and integrating by parts, we get

$$RHS = \int_0^T \int_\Omega h_s \cdot \partial_t^5 b \, dy \, dt$$

$$LHS = \int_0^T \int_\Omega \left| \partial_t^5 b \right|^2 \, dt - \int_0^T \int_\Omega \partial_t^5 b \cdot \Delta_\omega \partial_t^4 b \, dy \, dt$$

$$= \int_0^T \int_\Omega \left| \partial_t^5 b \right|^2 \, dt + \int_0^T \int_\Omega \partial_t \left( \nabla_\omega \partial_t^4 b \right) \cdot \left( \nabla_\omega \partial_t^4 b \right) \, dy \, dt$$

$$+ \int_0^T \int_\Omega \partial_\mu \tilde{a}^{\mu\alpha} \left( \partial_t^5 b \right) \cdot \left( \nabla_\omega \partial_t^4 b \right) \, dy \, dt$$

$$+ \int_0^T \int_\Omega \left( [\nabla_\omega, \partial_t] \partial_t^4 b \right) \cdot \left( \nabla_\omega \partial_t^4 b \right) \, dy \, dt - \int_0^T \int_\Gamma \tilde{a}^{3\alpha} \partial_t^5 b \cdot \left( \nabla_\omega \partial_t^4 b \right)_\alpha \, dS \, dt$$

(3.115)

Since $b = 0$ on the boundary, we know the boundary integral vanishes. The first and second integrals give the energy functional $H_\kappa(T) - H_\kappa(0)$. Therefore, we have

$$H_\kappa(T) - H_\kappa(0) = \int_0^T \int_\Omega \left| \partial_t^5 b \right|^2 \, dy \, dt + \left. \int_\Omega \left| \nabla_\omega \partial_t^4 b \right|^2 \, dy \right|_0^T$$

$$= \int_0^T \int_\Omega h_s \cdot \partial_t^5 b \, dy \, dt - \int_0^T \int_\Omega \partial_\mu \tilde{a}^{\mu\alpha} \left( \partial_t^5 b \right) \cdot \left( \nabla_\omega \partial_t^4 b \right) \, dy \, dt$$

$$- \int_0^T \int_\Omega \left( [\nabla_\omega, \partial_t] \partial_t^4 b \right) \cdot \left( \nabla_\omega \partial_t^4 b \right) \, dy \, dt$$

$$\lesssim \epsilon \int_0^T \int_\Omega \left| \partial_t^5 b \right|^2 \, dy \, dt + \int_0^T \| h_s \|_0^2 \, dt + \int_0^T \| \nabla_\omega \partial_t^4 b \|_0 \| \tilde{\eta} \|_4 \, dt$$

(3.116)

$$+ \int_0^T \| \partial_t \tilde{a} \|_{L^\infty} \| \partial_t^4 b \|_0 \| \nabla_\omega \partial_t^4 b \|_0 \, dt$$

$$\lesssim \epsilon H_\kappa(T) + \int_0^T P(E_\kappa(t)) + (H_\kappa(t) + W_\kappa(t)) \, dt$$

Here $W_\kappa$ appears in the last term because $\partial_t^5 v$ contains $\nabla_\omega \partial_t^4 q$ which is part of $W_\kappa(t)$.

Next we $\partial_t^4$ differentiate (3.109) to get

$$\frac{\tilde{J} R'(q)}{\rho_0} \partial_t^6 q - \Delta_\omega \partial_t^4 q = b \cdot \Delta_\omega \partial_t^4 b + \partial_t^4 w_0 + [b \cdot \Delta_\omega, \partial_t^4] + [\partial_t^4, \Delta_\omega] q$$

$$+ \left[ \frac{\tilde{J} R'(q)}{\rho_0}, \partial_t^4 \right] \partial_t^2 q.$$
Then plug the heat equation (3.114) \( \Delta_5 b = \partial_5^4 b - h_5 \) to get

\[
\frac{\partial^4}{\partial t^4} q - \Delta_5 \partial_t^4 q = b \cdot \left( \partial_t^4 b - h_5 \right) + \partial_t^4 w_0 + \left[ b \cdot \Delta_5, \partial_t^4 \right] + \left[ \partial_t^4, \Delta_5 \right] q \\
+ \left[ \frac{\partial_t^4}{\rho_0}, \partial_t^4 \right] \frac{\partial_t^4 q}{\partial_t^4} q \\
=: w_5
\] (3.117)

Taking \( L_5^2 L_\chi^2 \) inner product with \( \partial_t^5 q \), we have

\[
RHS = \int_0^T \int_\Omega w_5 \cdot \partial_t^5 q \, dy \, dt
\]

\[
LHS = \int_0^T \int_\Omega \frac{\partial_t^4}{\rho_0} \partial_t^6 q \partial_t^5 q \, dy \, dt - \int_0^T \int_\Omega \partial_t^5 q \cdot \Delta_5 \partial_t^4 q \, dy \, dt
\]

\[
= \frac{1}{2} \int_\Omega \frac{\partial_t^4}{\rho_0} \left| \partial_t^5 q \right|^2 \, dy \bigg|_0^T + \int_0^T \int_\Omega \partial_t \left( \nabla_5 \partial_t^4 q \right) \cdot \left( \nabla_5 \partial_t^4 q \right) \, dy \, dt
\]

\[
+ \int_0^T \int_\Omega \partial_t \tilde{\alpha}^{\mu a} \left( \partial_t^5 q \right) \cdot \left( \nabla_5 \partial_t^4 q \right) \, dy \, dt + \int_0^T \int_\Omega \left( \nabla_5, \partial_t \right) \partial_t^4 q \cdot \left( \nabla_5 \partial_t^4 q \right) \, dy \, dt
\]

\[
- \int_0^T \int_\Gamma \tilde{\alpha}^{\mu a} \left( \partial_t^5 q \right) \cdot \nabla_5 \partial_t^4 q \, dS \, dt - \int_0^T \int_\Omega \frac{1}{2} \partial_t \left( \frac{\partial_t^4}{\rho_0} \right) \left| \partial_t^5 q \right|^2 \, dy \, dt,
\] (3.118)

and thus we have

\[
W_k(T) - W_k(0) = \frac{1}{2} \int_\Omega \frac{\partial_t^4}{\rho_0} \left| \partial_t^5 q \right|^2 \, dy \bigg|_0^T + \frac{1}{2} \int_\Omega \left| \nabla_5 \partial_t^4 q \right|^2 \, dy \bigg|_0^T
\]

\[
= \int_0^T \int_\Omega w_5 \cdot \partial_t^5 q \, dy \, dt + \int_0^T \int_\Omega \frac{1}{2} \partial_t \left( \frac{\partial_t^4}{\rho_0} \right) \left| \partial_t^5 q \right|^2 \, dy \, dt
\]

\[
- \int_0^T \int_\Omega \partial_t \tilde{\alpha}^{\mu a} \left( \partial_t^5 q \right) \cdot \left( \nabla_5 \partial_t^4 q \right) \, dy \, dt - \int_0^T \int_\Omega \left( \nabla_5, \partial_t \right) \partial_t^4 q \cdot \left( \nabla_5 \partial_t^4 q \right) \, dy \, dt.
\] (3.119)

The term \( \left\| w_5 \right\|_0^2 \) can be controlled by \( H_k(T) + W_k(T) + P(E_k(T)) \), because all the terms in \( w_5 \) are of \( \leq 5 \) derivatives, and can be controlled by either heat energy or wave energy. The precise detailed estimate of \( w_5 \) is referred to (7.12)-(7.19) in the author’s previous work [65]. Therefore, we have

\[
W_k(T) - W_k(0) \lesssim \epsilon (W_k(T) + H_k(T)) + \int_0^T H_k(t) + W_k(t) + P(E_k(t)) \, dt
\] (3.120)

Summing up (3.116) and (3.120), we establish the common control of \( H_k \) and \( W_k \)

\[
(H_k(T) + W_k(T)) - (H_k(0) + W_k(0)) \lesssim \epsilon (W_k(T) + H_k(T)) + \int_0^T H_k(t) + W_k(t) + P(E_k(t)) \, dt
\] (3.121)
3.4.4 Closing the energy estimates

Combining (3.106), (3.107) and (3.121), we get the inequality

\[
\mathcal{E}_k(T) - \mathcal{E}_k(0) = \left( E_k + H_k + W_k + \sum_{k=0}^{4} \left\| \frac{1}{k!} (b \cdot \nabla \tilde{a}) \right\|_k^2 \right) \bigg|_0^T \quad \text{(3.122)}
\]

\[
\lesssim \epsilon (H_k(T) + W_k(T)) + P(E_k(T)) \int_0^T P(\mathcal{E}_k(t)) \, dt.
\]

By choosing \( \epsilon > 0 \) sufficiently small, the \( \epsilon \)-term can be absorbed by LHS, and thus we get

\[
\mathcal{E}_k(T) - \mathcal{E}_k(0) \lesssim P(E_k(T)) \int_0^T P(\mathcal{E}_k(t)) \, dt. \quad \text{(3.123)}
\]

Finally, by the Gronwall-type inequality in Tao [53], we know there exists some \( T > 0 \) only depending on \( \|v_0\|_4, \|b_0\|_5, \|q_0\|_4, \|\rho_0\|_4 \), such that

\[
\sup_{0 \leq t \leq T} \mathcal{E}_k(t) \leq 2\mathcal{E}_k(0). \quad \text{(3.124)}
\]

This finalizes the proof of Proposition 3.1, i.e., uniform-in-\( \kappa \) a priori estimate for the nonlinear approximation system (3.1).

4 Existence of solutions to the linearized and nonlinear approximation system

In this section we are going to prove the local existence of the nonlinear \( \kappa \)-approximation system (3.1). The method is standard Picard type iteration. We start with the trivial solution \((\eta(0), v(0), b(0), q(0)) = (\eta(1), v(1), b(1), q(1)) = (\text{Id}, 0, 0, 0)\). Suppose we have already constructed \(\{\eta(k), v(k), b(k), q(k)\}\) for some given \( n \in \mathbb{N}^k \). Inductively we define \((\eta(n+1), v(n+1), b(n+1), q(n+1))\) by linearizing (3.1) near \(a(n) := [\partial \eta(n)]^{-1}\).

\[
\begin{align*}
\partial_t \eta^{(n+1)} &= v^{(n+1)} + \psi^{(n)} & \text{in } \Omega, \\
\frac{\partial}{\partial t} \eta \cdot \nu_{a} v^{(n+1)} &= (b^{(n)} \cdot \nabla \tilde{a}(n)) b^{(n+1)} - \nabla \tilde{a}(n) Q^{(n+1)}, & \text{in } \Omega, \\
\frac{\partial}{\partial t} Q^{(n+1)} + \partial_t b^{(n+1)} &= \div \tilde{a}(n) v^{(n+1)} = 0 & \text{in } \Omega, \\
\partial_t b^{(n+1)} - \Delta \tilde{a}(n) b^{(n+1)} &= (b^{(n)} \cdot \nabla \tilde{a}(n)) v^{(n+1)} - b^{(n)} \div \tilde{a}(n) v^{(n+1)}, & \text{in } \Omega, \\
\psi^{(n+1)} &= 0, & \text{on } \Gamma, \\
Q^{(n+1)} &|_{t=0} = (\text{Id}, v_0, b_0, q_0). & (4.1)
\end{align*}
\]

Here \( \tilde{a}(n) := (\partial \eta(n))^{-1} \) and the correction term \( \psi^{(n)} \) is determined by (3.2) with \( \eta = \eta(n), v = v(n), \tilde{a} = \tilde{a}(n) \) in that equation. What we need to verify are

1. System (4.1) has a (unique) solution \((\eta^{(n+1)}, v^{(n+1)}, b^{(n+1)}, q^{(n+1)})\) (in a suitable function space).
2. The solution of (4.1) satisfies an energy estimate uniformly in \( n \).
3. The approximate solutions \(\{(\eta(n), v(n), b(n), q(n))\}^\infty_{n=0}\) converge strongly.
We denote \((\eta^{(n)}, v^{(n)}, b^{(n)}, q^{(n)})\) by \((\tilde{\eta}, \tilde{v}, \tilde{b}, \tilde{q})\), and \((\eta^{(n+1)}, v^{(n+1)}, b^{(n+1)}, q^{(n+1)})\) by \((\eta, v, b, q)\) for the simplicity of notations. Then the linearized system (4.1) becomes
\[
\begin{align*}
\partial_t \eta &= v + \psi \\ 
\rho_0 J^{-1} \partial_t v &= (\tilde{b} \cdot \nabla_{\tilde{a}}) b - \nabla_{\tilde{a}} Q, & Q = q + \frac{1}{2} |b|^2 \\
\frac{\rho_0}{\rho_0} R(\tilde{q}) \partial_t q + \nabla_{\tilde{a}} v &= 0 \\
\partial_t b - \Delta_{\tilde{a}} b &= (\tilde{b} \cdot \nabla_{\tilde{a}}) v - \tilde{b} \nabla_{\tilde{a}} v, \\
q &= 0, \ b &= 0 \\
(\eta, v, b, q)|_{t=0} &= (\text{Id}, v_0, b_0, q_0).
\end{align*}
\]
\[\tag{4.2}\]

### 4.1 A priori estimates of the linearized approximation system

We first prove the a priori estimate of the linearized system (4.1) (or equivalently (4.2)) because such a priori bound helps us to choose a suitable function space when proving the existence of the linearized system by fixed-point argument.

Define the energy functional for \((\eta^{(n+1)}, v^{(n+1)}, b^{(n+1)}, q^{(n+1)})\) by
\[
E^{(n+1)}(T) := E^{(n+1)}(T) + H^{(n+1)}(T) + W^{(n+1)}(T) + \sum_{k=0}^{4} \| \partial_t^{4-k} \left( (b^{(n)} \cdot \nabla_{\tilde{a}^{(n)}}) b^{(n+1)} \right) \|_k^2,
\]
where
\[\tag{4.3}\]
\[
E^{(n+1)}(T) := \| \eta^{(n+1)} \|_4^2 + \sum_{k=0}^{4} \| \partial_t^{4-k} v^{(n+1)} \|_k^2 + \sum_{k=0}^{4} \| \partial_t^{4-k} b^{(n+1)} \|_k^2 + \sum_{k=0}^{4} \| \partial_t^{4-k} q^{(n+1)} \|_k^2
\]
\[\tag{4.4}\]
\[
H^{(n+1)}(T) := \int_0^T \int_\Omega \left| \partial_t^5 b^{(n+1)} \right|^2 dy dt + \| \partial_t^4 b^{(n+1)} \|_1^2
\]
\[\tag{4.5}\]
\[
W^{(n+1)}(T) := \sum_{k=0}^{4} \left\| \nabla_{\tilde{a}^{(n)}} \partial_t^{4-k} q^{(n+1)} \right\|_k^2 + \left\| \partial_t^4 q^{(n+1)} \right\|_0^2.
\]
\[\tag{4.6}\]

The conclusion is

**Proposition 4.1** Suppose \((\eta^{(n+1)}, v^{(n+1)}, b^{(n+1)}, q^{(n+1)})\) satisfies (4.1), then there exists \(T_{\kappa} > 0\) sufficiently small, independent of \(n\) such that
\[
\sup_{0 \leq t \leq T_{\kappa}} E^{(n+1)}(t) \leq \mathcal{P}_0.
\]
\[\tag{4.7}\]

**Remark** Compared with \(E_{\kappa}\) in (3.3), we find that there are extra terms in \(W^{(n+1)}(T)\). We note that these extra terms are not needed in the uniform-in-\(n\) a priori estimates because the elliptic estimates of \(\partial_t q\) helps us reduce \(\| \partial_t^{4-k} q \|_{k+1}\) to the \(L^2\)-norm of \(\partial_t^5 q\) and \(\nabla_{\tilde{a}} \partial_t^4 q\), and \(\| \nabla_{\tilde{a}} q \|_{4}\) is not needed. **However, these terms are needed when we verify the fixed-point argument in the construction of the solution to the linearized system (4.2):** The \(H^4\)-norm of \(v\) has to be controlled by
\[
v(T) = v_0 + \int_0^T \| \partial_t v(t) \|_4 dt,
\]
and thus the \(H^4\)-norm of \(\nabla_{\tilde{a}} Q\) is definitely needed.
4.1.1 Estimates of the frozen coefficients

We prove Proposition 4.1 by induction on $n$. When $n = -1, 0$, it automatically holds for the trivial solution. Suppose the energy bound (4.7) holds for all $\mathcal{E}^{(k)}$ with $1 \leq k \leq n$. Then we have the following estimates for $\tilde{a}, \tilde{\eta}, \tilde{J}$.

**Lemma 4.2** Let $T \in (0, T_k)$. Then there exists some $\epsilon \in (0, 1)$ sufficiently small and constant $C > 1$ such that

\[
\psi \in L_t^\infty ([0, T]; H^4(\Omega)), \quad \partial_t^l \psi \in L_t^\infty ([0, T]; H^{5-l}(\Omega)), \quad \forall 1 \leq l \leq 4; \tag{4.8}
\]

\[
\| \tilde{J} - 1 \|_3 + \| \tilde{j} - 1 \|_3 + \| \text{Id} - \tilde{\alpha} \|_3 + \| \text{Id} - \hat{\alpha} \|_3 \leq \epsilon; \tag{4.9}
\]

\[
\partial_t \tilde{\eta} \in L^\infty ([0, T]; H^4(\Omega)), \quad \partial_t^{l+1} \tilde{\eta} \in L^\infty ([0, T]; H^{5-l}(\Omega)), \quad \forall 1 \leq l \leq 4; \tag{4.10}
\]

\[
\tilde{J}, \tilde{\alpha}, \tilde{\eta} \in L_t^\infty ([0, T]; H^3(\Omega)), \quad \partial_t^{l+1} \tilde{J} \in L_t^\infty ([0, T]; H^{4-l}(\Omega)), \quad \forall 1 \leq l \leq 4; \tag{4.11}
\]

\[
1/C \leq \frac{\tilde{J} R'(\tilde{q})}{\rho_0}, \quad \rho_0 \tilde{j}^{-1} \leq C, \quad \partial_t^l \left( \frac{\tilde{J} R'(\tilde{q})}{\rho_0}, \rho_0 \tilde{j}^{-1} \right) \in L^\infty ([0, T]; H^{5-l}(\Omega)), \quad \forall 1 \leq l \leq 5. \tag{4.12}
\]

**Proof** (4.8) follows in the same way as Lemma 3.2. $\tilde{J} = \det[\partial \tilde{\eta}]$ and $\hat{\alpha} = [\partial \tilde{\eta}]^{-1}$ prove (4.10) and (4.11) because the elements are multilinear functions of $\partial \tilde{\eta}$. The smallness of $\tilde{J} - 1$ and $\text{Id} - \hat{\alpha}$ follows from $\tilde{J} = \det[\partial \tilde{\eta}]$ and

\[
\text{Id} - \hat{\alpha} = - \int_0^T \partial_t \tilde{\alpha} = \int_0^T \tilde{\alpha} : (\partial (\tilde{\alpha} + \psi^{(n-1)})) : \tilde{\alpha} \, dt
\]

and choosing $\epsilon$ (depending on $T_k$) sufficiently small. (4.12) can be similarly proven.

4.1.2 Control of $\mathcal{E}^{(n+1)}$

The control of $\mathcal{E}^{(n+1)}$ follows nearly in the same way as the nonlinear functional $\mathcal{E}_x (T)$ except the extra term $\| \nabla_\tilde{a} q \|_4$ and boundary integral in the tangential estimates.

**Step 1: Estimates of magnetic field and Lorentz force**

Since $b = 0$ on the boundary and $\text{div}_\tilde{a} b = 0$ in $\Omega$, we are able to directly mimic the proof in Sect. 3.2 to get analogues of (3.35), (3.38), (3.39) and (3.41):

\[
\sum_{k=0}^4 \| \partial_t^{4-k} b (T) \|_k^2 \lesssim P_0 + P (E^{(n+1)} (T)) \int_0^T P (E^{(n+1)} (t)) \, dt + \epsilon H^{(n+1)} (T) \tag{4.13}
\]

and an analogue of (3.43)

\[
\sum_{k=0}^4 \| \partial_t^{4-k} ((\tilde{b} \cdot \nabla_\tilde{a}) b) \|_k^2 \lesssim \| b \|_2^2 \| \nabla_\tilde{a} \partial_t^4 b \|_0^2
\]

\[
+ P (E^{(n+1)} (T)) + P_0 + P (E^{(n+1)} (T)) \int_0^T P (E^{(n+1)} (t)) \, dt. \tag{4.14}
\]
Step 2: Div-Curl estimates of $v$

By (4.9), we know the div-curl estimates follow in the same way as Sects. 3.3.1–3.3.3. For $1 \leq k \leq 4$, we have

$$\sum_{k=1}^{4} \frac{1}{2} \int_{\Omega} \rho_0 \frac{1}{k-1} \left| \mathrm{curl}_{\hat{a}} \partial_t^{4-k} v(t) \right|^2 d\gamma \bigg|_{T}^{T} \leq \epsilon T \sup_{0 \leq t \leq T} \left\| \partial_t^{4-k} ((\hat{b} \cdot \nabla_{\hat{a}}) b) \right\|_k^2 + \int_0^T P(E^{(n+1)}(t)) dt. \quad (4.15)$$

$$\sum_{k=1}^{4} \left\| \mathrm{div}_{\hat{a}} \partial_t^{4-k} v \right\|_{k-1} \leq \epsilon \sum_{k=1}^{4} \left\| \partial_t^{4-k} v \right\|_k + \sum_{k=1}^{4} \left\| \partial_t^{5-k} q \right\|_{k-1} + L.O.T. \quad (4.16)$$

$$\sum_{k=1}^{4} \left\| \partial_t^{4-k} v \right\|_{k-1} \leq \left\| \bar{\partial}_t^{4-k} v \right\|_0 + \left\| \mathrm{div} \hat{a} \partial_t^{4-k} v \right\|_{k-1}. \quad (4.17)$$

$$\sum_{k=1}^{4} \left\| \partial_t^{5-k} q \right\|_{k-1} \leq \sum_{k=1}^{4} \left\| \partial_t^{5-k} v \right\|_{k-1} + P_0 + \int_0^T P(E^{(n+1)}(t)) dt + L.O.T. \quad (4.18)$$

Step 3: Space-time tangential estimates

Let $\mathcal{D} = \hat{a}$ or $\partial_t$. When $\mathcal{D}^4$ contains at least one time derivative, we are able to directly commute $\hat{a}$ with $\mathcal{D}^4$ because $\partial_t \hat{\eta}$ has the same regularity as $\hat{\eta}$, see Lemma 4.2. Since the boundary condition of (4.2) is the same as (3.1), we are able to mimic the proof of the nonlinear functional. The result is

$$\sum_{k=0}^{3} \left\| \bar{\partial}_t^{k} \partial_t^{4-k} v \right\|_k^2 + \left\| \bar{\partial}_t^{k} \partial_t^{4-k} q \right\|_k^2 \leq \epsilon \left( \sum_{k=0}^{3} \left\| \partial_t^{4-k} v \right\|_k^2 + \left\| \partial_t^{4-k} q \right\|_k^2 \right) + P_0 + P(E^{(n+1)}(T)) \int_0^T P(E^{(n+1)}(t)) dt \quad (4.19)$$

$$+ \epsilon \sum_{k=0}^{4} \int_0^T \left\| \bar{\partial}_t^{k} \partial_t^{4-k} ((\hat{b} \cdot \nabla_{\hat{a}}) b) \right\|_0^2 + \left\| \bar{\partial}_t^{k} \partial_t^{4-k} \partial_t q \right\|_0^2 dt$$

Step 4: Tangential spatial derivative estimates

This part contains a non-trivial boundary integral. In the nonlinear estimates, that boundary term together with Taylor sign condition gives the boundary part of nonlinear functional $E_k(T)$. However, here we no longer need Taylor sign condition. Instead, we can sacrifice $1/\kappa$ to directly control the boundary integral by using the mollifier property, because the derivative loss is only tangential.

Similarly as in Sect. 3.3.5, we rewrite the equation in terms of Alinhac good unknowns. Define the Alinhac good unknowns of $v$, $Q$ in (4.2) by

$$\hat{V} := \bar{\partial}^2 \Delta v - \bar{\partial}^2 \Delta \hat{\eta} \cdot \nabla_{\hat{a}} v, \quad \hat{Q} := \bar{\partial}^2 \Delta Q - \bar{\partial}^2 \Delta \hat{\eta} \cdot \nabla_{\hat{a}} Q.$$ Then we take $\bar{\partial}^2 \Delta$ in the second equation of (4.2)

$$\rho_0 \hat{\alpha}^{(4)} \partial_t \hat{V} + \nabla_{\hat{a}} \hat{Q} = \hat{F} := \bar{\partial}^2 \Delta ((\hat{b} \cdot \nabla_{\hat{a}}) b) + [\rho_0 \hat{\alpha}^{(4)}, \bar{\partial}^2 \Delta] \partial_t v + \rho_0 \hat{\alpha}^{(3)} \partial_t (\bar{\partial}^2 \Delta \hat{\eta} \nabla_{\hat{a}} v) + \hat{C}(Q), \quad (4.20)$$

subjected to

$$\hat{Q} = -\bar{\partial}^2 \Delta \hat{\eta} \rho \hat{\alpha}^{(3)} \partial_t \hat{Q} \quad \text{on } \Gamma, \quad (4.21)$$

$\odot$ Springer
and
\[ \nabla_\partial \cdot \mathbf{\hat{V}} = \partial^2 \Delta (\text{div}_\partial v) - \hat{C}_\alpha (v_\alpha) \text{ in } \Omega. \] (4.22)

Multiplying \( \mathbf{\hat{J}} \mathbf{\hat{V}} \) and take space-time integral, we have
\[
\frac{1}{2} \int_{\Omega} \rho_0 \left| \partial_\partial_\partial \mathbf{\hat{V}}(t) \right|^2 \, dy \bigg|_0^T \\
= - \int_0^T \int_{\Omega} \mathbf{\hat{J}} \nabla_\partial Q \cdot \ddot{\mathbf{V}} \, dy \, dt + \int_0^T \int_{\Omega} \dddot{\mathbf{V}} \cdot \dddot{\mathbf{V}} \, dy \, dt \\
= \int_0^T \int_{\Omega} \mathbf{\hat{J}} \partial_3 Q \partial^2 \Delta \hat{\eta}_\beta \hat{a}^{3\beta} \hat{a}^{3\alpha} v_\alpha \, dS \, dt + \int_0^T \int_{\Omega} \mathbf{\hat{J}} Q \partial^2 \Delta (\text{div}_\partial v) \, dy \, dt - \int_0^T \int_{\Omega} Q \hat{C}(v) \, dy \, dt \\
=: LI_0 + LI_1 + LJ_1.
\] (4.23)

Mimicking the estimates (3.79)–(3.82), we are able to control \( LI_1 \) as
\[
LI_1 \lesssim - \frac{1}{2} \int_{\Omega} \frac{\ddot{J} R'(\dot{q})}{\rho_0} \left| \partial^2 \Delta q \right|^2 \, dy \bigg|_0^T + \epsilon \int_0^T \left\| \partial^2 \Delta \partial_q q \right\|_2 \, dt \\
+ \mathcal{P}_0 + \int_0^T \mathcal{P}(E^{(n+1)}(t)) \, dt.
\] (4.24)

For the boundary integral \( LI_0 \), we integral \( \partial_\partial_\partial^{1/2} \) by parts to get
\[
LI_0 = \int_0^T \int_{\Omega} \mathbf{\hat{J}} \partial_3 Q \partial^2 \Delta \hat{\eta}_\beta \hat{a}^{3\beta} \hat{a}^{3\alpha} v_\alpha \, dS \, dt \\
= \int_0^T \left( \partial_\partial_\partial^{1/2} \left( \mathbf{\hat{J}} \partial_3 Q \partial^2 \Delta \hat{\eta}_\beta \hat{a}^{3\beta} \hat{a}^{3\alpha} v_\alpha \right) \right) \, dS \, dt \\
\lesssim \int_0^T \left( \left| \partial_3 Q \right|_{L^\infty} \left| \partial_\partial_\partial^{1/2} \right|_{L^\infty} \left| \partial^2 \Delta \hat{\eta}_\beta \right|_{1/2} + \left| \partial_3 Q \right|_{L^4} \left( \hat{a}^{3\beta} \hat{a}^{3\alpha} \right) \right) \left| \mathbf{\hat{V}} \right|_{-1/2} \, dt.
\]

By the mollifier property \( \left| \partial^2 \Delta \hat{\eta}_\beta \right|_{1/2} \lesssim \kappa^{-1} \left| \hat{\eta} \right|_{1/2} \) and \( H^{1/2}(\mathbb{T}^2) \hookrightarrow L^4(\mathbb{T}^2) \), we are able to control \( LI_0 \) by
\[
LI_0 \lesssim - \frac{1}{\kappa} \mathcal{P} \left( \left\| Q \right\|_3, \left\| v \right\|_4, \left\| \hat{\eta} \right\|_4 \right).
\] (4.25)

This together with (4.25) gives the tangential spatial estimates
\[
\frac{1}{2} \int_{\Omega} \rho_0 \left| \partial^4 v \right|^2 \, dy + \frac{1}{2} \int_{\Omega} \frac{\ddot{J} R'(\dot{q})}{\rho_0} \left| \partial^4 q \right|^2 \, dy \\
\lesssim \mathcal{P}_0 + \int_0^T \mathcal{P}(E^{(n+1)}(t)) \, dt + \epsilon \int_0^T \left\| \partial^2 \Delta \left( \partial \cdot \nabla_\partial b \right) \right\|^2_0 + \left\| \partial^2 \Delta \partial_q q \right\|^2_0 \, dt
\] (4.26)

Step 5: Elliptic estimates of \( q \)

The control of \( \left\| \partial^2 \Delta^{k} q \right\|_k \) is the same as Sect. 3.4.2 so we omit the proof. However, we still need to control \( \left\| \nabla_\partial q \right\|_4 \). By Lemma 2.5, we have
\[
\left\| \nabla_\partial q \right\|_4 \lesssim \mathcal{P}(\left\| \hat{\eta} \right\|_4)(\left\| \Delta_\partial q \right\|_3 + \left\| \partial_\partial_\partial \hat{\eta}_\beta \right\|_4 \left\| q \right\|_4) \lesssim \mathcal{P}(\left\| \hat{\eta} \right\|_4) \left\| \Delta_\partial q \right\|_3 + \frac{1}{\kappa} \mathcal{P}(E^{(n+1)}(T)).
\] (4.27)
Taking $\text{div}_{\tilde{a}}$ in the second equation of (4.2), we get the wave equation of $q$

\[
\frac{\dot{\tilde{J}} R'(\tilde{q})}{\rho_0} \partial_t^2 \tilde{q} - \Delta_{\tilde{a}} q
= b \cdot \Delta_{\tilde{a}} b + R \partial_t \frac{\dot{\tilde{J}}}{\rho_0} \partial_{\tilde{a}}^\mu \partial_\mu v_\alpha - \left[ \text{div}_{\tilde{a}}, (\tilde{\dot{b}} \cdot \nabla_{\tilde{a}}) \right] b + |\nabla_{\tilde{a}} b|^2
\]

(4.28)

\[
\frac{\dot{\tilde{J}} R'(\tilde{q})}{\rho_0} \left( (\nabla_{\tilde{a}} Q - (\tilde{\dot{b}} \cdot \nabla_{\tilde{a}}) b) \cdot \nabla_{\tilde{a}} q \right) + \left( \frac{\dot{\tilde{J}} R'(\tilde{q})}{\rho_0} - \frac{\dot{\tilde{J}} R''(q) \rho_0}{\rho_0} \right) \left( \partial_t q \right)^2
\]

\[
:= b \cdot \Delta_{\tilde{a}} b + w_{00}.
\]

So $\|\Delta_{\tilde{a}} q\|_3$ can be reduced to $\|b \cdot \Delta_{\tilde{a}} b\|_3 + \|w_{00}\|_3$. Then $\|\Delta_{\tilde{a}} b\|_3$ can again be reduced to the terms with no more than 4 derivatives by the heat equation

\[
\partial_t b = \Delta_{\tilde{a}} b = (\tilde{\dot{b}} \cdot \nabla_{\tilde{a}}) v - \tilde{\dot{b}} \text{div}_{\tilde{a}} v.
\]

(4.29)

Therefore we are able to reduce $\|\nabla_{\tilde{a}} q\|_4$ to the finished estimates by sacrificing a $1/\kappa$ with the help of mollifier.

Combining (4.27) with the analogue of (3.111)–(3.113) (replacing $\tilde{a}$ by $\tilde{\tilde{a}}$), we get

\[
\|\nabla_{\tilde{a}} q\|_4 + \sum_{k=2}^4 \left\| \partial_t^{5-k} q \right\|_{k-1} \lesssim \left( 1 + \frac{1}{\kappa} \right) \left( P(E^{(n+1)}(T)) + \|\nabla_{\tilde{a}} \partial_t^4 q\|_0 + \|\partial_t^5 q\|_0 \right)
\]

(4.30)

**Step 6: Common control of higher order heat and wave equation**

We differentiate $\partial_t^4$ in (4.28) and (4.29) to get

\[
\partial_t^5 b - \Delta_{\tilde{a}} \partial_t^4 b = \partial_t^4 \left( (\tilde{\dot{b}} \cdot \nabla_{\tilde{a}}) v - \tilde{\dot{b}} \text{div}_{\tilde{a}} v \right) + [\partial_t^4, \Delta_{\tilde{a}}] b
\]

\[
= (\tilde{\dot{b}} \cdot \nabla_{\tilde{a}}) \partial_t^4 v + b \frac{\dot{\tilde{J}} R'(q)}{\rho_0} \partial_t^5 q + [\partial_t^4, \Delta_{\tilde{a}}] b + [\partial_t^4, \tilde{\dot{b}} \cdot \nabla_{\tilde{a}}] v
\]

(4.31)

and

\[
\frac{\dot{\tilde{J}} R'(\tilde{q})}{\rho_0} \partial_t^6 q - \Delta_{\tilde{a}} \partial_t^4 q = b \cdot \Delta_{\tilde{a}} \partial_t^4 b + \partial_t^4 w_{00} + [b \cdot \Delta_{\tilde{a}}, \partial_t^4] + [\partial_t^4, \Delta_{\tilde{a}}] q
\]

\[
+ \left[ \frac{\dot{\tilde{J}} R'(\tilde{q})}{\rho_0}, \partial_t^4 \right] \partial_t^2 q.
\]
Then plug the heat equation (4.31) \( \Delta_\delta b = \partial_t^5 b - h_{55} \) to get
\[
\frac{\tilde{J} R'(q)}{\rho_0} \partial_t^5 q - \Delta_\delta \partial_t^4 q = b \cdot \left( \partial_t^5 b - h_{55} \right) + \partial_t^4 w_0 + [b \cdot \Delta_\delta, \partial_t^4] + [\partial_t^4, \Delta_\delta] q + \frac{\tilde{J} R'(q)}{\rho_0} \partial_t^4 q =: w_{55}
\] (4.32)

Similarly as in Sect. 3.4.3, we are able to get a common control of the energy functional of these 2 equations. Define
\[
\tilde{W}^{(n+1)} := \left\| \partial_t^5 q \right\|^2_0 + \left\| \nabla_\delta \partial_t^4 q \right\|^2_0,
\]
then we have the analogue of (3.121)
\[
\left( H^{(n+1)}(T) + \tilde{W}^{(n+1)}(T) \right) - \left( H^{(n+1)}(0) + \tilde{W}^{(n+1)}(0) \right) \lesssim \epsilon \left( H^{(n+1)}(T) + \tilde{W}^{(n+1)}(T) \right) + \int_0^T H^{(n+1)}(t) + \tilde{W}^{(n+1)}(t) + P(E^{(n+1)}(t)) \, dt
\]
(4.33)

**Step 7: Finalizing the a priori estimates**

Summing up (4.13), (4.14), (4.15), (4.16), (4.17), (4.18), (4.19), (4.26), (4.30) and (4.33), we get
\[
E^{(n+1)}(T) - E^{(n+1)}(0) \lesssim_{1/\epsilon} \epsilon E^{(n+1)}(T) + P(E^{(n+1)}(T)) + \int_0^T P(E^{(n+1)}(t)) \, dt.
\]
By the Gronwall inequality, we are able to find some \( T_\epsilon > 0 \) independent of \( n \), such that
\[
\sup_{0 \leq t \leq T_\epsilon} E^{(n+1)}(t) \leq 2E^{(n+1)}(0) \lesssim \mathcal{P}_0.
\]
This finalizes the proof of Proposition 4.1.

### 4.2 Construction of the solution to the linearized approximation system

This part provides a fixed-point argument of constructing the solution to the linearized system (4.2)
\[
\begin{align*}
\partial_t \eta &= v + \tilde{\psi} & \text{in } \Omega, \\
\rho_0 \frac{\tilde{J}}{\rho_0} \partial_t^3 v &= \left( \hat{b} \cdot \nabla_\delta \right) b - \nabla_\delta Q, & Q = q + \frac{1}{2} |b|^2 & \text{in } \Omega, \\
\frac{\tilde{J} R'(q)}{\rho_0} \partial_t^2 q + \text{div}_\delta v &= 0 & \text{in } \Omega, \\
\partial_t b - \Delta_\delta b &= \left( \hat{b} \cdot \nabla_\delta \right) v - \hat{b} \text{div}_\delta v, & \text{in } \Omega, \\
q &= 0, b = 0 & \text{on } \Gamma, \\
(\eta, v, b, q)|_{t=0} &= (\text{Id}, v_0, b_0, q_0).
\end{align*}
\]

Define the norm \( \| \cdot \|_{X'} \) by
\[
\| f \|_{X'}^2 := \sum_{m=0}^{r} \sum_{k+l=m} \left\| \partial_t^k \partial_a^l f \right\|^2_0
\]
We need to verify the following things to prove the existence and uniqueness of the system

\[ \Omega \]

and thus the bound for \( \| \delta h \| \) follows:

\[ \| \delta h \|_{L^2}^2 \leq X \leq M \]

Next we define the solution map

\[ \Xi : X(M, T) \to X(M, T) \]

as follows:

1. Define \( \eta \) by \( \delta \eta = \psi \) with \( \eta(0) = \text{Id} \)
2. Define \( v \) by \( \rho_0 \| J^{-1} \delta \| v := (\cdot - \nabla (\pi + \frac{1}{2} \| h \|^2) \) with \( v(0) = v_0 \)
3. Define \( b, q \) by the coupled system of heat equation and wave equation

\[
\begin{aligned}
    \partial_t b - \Delta \delta b &= (\cdot - \nabla b) v - \delta \nabla v \\
    b \big|_{\Gamma} &= 0 \\
    b(0) &= b_0
\end{aligned}
\]

and

\[
\begin{aligned}
    R'(q) \partial_t q - \Delta \delta q &= \Delta \delta \left( \frac{1}{2} |b|^2 \right) - \left[ \text{div} (\cdot - \nabla b) \right] b \\
    + \rho_0 \| J^{-1} \delta \| \partial_t \delta \mu \partial_t \delta + \delta \mu \partial_t \delta - \| J^{-1} \delta \| \partial_t \delta \left( \cdot \right) \delta \eta q \\
    q \big|_{\Gamma} &= 0, \\
    (q(0), \partial_t q(0)) &= (q_0, q_1).
\end{aligned}
\]

We need to verify the following things to prove the existence and uniqueness of the system (4.2).

1. The image of \( X(M, T) \) under \( \Xi \) still lies in \( X(M, T) \).
2. \( \Xi \) is a contraction on \( X(M, T) \).

We first prove \( \Xi \) is a self-mapping of \( X(M, T) \). The velocity is directly controlled by

\[
\rho_0 \| J^{-1} \delta \| v := (\cdot - \nabla (\pi + \frac{1}{2} \| h \|^2)).
\]

\[
\| \partial_t^4 \delta v(T) \|_{L^2}^2 \lesssim \| \partial_t^4 \delta v(0) \|_{L^2}^2 + \int_0^T \left\| \partial_t^4 \delta \left( \cdot - \nabla (\pi + \frac{1}{2} \| h \|^2) \right) \right\|_{L^2}^2 \\
\lesssim \| \partial_t^4 \delta v(0) \|_{L^2}^2 + \int_0^T \| \nabla b \|_{L^2}^2 + \| \nabla \pi \|_{L^2}^2 \ dt
\]

And thus the bound for \( \| \delta \| \) and \( \| \eta \| \) directly follows.

Next we control \( \| b \| \) by elliptic estimates as in Sect. 3.2. For example

\[
\| b \|_{4} \approx \| \nabla b \|_{3} \lesssim P\left( \| \delta \| \right) \left( \| \Delta \delta b \|_{2} + \| \Delta \delta \eta \|_{3} \right).
\]
Then invoking $\Delta_a b = \partial_t b - (\dot{b} \cdot \nabla_a) v + \dot{b} \text{div}_a v$ to get
\[
\|b\|_4 \lesssim P(\|\tilde{\eta}\|_3) \left( \|\dot{b} \cdot \nabla_a v\|_2 + \|\dot{b} \text{div}_a v\|_2 + \|\tilde{\eta}\|_3 \|b\|_3 \right)
\]
\[
\lesssim P(\|\tilde{\eta}\|_3) \left( \|b\|_2 + \|\dot{b}\|_2 \|v\|_3 + \|\tilde{\eta}\|_3 \|b\|_3 \right).
\]
Combining the estimates of $v$ above, we are able to write
\[
\|b\|_4 \lesssim P(\|\tilde{\eta}\|_3) \|\tilde{\eta}\|_3 \|b\|_3 + \|v(0)\|_{X^3} + \int_0^T \|\nabla_a h\|_{X^3} + \|\nabla_a \pi\|_{X^3} \, dt
\]
Then one can repeat the same steps for $\|b\|_3$ to get
\[
\|b\|_4 \lesssim P_0 + P(\|\tilde{\eta}\|_3) \int_0^T \|\nabla_a h\|_{X^3} + \|\nabla_a \pi\|_{X^3} \, dt 
\tag{4.37}
\]

Similar estimates hold for $\|\partial_a^{4-k} b\|_k$ for $1 \leq k \leq 4$, while $\|\partial_a^4 b\|_0$ is again reduced to $\int_0^T \|\partial_a^4 b\|_0^2 \, dt$ as before.

One can mimic the proof above to estimate the space-time derivative of $\nabla_a b$ or $\partial_t b$. One exception is $\|\nabla_a b\|_4$, for which we have to use the mollifier property.
\[
\|\nabla_a b\|_4 \lesssim P(\|\tilde{\eta}\|_4) \left( \|\Delta_a b\|_3 + \frac{1}{k} \|\tilde{\eta}\|_3 \|b\|_4 \right).
\]
Again, invoking the heat equation and the $X^4$ estimates of $v$, we get
\[
\|\nabla_a b\|_4 \lesssim P_0 + P(\|\tilde{\eta}\|_4) \int_0^T \|\nabla_a h\|_{X^4} + \|\nabla_a \pi\|_{X^4} \, dt
\]

Similar estimates holds for the space-time derivatives except $\|\partial_a^4 b\|_0$ and $\|\nabla_a \partial_a^4 b\|_0$.
\[
\sum_{k=1}^4 \|\nabla_a \partial_a^{4-k} b\|^2_k \lesssim P_0 + P(\|\tilde{\eta}\|_4) \int_0^T P \left( \|\nabla_a h\|_{X^4}, \|\nabla_a \pi\|_{X^4} \right) \, dt. \tag{4.38}
\]

Analogously, we can apply the elliptic estimates and wave equation to $q$ in order to reduce the estimates to the full time derivatives. For example
\[
\|q\|_4 \approx \|\nabla a q\|_3 \lesssim P(\|\tilde{\eta}\|_3) \left( \|\Delta_a q\|_2 + \|\tilde{\eta}\|_3 \|q\|_3 \right)
\]
Invoking the wave equation and heat equation
\[
\Delta_a q = \partial_a^2 q - \Delta_a (1/2|b|^2) + \cdots = \partial_a^2 q - \partial_t b - (\dot{b} \cdot \nabla_a) v + \dot{b} \text{div}_a v + \cdots,
\]
we are able to reduce $\|\Delta_a q\|_2$ to $\|\partial_a^2 q\|_2$ plus the terms with $\leq 3$ derivatives. Repeat the steps above, we are able to reduce $\|q\|_{X^4}$ to $\|\partial_a^4 q\|_0$ and $\|\partial_a^3 q\|_1$. Similarly,
\[
\|\nabla_a q\|_4 \lesssim P(\|\tilde{\eta}\|_4) \left( \|\Delta_a q\|_3 + \kappa^{-1} \|\tilde{\eta}\|_4 \|q\|_4 \right)
\]
Therefore, the control of $\|\nabla_a q\|_{X^4}$ and $\|\partial_t q\|_{X^4}$ are reduced to $\|\partial_a^4 q\|_0$ and $\|\nabla_a \partial_a^4 q\|_0$.

The final step is to seek for a common control of 4-th order time-differetiated heat and wave equations. The proof is the same as in Sect. 3.4.3 and step 6 in Sect. 4.1.2. The only thing we would like to remark here is that there are terms like $\partial_a^5 v$ and $\partial \partial_a^4 v$ appearing in the
time integral of the source term. In this case, we can invoke the equation of \( v \) to eliminate one time derivative and reduce to the \( X^4 \) norm of \( \nabla \tilde{a} \pi \) and \( \tilde{b} \cdot \nabla \tilde{a} h \).

\[
\int_0^T \int_\Omega |\partial_t^2 \tilde{b}|^2 \, dy \, dt + \left( \| \nabla \partial_t^2 \tilde{b} \|_0^2 + \| \partial_t^2 \tilde{q} \|_0^2 + \| \nabla \tilde{a} \partial_t^2 \tilde{q} \|_0^2 \right) \bigg|_0^T \leq \epsilon \int_0^T \int_\Omega |\partial_t^2 \tilde{b}|^2 \, dy \, dt + \int_0^T P \left( \| \partial_t^2 \tilde{b} \|_{L^2_t L^2}^2, \| (\nu, \nabla \tilde{a} b, \partial_t q, \tilde{q}, \nabla \tilde{a} \tilde{q}) \|_{X^4} \right) \, dt + P_0 + \int_0^T P \left( \| \nabla \tilde{a} \tilde{b} \|_{X^4}, \| \nabla \tilde{a} \pi \|_{X^4}, \| \partial_t \pi \|_{X^4} \right) \, dt
\]

(4.39)

By choosing \( \epsilon > 0 \) sufficiently small, we can absorb the \( \epsilon \)-term to LHS.

Summarizing these steps above, we find that, there exists some \( T_\kappa > 0 \) sufficiently small and \( M \) chosen suitably large, such that

\[
\|(\eta, \partial_t \eta, b, \nabla \tilde{a} \tilde{b}, q, \partial_t q, \nabla \tilde{a} \tilde{q})\|_{X^4} < \infty.
\]

(4.40)

Next we prove \( \Sigma \) is a contraction. Pick any \((\xi, t, h, \pi) \mapsto (\eta, v_i, b_i, q_i)\) and define \([f] := f_1 - f_2\). Then by the linearity of the equations above, we know \(([\eta], [v], [b], [q])\) satisfies the same equation with \((\xi, w, h, \pi)\) replaced by \(([\xi], [w], [h], [\pi])\) and zero initial data. Thus \(([\eta], [v], [b], [q])\) satisfies

\[
\|([\eta], [v], [b], [q])\|_{X} \leq_{\kappa} 1 \int_0^T P \left( \|([\xi], [w], [h], [\pi])\|_{X} \right) \, dt.
\]

Choosing a suitably small \( T_\kappa > 0 \) such that

\[
\|([\eta], [v], [b], [q])\|_{X} \leq \frac{1}{2} \|([\xi], [w], [h], [\pi])\|_{X},
\]

we know \( \Sigma \) is indeed a contraction. By Contraction Mapping Theorem, \( \Sigma \) has a unique fixed point \((\eta, v, b, q)\), and thus the local existence and uniqueness of the solution to the linearized equation (4.2) is established.

### 4.3 Iteration to the nonlinear approximation system

For each \( n \), we have already established the local existence and uniqueness of solution \((\eta^{(n+1)}, v^{(n+1)}, b^{(n+1)}, q^{(n+1)})\) to the \( n \)-th linearized approximation system

\[
\begin{align*}
\partial_t \eta^{(n+1)} &= v^{(n+1)} + \psi^{(n)} & \text{in } \Omega, \\
\frac{\rho_0}{\mu^{(n)}} \partial_t v^{(n+1)} &= \left((b^{(n)} \cdot \nabla a^{(n)}) b^{(n+1)} - \nabla a^{(n)} Q^{(n+1)}\right) + Q^{(n+1)} = q^{(n+1)} + \frac{1}{2} |b^{(n+1)}|^2 & \text{in } \Omega, \\
\frac{\rho_0}{\mu^{(n)}} \partial_t q^{(n+1)} &= \div a^{(n)} v^{(n+1)} &= 0 & \text{in } \Omega, \\
\partial_t b^{(n+1)} - \Delta a^{(n)} b^{(n+1)} &= (b^{(n)} \cdot \nabla a^{(n)}) v^{(n+1)} - b^{(n)} \div a^{(n)} v^{(n+1)} & \text{in } \Omega, \\
q^{(n+1)} &= 0, & b^{(n+1)} &= 0 & \text{in } \Omega, \\
(\eta^{(n+1)}, v^{(n+1)}, b^{(n+1)}, q^{(n+1)})|_{t=0} &= (\text{Id}, v_0, b_0, q_0). & \text{on } \Gamma.
\end{align*}
\]

This part shows the Picard-type iteration of the sequence \(\{(\eta^{(n)}, v^{(n)}, b^{(n)}, q^{(n)})\}_{n \in \mathbb{N}}\) which gives a subsequential limit \((\eta, v, b, q)\) converging in \(H^3\)-norm. Such limit \((\eta, v, b, q)\) exactly solves the nonlinear \(\kappa\)-approximation problem (3.1).
Define \( [\eta]^{(n)} := \eta^{(n+1)} - \eta^{(n)} \), \([v]^{(n)} := v^{(n+1)} - v^{(n)}\), \([b]^{(n)} := b^{(n+1)} - b^{(n)}\), \([q]^{(n)} := q^{(n+1)} - q^{(n)}\), and \([a]^{(n)} := a^{(n)} - a^{(n-1)}\), \([A]^{(n)} := A^{(n)} - A^{(n-1)}\), \([\psi]^{(n)} := \psi^{(n)} - \psi^{(n-1)}\).

Then these quantities satisfy the following system consisting of:

The equation of momentum

\[
\rho_0 \partial_t [v]^{(n)} = \left( b^{(n)} \cdot \nabla_{\tilde{A}^{(n)}} \right) [b]^{(n)} - \nabla_{\tilde{A}^{(n)}} [Q]^{(n)} + b^{(n)} \cdot \nabla_{\tilde{A}^{(n)}} [q]^{(n)} - \nabla_{\tilde{A}^{(n)}} Q^{(n)}.
\] (4.41)

Continuity equation:

\[
r^{(n)} \partial_t [q]^{(n)} + \text{div}_{\tilde{A}^{(n)}} [v]^{(n)} = -\text{div}_{\tilde{A}^{(n)}} v^{(n)} + [r]^{(n)} \partial_t [q]^{(n)},
\] (4.42)

here \( r^{(n)} := \tilde{f}^{(n)} R (q^{(n)}) / \rho_0 \).

Equation of magnetic field:

\[
\partial_t [b]^{(n)} - \Delta_{\tilde{A}^{(n)}} [b]^{(n)} = (b^{(n)} \cdot \nabla_{\tilde{A}^{(n)}}) [v]^{(n)} - b^{(n)} \text{div}_{\tilde{A}^{(n)}} [v]^{(n)} + (b^{(n)} \cdot \nabla_{\tilde{A}^{(n)}}) [q]^{(n)} - b^{(n)} \text{div}_{\tilde{A}^{(n)}} [q]^{(n)} + [b]^{(n-1)} \cdot \nabla_{\tilde{A}^{(n-1)}} [v]^{(n)} - [b]^{(n-1)} \text{div}_{\tilde{A}^{(n-1)}} [v]^{(n)} + \text{div}_{\tilde{A}^{(n)}} \left( \nabla_{\tilde{A}^{(n)}} [b]^{(n)} \right) + \text{div}_{\tilde{A}^{(n)}} \left( \nabla_{\tilde{A}^{(n-1)}} [b]^{(n)} \right).
\] (4.43)

The initial data of \(([\eta], [v], [b], [q]) = (0, 0, 0, 0)\). The boundary conditions are

\[
[b]^{(n)} = 0, [q]^{(n)} = 0.
\] (4.44)

Define the energy functional

\[
[E]^{(n)}(T) := [E]^{(n)}(T) + [H]^{(n)}(T) + [W]^{(n)}(T) + \sum_{k=0}^{3} \left\| \partial_{t}^{3-k} \nabla_{\tilde{A}^{(n)}} [b]^{(n)} \right\|_{k}^{2},
\] (4.45)

where

\[
[E]^{(n)}(T) := \sum_{k=0}^{3} \left( \left\| \partial_{t}^{3-k} [v]^{(n)} \right\|_{k}^{2} + \left\| \partial_{t}^{3-k} [b]^{(n)} \right\|_{k}^{2} + \left\| \partial_{t}^{3-k} [q]^{(n)} \right\|_{k}^{2} \right),
\] (4.46)

\[
[H]^{(n)}(T) := \int_{0}^{T} \left\| \partial_{t}^{4} [b]^{(n)} \right\|_{0}^{2} dt + \left\| \partial_{t}^{3} \nabla_{\tilde{A}^{(n)}} [b]^{(n)} \right\|_{0}^{2},
\] (4.47)

\[
[W]^{(n)}(T) := \left\| \partial_{t}^{4} [q]^{(n)} \right\|_{0}^{2} + \left\| \partial_{t}^{3} \nabla_{\tilde{A}^{(n)}} [q]^{(n)} \right\|_{0}^{2}.
\] (4.48)

The conclusion is

**Proposition 4.3** For \(n\) sufficiently large and \(T_k > 0\) suitably small, we have that \(\forall T \in [0, T_k]\)
\[ [E]^{(n)}(T) \leq \frac{1}{4} \left( [E]^{(n-1)}(T) + [E]^{(n-2)}(T) \right). \]

By Proposition 4.3, we know \([E]^{(n)} \leq \frac{1}{2\pi} P_k(\mathcal{P}_0),\) and thus yields the limit for each fixed \(\kappa > 0:\)
\[
\left( \eta^{(n)}, v^{(n)}, b^{(n)}, q^{(n)} \right) \text{ converge strongly towards } (\eta(\kappa), v(\kappa), b(\kappa), q(\kappa)) \quad \text{as } n \to \infty.
\]

Such limit exactly solves the nonlinear approximation system 3.1.

**Corollary 4.4** The limit \((\eta(\kappa), v(\kappa), b(\kappa), q(\kappa))\) gotten in Proposition 4.3 is the unique strong solution to the nonlinear approximation system (3.1) and satisfies the energy estimates in \([0, T_\kappa]\)
\[
\sup_{0 \leq T \leq T_\kappa} \mathcal{E}(T) \leq 2 \left( \|v_0\|_A^2 + \|b_0\|_2^2 + \|q_0\|_3^2 \right),
\]

where
\[
\mathcal{E}(T) := \tilde{E}_k(T) + \tilde{H}_k(T) + \tilde{W}_k(T) + \sum_{k=0}^4 \left\| \partial_t^{4-k} ((b(\kappa) \cdot \nabla_\delta) b(\kappa)) \right\|_k^2.
\]

By Proposition 4.3, we know \(\mathcal{E}(T) \leq \frac{1}{2\pi} P_k(\mathcal{P}_0),\) and thus yields the limit for each fixed \(\kappa > 0:\)
\[
\left( \eta^{(n)}, v^{(n)}, b^{(n)}, q^{(n)} \right) \text{ converge strongly towards } (\eta(\kappa), v(\kappa), b(\kappa), q(\kappa)) \quad \text{as } n \to \infty.
\]

Such limit exactly solves the nonlinear approximation system 3.1.

**Step 1: Correction terms**

First we estimate the coefficients and correction terms.
\([\psi]^{(n)}\) satisfies \(-\Delta [\psi]^{(n)} = 0\) with the boundary condition
\[
[\psi]^{(n)} = \nabla^{-1} \mathcal{P}_\beta \psi (\Delta_\Lambda [\eta]^{(n-1)} \tilde{a}^{(n-i)j} \tilde{\eta}_j \Lambda_\kappa^2 v^{(n)} + \tilde{\eta}^{(n-1)} [\tilde{a}]^{(n-i)j} \tilde{\eta}_j \Lambda_\kappa^2 v^{(n)}
\]
\[
+ \tilde{\eta}_j^{(n-1)} [\tilde{a}]^{(n-i)j} \tilde{\eta}_j \Delta_\kappa^2 v^{(n-1)} - \Delta_\kappa \eta_j^{(n-1)} [\tilde{a}]^{(n-i)j} \tilde{\eta}_j \Delta_\kappa^2 v^{(n)} - \Delta_\kappa \eta_j^{(n-1)} [\tilde{a}]^{(n-i)j} \tilde{\eta}_j \Delta_\kappa^2 v^{(n-1)}
\]

The proof process is nearly the same as in the a priori estimates part, so we do not write all details here but still state the main steps.
By the standard elliptic estimates, we have the control for $[\psi]^{(n)}$
\[
\|\psi\|_{t, \frac{3}{2}}^2 \lesssim \|\psi\|_{1, 2.5} \lesssim \mathcal{P}_0 \left( \|\eta\|_{t, 3}^2 + \|v\|_{t, 2}^2 + \|\tilde{a}\|_{t, 1}^2 \right).
\] (4.53)

On the other hand, we have
\[
[a]^{(n)\nu}(T) = \int_0^T \partial_t (a^{(n)\mu\nu} - a^{(n-1)\mu\nu}) \, dt
\]
\[
= -\int_0^T [a]^{(n)\nu} \partial_\beta \partial_t \eta^{(n)\gamma} a^{(n)\beta\nu} + a^{(n-1)\nu} \partial_\beta \partial_t \eta^{(n-1)\gamma} a^{(n)\beta\nu}
+ a^{(n-1)\nu} \partial_\beta \partial_t \eta^{(n-1)\gamma} [a]^{(n)\beta\nu},
\]
which gives
\[
\|a [a]^{(n)}(T)\|_{t, 2} \lesssim \mathcal{P}_0 \int_0^T \|a [a]^{(n)}(t)\|_{t, 3}^2 (\|v\|_{t, 3} + \|\psi\|_{t, 3}) \, dt.
\] (4.54)

Therefore we get
\[
\sup_{[0, T]} \|a [a]^{(n)}\|_{t, 2}^2 \lesssim \mathcal{P}_0 T^2 \left( \|a [a]^{(n)}\|_{L^\infty_t H^2}^2 + \|v\|_{L^\infty_t H^2} + \|v\|_{L^\infty_t H^2}^2 \right),
\] (4.55)

and the bound for $\eta$ via $\partial_t [\eta]^{(n)} = [v]^{(n)} + [\psi]^{(n)}$:
\[
\sup_{[0, T]} \|\eta\|_{t, \frac{3}{2}}^2 \lesssim \mathcal{P}_0 T^2 \left( \|a [a]^{(n)}\|_{t, 3}^2 (\|v\|_{t, 3} + \|\psi\|_{t, 3}) \right)
\] (4.56)

Similar as in Lemma 3.2, one can get estimates for the time derivatives of $[\eta]$ and $[\psi]$
\[
\|\partial_t \psi [a]^{(n)}\|_{t, 3}^2 \lesssim \mathcal{P}_0 \left( \|a [a]^{(n)}\|_{t, 2}^2 + \|\partial_t v\|_{t, 3}^2 \right)
\] (4.57)

\[
\|\partial_t^2 \psi [a]^{(n)}\|_{t, 3}^2 \lesssim \mathcal{P}_0 \left( \|a [a]^{(n)}\|_{t, 2}^2 + \|\partial_t^2 v\|_{t, 3}^2 \right)
\] (4.58)

\[
\|\partial_t^3 \psi [a]^{(n)}\|_{t, 3}^2 \lesssim \mathcal{P}_0 \left( \|a [a]^{(n)}\|_{t, 2}^2 + \|\partial_t^3 v\|_{t, 3}^2 \right)
\] (4.59)

\[
\|\partial_t [\eta]^{(n)}\|_{t, 3}^2 \lesssim \mathcal{P}_0 T^2 \left( \|a [a]^{(n)}\|_{t, 3}^2 (\|v\|_{t, 3} + \|\psi\|_{t, 3}) \right)
\] (4.60)

\[
\|\partial_t^2 [\eta]^{(n)}\|_{t, 3}^2 \lesssim \mathcal{P}_0 T^2 \left( \|\partial_t^2 v\|_{t, 3}^2 \right)
\] (4.61)

\[
\|\partial_t^3 [\eta]^{(n)}\|_{t, 3}^2 \lesssim \mathcal{P}_0 \left( \|\partial_t^3 v\|_{t, 3}^2 \right)
\] (4.62)

\[
\|\partial_t^4 [\eta]^{(n)}\|_{t, 3}^2 \lesssim \mathcal{P}_0 \left( \|\partial_t^4 v\|_{t, 3}^2 \right)
\] (4.63)
Step 2: Magnetic field and Lorentz force

The first step is still the elliptic estimates of \([b]^{(n)}\). We show an example of \(||[b]^{(n)}||_3||_3\):

\[
||[b]^{(n)}||_3 \lesssim P(||\hat{\eta}^{(n)}||_2) \left(||\Delta_{\hat{\mathcal{A}}}^{(n)}[b]^{(n)}||_1 + P(||\hat{\eta}^{(n)}||_2)||[b]^{(n)}||_2\right).
\]

One can still use the heat equation (4.43) to eliminate the Laplacian terms, but now we have two more higher order terms when \(\|\cdot\|\) falls on \(\text{div} \hat{\mathcal{A}}\) or \(\hat{\mathcal{A}}\). Such terms can be controlled directly by \(\mathcal{E}^{(n-1,n+1)}\) and thus by \(\mathcal{P}_0\). In specific, such terms are

\[
\left\|\text{div} \hat{\mathcal{A}}^{(n)} \left(\nabla_{[\hat{\mathcal{A}}]^{(n)}} B^{(n)}\right)\right\|_1 + \left\|\text{div} \left[\hat{\mathcal{A}}\right]^{(n)} \left(\nabla_{\left[\hat{\mathcal{A}}\right]^{(n-1)}} B^{(n)}\right)\right\|_1.
\]

The leading order part in these two terms can be written as \(\|\hat{\mathcal{A}}\|\) times the top order derivatives (4-th order) of \(b^{(n)}\) which has been controlled uniformly in \(n\) in Proposition 4.1. For example,

\[
\left\|\text{div} \hat{\mathcal{A}}^{(n)} \left(\nabla_{[\hat{\mathcal{A}}]^{(n)}} B^{(n)}\right)\right\|_1 \lesssim \|\hat{\mathcal{A}}^{(n)}\| \|B^{(n)}\|_4 \times \cdots \lesssim \mathcal{P}_0 \|\hat{\mathcal{A}}^{(n)}\|_2.
\]

Therefore, the control of \(\|b\|\) is controlled in the same manner as before. Similar estimates hold for \(\partial_t [b]^{(n)}\). The control of \(\|\hat{\mathcal{A}}^{(n)}[b]\|_1\) and \(\|\hat{\mathcal{A}}^{(n)}[b]\|_0\) is reduced to the estimates of heat equation (4.43). The proof is the same as Sect. 3.2 so we omit it here.

The Lorentz force is controlled in a similar way. For example,

\[
\left\|\nabla_{\hat{\mathcal{A}}}^{(n)} [b]^{(n)}\right\|_3 \lesssim P \left(||\hat{\eta}^{(n)}||_3\right) \left(||\Delta_{\hat{\mathcal{A}}}^{(n)}[b]^{(n)}||_2 + \|\hat{\mathcal{A}}^{(n)}\|_3 ||b^{(n)}||_3\right).
\]

We again use the heat equation (4.43) to eliminate the Laplacian term, and the extra terms can be controlled in the same way as above. (Note that \(\|\nabla_{\hat{\mathcal{A}}} b\|_4\) is controlled in Proposition 4.1). Therefore,

\[
\left\|\nabla_{\hat{\mathcal{A}}}^{(n)} [b]^{(n)}\right\|_3 \lesssim k^{-1} \mathcal{P}_0 \|\hat{\mathcal{A}}^{(n)}\|_2.
\]

Similar estimates hold for the time derivatives of Lorentz force.

Step 3: Div-Curl estimates

The control of \([v]^{(n)}\) and \([q]^{(n)}\) also follows the same way as Sect. 3.3. The equation of \(\text{curl} \hat{\mathcal{A}}^{(n)} [v]^{(n)}\) is

\[
\rho_0 \partial_t \text{curl} \hat{\mathcal{A}}^{(n)} [v]^{(n)} = \text{curl} \hat{\mathcal{A}}^{(n)} \left(\left(b^{(n)} \cdot \nabla \hat{\mathcal{A}}^{(n)}\right)[b]^{(n)}\right) + \left[\rho_0 \partial_t, \text{curl} \hat{\mathcal{A}}^{(n)}\right] [v]^{(n)}
\]

\[
+ \text{curl} \hat{\mathcal{A}}^{(n)} \left(\left[b^{(n-1)} \cdot \nabla \hat{\mathcal{A}}^{(n-1)}\right] b^{(n)} + b^{(n-1)} \cdot \nabla [\hat{\mathcal{A}}]^{(n)} b^{(n)} - \nabla [\hat{\mathcal{A}}]^{(n)} Q^{(n)}\right)
\]

(4.65)

The first two terms in the second line is controlled in the same way as before (just consider \(\text{curl} \hat{\mathcal{A}}^{(n)}\) as the covariant derivative \(\nabla \hat{\mathcal{A}}^{(n)}\). Also

\[
\left\|\text{curl} \hat{\mathcal{A}}^{(n)} \left(\nabla [\hat{\mathcal{A}}]^{(n)} Q^{(n)}\right)\right\|_2 \lesssim ||[\mathcal{A}]^{(n)}||_2 ||Q^{(n)}||_4 \mathcal{P}_0 \lesssim ||[\mathcal{A}]^{(n)}||_2 \mathcal{P}_0.
\]

Therefore,

\[
\left\|\text{curl} [v]^{(n)}\right\|_2^2 \lesssim \epsilon \left\|\mathcal{E}^{(n)}\right\|_3^2 + P_k (\mathcal{P}_0) T^2 \sup_{[0,T]} [\mathcal{E}^{(n),2}]^{(n-1)}(t).
\]
And similarly
\[ \| \text{curl } [\partial_t v]^{(n)} \|^2_1 \lesssim \epsilon \| [\partial_t v]^{(n)} \|^2_1 + P_x(P_0)T^2 \sup_{[0,T]} [E]^{(n),(n-1)}(t), \]
\[ \| \text{curl } [\partial_t^2 v]^{(n)} \|^2_0 \lesssim \epsilon \| [\partial_t^2 v]^{(n)} \|^2_1 + P_x(P_0)T^2 \sup_{[0,T]} [E]^{(n),(n-1)}(t). \]

Invoking the divergence equation (4.42), we are still able to reduce that control to \( \partial_t^3 v \) and \( \partial_t^3 q \).

**Step 4: Space-time tangential estimates**

Let \( \Omega^3 = \bar{\Theta}_2 \partial_t, \bar{\Theta}_2 \partial_t^2, \bar{\Theta}_3 \). Using the same method as in Sect. 3.3.4, we can derive the estimates
\[ \sum_{k=1}^3 \| \partial_t^{3-k} \partial_t^k [v]^{(n)} \|^2_0 + \| \partial_t^{3-k} \partial_t^k [q]^{(n)} \|^2_0 \lesssim \int_0^T P([E]^{(n),(n-1),(n-2)}(t)) \, dt. \]

(4.66)

**Step 5: Spatial tangential estimates**

We adopt the same method as in Sect. 3.3.5. For each \( n \), we define the Alinhac good unknowns by
\[ V^{(n+1)} = \bar{\Theta}_3 v^{(n+1)} - \bar{\Theta}_3 \eta^{(n)} \cdot \nabla \bar{\alpha}^{(n)} v^{(n+1)}, \quad Q^{(n+1)} = \bar{\Theta}_3 Q^{(n+1)} - \bar{\Theta}_3 \eta^{(n)} \cdot \nabla \bar{\alpha}^{(n)} Q^{(n+1)}. \]

(4.67)

Their difference is denoted by
\[ [V]^{(n)} := V^{(n+1)} - V^{(n)}, \quad [Q]^{(n)} := Q^{(n+1)} - Q^{(n)}. \]

Similarly as in Sect. 3.3.5, we can derive the analogue of (3.73) as
\[ \rho_0 \partial_t [V]^{(n)} + \nabla \bar{\alpha}^{(n)} [Q]^{(n)} = -\nabla \bar{\alpha}^{(n)} Q^{(n)} + F^{(n)}, \]

(4.68)

subject to the boundary condition
\[ [Q]^{(n)} \big|_{\Gamma} = - \left( \bar{\Theta}_3 \bar{\eta}^{(n)} \eta^{(n)} \bar{\alpha}^{(n)} \right) \partial_3 [Q]^{(n)} + \bar{\Theta}_3 \bar{\eta}^{(n)} \eta^{(n)} \bar{\alpha}^{(n)} \partial_3 Q^{(n)} + \bar{\Theta}_3 \bar{\eta}^{(n)} \eta^{(n)} \partial_3 Q^{(n)} \right), \]

(4.69)

and
\[ \nabla \bar{\alpha}^{(n)} \cdot [V]^{(n)} = -\nabla \bar{\alpha}^{(n)} \cdot V^{(n)} + G^{(n)}, \]

(4.70)

where
\[ F^{(n+\alpha)} = \left[ \rho_0, \bar{\Theta}_3 \right] \partial_t [v]^{(n)} + \bar{\Theta}_3 \left( [b]^{(n)} \cdot \nabla \bar{\alpha}^{(n)} [b]^{(n)} + [b]^{(n)} \cdot \nabla \bar{\alpha}^{(n)} [b]^{(n)} + ([b]^{(n-1)} \cdot \nabla \bar{\alpha}^{(n-1)} [b]^{(n-1)}) \right) \right. \]
\[ + \rho_0 \partial_t \bar{\Theta}_3 \left( \partial_3 \bar{\eta}^{(n-1)} \eta^{(n)} \bar{\alpha}^{(n)} \partial_3 [Q]^{(n)} + \bar{\Theta}_3 \bar{\eta}^{(n-1)} \eta^{(n)} \bar{\alpha}^{(n)} \partial_3 Q^{(n)} + \bar{\Theta}_3 \bar{\eta}^{(n-1)} \eta^{(n)} \partial_3 Q^{(n)} \right), \]

(4.66)
and

\[ G^{(n)} = \delta^3 (\text{div} \, \tilde{a}^{(n)} [v]^{(n)} - \text{div} \, [\tilde{a}]^{(n)} v^{(n)}) \]

\[ - \left[ \tilde{\sigma}^2, \tilde{a}^{(n)} \right] \partial_\mu \tilde{\eta}^{(n)} \partial_\mu v^{(n+1)}_a - \left[ \tilde{\sigma}^2, \tilde{a}^{(n-1)} \mu_\beta \tilde{a}^{(n)} v^{(n)}_a \right] \partial_\mu \tilde{\eta}^{(n)} \partial_\mu v^{(n+1)}_a \]

\[ - \left[ \tilde{\sigma}^2, \tilde{a}^{(n-1)} \mu_\beta \tilde{a}^{(n)} v^{(n)}_a \right] \partial_\mu \tilde{\eta}^{(n-1)} \partial_\mu v^{(n)}_a \]

\[ - \left[ \tilde{\sigma}^3, [\tilde{a}]^{(n)} \partial_\mu, \partial_\mu v^{(n+1)}_a \right] \]

\[ + \tilde{a}^{(n)} \mu_\beta \partial_\mu (\tilde{a}^{(n)} v^{(n)}_a) \tilde{\eta}^{(n)} + \tilde{a}^{(n-1)} \mu_\beta \partial_\mu (\tilde{a}^{(n-1)} v^{(n)}_a) \tilde{\eta}^{(n)} \]

\[ + \tilde{a}^{(n-1)} \mu_\beta \partial_\mu (\tilde{a}^{(n-1)} v^{(n)}_a) \tilde{\eta}^{(n-1)} + \tilde{a}^{(n-1)} \mu_\beta \partial_\mu (\tilde{a}^{(n-1)} v^{(n+1)}_a) \tilde{\eta}^{(n-1)} . \]

Multiplying \([V]^{(n)}\) in (4.68) and integrate by parts, we get

\[ \frac{1}{2} \frac{d}{dt} \left\| V^{(n)} \right\|_0^2 = \int_\Omega [Q]^{(n)} \left( \nabla \tilde{a}^{(n)} \cdot [V]^{(n)} - \partial_\mu \tilde{a}^{(n)} \partial_\mu [V]^{(n)} \right) \, dy \]

\[ + \int_\Omega (F^{(n)} - \nabla \tilde{a}^{(n)} Q^{(n)}) \cdot [V]^{(n)} \, dy \]

\[ - \int_\Gamma [Q]^{(n)} \tilde{a}^{(n-1)} [V]^{(n)}_a \, dS . \]

Similarly as in Sect. 3.3.5, we are able to control the first three terms by using \([Q] = [q] + \frac{1}{2} [\tilde{a}]^{(n)} \]

\[ - \frac{1}{2} \frac{d}{dt} \left\| \tilde{a}^{1/2} [q]^{(n)} \right\|_0^2 + \mathcal{P}_0 P([E]^{(n)},(n-1)(t)) . \]

For the boundary term, we integrate \(\tilde{a}^{1/2}\) by parts as in (4.25) to get

\[ - \int_\Gamma [Q]^{(n)} \tilde{a}^{(n-1)} [V]^{(n)}_a \, dS \]

\[ = \int_\Gamma \partial_\beta [Q]^{(n)} \tilde{a}^{(n-1)} [V]^{(n)}_a \left( \partial_\beta \tilde{\eta}^{(n)} \partial_\beta \tilde{a}^{(n)} + \partial_\beta \tilde{\eta}^{(n-1)} \partial_\beta \tilde{a}^{(n-1)} \right) \]

\[ \lesssim \| [V]^{(n)} \|_{\tilde{H}^{-0.5}} \left( \frac{1}{\kappa} \mathcal{P}_0 \left[ [\eta]^{(n-1)} \right]_{2.5} + || [\tilde{a}] ||_2 \right) . \]

This finalizes the tangential estimates.

**Step 6: Elliptic estimates of \([\tilde{\partial}_t q]^{(n)}\)**

Since \([q]^{(n)}\) vanishes on the boundary, we can still use Lemma 2.5, the elliptic estimates to reduce the spatial derivative to time derivative by replacing the Laplacian term with \(\tilde{\partial}_t^2\) plus source terms. We only list the wave equation of \([q]^{(n)}\) and omit the computation.
\[- \vec{j}^{(n)} R'(q^{(n)}) \partial_t [q]^{(n)} - \Delta_{\vec{a}^{(n)}} [q]^{(n)} \]
\[= \frac{1}{2} \Delta_{\vec{a}^{(n)}} [b]^{(n)} \]
\[- \text{div} \, \vec{a}^{(n)} \left( (b^{(n)} \cdot \nabla_{\vec{a}^{(n)}}) [b]^{(n)} \right) + \partial_t \left( \vec{j}^{(n)} R'(q^{(n)}) \right) \partial_t [q]^{(n)} \]
\[+ \text{div} \, \vec{a}^{(n)} \left( \nabla_{\vec{A}^{(n)}} Q^{(n)} - (b^{(n)} \cdot \nabla_{\vec{A}^{(n)}}) b^{(n)} - ([b]^{(n-1)} \cdot \nabla_{\vec{A}^{(n-1)}}) b^{(n)} \right) \]
\[= \left( \text{div} \, [\vec{a}]^{(n)} [v]^{(n)} + [\vec{j} R'(q)]^{(n)} \partial_t [q]^{(n)} \right). \]

**Step 7: Common control of heat and wave equations**

Differentiate $\partial_t^3$ in (4.43) and (4.71), we are able to get similar estimates of $[W]^{(n+1)}$ and $H^{(n+1)}$ as in Sect. 3.4. We omit the proof here.

Finally, we conclude that

\[ [\mathcal{E}]^{(n+1)} \lesssim_{\kappa} P_0 T^2 \left( [\mathcal{E}]^{(n)} + [\mathcal{E}]^{(n-1)} \right), \]

where we pick $T_\kappa$ suitably small such that the coefficient $\leq 1/4$. This ends the proof of Proposition 4.3 and Corollary 4.4.

**5 Local well-posedness of the original system**

As stated in Corollary 4.4, the local well-posedness of the nonlinear approximation system (3.1) is established in an $\kappa$-dependent time interval $[0, T_\kappa]$. Combining the uniform-in-$\kappa$ nonlinear a priori estimates Proposition 3.1, we know that there exists a $\kappa$-independent time $T_1 > 0$, such that the local existence of the solution $(\eta, v, b, q)$ to the original equation (1.18) holds in $[0, T_1]$ by letting $\kappa \to 0$. It remains to prove the uniqueness of the solution. Let us recall the original equation first

\[
\begin{cases}
\partial_t \eta = v \\
\rho_0 J^{-1} \partial_t v = (b \cdot \nabla_a) b - \nabla_a Q, \quad Q = q + \frac{1}{2} |b|^2 \\
\partial_t [b] - \Delta_a [b] = (b \cdot \nabla_a) v - b \text{div}_a v, \\
\text{div}_a [b] = 0 \\
q = 0, \quad b = 0, \quad - \partial_3 Q|_{t=0} \geq c_0 > 0 \\
\eta, v, b, q|_{t=0} = (\text{Id}, v_0, b_0, q_0).
\end{cases}
\]

Suppose $(\eta^i, v^i, b^i, q^i), \ i = 1, 2$ solves (1.18) with the same initial data $(\text{Id}, v_0, b_0, q_0)$. Then we consider the system of $([\eta], [v], [b], [q])$ by setting $[f] := f^1 - f^2$. Then we have

The flow map:

\[ \partial_t [\eta] = [v]. \]

The momentum equation:

\[
\rho_0 (J^1)^{-1} \partial_t [v] = (b^1 \cdot \nabla_{a^1}) [b] - \nabla_{a^1} [Q] - \rho_0 (J^{-1}) \partial_t v^2 + (b^1 \cdot \nabla_{a^1}) b^2 + [b] \cdot \nabla_a b^2 - \nabla_{[a]} Q^2.
\]
The continuity equation:

\[
\frac{J^1 R'(q^1)}{\rho_0} \partial_t q + \text{div}_{a^1}[v] = \left[ \frac{J R'(q)}{\rho_0} \right] \partial_t q^2 - \text{div}_{[a]}v^2 \quad \text{in } \Omega.
\]

The equation of magnetic field:

\[
\partial_t[b] - \Delta_{a^1}[b] = (b^1 \cdot \nabla_{a^1})[v] - b \text{div}_{a}[v] \\
+ \text{div}_{a^1}(\nabla_{[a]}b^2) + \text{div}_{[a]}(\nabla_{a^2}b^2) \\
+ (b^1 \cdot \nabla_{[a]})v^2 + ([b] \cdot \nabla_{a^2})v^2 \\
- b^1 \text{div}_{[a]}v^2 - [b] \text{div}_{a^2}v^2,
\]

and

\[
\text{div}_{a^1}[b] = -\text{div}_{[a]}b^2.
\]

The boundary conditions:

\[
[q] = 0, \quad [b] = 0, \quad -\partial_3 Q_1 \quad \text{and} \quad -\partial_3 Q_2 |_{t=0} \geq c_0 > 0,
\]

and zero initial data.

Define the energy functional

\[
[E](T) := [E](T) + [H](T) + [W](T) + \left\| \partial_t^{2-k} \left( (b^1 \cdot \nabla_{a^1}) [b] \right) \right\|_k^2,
\]

where

\[
[E](t) := \|\eta\|_2^2 + \|\partial^{3 \alpha} \eta\|_0^2 + \sum_{k=0}^2 \left( \|\partial_t^{2-k} [v]\|_k^2 + \|\partial_t^{2-k} [b]\|_k^2 + \|\partial_t^{2-k} [q]\|_k^2 \right),
\]

\[
[H](T) := \int_0^T \int_{\Omega} |\partial_t^3 [b]|^2 \, dy \, dt + \|\partial_t^2 [b]\|_1^2,
\]

\[
[W](T) := \|\partial_t^3 [q]\|_0^2 + \|\partial_t^2 [q]\|_1^2.
\]

The energy estimate of $[E]$ is almost the same as $E_\kappa$ except that $[Q]$ no longer satisfies Taylor sign condition. So what we need to do is to investigate the boundary integral

\[
\int_{\Gamma} [Q](a^1)^{3\alpha} [V]_{a^1} \, dS,
\]

where we define the Alinhac good unknowns

\[
V^i = \partial^2 v^i - \partial^2 \eta^i \cdot \nabla_{a^1} v^i, \quad Q^i = \partial^2 Q^i - \partial^2 \eta^i \cdot \nabla_{a^1} Q^i,
\]

and

\[
[V] := V^1 - V^2, \quad [Q] := Q^1 - Q^2.
\]

The boundary terms then becomes
\[
\int_{\Gamma} |Q(a^1)^{3\alpha}[V]_{a}| = -\int_{\Gamma} \partial_3 Q \bar{\gamma}_2 \eta_2^2 (a^2)^{3\beta} (a^2)^{3\alpha} [V]_{a} dS \\
- \int_{\Gamma} \partial_3 Q (a^1)^{3\gamma} \bar{\gamma}_2 \eta_2^2 (a^2)^{3\beta} (a^1)^{3\alpha} [V]_{a} dS \\
\lesssim -\frac{1}{2} \frac{d}{dt} \int_{\Gamma} \partial_3 Q (a^1)^{3\alpha} \bar{\gamma}_2 [\eta]_{a} |d| dS \\
- \int_{\Gamma} \partial_3 Q (a^1)^{3\alpha} \bar{\gamma}_2 [\eta]_{a} (a^2)^{3\beta} \partial_2 \eta_2^2 (a^2)^{3\beta} \partial_\mu [v]_{a} (a^1)^{3\alpha} dS \\
\lesssim -\frac{c_0}{2} \frac{d}{dt} \int_{\Gamma} (a^1)^{3\alpha} \bar{\gamma}_2 [\eta]_{a} |d| dS + P \text{(initial data)} P ([E](t)).
\]

Here in the second step we use the precise formula of $[V]$, and in the third step we use Taylor sign condition for $Q^1$. Thus similarly we get

\[
\sup_{t \in [0,T_1]} [E](t) \leq \text{initial data} + \int_0^{T_0} P ([E](t)) dt.
\]

Since the initial data of the system of $(\eta, [v], [b], [q])$ is 0, we know $[E](t) = 0$ for all $t \in [0, T_1]$.

Conclusively, the local well-posedness of the free-boundary compressible resistive MHD system (1.1) is established in Lagrangian coordinates (1.18) with Sobolev initial data.
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