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Abstract—Real world signal acquisition through sensors, is at the heart of modern digital revolution. However, almost every signal acquisition systems are contaminated with noise and outliers. Precise detection, and curation of data is an essential step to reveal the true-nature of the uncorrupted observations. With the exploding volumes of digital data sources, there is critical need for a robust but easy-to-operate, low-latency, generic yet highly customizable, outlier-detection and curation tool, easily accessible, adaptable to diverse types of data sources. Existing methods often boil down to data smoothing that inherently cause valuable information loss. We developed a C++ based, software tool to decontaminate time-series and matrix like data sources, with the goal of recovering the ground-truth. The SOCKS tool would be made available as an open-source software for broader adoption in the scientific community. Our work calls for a philosophical shift in the design pipelines of real-world data processing tasks. We demonstrate that, raw data should be decontaminated first, through conditional flagging of outliers, schema-based curation of flagged data-points, followed recovery of asymptotically converged ground-truth. We claim, this method would immensely enhance accuracy of a wide range of of traditional data processing tasks.

Index Terms—Applications of adaptive filters, Bio biomedical signal processing, Noise, Filter, Image processing, Data science, Image restoration, Machine learning, Outlier Detection, Outlier, C++, Algorithm, Time-series

INTRODUCTION

In his book “21 lessons for the 21st century” Yuval Noah Harari stated, “In a world deluged by irrelevant information, clarity is power” [1]. The data-driven world of science, technology and medicine is so much deluged by countless engines of digital data collection processes that clarity is often profoundly blurred by the clout of over-information. It is more important than ever that, pursuit of information clarity is of far more importance than its mere volume. Clarity often comes through curation of the source level raw-input-data \( \mathcal{D}^\text{raw}(\mathcal{F}, \mathcal{X}) \) \(^1\) originated at

\(^1\)data-source \( \mathcal{D}^\text{raw} \) is often in the form a data-file \( \mathcal{F} \) or a data-stream \( \mathcal{X} \)

some transducers from a set of digital sensors \( \mathcal{G} \) \(^2\). Data, collected from natural-systems are often contaminated by various artifacts, background-noise and extremely deviant outliers [2]–[4] that obfuscate the clarity of the underlying, presumably pristine, nature of the observed system. Noise is generally referred to as a systematic perturbation on observed measurements, whereas outliers or artifacts are considered as ad-hoc interruptions occurring at discrete time points, or cases that are significantly deviant from a signal’s central trends. Typically, outliers are defined by data points deviating by more than a set number of standard deviations (e.g., often 3.0 for normal distribution) from a signal’s central tendency measures (e.g. mean, median, mode etc.). A real-world example would be, the sound generated by the ongoing traffic on an otherwise quiet street can be considered as background noise, whereas the sounds emitted by honks at discrete time points would be considered outliers with respect to the otherwise natural state of quietness. By contrast, the constant beeping sound of a cardiac pulse monitor

\(^2\)sensors and transducers are assumed to be equivalent
could be considered as a signal of interest ($\mathbf{a}$), and any interruption of this rhythmic signal would be considered an outlier with respect to the natural rhythmic pulses. As a simple working definition, we'll consider steady state signals over a well defined period of time as $\mathbf{a}$ and any significant deviation from the central tendency measure as outliers. Outlier detection and curation is a centuries old classic problem, that pervades almost all disciplines of science, art and technology. In art, outliers most often consist of outstanding features that are in sharp contrast to the backdrop of an artistic creation. In science and technology, outliers appear in various contexts of data analysis, machine-learning, fault-tolerance testing and design of robust dynamic systems, such as aerodynamic pressure fluctuation on airplanes. Depending on the exact scenario, the significance of outlier detection and curation has minimal to profound effects on the accuracy of real-world systems’ analysis, modeling and predictability. For example, the sound of a passing airplane over a quiet wooded area, however annoying to the ears, is not of any critical significance. On the other hand, a faulty pressure-sensor measurement feeding incorrect data to an automated airplane navigation software (MCAS) [5], led to multiple crash events of Boeing 737-MAX aeroplanes [6]–[8]. With the large scale adoption of machine-learning (ML) driven data modeling tools, it is crucial to note that, even with the most advanced ML tools, a barely simple prediction may completely fail if the training or test data sets are not perturbation free [9]. Also, it costs a lot more computational power to train outlier infused data sets than its relatively pristine counterparts due to the divergence of the convergee time to a stable model [10]–[13]. Ironically, a highly advanced ML model would also train the noise and outliers as valid data points. To harness the true strength of core ML algorithms, decontamination of available data sets are of paramount importance [14]. In the common real-world situations, often outlier removal is erroneously equated to data smoothing [15]–[18], using various filters (e.g. Gaussian, Wiener etc.) or fitting of the data using generalized polynomial functions [19]–[22]. Also there are often simplistic assumption (e.g. Gaussian, Poisson etc.) [23]–[25] about the nature of the noise in the data that are often inaccurate in most realistic scenarios. The actual time-scales and length-scales of the noise models underlying the data, often do not conform to standardized models (e.g. Gaussian etc.). This issue calls for additional data-discovery on-the-fly during the data processing operations. Existing techniques, although, often make it visually more appealing by reduction of noise, however, it is at the cost of information loss and blurred clarity. Fitting and smoothing techniques are meaningful only when the data is optimally free from unwanted extreme values. As an example, the modern healthcare system heavily relies on various medical-imaging techniques [26], [27]. But, in most realistic scenarios, medical images are often plagued by various noise and artifact signals, that require rigorous noise-mitigation as part of pre-processing steps [28]–[30] to make accurate inferences. On the other hand, real-time stream-based biomedical applications such as EKG [31], [32] pulse or EEG data-train monitors [33]–[35], through which clinical decisions are to be made in real-world settings while a patient is hooked, it is critically important that the data-stream be outlier free in real-time to prevent inaccurate diagnostic outcomes on a moment-by-moment basis. Occasionally, data-records get contaminated at discrete time-points by fluctuations arising from various sources e.g. extraneous background noise, sensor-sensor coupling, movement-artifacts, thermal-noise, line-noise as well as electrical-interferences from equipment operating in the same electrical network. Another example includes, multi-dimensional time-series data (simultaneous recording of multiple sensors) for which sensors are physically constrained by underlying geometry of the sensor coordinates (e.g. EEG electrode placement positions on the scalp’s surface). In this case, data contamination can result from coupling to neighboring channels’ signal(s), and the extent of contamination can vary depending on sensors’ relative position to each other in physical space. Fig. 2 demonstrates few outlier data-points (arrow-tips) clearly forming to a distinct group, when compared to the rest of the data-points. In real-time bio-medical data processing applications like bio-feedback, where subjects are required to monitor or regulate biological signals (e.g. mental state) by taking cue from feedback measures (e.g. neuro-feedback), the efficiency and rigor of outlier curation is of paramount importance. Specifically, if $D$ have not been rigorously de-contaminated from outliers in live clinical experiments involving neuro-feedback, subjects would receive real-time...
bio-feedback signals from artifact-ridden signals falsely responding to the wrongly labeled data signatures. Thus, subjects would receive feedback derived from contaminated data and attempt to self-regulate using erroneous feedback measures. To make it even worse, the contaminated data is often orders of magnitude higher than that of pristine data. As an example of a situation that arises in real-time neuro-bio-feedback systems is when a participant undergoes mental training based on one’s brain signal measured through sensors strategically placed on the exposed surface of subject’s physical body. Often, the data-stream passes through source-localization or similar diagnostic and haptic [30], [37] or audio-visual feedback [38], [39] modules. In such situations, the outlier signal may deem to be the actual feedback signal unbeknownst to the subject. In training paradigms involving meditation or relaxation, a natural jaw-clenching, eye-blinking or swallowing may mislead the subject into believing this to be its actual neural signal or being in a state of higher awakening. Even if the source-localization algorithms are highly reliable, the presence of data contamination would induce the participant to train using contaminated information. Human subjective experience under normal conditions, being harmoniously continuous in nature, such disruption would only worsen any perceived outcomes as well as it may potentially raise the ethical question of making someone believe in something that is incorrectly grounded to its perceived origin.

On the other hand, even in the presence of an accurate outlier curation module, the temporal perception of processed data may be entirely inaccurate with respect to the neural signal of interest if the outlier curation process is not efficient enough to make it real-time and thus preventing processing delays. In high sampling rate (Ω), real-time and high-density sensor driven applications, minimization or complete elimination of processing delay is, therefore, an important processing step to ensure that participants receive signals that are temporally synchronized to their real-time physically and mentally grounded experience. In general practice cases of multi-dimensional time-series outlier curation problems the focus is often limited to single channel systems where each dimension is treated independently of each other. However, although easy to implement from a computational point of view, such simplistic modeling is likely to be prone to inaccurate curation because, often certain groups of sensors are geometrically, neurologically, dynamically or otherwise correlated. The consideration of geometrical constraints arising from the natural physical space would make the curation algorithm more reliable due to additional physically grounded constraints. As an example, complex systems like high-density EEG systems, multiple sensors typically placed on the scalp are utilized to collect real-time high-density data. The relative geometrical constraints manifested by the natural shape of the human scalp, should be taken into consideration to make our outlier curation process more robust and customized.

Since, the nature of many bio-physical data e.g. EEG, EKG etc. are physically rooted both in spatial and temporal domains, we designed the software to address both of these orthogonal aspects of natural data-sources. Existing outlier removal methods PCA [40]–[42], ICA [43], [44] etc. although, well suited for offline tasks and targeted towards certain specialized kinds of data-sets, the available implementations are either not scalable or not efficient enough for adoption in real-time, multi-dimensional, multi-scale noise reduction tasks. For example, EEG-LAB [45] is an excellent toolbox for certain niche EEG-data processing tasks. However, its dependency on proprietary MATLAB software and being written in scripted language is best suited for offline tasks and can not be integrated into embedded devices like fitbit [46], Oura-ring [47] etc.

Moreover, there are often too simplistic assumptions about the nature of the underlying data e.g. linearly varying or under equilibrium conditions which in reality, may have nothing to do with those assumptions. Also, existing methods often remove outlier values at the cost of modification of non-outlier values which in turn leads to loss of information even for perfect data-points. Also such kind of tools should be portable enough to work on a wide range of devices including mobile phones, high-performance-computing, micro-controllers etc. with minimal memory footprint.

Finally, the world of open-source software is a major force behind the exponential growth of data science, ML, and scientific computing. Our open-source code initiative would encourage a thriving developer and research community 3, that is of the likes of PCL [48], armadillo [49], CGAL [50], Tensor flow [51] etc. This initiative would open the gateway to better standardize outlier detection and curation techniques in the context of signal processing of bio-physical signals. As result it would help us answer universal questions like, “What is the correct data buffer-size to reliably identify cardiac-arrhythmia in real-time monitoring environments”? Although, there are many outlier-detection standards available for generic signal processing [52]–[54], source-localization [55], [56], audio-visual processing [57]–[60] contexts, there is no such established standard-practices available for outlier-detection in large scale data driven real-time and post-processing software systems under complex non-trivial operating conditions. This work would help address those issues by creating a globally accessible platform dedicated towards that mission.

I. Method

The primary focus of this work is to build a generic open-source software tool such that, outlier-detection and raw-

3 SOCKScommunity
data curation for a wide variety of data types are facilitated both offline as well as in real-time scenarios. There are two basic steps to achieve this goal. a) Flagging (or detection) of the outliers and b) curation of the flagged data-points. During regular data-acquisition scenarios, the recording is typically done with a specified $\Omega$ and in EEG like sensors (e.g. array or montage of sensors), representative values of $\Omega$ are 256, 512, 1024, 2048 etc. In our case-studies involving time-series data (e.g. EEG), it is set to $\Omega = 2048$. $\mathcal{D}$ is read in a block-wise fashion and temporarily stored in a data-container ($\mathcal{X}$) using the deque [61], [62] data-container. For simplicity, a data-block is represented as $\#$ and $\mathcal{N}^\#$ as the number of instances of $\#$. The size of $\#$, is represented by $\mathcal{N}^{\#_n}$, and taken as an input parameter through a configuration-file. In practical situations, the parameter values would typically be set from the domain knowledge (e.g. spatial or temporal scales) of the system or the nature of the specific curation tasks. For example, if we want to curate a long signal train for very short time-scale chirps, $\mathcal{N}^{\#_n}$ would be only a few sample lengths and comparable to few times the sample-length of the chirp-size. On the other hand, for curation of a long-epoch, $\mathcal{N}^{\#_n}$ would scale with the length of the epoch.

We read the data from $\mathcal{D}$ in a block-by-block fashion through the entire $\mathcal{D}$. The total number of data-blocks ($\Sigma^{\#}$) is approximately proportional to the number of effective samples $\mathcal{N}^{\mathcal{D}}$ present in the data-source. For

$$\text{Curated output sink } \mathcal{O} \ni \{\mathcal{F}, \mathcal{X}\}, \mathcal{E} \ni \{\mathcal{F}, \mathcal{X}\}$$

Fig. 3: Overview of the design principles of SOCKS algorithms. Contaminated time-series data is taken as an input field having a matrix-like structure in ASCII format. The SOCKS kernel curates the data either on time domain or spatial domain (or image) to produce filtered curated data while separately storing the outlier data-points as well.

$$\sum^{\#} = \text{floor}\left(\frac{\mathcal{N}^{\mathcal{D}}}{\mathcal{N}^{\#}}\right) + \text{min}(1, \frac{\mathcal{N}^{\mathcal{D}} \% \mathcal{N}^{\#_n}}{\mathcal{N}^{\#}})$$ (1)

where, the $k^{th}$ data-block is represented as $\#_{k \in \{1,2,\ldots,\Sigma^{\#}\}}$. $\mathcal{N}^{\#_k}$ is effectively the interrogation time-scale $\delta t_k$ for $\#_k$ upon which the median and MAD parameters calculated. The following relationship holds

$$\delta t_k = \frac{\mathcal{N}^{\#_k}}{\Omega}$$ (2)

Fig. 4: Schematic representation of two consecutive curation cascades $\mathcal{C}_k$ & $\mathcal{C}_{(k+1)}$ applied in sequence given values of $\mathcal{D}$ and $\mathcal{N}^{\#_n}$, the following relationship holds.

$$\mathcal{N}^{\#} = \frac{\mathcal{N}^{\#_k}}{\mathcal{N}^{\#}}$$ (3)

All $\mathcal{N}^{\#_k}$s are uniform by design choice except, near the start and end of the data stream due to natural nuances around data boundaries (e.g. the number of samples may not be integer multiples of $\mathcal{N}^{\#_n}$).

4 config.json is the container for various parameter keys and values
Robustness is intrinsically built into the software by incorporating relatively robust central measure, e.g. median ($\hat{\mu}$), and median absolute deviation ($\hat{\sigma}$ or simply MAD) \cite{65-68}. These measures are minimally influenced by presence of extreme outliers. We define modified z-score for value $x_k$ as below.

$$
\hat{Z}_k = \frac{(x_k - \hat{\mu})}{\hat{\sigma}} \tag{4}
$$

In the flagging step, any if for a given data point $k$, $(\text{abs}(Z_k) \geq \lambda)$ is satisfied, $x_k$ (or its location) is flagged (or labeled) as an outlier-candidate and staged to be curated in the subsequent steps if additional constraints (specific to the curation) are satisfied. Curation is not mandatory\(^7\) and the program may halt at the flagging stage if necessitated by the user. Then, using non-NaN\(^8\) values we create a linear-interpolation (or any other order) model to replace the NaN values (flagged points) by constructing a model from the data-points in the neighborhood of the flagged points\(^9\). As a vanilla case, we take advantage of armadillo library’s built-in interp1 function that is optimized to fill in the flagged values from the un-flagged, neighborhood data points. Interp1 does extrapolation of the values if it is outside of the domain on which the model is built. Optionally, we can extend the default software settings built-in with static initializers into additional outlier detection procedures based on other statistical measures like arithmetic mean, harmonic mean, mode or custom criteria specific to the underlying data-curation task based on specific domain constraints. The kernel of the software consists of multi-threaded data-IO mechanism, coupled with appropriate data type conversions, matrix transformations, flagging, curation and iteration process. Efficient availability of data from the source $\mathcal{D}$\(^\S\) is facilitated by the multi-threaded environment through lock-based, mutex-enabled, synchronization mechanisms. The above steps can be done recursively for certain number of iterations ($\mathcal{R}$). Once the targeted iterations are finished (or by any other runtime condition), the flagging and curation steps may continue by piping the data from the last curated output as input and potentially with a different parameter tuple e.g. ($\lambda$, $\#^{10}$, $\mathcal{R}$). We call it cascading with a parameter tuple. The software also allows, multiple processing cascades ($\mathcal{C}'_k$) to be sequentially staged by cascading flagging, curation and iteration steps in a serial fashion. Fig. 4 describes the steps for a given cascade level and the number of cascades $\mathcal{N}^{\mathcal{C}'_k}$ needed for a specific curation objective and can be defined through the configuration file.

A. Pre-post-processing and data source structure

ASCII data is read from $\mathcal{D}$\(^\S\) in floating point format. It is reasonable to presume that, the default data arrangement is column-wise in the sensor space and row-wise in the temporal space. Each row is an individual record of the uniformly sampled data. Traditionally, the data may contain few meta-data header-lines at the beginning. Depending upon the circumstances, the header information may be utilized for calibration or may be discarded as well. In principle, there may be extraneous columns present in $\mathcal{D}$\(^\S\) than those deemed relevant for processing and may be discarded as well by setting appropriate boundaries of the data through the configuration-file. The curation is performed on the effective samples ($\mathcal{N}^{\mathcal{C}'_k}$) that are candidates for actual processing. It is a sub-matrix of the original $\mathcal{D}$\(^\S\). The file or the stream often comes with auxiliary information, time-stamp, serial no. etc. channels and it is important to discard the indices of those channels. Also, often the first few lines of the data file may contain header information (e.g. file type, channel description, $\Omega$ etc.) and we discard these lines for actual processing. The zero time stamp starts at the first sample of the actual data after the header. If the input file contains few lines of header information, we skip those lines from processing (see footnote 4).

B. Design principles, data-io, transformations and dependencies

The underlying design principles are, easy availability (open-source), flexibility, scalability (can handle large data from diverse sources), adaptability (various input data formats, new filter implementations), low-latency, and robustness (works even in the presence of extreme values of data). It can be used as either a stand-alone tool for offline-processing or as a plugin to real-time systems through file or streaming interfaces \cite{69}. The flexibility is achieved by parametric curation of $\mathcal{D}$\(^\S\) where, important parameters (e.g., input file, config file etc.) are fed into the software through a combination of command-line options. Additional parameters are taken from a configuration file designed using JSON structure. The command-line options and JSON parsing are done using open-source cxx-opt\(^{10}\) and json-cpp\(^{11}\) libraries respectively.

Highly efficient matrix-data processing mechanism facilitated by armadillo linear algebra library at the heart of the software. From the input raw data matrix ($\mathcal{M}$), it is trivial to create a reference submatrix sub-matrix $\mathcal{M}_k$ containing only the absolutely necessary chunk of data to be curated by the SOCKS kernel. $\mathcal{M}_k$ is constructed from $\mathcal{M}$ by taking into account appropriate row and column index ranges. The input data is presumed to be in a columnar manner separated by standard field separators (e.g. space, comma etc.) where each column represents time-series data from each individual sensor whereas each row is a single snapshot record of the measurement. As illustrated in Fig. 3, the operations on $\mathcal{M}_k$ are divided into two primary categories based on the respective operational domain of the data a) time-domain $\mathcal{F}$ b) spatial-domain $\mathcal{S}$. Fig. 2 illustrates

---

\(^7\) often it is enough to get the outlier points

\(^8\) Not a number

\(^9\) Actual details depend of the dimensionality, interpolation schema or even keeping the NaN values

\(^{10}\) cxx-opt

\(^{11}\) json-cpp
the spatial arrangements of EEG sensors where the data points are generated from sensors placed on the head-model of standard EEG data-acquisition systems. Due to natural hemi-spherical geometry of human-head model, any individual sensor or a group of them may produce outlier data but it can be recovered in the context of $S$, by constructing a sensor proximity map from the inter-geodesic distances between sensors. In principle, inter-geodesic distances can be replaced by any other suitable distance measure e.g. inter-sensor dynamic correlation, functional proximity (e.g. how functionally close two sensor locations are) etc. When spatial curation is under consideration, this map is optionally taken as an input from the configuration-file (see footnote 4). For the purpose of brevity, we would discuss the $T$ domain operations only, however, $S$ domain operations are done in an equivalent fashion except for few additional elements like sensor proximity map etc. and described in detail in the software documentation. The scalability of processing load depending on available resources was ensured by utilizing a multi-threaded processing framework, paired with block-by-block data-reading, processing and asynchronous storage protocols. At the initialization stage of the software a thread-pool (-thread) of size $N^m$ is allocated so that computation can be delegated to various hardware threads when necessary, while avoiding expensive thread-creation and destruction operations. Generally, $N^m$ scales with the number of cpu-cores of the host-device for processing. A run-time data-block container is internally having the deque data structure, is maintained as a container of $\#_s$ throughout the lifetime of the data-processing task, so that it acts as the interface between the $D^{\infty}$ and the data-processing-module while reducing the data-loading time from $D^{\infty}$ by making the data-block readily available in the hardware memory. Before the data-processing operation starts, initialized to be in a filled state of size $N^m \geq 3$ whereas, the maximum size of $N^m$ is determined by the choice of memory footprint of the software as pre-defined in the configuration-file (see footnote 4). The front element of is popped for processing while an asynchronous request is made to read the next data block from the $D^{\infty}$ to be pushed (or en-queued) in partially empty . Before the push or pop operation, is locked with a mutex. This way the wait time to read data from the $D^{\infty}$is avoided while the processing happens simultaneously on a separate thread of $\text{thread}$. The following schematic sequence describes different states of the data-block container from the initial empty , followed by complete filling and consecutive popping and pushing of $\#_s$'s from data-container until all the data in $D^{\infty}$ is completely exhausted.

The output as well as outlier instances are asynchronously stored through an output data sink (interface) that can optionally be piped to a data file or a streamer labstreaming layer (LSL). The adaptability to variations of data formats is achieved by first reading each line of the input data as a fresh record in the format of a string. String being one of the most universal data types, any kind of ASCII data files can be read in a line by line fashion. Then the data parsing is done by utilizing the data-domain boundaries contained as the actual experimental details of $D^{\infty}$. As a concrete example, we used EEG data samples collected from Biosemi [70] systems where, the first column usually have time stamp information, mid columns have sensor data information, and the last few columns may have auxiliary or external trigger information. In most practical scenarios, only a subset of these data columns are relevant and SOCKS would parse it as per data-boundaries set through the config file. The low-latency and efficiency goal was achieved by using, highly optimized, low-level, multi-threaded, compiled C++ language with modern standards (-std $\geq 11$) that intrinsically supports minimization of expensive data copy through the modern syntax introduced in standard 11. By move semantics [71], [72], reference passing and perfect forwarding [62] principles, the need for expensive data copying was partially if not completely eliminated and every unique piece of data is guaranteed to reside in a single memory location. It is to be noted that, the introduction of move semantics and perfect forwarding, native language level multi-threading enabled a very powerful interface to build efficient, close to metal real-time modern softwares. Parallelized OpenMP-loops [73], [74] were used in appropriate code-blocks to make it even more efficient. Additionally, multi-purpose linear-algebra library armadillo [49] has been heavily utilized to facilitate a diverse variety of highly complex but efficient matrix as well as data transformation operations. One big advantage of the armadillo library is that, it creates a natural interface to form sub-matrix views using references such that any operation on a sub-matrix does not require expensive data copy operation. This has a significant impact on the efficiency of the software because the $D^{\infty}$ is often either imported from file on the hard drive or from a live-stream that in its raw form, belongs to a higher dimensional sensor space than the subspace of the matrix where $\text{data}$ of interest belongs. Without the reference based sub-matrix view, we have to
perform expensive and memory intensive copy operations. Functional operations/transformations are performed on a reference based sub-matrix structure of the imported $\mathcal{D}$ in the form of matrix. In case of streaming (see footnote 17 for details) data we added the interface to stream the output to outgoing data-stream clients. In the current version of the software, we implemented only the outgoing data-streaming, identified by the name and type of the stream. These parameters can be trivially modified in the configuration-file as needed by specific situations. The incoming data-stream can be easily implemented but we skip it in the current version for the sake of simplicity.

It is to be noted that, output from SOCKS kernel can be further processed internally using traditional auxiliary filters (e.g. Gaussian, Poisson etc.). For illustration purpose, we included an implementation of half-Gaussian filter that can be used optionally by turning on or off appropriate flags (for details see footnote 12).

![Image](image_url)

**Fig. 5:** (a) An EEG data segment representing a “jaw-clench” event. The event epoch is approximately marked between two vertical dashed lines. (b) A magnified segment of a single channel (A1 of Biosemi cap) demonstrating the same jaw-clench event to highlight the start and end of the event.

**C. Multiscale-modeling**

Most, if not all, time-series data are intrinsically multi-scale in nature [75], [76]. EEG or similar data-sources, under equilibrium measurement settings, may get intermittently polluted by outliers with varied time-scales as illustrated in Fig. 6 a), b) and c). One practical problem is, reliable detection of the various time-scale specific outliers, despite significant variations of its temporal length-scales (e.g. $\tau_1$, $\tau_2$ & $\tau_3$). One way to address this problem is to pre-determine a set of time-scales ($\tau \in \{\tau_1, \tau_2 & \tau_3\}$) to isolate temporal spans of the outliers. The parameters of the curation task, are appropriately adjusted specific to those time-scales, followed by the flagging, curation, iteration and cascading steps. Depending the outcome objectives, users have complete freedom to determine how many cascades of the curation are appropriate. This can be performed by sequentially applying the flagging and
curation algorithms for each time-scale, followed by piping the output of the most recent elemental curation task as demonstrated in Fig. 4 (see footnote 16) to the input of the next curation step.

D. Software validation

![Image](image1.png)

Fig. 7: Demonstration of a series of jaw-clench segments for a time-series from 128 EEG-sensors. The black line represents the (data) and each colored lines represent corresponding curated data. The colored keys represent sensor indices from 128 of those on Biosemi head-cap.

1) Measured data: Validation is performed on data collected from high density (number of sensors = 128), high Ω EEG experiments using Biosemi device that include controlled outlier events like jaw-clenches. For the purpose of simplicity we show the examples with jaw-clenches but the software can handle any possible event. Fig. 5 a) shows the onset of a jaw-clench event followed by relaxation and b) highlights one such small segment for a particular sensor C4 of Biosemi cap. Fig. 7 demonstrates the curated as well as the $D^{\text{cur}}$ containing a jaw-clench event approximately around the middle of the graph. (easymotion-prefix)

2) Simulated data: We created a software validation pipeline to emulate contaminated time-series data. Synthetic data has been created such that the use cases are intuitive, reproducible and closely resembles the primary outlier features of real EEG data. Using this guideline we performed validation on simulated data as well as the measured data. Fig. 8 demonstrates one such segment of a synthetically generated data-instance that was created to validate the software in a controlled fasion.

II. RESULTS

The results are divided into two major parts. a) Synthetic outlier infused data constructed in a controlled manner from pre-defined distribution functions (e.g. normal distribution) followed by flagging and curation steps. Fig. 8 demonstrates $D^{\text{cur}}$ as well as recovered data. Since, the data is simulated and the outlier locations are previously known, we verified that the flagging steps work with high accuracy as per user expectation and the curated data makes complete intuitive sense when observed carefully (e.g. converging to neighborhood data points), b) experimental data form EEG experiments with human-subjects obtained with Biosemi EEG device. The details of the device is irrelevant.

![Image](image2.png)

Fig. 8: Recovery plot of a simulation based corrupt time-series. Filled squares (purple) represent simulated corrupt data and circles (green), represents recovered data. The horizontal axis represents time points as sample index.

The curated-data can be kept under parametric control by appropriate selection of $\lambda$. Variabilities of output data contains important information about the system and in practical scenarios, the variability for a certain objective should be set as a system requirement.

![Image](image3.png)

Fig. 9: Comparison of raw time-series data (black) and curated data (red) for a jaw-clench sequence for few representative values of $\#^{in}$ applied in sequence by piping the data from the output immediately preceding a given label e.g., input for b) is output from a) data from $D^{\text{cur}}$ is used at the start of the processing. a) $\#^{in} = 4$, b) $\#^{in} = 8$, c) $\#^{in} = 16$, d) $\#^{in} = 32$, e) $\#^{in} = 64$, f) $\#^{in} = 128$, g) $\#^{in} = 256$, h) $\#^{in} = 512$. The plots corresponding to capital letter labels A-H for each small letter labels a-h highlights a single instance of a jaw-clench event. The threshold $\lambda = 0.42$ is kept at the same value for all the plots a-h.

Fig. 9 demonstrates results with aggressive level of threshold parameter whereas Fig. 10 shows the same with a liberal value of $\lambda$. Fig. 11 is similar as Fig. 10 in parameter space except the curated data is fitted with
fig.

3rd degree polynomial. Fig. 11 demonstrates the effect of fitting and smoothing on the top of the curation steps. Fitting curated data with appropriate order polynomials preserves the local curvature of the data trends and that is often a clearer representations of the underlying system than the raw data itself even after outlier curation.

III. Discussion, Limitations, Conclusion & Future Direction

We developed a low-latency, robust, open-source, tool to curate large volumes of time-series data without any practical limitations on the size of the input data source. After operating on the raw-data followed by curated-data in an iterative and cascaded fashion, the output is separately stored in curated and outlier signal files for each iteration cycle within a given cascade. The primary results are demonstrated in sec. II in Figs. 8, 10, 9, 10, 10 & 11 highlighting various curation-capabilities of the software. The actual details of the parameters are described in the figure captions. The key observation is that, the curated output can be parametrically controlled so that the tool can be adapted to a wide variety of real-world situations. The simulated data provides us with a basic pipeline for controlled validation of the software.

SOCKS is designed to be highly efficient, close to metal, flexible and robust enough to be utilized in various data acquisition settings even in the presence of unprecedented levels of extreme outlier values. The primary C++ base class SOCKS is structured such a way that, static variables and functions are designated for elements that preferentially need to be initialized along with the class object instantiation. To keep it simple, we put special emphasis on a single depth the class hierarchy. Also, class instances are not necessary for static functions so that we can call those elements through the class-scope without an actual instantiated class-object.

Although, the main context for building SOCKS was motivated by long, high-dimensional, time-series data from EEG, but the scope is far more expansive and can be easily extended to matrix or image-processing problems as well. It can be safely adapted to any generic time-series scenarios (real-time or post-processing) by adjusting appropriate configurational parameters. New family of filters can be constructed using the flag, curate, iterate and cascade protocols using the same built-in data-io facility. Appropriate usage of ensures that all the available hardware-threads of the host device are optimally utilized. Any parallelizable process is distributed on the independent cores of the microprocessor by virtue of the facility. Additionally, by utilizing labstreaminglayer (see footnote 17) in the streaming protocol, the process can be cloned to multiple hosts in parallel through TCP-IP network protocol (e.g. WIFI,
For simplicity, we implemented streaming only for the curated output-stream but the input-stream can be trivially implemented in a similar fashion. One of the known limitation is the potential behavior of the software under sharp-edge data-boundaries (e.g. Heaviside function like edges in the data). Edge-preservation between data feature-boundaries is often, an important criteria for data processing outcomes. We'll address this aspect in future versions of the software. In the currently published version, we assume the data sources to be without sharp edges. Another known limitation is that, for image inputs, the software operates only on grayscale color planes, e.g. either the source itself is grayscale or the color image is converted to grayscale so that SOCKS can operate on each color plane independently. There can potentially be many ways of addressing the color image processing issues which is beyond the scope of the current article. To conclude, in the currently published version of the software, we have concretely demonstrated the median based MAD-filter and additional variants (e.g. mean, mode etc.) would be developed as an extension in future versions. The closest match with MAD-filter and popular image-processing filters is the median filter [68]. However, median filters have some serious limitations like modifying even the un-corrupted data points. SOCKS is designed to be very generic in nature and can be used under diverse signal-processing scenarios. In a time-series segment, often valuable information is encoded in various orthogonal frequency-bands. For any kind of precise time-series analysis, bounds for the specific frequency-band must be specified. In the current version, we do not address the frequency-band specific implementation although, we are aware of the importance of it but beyond the scope of the current implementation goals. Future versions would address custom bandpass filters versions of the software using open-source DSPFilter repository. The software can be further extended for cloud support as well as support for non-ASCII file types (e.g. binary files like .elf, .bdf formats). In practice, a segment containing a lot of outliers in a time-series data does not necessarily mean that the segment is not information-rich. It may as well, contain valuable intrinsic information (sound of a honk) or effects of external influences on steady-state behavior of the system (sudden stop of traffic at red signal). Part of the design goal of the software is perform the flagging and curation steps sequentially. So, once we flag the outliers the curation is optional and we can simply store the flagged data records without any further curation. Although, there is some apparent similarity between outlier removal and FFT based high-frequency [78], [79] removal procedure but this similarity is only superficial. Any FFT based algorithm implicitly assume periodicity of underlying data and generally very sensitive to extreme outlier (e.g. Gibbs ringing effect) however SOCKS, algorithm is grounded on feature discoverability on-the-fly and almost agnostic to any traditional noise models.

In future we'll add a separate repository of SOCKS compatible filters to create a filter-bank with most generic types of filter to address a wide variety of outlier scenarios (e.g. distributions of various categories). Since, the source-code is written in C++ language using modern standard (-std ≥ 11), it is extremely flexible to extend and customize the utilities under various operating-systems environments [21], including embedded-systems, HPC, mobile-OS, data-servers as well as desktop-applications. Optionally, the matrix processing part of the computation can be delegated to GPUs [80]–[83] using OpenCL, CUDA etc. frameworks [84]–[86] to further augment the processing efficiency. Additional auxiliary filters (e.g. half Gaussian filter or any of the traditional filters) may optionally be applied further on the curated-data either on-the-fly or post storage on hard-drives.

In future, a user friendly GUI interface would be added as well as connectivity to databases, diverse variety of data-streams [87], [88] and direct interfaces with various devices, as well as integration with reactive libraries [89] for better intuitive io-design. Although, the development of the software was inspired by large-scale EEG recordings, but the software is not limited to EEG data. The principles of time series processing are applicable to any other commonly available time-series data like data (e.g. air pressure fluctuations, audio signal processing, video processing, location tracking etc.) as long as the data is suitably transformed into ASCII time-series or metrices.

Documentation of the software was generated using the Doxygen [90] documentation tool and the documentation is hosted at the project-repository (see footnote 12). Finally, the open-source initiative would encourage a thriving developer and research community, and drive new innovations in the space of standardizing outlier detection and curation techniques to address questions like what is the standard threshold for EEG outliers to detect certain category of neurological signals (e.g. alpha wave) or what is the definitive outlier value to know if the pressure-sensor measurement of a moving aeroplane is no-longer reliable? Although, there are many standards available for signal-processing, source-localization, communications etc. but there is no such standardization for outlier-detection in large-scale data generation and storage systems. Building a forum towards the goal of standardization of outliers for various physical systems and normalization of its scales, under diverse operating conditions, would potentially be a revolutionary milestone to reach towards enhancing clarity of real-world data.

Philosophically, outlier curation is deeply linked to our perception of the physical-world. Our visual or auditory senses are heavily dependent on visual or audio signal

---

20 https://github.com/vinniefalco/DSPFilters

21 a guarantee provided by the language itself!
intensities. Often, our *audio-visual* perception about common objects (e.g., image, audio) are strongly influenced by high-intensity spectrum of the signal. By curating those data points, containing high intensity signals, our perception would be relatively free from cognitive biases. The potential applications of *SOCKS* tool would span nearly all disciplines of *data-driven* systems with or without outliers (definition of outlier is often arbitrary). We strongly believe that, *SOCKS* would revolutionize the way we look at *real-world data*.
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Appendix A
Case studies

As stated in sec. III, SOCKS can be used in multiple data-contexts beyond EEG time-series data including image-processing where raw-image is transformed into a data-matrix of grayscale pixel-intensities. In the context of image-processing it would be a very effective tool to perform both flagging and curation steps through iteration and cascading by choosing appropriate kernel-radius ($k$) and $\lambda$-values. The details of how it works are available in the software documentation and beyond the scope this article. We shall demonstrate the image-processing capabilities of SOCKS through some case-studies. More diverse types of case-studies are available on SOCKS community website (see footnote 3) and future updates would be made available here.

A. Image processing

The basic algorithm described for time-series data, is easily adapted to image-processing problems for filtering [67], [68], [91], [92] and segmentation tasks. All that is needed is to transform a raw image into data-matrix using OpenCV based imread function followed by conversion to armadillo matrix. armadillo library has a very advanced data-io facility.

Fig. 12: Recovery of underlying geo-spatial features of Vikram Lander crash landing site and identification of potential fragments. a) Original image obtained by NASA at the Vikram crash site. Curation performed using threshold values of magnitude b) moderate c) low d) variable (low followed by high)

1) Recovery of the underlying geo-texture of Vikram Mars Lander likely crash location: In this example we identify the possible pixel points of India’s lost lunar rover Vikram [93] from NASA images. We also give an estimate of the underlying terrain as demonstrated in Fig. 13. The impact of various threshold levels are tested. At very relatively higher threshold values, is expected to show a smoother underlying surface however at lower threshold values, more feature details are preserved although at the cost of higher level of variation. We used the curation algorithm in a recursive fashion, such that the output from a previous iteration is fed into the next iteration. After few iterations, it is observed that the plot converges to a stable one, with the number of outliers in each iteration steps to be greatly reduced from those at the start of the iteration.

Fig. 13: Recovery of Vikram Lander crash landing site and identification of potential fragments. a) Original image obtained by NASA at the Vikram crash site, b) using moderate threshold, c) using high threshold, d) using two separate threshold (high followed by low) values in sequence

2) Segmentation of Multiple Sclerosis lesions: Lesions observed in a multiple-sclerosis patient’s MRI images is one of the neural bio-markers of the progress and recovery of the disease. Finding the exact coordinates of the lesions is a very important [95] but challenging task. We applied SOCKS kernel to recover the coordinates of the lesions along with an estimate of the underlying anatomic features with the hypothetical absence of the lesions. Fig. 14 demonstrates through 3 highlighted regions that the underlying regions with the lesions are appropriately reconstructed (as apparent visible) and the identified lesions are demonstrated in Fig. 14 C. The actual volume and span of the segmented lesions can be moderated through the threshold parameters as well as $k$ and $\lambda^c$.

This way we get access to various layers of the segmented regions.

22$k$ is equivalent to $#^6$ for one dimensional case

23This depends on the objective outcome-measure