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SIGNIFICANCE: We recently developed a novel Bayesian adaptive method, qReading, to measure reading function. The qReading method has both the efficiency and excellent test-retest reliability in normally sighted young adults to make it an excellent candidate for future studies of its value in diagnosis and longitudinal evaluation of treatment and/or rehabilitation outcomes.

PURPOSE: A novel Bayesian adaptive method, qReading, was recently developed to measure reading function. Here we performed a systematic assessment of the test-retest reliability of the qReading method.

METHODS: The variability of five repeated measurements of the reading curve was examined in two settings: within session and between sessions. For the within-session design, we considered two subpopulations: naive observers and experienced observers. All observers were normally sighted young adults. For each set of data, in addition to examining the intrinsic precision of the qReading method (the half width of the credible interval of the posterior distribution of the estimated performance), we computed four metrics to assess repeatability: standard deviation, Bland-Altman coefficient of repeatability, correlation coefficient, and Fractional Rank Precision.

RESULTS: Extrinsic factors such as observer, time interval between repeated measures, and observer experience all contribute to the variation across measurements. Nevertheless, the four metrics consistently show that the variability across five repeated measurements is small for each set of data. This is true even without taking learning effects into account (standard deviations, ≤0.092 log10 units; Bland-Altman coefficient of repeatability, ≤0.15 (log10)2 units; correlation coefficient, ≥0.91; and Fractional Rank Precision, ≥0.81).

CONCLUSIONS: The qReading method has excellent test-retest reliability in normally sighted young adults.

As one of the essential daily activities, reading allows us to obtain and exchange valuable information. Assessing reading performance is important in both clinics and laboratory because reading performance is a strong predictor of visual ability1 and can be significantly affected by visual impairment,2 which, in turn, has a substantial impact on the patient’s quality of life.3 It has also been shown that visual acuity, the most common functional vision endpoint, is not always sensitive to some retinopathies and their progression especially in the early stages of diseases.4,5 Sometimes, visual acuity can be within the normal range or have little change while reading performance is impaired.6 In situations like these, reading performance may be a more informative and useful measure.

Across a wide variety of reading materials, print size plays a crucial role in the legibility of text.7 Most of existing reading tests measure reading speed in a range of print sizes to construct a reading curve that can be described using an exponential function (Fig. 1). Given the well-established relationship between reading speed and print size,8 examining changes of the reading curve relative to age-matched controls provides an informative way for diagnosing non–age-related impairments in patients such as visual and cognitive impairments.

In clinics, the reading curve is typically measured using printed text such as the Bailey-Lovie Near Reading Card9 and the MNREAD test.9 Computerized reading tests such as the Flashcard test10 and Rapid Serial Visual Presentation test11 are mainly used in laboratory settings. In this study, we used the Rapid Serial Visual Presentation as the text presentation method to be consistent with our previous work.12 In terms of testing method, one common challenge lies in the trade-off between the efficiency and the precision and accuracy of the measurements. To overcome this trade-off, we recently developed a novel Bayesian adaptive testing method, qReading,12,13 By adopting a Bayesian adaptive framework, the qReading method provides efficient assessment while maintaining high accuracy of the measurements. Specifically, the qReading method uses Bayes’ rule and an information-theoretic framework to select the most informative test stimulus (i.e., maximize information gain over a large selection of testing stimuli) for each test trial and exploits the functional regularity between reading speed and print size to apply the information harvested from each trial to the entire reading curve. In two studies,12,13 we validated the qReading method with both computer simulations and psychophysical experiments. In both studies, the qReading procedure exhibited outstanding accuracy and high efficiency compared with conventional or other adaptive methods.
In addition to validating the qReading method, a systematic evaluation of the test-retest reliability (repeatability) across repeated measurements is also necessary before applying the method to clinical practice and research. When there is only one measurement of reading function from each observer, the half width of the credible interval of the posterior distribution of the estimated performance is usually calculated as an indicator of precision (i.e., the reproducibility of the measurement of the reading function). However, the variation induced by any extrinsic factors (e.g., time interval between repeated measurements and level of experience of the observer) is not reflected in the half width of the credible interval calculation given the nature of the metric. In other words, half width of the credible interval describes the minimum test-retest variability, the intrinsic portion from the qReading method. Considering the potential applications of the qReading method in both clinics and laboratory, a more comprehensive evaluation of precision should consider both intrinsic and extrinsic factors, which, in the matter of data collection, requires obtaining more than one measurement from each observer. Although one qReading study did acquire multiple runs of the qReading measurement, the data have some limitations: the qReading measurements were mingled with other reading trials, and the data are a mix of within-session and between-session repeated measures.

The goal of the present study is to perform a systematic assessment of the test-retest reliability of the qReading method in normally sighted observers. We examine the variability of repeated measurements of the reading curve in two settings: within session and between sessions. For the within-session design, we consider two subpopulations: naive observers and experienced observers. For each set of data, test-retest reliability of the method is estimated using multiple statistical measures. In addition, we analyzed the data with and without taking potential learning effects into account. We expect that the intrinsic variability of the qReading method (i.e., half width of the credible interval) remains invariant, whereas the variability due to the extrinsic factors may vary across testing conditions. Our results show that the qReading method has excellent test-retest reliability even without incorporating learning corrections.

**METHODS**

**Observers**

The present study is a detailed small-sample study. Thirteen native, native English-speaking adults (age, 19 to 35 years) with normal or corrected-to-normal vision were divided into two groups. Seven observers participated in a one-session experiment. The other six observers participated in a five-session experiment. Statistics tests were performed to confirm that there was no significant difference in the initial reading performance between the one-session and five-session groups ($t_{11} = 1.62, P = .13$). The research protocol followed the tenets of the Declaration of Helsinki and was approved by the Ohio State University Institutional Review Board. Written consent was obtained from all observers after the nature and purpose of the study were explained.

**Apparatus and Stimuli**

The experiment was programmed and controlled using MATLAB (MathWorks, Ltd., Natick, MA), and Psychophysics Toolbox 3.14-16 and its EyeLink extensions on a MacBook Pro. All stimuli (black lowercase English letters on white background with a mean luminance of 110 cd/m$^2$) were displayed at 10° in the lower visual field on a 32-inch Display++ (Cambridge Research Systems, Rochester, United Kingdom; resolution, 1920 × 1080 pixels; refresh rate, 120 Hz). Testing was binocular in a dark room at a viewing distance of 60 cm, which was maintained with a chin and head rest. The Courier font and its standard letter spacing were used. Eye movements were monitored monocularly at 1000 Hz with an EyeLink 1000 infrared video-based eye tracker (SR Research, Ottawa, Canada). Each testing block began with the calibration of the eye tracker using the standard nine-point fixation procedure.

**Rapid Serial Visual Presentation Reading Task**

The experiments used a Rapid Serial Visual Presentation reading task, identical to the paradigm used in the study by Shepard et al. On each trial, a sentence was randomly drawn without replacement from a pool of 1180 meaningful sentences. Each sentence consists of 10 frequently used words in written English with word length of six or less. Words of the sentence were presented left justified on the left side of the display at 10° eccentricity in the lower visual field in a serial manner with a specified print size and exposure duration. Observers were asked to read the words aloud while maintaining stable fixation along a horizontal fixation line across the center of the display. A trial was canceled and replaced with a different sentence if fixation strayed more than ±1° vertically from the fixation line. Deviation of the fixation was detected in 4% of the trials. Note that the fixation line is not a required component in the Rapid Serial Visual Presentation method. We used it here to ensure that the normally sighted observers read using their peripheral vision. Given that each sentence contains 10 words, 10 responses (correct or incorrect) were generated from each trial. Missing words were treated as incorrect responses.
The qReading Method

The qReading method, utilizing the Bayesian adaptive testing framework, was used to obtain the reading function (reading speed as a function of print size). The method consists of six components: a functional form of the reading curve (Fig. 1), a 3D parameter space, a 2D stimulus space, one-step-ahead search for stimulus selection for the upcoming trial, update of the joint posterior distribution (i.e., the new prior for the subsequent trial) of the reading function parameters based on observer’s response, and iterations of the last two components until reaching a pre-determined criterion.

The reading curve is modeled with an exponential function (Eq. 1) with three parameters: asymptotic performance level (AD; the threshold exposure duration corresponding to the maximum reading speed), the print size corresponding to a reading speed of 60 words per minute (CS; the critical size), and the slope of the function (DC; describing the changing rate of the reading curve):

$$\log_{10} \text{Reading Speed} = \log_{10} \left(\frac{60}{AD} \right) + \log_{10}(AD)e^{\left(\frac{-\log_{10}\text{Print Size} - \log_{10}\text{CS}}{\Delta} \right)}.$$  \hspace{1cm} (1)

A 3D parameter space is defined to encompass all potentially observable reading curves of the observer population and testing condition. Specifically, $\log_{10}\text{AD}$ ranges from $-1.3$ to $0$ (corresponding to 1200 to 60 words per minute), $\log_{10}\text{CS}$ ranges from $-0.7$ to $0.3$ (corresponding to $0.2^\circ$ to $2.0^\circ$ print size), and $\log_{10}\text{DC}$ ranges from $-1.3$ to $0.2$. Within the range of each parameter, 30 values were evenly sampled during data collection.

The 2D stimulus space contains 25 log-spaced print sizes between $0.5^\circ$ and $4.2^\circ$ and 50 log-spaced exposure durations between 25 and 3000 milliseconds (3 to 360 frames). Reading speed for each print size was derived from a psychometric function (proportion of words read correctly vs. exposure duration) specified by the parameters of the reading curve using a criterion of 80% correct (see more detailed information in Shepard et al.).

A one-step-ahead search is performed to select a combination of print size and exposure duration for the upcoming trial with the goal of optimizing the expected information gain on the reading curve. After the observer’s response in each trial, the joint posterior distribution of the three parameters is updated using Bayes’ rule and serves as the new prior for the upcoming trial. Because there are 10 responses (correct or incorrect) per trial, the joint posterior distribution is updated 10 times after each trial. We repeat the one-step-ahead search and update the joint posterior distribution until a pre-determined criterion has been achieved (e.g., reaching a certain number of trials).

Procedure and Data Analysis

The variability of repeated measurements of the reading curve using the qReading method was investigated in both within- and between-session designs. The observers in the one-session group completed five qReading blocks. The five-session group received one qReading block in each of the first four sessions and five qReading blocks in the fifth session and completed all sessions within 7 to 16 days. Each qReading block contained 50 Rapid Serial Visual Presentation reading trials. Each session began with 20 practice trials.

A finer grid (100 instead of 30 values for each parameter; same ranges) was adopted in the data analysis. We compared reading functions across five within-session blocks for the one-session group and for the fifth session of the five-session group (they were considered as experienced observers when reaching the fifth session). A similar comparison was performed across five between-session blocks (the block from each of the first four sessions and the first block in the fifth session) for the five-session group. In this study, we refer to the three sets of data (or conditions) by one-session within-design, five-session within-design, and five-session between-design, respectively. For each
set of data, we examined the area under the curve and half width of the credible interval across blocks\textsuperscript{12} and computed the standard deviation, Bland-Altman coefficient of repeatability (with 95% confidence limits),\textsuperscript{18,19} correlation coefficient, and Fractional Rank Precision\textsuperscript{20} between blocks to evaluate the test-retest reliability of the method. We evaluated the data and report the results in two ways: with or without taking learning into account.

RESULTS

Repeatability without Learning Correction

Reading Curves

Fig. 2 shows the reading curves averaged across observers for each qReading block. The three subplots are for the five
within-session blocks of the one-session group, the five within-session blocks of the five-session group, and the five between-session blocks of the five-session group.

Area under the Curve

Area under the curve allows us to quantify the overall reading performance across a range of print sizes. For each estimated reading curve, area under the curve is calculated from the area enclosed by the reading curve and the horizontal line through log10(1 word per minute) in the print size range assessed in the experiment (i.e., 0.5° to 4.2°). Because both x and y axes are in the log10 scale, the unit for area under the curve is the square of log10 units. Area under the curve/(log10(4.2°) – log10(0.5°)) provides the average log10(words per minute) across the print sizes tested. Fig. 2 also includes the group average of area under the curve listed for each block. A one-way repeated-measures ANOVA was performed on each of the three data sets to examine the block effect. There was a significant block effect for one-session within-design (F4,24 = 4.64, P = .006) and five-session within-design (F4,20 = 9.17, P = .0005), but not for five-session within-design (F4,20 = 1.60, P = .21). The standard deviation of the areas under the curve across the five blocks was calculated from the group average. For the one-session within-design, five-session within-design, and five-session between-design conditions, the standard deviations were 0.03, 0.02, and 0.06 (log10)² units, respectively. The corresponding coefficients of variation (i.e., the ratio of the standard deviation to the mean) were minimal (1.34%, 0.97%, and 3.02%, respectively), indicating good test-retest reliability.

Half Width of the Credible Interval

As demonstrated previously, the 68.2% half width of the credible interval of the posterior distribution of the estimated performance provides a measure of precision in a single run of the qReading procedure. Half width of the credible interval typically decreases with increasing the number of trials. Here we computed the half width of the credible interval after the 50th trial of each block. First, we examined half width of the credible interval as a function of print size. The results showed that variation of half width of the credible interval was minimal across blocks and conditions. As revealed by Fig. 3A, half width of the credible interval changed with print size in a nonmonotonic fashion and was greater at smaller and some larger print sizes, which may be due to a combination of multiple factors such as the fluctuation of observer’s performance across print sizes, the selected functional form of the reading function, and the distribution of testing stimuli in the stimulus space. The overall mean half width of the credible intervals for one-session within-design, five-session within-design, and five-session between-design conditions were 0.024, 0.023, and 0.023 log10 units, respectively, consistent with previous results. Half width of the credible interval can also be calculated for each of the three parameters of the reading curve. Half width of the credible intervals for the parameters (Figs. 3B to D and Table 1) were small compared with the ranges of the parameters (1.3 log10 units for AD, 1 log10 unit for CS, and 1.5 log10 units for DC) in all three conditions (2 to 7%).

Standard Deviation

Test-retest reliability can be expressed in terms of standard deviation. The standard deviation across blocks can be calculated for reading performance measured at each print size for each individual observer. Fig. 4A shows the mean standard deviation (averaged across observers) as a function of print size in the three conditions. We also estimated the amount of variation due to repeated measures at the group level, standard deviationgroup calculated from the group reading curves (i.e., the average reading curves across observers); Fig. 4C). Standard deviationgroup should include the variations introduced by both learning and nonlearning factors. Overall, standard deviations were larger at smaller print sizes. Table 1 lists the standard deviations averaged across observers and print sizes. When plotting standard deviation and standard deviationgroup versus the number of blocks from which calculations were made, we observed similar or slightly smaller standard deviations when

| Fractional Rank Precision (mean ± standard deviation) with or without the correction for learning for the one-session within-design, five-session within-design, and five-session between-design conditions | One-session within-design | Five-session within-design | Five-session between-design |
|---|---|---|---|
| AD = asymptotic performance level; CS = critical size; DC = slope of the function. |
| AD | 0.059 | 0.079 | 0.075 |
| CS | 0.020 | 0.040 | 0.023 |
| DC | 0.074 | 0.109 | 0.083 |
| Mean standard deviation | 0.063 | 0.052 | 0.092 |
| Standard deviationgroup | 0.037 | 0.026 | 0.073 |
| Standard deviationnonlearning | 0.021 | 0.018 | 0.030 |
| Correlation coefficient | | | |
| No correction | 0.96 ± 0.04 | 0.96 ± 0.04 | 0.91 ± 0.08 |
| Correction | 0.98 ± 0.02 | 0.98 ± 0.02 | 0.97 ± 0.03 |
| Fractional Rank Precision | | | |
| No correction | 0.89 ± 0.05 | 0.85 ± 0.05 | 0.81 ± 0.08 |
| Correction | 0.94 ± 0.05 | 0.88 ± 0.07 | 0.91 ± 0.07 |

TABLE 1. Half width of the credible intervals (in log10 units, averaged across observers and blocks) for the three parameters (AD, CS, and DC) of reading curve, standard deviations (mean standard deviation, standard deviationgroup, standard deviationnonlearning in log10 units), and correlation coefficient and fractional rank precision (mean ± standard deviation) with or without the correction for learning for the one-session within-design, five-session within-design, and five-session between-design conditions.
fewer than four blocks were considered (Figs. 4B, D). An increase of standard deviation with a larger number of blocks indicated performance change in later blocks.

**Bland-Altman Plot**

Bland-Altman statistics\(^{18,19}\) were performed to assess the level of agreement between repeated measurements of the area under the curve of the reading curve. In Fig. 5, the Bland-Altman plot is constructed for each of the three conditions. Given five repeated measures per observer, there are 10 unique test-retest combinations (i.e., 10 data points) for each observer. In each data point, the first measurement was always taken before the second measurement during the data collection. Coefficient of repeatability was calculated based on the 10 data points for each observer and condition. The mean coefficients of repeatability for the three conditions were 0.10, 0.10, and 0.15 (log10)\(^2\) units (corresponding to 5%, 5%, and 7% differences in area under the curve), respectively.

**FIGURE 4.** Standard deviations (in log10 units). A, Mean standard deviation (averaged across observers) as a function of print size for one-session within-design, five-session within-design, and five-session between-design conditions. B, Standard deviation versus the number of blocks from which calculations are made. C, Standard deviation\(_{\text{group}}\) as a function of print size. D, Standard deviation\(_{\text{group}}\) versus the number of blocks.
Similar coefficients of repeatability were obtained when pooling across observers with two test-retest combinations (sampled without replacement) per observer. Across all observers, the difference between the area under the curve measurements from different blocks always fell within the individual limits of agreement (except one data point that was right next to the borderline in the five-session between-design condition). The five-session between-design condition had higher variability overall. We also observed small biases in the three conditions (−0.03, −0.02, and −0.08 (log10)² units); that is, the later measurements were slightly larger than the earlier measurements.

**Correlation**

Repeatability of the estimated reading curves can also be evaluated using correlation. Because the reading speeds on each reading curve are determined by the same exponential function and are therefore not independent, we adopted a procedure similar to Hou et al. to remove the dependency from the analysis. First, we designated N log-spaced print sizes between 0.5° and 4.2° (N = 7 for the one-session condition; N = 6 for the two five-session conditions). For each print size, we acquired one test-retest data point (reading speed) by randomly selecting an observer and then randomly selecting two blocks from the same observer (both without replacement). Then, we ran correlation analysis on the N pairs of reading speeds. Lastly, we repeated the aforementioned steps for each observer, and the Fractional Rank Precision was calculated as the average of all observers' fractional precisions. Randomly distributed test and retest scores would result in a Fractional Rank Precision of 0.5. Five repeated measurements from each observer provided 10 unique test-retest pairs. We calculated the Fractional Rank Precision for each pair and each of the three conditions. As shown in Table 1, the mean Fractional Rank Precision was equal to or higher than 0.81 in all three conditions.

**Fractional Rank Precision**

Fractional Rank Precision, a rank-based measure, has been recently developed to assess test-retest reliability in terms of population variability. Specifically, the analysis is to identify the test-retest pair of measurements for an observer, given only the test measurement for the observer and a set of retest measurements from all observers in the group. Because test-retest reliability is described in terms of interobserver variability without resorting to absolute values, the interpretation of the result is intuitive, and the measurement is also suitable for comparing tests with outputs of different magnitude or dimensionality. However, because Fractional Rank Precision scores depend on the variability of the specific observer cohort, comparison of results is meaningful only within but not across studies. To calculate the Fractional Rank Precision, first, we sort all observers’ retest values by their Euclidean distance to the target observer’s test value in ascending order. Then, we calculate the fractional precision (1 – (rank – 1)/N) for this observer’s retest measurement, where rank denotes the rank of the observer's retest measurement in the sorted sequence and N is the number of observers in the group. For instance, if the rank equals 1 (i.e., the observer’s retest value has the shortest Euclidean distance to the observer’s test value among all), the fractional precision would be 1, indicating a perfect test-retest identification. We repeated the aforementioned steps for each observer, and the Fractional Rank Precision was calculated as the average of all observers’ fractional precisions. Randomly distributed test and retest scores would result in a Fractional Rank Precision of 0.5. Five repeated measurements from each observer provided 10 unique test-retest pairs. We calculated the Fractional Rank Precision for each pair and each of the three conditions. As shown in Table 1, the mean Fractional Rank Precision was equal to or higher than 0.81 in all three conditions.

**Learning Rate**

As shown in Fig. 7, there is a trend of an increasing area under the curve with the number of repeated measurements. We calculated learning rate by fitting a straight line to the data in each condition and for each observer. The learning rates in the three conditions (one-session within-design, five-session within-design, and five-session between-design) were 0.016 ± 0.009 (standard deviation), 0.011 ± 0.009, and 0.038 ± 0.014 (log10)²/block, respectively. Because difference in the initial reading performance may confound the comparison between the one-session within-design and five-session between-design conditions and the
comparison between the two within-design conditions, we performed statistical tests and confirmed that reading performance was equated for each of the two pairs at baseline (t₁₁ = 1.62, P = .13; t₁₁ = 0.12, P = .91).

We can also calculate a point-by-point learning rate across the reading curve. For instance, we can compute the learning rate for each of the 25 log-spaced print sizes between 0.5° and 4.2°. Fig. 8 shows that learning rate is essentially the same across print sizes for one-session within-design, decreases with print size until about 1° for five-session within-design, and exhibits a monotonic decrease for five-session between-design. The five-session between-design condition has the highest learning rate overall. The learning rates are less variable across observers and more similar across the three conditions at larger print sizes.

**Repeatability with Learning Correction**

We reassessed the variability of the repeated measurements of the reading curve after taking learning into account. Correction for learning was made to reading speed and area under the curve: Corrected value = Original value – (Block number – 1) × Learning rate. We recomputed the standard deviation, Bland-Altman coefficient of repeatability, correlation coefficient, and Fractional Rank Precision after the correction. Although individual learning rates were applied here, the results were either identical or highly similar (both qualitatively and quantitatively) to those based on a group learning rate correction.

After learning correction, the reading curves became more similar across blocks (Appendix Fig. A1, available at http://links.lww.

---

**FIGURE 6.** Histograms of correlation coefficients for one-session within-design, five-session within-design, and five-session between-design conditions. Each plot contains correlation coefficients calculated from 500 iterations of sampling.

**FIGURE 7.** Average area under the curve as a function of block number for one-session within-design, five-session within-design, and five-session between-design conditions. The error bars denote standard error. The black lines and equations represent the best-fitted lines to the data.
com/OPX/A505, which shows average reading curves after the correction for learning). One-way repeated-measures ANOVAs showed no significant effect of block on the area under the curve in all three conditions. Both the standard deviations of the areas under the curve across the five blocks and the corresponding coefficients of variation were also reduced.

As expected, standard deviations became smaller with the correction for learning (Appendix Fig. A2, available at http://links.lww.com/OPX/A506, which shows standard deviations after the correction for learning). In general, standard deviations are still larger at smaller print sizes. After taking learning into account, the standard deviations remained constant for different numbers of blocks.

With the correction for learning, the biases in the Bland-Altman plots reduced to zero in all three conditions (Appendix Fig. A3, available at http://links.lww.com/OPX/A507, which shows Bland-Altman plots after the correction for learning). The coefficients of repeatability also slightly reduced. Across observers, the difference between the estimated areas under the curve from different blocks always fell within the individual limits of agreement.

When performing correlation and Fractional Rank Precision analyses on the learning-corrected data, we found higher Fractional Rank Precisions (Table 1) and slightly higher correlation coefficients with smaller standard deviations (Table 1; Appendix Fig. A4, available at http://links.lww.com/OPX/A508, which shows histograms of correlation coefficients after the correction for learning).

**DISCUSSION**

We performed a systematic evaluation of the test-retest reliability of the qReading method in normally sighted observers reading peripherally. By comparing repeated measurements of the reading curve, our evaluation on precision considered both the intrinsic precision of the qReading method and the variability from several extrinsic factors such as observer, time interval between repeated measures, and the level of experience of the observer. As expected, the half width of the credible interval (the intrinsic precision of the qReading method) not only was small and quantitatively consistent with the previous finding by Shepard et al. but also had minimal change across multiple measurements and testing conditions. The variation observed in the test-retest reliability (e.g., the variation of standard deviation) was mostly caused by extrinsic factors. We adopted four metrics to assess the repeatability of the qReading method, including the common metrics for repeatability measurement, standard deviation, correlation coefficient (despite being vulnerable to artifacts), and Bland-Altman coefficient of repeatability, and a newly developed metric based on concepts from information retrieval (Fractional Rank Precision). All four metrics consistently showed that the qReading method had excellent test-retest reliability even without taking learning into account.

In the present study, we considered three extrinsic factors and evaluated their impact on the test-retest variability. The one-session within-design and five-session within-design conditions represented two different measurement schedules (i.e., different time intervals between repeated measures). All four repeatability metrics showed that test precision was lower when the repeated measures were spread over multiple days instead of being collected in one quick session (less than an hour). Compared with naive observers in the one-session within-design condition, the observers in the five-session within-design condition completed four qReading blocks before the within-session data collection and therefore had more experience in performing Rapid Serial Visual Presentation reading task with the qReading procedure. The results showed that the experienced group seemed to have slightly lower standard deviations but similar values in the other metrics; that is, test-retest reliability was similar or slightly better for the experienced group. As we will discuss hereinafter, learning can occur during repeated measurements, which accounts for part of the variability. Other observer-dependent factors can also contribute to test-retest variability (standard deviation nonlearning). Both the learning and nonlearning factors led to the most variability in the five-session...
between-design condition and the least variation in the five-session within-design condition.

Learning is inevitable when an observer repeatedly performs the same task for a large number of trials. Fig. 7 shows a visible trend of improvement in area under the curve with an increasing number of repeated measurements, which was also confirmed by the small negative biases (indicating that the later measurements were slightly larger than the earlier measurements) observed in Bland-Altman plots (Fig. 5). The rate or magnitude of improvement may depend on various aspects of the study design such as the initial performance level, the total amount of stimulus exposure and the length of each testing session (i.e., measurement schedule). To thoroughly examine the test-retest reliability of the qReading method, we estimated the learning rate for each condition and individual and then reevaluated the data with correction for learning. We found that learning had the largest impact on the five-session between-design condition (indicated by the steepest slope in Fig. 7) and the smallest influence on the five-session within-design condition. Namely, observers had faster/greater improvement when measurements were distributed over multiple days or when observers were naive. After taking learning into account, we found better test-retest reliability for all three conditions, with the five-session between-design condition benefiting the most.

When we measured each reading curve, reading speed was estimated at different print sizes between 0.5° and 4.2°. As shown in Figs. 3 and 4, smaller print sizes (corresponding to slower reading speeds) exhibited lower test-retest reliability (larger half width of the credible intervals and standard deviations), especially for those close to 0.5°. Regardless of exposure duration, smaller text is more difficult to read. Likely, the more visually challenging the text, the greater the reliance on nonvisual factors such as lexical knowledge and sentence context. This means that more fluctuations can be induced in the performance and the associated measures at smaller print sizes. When calculating point-by-point learning rate across the reading curve, we found higher learning rates at smaller print sizes for the two five-session conditions. However, even after taking learning into account, the standard deviations remained larger at smaller print sizes in all three conditions.

The Rapid Serial Visual Presentation involves minimal eye movements and is very different from natural reading. Future studies should consider adopting text presentation methods that require eye movements, such as page reading or self-paced reading, to better estimate eye-mediated reading performance in everyday life. As demonstrated by Arango et al. an easy modification of the qReading method will allow us to test these alternative conditions. For instance, in self-paced reading, observers reveal words of a sentence one at a time at their own pace while having continued access to the overall spatial layout of the sentence. This presentation method has been broadly used in psycholinguistic studies and recently adopted to assess low-vision reading because of its advantage of providing extract reading time of each word. To apply the qReading technique to the self-paced reading, in the one-step-ahead search, we would only need to select a print size instead of a combination of print size and exposure duration for the upcoming trial. By recording the observer’s response (read the word correctly or incorrectly) and the reading time of each word, we would then be able to update the joint posterior distribution of the parameters of the reading function.

Shepard et al. and Hou et al. validated the qReading method mainly for its accuracy and efficiency. The present study performed a systematical assessment of its precision and demonstrated high test-retest reliability of the method. Further evaluations in different age groups and patient populations are needed to examine the suitability of the method in various potential applications (e.g., diagnosis, or longitudinal assessment of disease progression and treatment and/or rehabilitation outcome). With possible poorer test-retest reliability in people with visual impairment, it is especially important to perform a similar assessment among visually impaired individuals. When using the qReading method in the clinics, we may need to consider the effect of learning to further improve the precision of the method, especially for longitudinal assessments.
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Supplemental Digital Content: Appendix Figure A1, available at http://links.lww.com/OPX/A505. Average reading curves after the correction for learning. Each curve represents group average estimation. The error bars represent the average ± 68.2% half width of the credible intervals across observers. Average areas under the curve are listed for all five blocks in each panel. The standard deviations of the areas under the curve across the five blocks are 0.01, 0.01, 0.02 (log10 units for the one-session within-design, five-session within-design, and five-session between-design conditions, respectively. The corresponding coefficients of variation are 0.58%, 0.57%, and 0.97%.

Appendix Figure A2, available at http://links.lww.com/OPX/A506. Standard deviations (in log10 units) after the correction for learning. (A) Mean standard deviation (averaged across observers) as a function of print size for one-session within-design, five-session within-design, and five-session between-design conditions. (B) Standard deviation versus the number of blocks from which calculations are made. (C) Standard deviation (without learning) (the amount of variation introduced by repeated measures at the group level excluding the variation resulted from learning) as a function of print size. (D) Standard deviation (without learning) versus the number of blocks.

Appendix Figure A3, available at http://links.lww.com/OPX/A507. Bland-Altman plots after the correction for learning. Each color represents one observer. Each observer contributes ten data points. The dashed horizontal lines indicate the individual 95% limits of agreement. The solid black line represents the bias averaged across observers. The mean coefficients of repeatability are 0.09, 0.10, and 0.13 (log10) units (corresponding to 4%, 5% and 6% difference in area under the curve) for one-session within-design, five-session within-design, and five-session between-design conditions, respectively.

Appendix Figure A4, available at http://links.lww.com/OPX/A508. Histograms of correlation coefficients after the correction for learning. Each plot contains correlation coefficients calculated from 500 iterations of sampling.
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