ABSTRACT
High-dimensional data has become popular due to the easy accessibility of sensors in modern industrial applications. However, one specific challenge is that it is often not easy to obtain complete measurements due to limited sensing powers and resource constraints. Furthermore, distinct failure patterns may exist in the systems, and it is necessary to identify the true failure pattern. This work focuses on the online adaptive monitoring of high-dimensional data in resource-constrained environments with multiple potential failure modes. To achieve this, we propose to apply the Shiryaev–Roberts procedure on the failure mode level and use the multi-arm bandit to balance the exploration and exploitation. We further discuss the theoretical property of the proposed algorithm to show that the proposed method can correctly isolate the failure mode. Finally, extensive simulations and two case studies demonstrate that the change point detection performance and the failure mode isolation accuracy can be greatly improved.
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1. Introduction
Nowadays, most industrial applications are instrumented with hundreds or thousands of sensors due to the advancement in sensing technology. Real-time process monitoring and fault diagnosis are among the benefits that can be gained from effective modeling and analysis of the produced high-dimensional streaming data. Classical researches for process monitoring of high-dimensional streaming data focus on a fully observable process, which means at each sampling time point, all the variables can be observed for analysis (Yan, Paynabar, and Shi 2018). However, it is often infeasible to acquire measurements of all these sensing variables in real time due to limited sensing resources, sensing capacity, sensor battery, or other constraints such as system transmission bandwidth, memory, storage space, and processing speed in modern industrial applications (Liu, Mei, and Shi 2015). Furthermore, under change detection and isolation setting, we assume that the engineered systems that are being studied have several distinct failure modes and patterns but do not know which failure mode may occur beforehand. Overall, this article focuses on change point detection under resource-constrained environments with multiple potential failure modes.

The first motivating example is in the hot forming process (Li and Jin 2010) as shown in Figure 1(a). There are five sensing variables in the system: the final dimension of workpiece $X_1$, the tension in workpiece $X_2$, material flow stress $X_3$, temperature $X_4$, and blank holding force $X_5$. These five variables can be represented as a Bayesian network, as shown in Figure 1(a). For example, if we know that the change of $X_4$ and $X_5$ are the two major failure sources in the system. If $X_4$ changes, only $(X_1, X_2, X_3, X_5)$ will change. Therefore, different failure modes may affect a different subset of sensors differently.

Another example comes from in-situ hot-spots detection in the laser powder bed fusion (LPBF) process in the metal additive manufacturing process. A thermal camera is often used to monitor the stability of the process while the product is being produced on a layer-by-layer basis. Here, detecting the hot-spots early is crucial for further product quality control. Figure 1(b) show an example of such hot-spots from the thermal camera. Given that the anomaly or hot-spots can only occur on the edge/corner of the scanning path, multiple failure modes can be defined.

There are a few challenges of sequential change-point detection under the sampling constraint: (a) From the previous examples, the failure mode distribution can be quite complicated. For example, in the hot forming process, as shown in Figure 1(a), we aim to detect the failure mode with the weakly conditional dependency on the graph; In the laser powder bed fusion pro-
cess, as shown in Figure 1(b), we aim to detect the spatially clustered hot-spots. (b) Even though we assume that we have prior knowledge of different potential failure modes, we do not know which failure mode may occur in the system. The main challenge is to balance the exploration of all potential failure modes and the exploitation to focus on the most probable failure mode. A conceptual illustration of the proposed algorithm is provided in Figure 2. The illustration example has shown an example that the sampled points are performed on the 2D spatial domain. The sampling patterns at time $t_1$ and $t_2$ focus on exploration for all failure modes and the sampling patterns at $t_3, \ldots, t_n$ focus on exploitation for failure mode 3. In general, it is hard to decide when the algorithms should change to exploitation or which failure mode they should focus on. Finally, given that the multiple failure modes have quite complex shapes and distributions, the exploration, and exploitation among these modes are often quite challenging.

There are also many works focusing on change-point detection under resources constraint. Most of the existing works are proposed based on the “local monitoring and global decision” framework, which focuses on monitoring each data stream independently using local monitoring statistics and then fusing these local monitoring statistics together via a global decision framework. For example, Liu, Mei, and Shi (2015) proposed scalable and efficient algorithms for adaptive sampling for online monitoring. The method introduced a compensation parameter for the unobserved variables to increase the chance of exploring them. Recently, Zhang and Mei (2022) proposed to combine the powerful tools of the multi-arm bandit problem for efficient real-time monitoring of HD streaming data. However, these works either assume the data stream is independent or cannot take advantage of the failure mode information in some systems, which fails to monitor and identify the correct failure pattern. For a complete literature review of monitoring of high-dimensional streaming data, please see Section 2.

To generalize the sequential change-point detection framework to both detect and identify the correct failure modes, change detection and isolation literature has been proposed in the literature, which also inspires this research. The change-point detection and isolation often assume that there are a set of predefined post-change distributions. The goal is not only to detect the change with the shortest detection delay but also to identify which change mode occurs in the system. For example, Chen, Zhang, and Poor (2020) proposed a Bayesian method to decide on a procedure to identify both the change point as well as the correct change mode. For a complete literature review of change detection and isolation, please see Section 3.3. However, these works typically assume that the data is fully observed, which cannot be applied to partially observed data.

To address the challenge of multiple failure modes and partially observed data, we propose a novel Multiple Thompson Sampling Shiryaev-Roberts-Pollak (MTSSRP) Method by a modified “local monitoring and global decision framework.” As far as the authors know, this is the first work that discusses the adaptive sampling framework for failure mode detection and isolation. Unlike the literature on the monitoring of HD streaming data, where the local monitoring statistics are defined at each individual sensor, we propose to define the local statistics for each individual failure mode. This enables the proposed MTSSRP to take advantage of the failure mode information, which is very important in the high-dimensional space, given that failure mode information can significantly reduce the search space since there are unlimited ways that change may occur in the high-dimensional space. To quantify the uncertainty of unobserved sensing variables for different failure modes, we propose to apply the Shiryaev-Robert (SR) procedure for sequential change point detection on the failure mode level.

Furthermore, to balance the exploration and exploitation, we will borrow the idea from Multi-arm Bandit (MAB). MAB
aims to sequentially allocate a limited set of resources between competing “arms” to maximize their expected gain, where the reward function for each arm is not known. MAB provides a principled way to balance exploration and exploitation. To apply MAB for change point detection under the sampling constraint, we propose to use the SR statistics of the selected failure modes as the reward function in the Multi-arm Bandit (MAB) problem (Zhang and Mei 2022). However, different from (Zhang and Mei 2022), the selection of arm is on the sensor level, where the SR statistics is defined on the failure-mode level. For high-dimensional data, specifying the joint distribution of high-dimensional data can be very challenging. Therefore, this article will explore spatial structures for defining the failure mode distributions as shown in Section 3.5. This article also discussed that with the independence assumption of the distribution variable, the computational efficiency could be greatly improved.

The article is organized as follows. In Section 2, we will review the existing literature on change detection and isolation. We will also discuss works on process monitoring with resource constraints. We further introduce our proposed method and then discuss its property in Section 3. All the proofs are available in the outline supplementary materials. Then, we apply the proposed approach to both the simulated data and evaluate its performance and compare the existing methods in Section 4. Furthermore, we apply the proposed method to two real cases in Section 5, respectively. Concluding remarks are given in Section 6.

2. Literature Review

In this section, we will provide a more detailed review of statistical process control or sequential change point detection methods. We will briefly classify the methods for the following four categories: monitoring of independent HD streaming data, monitoring of functional data or profile monitoring, process monitoring with the resource constraint, change-point detection, and isolation.

In the first category, monitoring the HD streaming data has often been treated as monitoring the multiple independent univariate data streams. There are two distinct frameworks for monitoring independent data streams in recent years. First, the “global monitoring” framework focused on directly designing the global monitoring statistics for the process monitoring or change point detection for high-dimensional data (Xie and Siegmund 2013; Wang and Mei 2015; Cho and Fryzlewicz 2015; Chan 2017). However, the global monitoring framework is typically computationally inefficient for high-dimensional data. Second, the “local monitoring and global decision” framework focus on monitoring each data stream independently using local monitoring statistics and then fusing these monitoring statistics together via the global statistics (Mei 2010, 2011). The benefit is that these methods are typically computationally efficient and can be scalable to high-dimensional data. However, these methods are often limited to the independent data stream. Finally, this framework is targeted for the case of fully observed data, which may not be applicable under the resource constraint.

In the second category, profile monitoring techniques have been proposed to tackle the complex spatial correlation structures. Dimensionality reduction techniques, such as principal component analysis (PCA), are widely used. Various types of alternatives such as multivariate functional PCA (Paynabar, Zou, and Qiu 2016), multi-linear PCA (Grasso, Colosimo, and Pacella 2014), and tensor-based PCA (Yan, Paynabar, and Shi 2015) are proposed. On the other hand, nonparametric methods based on local kernel regression (Qiu, Zou, and Wang 2010) and splines (Chang and Yadama 2010) are developed. To monitor the non-smooth waveform signals, a wavelet-based mixed effect model is proposed in (Paynabar and Jin 2011). However, for both PCA-based methods and nonparametric methods, they typically assume that the change alternative is not known. To use the anomaly structures, smooth sparse decomposition methods have been proposed and use two sets of basis functions, the background basis and anomaly basis, to represent the spatial structures of the background and anomaly, which have been applied to smooth profiles (Yan, Paynabar, and Shi 2017, 2018) and waveform profiles (Yue et al. 2017). However, all the profile monitoring techniques assume that the complete measurements are given and cannot be applied for HD data with partial observations.

In the third category, many existing works focus on the change point detection with the sampling constraint. Here, we will briefly classify the existing monitoring methods with the sampling constraint into two categories, monitoring the iid data stream and monitoring the correlated data stream. For monitoring the iid data stream with the sampling constraint, Liu, Mei, and Shi (2015) proposed a top-R-based adaptive sampling strategy as a combination of random sampling in the in-control state and fixed sampling in the out-of-control state. Another work by Zhang and Mei (2022) converts the problem into a MAB framework and adaptively selects the sensors with Thompson Sampling. Recent work by Gopalan, Lakshminarayanan, and Saligrama (2021) provides an information-theoretic lower bound for the detection delay. However, this method can be applied to multi-dimensional problems, but cannot be applied to the case with multiple complex failure-mode (i.e., after-change) distributions.

However, due to the iid assumption, these methods might not be suitable for data with complex distributions in reality. To deal with this problem, Xian, Wang, and Liu (2018) proposed an adaptive sampling strategy that can handle the correlated data generated from a multinomial distribution. For monitoring correlated data streams with the sampling constraint, these methods can be classified into monitoring data generated from the Bayesian Network and spatial profile. For example, Liu, Zhang, and Shi (2013) and Liu and Shi (2013) proposed a sensor allocation strategy according to a Bayesian Network to detect changes with multivariate $T^2$ control chart. Another work discussed the problem when there is a spatial correlation among sensors and proposed a spatial-adaptive sampling strategy to focus on suspicious spatial clusters (Wang et al. 2018). However, these methods either consider the data stream with spatial correlation (Wang et al. 2018; Ren et al. 2020; Gómez, Li, and Paynabar 2022) or modeled by the Bayesian Network structures (Liu, Zhang, and Shi 2013; Liu and Shi 2013), which fails to apply to the problem with general failure mode distributions as discussed in this article.
Finally, there is a large amount of work focused on the case when there are multiple failure modes, and it is necessary to identify the true failure while detecting the changes. The problem of sequential change detection with multiple failure modes is usually called change detection and isolation. The goal is to find the best decision procedure that can control the false alarm rate as well as the false isolation probability. The problem is of importance since it is common in different applications like fault diagnosis, process monitoring, and object identification (Nikiforov, Varavva, and Kireichikov 1993; Wilsky 1976; Malladi and Speyer 1999). The major works in change detection and isolation can be categorized into Bayesian and non-Bayesian directions. Nikiforov (1995) proposed a change detection/isolation framework as an extension of Lorden’s results (Lorden 1971) which follows non-Bayesian schema. Another two works formulate the problem into a Bayesian version, which considers the change point as a random variable (Chen, Zhang, and Poor 2020; Malladi and Speyer 1999).

3. Proposed Methodology

In this section, we will first describe the problem formulation of partially observed multi-mode change detection based on high-dimensional (HD) streaming data with sampling control in Section 3.1. We will describe the proposed MTSSRP methodology in Section 3.2. We will prove important properties of the proposed algorithms about the average run length and failure mode isolation guarantee in Section 3.3. We will give the guidelines to select the tuning parameters of the proposed MTSSRP method in Section 3.4. Finally, we will give a discussion and several guidelines on selecting the failure mode distributions in Section 3.5.

3.1. Problem Formulation and Background

Suppose we are monitoring data stream \( X_{jt} \) for \( j = 1, \ldots, p \) and \( t = 1, 2, \ldots, T \), where \( p \) is the number of dimensionality in the system and \( T \) is the monitored time length. We assume that the data streams follow joint distribution \( f_0 \) before change as \( X_t \sim f_0 \) for \( t < v \). At some unknown change time \( v \in \{1, 2, \ldots\} \), an undesirable event occurs and causes an abrupt change of the data stream into one or few failure modes. For example, the after-change distributions \( f_k \in F \) can be anyone from a family of distributions \( F = \{f_1, \ldots, f_K\} \). In another word, after the change, \( X_t \sim f_k, k = 1, \ldots, K \) for \( t > v \). In other words, we do not assume that we know which failure mode occurs in the system. Following the change detection and isolation framework, we do assume that a single failure mode \( f_k \) may occur after the change. We will discuss the case with multiple failure mode. Here, \( f_0, f_1, \ldots, f_K \) are the joint distribution for all sensing variables. The sensing variables can also be correlated. Finally, in practice, we can set the magnitude of the joint distribution as the interested magnitude of the change to be detected.

Furthermore, we assume that given the resource constraint, it is not possible to observe all the data streams. For the partially observed data with sampling control, the set of the observed data is denoted by \( y_t = \{X_{jt}, j \in C_t\} \). Here, \( C_t \) is the set of observed sensor indices at time \( t \), which can be selected online. In other words, we can define \( a_{jt} \) as the binary variable denoting whether the variable \( j \) is observed at time \( t \), \( C_t = \{j : a_{jt} = 1\} \). Finally, the sampling constraint is represented by \( \sum_{j=1}^{p} a_{jt} = q \) at each time \( t = 1, 2, \ldots \), which means at each time \( t \), only \( q \) sensing variables can be observed from all \( p \) variables.

The objective of this article is to design an efficient adaptive sampling algorithm and the change point detection algorithm to automatically distribute sensing resources according to the knowledge of the system failure modes such that the change can be detected quickly as soon as it occurs, and the corresponding failure mode can be identified accurately while maintaining the false alarm constraint.

3.2. Proposed Algorithm

In Section 3.2, we will introduce the proposed methodology with the following major steps, monitoring statistics update, change point detection decision, failure mode isolation, and planning for adaptive sampling. The overall framework is shown in Figure 3, and the detailed steps are as follows:

1. Monitoring statistics update: We first construct the monitoring statistics of partially observed HD streaming data for each failure mode based on the SR procedure. The detailed step is discussed in Section 3.2.1.
2. Change point detection decision: According to the updated monitoring statistics for each failure mode, a top-R statistic is used to conduct the global decision. We will then raise a global alarm if the process has gone out of control and decide which failure mode has occurred. The detailed step is discussed in Section 3.2.2.
3. Planning for adaptive sampling: If the change is not detected, we will update the sampling layout dynamically according to the historical observations. To achieve this, we propose to borrow the Thompson sampling idea to decide the next sampling layout, where the data is randomly sampled from the identified failure mode distribution. The detailed step is discussed in Section 3.2.3. Furthermore, the optimiza-
tion algorithm to solve this planning and optimal sampling decision is discussed in Section 3.2.4. The selected sampling patterns will be used to update the monitoring statistics recursively.

4. **Failure mode isolation**: Finally, if the change is detected, we will isolate and identify the true failure mode in the system.

### 3.2.1. Recursive Monitoring Statistics Update

In this section, we will discuss the proposed method of constructing the Shiayev-Roberts (SR) statistics for each failure mode $k \in \{1, \ldots, K\}$ with missing observations. Here, we denote the local SR statistics at time $t = R_k,t$. Here, $y_t$ is the set of observed data streams. We will follow the same rule of updating the local statistics $r_{k,t}$.

$$R_{k,t} = (R_{k,t-1} + 1) \frac{\tilde{f}_{C_t,k}(y_t)}{f_{C_t,0}(y_t)}.$$  

Here, $\tilde{f}_{C_t,k}$ is the joint distribution of the observed data $y_t$ at set $C_t$. For computational efficiency and stability, it is recommended to use the $r_{k,t} = \log R_{k,t}$, updated as

$$r_{k,t} = \log(\exp(r_{k,t-1}) + 1) + \log \frac{\tilde{f}_{C_t,k}(y_t)}{f_{C_t,0}(y_t)}.$$ 

We set $R_{k,0} = 0$ initially and update the statistics accordingly.

### 3.2.2. Detection Decision and Failure Mode Isolation

We will combine the local statistics for each failure mode to construct a global stopping time. Here, if we know that the system only contains one failure mode, we propose to use the largest of the monitoring statistics $r_{k,t}$ to trigger the alarm. For example, if $r_{k,t}$ is larger than a control limit $A$, to raise the alarm.

$$T = \inf\{t \geq 1 : \max_k r_{k,t} \geq A\} \quad (1)$$

However, if we know that there are multiple failure modes in the system, the summation of the top $r_{k,t}$ statistics can be used to trigger the alarm.

$$T = \inf\{t \geq 1 : \sum_{k=1}^{K} r_{(k),t} \geq A\} \quad (2)$$

Finally, to isolate the most probable failure mode when the change is detected, we propose to use the monitoring statistics with the largest index $\hat{k}$, computed as

$$\hat{k} = \arg\max_k r_{k,T}.$$  

### 3.2.3. Planning for Adaptive Sampling

In this section, we present an efficient method to plan and select the best sampling pattern to observe at the next time point. Suppose that we have observed $y_1, \ldots, y_{t-1}$ now and the goal is to determine $\{a_{ij}\}$ at next time $t$, which is a binary variable denoting whether variable $j$ is observed or not at time $t$. Inspired by the MAB, we propose to maximize the reward function, defined by the monitoring statistics of the top few selected failure modes. More specifically, we propose to use the summation of the SR statistics of the top-$K_j$ failure modes as the reward function, where $K_j$ is a pre-defined parameter to balance the exploration and exploitation. In other words, we can define the reward function as $S_t = \sum_{k=1}^{K_j} r_{(k),t}$, where $r_{(k),t}$ is the rank of the statistics such as $r_{(1),t} \geq \cdots \geq r_{(K_j),t}$. One specific challenge is that to compute the reward function $S_t$ for planning, we need to compute $r_{(k),t}$, which requires $x_t$ to be fully observed. However, given that we are still at time $t - 1$ yet and data $x_t$ has not been observed yet, it is impossible to compute and optimize $S_t$ for the planning problem.

To solve this planning problem, we propose to optimize a sampled version of the monitoring statistics $\tilde{S}_t$, defined as $\tilde{S}_t = \sum_{k=1}^{K_j} \tilde{a}_{k,t} r_{(k),t}$. Borrowing from the Thompson sampling algorithm, we would like to use the sampled version of $x_t$, denoted as $\tilde{x}_t^k$ as

$$\tilde{r}_{k,t} = \log(\exp(\tilde{r}_{k,t-1}) + 1) + \log \frac{\tilde{f}_{C_t,k}(\tilde{x}_t^k)}{f_{C_t,0}(\tilde{x}_t^k)}, \quad (4)$$

where $\tilde{x}_t^k \sim f_k$ is sampled from the $k$th failure mode. Finally, one can optimize $a_{ij}$ by maximizing the sampled version of $S_t$, denoted as $\tilde{S}_t$ as

$$\max_{a_{ij}} \tilde{S}_t \quad \text{subject to} \quad \sum_j a_{ij} = q, a_{ij} = \{0, 1\}. \quad (5)$$

Finally, we will discuss how to solve the optimization (5) in Section 3.2.4.

### 3.2.4. Optimization for Planning

In general, optimizing (5) is often challenging. If the problem dimension $p$ and the number of selected sensing variables $q$ are small, we can enumerate all the $(\binom{p}{q})$ possible combinations of the sampling layouts. However, given the time complexity is $O\left(\binom{p}{q}\right)$, enumeration of all possible combinations is not feasible for large $p$, $q$.

Here, we will first present the closed-form solution for a special case of the proposed algorithm, where the joint failure mode distribution $f_k(x_t) = \prod_{j=1}^{p} f_{k,j}(x_{t,j})$ can be approximated by independent but not necessarily identical distributions in each dimension $j$. Notice that if the possible failure modes in each dimension $j$ is finite, the total number of possible failure modes for all dimensions is finite. Here, we would like to derive the analytical solution to optimize (5) under this setting in Proposition 1.

**Proposition 1.** If $f_k(x_t) = \prod_{j=1}^{p} f_{k,j}(x_{t,j})$ for $k = 0, \ldots, K$, the set $C_t$ in (5) can be solved by selecting the indices of the largest $q$ of $s_{t,j}$, denoted as $s_{t,(1)}, s_{t,(2)}, \ldots, s_{t,(q)}$. Here $s_{t,j}$ is defined as

$$s_{t,j} = \sum_{k=1}^{K_j} \log \frac{f_{k,j}(\tilde{x}_t^k)}{f_{0,j}(\tilde{x}_t^k)}, \quad (6)$$

$s_{t,j}$ is the order statistics, defined as $s_{t,(1)} \geq s_{t,(2)} \geq \cdots \geq s_{t,(q)} \geq s_{t,(q+1)} \geq \cdots \geq s_{t,(p)}$.

We would like to mention that the computation of (6) in Proposition 1 is actually very efficient. To compute each $s_{t,j}$, it
requires the summation of $K_s$ terms, which is of $O(K_s)$ complexity. To compute all $p$ sensing variables at each time $t$, it requires only $O(pK_s)$ complexity at each time to decide the best sampling layout. Here, the limitation is that $f_{k,t}$ is assumed to be independent over different data dimension $j$. However, we find that even the distribution of each failure mode is not independent, this approximation can still achieve a pretty reasonable solution.

In this article, we will only focus on the monitoring of continuous variables and assume that the data follows a normal distribution $f_k \sim N(\mu_k, \Sigma_k)$. However, as derived in the proposed framework, this method can be generalized to other distributions quite easily. Finally, as mentioned in Proposition 1, if we will further assume that $\sigma_k$ is diagonal as $\Sigma_k = \text{diag}(\sigma_{k,1}^2, \ldots, \sigma_{k,p}^2)$, we can derive a simpler formula for $s_{ij}$ in Proposition 2.

**Proposition 2.** Given that $f_{k,j} = N(\mu_{k,j}, \Sigma_k)$, where $\Sigma_k = \text{diag}(\sigma_{k,1}^2, \ldots, \sigma_{k,p}^2)$. We can derive $s_{ij} = \sum_{k=1}^{K_s} \left( \frac{1}{\hat{\sigma}_{j,0}^2} (\hat{\sigma}_{j,k}^2 - \mu_{k,j})^2 \right)^{\frac{1}{2}} \hat{x}_{jt} \sim f_k$.

We would like to emphasize that the independence assumption of each failure mode distribution is actually not required for the proposed algorithm. It is only useful to derive the closed-form solution in solving (5). If the spatial dimension is not independent for different failure modes, the proposed planning procedure can still be optimized without the assumptions by approximating the optimal solution. Here, we propose a greedy algorithm to detect the $a_{ij}$ sequentially. The detailed step is given as follows. First, we can select the first sensing variable $j_1$ to optimize the sampled version $\hat{S}_t$ by $j_1 = \arg \max \hat{S}_{it}, \sum_j a_{ij} = 1, a_{ij} = \{0, 1\}$. After $j_1$ is decided, we would like to choose the second sensing variable $j_2$ by $j_2 = \arg \max \hat{S}_{it}, \sum_j a_{ij} = 2, a_{ij} = 1, a_{ij} = \{0, 1\}$. We will continue the procedure until $j_q$ is selected. In conclusion, the set of the observed sensing index is given as $C_q = \{j_1, \ldots, j_q\}$. Given that we only need to enumerate all $p$ dimensions in each of the $q$ iterations, the time complexity can be reduced to $O(pq)$. Despite the efficiency, the greedy forward selection strategy usually does not produce a global optimum.

Here, we would like to highlight the major difference between the proposed method and the existing literature on monitoring of the iid data stream such as (Zhang and Mei 2022): (a) the number of failure modes $K$ does not need to be the same as the dimensionality $p$ of the data stream; (b) the normal data distribution $f_0$ does not need to be iid according to each dimension as $x_j \sim f(x)$, for all $j$. For each failure mode, it can include overlapping sets of sensing variables.

Finally, we would like to point out a special version of the proposed method and how it links to (Zhang and Mei 2022), if we are interested in monitoring the iid data stream with the focus of detecting the change of each individual sensing variable.

**Proposition 3.** For before change $H_0: x_j \sim f(x)$, for all $j$. After change, for $j$th failure mode, where $j \in \{1, \ldots, p\}$, only 1 distribution changed the distribution to $g(x)$ as $x_j \sim g(x)$, where the rest $x_{j'} \sim f(x), j' \neq j$ still follows the pre-change distribution.

The proposed algorithm will result in the sampled updating rule as in (Zhang and Mei 2022):

$$R_{jt} = \begin{cases} g(S_{jt}) (R_{jt-1} + 1) & a_{jt} = 1 \\ R_{jt-1} + 1 & a_{jt} = 0. \end{cases} \quad (7)$$

**Proposition 3** shows a special case for the proposed algorithm, which assumes the change only affected a few data streams and the algorithms try to identify the change with the resources constraint. Under the current setting, the proposed algorithm will become another sampled version of the TSSRP algorithm. Many previous works, including (Liu, Mei, and Shi 2015; Zhang and Mei 2022) have studied this setting. However, the proposed algorithm can be generalized into any other joint distributions of different failure modes.

### 3.3. Properties of the Proposed Algorithm

Here, we will prove two important properties of the algorithms about the bound of the average run length and the failure mode isolation in Theorems 4 and 5, respectively.

**Theorem 4** (Average Run Length). Let $T = \inf \{t \geq 1 : r(t) \geq A_1\}$. Then we have that under the null hypothesis where no changes occur, $ET \geq A_1/K, ET = O(A_1)$, where $A_1 = e^{k_1}$.

Theorem 4 provides a lower and upper bound for the Average Run Length if no changes occur. Theorem 4 provides us the guidance to select conservative upper and lower bounds of the control limit $A$. Specifically, $K \times ARL$ can serve as the upper bound in the bisection search to speed up the threshold choosing procedure.

**Theorem 5** (Failure Mode Isolation). Assume $X_1, \ldots, X_\nu \sim f_0$, $X_{\nu+1}, \ldots, \sim f_k$. All distributions of failure modes are continuous, and the KL divergence of the distributions of failure mode $l$ and the true failure mode $k$ follows $0 < KL(f_k, f_l) < \infty$, and $\text{var}_{\nu-\nu'} (\log \frac{\nu}{\nu'}) \propto \nu, \text{for all } l \neq k$. The probability that $P(r(l, t) > r(l)) \rightarrow 1$ as $t \rightarrow \infty$.

Theorem 5 provides the behavior of the largest SRP statistics when time goes to infinity under the alternative hypothesis (where the failure mode $k$ occurs). It shows that the adaptive sampling algorithm will always be able to isolate the true failure mode $k$ if $t \rightarrow \infty$.

In some cases, there might be multiple failure modes happening at different time points after the change point $\nu$, that is, for some $t_1 > \nu, X_{t_1} \sim f_k$; for some $t_2 > \nu, X_{t_2} \sim f_j$. Corollary 6 is proved.

**Corollary 6.** Assume $X_1, \ldots, X_\nu \sim f_0$. Let $K = \{k : X_t \sim f_k \text{ for some } t > \nu\}$ be the set of true failure modes. If we further assume that the support of different failure modes are nonoverlapping, then for any $k \in K$ and $l \notin K$, we have $\lim_{t \rightarrow \infty} P(r(l, t) > r(l)) = 1$.

Corollary 6 assumes that different failure modes are not overlapping with each other, we can prove in Corollary 6 that SRP statistics of the true failure modes will be larger compared
to those of the other potential failure modes. We would like to point out that Corollary 6 is not always true for failure mode distributions that are potentially overlapped with each other. For example, if half of the data after the change follows \( f_1 \) and the other half after the change follows \( f_2 \), it might be possible that the true failure mode identified would be \( f_3 = \frac{1}{2}(f_1 + f_2) \).

3.4. Choice of Parameters

Here, we will present practical guidelines for tuning parameter selection. Given that the number of sensing variables \( q \) typically depends on the available sensing resources in the particular applications, we only need to select the following parameters: the number of top-R selected failure modes \( K_s \), the control limit threshold \( A \), and the failure mode distribution \( f_k \) and \( f_0 \).

**Choice of the number of observed failure modes \( K_s \):** First, the number of selected failure modes for the monitoring statistics should be smaller than the total number of potential failure modes. Ideally, \( K_s \) should be chosen as large as the total number of true failure modes in the system. In practice, we found that increasing \( K_s \) to be more than the true number of failure modes in the system would lead the algorithm to explore more potential failure modes or increase the exploration power. However, if \( K_s \) is too large, the algorithm is not able to focus on the actual failure modes, which decreases the exploitation power.

**Choice of threshold \( A \):** The choice of control limit \( A \) can be determined by the In-control ARL (or ARL0). If \( A \) is large, ARL0 will also increase. In practice, we can set an upper bound of the \( A \) by using the Theorem 4 and then use the binary search algorithm to find the best \( A \) for a fixed ARL0.

3.5. Selection of Failure Mode Distribution \( f_k \)

Finally, the complex joint distributions of different failure modes also bring significant computational complexity, which will be addressed in this article.

Selecting the failure mode distribution is very important to achieve better change detection and isolation performance. However, it is very challenging to provide accurate failure modes definition for high-dimension data without any domain knowledge. In this work, we mainly focus on detecting mean-shift in high dimension data. We further discuss how to define the failure modes based on our knowledge of the high-dimension data. Overall, there are two strategies for choosing the most appropriate failure mode distribution \( f_k \). (a) If there is prior knowledge about the failure mode distributions, we can set the distribution according to the prior knowledge. For example, if we know that the hot spots are clustered, each failure mode distribution can be assumed as the mean-shift of the IC distribution \( f_0 \) with an individual B-spline or Gaussian kernel basis. If we know that the post-change distribution is sparse, a simple way is to set the failure mode distribution as the mean shift of each individual sensor. (b) If we do not know the failure mode distributions, we can collect some samples for each failure mode and use these samples to estimate the failure mode distribution.

4. Simulation Study

Here, we will evaluate the proposed method in a simulation study. We will start with the simulation setup in Section 4.1 with two different scenarios: the nonoverlapping case and the overlapping case. Then, we will evaluate the proposed algorithm in these two scenarios. To test the robustness of the proposed algorithm in the case of multiple failure modes coexist, we also perform the sensitivity analysis to evaluate the performance in Appendix 2, supplementary materials.

4.1. Simulation Setup

Here, we will discuss the two scenarios for the simulation setup. We are trying to distinguish multiple failure modes by whether these failure modes have overlapping support. For example, for the first “nonoverlapping” case, we assume that different failure modes \( f_i \) and \( f_j \) have nonoverlapping support.

4.1.1. Scenario 1: The Nonoverlapping Case

We will first discuss the nonoverlapping case of the proposed method. In the simulation, we set the data dimension \( p = 1000 \), the number of failure mode \( K = 50 \), and each time the algorithm will select \( q = 10 \) sensors at each time. Here, we assume the normal data or in control (IC) data follows \( f_0 = N(0, I) \). After the change, the out-of-control (OC) data have \( K \) failure modes, where \( f_k = N(\mu_k, I) \) and \( \mu_k = \sum_{j=ak}^{(a+1)k} e_j \), \( e_j = (0, \ldots, 1, \ldots, 0) \), and only \( j \)th element is 1. Here, three failure modes have been selected after the change. In another word, if we organize the 1000 data streams into a \( 50 \times 20 \) image, each failure pattern would be each row of pixels which can be visualized in Figure 4(a). Therefore, different failure modes are not overlapped, given they contain different sensing variables.

Finally, we assume that we are only accessible to 10 out of \( p = 1000 \) data streams to observe. At each time step, we adaptive select data streams to monitor the whole process. We want to detect the correct failure mode as soon as possible.

4.1.2. Scenario 2: The Overlapping Case

We will discuss the second scenario, where the failure patterns are generated as small spatial clusters. In this case, we set the data as two-dimensional images with size \( 30 \times 30 \) with total dimension \( p = 900 \). Here, the failure modes are generated using B-spline basis with 7 knots in both \( x \) and \( y \) directions. As shown in Figure 4(b), we end up with \( 7^2 = 49 \) potential failure modes. After the change happens, we randomly select a failure mode as the true failure mode. In this situation, some failure modes might overlap with each other, which will be more challenging for the algorithm to isolate the real changes. Finally, during the monitoring process, we can select 10 out of \( p = 900 \) data streams adaptively to observe online.

4.2. Simulation Result

Here, we will compare the proposed MTSSRP with the following benchmark methods: (a) TSSRP method (Zhang and Mei 2022), which is introduced in detail in Appendix, supplementary materials. (b) TRAS method Liu, Mei, and Shi (2015), where the
local CUSUM statistics is used for each individual data stream and later fused together via the Top-R rule. To show the upper-bound and lower-bound performance, we will also add three simple alternatives: (a) Random, where we randomly select \( q \) sensors at each time step with the top-\( r \) statistics by monitoring each sensor individually. (b) Oracle, where we not only have access to all the data streams but also the failure mode distribution information using the monitoring statistics as MTSSRP. (c) MRandom, where we apply the same monitoring statistics as MTSSRP, which considers the failure mode distribution information in the monitoring statistics, but we randomly select the sensors at each time step. We evaluate the proposed method with two metrics which are detection delay and failure isolation accuracy.

First, we would like to compare the detection delay of the proposed method and all the benchmark methods. Here, we set the in-control average run length (i.e., denoted as ARL\(_0\)) for all methods as 200 and compare their out-of-control ARL or average detection delay (i.e., denoted as ARL\(_1\)) with 1000 replications. Here, we will compute the ARL\(_1\) for different change magnitudes (\( \delta = 0.5, 0.8 \)) in Table 1, the best performance is also highlighted in bold text (e.g., smallest ARL\(_1\), or largest accuracy). We also compared the ARL\(_1\) and Isolation Accuracy from different magnitude \( \delta \) (0.1 to 0.8) in Figure 5. From the results, we can see that the proposed MTSSRP has better ARL\(_1\) compared to other benchmark methods. MTSSRP performs much better than MRandom, which validates the efficiency of the proposed sampling strategy. The advantage of MTSSRP over TSSRP shows that considering the failure mode information can greatly improve the performance. We further compare the isolation accuracy as shown in Figure 5(c) and (d). It can be seen that the proposed MTSSRP achieves better performance than others. It can also reach pretty high accuracy when \( \delta \) is greater than 0.6.

To understand how the proposed algorithm balances the exploration and exploitation automatically, we would like to plot both the SR statistics for each failure mode (i.e., in red) and when this particular failure mode has observed sensors (i.e., in black dot) for both the potential failure mode (i.e., failure mode doesn't happen in this run) and the true failure mode in Figure 6 together. Here, the failure mode with the observed sensors can be defined as that there are observed sensing variables located in the nonzero location of the mean-shift of that particular failure mode. From Figure 6, it is clear that the statistics for potential is quite small compared to the statistics for the true failure mode. From Figure 6(a), we can also observe that the SR statistics will grow naturally if this particular failure mode is not observed. This will encourage the sensing variables to be allocated to this particular failure mode eventually. Furthermore, if the particular failure mode is observed where no change occurs, the monitoring statistics will drop significantly, indicating that this failure mode has dropped significantly. On the other hand, from Figure 6(b), we can clearly see that after time 100 when the change occurs, the true failure mode statistics will grow significantly as long as that particular failure mode is observed.

## 5. Case Study

In this section, we will evaluate the proposed MTSSRP algorithm in the laser powder bed fusion process monitoring. The code and dataset have been provided in [https://github.com/hyan46/ExtendedTSSRP](https://github.com/hyan46/ExtendedTSSRP). We will evaluate the performance of the MTSSRP and compare it with the state-of-the-art benchmark methods in a case study of hotspot detection in a three-dimensional printing process. Two additional case studies about the Tonnage signal monitoring and COVID-19 hotspot detection have been provided in the supplementary materials.

Here, we will implement the proposed algorithm into the hot-spots detection in the process monitoring in the Laser Powder Bed Fusion (LPBF) process. A 300 fps video sequence was acquired during the realization of one layer of the part by using the setup shown in Figure 7, which consists of a thermal camera mounting outside the LPBF chamber monitoring the hot-spots events. The observed image is of size 121 × 71 pixels. Previous studies showed that the occurrence of local over-heating conditions might yield geometrical distortions (Yan et al. 2022; Colosimo and Grasso 2018). The hot-spots caused by the formation of solidified balls will cause the local heat accumulation and inflate from one layer to another. Therefore, the overall goal of this study is to detect such hot-spots quickly. For more details about the setup of this experiment and some preliminary works related to this dataset, please refer to (Grasso et al. 2017; Colosimo and Grasso 2018; Yan et al. 2022). The dataset is also publicly available at [http://doi.org/10.6084/m9.figshare.7092863](http://doi.org/10.6084/m9.figshare.7092863).
Table 1. Average run length and failure mode isolation accuracy for single failure.

| Case          | Change magnitude | Metrics | Nonoverlap | Overlap | |
|---------------|------------------|---------|------------|---------|---|
|               |                  | ARL₁    | Accuracy   | ARL₁    | Accuracy |
| Oracle        |                  | 13.71(11.56) | 0.99(0.04) | 2.52(1.08) | 1.0(0.00) | |
| Competing methods |        | 112.05(66.96) | 0.75(0.43) | 26.49(17.09) | 0.99(0.03) | |
| MTSSRP        |                  | 124.66(58.2)  | 0.55(0.50)  | 61.19(30.67) | 0.81(0.39) | |
| TSSRP         |                  | 164.84(49.07) | 0.46(0.50)  | 75.53(42.51) | 0.98(0.13) | |
| TRAS          |                  | 178.1(41.49)  | 0.28(0.45)  | 104.55(48.71) | 0.92(0.28) | |
| MRandom       |                  | 199.97(1.07)  | –           | 199.66(5.08) | –          | |
| Random        |                  | 200.0(0.0)    | –           | 200.0(0.0)   | –          | |

Figure 5. Out-of-control average run length (ARL₁) and failure isolation accuracy for different change magnitude $\delta$.

Figure 6. SR statistics for the true failure mode. The change happens at time $t = 100$. The left figure shows the monitoring statistics for the potential failure mode, where the monitoring statistics are small. The right figure shows the monitoring statistics for the true failure mode, and the monitoring statistics increase dramatically at time $t = 100$. 
In this example, it is not easy to obtain the failure mode data beforehand, and therefore, we rely on domain knowledge to define the failure mode distribution. First, we know that the hot-spots must be in the scanning path. Second, we know that the hot-spots must be locally clustered. Therefore, we define the failure modes as each individual B-spline basis overlapped with the printing regions. In this dataset, there are four different events starting from 77, 94, 150, and 162. From Table 2, the proposed algorithm can detect the change at time 79, 95, 152, and 162 with only 200 sensing variables out of 8591 sensing variables. In comparison, TSSRP can detect all four events but with a much larger delay. However, TRAS can only detect Event 4, which fails to detect the first three events. The original image frame, the sampling patterns, and the selected failure modes at the detected time for these four events are shown in Figure 8. From Figure 8, we can observe that the algorithm can quickly converge the sampled points to the true hot-spots location at the upper left corner.

### Table 2. Detection time in the LPBF process.

| Time of first signal | Event 1 | Event 2 | Event 3 | Event 4 |
|----------------------|---------|---------|---------|---------|
| Actual change time   | 77      | 94      | 150     | 162     |
| Competing methods    | MTSSRP  | 79      | 95      | 152     | 162     |
|                      | TSSRP   | 80      | 99      | 156     | 164     |
|                      | TRAS    | –       | –       | –       | 165     |

6. Conclusion

Online change detection of high-dimensional data under multiple failure modes is an important problem in reality. In this article, we propose to borrow the concept from Bayesian change point detection and MAB to adaptively sample useful local components, given the distributions of the multiple failure modes. Our proposed algorithm can balance between exploration of all possible system failure modes or exploitation of the most probable system failure mode. Furthermore, we also studied the properties of the proposed methods and showed the proposed algorithm could isolate the correct failure mode. Our simulation and case study show that the proposed algorithm, by considering the failure mode information, can significantly reduce the detection delay.
Supplemental Materials

The online supplementary materials contain details of the change point detection framework, simulation results, three additional case studies (i.e., tonnage monitoring, COVID-19 monitoring), and technical proofs.
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