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Abstract—Automatically evaluating the quality of image captions can be very challenging since human language is quite flexible that there can be various expressions for the same meaning. Most of the current captioning metrics rely on token level matching between candidate caption and the ground truth label sentences. It usually neglects the sentence-level information. Motivated by the auto-encoder mechanism and contrastive representation learning advances, we propose a learning-based metric for image captioning, which we call Intrinsic Image Captioning Evaluation (I^2CE). We develop three progressive model structures to learn the sentence level representations—single branch model, dual branches model, and triple branches model. Our empirical tests show that I^2CE trained with dual branches structure achieves better consistency with human judgments to contemporary image captioning evaluation metrics. Furthermore, We select several state-of-the-art image captioning models and test their performances on the MS COCO dataset concerning both contemporary metrics and the proposed I^2CE. Experiment results show that our proposed method can align well with the scores generated from other contemporary metrics. On this concern, the proposed metric could serve as a novel indicator of the intrinsic information between captions, which may be complementary to the existing ones.

Index Terms—image captioning evaluation, auto-encoder, sentence representations, contrastive learning

I. INTRODUCTION

Generating proper descriptions from images to language expression has gained much attention from computer vision and natural language processing researchers. Moreover, since neural networks prosper, the research community has witnessed the proliferation of various neural image captioning models. However, The evaluation metrics for image captioning seem to remain unchanged for years, such as BLEU [1], METEOR [2], ROUGE [3], CIDER [4] and SPICE [5], all aiming to calculate an alignment between candidate captions and ground truth sentences. There are some key challenges faced with the automatic evaluation metrics for image captioning. Firstly the contemporary metrics are struggling with the problem of deviating from human judgments. Thus metrics based on token overlap would miss the semantic similarity among sentences. For one thing, there can be various expressions pointing to the same meaning. For another, there might be altering meanings of the same word, which are all difficult to cover for the traditional metrics. Secondly, there can be various blind spots for rule-based metrics. For example, the SPICE metric excels in capturing the visual information by scene graphs but not as good for sentence structural information at the sentence level. As far as we know, sentence level embedding is currently not as explored as token level embedding. Generally, the contemporary metrics provide different approaches to calculating the similarity degree between the generated captions and the ground truth captions in the dataset. In the captioning dataset, there are generally five ground truth sentences. As shown in Fig. 1, there are intrinsic variances in the annotations with different concerns or expressions on phrases.

To address the challenges mentioned above, we propose a learning-based metric that captures intrinsic information entailed among different sentences. We use auto-encoder to recover the input sentence from itself. In an auto-encoder, the input would be first transformed into a vector representation with an encoder, followed by a decoder to generate the original input. Here the supervision information is from the input data itself. Inspired by this, we assume that if the intrinsic representation can recover the original data, then the intrinsic representations can be used to calculate the similarity among samples. We carry out the proposed Intrinsic Image Captioning Evaluation (I^2CE) based on the above idea. We use MSCOCO label sentences to train the sentence auto-encoder. To learn
a more semantic distance-aware model, we regularize the original sentence reconstruction loss with a triplet embedding loss term. In this way, the model will also learn to push negative sentence pairs far away and pull similar sentences closer in the semantic embedding space. Furthermore, we select several state-of-the-art image captioning models to test their performances with respect to conventional metrics and our I^2CE. Experiments results show the effectiveness and robustness towards captions of different qualities. The main contributions of this paper include:

· We propose the Intrinsic Image Captioning Evaluation (I^2CE) metric, a self-supervised learning method based on auto-encoding mechanism and contrastive semantic learning. The existing metrics typically use token level matching, which may lose sentence level information. On contrary, our proposed method generate sentence level embedding to calculate semantic similarity.

· We demonstrate how to utilise auto-encoding mechanism to learn sentence level embedding for semantic representation. Moreover, to make the learned representation more distance-aware, we explicitly add a semantic loss term in the overall training objective. And by forming training corpus in sentence pairs or triplets, we develop two progressive model structures based on the original single-branch structure.

· We perform an empirical study on the human judgments correlation for both the proposed method and the contemporary adopted metrics. The results show that I^2CE has a higher consistency with human judgments. In addition, we test performances of various state-of-the-art image captioning models on the MS COCO dataset with both contemporary metrics and I^2CE. More over, our intuitive results shows that I^2CE has dynamic and highly semantic related properties on scoring for testing captions.

The remainder of this paper is organized as follows. Section 2 includes related work, and in Section 3 we proposed our I^2CE method. The dataset,experiments and intuitive results are then described in Section 4. And we conclude the paper with Section 5.

II. RELATED WORK

A. Image Captioning

Early image captioning models generate captions by translating detected concept words to sentences with a template [6]. In recent years the encoder-decoder framework based Neural Image Captioning model was proven effective in this image to text translation problem [7]. Later as the attention mechanism introduced, the captioning performance gets improved with a great margin by attention models like spatial attention [8], semantic attention [10], adaptive attention [11] etc. These models share an encoder-decoder framework. Generally, the captioning model uses a CNN encoder to get the image representations and use an RNN model as a decoder to decode from the image features. More recently, transformers [12], [13] show excellent performance in natural language processing tasks, in which the multi-head self-attention plays a key role in modeling the contextual relationship among tokens. Marcella et al. [14] present a Meshed Transformer with Memory for image captioning and show state-of-the-art performances. Huang et al. [15] build attention on attention framework and also achieve great performances. Guo et al. use the transformer differently and build a non-auto regressive image captioning model with multi-agents optimization [16]. In summary, the image captioning system contains three parts: the visual encoder, the language decoder, and the visual-textual interactive part.

B. Caption Evaluation Metrics

BLEU is a precision-based n-gram matching metric which was originally designed for machine translation evaluation [1]. The BLEU calculates the proportion of how much of the generated N-grams in a candidate sentence got matched with the ground truth references. By combining the contributions of different N-grams(N equals to 1,2,3, or 4) it then takes average to get the final score of the candidate sentence with the short length punishing term attached.

The ROUGE metric concerns on balance between the recall and precision, while BLEU only considers the precision of the generated candidate. It was originally proposed for text summary tasks. There are different branches of the ROUGE algorithm, among which ROUGE $– L$ uses the longest common sub-sequence. And ROUGE $– L$ is commonly used for image captioning evaluation.

METEOR is designed for machine translation. Based on the F measure of the previous ROUGE metric,it introduces modifier of the chunk punishment term. Automatically this algorithm will find the non-intersecting matching chunk pairs between the candidate and the reference.

CIDER is a metric specially designed for image captioning evaluation. The core mechanism embedded in CIDER is the tf-idf weighting term, which has a wide range of applications in vector semantics. It represents a sentence as an n-gram vector regularized with tf-idf(Term Frequency-Inverse Document Frequency) term. The cosine distance between the candidate and the ground truth is then used as the semantic relevance.

The SPICE metric uses the graph representation of sentences. The matching process is carried out through the comparison between two tuple sets of textual and image graphs. However, the performance of this metric relies much on the parsing accuracy. It prefers longer sentences and tends to lose structural information of sentences.

WMD metric takes the similarity problem between candidate and reference captions as a special instance of the Earth Mover’s Distance, which is a well-known transportation linear optimization problem [17]. The assumption is that the more similar the two captions, the less cost it would take to transfer one to the other.

Also, there are some recently proposed metrics for image captioning evaluation. On the concern on diversity in image caption generation, Qingzhong et al. proposed a diversity indicator as a metric [18]. The main idea is that for a specific image, sample from a captioning model to generate multiple different captions and then conduct a k-SVD decomposition
analysis on these captions. If the singularity values are balanced well, then the model is good at diversity property. On the concern on distinctiveness, Ruotian et al. introduce an image retrieval auxiliary image caption generation model [19]. In the experiment, the margin loss term is introduced for generating more distinctive captions. For measuring the distinctiveness of the generated captions, they utilize an image retrieval model to provide with feedbacks and relay this extra signal back to the caption generation model. Jinniu et al. present a distinctiveness-oriented caption metric [20]. By building similar caption sets and giving more weights on those distinct words the caption model will learn to emphasize more on the distinctive parts of the image.

BERTScore [21] is the latest proposed sentence similarity metric based on token level embeddings learned from pretrained models. Yi et al. [22] propose a metric based on BERTscore to deal with the over-penalization problem of evaluation. They use a method to combine all five ground truths to a compact token set with redundancies removed and use this combined set as ground truth to compare with the candidate caption. Xie et al. present a metric that considers grammaticality, accuracy and diversity [23]. However, the evaluation is conducted on synthetic datasets.

To combine the visual information when evaluation Jiang et al. propose to use both regions grounding vectors and region attention weights distribution to calculate caption quality [24]. Based on joint visual textual embedding space Jiang et al. propose to compute a context vector of token embeddings attending to visual regions [25]. Then the context vector of candidate caption and ground truths can be used to calculate the vector similarity as relevance. Some recent works consider evaluating the image descriptions with the actual image contents instead of the paired annotations [20], [27].

Cui et al. [28] propose a caption metric model based on binary classifier. The model is trained by two kinds of captions: the human drafted ones and the machine-generated ones together with data augmentation, which are labeled one or zero. Finally, the distinguishing model would give a score which is between zero and one, indicating how likely a caption is generated by a human. This probability score is taken as relevence to human judgments. However, this metric has no explicit semantic distance mechanism embedded. On contrary, in F2CE we explicitly introduce a semantic distance loss term as a regularization term.

Generally, most of the above metrics deal with semantic meanings at the token level whether rule based or learning based. And some of above works propose to include the visual features for caption evaluation. However sentence level embedding seems to be less explored for semantic evaluation. In this work we aim to learn a distance-aware semantic embedding at sentence level for image captioning evaluation task.

C. Sentence Embedding

Sentence similarity has been gaining attention from the natural language processing research community. The Siamese

Manhattan LSTM [29] form this problem in a fully supervised way and employ two identical LSTM to learn the two input sentences according to human-annotated sentence similarity scores. SentenceBert [30] uses the powerful language model Bert as the backbone and a Siamese network structure to learn the similarity model. These previous works need human-annotated scores as the supervision signal to train the similarity model. However, human annotations can be very expensive and with low efficiency. Motivated by the auto-encoding mechanism, we propose to learn a sentence representation in a self-supervised manner without the need for annotation data such as human-generated similarity scores.

In this paper, we aim to obtain a self-supervised learning-based image captioning evaluation metric, which can generate scores for captions without the usage of human-labeled scores. To achieve this goal, we train an auto-encoder to extract the gist embedded in the caption so that captions with similar semantic meaning would be mapped to neighboring areas, and captions with different meanings would be kept apart on a vector distance metric like cosine similarity. Our work mainly contains two components, the self-supervised autoencoder to learn the representation of caption and several strategies for training sentence embeddings to make the model able to distinguish between sentences with different meanings.

The framework of the proposed method i2ce is outlined in Figures 1, 2, and 3. We develop three different settings of the proposed method, i.e., One branch approach, dual branches approach, and triple branches approach. The weights of encoders and decoders of each branch are shared, respectively.

As shown in Fig. 1, we employ an auto-encoder for the word vector fusion. The left half is the encoder for extracting the meaning of the sentence, which is represented by the last hidden state vector of the encoder, which we name Intrinsic Vector. The right half is the decoder. It is only employed in the training stage to make learning the intrinsic encoder possible.

We think that if the auto-encoder can reconstruct the input sentence itself after an abundant training process, then the intrinsic vector between the encoder and decoder can be taken as the meaning of the input sentence.

After training, we utilize the encoder to infer sentence representation as intrinsic vector for calculating the similarity between the candidate and reference captions.

![Fig. 2.](image-url)
D. Sentence Auto-Encoder with GRU

In this work we use GRU [31] to read in word level embeddings from an embedding layer and employs its final hidden state as a vector representation for each sentence. And the decoder receives the latent representation to generate the original input sentence. The mechanism of GRU is shown in the following equations:

\[
\begin{align*}
    r_t &= \sigma(W_r x_t + U_r h_{t-1} + b_r) \\
    z_t &= \sigma(W_z x_t + U_z h_{t-1} + b_z) \\
    h_t^* &= \tanh(W_h x_t + U_h (r_t \odot h) + b_h) \\
    h_t &= (1 - z_t)h_{t-1} + z_t h_t^*.
\end{align*}
\]

Here \(r_t\) and \(z_t\) are the reset gate and refresh gate, respectively. \(x_t\) is the input embeddings, and \(h_t\) is the hidden state of time step \(t. \) \(z_t\) is a weight to measure how much information we need to keep for the current information flow \(h_t^*. W\) and \(U\) are matrices of a linear layer, \(b\) is a bias of the linear layer. Delta and the \(\tanh\) are activation functions. Compared to LSTM, which has three gates, GRU is a more lightweight model with fewer parameters. For the middle-level scale of training data, GRU can reach comparable or even better performance comparing to LSTM [31]. In this study, we use GRU to both the encoder and decoder side of the auto-encoder model.

For the one branch approach, we use the sentence reconstruction loss to guide the training process. Reconstruction loss is to measure the loss between generated sentence from the decoder and the original input sentence. Here we adopt the NLL loss to calculate the word level loss between tokens and add up to the overall loss of the whole sentence for reconstruction. The reconstruction loss is shown as

\[
L_{rec} = \sum_{n=1}^{N} \sum_{t=1}^{T} \text{NLL}(y_t, w_t),
\]

where \(y_t\) is the ground truth word and the \(w_t\) is the predicted word at time step \(t. \) \(N\) and \(T\) are the batch size and the maximum length of sequences. We use teacher forcing when at the training phase.

E. Training with dual branches framework

In the previous section, we could train an auto-encoder with the sentence reconstruction loss. The auto-encoder would automatically extract the most meaningful information embedding in the sentence to reconstruct itself and thus learn a latent representation of sentences. However, this training objective does not cover any distance-aware mechanism. To make the learned embedding more aware of the semantic distance, we introduce the margin loss between negative sentences in this section. The margin loss is formed in the following equation

\[
L_{margin}(a, a') = \max_{a'} [m - d(f(a), f(a'))]_+,
\]

where the plus label stands for taking the value in the bracelet when it is a positive value and zero when opposite. The \(m\) here is a margin, and the \(d\) is a function to measure semantic distance. In this work, we use Cosine distance between the sentence embeddings. The \(a\) stands for the randomly selected caption in the batch. Generally, in a batch, the sentences are all from the ground truth of different paired images. Thus, the sentences in a batch should bear different meanings, and we collect every pair within a batch and take the mean average of semantic distance as the contrast loss. In the experiment, we also explored maximum operation, which means only keep the hardest negative pair for the margin loss. We found that mean strategy shows better performance with regard to human judgments.

We can see that the marginal objective is actually forming the negative pairs within a batch to make the learned embedding distance aware in the semantic space. The distance-aware mechanism is explicitly embedded in the training process as the margin loss. This margin loss can be taken as a regularization mechanism on the original learned intrinsic embedding. With the guide of this distance-aware objective the model will learn both intrinsic and semantic distance aware representation of sentences.

F. Training with Triplet Group Strategy

For the semantic loss regularization, we also introduce a triplet training strategy. In the previous section, we add margin loss to make the model distinguish from sentences that have different meanings. Under the configuration of the triplet group training strategy, we add in neighboring sample pairs and form the (anchor, similar, negative) triplets for training. The elements of a triplet includes anchor, similar and negative sentences. Typically, the label sentences of the same group share some semantics since they describe the same image. Based on this consideration, we randomly select two sentences in the same group as an anchor and similar pair. And then we randomly choose one sentence from another group to form one triplet.

Triplet loss was proven useful in FaceNet [32] to learn distance aware face embedding, which means similar images...
would be pushed together and images with contrast differences located in distant area in the embedding space. The formula of triplet loss is shown as

$$L_{\text{triplet}} = \sum_{i=1}^{N} \left[ \alpha + d(f(x^a_i), f(x^s_i)) - d(f(x^a_i), f(x^b_i)) \right]_+, \quad (7)$$

where the $N$ is the batch size, $(x^a_i, x^s_i, x^b_i)$ is a grouped sentence triplet, the elements of which stand for anchor, similar and negative sentence, respectively. The function $f$ is to map a sentence to the learned embedding vector of a sentence. And the function $d$ is a kind of vector distance measure. This training objective would like the model to assign higher similarity scores (closer in semantic space) to the similar sample pair than to the not similar sample pair by a margin of at least alpha. Regularized by the semantic loss term the overall loss is expressed as

$$L_{\text{overall}} = \lambda_1 L_{\text{semantic}} + \lambda_2 L_{\text{rec}}. \quad (8)$$

Here the $L_{\text{semantic}}$ can be the above defined $L_{\text{margin}}$ or $L_{\text{triplet}}$. The $\lambda_1$ and $\lambda_2$ are hyperparameters to balance the two kinds of losses.

G. Cosine distance measure

As mentioned above, for the semantic distance aware training objectives like triplet loss or margin loss, we need a distance metric for the sentence vectors. Some previous work use Manhatan distance [29] or Euclidean distance [30]. In this work we adopt cosine embedding distance. The formula for cosine distance is show as

$$d_{\text{cos}}((z_a, z_b), y) = \begin{cases} 1 - \cos(z_a, z_b), & y = 1 \\ \max(0, \cos(z_a, z_b) - \beta), & y = -1. \end{cases} \quad (9)$$

Here the $z_a$ and $z_b$ are the encoded vector representations of two sentences. After training, we use the representation given by the encoder and calculate the cosine distance between sentences with the indicator $y$ equals to one.

$$\text{Sim}(a, b) = 1 - d_{\text{cos}}(z_a, z_b) \quad (10)$$

Here, by computing the similarity between the intrinsic vectors $z_a$ and $z_b$ of (cand, ref) pair we got the similarity score $\text{Sim}(a, b)$ of the candidate caption. Typically there are five similarity scores considering that each of the label sentences may express different aspects of the image. In later section we will discuss on the strategy of scores pooling.

III. EXPERIMENTS

In this section, we carry out several experiments to validate the effectiveness of the proposed $I^2CE$ method for evaluating the quality of image captions. Our motivation is to propose both intrinsic and semantic distance-aware sentence level embeddings for image caption evaluation.

A. Implementation Details

In the following section, we first introduce the dataset for training both the image captioning models and the proposed caption evaluation model $I^2CE$ and provide more training details for the evaluation metric.

Dataset. We use the label sentences from MS COCO dataset [33]. The numbers of paired images are (113287, 5000, 5000) for (training, validation, testing) respectively. Each image is paired with five label sentences, the meaning of which should be similar but may vary for some aspects.

Image Caption Models. In this paper we employ some of the current popular generation models including fc [34], top-down [9], att2in [34], transformer [12] and with CIDER rewards optimization based on reinforcement learning.

FC model only uses the FC features, Att2in and Transformer use the spatial attention features, and TopDown model uses both types of features. Each model is trained using a two-stage training strategy: 1) MLE with standard cross-entropy loss; 2) self-critical optimization with cider rewards [34]. For the caption metric evaluation part, we choose the att2in model as the captioning model.

Image Caption Evaluation Metrics. In this paper we include the popular image captioning evaluation metrics including cider [4], spice [5], meteor [2], rouge [3], bleu1-4 [1]. Note that these contemporary adopted metrics are all rule based ones while our proposed metric is learning based. To learn the proposed intrinsic caption evaluator $I^2CE$, we first build a GRU-based sentence auto-encoder to learn intrinsic sentence embeddings. And to make the learned embedding more semantic distance aware, we provide two options: margin loss and triplet loss.

Training details. We set a margin of 0.2 as suggested by [19] for both margin and triplet training loss. We use Adam optimizer [35] to train the parameters of neural networks with an initial learning rate of 5e-4. We use batch size 128. The model is trained on a GPU of Titan 2080Ti.
TABLE I

|                 | max1 | max2 | max3 | max4 | max5 |
|-----------------|------|------|------|------|------|
| kendall         | 32.72| 34.34| 34.54| 32.96| 30.85|
| spearman        | 48.08| 50.09| 50.29| 48.34| 45.84|
| pearson         | 37.31| 39.79| 40.76| 39.30| 37.41|

B. Experimental Results

In this section, we conduct evaluation experiments to validate the effectiveness of the proposed $I^2CE$ metric. Note that our $I^2CE$ metric is learning-based, and the motivation is to provide semantic-aware sentence level embeddings to evaluate the image captions rather than n-gram level matching.

Validation on $I^2CE$ method for semantic representation. We mainly adopt the caption level correlation with human judgments for the metric performance. We ask human annotators to score five hundred machine-generated captions from att2in model, given the paired images. The score for each caption is between zero and five.

Following previous studies on Image Captioning Evaluation [4], [5], [22], [24], [28], we use Kendall-Tau, Spearman-Rho and Pearson-Rho to calculate the caption level correlation between captioning metric scores and annotated scores collected from human judgments.

Effects of Respected Scores Pooling Strategy. We aim to learn sentence-level semantic representations while in the dataset for each image there are five label sentences. Generally, the contemporary metrics take the summary of matchings from all five annotations. Since each image has five sentences as ground truth which may vary and describes different aspects of the image, we calculate the similarities between the candidate caption and each of the label sentences. In experiments, we find that for each baseline of the $I^2CE$ model, combining more than one similarity score generally achieves better performance. For simplicity here, we only show the results of the dual branches approach. The best strategy is to take the average of the top three similarity scores among five ground truths. In later experiments, we set as default with this optimal strategy on pooling of scores.

And we also select several caption model to test the effects taken by this score pooling strategy. The results are shown in Figure 4. The notation max-1 means taking the highest similarity score among five, max-2 means taking the average of the highest two similarity scores, and so on. As we can see, when more label sentences come in, the score decreases since generally, different labels may attend to different aspects of the image.

Main results on metrics evaluation with ablation studies.

To validate the effectiveness of the proposed auto-encoding mechanism and distance-aware training strategy, we further evaluate the performance of $I^2CE$ on different configurations. We provide four different settings of $I^2CE$: 1) $I^2CE$+train split, which only uses the reconstruction loss training on label sentences from MS COCO training splits; 2) $I^2CE$+full splits, which uses all labels sentences of MS COCO; 3) $I^2CE$+full splits+triplet loss, which uses both reconstruction loss and triplet loss training on the full corpus of MS COCO; 4) $I^2CE$+full splits + margin loss, which uses margin loss on negative sentence pairs to guide the model to learn the different semantics of sentences with different meanings. Together with other contemporary captioning metrics, we test the correlation between the captioning metric scores and human judgments. The main results are presented in the middle part of following Table 1.

When training without any explicit semantic distance aware training objectives, the $I^2CE$ metric can achieve a close performance to CIDER. To our knowledge, this should own to the effects of self-supervised learning embedded in the auto-encoding mechanism. By reconstructing the original sentences, the model can learn to abstract the most important information of the input sentence, which shows great potentials for applying auto-encoder to representation learning. And by adding more training corpus the performance is slightly better except for the Pearson correlation. With margin loss, the performance boosts with a large margin comparing to the original baseline. Guided with an explicit distance-aware training objective which may serve as a regularization term on the original reconstruction loss, the $I^2CE_{contrast}$ model achieves better performance to cider and spice.

Reasons for margin loss improving human judgments correlation. Results in Table 1 show that the two branches model trained on entire corpus obtain the best performance. Firstly this should own to the five annotations of each image. Each annotation points to some attended aspects of the paired image, which provides different semantic information for the candidate caption to match. We also notice that the three branches approach did not bring as good performance-boosting as to the two branches approach. We think this is mainly because selecting two sentences from the five annotations of
### TABLE II

**Performance Evaluation on I^2CE Metric and Contemporary Automatic Metrics**

| Model          | SPICE | CIDER | i2ce_train | i2ce_all | i2ce_margin | i2ce_triplet | METEOR | ROUGE | B-1   | B-2   | B-3   | B-4   |
|----------------|-------|-------|------------|----------|-------------|--------------|--------|-------|-------|-------|-------|-------|
| Kendall        | 39.11 | 30.15 | 32.36      | 31.38    | 32.21       | 34.54        | 32.56  | 29.27 | 28.46 | 30.58 | 29.65 | 25.82 |
| Spearman       | 62.12 | 44.93 | 47.38      | 46.73    | 47.14       | 50.29        | 48.02  | 43.68 | 42.87 | 47.01 | 44.46 | 21.03 |
| Pearson        | 47.42 | 36.94 | 35.8       | 38.77    | 37.43       | 40.76        | 38.71  | 30.24 | 33.15 | 37.7  | 36.6  | 29.79 |

### TABLE III

**Caption Model Performance Evaluation using I^2CE Metric and Contemporary Automatic Metrics**. B-1-4 stands for BLEU 1-4. C/10 stands for CIDER Score normalized by 10. For all metrics the higher the better and the maximum value is one hundred.

| Caption Metric | lc | lc rl | att2in | att2in rl | topdown | topdown rl | trans | trans rl | trans rl bu |
|----------------|----|-------|--------|-----------|---------|------------|-------|----------|-------------|
| B-1            | 71.89 | 75.31 | 74.06  | 76.83     | 75.5    | 78.28      | 70.66 | 75.12    | 78.38       |
| B-2            | 55.21 | 58.25 | 57.39  | 60.11     | 59.2    | 61.86      | 52.94 | 58.52    | 62.42       |
| B-3            | 41.89 | 43.08 | 43.35  | 45.31     | 45.23   | 47.07      | 39.33 | 44.4    | 47.99       |
| B-4            | 31.9  | 31.48 | 32.7   | 33.67     | 34.44   | 35.23      | 29.11 | 32.69    | 36.3        |
| METEOR         | 25.34 | 25.3  | 25.8   | 26.42     | 26.75   | 27.07      | 24.87 | 26.29    | 27.76       |
| ROUGE          | 53.05 | 53.99 | 54.15  | 55.55     | 55.56   | 56.44      | 51.71 | 54.19    | 56.71       |
| C/10           | 9.877 | 10.58 | 10.2   | 11.19     | 10.87   | 11.83      | 9.45  | 10.91    | 12.14       |
| SPICE          | 18.2  | 18.56 | 19.04  | 19.75     | 20.2    | 20.53      | 18.75 | 20.42    | 21.63       |
| WMD            | 21.88 | 21.56 | 21.98  | 22.95     | 23.6    | 23.98      | 21.19 | 22.93    | 25.35       |
| I^2CE          | 45.18 | 45.96 | 46.03  | 46.71     | 46.56   | 47.33      | 44.4  | 46.7     | 48.19       |

During the test, we observe that people score the candidate captions largely depending on the key visual words. For example, if a visual word in the candidate caption did not appear on the pairing image, which is a mistake made by the caption model, the quality score will be reduced by a large margin. And if the visual words mentioned in the candidate are all correct, then the score results are generally good.

### Comparing with Contemporary Metrics

Results in Table 1 show that the I^2CE metric trained with both reconstruction loss and margin loss obtains better performance on human judgments correlation among all baselines. That experiment keeps the captioning model fixed with att2in model. To further validate the effectiveness of the proposed I^2CE method, we add more captioning models to test their performance on different metrics. The results are shown in Table 3. We can see that attentive models like att2in and topdown model outperform FC model, which only use fully connected layer features. And models trained with CIDER rewards optimization generally achieve better results. The transformer model trained with bottom-up features and CIDER rewards achieves the best performance on all metrics. The I^2CE metric aligns well with other contemporary metrics on distinguishing among captioning models with different performances. An interesting phenomenon is that the I^2CE metric shows especially good alignments to the rouge metric, which may indicate that the I^2CE metric can be applied to text summary.

### More results for metrics correlation

In Figure 5-7, we show the correlation matrix between any two captioning metrics tested, including human judgments. The results show that our I^2CE model also correlates well to the contemporary metrics, especially for rouge and cider.

During the test, we observe that people score the candidate captions largely depending on the key visual words. For example, if a visual word in the candidate caption did not appear on the pairing image, which is a mistake made by the
the closer information as the test caption with fewer variances on details. Thus, the candidate would reach higher scores respectively.

We present some less aligned cases given in Fig.10. For these captions less aligned to the references, there are whether miss detected conceptions like "with kite" and "a plate of food", or syntactic sentence structure variances. For the third picture the candidate description seems to be right. However the main theme of the picture is that the little girl blowing out candle, which is not mentioned in the candidate caption. Thus all metric scores are relatively lower.

**IV. Conclusion**

In this paper, we introduce the proposed $I^2$CE metric, which uses the intrinsic sentence vectors to calculate similarity instead of matching on n-gram tokens or word chunks. $I^2$CE benefits from sentence intrinsic information and gains understanding of semantic similarity in sentence level. To make the intrinsic vectors more distance aware, we further develop two different varies of the original single branch approach which provides with explicit distance loss.

To validate the effectiveness of the proposed $I^2$CE method, we conduct several experiments for evaluation. First, we eval-
uate all captioning metrics on human judgments correlation, in which $\text{F}^2\text{CE}$ with margin loss achieves the best performance comparing to contemporary metrics. We also apply all the caption metrics to several state-of-the-art captioning models and compare all the metric scores. $\text{F}^2\text{CE}$ aligns with other metrics well and shows its effectiveness in distinguishing between captioning models with different performances. In addition, we also present some of the intuitive results on caption quality scores calculated by the $\text{F}^2\text{CE}$ and other metrics. The results show that $\text{F}^2\text{CE}$ can attend more flexibly to the semantic meaning of candidate captions. The $\text{F}^2\text{CE}$ metric attends to an intrinsic semantic approach on evaluating similarity in sentence-level, which is not covered by the contemporary metrics. It may serve as a complementary metric to give an intrinsic-oriented evaluation on candidate captions. Future work may involve with learning visual and textual joint embedding for image captioning evaluation.

ACKNOWLEDGMENT
This work was supported by grants from the Research Grants Council of the Hong Kong Special Administrative Region, China, and from the City University of Hong Kong.

REFERENCES
[1] K. Papineni, S. Roukos, T. Ward, and W.-J. Zhu, “Bleu: a method for automatic evaluation of machine translation,” in Proceedings of the 40th annual meeting of the Association for Computational Linguistics, 2002, pp. 311–318.
[2] S. Banerjee and A. Lavie, “Meteor: An automatic metric for mt evaluation with improved correlation with human judgments,” in Proceedings of the acl workshop on intrinsic and extrinsic evaluation measures for machine translation and/or summarization, 2005, pp. 65–72.
[3] C.-Y. Lin, “Rouge: A package for automatic evaluation of summaries,” in Text summarization branches out, 2004, pp. 74–81.
[4] R. Vedantam, C. Lawrence Zitnick, and D. Parikh, “Cider: Consensus-based image description evaluation,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2015, pp. 4566–4575.
[5] P. Anderson, B. Fernando, M. Johnson, and S. Gould, “Spice: Semantic propositional image caption evaluation,” in European conference on computer vision. Springer, 2016, pp. 382–398.
[6] A. Farhadi, M. Hejrati, M. A. Sadeghi, P. Young, C. Rashchidian, J. Hockenmaier, and D. Forsyth, “Speaking the same language: Matching machine to human captions by adversarial training,” in ECCV, 2010.
[7] O. Vinyals, A. Toshev, S. Bengio, and D. Erhan, “Show and tell: A neural image caption generator,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2015, pp. 3156–3164.
[8] K. Xu, J. Ba, R. Kiros, K. Cho, A. Courville, R. Salakhudinov, R. Zemel, and Y. Bengio, “Show, attend and tell: Neural image caption generation with visual attention,” in International conference on machine learning. PMLR, 2015, pp. 2048–2057.
[9] P. Anderson, X. He, C. Buehler, D. Teney, M. Johnson, S. Gould, and L. Zhang, “Bottom-up and top-down attention for image captioning and visual question answering,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2018, pp. 6077–6086.
[10] Q. You, H. Jin, Z. Wang, C. Fang, and J. Luo, “Image captioning with semantic attention,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2016, pp. 4651–4659.
[11] J. Lu, C. Xiong, D. Parikh, and R. Socher, “Knowing when to look: Adaptive attention via a visual sentinel for image captioning,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2017, pp. 375–383.
[12] A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones, A. N. Gomez, L. Kaiser, and I. Polosukhin, “Attention is all you need,” arXiv preprint arXiv:1706.03762, 2017.
[13] J. Devlin, M.-W. Chang, K. Lee, and K. Toutanova, “Bert: Pre-training of deep bidirectional transformers for language understanding,” arXiv preprint arXiv:1810.04805, 2018.
[14] M. Cornia, M. Stefanini, L. Baraldi, and R. Cucchiara, “Meshed-memory transformer for image captioning,” in Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2020, pp. 10578–10587.
[15] L. Huang, W. Wang, J. Chen, and X.-Y. Wei, “Attention on attention for image captioning,” in Proceedings of the IEEE/CVF International Conference on Computer Vision, 2019, pp. 4634–4643.
[16] L. Guo, J. Liu, X. Zhu, X. He, J. Jiang, and H. Lu, “Non-autoregressive image captioning with counterfactual-critical multi-agent learning,” arXiv preprint arXiv:2005.04960, 2020.
[17] M. Kasner, Y. Sun, N. Kolkin, and K. Weinberger, “From word embeddings to document distances,” in International conference on Machine learning. PMLR, 2015, pp. 957–966.
[18] Q. Wang and A. B. Chan, “Describing like humans: on diversity in image captioning,” in Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2019, pp. 4195–4203.
[19] R. Luo, B. Price, S. Cohen, and G. Shakhnarovich, “Discriminability objective for training descriptive captions,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2018, pp. 6964–6974.
[20] J. Wang, W. Xu, Q. Wang, and A. B. Chan, “Compare and reweight: Distinctive image captioning using similar image sets,” in European Conference on Computer Vision. Springer, 2020, pp. 370–386.
[21] T. Zhang, V. Kishore, F. Wu, K. Q. Weinberger, and Y. Artzi, “Bertscore: Evaluating text generation with bert,” arXiv preprint arXiv:1904.09675, 2019.
[22] Y. Yi, H. Deng, and J. Hu, “Improving image captioning evaluation by considering inter references variance,” in Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics, 2020, pp. 985–994.
[23] H. Xie, T. Sherborne, A. Kuhnel, and A. Copestake, “Going beneath the surface: Evaluating image captioning for grammaticality, truthfulness and diversity,” arXiv preprint arXiv:1912.08960, 2019.
[24] M. Jiang, Q. Huang, L. Zhang, X. Wang, P. Zhang, Z. Gan, J. Diener, and J. Gao, “Tiger: text-to-image grounding for image caption evaluation,” arXiv preprint arXiv:1909.02050, 2019.
[25] M. Jiang, J. Hu, Q. Huang, L. Zhang, J. Diener, and J. Gao, “Relevance, extraneity, omission: A fine-grained evaluation for image captioning,” arXiv preprint arXiv:1909.02217, 2019.
[26] P. Madhyastha, J. Wang, and L. Specia, “Vifidel: Evaluating the visual fidelity of image descriptions,” arXiv preprint arXiv:1907.09340, 2019.
[27] P. Agarwal, A. Betancourt, V. Panagiotou, and N. Diaz-Rodriguez, “Egoshots, an ego-vision life-logging dataset and semantic fidelity metric to evaluate diversity in image captioning models,” arXiv preprint arXiv:2003.11743, 2020.
[28] K. Cui, G. Yang, A. N. Ved, X. Huang, and S. Belongie, “Learning to evaluate image captions,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2018, pp. 5804–5812.
[29] J. Mueller and A. Thayagarajan, “Siamese recurrent architectures for learning sentence similarity,” in Proceedings of the AAAI Conference on Artificial Intelligence, vol. 30, no. 1, 2016.
[30] N. Reimers and I. Gurevych, “Sentence-bert: Sentence embeddings using siamese bert-networks,” arXiv preprint arXiv:1908.10084, 2019.
[31] J. Chung, C. Gulcehre, K. Cho, and Y. Bengio, “Empirical evaluation of gated recurrent neural networks on sequence modeling,” arXiv preprint arXiv:1412.3555, 2014.
[32] F. Schroff, D. Kalenichenko, and J. Philbin, “Facenet: A unified embedding for face recognition and clustering,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2015, pp. 815–823.
[33] T.-Y. Lin, M. Maire, S. Belongie, J. Hays, P. Perona, D. Ramanan, P. Dollár, and C. L. Zitnick, “Microsoft coco: Common objects in context,” in European conference on computer vision. Springer, 2014, pp. 740–755.
[34] S. J. Rennie, E. Marcheret, Y. Mroueh, V. Goel, “Self-critical sequence training for image captioning,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2017, pp. 7008–7024.
[35] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,” arXiv preprint arXiv:1412.6980, 2014.