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Abstract. For a given inhomogeneous exclusion processes on \( N \) sites between two reservoirs, the trajectories probabilities allow to identify the relevant local empirical observables and to obtain the corresponding rate function at level 2.5. In order to close the hierarchy of the empirical dynamics that appear in the stationarity constraints, we consider the simplest approximation, namely the mean-field approximation for the empirical density of two consecutive sites, in direct correspondence with the previously studied mean-field approximation for the steady state. For a given inhomogeneous totally asymmetric model, this mean-field approximation yields the large deviations for the joint distribution of the empirical density profile and of the empirical current around the mean-field steady state; the further explicit contraction over the current allows to obtain the large deviations of the empirical density profile alone. For a given inhomogeneous asymmetric model, the local empirical observables also involve the empirical activities of the links and of the reservoirs; the further explicit contraction over these activities yields the large deviations for the joint distribution of the empirical density profile and of the empirical current. The consequences for
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the large deviations properties of time-additive space-local observables are also discussed in both cases.
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1. Introduction

In the field of large deviations for the Markov dynamics of many-body models, one should distinguish two different perspectives that can be summarized as follows.
(a) On one hand, one can consider the Markov process in the space of configurations (for instance $2^N$ configurations for a system of $N$ classical spins) and one can apply the explicit large deviations at level 2.5 to characterize the joint distribution of the empirical density and of the empirical flows in the configuration space. Indeed, while the initial classification involved only three levels (see the reviews [1–3] and references therein), with level 1 for empirical observables, level 2 for the empirical density, and level 3 for the empirical process, the introduction of the level 2.5 has been a major progress to characterize non-equilibrium steady states, because the rate functions at level 2.5 can be written explicitly for general Markov processes, including discrete-time Markov chains [3–8], continuous-time Markov jump processes [4, 7–27] and diffusion processes [7, 8, 12, 13, 16, 25, 26, 28–31]. From this explicit level 2.5, many other large deviations properties can be derived via the appropriate contraction. In particular, the level 2 for the empirical density alone corresponds to the optimization of the level 2.5 over the empirical flows. More generally, the level 2.5 allows to analyze the large deviations properties of any time-additive observable via its decomposition in terms of the empirical density and flows. The link with the alternative approach based on deformed Markov operators [16, 30, 32–68] can be understood via the corresponding conditioned process obtained from the generalization of Doob’s h-transform.

(b) On the other hand, when the dynamical rules are local in space, one would like to analyze the dynamics via the $O(N)$ local densities and flows of the conserved quantities. For instance, the macroscopic fluctuation theory (see the review [69] and references therein) is a renormalized theory for interacting driven diffusive systems in the hydrodynamic limit, where the action for dynamical trajectories is written as an integral over space and time of an elementary space-time local Lagrangian that is Gaussian with respect to the local current. Similarly, for interacting random walkers in the continuous-time discrete-space framework, space-time local Lagrangian have been analyzed in [18, 70, 71].

In the present paper, we focus on asymmetric exclusion processes with space-dependent rates between two reservoirs and we follow the approach that has recently been applied to the kinetically-constrained East model [27] in order to identify the appropriate local empirical observables and to analyze whether it is possible to write closed large deviations properties for them. Inhomogeneous exclusion processes have been already much studied, either for samples with one or two bottlenecks [72–74], or for samples with smoothly-varying hopping rates [75, 76], or for disordered samples [77–96]. In particular, the mean-field approximation for the steady state has been applied to these various inhomogeneous models and its validity has been tested via numerics both for the totally asymmetric model (TASEP) in [75, 76, 84, 89, 95] and for the asymmetric model (ASEP) in [91, 96]. Here we consider the analog mean-field approximation for the empirical dynamics in order to obtain closed large deviations properties for local empirical observables.

The paper is organized as follows. In section 2, we introduce the notations for inhomogeneous exclusion processes on $N$ sites between two reservoirs and we recall the mean-field approximation at the level of the steady state. In section 3, we describe the properties of the relevant local empirical observables that determine the trajectories
probabilities and formulate the mean-field approximation for the empirical density of two consecutive sites in order to obtain closed large deviations at level 2.5 for the remaining local empirical observables. Section 4 is devoted to the inhomogeneous ASEP, where the mean-field rate function involves the one-site empirical density, the local activities of the bonds, and the global empirical current that flows through the whole sample. In section 5, we discuss the simplifications that occur for the inhomogeneous TASEP, where the mean-field rate function involves only the one-site empirical density and the global empirical current. Our conclusions are summarized in section 6. Appendix A contains a reminder on the large deviations at level 2.5 for general continuous-time Markov jump processes. The application to inhomogeneous exclusion processes between two reservoirs is described in appendix B for the empirical observables defined in the whole configuration space, in order to compare with the analysis of the main text based on local empirical observables.

2. Inhomogeneous exclusion processes on \( N \) sites between two reservoirs

2.1. Dynamical rates in the bulk and at the two boundaries

Exclusion models involve particles with hard-core interaction. It is convenient to denote the \( 2^N \) possible configurations via \( N \) classical spins \( S_i = \pm \) with \( i = 1, \ldots, N \), where \( S_i = + \) represents a particle at position \( i \), and \( S_i = - \) represents a hole at position \( i \). The Markov generator of the continuous-time Markov chain for these \( N \) spins \( (S_1, \ldots, S_N) \) can be then written in terms of the local Pauli matrices associated to the \( N \) spins

\[
W = \sum_{i=1}^{N-1} \left[ w_{i+1/2}^+ \left( \sigma_i^+ \sigma_{i+1}^+ - \frac{(1 + \sigma_i^+)(1 - \sigma_{i+1}^+)}{4} \right) + w_{i+1/2}^- \left( \sigma_i^- \sigma_{i+1}^- - \frac{(1 - \sigma_i^-)(1 + \sigma_{i+1}^-)}{4} \right) \right] \\
+ \left[ w_1^+ \left( \sigma_1^- - \frac{(1 + \sigma_1^-)}{2} \right) + w_1^- \left( \sigma_1^+ - \frac{(1 - \sigma_1^+)}{2} \right) \right] \\
+ \left[ w_N^+ \left( \sigma_N^- - \frac{(1 + \sigma_N^-)}{2} \right) + w_N^- \left( \sigma_N^+ - \frac{(1 - \sigma_N^+)}{2} \right) \right] \\
\tag{1}
\]

with the following meaning for the space-dependent rates \( w^\pm \).

2.1.1. Boundary dynamical rules: rates \( w_1^+ \) and \( w_N^+ \) on the boundary spins connected to the left and to the right reservoirs. (L) The boundary spin \( S_1 \) in contact with the left reservoir can flip from \( S_1 \) to \((-S_1)\) with rate \( w_1^{S_1} \). The physical meaning is that if the spin \( S_1 \) were isolated, the left reservoir would impose the following probabilities \( \pi_1^{S_1=\pm} \)

\[
\pi_1^+ = \frac{w_1^-}{w_1^+ + w_1^-} = 1 - \pi_1^- \tag{2}
\]

(R) Similarly, the boundary spin \( S_N \) in contact with the right reservoir can flip from \( S_N \) to \((-S_N)\) with rate \( w_N^{S_N} \). Again if the spin \( S_N \) were isolated, the right reservoir would
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impose the following probabilities $\pi_{SN}^N$ to see $S_N = \pm$

$$\pi_N^+ = \frac{w_N^+}{w_N^+ + w_N^-} = 1 - \pi_N. \quad (3)$$

2.1.2. Bulk dynamical rules: two rates $w_{i+1/2}^\pm$ on each link $(i, i + 1)$ for $i = 1, \ldots, N - 1$.

The bulk dynamics involves two rates $w_{i+1/2}^\pm$ on each link $(i, i + 1)$ for $i = 1, \ldots, N - 1$: the rate $w_{i+1/2}^+$ governs the flips of the pair $(S_i, S_{i+1})$ from $(+)$ to $(-)$, while the rate $w_{i+1/2}^-$ governs the flips of the pair $(S_i, S_{i+1})$ from $(-)$ to $(+)$.

2.2. Special cases concerning the asymmetry of the bulk rates

It is important to distinguish the following special cases of exclusion processes:

(a) The symmetric model (SEP), where the two rates on each bulk link coincide and can be interpreted as a local diffusion coefficient $D_{i+1/2}$

$$\text{(SEP)} \quad w_{i+1/2}^\pm = D_{i+1/2}. \quad (4)$$

It can be maintained in a non-equilibrium state with a steady current if the reservoirs rates tend to produce different densities on the two boundary sites (equations (2) and (3)). It should be stressed that this inhomogeneous symmetric model (SEP) is very special (with respect to the asymmetric models described below) because exact closed equations can be written for the dynamics of various observables like the density profile and the two-point correlations. So for the steady state in any given inhomogeneous sample, many explicit results have been computed, in particular the density profile, the two-point correlations, the mean current and the current fluctuations (see [97] and references therein). As a consequence, the SEP case will not be considered in the present paper.

(b) The ASEP, where the two bulk rates $w_{i+1/2}^\pm$ on the link $(i + 1/2)$ are different and non-vanishing, can be better understood via the parametrization in terms of the local diffusion coefficient $D_{i+1/2}$ and the local force $F_{i+1/2}$ on each link

$$\text{(ASEP)} \quad w_{i+1/2}^\pm = D_{i+1/2} e^{\pm F_{i+1/2}/w_{i+1/2}}. \quad (5)$$

The mean-field approximation for the steady state has been studied for the random forces $F_{i+1/2}$ and unit diffusion coefficients $D_{i+1/2} = 1$ in [91] in relation with the strong disorder renormalization group studies [85–87], while the mean-field approximation for the dynamics has been considered for biological applications in [96].

(c) The TASEP, where the rates corresponding to backward motion vanish, both for the bulk and for the boundary reservoirs
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Exclusion processes: large deviations for the empirical observables in the MF approximation

\[(TASEP) \quad w_{i+1/2}^- = 0 \quad \text{for } i = 1, \ldots, N - 1 \]

\[w_i^+ = 0 \quad w_N^- = 0 \quad (6)\]

is fully irreversible and thus simpler than the ASEP of equation (5). The mean-field approximation for the steady state has been analyzed for various inhomogeneous samples [75, 76, 84, 89, 95].

2.3. Mean-field approximation to obtain closed equations for the one-spin density in the steady state

In order to better understand the physical meaning of the mean-field approximation at the level of empirical dynamics that will be described in the next sections, it is useful as comparison to recall here the mean-field approximation at the level of the steady state [75, 76, 84, 89, 91, 95, 96].

For the Markov generator of equation (1), the steady state \(P(S_1, \ldots, S_N)\) in the full configuration space of the \(N\) spins satisfies

\[0 = \partial_t P(S_1, \ldots, S_N)\]

\[= \sum_{i=1}^{N-1} (\delta_{S_{i-1}+} - \delta_{S_{i-1}^-}) \left[ w_{i+1/2}^+ P(\ldots S_{i-1}, +, \ldots, S_{i+2}) \right. \]

\[- w_{i+1/2}^- P(\ldots S_{i-1}, -, +, S_{i+2}) \right] + \delta_{S_{i+1}} \left[ w_i^+ P(+, S_2, \ldots) - w_i^- P(-, S_2, \ldots) \right] \]

\[+ \delta_{S_{N+1}} \left[ w_N^+ P(\ldots, S_{N-1}, +) - w_N^- P(\ldots, S_{N-1}, -) \right]. \]

The basic local observables one is the most interested in are the probabilities for two consecutive spins at positions \((i, i+1)\) in the steady state

\[P_{i,i+1}^{S_i, S_{i+1}} \equiv \left[ \prod_{n=1}^{i-1} \sum_{S_n = \pm} \right] \left[ \prod_{p=i+2}^{N} \sum_{S_p = \pm} \right] P(S_1, \ldots, S_N) \quad (7)\]

and the probabilities for a single spin at position \(i\) in the steady state

\[P_i^{S_i} \equiv \left[ \prod_{n=1}^{i-1} \sum_{S_n = \pm} \right] \left[ \prod_{p=i+1}^{N} \sum_{S_p = \pm} \right] P(S_1, \ldots, S_N) = \sum_{S_{i+1} = \pm} P_{i,i+1}^{S_i, S_{i+1}} = \sum_{S_{i-1} = \pm} P_{i-1,i}^{S_{i-1}, S_i}. \quad (8)\]

To obtain the steady-state equations for the probabilities \(P_i^+\), one needs to sum equation (7) over the other \((N - 1)\) spins to obtain for the bulk spins \(i = 2, \ldots, N - 1\)
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\[ 0 = \partial_t P_i^+ = w_{i-1/2}^+ P_{i-1,i}^- - w_{i-1/2}^- P_{i-1,i}^+ - w_{i+1/2}^+ P_{i,i+1}^- + w_{i+1/2}^- P_{i,i+1}^+ \]  

(9)

for the left boundary spins \( i = 1 \)

\[ 0 = \partial_t P_1^+ = w_1^- (1 - P_1^+) - w_1^+ P_1^+ - w_{3/2}^+ P_{1,2}^- + w_{3/2}^- P_{1,2}^+ \]  

(10)

and for the right boundary spins \( i = N \)

\[ 0 = \partial_t P_N^+ = w_N^- (1 - P_N^+) - w_N^+ P_N^+ + w_{N-1/2}^+ P_{N-1,N}^- - w_{N-1/2}^- P_{N-1,N}^+ \]  

(11)

These stationarity equations for the one-spin probabilities \( P_i^+ \) involve the two-spins probabilities \( P_{1,2}^- \). Similarly, the stationarity equations for the two-spins probabilities \( P_{1,2}^- \) will involve three-spins probabilities, so that one obtains a whole hierarchy. In order to close this hierarchy, the simplest approximation is the mean-field approximation where the two-spins probabilities \( P_{1,2}^- \) are approximated by the product of the one-spin probabilities

\[ \left[ P_{i,i+1}^{S_i,S_{i+1}} \right]^{\text{MF}} = P_i^S P_{i+1}^S. \]  

(12)

Plugging this mean-field approximation into equations (9)–(11) leads to the following closed equations for the one-spin probabilities \( P_i^+ = 1 - P_i^- \)

\[ 0 = \partial_t P_i^+ = w_{i-1/2}^+ P_{i-1,i}^- (1 - P_i^+) - w_{i-1/2}^- (1 - P_{i-1}^+) P_i^+ - w_{i+1/2}^+ (1 - P_{i+1}^+) \]
\[ + w_{i+1/2}^- (1 - P_i^+) P_{i+1}^- \]  

(13)

that have been previously much studied both for ASEP \cite{91, 96} and for TASEP \cite{75, 76, 84, 89, 95}, in particular to test the validity of this mean-field approximation against Monte-Carlo numerics (while in pure exclusion models, the validity of the mean-field approximation has been discussed \cite{98} via the comparison with exact solutions).

The goal of the present paper is to analyze the possible dynamical fluctuations around the mean-field steady state of equation (13) in a given inhomogeneous sample defined by the space-dependent rates \( w_i^+ \).

3. Analysis of the relevant local empirical time-averaged observables

In this section, we follow the approach that has recently been applied to the kinetically-constrained East model \cite{27} in order to identify the appropriate local empirical observables and to analyze whether it is possible to write closed large deviations properties for them.
3.1. Identification of the relevant time-empirical observables that determine the trajectories probabilities

For a given Markov model, the relevant time-empirical observables are defined as the time-empirical observables that determine the trajectories probabilities (see appendix A of [27] for a general discussion). For the present Markov jump process, the probability of equation (A3) for the trajectory \( C(t) = \{ S_1(t), \ldots, S_i(t), \ldots, S_N(t) \} \) during the time-window \( 0 \leq t \leq T \) reads

\[
\ln \left( \mathcal{P}[C(0 \leq t \leq T)] \right) = \sum_{t \in [0,T]} \ln \left( w_{S_1(t)}^{S_1(t)} \right) + \sum_{t \in [0,T]} \ln \left( w_{S_N(t)}^{S_N(t)} \right) \\
+ \sum_{i=1}^{N-1} \sum_{t \in [0,T]} \ln \left( w_{i+1/2}^+ \right) \\
+ \sum_{i=1}^{N-1} \sum_{t \in [0,T]} \ln \left( w_{i+1/2}^- \right) \\
- \int_0^T dt \left[ w_1^{S_1(t)} + w_N^{S_N(t)} + \sum_{i=1}^{N-1} \left( w_{i+1/2}^+ \delta_{S_i(t),+} \delta_{S_{i+1}(t),-} + w_{i+1/2}^- \delta_{S_i(t),-} \delta_{S_{i+1}(t),+} \right) \right].
\]

(14)

As a consequence, this probability can be rewritten as

\[
\mathcal{P}[C(0 \leq t \leq T)] \approx e^{-T \Phi_{[w]}(\rho; \rho'; q)}
\]

(15)

where the action

\[
\Phi_{[w]}(\rho; \rho'; q) = \left[ w_1^+ \rho_1^+ + w_1^- \rho_1^- + w_N^+ \rho_N^+ + w_N^- \rho_N^- + \sum_{i=1}^{N-1} \left( w_{i+1/2}^+ \rho_{i+1}^- + w_{i+1/2}^- \rho_{i+1}^+ \right) \right] \\
- q_1^+ \ln(w_1^+) - q_1^- \ln(w_1^-) - q_N^+ \ln(w_N^+) - q_N^- \ln(w_N^-) \\
- \sum_{i=1}^{N-1} \left[ q_{i+1/2}^+ \ln(w_{i+1/2}^+) + q_{i+1/2}^- \ln(w_{i+1/2}^-) \right]
\]

(16)

contains the rates \( w \) as parameters and the following local empirical time-averaged observables \( \rho; \rho'; q \) as variables:

(a) The empirical time-averaged densities for the single spin \( S_i \) at position \( i \)
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\[ \rho_i^S \equiv \frac{1}{T} \int_0^T dt \, \delta S_i(t), S_i \]  

(17)

and for two consecutive spins \((S_i, S_{i+1})\) at positions \((i, i+1)\)

\[ \rho_{i,i+1}^{S_i, S_{i+1}} \equiv \frac{1}{T} \int_0^T dt \, \delta S_i(t), S_i \delta S_{i+1}(t), S_{i+1} \]  

(18)

(b) The local empirical time-averaged flows associated to the bulk link \((i + 1/2)\)

\[ q^+_i = \frac{1}{T} \sum_{t \in [0,T]} \mathbf{1}_{S_i(t) = +, S_{i+1}(t) = -} \]  

\[ q^-_i = \frac{1}{T} \sum_{t \in [0,T]} \mathbf{1}_{S_i(t) = -, S_{i+1}(t) = +} \]  

(19)

associated to the spin \(S_1\) (left reservoir)

\[ q^+_1 = \frac{1}{T} \sum_{t \in [0,T]} \mathbf{1}_{S_1(t) = +, S_1(t') = -} \]  

\[ q^-_1 = \frac{1}{T} \sum_{t \in [0,T]} \mathbf{1}_{S_1(t) = -, S_1(t') = +} \]  

(20)

and associated to the spin \(S_N\) (right reservoir)

\[ q^+_N = \frac{1}{T} \sum_{t \in [0,T]} \mathbf{1}_{S_N(t) = +, S_N(t') = -} \]  

\[ q^-_N = \frac{1}{T} \sum_{t \in [0,T]} \mathbf{1}_{S_N(t) = -, S_N(t') = +} \]  

(21)

In conclusion, the relevant empirical observables that determine the trajectories probabilities of equation (14) are the local empirical densities of equations (17) and (18) and the local empirical flows of equations (19)–(21), that only involves one spin or two consecutive spins.

3.2. Typical values of the relevant time-empirical observables \((\rho; \rho; q)\) for the rates \([w]\)

The typical values of the local empirical densities \((\rho; \rho^-)\) of equations (17) and (18) are given by the one-spin probabilities \(P\) and the two-spins probabilities \(P^\pm\) in the steady
state discussed in equations (7) and (8)

\[
\begin{align*}
\left[ \rho_i^S \right]_{\text{typ}} & = P_i^S, \\
\left[ \rho_{i,i+1}^S \right]_{\text{typ}} & = P_{i,i+1}^S.
\end{align*}
\] (22)

The typical values of the local empirical flows \( q \) of equations (19)–(21) are given by the steady state flows \( Q(\ldots) \) that can be evaluated from the rates \( w \) and from the steady state probabilities \( P^+ \) and \( P^- \)

\[
\begin{align*}
\left[ q_{i+1/2}^+ \right]_{\text{typ}} & = Q_{i+1/2}^+ \equiv w_{i+1/2}^+ P_{i+1}^+ \\
\left[ q_{i+1/2}^- \right]_{\text{typ}} & = Q_{i+1/2}^- \equiv w_{i+1/2}^- P_{i+1}^- \\
\left[ q_i^S \right]_{\text{typ}} & = Q_i^S \equiv w_i^S P_i^S \\
\left[ q_N^S \right]_{\text{typ}} & = Q_N^S \equiv w_i^S P_N^S.
\end{align*}
\] (23)

3.3. Number of dynamical trajectories of length \( T \) with the same local empirical observables \( (\rho; \rho^c; q) \)

Since all the individual dynamical trajectories \( C(0 \leq t \leq T) \) that have the same local empirical observables \( (\rho; \rho^c; q) \) have the same probability given by equation (15), one can rewrite the normalization over all possible trajectories as a sum over these empirical observables

\[
1 = \sum_{C(0 \leq t \leq T)} \mathcal{P}[C(0 \leq t \leq T)]_{T \to +\infty} \sum_{(\rho; \rho^c; q)} \Omega_T (\rho; \rho^c; q) e^{-T \Phi_w [\rho; \rho^c; q]} \] (24)

where the number \( \Omega_T (\rho; \rho^c; q) \) of dynamical trajectories of length \( T \) associated to given values \( (\rho; \rho^c; q) \) of these empirical observables is expected to grow exponentially with respect to the length \( T \) of the trajectories

\[
\Omega_T (\rho; \rho^c; q) \underset{T \to +\infty}{\approx} C (\rho; \rho^c; q) e^{T S(\rho; \rho^c; q)}. \] (25)

The prefactor \( C (\rho; \rho^c; q) \) denotes the appropriate constitutive constraints for the empirical observables \( (\rho; \rho^c; q) \) that will be discussed later. The factor \( S(\rho; \rho^c; q) = \ln \Omega_T [\rho; \rho^c; q] \) represents the Boltzmann intensive entropy of the set of trajectories of length \( T \) with given empirical observables \( (\rho; \rho^c; q) \). Let us now recall how it can be evaluated without any actual computation (i.e. one does not need to use combinatorial methods to count the appropriate configurations).

The normalization of equation (24) becomes for large \( T \)

\[
1 \underset{T \to +\infty}{\approx} \sum_{(\rho; \rho^c; q)} C (\rho; \rho^c; q) e^{T [S(\rho; \rho^c; q) - \Phi_w [\rho; \rho^c; q]]}. \] (26)

When the empirical variables \( (\rho; \rho^c; q) \) take their typical values \( [\rho; \rho^c; q]_{\text{typ}} \) given by equations (22) and (23), the exponential behavior in \( T \) of equation (26) should exactly
vanish, i.e. the entropy $S(P; P_+; Q)$ associated to these typical values should exactly compensate the corresponding action $\Phi_{[\hat{w}]} (P; P_+; Q)$

$$S(P; P_+; Q) = \Phi_{[\hat{w}]} (P; P_+; Q). \quad (27)$$

To obtain the intensive entropy $S(\rho; \rho^-; q)$ for any other given values $(\rho; \rho^-; q)$ of the empirical observables, one just needs to introduce the modified Markov rates $\hat{w}$: that would make the empirical values $(\rho; \rho^-; q) = \left(\hat{P}; \hat{P}_-; \hat{Q}\right)$ typical for this modified model, i.e. the modified rates $\hat{w}$ can be evaluated from equation (23)

$$\hat{w}^{i+1/2}_+ = \frac{\hat{Q}^{i+1/2}_+}{P^{i+1/2}_+} = \frac{q^{i+1/2}_+}{\rho^{i+1/2}_+},$$
$$\hat{w}^{i+1/2}_- = \frac{\hat{Q}^{i+1/2}_-}{P^{i+1/2}_-} = \frac{q^{i+1/2}_-}{\rho^{i+1/2}_-},$$
$$\hat{w}_1^{S} = \frac{\hat{Q}^{S}_1}{P^{S}_1} = \frac{q^{S}_1}{\rho^{S}_1},$$
$$\hat{w}_N^{S} = \frac{\hat{Q}^{S}_N}{P^{S}_N} = \frac{q^{S}_N}{\rho^{S}_N}. \quad (28)$$

Another interesting interpretation is that these modified rates $\hat{w}$: are the rates that would be inferred as the most probable model from the data $(\rho; \rho^-; q)$ concerning the local empirical observables [8].

We may now use equation (27) for this modified model to obtain

$$S(\rho; \rho^-; q) = S \left(\hat{P}; \hat{P}_-; \hat{Q}\right) = \Phi_{[\hat{w}]} \left(\hat{P}; \hat{P}_-; \hat{Q}\right) = \Phi_{[\hat{w}]} (\rho; \rho^-; q). \quad (29)$$

With the explicit form of equation (16) for the action $\Phi_{[\hat{w}]} (\rho; \rho^-; q)$, where we can plug the explicit modified rates $\hat{w}$: of equation (28), one obtains the entropy $S(\rho; \rho^-; q)$ as a function of the local empirical observables $(\rho; \rho^-; q)$

$$\begin{align*}
S(\rho; \rho^-; q) &= \Phi_{[\hat{w}]} (\rho; \rho^-; q) \\
&= \left[\hat{w}_1^+ \rho_1^+ + \hat{w}_1^- \rho_1^- + \hat{w}_N^+ \rho_N^+ + \hat{w}_N^- \rho_N^- + \sum_{i=1}^{N-1} \left(\hat{w}_i^{+1/2} \rho_i^{+1/2} + \hat{w}_i^{-1/2} \rho_i^{-1/2}\right)\right] \\
&\quad - q_1^+ \ln \left(\hat{w}_1^+\right) - q_1^- \ln \left(\hat{w}_1^-\right) - q_N^+ \ln \left(\hat{w}_N^+\right) - q_N^- \ln \left(\hat{w}_N^-\right) - \sum_{i=1}^{N-1} \left[q_i^{+1/2} \ln \left(\hat{w}_i^{+1/2}\right) - q_i^{-1/2} \ln \left(\hat{w}_i^{-1/2}\right)\right] \\
&= \left[q_1^+ + q_1^- + q_N^+ + q_N^- + \sum_{i=1}^{N-1} \left(q_i^{+1/2} + q_i^{-1/2}\right)\right] - q_1^+ \ln \left(\frac{q_1^+}{\rho_1}\right) - q_1^- \ln \left(\frac{q_1^-}{\rho_1}\right) - q_N^+ \ln \left(\frac{q_N^+}{\rho_N}\right) - q_N^- \ln \left(\frac{q_N^-}{\rho_N}\right) \\
&\quad - \sum_{i=1}^{N-1} \left[q_i^{+1/2} \ln \left(\frac{q_i^{+1/2}}{\rho_i^{+1/2}}\right) + q_i^{-1/2} \ln \left(\frac{q_i^{-1/2}}{\rho_i^{-1/2}}\right)\right]. \quad (30)
\end{align*}$$
3.4. Rate function at level 2.5 for the relevant local empirical observables \((\rho; \rho_{\text{c}}; q)\)

The normalization over trajectories of equation (24) can be rewritten as the normalization

\[
1 = \sum_{(\rho; \rho_{\text{c}}; q)} P_T^{[2.5]}(\rho; \rho_{\text{c}}; q)
\]

for the probability to see the local empirical observables \((\rho; \rho_{\text{c}}; q)\)

\[
P_T^{[2.5]}(\rho; \rho_{\text{c}}; q) \sim \Omega_T(\rho; \rho_{\text{c}}; q) e^{-T \Phi_{\text{loc}}(\rho; \rho_{\text{c}}; q)}
\]

\[
\sim \frac{\Omega_T(\rho; \rho_{\text{c}}; q)}{\Omega_T(\rho; \rho_{\text{c}}; q)} e^{-T I_{2.5}(\rho; \rho_{\text{c}}; q)}
\]

where the rate function at level 2.5 the local empirical observables \((\rho; \rho_{\text{c}}; q)\) reads using the explicit forms of equations (16) and (30)

\[
I_{2.5}(\rho; \rho_{\text{c}}; q) = \Phi_{\text{loc}}(\rho; \rho_{\text{c}}; q) - S(\rho; \rho_{\text{c}}; q)
\]

\[
= \sum_{i=1}^{N-1} \left[ q_{i+1/2}^+ \ln \left( \frac{q_{i+1/2}^+}{w_{i+1/2}^+ \rho_{i+1/2}^+} \right) - q_{i+1/2}^- + w_{i+1/2}^- \rho_{i+1/2}^- \right]
\]

\[
+ \sum_{i=1}^{N-1} \left[ q_{i+1/2}^- \ln \left( \frac{q_{i+1/2}^-}{w_{i+1/2}^- \rho_{i+1/2}^-} \right) - q_{i+1/2}^+ + w_{i+1/2}^+ \rho_{i+1/2}^+ \right]
\]

\[
+ \left[ q_1^+ \ln \left( \frac{q_1^+}{w_1^+ \rho_1^+} \right) - q_1^- + w_1^- \rho_1^- \right]
\]

\[
+ \left[ q_N^- \ln \left( \frac{q_N^-}{w_N^- \rho_N^-} \right) - q_N^+ + w_N^+ \rho_N^+ \right]
\]

\[
\sim \sum_{i=1}^{N-1} \left[ q_{i+1/2}^+ \ln \left( \frac{q_{i+1/2}^+}{w_{i+1/2}^+ \rho_{i+1/2}^+} \right) - q_{i+1/2}^- + w_{i+1/2}^- \rho_{i+1/2}^- \right]
\]

\[
+ \left[ q_1^+ \ln \left( \frac{q_1^+}{w_1^+ \rho_1^+} \right) - q_1^- + w_1^- \rho_1^- \right]
\]

\[
+ \left[ q_N^- \ln \left( \frac{q_N^-}{w_N^- \rho_N^-} \right) - q_N^+ + w_N^+ \rho_N^+ \right]
\]

\[
\sim \sum_{i=1}^{N-1} \left[ q_{i+1/2}^+ \ln \left( \frac{q_{i+1/2}^+}{w_{i+1/2}^+ \rho_{i+1/2}^+} \right) - q_{i+1/2}^- + w_{i+1/2}^- \rho_{i+1/2}^- \right]
\]

\[
+ \left[ q_1^+ \ln \left( \frac{q_1^+}{w_1^+ \rho_1^+} \right) - q_1^- + w_1^- \rho_1^- \right]
\]

\[
+ \left[ q_N^- \ln \left( \frac{q_N^-}{w_N^- \rho_N^-} \right) - q_N^+ + w_N^+ \rho_N^+ \right]
\]

\[
(33)
\]

For each rate \(w\) of the model, one recognizes the standard relative entropy cost of having a corresponding empirical flow \(q\) different from the typical flow \(w_{\rho_{\text{c}}}^\pm\) or \(w_{\rho_{\text{c}}}^-\) that would be produced by the local empirical densities.

In the two next subsections, we need to analyze the constitutive constraints \(C(\rho; \rho_{\text{c}}; q)\) that appear in the large deviations of equation (32).

3.5. Closed constitutive constraints for the empirical one-spin density \(\rho\) and two-spin density \(\rho_{\text{c}}\)

The empirical one-spin density \(\rho_i^S\) of equation (17) satisfies the normalization (equation (B2))

\[
\sum_{S_i = \pm} \rho_i^S = \rho_i^+ + \rho_i^- = 1.
\]

(34)
The empirical two-spin density $\rho_{s_{i+1}}^{s_i}$ of equation (18) should be compatible with the one-spin empirical density of equation (17) via the summation over one spin

$$\sum_{s_{i+1}=\pm} \rho_{s_{i+1}}^{s_i} = \rho_i^{s_i},$$

$$\sum_{s_i=\pm} \rho_{s_{i+1}}^{s_i} = \rho_{i+1}^{s_{i+1}}.$$  \hspace{1cm} (35)

### 3.6. Closure problem in the stationary constraints for the local empirical flows $q$

It is now convenient to use the standard parametrization of flows in terms of activities and currents, since only the current contributions are involved in stationarity constraints.

#### 3.6.1. Parametrization of the local empirical flows $q$: in terms of the empirical activities $a$ and currents $j$.

For each bulk link $(i + 1/2)$ with $i = 1, \ldots, N - 1$, the two empirical flows $q_{i+1/2}^+$ and $q_{i+1/2}^-$ can be parametrized

$$q_{i+1/2}^+ = \frac{a_{i+1/2} + j_{i+1/2}}{2},$$

$$q_{i+1/2}^- = \frac{a_{i+1/2} - j_{i+1/2}}{2},$$

by their symmetric and antisymmetric parts called the empirical activity and the empirical current

$$a_{i+1/2} \equiv q_{i+1/2}^+ + q_{i+1/2}^-,$$

$$j_{i+1/2} \equiv q_{i+1/2}^+ - q_{i+1/2}^-.$$  \hspace{1cm} (36)

Similarly, the two empirical flows $q_1^+$ connected to the left reservoir and the two empirical flows $q_N^+$ connected to the right reservoir can be parametrized

$$q_1^+ = \frac{a_1 - j_1}{2},$$

$$q_1^- = \frac{a_1 + j_1}{2},$$

$$q_N^+ = \frac{a_N + j_N}{2},$$

$$q_N^- = \frac{a_N - j_N}{2},$$  \hspace{1cm} (38)

by the activities and the currents
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\[ a_1 \equiv q_1^+ + q_1^- \]
\[ j_1 \equiv -q_1^+ + q_1^- \]
\[ a_N \equiv q_N^+ + q_N^- \]
\[ j_N \equiv q_N^+ - q_N^- . \]

3.6.2. Constraints on the local empirical currents \( j \) to ensure the stationarity of the one-spin empirical density \( \rho \).

The stationarity constraint of equation (B6) for the empirical density \( \rho(S_1, \ldots, S_N) \) in the full configuration space is the empirical analog of the steady state equation (7). The main difference is that the empirical flows are now independent variables with respect to the empirical densities. Equation (B6) can be summed over \((N - 1)\) spins to obtain the stationarity constraint for the one-spin density \( \rho \) as follows.

(a) For \( 2 \leq i \leq N - 1 \), the summation of equation (B6) over the \((N - 1)\) spins \((S_1, \ldots, S_{i-1})\) and \((S_{i+1}, \ldots, S_N)\) yields the stationarity constraint for the one-spin density \( \rho_i^+ = 1 - \rho_i^- \)

\[ 0 = \partial_t \rho_i^+ = (q_{i-1/2}^+ - q_{i-1/2}^-) - (q_{i+1/2}^+ - q_{i+1/2}^-) = j_{i-1/2} - j_{i+1/2} . \]  

This is the empirical analog of equation (9) concerning the steady state.

(b) The summation of equation (B6) over the \((N - 1)\) spins \((S_2, S_3, \ldots, S_N)\) yields the stationarity constraint for the one-spin density \( \rho_1^+ = 1 - \rho_1^- \)

\[ 0 = \partial_t \rho_1^+ = (q_1^- - q_1^+) - (q_{3/2}^+ - q_{3/2}^-) = j_1 - j_{3/2} . \]  

This is the empirical analog of equation (10) concerning the steady state.

(c) The summation of equation (B6) over the \((N - 1)\) spins \((S_1, \ldots, S_{N-2}, S_{N-1})\) yields the stationarity constraint for the one-spin density \( \rho_N^+ = 1 - \rho_N^- \)

\[ 0 = \partial_t \rho_N^+ = (q_{N-1/2}^{-} - q_{N-1/2}^{+}) - (q_N^- - q_N^+) = j_{N-1/2} - j_N . \]  

This is the empirical analog of equation (11) concerning the steady state.

The physical meaning of equation (40) is simply that the local empirical currents \( j_{i+1/2} \) flowing through the bulk links for \( i = 1, \ldots, N - 1 \) take the same value \( j \), and this value \( j \) also corresponds to the incoming current \( j_1 = (q_1^- - q_1^+) \) produced by the left reservoir (equation (41)) and to the outgoing current \( j_N = (q_N^- - q_N^+) \) produced by the right reservoir (equation (42)). In summary, the stationarity of the one-spin empirical density \( \rho_i^+ \) for the \( N \) sites \( i = 1, \ldots, N \) is ensured by the following constraint where the \((N + 1)\) local empirical currents \( j \) have to take the same value \( j \)

\[ j = j_1 = j_{3/2} = j_{5/2} = \ldots = j_{N-1/2} = j_N . \]  

3.6.3. Stationarity of the two-spin empirical density \( \rho^- \): closing the hierarchy problem via the mean-field approximation for \( \rho^- \).

Now one needs to ensure the stationarity of the two-spin density \( \rho_{i,i+1}^{S_i,S_{i+1}} \) of equation (18). However the summation of the stationarity constraint of equation (B6) over the remaining \((N - 2)\) spins \( n \neq (i, i + 1) \) involves local empirical observables of three consecutive spins. More generally, the local projections
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of equation (B6) do not give closed constraints for local empirical observables, but produce a whole hierarchy, which is the analog of the hierarchy for the steady state as recalled after equation (11). For many-body dynamics satisfying detailed-balance that converge towards the equilibrium without any steady current, one can use the vanishing of the optimal values of the empirical currents to obtain closed large deviations properties for the local empirical densities and activities, as discussed in detail in [27] with the application to the kinetically-constrained East model. For the present non-equilibrium exclusion models that do not satisfy detailed-balance and that have non-vanishing currents in the steady state, the simplest approximation to close the hierarchy problem is the mean-field approximation for the two-spin empirical density $\rho^{-}$

$$\begin{bmatrix} S_i S_{i+1} \end{bmatrix}^{MF}_{\rho_{i,i+1}} = \rho_i S_i S_{i+1}$$

(44)

which is the direct analog of the mean-field approximation of equation (12) for the two-spins probabilities $P_{a}$ in the steady state.

3.7. Formulation of the mean-field approximation for the large deviations of local empirical observables

Putting everything together, one obtains that the mean-field approximation of equation (44) for the two-spin empirical density $\rho^{-}$ produces the following large deviations for the probability to see the local empirical density $\rho_i = 1 - \rho_i^{-}$ (equation (34)), the local empirical activities $a_i$ of equations (37) and (39), and the global empirical current $\mu$ flowing through the whole sample (equation (43))

$$P_{T}^{[2,5]MF}(\rho_{+}^{a}; j; a)=\lim_{T \to +\infty} e^{-IT^{MF}(\rho; j; a)}$$

(45)

where the rate function $I_{T}^{MF}(\rho; j; a)$ is obtained from the rate function $I_{2,5}(\rho; \rho_{+}; q)$ of equation (33) via the parametrization of equations (36) and (38) for the flows $q$ and the mean-field approximation of equation (44) for the two-spin empirical density $\rho_{-}$

$$I_{T}^{MF}[\rho_{+}^{a}; j; a] = \sum_{i=1}^{N-1} \left[ \frac{a_{i+1/2} + j}{2} \ln \left( \frac{a_{i+1/2} + j}{2w_{i+1/2}\rho_{i+1}} \right) + \frac{a_{i+1/2} - j}{2} \ln \left( \frac{a_{i+1/2} - j}{2w_{i+1/2}(1 - \rho_{i+1})} \right) \right]$$

$$- a_{i+1/2} + w_{i+1/2} \rho_{i+1}(1 - \rho_{i+1}) + w_{i+1/2}(1 - \rho_{i+1}) \rho_{i+1}$$

$$+ \frac{a_{1} - j}{2} \ln \left( \frac{a_{1} - j}{2w_{1}\rho_{1}} \right) + \frac{a_{1} + j}{2} \ln \left( \frac{a_{1} + j}{2w_{1}(1 - \rho_{1})} \right) - a_{1} + w_{1} \rho_{1} + w_{1}(1 - \rho_{1})$$

$$+ \frac{a_{N} + j}{2} \ln \left( \frac{a_{N} + j}{2w_{N}\rho_{N}} \right) + \frac{a_{N} - j}{2} \ln \left( \frac{a_{N} - j}{2w_{N}(1 - \rho_{N})} \right) - a_{N} + w_{N} \rho_{N} + w_{N}(1 - \rho_{N})$$

(46)
Equation (45) characterizes how rare it is for large $T$ to see empirical observables $[\rho^+_j ; a_j]$ that are different from their typical values given by the steady state values $[P^+_j ; A]$ in the mean-field approximation of equations (9)–(11) and (23): the mean-field steady state activities are given by

$$
A_{i+1/2} = w^+_i P^+_i (1 - P^+_{i+1}) + w^-_{i+1/2} (1 - P^+_i) P^+_{i+1}
$$

$$
A_1 = w^+_1 P^+_1 + w^-_1 (1 - P^+_1)
$$

$$
A_N = w^+_N P^+_N + w^-_N (1 - P^+_N)
$$

while the mean-field steady state current $J$ flowing through the whole sample reads

$$
J = w^+_i P^+_i (1 - P^+_{i+1}) - w^-_{i+1/2} (1 - P^+_i) P^+_{i+1}
$$

$$
= w^-_i (1 - P^+_i) - w^+_i P^+_i = w^+_N P^+_N - w^-_N (1 - P^+_N).
$$

3.8. Time-additive observables involving only the one-spin empirical density $\rho$ and the local empirical flows $q^\pm$

The large deviations of equation (45) are interesting on their own as discussed above, but they are also useful to analyze all the time-additive observables $O_T$ that can be written in terms of the one-spin empirical density $\rho^+_i$ and the local empirical flows $q^\pm$ using some coefficients $(\alpha^\pm_i ; \beta^\pm_i)$

$$
O_T = \sum_{i=1}^{N} (\alpha^+_i \rho^+_i + \alpha^-_i \rho^-_i) + \sum_{i=1}^{N-1} \left( \beta^+_i q^+_i + \beta^-_i q^-_i + \beta_N^+ q^+_N + \beta_N^- q^-_N \right)
$$

$$
+ \beta^+_1 q^+_1 + \beta^-_1 q^-_1 + \beta_N^+ q^+_N + \beta_N^- q^-_N.
$$

Using the normalization of equation (34) to eliminate $\rho^-_1 = 1 - \rho^+_1$ and the parametrization of equations (36) and (38) for the empirical flows, this observable can be rewritten in terms of the local densities $\rho^+_i$, of the local activities $a_i$ and of the global empirical current $j$

$$
O_T = \alpha_0 + \sum_{i=1}^{N} \alpha_i \rho^+_i + \sum_{i=1}^{N-1} \beta_i a_{i+1/2} + \beta_1 a_1 + \beta_N a_N + \nu j
$$

with the appropriate coefficients
\[ \alpha_0 = \sum_{i=1}^{N} \alpha_i^- \]
\[ \alpha_i \equiv \alpha_i^+ - \alpha_i^- \]
\[ \beta_{i+1/2} \equiv \frac{\beta_{i+1/2}^+ + \beta_{i+1/2}^-}{2} \]
\[ \beta_i \equiv \frac{\beta_i^+ + \beta_i^-}{2} \]
\[ \beta_N \equiv \frac{\beta_N^+ + \beta_N^-}{2} \]
\[ \nu \equiv \sum_{i=1}^{N-1} \frac{\beta_{i+1/2}^+ - \beta_{i+1/2}^-}{2} + \frac{\beta_i^- - \beta_{i+1}^+}{2} + \frac{\beta_N^+ - \beta_N^-}{2} \]  

4. Large deviations for inhomogeneous ASEP in the mean-field approximation

In this section, we discuss the properties and the consequences of the large deviations at level 2.5 in the mean-field approximation of equations (45) and (46) for a given inhomogeneous ASEP sample defined by the rates \( w \).

4.1. Gallavotti–Cohen symmetry of the mean-field rate function \( I_{2.5}^{MF}[\rho^+; j; a] \) for opposite values \((j, -j)\)

When the empirical density \( \rho^+ \) and the empirical activities \( a \) are given, the difference of the rate function of equation (46) for two opposite values \((\pm j)\) of the empirical current

\[ I_{2.5}^{MF}[\rho^+; j; a] - I_{2.5}^{MF}[\rho^+; -j; a] \]
\[ = j \ln \left[ \prod_{i=1}^{N-1} \frac{w_{i+1/2}^+}{w_i^+} \left( \frac{1 - \rho_i^+}{1 - \rho_i^+} \right) \frac{w_i^+}{w_i^-} \left( \frac{1 - \rho_i^-}{1 - \rho_i^-} \right) \frac{w_N^+}{w_N^-} \left( \frac{1 - \rho_N^+}{1 - \rho_N^+} \right) \right] \]

is linear in \( j \) and the factor \( \ln \left[ \prod_{i=1}^{N-1} \frac{w_{i+1/2}^+}{w_i^+} \frac{w_i^-}{w_i^+} \frac{w_N^+}{w_N^-} \right] \) measures the irreversibility of the dynamics: this is an example of the Gallavotti–Cohen fluctuation relations (see [16, 32, 99–110] and references therein).

Note that for the SEP, where the two rates on each bulk link coincide \( w_{i+1/2}^\pm = D_{i+1/2} \) (equation (4)), the Gallavotti–Cohen symmetry of equation (52) reduces to
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\[
\text{(SEP)} \quad I_{2.5}^{\text{MF}}[\rho^+; j : a] - I_{2.5}^{\text{MF}}[\rho^+; - j : a] = j \ln \left[ \frac{w_i^+ w_N}{w_i^- w_N} \right]
\]

since the irreversibility of the dynamics comes only from the two boundary spins connected to the two reservoirs.

4.2. Explicit contraction of the level 2.5 over the activities \( a \) to obtain the level 2.25 for \( [\rho^+; j] \)

As already stressed for many other Markov jump processes \([10, 17, 18, 20, 23]\), the contraction over the activities can be implemented explicitly. The optimization of the rate function of equation (46) over the local empirical activities \( a \)

\[
0 = \frac{\partial I_{2.5}^{\text{MF}}[\rho^+; j : a]}{\partial a_{i+1/2}} = \frac{1}{2} \ln \left( \frac{a_{i+1/2}^2 - j^2}{4w_{i+1/2}^+ w_{i+1/2}^- \rho_i^+(1 - \rho_i^+)(1 - \rho_{i+1}^+)} \right).
\]

\[
0 = \frac{\partial I_{2.5}^{\text{MF}}[\rho^+; j : a]}{\partial a_1} = \frac{1}{2} \ln \left( \frac{a_1^2 - j^2}{4w_1^+ w_1^- \rho_1^+(1 - \rho_1^+)} \right)
\]

\[
0 = \frac{\partial I_{2.5}^{\text{MF}}[\rho^+; j : a]}{\partial a_N} = \frac{1}{2} \ln \left( \frac{a_N^2 - j^2}{4w_N^+ w_N^- \rho_N^+(1 - \rho_N^+)} \right)
\]

yields the optimal values

\[
\begin{align*}
a_{i+1/2}^{\text{opt}} &= \sqrt{j^2 + 4w_{i+1/2}^+ w_{i+1/2}^- \rho_i^+(1 - \rho_i^+)(1 - \rho_{i+1}^+)}, \\
a_1^{\text{opt}} &= \sqrt{j^2 + 4w_1^+ w_1^- \rho_1^+(1 - \rho_1^+)} \\
a_N^{\text{opt}} &= \sqrt{j^2 + 4w_N^+ w_N^- \rho_N^+(1 - \rho_N^+)}
\end{align*}
\]

that can be plugged into equation (46) to obtain the rate function at level 2.25

\[
I_{2.25}^{\text{MF}}[\rho^+; j] = I_{2.5}^{\text{MF}}[\rho^+; j : a_{\text{opt}}] = \sum_{i=1}^{N-1} \left[ j \ln \left( \frac{j + \sqrt{j^2 + 4w_{i+1/2}^+ w_{i+1/2}^- \rho_i^+(1 - \rho_i^+)(1 - \rho_{i+1}^+)}}{2w_{i+1/2}^+ \rho_i^+(1 - \rho_i^+)} \right) - \sqrt{j^2 + 4w_{i+1/2}^+ w_{i+1/2}^- \rho_i^+(1 - \rho_i^+)(1 - \rho_{i+1}^+)} \\
+ w_{i+1/2}^+ \rho_i^+(1 - \rho_i^+)^+ w_{i+1/2}^- (1 - \rho_{i+1}^+) \right] + j \ln \left( \frac{j + \sqrt{j^2 + 4w_1^+ w_1^- \rho_1^+(1 - \rho_1^+)}}{2w_1^- \rho_1^+(1 - \rho_1^+)} \right) - \sqrt{j^2 + 4w_1^+ w_1^- \rho_1^+(1 - \rho_1^+)} \right] + j \ln \left( \frac{j + \sqrt{j^2 + 4w_N^+ w_N^- \rho_N^+(1 - \rho_N^+)}}{2w_N^- \rho_N^+(1 - \rho_N^+)} \right) - \sqrt{j^2 + 4w_N^+ w_N^- \rho_N^+(1 - \rho_N^+)} \right] + w_N^+ \rho_N^+(1 - \rho_N^+)^+ w_N^- (1 - \rho_N^+) + j \ln \left( \frac{j + \sqrt{j^2 + 4w_N^+ w_N^- \rho_N^+(1 - \rho_N^+)}}{2w_N^- \rho_N^+(1 - \rho_N^+)} \right) - \sqrt{j^2 + 4w_N^+ w_N^- \rho_N^+(1 - \rho_N^+)} \right]
\]
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that governs the joint probability of the global empirical current \( j \) and of the local empirical density \( \rho_i^+ \)

\[
I_{T}^{\text{MF}[2.25]}[\rho^+; j] \sim e^{-T I_{T}^{\text{MF}}[\rho^+; j]}. \tag{57}
\]

The rate function at level 2.25 inherits the Gallavotti–Cohen symmetry of equation (52) for the rate function at level 2.5 as follows: when the empirical density \( \rho_i^+ \) is given, the difference of the rate function of equation (56) for two opposite values \( (\pm j) \) of the empirical current displays the same linear behavior in \( j \)

\[
I_{2.25}^{\text{MF}}[\rho_i^+; j] - I_{2.5}^{\text{MF}}[\rho_i^+; -j] = j \ln \left[ \frac{w_i^+}{w_i^-} \left( \prod_{i=1}^{N-1} \frac{w_i^+}{w_i^- + 1/2} \right) \frac{w_N^+}{w_N^-} \right]. \tag{58}
\]

For zero empirical current \( j = 0 \), the rate function of equation (56) simplifies into

\[
I_{2.25}^{\text{MF}}[\rho_i^+; j = 0] = \sum_{i=1}^{N-1} \left[ \sqrt{w_i^+/w_i^-} (1 - \rho_i^+) - \sqrt{w_i^-} (1 - \rho_i^+) \right]^2
+ \left[ \sqrt{w_i^+} \rho_i^+ - \sqrt{w_i^-} (1 - \rho_i^+) \right]^2 + \left[ \sqrt{w_N^+} \rho_N^+ - \sqrt{w_N^-} (1 - \rho_N^+) \right]^2 \tag{59}
\]

while the tails for large currents \( j \to \pm \infty \) are given by the leading term

\[
I_{2.25}^{\text{MF}}[\rho_i^+; j = 0] \approx_{j \to \pm \infty} (N + 1)|j| \ln |j|. \tag{60}
\]

4.3. Implicit contraction of the level 2.25 over the current \( j \) to obtain the level 2 for the density \( \rho_i^+ \)

The optimization of the rate function at level 2.25 of equation (56) over the global empirical current \( j \)

\[
0 = \frac{\partial I_{2.25}^{\text{MF}}[\rho_i^+; j]}{\partial j} = \sum_{i=1}^{N-1} \ln \left[ j + \sqrt{j^2 + 4w_i^+ w_i^- (1 - \rho_i^+) \rho_i^+ (1 - \rho_i^+)} \right]
+ \ln \left[ j + \sqrt{j^2 + 4w_i^+ w_i^- \rho_i^+ (1 - \rho_i^+)} \right]
+ \ln \left[ j + \sqrt{j^2 + 4w_N^+ w_N^- \rho_N^+ (1 - \rho_N^+)} \right] \tag{61}
\]

yields that the optimal value \( j_{\text{opt}}[\rho_i^+] \) as a function of the empirical density \( \rho_i^+ \) for \( i = 1, \ldots, N \) is the solution of
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\[
1 = \left( j_{\text{opt}}[\rho^+] + \sqrt{j_{\text{opt}}^2[\rho^+] + 4w_i^+ w_i^- \rho_i^+(1 - \rho_i^+)} \right) \times \left( j_{\text{opt}}[\rho^+] + \sqrt{j_{\text{opt}}^2[\rho^+] + 4w_N^+ w_N^- \rho_N^+(1 - \rho_N^+)} \right) \times \prod_{i=1}^{N-1} \left( j_{\text{opt}}[\rho^+] + \sqrt{j_{\text{opt}}^2[\rho^+] + 4w_{i+1/2}^+ w_{i+1/2}^- \rho_i^+(1 - \rho_i^+)} \rho_{i+1}^+(1 - \rho_{i+1}^+) \right). \tag{62}
\]

One needs to plug this solution into equation (56) to obtain the rate function at level 2 for the empirical density alone

\[
I_{\text{MF}}^2[\rho^+] = I_{\text{MF}}^{2.5}[\rho^+ : j_{\text{opt}}[\rho^+]] = \sum_{i=1}^{N-1} \left[ w_{i+1/2}^+ \rho_i^+(1 - \rho_i^+) + w_{i+1/2}^- (1 - \rho_i^+) \rho_{i+1}^+ \right. \\
- \sqrt{j_{\text{opt}}^2[\rho^+] + 4w_{i+1/2}^+ w_{i+1/2}^- \rho_i^+(1 - \rho_i^+)} \rho_{i+1}^+(1 - \rho_{i+1}^+) \\
+ w_i^+ \rho_i^+ + w_i^- (1 - \rho_i^+) - \sqrt{j_{\text{opt}}^2[\rho^+] + 4w_i^+ w_i^- \rho_i^+(1 - \rho_i^+)} \\
+ w_N^+ \rho_N^+ + w_N^- (1 - \rho_N^+) - \sqrt{j_{\text{opt}}^2[\rho^+] + 4w_N^+ w_N^- \rho_N^+(1 - \rho_N^+)}. \tag{63}
\]

So here the level 2 is not fully explicit as a consequence of equation (62) for the optimal current \( j_{\text{opt}}[\rho^+] \), in contrast to the TASEP that will be discussed in subsection 5.2.

4.4. Typical fluctuations of order \( \frac{1}{\sqrt{T}} \) for the empirical densities and flows around their steady state values

If one is interested only in the small typical fluctuations of order \( \frac{1}{\sqrt{T}} \) around the steady state values \([P^+ : J : A]\) discussed in equations (47) and (48)

\[
\rho_i^+ = P_i^+ + \frac{\dot{\rho}_i^+}{\sqrt{T}} \\
j = J + \frac{\dot{j}}{\sqrt{T}} \\
A_{i+1/2} = A_{i+1/2} + \frac{\dot{a}_{i+1/2}}{\sqrt{T}} \tag{64}
\]

\[
a_1 = A_1 + \frac{\dot{a}_1}{\sqrt{T}} \\
a_N = A_N + \frac{\dot{a}_N}{\sqrt{T}}
\]

one needs to expand the rate function \( I_{\text{MF}}^{2.5}[\rho^+ : j : a_1] \) of equation (46) at second order in the perturbations in order to obtain the rescaled Gaussian rate function for the rescaled
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If one is only interested into the rescaled fluctuations \[ \hat{\delta} \]

and of the current, the corresponding rescaled Gaussian rate function reads

\[
I_{Gauss}^{[2,5]}[\hat{\rho}^+; \hat{j}; \hat{a}] = \lim_{T \to +\infty} \left( TI_{2,5}^{MF} \left[ \rho^+ = P_+ + \hat{\rho}^+ / \sqrt{T} \right] ; j = J + \hat{j} / \sqrt{T} ; a = A + \hat{a} / \sqrt{T} \right) 
\]

\[
= \sum_{i=1}^{N-1} \left( \frac{\hat{\delta}_{i+1/2}^+ + \hat{\delta}_{i+1/2}^-}{2} - \hat{w}_{i+1/2}^+ (1 - P_{i+1}^+) - P_{i+1}^+ \hat{\rho}_{i+1}^+ \right)^2 \\
\left( w_{i+1/2}^+ P_i^+ (1 - P_{i+1}^+) \right)
\]

\[
= \sum_{i=1}^{N-1} \left( \frac{\hat{\delta}_{i+1/2}^- - \hat{\delta}_{i+1/2}^+}{2} - \hat{w}_{i+1/2}^- [ -\hat{\rho}_{i+1}^+ P_i + (1 - P_{i+1}^+) \hat{\rho}_{i+1}^+] \right)^2 \\
\left( w_{i+1/2}^- (1 - P_i^+) \right)
\]

\[
+ \left( \frac{\hat{\delta}_{i+1}^- - \hat{\delta}_{i+1}^+}{2} - \hat{w}_{i+1}^- \hat{\rho}_{i+1}^+ \right)^2 \\
\left( w_{i+1}^- P_i^+ \right)
\]

\[
+ \left( \frac{\hat{\delta}_{i+2}^- + \hat{\delta}_{i+2}^+}{2} + \hat{w}_{i+2}^- \hat{\rho}_{i+1}^+ \right)^2 \\
\left( w_{i+2}^- (1 - P_N^+) \right)
\]

\]

(65)

that will govern the joint probability \[ \hat{P}_T^{[2,5]}[\hat{\rho}^+; \hat{j}; \hat{a}] \] of the rescaled fluctuations \[ \hat{\rho}^+; \hat{j}; \hat{a} \]

\[
\hat{P}_T^{[2,5]}[\hat{\rho}^+; \hat{j}; \hat{a}] \approx_{T \to +\infty} e^{-I_{Gauss}^{[2,5]}[\hat{\rho}^+; \hat{j}; \hat{a}]}.
\]

(66)

If one is only interested into the rescaled fluctuations \[ \hat{\rho}^+; \hat{j} \] of the empirical density and of the current, the corresponding rescaled Gaussian rate function reads

\[
I_{Gauss}^{[2,5]}[\hat{\rho}^+; \hat{j}] = \lim_{T \to +\infty} \left( TI_{2,5}^{MF} \left[ \rho^+ = P_+ + \hat{\rho}^+ / \sqrt{T} \right] ; j = J + \hat{j} / \sqrt{T} \right) 
\]

\[
= \sum_{i=1}^{N-1} \left( j - \left( \hat{\rho}_{i+1}^+ \left( w_{i+1/2}^- (1 - P_{i+1}^+) - \hat{w}_{i+1/2}^+ P_{i+1}^+ \right) + \hat{\rho}_{i+1}^- \left( -w_{i+1/2}^- P_{i+1}^+ + w_{i+1/2}^- (1 - P_{i+1}^-) \right) \right) \right)^2 \\
\left( w_{i+1/2}^+ P_i^+ (1 - P_{i+1}^+) + w_{i+1/2}^- (1 - P_i^+) P_{i+1}^+ \right)
\]

\[
+ \left( j + \left( w_{i+1}^- + w_{i+1}^+ \right) \hat{\rho}_{i+1}^+ \right)^2 \\
\left( w_{i+1}^- + w_{i+1}^+ P_i^+ \right)
\]

\[
+ \left( j - \left( w_N^+ + w_N^- \right) \hat{\rho}_{N}^+ \right)^2 \\
\left( w_N^- + w_N^+ P_N^+ \right)
\]

(67)

The optimization of this rate function over the rescaled fluctuation \[ \hat{j} \] of the current
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\[ 0 = \frac{1}{2} \frac{\partial \tilde{I}_{225}^{\text{Gauss}}[\hat{\rho}^+; \hat{j}]}{\partial \hat{j}} = \hat{j} \sum_{j=1}^{N-1} \left( \frac{w_{i+1/2}^+ P_i^+ (1 - P_{i+1}^+)}{w_i^- + (w_i^+ - w_i^-) P_i^+} + \frac{1}{w_{i+1/2}^N (1 - P_{i+1}^N) + w_{i+1/2}^- (1 - P_i^-) P_{i+1}^-} \right) \]

yields the explicit optimal value (in contrast to the implicit equation (62))

\[ \hat{j}_{\text{opt}}[\hat{\rho}^+] = \frac{\sum_{j=1}^{N-1} \left( \hat{\rho}_i^+ [w_{i+1/2}^- (1 - P_{i+1}^-) - w_{i+1/2}^+ P_{i+1}^-] + \hat{\rho}_i^- [-w_{i+1/2}^- P_i^+ + w_{i+1/2}^- (1 - P_i^+)] \right) - (w_i^- + w_i^+ \hat{\rho}_i^N) \hat{\rho}_i^N}{(w_i^- + w_i^+ \hat{\rho}_i^N) \hat{\rho}_i^N + (w_i^- + w_i^- \hat{\rho}_i^N) \hat{\rho}_i^N} \]

that can be plugged into equation (67) to obtain the rescaled Gaussian rate function for the rescaled fluctuations of the empirical density \( \hat{\rho}_i^+ \) alone

\[ \tilde{I}_{225}^{\text{Gauss}}[\hat{\rho}^+] = \tilde{I}_{225}^{\text{Gauss}}[\hat{\rho}^+; \hat{j}_{\text{opt}}[\hat{\rho}^+]] \]

\[ = \sum_{j=1}^{N-1} \left[ \hat{j}_{\text{opt}}[\hat{\rho}^+] - \left( \hat{\rho}_i^+ [w_{i+1/2}^- (1 - P_{i+1}^-) - w_{i+1/2}^+ P_{i+1}^-] + \hat{\rho}_i^- [-w_{i+1/2}^- P_i^+ + w_{i+1/2}^- (1 - P_i^+)] \right) \right]^2 \]

\[ + \frac{(w_i^- + w_i^+ \hat{\rho}_i^N) \hat{\rho}_i^N}{w_i^- + (w_i^- \hat{\rho}_i^N) \hat{\rho}_i^N} + \frac{(w_i^- + w_i^+ \hat{\rho}_i^N) \hat{\rho}_i^N}{w_i^- + (w_i^- \hat{\rho}_i^N) \hat{\rho}_i^N} \]  

(70)

4.5. Application to the large deviations of time-additive observables involving the local empirical observables

The time-additive observable \( O_T \) of equation (49) involving only the one-spin empirical density \( \hat{\rho}_i^+ \) and the local empirical flows \( q_i^+ \) has been rewritten in terms of the local densities \( \hat{\rho}_i^+ \), the local activities \( a_i \) and the global empirical current \( j \) in equation (50). As a consequence, its generating function of equation (A21) can be evaluated from the level 2.5 of equation (45) via an integral over the empirical variables \([\hat{\rho}_i^+; j; a_i] \).
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\[ \langle e^{TkO} \rangle = \int_{-\infty}^{+\infty} dj \left[ \prod_{i=1}^{N} \int_{0}^{1} d\rho_i^+ \right] \left[ \prod_{i=1}^{N-1} \int_{0}^{+\infty} da_{i+1/2} \right] \int_{0}^{+\infty} da_{1} \int_{0}^{+\infty} da_{N} \]

\[ P_{T}^{\text{MF}[2.5]}[\rho^+; j : a.] e^{Tk[\alpha_0 + \sum_{i=1}^{N} \alpha_i \rho_i^+ + \sum_{i=1}^{N-1} \beta_{i+1/2} a_{i+1/2} + \beta_1 a_1 + \beta_N a_N + \nu j]} \]

\[ \simeq T \rightarrow +\infty \int_{-\infty}^{+\infty} dj \left[ \prod_{i=1}^{N} \int_{0}^{1} d\rho_i^+ \right] \left[ \prod_{i=1}^{N-1} \int_{0}^{+\infty} da_{i+1/2} \right] \int_{0}^{+\infty} da_{1} \int_{0}^{+\infty} da_{N} e^{-T L_{2.5}^{\text{MF}}[\rho^+; j : a.]} \]

(71)

with the function

\[ L_{2.5}^{[k]}[\rho^+; j : a.] = T_{2.5}^{\text{MF}}[\rho^+; j : a.] - k \left[ \alpha_0 + \sum_{i=1}^{N} \alpha_i \rho_i^+ + \sum_{i=1}^{N-1} \beta_{i+1/2} a_{i+1/2} + \beta_1 a_1 + \beta_N a_N + \nu j \right] \]

(72)

The optimization over the local empirical activities \( a \).

\[ 0 = \frac{\partial L_{2.5}^{[k]}[\rho^+; j : a.]}{\partial a_{i+1/2}} = \frac{1}{2} \ln \left( \frac{a_{i+1/2}^2 - j^2}{4w_{i+1/2}^+w_{i+1/2}^- \rho_{i+1/2}^+(1 - \rho_{i+1/2}^+)(1 - \rho_{i+1/2}^+)} \right) - k\beta_{i+1/2} \]

\[ 0 = \frac{\partial L_{2.5}^{[k]}[\rho^+; j : a.]}{\partial a_1} = \frac{1}{2} \ln \left( \frac{a_1^2 - j^2}{4w_1^+w_1^- \rho_1^+(1 - \rho_1^+)} \right) - k\beta_1 \]

(73)

\[ 0 = \frac{\partial L_{2.5}^{[k]}[\rho^+; j : a.]}{\partial a_N} = \frac{1}{2} \ln \left( \frac{a_N^2 - j^2}{4w_N^+w_N^- \rho_N^+(1 - \rho_N^+)} \right) - k\beta_N \]

leads to the optimal values

\[ a_{i+1/2}^{\text{opt}} = \sqrt{j^2 + 4 e^{2k\beta_{i+1/2}} w_{i+1/2}^+w_{i+1/2}^- \rho_{i+1/2}^+(1 - \rho_{i+1/2}^+)(1 - \rho_{i+1/2}^+)} \]

\[ a_1^{\text{opt}} = \sqrt{j^2 + 4 e^{2k\beta_1} w_1^+w_1^- \rho_1^+(1 - \rho_1^+)} \]

\[ a_N^{\text{opt}} = \sqrt{j^2 + 4 e^{2k\beta_N} w_N^+w_N^- \rho_N^+(1 - \rho_N^+)} \]

(74)

that can be plugged into equation (72) to obtain the function of the empirical density \( \rho^+ \) and of the current \( j \)
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\[ L_{2,25}^{[k]}(\rho^+; j) = L_{2,5}^{[k]}(\rho^+; j; \alpha_i^0 \beta_i) \]

\[
= \sum_{i=1}^{N-1} \left[ j \ln \left( \frac{\sqrt{j^2 + 4 e^{2k\beta_i} w_{i+1/2}^+ w_{i+1/2}^- \rho_i^+(1 - \rho_i^+) \rho_{i+1}^+(1 - \rho_{i+1}^+)}}{2 e^{k\beta_i} w_{i+1/2}^+ \rho_i^+(1 - \rho_i^+)} \right) - \sqrt{j^2 + 4 e^{2k\beta_i} w_{i+1/2}^+ w_{i+1/2}^- \rho_i^+(1 - \rho_i^+) \rho_{i+1}^+(1 - \rho_{i+1}^+)} + w_{i+1/2}^+ \rho_i^+(1 - \rho_i^+) + w_{i+1/2}^- (1 - \rho_i^+) \right] + j \ln \left( j + \sqrt{j^2 + 4 e^{2k\beta_i} w_i^+ w_i^- \rho_i^+(1 - \rho_i^+)} \right) - \sqrt{j^2 + 4 e^{2k\beta_i} w_i^+ w_i^- \rho_i^+(1 - \rho_i^+)} + w_i^+ \rho_i^+ + w_i^- (1 - \rho_i^+) \right] + j \ln \left( j + \sqrt{j^2 + 4 e^{2k\beta_N} w_N^+ w_N^- \rho_N^+(1 - \rho_N^+)} \right) - \sqrt{j^2 + 4 e^{2k\beta_N} w_N^+ w_N^- \rho_N^+(1 - \rho_N^+)} + w_N^+ \rho_N^+ + w_N^- (1 - \rho_N^+) \right] + k \alpha_0 + k \sum_{i=1}^{N} \alpha_i \rho_i^+ + k \nu j \right) \tag{75}
\]

that governs the generating function of equation (71)

\[
\langle e^{TkO} \rangle \simeq_{T \to +\infty} \int_{-\infty}^{+\infty} dj \left[ \prod_{i=1}^{N} \int_{0}^{1} d\rho_i^+ \right] e^{-TL_{2,25}^{[k]}(\rho^+; j)} \simeq_{T \to +\infty} e^{TG(k)}. \tag{76}
\]

So the scaled cumulants generation function \( G(k) \) of equation (A16) corresponds to the optimization of \( -L_{2,25}^{[k]}(\rho^+; j) \) over the \( N \) values of the empirical density \( \rho_i^+ \) for \( i = 1, \ldots, N \) and over the empirical current \( j \).

If one is interested only in the two first cumulants, one can use the analysis of the previous subsection 4.4 as follows. As recalled in appendix A, the first cumulant \( G_1 \) of equation (A17) corresponds to the steady state value \( O_{st} \) involving the steady state \( P^+ \), the steady activities \( A \) and the steady current \( J \)

\[
G_1 = \langle O_T \rangle = \alpha_0 + \sum_{i=1}^{N} \alpha_i P_i^+ + \sum_{i=1}^{N-1} \beta_{i+1/2} A_{i+1/2} + \beta_1 A_1 + \beta_N A_N + \nu J. \tag{77}
\]

The small typical fluctuations of order \( \frac{1}{\sqrt{T}} \) around this steady state value can be rewritten in terms of the rescaled empirical observables \( [\hat{\rho}^+_i; \hat{\rho}_j; \hat{a}] \) of equation (64)
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\[ O_T - \langle O_T \rangle = \frac{1}{\sqrt{T}} \left( \sum_{i=1}^{N} \alpha_i \hat{\rho}_i^+ + \sum_{i=1}^{N-1} \beta_{i+1/2} \hat{a}_{i+1/2} + \beta_1 a_1 + \beta_N a_N + \nu \hat{j} \right) \]  

(78)

so that the rescaled variance of equation (A18)

\[ G_2 \equiv T \langle (O_T - \langle O_T \rangle)^2 \rangle = \left\langle \left( \sum_{i=1}^{N} \alpha_i \hat{\rho}_i^+ + \sum_{i=1}^{N-1} \beta_{i+1/2} \hat{a}_{i+1/2} + \beta_1 a_1 + \beta_N a_N + \nu \hat{j} \right)^2 \right\rangle \]  

(79)

can be evaluated via the average over the Gaussian probability \( \hat{P}_T^{(2.5)}[\hat{\rho}^+; \hat{j}; \hat{a}]. \) of the rescaled fluctuations of equation (66).

5. Large deviations for inhomogeneous TASEP in the MF approximation

In this section, we describe the simplifications that occur for TASEP with respect to the properties described in section 4 for ASEP.

5.1. Rate function \( I_{MF}^{(2.5)}[\rho^+; j] \) in the mean-field approximation

For the inhomogeneous TASEP where the rates corresponding to backward motion vanish (equation (6)), the corresponding empirical flows also vanish

\[ q_{i+1/2}^- = 0 \quad \text{for } i = 1, \ldots, N - 1 \]
\[ q_i^+ = 0 \]
\[ q_N^- = 0. \]  

(80)

As a consequence, in the parametrization of equation (38), the remaining non-vanishing flows coincide with the activities and they can all be rewritten in terms of the global empirical current \( j \) of equation (43) alone

\[ q_{i+1/2}^+ = a_{i+1/2} = j \quad \text{for } i = 1, \ldots, N - 1 \]
\[ q_i^+ = a_1 = j \]
\[ q_N^- = a_N = j. \]  

(81)

So the mean-field rate function at level 2.5 of equation (46) only involves the global empirical positive current \( j \in [0, +\infty[ \) and the one-spin empirical density \( \rho_i^+ \)
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\[
I_{2.5}^{MF}[\rho^+; j] = \sum_{i=1}^{N-1} \left[ j \ln \left( \frac{j}{w_{i+1/2}^+ \rho_i^+(1 - \rho_{i+1}^+)} \right) - j + w_{i+1/2}^+ \rho_i^+(1 - \rho_{i+1}^+) \right]
+ \left[ j \ln \left( \frac{j}{w_{i}^- (1 - \rho_{i}^+)} \right) - j + w_{i}^- (1 - \rho_{i}^+) \right] + \left[ j \ln \left( \frac{j}{w_N^+ \rho_N^+} \right) - j + w_N^+ \rho_N^+ \right].
\]  

(82)

At zero empirical current \( j = 0 \), this rate function reduces to

\[
I_{2.5}^{MF}[\rho^+; j = 0] = \sum_{i=1}^{N-1} w_{i+1/2}^+ \rho_i^+(1 - \rho_{i+1}^+) + w_{i}^- (1 - \rho_{i}^+) + w_N^+ \rho_N^+ 
\]  

(83)

while the tail for large current \( j \to +\infty \) is governed by the leading term

\[
I_{2.5}^{MF}[\rho^+; j] \sim_{j \to +\infty} (N + 1) j \ln j.
\]  

(84)

5.2. Explicit contraction of the level 2.5 over the global empirical current \( j \) to obtain the level 2 for \( \rho^+ \)

The optimization of the rate function at level 2.5 of equation (82) over the empirical global current \( j \)

\[
0 = \frac{\partial I_{2.5}^{MF}[\rho^+; j]}{\partial j} = \sum_{i=1}^{N-1} \ln \left( \frac{j}{w_{i+1/2}^+ \rho_i^+(1 - \rho_{i+1}^+)} \right) + \ln \left( \frac{j}{w_{i}^- (1 - \rho_{i}^+)} \right) + \ln \left( \frac{j}{w_N^+ \rho_N^+} \right)
\]
\[
= (N + 1) \ln(j) - \sum_{i=1}^{N-1} \ln \left( w_{i+1/2}^+ \rho_i^+(1 - \rho_{i+1}^+) \right) - \ln(w_{i}^- (1 - \rho_{i}^+))
- \ln(w_N^+ \rho_N^+)
\]  

(85)

yields the optimal value as a function of the empirical density \( \rho^+ \)

\[
\hat{j}_{\text{opt}}[\rho^+] = \left( w_i^- w_N^+ \left[ \prod_{n=1}^{N-1} w_{n+1/2}^+ \right] \left[ \prod_{i=1}^{N} \rho_i^+(1 - \rho_{i+1}^+) \right] \right)^{1/\hat{N}}
\]  

(86)

that can be plugged into equation (82) to obtain the rate function at level 2 for the empirical density \( \rho^+ \) alone

\[
I_{2}^{MF}[\rho^+] = I_{2.5}^{MF}[\rho^+; \hat{j}_{\text{opt}}[\rho^+]] = \sum_{i=1}^{N-1} w_{i+1/2}^+ \rho_i^+(1 - \rho_{i+1}^+) + w_{i}^- (1 - \rho_{i}^+) + w_N^+ \rho_N^+ - (N + 1) \hat{j}_{\text{opt}}[\rho^+]
\]
\[
= \sum_{i=1}^{N-1} w_{i+1/2}^+ \rho_i^+(1 - \rho_{i+1}^+) + w_{i}^- (1 - \rho_{i}^+) + w_N^+ \rho_N^+
- (N + 1) \left( w_i^- w_N^+ \left[ \prod_{n=1}^{N-1} w_{n+1/2}^+ \right] \left[ \prod_{i=1}^{N} \rho_i^+(1 - \rho_{i+1}^+) \right] \right)^{1/\hat{N}}.
\]  

(87)
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As usually expected, the contraction over the global empirical current $j$ transforms the additive local functional $I_{2.5}^{MF} [\rho^+ ; j]$ at level 2.5 into a non-additive functional $I_2^{MF} [\rho^+]$ at level 2.

To see more clearly the physical meaning, one can use the steady state $P_i^+$ and the steady current $J$ of equation (48) to rewrite the rates as

$$w_{i+1/2}^+ = \frac{J}{P_i^+(1 - P_{i+1}^+)} \quad \text{for } i = 1, \ldots, N - 1$$
$$w_i^- = \frac{J}{P_1^+(1 - P_i^+)}$$
$$w_N^+ = \frac{J}{P_N^+}.$$  

Then the optimal current of equation (86) becomes

$$j_{\text{opt}}[\rho^+] = J \left( \prod_{i=1}^{N} \frac{\rho_i^+(1 - \rho_i^+)}{P_i^+(1 - P_i^+)} \right)^{1/(N+1)} = J e^{\frac{1}{N+1} \sum_{i=1}^{N} \ln \left( \frac{\rho_i^+(1 - \rho_i^+)}{P_i^+(1 - P_i^+)} \right)}$$  

and the rate function of equation (87) reads

$$I_2^{MF} [\rho^+] = J \left[ \sum_{i=1}^{N-1} \frac{\rho_i^+(1 - \rho_{i+1}^+)}{P_i^+(1 - P_{i+1}^+)} + \frac{(1 - \rho_i^+)}{P_i^+(1 - P_i^+)} + \frac{\rho_N^+}{P_N^+} - (N + 1) \left( \prod_{i=1}^{N} \frac{\rho_i^+(1 - \rho_i^+)}{P_i^+(1 - P_i^+)} \right)^{1/(N+1)} \right].$$  

5.3. Typical fluctuations of order $\frac{1}{\sqrt{T}}$ for the empirical density and current around their steady state values

If one is interested only in the small typical fluctuations of order $\frac{1}{\sqrt{T}}$ around the steady state values $[P_+ ; J]$

$$\rho_i^+ = P_i^+ + \frac{\hat{\rho}_i^+}{\sqrt{T}}$$
$$j = J + \frac{\hat{j}}{\sqrt{T}}$$

one needs to expand the rate function $I_{2.5}^{MF} [\rho^+ ; j]$ of equation (82) at second order in the perturbations to obtain the rescaled Gaussian rate function for the rescaled empirical observables $[\hat{\rho}^+ ; \hat{j}]$
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\[ \hat{I}^{\text{Gauss}}_{2,5} [\hat{\rho}^+ \mid \hat{j}] \equiv \lim_{T \to +\infty} \left( T \hat{I}^{\text{MF}}_{2,5} \left[ \rho^+ = P^+ + \hat{\rho}^+ \sqrt{T} \mid j = J + \frac{\hat{j}}{\sqrt{T}} \right] \right) \]

\[ = \sum_{i=1}^{N-1} \left( \frac{\hat{j} - w_{i+1/2} \hat{\rho}^+_i (1 - P^+_{i+1}) - P^+_i \hat{\rho}^+_i (1 - P^+_{i+1})}{2J} \right)^2 + \left( \frac{\hat{j} + w_{i} \hat{\rho}^+_i}{2J} \right)^2 + \left( \frac{\hat{j} - w_{N} \hat{\rho}^+_N}{2J} \right)^2 \]

(92)

that will govern the joint probability \( \hat{P}^{[2,5]}_T [\hat{\rho}^+ \mid \hat{j}] \) of the rescaled fluctuations \([\hat{\rho}^+ \mid \hat{j}]\)

\[ \hat{P}^{[2,5]}_T [\hat{\rho}^+ \mid \hat{j}] \approx T \to +\infty \text{e}^{-\hat{I}^{\text{Gauss}}_{2,5} [\hat{\rho}^+ \mid \hat{j}]} \]  

(93)

Using again equation (88) to replace the rates in terms of the steady state \( P^+ \) and the steady current \( J \), equation (92) can be rewritten as

\[ \hat{I}^{\text{Gauss}}_{2,5} [\hat{\rho}^+ \mid \hat{j}] = \sum_{i=1}^{N-1} \left( \frac{\hat{j} - J \left( \frac{\hat{\rho}^+_i}{P^+_i} - \frac{\hat{\rho}^+_i (1 - P^+_{i+1})}{(1 - P^+_i)} \right)}{2J} \right)^2 + \left( \frac{\hat{j} + J \frac{\hat{\rho}^+_i}{(1 - P^+_i)}}{2J} \right)^2 + \left( \frac{\hat{j} - J \frac{\hat{\rho}^+_N}{P^+_N}}{2J} \right)^2 \]

(94)

The optimization over the rescaled fluctuation \( \hat{j} \) of the current

\[ 0 = \frac{\partial \hat{I}^{\text{Gauss}}_{2,5} [\hat{\rho}^+ \mid \hat{j}]}{\partial \hat{j}} = (N + 1) \hat{j} - \sum_{i=1}^{N-1} \left[ \frac{\hat{\rho}^+_i}{P^+_i} - \frac{\hat{\rho}^+_i (1 - P^+_{i+1})}{(1 - P^+_i)} \right] + \frac{\hat{\rho}^+_i}{(1 - P^+_i)} - \frac{\hat{\rho}^+_N}{P^+_N} \]

(95)

yields the optimal value

\[ \hat{j}^\text{opt} [\hat{\rho}^+] = \frac{J}{N + 1} \sum_{i=1}^{N} \hat{\rho}^+_i \left( \frac{1}{P^+_i} - \frac{1}{1 - P^+_i} \right) = \frac{J}{N + 1} \sum_{i=1}^{N} \hat{\rho}^+_i \left( \frac{1 - 2P^+_i}{P^+_i (1 - P^+_i)} \right) \]

(96)

that can be plugged into equation (94) to obtain the rescaled Gaussian rate function for the rescaled fluctuations of the empirical density \( \hat{\rho}^+ \) alone

\[ \hat{I}^{\text{Gauss}}_2 [\hat{\rho}^+] = \hat{I}^{\text{Gauss}}_{2,5} [\hat{\rho}^+ \mid \hat{j}^\text{opt} [\hat{\rho}^+]] \]

\[ = \sum_{i=1}^{N-1} \left( \frac{\hat{j}^\text{opt} [\hat{\rho}^+] - J \left( \frac{\hat{\rho}^+_i}{P^+_i} - \frac{\hat{\rho}^+_i (1 - P^+_{i+1})}{(1 - P^+_i)} \right)}{2J} \right)^2 + \left( \frac{\hat{j}^\text{opt} [\hat{\rho}^+] + J \frac{\hat{\rho}^+_i}{(1 - P^+_i)}}{2J} \right)^2 \]

\[ + \left( \frac{\hat{j}^\text{opt} [\hat{\rho}^+] - J \frac{\hat{\rho}^+_N}{P^+_N}}{2J} \right)^2 \]

(97)
5.4. Application to the large deviations of time-additive observables involving the local empirical observables

For the TASEP, where the local empirical flows are given by equations (80) and (81), the time-additive observable \( O_T \) of equations (49) and (50) only involves the empirical density \( \rho_i^+ \) and the empirical current \( j \)

\[
O_T = \alpha_0 + \sum_{i=1}^{N} \alpha_i \rho_i^+ + \nu j. \tag{98}
\]

As a consequence, its generating function of equation (A21) can be evaluated from level 2.5 of equation (82) via an integral over the empirical variables \([\rho_i^+; j]\)

\[
\langle e^{TkO} \rangle = \prod_{i=1}^{N} \int_{0}^{1} d\rho_i^+ \int_{-\infty}^{+\infty} dj P_T^{MF[2.5]}[\rho_i^+; j] e^{Tk[\alpha_0 + \sum_{i=1}^{N} \alpha_i \rho_i^+ + \nu j]} 
\]

\[
\approx \prod_{i=1}^{N} \int_{0}^{1} d\rho_i^+ \int_{-\infty}^{+\infty} dj e^{-TL_{2.5}[\rho^+; j]}} \tag{99}
\]

with the function

\[
L_{2.5}[\rho^+; j] = I_{2.5}^{MF}[\rho^+; j] - k \left[ \alpha_0 + \sum_{i=1}^{N} \alpha_i \rho_i^+ + \nu j \right]. \tag{100}
\]

The optimization over the empirical global current \( j \)

\[
0 = \frac{\partial L_{2.5}[\rho^+; j]}{\partial j} = \sum_{i=1}^{N-1} \ln \left( \frac{j}{w_{i+1/2} \rho_i^+ (1 - \rho_{i+1}^+)} \right) + \ln \left( \frac{j}{w_i (1 - \rho_i^+)} \right) + \ln \left( \frac{j}{w_N \rho_N^+} \right) - k\nu 
\]

\[
= (N+1) \ln(j) - \sum_{i=1}^{N-1} \ln \left( \frac{j}{w_{i+1/2} \rho_i^+ (1 - \rho_{i+1}^+)} \right) - \ln \left( \frac{j}{w_i (1 - \rho_i^+)} \right) 
\]

\[
- \ln \left( \frac{j}{w_N \rho_N^+} \right) - k\nu 
\]

yields the optimal value as a function of the empirical density \( \rho_i^+ \) and of the parameter \( k \)

\[
j_{\text{opt}}[\rho^+, k] = e^{k\nu} \left( \frac{1}{w_N w_{N-1}^{1/2} \prod_{n=1}^{N-1} w_n^{1/2} \rho_n^+ (1 - \rho_{n+1}^+)} \right)^{1/\nu} \tag{101}
\]

that can be plugged into equation (100) to obtain the function of the empirical density \( \rho_i^+ \) alone
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\[ L_2^{[k]}[\rho^+] = L_{2,5}^{[k]}[\rho^+; j_{\text{opt}}[\rho^+, k]] \]

\[ = \sum_{i=1}^{N-1} w_{i+1/2}^+ \rho_i^+ (1 - \rho_{i+1}^+) + w_i^- (1 - \rho_i^+) + w_N^- \rho_N^+ - (N+1) j_{\text{opt}}[\rho^+, k] - k \left[ \alpha_0 + \sum_{i=1}^{N} \alpha_i \rho_i^+ \right] \]

\[ = \sum_{i=1}^{N-1} w_{i+1/2}^+ \rho_i^+ (1 - \rho_{i+1}^+) + w_i^- (1 - \rho_i^+) + w_N^- \rho_N^+ - (N+1) e^{k \nu} \left( w_i^- w_N^+ \prod_{n=1}^{N-1} w_{n+1/2}^+ \right) \left( \prod_{i=1}^{N} \rho_i^+ (1 - \rho_i^+) \right) \]

\[ - k \left[ \alpha_0 + \sum_{i=1}^{N} \alpha_i \rho_i^+ \right] \]

(103)

that governs the generating function of equation (99)

\[ \langle e^{TkO} \rangle \sim_{T \to +\infty} \left[ \prod_{i=1}^{N} \int_0^{T_1} d\rho_i^+ \right] e^{-T L_2^{[k]}[\rho^+]} \sim_{T \to +\infty} e^{TG(k)}. \]

(104)

So the scaled cumulants generation function \( G(k) \) of equation (A16) corresponds to the optimization of \( -L_2^{[k]}[\rho^+] \) over the \( N \) values of the empirical density \( \rho_i^+ \) for \( i = 1, \ldots, N \).

If one is interested only in the first two cumulants, one can use the analysis of the previous subsection 5.3 as follows. As recalled in appendix A, the first cumulant \( G_1 \) of equation (A17) corresponds to the steady state value \( O_{st} \) involving the steady state \( P^+ \) and the steady current \( J \)

\[ G_1 = \langle O_T \rangle = \alpha_0 + \sum_{i=1}^{N} \alpha_i P_i^+ + \nu J. \]

(105)

The small typical fluctuations of order \( \frac{1}{\sqrt{T}} \) around this steady state value can be rewritten in terms of the rescaled empirical observables \( [\hat{\rho}_i^+; \hat{J}] \) of equation (91)

\[ O_T - \langle O_T \rangle = \frac{1}{\sqrt{T}} \left( \sum_{i=1}^{N} \alpha_i \hat{\rho}_i^+ + \nu \hat{J} \right) \]

(106)

so that the rescaled variance of equation (A18)

\[ G_2 \equiv T \langle (O_T - \langle O_T \rangle)^2 \rangle = \left\langle \left( \sum_{i=1}^{N} \alpha_i \hat{\rho}_i^+ + \nu \hat{J} \right)^2 \right\rangle \]

(107)
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can be evaluated via the average over the Gaussian probability \( \hat{P}_T^{(2.5)}[\hat{\rho}_j; \hat{\nu}] \) of the rescaled fluctuations of equation (93).

6. Conclusions

For a given inhomogeneous exclusion processes of \( N \) sites between two reservoirs, we have described how the trajectories probabilities allow to identify the relevant local empirical observables and to obtain the corresponding rate function at level 2.5. Since the only closure problem arises with the stationarity constraints, we have considered the simplest approximation to close the hierarchy of the empirical dynamics, namely the mean-field approximation for the empirical density of two consecutive sites, in direct correspondence with the previously studied mean-field approximation for the steady state. For a given inhomogeneous TASEP, this mean-field approximation yields the large deviations for the joint distribution of the empirical density profile and of the empirical current, while the explicit contraction over the current allows to write the large deviations of the empirical density profile alone. For a given inhomogeneous ASEP, the local empirical observables also involve the empirical activities of the links and of the reservoirs, but the explicit contraction over these activities allows to write the large deviations for the joint distribution of the empirical density profile and of the empirical current. Finally, we have discussed the consequences for the large deviations properties of time-additive space-local observables.

To test the validity of the mean-field approximation for the large deviations properties of local empirical observables, it would be very interesting to compare with numerical studies for various types of inhomogeneous samples, both for ASEP and for TASEP, but this is left to future works since this clearly goes beyond the scope of the present article.

Appendix A. Reminder on the large deviations at level 2.5 for continuous-time Markov jump processes

In this appendix, we recall the dynamical large deviations that can be written for any continuous-time Markov jump process described by the master equation

\[
\frac{\partial P_t(C)}{\partial t} = \sum_{C'} W(C, C') P_t(C')
\]

(A1)

for the probability \( P_t(C) \) to be in configuration \( C \) at time \( t \). The off-diagonal matrix elements \( W(C, C') \geq 0 \) represent the transitions rates from \( C' \) to \( C \neq C' \) while the diagonal elements are fixed by the conservation of probability to be

\[
W(C, C) = -\sum_{C' \neq C} W(C', C).
\]

(A2)
The probability of the trajectory \([C(0 \leq t \leq T)]\) during the time-window \(0 \leq t \leq T\) reads
\[
P[C(0 \leq t \leq T)] = e^{\sum_{t \in [0, T]} \ln(W(C(t^+), C(t)) + \int_0^T dt \, W(C(t), C(t)))}.
\] (A3)

### A.1. Large deviations at level 2.5 for the empirical density and flows

For a trajectory \(C(0 \leq t \leq T)\) over the large time-window \(T\), one focuses on the empirical time-averaged density
\[
\rho(C) \equiv \frac{1}{T} \int_0^T dt \, \delta_{C(t), C}
\] (A4)
satisfying the normalization
\[
\sum_C \rho(C) = 1
\] (A5)
and on the jump density from \(C\) to \(C' \neq C\)
\[
q(C', C) \equiv \frac{1}{T} \sum_{t: C(t) \neq C(t^+)} \delta_{C(t^+), C} \delta_{C(t), C}
\] (A6)
satisfying the stationarity constraints (for any configurations \(C\), the total incoming flow into \(C\) should be equal to the total outgoing flow from \(C\))
\[
\sum_{C' \neq C} q(C', C') = \sum_{C' \neq C} q(C', C).
\] (A7)

The joint probability distribution of the empirical density \(\rho(.)\) and flows \(q(., .)\) satisfy the following large deviation form with respect to the large time-window \(T\) [4, 7–27]
\[
\mathcal{P}_T^{[2.5]}[\rho(.) : q(., .)] \propto e^{-T I_{2.5}[\rho(.) : q(., .)]}
\] (A8)
with the constitutive constraints already discussed in equations (A5) and (A7)
\[
\mathcal{C}[\rho(.) : q(., .)] = \delta \left( \sum_C \rho(C) - 1 \right) \prod_C \left[ \sum_{C' \neq C} (q(C, C') - q(C', C)) \right]
\] (A9)
while the explicit rate function
\[
I_{2.5}[\rho(.) : q(., .)] = \sum_C \sum_{C' \neq C} \left[ q(C', C) \ln \left( \frac{q(C', C)}{W(C', C) \rho(C)} \right) - q(C', C) + W(C', C) \rho(C) \right]
\] (A10)
contains the relative entropy cost of having empirical flows \(q(C', C)\) different from the typical flows \(W(C', C) \rho(C)\) that would be produced by the empirical density \(\rho(C)\).
The only way to satisfy the constitutive constraints of equation (A9) and to make the rate function of equation (A10) vanish is when the empirical density \( \rho(C) \) coincides with the steady state \( P(C) \) of the master equation (A1) and when the empirical flows \( q(C', C) \) coincide with the steady state flows

\[
Q(C', C) \equiv W(C', C)P(C).
\] (A11)

### A.2. Application to the large deviations properties of time-additive observables

The empirical density \( \rho(C) \) of equation (A4) and the empirical flows \( q(C', C) \) of equation (A6) allow to reconstruct any time-additive observable \( O_T \) via the introduction of appropriate coefficients \( [\alpha(C); \beta(C', C)] \)

\[
O_T = \sum_C \left[ \alpha(C) \rho(C) + \sum_{C' \neq C} \beta(C', C)q(C', C) \right]
= \frac{1}{T} \int_0^T dt \alpha(C(t)) + \frac{1}{T} \sum_{t:C(t) \neq C(t^+)} \beta(C(t^+), C(t)).
\] (A12)

The large deviations properties of this observable for large \( T \)

\[
P_T(O) \approx \frac{1}{T} e^{-TI(O)}
\] (A13)

are governed by the rate function \( I(O) \geq 0 \) that vanishes only for the steady state value \( O_{st} \)

\[
I(O_{st}) = 0
\] (A14)

that can be reconstructed via equation (A12) from the steady state \( P(C) \) and from the steady state flows \( Q(C', C) \) of equation (A11)

\[
O_{st} = \sum_C \left[ \alpha(C) P(C) + \sum_{C' \neq C} \beta(C', C)Q(C', C) \right].
\] (A15)

Equivalently, one can focus on the generation function \( G(k) \) of the scaled cumulants

\[
G(k) = \sum_{n=1}^{+\infty} G_n \frac{k^n}{n!} = G_1 k + G_2 \frac{k^2}{2} + O(k^3)
\] (A16)

where the averaged value \( G_1 \) corresponds to the steady state value of equation (A15)

\[
G_1 = \langle O_T \rangle = O_{st}
\] (A17)

while \( G_2 \) corresponds to the rescaled variance

\[
G_2 \equiv T\langle (O_T - \langle O_T \rangle)^2 \rangle.
\] (A18)
The scaled cumulant generation function $G(k)$ of equation (A16) governs the large $T$ behavior of the generating function

$$
\langle e^{TkO} \rangle \equiv \int_{-\infty}^{+\infty} dOP_T(O)e^{TkO} \approx \int_{-\infty}^{+\infty} dO e^{T(-I(O)+kO)} \approx e^{TG(k)}.
$$

The saddle-point evaluation of the above integral over $O$ above yields that the scaled cumulant generation function $G(k)$ corresponds to the Legendre transform of the rate function $I(O)$

$$
-I(O) + kO = G(k)
$$
$$
-I'(O) + k = 0.
$$

The generating function of the additive observable of equation (A12) can be evaluated from the joint probability $P^T_{2.5} [\rho(.); q(., .)]$ at level 2.5 of equation (A8)

$$
\langle e^{TkO} \rangle = \int d\rho(.) \int dq(., .) P^T_{2.5} [\rho(., .); q(., .)] e^{Tk\sum C \left\{ \alpha(C)\rho(C) + \sum_{C' \neq C} \beta(C,C')q(C',C) \right\}}
$$
$$
\propto_{T \to +\infty} \int d\rho(.) \int dq(., .) C[\rho(., .); q(., .)] e^{T \left[ -I_{2.5}[\rho(., .); q(., .)] + \sum C \left\{ \alpha(C)\rho(C) + \sum_{C' \neq C} \beta(C,C')q(C',C) \right\}}.
$$

So the scaled cumulant generation function $G(k)$ can be obtained via the saddle-point evaluation of this integral over empirical observables $[\rho(., .); q(., .)]$ respecting the constitutive constraints $C[\rho(., .); q(., .)]$.

### Appendix B. Large deviations in the whole configuration space of inhomogeneous exclusion models

The general framework recalled in appendix A can be applied to inhomogeneous exclusion models as follows.

#### B.1. Application of the large deviations at level 2.5 in the whole configuration space

For a trajectory $\{S_1(t), \ldots, S_N(t)\}$ of the $N$ spins over the large time-window $0 \leq t \leq T$, the empirical time-averaged density of equation (A4)

$$
\rho(S_1, \ldots, S_N) \equiv \frac{1}{T} \int_0^T dt \prod_{n=1}^N \delta_{S_n(t), S_n}
$$

satisfies the normalization of equation (A5)
while the empirical flows of equation (A6) associated to the flip rates of the model are defined as follows.

(a) For each bulk link \((i + 1/2)\) with \(i = 1, \ldots, N - 1\), the two rates \(w_{i+1/2}^{\pm}\) will produce the empirical flows

\[
q_{i+1/2}^{+}(S_1, \ldots, S_{i-1}; S_{i+2}, \ldots, S_N) \equiv \frac{1}{T} \sum_{t \in [0,T]} \frac{\prod_{n=1}^{i-1} \delta s_n(t), s_n \prod_{p=i+2}^{N} \delta s_p(t), s_p}{\prod_{n=1}^{i-1} \delta s_n(t), s_n \prod_{p=i+2}^{N} \delta s_p(t), s_p}.
\]

\[
q_{i+1/2}^{-}(S_1, \ldots, S_{i-1}; S_{i+2}, \ldots, S_N) \equiv \frac{1}{T} \sum_{t \in [0,T]} \frac{\prod_{n=1}^{i-1} \delta s_n(t), s_n \prod_{p=i+2}^{N} \delta s_p(t), s_p}{\prod_{n=1}^{i-1} \delta s_n(t), s_n \prod_{p=i+2}^{N} \delta s_p(t), s_p}.
\]

(b) For the boundary spin \(S_1\) in contact with the left reservoir, the two rates \(w_1^{\pm}\) will produce the empirical flows

\[
q_1^{+}(S_2, \ldots, S_N) \equiv \frac{1}{T} \sum_{t \in [0,T]} \frac{\prod_{n=2}^{N} \delta s_n(t), s_n}{\prod_{n=2}^{N} \delta s_n(t), s_n},
\]

\[
q_1^{-}(S_2, \ldots, S_N) \equiv \frac{1}{T} \sum_{t \in [0,T]} \frac{\prod_{n=2}^{N} \delta s_n(t), s_n}{\prod_{n=2}^{N} \delta s_n(t), s_n}.
\]

while for the boundary spin \(S_N\) in contact with the right reservoir, the two rates \(w_N^{\pm}\) will produce the empirical flows

\[
q_N^{+}(S_1, \ldots, S_{N-1}) \equiv \frac{1}{T} \sum_{t \in [0,T]} \frac{\prod_{n=1}^{N-1} \delta s_n(t), s_n}{\prod_{n=1}^{N-1} \delta s_n(t), s_n},
\]

\[
q_N^{-}(S_1, \ldots, S_{N-1}) \equiv \frac{1}{T} \sum_{t \in [0,T]} \frac{\prod_{n=1}^{N-1} \delta s_n(t), s_n}{\prod_{n=1}^{N-1} \delta s_n(t), s_n}.
\]

The stationarity constraint of equation (A7) for the empirical density \(\rho(S_1, \ldots, S_N)\) reads

\[\sum_{S_1=} \ldots \sum_{S_N=} \rho(S_1, \ldots, S_N) = 1 \quad \text{(B2)}\]
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\[
0 = \partial_t \rho(S_1, \ldots, S_N)
\]

\[
= \sum_{i=1}^{N-1} \left( \delta_{S_i, -} \delta_{S_{i+1}, +} - \delta_{S_i, +} \delta_{S_{i+1}, -} \right) \left[ q_{i+1/2}^+(S_1, \ldots, S_{i-1}; S_{i+2}, \ldots, S_N) - q_{i+1/2}^-(S_1, \ldots, S_{i-1}; S_{i+2}, \ldots, S_N) \right]
\]

\[
+ (\delta_{S_1, -} - \delta_{S_1, +}) [q_1^+(S_2, \ldots, S_N) - q_1^-(S_2, \ldots, S_N)]
\]

\[
+ (\delta_{S_N, -} - \delta_{S_N, +}) [q_N^+(S_1, \ldots, S_{N-1}) - q_N^-(S_1, \ldots, S_{N-1})].
\]

The rate function of equation (A10) that governs the large deviations at level 2.5 of equation (A8) reads for the present model

\[
I_{2.5}[\rho(.) ; q^+(.)] = \sum_{S_1=-S_2=\pm} \cdots \sum_{S_N=\pm} \left( \sum_{i=1}^{N-1} \delta_{S_i, +} \delta_{S_{i+1}, -} \right) \left[ q_{i+1/2}^+(\ldots, S_{i-1}; S_{i+2}, \ldots) \ln \left( \frac{q_{i+1/2}^+(\ldots, S_{i-1}; S_{i+2}, \ldots)}{w_{i+1/2}^+ \rho(\ldots, S_{i-1}, +, -, S_{i+2}, \ldots)} \right) \right.
\]

\[
- q_{i+1/2}^-(\ldots, S_{i-1}; S_{i+2}, \ldots) + w_{i+1/2}^+ \rho(\ldots, S_{i-1}, +, -, S_{i+2}, \ldots) \right]
\]

\[
+ \left( \sum_{i=1}^{N-1} \delta_{S_i, -} \delta_{S_{i+1}, +} \right) \left[ q_{i+1/2}^-(\ldots, S_{i-1}; S_{i+2}, \ldots) \ln \left( \frac{q_{i+1/2}^-(\ldots, S_{i-1}; S_{i+2}, \ldots)}{w_{i+1/2}^- \rho(\ldots, S_{i-1}, -, +, S_{i+2}, \ldots)} \right) \right.
\]

\[
- q_{i+1/2}^+(\ldots, S_{i-1}; S_{i+2}, \ldots) + w_{i+1/2}^- \rho(\ldots, S_{i-1}, -, +, S_{i+2}, \ldots) \right]
\]

\[
+ \left[ q_1^+ \ln \left( \frac{q_1^+(S_2, \ldots)}{w_1^+ \rho(S_1, S_2, \ldots)} \right) \right] - q_1^- \ln \left( \frac{q_1^-(S_2, \ldots)}{w_1^- \rho(S_1, S_2, \ldots)} \right)
\]

\[
+ \left[ q_N^+ \ln \left( \frac{q_N^+(\ldots, S_{N-1})}{w_N^+ \rho(\ldots, S_{N-1}, S_N)} \right) \right] - q_N^- \ln \left( \frac{q_N^-(\ldots, S_{N-1})}{w_N^- \rho(\ldots, S_{N-1}, S_N)} \right) \right].
\]

(B6)

B.2. Application to the large deviation properties of time-additive observables

For the present model, the most general additive observable of equation (A12) involves coefficients [\(\alpha(\cdot); \beta^\pm(\cdot)\)] associated to the empirical observables [\(\rho(\cdot); q^\pm(\cdot)\)] in the whole configuration space.
\[ OT = \left[ \prod_{k=1}^{N} \sum_{S_k = \pm} \right] (\alpha(S_1, \ldots, S_N)\rho(S_1, \ldots, S_N) + \beta_1^{S_1}(S_2, \ldots, S_N) q_1^{S_1}(S_2, \ldots, S_N) \\
+ \beta_N^{S_N}(S_1, \ldots, S_{N-1}) q_N^{S_N}(S_1, \ldots, S_{N-1})) \\
+ \sum_{i=1}^{N-1} \left[ \prod_{n=1}^{i-1} \sum_{S_n = \pm} \right] \left[ \prod_{p=1+i}^{N} \sum_{S_p = \pm} \right] \sum_{\epsilon=\pm} \beta_i^{\epsilon+1/2}(\ldots, S_{i-1}; S_{i+2}, \ldots) q_i^{\epsilon+1/2}(\ldots, S_{i-1}; S_{i+2}, \ldots). \]

(B7)

B.3. Discussion

The empirical density \( \rho(S_1, \ldots, S_N) \) and the empirical flows \( q^\pm(.) \) described above have been defined in the space of the \( 2^N \) configurations of the \( N \) spins, while one would like to analyze instead the local empirical observables involving only one spin or two consecutive spins. Similarly, the general time-additive observable of equation (B7) involve coefficients \( [\alpha(.); \beta^\pm(.)] \) depending on the whole configuration, while one is often more interested into time-additive observables that are made of contributions that are local in space. More generally, whenever the dynamical rules of a many-body model are local in space, the large deviations at level 2.5 in the full configuration space are somewhat ‘overkill’, and it is then natural to try to analyze the dynamics via the appropriate local empirical observables, as discussed in more details in the introduction to motivate the approach described in the main text.
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