Coincident structural and magnetic order in BaFe$_2$(As$_{1-x}$P$_x$)$_2$ revealed by high-resolution neutron diffraction
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We present neutron diffraction analysis of BaFe$_2$(As$_{1-x}$P$_x$)$_2$ over a wide temperature (10 to 300 K) and compositional ($0.11 \leq x \leq 0.79$) range, including the normal state, the magnetically ordered state, and the superconducting state. The paramagnetic to spin-density wave and orthorhombic to tetragonal transitions are first order and coincident within the sensitivity of our measurements ($\sim 0.5$ K). Extrapolation of the orthorhombic order parameter down to zero suggests that structural quantum criticality cannot exist at compositions higher than $x = 0.28$, which is much lower than values determined using other methods, but in good agreement with our observations of the actual phase stability range. The onset of spin-density wave order shows a stronger structural anomaly than the charge-doped system in the form of an enhancement of the $c/a$ ratio below the transition.

I. INTRODUCTION

One topic of interest in the so-called 122 iron-based superconductors (compounds of the formula $A$Fe$_2$As$_2$, where $A$ is an alkaline earth) is to understand the underlying physics of the spin-density wave (SDW) ground state and the many different avenues that suppress it in favor of superconductivity.$^{1,2}$ The charge-doped regimes have already undergone a lot of study, though the underlying chemistry of introducing charge can complicate the interpretation.$^{9}$ Recently, isovalent substitution of P for As has received scrutiny$^{10,11}$ because the electronically clean substitution may make possible the detection of a potential quantum critical point (QCP) that arises from the suppression of the AFM phase transition down to 0 K somewhere near the composition of maximum $T_c$ ($x \approx 0.33$).$^{12,13}$ Also, indications of nodal superconductivity suggest that the nature of the superconducting (SC) phase is different in this regime than the others.$^{11,12}$ This system shows the major features familiar to the other 122 substitution regimes: suppression of SDW, superconductivity that emerges before complete suppression of SDW order, and a superconducting dome that reaches a maximum not far after complete suppression of SDW order. Given that a primary chemical difference between As and P is that the latter is smaller, it has been postulated that the phase diagram is analogous to the pressure/temperature phase diagram. Previous researchers noted that P doping strains the lattice anisotropically, and it seems to mimic the effects of uniaxial pressure in the basal plane.$^{14,15}$ In particular, they compared the Fe-As bond geometry and found a correlation with superconductivity between mechanical pressure and phosphorus doping.

The onset temperature of orthorhombicity and magnetism (at temperatures $T_c$ and $T_N$, respectively) still remain contentious; some researchers have reported separate values differing by more than 10 K$^{16,17}$ while others report that they are the same.$^{18,19}$ Also, while the existing comparisons to mechanical pressure are appealing, they do not factor in how the Fe-P interaction contributes to the overall picture, except to say that it appears to enhance the features in the phase diagram more than expected by looking solely at the Fe-As bond. Given the sensitivity of the family to subtle changes in the bond geometry, the fact that there are two fundamentally different types of bonds randomly distributed throughout the material—unlike the mechanically strained system where the (Fe$_2$As$_2$) layer remains intact, structurally—suggests that in order to truly understand the system, one must develop a framework for understanding the Fe-P interaction as a function of doping.

As a step towards clarifying the nature of the transitions in this family, high-resolution neutron powder diffraction (NPD) was employed to monitor the SDW transition as a function of temperature and composition. In this technique the nuclear and magnetic structures are measured simultaneously, which provides an internally consistent avenue for determining $T_N$ and $T_c$. We observe that the magnetic and structural transitions are coincident and weakly first order, and that the orthorhombic order parameter drops linearly as a function of composition, giving a zero-temperature intercept below $x = 0.28$.

II. EXPERIMENTAL

Two different methods were employed to synthesize polycrystalline samples of BaFe$_2$(As$_{1-x}$P$_x$)$_2$. The samples with compositions of $x = 0.24$ and 0.25 were prepared by direct combination of the elements. Stoichio-
mometric ratios of the elements were slowly heated to 850 °C, whereupon they were soaked for 24 h, before turning off the furnace and allowing them to cool to room temperature. The partially reacted materials were then homogenized by grinding with a mortar and pestle to a fine gray powder. The material was then heated in a furnace at temperatures of 1000 °C (48 h), 1050 °C (48 h), 1100 °C (72 h), 1120 °C (120 h), and 1125 °C (twice, for 120 h and 24 h, respectively), with intermittent grinding between heat treatments. For the samples with nominal compositions of \( x = 0.115, 0.19, 0.205, 0.29, 0.31, 0.35, 0.37, 0.60, \) and 0.79, the phase-pure ternary compounds BaFe\(_2\)As\(_2\) and BaFe\(_2\)P\(_2\) were first prepared from the elements by heating at temperatures of 750 °C (72 h), 1080 °C (48 h), and 1100 °C (60 h). Stoichiometric ratios of BaFe\(_2\)As\(_2\) and BaFe\(_2\)P\(_2\) were ground together with a mortar and pestle, and heated in a furnace at a temperature of 1120 °C (three or four cycles, with durations of 80-96 h), with intermittent grinding between heat treatments.

Handling of all starting materials was performed in an Ar-filled glovebox. For furnace heating cycles below 1000 °C, the reactants were contained in alumina crucibles that were sealed in quartz tubes under vacuum. In order to heat at temperatures of 1000 °C or above, the reactants in the alumina crucibles were first sealed in Nb tubes that were welded shut under Ar, and then subsequently sealed in quartz tubes under vacuum. The sealed Nb tubes were necessary to prevent non-stoichiometry by volatilization of As or P and reaction with the quartz at high temperatures.

Initial characterization of the dark gray powders was conducted by powder x-ray diffraction using a Panalytical X'pert Pro diffractometer with an iron filtered Cu-K source. Magnetization measurements were conducted at 0.1 Oe on a home-built SQUID magnetometer.

Time-of-flight NPD experiments were performed on the POWGEN beamline at the Spallation Neutron Source at Oak Ridge National Laboratory (ORNL). The temperature dependent scans were collected on warm-up. For the improved statistics on the \( x = 0.19 \) sample, temperature dependent intensity around the (103) reflections was measured on beamline HB-1A at the High-Flux Isotope Reactor at ORNL. The POWGEN data was fit using the Rietveld method in GSAS\(_2\) and EXPGUI\(_2\). Peaks shapes were modeled using back-to-back exponentials convoluted with a pseudo-Voigt and employing microstrain broadening.\(^{23}\)

III. RESULTS

A. Superconductivity and stoichiometry

The neutron diffraction experiments determined precise lattice parameters over a wide range of temperatures and compositions and were sensitive to magnetic moments larger than \( \sim 0.3 \mu_B \) in these materials. The prepared compounds exhibited very sharp reflections indicative of the good quality of the samples. BaFe\(_2\)(As\(_{1-x}\)P\(_x\))\(_2\) follows Vegard’s Law\(^{24,25}\) so the determined cell volumes were used to find the actual stoichiometry. Using either a simple interpolation of the known endpoint volumes\(^{26,27}\) or a linear fit of all of our determined volumes based on nominal compositions give actual compositions that agree with each other within 0.003. We report the actual composition to the nearest 5 on the third decimal place. Some powders showed Fe\(_2\)P as a minority impurity phase (\( \leq 5\% \)), though only a few samples differed more than 0.01 from nominal. These same samples tended to show heightened impurity content.

Sample quality was also confirmed by checking the superconductivity properties of the appropriate samples. Superconductivity was not observed for \( x = 0.115, 0.19, 0.205, \) and 0.79, whereas sharp superconducting transitions were observed for \( x = 0.24, 0.25, 0.29, 0.3, 0.31, 0.35, 0.37, \) and 0.60 (Figure 1). Using the criterion where \( T_c \) is defined as the point where 10% of the maximum diamagnetic signal is achieved gives transition temperatures of 13.1, 17.2, 29, 29.2, 28, 28.1, and 9.07 K, respectively. For \( x = 0.24 \) and 0.25 the transitions are slightly broader, though still much sharper than most previous reports for this sample range, indicative of good sample quality.\(^{8,16,20,24}\) It was shown previously that the anomalous broadening of transitions in this regime originates from enhanced coupling between strain and the superconducting order parameter\(^{28,29}\), though most likely the rapid variation of \( T_c \) as a function of composition also allows small compositional inhomogeneities to be observed as a broadened transition. Nevertheless, even for such closely spaced compositions, the curves for \( x = 0.24 \) and 0.25 are sufficiently well spaced to indicate that they are of
FIG. 2. a) Depiction of the crystal structure of BaFe$_2$As$_2$. b) Basal plane lattice vectors and Fe sublattice of the I4/mmm cell viewed along the (001) direction. c) Fmmm cell in the same view. The symmetry breaks when $\gamma$ diverges from 90°, though primitive $a$ and $b$ axes remain the same which gives a conventional orthorhombic cell. The magnitude of the distortion is exaggerated for clarity.

distinguishable composition, and that the samples have a smaller than usual concentration of internal strain inducing defects.

**B. Structure**

1. **Crystal structure**

The crystal structure for these phases is already well known and served as the basis for the Rietveld refinements. For the ensuing discussion, the most relevant details of the crystal structures are summarized here. The crystal structure of the body-centered tetragonal phase shown in Figure 2 is the ThCr$_2$Si$_2$-type structure (space group I4/mmm). The (Fe$_2$As$_2$) layer is made up of edge-sharing FeAs$_4$ tetrahedra ($d_{Fe-As} \approx 2.4 \text{ Å}$) and the Ba atoms occupy nearly cubic cages between the layers. The square lattice of iron atoms has a nearest-neighbor spacing of $d_{Fe-Fe} = a/\sqrt{2} \approx 2.75 \text{ Å}$, meaning that there is significant direct orbital overlap between metals. The interlayer interactions are significantly weaker; the nearest spacing is non-bonding ($d_{As-As} \approx 3.8 \text{ Å}$), meaning that it is the more ionic Ba-As bond ($d_{Ba-As} \approx 3.3 \text{ Å}$) that holds the layers together.

The structural transition lowers the symmetry from tetragonal to orthorhombic symmetry (space group Fmmm). The distortion leaves the magnitudes of the tetragonal $a$ and $b$ axes equivalent, but the angle between them, $\gamma$, diverges slightly from 90°. This reduces the order of the principal rotational symmetry axis from C$_4$ to C$_2$. Though translational symmetry is preserved, the conventional cell is twice as large $a_{orth} = a_{tet} - b_{tet}$; $b_{orth} = a_{tet} + b_{tet}$, which yields the $F$-centered cell (Figure 3). This setting makes it clear that the underlying distortion is the formation of orthorhombic stripes in the Fe sublattice (i.e., the bonds lengthen in one direction and shorten in the other) suggesting that metal-metal interactions are the driving force in the transition. Magnetically, the moments are ferromagnetically coupled in the $b_{orth}$ (short) direction and antiferromagnetically coupled in the $a_{orth}$ (long) direction—which is also the axis that the moments are oriented along. Aside from the creation of two inequivalent Fe-Fe bonds from a single one above $T_s$, the only other symmetry allowed change is that one of the two unique tetrahedral bond angles, $\alpha$, splits into $\alpha_1$ and $\alpha_2$.

The only refinable atomic position in either space group is the $z$ parameter on the X site, ($X = As, P$). In BaFe$_2$As$_2$ this is fully occupied by As, but the addition of P as a dopant introduces disorder on this site. Typical Fe-As and Fe-P bond distances are quite different (2.40 vs 2.26 Å based on the end members), so one might expect each anion to contribute to a different average $z$ parameter, giving two distinct sites. Indeed, a previous single-crystal x-ray diffraction study has reported separate $z$ values for the As and P sites at a few compositions.

Unfortunately, using only neutron powder data both sites could not be reliably refined separately, and instead the As and P sites were constrained to be equivalent. The neutron cross-sections of P and As are much closer in this study are defined based on the 300 K Vegard’s law trend, though the trend itself is the same regardless of corrections. Note that $c$ is more sensitive to P substitution than $a$, which gives the $c/a$ ratio a slightly nonlinear shape. The temperature dependence of the lattice parameters is shown in Figures 3c-d. The $a$- and $b$-axes...
split at $T_s$, and the c-axis shows some negative thermal expansion just below this temperature. At higher doping, the negative expansion of c continues to the lowest measured $T$, giving an enhanced value of approximately 0.01 Å compared to usual normal state behavior of c at low $T$ (i.e. from samples that do not exhibit orthorhombicity). The nature of the transition can also be elucidated by observing the slope of c($T$). Above $T_s$ it is significantly larger than below (Figure 3b), and at $T_s$ there is a discontinuity in going from one phase to the other. The refined c parameters in this region are shown in Figure 3b. In order to rule out that this discontinuity is an artifact of the change in model from $I4/mmm$ to $Fmmm$, the position of the (004) reflection is plotted in the inset, which shows that there is a sharp reversal in slope at $T_s$ regardless of model used. For $x = 0.115$ the fine steps span the whole negative slope region, which is $\sim 10$ K across. The volume also shows a weak feature around $T_s$ (Figure 3b).

Significantly below $T_s$, orthorhombicity is obvious due to the splitting in peaks with $h, k \neq 0$. When approaching the transition the splitting continuously decreases, which means that the precise point of the transition to $I4/mmm$ cannot be determined directly. Instead it is extrapolated by determining the magnitude of the orthorhombic distortion as a function of temperature. The orthorhombic order parameter $\delta = (a-b)/(a+b)$ is calculated from fits to an orthorhombic model at each temperature and plotted in Figure 3b. It is clear that well above $T_s$ that the refined $\delta$ is nearly constant, which is a reflection of the peak width limit for this experiment. At low temperature $\delta$ is saturated, but near $T_s$ it drops rapidly, a behavior that can be parameterized using the power law $\delta(T) = A_s(T_s-T)^{\delta_s}/T_s$, which gives a precise estimation of $T_s$. This is tabulated in Table III for fits using only data points below $T_s$ and above $T_c$ (for $x = 0.24$ and 0.25). Fits agreed well with the data (0.985 $\leq R^2 \leq 0.9998$).

Note that there are a few points above $T_s$ that exhibit enhanced $\delta$ compared to the baseline which are a result of anisotropic peak broadening. This is not surprising, because magnetostructural transitions are often accompanied by such broadening which is known to be a result of non-cooperative static fluctuations that locally break the symmetry. Kasahara et al. observed similar broadening in this family within the same temperature region using synchrotron x-rays, which they ascribed to a more complex electronic-nematic phase where the electronic structure is ordered but the nuclear structure is not. They further suggested that the “true” phase transition is somewhere where this broadening extrapolates to the baseline peak width. Neutrons are only sensitive to the positions of the nuclei, so compared to their data it appears that the nuclear and electronic anisotropy are approximately equivalent. This means that the data reported here does not distinguish between a standard magnetostructural microstrain model and the more complex electron-nematic model proposed in Ref. 17, though based on our structural data it does appear that the true phase transition really is at $T_s$ and not at some higher $T^*$ (See Section IV A for more details).

The orthorhombic model shows splitting of major reflections, but it does not introduce any new supercell reflections, so new reflections at low temperature are used to identify the magnetic phase. The magnetic phase was refined for these samples in the magnetic space group $F_{mmm}$ with $m'$ resulting in good agreement with the data. Even at low $T$ the magnetic peaks are very weak, so approaching $T_N$ it becomes increasingly difficult to observe the reflections (Figure 4). For $x = 0.115$ and 0.205
TABLE I. Lattice parameters of BaFe$_2$(As$_{1-x}$P$_x$)$_2$ at 10 and 300 K refined from NPD data (POWGEN) using determined $x$ values.

| $x$  | $a$ (Å)       | $b$ (Å)       | $c$ (Å)       | $V$ (Å$^3$) | $z_{As}$ |
|------|----------------|----------------|----------------|------------|---------|
| 0.115| 5.59609(5)     | 5.56245(5)     | 12.88371(15)   | 200.522(3) | 0.35336(7) |
| 0.190| 5.58034(3)     | 5.55707(5)     | 12.83531(11)   | 198.685(5) | 0.35277(6) |
| 0.205| 5.57761(3)     | 5.55369(3)     | 12.82837(8)    | 197.736(3) | 0.35265(4) |
| 0.24 | 5.57037(3)     | 5.55420(3)     | 12.80496(9)    | 198.086(2) | 0.35231(5) |
| 0.25 | 5.56733(4)     | 5.55393(4)     | 12.79542(12)   | 197.821(3) | 0.35213(6) |
| 0.290| 5.55378(2)     | 5.55378(2)     | 12.75240(12)   | 196.670(2) | 0.35191(5) |
| 0.310| 5.55094(2)     | 5.55094(2)     | 12.73346(9)    | 195.715(2) | 0.35141(6) |
| 0.350| 5.54439(2)     | 5.54439(2)     | 12.72376(16)   | 195.281(3) | 0.35113(10) |
| 0.600| 5.49977(2)     | 5.49977(2)     | 12.59785(9)    | 190.527(2) | 0.34946(7) |
| 0.790| 5.46401(4)     | 5.46401(4)     | 12.5054(2)     | 186.678(4) | 0.34775(10) |

| $x$  | $a$ (Å)       | $b$ (Å)       | $c$ (Å)       | $V$ (Å$^3$) | $z_{As}$ |
|------|----------------|----------------|----------------|------------|---------|
| 0.115| 3.952503(12)   | -              | 12.95775(12)   | 202.430(2) | 0.35347(7) |
| 0.190| 3.943912(12)   | -              | 12.90210(10)   | 200.487(2) | 0.35286(6) |
| 0.205| 3.941969(15)   | -              | 12.84854(8)    | 198.641(3) | 0.35205(5) |
| 0.310| 3.929868(12)   | -              | 12.83854(8)    | 198.277(2) | 0.35191(5) |
| 0.350| 3.925049(14)   | -              | 12.81491(9)    | 197.427(2) | 0.35161(6) |
| 0.370| 3.922218(19)   | -              | 12.80440(14)   | 196.980(2) | 0.35140(9) |
| 0.600| 3.893640(16)   | -              | 12.66917(12)   | 192.070(2) | 0.34917(4) |
| 0.790| 3.868634(3)    | -              | 12.56670(19)   | 188.077(3) | 0.34749(11) |

TABLE II. Refined magnetic moment and parameters to power-law fit to structural and magnetic order parameters. $M_{eff}$ refers to the 10 K refined value. For $x = 0.190$ the POWGEN data was not finely spaced enough to be reliably fit, so only the magnetic HB-1A data was fit to a power-law.

| $x$  | $T_s$ (K)   | $\beta_s$ | $A_s$*10 | $M_{eff}$ (µB) | $T_N$ (K) | $\beta_N$ | $A_N$ |
|------|-------------|-----------|----------|----------------|----------|-----------|-------|
| 0.115| 110.02(11)  | 0.134(8)  | 1.82(6)  | 0.75(4)        | 110.4(8) | 0.077(14) | 60(3) |
| 0.190| -           | -         | -        | 0.51(4)        | 82.8(10) | 0.14(3)  | 25(3) |
| 0.205| 80.03(7)    | 0.180(10) | 0.81(3)  | 0.53(4)        | 80.0(3)  | 0.05(2)  | 26(3) |
| 0.24 | 57.4(4)     | 0.173(6)  | 0.456(7) | 0.46(4)        | -        | -         | -     |
| 0.25 | 51.13(7)    | 0.198(3)  | 0.328(3) | 0.43(5)        | -        | -         | -     |

samples enough statistics and temperature points were collected in order to both refine the moments (Figure 5 upper panel) and fit them to the same power law used in Section III B. No magnetic peaks can be distinguished from the noise above $T = 110$ and 80 K, for $x = 0.115$ and 0.205, respectively. The 10 K refined magnetic moments and results of the power law fit are given in Table II. For $x = 0.24$ and 0.25 less material was available, and the magnetic order parameter had weakened by this point, so the magnetic reflections could only be seen in the long 10 K collection. They were too weak to refine during the temperature-dependent portion of the experiment, so the magnetic transitions were not determined for these compositions.

Data were collected on HB-1A in order to improve the intensity statistics on the (103) magnetic peak of our $x = 0.19$ sample, which gives a fitted transition of 82.8(10) K (the magnetic moment is still distinguishable from the noise at 82.2 K, but not at the next temperature increment at 87.5 K). The lower panel of Figure 5 shows the integrated intensity under this reflection superimposed on the orthorhombic order parameter from the POWGEN refinements, which agree well.
IV. DISCUSSION

A. Magnetic and structural transitions

1. Phase Diagram

Taking all of our data together allows for the construction of a phase diagram which is plotted in Figure 6a. The magnetic transition temperatures, $T_N$, agree closely with the respective $T_s$'s. The high-resolution allows for more confidence in the orthorhombic order fits than the magnetic fits; still the error in fitted $T_N$ is < 1 K. The order of the power law, $\beta_N$, is less well defined due to the weak intensity of the reflections, though it appears small. This signifies that magnetic and structural transitions are the same for those measured here ($x \leq 0.205$). The compositional dependence of $T_s$ and $T_N$ shows a nearly linear decrease as a function of composition up to $\sim 0.2$, after which the suppression is enhanced further. Between $x = 0.25$ and 0.29 the dying off of SDW order must become much steeper in order for orthorhombic order to be completely suppressed in this range.

The actual point of complete suppression of SDW order can be more precisely determined by looking at the rate of suppression of the relevant order parameter. Since the value of $\delta$ changes as a function of temperature, and competes with superconductivity in some samples, a temperature-independent form is needed to compare the strength of the orthorhombic distortion across different compositions. One estimation that can be used is the prefactor of the power-law fit, $A_s$, which is linear in the observed range (Figure 6b). This extrapolates to zero at $x = 0.279(12)$ ($R^2 = 0.995$), implying that there is no orthorhombic state at all above this composition. Additionally, this is based solely on data from the normal, SDW state, and for $x = 0.24$ and 0.25 there is a suppression of $\delta$ below $T_c$ that is not taken into account here. This is typically understood to give rise to a reversal in sign of the SDW phase line below the SC phase line, which means that taking this into account will push critical composition to still lower values. Scaling the compositional range to that observed in Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$ gives a shift of approximately 0.01, yielding a projected...
critical composition of $x_c \approx 0.27$. As for the magnetic order parameter, power laws fits to the magnetic moments are not possible for all compositions, so the 10 K magnetic moments were used instead. The behavior is clearly non-linear; instead it shows a power-law behavior similar to the hole-doped systems. The statistics are not sufficient for fitting, though it should be noted that when the observed peak is near the detection limit the refinement tends to overestimate the effective moment. This means that for $x = 0.24$ and 0.25, the actual moment may be smaller than reported here.

Previous studies have found evidence of quantum critical fluctuations that they interpreted as the existence of a QCP arising from suppression of SDW order that coincides with the maximum $T_c$ at or around $x = 0.33$. On the other hand, we found that the critical composition is likely between $x = 0.27$ and 0.28 and we also see a consistent trend of increasing $T_c$ for our $x = 0.29$, 0.31, and 0.315 (not shown) samples and then a decrease again at $x = 0.35$. Moreover, none of these samples exhibit orthorhombic or magnetic order that we can measure, which is internally consistent with our projected $x_c$. This indicates that the composition of our maximum $T_c$ is in close agreement to these previous studies, and it casts doubt on the idea that there is a QCP that occurs at the point of maximum $T_c$. That is, unless the observations of quantum critical fluctuations are entirely spurious, the only way to lift this inconsistency is to allow the QCP to be at a significantly lower composition than the point of maximal $T_c$. Another possible explanation is that the critical fluctuations above $x = 0.3$ are real, but that they represent a different type of order than measured in this experiment. For example, it could represent magnetic order in the absence of orthorhombic order of the type that we measured recently in the $\text{Ba}_1-x\text{Na}_x\text{Fe}_2\text{As}_2$ system. Our projected value for the complete suppression of orthorhombic order, $x_c$, is very robust, because it comes from the scale of the power-law fits to the orthorhombic order parameters, which have excellent agreement to the data. Likewise, high-resolution neutron diffraction gives very precise and reproducible orthorhombic order parameters, which in general are less instrument-dependent than raw lattice parameters.

2. First-order phase transition

The discontinuities in the individual lattice parameters are unambiguous, and coincide very well with the $T_c$’s determined using the power law fit to $\delta$. As discussed in Section III.B, the c-axis has a clear discontinuity at $T_c$. The reason that there is not a similar change in volume can be seen when the body-centered $a_{i\ell\ell}$ is plotted. As $T$ is decreased there is a sudden increase in the slope of
vertical spacing from a high- to low-temperature phase, each with
behavior of the lattice parameter instead of the trans-
motion from the low- to the high-temperature phase, though presumably
implying that both cases show the discontinuous transfor-

data. This model requires the lattice parameters to vary
continuously across the phase transition, meaning that
also consistent with a weakly first-order phase transition.

Based on the extrapolated slopes from the high- and low-temperature
paramagnetic tetragonal and low temperature (lt) an-
orthe case of a first-order phase transition is not as well supported by the
other unique feature: in the hole-doped system a much
more ambiguous effect is seen, and it is of opposite sign.
and weakens substantially as a function of composition. As can be seen in Figure 7 the same weak trough in \( a_{\text{tet}} \) that is seen in the parent compound is seen in the Ba\(_{1-x}\)K\(_x\)Fe\(_2\)As\(_2\) samples \((x = 0.1 \text{ and } 0.24)\). Nearly identical trends are seen for the Ba\(_{1-x}\)Na\(_x\)Fe\(_2\)As\(_2\) phases based on data from Ref\(^2\), so they are not shown. As for the \( c/a \) ratio, it is less analogous to the parent compound. In the parent compound there is a slight enhancement of \( c/a \) upon cooling through the transition and then a decrease in slope, while in the hole-doped systems \( c/a \) is slightly suppressed. Unfortunately we have not been able to find previous reports on electron-doped materials that explicitly define \( c/a \) the way we have here, so we cannot directly compare. However, an extraction of the data plotted in Ref\(^2\) indicates that even when phosphorus and cobalt are co-substituted, \( a_{\text{tet}} \) at \( T_s \) behaves similarly to how it does in the hole-doped system.

There are two primary interactions in these materials: Fe-As(P) and Fe-Fe bonds. Since it is ostensibly the nearest neighbor (nn) Fe-Fe interaction that drives the structural transition (by separating the square Fe net into stripes along the short axis), it is likely that this explains the decrease in \( a_{\text{tet}} \). That is, there is an overall increase in the Fe-Fe bond order as the structure distorts. The fact that net reduction in bond lengths is not observed in either hole- or electron-doped regimes does pose the question why this is. It could be that the Fe-X disorder somehow enables this enhanced bonding in the Fe-Fe layer. Recall that the structural transition only makes \( a_{\text{tet}} \) non-orthogonal with \( b_{\text{tet}} \), but the magnitudes are still equivalent. Physically this distance is across the diagonal of the Fe square net, that is the next nearest neighbor (nnn) distance. Moreover, the \( X \) site is directly above the midpoint of the nnn interaction, meaning that the nnn distance is directly tied to the Fe-X-Fe bond angle. The fact that phosphorus substitution appears to uniquely allow for this separation to decrease through the phase transition suggests that the connection between the phase transition (splitting of nn interactions into long and short interactions) and the nnn contraction is tied to disorder on the pnictogen site. Presumably the local positions of the \( P \) sites differ enough from the ideal As site to make these types of distortions energetically favorable on average. This implies that the local bonding environment of the \( P \) atom is different enough from the As atom to warrant future study to elucidate how this substitution affects the underlying interactions and degrees of freedom relating to the structural transition in the BaFe\(_2\)(As\(_{1-x}\)P\(_x\))\(_2\) family.

V. CONCLUSION

Within the sensitivity of these measurements the orthorhombic and magnetic transition in BaFe\(_2\)(As\(_{1-x}\)P\(_x\))\(_2\) occur concurrently as a first-order phase transition. The small amounts of residual peak broadening above the transition are attributed to magnetoelastic fluctuations that are typical of AFM materials above \( T_N \). We observe that the shape of the superconducting dome in BaFe\(_2\)(As\(_{1-x}\)P\(_x\))\(_2\) has a very sharp onset region and is markedly more asymmetric than that observed in the aliovalently-substituted materials. The suppression of the SDW phase also drops precipitously in this region, disappearing between \( x = 0.25 \) and 0.29. The compositional dependence of the orthorhombic order parameter power-law prefactor follows a linear trend, and extrapolation to zero gives an estimated disappearance of orthorhombicity around \( x = 0.279 \), in good agreement with the phase line estimation. This gives a fairly confident estimation of complete suppression of structural order well below the previously postulated QCP around \( x = 0.33 \), and is below the maximal \( T_c \) observed, which are usually considered correlated.

It was also shown that there is a lattice anomaly present in the \( c/a \) ratio in this isovalently-substituted family that does not appear in either the hole- or electron-doped systems, which may indicate the role of anion site disorder in these materials. Future studies need to more directly measure the Fe-As and Fe-P separations individually, which is important to more precisely determine the local structure of the Fe\(_2\)(As,P)\(_2\) layer and through that the underlying physics of the system.
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