Polynomial speedup in Torontonian calculation by a scalable recursive algorithm
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Evaluating the Torontonian function is a central computational challenge in the simulation of Gaussian Boson Sampling (GBS) with threshold detection. In this work, we propose a recursive algorithm providing a polynomial speedup in the exact calculation of the Torontonian compared to state-of-the-art algorithms. According to our numerical analysis the complexity of the algorithm is proportional to \( N^{1.06912} \) with \( N \) being the size of the problem. We also show that the recursive algorithm can be scaled up to HPC use cases making feasible the simulation of threshold GBS up to 35 – 40 photon clicks without the needs of large-scale computational capacities.

1 Introduction

During the last two decades, promising steps were made towards constructing useful quantum computing hardware. In this endeavor, the first major intermediate goal is the demonstration of a scalable quantum advantage or quantum computational supremacy over classical computers [1, 2, 3]. Among the different approaches for demonstrating quantum advantage [4, 5, 6, 7, 8, 9], photonics provides a promising track as it enables fast gate operations, room-temperature functioning and significant potential for scalability [10, 11, 12]. The most well-known and feasible photonic advantage scheme is Boson Sampling formulated by Aaronson and Arkhipov [4] and its extended variant known as Gaussian Boson Sampling (GBS) [13, 14, 15], which are shown to be classically intractable under certain assumptions [4, 16]. However, it should also be mentioned that high loss rates, partial photon indistinguishability and other issues could make such systems classically simulable [17, 18, 19, 20, 21, 22].

On the experimental side, after the proof-of-principle realizations of small-scaled photonic interferometers [23, 24, 25, 26], more advanced devices were reported by increasing the number of modes on the photonic chip [27] and by multiplexing on-chip single-photon sources [28, 29, 30]. An alternative approach to scale up Boson Sampling experiments was proposed in Refs. [31, 32, 33] by sending multiple heralded single photons, shot by shot, into different random input ports of the interferometer. In addition, several alternative schemes were proposed to overcome the state-preparation problem arising in photonic systems by putting the Boson Sampling problem into time domain [34, 35], or by the implementation of Boson Sampling with trapped ion technology [36, 37] or with microwave cavities [38]. In 2020 the GBS quantum computational advantage was demonstrated via sampling from a Gaussian state at the output of a 100-mode ultralow-loss interferometer with threshold detection [39] and an average of around 45 photons. Subsequently this was extended to 144 modes with programmable input states [40].

In parallel to the development of experimental devices exhibiting verifiable quantum (Gaussian) Boson Sampling, efforts were also devoted to classically simulate increasingly larger GBS set-ups. The classical simulation of these problems play an important role in their development. With-
out doubts, the ability to simulate larger quantum systems on smaller computers makes the studies of quantum algorithms a lot easier. Generally, the efficiency of quantum simulators can be traced down to well defined problems making the simulation classically intractable. In case of GBS such central problem is the evaluation of the Hafnian [13, 41] or the Torontonian [15, 42] function. In particular, the Torontonian can be used to calculate the output probabilities when threshold detection is used to sample the Gaussian state [15, 42]. This detection type can make difference whether there were 0 photons or finite number of photons at a given output port of the interferometer. We note that recently a more efficient method was reported in Ref. [41] to simulate GBS with threshold detection. However, in contrast with the sampling algorithm based on the Torontonian function, this method does not provide the probabilities of the individual samples, which might be important for validation tests.

The input of the Torontonian function is a self-adjoint positive definite matrix (with eigenvalues less than unity)

$$A = I - \Sigma^{-1}$$  \hspace{1cm} (1)

acquired from the complex Husimi covariance matrix $\Sigma$ describing the Gaussian state at the output of the interferometer before any detection [15]. Provided that the interferometer is equipped with $d$ output ports to be measured, the sampling matrix $A$ would contain $N = 2d$ rows and columns. The Torontonian $\text{Tor}(\cdot)$ of this matrix is defined by the expression [42]

$$\text{Tor}(A) = \sum_{\mathcal{P}_N} \frac{(-1)^{N/2-|Z|}}{\sqrt{\det(I - AZ)}}$$ \hspace{1cm} (2)

where $\mathcal{P}_N$ is the power set of $1, 2, \ldots, N/2$, leading to the summation of $2^{N/2}$ determinant terms. The matrix $A_Z$ is constructed from the rows and columns of matrix $A$ according to the elements of $Z$: the elements of $Z$ labels the optical modes from which matrix $A_Z$ is constructed.

Equation (2) clearly indicates the complexity associated with the evaluation of the Torontonian function. The evaluation time of the exponentially large summation is heavily affected by the computational complexity of the determinant function. Currently the best known algorithms to calculate the determinant of an $N \times N$ matrix scale with $\sim N^3$ arithmetic operations. Since Eq. (2) implies the elaboration of exponentially many variable sized matrices, the polynomial factor in the overall complexity of Eq. (2) would be somewhat less than $N^3$. As we will see in Sec.3, the complexity of Eq. (2) can be characterized by $\sim N^{\omega}2^{N/2}$, where numerical results yield $\omega = 2.7396$.

In this paper we show that the $N^\omega$ polynomial factor of the computational complexity can be reduced to $N^{1.0691}$ by redesigning the evaluation order of the addends in the sum of Eq. (2) and reuse the intermediate results of the determinant calculation to compute subsequent addends. Compared to the scalable structure of Eq. (2) this recursive strategy implies data dependency in the evaluation process of the Torontonian, that leads to the reduction of the initial scalability of the algorithm. We will show that it is possible to implement the outlined recursive algorithm by an efficient task oriented parallel model enabling the computation of the Torontonian much faster than previous implementations. Depending on the size of the input matrix, we achieved up to $200 - 300$-fold speedup on traditional multithreaded PCs and HPC cluster nodes compared to the implementation provided by the well known TheWalrus package [43]. We used TheWalrus version 0.15. We also propose an adaptive Message Passing Interface MPI [44] implementation of the algorithm that can be used to distribute the Torontonian calculation over several nodes of an HPC. The developed recursive Torontonian algorithm is going to be shipped as a part of a larger photonic quantum computer simulation package [45].

The rest of the paper is organised as follows: In Sec. 2 we provide the detailed description of the recursive algorithm to calculate the Torontonian. Then in Secs. 3 and 4 we numerically examine the computational complexity and scalability of the recursive algorithm and we compare it to previously used computational strategies. In Sec. 5 we address the question of numerical fidelity of calculating the Torontonian, and we provide a parameter regime where the numerical value of the Torontonian is the most reliable. Finally, in Sec. 6 we benchmark our implementations of calculating the
The recursive Torontonian algorithm

As we mentioned in the introduction, the computational costs of evaluating the Torontonian function can be significantly reduced by a wise reuse strategy of the intermediate results during the evaluation of the determinants in Eq. (2). In our algorithm we calculate determinants via Cholesky decomposition [46] bringing an $N \times N$ positive definite Hermitian matrix $A$ into a product form $A = LL^\dagger$, where $L$ is a lower triangular matrix.

The recursive algorithm we calculate determinants via Cholesky decomposition of the initial matrix, turn our attention to the structure of the recursive chain. Our algorithm was designed to take advantage from reusable computational data, while keeping up an efficient parallelization technique and polynomial memory needs.

Algorithm 1: Cholesky decomposition

\begin{algorithm}
\begin{algorithmic}
\State \textbf{input} : Hermitian, positive definite matrix $A$ of size $N \times N$
\State \textbf{output}: Lower triangular matrix $L$
\For{$i \leftarrow 1$ to $N$}
\For{$j \leftarrow 1$ to $i - 1$}
\State $L_{i,j} = \frac{1}{L_{i,j}} \left( A_{i,j} - \sum_{k=1}^{j-1} L_{i,k} L_{j,k} \right)$
\EndFor
\State $L_{i,i} = \sqrt{A_{i,i} - \sum_{k=1}^{i-1} |L_{i,k}|^2}$
\EndFor
\end{algorithmic}
\end{algorithm}

Data dependency in Cholesky decomposition: In order to explain the ideas behind our algorithm we briefly revisit the well-known algorithm of the Cholesky decomposition. Algorithm 1 shows the central formulas to determine the elements of the lower triangular matrix $L$ from an arbitrary $N \times N$ Hermitian and positive definite matrix $A$. The decomposition follows a unique data dependency that is illustrated in Fig. 1. Since $A$ is Hermitian and $L$ is lower triangular, it is sufficient to consider only the lower triangular part of both matrices. The $L_{11}$ sub-block of the result matrix $L$ can be computed solely from the sub-matrix $A_{11}$. To compute the sub-block $L_{21}$ we need to know matrix elements of $A_{21}$ and $L_{11}$. Finally, $L_{22}$ depends on the block $A_{22}$ of the input matrix and on $L_{21}$.

After understanding the data dependency of the Cholesky decomposition we can examine possible data reuse strategies when computing the decomposition of matrices created by the removal of several rows and columns from the initial matrix for which the Cholesky decomposition is known. In order to illustrate the main concept behind the data reuse strategy, we assume a situation shown in Fig. 2. In this particular case we are about to remove the 7th row and column from an initial matrix $A$ of size $N = 14$. As indicated by the colored arrows pointing to Fig. 2.c the Cholesky decomposition $\hat{L}$ of the reduced $13 \times 13$ matrix can be partially constructed from the elements of the Cholesky decomposition of the initial matrix, labeled by $L$ in Fig. 2.b. Namely, blocks $L_{11}$ and $L_{21}$ are identical in $L$ and $\hat{L}$. Arithmetic operations are needed only to calculate the block $\hat{L}_{22}$ of $\hat{L}$. At this point the calculations involve the blocks $L_{21}$ and $A_{22}$ of the initial matrix. As one can see, data reuse may significantly reduce the number of arithmetic operations when calculating the determinants of sub-matrices.

Data reuse in Torontonian calculation: Now we turn our attention to the structure of the recursive algorithm which tries to maximize data reuse during the evaluation of the Torontonian function. We start the recursive algorithm by the calculation of the Cholesky decomposition of the matrix
$\mathbf{A}_Z = \mathbf{A}$ containing all the optical modes of the input matrix. In each step of the recursion new matrices $\mathbf{A}_Z$ are constructed from the previous one by removing one optical mode. The removal of one optical mode means deleting two columns and two rows from the matrix, since each optical mode is represented by two degrees of freedom. Fig. 2 illustrates the removal of one optical mode indicated by the red areas. (The optical modes corresponding to the grey-colored areas were removed in preceding recursion steps.) In order to maximize the amount of reusable data, we consider the columns and rows of the input matrix $\mathbf{A}$ to be ordered as $\hat{a}_1, \hat{a}_1^\dagger, \hat{a}_2, \hat{a}_2^\dagger, \ldots, \hat{a}_{N/2}, \hat{a}_{N/2}^\dagger$. (Since the reordering of the input matrix implies even number of elementary permutations – both rows and columns need to be permuted – the Torontonian remains invariant under such operation.) In each iteration we calculate the Cholesky decomposition of the constructed matrix $\mathbf{I} - \mathbf{A}_Z$ and derive one addend to the Torontonian of Eq. (2). According to our reasoning in previous paragraphs, in each recursion step we can reuse the top left and the bottom left corners of the Cholesky decomposition matrix $\mathbf{L}$ calculated in the preceding iteration step (see blocks $L_{11}$ and $L_{21}$ in Fig. 2.b).

The structure of the recursive algorithm following the ideas outlined above is formulated in Alg. 2. After calculating the determinant of the input matrix (line 2 of Alg. 2) and initializing the Torontonian with the first addend (line 3 of Alg. 2) a function call is made to start the recursive iterations. The function $\text{recursiveTor}$ accepts two inputs: (i) the Cholesky Decomposition $\mathbf{L}$ reused from the previous iteration step (ii) and a list $\text{modes}$ of optical modes that were removed from the initial matrix when $\mathbf{L}$ was obtained in the preceding iteration cycle. (In line 4 of Alg. 2 the iterations are started with an empty $\text{modes}$.) As one can see, each recursion step involves a for loop iterating over the optical modes that are appended to $\text{modes}$, and in the loop body a new - partially decomposed – $\mathbf{A}_Z$ matrix is constructed via removing one optical mode from $\mathbf{L}$ and by inserting

\begin{algorithm}[h]
\caption{Recursive Torontonian algorithm}
\begin{algorithmic}[1]
\Require $\mathbf{A}$ an $N \times N$ sampling matrix defined by Eq. (1)
\Ensure The calculated Torontonian tor
\Function{recursiveTor}{$\mathbf{L}$, modes}
\If{$\text{size}(\text{modes}) == 0$}
\State $\text{start} = 0$;
\Else:
\State $\text{start} = \text{modes}[\text{end}] + 1$;
\For{$i = \text{start}; i < N/2; i ++$}
\State $\text{nextModes} = \text{modes} + [i]$;
\State $\mathbf{A}_Z = \text{createAZ}(\mathbf{L}, \text{nextModes})$;
\State $\tilde{\mathbf{L}} = \text{cholesky}(\mathbf{I} - \mathbf{A}_Z)$;
\State $\text{determinant} = \prod_{i=0}^{N-2[\text{nextModes}] - 1} | L_{ii} |^2$;
\State $\text{tor} = \text{tor} + \frac{(-1)^{[\text{nextModes}]}}{\sqrt{\text{determinant}}} \tilde{\mathbf{L}}_{N/2} \tilde{\mathbf{L}}_{N/2}^\dagger$
\EndFor
\State $\text{tor} = \text{tor} + \frac{1}{\sqrt{|\text{det} (\mathbf{I} - \mathbf{A}) |}}$
\EndIf
\EndFunction
\end{algorithmic}
\end{algorithm}
matrix elements from $A$ into sub-block 22 which cannot be reused from $L$ (see Fig. 2). After finalizing the Cholesky decomposition of the newly created $A_Z$ (in the implementation this is done in-place to avoid unnecessary memory operations) a new addend to the Torontonian can be calculated and new iterations can be spawned from line 16 of Alg. 2.

In order to avoid duplicated calculations during the recursive calls, the new element added to modes in line 10 of Alg. 2 is always greater than the previous elements of modes. The starting index $\text{start}$ of the For loop is determined by the condition on lines 6–9 of Alg. 2. Consequently, the variable length of the For loop varies during the evaluation process, making it somewhat harder to parallelize the algorithm. In Sec. 4 we will come back to this important question and we will present our numerical results on the scaling behaviour of our implementation. Now we turn our attention to the complexity analysis of the recursive algorithm, and we compare it to the standard evaluation strategy, i.e. when each determinant in Eq. (2) is evaluated independently.

### 3 Complexity of the recursive algorithm

Due to the high data-reuse tendency of the recursive algorithm the analytical estimation of its complexity is quite challenging. Here we rather examine the Torontonian algorithms by a numerical procedure, i.e. instead of giving a closed formula to estimate the total number of floating point operations (FLOs) we sum up all the FLOs occurring during run-time by the code itself. This approach gives us the precise number of FLOs for both the standard and for the recursive computational strategy. One might expect the complexity of the algorithms to be proportional to $N^{=2N/2}$. While the exponential factor originates from the exponentially large sum in Eq. (2), the polynomial factor $N^\omega$ comes from the underlying matrix operations. The value of $\omega$ can be obtained from the logarithm of the overall FLOs as follows:

$$\omega \ln(N) = \ln(\text{FLOs}) - \frac{N}{2} \ln(2) - C,$$

where $C$ is a constant number. Consequently $\omega$ can be obtained by a simple linear fitting shown in Fig. 3, where we provide a comparison of two algorithms. As one can see, the numerical data are in line with our expectation, the asymptotic scaling given by $\sim N^{=2N/2}$ is robust from matrix size $N = 26$ [see $\ln(26) = 3.2581$ on the $x$ axis of Fig. 3.]. For matrices smaller than $N = 26$ the FLOs starts to deviate from the asymptotic linear relation of Eq. (3). According to the numerical results, the recursive reuse of the Cholesky decomposition in subsequent determinant calculations reduces the computational complexity $\sim N^{2.7355}2^{N/2}$ of the standard algorithm to $\sim N^{1.0691}2^{N/2}$ leading to a polynomial speedup by a factor of $\sim N^{1.666}$. Thus, in case of an $N = 50$ input matrix the recursive algorithm needs about 18 times less arithmetic operations than the standard algorithm. For an input matrix of size $N = 100$, the difference is even more striking, the standard algorithm requires 57 times more arithmetic operations than the recursive algorithm.

### 4 Scalability of the recursive algorithm

In previous sections we constructed a recursive algorithm to evaluate the Torontonian function and we quantitatively examined its complexity compared to the standard algorithm. However, from practical point of view the actual advantage of the
recursive algorithm highly depends on its performance in parallel environments. Since the calculation of the Torontoian scales exponentially with the size of the problem, it is inevitable to make use of modern hardware resources supporting different kinds of parallelism. In this section we examine the scaling behaviour of the recursive algorithm implemented in two models of parallelism that are commonly used in HPC environments and are also available in standard PC’s as well.

In our algorithm each recursion step involves a For loop (see line 8 of Alg. 2) spawning cycles that are independent from each other. Thus, a possible way to introduce parallelism into the algorithm is to execute the body of the For loop in parallel. An apparent difficulty of this approach is related to the generation of nested parallelism, which poses strict limitations on the possible technical realization of the implementation. To overcome this difficulty, we implemented the parallel version of the recursive algorithm via the Threading Building Block (TBB) library [47] providing an efficient task-oriented parallel programming interface to achieve an optimal workload balance among the accessible execution units of the underlying hardware in shared memory model avoiding any over-subscription of the resources. In addition, low level measures were taken to assure data correctness and race condition-free execution by introducing thread local storages to manipulate data structures. This way we managed to minimize the synchronization overhead between the threads, and we achieved ideal strong scaling of the implementation. In order to illustrate the scaling properties of our implementation, we measured the execution time of the implementation to calculate the Torontoian on 5, 10, 15 and 20 threads. Figure 4.a) shows the execution times multiplied by the corresponding number of the threads. For implementations exhibiting strong scaling the data points are expected to collapse onto a single curve independently of the problem size. According to our result shown in Fig. 4.a) our implementation is in line with this expectation providing a robust scalability in shared memory model of parallelism.

As one can see, the implementation of the recursive algorithm works well on centralized architectures like one node of an HPC cluster or a multicore workstation. However, when it comes to large scaled problem, the distribution of the computational work over decentralized execution units becomes of high importance. In the forthcoming paragraphs we demonstrate the possibility to scale up recursive Torontoian calculations via Message Processing Interface (MPI) [44]. Since the structure of the recursive algorithm is built on many variable sized For loops nested into each other, the design of a balanced work distribution between the MPI processes seems to be quite challenging. In order to overcome this issue we designed an adaptive MPI layer to support a dynamic work assignment between the allocated nodes of a standard HPC cluster. Each MPI process is connected to the others by directed message paths. Figure 5 shows an example consisting of 4 MPI processes. According to the designed MPI strategy, each process labeled by RANKi can transmit work only to processes of higher rank, i.e. to RANKj’s, where j > i. When an MPI process RANKi becomes idle or it starts to work on a received work, it im-

![Figure 4: a) The Torontoian computational time of a random sampling matrix in units of $10^4$ s multiplied by the number of threads used during the calculations on a single HPC node. The data points corresponding to different number of threads fit onto a single line exhibiting a strong scaling of the underlying shared memory parallelism. b) The Torontoian computational time of a random sampling matrix in units of $10^4$ s multiplied by the number of the MPI processes used in the calculations. Each MPI process is spawned over 10 multi-core threads. The data points of different number of MPI processes are close to fit onto a single line exhibiting a nearly strong scaling of the implementation over the involved HPC nodes. The solid lines guide the eyes over the data points. The calculations were performed on Xeon E5-2680v2 2.80GHz platform.](image-url)
mediately broadcasts a status message to indicate its ability to receive new work, or to inform the other processes to stop transmitting new work towards the current process. The status message from RANKi is transmitted only to processes of lower rank, namely for RANKj’s, where j < i. As soon as a process finishes its work, it sends a terminating signal over channels used for work transmission. An MPI process is allowed to finish its activity only in case it already received a terminating signal from all lower ranked processes. Until the process does not receive all the necessary terminating signals, it keeps up to listen for the transmission of new assigned work. When the MPI process is allowed to finish its activity, it broadcasts a terminating signal to all higher ranked MPI processes. This way all MPI processes can finish their activity in a controlled way.

One might notice that the designed MPI communication strategy shown in Fig. 5 is highly asymmetric, since processes are allowed to send computational work only to higher ranked processes. Fortunately, this asymmetry fits well to the peculiar structure of the recursive algorithm. For simplicity, let us consider only the very first For loop in the recursive evaluation process at line 8 of Alg. 2. The computational time of the individual cycles spawned by the For loop depends on the associated index i: each cycle i implies the calculation of \(2^{N/2-i-1}\) addends to the Toronto-nian. Consequently, an adequate initial work distribution is to divide the cycles of the first For loop between the MPI processes, such that lower ranked processes are assigned to lower values of cycle index i. This way lower ranked processes would always have more initial work to deal with, and they would be capable to transmit work to higher ranked process when the latter ones become idle.

Since the computational work to be transmitted can be fully characterized by the elements of the data structure nextModes (see line 11 of Alg. 2), it is sufficient to transmit only the content of nextModes. The receiving MPI process then initiates the recursive call on line 16 in Alg. 2 and continues the calculations taking over the place of the sender process. (We also notice that transmitting the matrix \(\tilde{L}\) alongside nextModes would cause large overhead in communication, so instead of transmitting the matrix \(\tilde{L}\), it is rather recalculated by the receiving process before it initiates the recursive call.)

In Fig. 4.b we show the outcome of our analysis. We measured the calculation time of the Toronto-nian as a function of the problem size and multiplied the computational time by the number of the allocated MPI processes. The measured data shown for the cases of 2, 3, 4, 6 and 8 MPI processes are close to fall onto a single curve independently of the problem size \(N\). Thus, similarly to the case of the shared memory model studied earlier, the MPI implementation also exhibits a well-balanced workload among the allocated resources. However, for larger matrices we can see a moderate divergence in the data points. In particular, at problem size \(N = 72\) the computational time on 8 MPI processes is only 3.2 times faster than on 2 MPI processes, while in case of perfect strong scaling the speedup factor would be exactly 4. This finding also indicates that the demonstrated scaling properties of the algorithm would not hold on up to measures used in Ref. [42]. Since our MPI model depends on active connections between all the involved nodes, spreading the calculations over several thousands of HPC nodes would result in significant communication overhead, killing the performance improvement coming from the recursive algorithm.

In summary, our scaling analysis showed that it is possible to bring the constructed recursive algorithm into HPC environments. Even if the algorithm itself does not scale well to large comput-
ing capacities, the main target of our efforts is the simulation of threshold GBS, which, on the other hand, can be scaled very well to large measures. As we will see by benchmark comparison discussed in Sec. 6, using the developed recursive algorithm one can speed up the GBS simulation at least by two orders of magnitude.

Finally, let us formulate the concept of the parallelism behind our recursive implementation in a different form. From bird’s perspective we can think about the outlined task-oriented parallel models as a flow graph where the underlying data dependency specifies the direction of data flow between the individual nodes of the graph. The parallel capabilities of this model comes from the concurrent execution possibilities of the work chunks associated with the graph nodes. The computational work is picked up by the threads (or by MPI processes) dynamically, providing a well-balanced work distribution among the resources. We remark that this parallel model is different from the data parallelism paradigm typically used to distribute work over high performance CPU and GPU clusters. We believe that from application point of view, our model is most suitable for architectures supporting data flow type parallelism [48] such as FPGAs.

5 Fidelity of Torontonian calculation

For practical use cases we need to consider another important aspect of the Torontonian calculators, namely their numerical fidelity. Here we note that the significant reduction of FLOs in the recursive algorithm is not accompanied with better numerical precision: while the algorithm reuses the intermediate results during the calculations, in the end the same number of arithmetic operations are used to obtain the individual addends to the Torontonian as in the standard algorithm. Consequently, from numerical precision point of view, the two algorithms have the same properties.

To get better insight into the numerical fidelity of the Torontonian calculation, we compared our implementation to a well known software tool developed by Xanadu. TheWalrus package [43] is part of the Strawberry Fields [49] bosonic quantum computer simulation platform dedicated for various types of boson sampling simulations. In Fig. 6, we plotted the relative difference

$$\epsilon_X = \frac{|\text{Tor}_{\text{TheWalrus}} - \text{Tor}_X|}{\text{Tor}_X}$$

between the results of TheWalrus package and our implementation, where $\text{Tor}_{\text{TheWalrus}}$ labels the Torontonian calculated by TheWalrus package and $\text{Tor}_X$ stands for the Torontonian calculated by our implementation. We examined two levels of numerical precision provided by our implementation: in the first case all calculations are done in extended precision ($X = \text{extended}$), while in the second case the Cholesky decomposition cycles are performed in double precision ($X = \text{double}$). [In the later case the actual calculation of the determinants and the summation of Eq. (2) is still kept in extended precision.] TheWalrus package calculates the Torontonian in extended precision.

Basically, the implementations studied in this section differs from each other only in the execution order of the arithmetic operations. Hence, ideally they should give the same result, unless the calculated value of the Torontonian shows a dependence on the execution order of the arithmetic operations. Due to the floating point representation of real numbers, different execution order of the code may result in different result, and it is not possible to mark one result to be more precise than another. On the other hand, we can trust the calculated Torontonian if the results of the individual implementation are close to each other, since in this case they do not show dependence on numerical artifacts.

Following the reasoning of Ref. [42], in realistic scenarios the Torontonian becomes a very small number. According to our numerical analysis, this happens when the average squeezing parameter characterizing the photonic modes is also a small number. In this case, one needs to sum up exponentially many reciprocal square roots of determinants that are relatively close to unity in their magnitude. To obtain the precise value of the Torontonian in such situation, one need to cast the calculations – at least – into extended precision. For example, when 0.2 is set for the average squeezing parameter of the Gaussian state, the relative difference $\epsilon_{\text{extended}}$ exceeds 1% for ma-
traces of size $N = 62$, indicating that even extended precision is not good enough. On top of that, when the Cholesky decomposition is performed in double precision, the relative difference $\varepsilon_{\text{double}}$ becomes even larger than 25% at problem size $N = 62$.

On the other hand, Torontonian calculations becomes much more reliable when the average squeezing parameter of the Gaussian state is larger. If the squeezing parameter is set to $\sim 1$ in average, the Torontonian becomes larger than one (instead of being a small value) and higher order decimals of the determinants becomes less important. In such situation the relative difference $\varepsilon_X$ is less than $10^{-9}$% even if the Cholesky decomposition is calculated only in double precision. The origin of this peculiar numerical effect can be traced back to the off-diagonal elements of the covariance matrix $\Sigma$ which are driven by the squeezing parameters of the optical modes. When the average squeezing of the Gaussian state is low, the covariance matrix contains elements that differ from each other by many orders in magnitude. The small off-diagonal elements contribute to the determinants by small corrections which tend to be of high importance when it comes to the summation of the addends in Eq. (2). On the other hand, the elements of the covariance matrix become more balanced by increasing the average squeezing of the state and the Torontonian computation becomes numerically more stable. In Fig. 6, we plotted the relative difference $\varepsilon_X$ for various squeezing parameters. One can clearly see a crossover in the numerical stability when the average squeezing parameter $S$ is changed from 0.2 up to $S = 1$. The Torontonian calculation is the less reliable when the squeezing parameter is low, while at $S = 1$ even double precision is sufficient to calculate the Torontonian with a high fidelity.

We note that the evaluated Torontonian becomes again less reliable when $S$ further increases above unity. In this case the elements of the covariance matrix start to differ from each other by several orders of magnitude, and higher numeric precision would be required to calculate the Torontonian.

6 Performance benchmark

In this section we provide a performance benchmark of our implementation based on the recursive Torontonian algorithm. As in the previous section, we have chosen to compare our code to TheWalrus package, because the two implementations have many things in common: both of them are equipped with high level Python interface to ease their usage, while beneath the surface the hard computational tasks are left for C/C++ engines. This way we can compare implementations written in the same language and compiled on the same platform with the same compiler. While putting efforts to implement the most favourable algorithm to reduce the number of floating point operations, one must not forget about another important aspect of good run-time performance. In order to reduce the computational time as much as possible we designed the structure of the implementation to keep the number of memory operations low, as to reuse cache-line level data whenever it is possible. The register-level parallelism via portable SIMD instructions is provided by the incorporation of low level BLAS and self-written AVX/AVX2 and AVX512F kernels. These kernels provide significant speedup in calculations involv-
As discussed in the main text, our implementation of the recursive algorithm shows much better performance than TheWalrus package version 0.15. The benchmark was done on an Intel Xeon Gold 6130 platform using 24 threads in shared memory model. \( T \) was determined by the average time of 100, 10 and 2 independent Torontoian computing cycles for matrices of size \( N = 4 \ldots 52 \), \( N = 54 \ldots 58 \) and \( N = 60 \ldots 62 \) respectively.

The performance difference between the two levels of numerical precision is in line with the expectation: the calculations in the double precision version are about \( 1.3 - 2 \times \) times faster depending on the underlying platform and on the problem size due to AVX vectorization possibilities.

However, the performance difference compared to TheWalrus package is much more striking. To emphasize the difference between the two software packages, we highlighted the speedup of our code for the problem size of \( N = 50 \). In this particular case our code can calculate the Torontoian about 237 times faster than TheWalrus package. The remarkable speedup originates from two sources. As we estimated earlier in Sec. 3, from algorithmic point of view one can realize an about \( \sim 18 \)-fold speedup at this specific problem size. The remaining speedup factors come from the highly optimized code structure of our implementation.

The performance of the two implementations come close to each other only at small problem sizes. This happens because the OpenMP library working behind TheWalrus package is more agile in acquiring hardware resources than the task stealing mechanism of the TBB library. At problem sizes less than \( N = 20 \) our implementation effectively utilizes less hardware resources than we allocated for the benchmark comparison. In this transition regime the calculation time of the Torontoian can be measured in milliseconds (or less).

### 7 Conclusions and Outlook

The mathematical description of boson sampling simulations, including their numerically most challenging parts to evaluate the permanent, the Hafnian or the Torontoian functions imply the recalculation of many intermediate results over and over again. In this work we developed a novel numerical approach to reuse already computed data during the calculation of the Torontoian, and have successfully reduced its computational complexity by a polynomial factor of \( \sim N^{1.666} \). The key ingredient of our approach relies on the peculiar structure of the Cholesky decomposition making the reuse of intermediate computational results in subsequent iteration cycles possible. Efficient task-oriented parallel programming models enabled us to scale up the developed recursive algorithm to HPC measures. We also examined the numerical fidelity of Torontoian calculations. In particular, we showed that Torontoian calculators reach their maximal fidelity at average squeezing parameter \( S = 1 \). Above and below of this limiting case, the Torontoian becomes numerically harder to calculate, needing to increase the numerical precision used in the computations.

Our benchmark comparisons with the state of the art implementation of TheWalrus package showed a significant speedup in the simulation of
GBS with threshold detection. The reduction of the execution time by two orders of magnitude makes it possible to simulate threshold GBS involving $40-50$ optical modes without relying on large-scale HPC resources.
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