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SUMMARY Linear feedback shift register (LFSR) reseeding is an effective method for test data reduction. However, the test patterns generated by LFSR reseeding generally have high toggle rate and thus cause high test power. Therefore, it is feasible to fill X bits in deterministic test cubes with 0 or 1 properly before encoding the seed to reduce toggle rate. However, X-filling will increase the number of specified bits, thus increase the difficulty of seed encoding, what’s more, the size of LFSR will increase as well. This paper presents a test frame which takes into consideration both compression ratio and power consumption simultaneously. In the first stage, the proposed reseeding-oriented X-filling proceeds for shift power (shift filling) and capture power (capture filling) reduction. Then, encode the filled test cubes using the proposed Compatible Block Code (CBC). The CBC can X-ize specified bits, namely turning specified bits into X bits, and can resolve the conflict between low-power filling and seed encoding. Experiments performed on ISCAS'89 benchmark circuits show that our scheme attains a compression ratio of 94.1% and reduces capture power by at least 15% and scan-in power by more than 79.5%.
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1. Introduction

Due to the shrinkage of semiconductor feature size, the growth in circuit scale and the increase in clock speed, lots of defects related to the timing problem may come into being during the manufacture process, and cause faults in logic circuits.

In order to guarantee production quality, testing at clock frequencies equal to functional clock frequencies (at-speed testing) is essential. Unlike slow-speed test, at-speed testing suffers from poor test safety, test quality and test costs and most of these issues are related to high test power. According to reports of international technology roadmap for semiconductors (ITRS), the test power has become a significant challenge. Usually, test power of circuit is much higher than functional power as much as two to five times higher [1]. In some cases, the peak power of test even reaches up to 30 times higher of the functional power [2]. An excessive test power can create many problems such as temperature increase of circuit which may cause hot spots, IR drop and noise which may cause yield loss, structural damage of chip and reliability degradation. Plenty of schemes have been proposed to reduce test power, such as low-power test scheduling [3], [4], test-pattern ordering [5], low-power test data compression [6], [7], scan chain structural conversion [8], low-power automatic test pattern generation (ATPG) algorithm [9], [10] and low-power X-filling [11], [12] and so on. These schemes can reduce test power effectively, nevertheless some of them may result in poor test quality and the increase in test data. Researchers still have a long way to go to balance test cost and test safety.

On the other hand, as the circuit scale increases, more data is needed to test the whole chip. A large amount of data results in a long test time and requires better automatic test equipment (ATE) performance, higher test channel bandwidth and larger test storage. That’s one of the main reasons why test cost rises. The main schemes for compressing test data include code-based scheme, broadcast-scan-based scheme and linear-decompression-based scheme. Code-based scheme involves Golomb code [13], EFDR code [14], RL-Huffman code [15] and dictionary code [16] etc. Broadcast-scan-based scheme contains Illinois scan [17], multiple-input broadcast Scan [18], reconfigurable broadcast scan [19] and virtual scan [20] etc. Linear-decompression-based technology utilizes linear finite state machine (such as LFSR, ring generator, EDT and folding counter etc.) to decompress test seeds and generate test patterns vectors on chip [21], [22]. Linear-decompression-based technology, especially LFSR, is adopted by most commercial tools, such as TestKompress of Mentor Graphics, SOC BIST of Synopsys and Smart BIST of Cadence etc. for its high compression ratio, low hardware overhead and simple implementation.

Lots of compression schemes may bring about serious power problem. The reason is that the test pattern generated by decompression tends not to consider the low-power constraints thereby result in high toggle rate of the nodes in the circuit under test (CUT). Test methods based on linear-decompression-based structure may face more severe power consumption. The problem is due to the conflicts among compressing seed and shift power reduction and capture power reduction. It is generally believed that is a challenge for test methods based on linear-decompression-based structure to simultaneously optimize shift power and capture power.
power.

This paper presents a low-power linear-decompression-based scheme which operates X-ize specified bits and X-filling in turn to enhance the efficiency of seed encoding and reduce shift power and capture power simultaneously. In addition, the scheme yields an overall framework on the basis of reseeding-oriented X-filling which solves test compression and power problem simultaneously.

2. Motivation

Testing of scan circuits has three operation modes: normal mode, shift mode and capture mode. In shift mode, test patterns are shifted into scan chains, and this phase takes up most of the test time. So, in the general case, shift power determines the average power of the whole test and high average power will lead to high temperature of circuit. In capture mode, the scan cells are used to capture the test responses from the combinational logic. Although the capture phase lasts for a short time, low correlation between test responses and test stimulus will result in a high toggle rate of nodes in the CUT. Generally, capture power is much higher than shift power and the peak power of test often occurs during capture mode. Excessive peak power during testing can cause ground bounce and power supply droop. This instantaneous drop in power supply causes excessive delay and a path-delay problem. This excessive power supply noise may erroneously change the logic state of some circuit nodes and accordingly lead to manufacturing yield loss.

The test cube set generated by the ATPG algorithm usually contains lots of X bits, and a typical test cube set has more than 95 percent X bits. At present, X-filling is the main way to reduce capture power, such as X-filling based on probabilistically-estimation[12], preferred-fill based on probability[23], JP-fill based on adjustment[24] etc. X-filling can also be used to reduce shift power, such as 0-filling, 1-filling, minimum transition filling[25] and adjacent filling[26] etc. However, in the test based on linear decompression structure, the hardware overhead of linear decompression and the success of compressing the deterministic test set are determined by the number of specified bits in test cubes. If plenty of X bits are filled with specified values, we may fail to compress the test cube. Taking for example the deterministic test based on LFSR reseeding, test cubes should be compressed into seeds and LFSR is taken as the decompressor to generate test patterns by extending seeds. Supposing that the degree of characteristic polynomial series of LFSR is \( k \), if there are \( s \) specified bits in a given test cube \( C \), the seed can be got by solving an equation set with \( s \) equations and \( k \) unknowns, where each specified bit in \( C \) corresponds to an equation in the equation set. We resort to the widely used Gaussian-Jordan elimination method to solve the equation set. \( C \) can be compressed into a seed if there exists a solution to the equation set, otherwise can’t. The more specified bits, the more equations, the less the probability of encoding seed successfully. Whether a LFSR can compress a test set or not is determined by the test cube with the most specified bits. When LFSR decompresses seeds into test patterns, \( X \) bits in the test cube are set to pseudo-random values generated by LFSR. Thus these test patterns have high toggle rate and power consumption. However, excessive X-filling before computing seed for power reduction not only introduces additional hardware overhead, but also reduces the probability of successful seed encoding. Therefore, there is a conflict between low-power X-filling and encoding LFSR seed.

On the other hand, shift filling and capture filling often fill one bit with conflicting values for shift power and capture power reduction respectively.

Based on the above analysis, a reseeding-oriented low-power test compression scheme is proposed in this paper, which can X-ize specified bits and resolve conflict between X-filling and encoding seed, while increasing compression ratio. To optimize capture power and shift power simultaneously and resolve the conflict between them, we decide X-filling value according to the influence of these two kinds of power and perform shift filling and capture filling in turn.

3. Low-Power Test Method Based on LFSR Reseeding

3.1 Overall Test Framework

As shown in Fig.1, the proposed scheme first performs reseeding-oriented X-filling to fill \( X \) bits in the test set generated by ATPG, then encodes the filled test set using the CBC. Next the test set is compressed and stored in ATE. During test, the test set is decompressed and fed into scan chains by LFSR. Last, test responses are compressed and stored in ATE.

In the test, the shift power determines the average power of the whole test which is in direct proportion to the heat dissipation of the CUT. Thus a high average power will enhance the temperature of the circuit. Researches show that, during the test, the failure probability of circuit doubles for each ten-degree rising of temperature[27]. The reliability of the overall system may consequently degrade significantly even fail. Therefore, we should reduce shift power as much as possible. Although capture power is generally not an issue compared to shift power, it will lead to power supply noise, over-testing and yield loss. Consequently, we

![Fig. 1 LFSR-based compression infrastructure](image-url)
should reduce capture power to keep it (especially during launch) under the safe threshold. Thus, during the whole test process, the basic principle of X-filling is to reduce the shift power as much as possible without compression ratio loss, while keeping the capture power under the safe threshold.

As shown in Fig. 2 the process of the proposed method is as follows:

1) Run fault simulation with the test cube $C_i$ to get test response $R_i$ which contains X bits. Divide $C_i$ and $R_i$ into data blocks of the same length;
2) Perform shift filling of the test cube $C_i$ and get $C_{i1}$. Namely find out all 0-compatible blocks and 1-compatible blocks in $C_i$ and fill the X bits with 0 and 1 respectively.
3) Perform capture filling of $C_{i1}$ and get $C_{i2}$;
4) Perform shift filling of $C_{i2}$ and get $C_{i3}$. Since during the capture filling process, some new 0-compatible blocks and 1-compatible blocks are generated. In order to reduce shift power, it is necessary to perform shift filling again.
5) To realize X-ize specified bits, encode $C_{i3}$ using the compatible block code (CBC) and get the test cube $E_{i1}$;
6) Compute the LFSR seed $S_j$ of $E_{i1}$. According to characteristic polynomial, build an equation set whose equation number is equal to the number of specified bits in $E_{i1}$. Solve the equation set through Guass-Jordan elimination. If there exists a solution, go to 8), otherwise, go to 7);
7) Restore one incompatible block $B_{ij}$ in $C_{i3}$ into don’t care block. $B_{ij}$ is don’t care block before X-filling, but more specified bits are generated after X-filling. Thus $B_{ij}$ is encoded as incompatible block in $E_{i1}$. Go to 5);
8) generate the test pattern $P_i$ by extending seed $S_j$;
9) Run fault simulation with $P_i$ to get the response $R_{i2}$;
10) Calculate the weighted switching activities (WSA) of capture power of circuit nodes. If capture power is within the threshold, go to 12). Otherwise, go to 11);
11) Run fault simulation with $C_{i3}$ and get response $R_i$, then go to 3).
12) Take $S_j$ as seed, end.

3.2 Reseeding-Oriented X-Filling

Re seeding-oriented X-filling contains three steps: shift filling, capture filling and the secondary shift filling. For the sake of encoding, it is necessary to divide the test cubes into blocks and then fill each block according to its type. We need to reduce capture power until it is under the safe threshold and reduce shift power as much as possible. Furthermore, the encoding of data blocks which are filled for shift power reduction will generate much less specified bits and this will make for X-ize specified bits. Hence, shift filling takes priority over capture filling.

This paper defines four types of data blocks: 0-compatible block, 1-compatible block, incompatible block and don’t care block.

Definition 1: Let $B = \langle b_0, b_1, \cdots, b_{m-1} \rangle \in \{0, X \}^m$ be a given test sequence, and $S(B)$ be the set of specified bits in $B$. If $S(B) \neq \emptyset$, $B$ is a 0-compatible block.

Definition 2: Let $B = \langle b_0, b_1, \cdots, b_{m-1} \rangle \in \{1, X \}^m$ be a given test sequence, and $S(B)$ be the set of specified bits in $B$. If $S(B) \neq \emptyset$, $B$ is a 1-compatible block.

Definition 3: Let $B = \langle b_0, b_1, \cdots, b_{m-1} \rangle \in \{X \}^m$ be a given test sequence, then $B$ is a don’t care block.

Definition 4: If $B$ is none of the above, then $B$ is an incompatible block.

Shift filling contains 0-filling and 1-filling, namely all don’t care bits in a 0-compatible block are set to 0 and all don’t care bits in a 1-compatible block are set to 1. 0-filling and 1-filling reduce both shift power and capture power. That’s because there will be many 0 bits in test response if AND gate is in majority in the circuit, while there will be many 1 bits if OR gate is in majority.

In the test, shift filling should be executed twice. The first time is before capture filling for 0-compatible and 1-compatible blocks and the second time is after capture filling. Some don’t care blocks may turn to 0-compatible blocks and 1-compatible blocks during the capture filling process. Hence, it is necessary to perform shift filling once more for a further shift power reduction. Namely, the secondary shift filling fills blocks which are don’t care blocks before capture filling however are filled and become compatible block during capture filling. Table 1 illustrates why shift filling should be performed twice. Assuming the length
of block is 8. $B_3$ is a don’t care block at the beginning thus isn’t filled during the first-time shift filling. Nevertheless it turns to a 0-compatible block during the capture filling, performing its shift filling for a second time can reduce shift power.

Our method fills $X$ bits in the test cube with specified bits in the corresponding position in the corresponding test response to reduce capture power. First of all, we run fault simulation with the test cube to get the test response. If a bit $r_i$ in the test response is specified bit ($r_i$ is the $i$-th bit in the test response, $r_i \in \{0, 1\}$) and the corresponding $i$-th bit in the test cube is $X$ bit, then we fill the X bit with $r_i$. Specified bits in the test response only relate to specified bits in the test cube rather than unspecified bits. The deterministic test cube has a few specified bits as a result there will be a few specified bits in the test response. So capture filling won’t cause sharp increase of specified bits in the test cube.

3.3 The CBC Oriented to Reseeding

During capture filling, the inclusion relation among $X$ bits in a test cube may cause the failure of seed encoding of the test cube. What’s more, the compression ratio is relevant to the amount of specified bits in the test set. Thus it is necessary to encode the test cube using the proposed CBC to reduce specified bits.

The CBC first divides test cubes into data blocks of the same length which is calculated according to theorems and corollaries in Sect. 3.4, and then encodes these blocks to form its shift filling for a second time can reduce shift power. Thus the proposed method in this paper is able to lessen the observed shift power.

| Block   | $B_1$ | $B_2$ | $B_3$ | $B_4$ |
|---------|-------|-------|-------|-------|
| Test response | XXXXXXX | XIXXXXX | XXXXXXXX | XXXXXXXX |
| Original test cube | 0XXXXX0XX | XIXXXXX0 | XXXXXXXXX | XXXXXXXX |
| Shift filing(first time) | 00000000 | XIXXXXX0 | XXXXXXXXX | 11111111 |
| Capture filling | 00000000 | XIXXXXX0 | XXXXXXXX0XX | 11111111 |
| Shift filing(second time) | 00000000 | XIXXXXX0 | 00000000 | 11111111 |

Table 2 The CBC encoding table

| Type of Blocks | Block Flag | Data bits |
|----------------|------------|-----------|
| incompatible block | 1 | original block data |
| 0-compatible block | 00 | XXXXXXXX |
| 1-compatible block | 01 | XXXXXXXX |
| don’t care block | X | XXXXXXXX |

bits in turn. Supposing $B_{ij}'$ is got by encoding $B_{ij}$ using the CBC. Though there are four types of data blocks, only one bit is added to mark the types of blocks by extending block flag. That’s to say, $B_{ij}'$ comprises $l+1$ bits: one bit of block flag and $l$ bits of data bits. But if the block flag is 0, extend the block flag by putting the second bit of $B_{ij}'$ in the block flag. Namely, the first two bits of $B_{ij}'$ is the extending block flag and the remaining $l$-1 bits are data bits. That’s what we call extending block flag.

Supposing the length of block is $l$. If $B_{ij}$ is a incompatible block, the one-bit block flag of $B_{ij}$ is 1, new block $B_{ij}' = \langle 1, B_{ij} \rangle$. If $B_{ij}$ is a 0-compatible block, the two-bit block flag of $B_{ij}$ is 00 and the data bits are $l$-1 bits of $X$, new block $B_{ij}' = \langle 0, 0, X, \cdots, X \rangle$. If $B_{ij}$ is a 1-compatible block, the two-bits block flags of $B_{ij}$ are 01 and data bits are $l$-1 bits of $X$, new block $B_{ij}' = \langle 0, 1, X, \cdots, X \rangle$. If $B_{ij}$ is a don’t care block, then the block flag of $B_{ij}$ is $X$ and data bits are $l$ bits of $X$, $B_{ij}' = \langle X, X, \cdots, X \rangle$. The combination of all encoded blocks in order is the new test cube $C_i$, $C_i = C_i'^1 \cup C_i'^2 \cup \cdots \cup C_i'^{m[l]}$.

Table 2 is the CBC encoding table. The length of block $l$ in it is assumed to be 8.

Table 3 is an example of the CBC. Supposing thirty-two-bit test cube $C$ could be divided into four blocks $C = \langle B_1, B_2, B_3, B_4 \rangle$. Encode each block and add block flags for them. There are 19 specified bits in the original test cube, but only 12 specified bits in encoded test cube. It can be observed the proposed method in this paper is able to lessen specified bits and increase the successful probability of seed encoding. As for $B_1$ and $B_2$, decoding circuit generates all-0 and all-1 test pattern blocks according to their block flags and then feeds them into scan chains. These blocks have no transitions, and this is beneficial for reducing shift power.

3.4 Method of Calculating the Optimal Block Length

Partitioning the test cube suitably is the key to enhancing compression ratio. So we will analyze the relations among test data volume, the size of LFSR and data block length below.

Supposing the size of LFSR is $k$, and the test cube $C \in [0, 1, X]^m$ has $s$ specified bits, the probability that $C$ can be encoded into $k$-bit seed of the LFSR is $P_{seed}(k, s)$,
and \( P_{\text{no seed}}(k, s) = 1 - P_{\text{seed}}(k, s) \) is the probability that \( C \) can’t be encoded into \( k \)-bit seed of the LFSR. According to literature \([28]\), when \( 2^k - 1 \geq m \), namely the period of LFSR \( 2^k - 1 \) is greater than the length of the test cube \( m \), we consider establishing a set of linear equations as constructing a Markov chain \( (X_t)_{t \leq n} \) over the state set \( S = \{0, 1, \ldots, k\} \).

As shown in Fig. 3, the \( t \)-th equation is generated in \( t \)-th step. Assuming that the rank of the set with \( t \) equations is \( d \), when \( 1 \leq d \leq t \leq s \) and \( X_t = d \) there exists a unique solution to the set, while \( X_t = 0 \) means there exists no solution.

A Markov chain is determined by its initial distribution and the transition probabilities. Its initial distribution is as follows:

\[
\begin{align*}
\{ P(X_1 = 1) = 1, \\
\{ P(X_1 = d) = 0, \quad (d \neq 1). \\
\end{align*}
\]

Transition probabilities:

\[
\begin{align*}
P(X_{t+1} = d + 1 \mid X_t = d) &= \begin{cases} 
2^k - 2^d \\
\frac{2^k - 1}{2^k - 1 - d} \\
0, \text{ otherwise;}
\end{cases} \\
P(X_{t+1} = d \mid X_t = d) &= \begin{cases} 
0 \\
\frac{2^{d - 1} - 1}{2^{k - 1} - 1 - d} \\
0, \text{ otherwise;}
\end{cases} \\
P(X_{t+1} = 0 \mid X_t = d) &= P(X_{t+1} = d \mid X_t = d), (d > 0); \\
P(X_{t+1} = 0 \mid X_t = 0) &= 1.
\end{align*}
\]

Theorem 1 \([29]\): Hypothesizing \( C \in \{0, 1, X\}^m \) is a test pattern with \( s \) specified bits, and \( h(x) \) is a \( k \)-degree primitive polynomial. Let \( (X_t)_{t \leq n} \) be a Markov chain defined above, the possibility of encoding \( C \) successfully is given by:

\[
P_{\text{seed}}(k, s) = \sum_{d=1}^s P(X_s = d) = \sum_{d=\lceil \log_2(s+1) \rceil} P(X_i) = d \tag{3}
\]

\( P(X_s = d) \) is gotten by recursive computation, \( P(X_1 = d) = P(X_{t-1} = d), P(X_t = d), (t > 0) = P(X_{t-1} = d) \cdot P(X_t = d) \).

Corollary 1: Let \( T \in \{0, 1, X\}^m \) be a test set with \( n \) test vectors and \( h(x) \) a characteristic polynomial of degree \( k \). Then the probability that the original \( T \) can be encoded successfully into seed of LFSR of size \( k \) is given by:

\[
P_{\text{succ}} = \prod_{i=1}^n P_{\text{seed}}(k, s_i) \tag{4}
\]

Fig. 3 Structure of the Markov chain \( (X_t)_{t \leq n} \)

Where \( s_i \) is the number of specified bits in the \( i \)-th test vector.

Corollary 2: Let \( T \in \{0, 1, X\}^m \) be a test set with \( n \) test vectors. Then, among the sizes of all the LFSRs that can encode \( T \), the probability that the minimum size is \( k \) is given by:

\[
P_{\text{min deg}}(k) = P_{\text{set succ}}(k) \times P_{\text{set unsucc}}(i) \tag{5}
\]

Corollary 3: Let \( T \in \{0, 1, X\}^m \) be a test set with \( n \) test vectors, \( d_{\text{min}} \) the minimum of sizes of all the LFSRs that can encode \( T \). The expectation of \( d_{\text{min}} \) is given by:

\[
E(d_{\text{min}}) = \sum_{i=\lceil \log_2(m+1) \rceil}^{S_{\text{max}}+20} \frac{1}{i} \times P_{\text{min deg}}(i) \tag{6}
\]

According to \([30]\), the probability of unsuccessful seed encoding is less than \( 10^6 \) when the size of LFSR reaches to \( S_{\text{max}} + 20 \). Therefore, the upper limit of \( i \) is \( S_{\text{max}} + 20 \). Meanwhile, since the constraint of Theorem 1 holding is \( 2^k - 1 \geq m \), we take the value of \( \lceil \log_2(m+1) \rceil \) as the lower limit of \( i \). Mathematical expectation of the storage of seed is obtained by multiplying \( E(d_{\text{min}}) \) by the number of seed.

To determine the optimal block length, we first calculate \( E(d_{\text{min}}) \) under different given block lengths according to the above theorems and corollaries. Different block lengths lead to different \( E(d_{\text{min}}) \) and the length leads to the minimum \( E(d_{\text{min}}) \) is adopted.

Taking \( s13207 \) for example, divide the test set for

| Block   | Original Data | Block Type | Flag | Encoded   |
|---------|---------------|------------|------|-----------|
| \( B_1 \) | 0X00X0000     | 0-compatible block | 00   | 00XXXXXXX  |
| \( B_2 \) | X1X111111     | 1-compatible block | 01   | 01XXXXXXX  |
| \( B_3 \) | 0X1101000     | incompatible block | 1    | 10X110100  |
| \( B_4 \) | XXXXXXXX      | don’t care block   | X    | XXXXXXXXX  |
4. Hardware Implementation

Figure 5 is the hardware implementation of our scheme. There are two flip-flops (FFs) in front of each scan chain, F1 and F2 which are used to store the first and the second bit of block flag respectively. F1 and F2 are control signals of two multiplexers (MUXs) respectively. The value of F1 determines whether a block is compatible or incompatible, while the value of F2 decides whether a block is a 0-compatible or a 1-compatible block. LFSR decompresses seed into test pattern that contains block flags and data bits. Supposing the length of each block is \(l+1\) firstly, feed F1 and F2 with the first and the second bit of flag generated by LFSR. If F1=1, feed scan chain with \(l\) bits of data generated by LFSR, if F1=0 and F2=0, with \(l\) bits of 0, if F1=0 and F2=1, with \(l\) bits of 1. Though the test patterns which are shifted in by blocks contain block flags, test sequences loaded into scan chains are free from block flags and compatible with the deterministic test cubes generated by ATPG.

5. Experimental Results

To evaluate the proposed scheme, experiments were performed on six largest ISCAS’89 benchmark circuits for 100% fault coverage. We stitched scan flip-flops (SFFs) into scan chains according to their orders in the circuit file, then divide each scan chain into \(n\) sub chains of the same length without according to its original order. We adopted the hard fault set which set aimed at faults hard to detect by the pseudorandom test [31]. We used test cubes set which ATPG generated for hard faults remaining after 10000 times of pseudo-random test.

Taking for example s13207, Fig. 6 visually compares test patterns generated by the proposed scheme and traditional scheme based-on LFSR. In Fig. 6, black spots indicate 1 while white spots indicate 0. The vertical axis represents test patterns and the horizontal axis represents each bit in test patterns. For example, a black spot whose coordinates are \((i, j)\) indicates the \(i\)-th bit of the \(j\)-th test pattern is 1. Figure 6 (a) is the visual expression of the deterministic test set decoded by traditional LFSR. We can see that its switching activity rate is close to 50%, which indicates a high shift power. Figure 6 (b) is the visual expression of test set generated by the proposed method, where we can see lots of sequential identical bits (0 or 1) thus the transition ratio reduces observably during scan in.

Table 4 provides the circuit and test set information.
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out power is estimated by:

\[ WTM = \sum_{i=1}^{n} \sum_{j=1}^{m-1} (S_{i,j} \oplus S_{i,j+1}) \times j \]

where \( n \) is the number of scan chains, \( m \) is the number of scan cells in a scan chain and \( S_{i,j} \) represents the logic value of the \( j \)-th scan cell in the \( i \)-th scan chain. The notations \( \text{Avg} \) and \( \text{Peak} \) indicate the average and peak power. As can be seen, the average and peak power increase with the increase of threshold. The reason is that more X-bits are filled into specified bits for more capture power reduction, thus affects shift-in and shift-out power.

As shown in Table 6, to demonstrate the effectiveness of the proposed scheme in achieving high test data compression, we compare the compression ratio of the proposed scheme with that of 9C-RLHC [32], hybrid coding [31] and reseeding of dividing [33] (The follow-up experimental results are attained under the threshold of 15%). Hybrid coding and reseeding of dividing use the same test set with our scheme. In Table 6, \( S_{\text{max}} \) is the largest number of specified bits in any test cube. The eleventh sub-column is the length of block used in the proposed scheme which is calculated according to Sect. 3.4. The twelfth sub-column is the size of LFSR of the proposed scheme. The compression ratio computational equation is given by:

\[ \text{Compression Ratio} = \frac{(T_D - T_E)}{T_D} \times 100\% \]

where \( T_D \) is the size of the original test set, while \( T_E \) is the size after being compressed. Experiments show our scheme equals the reseeding of dividing method while achieves better compression ratio than 9C-RLHC and Hybrid coding.

Table 7 shows the shift-in power of the proposed scheme and the reseeding method based-on multipolynomial LFSR [27]. The reseeding based-on multipolynomial LFSR scheme encodes the deterministic test set into seeds directly and then extends the seeds into test patterns during scan-in. On average, the proposed scheme can reduce shift-in power effectively, average power and peak power by 79.5% and 52.0%, respectively. At the same time, our scheme meets safe threshold of capture power.

Table 8 shows the storage, compression ratio and the average power of the proposed scheme against Dual MP-LFSR reseeding [34], 9C-RLHC code [32] and low-power LFSR reseeding [35]. Experimental results show the proposed scheme precedes other scheme, except for the storage volume of s38417. Among these four scheme, 9C-RLHC coding reduces power to the greatest extent but it is not compatible with LFSR reseeding which is widely used by commercial tools, what’s more, it has a larger storage.

Above experimental results show the proposed scheme not only enhances encoding efficiency of LFSR reseeding but also reduces the storage and power consumption effectively.

6. Conclusions

LFSR reseeding-based schemes can reduce test data volume effectively but usually have high power consumption. Moreover, its encoding efficiency is not ideal and the size of LFSR is too big when there are too many specified bits in the test cube set. To solve these problems, this paper proposes a reseeding-oriented low-power test compression scheme, and then designs an overall frame. The proposed scheme performs X-filling and X-ize specified bits in turn to reduce the shift and capture power simultaneously. Experiments show the proposed scheme can reduce power consumption effectively with high compression ratio while keeping the capture power under the safe threshold.
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