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Abstract

Modern machine learning systems have been applied successfully to a variety of tasks in recent years but making such systems robust against adversarially chosen modifications of input instances seems to be a much harder problem. It is probably fair to say that no fully satisfying solution has been found up to date and it is not clear if the standard formulation even allows for a principled solution. Hence, rather than following the classical path of bounded perturbations, we consider a model similar to the quantum PAC-learning model introduced by Bshouty and Jackson [1995]. Our first key contribution shows that in this model we can reduce adversarial robustness to the conjunction of two classical learning theory problems, namely (Problem 1) the problem of finding generative models and (Problem 2) the problem of devising classifiers that are robust with respect to distributional shifts. Our second key contribution is that the considered framework does not rely on specific (and hence also somewhat arbitrary) threat models like $\ell_p$ bounded perturbations. Instead, our reduction guarantees that in order to solve the adversarial robustness problem in our model it suffices to consider a single distance notion, i.e. the Hellinger distance. From the technical perspective our protocols are heavily based on the recent advances on delegation of quantum computation, e.g. Mahadev [2018].

Although the considered model is quantum and therefore not immediately applicable to “real-world” situations, one might hope that in the future either one can find a way to embed “real-world” problems into a quantum framework or that classical algorithms can be found that are capable of mimicking their powerful quantum counterparts.

1 Introduction

Modern machine learning systems are known to be susceptible to small, adversarially-chosen perturbations of the inputs [Szegedy et al. 2014, Nguyen et al. 2015]. Even though a considerable number of papers has been published on this subject, and much progress has been made on understanding the underlying problem, it is probably fair to say that a satisfying solution has not been found yet. Indeed, at present it is not clear if the problem, as traditionally stated, is even tractable. We introduce a new model for adversarial robustness that crucially makes use of properties of quantum mechanics. For this model we give a protocol that provably guarantees robustness.
The standard approach to adversarial machine learning is to consider perturbation sets. These sets describe by how much the adversary is allowed to perturb the input according to our model. The most commonly considered such perturbation sets describe perturbations that are bounded in $\ell_p$ norms [Raghunathan et al., 2018, Wong and Kolter, 2018], but other perturbations (rotations, shifts, etc.) were also considered [Engstrom et al., 2019]. To date there is a considerable literature on this approach.

Whether those assumed bounds capture real-world scenarios is of course up for debate. E.g., it has been shown that defending models against one perturbation set does not necessarily improve the robustness against other perturbations and that there exist a trade-off between robustness for different perturbations [Tramer and Boneh, 2019].

Perhaps more importantly, it has been shown that it might be impossible to find robust classifiers, even in the restrictive model of $\ell_p$ bounded perturbations. For instance there exist tasks for which it is easy to find high-accuracy classifiers but finding robust models is infeasible. E.g., in Bubeck et al. [2019] the authors describe a situation where it is information-theoretically easy to learn robustly but there is no algorithm in the statistical query model that computes a robust classifier. In Bubeck et al. [2018] an even stronger result is proven. It is shown that under a standard cryptographic assumption there exist learning tasks for which no algorithm can efficiently learn a robust classifier. Finally, in Tsipras et al. [2019] it was shown that there might be an inherent tension between robust and accurate classifiers. All these negative results were considered in the white-box model. The situation looks more hopeful when one considers the black-box model. For instance, in Gluch and Urbanke [2020] it is shown that it still might be possible to construct robust classifiers in the black-box model despite the previous negative results. Unfortunately this result heavily relies on the fact that the perturbation set is fixed.

Some of the literature tries to escape the assumption of $\ell_p$ bounded perturbations or fixed perturbation sets altogether. E.g., in Montasser et al. [2021] it is shown how to defend against adversaries that are allowed to use perturbations from a set that is not known to the defender. Unfortunately, there are cases where the defense requires exponentially (in the VC-dimension) many samples. Another approach was considered in Goldwasser et al. [2020]. The authors show how to get rid of the limitations on perturbations completely. This, naturally, comes at a price: e.g., the results in Goldwasser et al. [2020] are based on the assumption that the learner can decide not to give an answer for some inputs (selective learning [Chu, 1965]) and that they see the test set upfront (transductive learning), thus the capabilities of the learner are enhanced. A recent work by Gluch and Urbanke [2021] proposes another approach for removing restrictions on perturbation sets. In this paper it is shown that an effective adversary can be used to design a faster learning algorithm. If one assumes that the learning problem is hard, this approach leads to a defense. The limitation of this approach is that the adversary is required to generate adversarial examples at random.

From the discussion above it seems that improving the state of the art of robustness for $\ell_p$ bounded perturbations might not guarantee a satisfying solution to the adversarial robustness puzzle in the long run. Instead, an exploration of new models is likely needed for a principled resolution of the problem. This is the path we follow in this work. We propose a new model and then show how to design a provable defense for it.

The model we propose crucially uses properties of quantum mechanics. Instead of the standard samples $x \sim D$ we assume that the adversary has access to the quantum states $\sum_{x \in \{0,1\}^n} \sqrt{D(x)} \ket{x} \sim$ similar to the quantum PAC-learning model by Bshouty and Jackson [1995]. This model gives the adversary more power so, intuitively, he can trick us in more ways but is also able to execute more complicated strategies. A priori it is not clear how the two models relate. We will show that the quantum model allows to certify more properties than the classical counterpart.

It might be helpful to recall the following analogous transition. A class of languages that can be decided by a classical verifier interacting with multiple all-powerful quantum provers sharing entanglement, i.e. MIP$^*$ and of languages that can be decided by a classical verifier interacting with multiple all-powerful classical provers, i.e. MIP. A classical result from the 90s [Babai et al., 1990] shows that MIP = NEXP. But for a very long time it was not known if MIP $\subseteq$ MIP$^*$. This might sounds surprising given that now we know that MIP$^* = \text{RE}$. The reason the containment MIP $\subseteq$ MIP$^*$ was not obvious is similar to the situation in our adversarial robustness setup. Intuitively when we allow for entanglement between provers we let honest provers to convince us of more complicated statements but dishonest provers would have more ways of deceiving the verifier.
We borrow heavily from a series of results closely related to, the now famous, MIP∗ = RE paper [Ji et al., 2020], more precisely the works on the delegation of quantum computation [Mahadev, 2018]. These techniques allow us to put a “leash on provers with quantum capabilities”. Using ideas from these papers, we are able to design a protocol between a classical verifier and a quantum prover that guarantees that the samples collected by the verifier at the end of interaction are i.i.d. from a distribution close to D. Our main theorem provides a reduction from the problem of adversarial robustness to learning generative models and finding a classifier resistant to distributional shifts. This reduces the problem of adversarial examples to more well known problems in the machine learning field and potentially opens a way for a solution.

2 Preliminaries

We assume that the reader is familiar with basic notions of quantum information. For an in depth introduction we recommend [Nielsen and Chuang, 2011].

For k ∈ ℤ we denote by [k] the set {1, ..., k} and by D(n) the family of distributions on n-bit strings. For P, Q ∈ D(n) we denote their Hellinger distance by d_H(P, Q) := \sqrt{\frac{1}{2} \sum_{x \in \{0,1\}^n} (\sqrt{P(x)} - \sqrt{Q(x)})^2} = \frac{1}{\sqrt{2}} \| P - Q \|_2. A direct calculation yields the useful identity 1 - d_H^2(P, Q) = \sum_{x \in \{0,1\}^n} \sqrt{P(x)Q(x)}. We denote the total variation distance of P, Q as \Delta(P, Q) = \frac{1}{2} \| P - Q \|_1. The two similarity measures satisfy
d_H^2(P, Q) \leq \Delta(P, Q) \leq \sqrt{2}d_H(P, Q).

For D ∈ D(n) we define 0(D) as an oracle that gives access to states |ψ_D⟩ := \sum_{x \in \{0,1\}^n} \sqrt{D(x)}|x⟩, where by some abuse of notation we write |x⟩ (for x ∈ \{0,1\}^n) to denote |x_1⟩ |x_2⟩ ... |x_n⟩. In our protocols we will be interested in an interaction between V (Verifier) and P (Prover). We will write P^{0(D)} to denote that P has access to 0(D). For a quantum circuit C acting on n-qubits via the unitary transform U_C, we define D_C ∈ D(n) as the distribution arising from measuring all n qubits of U_C(|0⟩^\otimes n) in the computational (which we will also denote as Z) basis. We will sometimes abuse the notation and write C |ψ⟩ to mean U_C |ψ⟩. For |ψ⟩ ∈ (\mathbb{C}^2)^\otimes n we say that D ∈ D(n) defined as D(x) := |⟨x|ψ⟩|^2 for every x ∈ \{0,1\}^n is the distribution associated with |ψ⟩.

Lastly we note that, often, for the sake of convenience, we drop the identity operators tensored to projection operators. For instance, instead of I ⊗ |1⟩⟨1| I we often write |1⟩⟨1|. Hence, the reader should keep in mind that there are often I matrices tensored to the projection in order to make the dimensions match.

We will use the following version of the Chernoff bound often.

**Fact 1** (Chernoff-Hoeffding). Let X_1, ..., X_k be independent Bernoulli variables with parameter p. Then for every 0 < \epsilon < 1
\[ Pr \left[ \left| \frac{1}{k} \sum_{i=1}^{k} X_i - p \right| > \epsilon \right] \leq 2e^{-\frac{2\epsilon^2}{\epsilon}}.

3 Overview

In this section we give an overview of the main ideas. We first explain the model of adversarial robustness we consider and then present a protocol that guarantees provable robustness in this model.

The standard (“test time”) adversarial robustness problem is defined as follows. There is a true distribution over examples D on an input space X and a ground truth function g : X → {-1, +1}. During the training phase the learning algorithm generates a classifier f = f(S) : X → {-1, +1}, given a sample set S ∼ i.i.d. D^m. At test time the following process is repeated. A sample x ∼ D is generated and, before it is passed to f for classification, an adversary A changes x to produce an adversarial sample x' = A(x, f). In the standard setting the adversary can add to x a perturbation from a predefined “perturbation set”. As we discussed in the introduction, there is no consensus on what perturbation sets appropriately capture real-world threat situations. We circumvent this problem and instead ask the following question
Is it possible to design an interactive protocol in which $A$ certifies to the learner that $x' \sim D$?

In other words, can we design a procedure in which the adversary convinces the learner that the samples that are sent by $A$ for classification come from the proper distribution?

If such a protocol existed it would guarantee that the probability of misclassification in the presence of the adversary were equal to the standard risk, i.e.,

$$\Pr_{x \sim D, x' = A(x, f)}[f(x') \neq g(x')] = \Pr_{x \sim D}[f(x) \neq g(x)].$$

Compare this to the present situation where the adversarial risk can be exponentially larger than the standard risk!

Does such protocol solve all problems associated to the adversarial setting? Not quite! For instance, it does not guarantee any connection between $x$ and $x'$. Imagine for instance a self-driving car setting. A camera takes a picture $x \sim D$ of a road. Assume that $x$ represents a road that curves to the right. Next, the adversary $A$, who gained access to the sensor, discards $x$ and generates a completely independent $x' \sim D$. The image $x'$ might depict a road that curves to the left. Even if $x'$ is later on classified correctly by $f$ (as a road curving to the left) the path chosen by the car is incorrect! In such a setting $A$ acts as an artificial simulator of the real world. There is no way for the learner to distinguish these two cases as in both the samples come from the same distribution. Depending on the context, it might therefore be necessary to add further safeguards to ensure that the samples are connected to “reality.” Despite this caveat it seems that designing a protocol that certifies $x' \sim D$ would be a valuable step in providing a principled solution to the adversarial robustness problem.

Is such a protocol possible even in principle? Imagine that $D = U\{\{0, 1\}^n\}$, i.e., $D$ is a uniform distribution over $n$-bit strings, and that this fact is known to both parties (in the general case neither party knows $D$). In this case $A$ should be sending uniformly random strings to the learner. But assume that $A$ instead prepares a string $s$ of his choosing, for instance $s = 1^n$, and tries to convince the learner that $s \sim D$. There seems to be no way for the learner to distinguish between an honest and a cheating $A$ as all strings in $\{0, 1\}^n$ have the same probability. If the interaction is repeated the learner can collect statistics over the runs of the interaction to try to distinguish truly random samples from malicious ones. However, usually the number of rounds of interaction is poly$(n)$ while the size of the input space is $2^n$. Thus only an $2^{-\Omega(n)}$ fraction of the input space is explored during the interaction while $f$ usually misclassifies a constant fraction of the distribution. It hence appears that distinguishing random strings from samples that are maliciously chosen to be misclassified by $f$ is inherently hard.

The crux of the problem seems to be the following question. How can $A$ convince the learner that he used true randomness when generating $s$? This is the place where quantum capabilities become useful as it is possible to answer this question in the affirmative using quantum resources! Quantum information theory tools that will help us solve this problem go back to the ideas in [Einstein et al. 1935]. The implications of these ideas, phrased in modern language, are that there exist games which in order to win require the use of quantum strategies. Quantum strategies in turn imply the use of true randomness. This is the connection to our problem.

The question of provably generating random samples from a known distribution has strong connections to a well-studied topic, namely certified randomness. In this problem a classical party, call it $V$ as in verifier, interacts with a quantum device (or devices), call it $P$ as in prover. At the end of the interaction $V$ should generate a string of bits that are certifiably random. This interaction should be device-independent, which means that even if $P$ tried to cheat in the interaction the protocol still is guaranteed to return random bits conditioned that $V$ accepted the interaction. This problem was studied in a variety of models. In some models it is assumed that there are several provers that share entanglement but are forbidden to communicate [Colbeck 2009, Reichardt et al. 2013, Tomamichel 2015]. In others there is only one prover but it has limited computational
power [Brakerski et al., 2021]. The key in most of these constructions is to design the protocol in such a way that the provers can only win if they use anticommutative measurements. Then the laws of quantum mechanics guarantee that the outcomes of these measurements contain true randomness.

How does the problem of certifiable randomness relate to our goal of a protocol for adversarial robustness? Recall the running example where \( D = U(\{0, 1\}^n) \). Roughly speaking, a protocol for certifiable randomness between \( V \) and \( P \) guarantees that \( P \) sends strings of random bits to \( V \). Our goal however requires us to generalize the protocol to cover all distributions and not only \( D = U(\{0, 1\}^n) \). Further, as we briefly discussed earlier, neither the adversary nor the learner know \( D \). We can therefore not simply take a black box approach but we need to start from the beginning and define the model of interaction more carefully. To follow conventions in the quantum literature, from now on we will use the term verifier \( V \) instead of adversary \( A \) and instead of referring to a learner we will use the term prover \( P \).

**Model.** As we discussed before, in the standard setup \( P \) receives a sample \( x \sim D \), which we think was generated by nature, perturbs the sample \( x' = P(x, f) \) and sends \( x' \) to the verifier \( V \). We refer the reader to Figure 1 for a visual representation of the process. We focus on the interaction during test time. We assume that \( V \), instead of receiving a sample \( x \sim D \), receives a quantum state \( |\psi_D\rangle = \sum_{x \in \{0, 1\}^n} \sqrt{D(x)} |x\rangle \), where we assumed that \( X = \{0, 1\}^n \). This model is closely related to the model that is considered in the quantum PAC-learning literature [Bshouty and Jackson, 1995] where quantum samples are states of the form \( \sum_{x \in \{0, 1\}^n} \sqrt{D(x)} |x, g(x)\rangle \). Here, \( g \) is the ground truth. Our results likely carry over to this quantum PAC-model, but as always, the details need to be verified.

Upon receiving \( |\psi_D\rangle \) the adversary/prover \( P \) performs an arbitrary computation (quantum or classical) and starts an interaction with the learner/verifier \( V \). We will consider different models depending on what type of messages can be exchanged in the protocol and what power \( V \) has. Ultimately, we will aim for a model where \( V \) is fully classical and the messages exchanged are classical also. However, for pedagogical reasons our presentation will proceed in three steps, where in each step we will refine the model of the verifier \( V \). In the first step the verifier will be quantum and the messages will be allowed to contain quantum states also. In the second step, \( V \) will have access to only a constant size quantum computer but the messages will still be allowed to be quantum. Finally, in the third step \( V \) and all messages will be classical. As we will see, the scenarios are increasingly more complex and each builds on the previous one. This progression is also consistent with the progression of models in the research literature on certified randomness and delegation of quantum computation - fields which we heavily borrow from.

**Protocol.** Observe that if you measure \( |\psi_D\rangle = \sum_{x \in \{0, 1\}^n} \sqrt{D(x)} |x\rangle \) in the computational basis then the outcome of the measurement is distributed according to \( D \). Hence, if we can design a protocol that forces \( P \) to measure \( |\psi_D\rangle \) in the \( Z \) basis and send the result to \( V \) then this will fulfill our goal.

In particular, we want the protocol to satisfy two properties: completeness and soundness. The completeness property guarantees that if \( P \) acts honestly then the interaction will be accepted by \( V \) with high probability and the outcome of the protocol will be “equivalent” to \( P \) measuring \( |\psi_D\rangle \) in the \( Z \) basis and sending the results to \( V \). The soundness property guarantees that “the only” way to succeed in the protocol is to obtain a state \( |\psi_D\rangle \), measure it in the computational basis, and send the result to \( V \).

We will now sketch our protocols and their guarantees in the three models.

**Quantum Verifier.** The key component of all our protocols is a quantum circuit \( G \), acting on three registers: out (1 qubit), adv (\( n \) qubits) and aux (\( n \) qubits), depicted in Figure 2. \( G \) is parametrized by a quantum circuit \( C \) with the associated distribution \( D_C \). Recall that the result of applying \( U_C \) to \( \ket{0}^{\otimes n} \) is the state \( |\psi_D_C\rangle \). The circuit is designed so that it measures the similarity between \( D_A \) and \( D_C \), where \( D_A \) is the distribution corresponding to the state \( |\psi_D_A\rangle \). More precisely, the closer \( D_A \) and \( D_C \) are in terms of the Hellinger distance the higher the probability that \( G \) outputs 1 in the out register.
The reason the above holds is because we can set the threshold in the protocol over which we would have results. For soundness of the protocol note the following facts: i) we can summarize this guarantee by the following, informal theorem.

Let us now consider the properties of this protocol. Completeness of the protocol is straightforward. An honest \( P \) can forward the state \( |\psi_D\rangle \) he receives to \( V \) (see Figure 1 for the visualization of the model). For soundness of the protocol note the following facts: i) \( \gamma_{\text{avg}} \) is a good approximation for the probability that \( G \) outputs 1 on \( |\psi_D\rangle \), ii) this probability is monotonically related to \( d_H(D^A, D_C) \) by the properties of \( G \), iii) the samples \( \{x_i : b_i \in \{0, 1\}\} \) are i.i.d. from \( D^A \), iv) we assumed that \( d_H(D, D_C) \) is small. Moreover we assume that \( d_H(D, D_C) \approx \eta \) and that \( \eta \) is known to \( V \). Combining these facts we arrive at the following conclusion. If \( V \) accepts the interaction then the samples it returns are i.i.d. from a distribution \( D^A \) such that

\[
d_H(D^A, D) < O(d_H(D_C, D)).
\]

The reason the above holds is because we can set the threshold in the protocol over which \( V \) accepts \( \gamma_{\text{avg}} \) to be such that the interaction is accepted when \( d_H(D^A, D_C) \lesssim \eta \). Then using a triangle-like inequality we arrive at Equation 1. We can summarize this guarantee by the following, informal theorem.

**Theorem 1 (Informal).** For every circuit \( C \) there exists a protocol between a verifier \( V \) and a prover \( P \) such that for every \( D \in \mathcal{D}(n) \) the protocol guarantees that, conditioned on \( V \) accepting the interaction, the samples returned by \( V \) are i.i.d. from a distribution \( D^A \in \mathcal{D}(n) \) such that

\[
d_H(D^A, D) < O(d_H(D_C, D)).
\]

We can rephrase this result by saying

**Adversarial robustness in the quantum world is no harder than learning generative models + robust wrt distributional shifts.**

Let us explain this rephrasing in more detail. Imagine that we were able to learn a generative model \( C \) that captures the true distribution well, i.e., \( d_H(D_C, D) = \eta \ll 1 \). Imagine further that we were also able to learn a classifier that is robust with respect to small changes in the distribution (i.e., it is robust to distributional shifts). This means that for all \( D^A \in \mathcal{D}(n) \) such that \( d_H(D^A, D) \leq O(\eta) \) we would have \( R_{D^A}(f) \approx R_D(f) \) (where \( R \) denotes the standard risk). Then using the protocol guaranteed by Theorem 1 we would solve the adversarial robustness problem in our quantum model.

Is it realistic to assume that we can find a generative model such that \( d_H(D_C, D) \ll 1 \) and a classifier robust wrt distributional shifts?\footnote{\( V \) and \( P \) could have some previous knowledge of \( D \) before learning starts but it would not affect our results.}

First we address the assumption about learning generative models. Up until now we focused on the learning/inference pipeline during test time. The circuit \( C \) however, might, and usually will, depend on the learning phase. As we discussed before, neither \( P \) nor \( V \) know \( D \) at the beginning of the learning process. We assume however that throughout the learning phase \( V \) “learns” an ap-
proximation to $D$. More precisely, as is standard for classical machine learning, during the learning phase $V$ receives classical samples from $D$ and based on them computes a description of a circuit $C$ (that might be a classical\footnote{A classical circuit that generates samples from a distribution uses external randomness. We can realize such a circuit by a quantum circuit by appending it with an ancilla bit initialized to $|+\rangle$ for every bit of randomness used.} or a quantum circuit) such that $d_H(D, D_C) \ll 1$. We note that we could have also considered a model where $V$ receives quantum samples \( \left( \sum_{x \in \{0,1\}^n} \sqrt{D(x)} |x\rangle \right) \) during learning. Since in this paper we are interested mostly in the test phase, we will not focus on this distinction further. Let us emphasize that the assumption about finding good generative models is natural in many situations. E.g., generative neural networks give rise to circuits with associated distributions that approximate the true distribution\footnote{For the case of generative neural networks it is enough to represent a neural network as a circuit, which is possible as one can implement basic arithmetic operations with a standard set of gates.}

The task of learning generative models is of course different from the standard supervised learning task, where the goal is to learn a good predictor from labeled samples. In general these two tasks are not comparable. It is reasonable to assume that in some settings learning a generative model is harder (in terms of sample complexity) than learning a predictor. This means that, as per Theorem\footnote{Our aim is to prove a similar result to Theorem\ref{thm:main} in the case where the verifier is fully classical. As a first step towards this goal we describe a protocol for a model where $V$ has access to a constant-size quantum computer. In the final step we then generalize the result to a model where $V$ is classical.} more samples are needed to run our protocol than to run the standard supervised learning. But some increase in the sample complexity might be unavoidable as learning in the presence of an adversary is a harder problem than the standard supervised learning.

What about the assumption that we are able to learn a classifier that is robust wrt to distributional shifts? At first glance this looks similar to the original adversarial robustness problem, namely constructing classifiers that are robust to a given perturbation set, but now the perturbation set is replaced by a constraint on the Hellinger distance between the original and the resulting distribution. Have we made progress with our protocol? We claim that yes! Recall the standard setup where the perturbations of the adversary $A$ are bounded in the $\ell_2$ norm by $\epsilon$. Moreover assume that we have a classifier $f : \mathcal{X} \rightarrow \mathcal{Y}$ with an error set $E$ and a standard risk $R_D(f) = \mathbb{P}_{x \sim D}[x \in E] \ll 1$. In general $\mathbb{P}_{x \sim D}[x \in E] \ll \mathbb{P}_{x \sim D}[x \in E + B_\epsilon]$, where $B_\epsilon$ denotes the $\ell_2$ ball of radius $\epsilon$ and $+$ denotes the Minkowski sum. In fact, the right-hand side can be of order 1. We can look at the actions of $A$ as generating a distribution $D'$. More specifically, let $p : \mathcal{X} \rightarrow \mathcal{X}$ be the perturbation function that $A$ applies, e.g. $p(E + B_\epsilon) \subseteq E$. We define $D'$ as the result of the following process (i) $x \sim D$ (ii) $x' = p(x)$. In that language we can rephrase the adversarial robustness problem (under $\ell_2$ perturbations) as finding classifiers resistant to distributional shifts of this form. But observe that $d_H(D, D')$ is high in this case as a considerable amount of mass (at least $\mathbb{P}_{x \sim D}[x \in E + B_\epsilon] - \mathbb{P}_{x \sim D}[x \in E]$) was moved. This shows that the class of distributions being close to $D$ in the Hellinger distance is smaller than those considered in the standard adversarial robustness setups. This makes the task of learning a classifier robust to distributional shifts (under the Hellinger distance) easier. We note that the robustness to distributional shifts assumption is also natural in some situations. There is a considerable literature about finding such classifiers, see for instance Quionero-Candela et al.\cite{2009}, Taori et al.\cite{2020}, Recht et al.\cite{2019} or the PhD thesis of Martin Arjovsky for a survey [Arjovski\textsc{\v{s}}],\cite{2021}.

The first key contribution of our result is that it reduces adversarial robustness to two well-studied problems in the field of machine learning, namely the problem of finding generative models and the problem of devising classifiers that are robust wrt distributional shifts. Of course, these two problems might be harder than the standard supervised learning setup. But reductions of this sort embed the problem of adversarial robustness firmly into the learning theory framework. The second key contribution is that in our framework does not rely on specific (and hence also somewhat arbitrary) threat models like bounded perturbations. Instead we identify a single distance notion (the Hellinger distance) that suffices to consider to solve the adversarial robustness problem in our model.

This protocol might not be fully satisfactory as we require the verifier to have quantum capabilities. Our aim is to prove a similar result to Theorem\ref{thm:main} in the case where the verifier is fully classical. As a first step towards this goal we describe a protocol for a model where $V$ has access to a constant-size quantum computer. In the final step we then generalize the result to a model where $V$ is classical.

\textbf{Constant Memory Quantum Verifier.} In this model the messages in the protocol can still be quantum. (But we will see that in our protocol only $P$ will send quantum states and $V$ will send only
classical messages.) But $V$ now only has access to a constant-size quantum computer and can store only a constant number of qubits at each point in time $V$. The only operation that will be required from $V$ is measuring the qubits sent by $P$ in either the $Z$ or the $X$ basis. Protocols of this form are called receive-and-measure protocols and were already previously considered in the literature, see e.g. [Fitzsimons et al., 2018].

Our goal is to emulate the protocol that we designed in the previous step in this more restrictive constant-quantum memory model. The idea is the following. We let $P$ choose an $n$-qubit state $|\psi_{\text{P}}\rangle$ and then force her to create a state $|\phi\rangle$ that depends on $|\psi_{\text{P}}\rangle$ and to send this state to $V$. The state $|\phi\rangle$ should satisfy the following properties. When $V$ measures $|\phi\rangle$ in the $Z$ basis then (i) with probability $\Omega(1/T)$ the distribution of outcomes of measuring one of the qubits is close to the distribution of measuring the output qubit of $G(0) |\psi_{\text{P}}\rangle |0^{\otimes n}\rangle$ in the $Z$ basis (ii) with probability $\Omega(1/T)$ $V$ can obtain $x' \sim D_{\text{adv}}$. These two operations emulate the steps $V$ performed in the previous protocol for $b = 0$ and $b = 1$, respectively. Note that the operations succeed only with probability $\Omega(1/T)$ but this suffice for our purpose. The main question is how to force $P$ to create $|\phi\rangle$ with these properties?

To solve this problem we use the well-known circuit-to-Hamiltonian reduction introduced in [Kitaev et al., 2002]. This reduction was originally used to show that a local Hamiltonian problem is QMA-complete. Later on it was a crucial component in the delegation of quantum computation in the constant quantum memory model [Fitzsimons et al., 2018] and in the delegation of quantum computation with a classical verifer in [Mahadev, 2018]. The properties that we require from the reduction are stronger than the ones usually needed. Due to these stringent constraints we cannot use the reduction in a black-box form but need to analyze it in detail.

What is the purpose of this reduction in our context? The circuit-to-Hamiltonian reduction allows to reduce the computation of a quantum circuit $G$ to estimating an energy of a state $|\phi\rangle$ with respect to a local Hamiltonian $H_G$. In particular, it allows us to build a protocol that forces $P$ to prepare a so-called history state $|\phi\rangle$ of $G$. Assume that $P$ chooses to evaluate $G$ on a state $|\psi_{\text{P}}\rangle$. Assume further that the circuit $C$ has $T$ gates and denote $T + n + 3$ by $T'$. Then denote by $|\xi_0\rangle$, $|\xi_1\rangle$, ..., $|\xi_{T+n+3}\rangle$ the $(2n + 1)$-qubit states, where $|\xi_i\rangle$ is the state after $G$ is computed for $i$ steps on $|\psi_{\text{P}}\rangle$. We refer the reader to Figure 3 where the $\xi_i$’s are depicted as time slices in $G$. With this notation the history state is defined as:

$$|\phi\rangle := \frac{1}{\sqrt{T' + 1}} \left( |0\rangle_{\text{clock}} |\xi_0\rangle_{\text{comp}} + |1\rangle_{\text{clock}} |\xi_1\rangle_{\text{comp}} + |2\rangle_{\text{clock}} |\xi_2\rangle_{\text{comp}} + \cdots + |T'\rangle_{\text{clock}} |\xi_{T'}\rangle_{\text{comp}} \right).$$

Hence, $|\phi\rangle$ represents a history of the evaluation of $G$. It is a superposition of states of the circuit after applying $0, 1, 2, \ldots, T'$ gates of the circuit tensored with a state representing a clock. We denote by comp the concatenation of the three registers out, adv, aux. For instance $|\xi_0\rangle_{\text{comp}} = |0\rangle_{\text{out}} |\psi_{\text{P}}\rangle_{\text{adv}} |0^{\otimes n}\rangle_{\text{aux}}$.

By sending the state to $V$ we mean sending the state one qubit at a time. Whenever a qubit arrives to $V$ he has a choice whether to keep it or discard it. At all times the number of qubits $V$ stores cannot exceed the constant predefined number.

Note that $x' \in \{0, 1\}^n$ but $V$ has only a constant quantum memory. But it is possible to realize a protocol with these properties. Imagine that while the qubits come to $V$ one by one he measures a qubit, records the result and discards the qubit making room for the next ones. In total he collects many measurement outcomes out of which he can create $x'$.
Assume for now that $P$ sends $|\phi\rangle$ to $V$. We will show that with such a state it is possible to realize the two properties we were hoping for. $V$ measures $|\eta\rangle$ in the $Z$ basis and depending on the outcome of measuring the clock register performs further actions.

If the outcome of measuring the clock register is equal to $T'$, which by definition of $|\phi\rangle$ happens with probability $\frac{1}{1+1}$, then the distribution of measuring the out register is exactly equal to the desired distribution. This is because $|\xi_{T'}\rangle_{\text{comp}}$ represents the last slice of the computation of $G$ (see Figure 5).

If the outcome of measuring the clock register is equal to 0 then the distribution of measuring the adv register is exactly equal to $D^A$. This is because $|\xi_0\rangle_{\text{comp}} = |0\rangle |\psi_D^A\rangle |0^{\otimes n}\rangle$ represents the first slice of the computation of $G$ (see Figure 5). Note that in the final protocol we also check if the outcomes of measuring the out and aux registers are all 0. This is done for technical reasons to simplify the proof of soundness.

We realized the two properties we were looking for. Now we can emulate the protocol described in the first step (Quantum Verifier). Thus we will obtain a result similar to Theorem 1 also in this setting. Note that in each of the cases we were succeeding only with probability $\approx 1/T'$. This will influence the guarantee of Theorem 1 in this model. In particular, this will imply that we will recover 1 sample from $D$ for every $T'$ states $|\psi_D\rangle$ provided to an honest $P$.

In Section 4.2 we will explain in more detail what it formally means that we can force $P$ to produce the history state. In short, the circuit-to-Hamiltonian reduction allows $V$ to perform local (which means involving only few qubits) checks on the state obtained from $P$ to check that it is in fact a history state. These local checks and the whole reduction has a flavor similar to the famous Cook-Levin proof that shows that 3-SAT is NP-complete.

**Classical Verifier.** In the last model we consider $V$ that is classical and all exchanged messages are also classical. To make our protocol work we need to impose a computational restriction on $P$, namely we assume that $P$ is in QPT-Quantum Polynomial Time.

The goal now is to adopt the protocol from the previous step to this model. The protocol can be understood as forcing $P$ to construct a history state by performing checks (measurements in the $X$ or the $Z$ basis) that involve only constant number of qubits. In the model where the communication is only classical we need to somehow force $P$ to perform the measurements chosen by $V$ and report the result of these measurements back to $V$.

To achieve this we use an idea that was a crucial component in the delegation of quantum computation with a classical verifier in Mahadev [2018]. A similar idea was used previously in Brakerski et al. [2021] to generate certified randomness with a classical verifier. On a high level, we design a protocol that forces $P$ to commit to an $n$-qubit state $|\phi\rangle$, then receive instructions for measurements from $V$, measure $|\phi\rangle$ accordingly and report the results back to $V$. This procedure relies on the concept of claw-free functions, which can be understood as a post quantum cryptography scheme that allows $V$ to control the computation performed by $P$.

We will not go into more detail in this overview and we refer the reader to Section 4.3 for a comprehensive treatment. We summarize the overview by saying that also in this model we arrive at a result similar to Theorem 1. This means that if we assume that we are able to learn generative models close to the true distribution in the Hellinger distance and our classifiers are resistant to small distributional shifts in the same distance measure then adversarial robustness is solved in a model where a classical $V$ interacts with a quantum $P$ who receives quantum samples from nature.

**Discussion.** For the most part of the paper we assume that $P$ acts in an i.i.d. fashion. For the fully-quantum verifier we give a proof also for general setting where we drop the i.i.d. assumption. To keep the exposition manageable we do not provide general proofs for the other two models.

How can we check the success probability of the prover? Assuming that the prover behaves in an i.i.d. fashion, it suffices to run the protocol $(2/\epsilon) \log(1/\delta)$ times. If the fraction of successes is bigger than $1 - \epsilon/2$ then we know with confidence $1 - \delta$ that the success probability is at least $1 - \epsilon$. 
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4 Adversarial Robustness Protocols

We are now ready to define our protocols formally and analyze their correctness. We start with a protocol in a model where $V$ has access to a quantum computer, then move on to a model where $V$ only has a constant memory quantum computer, and we conclude with a model where $V$ is fully classical. Each of these models is presented in its own section.

### 4.1 Quantum Verifier

As we described in Section 3 all protocols will be based on the Comparison Circuit defined in Figure 2. We note that a circuit of this form, i.e., a circuit where we first apply the H gate to a control qubit, then apply a circuit conditioned on that qubit, and finally apply H to the qubit again, is a key component of many quantum algorithms [Macchiavello et al., 1997]. It can be viewed as a low-precision form of the eigenvalue estimation procedure associated with Shor’s algorithms for factoring and computing discrete logarithms.

Recall that the high-level idea for the protocol, in the model where $V$ has access to a quantum computer, is as follows. $V$ receives $|\psi_{DA}\rangle$ from $P$, $V$ flips a coin and depending on the outcome either measures $|\psi_{DA}\rangle$ in the Z basis, to generate a sample, or evaluates $G$ on $|\psi_{DA}\rangle$ to estimate $d_H(D_A,D_C)$. If the estimate for the distance is sufficiently small, $V$ accepts the interaction and returns the collected samples. The protocol is defined in Figure 4. We start by assuming that $P$ acts in an i.i.d. fashion and that the states $P$ sends are pure. We discuss how to remove these assumptions in Sections 4.1.1 and 4.1.2.

Let us prove the correctness of this protocol. We start by showing how the distribution of measuring the out register of $G$ relates to the Hellinger distance of $D_C$ and $D_A$.

**Lemma 1.** For every $|\psi_{DA}\rangle$ and $C$ the probability of obtaining outcome $|1\rangle$ when measuring the out register of $G|0\rangle_{out} |\psi_{DA}\rangle_{adv} |0^n\rangle_{aux}$ is equal to

$$\frac{1}{2} \left( 1 + |\langle \psi_{DA}|\psi_{DC}\rangle|^2 \right).$$
We are now ready to combine all the pieces and prove that the protocol from Figure 4 guarantees (Quantum Verifier) that if $P$ and a quantum prover $\rho$ (execute on $A$) is close to $\Pi$ that if $\eta$ sufficiently small there exists an interactive protocol between a quantum verifier $V$ and a quantum prover $P$ with the following properties. The protocol runs in $N = O\left(\frac{\log(1/\delta)}{\eta^4}\right)$ rounds and in each round $P$ sends a pure quantum state on $n$ qubits to $V$. At the end of the protocol $V$ outputs $\perp$ when it rejects the interaction or it outputs $S = \{x_1, \ldots, x_{|S|}\}, x_i \in \{0, 1\}^n$, when it accepts.

Proof. We analyze the evolution of the state

$$(\text{NOT} \otimes I \otimes I)(H \otimes I \otimes I)(\text{CSWAP})(H \otimes I \otimes I)(I \otimes I \otimes U_C)|0\rangle|\psi_{D^A}\rangle|0^\otimes n\rangle$$

$= (\text{NOT} \otimes I \otimes I)(H \otimes I \otimes I)(\text{CSWAP})(H \otimes I \otimes I)|0\rangle|\psi_{D^A}\rangle|\psi_{D_C}\rangle$

$= (\text{NOT} \otimes I \otimes I)(H \otimes I \otimes I)(\text{CSWAP})\left(\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \frac{1}{\sqrt{2}}\right)|\psi_{D^A}\rangle|\psi_{D_C}\rangle$

$= (\text{NOT} \otimes I \otimes I)(H \otimes I \otimes I)\frac{1}{\sqrt{2}}(|0\rangle|\psi_{D^A}\rangle|\psi_{D_C}\rangle + |1\rangle|\psi_{D_C}\rangle|\psi_{D^A}\rangle)$

$= (\text{NOT} \otimes I \otimes I)\frac{1}{2}((|0\rangle + |1\rangle)|\psi^A\rangle|\psi_{D_C}\rangle + (|0\rangle - |1\rangle)|\psi_{D_C}\rangle|\psi^A\rangle)$

$= \frac{1}{2}(1)||\psi^A\rangle|\psi_{D_C}\rangle + |\psi_{D_C}\rangle|\psi^A\rangle|| + 0||\psi_{D^A}\rangle|\psi_{D_C}\rangle - |\psi_{D_C}\rangle|\psi_{D^A}\rangle||$.

The probability of obtaining outcome $|1\rangle$ when measuring the out register in the Z basis is then

$$\frac{1}{4}\left(\langle\psi_{D^A}|\psi_{D_C}\rangle + \langle\psi_{D_C}|\psi_{D^A}\rangle\right)\left(\langle\psi_{D^A}|\psi_{D_C}\rangle + \langle\psi_{D_C}|\psi_{D^A}\rangle\right) +$$

$$+ \frac{1}{4}\left(\langle\psi_{D^A}|\psi_{D_C}\rangle \langle\psi_{D_C}|\psi_{D^A}\rangle + \langle\psi_{D_C}|\psi_{D^A}\rangle \langle\psi_{D_C}|\psi_{D^A}\rangle \right)$$

$$= \frac{1}{4}\left(2||\psi_{D^A}\rangle||^2||\psi_{D_C}\rangle||^2 + 2\langle\psi_{D_C}|\psi_{D^A}\rangle \langle\psi_{D^A}|\psi_{D_C}\rangle\right)$$

$$= \frac{1}{2}\left(1 + |\langle\psi_{D^A}|\psi_{D_C}\rangle|^2\right).$$

**Corollary 1.** The probability of obtaining outcome $|1\rangle$ when measuring the out register of $G$ executed on $|\psi_{D^A}\rangle$, which also can be expressed as $(0^\otimes n)_{\text{aux}} (\psi_{D^A})_{\text{adv}} (0)_{\text{out}} G^\dagger (1)_{\text{out}} G (0)_{\text{out}} |\psi_{D^A}\rangle_{\text{adv}} |0^\otimes n\rangle_{\text{aux}}$ is equal to

$$\frac{1}{2}\left(1 + (1 - d_H^2(D^A, D_C))^2\right).$$

Proof. Apply Lemma 1 and the $1 - d_H^2(P, Q) = \sum_{x \in \{0, 1\}^n} \sqrt{P(x)Q(x)}$ identity.

Next we show that the number of times each of the types (0 and 1) occurs is at least $N/4$ with high probability. This is a simple application of the Chernoff bound.

**Lemma 2.** Let $n_0, n_1$ be the number of times each type occurs in the protocol from Figure 4. If $N = \Omega(\log(1/\delta))$ then $\Pr[n_0, n_1 > \frac{1}{2}N] \geq 1 - \delta$.

Proof. For $b \in \{0, 1\}$, $n_b$ can be seen as a sum of random Bernoulli variables $(x_i)_{i \in [N]}$ with parameter $1/2$. Then, by Fact 1 we get that $\Pr\left[\sum_{i \in [N]} x_i > \frac{1}{2}N\right] \leq 2e^{-\frac{\delta^2}{8}} \leq \frac{\delta}{2}$. We finish by applying the union bound over the error events.

We are now ready to combine all the pieces and prove that the protocol from Figure 4 guarantees that if $V$ accepts the interaction then with high probability the samples he collected are i.i.d. from a distribution close to $D$.

**Theorem 2 (Quantum Verifier).** For every circuit $C$ acting on $n$ qubits, for every $\delta \in (0, \frac{1}{2})$, $K \in \mathbb{N}$ and all $\eta > 0$ sufficiently small there exists an interactive protocol between a quantum verifier $V$ and a quantum prover $P$ with the following properties. The protocol runs in $N = O\left(\frac{\log(1/\delta)}{\eta^4}\right)$ rounds and in each round $P$ sends a pure quantum state on $n$ qubits to $V$. At the end of the protocol $V$ outputs $\perp$ when it rejects the interaction or it outputs $S = \{x_1, \ldots, x_{|S|}\}, x_i \in \{0, 1\}^n$, when it accepts.
We still assume at this point that the states sent by $P$ is equal to $V$.

Quantum verifier $P$ succeeds with probability $\frac{1}{2}$, we thus get that $S$ succeeds with probability $\frac{1}{2}$.

By Corollary 1 we thus get that $S$ succeeds with probability $\frac{1}{2}$.

Proof. We start with the completeness property and then move to soundness.

Completeness. An honest $P^0(D)$ obtains $|\psi_D\rangle$ from $D(D)$ and forwards it to $V$. Lemma 2 guarantees that with probability $1 - \frac{\delta}{2}$, $n_0, n_1 = \Omega(\frac{K}{\eta} \log(1/\delta))$. This automatically guarantees that $|S| \geq \Omega(K)$. Moreover by Fact 1 we have that with probability $1 - \frac{\delta}{2}$

$$\left| p - \langle 0^n \rangle_{aux} \langle 0 \rangle_{out} G^1 \Pi_{out} G |0\rangle_{out} |\psi_D\rangle_{adv} |0^n\rangle_{aux} \right| \leq \eta^2.$$  

By Corollary 1 we thus get that

$$\left| p - \frac{1}{2} \left( 1 + (1 - d_H^2(D, D_C))^2 \right) \right| \leq \eta^2,$$

holds with probability $1 - \frac{\delta}{2}$. By assumption $d_H^2(D, D_C) \leq \eta$ so we get that $p \geq 1 - 2\eta^2$ (as a function $\frac{1}{2}(1 + (1 - x^2)^2)$ is decreasing). This means that $P^0(D)$ succeeds with probability $1 - \delta/2$.

By the union bound over the error events with probability $1 - \delta/2 - \delta/2 = 1 - \delta$ we have that $|S| \geq \Omega(K)$ and $P^0(D)$ succeeds. The property $S \sim_{i.i.d.} D[S]$ holds because the state sent by $P$ to $V$ is equal to $|\psi_D\rangle$.

Soundness. By Corollary 1 we get that with probability $1 - \frac{\delta}{2}$

$$\left| p - \frac{1}{2} \left( 1 + (1 - d_H^2(D, D_C))^2 \right) \right| \leq \eta^2.$$  

$P$ succeeds with probability $\frac{1}{2}$ so by the union bound and the fact that $\frac{1}{3} + \frac{\delta}{4} < 1$ we get that $f(d_H^2(D_A, D_C)) \geq p - \eta^2 \geq 1 - 3\eta^2$, where we used $f$ to denote the function $\frac{1}{2}(1 + (1 - x^2)^2)$. As $f$ is a decreasing function we get that $d_H^2(D_A, D_C) \leq \sqrt{1 - \sqrt{2(1 - 3\eta^2)}} - 1 \leq 10\eta$, for sufficiently small $\eta$.

4.1.1 Non i.i.d. Quantum Verifier

Let us now relax the assumption that $P$ acts i.i.d., i.e. that $P$ sends the same $|\psi_D\rangle$ in every round. We still assume at this point that the states sent by $P$ are pure. For a discussion about mixed states see Section 4.1.2. First we state a slightly altered theorem.

Theorem 3 (Quantum Verifier). For every circuit $C$ acting on $n$ qubits, for every $\delta \in (0, \frac{1}{4})$ and all $\eta > 0$ sufficiently small there exists an interactive protocol between a quantum verifier $V$ and a quantum prover $P$ with the following properties. The protocol runs in $N = O(\frac{1}{\eta} \log(1/\delta))$ rounds, in each round $P$ sends a pure quantum state on $n$ qubits to $V$. At the end of the protocol $V$ outputs $\perp$ when it rejects the interaction or $x \in \{0, 1\}^n$ when it accepts.

- (Completeness) There exists $P^{0(\ast)}$ such that for every $D \in \mathcal{D}(n)$ satisfying $d_H(D, D_C) \leq \eta$ the following holds. With probability $1 - \delta$ over the randomness in the protocol $P^{0(D)}$ succeeds and $x \sim_{i.i.d.} D$.

- (Soundness) For every $P$ that succeeds with probability $\geq 1 - \frac{\delta}{2}$ we have that with probability $1 - \delta$ over the randomness in the protocol $x \sim_{i.i.d.} D_A$ and $d_H(D_C, D_A) \leq O(\eta^{3/4})$.

Before going to the proof of the theorem we first state a technical lemma.
Lemma 3. For every $\eta > 0, k \in \mathbb{N}$, every set of distributions $\mathcal{D}, \mathcal{D}_C, \mathcal{D}_1^A, \ldots, \mathcal{D}_k^A \in \mathcal{D}(n)$ and every $q_1, \ldots, q_k \in [0, 1]$ such that $\sum_{i=1}^k q_i = 1$ the following holds. Let $f(x) = \frac{1}{2} (1 + (1 - x^2))$. If $\sum_{i=1}^k q_i f(d_H(D_C, D_i^A)) \geq 1 - 50\eta^2$ then

$$d_H \left( \sum_{i=1}^k q_i D_i^A, D_C \right) \leq O \left( \eta^{1/4} \right).$$

Proof. We bound the quantity

$$\sum_{i=1}^k q_i d_H(D_C, D_i^A) \leq \sum_{i=1}^k q_i \left( d_H(D_C, D_i^A) \mathbb{1}_{d_H(D_C, D_i^A) \leq \sqrt{\eta}} + \mathbb{1}_{d_H(D_C, D_i^A) > \sqrt{\eta}} \right) \leq \sqrt{\eta} + \sum_{i=1}^k q_i \mathbb{1}_{d_H(D_C, D_i^A) > \sqrt{\eta}} \quad (3)$$

Let $l = \sum_{i=1}^k q_i \mathbb{1}_{d_H(D_C, D_i^A) > \sqrt{\eta}}$. By definition and the fact that $f(x) \leq 1 - x^2/2$ we have

$$\left(1 - \frac{\eta}{2}\right) l + (1 - l) \geq \sum_{i=1}^k q_i f(d_H(D_C, D_i^A)).$$

Using the assumption $\sum_{i=1}^k q_i f(d_H(D_C, D_i^A)) \geq 1 - 50\eta^2$ we get $l \leq 100\eta$. Plugging it in (3) we get

$$101 \sqrt{\eta} \geq \sqrt{\eta} + 100\eta \geq \sum_{i=1}^k q_i d_H(D_C, D_i^A) \geq \sqrt{2} \sum_{i=1}^k q_i \Delta(D_C, D_i^A) \quad \text{As } d_H(P, Q) \geq \sqrt{2} \Delta(P, Q)$$

$$\geq \sqrt{2} \Delta \left( D_C, \sum_{i=1}^k q_i D_i^A \right) \quad \text{Triangle inequality and identity } \Delta(P, Q) = \frac{1}{2} \|P - Q\|_1. \quad (4)$$

Now we can bound the quantity of interest

$$d_H \left( \sum_{i=1}^k q_i D_i^A, D_C \right) \leq \sqrt{\Delta \left( \sum_{i=1}^k q_i D_i^A, D_C \right)} \quad \text{By } d_H(P, Q) \leq \sqrt{\Delta(P, Q)}$$

$$\leq O \left( \eta^{1/4} \right) \quad \text{By } (4)$$

Proof of Theorem\textsuperscript{3} The modified protocol is given in Figure\textsuperscript{5}. In each run at most one sample is generated. The number of iterations is changed from $O \left( \frac{k}{\eta^2} \log(1/\delta) \right)$ to $O \left( \frac{1}{\eta^2} \log(1/\delta) \right)$. The biggest change is in the very last step of the protocol, where instead of returning the whole set $S$ we return a random element from $S$. The reason behind this change will hopefully become clear at the end of the proof.
It suffices to prove the soundness as the completeness proof is analogous to the proof of Theorem\textsuperscript{2}.

Assume that $P$ sends the states $|\psi_D^A\rangle$, $|\psi_D^A\rangle$, \ldots, $|\psi_D^A\rangle$ to $V$. Let the rounds in which the type is 1 be $I \subseteq [N]$ and denote $|I|$ by $k$. Then for every $i \in I$ we have that $V$ gets a sample according to a Bernoulli variable with parameter $(0^n)_{\text{aux}} \langle 0^n \rangle_{\text{adv}} G^i \Pi_{\text{out}} G |0^i\rangle_{\text{out}} |\psi_D^A\rangle_{\text{adv}} |0^n\rangle_{\text{aux}}$. Thus by Fact[\textsuperscript{1}] and Corollary[\textsuperscript{1}] we have that with probability $1 - \frac{\delta}{2}$

\begin{equation}
\left| p - \frac{1}{k} \sum_{i \in I} f(d_H(D_C, D_i^A)) \right| \leq \eta^2,
\end{equation}

where $f(x) = \frac{1}{2}(1 + (1 - x^2)^2)$. $P$ succeeds with probability $1 - \frac{\delta}{2}$ so by (5) and the union bound we get that with probability $1 - \delta$

\begin{equation}
\frac{1}{k} \sum_{i \in I} f(d_H(D_C, D_i^A)) \geq 1 - 2\eta^2 - \eta^2 \geq 1 - 3\eta^2.
\end{equation}

By Lemma[\textsuperscript{3}] we get then

\begin{equation}
P_I \left[ d_H \left( \frac{1}{k} \sum_{i \in I} D_i^A, D_C \right) \geq O(\eta^{1/4}) \right] \leq \delta.
\end{equation}

As $I$ and $[N] \setminus I$ have the same distribution we also get

\begin{equation}
P_I \left[ d_H \left( \frac{1}{N - k} \sum_{i \not\in I} D_i^A, D_C \right) \geq O(\eta^{1/4}) \right] \leq \delta.
\end{equation}
Finally note that the samples we collected in $S$ came exactly from the distribution $S \sim \prod_{i \in I} D_i^A$, so if we choose the sample to return $x$ as a uniformly random element of $S$ then $x \sim \frac{1}{N-k} \sum_{i \notin I} D_i^A$.

To conclude note that $D^A = \frac{1}{N-k} \sum_{i \notin I} D_i^A$.

\[ \square \]

### 4.1.2 Prover sending mixed states

In this section we explain what happens when instead of sending a pure state $|\psi_{D^A}\rangle$, $P$ is allowed to send a mixed state $\rho_A$. This means that $P$ can prepare a state $|\psi\rangle_{E+F}$ in a bigger space $(\mathbb{C}^2)^{\otimes n} \otimes H_F$ and send only the $E$ part of the system to $V$. We still assume here that $P$ acts in an i.i.d. fashion. In this setting the guarantee for soundness will deteriorate (as in Theorem 3) to

\[
|\psi\rangle_{E,F} \mapsto |\psi\rangle_{E,F} \rightarrow |\hat{\psi}\rangle_{E,F}
\]

and send only the $\hat{\psi}$ part of the system to $V$.

**Theorem 4 (Quantum Verifier with Mixed States).** For every circuit $C$ acting on $n$ qubits, for every $\delta \in (0, \frac{1}{3})$, $K \in \mathbb{N}$ and all $\eta > 0$ sufficiently small there exists an interactive protocol between a quantum verifier $V$ and a quantum prover $P$ with the following properties. The protocol runs in $N = O(\frac{K^2}{\delta^2} \log(1/\delta))$ rounds and in each round $P$ sends a (potentially mixed) quantum state on $n$ qubits to $V$. At the end of the protocol $V$ outputs $1$ when it rejects the interaction or it outputs $0$ when it accepts.

- (Completeness) There exists a distribution $D^{(s)}$ such that for every $D \in D(n)$ satisfying $d_H(D, D_C) \leq \eta$ the following holds. With probability $1 - \delta$ over the randomness in the protocol $P^{D^{(s)}}$ succeeds, $S \sim_{i.i.d.} D^{(s)}$ and $|S| \geq \Omega(K)$.

- (Soundness) For every $P$ that succeeds with probability at least $\frac{2}{3}$ we have $S \sim_{i.i.d.} D^A |S|$ and $d_H(D_C, D^A) \leq O(\eta^{1/4})$.

**Proof of Theorem 4.** Note that we only need to verify the soundness property as for the completeness we know that $P$ sends pure states. By the ensemble interpretation of density matrices we can express

\[
\rho_A = \sum_{j=1}^k q_i |\psi_{D^A_i}\rangle \langle \psi_{D^A_i}|,
\]

where $|\psi_{D^A_i}\rangle \in (\mathbb{C}^2)^{\otimes n}$. This expression is not unique but it will not play a role for us. We observe that measuring $\rho_A$ in the $Z$ basis and collecting a sample is equivalent to collecting a sample from a distribution $\sum_{j=1}^k q_i D_i^A$. By Corollary 1 we know that the probability of obtaining outcome $1$ when running $G$ on $|\psi_{D^A_i}\rangle$ and measuring out register is equal to the Bernoulli variable with parameter $f(d_H(D_C, D_i^A))$, for $f(x) = \frac{1}{2}(1 + (1 - x^2)^2)$. The distribution of measuring the out register when running $G$ on $\rho_A$ is thus equal to

\[
\sum_{j=1}^k q_i \cdot f(d_H(D_C, D_i^A)).
\]

By Fact 1 and the setting of $N$ we have that with probability $1 - \frac{\delta}{2}$

\[
\left| p - \sum_{j=1}^k q_i \cdot f(d_H(D_C, D_i^A)) \right| \leq \eta^2
\]

$P$ succeeds with probability $\frac{2}{3}$ so by the union bound and the fact that $\frac{\delta}{3} + \frac{\delta}{2} < 1$ we get that $\sum_{j=1}^k q_i \cdot f(d_H(D_C, D_i^A)) \geq p - \eta^2 \geq 1 - 3\eta^2$. Application of Lemma 3 finishes the proof. \[ \square \]
4.2 Constant Memory Quantum Verifier

In section 4.1 we described a protocol in which a verifier \( V \) can certify that the distribution of the samples they get from the prover \( P \) is \( \eta \)-close to the distribution of the samples given by the nature. However, this protocol required \( V \) to perform computation on \( 2n + 1 \)-qubit states, whereas here we assume quantum memory of \( P \) is constant.

We proceed by describing a protocol, achieving the same goal, in which \( V \) can perform operations only on constant number of qubits\(^\text{1}\). On a high level \( V \) wants to outsource the execution of the comparison circuit \( G \) to \( P \). Intuitively we want \( P \) to send to \( V \) a state that certifies execution of \( G \). This is possible thanks to a well-known result called circuit-to-Hamiltonian reduction.

Circuit-to-Hamiltonian reduction. This reduction was introduced by Kitaev in the late 1990’s, see Kitaev et al.\(^\text{2} \) \cite{Kitaev2002}. This reduction allows one to reduce a computation of a quantum circuit to estimating the ground energy of a local Hamiltonian. With such a tool in hand \( V \) can first perform the reduction to create \( H_G \), send a classical description of \( H_G \) to \( P \), then \( P \) is supposed to send a low energy state \( |\psi\rangle \) of \( H_G \) back to \( V \), and finally \( V \) estimates the energy of \( |\psi\rangle \) with respect to \( H_G \) to verify that it is indeed of low energy.

For our purposes we need a slight modification of the standard reduction. Due to this fact, here we give an overview of this classical result and point to the differences needed for our setup. We follow the approach from Kitaev et al.\(^\text{2} \) \cite{Kitaev2002} and we refer the reader to this book for more details.

The starting point of the reduction is the comparison circuit \( G \). Recall that \( G \) acts on three registers: out (1 qubit), adv (\( n \) qubits), aux (\( n \) qubits) and the output of the circuit is obtained by measuring the out register in the \( Z \) basis. We want to find an object called a local Hamiltonian \( H_G \).

Definition 1. We say that an operator \( H : (\mathbb{C}^2)^{\otimes n} \rightarrow (\mathbb{C}^2)^{\otimes n} \) on \( n \) qubits is a \( k \)-local Hamiltonian if \( H \) is expressible as \( H = \sum_{j=1}^{T'} H_j \), where each \( H_j \) is a Hermitian operator acting on \( k \) qubits.

Our goal will be to define a Hamiltonian that is \( 5 \)-local. As mentioned in Section 3 \( H_G \) acts on a bigger number of qubits than \( G \) does. More precisely it acts on four registers \( \text{clock}, \text{comp} = (\text{out}, \text{adv}, \text{aux}) \) - that is there is an additional register called clock in comparison to registers of \( G \). The standard reduction defines

\[
H_G = H_{\text{in}} + H_{\text{out}} + H_{\text{prop}} + H_{\text{clock}}.
\]

The high level idea is to define the terms \( H_{\text{in}}, H_{\text{out}}, H_{\text{prop}}, H_{\text{clock}} \) such that \( G \) outputs 1 with high probability if and only if \( H_G \) has a small eigenvalue. In this case the minimizing vector \( |\phi\rangle \) is the so called history state

\[
\frac{1}{\sqrt{T' + 1}} \sum_{j=0}^{T'} |j\rangle_{\text{clock}} \otimes G_j \cdots G_1 |0\rangle_{\text{out}} |\psi\rangle_{\text{adv}} |0^n\rangle_{\text{aux}},
\]

where, for every \( j, G_j \) is the unitary transformation corresponding to the \( j \)-th gate in \( G \) and \( |j\rangle_{\text{clock}} \) is a state in the clock state space that we will define in detail later. The terms are defined so that they impose penalties to \( |\phi\rangle H_G |\phi\rangle \) whenever \( |\phi\rangle \) is far from the history state.

For our purposes we change the reduction by removing the \( H_{\text{out}} \) term. By doing that we will be able to say that for every \( |\phi\rangle \) such that \( \langle \phi | H_G |\phi\rangle \) is small there exists \( |\psi_{\text{prop}}\rangle_{\text{adv}} \) such that \( |\phi\rangle \) is close to the history state for \( |\psi_{\text{prop}}\rangle_{\text{adv}} \). With that property in hand we can then say that if we measure \( |\phi\rangle \) in the \( Z \) basis then (i) with probability \( \Omega(1/T') \) the clock register is equal to \( |0\rangle_{\text{clock}} \) the out is equal to \( |0\rangle_{\text{out}} \) the aux register is equal to \( |0^n\rangle_{\text{aux}} \) and the adv register contains a sample from \( D^A \) and (ii) with probability \( \Omega(1/T') \) the clock register is equal to \( |T'\rangle_{\text{clock}} \) and the out register contains a sample from a Bernoulli variable with parameter \( p \) such that \( p \) is close to the probability of \( G \) outputting 1 on \( |0\rangle_{\text{out}} |\psi_{\text{prop}}\rangle_{\text{adv}} |0^n\rangle_{\text{aux}} \). Note that we can also write this probability as \( \langle 0^n | (\psi_{\text{prop}})_{\text{adv}} |0\rangle_{\text{out}} G^{(1)}_{\text{out}} G \langle 0\rangle_{\text{out}} (\psi_{\text{prop}})_{\text{adv}} |0^n\rangle_{\text{aux}} \) where \( \Pi^{(s)}_{\text{out}} \) is the projection onto the subspace of vectors for which the \( s \)-th qubit equals \( \alpha \). This notation will be useful later.

\(^1\)This protocol is based on a circuit-to-Hamiltonian reduction. The size of this constant depends on which reduction we use.

\(^2\)The reduction can be applied to any circuit but we focus only on the comparison circuit for simplicity.
Figure 6: The interactive protocol, in which the verifier collects samples from a distribution close to the desired one. The verifier only requires a single qubit, as they measure one qubit at a time. $H_G$ is the Hamiltonian corresponding to the comparison circuit, described in Figure 2. We emphasize that we send $|\phi\rangle$ one qubit at a time. Note that when we measure the clock register we use the unary representation of the clock. By writing $|\phi\rangle_{AB} \in (C^2)_A^\otimes n' \otimes \mathcal{H}_B$ and then sending $|\phi\rangle_A$ to V we mean that $P$ might be sending a mixed state.
Overview of the Protocol. Assuming that the above properties hold we give a high level idea of the protocol defined in Figure 6. In each round of the protocol we perform one of the three types of operations, where the type is chosen uniformly at random (i) we estimate the energy \( \langle \phi | H_G | \phi \rangle \) (ii) we measure \(| \phi \rangle \) in the \( Z \) basis and if the clock register is equal to \( |0\rangle \) we update the estimate of \( p \). We run the protocol \( \Theta(T) \) rounds thus each of the types will occur \( \Omega(T) \) times with high probability and our reduction guarantees that for (iii) we successfully \( \Omega(1) \) samples and for (iii) we update the estimate \( \Omega(1) \) times. Overall this guarantees that the estimate for \( \langle \phi | H_G | \phi \rangle \) and \( p \) will be accurate and the number of samples collected will be in \( \Omega(1) \). Our reduction guarantees moreover that if |\phi\rangle is in fact a low energy state of \( H_G \) then \( p \) is close to the probability of \( G \) outputting 1 on |0\rangle then we collect a sample (iii) we measure |\phi\rangle in the \( Z \) basis and if the clock register is equal to \( |0\rangle \) we update the estimate for \( p \). We run the protocol \( \Theta(T) \) rounds thus each of the types will occur \( \Omega(T) \) times with high probability and our reduction guarantees that for (ii) we successfully \( \Omega(1) \) samples and for (iii) we update the estimate \( \Omega(1) \) times. Overall this guarantees that the estimate for \( \langle \phi | H_G | \phi \rangle \) and \( p \) will be accurate and the number of samples collected will be in \( \Omega(1) \).

For the remainder of this section we first explain the details of the circuit-to-Hamiltonian reduction and then formalize the correctness and soundness requirements and prove the desired properties.

4.2.1 Circuit-to-Hamiltonian Reduction

We start with a quantum circuit \( G \) and want to create a Hamiltonian \( H_G \) with the properties mentioned in Section 4.2. First we make our goal formal.

Lemma 4 (Circuit-to-Hamiltonian Reduction). For every comparison circuit \( G \), for all, sufficiently small, \( \epsilon > 0 \) there exists an efficiently computable description of a 5-local Hamiltonian \( H_G \) with \( L = O(n + T') \) many terms such that the following conditions hold. Let \( D^A \) be the distribution of the content of the adv register when measuring \( |0\rangle \) and conditioned on the clock, out and aux registers being all \( 0 \) after measurement. For every \( |\phi\rangle \) such that \( \langle \phi | H_G | \phi \rangle \leq \epsilon \) if we measure \(|\phi\rangle \) in the \( Z \) basis then

\[
\begin{align*}
\text{• with probability} & \in \left[ \frac{1 - 5\epsilon}{T' + 1}, \frac{1 + 5\epsilon}{T' + 1} \right] \text{ the clock register is equal to } |0\rangle, \\
\text{the out register is equal to } & |0\rangle, \\
\text{the aux register is equal to } & |0\rangle,
\end{align*}
\]

\[
\begin{align*}
\text{• with probability} & \in \left[ \frac{1 - 5\epsilon}{T' + 1}, \frac{1 + 5\epsilon}{T' + 1} \right] \text{ the clock register is equal to } |T'\rangle, \\
\text{clock register is equal to } & |0\rangle, \\
\text{and conditioned on this event the distribution of the out register is a Bernoulli variable with parameter } p & \text{ such that } |p - \langle 0 | A_{\text{adv}} | G^1 \Pi^{(1)} G | 0\rangle | \leq 5\epsilon T'.
\end{align*}
\]

Proof. As we discussed we want to base our reduction on the standard circuit-to-Hamiltonian reduction but drop the \( H_{\text{out}} \) term. We define

\[
H_G = H_{\text{in}} + H_{\text{prop}} + H_{\text{clock}}.
\]

The term \( H_{\text{in}} \) corresponds to the condition that, at step 0, the qubits are in the right state. Formally

\[
H_{\text{in}} = |0\rangle \langle 0| \otimes \left( \sum_{j \in \text{out, aux}} \Pi_j^{(1)} \right),
\]

where by \( j \in \text{out, aux} \) we mean iterating over all the qubits in these registers. Informally speaking, we add a penalty whenever a qubit is in registers out or aux is in state \( |1\rangle \) while the clock is in state \( |0\rangle \).

The term \( H_{\text{prop}} \) guarantees the propagation of quantum states through the circuit. Formally

\[
H_{\text{prop}} = \sum_{j=1}^{T'} H_j,
\]

\[
H_j = -\frac{1}{2} |j\rangle \langle j - 1| \otimes G_j - \frac{1}{2} |j - 1\rangle \langle j| \otimes G_j + \frac{1}{2} |j\rangle \langle j - 1| \otimes I.
\]
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We will define $H_{\text{clock}}$ later. We could realize it with $O(\log(T'))$ qubits but then our Hamiltonian would be $O(\log(T'))$-local. But we aim for a $5$-local Hamiltonian. We explain how to address this issue towards the end of this section. Because of this we will assume for now that $H_{\text{clock}}$ does not appear in (9).

For the analysis we follow [Kitaev et al. 2002]. It will be useful to consider a change of basis given by

$$W = \sum_{j=0}^{T'} |j\rangle \langle j|_{\text{clock}} \otimes G_j \ldots G_1.$$  

What we mean is that we represent the vector $|\phi\rangle$ in the form $|\phi\rangle = W|\tilde{\phi}\rangle$. Under this change the Hamiltonian is transformed into its conjugate $\tilde{H}_G = W^\dagger H_G W$. Simple calculation verifies that $\tilde{H}_\text{in} = H_\text{in}$ and $\tilde{H}_\text{prop} = E \otimes I$, where

$$E = \begin{pmatrix}
\frac{1}{2} & -\frac{1}{2} & 0 & 0 & 0 \\
-\frac{1}{2} & 1 & -\frac{1}{2} & 0 & 0 \\
0 & -\frac{1}{2} & 1 & -\frac{1}{2} & 0 \\
0 & 0 & -\frac{1}{2} & 1 & -\frac{1}{2} \\
\end{pmatrix}.$$

Let $|\tilde{\phi}\rangle$ be such that $\langle \tilde{\phi}|\tilde{H}_G|\tilde{\phi}\rangle \leq \frac{1}{T'}$. We will show that it is close to a history state of $|\psi_D^A\rangle_{\text{adv}}$. Let’s write $\tilde{\phi} = \sum_{j=0}^{T'} \alpha_j |j\rangle_{\text{clock}} |\xi_j\rangle_{\text{comp}}$, for $\alpha_j \in \mathbb{R}_{\geq 0}$ and $|\xi_0\rangle_{\text{comp}} = \sum_{s \in \{0,1\}^{n+1}} \beta_s |s[1]\rangle_{\text{out}} |\psi_s\rangle_{\text{adv}} |s[2, n+1]\rangle_{\text{aux}}$, where $s[i, j]$ denotes the substring of $s$ from $i$ to $j$. Then by the fact that $\tilde{H}_\text{prop} = E \otimes I$ we have

$$\langle \tilde{\phi}|\tilde{H}_\text{prop}|\tilde{\phi}\rangle = \frac{1}{2} \sum_{j=1}^{T'} \| \alpha_{j-1} |\xi_{j-1}\rangle_{\text{comp}} - \alpha_j |\xi_j\rangle_{\text{comp}} \|^2$$

$$\geq \frac{1}{2} \sum_{j=1}^{T'} |\alpha_{j-1} - \alpha_j|^2 \cdot \frac{1}{2} \sum_{j=1}^{T'} \min(|\alpha_{j-1}|^2, |\alpha_j|^2) \cdot \| |\xi_{j-1}\rangle_{\text{comp}} - |\xi_j\rangle_{\text{comp}} \|^2.$$  

(12)

Note that the bound above gives two inequalities. Thus we get that $\max_{j \in \{T'\}} |\alpha_{j-1} - \alpha_j|^2 \leq \frac{2\epsilon}{T'}$, which combined with the fact that $\sum_{j=0}^{T'} \| \alpha_j \|^2 = 1$ gives us that

$$\max_{j \in \{0, \ldots, T'\}} \left| \frac{\alpha_j}{\alpha_j - \frac{1}{T'} + 1} \right| \leq \frac{2\epsilon}{T'}.$$  

(13)

Using (13) and the bound for $\frac{1}{2} \sum_{j=1}^{T'} \min(|\alpha_{j-1}|^2, |\alpha_j|^2) \cdot \| |\xi_{j-1}\rangle_{\text{comp}} - |\xi_j\rangle_{\text{comp}} \|^2$ from (12) we get that for $\epsilon \leq 1$

$$\sum_{j=1}^{T'} \| |\xi_{j-1}\rangle_{\text{comp}} - |\xi_j\rangle_{\text{comp}} \|^2 \leq \frac{2\epsilon}{T' + 1} - \frac{2\epsilon}{T'} \leq 4\epsilon,$$

which implies that

$$\| |\xi_0\rangle_{\text{comp}} - |\xi_{T'}\rangle_{\text{comp}} \|^2 \leq 4\epsilon T'.$$  

(14)

Using the second term from $H_G$ we also have

$$\langle \tilde{\phi}|\tilde{H}_\text{in}|\tilde{\phi}\rangle = \sum_{j=1}^{n} \sum_{s \in \{0,1\}^{n+1}} \beta_s^2 \leq \frac{\epsilon}{T'}.$$  

(15)

Note that the distribution corresponding to $|\psi_D^n\rangle$ is $D^A$. Observe moreover that (13) guarantees that for small enough $\epsilon$ if we measure $|\tilde{\phi}\rangle$ in the $Z$ basis then with probability $\in \left[ \frac{1-3\epsilon}{T' + 1}, \frac{1+3\epsilon}{T' + 1} \right]$ the
We will need a slight extension of Lemma 4 to the case where the clock register is equal to $|0\rangle_{\text{clock}}$ and with probability $\in \left[\frac{1-3\epsilon}{T+1}, \frac{1+3\epsilon}{T+1}\right]$ the clock register is equal to $|T'\rangle_{\text{clock}}$. Moreover conditioned on the clock register being $|0\rangle_{\text{clock}}$ probability of out and aux register being $|0\rangle_{\text{out}}, |0\rangle_{\text{aux}}$ respectively is, by (14), lower bounded by $1 - \frac{\epsilon}{T}$. Thus we collect a sample from $D^A$ with probability $\in \left[\frac{1-3\epsilon}{T+1}, \frac{1+3\epsilon}{T+1}\right]$. For the second condition observe that

$$|p - |0\rangle_{\text{aux}} \langle \psi_{D^A}|_\text{adv} (0)_{\text{out}} G^j \Pi_{\text{out}}^G (0)_{\text{out}} |\psi_{D^A}|_\text{adv} |0\rangle_{\text{aux}}|\right|$$

$$= |\langle T'|_{\text{comp}} W^j \Pi_{\text{out}}^G W |T'\rangle_{\text{comp}} - (0)_{\text{aux}} \langle \psi_{D^A}|_\text{adv} (0)_{\text{out}} G^j \Pi_{\text{out}}^G (0)_{\text{out}} |\psi_{D^A}|_\text{adv} |0\rangle_{\text{aux}}|\right|$$

$$\leq |\langle 0\rangle_{\text{aux}} \langle \psi_{D^A}|_\text{adv} (0)_{\text{out}} G^j \Pi_{\text{out}}^G (0)_{\text{out}} |\psi_{D^A}|_\text{adv} |0\rangle_{\text{aux}}| + 4\epsilon T'$$

$$\leq \frac{\epsilon}{T'} + 4\epsilon T' \leq 5\epsilon T',$$

where in the first inequality we used (14) and the fact that the largest eigenvalue of $W^j \Pi_{\text{out}}^G W$ is at most of norm 1 and in the second inequality we used (15) and again the fact that the largest eigenvalue of $W^j \Pi_{\text{out}}^G W$ is at most of norm 1.

**Realizing the clock.** As we mentioned we also need to specify how to realize the clock register. The naive implementation would result in a $O(\log(T'))$-local Hamiltonian. To obtain a 5-local Hamiltonian we use a unary representation. That is we embed the counter space in a larger space in the following way

$$|j\rangle_{\text{clock}} \mapsto |1, \ldots, 1, 0, \ldots, 0\rangle_{T'-j}.$$ 

We need to now change $H_m$ and $H_{\text{prop}}$ to be consistent with this change. But more importantly we need to also penalize incorrect configurations in the clock register. This is what the $H_{\text{clock}}$ term is responsible for. We refer the reader to Kitaev et al. [2002] for details. The proof of Lemma 4 extends naturally to this case.

We will need a slight extension of Lemma 4 to the case where $P$ sends mixed states. For the standard use cases of the reduction this extension is trivial but our purposes require more careful treatment. The difference of our setup in comparison to the standard reduction is that we also collect samples that need to satisfy a specific requirement and this is the reason why the analysis is more involved.

**Corollary 2 (Circuit-to-Hamiltonian Reduction for Mixed States).** For every comparison circuit $G$, if $d_H(D, D_C) = \eta$ is sufficiently small then there exists an efficiently computable description of a 5-local Hamiltonian $H_G$ with $L = O(\eta + T')$ many terms such that the following conditions hold. Let $D^A$ be the distribution of the content of the adv register when measuring $\rho_A$ in the Z basis conditioned on the clock, out and aux registers being all 0 after measurement. For every density matrix $\rho_A$ such that $Tr(H_G \rho_A) \leq \frac{\eta^2}{T'}$ if we measure $\rho_A$ in the Z basis then

- with probability $\in \left[\frac{1-3\eta}{T+1}, \frac{1+3\eta}{T+1}\right]$ the clock register is equal to $|0\rangle_{\text{clock}}$, the out register is equal to $|0\rangle_{\text{out}}$, the aux register is equal to $|0\rangle_{\text{aux}}$.
- with probability $\in \left[\frac{1-3\eta}{T+1}, \frac{1+3\eta}{T+1}\right]$ the clock register is equal to $|T'\rangle_{\text{clock}}$ and if conditioned on this event the distribution of the out register is a Bernoulli variable with parameter $p \geq 1 - 3\eta^2$ then $d_H(D_C, D^A) \leq O(\eta^{1/4})$.

**Proof.** Let $\epsilon = \frac{\eta^2}{T'}$. By the ensemble interpretation of density matrices we can express

$$\rho_A = \sum_{i=1}^{k} q_i |\phi_i\rangle \langle \phi_i|_{\text{comp}}.$$

Thus we can write

$$\sum_{i=1}^{k} q_i \langle \phi_i | H_G | \phi_i \rangle \leq \frac{\epsilon}{T'}.$$
By Markov inequality we have
\[
\sum_{i=1}^{k} q_i \mathbb{I}\{\langle \phi_i | H_G | \phi_i \rangle > \frac{\epsilon}{T'}\} \leq \frac{\sqrt{\epsilon}}{T'}
\]  
(16)

For \(i \in [k]\) let \(D^A_i\) be the distribution of contents of \(adv\) conditioned on clock, out, and aux registers being all 0 when measuring \(|\phi_i\rangle\) in the \(Z\) basis. Note that for all \(i\) such that \(\langle \phi_i | H_G | \phi_i \rangle \leq \frac{\epsilon}{T'}\) Lemma 4 guarantees that \(D^A_i\) satisfies the conditions of the reduction.

To see the first condition note that by (16) we get that the probability that the clock register is \(|0\rangle_{\text{clock}}\) is in \([\frac{1-7\varepsilon}{\sqrt{T'}}, \frac{1+7\varepsilon}{\sqrt{T'}}]\) and in the \(Z\) basis conditioned on clock register being in state \(|T'\rangle_{\text{clock}}\). Then for the second condition observe that

\[
p = \sum_{i=1}^{k} q_i p_i
\]

\[
\leq \sum_{i=1}^{k} q_i p_i \mathbb{I}\{\langle \phi_i | H_G | \phi_i \rangle \leq \frac{\epsilon}{T'}\} + \frac{\sqrt{\epsilon}}{T'}
\]

\[
\leq \sum_{i=1}^{k} q_i \langle 0^\alpha |_{\text{aux}} \psi_{D^A_i}^0 | 0_{\text{out}}^{G^1} \Pi_{\text{out}}^{(1)} G | 0_{\text{out}}^{G} \rangle_{\text{adv}} \mathbb{I}\{\langle \phi_i | H_G | \phi_i \rangle \leq \frac{\epsilon}{T'}\} + 6\sqrt{\epsilon} T'
\]

\[
\leq \sum_{i=1}^{k} q_i \langle 0^\alpha |_{\text{aux}} \psi_{D^A_i}^0 | 0_{\text{out}}^{G^1} \Pi_{\text{out}}^{(1)} G | 0_{\text{out}}^{G} \rangle_{\text{adv}} | 0^\alpha \rangle_{\text{aux}} \mathbb{I}\{\langle \phi_i | H_G | \phi_i \rangle \leq \frac{\epsilon}{T'}\} + 6\sqrt{\epsilon} T'
\]

\[
\leq \sum_{i=1}^{k} q_i f(d_H(D_C, D^A_i)) + 7\sqrt{\epsilon} T'
\]

(17)

where in the first inequality we used (16), in the second inequality we used properties of \(D^A_i\) guaranteed by Lemma 4, and in the fourth we used Corollary [1].

By (17) and the assumption \(p \geq 1 - 3\eta^2\) we get that

\[
\sum_{i=1}^{k} q_i f(d_H(D_C, D^A_i)) \geq 1 - 3\eta^2 - 7\sqrt{\epsilon} T' \geq 1 - 10\eta^2,
\]

where in the last inequality we used that \(\epsilon = \frac{n^2}{10\eta^2}\). We conclude by applying Lemma [3].

\[\square\]

4.2.2 Correctness of the Protocol

Recall that protocol from Figure 6 builds upon the protocol from Figure 4. Now \(V\), instead of running \(G\) itself, outsources its execution to \(P\). On a high level correctness of this new protocol is a consequence of correctness of the quantum verifier protocol (Theorem 2) and circuit-to-Hamiltonian reduction (Lemma 4). One, however, needs to be careful as the guarantees about the protocol will change slightly and some details in the proof need to be verified.

**Lemma 5.** Let \(n_1, n_2, n_3\) be the number of times each type occurs in protocol from Figure 6. If \(N = \Omega(\log(1/\delta))\) then \(\mathbb{P}[n_1, n_2, n_3 > \frac{N}{6}] \geq 1 - \delta\).

**Proof.** For \(b \in \{1, 2, 3\}\), \(n_b\) can be seen as sum of random Bernoulli variables \(\{x_i\}_{i \in [N]}\) with parameter 1/3. Then by Fact [1] we get that \(\mathbb{P}[\frac{N}{6} - \frac{1}{3} > \frac{x}{3}] \leq 2e^{-\frac{N}{18}} \leq \frac{\delta}{3}\). We finish by applying the union bound to the error events. 

\[\square\]
Lemma 6. Let \( \rho_A \) be the reduced density of the first \( n' \) qubits of \( |\phi\rangle_{AB} \). Let \( p^*, q^* \) and \( \lambda \) be defined as,

\[
\lambda = \text{Tr}(H_G \rho_A), \quad \quad q^* = \text{Tr}(|0\rangle \langle 0|_{\text{clock}} \otimes |0\rangle_{\text{out}} \otimes |0^n\rangle_{\text{aux}} \rho_A), \quad \quad p^* = \frac{\text{Tr}([T']_{\text{clock}} \otimes |1\rangle_{\text{out}} \rho_A)}{\text{Tr}(|1\rangle_{\text{out}} \rho_A)}.
\]

We define the event \( \mathcal{F} \) to be \( \frac{\lambda - \lambda_0}{\frac{1}{n_1}} \leq c, |S_{n_2} - q^*| \leq \epsilon, \frac{p^*}{\frac{1}{n_3}} - p^* \leq \epsilon \). If \( N = \Omega(n^2 + T^2 \log(1/\delta)) \) then \( \mathbb{P}[\mathcal{F}] \geq 1 - \delta \).

Note 1. We note that as explained in Section 2 when we write \( |0\rangle \langle 0|_{\text{clock}} \otimes |0\rangle_{\text{out}} \otimes |0^n\rangle_{\text{aux}} \) we really mean \( |0\rangle \langle 0|_{\text{clock}} \otimes |0\rangle_{\text{out}} \otimes |0^n\rangle_{\text{aux}} \). We omit the \( I \)'s for simplicity of notation.

**Proof.**

Note that for every term \( t \in H_G \), we have \( |J_t| \leq 1 \). Then if \( n_1 = \Omega(L^2 \log \frac{1}{\delta}) \) then Fact [1] guarantees that \( \mathbb{P}[|\frac{\lambda}{n_1} - \lambda| > \epsilon] \leq \delta \).

Next we define Bernoulli variables \( \{s_i\}_{i \in [n_2]} \) to indicate whether \( |S| \) increases in a given round, i.e. \( |S| = \sum_{i=1}^{n_2} s_i \). By definition \( \mu = E[s_i] = \text{Tr}(|0\rangle \langle 0|_{\text{clock}} \otimes |0\rangle_{\text{out}} \otimes |0^n\rangle_{\text{aux}} \rho_A) \). Using Fact [1] we get that if \( n_2 = \Omega(\frac{L^2}{\epsilon} \log(1/\delta)) \) then \( \mathbb{P}[\left|\frac{\mu}{n_2} - q^*\right| > \epsilon] \leq \delta \). The exact same argument can be used for \( \frac{p^*}{\frac{1}{n_3}} \).

To conclude we note that, by the union bound, if \( n_1 = \Omega(L^2 \log(1/\delta)) \) and \( n_2, n_3 = \Omega(\frac{L^2}{\epsilon^2} \log(1/\delta)) \) then \( \mathbb{P}[\mathcal{F}] \geq 1 - \delta \). By Lemma [5] and the union bound we get that if \( N = \Omega(L^2 \log(1/\delta)) \) then \( \mathbb{P}[\mathcal{F}] \geq 1 - \delta \). As Lemma [4] guarantees that \( L = O(n + T') \) we can also set \( N = \Omega(n^2 + T^2 \log(1/\delta)) \).

Intuitively Lemma [6] guarantees that with a high probability, the estimates \( \frac{\lambda}{n_1}, \frac{|S|}{n_2}, \frac{p^*}{n_3} \) are accurate enough. With that fact in hand we proceed by stating the main theorem of this section.

**Theorem 5** (Constant Memory Quantum Verifier). For every circuit \( \mathcal{C} \) acting on \( n \) qubits, with \( T \) gates, for every \( \delta \in (0, \frac{1}{4}) \), \( K \in \mathbb{N} \) and all \( \eta > 0 \) small enough there exists an interactive protocol between a verifier with constant quantum memory \( V \) and a quantum prover \( P \) with the following properties. The protocol runs in \( N = \Omega \left( \frac{K(n^2 + n^2 + T^2 + T^2)}{\eta^2} \log(1/\delta) \right) \) rounds, in each round \( P \) sends a (potentially mixed) quantum state on \( O(n + T') \) qubits to \( V \). At the end of the protocol \( V \) outputs \( \perp \) when it rejects the interaction or \( S = \{x_1, \ldots, x_{|S|}\} \), where \( x_i \in \{0, 1\}^n \), when it accepts.

- **(Completeness)** There exists \( P^{(s)} \) such that for every \( \mathcal{D} \in \mathcal{D}(n) \) satisfying \( d_H(D, D_C) \leq \eta \) the following holds. With probability \( 1 - \delta \) over the randomness in the protocol \( P^{(D)} \) succeeds, \( S \sim_{i.i.d.} \mathcal{D}^{(|S|)} \) and \( |S| \geq \Omega(K) \).

- **(Soundness)** For every \( P \) that succeeds with probability at least \( \frac{2}{3} \) we have \( S \sim_{i.i.d.} \mathcal{D}^{(A)} \) and \( d_H(D_C, D_A) \leq O(\eta^{1/4}) \).

**Proof.**

We first address completeness of the protocol and then move to soundness.

**Completeness.** Recall that the \( P \) that was guaranteed to exist in Theorem 2 was just sending state \( |\psi_p\rangle_{\text{adv}} \) to \( V \). Recall that we denote by \( T' = n + T + 3 \) the number of gates in \( G \) and by \( n' \) the number of qubits that are sent by \( P \) in each round. As we discussed the natural extension of this strategy to the constant memory model is for \( P \) to prepare the history state \( |\phi_D\rangle_{\text{comp}} \) of \( |\psi_p\rangle_{\text{adv}} \) and send it to \( V \). As \( N = \Omega \left( \frac{K(n^2 + n^2 + T^2 + T^2)}{\eta^2} \log(1/\delta) \right) \) we get by Lemma 6 that with probability \( 1 - \delta \)
• the estimate of the energy \( \eta' \leq \frac{\eta^2}{4T'} \) as \( \langle \phi_D | H_G | \phi_D \rangle = 0 \),

• \( |S| = \Omega(K) \) as in this case \( \text{Tr}(\{0\}_\text{clock} \otimes |0\rangle \langle 0| \otimes |0\rangle \langle 0| \otimes |0\rangle \rangle \), which is the probability of getting a sample if the type is 1 is equal to \( \langle \phi_D | \prod_i^T | \phi_D \rangle = \frac{1}{T+1} \),

\[ p \geq \frac{\langle \phi_D | H^{(0)}_G | \phi_D \rangle - \frac{\eta^2}{4T'} \geq f(d_H(D_C, D)) - \frac{\eta^2}{4} \geq 1 - 2\eta^2, \] thus the two checks are verified and the interaction is accepted. By definition \( S \sim \text{i.i.d.} (D)^{|S|} \). Thus completeness is verified.

**Soundness.** We follow the structure of the proof of Theorem 4 which is the analog of this theorem for a fully quantum verifier. Let \( \rho_A \) be the density matrix representing the state sent by \( \mathbf{P} \). By Lemma 5 we know that with probability \( 1 - \delta/2 \) the energy estimate is within an additive error of \( \frac{\eta^2}{4T'} \) and \( p \) is estimated within an additive error of \( \frac{\eta^2}{4} \). So as \( \mathbf{P} \) succeeds with probability \( \frac{3}{4} \) then by the union bound and the fact that \( \frac{1}{4} + \frac{\delta}{2} < 1 \) we get that \( \text{Tr}(H_G\rho_A) \leq \frac{\eta^2}{4T'} + \frac{\eta^2}{4T'} = \frac{\eta^2}{2T'} \) and \( p \geq \frac{1 - 2\eta^2 - \frac{\eta^2}{4} \geq 1 - 3\eta^2} \). With that we can apply Corollary 2 and conclude that \( d_H(D_C, D) \leq O(\eta^{1/4}) \).

### 4.3 Classical Verifier

Now we are ready to move to the last model we consider in this work, namely the one where \( \mathbf{V} \) is fully classical and the communication is also classical. Recall that in Section 4.2 we designed the protocol by forcing \( \mathbf{P} \) to send to \( \mathbf{V} \) a history state \( |\phi_{D^A}\rangle_{\text{comp}} \) corresponding to a distribution satisfying \( d_H(D_C, D^A) \leq O(\eta^{1/4}) \). To extend this protocol to the classical model we first force \( \mathbf{P} \) to commit to a state \( \rho \), a state that will in some sense correspond to \( |\phi_{D^A}\rangle_{\text{comp}} \) and then force \( \mathbf{P} \) to measure this state in the basis chosen by \( \mathbf{V} \). By making the prover to measure his qubits honestly we get a version of constant quantum memory Protocol (Figure 6) in which all the quantum computation is done on the prover side and the verifier and the communication is completely classical.

To achieve our goal we will use cryptographic tools. As the protocol will rely on hardness of computational problems, our soundness results will only address provers who are computationally bounded, namely only provers in the QPT class. Recall that the QPT class is defined as follows. There exists a classical algorithm running in \( \text{poly}(\lambda) \) time that for an input size \( 1^\lambda \), generates the prover’s circuit of size \( \text{poly}(\lambda) \).

Next we give a high level overview of the protocol. An honest prover \( \mathbf{P} \) is given a local Hamiltonian corresponding to \( G \) and computes the ground state of the Hamiltonian, i.e. the history state \( |\phi_{\text{hist}}\rangle \). Later the prover is asked to commit to this state before the protocol proceeds with the interactive stage, in which the prover is asked to measure qubits of the state he has committed to either in computational or the Hadamard basis, and send the outcomes to the verifier. At each iteration, the verifier decides to do one of the following 3,

- estimate the energy of the state the prover has committed to,
- estimate the probability of the output of the circuit being 1,
- collect a sample from the distribution corresponding to the prover’s state.

The description of this protocol is given in Figure 7. We note that the results presented in this section heavily rely on [Mahadev, 2018]. Some of the technical lemmas are not proven here. We refer the reader to [Mahadev, 2018] for said proofs.

**Note 2.** We stress that with this protocol one can only retrieve samples from measurements done in the Z basis. The distribution of samples collected in the protocol when \( \mathbf{V} \) asks for the X basis measurements are not in general equal to the distribution of measuring the state of \( \mathbf{P} \) in the X basis. This means that if our protocol required samples from the distribution corresponding to the X measurements it is not clear if it could be realized in the fully classical model.

Similar to [Mahadev, 2018] we require a more refined version of the circuit-to-Hamiltonian reduction, namely we require our Hamiltonians to be 2-local and of the form \( \sum_{i,j} \frac{J_{ij}}{2} (\sigma_{X,i} \sigma_{X,j} + \sigma_{Z,i} \sigma_{Z,j}) \).
Theorem 6 (Biamonte and Love [2008]). For any integer \( n \geq 1 \) there exists \( n' = \text{poly}(n), a(n) \) and \( \delta \geq 1/\text{poly}(n) \) such that given a \( T \)-gate quantum circuit \( G \), there exists an efficiently computable real-weighted Hamiltonian \( H_G \) in \( XX - ZZ \) form, such that,

- (completeness) If \( G \) accepts \( x \) with probability at least \( 2/3 \), then \( \lambda_0(H_G) \leq a \).
- (soundness) If \( G \) accepts \( x \) with probability at most \( 1/3 \), then \( \lambda_0(H_G) > a + \delta \).

As proved in Section 4.2 by modifying the standard circuit-to-Hamiltonian reduction, we can show that "for any \( \| \phi \| \) such that \( \langle \phi| H_G |\phi \rangle \leq \epsilon \) the distribution of the measurement outcome of the first qubit of \( |\phi \rangle \) (conditioned on the clock register being \( T' \)) is \( \epsilon \) close to the distribution of what \( G \) would output". For the sake of simplicity we skip re proving this statement for the 2-local Hamiltonian.

We proceed by stating the completeness and soundness properties of this protocol and providing a proof sketch.

4.3.1 Cryptographic Assumptions, Claw-Free Functions

In this section we review the cryptographic assumptions that the soundness of our protocol relies on.

The protocol starts with \( V \) sending description of \( n' \) functions \( f_{pk_1}, \ldots, f_{pk_n} \) to \( P \). These functions are a family of 2-to-1 functions called claw-free. Intuitively the prover is asked to commit to an image \( y_i \) for each \( f_{pk_i} \). Let us denote the two preimages of \( y_i \) under \( f_{pk_i} \) by \( x_{i,0} \) and \( x_{i,1} \). Based on the challenge bit, the prover is asked to either reveal one of \( x_{i,b} \) values or reveal \( d_i \) such that \( d_i(x_{i,0} + x_{i,1}) = 0 \). We also assume that for all \( i \) there exists an efficiently computable function \( b_i \), which given \( x_{i,b} \) outputs the bit \( b \). The existence function \( b \) is inherent in most claw-free family constructions.

For an efficiently computable 2-to-1 function \( f, P \) can do the aforementioned task as follows,

1. \( P \) prepares the state \( \frac{1}{\sqrt{2^{n+1}}} \sum_{x \in \{0,1\}^n} |x \rangle \)
2. evaluates \( f_{pk} \) on the super-position to get the state \( \frac{1}{\sqrt{2^{n+1}}} \sum_{y \in \{0,1\}^n} (|x_{0,y} \rangle + |x_{1,y} \rangle) |y \rangle \)
3. measures the last register to get \( y^* \), the state after this step would be \( \frac{1}{\sqrt{2}} (|x_{0,y^*} \rangle + |x_{1,y^*} \rangle) \)
4. if the challenge is 0, measures the state in the computational basis to obtain one of the preimages \( x_{b,y^*} \), and if the challenge is 1, measures in the Hadamard basis to obtain \( d \) s.t. \( d(x_{0,y^*} + x_{1,y^*}) = 0 \)

The cryptographic property that we want to capture with our family of functions is that, although based on the challenge bit, \( P \) can either return one preimage \( x_b \) or \( d \) s.t. \( d(x_1 + x_2) = 0 \) for \( b \in \{0,1\} \) and \( f^{-1}(y) = \{x_0, x_1\} \), but they should not succeed in both tasks simultaneously.

Definition 2 (Adaptive hardcore bit property). For parameter \( \lambda \), a family of functions \( \{f_{pk}\}_{pk} : \{0,1\}^m(\lambda) \rightarrow \{0,1\}^{m(\lambda)-1} \), is called an adaptive hardcore family if:

1. for all \( pk \), \( f_{pk} \) is 2-to-1,
2. there exists a classically, efficiently computable bijective function, \( b_{pk,y} : f^{-1}(y) \rightarrow \{0,1\} \)
3. \( \forall pk, \forall P \in \text{QPT} \), if \( (y, x^*, d) \leftarrow P(pk) \), let \( \{x_0, x_1\} = f_{pk}^{-1}(y) \) then \( |1/2 - \mathbb{P}[f(x^*) = y \wedge d(x_0 + x_1) = 0]| \leq \text{ngl}(\lambda) \).

For the sake of convenience we only consider a specific construction of claw-free families. We change the second requirement of definition 2 to.

2'. For any \( pk \) and any \( y \in \text{Img}(f_{pk}) \), the preimages of \( y \) take the form \( (b, x_b) \), meaning that \( b(x) \) is actually the first bit of \( x \).

\(^m \text{is a polynomial} \)
Figure 7: The description of the classical verifier protocol. Notice that \( x_i \) values are \( m + 1 \) bits long each, e.g. \( o \) contains the measurement outcome of the output register, plus the remaining \( m \) bits of the input to \( f_{pk1} \).
4.3.2 The Canonical Isometry

In order to prove $\gamma$ is an accurate estimate of the energy using a similar argument to Lemma 6 we have to prove the $\mathbb{E}[\gamma] = \text{Tr}(H\gamma\rho)$, where in a sense $\rho$ is the prover’s state. Letting $(X_i, Z_i)$ be the observables of $P$ which determine the value of the $i^{th}$ response, we require an isometry which teleports these observables to $\sigma_{X,i}, \sigma_{Z,i}$ as the Hamiltonian is penalizing the bad configurations of the state with respect to $\sigma_{X,i}, \sigma_{Z,i}$. Let us assume the prover’s state is in a hilbert space $H \otimes H_{\text{env}}$, where he might share some entanglement with the environment.

Based on how the estimates are updated in the protocol the natural way to define the observables that $P$ measures, would be\footnote{Here we will use $b$ by abusing the notation instead of $(b_i(x_i))_{i\in[n]}$}

\[
\begin{align*}
Z(a) &= \sum_{x_1, \ldots, x_n \in \{0, 1\}} (-1)^{b(x) \cdot a} \langle x_1 \rangle \otimes \ldots \otimes \langle x_n \rangle \langle x_1 \rangle \otimes \ldots \otimes \langle x_n \rangle \otimes I_P \\
X(a) &= \sum_{d_1, \ldots, d_n} (-1)^{a_i \cdot (d_i(x_i) + x_i, 1))} U_d |d_1 \rangle \otimes \ldots \otimes |d_n \rangle \langle d_n \rangle \otimes I_P U_d \end{align*}
\]

Basically in our modelling of actions of $P$, if the challenge bit is $b = 0$, $P$ measures his state in the computational basis in order to get the preimages, and if $b = 1$, he applies an arbitrary unitary $U$, followed by a Hadamard measurement to retrieve the $d$ values.

As mentioned before we would like to see these obserables as $\sigma_X$ and $\sigma_Z$ up to some isometry. The canonical choice of isometry here is $V : H \rightarrow (\mathbb{C}^2)^{\otimes n'} \otimes (\mathbb{C}^2)^{\otimes n'} \otimes H$ defined as,

\[
V \psi = (\frac{1}{2^{n'}} \sum_{a,b} I \otimes \sigma_X(a) \sigma_Z(b) \otimes X(a)Z(b)) |\phi^+\rangle^{\otimes n'} \psi
\]

Where $|\phi^+\rangle$ is an EPR pair.

**Definition 3 (Extracted Qubits).** Let $P$ be a prover playing in Protocol X, Z defined and let $V$ be the canonical isometry sending $(X, Z)$ to $(\sigma_X, \sigma_Z)$. Let $|\phi\rangle \in H \otimes H_{\text{env}}$ be the state of the prover after sending the $y_i$ values. We call the reduced density of $V |\phi\rangle$ on $H$ the extracted qubits of the prover, and we denote it by $\rho$.

**Fact 2 (Mahadev 2018).** Let $P$ be any QPT prover, $\rho$ be their extracted qubit. We have,\footnote{$\sigma_W(a) = \Pi_{i=1}^{\lfloor a \rfloor} \sigma_{W,i}$ the $X$ or $Z$ measurement of indices such that $a_i = 1$}

- $\forall b \in \{0, 1\}^{n'}$, $\text{Tr}(\sigma_Z(b) \rho) = \langle \psi | Z(b) |\psi\rangle$
- $\forall b \in \{0, 1\}^{n'}$, $\text{Tr}(\sigma_X(b) \rho) = \frac{1}{2^{n'}} \sum_a (-1)^{a \cdot b} \langle \psi | Z(b) X(a)Z(b) |\psi\rangle$

Previously we mentioned that one can retrieve samples by asking the prover measure their state in computational basis, the first bullet exactly corresponds to this scenario. Intuitively what it tells us is that the distribution of the $b(x)$, for $x$ values returned by $P$, is identical to the distribution of the measurement outcomes of the extracted qubit $\rho$ in the computational basis. However, in the case of the Hadamard basis, the matter is more subtle as the distribution is “twirled”. As long as we only care about collecting samples via Z measurements, the twirl operator does not cause us any issues, as we will show that it would not affect the energy estimate in the protocol.

In order to follow the proofs done in Mahadev [2018] we require our function family $F$ to have an stronger property than the adaptive hardcore bit property; namely for it to be a collapsing family, defined in Unruh [2016].

Let $F = \{f_{pk}\}$ be a family of functions and consider the following game,

1. The challenger picks $pk \leftarrow \text{Gen}(1^n)$ and sends it to the adversary
2. The adversary prepares a state $|\phi\rangle = \sum_x \alpha_x |x\rangle$ and sends it to the challenger
3. The challenger evaluates $f_{pk}$ in super position of $|\phi\rangle$
4. The challenger measures the image register and obtains $y$ and a state $|\phi'\rangle = (\sum_x f_{pk}(x) = y \alpha_x |x\rangle) |y\rangle$
5. The challenger flips a bit $b$ and based on that either measures the first register of $|\phi'\rangle$ in the computational basis or does not
We proceed by stating and proving the completeness of the protocol.

We note that completeness for this protocol is in some sense easier to prove than the completeness of the protocols described in the previous sections. The reason for this is that the protocol does not abort when the estimates are not satisfying to desired bounds. We proceed by describing the strategy for the honest prover and the proof of the completeness.

**Theorem 7** (Completeness). There exists a QPT prover $P^{(s)}$, such that for any distribution $D \in \mathcal{D}(n)$, any $\lambda$-collapsing claw-free family $\mathcal{F}$, $P^{(s)}$ wins in Protocol 2 with probability 1 and we have:

- $S \sim \mathcal{D}^{[S]}$.

We note that completeness for this protocol is in some sense easier to prove than the completeness of the protocols described in the previous sections. The reason for this is that the protocol does not abort when the estimates are not satisfying to desired bounds. We proceed by describing the strategy for the honest prover and the proof of the completeness.

**Proof.** Let us denote $2n + T' + 1$ by $n'$. The honest prover will create a state such that each bit $b_i$ would correspond to the measurement of a qubit from the history state. They extend the state with zeros in the following way.

$$|\phi_{hist}\rangle |0^{mn'}\rangle_X = \sum_{b_1, \ldots, b_{n'}} \alpha_{b_1, \ldots, b_{n'}} |b_1\rangle |0^{m}\rangle \ldots |b_{n'}\rangle |0^{m}\rangle \quad (18)$$

By applying QFT on the 0 registers we get the state,

$$|\phi'\rangle = \frac{1}{\sqrt{2^{mn'}}} \sum_{b_1, \ldots, b_{n'}} \alpha_{b_1, z_1, \ldots, z_{n'}} \sum_{x \in \{0,1\}^{m \times n'}} |b_1\rangle |z_1\rangle \ldots |b_{n'}\rangle |z_{n'}\rangle \quad (19)$$

We add a zero register to $|\psi\rangle$ and evaluate $f_{pk_{n'}}$ on the superpositions to get the state,

$$|\phi''\rangle = \frac{1}{\sqrt{2^{mn'}}} \sum_{b_1, \ldots, b_{n'}} \alpha_{b_1, z_1, \ldots, z_{n'}} \sum_{x \in \{0,1\}^{m \times n'}} |b_1\rangle |z_1\rangle |f_{pk_{n'}}(b_1, z_1)\rangle \ldots |b_{n'}\rangle |z_{n'}\rangle |f_{pk_{n'}}(b_{n'}, z_{n'})\rangle \quad (20)$$

$P$ proceeds by measuring the image registers to get values $y_1, \ldots, y_{n'}$. The state after obtaining this measurement outcome will be,

$$|\phi_P\rangle = \sum_b \alpha_b |b_1\rangle |x_{1,b_1}\rangle |y_1\rangle \ldots |b_{n'}\rangle |x_{n',b_{n'}}\rangle |y_{n'}\rangle \quad (21)$$

where $(b_i, x_i, b_{n'})$ is the $b_i$-labeled preimage of $y_i$ under $f_{pk_{n'}}$.

Upon receiving challenge 0, $P$ measure the state $|\phi_P\rangle$ in computational basis and sends $x_1, \ldots, x_n = (b_1, x_1, b_{n'}, \ldots, b_{n'}, x_{n', b_{n'}})$ values to $V$. From equation 21 one can deduce that $b_1(x_1), \ldots, b_{n'}(x_{n'})$ as in the protocol is distributed identically to the outcome of the measurement of the history state in computational basis. By construction $P$ always succeeds in the preimage check, hence, wins with probability 1.

As the outcomes of measuring the $b$ registers of state $|\phi_P\rangle$ are distributed identically to the measurement outcomes of the history state $|\phi_{hist}\rangle$ we have $S \sim \mathcal{D}^{[S]}$, following the completeness proof from Theorem 5. □
In fact the completeness can be modified so that it captures the fact that the estimates computed in the protocol are close to the actual energy and outcome probability. We state the theorem here, but as similar statements are proven in the soundness we avoid repeating the proof here.

Theorem 8 (Completeness 2). There exists a QPT prover $P^{\text{o}(\ast)}$, such that for any distribution $D \in \mathcal{D}(n)$, any family of $\lambda$-collapsing claw-free family $F$, $P^{\text{o}(\ast)}$ wins $N = O\left(\frac{K}{\epsilon^2}\text{poly}(n, T) \log(1/\delta)\right)$ iterations of Protocol 7 with probability $1$, we have that with probability at least $1 - \delta$, we have

- $|S| \geq \Omega(K)$.
- $p/n_2 \geq 1 - 2d_2^2(D, D_C)[\text{\footnotesize{12}}]$
- $\gamma/n_1(\frac{n'}{2}) \in \left[q - \frac{\gamma^2}{2n'}, q + \frac{\gamma^2}{2n'}\right]$, where $q = \langle \phi_{\text{hist}} | H_G | \phi_{\text{hist}} \rangle$.
- $S \sim (D)^{|S|}$.

4.3.4 Soundness

Now that we have established an honest prover strategy, the only thing left is to prove that for any prover who wins the game with a high probability, the verifier $V$ would collect samples from a distribution close to the $D_C$.

The key fact to prove the soundness of the protocol is that the values $x_i$ and $d_i$ are somewhat correlated with the measurement outcomes of the $i^{\text{th}}$ qubit of the prover’s extracted qubit.

Fact 3 [Mahadev 2018]. Let $F$ be a collapsing claw-free family and let $P$ be any QPT prover who wins in Protocol 7 with probability $1$, let $\rho$ be the prover’s extracted qubits, $B_i$ and $D_i$ the outcome of measuring the $i^{\text{th}}$ qubit of $\rho$ in the computational and the Hadamard basis respectively. For any parity $\chi : \{0, 1\}^n \rightarrow \{-1, +1\}$ we have,

- (computational basis measurement) $\chi(B_1, \ldots , B_n')$ is identically distributed to $\chi(b_1(x_1), \ldots , b_n'(x_n'))$.
- (the Hadamard basis measurement) $\chi(D_1, \ldots , D_n')$ is computationally indistinguishable from $\chi(d_1 \cdot (x_{1,0} + x_{1,1}), \ldots , d_n' \cdot (x_{n',0} + x_{n',1}))$.

Lemma 7. For any $T$-gate quantum circuit $C$, and its corresponding $T'$-gate comparison circuit $G$, let $F = \{ f_{pk}\}$ be a family of claw-free functions satisfying the collapsing property, and let $H_G$ be an $n' = 2n + T' + 1$ qubit Hamiltonian corresponding to $G$. For any QPT prover $P$ let $\rho$ be the reduced density of the extracted qubits of $P$, and let $D_A$ be the distribution of outcomes of measuring the adv register of $\rho$ conditioned on the measurement outcome of clock, out and aux register being 0 in the computational basis. If $P$ wins in Protocol 7 with probability $1$ we have,

- $\mathbb{E}[\gamma/n_1(\frac{n'}{2})] \approx \text{Tr}(H_G \rho)$.
- $\mathbb{E}[p/n_2] = \frac{\text{Tr}([T']^\dagger [T'] \otimes |1\rangle \langle 1|_{\text{aux}} \rho)}{\text{Tr}([T']^\dagger [T']_{\text{clock}} \otimes |1\rangle \langle 1|_{\text{out}} \rho)}$.
- $S \sim (D^A)^{|S|}$.

Proof. To prove this theorem we will be using Fact 3. First we prove the properties only relying on the computational measurements, namely properties about $p$ and $S$. Let us focus on distribution of $S$ first.

A sample is collected if type = 1, the challenge bit $b$ is equal to 0 and $b(o), b(\text{clock}), b(\text{aux})$ are all 0. Due to Fact 3 this is equivalent to when the outcome of measuring the aux, clock and out registers of $\rho$ are 0. Conditioned on this happening the sample collected has the exact same distribution as measuring the adv register of $\rho$, which is equivalent to $D_A$.

The estimate $\rho$ is increased by $b(o)$, when type = 2, the challenge bit is 0 and $b(t_0), \ldots , b(t_{T'}) = (1, \ldots , 1)$. Conditioned on the clock being $T'$, the expectation of $b(o)$ is $\text{Tr}([T']^\dagger [T']_{\text{clock}} \otimes |1\rangle \langle 1|_{\text{out}} \rho)$ due to fact 3. Hence we have $\mathbb{E}[p] = n_2 \frac{\text{Tr}([T']^\dagger [T']_{\text{clock}} \otimes |1\rangle \langle 1|_{\text{out}} \rho)}{\text{Tr}([T']^\dagger [T']_{\text{clock}} \otimes |1\rangle \langle 1|_{\text{out}} \rho)}$.  

\footnotesize{12}This is done similar to the protocol described in Figure 6.
The next thing to prove is that the energy estimate has the desired expectation. If we consider the \( n_1 \) rounds in which we change the energy estimate, the expectation of the amount of change done to \( \gamma \) is equal to:

\[
-\frac{1}{2} \sum_{i,j} J_{i,j} (-1^{b_i(x_i) + b_j(x_j)} + -1^d_i(x_i,0 + x_i,1) + d_j(x_j,0 + x_j,1))
\]

For \( b_i(x_i) \) and \( b_j(x_j) \), we know that these random variables are distributed identically to measurement of \( \rho \) in computational basis. The only issue is that \( d_i(x_i,0 + x_i,1) \) is not distributed identically to Hadamard measurement of \( \rho \), but rather is computationally indistinguishable from it.

However for any parity \( \chi \) if the distance between the expectations of \( \chi(d_i(x_i,0 + x_i,1)) \) and \( \chi \) applied on the measurement outcomes of \( \rho \) in the Hadamard basis is negligible in \( \lambda \); as otherwise an adversary could distinguish between the two by random sampling using only \( O(1/poly(\mu)) \) samples. Hence we have,

\[
\mathbb{E}[J_{i,j}(-1^{b_i(x_i) + b_j(x_j)} + -1^d_i(x_i,0 + x_i,1) + d_j(x_j,0 + x_j,1)) = J_{i,j}(\mathbb{E}[\sigma_{X,i}\sigma_{X,j}\rho] \pm ngl(\lambda))
\]

Hence we have that \( \mathbb{E}[\gamma] \approx n_1\frac{1}{n_2} \mathbb{E}[\rho(H_G\rho)] \) as desired.

**Theorem 9 (Perfect Prover Soundness).** For any \( T \)-gate circuit \( C \) acting on \( n \)-qubits, the protocol defined in **Figure 2** has the following properties. It is an interactive protocol \((\mathcal{V},\ast)\) between a classical verifier \( \mathcal{V} \) and a quantum prover. For any QPT prover \( P \), let \( \rho \) be the reduced density of the extracted qubits of \( P \), and \( D^A \) be the distribution of outcomes of measuring the adv register of \( \rho \) in the computational basis conditioned on the measurement outcome of clock, out and aux registers being 0. If \( P \) wins \( N = O(\frac{1}{T^2\mu}poly(n,T)\log(1/\delta)) \) iterations of the protocol with probability 1 and \( \frac{\gamma}{n_1}(\frac{2n+T+1}{2}) \leq \frac{\eta^2}{2T^2} \) and \( \frac{p}{n_2} \geq 1 - 2\eta^2 \), then with probability \( 1 - \delta \) we have,

- \( d_H(D_C, D^A) \leq O(\eta^{1/4}) \),
- \( S \sim (D^A)^{|S|} \).

**Note.** The guarantee expressed in the last sentence of Theorem 9 might seem mysterious at first. Note however that the conditions contained there are equivalent to the checks performed at the last step in the constant quantum memory protocol from **Figure 6**. The fact that the checks are contained in the statement of the theorem and not in the protocol itself allows us to analyze perfect provers only and simplifies the presentation considerably.

**Proof of Theorem 9** Let \( G \) be the \( T' \) comparison circuit of \( C \) and let \( H_G \) be the corresponding 2-local Hamiltonian acting on \( n' = 2n + T' + 1 \) qubits.

Applying Lemma 5 we have that with probability \( 1 - e^{-\frac{N}{8}} \) we have \( n_1 \geq \Omega(N) \). From Lemma 7 we have,

\[
\mathbb{E}\left[\frac{\gamma}{n_1}(\frac{n'}{2})\right] \approx \mathbb{E}[\rho(H_G\rho)] \quad (22)
\]

\[
\mathbb{E}\left[\frac{p}{n_2}\right] = \frac{\mathbb{E}[\langle T'\rangle_{\text{clock}} \otimes \langle 1\rangle_{\text{out}}\rho]}{\mathbb{E}[\langle T'\rangle_{\text{clock}}\rho]} \quad (23)
\]

Using Fact 8 we get,

\[
\mathbb{P}\left[\left|\frac{\gamma}{n_1}(\frac{n'}{2}) - \mathbb{E}[\rho(H_G\rho)]\right| \geq \frac{\eta^2}{2T^2}\right] \leq 2e^{-\frac{\eta^2}{8T^2}} \quad (24)
\]

\[
\mathbb{P}\left[\left|\frac{p}{n_2} - \frac{\mathbb{E}[\langle T'\rangle_{\text{clock}} \otimes \langle 1\rangle_{\text{out}}\rho]}{\mathbb{E}[\langle T'\rangle_{\text{clock}}\rho]}\right| \geq \frac{3\eta^2}{2}\right] \leq 2e^{-\frac{9\eta^4}{8}} \quad (25)
\]

where \( J = \sup_{i \neq j \in [n']} \{|J_{i,j}\}| \).
If we use the hypothesis of the theorem, (24) and (25) we get that with probability $1 - \frac{\delta}{8}$,

$$\operatorname{Tr}(H_G \rho) \leq \frac{\eta^2}{T^3},$$  \hspace{1cm} (26)

$$\frac{\operatorname{Tr}(|T\rangle \langle T|_{\text{clock}} \otimes |1\rangle \langle 1|_{\text{out}} \rho)}{\operatorname{Tr}(|T\rangle \langle T|_{\text{clock}} \rho)} \geq 1 - 2\eta^2 - \frac{3\eta^2}{2} \geq 1 - \frac{7\eta^2}{2}$$  \hspace{1cm} (27)

Note that (27) implies that probability of the measurement outcome of the out register being 1, when the clock is $T'$ is at least $1 - \frac{7\eta^2}{2}$. By employing Corollary 2 we have that with probability $\frac{1 + 7\eta}{T^2 + 1}$, $d_H(D_C, D_A) \leq O(\frac{\eta}{4})$.

By Fact 1 we have that $n_2 = \Omega(\frac{N}{T})$ with probability $1 - \frac{\delta}{20}$ so it’s enough for $N = O(\frac{1}{\eta^2} \log(1/\delta)(\frac{n'}{2})^2 T^7 J) = O(\frac{1}{\eta^2} \log(\frac{1}{\delta})\text{poly}(T, n))$ for (25) to hold with probability $\leq \delta/10$.

If we apply the union bound over all failure events we get that all the conditions will be satisfied with probability at least $1 - \delta$, hence with probability $1 - \delta$ we get $d_H(D_C, D_A) \leq O(\frac{\eta}{1/4})$.

The second bullet follows directly from Lemma 7.

Discussion  We note that we have proven the soundness of our protocol only in the perfect prover setting. The problem with this statement is that, no verifier can make sure that the prover is winning with probability 1. Also the soundness guaranty is different from the previous sections as the game does not abort when the estimates do not satisfy the bound. The reason we modified the game in this manner is that if the game aborted after checking the bounds, even the honest prover would not have won the game with probability 1.

However, it is possible to achieve a stronger soundness guaranties, similar to Theorem 5. To do so, we would need to tweak the protocol, namely by utilizing yet another commitment called a trapdoor injective family. To prove soundness of a non-perfect prover one can then follow a similar path as the one in Claim 7.1 of Mahadev [2018]. In there a reduction from the non-perfect prover to a perfect prover is given.

5 Future Work

We show how to reduce the problem of constructing adversarially robust classifiers to the problem of finding generative models plus the problem of devising classifiers that are robust with respect to distributional shifts. This firmly places the problem of adversarial robustness in the landscape of learning theory. Our result is valid in a model where the prover has access to quantum samples.

There are some important open questions that we leave for future research. First, it would be of great interest to find real-world applications where the underlying model is indeed of quantum nature and hence this model applies directly. Second, can we use the insights from our results to design defenses that are valid in the classical PAC-learning model? As we discussed in Section 3 this might be challenging because certifying randomness between entities that are fully classical seems unreachable in our setup. But it is possible that there exists a third model, neither PAC nor quantum PAC, in which it is possible to obtain a result of similar flavor. Moreover, we can turn the question around and ask for a reduction of the problem of certifiable randomness to the adversarial robustness problem. If such a reduction exists then this strongly implies that in order to tackle adversarial robustness we should first solve the problem of certifiable randomness. Finally, our results are valid for the Hellinger distance. It is natural to ask if our reduction can be generalized to other similarity metrics and if such a potential generalization might be advantageous.
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