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Application of Non-Parametric Bootstrap Confidence Intervals for Evaluation of the Expected Value of the Droplet Stain Diameter Following the Spraying Process

Andrzej Bochniak 1, Paweł Artur Kluza 1, Izabela Kuna-Broniowska 1 and Milan Koszel 2*

1 Department of Applied Mathematics and Computer Science, University of Life Sciences in Lublin, 20-950 Lublin, Poland; andrzej.bochniak@up.lublin.pl (A.B.); izabela.kuna@up.lublin.pl (I.K.-B.)
2 Department of Machinery Exploitation and Management of Production Processes, University of Life Sciences in Lublin, 20-950 Lublin, Poland
* Correspondence: pawel.kluza@up.lublin.pl (P.A.K.); milan.koszel@up.lublin.pl (M.K.);
Tel.: +48-81-531-9619 (P.A.K.); +48-81-531-9732 (M.K.)

Received: 6 November 2019; Accepted: 5 December 2019; Published: 9 December 2019

Abstract: In the era of sustainable agriculture, the issue of proper and precise implementation of agrotechnical operations, without harmful effects on the natural environment, begins to play an important role. Statistical tools also become important, for example, when assessing the malfunction of plant cultivation equipment. The study presents a comparison of six nonparametric bootstrap methods used for construction of confidence intervals for the expected value of an average diameter of droplet stains following the spraying process. The simulation tests were carried out based on experiment with nozzle sprayer Lechler 110-03 using two spray nozzles: a new one and an old one. It was assumed that the distribution of the droplet stain size was consistent with the lognormal distribution. The paper considers the influence of the sample size, mean value and standard deviation of the droplet stain diameter on the interval range as well as on the estimated coverage probabilities of the confidence intervals. It was shown that in general these methods can be applied for this purpose. For the double bootstrap method and the studentized method, the empirical confidence levels of the constructed intervals turned out to be less distinct than the assumed level but the lengths of these intervals were greater than the lengths of intervals obtained using the other four methods.
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1. Introduction

Sustainable agriculture aims to promote a sustainable farming system that relies on the rational use of natural resources, which allows reducing the negative impact of agriculture on the environment and prevents the loss of organic matter in the soil. It is part of a larger movement towards sustainable development, which suggests that natural resources are limited, recognizes the constraints of economic growth and encourages equality in resource allocation. Sustainable agricultural development has been proposed as one of the alternatives to reverse the spiral of resource degradation and poverty. The goal of sustainable agriculture is to protect natural resources [1,2]. Sustainable development is one of the principles on which the European Union (EU) policy should be based, including the EU’s common agricultural policy. The common agricultural policy is the main institutional structure and the main factor of reforms affecting the development of sustainable agriculture [3].
Spraying is the basic and the most widely used treatment in plant protection but improperly preformed or defective technical equipment may degrade the quality of agricultural raw materials and pose a threat to humans and the environment. Recently, plant protection has been severely criticized for creating environmental and human hazards. The use of pesticides, in addition to unquestionable effectiveness, has serious disadvantages. Creation of resistant biotypes, which are difficult to combat later, can be another possible threat. In addition, chemicals change crop biochemistry, pollute the environment and often destroy natural enemies who would limit the host population [4].

However, the use of herbicides, despite many controversies, is one of the basic methods of protecting plants against weeds in modern agriculture. The use of plant protection products (generally known as pesticides or agrochemicals) makes it possible to increase food production by destroying weeds and pests that attack crops. As a result, productivity per hectare increases and also reduces losses during transport and storage of food [5]. In addition, the use of pesticides gives the farmer the opportunity to intervene quickly when the crop is directly threatened by diseases and pests. This is especially important in the case of mass and sudden outbreaks of pests. Some chemicals, for example, seed mortars, have a preventive effect. In turn, granulated pesticides introduced into the soil and taken up by plant roots operate for the whole period or a significant part of the growing season [6].

The effect of herbicides depends on both the technical and technological processes that make up the spraying procedure, as well as the behaviour of the active substance on the sprayed surface of the plants and inside them. These processes include the production of spray liquid droplets (atomization), transfer from the atomizer to the plant surface, droplet retention on plants, formation of sediments on the leaf surface after evaporation of water from the spray liquid, up-taking of the active substance (absorption) and its translocation and metabolism [7].

A number of technological, technical and climatic factors influence the quality of the sprayer work. The most important of them include the type of machine, choice of nozzles, spray parameters, temperature and humidity as well as compliance with the instructions of producers of plant agents [8]. It should be noted that the nozzle wear degree has a decisive influence on spray quality. Application of excessive numbers of droplets on the protected surface causes their merging, which worsens the quality of spraying. Gravity makes droplets on the surface of plants penetrate the soil and reach groundwater [5,9]. Besides, if nozzles generate very small droplets, they are drifted away by wind or the liquid evaporates before falling on protected plants.

In spraying operations, it is important that as much of the spray liquid as possible settles on the surface of the plant. This is the basic condition for achieving high effectiveness of the procedure, as well as reducing losses that burden the environment. Liquid settlement on plants depends mainly on the development phase of the plant, crop density, dose, type of usable liquid and operation of the spraying apparatus [10]. It was stated that in the total spray liquid expenditure balance (during wheat spraying) 52.4% were losses in the air (as a result of drift and evaporation) and as a result of falling on the soil, while 47.6% sprayed liquid stopped on the plants [11]. These are significant losses that can cause environmental pollution.

A uniform distribution of the spray liquid has a significant influence on the environmental impact of agrochemicals. Uneven application means that a more larger dose of the agent is applied over a large field area than it results from actual needs. It is not only a waste but it also carries the risk of the accumulation of residues of plant protection agents in agricultural raw materials [12].

For these reasons, statistical analysis of the droplet stains after the spraying process is important for adjustment of the operating parameters of the sprayer. One of the statistical methods that can be used is the analysis of the droplet stain distribution, especially point or interval estimation of the parameters of their distribution. Naturally occurring droplets are usually irregular in shape and different in size. This resulted in the introduction of different mean droplet diameter definitions along with statistical description of the droplet size distribution (linear, surface and volume (Sauter)).

The conducted research regarding the estimation of droplet size and quantity involves the division into raindrops and droplets following the spraying process, where various types of probability
distribution can be applied to describe each of the two cases presented above. As regards empirical data obtained for raindrops, the following distributions are used most frequently—exponential [13], gamma [14–16], Gauss [17], lognormal [18,19], Weibull [20,21] and Poisson [22]. The gamma distribution is used to describe the droplet size distribution following the spraying process [23]. Equivalently, the following distributions are also used for the same type of data—upper truncated lognormal [24,25], Rosin–Rammeler and Nukiyama–Tanasawa [26] and Weibull [18,27]. The lognormal distributions with the upper truncation [15,23] are applicable for the distribution of droplet diameters because the measured droplet diameters are in a certain interval ranging from zero to a definite upper limit, which in an extreme case can be a maximum measured droplet size.

A number of parametric and non-parametric methods have been designed for interval estimation of the expected value of a random variable with a lognormal distribution. A few such procedures were described and compared in Reference [28], including the Cox method for a large sample size presented in Reference [29], a conservative method described in Reference [30] and a parametric bootstrap method [31]. Based on numerical results, it was demonstrated [28] that all these procedures, with the exception of the Cox method, are too conservative or too liberal disregarding the sample size. Therefore, the methods of construction confidence intervals presented above are not satisfactory for small sample sizes. This problem was solved in Reference [32], where the method was developed for construction of exact confidence intervals for small sample sizes using the idea of a generalized p-value and generalized confidence intervals.

The bootstrap method was designed by Bradley Efron [23,24,26,33]. The group of bootstrap methods includes parametric and non-parametric methods, including inter alia—the basic, percentile, bias-corrected, bias-corrected and accelerated, studentized and double bootstrap methods. These methods differ as regards the selection of appropriate quantiles of the distribution of the estimators from bootstrap samples. Bootstrap is a relatively new method but in the computer era it is frequently used for obtaining confidence intervals and test hypotheses in situations when the sample sizes are small, the distribution of estimators is unknown or when the fulfilment of relevant assumptions is doubtful. The statistical research carried out in Reference [27], showed that the information on the asymmetry of the probability distribution of a random variable or initial estimation of the asymmetry coefficient can be helpful while determining the sample size both in bootstrap tests and classical significance tests.

The aim of this study was to investigating the possibility of using various bootstrap methods to generate confidence intervals to assess the average droplet trace diameter, which can be characterized by an asymmetric probability distribution set close to the lognormal one. The simulations were limited to the ranges of droplet trace sizes obtained in experimental experiments using the Lechler 110-03 sprayer. The usefulness of particular methods is indicated depending on the size of the random sample and the different degree of variability of the obtained droplet trace sizes. The tests carried out are aimed at determining the methods of assessing the degree of wear of the sprayer nozzle.

2. Materials and Methods

2.1. Material

The analysis carried out in the research concerns the estimation of the mean value of droplet stain diameters following the spraying process carried out in an experimental study on a Lechler 110-03 spray nozzle type. The nominal flow rate for this type of the spray nozzle is 1.17 L·min$^{-1}$. The spray boom shift during spraying was 9 km·h$^{-1}$ (2.5 m·s$^{-1}$) and the pressure was 5 bar (0.5 MPa). After the droplets applied on each piece of foil dried, scans of 5×5 cm images were obtained. The scanner resolution during scanning was 300 dpi. The size of droplet stains and the number of droplets was calculated using the computer software Image Pro+ by Media Cybernetics. The new spray nozzle and older one were examined for comparison in a research experiment. The older nozzle was obtained as a result of laboratory wearing using Kaolin KOM water slime from SURMIN-KAOLIN. The slime was
produced by adding 9.1 kg of kaolin to 150 L of water [34]. After reaching 10% wearing, the liquid outflow rate was measured at 1.29 L·min⁻¹. In Figure 1 examples of scans obtained from the spraying process using new spray nozzle (a) and older one (b) are shown.

![Figure 1. Example scans of droplet stains from: (a) new spray nozzle (b) spray nozzle in longer use.](image)

2.2. Mathematical Background

The density function \( f(x) \) of the lognormal distribution for the diameter size of the splashed droplets following the spraying process is given by:

\[
f(x) = \frac{1}{x\sigma\sqrt{2\pi}} \exp\left(\frac{(\log(x) - \mu)^2}{2\sigma^2}\right),
\]

where:
- \( x \in (0, +\infty) \) – droplet diameter [\( \mu \)m],
- \( \mu \in (-\infty, +\infty) \) – expected value of variable \( \ln(X) \), location parameter,
- \( \sigma > 0 \) – standard deviation, scale parameter,
- \( \log(\cdot) \) – natural logarithm.

\( Y = \log(X) \sim N(\mu, \sigma) \).

The parameters of the lognormal distribution turn out to be the functions of both parameters \( \mu \) and \( \sigma^2 \) and this dependence poses difficulties in obtaining exact and optimal tests and confidence intervals. In particular, the expected value of lognormal random variable \( X \) depends on \( \mu \) and \( \sigma^2 \):

\[
E(X) = E(\exp(Y)) = \exp\left(\mu + \frac{1}{2}\sigma^2\right).
\]

The overlapping of droplet stains following the spraying process is an additional difficulty in using these stains to estimate the distribution of the spraying parameters. The poor accuracy in point estimation of the mean value and standard deviation has an impact on the interval estimation of these parameters. Taking into account the above difficulties, six non-parametric bootstrap methods were used to construct the confidence intervals—basic, percentile, bias-corrected, bias-corrected and accelerated, studentized and double bootstrap methods.

During the research work, the sensitivity of the lengths and coverage of intervals constructed using the discussed bootstrap methods were compared, given the changes in the sample sizes and changes in the values of standard deviation. The consistency of empirical coverages was also compared with the assumed confidence level.

Let \( x = (x_1, x_2, \ldots, x_n) \) denote an \( n \)-element random sample, whereas \( R(x, F) \) is some statistics determined on the sample space with distribution \( F \), \( \theta \) is the unknown parameter and \( \sigma \) is the standard
deviation of this parameter. The bootstrap sample is an \( n \)-element realization of the variable \( X \), 
\[ x^* = (x_1^*, x_2^*, \ldots, x_n^*) \] 
and its elements are selected at random with replacement from sample \( x \). In order 
to obtain bootstrap samples, independent \( B \)-fold \( (B \geq 1000) \) generation of \( n \)-element data sequences 
\[ x^* = (x_1^*, x_2^*, \ldots, x_n^*) \] 
is carried out. These data sequences are used to determine the estimator \( \hat{\theta} \) of the \( \theta \) 
parameter. As a result, \( B \)-element sequence of estimators \( \hat{\theta}_j^* = R \left( x_j^* \right), j = 1, 2, \ldots, n \) is obtained. Out 
of the sequence of estimators \( \hat{\theta}_j^* \), the quantiles of a fixed rank are calculated, which are then used to 
obtain the confidence interval for parameter \( \theta = R(x) \).

In the simplest basic method (B), the \((1 - \alpha)\%\) confidence interval for parameter \( \theta \) is obtained 
according to the formula:
\[
\left( 2\hat{\theta} - \hat{\theta}^{(1-\frac{\alpha}{2})}, 2\hat{\theta} - \hat{\theta}^{(\frac{\alpha}{2})} \right),
\]
where:
- \( \hat{\theta}_{(a)} \) denotes \( a^{th} \) quantile from the sequence of values \( \hat{\theta}_j^* \),
- \( \hat{\theta} \) denotes the estimator from the original sample \( x = (x_1, x_2, \ldots, x_n) \).

The percentile (P), bias-corrected (BC) and bias-corrected and accelerated (BCa) methods 
confidence intervals do not use estimator \( \hat{\theta} \) but are calculated exclusively based on quantiles of 
a relevant rank from the sequence of estimators:
\[
\left( \hat{\theta}_{(a_L)}, \hat{\theta}_{(a_U)} \right),
\]
where the ranks \( a_L \) and \( a_U \) of appropriate percentiles can be calculated according obtained sequence 
of estimators \( \hat{\theta}_j^* = R \left( x_j^* \right), j = 1, 2, \ldots, n \) depending on selected method.

The bootstrap method with bias correction [35] contributes to improvement of the precision of the 
percentile method in the case when the median of estimator values for all bootstrap samples is not 
equal to the value of the estimator for the original sample. This method adds two steps after estimation 
of the distribution of the considered parameter for bootstrap samples:
- calculation of the fraction \( k \) of bootstrap samples for which the estimator value of the parameter is 
  lower than the estimator calculated on the basis of the original sample,
- calculation of interval bounds regarding the calculated fraction of samples in order to correct 
  the bias.

Similar to the previous method, the bias-corrected and accelerated bootstrap method (BCa) [24,35] 
takes into account the fact that estimators of the parameter for bootstrap samples can be biased and the 
impact of individual values in a sample on the value of the estimator is considered as well. When the 
distribution is skewed, some adjustment needs to be made and BCa method gives such a possibility.

The ranks \( a_L \) and \( a_U \) of percentiles in BCa method depend on two constants \( a \) and \( z_0 \) called the 
acceleration and bias correction coefficient. The standard error of \( \hat{\theta} \) is stabilized by coefficient \( a \) and \( z_0 \) 
measures the median bias of \( \hat{\theta}^* \). This results in faster convergence of the estimator confidence limit 
into its exact value than in the case of the quantile method. Thus, the probability of coverage for the 
BCa method is closer to the nominal probability than in the percentile method.

There are different ways to determine the value of coefficient \( a \). One of them uses the jackknife 
method [24], which explores the impact of \( n \) individual elements of a sample by using \( n \) special sample 
size \( n - 1 \) each. Each of the \( n \) new samples is obtained through deleting each time only one element from 
the original sample. Based on such samples, \( n \) estimators of the \( \theta \) parameter are calculated.

In the studentized method, sometimes referred to as the bootstrap-t method, the appropriate 
statistic quantiles are used in the following form:
\[
t^* = \frac{\hat{\theta}^* - \hat{\theta}}{\sigma(\hat{\theta}^*)},
\]
where $\hat{\sigma}(\hat{\theta}^*)$ is the estimator of the standard error of the estimator $\hat{\theta}^*$ determined based on the bootstrap sample $x^* = (x^*_1, x^*_2, \ldots, x^*_n)$.

The double bootstrap method is a modification of the previous method [36], where the standard error $\sigma(\hat{\theta}^*)$ of $\hat{\theta}^*$ is estimated on bases of additional $B_1$ bootstrap samples $x^{**} = (x^{**}_1, x^{**}_2, \ldots, x^{**}_n)$ generated from the $x^*$ sample, where $\bar{\theta}^{**} = \frac{1}{B_1} \sum_{i=1}^{B_1} \hat{\theta}^{**}_i$.

This section outlines the six bootstrap methods, which were used in this study. More details and appropriate mathematical formulas of individual methods can be found in numerous studies available in the cited literature.

2.3. Computer Simulations

On the basis of the experimental tests, the ranges of the average diameters of droplet traces obtained in the spraying process using the tested nozzles were estimated. The determined ranges of means as well as standard deviations obtained for the droplet stains were used as the basis for conducting computer simulations using the six bootstrap methods described in the previous section. The simulations were carried out taking into account different sample sizes (10–600 elements). For each combination of two values of the analyzed mean and standard deviation, ten thousand samples were generated consisting of equal elements each, which were used for generating bootstrap samples. For each random sample $x$, the total of $B = 2000$ bootstrap samples were generated, based on which the relevant percentiles were estimated. In the case of a double bootstrap, the standard deviation was estimated based on $B_1 = 250$ samples. For each generated sample, all six types of confidence intervals were calculated and the assumed confidence level was $\alpha = 0.05$. Computer simulations were carried out using software MATLAB R2014a by employing our own code and embedded procedures on the computer with the operating system Windows 10 Professional equipped with an Intel Xeon E5-2609 2.40 GHz processor.

3. Results

The analysis took into account the mean values and standard deviation values estimated on the basis of the measurements performed with the Lechler 110-03 sprayer. The first step involved testing the consistency of the distribution of size of droplets stain diameters from the measurements with the lognormal distribution and determining its parameters.

The considered sample scans, which were previously presented on Figure 1, resulted in a highly asymmetrical distribution of droplet stain diameters. The distribution of droplet diameters obtained while spraying using a new and old nozzle are presented in Table 1. The drops traces were divided into 5 size classes—0–150 $\mu$m, 150–250 $\mu$m, 250–350 $\mu$m, 350–450 $\mu$m and above 450 $\mu$m. The estimates were obtained using computer software Image Pro+ by Media Cybernetics. The table includes the number of objects assigned to classes, the percentage of objects, the percentage of surface covered and the average drop values and standard deviations in each class. The data compiled in Table 1 show a strongly asymmetrical distribution.

In addition, to determine the approximate parameters of the droplet size distribution, a division into a larger number of size classes was made (Figure 2). For both nozzles (new and old), using the Matlab function fitnlm, parameters of log-normal distribution were determined, which are best fitted to the obtained histograms for selected droplet size classes. For the new nozzle, the average is $\mu_x = 160.3$ $\mu$m and the standard deviation $\sigma_x = 65.8$ $\mu$m, while for the older nozzle the average is $\mu_x = 186.7$ $\mu$m and the standard deviation $\sigma_x = 81.2$ $\mu$m.

Due to the overlapping of droplet stains following the spraying process and the difficulties in construction of the confidence intervals for the expected value of the lognormal distribution, we chose the bootstrap methods [24]. As already mentioned, the confidence intervals, constructed using the discussed bootstrap methods were compared in terms of the sensitivity of their lengths and probabilities of the expected value coverage to changes in sample sizes and in values of standard
deviation. The consistency of empirical coverage probabilities with the assumed confidence level was also compared.

Table 1. Droplet traces size distribution in an example datasets.

| Stain Class | No. Objects | % Objects | % Area | Diameter Mean | Diameter Std |
|-------------|-------------|-----------|--------|---------------|--------------|
| New nozzle  |             |           |        |               |              |
| <150 µm     | 511         | 62.01     | 43.96  | 123.89        | 19.19        |
| 150–250 µm  | 242         | 29.37     | 36.72  | 184.29        | 22.61        |
| 250–350 µm  | 61          | 7.40      | 15.95  | 293.17        | 52.33        |
| 350–450 µm  | 9           | 1.09      | 3.17   | 382.51        | 69.80        |
| >450 µm     | 1           | 0.12      | 0.19   | 471.00        | 0.00         |
| Older nozzle|             |           |        |               |              |
| <150 µm     | 323         | 51.43     | 37.49  | 132.34        | 14.37        |
| 150–250 µm  | 204         | 32.48     | 35.71  | 196.42        | 15.69        |
| 250–350 µm  | 80          | 12.74     | 19.09  | 295.28        | 24.28        |
| 350–450 µm  | 12          | 1.91      | 3.69   | 412.07        | 39.19        |
| >450 µm     | 9           | 1.43      | 4.01   | 521.74        | 47.16        |

Figure 2. Histograms of the droplet stain diameters from the experiment and fitted lognormal distribution for new and older nozzles.

The analysis took into account the mean values and standard deviation values estimated based on the measurements performed with the Lechler 110-03 sprayer. In order to generate samples from the lognormal distribution for the population mean, the range from 90 µm to 210 µm was taken with a step of ten units, whereas for the standard deviation the range was from 30 µm to 180 µm with a step of ten units. For each combination of two values of the analyzed mean and standard deviation, ten thousand samples were generated consisting of thirty elements each, which were random samples used for generating bootstrap samples. For each random sample \( x \), the total of \( B = 2000 \) bootstrap samples were generated, based on which the relevant percentiles were estimated. In the case of a double bootstrap, the standard deviation was estimated based on \( B_1 = 250 \) samples. The values of \( B \) and \( B_1 \) were determined according to Reference [36]. For each generated sample, all six types of confidence intervals were calculated and the assumed confidence level was \( \alpha = 0.05 \).

The largest differences between the results obtained by different methods occurred for small samples. Figure 3 presents numerical results of the coverage of the calculated confidence intervals for the assumed 95% confidence levels using the six bootstrap methods with division to the selected lengths of the mean value and standard deviation value \( (\mu, \sigma) \) of variable \( X \). In a majority of cases,
all the considered methods give the coverage probabilities lower than the assumed level of 95% for sample sizes of 30. The confidence intervals constructed with the studentized and double bootstrap methods give the coverage probabilities not greater than 94% for each considered value of the mean; noteworthy, the variation of the feature may be high and, in a particular case, the variation coefficient may even be equal to 80%. The other four methods allow obtaining coverage probabilities not greater than 93%; however, only for the variation coefficient not higher than 34% (Figure 3).

**Figure 3.** Coverage probabilities of the mean value by confidence intervals constructed by the six types of bootstrap methods ($n = 30$).

In order to study the impact of the sample size on the lengths of confidence intervals for the examined bootstrap methods, the sample sizes considered in the simulations were 10, 20, 30, 50, 80, 100, 150, 200, 400 and 600. Since the interval lengths for larger sample sizes overlap, the figure presents only the lengths for the smaller sample sizes (up to 100 elements). The samples were generated from
a population for which the mean value was 160 µm and the standard deviation ranged from 40 to 120 µm. For each of the sizes, five thousand samples were generated and the length of the confidence interval calculated with the six studied methods was estimated based on each sample. The lengths of the intervals obtained were averaged for each method separately. From the graph presented in Figure 4 (for the standard deviation of 80 µm, close to the sample obtained from the experiment), it is evident that the intervals for the studentized and double bootstrap methods are wider, compared with the basic, percentile, bias correction and accelerated methods. Concurrently, it can be noted that the lengths of the confidence intervals for the four methods mentioned above are fairly equal (Figure 4).

![Figure 4](image-url)

**Figure 4.** Changes in the length of confidence intervals constructed using nonparametric bootstrap methods depending on the sample size; $\mu_x = 160$ µm, $\sigma_x = 65$ µm (B—basic, P—percentile, C—bias corrected, A—accelerated, S—studentized, D—double bootstrap).

The four methods—namely, basic, percentile, bias correction and accelerated methods—give intervals characterized by similar length but different from the results obtained using the studentized and double bootstrap methods, which are mutually comparable (Hall, 1992). Hence, the graph shows the comparison of the lengths of the confidence intervals only for two methods—the percentile and double bootstrap methods (Figure 4). For small sample sizes and large standard deviation, the lengths of the intervals obtained using the double bootstrap method are even approximately 3 times longer than those obtained using the percentile method. For larger sample sizes, these differences are less visible.

In the study of the influence of the sample size on the coverage probabilities of confidence intervals, obtained in particular for the smaller sample sizes, the following sample sizes were included in the simulation—10, 20, 30, 50, 80, 100, 150, 200, 400 and 600 (Figure 5). For each sample size, five thousand samples were generated from the same population as previously (mean value 160 µm and standard deviation from 40 to 120 µm) and the percentage of covering of the assumed value of 160 was checked.

The intervals obtained using the analyzed methods give a similar covering of the true value of the population mean only for samples with a size of at least 100–200 elements. For smaller sample sizes, we obtained a clear division of the discussed methods into three groups. Given the interval lengths discussed above, the covering is closest to the assumed confidence level for the studentized and double bootstrap intervals, followed by the bias correction, percentile, accelerated and basic methods. According to the considered criterion, the worst covering is provided by the basic method (Figure 6).
Figure 5. Changes in the lengths of confidence intervals constructed using nonparametric bootstrap methods (percentile and double bootstrap) depending on the sample size and different values of standard deviation; $\mu_x = 160 \mu m$.

Figure 6. Changes in the empirical confidence level of intervals obtained using the nonparametric bootstrap methods depending on the sample size; $\mu_x = 160 \mu m$, $\sigma_x = 65 \mu m$ (B—basic, P—percentile, C—bias corrected, A—accelerated, S—studentized, D—double bootstrap).

The graph presented in Figure 7 and Table 2 show the influence of the standard deviation on the coverage of confidence intervals. As in the case of the comparison of the interval lengths, the graph shows a comparison of only the percentile method and the double bootstrap method (Figure 7, Table 2). The difference between the coverages of the intervals obtained using these methods are visible mainly for small sample sizes.
Figure 7. Changes in the empirical confidence level of intervals constructed using nonparametric bootstrap methods (percentile and double bootstrap) depending on the sample size and different values of standard deviation; $\mu_x = 160 \mu m$.

Table 2. Coverage probabilities of the expected value by confidence intervals constructed using nonparametric bootstrap methods depending the sample size and different values of standard deviation, $\mu_x = 160 \mu m$.

| Sample Size | Standard Deviation | B  | P   | BC  | BCa | S   | D   |
|-------------|--------------------|----|-----|-----|-----|-----|-----|
| 10          | 40                 | 0.897 | 0.897 | 0.895 | 0.895 | 0.947 | 0.946 |
|             | 80                 | 0.843 | 0.859 | 0.861 | 0.865 | 0.932 | 0.932 |
|             | 120                | 0.789 | 0.821 | 0.828 | 0.847 | 0.921 | 0.922 |
| 20          | 40                 | 0.918 | 0.919 | 0.919 | 0.917 | 0.946 | 0.948 |
|             | 80                 | 0.881 | 0.895 | 0.899 | 0.901 | 0.937 | 0.938 |
|             | 120                | 0.838 | 0.864 | 0.870 | 0.882 | 0.924 | 0.924 |
| 30          | 40                 | 0.928 | 0.932 | 0.933 | 0.934 | 0.950 | 0.949 |
|             | 80                 | 0.898 | 0.911 | 0.913 | 0.917 | 0.941 | 0.942 |
|             | 120                | 0.869 | 0.892 | 0.897 | 0.905 | 0.934 | 0.934 |
| 50          | 40                 | 0.935 | 0.935 | 0.936 | 0.939 | 0.947 | 0.947 |
|             | 80                 | 0.919 | 0.925 | 0.926 | 0.928 | 0.943 | 0.944 |
|             | 120                | 0.883 | 0.902 | 0.907 | 0.914 | 0.932 | 0.933 |
| 80          | 40                 | 0.944 | 0.945 | 0.946 | 0.946 | 0.950 | 0.952 |
|             | 80                 | 0.925 | 0.934 | 0.935 | 0.931 | 0.942 | 0.944 |
|             | 120                | 0.895 | 0.907 | 0.908 | 0.910 | 0.926 | 0.925 |
| 100         | 40                 | 0.943 | 0.940 | 0.941 | 0.941 | 0.944 | 0.945 |
|             | 80                 | 0.930 | 0.938 | 0.937 | 0.935 | 0.944 | 0.944 |
|             | 120                | 0.905 | 0.917 | 0.919 | 0.920 | 0.934 | 0.936 |
| 150         | 40                 | 0.948 | 0.949 | 0.948 | 0.948 | 0.952 | 0.953 |
|             | 80                 | 0.931 | 0.937 | 0.937 | 0.937 | 0.942 | 0.943 |
|             | 120                | 0.921 | 0.930 | 0.932 | 0.932 | 0.942 | 0.943 |
| 200         | 40                 | 0.941 | 0.941 | 0.940 | 0.941 | 0.945 | 0.946 |
|             | 80                 | 0.943 | 0.946 | 0.947 | 0.946 | 0.950 | 0.951 |
|             | 120                | 0.928 | 0.939 | 0.941 | 0.939 | 0.948 | 0.949 |
| 400         | 40                 | 0.947 | 0.946 | 0.946 | 0.945 | 0.947 | 0.947 |
|             | 80                 | 0.942 | 0.946 | 0.946 | 0.946 | 0.946 | 0.948 |
|             | 120                | 0.936 | 0.940 | 0.939 | 0.941 | 0.944 | 0.946 |
| 600         | 40                 | 0.949 | 0.951 | 0.949 | 0.949 | 0.952 | 0.952 |
|             | 80                 | 0.946 | 0.946 | 0.946 | 0.946 | 0.948 | 0.949 |
|             | 120                | 0.940 | 0.942 | 0.941 | 0.939 | 0.942 | 0.944 |

4. Discussion

Agricultural ecosystems have been designed to provide food, fibre and fuel. Ecosystem services such as nutrient recirculation, pollination and water flow are often referred to as endangered
resources in modern societies. Agricultural systems can therefore be seen as heterogeneous but nested socio-ecological systems requiring an institutional environment [3].

Man-made climate change has created major challenges to achieve sustainable agriculture by depleting ecological and natural resources. Existing climate change has an impact on water resources. Some countries are already experiencing severe water scarcity or are reaching their limits [37]. The most promising strategy for achieving sustainable development is to replace hazardous agrochemicals with environmentally friendly preparations from symbiotic microorganisms that could provide protection against biotic and abiotic substances [38].

The main conflict in the pursuit of sustainable development is between economic maximization of growth and environmental protection [39]. On a global scale, agriculture is one of the main sources of degradation of ecosystem services. Also in Europe, most of today’s agriculture has a severe negative impact on ecosystems, for example contributing to global carbon cycle disorders, loss of biodiversity and increasing eutrophication. The transition to more sustainable agriculture is necessary to avoid further degradation of ecosystems [3]. The presented assessments of various authors regarding the impact of pesticide use on the natural environment, agricultural production and human health indicate that an important element is proper plant protection technique and compliance with spraying parameters. These parameters can have a significant impact on the quality of the plant protection treatment and the state of the environment.

To reduce the harmful effects of plant protection agents on the environment, we should aim to reduce herbicide doses. In Reference [40], authors based on their own research, say that the dose can be reduced from 12.5% to 50%. In their view, this does not significantly reduce crop yield, while maintaining the required herbicidal effectiveness. The use of herbicides in reduced doses brings the best results in spring cereals, because weeds in these crops are in the early stages of development and thus are easier to eliminate. Very good results can be obtained in plantations with low weed intensity and in the case of controlling species sensitive to a given herbicide. The weaker effect of reduced doses is obtained in winter cereals and especially barley. This fact is caused by the fact that weeds are more advanced in development. Producers of plant protection products are also trying to reduce the content of the active substance, contributing to the reduction of production costs and demonstrating their concern for the state of the environment [8].

Another way to protect the environment is to reduce the number of treatments through the combined use of agrochemicals. Appropriate mixtures of plant protection products give the possibility of wider protection of cereals and affect the increase of yields. The effectiveness of mixtures often does not differ from the effectiveness of preparations used separately and in some cases is even greater. It should be remembered that only well-tested and tested combinations of preparations can be used together [41].

It was therefore considered that it would be more reasonable to systematically implement an integrated model for controlling harmful organisms than to use only chemical methods. The idea of sustainable development combines economic growth with environmental protection and the global balance of ecosystems. According to this concept, the increase in agricultural production can only occur through the increase of resource productivity and thus the introduction of technologies that simultaneously protect resources and maintain their high quality for future generations. The need to develop environmentally friendly agriculture is increasingly accepted in Poland. An important element of it is the change of some agrotechnical methods due to the need to protect ground and surface waters. Restricting the use of chemicals is justified because they cause a number of negative effects [42]—they contribute to the emergence of pesticide-resistant breeds of pests, diseases and weeds, destroy beneficial organisms by reducing their numbers and can even lead to their complete elimination from ecosystems, reduce the value of the environment by contaminating soil, surface and groundwater, lead to a decrease in the nutritional value of plant and animal products as a result of persistence of their residues or metabolites, negatively affect human health.
Ensuring the quality of spraying is a key process in plant protection, which is to ensure high yields while minimizing the adverse impact on the environment [43]. Proper spraying of field crops is influenced by many factors that can be grouped into three categories—1. Equipment and techniques used; 2. Spray quality. 3. Operator skills [44]. All leading atomizer manufacturers offer “low-drift” nozzles that produce droplets less prone to drift [44]. Currently produced atomizers and in particular Venturi nozzles, are designed to produce larger diameter droplets. These designs were created because droplets with a smaller diameter (<200 µm) are more likely to drift [45]. The quality of the plant protection treatment is influenced by the height of the boom position above the sprayed surface [45].

One of the methods used for improvement of the properties of liquids used for plant protection is usage of adjuvants. They improve spraying efficiency by equalizing droplet size and reducing wind drift. They reduce the level of the surface tension of liquid, so they enable coverage more surface of the leaf blade and at the same time they increase absorbing properties of plants. An additional benefit of adjuvants is availability of combining various types of plant protection agents and their use during one treatment [46].

According to Directive 2009/128/EC of the European Parliament establishing a framework for the sustainable use of pesticides, ways to reduce the impact of pesticides on the environment are determined and thus also maintaining the safety of field crops. Particularly great importance is attached to the precise use of pesticides on protected plants. An important issue is the application of the pesticide in such a way that it is effective in use and at the same time safe for the environment. The safety of pesticide use in agriculture depends on the techniques used. At present, great importance is attached to eliminating drift of liquid used during plant protection treatment. The quality of the plant protection treatment depends, among others on atomizer type, working pressure and working speed. The type of atomizer used and the operating pressure determine the droplet size produced by the atomizer. Sprayers wear out during operation and the parameters of their work change. These changes are expressed by the increase in the flow rate of the liquid as well as the spectrum of droplets produced (VMD) [46].

The research topics discussed in the papers make it important to determine the most precise determination of the distribution of droplets generated by sprayers. Because the statistical probability distribution for droplet trace diameters is not fully specified, as presented in the introduction, computer methods become helpful when analysing these problems. Their example are the bootstrap methods, which allows, for example, to generate confidence intervals for a specific parameter or statistics. As the simulation studies show, they do not always give the right results. Results are influenced by among others size of the random sample or too large variability of the examined feature. However, simulation studies have shown that under certain conditions, these methods give reliable results and allow the study properties of variables with asymmetrical statistical distributions, which is confirmed by Reference [27].

Despite some advantages, bootstrap confidence intervals may be heavily distorted and therefore may be misleading. This problem is especially noticeable for simple bootstrap methods and small samples. This is confirmed by the results of other authors who also received inaccurate estimates of confidence intervals in their studies [47]. In addition, bootstrap methods are time consuming, and not always more complex methods give better results, and significantly increase the cost of calculations [48]. Despite these drawbacks, bootstrap methods are a powerful tool for creating confidence intervals. They do not need sophisticated mathematical models and are often used in the absence of information about statistical distributions of the studied features. In addition, for samples of over 200 elements, all examined bootstrap methods give similar results, so in such cases the percentile method seems sufficient. It is the least time-consuming than other more advanced bootstrap methods. For smaller samples studentized and double bootstrap gives more proper estimates.

The applied method of assessing the size of sprayed droplets obtained from sprayers by means of measuring the size of traces left on the surface is burdened with a certain error. Some drops fall in the same place or close to each other, as a result of which some traces are enlarged compared to
real ones. For larger drops, the most commonly left traces do not have a circular shape, which causes additional inaccuracies in the estimation of the size of traces left by the computer image analysis program. However, this method, apart from determining the droplet size distribution, also allows the surface coverage of falling drops to be assessed.

In future research, the authors intend to focus on further analysis of spray droplet distribution using more accurate droplet size measurement methods (using in-flight laser measurement). Additionally, the use of the bootstrap method to estimate other parameters of the droplet size distribution obtained from the sprayer will allow for a more precise assessment of sprayer nozzle wear and unevenness of the generated droplets.

5. Conclusions

The comparison of the empirical probabilities of coverage of the expected value by the examined six bootstrap confidence intervals used for estimation of the mean droplet stain diameter following the spraying process performed with the Lechler 110-03 sprayer nozzle leads to the following conclusions:

- The size distribution of traces of droplets obtained from sprayers is asymmetrical, similar to the log-normal distribution.
- The six bootstrap methods compared give confidence intervals that in general do not hold the assumed confidence level especially for small samples.
- The bootstrap methods are generally useful for constructing confidence intervals for the expected value of droplet diameter but not all methods always give confidence intervals that in general hold the assumed confidence level.
- The simulation studies conducted here can be used in practice with the interval estimation of the expected value of droplet stain diameters. An adequate method should be selected depending on the sample size, in particular in the case of smaller sizes (below 100) and depending on the variability of data.
- The studentized and double bootstrap methods allow obtaining less distinct coverage than the assumed confidence level, compared with the other four methods.
- For small sample sizes, the lengths of the confidence intervals obtained using the studentized and double bootstrap methods are similar, greater than the intervals from the other four methods.
- Although the confidence intervals obtained by the studentized and double bootstrap methods maintain the assumed coverage level, however, for small samples the estimated confidence intervals are too wide, which makes it impossible to use them in practice. It is recommended to use samples with at least 100-200 elements for useful confidence intervals.
- The coverage of intervals obtained using the studentized and double bootstrap methods is less sensitive to the variability of the feature, compared with the basic and percentile methods. For small sample sizes, a confidence level of 93% or more can be obtained if the coefficient of variation does not exceed certain values. For example, if the sample size is ca. 30 elements, the standard deviation of the sample cannot be higher than 22%–33%, 25%–36%, 25%–34%, 23%–33%, 109%–123% and 110%–123% of the sample mean for the basic, percentile, bias-corrected, bias-corrected and accelerated, studentized and double bootstrap methods, respectively.
- Determining the confidence interval for the expected value of droplet size using bootstrap methods requires knowledge of the exact diameters of individual traces, that is, using image analysis or another measurement method, such as laser droplet size measurement. However, the method presented in this work allows the analysis of surface coverage.
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