Dynamical Mean Field Approximation Applied to Quantum Field Theory
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We apply the Dynamical Mean Field (DMFT) approximation to the real, scalar $\varphi^4$ quantum field theory. By comparing to lattice Monte Carlo calculations, perturbation theory and standard mean field theory, we test the quality of the approximation in two, three, four and five dimensions. The quantities considered in these tests are the critical coupling for the transition to the ordered phase and the associated critical exponents $\nu$ and $\beta$. We also map out the phase diagram in four dimensions. In two and three dimensions, DMFT incorrectly predicts a first order phase transition for all bare quartic couplings, which is problematic, because the second order nature of the phase transition of lattice $\varphi^4$-theory is crucial for taking the continuum limit. Nevertheless, by extrapolating the behaviour away from the phase transition, one can obtain critical couplings and critical exponents. They differ from those of mean field theory and are much closer to the correct values. In four dimensions the transition is second order for small quartic couplings and turns weakly first order as the coupling increases beyond a tricritical value. In dimensions five and higher, DMFT gives qualitatively correct results, predicts reasonable values for the critical exponents and considerably more accurate critical couplings than standard mean field theory. The approximation works best for small values of the quartic coupling. We investigate the change from first to second order transition in the local limit of DMFT which is computationally much less intensive. We also discuss technical issues related to the convergence of the non-linear self-consistency equation solver and the solution of the effective single-site model using Fourier-space Monte Carlo updates in the presence of a $\varphi^4$-interaction.

I. INTRODUCTION

The numerical simulation of quantum field theories is a major computational challenge. Simulations suffer severely from the high cost of increasing the lattice volume in four dimensions. Moreover, in interesting situations like real-time evolution or non-zero matter density, a “sign problem” arises, which makes the computational cost grow exponentially with the volume. In such cases, we are forced to consider simplified models which, at best, capture only the most relevant properties of the full model. One such approximation is to consider a Mean Field version of the theory in question. The simplest mean field approach reduces the problem to a zero-dimensional one where the field, or the gauge-invariant plaquette in gauge theories, is allowed to fluctuate in the background of a self-consistently determined mean field that represents the influence of the field at all other points in space-time. Mean field theories have been an important tool in the study of field theories for a long time. From the Ising model to QCD [1-5], mean field approximations give us hints about phase transitions and critical behaviour. Although there exist regions in parameter space where mean field theory gives very good or even exact results (usually when $d = \infty$), it is obviously a very crude approximation in most regions of physical parameters. Hence, it is desirable to go beyond mean field theory and to develop an approximation which provides a better description of fluctuations.

An approach which has proven very useful for the study of correlated lattice models relevant for solid state physics is Dynamical Mean Field Theory (DMFT) [6,7]. Here, the word “dynamical” refers to the fact that the mean field can fluctuate in one direction, typically the time direction, while remaining constant in the $(d - 1)$ other dimensions. The $d$-dimensional lattice problem is thus mapped onto a one-dimensional problem with non-local interactions representing the influence of the remaining degrees of freedom. In general, the effective one-dimensional model must be solved numerically, for example using a (Quantum) Monte Carlo method [8]. As in mean field theory, the DMFT calculation involves a self-consistent computation of the (dynamical) mean field, which in practice amounts to solving a set of non-linear equations self-consistently. The increased complexity arises from the fact that the field to be optimized is a function (or a collection of functions) of one variable.

DMFT was initially developed for fermionic systems, but the theory has recently been extended and successfully applied to bosonic lattice systems [9-11] and bose-fermi mixtures [12]. The bosonic version of DMFT can, with rather straightforward modifications, be applied to the $\varphi^4$ quantum field theory. It is thus an interesting question how well this approach, which manifestly breaks Lorentz invariance, can capture the phase diagram and critical behavior of lattice field theories.

In models where local interactions dominate it is a reasonable approximation to study the local limit of DMFT. The effective model then reduces to a single site problem with two coupled self-consistency equations. This provides a generalization of standard mean-field theory, in which both the first and second moment of the field are self-consistently determined [13].
The structure of the paper is as follows. We briefly introduce \( \varphi^4 \) theory in section II. We then discuss the mean field approximation and DMFT in sections III and IV. In section V we discuss the Monte Carlo method that we use to solve the effective single-site model. In section VII we briefly discuss the local limit of DMFT. Section VIII presents the numerical results for \( \varphi^4 \)-theory in dimensions 2 to 5. We give a short summary and an outlook on possible extensions in section IX.

II. \( \varphi^4 \) Theory

\( \varphi^4 \) theories are an important class of quantum field theories. Even the simplest incarnation, with a real scalar field, exhibits interesting phenomena like spontaneous symmetry breaking (SSB) with a second order phase transition. One important application is in the Standard Model Higgs sector, which consists of a two-component complex \( \varphi^4 \) theory, but the interest in such theories extends far beyond that. Because of their relative simplicity, \( \varphi^4 \) theories are often used as a testing ground and stepping stone when developing new methods. We will explicitly discuss here the real scalar \( \varphi^4 \) theory, but the approach can readily be generalized to complex fields (see Appendix A).

The Lagrangian density of real scalar \( \varphi^4 \) theory reads

\[
\mathcal{L}[\varphi(x)] = \frac{1}{2} \left( \partial_\mu \varphi(x) \right)^2 - \frac{1}{2} m_0^2 \varphi(x)^2 - \frac{g_0}{4!} \varphi(x)^4, \tag{1}
\]

using a \( d \)-dimensional Minkowski metric, \((+,-,\ldots,-)\). This model is a prototype for spontaneous symmetry breaking: here, the \( \mathbb{Z}_2 \) global symmetry, \( \varphi(x) \leftrightarrow -\varphi(x) \ \forall x \), is spontaneously broken for negative [renormalized] \( m^2 \) via a second order phase transition at \( m^2 = 0 \). After Wick rotating time to the imaginary axis to obtain a Euclidean metric, we discretize the action and apply the conventional change of variables:

\[
d^{-2} \varphi(x) = \sqrt{2\kappa} \varphi_x, \tag{2}
\]

\[
(am_0)^2 = \frac{1 - 2\lambda}{\kappa} - 2d, \tag{3}
\]

\[
a^{4-d}g_0 = \frac{6\lambda}{\kappa^2}. \tag{4}
\]

The action can then be defined on a regular \( d \)-dimensional hypercubic lattice with an extent \( L = aN_l \) in each direction, so that there are \( N = N_l^d \) lattice sites. The action expressed in terms of \( \kappa \) and \( \lambda \) becomes

\[
S = \sum_x \left( -2\kappa \sum_\mu \varphi_{x+\mu} \varphi_x + \varphi_x^2 + \lambda(\varphi_x^2 - 1)^2 \right). \tag{5}
\]

The renormalized mass and coupling are unknown functions of \( \kappa \) and \( \lambda \), which must be determined via numerical simulations or perturbation theory. Since we can only measure dimensionless observables, the renormalized, physical mass \( m_R \) always appears together with a factor of the lattice spacing \( a \). Keeping the physical mass fixed, this implies that a second order phase transition on the lattice, i.e. \( (am_R) \to 0 \), in fact defines the continuum limit \( a \to 0 \). Thus, our interest in the lattice model is focused on the behavior in the vicinity of the phase transition corresponding to the spontaneous \( \mathbb{Z}_2 \) symmetry breaking, when one approaches the transition both from the symmetric and from the symmetry-broken phase.

III. Mean Field Theory

The Mean Field approximation has been an important tool in the study of field theories for a long time. The idea behind mean field theory is to simplify the model by mapping it to a zero-dimensional effective model, which means that all interactions except contact terms are replaced by an interaction with a constant background field. For \( \varphi^4 \) theory on the lattice, the partition function is

\[
Z = \int \mathcal{D}[\varphi] \prod_x \exp \left( -\varphi_x^2 - \lambda(\varphi_x^2 - 1)^2 + 2\kappa \sum_{\mu} \varphi_x \varphi_{x+\mu} \right). \tag{6}
\]

By fixing the field to \( m \) at all lattice sites but one, we find the self-consistency equation,

\[
m \equiv \langle \varphi \rangle = \frac{1}{Z_{MF}} \int_{-\infty}^{\infty} d\varphi \varphi \exp \left( -\varphi^2 - \lambda(\varphi^2 - 1)^2 + 2\kappa(2d)m\varphi \right), \tag{7}
\]

\[
Z_{MF} = \int_{-\infty}^{\infty} d\varphi \exp \left( -\varphi^2 - \lambda(\varphi^2 - 1)^2 + 2\kappa(2d)m\varphi \right). \tag{8}
\]

The critical coupling, \( \kappa_c \), can be expressed in terms of modified Bessel functions after an expansion of \( \exp(2\kappa(2d)m\varphi) \) for small values of \( m \), but the expression is not very enlightening. Using the same expansion it is also easy to check that \( m \propto (\kappa - \kappa_c)^{1/2} \), which implies the critical exponent \( \beta = 1/2 \).

In the limit, \( \lambda \to +\infty \), we have \( \varphi(x) = \pm 1 \equiv \sigma(x) \) and the lattice field-theory reduces to an Ising model:

\[
Z^\text{Ising} = \sum_{\{\sigma\}} \exp \left( 2\kappa \sum_{(i,j)} \sigma_i \sigma_j \right). \tag{9}
\]

Standard mean field theory maps the \( d \)-dimensional problem onto a zero-dimensional model coupled to a constant (Weiss) effective field:

\[
Z^\text{MF} = \sum_{\sigma = \pm 1} \exp \left( \beta h_{\text{eff}} \sigma \right) = 2 \cosh \beta h_{\text{eff}}. \tag{10}
\]

The effective field, \( h_{\text{eff}} \), is fixed by the self-consistency equation

\[
\langle \sigma \rangle = \frac{1}{2d} h_{\text{eff}} \Rightarrow \langle \sigma \rangle = \tanh \left[ 2d(2\kappa) \langle \sigma \rangle \right] \tag{11}
\]
**IV. DYNAMICAL MEAN FIELD THEORY**

We will now introduce DMFT as an extension of standard mean field theory. There are many parallels between the two approximations as the name suggests, but there are also differences. Our derivation of the one-dimensional effective model in the disordered and symmetry-broken phases is analogous to that for bosonic DMFT (see Refs. [10] and [11]). DMFT extends on mean field theory by treating an effective field which is a function of one variable, i.e., the full dynamics is preserved in one direction, while fluctuations in the \((d - 1)\) others are frozen. Since we are working with a Lorentz invariant field theory it makes no difference which direction is singled out, but we will follow the convention from solid state physics and call the dynamical dimension \(t\) with conjugate momentum \(ω\), and the other dimensions \(x_1, \ldots, x_{d-1}\) with conjugate momenta \(k_1, \ldots, k_{d-1}\). Moreover, in this way, the finite-temperature behavior of our quantum field theory can be studied by varying the extent of the dynamical dimension.

Since DMFT takes full account of the fluctuations along the time direction, the effective model is defined on a one-dimensional chain, with non-local couplings in time. Schematically, starting from a purely local potential, \(V\):

\[
Z = \int \mathcal{D}[φ] \exp \left( \sum_x \sum_μ ϕ_x ϕ_{x+μ} - \sum_x V(ϕ_x) \right),
\]

one obtains

\[
Z_{\text{DMFT}} = \int \mathcal{D}[φ] \exp \left( -\sum_{t,t'} K^{-1}(t-t') ϕ_t φ_{t'} - \sum_t V(ϕ_t) + h \sum_t ϕ_t \right),
\]

where \(K\) is a non-local effective kernel which emulates the propagation in the \((d - 1)\) frozen dimensions. We will here briefly discuss how the effective one-dimensional model is obtained. In Appendix A we present a complete derivation of the effective action for complex \(φ^4\) theory. The idea is to split the degrees of freedom into internal \((x = (0, t))\) and external \((x \neq (0, t))\) degrees of freedom, and integrate out the latter (cavity method) [5, 11]. The action [5] separates into three parts: \(S = S_{\text{int}} + ΔS + S_{\text{ext}}\), with

\[
S_{\text{int}} = \sum_t \left[ -2βφ_{t+1}φ_t + φ_t^2 + λ(φ_{t+1}^2 - 1)^2 \right],
\]

\[
ΔS = -2β \sum_t \sum_{t'=\text{int}} φ_{t+1} φ_{t'} φ_t φ_{t'},
\]

\[
S_{\text{ext}} = \sum_{x \neq (0,t)} \left[ -2β \sum_{μ} ϕ_x ϕ_{x+μ} + ϕ_x^2 + λ(ϕ_x^2 - 1)^2 \right].
\]

We can then Taylor-expand \(\exp(-ΔS)\) and integrate out the external degrees of freedom \(ϕ_x\). This will give a series of expectation values of \(n\)-point functions of external fields, \(⟨ϕ_{t+1} φ_t φ_{t'}⟩\), which can be re-exponentiated to produce effective couplings among \(n\) internal fields. Depending on how high the powers of connected correlators we keep, we obtain more or less complicated self-consistency equations. It is an easy exercise to check that keeping only \(⟨ϕ_{t+1} φ_t⟩\) yields standard mean field theory, i.e., a linear coupling to a constant background (due to translational invariance). In DMFT we normally keep both the linear terms, which introduce a coupling to an effective external field,

\[
ϕ_{t+1} φ_t φ_{t'} \Rightarrow ϕ_{t+1} φ_t φ_{t'},
\]

and the quadratic fluctuations, which give rise to a non-local quadratic term

\[
ϕ_{t+1} φ_t φ_{t'} \Rightarrow ϕ_{t+1} Δ(t-t') φ_t φ_{t'}. \tag{16}
\]

In general, also higher order fluctuations could be considered, which would introduce interactions among three, four, etc., fields. These non-local interactions are due to propagation through the effective medium. In the limit where all orders are taken into account, the mapping to the one-dimensional model becomes exact. Each term kept in the expansion of \(\exp(-ΔS)\) introduces one (non-local) coupling that has to be determined self-consistently. From Eqs. [15] and [16] we find that the following quantities are related:

\[
ϕ_{t+1} φ_t φ_{t'} \leftrightarrow ⟨ϕ⟩_{\text{DMFT}}, \tag{17}
\]

\[
Δ(t-t') \leftrightarrow ⟨ϕ^2⟩_{\text{DMFT}}. \tag{18}
\]

In fact, the correspondence between \(ϕ_{t+1} φ_t φ_{t'}\) and \(⟨ϕ⟩_{\text{DMFT}}\) must be an equality, whereas the connection between \(Δ(t-t')\) and the two point correlator is more involved and will be discussed below.

In anticipation of a broken symmetry it is more convenient to expand the fields around their expectation value when deriving the effective action (see Appendix A). This implies that we will work only with connected quantities which will be labelled with a subscript \(c\). In our case we consider up to quadratic fluctuations and the resulting one-dimensional model will from now on be referred to as the “impurity model”, and quantities related to it will be subscripted with an ‘imp’. This terminology follows the established DMFT terminology in the context of condensed-matter physics: the full lattice model is mapped onto a lower-dimensional entity (‘impurity’) coupled to a self-consistent environment. Here, the ‘impurity’ is a full one-dimensional chain, in line with the chain-DMFT construction introduced for coupled arrays of one-dimensional condensed-matter models [11, 15].

\[
S_{\text{imp}} = \sum_{t,μ} K_{\text{imp}}^{-1}(t-t') φ_{t'+1} φ_{t'} + \sum_{μ} (μ^2 - 1)^2 - h \sum_t φ_t,
\]

\[
K_{\text{imp}}^{-1}(ω) = 1 - 2κ cos(ω) - Δ(ω), \tag{20}
\]

\[h = 2ϕ_{\text{ext}}(2κ(d-1) - Δ(0)) \tag{21}\]
$\tilde{K}_{\text{imp},c}^{-1}(\omega)$ is the inverse of the connected two-point Green’s function of the free ($\lambda = 0$) theory and $h$ is an effective external magnetic field, which is non-zero in the symmetry-broken phase (See Appendix A). (We put a tilde on Fourier transformed quantities.)

The frequency-dependent effective coupling $\tilde{\Delta}(\omega)$ is determined self-consistently by demanding that the impurity Green’s function coincides with the local propagator of the full model. Quite generally we can express the Green’s function of some interacting theory in momentum space as

$$\tilde{G}(k, \omega) = \frac{1}{\tilde{G}_0^{-1}(k, \omega) + \tilde{\Sigma}(k, \omega)},$$

(22)

where $\tilde{G}_0^{-1}(k, \omega) = 1 - 2\kappa \sum_{i=1}^{d} \cos(k_i)$ is the Green’s function of the free $d$-dimensional theory and $\tilde{\Sigma}$ is the self-energy which captures the interaction effects. The “local” Green’s function, from $\vec{x} = 0$ to $\vec{x} = \vec{0}$, is obtained by summing over all spatial momenta,

$$\tilde{G}_{\text{loc}}(\omega) = \sum_k \frac{1}{\tilde{G}_0^{-1}(k, \omega) + \tilde{\Sigma}(k, \omega)},$$

(23)

where the momentum sum is normalized such that $\sum_k = 1$. The Green’s function of the impurity model also satisfies such a relation,

$$\tilde{G}_{\text{imp}}(\omega) = \frac{1}{\tilde{K}_{\text{imp},c}(\omega)}.$$

(24)

DMFT approximates the exact self-energy $\tilde{\Sigma}$ with the self-energy $\tilde{\Sigma}_{\text{imp}}$ of the impurity system, i.e. $\tilde{\Sigma}(k, \omega) \approx \tilde{\Sigma}_{\text{imp}}(\omega)$. The local Green’s function may then be expressed as

$$\tilde{G}_{\text{loc}}(\omega) = \sum_k \frac{1}{\tilde{G}_0^{-1}(k, \omega) + \tilde{G}_{\text{imp}}^{-1}(\omega) - K_{\text{imp},c}^{-1}(\omega)},$$

(25)

or, alternatively, in terms of $\tilde{\Delta}(\omega)$, as:

$$\tilde{G}_{\text{loc}}(\omega) = \sum_k \frac{1}{\tilde{G}_{\text{imp}}^{-1}(\omega) + \tilde{\Delta}(\omega) - 2\kappa \sum_{i=1}^{d-1} \cos k_i}.$$  

(26)

The self-consistency condition identifies the local Green’s function $\tilde{G}_{\text{loc}}(\omega)$ with the impurity Green’s function $\tilde{G}_{\text{imp}}(\omega)$ (or $\tilde{\Delta}$). The two coupled self-consistency equations then read:

$$\tilde{G}_{\text{imp}}(\omega) = \tilde{G}_{\text{loc}}(\omega),$$

(27)

$$\langle \varphi \rangle_{S_{\text{imp}}} = \phi_{\text{ext}}.$$  

(28)

The DMFT procedure is illustrated as a circular flowchart in Fig. 1.
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FIG. 1. Schematic depiction of the DMFT procedure. For a given quartic coupling $\lambda$ and either $\kappa$ or $\phi_{\text{ext}}$ fixed we make a guess for $\Delta$ and the non-fixed variable. This defines an impurity action via Eqs. (19-21). We then solve this effective model for the Green’s function and the expectation value of the field, $\langle \varphi \rangle$. The local Green’s function of the full model is approximated via Eq. (29). The self-consistency equations, (27-28), are then used to calculate new values for $\Delta$ and $\phi_{\text{ext}}/\kappa$. This procedure is repeated until the self-consistency equations are satisfied.

V. IMPURITY SOLVER

As shown in the flowchart of Fig. 1, a DMFT calculation requires the repeated evaluation of $G_{\text{imp}}$ and $\langle \varphi \rangle$ for successive values of the effective interaction $K_{\text{imp},c}$, so that both the accuracy and the efficiency of the “impurity solver” are relevant issues. We use a Monte Carlo method, which allows to reach arbitrary precision in polynomial time.

The general form of the impurity action is

$$s_{\text{imp}} = \sum_{t,t'} \varphi_t K_{\text{imp},c}(t-t') \varphi_{t'} - h \sum_t \varphi_t + \sum_t V(\varphi_t),$$

where $K_{\text{imp},c}^{-1}$ is non-local but translation invariant, and thus diagonal in momentum space. $V(\varphi_t)$ is local, and thus diagonal in position space, and goes to $+\infty$ as $\varphi$ goes to $\pm\infty$. The non-local nature of the kernel renders single-site updates inefficient, while the potential $V$ prevents a local formulation in Fourier space. To overcome this difficulty, we use the method proposed in Ref. [10]. It substitutes the exponential of the potential at each time-slice by a sum of $M$ different Gaussians,

$$\exp[-V(\varphi_t)] \approx \sum_{m=1}^{M} \mu_m \exp \left[-\nu(\varphi_t - \sigma_m)^2 \right].$$

(29)

It is important to keep the width, $\nu$, independent of $m$, so that the quadratic part of the action (for a given selection of Gaussians, one per $t$-value) will be translation invariant, and thus diagonal in Fourier space. The number of Gaussians, $M$, can be chosen empirically and the other
parameters are determined via fitting for fixed $M$. As $M \to \infty$, the sum over $m$ turns into an integral and the Gaussians turn into delta functions, so that Eq. (29) becomes an equality. It is therefore desirable to use a large $M$ to keep the error in the approximation small but at the same time keep $M \ll N_t$ to make the updates more efficient than single-site updates.

The variables $\mu_m$ and $\sigma_m$ play the role of auxiliary variables and the partition function can be written as

$$Z = \sum_{\{m_t\}} \int \mathcal{D}[\varphi] W(\{\varphi\},\{m_t\}). \tag{30}$$

The update is then performed in two steps. First, for fixed $\varphi$, each time-slice $t$ is assigned a Gaussian term $m_t$ according to the heat-bath probability,

$$p(m_t|\varphi_t) = \frac{\mu_{m_t} \exp[-\nu(\varphi_t - \sigma_{m_t})^2]}{\sum_{m_t} \mu_{m_t} \exp[-\nu(\varphi_t - \sigma_{m_t})^2]]. \tag{31}$$

Then, for fixed $\{m_t\}$, $\varphi$ is updated. The point of this update scheme is that for fixed $\{m_t\}$ the action is quadratic in $\varphi$ and translation invariant, i.e. diagonal in Fourier space. We have $W(\{\varphi\},\{m_t\}) = \exp(-\hat{S})$ with

$$\hat{S} = \frac{1}{N_t} \sum_n \left[ \hat{K}_{\text{imp},c}(\omega_n)|\tilde{\varphi}_n|^2 + \nu|\tilde{\varphi}_n - \tilde{\sigma}_n|^2 \right] - h\varphi_0$$

$$= \frac{1}{N_t} \sum_n \left( \nu + \hat{K}_{\text{imp},c}(\omega_n) \right) |\tilde{\varphi}_n - \frac{\nu \tilde{\sigma}_n + \frac{N_t}{M} h \delta_{n,0}}{\nu + \hat{K}_{\text{imp},c}(\omega_n)}|^2, \tag{32}$$

up to terms that do not depend on $\varphi$. A new configuration can now efficiently be generated by sampling the Gaussian distribution which is defined by $\hat{S}$. The total complexity of updating all $N_t$ components of $\varphi$ is $N_t M \log(N_t) \log(M)$, $N_t \log N_t$ from Fourier transforming $\sigma$ and $\varphi$ and $M \log M$ from searching the list of heat bath probabilities, $p(m_t|\varphi_t)$ for all $t$. In cases where the effective field $h$ is zero or small it may be advantageous to combine this update scheme with cluster updates to sample the configuration space more efficiently. There exist appropriate cluster methods that can deal with non-local interactions and “double-well” potentials, see Ref. [17]. However, if the external field is large (as is the case for example if the symmetry breaking transition is first order), the cluster updates become inefficient.

VI. SOLUTIONS OF THE SELF-CONSISTENCY EQUATIONS

By studying the solution of the self-consistency equations very close to the phase transition we have found that for dimensions lower than five DMFT wrongly gives a first order transition, while Monte Carlo simulations of the full model correctly give a second order transition for all dimensions $d \geq 2$. The first order behaviour can be hard to detect for weak quartic couplings. Conventional iterative substitution methods to solve the self-consistency equations are also not well suited to detect such behavior, which may lead to this problem being overlooked. This is because forward-substitution methods can only find stable fixed-points and slow convergence together with statistical noise can conceal a small first-order jump. We propose an alternative update procedure which speeds up convergence and allows us to obtain all fixed points of Eq. (23), even unstable ones. A prototype of the first order behaviour in three dimensions can be seen in Fig. 2. There, we plot the deviation of $\phi_{\text{ext}}$ from the self-consistent solution, by iteratively solving Eq. (23) in three dimensions for fixed $\phi_{\text{ext}}$. Stable (unstable) fixed points correspond to zero crossings with positive (negative) slope. This figure clearly demonstrates the first order transition and a problem with possibly very slowly converging $\phi_{\text{ext}}$.

One fix to this problem is to interchange the roles of $\kappa$ and $\phi_{\text{ext}}$. Instead of fixing $\kappa$ and searching for stable fixed points, we fix $\phi_{\text{ext}}$ and search for the unique $\kappa$ giving a self-consistent solution of Eqs. (27,28), i.e. we search for the root of

$$f\left(\Delta(\omega_n),\kappa \mid \phi_{\text{ext}}\right) = \left(\tilde{G}_{\text{loc}}(\omega_n) - \tilde{G}_{\text{imp}}(\omega_n), \phi_{\text{ext}} - \langle \varphi \rangle \right). \tag{33}$$

Fast convergence can be achieved by using generalized Newton methods with either an approximated or numerically exact Jacobian matrix. In our Monte Carlo scheme it is straightforward and cheap to directly sample the Jacobian. This approach to solving the self-consistency equations has much in common with the phase-space-
extension used by Strand et al. [18] to study the first order Mott transition in the Hubbard model.

VII. EXTENDED MEAN FIELD THEORY: A LOCAL LIMIT OF DMFT

At a second order phase transition the full lattice Green’s function, Eq. (22), becomes massless, i.e. \( G(0, \omega) \propto \omega^{-2}, \ \omega \rightarrow 0 \). This does not, however, imply that also \( G_{\text{loc}} \) (Eq. (20)) and \( G_{\text{imp}} \) (Eq. (24)) behave similarly. In fact we find that the phase transition is mainly driven by a large contact term in \( \Delta(t-t') \), which cancels the mass in \( G_{\text{imp}} \), rather than a long-range tail which could trigger spontaneous symmetry breaking \[ [19, 23]. \] We further observe that the self-energy \( \Sigma_{\text{imp}}(\omega) = \Sigma(\omega) \) also shows only a mild dependence on \( \omega \), especially in higher dimension, as illustrated in Fig. 3. This motivates us to simplify DMFT further and consider its local version in which \( \Delta \) and \( \Sigma \) are frequency-independent, and thus local in \( t: \Delta(t-t') = \Delta_{t,t'} \). The DMFT construction then reduces to the scheme introduced by Pankov, Kotliar and Motome [13] in their study of so-called extended DMFT. In this local limit, the impurity action simplifies to:

\[
S_{\text{imp}} = (1-\Delta)\phi^2 - 2\phi_{\text{ext}}(2d\kappa - \Delta)\phi + \lambda(\phi^2 - 1)^2. \tag{34}
\]

It involves two variational parameters, \( \Delta \) and \( \phi_{\text{ext}} \), while standard mean-field theory involves only the order parameter \( \phi_{\text{ext}} \). The Green’s function \( G_{\text{imp}} \) is now just a number which is the variance of the field:

\[
G_{\text{imp}} = 2(\langle \phi^2 \rangle - \langle \phi \rangle^2). \tag{35}
\]

\( G_{\text{imp}} \) is purely local in space and time and is required to coincide with the full Green’s function \( G(r,t) \) at the origin \((0,0)\). The expression for the local Green’s function

\[
G_{\text{loc}} = \int \frac{dk^d}{(2\pi)^d} \left[ G_{\text{imp}}^{-1} + \Delta - 2\kappa \sum_{i=1}^d \cos(k_i) \right]^{-1}
\]

\[
eq \int_0^\infty d\tau \exp \left[ -\tau \left( G_{\text{imp}}^{-1} + \Delta \right) \right] I_0(2\kappa\tau)^d, \tag{36}
\]

where \( I_0(x) \) is the zeroth modified Bessel function. Demanding self-consistency, i.e. \( \langle \phi \rangle = \phi_{\text{ext}} \) and \( G_{\text{imp}} = G_{\text{loc}} \), leads to a set of two coupled integral equations that can easily be solved numerically and compared to the DMFT result. This self-consistent scheme will from here on be referred to as Extended Mean Field Theory or EMFT.

Note the difference with the single self-consistency equation Eq. (7) of the standard mean-field treatment: here, mass renormalization is made possible via the parameter \( \Delta \), which is coupled with the wave-function renormalization via Eq. (36). As we will see, this improved but still local approximation provides a dramatic improvement in the estimate of the critical coupling \( \kappa_c \).

Depending on the dimension and the value of the quartic coupling, we get either a first or second order transition. The tricritical coupling, \( \lambda_{tc} \) where the order of the transition changes is shown in Fig. 4. For \( d = 4 \) the tricritical \( \lambda \) is found to be 0.00728(1). The critical \( \kappa \) is found by solving the following equation for \( \kappa \),

\[
\langle \phi^2 \rangle_{\kappa_c} = \frac{I_d}{4\kappa}.
\tag{37}
\]

\[
S_c = \left( 1 - \frac{2\kappa}{I_d} (dI_d - 1) \right) \phi^2 - \lambda(\phi^2 - 1)^2, \tag{38}
\]

\[
I_d = \int d\tau e^{-\tau d} I_0(\tau)^d. \tag{39}
\]
In the Ising limit this simplifies to
\[ \kappa_c(d) = \frac{I_d}{4}. \]  
(40)

A detailed treatment can be found in Appendix B.

VIII. RESULTS

We judge the quality of the DMFT approximation by how well it reproduces the critical coupling, \( \kappa_c \), and the critical exponents \( \beta \) and \( \nu \) compared to Monte Carlo and standard mean field theory. In the case of a first order transition we define the critical coupling as if the transition was second order, i.e. we fit the magnetization to a power law. In the DMFT loop we measure the field expectation value, \( \langle \varphi \rangle \), and the renormalized mass, \( (am_R) \). We extract the renormalized mass from the Green's function in momentum space,
\[ Z_R(m_R^2 + \omega^2) \approx \tilde{G}_c^{-1}(0, \omega) = \tilde{G}_{c, \text{imp}}(\omega) + \Delta(\omega) - 2(d-1)\kappa, \]  
(41)

for a range of \( \omega \) close to zero. In the ideal case this definition is identical to the second moment definition of the mass and it is more robust against noise. \( Z_R^{1/2} \) is the wave function renormalization. From \( m_R \) and \( \langle \varphi \rangle \) we can extract \( \kappa_c, \beta \) and \( \nu \) via the fits
\[ \xi = \frac{1}{m_R} \propto (\kappa - \kappa_c)^{-\nu}, \]  
(42)
\[ \langle \varphi \rangle \propto (\kappa - \kappa_c)^\beta, \]  
(43)

We will present results in 5, 4 and 3 dimensions to show how the quality of the approximation depends on the dimensionality.

- In five dimensions we have only standard mean field results to compare with, so we can only guess if DMFT improves the value of the critical coupling. It is however known that mean field theory always underestimates the critical coupling \( \kappa_c \) and we find that DMFT gives a larger \( \kappa_c \) than mean field theory. In Fig. 5 we show that DMFT predicts critical exponents, \( \beta = 0.499(4) \) and \( \nu = 0.504(4) \), which are very close to the exact values \( \beta = \nu = 1/2 \). The correlation length obtained by DMFT agrees with the one obtained by EMFT but DMFT suffers from more numerical errors close to the transition. The values of \( \beta, \nu \) and \( \kappa_c \) have been obtained by minimizing the Chi-square of a linear fit of log-log data to Eqs. (42) and (43). We also see that there is quite a remarkable agreement between DMFT and EMFT.

- Next, we consider the four-dimensional theory. Here, we can compare with Monte Carlo simulations of the full theory, where we used a mixture of local updates and cluster updates of Wolff-type [24]. Each data point is typically obtained from \( 10^5 \) measurements, where \( 2N^d \) local updates and 20 cluster updates were performed between successive measurements (the integrated autocorrelation time was \( \tau \approx 10 \) measurements). In Fig. 6 we show the expectation value of the field for weak \( (\lambda = 0.01) \) and strong \( (\lambda = 2) \) coupling. For \( \lambda = 0.01 \), DMFT gives \( \beta = 0.508(5) \) and \( \kappa_c = 0.1269475(5) \), while the Monte Carlo data yield \( \beta = 0.497(3) \) and \( \kappa_c = 0.1269470(4) \). In the strong coupling case, \( \lambda = 2 \), the best fit of the DMFT data to Eq. (43) gives \( \beta = 0.325(4) \) and \( \kappa_c = 0.1163(3) \), whereas from the Monte Carlo data, one obtains \( \beta = 0.44(7) \) and \( \kappa_c = 0.1144(5) \).

We see that DMFT works well in both cases, although as \( \lambda \) increases it deviates more from the exact results. This can be understood as a consequence of neglecting higher order correlators in the external fields in the expansion of \( \exp(-\Delta S) \), Eq. (14), which become more important as the quartic coupling increases. The agreement of EMFT and DMFT is also here very good. We
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see clearly a first order transition in the EMFT result for the stronger coupling, which can explain the deviation of $\beta$ from the mean field value. We do not explicitly see a first order transition in the DMFT result but the convergence of the self-consistency equations for small $\phi_{\text{ext}}$ is quite poor so we cannot rule it out. Also based on the good agreement of EMFT and DMFT in three dimensions where both methods predict a first order transition we suspect that this is also true in four dimensions. Another source of deviation from the mean field exponent could be neglected logarithmic corrections. If we study the divergence of the correlation length for the same couplings we find the behaviour shown in Fig. 7. It should be noted that we obtain slightly different values of $\beta$ explicitly see a first order transition in the DMFT result but the convergence of the self-consistency equations for small $\phi_{\text{ext}}$ is quite poor so we cannot rule it out. Also based on the good agreement of EMFT and DMFT in three dimensions where both methods predict a first order transition we suspect that this is also true in four dimensions. Another source of deviation from the mean field exponent could be neglected logarithmic corrections. If we study the divergence of the correlation length for the same couplings we find the behaviour shown in Fig. 7. It should be noted that we obtain slightly different values of $\beta$, depending on the phase in which we fit the scaling behaviour of the correlation length. We find for $\lambda = 2$, in the symmetric phase $\kappa_c = 0.1175(3)$, $\nu = 0.65(2)$, and in the broken-symmetry phase $\kappa_c = 0.1161(2)$, $\nu = 0.426(2)$. For $\lambda = 0.01$, in the symmetric phase $\kappa_c = 0.1269470(5)$, $\nu = 0.41(1)$, and in the broken-symmetry phase $\kappa_c = 0.1269475(5)$, $\nu = 0.47(1)$. The results of the fits are summarized in Tab. II.

In Fig. 8 we show the phase diagram in the $(\kappa, \lambda)$-plane obtained from DMFT, EMFT, Monte Carlo simulation of the full theory, and mean field theory. For $\lambda \ll 1$ we have also included results from second order perturbation theory (see inset). In all cases, DMFT is the superior approximation with EMFT close behind. Over the whole range $0 \leq \lambda \leq 5$ it predicts the phase boundary with an accuracy of about 1% although the transition is weakly first order.

- In three dimensions we can explicitly see a first order transition also in the DMFT results. This can be
TABLE I. Comparison of critical exponents and critical couplings obtained with Mean Field theory, DMFT, EMFT and Monte Carlo simulations for the four dimensional ϕ⁴-theory. The exact values of the critical exponents are the mean-field values, since d = 4 is the upper critical dimension.

|     | κ_c | β     | ν    |
|-----|-----|-------|------|
| λ = 0.1 |     |       |      |
| MF  | 0.126149 | 1/2   | 1/2  |
| DMFT| 0.12695(1) | 0.508(5) | 0.47(1) |
| EMFT| 0.126952(1) | 0.49(2) | 0.49(3) |
| MC  | 0.126945(5) | 0.50(3) | 0.64(4) |
| λ = 0.5 |     |       |      |
| MF  | 0.131651 | 1/2   | 1/2  |
| DMFT| 0.13655(5) | 0.431(3) | 0.404(3) |
| EMFT| 0.13658(2) | 0.44(4) | 0.45(4) |
| MC  | 0.13637(2) | 0.46(7) | 0.57(5) |
| λ = 2.0 |     |       |      |
| MF  | 0.109313 | 1/2   | 1/2  |
| DMFT| 0.1163(3) | 0.325(4) | 0.426(2) |
| EMFT| 0.11670(5) | 0.29(1) | 0.64(5) |
| MC  | 0.1144(5) | 0.44(7) | 0.50(3) |

It is clearly seen in Fig. 9 which shows the coexistence region (for λ = 1). The hysteresis in the curve obtained by iterative substitution (red, with circles) was obtained by successively increasing or decreasing κ, using the previous converged ⟨ϕ⟩ as input for the next κ cf. Fig 1. For the curve obtained by fixing ϕext we see that we agree with the substitution method for the stable non-zero solution but that we are also able to obtain the unstable solution. In two dimensions we find a similar situation with an even larger coexistence region.

In order to determine which solution is the physical solution we have to compare the free energies of the lattice model. In DMFT, the free energy of the lattice model can be expressed as the free energy of the impurity model plus some correction terms [7]. The free energy difference in the impurity model, δf, can be obtained by taking the logarithm of the ratio of the partition functions,

\[ \delta f = -\log \frac{Z_1}{Z_2} = -\log \left\{ \frac{\int D[\varphi] \exp(-S_1)}{\int D[\varphi] \exp(-S_2)} \right\} \]

or introducing additional partition functions interpolating between Z₁ and Z₂ if necessary [24]. Thus, we can obtain δf by sampling the exponential of the difference in actions with respect to one of the actions. It turns out that the solution with ⟨ϕ⟩ ≠ 0 has the lower impurity free energy. We have not explicitly evaluated the correction terms for the DMFT lattice free energies.

In the EMFT set up, which gives almost identical results, the correction terms have been explicitly worked out in Ref. [20]. It turns out that the non-zero solution starts as a local minimum for small κ and becomes a global minimum when κ is further increased. This suggests that the first few symmetry-broken points in the re-entrance region of the DMFT curve may be unstable and justifies disregarding the data points on the magnetization curve close to where \( \partial \kappa / \partial \langle \varphi \rangle = 0 \) and it makes sense to use the non-zero branch to estimate \( \kappa_c = 0.1991(2) \) and \( \beta = 0.285(1) \) by extrapolating the expectation value. This should be compared with \( \kappa_c = 0.1988(3) \) and \( \beta = 0.3200(20) \) from the Monte Carlo data and \( \kappa_c = 0.174342(1) \) and \( \beta = 1/2 \) from mean field theory. The value of \( \beta \) from the literature is \( \beta = 0.3267(10) \) [27]. In Tab. II we summarize the measured quantities for two and three dimensions. Although the strength of the first order transition increases as λ increases, the values for \( \kappa_c \) and \( \beta \) obtained by extrapolating from the broken-symmetry phase are of a comparable quality for the complete range of λ. In the Monte Carlo data we see that \( \beta \) is too large for small λ, but approaches the correct value with increasing λ. This is because of the Ginzburg-criterion which states that we will see a mean field-like behaviour as soon as the fluctuations of the order parameter are much smaller than the order parameter itself. That means that we have to go very close to the phase transition to see the correct exponents and \( \langle \varphi \rangle \) increases more rapidly when λ is small. Because of the strong first order transition we are unable to measure \( \nu \) in two and three dimensions.

![FIG. 9. Results for d = 3, λ = 0.5. Expectation value of ϕ as a function of the coupling, κ, obtained by DMFT, Monte Carlo and mean field theory. The inset shows a log-log plot in the broken-symmetry phase. The slope of the line gives the critical exponent β.](image-url)
TABLE II. Comparison of critical exponents and critical couplings obtained with Mean Field theory, DMFT, EMFT and Monte Carlo simulations for the two and three dimensional $\varphi^4$-theory. The exact value of $\beta$ (obtained by Monte Carlo in $d = 3$) is $0.3267(10)$ \cite{27} in $d = 3$ and $1/8$ in $d = 2$.

| $d$  | $\kappa_c$ | $\beta$ | $\kappa_c$ | $\beta$ |
|------|------------|---------|------------|---------|
| $d = 2$ |           |         |            |         |
| MF      | 0.252297  | 1/2     | 0.168198   | 1/2     |
| DMFT    | 0.2610(5) | 0.23(3) | 0.1704(1)  | 0.37(4) |
| EMFT    | 0.2602(1) | 0.16(3) | 0.1704(1)  | 0.36(3) |
| MC      | 0.2618(2) | 0.13(1) | 0.17026(2) | 1/2     |
| $d = 3$ |           |         |            |         |
| MF      | 0.263301  | 1/2     | 0.175534   | 1/2     |
| DMFT    | 0.2986(3) | 0.15(2) | 0.1871(1)  | 0.32(4) |
| EMFT    | 0.2967(5) | 0.15(3) | 0.1872(4)  | 0.30(4) |
| MC      | 0.3033    | 0.1290(5)| 0.18670(3) | 0.353(3)|

| $\lambda = 0.1$ | $d = 2$ | $d = 3$ |
|------------------|---------|---------|
| MF               | 0.261512| 0.174342| 1/2     |
| DMFT             | 0.3305(4)| 0.1971(2)| 0.285(10)|
| EMFT             | 0.3277(4)| 0.1992(3)| 0.28(3) |
| MC               | 0.3438(2)| 0.127(3) | 0.1988(3)| 0.3200(20)|

| $\lambda = 0.5$ | $d = 2$ | $d = 3$ |
|------------------|---------|---------|
| MF               | 0.23997 | 0.15908 | 1/2     |
| DMFT             | 0.322(2)| 0.1900(3)| 0.23(2) |
| EMFT             | 0.318(1)| 0.1910(5)| 0.23(2) |
| MC               | 0.3402(4)| 0.125(5) | 0.18993(4)| 0.3200(4)|

IX. SUMMARY AND OUTLOOK

To summarize, we found that the DMFT approximation in some aspects provides a remarkably accurate description of $\varphi^4$-theory in dimensions $d \geq 2$, especially for small quartic coupling. A posteriori, this is quite natural: DMFT is rooted in a mean-field approach, which works better in high dimension, and in an approximation for the self-energy, which works better if interactions are weak. Within these limitations, DMFT is a remarkable improvement over ordinary mean-field theory: with modest computer resources, it provides an estimate of the critical coupling $\kappa_c(\lambda)$ to an accuracy $O(10^{-5})$ (see Fig. 6), and reasonably accurate critical exponents. In addition, DMFT yields an approximation of the Euclidean two-point function, from which one may extract the spectral density or the real-time, analytically continued correlator. The finite-temperature behaviour can conveniently be studied as well, by varying the extent of the preserved compact, dynamical dimension. Such information is out of reach of the standard mean-field approach.

Unfortunately, DMFT incorrectly predicts a first-order transition for all values of the quartic coupling in dimension $d \leq 3$. And in four dimensions we find a second order transition only for very small quartic coupling. It is only when $d \geq 5$ that the transition is of second order for all couplings. A first-order transition means that we cannot take the continuum limit of the theory. Nevertheless, an effective scaling behaviour, with associated effective critical exponents, can be observed in the regime of large correlation length near the weak first-order transition.

We have also seen that, if non-local quantities are not of direct interest, the local limit of DMFT (extended mean-field theory, EMFT \cite{13}) can make predictions which are vastly superior to mean field at a low computational cost.

It would be particularly interesting to apply DMFT and EMFT to theories afflicted by a "sign problem", because in that case the computer resources required for a reliable Monte Carlo study are prohibitive. With this in mind, the natural next step in our study is the extension to complex $\varphi^4$ theory, which has additional interesting features of great physical interest. It has a continuous global symmetry which allows us to introduce a chemical potential $\mu$. For sufficiently large $\mu$, the global symmetry is spontaneously broken and the system undergoes Bose condensation via a phase transition. This chemical potential leads to a sign problem in Monte Carlo simulations, which has much in common with the sign problem in QCD at finite chemical potential. We have derived in Appendix \[\text{A}\] the impurity action and the self-consistency equations, so if the sign problem in the one-dimensional chain can be dealt with, the simulations should be straightforward. Anders et al. \[\text{11}\] have simulated a similar system with a sign problem, so there is hope that DMFT could also give good results for the complex $\varphi^4$-theory, at least in the vicinity of the Bose-condensation phase transition. It is also possible that EMFT might already give good results when applied to complex $\varphi^4$-theory.

Yet another possible direction to proceed would be to improve the method for the existing model, for instance by pushing the cumulant expansion of $\zeta$ Eq. \[\text{A9}\] to higher order. This would be a complementary effort to existing work on the systematic improvement of DMFT \[\text{28}\], and cluster extensions of DMFT \[\text{29}\, \text{30}\].

The most appealing is perhaps cluster DMFT where instead of an impurity model consisting of a single one-dimensional chain one considers a narrow cylinder. At each time point the field is then allowed to fluctuate in the spatial direction, at least on short scales. This would introduce some dependence on short-range fluctuations in space and hence on large spatial momenta in the self-energy, which should improve the approximation. This approach is especially attractive when we think about applications of DMFT to gauge theories. Since the smallest gauge invariant object is a plaquette, it is necessary to treat at least a plaquette (four-site cluster) at each time.
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Appendix A: Impurity action of complex $\varphi^4$-theory

In this appendix, we derive the DMFT equations for the complex valued, scalar $\varphi^4$-theory. The case where $\varphi$ is real can be obtained as a special case of the complex theory and we will not treat it separately. We derive the action and self-consistency equations using an effective medium approach, closely following Ref. [11]. We assume that the global symmetry, $(\mathbb{U}(1)$ when the field is complex and $\mathbb{Z}_2$ in the real case), is broken since this is the more general case, and since the equations for the unbroken phase can be trivially obtained by setting the expectation value of the field to zero. The expectation value of the field in the broken-symmetry phase will then be determined self-consistently as in standard Mean Field theory.

We start by defining the notation. We consider a lattice with $N^{d-1}_x$, sites and denote by $\varphi_{i,t}$ the field on the site $(i,t) = (x_1,\ldots,x_{d-1},t)$. We then single out $i = 0 \equiv (0,\ldots,0)$ and call the world line at the spatial origin, $\varphi_{\text{int},i} \equiv \varphi_{0,i}$, the *internal* degrees of freedom. All other sites are considered an external effective bath or *external* degrees of freedom, $\varphi_{\text{ext},i} = \{\varphi_{j,i} : j \neq 0\}$. We will also use the Nambu notation throughout. In Nambu notation we have $\varphi^1 = (\varphi^*, \varphi)$ and this allows us to write equations with $\varphi$ and $\varphi^*$ more compactly using vectors and matrices.

We can write the action as a sum of three terms, the action of the world line, the action of the external sites and the interaction of the world line with the external bath. The action in Nambu notation reads

$$S = \sum_x \left[ -\kappa \sum_{\nu} \varphi_{x+\nu} \varphi_{x} E(\mu) \delta_{\nu,t} \varphi_{x} + \frac{1}{2} |\varphi_{x}|^2 + \frac{\lambda}{4} (|\varphi_{x}|^2 - 2)^2 \right]$$

which

$$= S_{\text{int}} + \Delta S + S_{\text{ext}},$$

(A1)
\[ E(x) = \begin{pmatrix} e^{-x} & 0 \\ 0 & e^x \end{pmatrix}, \]

\[ S_{\text{int}} = \sum_t \left[ -\kappa \phi_{\text{int},t+1}^\dagger E(\mu) \phi_{\text{int},t} + \frac{1}{2} \chi_{\text{int},t}^2 + \frac{\lambda}{4} (\chi_{\text{int},t}^2 - 2)^2 \right], \]

\[ \Delta S = -\kappa \sum_t \sum_{(\text{int},\text{ext})} \phi_{\text{int},t}^\dagger \phi_{\text{ext},t}, \]

\[ S_{\text{ext}} = \sum_{x \neq (0, t)} \left[ -\kappa \sum_{\nu} \phi_{x+\nu}^\dagger E(\mu) \phi_x + \frac{1}{2} \chi_x^2 + \frac{\lambda}{4} (\chi_x^2 - 2)^2 \right]. \]

The surrounding bath is considered to be of infinite size and can thus spontaneously break the symmetry and develop an expectation value. The world-line subject to the action \( S_{\text{int}} \) can not spontaneously break the symmetry, since \( d = 1 \) is the lower critical dimension of the Ising universality class. At and below the lower critical dimension, the system is always disordered since the entropy gain of introducing a domain wall wins over the energy cost. In a one-dimensional chain of Ising spins the cost of breaking one bond is constant but it does not cost any energy to move the broken bond along the chain. This means that for a long enough chain the entropy gain is always larger than the energy cost. However, one-dimensional systems can exhibit a phase transition if there are long-range interactions \[ \text{[19\text{-}23]. Such long-range interactions can be induced as the field on the chain interacts with the bath through} \] \( \Delta S \) and also \( \phi_{\text{int}} \) can acquire a non-zero expectation value. In order to account for this possibility we write,

\[ \phi_{\text{ext},t} = \phi_{\text{ext}} + \delta \phi_{\text{ext},t}, \quad \langle \phi_{\text{ext}} \rangle = \phi_{\text{ext}} \]

\[ \phi_{\text{int},t} = \phi_{\text{int}} + \delta \phi_{\text{int},t}, \quad \langle \phi_{\text{int}} \rangle = \phi_{\text{int}}. \]

Inserting this in \( \Delta S \) yields,

\[ \Delta S = -\kappa \sum_t \left( 2(d-1) \phi_{\text{ext},t}^\dagger \delta \chi_{\text{int},t} \right. \]

\[ + \sum_{(\text{int},\text{ext})} \delta \phi_{\text{int},t}^\dagger \delta \phi_{\text{ext},t} \left. \right) + f(\phi_{\text{ext}}). \quad \text{(A6)} \]

There are three different terms which are dealt with differently. The first term can be included in \( S_{\text{int}} \). We assume small fluctuations around the classical solution so the second term can be considered small in comparison to the first and will contribute with 1-loop and higher order corrections. The third term is independent of the internal degrees of freedom and is included in \( S_{\text{ext}} \). Let us define

\[ S_1 = -2\kappa (d-1) \sum_t \phi_{\text{ext},t}^\dagger \delta \phi_{\text{int},t}, \quad \text{(A7)} \]

\[ \delta S = -\kappa \sum_t \sum_{(\text{int},\text{ext})} \delta \phi_{\text{int},t}^\dagger \delta \phi_{\text{ext},t} \equiv \sum_t \delta S(t), \quad \text{(A8)} \]

and expand \( \exp(-\delta S) \) to get

\[ Z = Z_{\text{ext}} \int D\phi_{\text{int}} \exp(-S_{\text{int}} - S_1) \zeta, \]

\[ \zeta = 1 - \sum_t \langle \delta \chi(t) \delta \chi(t') \rangle_{\text{ext}} + \frac{1}{2} \sum_{t,t'} \langle \delta \chi(t) \delta \chi(t') \rangle_{\text{ext}} + \ldots, \quad \text{(A9)} \]

where \( Z_{\text{ext}} \) is the partition function of the action including only \( \phi_{\text{ext}} \). The expectation values are with respect to the external degrees of freedom. The first order term in \( \zeta \) is proportional to the expectation value of \( \delta \phi_{\text{ext}} \) which is zero by construction. The second-order term is non-zero and we find,

\[ \langle \delta \chi(t) \delta \chi(t') \rangle_{\text{ext}} = \kappa^2 \sum_{(\text{int},\text{ext})} \sum_{(\text{int},\text{ext})} \delta \phi_{\text{int},t}^\dagger \delta \phi_{\text{int},t'} \delta \phi_{\text{ext},t}^\dagger \delta \phi_{\text{ext},t'} \]

\[ = \delta \phi_{\text{int},t}^\dagger \Delta(t-t') \delta \phi_{\text{int},t'}, \quad \text{(A10)} \]

where the prime on the second sum means that there are two different external sites. This corresponds to a field propagating in the effective medium subjected to the unknown propagator, between creation and annihilation at the spatial origin. This term is called “hybridization function” \( \Delta(t-t') \). It originates from connected diagrams and will be determined self-consistently in the DMFT-loop by demanding that the local Green’s function of the effective model coincides with the local Green’s function of the full model. \( \Delta(t) \) is a \( 2 \times 2 \) hermitian matrix and there is of course an implicit dependence on \( \mu \). Here we can see that DMFT is a better approximation at high dimensionality. We have already argued that mean field theory should be exact in \( d = \infty \) and in mean field theory quadratic fluctuations are completely ignored. That means that expectation values like \( \langle \delta \phi_{\text{ext},t} \delta \phi_{\text{ext},t'} \rangle_{\text{ext}} \) factorize and there is no error involved when we neglect contributions from higher order correlators. The diagonal entry of \( \Delta(t) \) is associated with \( \langle \phi^*(t) \phi(t) \rangle \) and the off-diagonal entry is associated with \( \langle \phi(t) \phi(t) \rangle \). After the re-exponentiation we find the impurity action,
\[ S_{\text{imp}} = \sum_{t} \left[ -\kappa \varphi_{t+1} \mathbf{E}(\varphi_{t}) \varphi_{t} + \frac{1}{2} |\varphi_{t}|^{2} + \frac{\lambda}{4} (|\varphi_{t}|^{2} - 2)^{2} \right] - \frac{1}{2} \sum_{t,t'} \delta_{\varphi_{t}} \Delta(t-t') \delta_{\varphi_{t'}} - 2\kappa(d-1)\phi^{i} \sum_{t} \varphi_{t} \]
\[ = \sum_{t} \left[ -\kappa \varphi_{t+1} \mathbf{E}(\varphi_{t}) \varphi_{t} + \frac{1}{2} |\varphi_{t}|^{2} + \frac{\lambda}{4} (|\varphi_{t}|^{2} - 2)^{2} \right] - \frac{1}{2} \sum_{t,t'} \varphi_{t'} \Delta(t-t') \varphi_{t'} - \phi^{i} \left( 2\kappa(d-1)I - \Delta(0) \right) \sum_{t} \varphi_{t} \]
\[ = \sum_{t,t'} \varphi_{t} K_{\text{imp},c}^{-1}(t-t') \varphi_{t'} + \lambda \sum_{t} (|\varphi_{t}|^{2} - 1)^{2} - h^{i} \sum_{t} \varphi_{t}, \tag{A11} \]

where \( K_{\text{imp},c}^{-1}(\omega) = \frac{1}{2} I - I_{v} \mathbf{E}(\mu - i \omega) - \frac{1}{2} \Delta(\omega) \) is the inverse of the connected two-point Green’s function of the free theory and \( h^{i} = \phi^{i} \left( 2\kappa(d-1)I - \Delta(0) \right) \) plays the role of an external magnetic field. Note that the factor of 1/4 that sometimes appears in front of \( \lambda \) is due to the identity \(|\varphi|^{2} = 2|\varphi|^{2}|\).

**Appendix B: Extended Mean Field Theory**

In the zero-dimensional, or local, model we have the impurity action

\[ S_{\text{imp}} = (1 - \Delta) \varphi^{2} - 2\phi_{\text{ext}}(2\kappa d - \Delta) \varphi + \lambda (\varphi^{2} - 1)^{2}. \tag{B1} \]

Since we are working with a single site model in coordinate space all quantities are local in space and time, and all quantities of the full lattice model which enter the self-consistency equations are understood to be local in space and time as well. Close to the phase transition, where \( \phi_{\text{ext}} \) is very small, we can expand the exponential of the action in powers of \( \phi_{\text{ext}} \). It is convenient to define,

\[ Z_{0} = \int d\varphi \exp (-S_{\text{imp}}|_{\phi_{\text{ext}}=0}), \tag{B2} \]
\[ M_{k} = \langle \varphi^{k} \rangle_{Z_{0}}. \tag{B3} \]

We then find to order \( O(\phi_{\text{ext}}^{2}) \):

\[ M_{1} = 2(2\kappa d - \Delta) \phi_{\text{ext}} M_{2} \]
\[ + \frac{8}{6} (2\kappa d - \Delta)^{3} \phi_{\text{ext}}^{3} \left( M_{4} - 3M_{2}^{2} \right), \tag{B4} \]
\[ G_{\text{imp}} = 2 \left( M_{2} + 2\phi_{\text{ext}}^{2}(2\kappa d - \Delta)^{2} \left( M_{4} - 3M_{2}^{2} \right) \right). \tag{B5} \]

Using the self-consistency condition \( \phi_{\text{ext}} = M_{1} \) we can determine \( \Delta \) up to order \( \phi_{\text{ext}}^{2} \),

\[ \Delta = 2\kappa d - \frac{1}{2M_{2}} + \frac{\phi_{\text{ext}}^{2}}{12M_{2}^{2}} \left( \frac{M_{4}}{M_{2}^{2}} - 3 \right), \tag{B6} \]

which leads to an effective action in terms of \( \kappa, \phi_{\text{ext}} \) and \( M_{2}, M_{4} \), which needs to be determined self-consistently.

More precisely,

\[ S_{\text{imp}} = \left( 1 - 2\kappa d + \frac{\phi_{\text{ext}}^{2}}{2M_{2}} - \frac{\phi_{\text{ext}}^{2}}{12M_{2}^{2}} \left( \frac{M_{4}}{M_{2}^{2}} - 3 \right) \right) \varphi^{2} \]
\[ + \lambda (\varphi^{2} - 1)^{2}, \tag{B7} \]
\[ G_{\text{loc}} = \int_{0}^{\infty} d\tau \exp \left[ -\tau \left( 2\kappa d + \frac{\phi_{\text{ext}}^{2}}{6M_{2}^{2}} \left( 3 - \frac{M_{4}}{M_{2}^{2}} \right) \right) \right] \]
\[ \times I_{0}(2\kappa \tau)^{d}, \tag{B8} \]
\[ G_{\text{imp}} = 2M_{2} - \phi_{\text{ext}}^{2} \left( 3 - \frac{M_{4}}{M_{2}^{2}} \right), \tag{B9} \]

which defines our self-consistency equations. \( M_{2} \) only comes together with \( \phi_{\text{ext}}^{2} \) so we can use its value at \( \phi_{\text{ext}} = 0, M_{4} \equiv M_{4}|_{\phi_{\text{ext}}=0} \). However, the \( \phi_{\text{ext}}^{2} \) correction to \( M_{2} \) contributes and must be calculated. We find,

\[ M_{2} = M_{2}|_{\phi_{\text{ext}}=0} - \frac{\phi_{\text{ext}}^{2}}{6} \left( \frac{M_{4}}{(M_{2}|_{\phi_{\text{ext}}=0})^{2}} - 3 \right), \tag{B10} \]

which gives the Green’s function,

\[ G_{\text{imp}} = 2M_{2}|_{\phi_{\text{ext}}=0} - \frac{2\phi_{\text{ext}}^{2}}{3} \left( 4 - \frac{M_{4}}{(M_{2}|_{\phi_{\text{ext}}=0})^{2}} \right). \tag{B11} \]

\( M_{2}|_{\phi_{\text{ext}}=0} \) must be determined self-consistently using the action in Eq. \( \text{[B7]} \). For \( \phi_{\text{ext}} = 0 \) we find,

\[ 2M_{2}|_{\phi_{\text{ext}}=0} = \frac{1}{2\kappa} \int_{0}^{\infty} d\tau \exp (-\tau d) I_{0}(\tau)^{d}, \tag{B12} \]

which defines the critical coupling. In the Ising limit the situation simplifies since \( M_{4} = M_{2} = 1 \).

A crucial question is how the \( \kappa \) which equates \( G_{\text{imp}} \) and \( G_{\text{loc}} \) behaves as a function of \( \phi_{\text{ext}} \). The analysis with arbitrary \( \lambda \) is quite involved but we can learn a lot by considering the Ising limit where \( \lambda = \infty \). We have to distinguish between two cases: when \( d > 4 \) the integral,

\[ \int_{0}^{\infty} d\tau \tau e^{-\tau d} I_{0}(\tau)^{d} \equiv I_{d}' \tag{B13} \]

is finite and we can expand the exponential in Eq. \( \text{[B8]} \). After some algebra we find,

\[ \kappa = \frac{I_{d}}{4} + \left( \frac{I_{d}}{4} - \frac{I_{d}'}{6d} \right) \phi_{\text{ext}}^{2}. \tag{B14} \]
\[ I_{d} = \int_{0}^{\infty} d\tau e^{-\tau d} I_{0}(\tau)^{d}. \tag{B15} \]
If the coefficient in front of $\phi_{\text{ext}}^2$ is negative we have a first order transition because we will have a region with multiple solutions and this indeed happens for $d \leq 4.9$. For larger $d$ the coefficient it positive and we find a second order transition with critical exponent $\beta = 1/2$.

When $3 < d \leq 4$, the integral in Eq. (B13) is divergent and we cannot use a Taylor expansion of Eq. (B8). Instead we can numerically study how Eq. (B8) behaves for small $\phi_{\text{ext}}$. We restrict ourselves to dimensions larger than three since otherwise $I_d$ is also divergent. We find that $G_{\text{loc}}$ has an expansion,

$$G_{\text{loc}} = \frac{I_d}{2\kappa} - \frac{B}{\kappa^2} \phi_{\text{ext}}^\alpha - C \phi_{\text{ext}}^2, \quad A, B, C > 0, \quad \alpha < 2.$$  \hspace{1cm} (B16)

This means for small enough $\phi_{\text{ext}}$ the self-consistency equation takes the form,

$$\frac{I_d}{2\kappa} - \frac{B}{\kappa^2} \phi_{\text{ext}}^\alpha = 2,$$  \hspace{1cm} (B17)

which gives,

$$\kappa = \frac{I_d}{4} - \frac{32}{I_d} B \phi_{\text{ext}}^\alpha.$$  \hspace{1cm} (B18)

Again, due to the negative prefactor, the transition is first order. In Fig. 4 we show the quartic coupling for which the transition turns second order as a function of the dimension.