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Abstract
Purpose of Review The increasing availability of three-dimensional point clouds, including both airborne laser scanning and digital aerial photogrammetry, allow for the derivation of forest inventory information with a high level of attribute accuracy and spatial detail. When available at two points in time, point cloud datasets offer a rich source of information for detailed analysis of change in forest structure.
Recent Findings Existing research across a broad range of forest types has demonstrated that those analyses can be performed using different approaches, levels of detail, or source data. By reviewing the relevant findings, we highlight the potential that bi- and multi-temporal point clouds have for enhanced analysis of forest growth. We divide the existing approaches into two broad categories—approaches that focus on estimating change based on predictions of two or more forest inventory attributes over time, and approaches for forecasting forest inventory attributes. We describe how point clouds acquired at two or more points in time can be used for both categories of analysis by comparing input airborne datasets, before discussing the methods that were used, and resulting accuracies.
Summary To conclude, we outline outstanding research gaps that require further investigation, including the need for an improved understanding of which three-dimensional datasets can be applied using certain methods. We also discuss the likely implications of these datasets on the expected outcomes, improvements in tree-to-tree matching and analysis, integration with growth simulators, and ultimately, the development of growth models driven entirely with point cloud data.

Keywords Lidar · ALS · DAP · Site index · Change detection

Introduction
Information on forest resources is important for forest planning and management activities. Sustainable forest management decisions require accurate information on the extent, quality, and quantity of the available resource, while future growth projections form the basis of long-term planning [1, 2]. Forest growth and yield projections are also key in estimating biomass accumulation and the dynamics of forest carbon pools [3–7]. Conventionally, foresters have utilized a number of biometric and statistical approaches to characterize individual tree- and stand-level growth, resulting in growth simulators for projecting current tree and stand conditions into the future.

The use of remote sensing technologies for forest inventory, specifically airborne laser scanning (ALS) and digital aerial photogrammetry (DAP), has become widespread in research and operational forestry [8]. DAP data generated...
through the application of stereo or multi-image matching algorithms are capable of providing similar 3D information to ALS point clouds. The accuracy and fine spatial detail afforded by ALS data can bridge the gap between strategic, tactical, and operational forest information needs [9]. DAP provides an alternative source of 3D information that offers comparable or lower accuracies when compared to that of ALS data for area-based modeling, with the potential for cost savings in data acquisition [10–14]. When utilized in an enhanced forest inventory (EFI), where 3D remote sensing data and spatial derivatives are incorporated with traditional ground plot data to generate wall-to-wall forest attribute predictions and maps, estimates provided by ALS and DAP have advantages over conventional polygonal stand-level inventory datasets including increased spatial detail and accuracy [15, 16]. These remote sensing-based inventories do however have limitations that are of particular relevance for growth modeling, particularly around attributes that are obtained via planting records (e.g., age) or visual interpretation (e.g., tree species composition).

Discrete return ALS systems (with footprint sizes of 0.1–2 m) typically record up to five returns [17] and are optimized for the derivation of submeter accuracy terrain surface heights [18]. These systems yield a cloud of three dimensionally registered points wherein lower points most often represent the ground surface while those above ground represent undifferentiated vegetation in a forest environment. DAP point clouds characterize forest structure in a manner that is fundamentally different to ALS in that they only describe the outer envelope of the forest canopy, lacking information about internal stand structure and terrain. For this reason, DAP is reliant on co-located ALS-derived terrain data to normalize vegetation height [8].

After point clouds have been normalized by the ALS-characterized ground surface, two different levels of detail are often used to derive forest inventory information. At the individual tree level, tree segmentation algorithms are applied to the point cloud, or a rasterized canopy height model, to identify treetops and delineate their crowns. Subsets of point clouds within individual crowns are then analyzed to estimate single-tree attributes. Alternately, at a cell or area level, a grid is overlaid on the area of interest. Descriptive statistics (i.e., metrics) from point clouds within each grid cell are then calculated and used as independent variables during modeling. The process holds that co-located field-measured attributes are related to the representative metrics (describing the vertical and spatial distribution of points in the cell; e.g., height percentiles, cover proportions, and related variability) and enable the development of predictive models. As a result, two levels of detail correspond to the two approaches that are currently applied in point cloud-based forest inventories—the individual tree approach (ITA) and area-based approach (ABA), respectively [19–21]. Regardless of the type of approach used, both provide detailed information on a range of tree or forest attributes from the time of data acquisition. One key aspect that is often missing in these single time frame ALS-based estimates however is the prediction of growth and stand conditions into the future.

While research and operational focus has primarily been on the estimation of forest structural attributes at the time of data acquisition, focus is increasingly shifting to predictions of tree- or stand-level forest growth [22–24]. Several factors are driving this shift. First and foremost, both research and operational use of ALS data were constrained to a single data acquisition, either as a function of cost, sensor availability, or both. Second, linking ALS or DAP estimates at a single point in time to biometric models of stand growth (such as yield tables) is complex, especially given the variety of attributes required for base growth and future yield calculations, some of which are not readily derived using ALS or DAP data alone. In addition, while ALS or DAP data provide estimates of forest attributes used in tree- or stand-level growth simulations (e.g., height, diameter at breast height), the statistical representations of tree and stand attributes likely differ from those of conventional field-based measurements, resulting in the need for the recalibration of growth simulators to use point cloud derivatives. Finally, as the ABA has become increasingly operational, and researchers and forest managers have demonstrated the benefits of the technology for forest inventory and operations, ALS acquisitions are becoming increasingly common, expanding the availability and extent of multi-temporal point cloud datasets beyond those limited to research sites. The added temporal dimension of point clouds acquired at two (or more) points in time offers additional capabilities to analyze change in forest conditions and characterize forest growth.

One of the first studies utilizing point cloud data acquired at two points in time was Hyyppä et al. [25] who used bitemporal ALS data to estimate height growth at an individual tree level. Existing literature has since provided examples of how bi- or multi-temporal ALS data can be used to detect and characterize changes in height (ΔH), basal area (ΔBA), volume (ΔV), and aboveground biomass (ΔAGB) e.g., [14–16]. Further, recent examples of applications of DAP in forestry demonstrate that these data can be used as an alternative to ALS and, when integrated with ALS acquired at different times, can be used to study temporal changes [8, 12, 26–29].

The methods that have been applied to estimate growth vary markedly and are related to the scale at which the analysis is performed (e.g., tree or cell level), the statistical models used to predict growth, and the type of point cloud data being used. In a previous review, McRoberts et al. [30] summarized existing approaches of characterizing change in forest attributes using multi-temporal ALS data. Focusing on the current research (about 20 papers compared to the over 50 reviewed herein), trends on the development of methods that could be
used to determine change were described. Building on McRoberts et al. [30], this review describes novel approaches, highlights recent studies incorporating both ALS and DAP data, and includes studies that use multiple data acquisitions and not just data from two time steps only. From these findings, we then demonstrate how point cloud informed estimates of change in forest attributes can be used to forecast future forest stand conditions and characterize forest growth.

In our review, we summarize recent studies that demonstrate the use of ALS or DAP datasets to examine changes in forest conditions or structure through time, synthesizing lessons learned and highlighting current research gaps. We then provide an overview of forestry-related point cloud-based routines to characterize change in forest attributes and demonstrations of how point cloud data can be integrated with growth simulators. Finally, we discuss challenges related to bi- or multi-temporal analyses ending with recommendations and future directions.

Approaches to Estimating Tree or Stand Growth Using Point Cloud Data

Approaches using ALS or DAP data in the context of forest growth fall into two major categories (Fig. 1):

1. **Retrospectively estimating growth rates based on two or more measurements in time.** This approach includes several different methods to characterize change between data acquisitions including point cloud-based change detection, as well as cell- and tree-level estimates of growth. The majority of reviewed studies fall into this category, with multiple examples demonstrating the advantages and disadvantages of applied approaches.

2. **Integrating ALS and DAP data, or attribute estimates derived from these data, into models that forecast contemporary forest attributes into the future.** This approach includes methods that incorporate observed growth rates in forest attributes from point clouds into existing forest productivity models (i.e., site index) and growth simulators, as well as leveraging change information to develop new models for forecasting future stand attributes.

**Retrospectively Estimating Growth Based on Observations at Two or More Points in Time**

Many of the reviewed studies described a number of methods of how bi- or multi-temporal point clouds can be used to retrospectively estimate forest growth. Methods can be grouped into three categories depending on the level of detail (Fig. 2): CHM differencing, analysis at the cell level (area-based approach, ABA), and analysis at the individual tree level. While the level of detail is clearly defined in the last two categories (cell- and tree-level analysis), this is very often not the case when analyses are based on differencing point cloud-derived metrics or canopy height models (CHMs).

**CHM Differencing**

The most straightforward case of using multi-temporal point cloud datasets to characterize growth is detecting changes in the CHMs, or from changes in point cloud metrics directly (Fig. 2). When comparing CHMs, a set of height layers are derived for each time step providing an opportunity to quantify the change and growth in height. For example, Vastaranta et al. [12] used an ALS-derived CHM for T1 and two CHMs derived for T2 (ALS- and DAP-derived) to estimate $\Delta H$ at plot level. The agreement between change in CHM using both data pairs (ALS$_{T1}$ + ALS$_{T2}$ or ALS$_{T1}$ + DAP$_{T2}$) was found to be high with a correlation coefficient of 0.71.

Noordermeer et al. [31] used bitemporal ALS data to identify four different categories of change: change in dominant height (increase, decrease), change in aboveground biomass (increase, decrease), forest disturbances (undisturbed, disturbed), and forest management (untouched, partial harvest, clearcut). An automated kNN approach was used to identify the changes at the plot level, with ALS metrics used as independent predictor variables. Leave-one-out cross-fold validation revealed overall accuracies between 88 and 96%, with highest overall accuracy reported for change in dominant height.

**Area-Based Estimation of Growth**

The majority of papers and approaches estimating growth at the cell level initially focused on a single attribute, with $\Delta H$ being the focus in initial publications [32–34]. As the technology has advanced, more studies have focused on $\Delta$AGB, which is the most studied attribute across all research using point cloud data at cell level (Table 1, Fig. 3). Recent studies have focused on the potential to estimate change for multiple attributes in unison [55, 57, 59]. Five out of 29 studies used point cloud data acquired at more than two points in time [33, 34, 43, 53, 60], while only four studies did not use ALS time series datasets. Goodbody et al. [51] and Tompalski et al. [59] combined ALS data acquired at T1 with DAP data collected at T2 using remotely piloted aircraft systems (RPAS, also known as unmanned aircraft systems) and large format cameras, respectively. Stepper et al. [48] used DAP data acquired at T1 and T2 to characterize height change in highly structured mixedwood forests. $\Delta$AGB based on four DAP acquisitions was characterized by Price et al. [60]. These two examples are the only studies that relied on DAP data exclusively to characterize changes in forest attributes at a cell level through time; however in both studies, ALS-derived terrain was used for data normalization to aboveground heights.
Two methods for estimating stand growth or mortality using bi- or multi-temporal point cloud data, the indirect or direct methods, have been used for area-based modeling [e.g., 22, 24]. In the indirect method, the change in forest attributes is quantified by developing separate, independent predictive models for the first time step (T1) and the second time step (T2) and calculating the difference between the two attribute predictions (in the case of bitemporal data). In the direct method, change is estimated by developing a single model that uses the field-measured change between two observations as the dependent variable and change in point cloud metrics used as predictors.

There are a number of studies that demonstrate the applicability of both direct and indirect approaches for estimating change in forest attributes (Table 1). Among the multiple examples of studies that compared both of the approaches, there are some that have recommended the indirect method e.g., [28, 30] and some the direct method [e.g., 15, 26, 31, 32, 53]. There is currently no consensus on which approach provides more accurate estimates of stand growth under different stand conditions, point cloud data characteristics [54], or time difference between acquisitions. However, based on studies listed in Table 1 that applied both the direct and indirect approach in the same study, 11 reported the direct approach as more accurate and 4 the indirect as more accurate. We did not notice any relationship with time difference between point cloud data acquisitions for studies that recommended the direct or indirect approach—the average time difference was 6.60 and 6.75 years, respectively. Mauro et al. [57] noted that the indirect approach could be less sensitive to spatial extrapolation and more accurate at the stand level. However, taking diversity in reported results into account, the most accurate approach for estimating change in forest attributes must be determined independently for each study and may be dependent upon stand conditions and management considerations.

In terms of model development, the direct approach is markedly simpler than the indirect and offers faster model development and fitting [57]. Error for the direct approach is derived from a single model [56], while error in the indirect approach is compounded from individual model errors used to estimate the attribute at T1 and T2 [56, 59]. The direct approach is more computationally simple, requiring a relationship between the change in point cloud metrics and change in

Fig. 1 Overview of the two approaches used to characterize change in forest attributes. The first approach utilizes two or more point cloud datasets to retrospectively estimate growth rates. In the second approach, the point cloud datasets or derived attribute estimates are integrated into models that forecast contemporary forest attributes into the future.
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Fig. 2 Approaches used to estimate past change in forest inventory attributes. Growth can be estimated using CHM differencing, area-based, and individual tree-level analysis.
| Reference          | Location; forest type          | Data T1 (type); T2 (type) | Approach | Attribute of interest and accuracy of the best predictive models | Modeling approach (of the best model) |
|--------------------|-------------------------------|--------------------------|----------|---------------------------------------------------------------|---------------------------------------|
| Næsset and Gobakken [32] | Norway; Boreal | 1999 (ALS); 2001 (ALS) | Indirect | $\Delta H$: SD = 0.47–1.28 m; $\Delta BA$: SD = 1.49–2.37 m$^2$ha$^{-1}$; $\Delta V$: SD = 17.7–25.8 m$^3$ha$^{-1}$ | OLS                                   |
| Hopkinson et al. [33] | Ontario, Canada; Temperate (red pine) | 2000 (ALS); 2002 (ALS); 2004 (ALS); 2005 (ALS) | Indirect | $\Delta H$: SD = 0.38 m | Based on height percentiles and CHM |
| Yu et al. [34] | Finland; Boreal | 1998 (ALS); 2000 (ALS); 2003 (ALS) | Indirect | $\Delta H$: $R^2 = 0.86$; $\Delta V$: $R^2 = 0.58$ | Differencing: treetop, DSM, and canopy height distribution |
| Dubayah et al. [35] | Costa Rica; Tropical | 1998 (ALS-LVIS); 2005 (ALS-LVIS) | Direct | $\Delta AGB$: $R^2 = 0.65$; SE = 10.5 Mg/ha | OLS                                   |
| Hudak et al. [36] | Idaho, USA; Temperate | 2003 (ALS); 2009 (ALS) | Indirect | $\Delta AGB$: $R = 0.58$ | RF                                   |
| Bollandsås et al. [37] | Norway; Boreal | 2005 (ALS); 2008 (ALS) | Direct, indirect, relative change | $\Delta AGB$: RMSE = 4.0–16.5 Mg/ha | OLS                                   |
| Englhart et al. [38] | Borneo, Indonesia; Tropical | 2007 (ALS); 2011 (ALS) | Indirect | $\Delta AGB - T1$: $R^2 = 0.77$; $T2$: $R^2 = 0.81$ | OLS                                   |
| Meyer et al. [39] | Panama; Tropical | 1998 (ALS-LVIS); 2009 (ALS) | Direct and indirect | $\Delta AGB - T1$: $R^2 = 0.70$; $T2$: $R^2 = 0.75$ | OLS                                   |
| Næsset et al. [40] | Norway; Boreal | 1999 (ALS); 2010 (ALS) | Direct, indirect, ratio model | $\Delta AGB$: $R^2 = 0.44–0.98$ | OLS                                   |
| Huang et al. [41] | Maine, USA; Boreal | 2003 (ALS-LVIS); 2009 (ALS-LVIS) | Indirect | $\Delta AGB - T1$: $R^2 = 0.91$; $T2$: $R^2 = 0.54$ | OLS                                   |
| Andersen et al. [42] | Brazil; Tropical | 2010 (ALS); 2011 (ALS) | Indirect | $\Delta AGB - T1$: $R^2 = 0.70$; $T2$: NA (T1 model used) | OLS                                   |
| Skowronski et al. [43] | New Jersey, USA; Oak-dominated | 2004 (ALS); 2007 (ALS); 2009 (ALS) | Direct and indirect | $\Delta AGB$: $R^2 = 0.68$; 1.0 Mg/ha | OLS                                   |
| Magnussen et al. [44] | Norway; Boreal | 1999 (ALS); 2010 (ALS) | Direct and indirect | $\Delta AGB$ | OLS                                   |
| McRoberts et al. [45] | Norway; Boreal | 1999 (ALS); 2010 (ALS) | Direct (3 variants) and indirect | $\Delta AGB$: $R^2 = 0.835$ | OLS                                   |
| Økseter et al. [46] | Norway; Boreal | 1999 (ALS); 2010 (ALS) | Direct; indirect; direct with pairs of metrics; based on relative growth and relative reduction | $\Delta AGB$: RMSE = 73. Mgha; %RMSE = 14.8% | OLS                                   |
| Réjou-Méchain et al. [47] | French Guiana; Tropical | 2007/8 (ALS); 2012 (ALS) | Indirect | $\Delta AGB$: $R = 0.36$; RSE = 24.08 | OLS                                   |
| Stepper et al. [48] | Germany; Temperate | 2009 (DAP); 2012 (DAP) | Indirect | $\Delta H$ – validated using PAF: $PAF_{kemp} = 0.22$, SD = 0.32; $PAF_{DAP} = 0.30$, SD = 0.53 | CHM-based top height comparison |
| Temesgen et al. [49] | Alaska, USA; Boreal | 2004 (ALS); 2009 (ALS) | Direct, indirect, adjusted indirect | $\Delta AGB$: %RMSE = 76.90% | OLS and mixed effects models |
| Cao et al. [50] | 2007 (ALS); 2013 (ALS) | Direct and indirect | $\Delta AGB$: $R^2 = 0.63$; %RMSE = 25.64% | OLS                                   |
Table 1 (continued)

| Reference | Location; forest type | Data T1 (type); T2 (type) | Approach | Attribute of interest and accuracy of the best predictive models | Modeling approach (of the best model) |
|-----------|-----------------------|---------------------------|----------|---------------------------------------------------------------|---------------------------------------|
| Goodbody et al. [51] | Southeast China; Subtropical | 2013 (ALS); 2015 (DAPRPAS) | Direct and indirect | $\Delta V$: $R^2 = 0.85$; %RMSE = 16.65% | OLS |
| Ene et al. [52] | Tanzania; miombo woodlands | 2012 (ALS); 2014 (ALS) | Indirect | $\Delta$AGB: SE = 0.31 to 0.85 Mg/ha | Linear mixed effects |
| Zhao et al. [53] | Scotland; Sitka spruce dominated | 2002 (ALS); 2006 (ALS); 2008 (ALS); 2012 (ALS) | Direct and indirect | $\Delta$AGB: $R = 0.96$; RMSE = 17.2 Mg/ha | Random forest, linear functional model |
| Knapp et al. [54] | Panama; Tropical | 2010 (ALS); 2015 (ALS) | Direct, indirect, enhanced direct | $\Delta$AGB: $R^2 = 0.95$; RMSE = 12.4 t/ha | OLS, random forest |
| Poudel et al. [55] | Oregon, USA; Douglas-fir | 2007 (ALS); 2012 (ALS) | Direct, indirect, adjusted indirect | $\Delta$AGB: %RMSE = 40.90%; $\Delta V$: %RMSE = 54.36% | Fixed- and mixed-effect linear models |
| Esteban et al. [56] | Two datasets: Spain, Norway | 2010 (ALS); 2016 (ALS); 1999 (ALS); 2010 (ALS) | Direct and indirect | $\Delta$AGB: SE = 2.61 Mg/ha; $\Delta V$: SE = 8.22 m³/ha | RF |
| Mauro et al. [57] | California, USA; Ponderosa pine | 2009 (ALS); 2015 (ALS) | Direct and indirect | $\Delta$BA: %RMSE = 116.30%; $\Delta V$: %RMSE = 241.99%; $\Delta$AGB: %RMSE = 180.20% | Mixed effects models |
| Nguyen et al. [58] | Victoria, Australia; Ash, messmate, eucalyptus | 2008 (ALS); 2016 (ALS) | Indirect | $\Delta$AGB – T2 model used: $R^2 = 0.89$; RMSE = 95.09 | kNN |
| Tompalski et al. [59] | Alberta, Canada; Boreal | 2007 (ALS); 2015 (DAP) | Direct and indirect | $\Delta H$: $R^2 = 0.65$; $\Delta$BA: $R^2 = 0.35$; $\Delta V$: $R^2 = 0.39$ | OLS |
| Price et al. [60] | Switzerland | 1985 (DAP); 1998 (DAP); 2009 (DAP); 2016 (DAP) | Indirect | $\Delta$AGB: $R^2 = 0.53$–0.54; RMSE = 57.82–99.44 t/ha | OLS |

In case of studies that used both direct and indirect approach the modeling approach that yielded higher prediction accuracy is underlined.

DAPRPAS refers to DAP data acquired using remotely piloted aircraft systems.
Establishing such relationships does however require that the correlation between point cloud metrics and plot-level attribute change is strong. For example, Ene et al. [52] could not use the direct approach in their study as the time difference between the two ALS acquisitions was 2 years and the correlation between metrics and attribute change was very weak. Similarly, in the study by Goodbody et al. [51] where the time difference between point cloud data acquisition was 2 years, authors reported very large errors for the direct approach. In these situations, where the number of years between acquisitions is limited, growth does not likely exceed error in measurement and modeling [18]. The main advantage of the indirect approach is that it utilizes the predictions derived for the beginning and end of the time interval and therefore can be supported with the well-studied relationship between point cloud metrics and forest stand attributes [54].

Because the indirect method of estimating change in forest attributes is based on T1 and T2 estimates, it is straightforward to apply when estimates already exist. For example, Hudak et al. [36] used the indirect approach to calculate 6-year biomass change in mixed conifer forest in Idaho, USA, using bitemporal ALS data. Individual random forest models of biomass were developed for T1 and T2 and differentiated to derive cell-level wall-to-wall predictions of biomass change. The Pearson correlation coefficient between the observed and estimated biomass change was 0.58. Similar approaches were used in several other studies, for instance, Englhart et al. [38], Réjou-Méchain et al. [47], and Ene et al. [52] used the indirect approach to estimate ΔAGB in tropical forest environments. Interestingly, Réjou-Méchain et al. [47] developed the linear regression model to predict AGB using T2 data only and then applied it to T1 and T2 data, although the accuracy of ΔAGB was relatively low, with a correlation coefficient of 0.36 (R² = 0.13). A similar approach was used by Nguyen et al. [58], who investigated the potential of bitemporal ALS data and single-date inventory data to estimate ΔAGB in ash-dominated forest stands in Victoria, Australia. They developed a single predictive model for AGB at T2 and applied it to ALS data acquired at T1 and T2 with 8-year time difference, however, do not report accuracy of ΔAGB estimates.
Dubayah et al. [35] were one of the few examples that applied the direct approach only. The authors used two LVIS (Land, Vegetation, and Ice Sensor) datasets acquired with 7-year difference to characterize \( \Delta \text{AGB} \) in Costa Rica. The report achieved accuracy \( R^2 = 0.65 \) is among the highest in the studies we report (Table 1); however, it is worth noting that LVIS is a full waveform instrument, whereas the majority of other studies in Table 1 have used small footprint, discrete return ALS. A modified version of the direct approach was tested by Bollandsås et al. [37]. Instead of using the differences in pairs of corresponding point cloud-based metrics, they predicted \( \Delta \text{AGB} \) directly using models that used pairs of corresponding metrics from each point in time as predictors. Økseter et al. [46] expanded these analyses further, adding two additional approaches of predicting change in forest attributes. They predicted \( \Delta \text{AGB} \) using models for relative growth rates between T1 and T2 and models for relative reduction rates between T2 and T1. Interestingly, none of the additional approaches were found to be more accurate compared to the standard indirect or direct approach.

Alternative approaches have also been proposed. Næsset et al. [40] used a new approach based on estimating the ratio of biomass change between T2 and T1 in addition to the direct and indirect approaches. In this method, models were developed to estimate biomass at T1 as well as for modeling the ratio between biomass in T2 and T1. The predictors included T1 point cloud metrics when T1 biomass was the response variable and ratios of T2 and T1 point cloud metrics when the biomass ratio was the response variable. Results showed that the simple linear models developed for the direct approach were most accurate, closely followed by the ratio approach.

An enhanced version of the indirect approach was tested by Temesgen et al. [49] and Poudel et al. [55]. In addition to direct and indirect approaches, a calibrated indirect approach was tested, in which the predicted change in stand attribute was calibrated with a simple linear regression. The calibrated indirect approach was markedly more accurate than the standard indirect approach (e.g., \%RMSE for \( \Delta \text{AGB} \) changed from 125.30 to 43.45% in Poudel et al. [55], approach A4 and A6, respectively). However, in both studies, the direct approach was the most accurate in estimating change, although the difference to the calibrated indirect was small.

McRoberts et al. [45] compared the accuracy of estimating the \( \Delta \text{AGB} \) using the indirect method and three variants of the

| Reference          | Location; forest type        | Data                          | Attribute of interest and accuracy of the best predictive models |
|--------------------|-------------------------------|-------------------------------|------------------------------------------------------------------|
| Hyppä et al. [25]  | Finland; Boreal              | 1998 (ALS); 2000 (ALS)        | \( \Delta \text{H}: \text{SE}<5 \text{ cm at stand level} \) |
| St-Onge and Vepakomma [66] | Quebec, Canada; Boreal | 1998 (ALS); 2003 (ALS)        | \( \Delta \text{H}: \text{MD}=0.42; \text{MAD}=1.09 \) |
| Yu et al. [67]     | Finland; Boreal              | 1998 (ALS); 2000 (ALS)        | \( \Delta \text{H}: \text{SE}=10\text{–}15 \text{ cm (at plot level)} \) |
| Yu et al. [68]     | Finland; Boreal              | 1998 (ALS); 2003 (ALS)        | \( \Delta \text{H}: \text{R}^2=0.68, \text{RMSE}=0.43 \text{ m}^3 \) |
| Frew et al. [69]   | Oregon, USA; Douglas-fir dominated | 2008 (ALS); 2012 (ALS)     | \( \Delta \text{CV}: \text{MD}=\text{-}2.02 \text{ m}^3 \) |
| Song et al. [70]   | Japan; Broad-leaf park       | 2004 (ALS); 2008 (ALS); 2010 (ALS) | \( \Delta \text{H}: \text{R}>0.8 \text{ (at plot level)} \) |
| Xiao et al. [71]   | Netherlands; Broadleaf        | 2008 (ALS); 2010 (ALS)        | \( \Delta \text{H}; \Delta \text{CA}; \Delta \text{CV} \) (no validation of change in attributes) |
| Dempewolf et al. [72] | Germany; Mixed temperate   | 27.05.2016 (DAPRPAS); 08.07.2016 (DAPRPAS); 22.11.2016 (DAPRPAS) | \( \Delta \text{H} \) (no validation of change in attributes) |
| Guerra-Hernández et al. [73] | Portugal; Pinus pinea plantation | 2015 (DAPRPAS); 2017 (DAPRPAS) | \( \Delta \text{H}: \text{R}=0.45 \text{ m}=0.12 \text{ m}; \Delta \text{AGB}: 198.7\text{+93.9 kg} \) |
| Zhao et al. [53]   | Scotland; Sitka spruce dominated | 2002 (ALS); 2006 (ALS); 2008 (ALS); 2012 (ALS) | \( \Delta \text{H}: \text{R}=0.67, \text{RMSE}=0.91 \text{ m}, \text{Bias}=0.02 \text{ m} \) |
| Duncanson and Dubayah [24] | California, USA; Fir and pine dominated | 2008 (ALS); 2013 (ALS G-LiHT) | \( \Delta \text{AGB}: \text{SE}=\text{–}80\% \) |
| Ma et al. [74]     | California, USA; Conifer dominated | 2007/2008 (ALS); 2012/2013 (ALS) | \( \Delta \text{H} – \text{T1}: \text{bias}=-0.43 \text{ m}, \text{RMSE}=0.82 \text{ m}; \text{T2}: \text{bias}=\text{-}0.11 \text{ m}, \text{RMSE}=0.85 \text{ m} \) |
| Marinelli et al. [75] | Italy (two study sites); Conifer dominated | 2010/2012 (ALS); 2014/2015 (ALS) | \( \Delta \text{H}, \Delta \text{CA}, \Delta \text{CV} \) (no validation of change in attributes) |

DAPRPAS refers to DAP data acquired using remotely piloted aircraft systems.
direct method. The three variants included (1) direct approach with the difference in point cloud metrics used as independent variables (e.g., $\Delta X_1$); (2) direct approach with pairs of metrics (e.g., $X_{1T1}$ and $X_{1T2}$) with separate coefficients; and (3) direct approach with independent variables selected from T1 and T2 metrics without regard to pairing (e.g., $X_{1T1}$ and $X_{2T2}$). The indirect approach was found to be more accurate when compared to the traditional variant of the direct approach in which differences in metric pairs are used as independent variables. However, the two additional variants of the direct approach were found to be superior and provided the most accurate estimate of $\Delta AGB$. The approach that is based on T1 and T2 metrics disregarding pairing is considerably easier to implement if independent variables are selected using stepwise techniques [45].

Tree-Level Estimation of Growth

Monitoring growth at an individual tree level offers insights into particular tree’s growth response, as opposed to a cell or area-based average, allowing characterization of small changes in forest canopy, gap dynamics, and the tree growth to be assessed within stands or species. This additional level of detail allows further investigation into the relationship of tree growth or mortality with other factors including tree size, stem density, competition, or species composition. This information on changes in individual tree growth characteristics can be used to inform individual tree growth models or can be aggregated in some way to measure change in height at the stand level, recognizing that change in growth of a number of individual trees in stand is not necessarily synonymous with the average height increment of individual stands.

In order to detect changes in tree attributes, individual trees have to be identified (tree detection) and segmented (crown delineation). A large array of methods exist to perform both tasks [61–63] that typically include identification of local maxima in the CHM or the raw point cloud, which are then used as seeds in a region growing algorithms [64, 65]. The majority of studies presenting individual tree-level analysis of growth (Table 2, Fig. 3) focus on changes in tree height [24, 53, 68, 70, 76]. Zhao et al. [53] used multi-temporal ALS data to estimate height growth of individual trees in a Sitka spruce-dominated stand. They found that individual tree height growth could only be estimated if point cloud-based tree heights were corrected for bias. Without correction, ALS-derived tree heights had a noticeable bias of $-1.5$ m and the estimated height growth values were unrealistic. When corrected, a sub-annual height growth could be detected (RMSE = 0.91, $R = 0.67$). The authors found that the empirical correction model was not needed if the ALS point density was greater than approximately 7 points/m$^2$.

A smaller set of studies have demonstrated how different tree attributes can be tracked over time based on point cloud data (Fig. 3). For example, Ma et al. [74] used bitemporal ALS data to quantify tree competition, $\Delta H$, change in crown area ($\Delta CA$), and $\Delta V$, for 114,000 individual trees in two co-dominant Sierra Nevada forests. Guerra-Hernández et al. [73] used bitemporal DAP$_{RPAS}$ point clouds to monitor change in $\Delta H$ and $\Delta AGB$ with a 2-year interval between data acquisitions. They report the mean annual change of 0.45 m and 198.7 kg for H and AGB, respectively, with standard deviation (SD) of differences equal to 0.12 m and 93.9 kg, respectively. However, authors also report that there were statistically significant differences between DAP-derived and reference changes in tree attributes.

Frew et al. [69] demonstrated a method to estimate changes in crown volume ($\Delta CV$) based on multi-temporal ALS data. Authors used 3D convex hulls to calculate volumes of Douglas-fir crowns at T1 (2008) and T2 (2012). They report that the difference between ALS-derived change in crown volume and expected crown volume growth was not statistically different ($p = 0.85$). Frew et al. [69] manually detected and measured the trees directly on point clouds, focusing on estimating $\Delta CV$ only and avoiding the influence of automatic tree detection methods and tree-to-tree matching between data acquisitions. An interesting approach to quantify changes in $\Delta H$ and $\Delta CV$ was presented by Marinelli et al. [75], though no empirical results are presented. The authors describe a hierarchical approach that first detects large changes in the forest canopy and then identifies changes at the individual tree level and reports low false and missed alarm rates for both large changes and the tree detection phase.

While tree-level approaches are more detailed, they bring additional challenges compared to analysis at the cell level. The overall success of the individual tree-based growth assessment depends on a multitude of factors including detection, tree-to-tree matching, and attribute estimation. For example, due to the greater overall complexity when compared to ABA or stand-level analysis, individual tree detection cannot be reliably applied when point density is low [53]. Other limitations include the inconsistency of detecting trees and a common issue is that dominant and codominant trees are detected with markedly higher accuracy than intermediate or suppressed trees [63].

One of the key limitations is the need for consistent detection and mapping of individual tree crowns for each ALS or DAP acquisition, followed by matching of those crowns from the different observations. Yu et al. [67] generated two ALS-derived CHMs from 1998 and 2000. Individual trees were detected on both using a local maxima filter and their crowns were delineated using a watershed segmentation algorithm. The authors then used differences in tree heights derived with ALS to characterize ALS-based height growth at a plot and stand level. Authors explain that because of slow growth, short-time intervals between the point cloud acquisition, and the likelihood that the laser hits often miss the treetop, it is
extremely difficult to estimate height growth at the individual tree level and results needed to be aggregated. With these findings however, individual tree detection was shown to be the most accurate approaches for characterizing change in top height at the plot level [77]. Some studies have attempted to address this lack of consistency in identifying individual tree crowns by using different approaches to link data from different acquisitions. For example, Yu et al. [68] built upon these findings and presented a method for estimating individual tree height growth in a Scots pine stand using two ALS acquisitions and three different techniques to estimate growth: differencing canopy models (CHMs or DSMs), comparing canopy profiles, and analyzing the difference between height histograms. Results indicated that estimated growth in height using the difference in highest ALS points inside the delineated crowns was the most accurate ($R^2$ value of 0.68 and RMSE of 0.43 m).

While most studies have several years between acquisitions (Fig. 3), some studies have also looked at within-year changes. The study by Dempewolf et al. [72] provides an example of within-season height growth assessment. Authors used four separate DAP datasets acquired between May and November using RPAS and quantified $\Delta H$ over a 2-ha mixed forest site. The results agreed well with published field observations, though no accuracy assessments were provided.

An important step when quantifying changes in tree attributes is tree-to-tree matching. Treetops and/or tree crowns identified at each time step need to be matched with each other in order to assess change. For example, a relatively straightforward method of tree-to-tree matching was used by Duncanson and Dubayah [24] where tree crown centroids from T1 were overlaid on top of T2 crowns. Tree T2 crown IDs were then transferred to T1 centroid. As the authors point out, this approach works only where there is a one-to-one match and can be problematic when crown delineations differ between the time steps. Marinelli et al. [75] used a point cloud registration algorithm to align the T1 and T2 point clouds before performing tree detection and delineation. In Yu et al. [67, 68], an automatic tree-to-tree matching algorithm was used. Trees detected at each point in time were matched based on the 2D [67] or 3D distance [68] between each other. Yu et al. [67] considered the trees as matching if the location of the delineated tree crowns from each point in time was within 0.5 m. Yu et al. [68] tested two additional tree-to-tree matching techniques in which tree height and DBH were used to minimize distances between treetops. Results found that the match rate varied between 51.7 and 60.8%, with the technique based on X and Y coordinates only, providing highest matching rate. Zhao et al. [53] applied a similar method incorporating planimetric distance between two treetops as well as height difference of the detected trees. The height difference component in the distance metric included a weight of 0.5. As a second step, a manual check was performed to remove mismatched trees or trees that showed large decrease in height due to mortality or logging.

**Forecasting Forest Inventory Attributes**

**Modeling Forest Productivity with Multi-temporal Point Cloud Data**

Forest productivity is among the most important stand attributes for forest management and is crucial for characterizing stand growth. The most common way of describing forest productivity is using site index (SI), which is defined as the average height of dominant trees at a given index age [78]. Site index is a proxy for disparate information regarding climatic, edaphic, and topographic factors and was historically assigned manually by experienced field foresters familiar with the stand conditions and historical yields. Estimates of SI are used to represent anticipated future growth based on past observations and conditions, an assumption which is less reliable due to the changing climate. Despite growing misgivings in the SI concept, the prospect of being able to measure and monitor forest stands through time using spatially explicit structural data offers an objective method of characterizing stand height growth, while also providing a means of estimating change in other stand attributes (e.g., basal area) using growth simulators. Because of the capability of multi-temporal point cloud data to accurately estimate changes in canopy height through time, estimation of SI is also possible. Existing studies demonstrate a number of approaches to either calibrate existing models or develop new SI models using a chronosequence of stand heights derived from a single ALS acquisition, bi-, or multi-temporal point cloud datasets.

Véga and St-Onge [79] presented the first attempt to develop a forest productivity model and map SI based on point cloud data. They used a time series of four CHMs derived from scanned historical black and white aerial photos and ALS data to develop an SI model at a 20-m resolution. The combination of historical data acquired in 1945, 1965, and 1983, along with ALS acquired in 2003, facilitated creation of an SI model with an RMSE of 2.41 m and bias of 0.76 m. The results of this study indicated that the accuracy of SI estimates increased with the number of CHM-derived height estimates used to develop the model and the time difference between acquisitions—models developed with only two CHMs with a limited time interval increased RMSE by up to 66% compared to the model developed with all four available CHMs.

SI model can also be constructed using a single ALS dataset. In such situations, a chronosequence of top heights is built by combining point cloud data with auxiliary information on stand age. In most studies, including Holopainen et al. [80], Packalén et al. [81], and Chen and Zhu [82], stand-level inventory data were used as a source of stand age. Holopainen
et al. [80] performed an ALS-based estimation of forest productivity site types with an overall accuracy of 70.9%. Packalén et al. [81] developed a site index model for eucalyptus plantations with the index age of 7 years, using the Chapman-Richards equation. The relative RMSE of the developed model was 2.8%.

Alternatively, stand age may be extracted from a time series of remote sensing imagery. Tompalski et al. [22] combined ALS-based top height estimates with time since disturbance extracted from Landsat time series as a proxy of stand age. The authors then developed a species-independent site index model that overestimated site productivity by 0.7 m and had an RMSE of 5.55 m. Due to the length of Landsat time series available (28 years), the site index model was developed for young stands only. A similar approach was later demonstrated by Gopalakrishnan et al. [83] who generated site index maps for loblolly pine forest by also combining ALS data with Landsat time series.

Numerous recent studies have demonstrated that canopy height growth depicted by bitemporal ALS data enables the estimation of forest productivity. Compared to methods that used a single acquisition only, growth can be extracted for the same location directly, instead of reconstructed from multiple disconnected cells. For example, Socha et al. [84] used ALS data collected in 2007 and 2012 to derive height growth trajectories and develop site index models for Norway spruce and data from 2007 and 2015 to develop site index model for Scots pine [77]. A generalized algebraic difference approach (GADA, [85]) was applied, allowing for the development of site index models that are invariant to index age, have variable asymptotes for different sites, and are characterized by polymorphism, allowing description of differences in growth patterns due to differences in site conditions.

Research has also focused on the methodological development of such models with Socha et al. [77] assessing the effect of varying height percentiles and grid cell sizes on the trajectory of growth models developed from bitemporal ALS data. Results indicated that top height growth was underestimated using the 95th or 99th percentiles of ALS point cloud heights and the degree to which this occurred was a function of stand density and silvicultural treatment. Individual tree-based assessments of top height growth were less impacted when assessed using ABA and maximum height (100th percentile) from the point cloud and were consistently better for estimating growth.

Noordermeer et al. [86] presented two methods of predicting SI at the plot level. In the direct approach, they modeled SI using bitemporal canopy height metrics, while for the indirect method, SI was predicted based on top height at T1 (H_{TOP,T1}), change in top height (ΔH_{TOP}), and the length of time between observations. They showed that the direct method provided slightly more accurate results for estimating SI with an RMSE of 1.78 m and 1.08 m for Norway spruce- and Scots pine-dominated stands, respectively. In a similar environment, Bollandsás et al. [87] predicted SI with an RMSE of 3.0 m and 2.3 m for spruce- and pine-dominated stands, using two sets of ALS point clouds acquired over an 11-year period. Noordermeer et al. [88] demonstrated a large-scale, operational example, of predicting SI using repeated ALS data. They showed the importance of including only undisturbed areas to estimate SI and classify the disturbed and undisturbed area using kNN with bitemporal metrics as independent variables. The %RMSE for the predicted SI ranged between 9.83 and 20.03%.

To mimic the method of determining the H_{TOP} in the field, Kandare et al. [89] identified four dominant trees per plot (400 m²) using an individual tree detection approach integrated with ALS and hyperspectral data. Compared to other studies, authors aimed to develop a fully remote sensing-based method, independent of inventory data. They tested different combinations of input tree-level attributes for SI predictions, which included DBH, H_{TOP}, species, and age. By alternating between field- and ALS-derived input attributes, they characterized how the accuracy of SI predictions changed. While the accuracy was similar when field- or remote sensing-derived species were used, there was a large decrease in accuracy when modeled age was used (%RMSE: 27.6 and 7.6%). Rather than using H_{TOP} and age to calculate SI, the height growth model can be transformed and based on H_{TOP} and ΔH_{TOP}.

Wulder et al. [90] likewise compared site index estimates from an existing forest inventory to estimates generated from ALS data. To mimic the operational definition of top height used in the study area, the authors applied a 10 m by 10 m grid to the forest stands and calculated the weighted average of the maximum ALS height within each 0.01-ha grid cell within the stand using the number of non-ground ALS returns within each grid cell as weights. SI values were classified into 5-m classes to enable their use in a carbon accounting model. The ALS-derived site class was greater than the forest inventory site class for 42% of stands; however, the majority of stands (77%) ALS site class were within ± 1 site class of the inventory site class. Estimates of site index can then be used to inform other aspects of stand condition such as herbaceous plant species diversity and site type [91, 92].

An age-independent approach was presented by Solberg et al. [93], which transformed the existing SI models for spruce-dominated stands in Norway and applied bitemporal ALS data to calculate SI. Existing model formulas were transformed to replace the age component with the number of years between H_{TOP} estimates derived using each of the ALS datasets. The SI estimates were strongly correlated with the reference data, with correlation coefficient R equal to 0.87 and mean difference of 0.27 m. Such transformations that substitute number of years between observations for age would of course be highly dependent upon the age and complexity of
the forest stand. Such approaches would be more difficult to implement in natural stands with multiple species and/or high level of mortality and in areas with a larger variability of site conditions and stand age.

**Integrating Point Cloud Data with Growth Simulators**

Existing forest inventories can be updated by projecting current stand attributes into the future using growth simulators. Growth simulators are sets of models that describe forest stand dynamics (also called growth and yield models) and allow for the projection of individual tree or forest stand attributes to a future point in time. These simulators are the result of long-term growth monitoring programs that establish permanent plots for the purpose of monitoring forest growth. The type and number of input attributes required by a growth simulator depends on the type of model. Whole-stand growth models require less detailed information than single-tree or size-class models [94]. In most cases, the required set of input variables includes species composition, age, height, or alternatively site index. Depending on the model, additional attributes like stem density, basal area, stocking, canopy cover, and fertilization or insect damage can improve the accuracy of the estimated projections. Growth simulator outputs include the projected stand attributes, height, basal area, and volume, at a specified projection year or specified age sequence.

Integrating existing growth simulators with point cloud-based forest attribute predictions is a natural and necessary step forward from ALS-based inventories, allowing for increasing spatial detail (individual tree, cell) in growth projections. However, because existing growth simulators are designed to be integrated with the polygon-based forest inventory, their integration with point cloud-based forest attribute predictions at the grid cell (ABA) or individual tree level (ITA) is not straightforward. In recent years, there have been several studies that provide different solutions as to how the static ALS-based cell-level predictions can be projected into the future. Similar to studies focused on SI, approaches differ in the point cloud data used (single or multiple acquisitions), modeling approaches, and methods used to integrate the point cloud-based estimates with growth simulators.

In the most basic scenario, point cloud-based predictions of forest attributes can be used as the input parameters for the growth simulator (Fig. 4a). For example, Falkowski et al. [95] demonstrated how ALS-derived tree-level forest inventory data can be used to parameterize forest growth simulators. Using a tree-level Forest Vegetation Simulator, they projected BA in 10-year increments at a 20-m cell level. The results of the growth projection were compared to projections derived using forest inventory data which indicated the two estimates of BA were correlated (R > 0.91) and had a low RMSD (< 6.5 m²/ha). Mohamedou et al. [96] used ALS-derived topographic wetness index (TWI) and LAI estimates to improve the predictions of a national single-tree diameter growth model. By including the ALS-derived variables, RMSE was reduced from 0.60 to 0.40 cm. Häkönen et al. [97] used a process-based model parametrized with ALS-derived input variables to calculate change in basal area. Their ALS-parametrized model had an R² of 0.34, which was markedly higher than when the field plot measurements were used as inputs (R² = 0.18).

Lamb et al. [98] used a tree-list growth model to forecast forest inventory at a grid cell level in spruce plantations. A library of candidate tree lists was first compiled using over 65,000 ancillary forest inventory plots collected in spruce plantations in New Brunswick, Canada. Tree lists and ALS were not required to be temporally close with their empirical measurement. Tree lists were partitioned by species composition and stand type and were assigned to every 20-m cell based on the smallest difference (Euclidian distance) between six inventory attributes predicted with ALS and measured on plots. Assigned tree lists were then used as input for the growth model (Fig. 4b). To assess the accuracy, authors used a separate set of 98 calibration plots and compared the annual increments derived using tree lists imputed by plot matching and tree lists measured in the field. Results showed a strong agreement (Pearson’s R between 0.75 and 0.86) between the increments, with relative RMSE between 12.8 and 49%.

An important component of the tree-list approach was the integration of independent unbiased forest inventory ground plots (systematic or random continuous forest inventory) to correct forest-level bias in ALS metrics and forest-level species composition interpretation bias for purposes of accurate timber supply modeling. In comparison to the continuous forest inventory plots, the imputed ALS-plot-matched forest inventory overestimated total volume by 4%, and species-level volume bias was also evident, especially for incidental species. Total volume bias resulted from ALS volume bias, and species volume bias resulted because stand-level photointerpreted species proportions were either slightly biased for common species or were greatly underestimated for incidental species that are not explicitly reported in the photointerpreted stand attributes, e.g., small patches of residual white pine in a regenerating spruce-fir stand. As remotely sensed ABA species predictions become more reliable, these estimates will likely replace photointerpreted species proportions during plot matching. In general, with a sufficiently large plot library covering nearly all forest conditions, plot matching will closely “match” the same level of accuracy as ALS and species interpretation at stand and forest levels, so as these two key inputs improve, so will the imputed plot-matched forest inventory accuracy.

In the approach presented by Tompalski et al. [99, 100], a database of growth trajectories was first created using an existing growth simulator and a range of required input parameters including species, age, and SI. Growth curves were
then assigned to every 20-m cell based on the minimum difference between ALS-derived inventory attributes (Fig. 4c). Specifically, candidate curves were first identified based on dominant species and stand age, and a further selection was made based on the smallest difference between attribute values estimated with ALS and defined by each of the curves.

Fig. 4 Approaches to integrate growth simulators with point cloud data to forecast forest inventory attributes. ABA, area-based approach
Because multiple stand attributes may be used, the final growth curve is selected using a weighted mean of residuals, with the accuracy of the estimated attributes used as weight. This method was used with a single ALS acquisition and the TIPSY growth simulator [101] in coastal temperate rainforest in British Columbia, Canada [99] and with bitemporal point cloud dataset and GYPSY growth simulator [102] in pine- and spruce-dominated boreal forests in Alberta [100].

The specific method of integrating growth simulators with ALS-based estimates of forest attributes depends mostly on the growth simulator itself. The major categories of growth simulators, tree- or stand-based, determine the required suite of input parameters and their level of detail. The stand-level growth simulators are the simplest; however, they are insufficient when information on size class or individual trees is required. Individual tree-level simulators are the most complex and detailed, with individual trees used as the basic unit for modeling. The growth curve matching approach described by Tompalski et al. [99, 100] was designed to work with stand-level growth models, which are currently used in operational forestry in British Columbia and Alberta, Canada. In the approaches presented by Falkowski et al. [95] and Lamb et al. [98], tree-level growth simulators were used, and the approaches were designed to find a tree list for each cell that would result in the most accurate growth projections. A tree-level growth simulator was also used by Marczak et al. [103] who performed a sensitivity analysis and tested different combinations of input parameters derived from ALS or traditional inventory in mixed temperate forest stands in Ontario, Canada. Four different scenarios were tested with the growth simulator parametrized with either inventory data only (baseline scenario) or different combinations of ALS-derived tree lists and inventory or photointerpreted species abundance. The results indicated that neither of the ALS-based projections were equivalent to the inventory-initialized baseline, which authors attribute to poor predictions of stem size distribution, stem density, and basal area distribution.

**Data Assimilation**

Data assimilation is a mathematical procedure to update existing estimates with new observations. In a forest inventory context, data assimilation can be used to combine the existing estimates of forest attributes, with new information derived based on new acquisitions [104]. Therefore, existing forest inventory information is not discarded when new data is acquired but instead integrated into the modeling framework. In essence, existing information on forest attributes are first forecasted into the future using a model that, in addition to the forecasted estimates, provides information on the uncertainty of that estimate. In the second step, the forecasted information is compared to that derived from the new acquisition. Because the uncertainties are known, when the two pieces of information are combined, the weights are used that are inversely proportional to their uncertainties [105, 106]. The existing studies show that the data assimilation approach may lead to an increase of the prediction accuracy by 10–74% [107]. In the context of this review, it is important to note that although data assimilation approaches contain a forecasting part, the forecasting is performed to improve the accuracy of the current estimates.

Data assimilation approaches are applied in a multitude of domains and, due to application-specific issues, need to be parametrized for each application. In forest inventory, those issues include data type, resolution, and modeling approaches [108]. The adaptation of data assimilation for forest inventory involves the development of new growth models that do not only allow predictions of growth but also inform on the uncertainty of growth predictions [105]. For example, [105, 108] developed nonlinear models to forecast stand attributes. The growth function was based on a regression model derived from a network of permanent sample plots.

Two general data assimilation techniques are available. The first technique utilizes a Kalman filter, which is an optimal estimation algorithm [109]; the second is based on Bayesian statistics. Kalman filtering requires an assumption that the errors of both the forecasted value and errors of the new estimates are normally distributed, while Bayesian methods are more flexible and can be used with any distributions. An extended Kalman filter can be used if nonlinear prediction models are required [108].

An example of data assimilation applied in forest inventories can be found in Nyström et al. [105]. In their study, they aimed to estimate forest attributes in 2011 by combining point cloud-based estimates acquired between 2003 and 2011 (six DAP datasets) with estimates of those attributes from the developed growth models. First, an ABA was used to estimate H, BA, and V, for each acquisition using a corresponding set of training plots. Linear regression was used to predict H, and nonlinear regression was used to predict BA and V. Because data assimilation requires the error variance estimates and because the residual variance in the case of the nonlinear models was not constant, authors developed linear models to predict residual standard deviation. Using a separate set of permanent sample plots, growth models were developed for each of the three stand attributes. In the next stage, the extended Kalman filter was used to model the stand attributes over time. At each time step, and for every cell, the growth model was used to forecast the attribute value (forecasting step), which was then adjusted using the point cloud-based prediction (assimilation step). The contribution of each variable in the assimilation step is inversely proportional to their variances. By comparing the accuracy of the stand attributes estimated using data assimilation, forecasting with the growth models, and the most recent estimate, authors showed that the assimilated estimate had the lowest %RMSE.
Challenges in Estimating Growth with Point Cloud Data

As demonstrated throughout, studies have found that both ALS and DAP point cloud datasets are capable of being used for forest attribute growth analysis. While the vast majority of studies used ALS data acquired at each time step, in several cases, ALS and DAP data were integrated. Datasets of different types, point densities, scan angles, and sensors were present in all studies and, while this introduced an additional challenge, did not impede the successful assessments of change. However the estimation accuracy depended on the particular attribute being estimated.

The majority of existing studies that utilized multi-temporal point cloud data incorporated just two ALS datasets (over 95% of all reported studies). Data were often acquired with different sensors, point densities, and at different seasonal dates. However, as Zhao et al. [53] demonstrated in spruce-dominated stands in Scotland, datasets with different densities can be used, and, in case of tree-level analysis, if the density exceeds 7 points/m², no decrease in accuracy was observed. At a cell level, Cao et al. [50] found that differences in point density did not affect the accuracy of the developed models. Although variations in ALS sensor characteristics and acquisition parameters may have an impact on the estimation of forest growth, in an area-based context, the spatial distribution of the point cloud is similar even if the point density varies markedly and increasing point density does not increase area-based estimation accuracy [36, 110]. This finding is crucial as modern ALS datasets are often collected with point densities that are an order of magnitude higher than a decade ago. In the majority of the reviewed studies, the point density was greater for each subsequent acquisition (Fig. 3). The ability to combine sparse historical ALS point clouds with denser datasets acquired using modern instruments (including single-photon lidar) to characterize stand growth is an important consideration for EFIs. However, as described by Roussel et al. [111], point density influences the CHM, with denser point clouds resulting in higher elevation values of the CHM pixels. Therefore, if the multi-temporal point cloud-based analysis uses a CHM, a correction needs to be introduced to avoid bias in the change estimates. At the individual tree level, Duncanson and Dubayah [24] used point clouds acquired with two different sensors operating with different wavelengths, densities, scan angles, and side overlap. To minimize potential issues with change detection, data from each acquisition was filtered to a maximum scan angle of 15°. Application of such a filter is especially important in individual tree-based approaches as it may reduce differences in crown shapes associated with wide scan angles and resulting occlusions.

Several authors demonstrated how multi-temporal analysis can be performed by combining ALS and DAP point clouds [e.g., 31, 32, 69]. In such scenarios, the ground elevation is extracted from the ALS_{T1} acquisition and used to normalize both ALS_{T1} and DAP_{T2} data [8, 59]. The typical lack of ground returns under forest canopy characteristic for DAP is therefore overcome and a suite of point cloud structural metrics can be derived from both point clouds. Integration of ALS and DAP datasets facilitates a multi-temporal analysis of forest attributes at markedly lower cost and can be used to update large-scale forest inventories [8]. Further, as demonstrated by Véga et al. [79], some historical aerial photography can be processed to provide baselines and/or retrospective assessments of stand growth as well. The quality of image matching is however critical for accurate reconstruction of forest canopy [112]. As the technology progresses and the image matching algorithms become more advanced [113], the derived DAP point clouds better represent the 3D structure of the forest stand.

Regardless of the method used to characterize change, the datasets used must be co-registered, with even marginal spatial mismatches contributing to large errors in change assessment, especially at the tree level [75]. Point cloud co-registration is important for all data types but can be especially challenging when integrating ALS and DAP data due to the differences in point cloud structure or often lower geo-referencing accuracy in case of DAP_{RPAS}. Co-registration may be especially challenging when historical data is used, such as DAP point clouds derived from archival panchromatic images [79, 114].

Estimates of change at the individual tree level, although more detailed, are prone to errors originating from the detection method itself as well as tree-to-tree matching [25, 68]. Because tree segmentation results may differ for each time step, a tree-to-tree matching algorithm to automatically match the detected trees is used. In most cases, such algorithms match trees based on the distance between treetops and difference in height [67, 68]. To improve the overall accuracy of change estimates, errors in tree-to-tree matching may be corrected manually [53] or by excluding tree segments with multiple matches or large distance between treetops [74].
Many of the challenges associated with estimating change in stand attributes using 3D point clouds correspond to challenges when a single dataset is used to estimate those attributes at a single point in time. For example, the temporal misalignment between field measurements and remotely sensed data that occurs when the response variable and point cloud metrics are measured at different times can lead to erroneous predictions [115]. In the case of multi-temporal analysis, the influence of such misalignment increases as the errors of each developed model compound. The importance of reference data cannot be neglected either—preferably, field observations need to be collected coincidentally with the point cloud data, at every time period. Estimating forest attributes in young stands is another challenge because the correlations between forest attributes and point cloud metrics are weaker and are influenced by the high stem density and species variability [107, 116].

The accuracy of the estimated change depends on the attribute of interest. Because point cloud metrics are strongly correlated to stand height, estimates of tree- or cell-level height, and change in height, are the most accurate. Among the summarized research, a tree- and cell-level change in height was always the most accurately estimated attribute compared to other tree or stand attributes (Table 1). Despite the fact that changes in height are most accurately determined, the use of different height measures may result in different change values [33, 77].

For ITA, height growth has been most accurately estimated by using the difference in the highest ALS points within delineated tree crowns [68]. Application of height estimates from ALS and DAP data as inputs to growth models requires unification to stand heights defined when calibrating the model growth functions. When determining the height of trees using laser scanning, it may be possible to measure the height of dead trees, which can be an additional reason for underestimation of the change in height [59, 77]. However, self-thinning concerns mainly suppressed trees and therefore, dead trees are not often the highest trees within subplots. The height of dead trees is therefore taken into account more often when the height of the plot/stand is calculated as the 95th or 99th percentile of the point cloud. The use of HTOP defined as the mean maximum height from 0.01-ha subplots obtained by ITA or 100th percentile may additionally limit the likelihood of calculation of HTOP and ΔHTOP using heights of dead trees.

Other attributes like ΔBA, ΔV, or ΔAGB often had accuracy more than two times lower compared to estimates of ΔH, at both tree and cell level. Several authors have investigated how various factors influence the accuracy of change estimates. For example, Hopkinson et al. [33] showed that the uncertainty of height growth estimated at the cell level depends on the repeat interval between data acquisitions. In their study conducted in a red pine-dominated plantation, they showed that if a 10% uncertainty is considered acceptable, a 3-year time interval is required between acquisitions in order to ensure that growth exceeds the level of uncertainty in the estimate. Tompalski et al. [59] demonstrated that stand mortality has an effect on the accuracy of change estimates. They performed a sensitivity analysis and developed predictive models based on reference data with different levels of mortality. The results showed that a mortality level of about 20% corresponded to a 200% increase in %RMSE for ΔV. In both cases, results are influenced by forest conditions and growth rates. Results for even-aged, single species plantations are applicable in similar forest environments.

In slow-growing stands, or if the repeat interval between data acquisitions is short, the uncertainty of change estimates can be higher than the estimated change in the stand growth. Under these circumstances, additional attention is required because estimated growth may not be reliable for some or all attributes. For example, in slow-growing stands, if the annual increment in H and V is 0.12 m/year and 1.97 m³/ha/year, respectively, while the errors in ΔH and ΔV are 1.71 m and 47.8 m³, the repeat interval needs to be equal to at least 14 and 24 years, respectively, in order to provide reliable estimates of growth in H and V [59]. In contrast, Dempewolf et al. [72] showed that within-season assessment of height growth at the tree level can be performed using DAP data acquired from RPAS.

Challenges related to forecasting forest attributes with point cloud-based estimates go beyond considerations related to the data, acquisition time, or approach. Because each of the described approaches to forecast inventory attributes differs, the specific challenges differ as well. Multiple examples of studies that used multi-temporal point cloud data to estimate or model site index, or integrated point cloud-based estimates with growth models, show the importance of stand age estimates. In the majority of studies, existing inventory data is used as a source of stand age; however, as demonstrated by Holopainen et al. [80], errors of 5 years in stand age dramatically influence the predicted site productivity. Errors in stand age lead to a reduction in accuracy of the SI estimates or growth projections [117], and the overall effect of error in age is larger than the error in HTOP, especially in unmanaged stands or stands of complex structure.

To demonstrate and compare the effect of error in height and age on the SI estimates, we simulated how the height-age curve will change depending on different error levels. To do this, we used an existing SI model [84] and calculated HTOP values between 20 and 120 years, with a SI value of 20. We then altered the input parameters, modifying HTOP by 1, 2, and 5 m and modifying age by 5, 10, and 20 years. The result shown on Fig. 5 reveals how the error introduced to both variables affects the calculated HTOP. While the accuracy of point cloud-based estimates of H is typically better than 2 m, error in age at a stand level can exceed 10 or even 20 years in some cases, especially when stand age is assessed using image interpretation.
To improve the accuracy of point cloud-based forecasts of stand attributes, all of the required variables, including age and species composition, should be available at the same level of detail, which in all of the existing examples is a raster cell. However, accurate estimates of species at the individual tree level or of dominant species at the raster cell level derived from three-dimensional point data alone remain challenging. Research using remote sensing to improve estimates of age \[114, 118, 119\] and estimate species composition \[120, 121\] is ongoing and is demonstrating the potential to generate wall-to-wall raster layers of both attributes. For younger stands, stand age can be derived from time series of satellite imagery when stand records are not available \[22, 122–124\]. The required degree of accuracy of these estimates however depends on how these outputs are used in operational decision making with ongoing research still required on the trade-offs between individual species accuracy and broader applications.

Alternatively, approaches that are age- or species-independent can be developed. The approach presented by Solberg et al. \[93\] is especially important and relevant for the ongoing research on estimating stand productivity with time series of point cloud data. Removing the age component, and substituting it with the change in $H_{TOP}$ in order to estimate SI, makes this approach especially suitable to use with bitemporal point cloud data. As shown by Kandare et al. \[89\], inaccurate predictions of age can increase the %RMSE of SI predictions by almost fourfold (from 7.6 to 27.6%).

**Research Gaps and Recommendations**

While the existing research provides multiple examples of how multi-temporal point cloud data can be used to characterize forest growth, there remain a multitude of scientific justifications to continue research on this topic. The existing approaches are not yet ready for operationalization, and questions on specific methods to use with different data types, the number of different datasets available, or the optimal time interval between data acquisitions, among others, remain. Underpinning our recommendations is a need for statistical rigor when analyzing multi-temporal point clouds. For example, a selected modeling approach needs to be able to produce both negative and positive results and extra caution must be paid when using the model to extrapolate beyond the original range of change captured in the training data \[30\].

From our review of the literature, several research gaps emerged:

**Guidance on When to Apply Direct or Indirect Approaches**

More research is needed to better inform which approach is preferable given a certain set of forest conditions and available datasets. While the majority of existing research shows that the direct approach is more accurate, several publications demonstrated the opposite. As multi-temporal three-dimensional datasets become more prevalent, we recommend the opportunity be exploited to test both direct and indirect approaches where possible to provide more consistent recommendations of which approach to use where and why. Furthermore, the increased availability of 3D data will also allow to examine wider range of attributes, varying time spans between data acquisitions, range of species compositions, and growth rates of the forest stand.

**Improving Tree-to-Tree Matching Over Time**

At the individual tree level, additional research is required to improve the performance and consistency of tree detection methods \[125\], develop tree detection methods using multi-temporal point clouds simultaneously as inputs, and improve tree-to-tree matching. Given the large number of ITAs and methods available, we are reluctant to recommend the development of yet more individual tree detection methods; however, we recognize that the availability of multi-temporal 3D data provides a
unique opportunity for ITA methods development. It is logical to assume that the estimation of deciduous versus coniferous tree species would be immediately improved if multi-seasonal data were used simultaneously, and when integrated over time, growth assessments could be estimated concurrently. To extend the suite of tree-level growth estimates, research should also focus on characterizing change not only in tree height but also other attributes.

Multi-temporal Growth Analysis The majority of studies we reviewed used bitemporal point cloud data and developed approaches to best assess or forecast the change in forest attributes. Additional research is required to identify best approaches to estimate forest growth when more than two datasets are available. As ALS acquisition becomes more common, the availability of multiple ALS datasets for a given forest management unit will increase. Approaches are required to enable the use of these data to track forest growth over time. For example, if point clouds (both ALS and DAP) are acquired on a regular cycle (e.g., every 3 years), is the direct or indirect approach the preferred method for estimating change, or can alternative methods be developed that would take advantage of the trajectories of forest attributes extracted for each cell or tree crown?

Integration of Point Cloud Data into Existing Growth Models Research is required to identify the best approaches to integrate point cloud data into growth simulators. As shown, existing methods are in the early stages of development and are often specifically designed to work with an existing growth simulator or for a particular forested region. Research should focus on leveraging point cloud information to better parametrize existing growth simulators, for example, by improving estimates of SI or similar attributes that diminishes the reliance upon a photointerpreted or point cloud predicted age. Given improved estimates of these initial stand conditions, provided by point clouds and other remote sensing data.

Estimates of Age and Species Both stand age and species composition can influence the accuracy of growth estimates through use of an incorrect stand initiation date or model selection, for instance. More research is required to identify approaches to improve stand age and species composition, including methods that integrate other remotely sensed datasets.

Growth Models Driven Entirely with Point Cloud Data Considering the cost associated with the development of growth simulators using traditional approaches, research should aim to continue to incorporate remote sensing-based products to improve estimates from growth and yield models. Examples provided by Ehlers et al. [108] and Nyström et al. [105] inform not only on the necessity of improved growth function but also demonstrate how such functions can be developed. Remote sensing-based growth functions do not necessarily need to mimic existing growth simulators that often contain complex modules to characterize mortality, ingrowth, competition, or account for various silviculture activities (e.g., thinning, fertilization) but rather utilize the advantages provided by point clouds and other remote sensing data.

Summary

There are an increasing number of published studies estimating forest growth with 3D point cloud data. These studies have employed a wide range of methods utilizing bi- or multi-temporal 3D data at varying spatial resolutions. The growing availability of point cloud data (both ALS and DAP), as well as the practical need for inventory purposes to obtain accurate estimates of change in forest attributes and future projections of those attributes, are a logical step towards more accurate growth analysis at finer levels of detail. The studies examined herein demonstrate that further research is needed to improve both retrospective estimates of growth and methods to forecast forest attributes.

As shown in this review, ALS or DAP point clouds can be used to characterize forest growth in an accurate and cost-effective manner over large areas. Bi- and multi-temporal point cloud datasets can be used to reliably characterize growth retrospectively, as well as facilitate the forecasting of stand conditions. These 3D data provide growth estimates at a much finer level of spatial detail compared to standard polygon-based inventories and polygon-based growth analysis. Based on the reviewed research from the two levels of detail, i.e., area-based and individual tree analysis, area-based analyses at the cell level are more straightforward to apply as they do not face problems related to tree-to-tree matching. Height increment is the most accurately estimated attribute for both ITA and ABA, with errors less than 0.5 m reported in multitudes of studies; however, special attention is required in slow-growing stands, particularly when the time interval between data acquisitions is short. In such cases, the error in growth estimates can exceed the actual reported growth and lead to unreasonable conclusions.
Multi-temporal applications of point cloud dataset can be greatly extended by integrating ALS or DAP datasets with growth simulators, which will enable stand attributes to be forecasted and will support forest planning with detailed, sub-stand projections. Estimates of age and species composition at a similar level of spatial detail are currently lacking but would further increase the accuracy of such projections, providing a suite of attributes to parametrize existing growth simulations without auxiliary, polygon-level data.

Finally, with the growing availability of point cloud data, more and more areas will be covered by two and by greater than two acquisitions—this presents a unique opportunity to improve forest growth analysis at longer time period on one hand but highlights the need for research focusing on developing robust approaches to quantify growth on the other.
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