ROBUST OPTIMAL INVESTMENT AND REINSURANCE PROBLEMS WITH LEARNING

NICOLE BÄUERLE* AND GREGOR LEIMCKE*

Abstract. In this paper we consider an optimal investment and reinsurance problem with partially unknown model parameters which are allowed to be learned. The model includes multiple business lines and dependence between them. The aim is to maximize the expected exponential utility of terminal wealth which is shown to imply a robust approach. We can solve this problem using a generalized HJB equation where derivatives are replaced by generalized Clarke gradients. The optimal investment strategy can be determined explicitly and the optimal reinsurance strategy is given in terms of the solution of an equation. Since this equation is hard to solve, we derive bounds for the optimal reinsurance strategy via comparison arguments.
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1. Introduction

The insurance industry is currently facing a variety of challenges. On the one hand, the number and amount of insurance losses are growing caused by an increasing frequency of weather extremes due to climate change (see [16]). On the other hand, the current structural low interest rate environment and higher volatility on the financial markets make it more difficult to achieve profitable investments. These challenges call for effective strategies to reduce insurance risk and to optimize capital investments and have attracted interest from researches in actuarial mathematics for many years. In fact, a classical task in risk theory is to deal with optimal risk control and optimal asset allocation for an insurance company. Such problems have been intensively studied in literature using various optimization criteria, where maximizing the utility and minimizing the probability of ruin are the two main optimization criteria (see e.g. [26] and references given there).

However, in most articles, the assumption of full information is used as a common feature, which means that the insurer has complete knowledge of the model. However, in reality, insurance companies operate in a setting with partial information. That is, with regard to the net claim process, only the claim arrival times and magnitudes are directly observable; the claim intensity, which is required by all net claim models, is not observable by the insurer as pointed out in [17, Ch. 2]. Therefore we study the optimal investment and reinsurance problem in a partial information framework. More precisely we consider a Bayesian approach which means that we allow for learning unknown model parameters. On the other hand we use an exponential utility function as optimization criterion which can be interpreted as a robust approach.

There are quite a number of papers on robust decision making in actuarial sciences, in particular for optimal reinsurance and investment, see e.g. [30, 31, 19, 18] among others. But all the approaches so far consider a classical optimization problem like utility maximization under alternative models given in form of different probability measures. In this paper indeed we explain that the exponential utility can be interpreted as a robust control approach, thus avoiding a second complicated optimization.

A paper with partial information is e.g. [22]. Based on the suggestion in [11 p. 165], the authors there consider the optimal investment and reinsurance problem for maximizing exponential
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utility under the assumption that the claim intensity and loss distribution depend on the states of a non-observable Markov chain (hidden Markov chain), which describes different states of the environment, whereby the net claim process is modelled as compound Poisson process and the fully observable financial market is modelled as Black-Scholes financial market with one risky and one risk-free asset.

However, the sparse literature with partial information focuses on just one line of business to gain an optimal reinsurance strategy. But in reality there is often a dependence between different risk processes of an insurance company. This results from the fact that the customers of a typical insurance company have insurance policies of different types such as building, private liability or health insurance contracts. A simplified example of a possible dependence between several types of risk is that of a storm event accompanied by heavy rainfall where flying roof tiles cause damages to third parties and flooding leads to building damages. Therefore, to model the insurance risks of an insurer appropriately, we need to capture the dependence structure using a multivariate model.

A commonly used approach to impose dependence between several types of insurance risks is accomplished by thinning, which is also the case in this paper. The idea of this approach is that the occurrence of claims depends on a certain process which generates events that cause damages of the line of business $i$ with probability $p_i$ and of the line of business $j$ with probability $p_j$, where all caused claims occur simultaneously at the trigger arrival time. Therefore these models are referred to as common shock risk models. An example of a shock event is the above-described storm event. Typically the corresponding claim sizes are determined independently of the appearance times (see e.g. [4]).

Another multivariate model that avoids a reference to an external mechanism is given in [5], where the authors propose a multivariate continuous Markov chain of pure birth type with interdependency arising from dependences of the birth rates on the number of claims in other component processes. In [25], the dependence of the marginal processes of a multiple claim arrival process is constructed by introducing a Lévy subordinator serving as a joint stochastic clock, which leads to a multivariate Cox process in the sense that the marginal processes are univariate Cox processes. In connection with optimal reinsurance problems, a Lévy approach is discussed in [3]. There, the authors have shown that a constant investment and reinsurance strategy (proportional reinsurance as well as the mixture of proportional and excess-of-loss reinsurance) is the optimal strategy for maximizing the exponential utility of terminal wealth.

In addition to the Lévy model, optimization problems with common shock models have been investigated in [12], where optimal excess-of-loss retention limits are studied for a bivariate compound Poisson risk model in a static setting. The corresponding dynamic model was used in [2] to derive optimal excess-of-loss reinsurance policies (which turns out to be constant) under the criterion of minimizing the ruin probability making use of a diffusion approximation. For the same model, [23] have derived a closed-form expression for the optimal proportional reinsurance strategy of the exponential utility maximizing problem both with and without diffusion approximation by using the variance premium principle. In the presence of a Black-Scholes financial market, the same problem has been investigated in [9] with the expected value premium principle. For the case of an insurance company with more than two lines of business, [29] and [28] seek optimal proportional reinsurance to maximize the exponential utility of terminal wealth and the adjustment coefficient, respectively, where the strategies are only stated for two classes of business. However, all optimization problems with multivariate insurance models are considered under full information.

We will describe the dependence structure between different lines of business by the thinning approach while we deal with unobservable thinning probabilities. To the authors’ knowledge, this is the first time that an optimal reinsurance and investment problem under partial information using a multivariate claim arrival model with possibly dependent marginal processes is studied. To solve the optimal control problem, the dynamic programming approach will be applied.
However since the value function may not be differentiable, a generalization using the Clarke gradient will be applied (this idea has been used before in [6], [22]).

The outline of our paper is as follows: We introduce the partial information problem under the assumptions of observable claim size distribution, unobservable background intensity taking values in a finite set and Dirichlet distributed thinning probabilities in Section 2. We also explain the robust approach which is inherit in the criterion of maximizing exponential utility. Using a filter as an estimator for the background intensity and the conjugate property of the Dirichlet distribution, we proceed in Section 3 by stating the reduced control problem. The corresponding generalized Hamilton Jacobi Bellman (HJB) equation will be introduced in Section 4 where we need to replace partial derivatives w.r.t. the time and the components of the filter for the generalized Hamilton Jacobi Bellman (HJB) equation will be introduced in Section 4, where we need to replace partial derivatives w.r.t. the time and the components of the filter for the HJB equation yields the same result under the assumption of identical claim size distributions for all insurance classes, which is visualized by some examples in the last section.

2. THE OPTIMAL INVESTMENT AND REINSURANCE MODEL

We consider an insurance company with several lines of business. The aim is to maximize the expected utility of the terminal surplus of the considered insurance company by choosing optimal investment and reinsurance strategies. For the moment we assume that all model data is known.

2.1. The claim arrival process. In the following, let \( d \in \mathbb{N} \) be the number of business lines of the insurer. The claim arrival model is a Poisson process \( N = (N_t)_{t \geq 0} \) with intensity \( \lambda \). We interpret the arrival times of the Poisson process \( N \), denoted by \((T_n)_{n \in \mathbb{N}}\), as events which trigger various kinds of insurance claims. The lines of business which are affected by the trigger event at \( T_n \) are given by a random variable \( Z_n \) with values in \( \mathcal{P}(\mathcal{D}) \) (power set of \( \mathcal{D} = \{1, \ldots, d\} \)). We assume that \( (Z_n)_{n \in \mathbb{N}} \) are i.i.d. with \( \mathbb{P}(Z_n = D) = \alpha_D, D \subset \mathcal{D} \) and denote \( \bar{\alpha} = (\alpha_D)_{D \subset \mathcal{D}} \). The interdependencies between the lines of business are fully determined by \( \bar{\alpha} \). We call the components of \( \bar{\alpha} \) thinning probabilities since they thin the trigger arrival times. Moreover, w.l.o.g. \( \mathbb{P}(Z_1 = \emptyset) = 0 \), i.e. every shock event leads to at least one insurance damage. Otherwise we could reduce the intensity of \( N \). Therefore the (multivariate) claim arrival process, denoted by \((N^1, \ldots, N^d) = (N^1_t, \ldots, N^d_t)_{t \geq 0}\), is defined by

\[
N^i_t = \sum_{n \in \mathbb{N}} 1_{\{T_n \leq t\}} 1_{\{i \in Z_n\}}, \quad t \geq 0, \quad i = 1, \ldots, d.
\]

So \((N^1, \ldots, N^d)\) is a \( d \)-dimensional counting process, where \( N^i_t \) counts the number of claims of the \( i \)th business line up to time \( t \). The claim sizes are described by a \( d \)-dimensional sequence \((Y_n)_{n \in \mathbb{N}}\) with \( Y_n = (Y^1_n, \ldots, Y^d_n) \) of i.i.d. \((0, \infty)^d\)-valued random variables with distribution \( F \). It is worth to note that the claims sizes from various business lines can be dependent. We assume that \( Y_1, Y_2, \ldots \) are independent of the sequences \((T_n)_{n \in \mathbb{N}}\) and \((Z_n)_{n \in \mathbb{N}}\). The sum of the claim sizes of all \( d \) insurance classes which appear at the arrival times of the multivariate claim arrival process \((N^1, \ldots, N^d)\) up to time \( t \), denoted by \( S = (S_t)_{t \geq 0} \), gives the aggregated claim amount process, i.e. it is given by

\[
S_t = \sum_{i=1}^d \sum_{n \in \mathbb{N}} Y^i_n 1_{\{T_n \leq t\}} 1_{\{i \in Z_n\}}, \quad t \geq 0.
\]

From now on, we set \( \Psi := (T_n, (Y_n, Z_n))_{n \in \mathbb{N}} \) and let \( E := (0, \infty)^d \times \mathcal{P}(\mathcal{D}) \). That is, \( \Psi \) is the \( E \)-Marked Point Process which contains the information of the claim arrival times, the thinning sequence and the claim sizes. The filtration generated by \( \Psi \) is denoted by \( \mathcal{F}^\Psi_t \) and
the intensity measure of $\Psi$ is given by $\nu(t, (A, B)) = \lambda F(A) \sum_{D \in B} \alpha_D$. Using the introduced Marked Point Process $\Psi$, we can write
\[
S_t = \int_0^t \int_E \sum_{i=1}^d y_i \mathbb{1}_z(i) \Psi(ds, d(y, z)), \quad t \geq 0.
\] (2.1)

It should be noted that the aggregated claim amount process $S$ is observable for the insurance company and thus the natural filtration of $\Psi$, denoted by $\mathfrak{F}^\Psi$, is known by the insurer. We can interpret $S$ given by (2.1) as the aggregated claim amount process of a heterogeneous insurance portfolio where the random elements $Z_n$ yield the information of which type the claim size distribution of the claim at time $T_n$ is. Finally we need the following assumption on the integrability of the claim size distribution:
\[
M_F(z) := \mathbb{E} \left[ \exp \left\{ z \sum_{i=1}^d Y_i^l \right\} \right] < \infty, \quad z \in \mathbb{R}.
\] (2.2)

2.2. The financial market. The surplus will be invested by the insurer into a financial market, which will be modelled as a classical Black-Scholes market. So it is supposed that there exists one risk-free asset and one risky asset. The price process of the risk-free asset, denoted by $B = (B_t)_{t \geq 0}$, is given by
\[
dB_t = rB_t dt, \quad B_0 = 1,
\]
where $r \in \mathbb{R}$ denotes the risk-free interest rate. That is, $B_t = e^{rt}$ for all $t \geq 0$. The price process of the risky asset, denoted by $P = (P_t)_{t \geq 0}$, is given by
\[
dP_t = \mu P_t dt + \sigma P_t dW_t, \quad P_0 = 1,
\]
where $\mu \in \mathbb{R}$ and $\sigma > 0$ are constants describing the drift and volatility of the risky asset, respectively, and $W = (W_t)_{t \geq 0}$ is a standard Brownian motion. We assume that the Brownian motion $W$ is independent of $(T_n)_{n \in \mathbb{N}}, (Y_n)_{n \in \mathbb{N}}$ and $(Z_n)_{n \in \mathbb{N}}$. We denote by $(\mathfrak{F}^W_t)_{t \geq 0}$ the augmented Brownian filtration of $W$. Throughout this work, $\mathfrak{G} = (\mathcal{G}_t)_{t \geq 0}$ denotes the observable filtration of the insurer which is given by
\[
\mathcal{G}_t = \mathfrak{F}^W_t \vee \mathfrak{F}^\Psi_t, \quad t \geq 0.
\]

2.3. The strategies. We assume that the wealth of the insurance company is invested into the previously described financial market.

Definition 2.1. An investment strategy, denoted by $\xi = (\xi_t)_{t \geq 0}$, is an $\mathbb{R}$-valued, bounded, càdlàg and $\mathfrak{G}$-progressively measurable process.

Note that for simplicity we assume here bounded strategies, i.e. $|\xi_t| \leq K$, for $K > 0$. We will later see that this is no restriction. Further, we assume that the first-line insurer has the possibility to take a proportional reinsurance. Therefore, the part of the insurance claims paid by the insurer, denoted by $h(b, y)$, satisfies
\[
h(b, y) = b \cdot y
\]
with retention level $b \in [0, 1]$ and insurance claim $y \in (0, \infty)$. Here we suppose that the insurer is allowed to reinsure a fraction of her/his claims with retention level $b_t \in [0, 1]$ at every time $t$.

Definition 2.2. A reinsurance strategy, denoted by $b = (b_t)_{t \geq 0}$, is a $[0, 1]$-valued, càdlàg and $\mathfrak{G}$-predictable process.

We denote by $\mathcal{U}[t, T]$ the set of all admissible strategies $(\xi, b)$ on $[t, T]$. We assume that the policyholder’s payments to the insurance company are modelled by a fixed premium (income) rate $c = (1 + \eta)\kappa$ with safety loading $\eta > 0$ and fixed constant $\kappa > 0$, which means that premiums are calculated by the expected value principle. If the insurer chooses retention levels less than one, then the insurer has to pay premiums to the reinsurer. The part of the premium rate left to the insurance company at retention level $b \in [0, 1]$, denoted by $c(b)$, is $c(b) = c - \delta(b)$, where
\( \delta(b) \) denotes the reinsurance premium rate. We say \( c(b) \) is the net income rate. Moreover, the net income rate \( c(b) \) should increase in \( b \), which is fulfilled by setting \( \delta(b) := (1 - b)(1 + \theta)\kappa \) with \( \theta > \eta \) which represents the safety loading of the reinsurer. Therefore

\[
c(b) = (1 + \eta)\kappa - (1 - b)(1 + \theta)\kappa = (\eta - \theta)\kappa + (1 + \theta)\kappa b,
\]

where \( \eta - \theta < 0 \). This reinsurance premium model is used e.g. in [32]. The surplus process \( X^{\xi,b} = (X^{\xi,b}_t)_{t \in [0,T]} \) under an admissible investment-reinsurance strategy \((\xi, b) \in \mathcal{U}[0, T]\) is given by

\[
dX^{\xi,b}_t = (X^{\xi,b}_t - \xi_t)rdt + \xi_t(\mu dt + \sigma dW_t) + c(b_t)dt - b_tdS_t
\]

\[
= \left( rX^{\xi,b}_t + (\mu - r)\xi_t + c(b_t) \right) dt + \xi_t\sigma dW_t - b_tdS_t.
\]

We suppose that \( X_0^{\xi,b} = x > 0 \) is the initial capital of the insurance company. An alternative representation of the surplus process with the help of the random measure will be useful. The dynamics of the surplus can for \( t \geq 0 \) be written as

\[
dX^{\xi,b}_t = \left( rX^{\xi,b}_t + (\mu - r)\xi_t + c(b_t) \right) dt + \xi_t\sigma dW_t - \int_E b_t \sum_{i=1}^d y_i \mathbb{1}_{\{i\}}(\Psi(dt, d(y, z))).
\]

2.4. The optimization problem. Clearly, the insurance company is interested in an optimal investment-reinsurance strategy. But there are various optimality criteria to specify optimization of proportional reinsurance and investment strategies. We consider the expected utility of wealth at the terminal time \( T \) as criterion with exponential utility function \( U : \mathbb{R} \to \mathbb{R} \)

\[
U(x) = -e^{-\alpha x},
\]

where the parameter \( \alpha > 0 \) measures the degree of risk aversion. The choice of this criterion will be justified below. Next, we are going to formulate the dynamic optimization problem. We define the value functions, for any \((t, x) \in [0, T] \times \mathbb{R} \) and \((\xi, b) \in \mathcal{U}[t, T] \), by

\[
V^{\xi,b}(t, x) := \mathbb{E}^{t,x}[U(X^{\xi,b}_T)],
\]

\[
V(t, x) := \sup_{(\xi, b) \in \mathcal{U}[t,T]} V^{\xi,b}(t, x),
\]

where the expectation \( \mathbb{E}^{t,x} \) is taken w.r.t. the conditional probability measure \( \mathbb{P}^{t,x} \) where \( X^{\xi,b}_t = x \) is given (when \( t = 0 \) we simply write \( \mathbb{E}^x \)). This optimization criterion has an interesting interpretation. Instead of \( V^{\xi,b}(0, x) \) we can equivalently maximize \(-\frac{1}{\alpha} \log \mathbb{E}^x[e^{-\alpha X^{\xi,b}_T}] \) which is the entropic risk measure of terminal wealth. For small \( \alpha \) this is approximately equal to (see e.g. [10], [7])

\[-\frac{1}{\alpha} \log \mathbb{E}^x[e^{-\alpha X^{\xi,b}_T}] \approx \mathbb{E}^x[X^{\xi,b}_T] - \frac{1}{2} \alpha \text{Var}^x(X^{\xi,b}_T).
\]

Thus, for small \( \alpha > 0 \) we maximize the expectation penalized by the variance. This is a risk-sensitive criterion on one hand, but can also be seen as the Lagrange-function of a mean-variance problem. Another interesting feature of this criterion is that it has a dual representation as

\[-\frac{1}{\alpha} \log \mathbb{E}^x[e^{-\alpha X^{\xi,b}_T}] = \inf_{Q \ll \mathbb{P}^x} \left( \mathbb{E}^Q[X^{\xi,b}_T] + \frac{1}{\alpha} I(\mathbb{Q}||\mathbb{P}^x) \right)
\]

for r.v. \( X^{\xi,b}_T \) which are bounded from above with

\[
I(\mu||\nu) := \int \ln\left( \frac{d\mu}{d\nu} \right) d\mu, \quad \text{if} \; \mu \ll \nu,
\]

for the relative entropy function or Kullback-Leibler distance \( I \) between two probability measures \( \mu, \nu \) (see e.g. [14]). From this representation we see that the case \( \alpha \uparrow \infty \) corresponds to the case of a robust optimization problem or worst-case optimization problem where the insurer maximizes the surplus if nature chooses the least favourable measure for the model. For \( \alpha > 0 \) this means that potentially a whole range of beliefs about \( \mathbb{P}^x \) is considered but deviations from
the baseline model $\mathbb{P}^x$ are penalized. In some cases this yields an alternative method to solve the optimization problem. Let us for example consider the classical (one-dimensional) Cramér-Lundberg model with reinsurance which is a special case of our model. The surplus process is given by

$$dX_t = c(b_t)dt - \int_{(0,\infty)} b_t y \Psi(dt,dy).$$

It is well-known that the worst-case probability measure in this representation is also equivalent to $\mathbb{P}^x$. So we can restrict our search of the worst-case measure to measures with a density of the form (see e.g. [20] [27]),

$$\frac{dQ}{d\mathbb{P}^x}(\omega) = \exp\left(\int_0^t \int_{(0,\infty)} \ln\left(\frac{g(\omega, s, dy)}{\lambda F(dy)}\right) \Psi(ds, dy) - \int_0^t \int_{(0,\infty)} [g(\omega, s, dy) - \lambda F(dy)] ds\right),$$

where

$$\int_0^t \int_{(0,\infty)} b_s y \Psi(\omega, ds, dy) - \int_0^t b_s g(\omega, s, B) ds$$

is a $\mathcal{G}$-martingale under $Q$. Thus, we can parametrize $Q$ by the random intensity measure $g$.

Hence

$$E^Q[X_T^{\xi,b}] + \frac{1}{\alpha} I(Q || \mathbb{P}^x) = x + E^Q\left[\int_0^t c(b_s) ds - \int_0^t \int_{(0,\infty)} b_s y \Psi(ds, dy) + \frac{1}{\alpha} \int_0^t \int_{(0,\infty)} \ln\left(\frac{g(s, dy)}{\lambda F(dy)}\right) \Psi(ds, dy)\right.$$

$$- \frac{1}{\alpha} \int_0^t \int_{(0,\infty)} [g(s, dy) - \lambda F(dy)] ds\biggr]\]

$$= x + E^Q\left[\int_0^t c(b_s) ds - \int_0^t \int_{(0,\infty)} b_s y g(s, dy) - \frac{1}{\alpha} \ln\left(\frac{g(s, dy)}{\lambda F(dy)}\right) g(s, dy)\right.$$

$$+ \frac{1}{\alpha} g(s, dy) - \frac{\lambda}{\alpha} F(dy) ds\biggr].$$

Minimizing this expression w.r.t. $g$ can be done pointwise and yields by simple differentiation that the worst case measure is given by

$$g(\omega, s, dy) = \lambda \exp(\alpha b_s(\omega)y) F(dy).$$

Plugging this expression in (2.8) yields

$$x + E^Q\left[\int_0^t c(b_s) ds - \frac{\lambda}{\alpha} \int_0^t \int_{(0,\infty)} \exp(\alpha b_s y) F(dy) ds + \frac{\lambda}{\alpha} t\right].$$

and maximizing for $(b_s)$ which can again be done pointwise finally gives the Euler equation

$$c'(b) - \lambda \int ye^{\alpha b} F(dy) = 0$$

for the first-order condition implying the optimality of $(b_t)_{t \geq 0}$. The optimal strategy is here given by $b_s^* = b$ with $b$ solving (2.9) (see also [3], [22]). This discussion illustrates that the exponential utility function is really useful on one hand since by choosing $\alpha$ we can interpolate between a risk-sensitive criterion and a robust point of view. Moreover, it is still tractable as we will see in the next sections. However, the robust approach is often too pessimistic and we want to combine it with learning model parameters. That’s why we further generalize the model in the next section.
3. A Model with Learning

Now we assume that the precise parameters \( \lambda \) and \( \alpha \) of the model are not known. Instead we take a Bayesian approach and suppose that \( \lambda \) is a realization of a random variable \( \Lambda \) which takes values in a set \( \{ \lambda_1, \ldots, \lambda_m \} \) and has initial distribution \( \pi(\Lambda = \lambda_j) = P(\Lambda = \lambda_j), j = 1, \ldots, m. \) W.l.o.g. \( 0 < \lambda_1 < \ldots < \lambda_m. \) Moreover, we assume that the initial distribution of \( \alpha \) is a Dirichlet distribution with parameter \( \beta = (\beta_D)_{D \subseteq \mathbb{D}} \in (0, \infty)^{\ell}, \) where \( \ell = 2^d - 1. \)

**Definition 3.1** (Dirichlet distribution; [15], p. 49). A random vector \( X = (X_1, \ldots, X_\ell) \) has a Dirichlet distribution with parameter \( \beta = (\beta_1, \ldots, \beta_\ell) \in (0, \infty)^{\ell}, \) if the probability density function \( f_\beta(\cdot) \) is given by

\[
f_\beta(x) = \frac{\Gamma(\beta_1 + \ldots + \beta_\ell)}{\Gamma(\beta_1) \cdot \ldots \cdot \Gamma(\beta_\ell)} \prod_{i=1}^{\ell} x_i^{\beta_i - 1}, \quad x = (x_1, \ldots, x_\ell) \in \Delta_\ell,
\]

where \( \Delta_\ell \) denotes the interior of \( \Delta_\ell := \{ x \in \mathbb{R}_{+}^\ell : \sum_{i=1}^{\ell} x_i = 1 \} \) and \( \Gamma \) the gamma function. We shortly write \( X \sim \text{Dir}(\beta). \)

Thus, we allow that model parameters are learned by observing the process. In what follows we define

\[
q_D(t) := \sum_{i=1}^{N_t} 1_{\{Z_i = D\}} \quad (3.1)
\]

and \( q_t := (q_D(t))_{D \subseteq \mathbb{D}}. \) Thus \( q = (q_t)_{t \geq 0} \) is an \( \mathbb{N}^{\ell}_0 \)-valued process and \( q_D(t) \) counts the number of realizations of \( Z_n \) equal to \( D \) up to time \( t. \)

The reason for the choice of the Dirichlet distribution as prior is the conjugated property of the Dirichlet prior, which is stated next.

**Theorem 3.2** ([15], Thm 9.8.1). The posterior distribution of \( \alpha \) given \( q_t = c \) with \( c = (c_D)_{D \subseteq \mathbb{D}} \in \mathbb{N}^{\ell}_0 \) is a Dirichlet distribution with parameter vector \( \beta + c = (\beta_D + c_D)_{D \subseteq \mathbb{D}}. \)

It should also be noted that the marginal distribution of the \( j \)th component of a Dirichlet-distributed random vector \( (X_1, \ldots, X_\ell) \) with parameter \( \beta \in (0, \infty)^{\ell}, \) is Beta distributed with parameters \( \beta_j \) and \( \sum_{i=1}^{\ell} \beta_i - \beta_j, \) compare [15] p. 50. In particular \( \mathbb{E}X_j = \frac{\beta_j}{\sum_{i=1}^{\ell} \beta_i}. \) This fact implies immediately the following result.

**Corollary 3.3.** The posterior distribution of \( \alpha_D \) given \( q_t = c \) with \( c = (c_D)_{D \subseteq \mathbb{D}} \in \mathbb{N}^{\ell}_0 \) is a Beta distribution with parameters \( \beta_D + c_D \) and \( \sum_{E \subseteq \mathbb{D}, E \neq D} (\beta_E + c_E). \)

3.1. Filtering. Since the strategies have to be \( \mathcal{F}_t \)-predictable and \( \mathcal{F}_t \)-progressively measurable respectively, the task is to reduce the partially observable control problem \([26]\) within the introduced framework to one with a state process that describes the available information about the unknown background intensity and interdependencies between the line of business. The conditional distribution of \( \alpha \) can immediately be derived from \( (q_t) \) with Theorem 3.2. For the background intensity we determine a filter process. Throughout this paper, we denote by \( (\hat{\Lambda}_t)_{t \geq 0} \) the càdlàg modification of the process \( (\mathbb{E}[\Lambda | G_t])_{t \geq 0} \) and we write

\[
p_j(t) = P(\Lambda = \lambda_j | G_t), \quad t \geq 0. \quad (3.2)
\]

Moreover, we denote by \( p = (p_t)_{t \geq 0} \) the \( m \)-dimensional process defined by

\[
p_t := (p_1(t), \ldots, p_m(t)), \quad t \geq 0.
\]

The following result provides the dynamics of the filter process \( (p_t)_{t \geq 0}. \) It is a standard result and can be found e.g. in \([11], [6]\).

**Theorem 3.4.** For any \( j \in \{1, \ldots, m\}, \) the process \( (p_j(t))_{t \geq 0} \) satisfies

\[
p_j(t) = \pi_\Lambda(j) + \int_0^t \left( \lambda_j p_j(s^-) - p_j(s^-) \right) dN_s + \int_0^t p_j(s)(\hat{\Lambda}_s - \lambda_j) ds, \quad t \geq 0. \quad (3.3)
\]
Note that \((p_t)\) is a piecewise deterministic Markov process. With increasing time \(t\) the filter converges against the true parameter exponentially fast (see e.g. [S]). Let \(n \in \mathbb{N}_0\) and assume \(p_{T_n} = p\). Then the evolution of \((p_t)_{t \geq 0}\) up to the next jump time \(T_{n+1}\) is the solution, denoted by \(\phi(t) = (\phi_j(t))_{j=1,\ldots,m}\), of the following system of ordinary differential equations
\[
\dot{\phi}_j = \phi_j \left( \sum_{k=1}^m \lambda_k \phi_k - \lambda_j \right), \quad j = 1, \ldots, m, \quad \phi(0) = p \in \Delta_m
\]
and the new state of the filter \(p\) at the jump times \((T_n)_{n \in \mathbb{N}}\) is
\[
p_{T_n} = J(p_{T_n-}), \quad n \in \mathbb{N},
\]
where
\[
J(p) := \left( \frac{\lambda_1 p_1}{\sum_{k=1}^m \lambda_k p_k}, \ldots, \frac{\lambda_m p_m}{\sum_{k=1}^m \lambda_k p_k} \right)
\]
for \(p = (p_1, \ldots, p_m) \in \Delta_m\).

**Proposition 3.5.** The \(\mathfrak{S}\)-intensity kernel of \(\Psi = (T_n, (Y_n, Z_n))_{n \in \mathbb{N}}\), denoted by \(\nu(t, d(y, z))\), is given by
\[
\nu(t, (A, B)) = \hat{\Lambda}_t \cdot F(A) \sum_{D \in B} \frac{\beta_D + q_D(t)}{\|\beta + q_t\|}, \quad t \geq 0, \ A \in \mathcal{B}((0, \infty)^d), \ B \in \mathcal{P}(\mathcal{P}(\mathcal{D})).
\]
where \(\| \cdot \|\) is the \(\ell_1\)-norm.

**Proof.** First note that \(\hat{\nu}\) is a transition kernel. The \(\mathfrak{S}\)-intensity is derived from the \(\mathfrak{S} \vee \sigma(\hat{\alpha}, \Lambda)\)–intensity \(\Lambda F(A) \sum_{D \in B} \beta_D\) by conditioning on \(\mathcal{G}_t\). Note here in particular that \(\mathbb{E}[\alpha_D|\mathcal{G}_t] = \frac{\beta_D + q_D(t)}{\|\beta + q_t\|}\) (see Corollary 3.3) and \(\mathbb{E}[\Lambda|\mathcal{G}_t] = \hat{\Lambda}_t\).

We denote by \(\hat{\Psi}(dt, d(y, z))\) the compensated random measure given by
\[
\hat{\Psi}(dt, d(y, z)) := \Psi(dt, d(y, z)) - \nu(t, d(y, z))dt,
\]
where \(\nu\) is defined as in Proposition 3.5. Thus, we obtain the following indistinguishable representation of the surplus process \(X^{\xi, b}\):
\[
dX_t^{\xi, b} = \left( rX_s^{\xi, b} + (\mu - r)\xi_s + c(b_s) - \hat{\Lambda}_t b_t \sum_{D \in \mathcal{D}} \frac{\beta_D + q_D(t)}{\|\beta + q_t\|} \sum_{i=1}^d \mathbf{1}_D(i) \mathbb{E}[Y_i^s] \right) dt
\]
\[
+ \xi_s \sigma dW_s - \int_E b_t \sum_{i=1}^d y_i \mathbf{1}_z(i) \hat{\Psi}(dt, d(y, z)), \quad t \geq 0.
\]
This dynamic will be one part of the reduced control model discussed in the next section.

### 3.2. The Reduced Control Problem
The processes \((p_t)_{t \geq 0}\) in (3.2) and \((q_t)_{t \geq 0}\) in (3.1) carry all relevant information about the unknown parameters \(\lambda\) and \(\hat{\alpha}\) contained in the observable filtration \(\mathfrak{S}\) of the insurer. Therefore, the state process of the reduced control problem with complete observation is the \((\ell + m + 1)\)-dimensional process
\[
(X_t^{\xi, b}, p_s, q_s)_{s \in [t,T]},
\]
where \((X_t^{\xi, b})\) is given by (3.7), \((p_s)\) is given by (3.3) and \((q_s)\) is given by (3.1) for some fixed initial time \(t \in [0,T]\) and \((\xi, b) \in \mathcal{U}[t,T]\). We can now formulate the reduced control problem. For any \((t, x, p, q) \in [0,T] \times \mathbb{R} \times \Delta_m \times \mathbb{N}_0^d\), the value functions are given by
\[
V^{\xi, b}(t, x, p, q) := \mathbb{E}^{t,x,p,q}[U(X_T^{\xi, b})],
\]
\[
V(t, x, p, q) := \sup_{(\xi, b) \in \mathcal{U}[t,T]} V^{\xi, b}(t, x, p, q),
\]
where \(\mathbb{E}^{t,x,p,q}\) denotes the conditional expectation given \((X_t^{\xi, b}, p_t, q_t) = (x, p, q)\). As before, an investment-reinsurance strategy \((\xi^*, b^*) \in \mathcal{U}[t,T]\) is optimal if \(V(t, x, p, q) = V^{\xi^*, b^*}(t, x, p, q)\).
4. The Solution

In a first step we derive the Hamilton-Jacobi-Bellman (HJB) equation. Using standard methods and assuming full differentiability of \( V \) we obtain

\[
0 = \sup_{(\xi, b) \in \mathbb{R} \times [0, 1]} \left\{ V_t(t, x, p, q) - \sum_{k=1}^{m} \lambda_k p_k V(t, x, p, q) + \frac{1}{2} \sigma^2 V_{xx}(t, x, p, q) \xi^2 
+ V_x(t, x, p, q) (rx + (\mu - r)\xi + c(b)) + \sum_{j=1}^{m} V_{p_j}(t, x, p, q)p_j \left( \sum_{k=1}^{m} \lambda_k p_k - \lambda_j \right) 
+ \sum_{k=1}^{m} \lambda_k p_k \sum_{D \in \mathbb{D}} \frac{\beta_D + q_D}{\| \beta + q \|} \int V(t, x - b \sum_{i=1}^{d} y_i \mathbb{1}_D(i), J(p), v(q, D)) F(dy) \right\}
\]

(4.1)

where \( v(q, D) := (q_E + \mathbb{1}_{(E=D)})_{E \in \mathbb{D}} \). For solving (4.1) we apply the usual separation approach: For any \((t, x, p, q) \in [0, T] \times \mathbb{R} \times \Delta_m \times \mathbb{N}_0^t\), we assume

\[
V(t, x, p, q) = -e^{-\alpha x e^{r(T-t)}} g(t, p, q).
\]

(4.2)

This implies that we conclude from (4.1)

\[
0 = \inf_{(\xi, b) \in \mathbb{R} \times [0, 1]} \left\{ g_t(t, p, q) - \sum_{k=1}^{m} \lambda_k p_k g(t, p, q) + \sum_{j=1}^{m} g_{p_j}(t, p, q)p_j \left( \sum_{k=1}^{m} \lambda_k p_k - \lambda_j \right) 
- \alpha e^{r(T-t)} g(t, p, q) \left( (\mu - r)\xi + c(b) - \frac{1}{2} \alpha \sigma^2 e^{r(T-t)} \xi^2 \right) 
+ \sum_{k=1}^{m} \lambda_k p_k \sum_{D \in \mathbb{D}} \frac{\beta_D + q_D}{\| \beta + q \|} g(t, J(p), v(q, D)) \int_{(0, \infty)^d} \exp \left\{ \alpha b e^{r(T-t)} \sum_{i=1}^{d} y_i \mathbb{1}_D(i) \right\} F(dy) \right\}.
\]

(4.3)

However, \( V \) is probably not differentiable w.r.t. \( t \) and \( p_j, j = 1, \ldots, m \). Assuming \((t, p) \mapsto g(t, p, q)\) is Lipschitz on \([0, T] \times \Delta_m\) for all \( q \in \mathbb{N}_0^t\), we can replace the partial derivatives of \( g \) w.r.t. \( t \) and \( p_j, j = 1, \ldots, m \), by the generalized Clarke gradient (see appendix). Throughout, we denote by \( \mathcal{L} \) an operator acting on functions \( g : [0, T] \times \Delta_m \times \mathbb{N}_0^t \to (0, \infty) \) and \((\xi, b) \in \mathbb{R} \times [0, 1]\) which is defined by

\[
\mathcal{L} g(t, p, q; \xi, b) := -\sum_{k=1}^{m} \lambda_k p_k g(t, p, q) + \alpha e^{r(T-t)} g(t, p, q) f_1(t, \xi) + f_2(t, p, q, b),
\]

(4.4)

where

\[
f_1(t, \xi) := -(\mu - r)\xi + \frac{1}{2} \sigma^2 \alpha e^{r(T-t)} \xi^2,
\]

(4.5)

and

\[
f_2(t, p, q, b) := -\alpha e^{r(T-t)} g(t, p, q)(\eta - \theta) \kappa - \alpha e^{r(T-t)} g(t, p, q)(1 + \theta) \kappa b 
+ \sum_{k=1}^{m} \lambda_k p_k \sum_{D \in \mathbb{D}} \frac{\beta_D + q_D}{\| \beta + q \|} g(t, J(p), v(q, D)) \int_{(0, \infty)^d} \exp \left\{ \alpha b e^{r(T-t)} \sum_{i=1}^{d} y_i \mathbb{1}_D(i) \right\} F(dy).
\]

Using this operator and replacing the partial derivatives of \( g \) w.r.t. \( t \) and \( p_j, j = 1, \ldots, m \), in (4.3) by the generalized Clarke gradient, we get the generalized HJB equation for \( g \):

\[
0 = \inf_{(\xi, b) \in \mathbb{R} \times [0, 1]} \{ \mathcal{L} g(t, p, q; \xi, b) \} + \inf_{\varphi \in \partial^c g_t(t, p)} \left\{ \varphi_0 + \sum_{j=1}^{m} \varphi_j p_j \left( \sum_{k=1}^{m} \lambda_k p_k - \lambda_j \right) \right\}
\]

(4.6)

for all \((t, p, q) \in [0, T] \times \Delta_m \times \mathbb{N}_0^t\) with boundary condition

\[
g(T, p, q) = 1, \quad (p, q) \in \Delta_m \times \mathbb{N}_0^t.
\]

(4.7)
Note that we set $\partial^C g_q(t,p) = \{ \nabla g_q(t,p) \}$ at the points $(t,p)$ where the gradient exists. The notation $g_q(t,p)$ indicates that the derivative is w.r.t. $t$ and $p$ for fixed $q$.

4.1. **Candidate for an Optimal Strategy.** To obtain candidates for an optimal strategy, we rewrite the generalized HJB equation \[(4.6)\] as

$$0 = -\sum_{k=1}^{m} \lambda_k p_k g(t,p,q) + \alpha e^{r(T-t)} g(t,p,q) \inf_{\xi \in \mathbb{R}} f_1(t,\xi) + \inf_{b \in [0,1]} f_2(t,p,q,b)$$

+ $\varphi_0 + \sum_{j=1}^{m} \varphi_j p_j \left( \sum_{k=1}^{m} \lambda_k p_k - \lambda_j \right)$.\[(4.8)\]

Hence we can conclude that the unique candidate of an optimal investment strategy $\xi^* = (\xi^*(t))_{t \in [0,T]}$ is given by

$$\xi^*(t) = \frac{\mu - r}{\sigma^2} \frac{1}{\alpha} e^{-r(T-t)}, \quad t \in [0,T].$$

The following lemma will yield the first order condition for a candidate of an optimal reinsurance strategy. In order to avoid confusion with a reinsurance strategy, we will use $a \in \mathbb{R}$ instead of $b = (b_t)$ as an argument for the function $f_2$ in the following.

**Lemma 4.1.** For any $(t,p,q) \in [0,T] \times \Delta_m \times \mathbb{N}_0^d$, the function $\mathbb{R} \ni a \mapsto f_2(t,p,q,a)$ is strictly convex and

$$\frac{\partial}{\partial a} f_2(t,p,q,a) = -\alpha e^{r(T-t)} \left( g(t,p,q) (1 + \theta) \kappa - \sum_{D \in \mathcal{D}} \frac{\beta_D + q_D}{\|\beta + q\|} g(t,J(p),v(q,D)) \right) \times$$

$$\sum_{i=1}^{d} \mathbb{1}_D(i) \int_{(0,\infty)^d} y_i \exp \left\{ \alpha a e^{r(T-t)} \sum_{j=1}^{d} y_j \mathbb{1}_D(j) \right\} F(dy) \sum_{k=1}^{m} \lambda_k p_k \right).$$

**Proof.** Strict convexity follows since $f_2$ is the sum of a linear and a strictly convex function in $a$. The derivative is straightforward. \hfill \square

For any $(t,p,q) \in [0,T] \times \Delta_m \times \mathbb{N}_0^d$ and $a \in \mathbb{R}$, we define in case $g > 0$

$$h(t,p,q,a) := \sum_{k=1}^{m} \lambda_k p_k \sum_{D \in \mathcal{D}} \frac{\beta_D + q_D}{\|\beta + q\|} g(t,J(p),v(q,D)) \times$$

$$\sum_{i=1}^{d} \mathbb{1}_D(i) \int_{(0,\infty)^d} y_i \exp \left\{ \alpha a e^{r(T-t)} \sum_{j=1}^{d} y_j \mathbb{1}_D(j) \right\} F(dy).$$

\[(4.10)\]

Furthermore, we set

$$A(t,p,q) := h(t,p,q,0),$$

$$B(t,p,q) := h(t,p,q,1).$$

Obviously $A(t,p,q) \leq B(t,p,q)$. Setting $\frac{\partial}{\partial a} f_2$ to zero (c.f. Lemma 4.1), we obtain the first order condition

$$(1 + \theta) \kappa = h(t,p,q,a).$$

\[(4.11)\]

If a minimizer exists it is unique due to the strict convexity property of $f_2$ w.r.t. $a$. The next proposition states that this equation is solvable and the solution takes values in $[0,1]$ depending on the safety loading parameter $\theta$ of the reinsurer.

**Proposition 4.2.** For any $(t,p,q) \in [0,T] \times \Delta_m \times \mathbb{N}_0^d$, Equation \[(4.11)\] has a unique root w.r.t. $a$, denoted by $r(t,p,q)$, which is increasing w.r.t. the safety loading parameter of the reinsurer $\theta$. Moreover, it holds,

(a) $r(t,p,q) \leq 0$ if $\theta \leq A(t,p,q)/\kappa - 1$,
(b) $0 < r(t,p,q) < 1$ if $A(t,p,q)/\kappa - 1 < \theta < B(t,p,q)/\kappa - 1$,.
(c) \( r(t, p, q) \geq 1 \) if \( \theta \geq B(t, p, q)/\kappa - 1 \).

Proof. Note that \( a \mapsto h(t, p, q, a) \) is strictly increasing. The proof then follows from considering the zeros of (4.11) in \( \theta \) when \( a = 0 \) and when \( a = 1 \).

Therefore, the proposition above provides the candidate for an optimal reinsurance strategy. For any \((t, p, q) \in [0, T] \times \Delta_m \times \mathbb{N}_0^\ell\), we set

\[
b(t, p, q) := \begin{cases} 
0, & \theta \leq A(t, p, q)/\kappa - 1, \\
1, & \theta \geq B(t, p, q)/\kappa - 1, \\
r(t, p, q), & \text{otherwise}.
\end{cases}
\]

(4.12)

Then the candidate for an optimal reinsurance strategy is given by \( b^*(t) := b(t-, p_{t-}, q_{t-}) \).

4.2. Verification. This section is devoted to a verification theorem to ensure that the solution of the stated generalized HJB equation yields the value function (see Theorem 4.3). We also demonstrate an existence theorem of a solution of the HJB equation (see Theorem 4.5). Both proofs can be found in the appendix.

**Theorem 4.3.** Suppose there exists a bounded function \( h : [0, T] \times \Delta_m \times \mathbb{N}_0^\ell \to (0, \infty) \) such that \( t \mapsto h(t, p, q) \) and \( t \mapsto h(t, \phi(t, p, q)) \) are Lipschitz on \([0, T]\) for all \((p, q) \in \Delta_m \times \mathbb{N}_0^\ell\), as well as \( p \mapsto h(t, p, q) \) is concave for all \((t, q) \in [0, T] \times \mathbb{N}_0^\ell\). Furthermore, \( h \) satisfies the generalized HJB equation (4.6) for all \((t, p, q) \in [0, T] \times \Delta_m \times \mathbb{N}_0^\ell\) with boundary condition

\[
h(T, p, q) = 1, \quad (p, q) \in \Delta_m \times [0, T].
\]

(4.13)

Then

\[
V(t, x, p, q) = -e^{-\alpha x e^{(r - \ell)}} h(t, p, q), \quad (t, x, p, q) \in [0, T] \times \mathbb{R} \times \Delta_m \times \mathbb{N}_0^\ell,
\]

and \((\xi^*, b^*) = (\xi^*(s), b^*(s))_{s \in [t, T]} \) with \( \xi^*(s) \) given by (4.9) and \( b^*(s) := b(s, -p_s, -q_s) \) given by (4.12) (with \( g \) replaced by \( h \) in \( A(s, p, q) \) and \( B(s, p, q) \)) is an optimal feedback strategy for the given optimization problem \([P]\), i.e. \( V(t, x, p, q) = V^{\xi^*, b^*}(t, x, p, q) \).

4.3. Existence result for the value function. We now show that there exists a function \( h : [0, T] \times \Delta_m \times \mathbb{N}_0^\ell \to (0, \infty) \) satisfying the conditions stated in Theorem 4.3. For this purpose let

\[
g(t, p, q) := \inf_{(\xi, b) \in \mathcal{U}[t, T]} g^{\xi, b}(t, p, q),
\]

(4.14)

where

\[
g^{\xi, b}(t, p, q) := \mathbb{E}^{t, p, q}[\exp \left\{ - \int_t^T \alpha e^{(r - \ell)}(\mu - r) \xi_s + c(b_s) \right\} ds \\
- \int_t^T \alpha \sigma e^{(r - \ell)} \xi_s \delta W_s - \int_t^T \int_{E^d} \alpha b_s e^{(r - \ell)} \sum_{i=1}^d y_i \mathbb{I}_z(i) \Psi(\delta s, d(y, z)) \right]\].

(4.15)

where \( \mathbb{E}^{t, p, q} \) denotes the conditional expectation given \((p_t, q_t) = (p, q)\). The next lemma summarizes useful properties of \( g \). A proof can be found in the appendix.

**Lemma 4.4.** The function \( g \) defined by (4.14) has the following properties:

(a) \( g \) is bounded on \([0, T] \times \Delta_m \times \mathbb{N}_0^\ell\) by a constant \( 0 < K_1 < \infty \) and \( \sigma > 0 \).

(b) \( g^{\xi, b}(t, p, q) = \sum_{j=1}^d p_j g^{e_j, b}(t, e_j, q) \) for all \((t, p, q) \in [0, T] \times \Delta_m \times \mathbb{N}_0^\ell\) and \((\xi, b) \in \mathcal{U}[t, T]\).

(c) \( \Delta_m \ni p \mapsto g(t, p, q) \) is concave for all \((t, q) \in [0, T] \times \mathbb{N}_0^\ell\).

(d) \([0, T] \ni t \mapsto g(t, p, q) \) is Lipschitz on \([0, T]\) for all \((p, q) \in \Delta_m \times \mathbb{N}_0^\ell\).

(e) \([0, T] \ni t \mapsto g(t, \phi(t), q) \) with \( \phi(0) = p \) is Lipschitz on \([0, T]\) for all \((p, q) \in \Delta_m \times \mathbb{N}_0^\ell\).

Notice that \( e_j \) denotes the \( j \)th unit vector. We are now in the position to show the following existence result of a solution of the generalized HJB equation.
Theorem 4.5. The value function of problem \([P]\) is given by
\[
V(t, x, p, q) = -e^{-\alpha e^{(T-t)}} g(t, p, q), \quad (t, x, p, q) \in [0, T] \times \mathbb{R} \times \Delta_m \times \mathbb{N}_0^t,
\]
where \(g\) is defined by (4.14) and satisfies the generalized HJB equation (4.6) for all \((t, p, q) \in [0, T] \times \Delta_m \times \mathbb{N}_0^t\) with boundary condition \(g(T, p, q) = 1\) for all \((p, q) \in \Delta_m \times \mathbb{N}_0^t\). Furthermore, \((\xi^*, b^*) = (\xi^*(s), b^*(s))_{s \in [t, T]}\) with \(\xi^*(s)\) given by (4.9) and \(b^*(s) = b(s-\ell, p_{s-\ell}, q_{s-\ell})\) given by (4.12) is the optimal investment and reinsurance strategy of the optimization problem \([P]\).

5. Comparison Results with the Complete Information Case

First note that the case with complete information is always a special case of our general model. We obtain this case when the prior is concentrated on a single value. With complete information the optimal investment strategy is given by
\[
\xi^*(t) = \frac{\mu - r}{\sigma^2} \frac{1}{\alpha} e^{-\alpha(T-t)} t \in [0, T],
\]
which is exactly the same as in the case of partial observation. This is no surprise since the partial observation only concerns the reinsurance strategy. In order to state the optimal reinsurance strategy in the complete information case define for any \(t \in [0, T]\) and \(a \in \mathbb{R}\)
\[
h_{\lambda,c}(t, a) := \lambda \sum_{D \in \mathcal{D}} c_D \gamma(t, a, D)
\]
with
\[
\gamma(t, a, D) := \sum_{i=1}^{d} 1_D(i) \int_{(0,\infty)^d} y_i \exp \left\{ \alpha a e^{\alpha(T-t)} \sum_{j=1}^{d} y_j 1_D(j) \right\} F(dy).
\]
Furthermore, we define
\[
A_{\lambda,c}(t) := h_{\lambda,c}(t, 0),
B_{\lambda,c}(t) := h_{\lambda,c}(t, 1),
\]
From now on, \(a_{\lambda,c}(t)\) denotes the unique root of
\[
(1 + \theta) \kappa = h_{\lambda,c}(t, b)
\]
which exists. By the same line of arguments as in Proposition 4.2, we obtain under the notation above that the optimal reinsurance strategy \(b_{\lambda,c}^*\) is given by
\[
b_{\lambda,c}^*(t) := \begin{cases} 
0, & 0 \leq A_{\lambda,c}(t)/\kappa - 1, \\
1, & \theta \geq B_{\lambda,c}(t)/\kappa - 1, \\
a_{\lambda,c}(t), & \text{otherwise.}
\end{cases}
\]
Note that \(a_{\lambda,c}(t), A_{\lambda,c}(t)\) and \(B_{\lambda,c}(t)\) are continuous in \(t\). Consequently, the optimal reinsurance strategy \(b_{\lambda,c}^*\) is continuous. Moreover, \(b_{\lambda,c}^*\) is deterministic and can be calculated easily.

We will now compare the reinsurance strategies. In order to do so, we need the following properties of \(g\) (see appendix for the proof):

Lemma 5.1. The function \(g\) defined by (4.14) has the following properties for \((\xi, b) \in \mathcal{U}[t, T]\):

(a) \(g^{\xi,b}(t, J(p), q) = \sum_{j=1}^{m} \sum_{k=1}^{n} \lambda_j p_j \rho_k \rho_q g^{\xi,b}(t, e_j, q)\) for all \((t, p, q) \in [0, T] \times \Delta_m \times \mathbb{N}_0^t\).

(b) \(g^{\xi,b}(t, p, q) = \sum_{D \in \mathcal{D}} \sum_{j \in \mathbb{N}_0^t} \beta_{D,q,D} g^{\xi,b}(t, p, v(q, D))\) for all \((t, p, q) \in [0, T] \times \Delta_m \times \mathbb{N}_0^t\).

First of all we derive bounds for the optimal strategy which can be calculated a priori, i.e. independent of the filter process \((p_t)_{t \geq 0}\) and the process \((q_t)_{t \geq 0}\). For this determination, we introduce the following terms. Let \(t \in [0, T]\) and \(a \in \mathbb{R}\). Throughout this section, we set
\[
h_{\min}(t, a) := \lambda_1 \min_{D \in \mathcal{D}} \left\{ \gamma(t, a, D) \right\}, \quad h_{\max}(t, a) := \lambda_m \max_{D \in \mathcal{D}} \left\{ \gamma(t, a, D) \right\}.
\]

The proof of the next result is straightforward:
Proposition 5.2. Let \( t \in [0,T] \). Then \( \mathbb{R} \ni a \mapsto h^{\min}(t,a) \) and \( \mathbb{R} \ni a \mapsto h^{\max}(t,a) \) are strictly increasing and strictly convex. Furthermore,

\[
\lim_{a \to -\infty} h^{\min}(t,a) = \lim_{a \to -\infty} h^{\max}(t,a) = 0, \quad \lim_{a \to \infty} h^{\min}(t,a) = \lim_{a \to \infty} h^{\max}(t,a) = \infty.
\]

This proposition justifies the following notation: For some fixed \( t \in [0,T] \), we denote by \( a^{\min}(t) \) the unique root of the equation \((1 + \theta) \kappa = h^{\min}(t,a)\) w.r.t. \( a \), and by \( a^{\max}(t) \) the unique root of the equation \((1 + \theta) \kappa = h^{\max}(t,a)\) w.r.t. \( a \). The announced a-priori-bounds are a direct consequence of the following theorem in connection with Proposition 5.2.

Proposition 5.3. For any \((t,p,q) \in [0,T] \times \Delta_m \times \mathbb{N}_0 \) and \( a \in \mathbb{R} \), we have for \( h \) from \((4.10)\)

\[
h^{\min}(t,a) \leq h(t,p,q,a) \leq h^{\max}(t,a).
\]

Proof. Choose some \((t,p,q) \in [0,T] \times \Delta_m \times \mathbb{N}_0 \) and \( a \in \mathbb{R} \). Recall that \( \lambda_1 < \lambda_2 < \ldots < \lambda_m \). For any \((\xi,b) \in U[t,T]\), an application of Lemma 5.1 yields

\[
\sum_{k=1}^{m} \lambda_k p_k \sum_{D \in \mathcal{D}} \frac{\beta_D + q_D}{\| \beta + q \|} g^{\xi,b}(t,J(p),v(q,D)) \gamma(t,a,D)
\]

\[
= \sum_{D \in \mathcal{D}} \frac{\beta_D + q_D}{\| \beta + q \|} \sum_{j=1}^{m} \lambda_j p_j g^{\xi,b}(t,e_j,v(q,D)) \gamma(t,a,D)
\]

\[
\leq h^{\max}(t,a) \sum_{D \in \mathcal{D}} \frac{\beta_D + q_D}{\| \beta + q \|} g^{\xi,b}(t,p,v(q,D)) = h^{\max}(t,a) g^{\xi,b}(t,p,q).
\]

Hence, by taking the infimum over all \((\xi,b) \in U[t,T]\) on both sides, we get \( h(t,p,q,a) \leq h^{\max}(t,a) \). The other announced inequality is obtained in the same way.

The proposition directly implies the following corollary:

Corollary 5.4. The optimal reinsurance strategy \( b^\star \) from Theorem 4.5 has the following bounds:

\[
\max\{0,a^{\max}(t)\} \leq b^\star(t) \leq \min\{1,a^{\min}(t)\}, \quad t \in [0,T].
\]

These bounds provide only a rough estimate for the optimal reinsurance strategy. The next theorem provides the comparison statement. For this theorem we need the following assumption: From now on, we suppose that

\[
F(dy) = \tilde{F}(dy_1) \otimes \tilde{F}(dy_2) \otimes \ldots \otimes \tilde{F}(dy_m), \quad (5.5)
\]

where \( \tilde{F} \) is a distribution on \((0,\infty)\) with existing moment generation function.

The next theorem is now the main statement of this section. It provides a comparison of the optimal reinsurance strategy to the optimal one in the case of complete information where the unknown quantities \( \Lambda \) and \( \bar{\alpha} \) are replaced by their expectations.

Theorem 5.5. Let \((5.5)\) be fulfilled, \( b \) be the function given by \((4.12)\) and \( b^\star_{\Lambda,c} \) the function given by \((5.4)\). Then, for any \((t,p,q) \in [0,T] \times \Delta_m \times \mathbb{N}_0^d\),

\[
b(t,p,q) \leq b^\star_{\Lambda,c,w}(q,D) = b^\star_{u(p),w(q)}(t)
\]

with

\[
u(p) := \sum_{k=1}^{m} \lambda_k p_k, \quad w(q) := \left( \frac{\beta_D + q_D}{\| \beta + q \|} \right)_{D \in \mathcal{D}}.
\]

Proof. For any \( q = (q_D)_{D \in \mathcal{D}} \in \mathbb{N}_0^d \), we define \( \tilde{q} = (\tilde{q}_1, \ldots, \tilde{q}_d) \in \mathbb{N}_0^d \) by

\[
\tilde{q}_i := \sum_{D \in \mathcal{D} : |D| = i} q_D
\]
i.e. whereas the components of \( q \) count the number of events where claims in set \( D \) are affected, the components of \( \tilde{q} \) count the number of events where \( i \) lines are affected. Due to Assumption [5.3] \( \tilde{q} \) contains the same information as \( q \). Thus, we can interpret \( g^{\xi,b}(t, p, \tilde{q}) \) as a function of \( \tilde{q} \). With a slight abuse of notation we keep the same name for the function. We also have that \( i \mapsto g^{\xi,b}(t, p, \tilde{q} + e_i) \) is increasing. We obtain from Lemma [5.1] a)

\[
\sum_{k=1}^{m} \lambda_k p_k \sum_{D \subset \mathbb{D}} \frac{\beta_D + q_D}{\| \beta + q \|} \gamma(t, a, D)
= \sum_{j=1}^{m} p_j \lambda_j \sum_{D \subset \mathbb{D}} \frac{\beta_D + q_D}{\| \beta + q \|} \gamma(t, a, D)
\]

Next we can write this as

\[
\begin{align*}
&= \sum_{j=1}^{m} p_j \lambda_j \sum_{i=1}^{d} \frac{\beta_i + \tilde{q}_i}{\| \beta + q \|} g^{\xi,b}(t, e_j, \tilde{q} + e_i) \left( \int_{(0, \infty)} e^{a \alpha e^{(T-t)y}} F(dy) \right)^{i-1} \\
&\int_{(0, \infty)} y_1 e^{a \alpha e^{(T-t)y}} F(dy) \\
&\geq \sum_{j=1}^{m} p_j \lambda_j \sum_{i=1}^{d} \frac{\beta_i + \tilde{q}_i}{\| \beta + q \|} g^{\xi,b}(t, e_j, \tilde{q} + e_i) \sum_{k=1}^{d} \frac{\beta_k + \tilde{q}_k}{\| \beta + q \|} k \left( \int_{(0, \infty)} e^{a \alpha e^{(T-t)y}} F(dy) \right)^{k-1} \\
&\int_{(0, \infty)} y_1 e^{a \alpha e^{(T-t)y}} F(dy)
\end{align*}
\]

The inequality is due to Lemma [7.7] and the fact that \( g^{\xi,b}(t, e_j, \tilde{q} + e_i) \) and the second factor both are increasing in \( i \). The last expression can due to Lemma [5.1] b) be written as

\[
\sum_{j=1}^{m} \lambda_j \sum_{E \subset \mathbb{D}} \frac{\beta_E + q_E}{\| \beta + q \|} g^{\xi,b}(t, e_j, \tilde{q}, v(q, E)) \sum_{D \subset \mathbb{D}} \frac{\beta_D + q_D}{\| \beta + q \|} \gamma(t, a, D)
= \sum_{j=1}^{m} p_j \lambda_j g^{\xi,b}(t, e_j, q) \sum_{D \subset \mathbb{D}} \frac{\beta_D + q_D}{\| \beta + q \|} \gamma(t, a, D).
\]

Further we have

\[
\sum_{j=1}^{m} p_j \lambda_j g^{\xi,b}(t, e_j, q) \geq g^{\xi,b}(t, p, q) \sum_{j=1}^{m} p_j \lambda_j.
\]

again by Lemma [7.7] Lemma [5.1] and the fact that \( \lambda_j \) and \( g^{\xi,b}(t, e_j, q) \) are increasing. Thus, we obtain

\[
\begin{align*}
&\sum_{j=1}^{m} p_j \lambda_j g^{\xi,b}(t, e_j, q) \sum_{D \subset \mathbb{D}} \frac{\beta_D + q_D}{\| \beta + q \|} \gamma(t, a, D) \geq g^{\xi,b}(t, p, q) \sum_{j=1}^{m} p_j \lambda_j \sum_{D \subset \mathbb{D}} \frac{\beta_D + q_D}{\| \beta + q \|} \gamma(t, a, D).
\end{align*}
\]

In summary, we have

\[
\begin{align*}
&\sum_{k=1}^{m} \lambda_k p_k \sum_{D \subset \mathbb{D}} \frac{\beta_D + q_D}{\| \beta + q \|} g^{\xi,b}(t, J(p), v(q), D)) \gamma(t, a, D) \geq g^{\xi,b}(t, p, q) \sum_{j=1}^{m} p_j \lambda_j \sum_{D \subset \mathbb{D}} \frac{\beta_D + q_D}{\| \beta + q \|} \gamma(t, a, D),
\end{align*}
\]

which yields \( h(t, p, q, a) \geq h_{w(p),w(q)}(t, a) \) by taking the infimum over all \((\xi, b) \in U[t, T]\) on both sides and the proof follows by inspecting the minimum points.
6. Numerical Results

In this section we illustrate some numerical results in the case of two lines of business (i.e. \( d = 2 \)). The set of possible background intensities \( \Lambda \) is \( \{2, 4, 5\} \) and the prior probability mass function of \( \Lambda \) is supposed to be

\[
\bar{\pi}_\Lambda = \left( \frac{2}{5}, \frac{2}{5}, \frac{1}{5} \right).
\]

Furthermore, we assume that the prior parameter of the Dirichlet distribution of the thinning probabilities \( \bar{\alpha} \) is

\[
\bar{\beta} = (8, 7, 5).
\]

Since we want to present the comparison result graphically, we choose the same claim size distribution for both business lines, namely a right-truncated exponential distribution with rate 1 and truncation at 3, i.e.

\[
\mathbb{E}[Y_1^1] = \mathbb{E}[Y_1^2] = \frac{1}{1 - e^{-3}}.
\]

For the parameter \( \kappa \) of the premium principle, we choose

\[
\kappa = \sum_{k=1}^{m} \lambda_k \pi_\Lambda(k) \sum_{D \subset \mathbb{D}} \frac{\beta_D}{\|\beta\|} \sum_{i=1}^{d} 1_D(i) \mathbb{E}[Y_i^1] = \frac{17}{4 - 4e^{-3}}.
\]

The following simulations are generated under the assumption that the realization of \( \bar{\alpha} \) is \((0.38, 0.48, 0.14)\) and that the true background intensity is 4 (i.e. the realization of \( \Lambda \) is 4). Trajectories of the filter can be seen in Figure 1. It is illustrative to see the fast convergence against the true parameter.

In Figure 2 the a-priori-bounds (red and orange) are illustrated together with two trajectories (black and blue) of the reinsurance strategy \((b^*_{u(p_t), w(q_t)}(t))_{t \in [0, T]}\) with \( u(p) := \sum_{k=1}^{m} \lambda_k p_k \) and \( w(q) := ((\beta_D + q_D)/\|\beta + q\|)_{D \subset \mathbb{D}} \), which provide for each scenario an upper bound for the corresponding optimal reinsurance strategy according to Theorem 5.5. So the black and blue lines depend on the realized trigger arrival times and the affected business lines. In both scenarios, the upper bounds (black and blue) obtained from the comparison result are only useful up to approximately time 8. Before this, a strong dependence on the realizations can be seen. Only until the first trigger event both paths provide the same bound.

Concluding the numerical illustration, we show the path of the surplus process in an insurance loss scenario for three different insurance strategies in Figure 3. In the case of full reinsurance (i.e. retention level of 0) the trajectory of the surplus process tends downwards (red) due to a negative premium rate. The blue line displays a trajectory of the surplus for a constant reinsurance strategy of 0.5 and the black line for the reinsurance strategy \((b^*_{u(p_t), w(q_t)}(t))_{t \in [0, T]}\) with \( u(p) := \sum_{k=1}^{m} \lambda_k p_k \) and \( w(q) := ((\beta_D + q_D)/\|\beta + q\|)_{D \subset \mathbb{D}} \). From Figure 2 we known that the latter reinsurance strategy tends upwards, which is evident in Figure 3 since jump sizes of the black line are higher at the end of the considered time interval than those of the blue line.

| parameter | value     |
|-----------|-----------|
| \( x_0 \) | 100       |
| \( T \)  | 10        |
| \( r \)  | 0.01      |
| \( \mu \) | 0.2       |
| \( \sigma \) | 3       |
| \( \alpha \) | 0.2      |
| \( \eta \) | 0.4       |
| \( \theta \) | 0.6      |

Table 1. Simulation parameters.
Figure 1. A trajectory of the filter process \((p_t)_{t \geq 0}\) under the assumptions that \(\pi_\Lambda = (2/5, 2/5, 1/5)\) and \(\Lambda = 4\), where \(p_t = (p_1(t), p_2(t), p_3(t))\) with \(p_1(t) = \mathbb{P}(\Lambda = 2|\mathcal{G}_t)\), \(p_2(t) = \mathbb{P}(\Lambda = 4|\mathcal{G}_t)\) and \(p_3(t) = \mathbb{P}(\Lambda = 5|\mathcal{G}_t)\).

Figure 2. A priori upper (red) and lower bound (orange) for the optimal reinsurance strategy and two paths of the reinsurance strategy \((b_{u(p), w(q)}^*(t))_{t \in [0,T]}\) with \(u(p) := \sum_{k=1}^m \lambda_k p_k\) and \(w(q) := ((\beta_D + q_D)/\|\beta + q\|)_{D \subseteq \mathbb{D}}\).
But because of the lower level of reinsurance, the surplus between losses rises stronger (as the
premium rate is higher) than in the case of the constant reinsurance strategy.

Figure 3. Paths of the surplus process in case of full reinsurance (red), constant
retention level of 0.5 (blue) and the reinsurance strategy
\( (b^*_\alpha(\beta \gamma), w(\beta \gamma))_{t \in [0, T]} \) with
\( u(p) := \sum_{k=1}^{m} \lambda_k p_k \) and \( w(q) := \frac{(\beta D + q D)}{\|\beta + q\|} \in D \subset D \) (black).

7. Appendix

7.1. The Generalized Clark Gradient. The following definition and results are taken from
Section 2.1 in [13].

Definition 7.1 ([13], p. 25). Let \( x \in \mathbb{R}^n \) be a given point and let \( v \in \mathbb{R}^n \). Moreover, let \( f \) be
Lipschitz near \( x \). Then the generalized directional derivative of \( f \) at \( x \) in the direction \( v \), denoted
by \( f^0(x; v) \), is defined by
\[
f^0(x; v) = \limsup_{y \to x, h \downarrow 0} \frac{f(y + hv) - f(y)}{h}.
\]

Definition 7.2 ([13], p. 27). Let \( f \) be Lipschitz near \( x \). Then the generalized Clarke gradient
of \( f \) at \( x \), denoted by \( \partial^C f(x) \), is given by
\[
\partial^C f(x) := \{ \xi \in \mathbb{R}^n : f^0(x; v) \geq \xi^T v \ \forall \ v \in \mathbb{R}^n \}.
\]

In the following, we denote by \( D \) the differential operator taking the partial derivative of the
function \( f \).

Proposition 7.3 ([13], Prop. 2.2.4). If \( f \) is strictly differentiable at \( x \), then \( f \) is Lipschitz near \( x \)
and \( \partial^C f(x) = \{ Df(x) \} \). Conversely, if \( f \) is Lipschitz near \( x \) and \( \partial^C f(x) \) reduces to a singleton
\{\( \zeta \)\}, then \( f \) is strictly differentiable at \( x \) and \( Df(x) = \zeta \).

In what follows we denote by \( \Omega_f \) the set of point at which the function \( f \) is not differentiable.
Lebesgue-measure

Theorem 7.4 ([13], Thm. 2.5.1). Let $f$ be Lipschitz near $x$ and let $S$ be an arbitrary set of Lebesgue-measure 0 in $\mathbb{R}^n$. Then

$$\partial^C f(x) = \lim_{n \to \infty} \nabla f(x_n) : x_n \to x, x_n \notin S, x_n \notin \Omega_f.$$ 

7.2. Auxiliary Results. Detailed calculations can be found in [21].

Lemma 7.5. Suppose that $(\xi, b) \in U[0, T]$ is an arbitrary strategy and $h : [0, T] \times \Delta_m \times \mathbb{N}_0^\ell \to (0, \infty)$ is a bounded function such that $t \mapsto h(t, p, q)$ and $t \mapsto h(t, \phi(t, p), q)$ are absolutely continuous on $[0, T]$ for all $(p, q) \in \Delta_m \times \mathbb{N}_0^\ell$ as well as $p \mapsto h(t, p, q)$ is concave for all $(t, q) \in [0, T] \times \mathbb{N}_0^\ell$. Then, the function $G : [0, T] \times \mathbb{R} \times \Delta_m \times \mathbb{N}_0^\ell \to \mathbb{R}$ defined by

$$G(t, x, p, q) := -e^{-\alpha x e^{(T-t)}} h(t, p, q)$$

satisfies

$$dG(t, X_t^{\xi, b}, p_t, q_t) = -e^{-\alpha X_t^{\xi, b} e^{(T-t)}} \mathcal{H} h(t, p_t, q_t; \xi_t, b_t) dt + d\eta^\xi, b_t, \ t \in [0, T],$$

where $(\eta^\xi, b_t)_{t \in [0, T]}$ is a $\mathcal{G}$-martingale and we set $\mathcal{H} h(t, p, q; \xi, b)$ zero at those points $(t, p, q)$ where $Dh$ does not exist.

Proof. Let $(\xi, b) \in U[0, T]$ and $h : [0, T] \times \Delta_m \times \mathbb{N}_0^\ell \to (0, \infty)$ be some function satisfying the conditions stated in the lemma, where $0 < K_0 < \infty$ is some constant which bounds $h$, i.e. $|h(t, p, q)| \leq K_0$ for all $(t, p, q) \in [0, T] \times \Delta_m \times \mathbb{N}_0^\ell$. Furthermore, we set

$$G(t, x, p, q) := -e^{-\alpha x e^{(T-t)}} h(t, p, q) \text{ and } f(t, x) := -e^{-\alpha x e^{(T-t)}},$$

for any $(t, x, p, q) \in [0, T] \times \mathbb{R} \times \Delta_m \times \mathbb{N}_0^\ell$. Let us fix $t \in [0, T]$. Applying the product rule to $G(t, X_t^{\xi, b}, p_t, q_t) = f(t, X_t^{\xi, b}) h(t, p_t, q_t)$, we get

$$dG(t, X_t^{\xi, b}, p_t, q_t) = h(t, p_t, q_t) df(t, X_t^{\xi, b}) + f(t, X_t^{\xi, b}) dh(t, p_t, q_t) + d\left[ f(\cdot, X^{\xi, b}), h(\cdot, p, q) \right]_t$$

and hence,

$$dG(t, X_t^{\xi, b}, p_t, q_t) = f(t, X_t^{\xi, b}) h(t, p_t, q_t) \left( \alpha e^{(T-t)} \left( \frac{1}{2} \alpha \sigma^2 e^{(T-t)} \xi_t^2 - (\mu - r) \xi_t - c(b_t) \right) \right)$$

$$+ \Lambda_t \sum_{D \in \mathcal{D}} \frac{\beta_D + q_D(t)}{\|\beta + q_t\|} \int_{(0, \infty)^d} \exp \left\{ \alpha b_t e^{(T-t)} \sum_{i=1}^d y_i 1_D(i) \right\} F(dy) - \Lambda_t$$

$$- f(t, X_t^{\xi, b}) h(t, p_t, q_t) \alpha \sigma e^{(T-t)} \xi_t dW_t$$

$$+ \sum_{D \in \mathcal{D}} \frac{\beta_D + q_D(t)}{\|\beta + q_t\|} h(t, p_t, q_t) + \Lambda_t \sum_{D \in \mathcal{D}} \frac{\beta_D + q_D(t)}{\|\beta + q_t\|} h(t, J(p_t), v(q_t, D))$$

$$+ \int_{\mathcal{P}(\mathcal{D})} f(t, X_t^{\xi, b}) \left( h(t, J(p_t), v(q_t, z)) - h(t, p_t, q_t) \right) \Psi(dt, d(y, z))$$

$$+ \int_{\mathcal{P}(\mathcal{D})} f(t, X_t^{\xi, b}) \left( h(t, J(p_t), v(q_t, z)) - h(t, p_t, q_t) \right) \Psi(dt, d(y, z))$$

$$+ d\left[ f(\cdot, X^{\xi, b}), h(\cdot, p, q) \right]_t.$$
Using the introduced compensated random measure $\tilde{\Psi}$ the variation becomes

\[
[f(\cdot, X_t^{\xi,b}), h(\cdot, p_t, q_t)]_t
= f(0, X_0^{\xi,b}) h(0, p_0, q_0) + \int_0^t \int_E f(s, X_s^{\xi,b}) \exp \left\{ \alpha b_s e^{r(T-s)} \sum_{i=1}^d y_i \mathbb{1}_z(i) \right\} \times
\left( h(s, J(p_{s_-}), v(q_{s_-}, z)) - h(s, p_{s_-}, q_{s_-}) \right) \tilde{\Psi}(ds, d(y, z))
- \int_0^t \int_{\mathcal{D}(\mathcal{D})} f(s, X_s^{\xi,b}) \left( h((s, J(p_{s_-}), v(q_{s_-}, z)) - h(s, p_{s_-}, q_{s_-})) \right) \tilde{\Psi}(ds, \mathbb{R}_+, dz)
+ \int_0^t \tilde{\Lambda}_s f(s, X_s^{\xi,b}) \sum_{D \subset \mathcal{D}} \beta_D + q_D(s) \frac{\beta}{\beta + q_s}.
\]

Substituting this into (7.2), we obtain

\[
dG(t, X_t^{\xi,b}, p_t, q_t)
= f(t, X_t^{\xi,b}) \left( - \alpha e^{r(T-t)} h(t, p_t, q_t) \left( (\mu - r) \xi_t + c(b_t) - \frac{1}{2} \alpha \sigma^2 e^{r(t-T)} \xi_t^2 \right) \right)
+ \tilde{\Lambda}_t \sum_{D \subset \mathcal{D}} \beta_D + q_D(t) h(t, J(p_t), v(q_t, D)) \int_{(0, \infty)^d} \exp \left\{ \alpha b_t e^{r(T-t)} \sum_{i=1}^d y_i \mathbb{1}_D(i) \right\} F(dy)
- \tilde{\Lambda}_t h(t, p_t, q_t) + D h(t, p_t, q_t) \right) dt
- f(t, X_t^{\xi,b}) h(t, p_t, q_t) \alpha \sigma e^{r(T-t)} \xi_t dW_t - f(t, X_t^{\xi,b}) h(t, p_t, q_t) \tilde{N}_t
+ \int_E f(t, X_t^{\xi,b}) \exp \left\{ \alpha b_t e^{r(T-t)} \sum_{i=1}^d y_i \mathbb{1}_z(i) \right\} h(t, J(p_{t_-}), v(q_{t_-}, z)) \tilde{\Psi}(dt, d(y, z)),
\]

where $\tilde{N}_t := N_t - \int_0^t \tilde{\Lambda}_s ds$. Therefore, by definition of the operator $\mathcal{H}$ given in (7.4), we have

\[
dG(t, X_t^{\xi,b}, p_t, q_t) = f(t, X_t^{\xi,b}) \mathcal{H} h(t, p_t, q_t; \xi_t, b_t) dt + d\eta_t^{\xi,b},
\]

where $\eta_t^{\xi,b} := \tilde{\eta}^{\xi,b} - \bar{\eta}^{\xi,b} - \bar{\eta}^{\xi,b}$ with

\[
\tilde{\eta}^{\xi,b} := \int_0^t \int_E f(s, X_s^{\xi,b}) \exp \left\{ \alpha b_s e^{r(T-s)} \sum_{i=1}^d y_i \mathbb{1}_z(i) \right\} \times h(s, J(p_{s_-}), v(q_{s_-}, z)) \tilde{\Psi}(ds, d(y, z)),
\]

\[
\bar{\eta}^{\xi,b} := \int_0^t f(s, X_s^{\xi,b}) h(s, p_{s_-}, q_{s_-}) d\bar{N}_s,
\]

\[
\bar{\eta}^{\xi,b} := \int_0^t f(s, X_s^{\xi,b}) h(s, p_{s_-}, q_{s_-}) \alpha \sigma e^{r(T-s)} \xi_s dW_s.
\]

To complete the proof we need to show that the introduced processes are $\mathfrak{S}$-martingales on $[0, T]$. For details we refer the reader to [21].

\[\Box\]

**Lemma 7.6.** Let $f : [0, T] \times \mathbb{R} \to \mathbb{R}$ be the function defined by (7.1). Furthermore, let $(\xi, b) \in U[0, T]$ where $\xi$ is only adapted w.r.t. $W$ and $b$ is predictable w.r.t. the filtration generated by $\Psi$. 

and let \( L_t^{\xi,b} = (L_t^{\xi,b})_{t \in [0,T]} \) be the density process given by

\[
L_t^{\xi,b} := \exp \left\{ - \int_0^t \alpha \sigma e^{r(T-s)} \xi_s dW_s - \frac{1}{2} \int_0^t \alpha^2 \sigma^2 e^{2r(T-s)} \xi_s^2 ds + \int_0^t \alpha b_s e^{r(T-s)} \sum_{i=1}^d y_i \mathbb{1}(i) \Psi(ds, d(y, z)) - \int_0^t \Lambda_s ds \right\}.
\]

Then there exists a constant \( 0 < K_2 < \infty \) such that

\[
\left| f(t, X_t^{\xi,b}) \right| \leq K_2 \quad \mathbb{P}\text{-a.s.}
\]

for all \( t \in [0,T] \).

**Proof.** Fix \( t \in [0,T] \) and \( (\xi, b) \in U[0,t] \). We obtain

\[
\frac{|f(t, X_t^{\xi,b})|}{L_t^{\xi,b}} = \exp \left\{ -\alpha x_0 e^{rT} - \int_0^t \alpha e^{r(T-s)} (\mu - r) \xi_s + c(b_s) - \frac{1}{2} \alpha^2 e^{2r(T-s)} \xi_s^2 ds \right\}
\]

\[
+ \int_0^t \Lambda_s \sum_{D \in \mathcal{D}} \frac{\beta_D + q_D(s)}{\|\beta + q_s\|} \int_{(0,\infty)^d} \exp \left\{ \alpha b_s e^{r(T-s)} \sum_{i=1}^d y_i \mathbb{1}_D(i) \right\} F(dy) ds - \int_0^t \hat{\Lambda}_s ds
\]

\[
\leq \exp \left\{ \left( \alpha e^{r(T-s)} (\mu - r) K + (2 + \eta + \theta) \kappa \right) + \frac{1}{2} \alpha^2 \sigma^2 e^{2r(T-s)} K^2 + \lambda_M F(\alpha e^{r(T-s)}) \right\} := K_2,
\]

where \( 0 < K_2 < \infty \) is independent of \( t \in [0,T] \) as well as \( (\xi, b) \). \( \square \)

The following result can be found in [24].

**Lemma 7.7.** Let \( \alpha_1 \leq \ldots \leq \alpha_n \) and \( \beta_1 \leq \ldots \leq \beta_n \) be real numbers and \( (p_1, \ldots, p_n) \in \Delta_n \). Then

\[
\sum_{j=1}^n p_j \alpha_j \beta_j \geq \sum_{j=1}^n p_j \alpha_j \sum_{k=1}^n p_k \beta_k.
\]

**7.3. Proofs.** For convenience we introduce the operator \( D \) acting on functions \( h : [0,T] \times \Delta_m \times \mathbb{N}_0^d \rightarrow (0,\infty) \) by

\[
Dh(t,p,q) := h_t(t,p,q) + \sum_{j=1}^m h_{p_j}(t,p,q) p_j \left( \sum_{k=1}^m \lambda_k p_k - \lambda_j \right)
\]

(7.3)

for all functions \( h \), where the right-hand side exists. Furthermore, we define an operator \( \mathcal{H} \)

\[
\mathcal{H} h(t,p,q; \xi,b) := \mathcal{L} h(t,p,q; \xi,b) + D h(t,p,q)
\]

(7.4)

for all functions \( h : [0,T] \times \Delta_m \times \mathbb{N}_0^d \rightarrow (0,\infty) \) and \( (\xi, b) \in \mathbb{R} \times [0,1] \), where the right-hand side is well-defined. Using this notation, the generalized HJB equation (4.6) can be written as

\[
0 = \inf_{(\xi, b) \in \mathbb{R} \times [0,1]} \{ \mathcal{H} g(t,p,q; \xi,b) \}
\]

(7.5)

at those points \( (t,p,q) \) with existing \( Dg(t,p,q) \).

**Proof of Theorem 4.3.** Let \( h : [0,T] \times \Delta_m \times \mathbb{N}_0^d \rightarrow (0,\infty) \) be a function satisfying the conditions stated in the theorem. Note that every Lipschitz function is also absolutely continuous. We set, for any \( (t,x,p,q) \in [0,T] \times \Delta_m \times \mathbb{N}_0^d \),

\[
f(t,x) := -e^{-\alpha x e^{r(T-t)}} \quad \text{and} \quad G(t,x,p,q) := f(t,x) h(t,p,q).
\]
Let us fix $t \in [0, T]$ and $(\xi, b) \in U[t, T]$. From Lemma 7.5 in the appendix, it follows

$$G(T, X^\xi_T, p_T, q_T) = G(t, X^\xi_t, p_t, q_t) + \int_t^T f(s, X^\xi_s) \mathcal{H}h(s, p_s, q_s; \xi_s, b_s) ds + \eta^\xi_T - \eta^\xi_t, \quad (7.6)$$

where $(\eta^\xi_t)_{t \in [0, T]}$ is a $\mathfrak{F}$-martingale and we set $\mathcal{H}h(s, p_s, q_s; \xi, b)$ to zero at those points $s \in [t, T]$ where $Dh$ does not exist. Note that $h$ is partially differentiable w.r.t. $t$ almost everywhere in the sense of the Lebesgue measure according to the absolute continuity of $t \mapsto h(t, p, q)$ for all $(p, q) \in \Delta_m \times \mathbb{N}_0$. The generalized HJB equation (7.5) implies

$$\mathcal{H}h(s, p_s, q_s; \xi_s, b_s) \geq 0 \quad s \in [t, T].$$

As a consequence

$$\int_t^T f(s, X^\xi_s) \mathcal{H}h(s, p_s, q_s; \xi_s, b_s) ds \leq 0,$$

due to the negativity of $f$. Thus, by (7.6), we get

$$G(T, X^\xi_T, p_T, q_T) \leq G(t, X^\xi_t, p_t, q_t) + \eta^\xi_T - \eta^\xi_t. \quad (7.7)$$

Using the boundary condition (4.13), we obtain

$$G(T, x, p, q) = f(T, x) h(T, p, q) = f(T, x) = -e^{-\alpha x} = U(x).$$

Now, we take the regular conditional expectation in (7.7) given $X^\xi_T = x$, $p_t = p$ and $q_t = q$ on both sides of the inequality which yields

$$\mathbb{E}^{t,x,p,q}[ U(X^\xi_T) ] \leq G(t, x, p, q)$$

since $(\eta^\xi_t)_{t \in [t, T]}$ is a $\mathfrak{F}$-martingale. Taking the supremum over all investment and reinsurance strategies $(\xi, b) \in U[t, T]$, we obtain

$$V(t, x, p, q) \leq G(t, x, p, q). \quad (7.8)$$

To show equality, note that $\xi^\ast(s)$ given by (4.9) and $b^\ast(s, p, q)$ given by (4.12) (with $g$ replaced by $h$ in $A(s, p, q)$ and $B(s, p, q)$) are the unique minimizer of the HJB equation (4.6). Therefore,

$$\mathcal{L}h(s, p_s, q_s; \xi^\ast(s), b^\ast(s, p_s, q_s)) + \inf_{\varphi \in \partial_\mathcal{E}^\xi (t, p)} \left\{ \varphi_0 + \sum_{j=1}^{\infty} \varphi_j p_j \left( \sum_{k=1}^{\infty} \lambda_k p_k - \lambda_j \right) \right\} = 0.$$

So we can deduce that

$$\mathcal{H}h(s, p_s, q_s; \xi^\ast(s), b^\ast(s)) = 0, \quad s \in [t, T].$$

This implies

$$\int_t^T f(s, X^\xi s, b^\ast) \mathcal{H}h(s, p_s, q_s; \xi^\ast(s), b^\ast(s)) ds = 0.$$

Consequently,

$$U(X^\xi_T, b^\ast) = G(T, X^\xi_T, b^\ast, p_T, q_T) = G(t, X^\xi_t, b^\ast, p_t, q_t) + \eta^\xi_T - \eta^\xi_t.$$ 

Again, taking the regular conditional expectation given $X^\xi_T = x$ and $p_t = p$ on both sides then yields

$$\mathbb{E}^{t,x,p}[ U(X^\xi_T, b^\ast) ] = G(t, x, p, q) = -e^{-\alpha x (T-t)} h(t, p, q)$$

and the proof is complete. \qed

Proof of Lemma 4.4

(a) By the definition of $g$ we immediately obtain $g \geq 0$. In order to show that $g$ is bounded from above we consider the strategy $(\xi, b) \equiv (0, 0)$. What remains is

$$g^{0,0}(t, p, q) = \mathbb{E}^{t,p,q} \left[ \exp \left\{ - \int_t^T \alpha e^{r(T-s)} (\eta - \theta) ds \right\} \right] < \infty.$$

To show that $g > 0$ we use the change of measure introduced in Lemma 7.6. With its help it is possible to prove that $g^\xi b(t, p, q)$ is bounded from below by a positive constant independent of $\xi$ and $b$. 
(b) Follows by conditioning.
(c) Let us fix \( t \in [t, T) \) and \( q = (q_1, \ldots, q_m) \in \Delta_m \) and \( \beta \in (0, 1) \). Suppose \( p, p' \in \Delta_m \). We obtain
\[
g(t, \beta p + (1 - \beta)p', q) = \inf_{(\xi, b) \in U[t, T]} \left( \sum_{j=1}^{m} (\beta p_j + (1 - \beta) p'_j) g^\xi_b(t, x, e_j) \right)
\]
\[
= \inf_{(\xi, b) \in U[t, T]} \left( \sum_{j=1}^{m} p_j g^\xi_b(t, x, e_j) + (1 - \beta) \sum_{j=1}^{m} p'_j g^\xi_b(t, x, e_j) \right)
\]
\[
= \beta g(t, p, q) + (1 - \beta) g(t, p', q),
\]
for all \( t \in [0, T] \) and \( x \in \mathbb{R} \).
(d) The Lipschitz condition is proven in much the same way as in \cite[Lemma 6.1 d)]{6}.
(e) The Lipschitz condition is proven in much the same way as in \cite[Lemma 6.1 e)]{6}.

Proof of Theorem 1.4. Fix \( t \in [0, T) \) and \((\xi, b) \in U[t, T]\) and set \( f(t, x) := -e^{-\alpha x e^r(t-1)} \), \( x \in \mathbb{R} \). Let \( \tau \) be the first jump time of \( X^\xi_b \) after \( t \) and \( t' \in (t, T] \). It follows from Lemma 7.5 and Lemma 4.4 that
\[V(\tau \wedge t', X^\xi_b \tau \wedge t', p_{\tau \wedge t'}, q_{\tau \wedge t'}) = V(t, X^\xi_b t, p_t, q_t) + \int_{t}^{\tau \wedge t'} f(s, X^\xi_b s, \xi_s, b_s) ds + \eta^\xi_b \tau - \eta^\xi_b \]
where \((\eta^\xi_b \tau)_{t \in [0, T]}\) is a \( \mathcal{F} \)-martingale and we set \( Hg(s, p_s, q_s; \xi_s, b_s) \) to zero at those \( s \in [t, T] \) where \( \Delta g(s, p_s, q_s) \) does not exist. For any \( \varepsilon > 0 \) we can construct a strategy \((\xi^\varepsilon, b^\varepsilon) \in U[t, T]\) with \((\xi^\varepsilon, b^\varepsilon) = (\xi_s, b_s)\) for all \( s \in [t, \tau \wedge t'] \) from the continuity of \( V \) such that
\[\mathbb{E}^{t, x, p, q}[V(\tau \wedge t', X^\xi_b \tau \wedge t', p_{\tau \wedge t'}, q_{\tau \wedge t'})] \leq \mathbb{E}^{t, x, p, q}[\mathbb{E}^{t \wedge \tau', \tau' \wedge t', \tau' \wedge t'}(U(X^\xi_b t'))] + \varepsilon
\]
\[\leq \mathbb{E}^{t, x, p, q}[U(X^\xi_b t')] + \varepsilon \leq V(t, x, p, q) + \varepsilon.
\]
From the arbitrariness of \( \varepsilon > 0 \) we conclude
\[V(t, x, p, q) \geq \mathbb{E}^{t, x, p, q}[V(\tau \wedge t', X^\xi_b \tau \wedge t', p_{\tau \wedge t'}, q_{\tau \wedge t'})].
\]
Using this statement and \((7.9)\), we obtain
\[0 \geq \lim_{t' \downarrow t} \mathbb{E}^{t, x, p, q}\left[\frac{1}{t' - t} \int_{t}^{t'} f(s, X^\xi_b s, \xi_s, b_s) ds \mid t' < \tau\right] \mathbb{P}^{t, x, p, q}(t' < \tau)
\]
\[+ \lim_{t' \downarrow t} \mathbb{E}^{t, x, p, q}\left[\frac{1}{t' - t} \int_{t}^{\tau} f(s, X^\xi_b s, \xi_s, b_s) ds \mid t' \geq \tau\right] \mathbb{P}^{t, x, p, q}(t' \geq \tau).
\]
We have
\[\mathbb{P}^{t, x, p, q}(\tau \leq t') = \int \mathbb{P}(\tau \leq t') \Pi_\lambda(d\lambda) = \sum_{j=1}^{m} \left(1 - e^{-\lambda(t' - t)}\right) \pi_\lambda(j).
\]
Thus
\[\lim_{t' \downarrow t} \mathbb{P}^{t, x, p, q}(\tau \leq t') = \sum_{j=1}^{m} \left(1 - \lim_{t' \downarrow t} e^{-\lambda(t' - t)}\right) \pi_\lambda(j) = 0.
\]
Consequently,
\[ 0 \geq \lim_{t' \downarrow t} \mathbb{E}^{t,x,p,q} \left[ \frac{1}{t' - t} \int_t^{t'} f(s, X^\xi_{s}) \mathcal{H}g(s, p, q; \xi, b_s) ds \mathbb{1}_{\{t' < \tau\}} \right]. \]

By the dominated convergence theorem, we can interchange the limit and the expectation and we obtain by the fundamental theorem of Lebesgue calculus and \( \mathbb{1}_{\{t' < \tau\}} \to 1 \) \( \mathbb{P} \)-a.s. for \( t' \downarrow t \),
\[ 0 \geq \mathbb{E}^{t,x,p,q} \left[ f(t, X^\xi_{t}) \mathcal{H}g(t, p, q; \xi, b_t) \right]. \]

From now on, let \((\xi, b) \in [-K, K] \times [0,1]\) and \( \varepsilon > 0 \) as well as \((\bar{\xi}, \bar{b}) \in U[t, T]\) be a fixed strategy with \((\xi_s, b_s) \equiv (\xi, b)\) for \( s \in [t, t + \varepsilon) \). Then
\[ 0 \geq \mathbb{E}^{t,x,p,q} \left[ f(t, X^\xi_{t}) \mathcal{H}g(t, p, q; \bar{\xi}, \bar{b}_t) \right] = f(t, x) \mathcal{H}g(t, p, q; \xi, b) \]

at those points \((t, p, q)\) where \( Dg(t, p, q) \) exists. Due to the negativity of \( f \), we get
\[ 0 \leq \mathcal{H}g(t, p, q; \xi, b). \]

We show next the inequality above if \( Dg \) does not exist. For this purpose, we denote by \( M_q \subset [0, T] \times \Delta_m \) the set of points at which \( \nabla g_q(t, p) \) exists for any \( q \in \mathbb{N}_0^f \). On the basis of Theorem 7.4 we have, for any \( q \in \mathbb{N}_0^f \),
\[ \partial^C g_q(t, p) = \text{co} \left\{ \lim_{n \to \infty} \nabla g_q(t_n, p_n) : (t_n, p_n) \to (t, p), (t_n, p_n) \in M_q \right\}. \]

That is, for every \( \varphi \in \partial^C g_q(t, p) \subset [0, T] \times \Delta_m \), there exists \( u \in \mathbb{N} \) and \((\beta_1, \ldots, \beta_u) \in \Delta_u \) such that
\[ \varphi = \sum_{i=1}^u \beta_i \varphi^i, \]
where \( \varphi^i = \lim_{n \to \infty} \nabla g_q(t^n_i, p^n_i) \) for sequences \((t^n_i, p^n_i)_{n\in\mathbb{N}}\) with \( \lim_{n \to \infty} (t^n_i, p^n_i) = (t, p) \) along existing \( \nabla g_q \). From what has already been proved, it can be concluded that, for any \( i = 1, \ldots, u \)
\[ 0 \leq L g(t^n_i, p^n_i, q; \xi, b) + g(t^n_i, q^n_i, q) + \sum_{j=1}^m g_{p_j}(t^n_i, p^n_i, q)(p_j^n) \left( \sum_{k=1}^m \lambda_k(p_j^n)_k - \lambda_j \right), \]

where \((p_j^n)_j\) denotes the \( j \)-th component of the \( m \)-dimensional vector \( p^n_i \). Thus, by the continuity of \( t \mapsto g(t, p, q) \), \( p \mapsto g(t, p, q) \) and \( p \mapsto \bar{J}(p) \), we get for \( i = 1, \ldots, u \)
\[ 0 \leq \beta_i L g(t, p, q; \xi, b) + \beta_i \lim_{n \to \infty} g(t^n_i, q^n_i, q) + \sum_{j=1}^m \beta_i \lim_{n \to \infty} g_{p_j}(t^n_i, p^n_i, q) p_j \left( \sum_{k=1}^m \lambda_k p_k - \lambda_j \right), \]

which yields
\[ 0 \leq L g(t, p, q; \xi, b) + \varphi_0 + \sum_{j=1}^m \varphi_j p_j \left( \sum_{k=1}^m \lambda_k p_k - \lambda_j \right). \]

Due to the arbitrariness of \( \varphi \in \partial^C g_q(t, p) \) and \((\xi, b) \in [-K, K] \times [0,1]\), we obtain
\[ 0 \leq \inf_{(\xi, b)\in[-K,K]\times[0,1]} L g(t, p, q; \xi, b) + \inf_{\varphi \in \partial^C g_q(t, p)} \left\{ \varphi_0 + \sum_{j=1}^m \varphi_j p_j \left( \sum_{k=1}^m \lambda_k p_k - \lambda_j \right) \right\}. \]

Our next objective is to establish the reverse inequality. For any \( \varepsilon > 0 \) and \( 0 \leq t < t' \leq T \), there exists a strategy \((\xi^{\varepsilon, t'}, b^{\varepsilon, t'}) \in U[t, T] \) such that
\[ V(t, x, p, q) - \varepsilon(t' - t) \leq \mathbb{E}^{t,x,p,q} \left[ U\left( X_T^{\xi^{\varepsilon, t'}, b^{\varepsilon, t'}} \right) \right] \leq \mathbb{E}^{t,x,p,q} \left[ V(t', \xi^{\varepsilon, t'}, b^{\varepsilon, t'}) \right]. \]
Using Lemma 7.5 it follows
\[-\varepsilon (t' - t) \leq \mathbb{E}^{t', p, q} \left[ \int_t^{t' \wedge t'} f(s, X_s^{\xi, t', b^{\xi, t'}}) \mathcal{H} g(s, p_s, q_s; \xi^{\xi, t'}, b^{\xi, t'}) \, ds \right].\]

In the same way as before, we get
\[-\varepsilon \leq \lim_{t' \downarrow t} \mathbb{E}^{t', p, q} \left[ \frac{1}{t' - t} \int_t^{t'} f(s, X_s^{\xi, t', b^{\xi, t'}}) \mathcal{H} g(s, p_s, q_s; \xi^{\xi, t'}, b^{\xi, t'}) \, ds \mathbb{I}_{\{t' < \tau\}} \right]\]
\[\leq \lim_{t' \downarrow t} \mathbb{E}^{t', p, q} \left[ \frac{1}{t' - t} \int_t^{t'} f(s, X_s^{\xi, t', b^{\xi, t'}}) \inf_{(\xi, b) \in [-K, K] \times [0, 1]} \mathcal{H} g(s, p_s, q_s; \xi, b) \, ds \mathbb{I}_{\{t' < \tau\}} \right].\]

We can again interchange the limit and the infimum by the dominated convergence theorem which yields
\[-\varepsilon \leq \mathbb{E}^{t', p, q} \left[ \lim_{t' \downarrow t} \frac{1}{t' - t} \int_t^{t'} f(s, X_s^{\xi, t', b^{\xi, t'}}) \inf_{(\xi, b) \in [-K, K] \times [0, 1]} \mathcal{H} g(s, p_s, q_s; \xi, b) \, ds \mathbb{I}_{\{t' < \tau\}} \right].\]

Thus the same conclusion can be draw as above, i.e.
\[-\varepsilon \leq f(t, x) \inf_{(\xi, b) \in [-K, K] \times [0, 1]} \mathcal{H} g(t, p, q; \xi, b)\]
at those point where \(Dg(s, p, q)\) exists. According to the negativity of \(f\) and the arbitrariness of \(\varepsilon > 0\), we get, by \(\varepsilon \downarrow 0\),
\[0 \geq \inf_{(\xi, b) \in [-K, K] \times [0, 1]} \mathcal{H} g(t, p, q; \xi, b)\]
at those point where \(Dg(s, p, q)\) exists. By the same way as before, we obtain in the case of no differentiability of \(g\) w.r.t. \(t\) and \(p_j\), \(j = 1, \ldots, m\), that
\[0 \geq \inf_{(\xi, b) \in [-K, K] \times [0, 1]} \mathcal{L} g(t, p, q; \xi, b) + \inf_{\varphi \in \partial^2 g(t, p)} \left\{ \varphi_0 + \sum_{j=1}^m \varphi_j p_j \left( \sum_{k=1}^m \lambda_k p_k - \lambda_j \right) \right\}.

Summarizing, we have equality in the previous expression. The optimality of \((\xi^*, b^*)\) follows as in the proof of Theorem 4.3.

**Proof of Lemma 7.4**

(a) Follows by conditioning.
(b) We observe that
\[g^{\xi, b}(t, p, q) = \sum_{k=1}^m \mathbb{P}^{t, p, q}(\Lambda = \lambda_k) \int h(\lambda_k, \tilde{\alpha}) \mathbb{P}^{t, p, q}(\tilde{\alpha} \in d\tilde{\alpha})\]
with
\[h(\lambda, \tilde{\alpha}) := \mathbb{E} \left[ \exp \left\{ - \int_t^T \alpha e^{r(T-s)} ((\mu - r) \xi_s + c(b_s)) \, ds \right. \right.\]
\[- \int_t^T \alpha \sigma e^{r(T-s)} \xi_s dW_s + \alpha \sum_{n=1}^{N_T} b_{T_n} e^{r(T-T_n)} \sum_{i=1}^d Y_n \mathbb{1}_{Z_n(i)} \left| \Lambda = \lambda, \tilde{\alpha} = \tilde{\alpha} \right] \right],\]
and \(\mathbb{P}^{t, p, q}(\Lambda = \lambda_k) = p_k\) and \(\mathbb{P}^{t, p, q}(\tilde{\alpha} \in d\tilde{\alpha}) = f_{\tilde{\beta}}(\tilde{\alpha} \| q) d\tilde{\alpha}\), where \(f_{\tilde{\beta}}(\tilde{\alpha} \| q)\) denotes the posterior density function of \(\tilde{\alpha}\) given \(q_t = q\), compare Theorem 3.2. That is,
\[f_{\tilde{\beta}}(\tilde{\alpha} \| q) = \frac{\Gamma \left( \sum_{E \in \mathbb{E}} (\beta_E + q_E) \right)}{\prod_{E \in \mathbb{E}} \Gamma \left( \beta_E + q_E \right)} \prod_{E \in \mathbb{E}} \alpha_E^{\beta_E + q_E - 1}, \quad \tilde{\alpha} = (\alpha_E)_{E \in \mathbb{E}} \in \tilde{\Delta}_t.\]
Consequently, the statement holds if
\[\sum_{D \in \mathbb{D}} \frac{\beta_D + q_D}{\| \beta + q \|} f_{\tilde{\beta}}(\tilde{\alpha} \| v(q, D)) = f_{\tilde{\beta}}(\tilde{\alpha} \| q).\]
Indeed, using $\Gamma(n + 1) = n \Gamma(n)$ for all $n \in \mathbb{N}$, we have for any $\tilde{\alpha} = (\alpha_E)_{E \subset \mathbb{D}} \in \hat{\Delta}_\ell$

$$
\sum_{D \subset \mathbb{D}} \frac{\beta_D + q_D}{||\beta + q||} f_\beta(\tilde{\alpha} | \nu(q, D))
= \sum_{D \subset \mathbb{D}} \frac{\beta_D + q_D}{||\beta + q||} \frac{\Gamma(\sum_{E \subset \mathbb{D}} (\beta_E + q_E) + 1)}{\prod_{E \subset \mathbb{D} \setminus \{D\}} \Gamma(\beta_E + q_E)} \alpha_D \prod_{E \subset \mathbb{D}} \alpha_E^{\beta_E + q_E - 1}
= \frac{\sum_{D \subset \mathbb{D}} \sum_{E \subset \mathbb{D}} (\beta_E + q_E) \Gamma(\sum_{E \subset \mathbb{D}} (\beta_E + q_E))}{\prod_{E \subset \mathbb{D}} \Gamma(\beta_E + q_E)} \prod_{E \subset \mathbb{D}} \alpha_E^{\beta_E + q_E - 1} \sum_{D \subset \mathbb{D}} \alpha_D = f_\beta(\tilde{\alpha} | q),
$$

since $\sum_{D \subset \mathbb{D}} \alpha_D = 1$. 
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