Asymptotic analysis of axisymmetric drop spreading
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We study in this paper the time evolution of the spreading process of a small drop in contact with a flat dry surface, using asymptotic techniques. We reduced the problem by solving a quasisteady self-similar macroscopic problem and matched with the precursor region solution, where the van der Waals forces are important. A final nonlinear third-order ordinary differential equation has been solved numerically using shooting methods based on the fourth-order Runge-Kutta techniques. We obtained how the capillary number changes when the drop size decreases with time. The evolution process then diverges slightly from that obtained using the spherical cap approximation. The influence of gravity is also considered for both hanging and sitting drops.
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I. INTRODUCTION

The spreading process of relatively small drops over a solid surface is very important from both the practical as well as the theoretical points of view [1]. Many experimental works have been published in the literature in the past three decades. General reviews in this subject can be found elsewhere [2,3]. Most experiments have been made with wetting fluids, i.e., with a positive spreading parameter \( S = \sigma_{SL} - \sigma > 0 \), where \( \sigma_{SG} \), \( \sigma_{SL} \), and \( \sigma \) are the solid-gas, solid-liquid, and liquid-gas free energy per unit area, respectively. \( \sigma \) is also called the surface tension. In most of the experiments, the drop radius \( R(t) \) is measured using photolithographic techniques, while in others the authors used interferometers. Experimentally it is found that the drop radius increases with time in the form \( R \sim C_T^m \), where different values for \( m \) (close to 0.1) have been deduced [4–6]. Using a carefully designed experimental setup, Tanner [7] obtained for silicon oils, \( m = 0.105 \). For small drops where gravity is not relevant, the macroscopic shape of the drop is found to be very close to a spherical cap [1]. However, this small difference between the real shape and the spherical cap is very important in determining the time evolution of the drop spread. Even with small drops, gravity effects tend to be important as the drop radius increases with time.

Another controversial issue in this problem is related with the constant \( C \). Using very simple arguments assuming a small drop shape as a spherical cap, it is possible to derive a very simple theory for the spreading process [8]. The surface tension generated pressure gradient must be balanced by the viscous force, i.e., \( \mu v / h^2 \sim \sigma h R^3 \), where \( \mu \) is the viscosity of the fluid, \( v \) is the radial velocity of the fluid, and \( h \) is the thickness of the fluid drop. It follows that \( \mu v / \sigma = C_T \sim (h/R)^3 \sim \theta^3 \). Here \( \theta \) is the angle of the surface profile assumed to be very small compared with unity and \( C_T \) is the usual capillary number. This is the so-called Tanner’s law [7,9,10] written as \( \theta = C_T \sim (h/R)^3 \), where \( C_T \) is the Tanner’s constant. Replacing \( v \) by \( dR/dt \) and \( h \) by \( V/C_T R^2 \) where \( V \) is the volume of the drop and \( C_T \) a constant of order unity, we obtain from Tanner’s law a first order ordinary differential equation for \( R(t) \), which gives the well known asymptotic behavior \( R \sim t^{1/10} \) for \( t \to \infty \). However, the constant \( C_T \) is not universal and depends globally on the specific problem [11]. Friz [12] obtained values for \( C_T \) close to 3.4, Chen and Wada [13] obtained values for \( C_T \) close to 3.6, while Diez et al. [5] obtained values around 3.8. Kalliadasis and Chang [14] obtained a value of 7.48 for the case of an advancing gas-liquid meniscus. Although Tanner’s law is universal, the constant depends strongly on the physical configuration. Therefore the value of the constant obtained for the drop spread (close to 3) is very different from that obtained for an advancing meniscus. We anticipate here that our problem has an inflection point close to the edge of the drop, which does not appear in the configuration studied in [14]. In the case of a spreading drop, the macroscopic region is governed by a nonlinear third order differential equation while in the meniscus problem the macroscopic problem is represented by an algebraic equation. In this paper we show how \( C_T \) depends on the ratio of the van der Waals influence length \( a \) to be defined later to the actual drop size. Due to the changing drop size with time, \( C_T \) also changes with time, modifying the drop size evolution.

From the analytical point of view, the spreading process including the disjoining pressure effects (van der Waals forces) has been studied by Starov et al. [15] and Chebbi and Selim [16]. They used a quasisteady similarity solution. Starov employed the spherical cap approximation while
Chebbi and Selim obtained numerically the appropriate drop shape. In both cases, matching conditions are assumed to be at the inflection point. Gravity effects have not been included in the above-mentioned works. Brenner and Bertozzi [11] studied the stability of the quasi-steady solution, deducing a simple criterion for the transition to gravity induced spread, using the experimental data obtained by [4]. Lopez et al. [17], Ehrhard [18], Voinov [20] and Chebbi and Selim [19] studied the spreading process with gravity. The disjoining pressure effects were not considered here.

The main purpose of this paper is to obtain the time evolution of the drop radius and the constant $C_T$ for the parametric set of interest, retaining the disjoining pressure and gravity effects.

II. FORMULATION

Using the lubrication approximation, the equation for the evolution of a free surface of a fluid under gravity and capillary forces is given by [8]

\[
\frac{\partial h}{\partial t} = \frac{1}{r} \frac{\partial}{\partial r} \left[ \frac{\sigma}{3 \mu} r h^3 \frac{\partial}{\partial r} \left( \frac{\partial^2 h}{\partial r^2} + \frac{1}{r} \frac{\partial h}{\partial r} + \frac{a^2}{r^2} - \rho gh \right) \right],
\]

for $0 < r \leq R(t)$,\label{pl:1}

where $r$ is the radial coordinate for the assumed axisymmetrical drop, $\rho$ is the fluid density, $g$ is the gravity acceleration, $a = \sqrt{A/6\pi \sigma}$ is the characteristic length of the non-retarded van der Waals force, which is only a fraction of an angstrom and $A$ is the Hamaker constant, which is negative for a wetting liquid. A positive value of $g$ indicates that the spreading process is taking place over the solid surface. Within this formulation, the averaged radial fluid velocity is then given by

\[
v(r, t) = \frac{\sigma}{3 \mu} h^2 \frac{\partial}{\partial r} \left( \frac{\partial^2 h}{\partial r^2} + \frac{1}{r} \frac{\partial h}{\partial r} - \frac{\rho gh}{\sigma} \right),\label{pl:2}
\]

We introduce the following nondimensional variables:

\[
\phi = \frac{h}{H(\tau)}, \quad \eta = \frac{r}{R(\tau)}, \quad \tau = \frac{t}{H_0^3 / 3 \mu R_0},
\]

where $H = H_0(\tau)$ and $R = R_0 F(\tau)$ are the thickness at the center of the drop and the macroscopic radius of the drop, with $H_0$ and $R_0$ being the corresponding values at time $t = 0$. Using these nondimensional variables, the evolution equation (1) then transforms to

\[
\left( \frac{F}{G} \right)^4 \left( \frac{\partial (\phi G)}{\partial \tau} - \frac{G}{F} \frac{\partial \phi}{\partial \eta} \frac{dF}{d\tau} \right)
\]

\[
= - \frac{1}{\eta} \frac{\partial}{\partial \eta} \left[ \eta \phi^3 \frac{\partial}{\partial \eta} \left( \frac{\partial^2 \phi}{\partial \eta^2} + \frac{1}{\eta} \frac{\partial \phi}{\partial \eta} + \frac{\phi^2}{\eta} - B \phi \right) \right],
\]

where $\epsilon$ is the ratio of the van der Waals length to the size of the drop, $\epsilon = \epsilon_0 F/G^2$, which is assumed to be very small compared with unity, with $\epsilon_0 = a R_0 / H_0^3$, being its value at time $t = 0$. $B = \rho g R^2 / \sigma$ corresponds to the Bond number, which relates the gravity to the surface tension forces. Here, $B = B_0 F^2$, with $B_0$ being the corresponding value at time $t = 0$. In nondimensional form, the radial averaged velocity is then

\[
K_r = \frac{3 \mu}{F H_0 G} \frac{R_0 F}{dF/d\tau} \frac{\phi}{\phi} \frac{\partial}{\partial \eta} \left( \frac{\partial^2 \phi}{\partial \eta^2} + \frac{1}{\eta} \frac{\partial \phi}{\partial \eta} - B \phi \right).
\]

At the macroscopic edge of the drop, the nondimensional radial velocity $K = K_f$ therefore

\[
K = \left( \frac{F}{G} \right)^3 \frac{dF}{d\tau} \lim_{\eta \to 1} \left[ \phi^3 \frac{\partial}{\partial \eta} \left( \frac{\partial^2 \phi}{\partial \eta^2} + \frac{1}{\eta} \frac{\partial \phi}{\partial \eta} - B \phi \right) \right],
\]

where $K$ is related to the usual capillary number by $K = 3 \epsilon_0 (R_0 / H_0)^3$, with $\epsilon_0 = v \mu / \sigma$. The total volume of the drop that remains invariant during the spreading process is written as

\[
V = 2 \pi R_0^2 H_0 F^2 G \quad \text{with} \quad I = \int_0^1 \phi \eta d\eta.
\]

To solve Eq. (4) with the corresponding boundary and initial conditions, we divide the problem in a macroscopic problem (where the effect of the van der Waals forces can be neglected), $\phi = \phi(\eta)$, from the overall volume conservation (7) it follows that $F^2 G = 1$ and $V = 2 \pi R_0^2 H_0 I$. In this case, the macroscopic equation (4) reduces to

\[
\frac{1}{\eta} \frac{d}{d\eta} \left[ \eta \phi^3 \frac{d}{d\eta} \left( \frac{d^2 \phi}{d \eta^2} + \frac{1}{\eta} \frac{d \phi}{d \eta} - B \phi \right) \right] - \left( 2 \phi + \eta \frac{d \phi}{d \eta} \right) = 0,
\]

(8)

to be solved with the boundary conditions

\[
\phi(1) = 0, \quad \phi(0) = \frac{d \phi}{d \eta} \bigg|_{\eta = 0} = \frac{d^3 \phi}{d \eta^3} \bigg|_{\eta = 0} = 0.
\]

A first integration of Eq. (8) gives

\[
\phi^2 \frac{d}{d \eta} \left( \frac{d^2 \phi}{d \eta^2} + \frac{1}{\eta} \frac{d \phi}{d \eta} - B \phi \right)
\]

\[
= K \frac{1}{\eta \phi} \int_0^\eta \left( 2 \phi + s \frac{d \phi}{d s} \right) ds = K \eta,
\]

(10)

to be solved with the first three boundary conditions in Eq. (9). From Eq. (5) it follows that the averaged radial velocity related to its value at the edge drop increases linearly with the radial coordinate, $K_r = K \eta$. There is a family of solutions for any value of $K(B, \epsilon)$. However, there is only one value of
that satisfies the additional boundary condition arising from matching with the inner solution of the precursor region. This in fact represents a well posed eigenvalue problem.

B. Inner or precursor region [(1 − η)−ε]

At the edge of the drop, where ϕ is of order ε, there is a very thin region with (1 − η)−ε, where the nonretarded van der Waals forces cannot be neglected. We introduce for this region the following inner variables of order unity:

\[ y = \frac{K^{1/3} \phi}{3^{1/2} \varepsilon} \quad \text{and} \quad x = \frac{K^{2/3} (\eta - 1)}{3^{1/2} \varepsilon}. \] (11)

The inner equation takes the universal form

\[ y'' - \frac{y'}{y^2} - 1 = 0. \] (12)

Here \( y' = dy/dx \). Matching requires that [1]

\[ y \to -x \left[ 3 \ln(-x) \right]^{1/3} \quad \text{for} \quad x \to -\infty, \] (13)

in order to assure that in the precursor film \( y \to 0 \) as \( x \to \infty \). In terms of the outer variables, this matching condition transforms to

\[ \phi \sim K^{1/3} (1 - \eta) \left[ 3 \ln \left( \frac{K^{2/3} (1 - \eta)}{\sqrt{3} \varepsilon} \right) \right]^{1/3} \]

for \( 1 \gg (1 - \eta) \gg \varepsilon \). (14)

III. RESULTS

Due to the appropriate matching condition, Eq. (14), we note that the eigenvalue \( K \) depends on \( \varepsilon \) and \( B \) and is therefore a function of time, because the thickness of the drop related to the van der Waals length decreases with time. However, this relationship is weak as we show below. We transform Eq. (10) to a parameter-free nonlinear equation given by

\[ \phi^2 \frac{d}{d\xi} \left( \frac{d^2 \phi}{d\xi^2} + \frac{1}{\xi} \frac{d\phi}{d\xi} - B^* \phi \right) = \zeta, \] (15)

where \( \zeta = K^{1/4} \eta \) and \( B^* \) is a reduced Bond number given by \( B^* = B/K^{1/2} \). The boundary conditions now take the form

\[ \phi(K^{1/4}) \to 0, \quad \phi(0) - 1 = \frac{d\phi}{d\xi} \bigg|_0 = 0 \] (16)

together with the matching condition (14). We integrate numerically Eqs. (15) and (16) using a fourth-order Runge-Kutta equation with an initial guess of \( d^2 \phi/d\xi^2 \) until the matching condition is fulfilled. Instead of using matching condition (14), we continued the numerical integration into the inner region given by Eq. (12), as the macroscopic value of \( \phi \) reached 100\varepsilon. The appropriate solution is obtained as we get the final condition in the precursor film, \( y \to 0 \) for \( x \)

→∞. We used a step size of \( \Delta \eta = 10^{-10} \) for the macroscopic region and \( \Delta x = 10^{-3} \) for the inner region.

Figure 1 shows the eigenvalue or reduced capillary number \( K \), as a function of \( \varepsilon \), for three different values of the reduced Bond number \( B^* \). Note the very weak dependence with \( \varepsilon \), doubling the value of \( K \) in four decades in \( \varepsilon \). Due to the fact that \( \varepsilon = \varepsilon_0 F^2(\tau) \) and \( B = B_0 F^2 \), then \( K \) is also a function of time. The lower curve, represented by solid squares, corresponds to the case of a spreading hanging drop with \( B^* = -5 \), while the upper curve, represented by solid triangles, corresponds to the case of \( B^* = 5 \). The middle curve neglects the effect of gravity. In this figure it is shown how gravity enhances the spreading rate over a solid. Figure 2 shows the volume integral \( I \) as a function of \( \varepsilon \), obtained numerically. For \( B = 0 \), we can see that \( I \) is almost a constant, changing only in the third digit as \( \varepsilon \) changes in four decades. The value of \( I \) is very close to 0.25, which represents the shape of a spherical cap. A similar behavior for \( B^* \neq 0 \) is obtained. Therefore, in both cases, it shows that \( \phi \) depends mainly on \( \eta \) with \( \partial\phi/\partial\tau \to 0 \), thus justifying a quasisteady self-similar solution to the macroscopic Eq. (8) by neglecting \( \partial\phi/\partial\tau \) in Eq. (4). For \( B^* < 1 \), we use the fact that \( \phi \) can be written by the spherical cap shape plus a small perturbation in the form [20].

FIG. 1. Eigenvalue \( K \) as a function of \( \varepsilon \) for three different values of the reduced Bond numbers \( B^* \).

FIG. 2. Integral \( I \) as a function of \( \varepsilon \) for three different values of \( B^* \), using the numerical approach (solid symbols) and the approximation given by Eq. (20). The spherical cap solution is also plotted for comparison.
\( \phi \sim 1 - \eta^2 + Kg_1(\eta) + B^* g_2(K, \eta) + \cdots, \) (17)

with \( g_2 \sim 1 \) and \( g_1 \ll 1, \) but \( |d^m g_1 / d \eta^m| \) for \( m \geq 1, \) could have values very large compared with unity. Here, \( g_i(\eta) \) vanishes at \( \eta = 0 \) and \( \eta = 1. \) Neglecting the effect of \( g_i(\eta) \) in \( \phi^2 \) in Eq. (10), we obtain a very good approximative solution for \( g_i \), as

\[
g_1 = -\frac{1}{4} \int_0^1 \eta \ln(1 - s^2) ds + \frac{\pi^2}{12} \eta^2, \tag{18}
\]

\[
g_2 = \frac{\eta^2}{4} - 4K \left[ 0.00905 - \frac{\pi^2}{768} \left( 1 - \frac{\eta^2}{4} \right) \right] - \frac{K}{4} L(\eta), \tag{19}
\]

with

\[
L(\eta) = \int_0^1 \eta \left[ \int_0^u \left( \int_0^s \ln(1 - \eta^2) ds \right) dw \right] du.
\]

However, with this approximation we are still unable to obtain in closed form the appropriate matching condition with the inner region, because we cannot neglect the effect of \( g_1^2 \) close to the edge of the drop. Close to \( \eta \to 1, \) \( 1 - \eta^2 \) \( \sim 2(1 - \eta), \) while \( g_1 \sim (1 - \eta) \ln(1 - \eta). \) Nevertheless, we can extract useful information within this approximation. For \( B = 0, \) the integral \( I \) can be solved in closed form as

\[
I = \int_0^1 \phi \eta d \eta = 0.25 - 0.01109K, \tag{20}
\]

which is also plotted in Fig. 2. This approximation for \( \phi, \) given by Eqs. (17) and (18), also shows the existence of an inflection point close to the edge of the drop, where the second derivative of \( \phi \) vanishes. Although \( \phi \) does not change appreciably with time, the gradients change in a very important way with \( \varepsilon. \) Figure 3 shows the drop shape for \( \varepsilon = 10^{-10}. \) For \( B = 0, \) it is impossible to note any difference for the drop shape for any other value of \( \varepsilon \) or that obtained using Eq. (17). The influence of gravity is weak regarding the drop shape. Figure 4 shows the gradients \( d \phi / d \eta \) for the macroscopic region, as a function of \( \varepsilon. \) This value is given at the inflection point and also close to the wall, indicating the existence of two different macroscopic apparent contact angles. Figure 4(a) shows these gradients for the case of vanishing gravity. The solution for the gradient of \( \phi \) at the inflection point obtained from Eq. (17) is also plotted in this figure, showing a high accuracy of this approximation. The macroscopic angle at the inflection point decreases with \( \varepsilon, \) while the angle close to the wall increases. This shows that the inflection point moves closer to the wall as \( \varepsilon \) increases. For \( B^* = 5, \) Fig. 4(b) shows that for increasing values of \( \varepsilon, \) the corresponding gradients at the inflection point decrease. This behavior is the opposite to the case with negative values of \( B^*. \) In all cases, the inflection point moves closer to the wall as \( \varepsilon \) increases. For the axisymmetric geometry, our results are different from that obtained using the matching condition at the inflection point.

We write the dependence of \( K \) on \( \varepsilon \) and \( B \) as \( K = K_0 F^5 \Gamma(B_0 F^2), \) with \( K_0 = K(\varepsilon_0, B_0) \) and \( \Gamma(1) = 1. \) Introducing the following variables,

\[
\Psi = F^5 \quad \text{and} \quad \xi = 10K_0 \tau, \tag{21}
\]

the nondimensional evolution equation for the drop radius takes the form
to be solved with the initial condition $\Psi(0) = 1$. Figure 5(a) shows $\Omega$ as a function of $\Psi$ for two different values of $\varepsilon_0$. In all cases a good correlation of the form $\Omega \approx 1 + b \ln \Psi + c \ln^2 \Psi$ can be constructed. For $\varepsilon_0 = 10^{-10}$, we obtained $b = 0.01991$ and $c = 0.008121$. Figure 5(b) shows similarly $\Gamma$ as a function of $\Psi$ also for two different values of $\varepsilon_0$. Surprisingly there is not a big difference between both curves, which can be very well correlated by $\Gamma \approx 1 + B_0 \Psi^{2/5}$, for all values of $\varepsilon$. In our case $a = 0.17$. For comparison with previous results, for $B = 0$, Eq. (22) can be readily numerically solved, showing the results in Fig. 6. The well known solution, considering a constant $\varepsilon$, $\Psi = (1 + \xi)^{1/2}$, is also plotted, showing a small but noticeable discrepancy as $\xi$ increases. For $\xi \to \infty$, the asymptotic solution gives $\Psi \sim \xi^n$ with $n$ plotted in Fig. 7. In physical units, the asymptotic behavior of the drop radius is given by

$$R(t) \sim R_0 \left[ \frac{10\sigma V^3 K_0}{3\mu(2\pi(0.25 - 0.01109K_0))^{3/5}} \right] t^{1/5}$$

for $t \to \infty$. (23)

When including the effect of gravity, the asymptotic behavior of $\Psi$, for large values of nondimensional time $\xi$, is given by solving numerically the integral

$$\frac{d\Psi^2}{d\xi} = \Omega(\Psi) \Gamma(\Psi),$$

(22)

to be solved with the initial condition $\Psi(0) = 1$. The solution can be readily obtained by

$$\xi = \frac{5}{B_0^3} \left\{ \ln \left( \frac{1 + B_0 \Psi^{2/5}}{1 + B_0} \right) - \frac{B_0^2}{2} (\Psi^{4/5} - 1) - \frac{B_0^3}{3} (\Psi^{6/5} - 1) + \frac{B_0^4}{4} (\Psi^{8/5} - 1) \right\}.$$

(25)

The transition from surface tension induced spread to gravity induced spread can be obtained by solving numerically Eq. (22). However, this transition can be well visualized by assuming a constant $\varepsilon$ in the spreading process. In this case, Eq. (22) reduces to

$$\frac{d\Psi^2}{d\xi} = 1 + 0.17B_0 \Psi^{2/5},$$

(24)

FIG. 5. (a) $\Omega$ as a function of $\Psi = \varepsilon/\varepsilon_0$ for two different values of $\varepsilon_0$. (b) $\Gamma$ as a function of $B$ for two different values of $\varepsilon_0$.

FIG. 6. Numerical solution of the drop shape evolution given by Eq. (22) for $\varepsilon_0 = 10^{-10}$. The simple solution obtained by considering that $\varepsilon = \varepsilon_0 = \text{const}, \Psi = \sqrt{1 + \xi}$ is also plotted.

$$\int \frac{\Psi^{3/5} ds}{\ln^2(s)} \sim B_0 \xi$$

for $\xi \to \infty$.

FIG. 7. Evolution of the exponent $n$ from the numerical solution to Eq. (22) for $\varepsilon_0 = 10^{-10}$. 

where \( \tilde{B}_0 \) is a reduced Bond number \( \tilde{B}_0 = 0.17B_0 \). In the limit of \( \tilde{B}_0 \rightarrow 0 \) and \( \Psi \sim 1 \), the asymptotic solution gives

\[
\xi \sim \frac{5}{\tilde{B}_0^5} \left( \tilde{B}_0^5 \left( \Psi^{105} - 1 \right) \right) \quad \text{or} \quad \Psi \sim \sqrt{1 + \xi},
\]

(26)

which represents the classical solution for the surface tension induced spread. However, for values of \( \Psi \gg \tilde{B}_0^{-5/2} \), the asymptotic solution is found to be

\[
\xi \sim \frac{5}{\tilde{B}_0^4} \left( \tilde{B}_0^4 \Psi^{85} \right) \quad \text{or} \quad \Psi \sim \left( \frac{4\tilde{B}_0}{5\xi} \right)^{5/8},
\]

(27)

which is the well known behavior of gravity induced spread \((F \sim \tau^{1/8})\). One possible criterion for the transition could be the second term at the right-hand side of Eq. (24) be of order unity, that is, \( \Psi \sim (1/0.17B_0)^{5/2} \). This would correspond to an actual Bond number of \( B = B_0\Psi^{2.5} = 5.8824 \). However, due to the very low exponent of \( \Psi, 2.5 \), the influence of gravity is felt long before. This means that the transition from surface tension induced spread to gravity induced spread is not sharp enough, as pointed out in [6]. A very simple criterion is then when \( B = B_0\Psi^{2.5} = 1 \) or \( \Psi \sim \tilde{B}_0^{-5/2} \), that is, when the radius of the drop equals the capillary length. Figure 8 shows the transition for the case of \( B_0 = 0.2 \). In this figure, the actual Bond number \( B = B_0F^2 \), which is the same as the ratio of the drop radius to the capillary length, is plotted as a function of the nondimensional time \( \xi \). The surface tension induced spread approximation given by Eq. (26) as well as the gravity induced spread asymptote, Eq. (27), are also plotted. Equation (26) gives a better approximation for values of \( B \leq 7 \), that is, after six decades in the time coordinate counted after reaching a linear profile in the log-log plot \((\xi \sim 10^3)\). Experimental results reported elsewhere [4,6] show the data for only three decades in time. Therefore, it is not possible to show the full transition from surface tension to gravity induced spread with the published data.

The quasisteady self-similar approach is also justified for small values compared with unity, of the ratio of the transit time, \( t = R/v \), to the evolution time, \( t_e = K_0/(dK/dt) \) or \( t_e = B_0/(dB/dt) \). Using the above results, these ratios can be written as

\[
\frac{t}{t_e} \sim \frac{b}{\Psi^2} \ll 1 \quad \text{or} \quad \frac{t}{t_e} \sim \frac{1}{\Psi^{8/5}} \ll 1.
\]

(28)

Therefore, in both cases the quasisteady behavior is fully satisfied due to the fact that \( \Psi > 1 \). Only at early times \( \Psi \sim 1 \) the quasisteady approximation fails.

It is also possible to obtain the constant of the Tanner’s law, \( C_T = \theta/C_{a10}^{1/3} \), which in our notation can be written as \( C_T = (3/\Psi)^{1/3} \). This law is rather universal and relates the local macroscopic contact angle with its velocity of a fluid interface, except for the constant, which must be obtained from the global problem. Due to the existence of two different macroscopic angles of the drop, we also plotted Tanner’s constant as a function of \( \varepsilon \), using both angles and given in Fig. 9. When using the macroscopic angle close to the wall we note that the Tanner’s constant does not change appreciably with \( \varepsilon \), and is very close to 3.0, for all values of \( B \). However, when using the macroscopic angle at the inflection point, it changes practically from 5.28 at \( \varepsilon = 10^{-10} \) to

\[
\frac{R}{(cm)} \quad t (s)
\]

(29)

FIG. 8. Transition from surface tension to gravity induced spread for an initial Bond number of \( B_0 = 0.2 \) as a function of the nondimensional time \( \xi \). The asymptotic approximations given by Eq. (26) and Eq. (27) are also plotted.

FIG. 9. Tanner’s constant \( C_T \) as a function of \( \varepsilon \) for different values of \( B^* \), obtained using the macroscopic angle at the inflection point (triangles) and the macroscopic angle close to the wall (circles).

FIG. 10. Temporal evolution of the drop radius of a spreading drop of oil.
3.39 at \( e = 10^{-4} \). The reported values are between the two curves, showing the difficulty associated with the measuring techniques of the appropriate macroscopic angle.

By way of illustration we computed the evolution Eq. (22) for a typical oil with the following data [21]: \( \rho \approx 841 \text{ kg/m}^3, \mu \approx 0.0225 \text{ kg/ms} \) and \( \sigma \approx 0.035 \text{ kg/s}^2 \). The initial volume of the drop is \( V = 0.024 \text{ cm}^3 \). Under these conditions, the initial Bond number is close to \( 1.45 \) and the initial radius of the drop is \( 0.248 \text{ cm} \). Figure 10 shows the numerical results for the drop radius as a function of time. For comparison we also plot the classical solution \( F = (1 + \xi)^{1/10} \) in physical units. We can see in this figure that the influence of gravity is extremely important for estimating the evolution process.

In this paper we obtained, using asymptotic techniques, the evolution equation for the spread of a small drop of a wetting fluid over a dry surface. Using the disparity of the spatial scales between the drop size and the van der Waals length, it is possible to reduce the problem by solving a quasisteady self-similar macroscopic problem and matched with the precursor region solution, where the van der Waals forces are important. A final nonlinear third-order ordinary differential equation has been solved numerically using shooting methods based on the fourth-order Runge-Kutta techniques. We obtained that the averaged film velocity increases linearly with the radial coordinate and the radius of the drop increases asymptotically with time in the form \( R \sim r^m \) with \( m \) slightly larger than \( 1/10 \) and changing very slowly with time.
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