TRIPLE JORDAN SYSTEMS AND INTEGRABLE MODELS OF MKDV-TYPE

I. P. SHESTAKOV AND V. V. SOKOLOV

Abstract. A one-to-one correspondence between triple Jordan systems and integrable multi-component models of the modified Korteweg–de Vries type is established.

1. Introduction.

One of the most remarkable observations by Sergey Svinolupov is the discovery of the fact that polynomial multi-component integrable equations are closely related to the well-known non-associative algebraic structures such as left-symmetric algebras, Jordan algebras, triple Jordan systems, etc. This connection allows to clarify the nature of known vector and matrix generalizations (see, for instance, [1, 2, 3]) of classical scalar integrable equations and to construct some new examples of this kind [4].

One of his results is related to integrable multi-component generalizations of the celebrated Korteweg-de Vries equation \( u_t = u_{xxx} + 6uu_x \). This equation was integrated by means of the inverse scattering method [5]. Several algebraic structures are associated with this equation. In particular, the KdV equation has infinitely many infinitesimal symmetries (or commuting flows). The existence of higher symmetries is a foundation stone of the symmetry approach to classification of integrable systems (see, for example, [6, 7, 8]).

In the paper [9] systems of form

\[
  u^i_t = u^i_{xxx} + \sum_{k,j} C^i_{jk} u^k_x u^j_x, \quad i, j, k = 1, \ldots, N
\]

have been considered. Let us associate with the system (1) the \( N \)-dimensional algebra \( \mathcal{A} \) with the structural constants \( C^i_{jk} \). Denote the product in \( \mathcal{A} \) by \( \circ \).

**Theorem 1.** [9]. Suppose that the algebra \( \mathcal{A} \) is commutative. Then system (1) has a polynomial symmetry of order \( m \geq 5 \) iff \( \mathcal{A} \) is a Jordan algebra.

The original proof of Theorem 1 was obtained by straightforward computations in terms of structural constants. It turns out that the computations can be performed in terms of algebraic operations, which define the equation and the symmetry. We demonstrate the corresponding technique in Section 2.

If we do not assume that the algebra \( \mathcal{A} \) is commutative, then a generalization of Theorem 1 is given by the following

**Theorem 2.** System (1) has a polynomial symmetry of order \( m \geq 5 \) iff
The identity

\((X \circ Y - Y \circ X) \circ Z = 0\)

holds in \(A\). In this case the vector space \(J = [A, A]\) is a double-side ideal in \(A\).

The quotient algebra \(A/J\) is a Jordan one.

We did not find this result in Svinolupov’s papers.

In \([10]\) systems of form

\[
 u_i^t = u_{xxx}^i + \sum_{j,k,m} B_{jkm}^i u_j^i u_k^m, \quad i, j, k = 1, \ldots, N
\]

were considered. They are multi-component generalizations of the modified KdV equation

\[
 u_t = u_{xxx} + 6u^2 u_x, \quad u = u(x, t).
\]

Equation (3) is known to be integrable. In particular, it has infinitely many infinitesimal symmetries.

There exists the following integrable matrix generalization

\[
 U_i = U_3 + 3U^2 U_1 + 3U_1 U^2
\]

of equation (3). Here \(U(x, t)\) is a matrix of arbitrary size \(m \times m\). Written in terms of components of the matrix \(U\), this system belongs to the class of systems of form (2). For system (1) we have \(N = m^2\).

The main observation made by Svinolupov is that for any triple Jordan system with the structural constants \(B_{jkm}^i\) the corresponding system (2) has infinitesimal symmetries. This statement was not proved in [10]. For other relations between integrable models and triple Jordan systems see [11].

In the next section we prove Svinolupov’s statement. As our main result, we also formulate and prove a converse assertion: if a system (2) has symmetries, then

\[
 B_{jkm}^i = S_{jmn}^i + S_{mjk}^i,
\]

where \(S_{jkm}^i\) are structural constants of a triple Jordan system.

The class of systems (2) is invariant with respect to the group of linear transformations of the variables \(u^1, \ldots, u^N\). A system (2) is called reducible if it can be reduced to a system of the form

\[
 \left\{ \begin{array}{l}
 u_i^t = u_{xxx}^i + \sum_{j,k,m} B_{jkm}^i u_j^i u_k^m, \quad j, k, m, i = 1, \ldots, l, \\
 u_i^t = u_{xxx}^i + \sum_{j,k,m} B_{jkm}^i u_j^i u_k^m, \quad j, k, m = 1, \ldots, N, \quad i = l + 1, \ldots, N.
\end{array} \right.
\]

In other words, a system is reducible if it has a subsystem of the same form but of lower dimension. In Section 2 we prove (cf. [10]) that a system (2) is irreducible iff the corresponding Jordan triple system is simple. A similar statement for systems of form (1) was proved in [9].
2. MKdV type systems.

The modified Korteweg-de Vries equation (3) is one of the most celebrated equations solved by the inverse scattering method. This equation possesses infinitely many higher (infinitesimal) symmetries of odd orders.

A higher (or generalized) infinitesimal symmetry of evolution equation of the form

\[ u_t = F(u, u_x, u_{xx}, \ldots, u_n), \quad u_i = \frac{\partial^i u}{\partial x^i}, \]

is an evolution equation

\[ u_\tau = G(u, u_x, u_{xx}, \ldots, u_m), \quad m > 1, \]

which is compatible with (6). Compatibility means that

\[ \frac{\partial}{\partial t} \frac{\partial u}{\partial \tau} = \frac{\partial}{\partial \tau} \frac{\partial u}{\partial t}, \]

where the partial derivatives are calculated in virtue of (6) and (7). For rigorous definition consider the ring \( \mathcal{F} \) of polynomials that depend on a finite number of independent variables \( u, u_1, u_2, \ldots \). As usual in differential algebra, we have a principle derivation

\[ D \overset{def}{=} \sum_{i=0}^{\infty} u_{i+1} \frac{\partial}{\partial u_i}, \]

which generates all independent variables \( u_i \) starting from \( u_0 = u \). We associate with equation (6) the infinite-dimensional vector field

\[ D_F = \sum_{i=0}^{\infty} D^i(F) \frac{\partial}{\partial u_i}, \]

This vector field commutes with \( D \). We call vector fields of form (10) evolutionary. The set of all evolutionary vector fields is a Lie algebra over \( \mathbb{C} \). By definition, the compatibility of (6) and (7) means that the vector fields \( D_F \) and \( D_G \) commute.

Equation (6), where \( F \) is a polynomial, is said to be \( \lambda \)-homogeneous of order \( \mu \) if it admits the one-parameter group of scaling symmetries

\[ (x, t, u) \mapsto (\varepsilon^{-1} x, \varepsilon^{-\mu} t, \varepsilon^\lambda u). \]

For \( N \)-component systems with unknowns \( u^1, \ldots, u^N \) the corresponding scaling group has a similar form

\[ (x, t, u^1, \ldots, u^N) \mapsto (\varepsilon^{-1} x, \varepsilon^{-\mu} t, \varepsilon^\lambda u^1, \ldots, \varepsilon^\lambda N u^N). \]

Equation (3) is homogeneous with \( \mu = 3, \lambda = 1 \) and its simplest symmetry

\[ u_\tau = u_5 + 10u^2 u_3 + 40uu_1u_2 + 10u_1^3 + 30u_1^4 \]

is homogeneous with \( \mu = 5, \lambda = 1 \). Equations (3) and (12) are also invariant with respect to the discrete involution \( u \rightarrow -u \). It was proved in [13] that if a \( \lambda \)-homogeneous third order scalar equation with \( \lambda \neq 0 \) has infinitely many symmetries, then it has a symmetry of fifth order.
Let $B$ be a triple system with basis $e_1, \ldots, e_N$, such that
\[ \{e_j, e_m, e_k\} = \sum_i B^i_{jkm} e_i. \]
If $U = \sum_k u^k e_k$, then the algebraic form of the system (2) is given by
\[ (13) \quad U_t = U_{xxx} + 3B(U, U_x, U). \]
Triple systems $B(X, Y, Z)$ such that $B(X, Y, Z) = B(Z, Y, X)$ are in one-to-one correspondence with systems of type (2). Actually, a triple system $B$ is defined up to a constant factor, which corresponds to the scaling $U \rightarrow \text{const} U$.

Recall that a subspace $I$ of a triple system $B$ is called an ideal if \( \{I, B, B\} + \{B, I, B\} + \{B, B, I\} \subseteq I \).

**Lemma 2.1.** A system of form (2) is reducible if and only if the corresponding triple system $B(X, Y, Z)$ has a non-trivial ideal $I$. In this case an independent subsystem corresponds to the quotient-system $B/I$.

**Proof.** Assume first that a system $B$ may be reduced to form (5). Let $I$ be the subspace spanned by $e_{l+1}, \ldots, e_N$. If at least one of the indices $j, k, m$ is more than $l$ then $B^i_{jkm} = 0$ for all $i < l$ and \( \{e_j, e_k, e_m\} \in I \), which proves that $I$ is an ideal of $B$.

Conversely, assume that $B$ has an ideal $I$. Choose in $B$ a basis $e_1, \ldots, e_l, e_{l+1}, \ldots, e_N$ such that the last $N-l$ elements form a basis of $I$. Let us write $U = \sum_{i=1}^{N} u^i e_i$, in the form $U = V + W$, where $V = \sum_{i=1}^{l} u^i e_i$ and $W = \sum_{i=l+1}^{N} u^i e_i$. Then $W \in I$ and we have
\[ U_t = U_{xxx} + B(U, U_x, U) = V_{xxx} + B(V, V_x, V) \]
\[ + \quad W_{xxx} + B(W, V_x + W_x, V + W) + B(V, W_x, V + W) + B(V, V_x, W). \]
We have $B(V, V_x, V) = B(V, V_x, V)|_V + B(V, V_x, V)|_W$, where $B(V, V_x, V)|_V \in V$, $B(V, V_x, V)|_W \in W$. Now our system is reduced to the following subsystems of form (5):
\[ V_t = V_{xxx} + B(V, V_x, V)|_V, \]
\[ W_t = W_{xxx} + B(V, V_x, V)|_W \]
\[ + \quad B(W, V_x + W_x, V + W) + B(V, W_x, V + W) + B(V, V_x, W). \]
It is also clear that the independent subsystem $V$ corresponds to the quotient triple system $B/I$.

Therefore, irreducible systems correspond to simple triple systems $B(X, Y, Z)$.

Equations (13) are homogeneous under transformations (11) with $\mu = 3, \lambda = 1$ and invariant with respect to the discrete involution $U \rightarrow -U$. Without loss of generality we assume that all polynomial symmetries enjoy the same properties. Indeed, if (13) has a polynomial symmetry then any homogeneous component of its right hand side define a

\footnote{We put the coefficient 3 here and 5 below in (14) to avoid rational numbers in formulas for the symmetries.}
symmetry and we may consider only homogeneous symmetries. Similarly, both parts of a polynomial symmetry, symmetric and skew-symmetric under the involution $U \rightarrow -U$, are symmetries. That is why we assume that the symmetry does not contain terms of even degrees.

By analogy with the scalar case we are looking for a fifth order symmetry for (13). Under conditions described above such symmetry is given by

\[ U_{\tau} = U_5 + 5B_1(U, U, U_3) + 5B_2(U, U_1, U_2) + 5B_3(U_1, U_1, U_1) + 5C(U, U, U, U, U_1), \]

where $B_i$ are some triple systems and $C$ is a 5-system.

In [10] the following statement was formulated:

**Theorem 3.** For any triple Jordan system \{·, ·, ·\} equation (13), where $B(X, Y, X) = \{X, X, Y\}$, has a fifth order symmetry of form (14).

The original (unpublished) proof of Theorem 3 was obtained by straightforward computations in terms of structural constants of the operations $B, B_1, B_2, B_3$ and $C$. It turns out that the computations can be performed in terms of these algebraic operations and identities, which relate them. This drastically simplifies the proof.

In this section we prove a bit stronger statement.

**Theorem 4.** Equation (13) has a fifth order symmetry of form (14) iff

\[ B(X, Y, Z) = \{X, Z, Y\} + \{Z, X, Y\}, \]

where \{·, ·, ·\} is a triple Jordan system.

**Proof.** The compatibility condition

\[ 0 = (U_t)_{\tau} - (U_{\tau})_t = P(U, U_1, ..., U_5) \]

of (13) and (14) leads to a differential polynomial $P$ that should be identically zero. After the scaling $U_i \mapsto z_i U_i$ in $F$ all coefficients of different monomials in $z_0, ..., z_5$ have to be identically equal to zero. Equating the coefficient of $z_0 z_1 z_5$ to zero, we find that

\[ B_1(X, X, Y) = B(X, Y, X). \]

The coefficient of $z_0 z_2 z_4$ leads to

\[ B_2(X, Y, Z) = 2B(X, Y, Z) + 2B(X, Z, Y). \]

All other terms containing $z_3$ and $z_4$ disappear by virtue of (17) and (18). Comparing the coefficients of $z_1 z_2 z_3$, we obtain

\[ B_3(X, X, X) = B(X, X, X), \]

while the coefficients of $z_3 z_1 z_0^3$ give rise to

\[ C(X, X, X, X, Y) = B(X, B(X, Y, X), X) + \frac{1}{2} B(X, Y, B(X, X, X)). \]
Thus the symmetry \([14]\) is expressed in terms of the triple system \(B\). All fifth order identities \(I_i = 0, i = 1, 2, 3, 4\) for the triple system \(B\) come from the coefficients of \(z_0^3z_1z_3, z_0^3z_2^2, z_0^2z_1^2z_2\) and \(z_0z_1^4\). Here

\[
I_1(X, Y, Z) = 2B(X, Z, B(X, X, Y)) - 3B(X, Z, B(X, Y, X)) + B(Y, Z, B(X, X, X)),
\]

\[
I_2(X, Y) = 2B(X, Y, B(X, X, Y)) - 3B(X, Y, B(X, Y, X)) + B(Y, Y, B(X, X, X)),
\]

\[
I_3(X, Y, Z) = 2B(X, Y, B(X, Y, Z)) - 6B(X, Y, B(X, Z, Y)) + 2B(X, Y, B(Y, X, Z)) - 4B(X, Z, B(X, Y, Y)) + 2B(X, Z, B(Y, X, Y)) - 2B(X, B(Y, Z, Y), X) + 2B(Y, Y, B(X, X, Z)) - 3B(Y, Y, B(X, Z, X)) + 4B(Y, Z, B(X, X, Y)) - 2B(Y, Z, B(X, Y, X)) + 4B(Y, B(X, Y, X), Z) + 2B(Y, B(X, Z, X), Y) + 2B(Z, Y, B(X, X, Y)) - 3B(Z, Y, B(X, X, X)),
\]

and

\[
I_4(X, Y) = B(X, Y, B(Y, Y, Y)) + 2B(Y, Y, B(X, Y, Y)) - B(Y, Y, B(Y, X, Y)) - 2B(Y, B(X, Y, Y), Y).
\]

It is clear that \(I_2(X, Y) = I_1(X, Y, Y)\). Using the method of undetermined coefficients, we will show that the identity \(I_4 = 0\) is a consequence of the identities \(I_2 = 0\) and \(I_3 = 0\). First, introduce the polarizations of these identities. Let

- \(J_2(X, Y, Z, U, V)\) be the coefficient of \(k_1k_2k_3\) in \(I_2(k_1X + k_2U + k_3V, Y, Z)\);
- \(J_3(X, Y, Z, U, V)\) be the coefficient of \(k_1k_2k_3k_4\) in \(I_3(k_1X + k_2U, k_3Y + k_4V, Z)\);
- \(J_4(X, Y, Z, U, V)\) be the coefficient of \(k_1k_2k_3k_4\) in \(I_4(X, k_1Y + k_2Z + k_3U + k_4V)\).

Consider the following expression

\[
Z = J_4(X, Y, Z, U, V) - \sum_{\sigma \in S_5} b_\sigma J_2\left(\sigma(X), \sigma(Y), \sigma(Z), \sigma(U), \sigma(V)\right) - \sum_{\sigma \in S_5} c_\sigma J_3\left(\sigma(X), \sigma(Y), \sigma(Z), \sigma(U), \sigma(V)\right),
\]

where \(\sigma\) is a permutation of the set \(\{X, Y, Z, U, V\}\). To take into account the identity \(B(X, Y, Z) = B(Z, Y, X)\), we fix the ordering

\[
U < V < X < Y < Z < B(\cdot, \cdot, \cdot)
\]

and replace all expressions of the form \(B(P, Q, R)\) by \(B(R, Q, P)\) if \(P > R\). After that, equating the coefficients of similar terms in the relation \(Z = 0\), we obtain an overdetermined
system of linear equations for the coefficients $b_{\sigma}$ and $c_{\sigma}$. Solving this system, we find that

$$J_4(X, Y, Z, U, V) =$$

$$= \frac{1}{6} \left( J_2(U, X, V, Y, Z) + J_2(U, X, Y, V, Z) + J_2(U, X, Z, V, Y) + J_2(V, X, U, Y, Z) \right.$$

$$- J_3(U, V, X, Y, Z) - J_3(U, V, X, Z, Y) - J_3(U, V, Y, X, Z) - J_3(U, V, Z, X, Y)$$

$$- J_3(U, Y, V, X, Z) - J_3(U, Y, X, V, Z) - J_3(V, U, X, Y, Z) - J_3(V, U, X, Z, Y)$$

$$- J_3(V, U, Y, X, Z) - J_3(V, U, Y, Z, X) - J_3(V, U, Z, X, Y) - J_3(V, U, Z, Y, X)$$

$$- J_3(V, U, Z, X, Y) - J_3(V, U, Z, Y, X) - J_3(V, U, Y, Z, X) - J_3(V, U, Y, Z, Y)$$

$$- J_3(V, U, Y, Z, X) - J_3(V, U, Z, X, Y) - J_3(V, U, Z, Y, X) - J_3(V, U, Z, Y, Y) \right).$$

Consider a triple system

$$\{X, Y, Z\} = \frac{1}{2} \left( B(Y, Z, X) + B(Y, X, Z) - B(X, Y, Z) \right).$$

It is easy to verify that

$$B(X, Y, Z) = \{X, Z, Y\} + \{Z, X, Y\}.$$}

Let us prove that the identities $J_2 = J_3 = 0$ are equivalent to the fact that the triple system $\{X, Y, Z\}$ is Jordan, that is, satisfies the identity

$$\{X, Y, \{U, V, Z\}\} - \{\{X, Y, U\}, V, Z\} - \{U, V, \{X, Y, Z\}\} + \{U, \{Y, X, V\}, Z\} = 0.$$}

Let us rewrite the left side of this identity in terms of the triple system $B$ by means of (21) and denote the result by $J$. By the same method of undetermined coefficients we verified that the identity $J = 0$ follows from $J_2 = J_3 = 0$ and vice versa, each of the identities $J_2$ and $J_3 = 0$ follows from $J = 0$. For example,

$$J_2(X, Y, Z, U, V) = -J(U, X, V, Z, Y) + J(U, X, Y, Z, V) - J(U, Y, X, Z, V) +$$

$$J(V, X, Y, Z, U) - J(V, Y, U, Z, X) - J(Y, V, X, Z, U) -$$

$$J(X, U, V, Z, Y) + J(X, U, Y, Z, V) - J(X, V, U, Z, Y) +$$

$$J(Y, U, V, Z, X) + J(Y, V, U, Z, X) + J(Y, V, X, Z, U).$$

The formulas, which express $J_3$ through $J$ and $J$ through $J_2, J_3$, are more complicated.

Besides the above fifth order identities there exist two identities of order 7. The coefficient of $z_0^5z_2^2$ in the polynomial $P$ yields

$$B(X, B(X, Y, X), B(X, X, X)) - B(X, B(X, Y, B(X, X, X)), X) = 0$$

while the coefficient of $z_0^5z_1^2$ leads to
\[ 2B[X, Y, B[X, X, B[X, Y, X]]] - 2B[X, Y, B[X, Y, B[X, X, X]]] - 3B[X, Y, B[X, B[X, Y, X], X]] + 4B[X, B[X, Y, X], B[X, Y, X]] + 2B[X, B[X, Y, B[X, X, X], X]] - 2B[X, B[X, Y, B[X, Y, X], Y], X] + 3B[X, B[X, Y, B[X, Y, X]], X] - 4B[X, B[X, B[X, Y, X], Y], X] - B[X, B[Y, Y, B[X, X, X], X]] + B[B[X, X, X], Y, B[X, Y, X]] = 0. \]

Using the method of undetermined coefficients, one can check that both identities follow from \( J = 0 \). Thus we verified that all identities, which are produced by the compatibility condition (16) are equivalent to (17)-(20) and \( J = 0 \). \( \square \)

**Remark 2.2.** Since equation (13) is expressed via \( B(X, Y, X) \), it follows from (22) that all equations that have the fifth order symmetry are described by Theorem 3.

Formulas (21), (22) show that the triple system \( B(X, Y, Z) \) is simple if and only if the corresponding Jordan triple system \( \{X, Y, Z\} \) is simple. According to the classification of simple Jordan triple systems (see, for example, [12]), we may now give the following examples of irreducible integrable vector mKdV systems admitting fifth order symmetries:

1. The triple Jordan system defined on the set of all \( m \times m \) matrices by the operation
   \[ \{X, Y, Z\} = XYZ + ZYX \]
   gives the matrix mKdV equation (4).

2. Let \( V = \mathbb{R}^n \) be a Euclidean vector space with the scalar product \((x, y)\). The triple Jordan product on \( V \) defined by
   \[ \{x, y, z\} = (x, y)z + (z, y)x - (x, z)y \]
   gives a the mKdV system
   \[ u_t = u_{xxx} + 3(u, u)u_x. \]

3. The space of rectangular \( m \times n \) matrices \( M_{m,n}(\mathbb{R}) \) with the Jordan product \( \{X, Y, Z\} = XY^tZ + ZY^tX \) defines a mKdV system
   \[ U_t = U_{xxx} + 3(UU^tU_x + U_xU^tU). \]

4. The spaces of symmetric (skew-symmetric) \( m \times m \) matrices are closed with respect to the triple Jordan matrix product in (1) and define mKdV systems of dimensions \( m(m + 1)/2, m(m - 1)/2 \), respectively.

   Similarly, the subspaces of Hermitian and skew-Hermitian \( 2m \times 2m \) matrices with respect to the symplectic involution define mKdV systems of dimensions \( m(2m - 1) \) and \( 2m(m - 1) \) respectively.

5. The space of \( 1 \times 2 \) matrices \( M_{1,2}(\mathbb{O}) \) over the algebra of octonions \( \mathbb{O} \) with the triple Jordan product \( \{X, Y, Z\} = (XY^t)Z + (ZY^t)X \) defines a 16-dimensional mKdV system.
The 27-dimensional exceptional simple Jordan algebra \( H(\mathbb{O}_3) \) of \( 3 \times 3 \) hermitian matrices over octonions (the Albert algebra) defines a 27-dimensional mKdV system with respect to the triple Jordan product
\[
\{X, Y, Z\} = (X \cdot Y) \cdot Z + (Z \cdot Y) \cdot X - (X \cdot Z) \cdot Y,
\]
where \( X \cdot Y = \frac{1}{2}(XY + YX) \).
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