Modeling Deterministic Equations in Discrete Bayesian Networks by Credal Networks
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Abstract. We focus on the problem of embedding deterministic equations in discrete Bayesian networks. This is typically achieved by a discretization of both input and output variables and a degenerate quantification of the corresponding conditional probability table. We note that, generally speaking, this approach based on the classical Bayesian theory of probability cannot properly take into account the information loss induced by the discretization. Consequently, we propose a conservative modeling of such epistemic uncertainty by means of credal sets, i.e., sets of probability mass functions. This approach transforms the original Bayesian network in a credal network, returning interval-valued inferences, that are robust with respect to the discretization. Procedures for optimal discretization in this setup are discussed. The proposed method can be used for both developing knowledge-based expert systems as well as machine learning based on probabilistic graphical models.

1. Introduction
Bayesian networks [1] are popular probabilistic graphical models often used in AI for both machine learning and the implementation of knowledge-based decision-support systems. Originally designed for discrete variable only [2], Bayesian networks have been extended to continuous variables [3]. Yet, when coping with knowledge-based models, continuous variables are often discretized in order to simplify the elicitation of the probabilities from the experts [4]. Even in machine learning tasks based on Bayesian networks, discretization can provide more accurate inferences [5]. This might be an issue if the Bayesian network embeds any kind of deterministic knowledge in the form of equations over some of its variables. The typical approach consists in discretizing the variables involved in the equation and providing a degenerate (i.e., one for a state, zero for all the other ones) quantification of the conditional probability mass functions. This reflects the fact that a specification of the input in the equation deterministically produces a single output with no uncertainty. Yet, this does not take into account the epistemic uncertainty induced by the discretization [6]. To do that, many authors advocate the need of non-classical approaches to uncertainty modeling such as fuzzy systems [7], evidence theory [6], and imprecise probabilities [8]. The goal of this paper is to discuss these ideas in the framework of Bayesian networks and adopt an imprecise-probability model in the form of a set of distributions, or credal set, to achieve that. We open the discussion with a motivating example.
2. A Motivating Example
The body mass index (BMI) $I$ of a person whose weight (in Kg) is $W$ and height (in m) is $H$ is defined as $I := W/H^2$. The two tables here below depict, respectively, eight canonical categories based on BMI ranges (left), and the categories for different height/weight combinations assuming measurements on ranges of 5 Kg for $W$ and .05 m for $H$ (right). Such discretization cannot distinguish between a person with $(W, H)$ equal to (89, 1.71) and another with (86, 1.74). Yet, the first is overweight (BMI $\simeq$ 28.4) and the second moderately obese (BMI $\simeq$ 30.4). This simple example shows that the epistemic uncertainty$^1$ induced by the discretization of the input variables $W$ and $H$ propagates through the deterministic relation defining BMI and, as in this case, might lead to a non-unique identification of the state of the output variable.

| Category                  | BMI   |
|---------------------------|-------|
| V. severely underweight   | $\leq$15 |
| Severely underweight      | 15-16 |
| Underweight               | 16-18.5 |
| Normal                    | 18.5-25 |
| Overweight                | 25-30 |
| Moderately obese          | 30-35 |
| Severely obese            | 35-40 |
| Very severely obese       | $\geq$40 |

| Category                  | BMI   |
|---------------------------|-------|
| 1 V. severely underweight | $\leq$15 |
| 2 Severely underweight    | 15-16 |
| 3 Underweight             | 16-18.5 |
| 4 Normal                  | 18.5-25 |
| 5 Overweight              | 25-30 |
| 6 Moderately obese        | 30-35 |
| 7 Severely obese          | 35-40 |
| 8 Very severely obese     | $\geq$40 |

3. Modeling Epistemic Uncertainty by Credal Sets
Let us discuss the effects of the discretization more formally. Given a continuous, real-valued, variable $X'$ defined on an interval $[x'_i, x'_{i+1})$, call discretization an array of real numbers $\{x'_i\}_{i=0}^d$ such that $x'_0 = x'_i$, $x'_d = x'_i$ and $x'_i < x'_{i+1}$ for each $i < j$, with $i, j = 0, \ldots, d$. Given a discretization, we obtain from $X'$ a discrete variable $X$ with $d$ states, say $(x_1, \ldots, x_d)$. Knowing the actual state of $X'$, say $X' = x'$, induces complete knowledge about $X$, i.e., $X = x_i$ with $i$ such that $x' \in [x'_i, x'_{i+1})$. Vice versa, knowing that $X = x_i$ only allows to conclude that $x'$ certainly belongs to $[x'_i, x'_{i+1})$. By construction, we have no reason to assume that a particular value in this interval should give the actual value of $X$. Yet, modeling such a condition by a probability density over the interval, would be equally unmotivated. The common approach of modeling such a condition of ignorance by means of of a uniform distribution, which is instead describing a condition of indifference among the various options, has been often criticized in the literature [9]. If this is the case, it basically means that classical probability theory is not able to describe such a condition of (strong) epistemic uncertainty, which requires instead a set of distributions or, in the imprecise-probability jargon, a credal set [10].

$^1$ The term epistemic uncertainty is used in the literature to contrast that of aleatory uncertainty. The first refers to the uncertainty affecting the model of the process, while the latter refers to the intrinsic randomness of a process. E.g., we decide to measure weight and height with a tolerance, which in principle can be reduced.
4. From Bayesian to Credal Networks

Let us first review some basic concept about Bayesian networks. Consider a set of discrete variables $X := (X_1, \ldots, X_n)$. In a Bayesian network the variables in $X$ are assumed in one-to-one correspondence with the nodes of a directed acyclic graph $\mathcal{G}$. The graph depicts conditional independence relations among variables in $X$ by means of the Markov condition, i.e., every variable is conditionally independent of its non-descendants non-parents given its parents. This induces a factorization in the joint mass function:

$$P(x) = \prod_{i=1}^{n} P(x_i|pa_i), \quad (1)$$

for each value $x$ of $X$, where the values of $x_i$ and $pa_i$ are those consistent with $x_i$ and $Pa_i$ is the joint variable denoting the predecessors of $X_i$ according to $\mathcal{G}$ for each $i = 1, \ldots, n$. In other words, a Bayesian network allows for a compact specification of a joint mass function by means of a collection of conditional probability tables $\{P(X_i|Pa_i)\}_{i=1}^{n}$. As an example, the graph here below depicts a conditional independence between the BMI and the gender given weight and height, which induces the decomposition of the joint mass function indicated under the graph.

![Figure 1. Credal sets for a ternary variable (left) and a directed acyclic graph (right).](image)

A credal set $K(X)$ over $X$ is defined as a convex set of probability mass functions over $X$. This represents a generalization of classical uncertainty models corresponding to a (single) probability mass function $P(X)$. The vacuous credal set is the largest credal set we can define, and it includes all the probability mass functions over $X$. This is commonly regarded as a model of ignorance about the state of $X$. Most informative credal sets are obtained by adding constraints to the vacuous credal set. A special class of credal sets is associated to events. Let $\Omega_X$ denote the set of possible values of $X$. Given event $A \subseteq \Omega_X$, the set of all the probability mass functions assigning probability one to $A$ and zero to its complement is denoted as $K_A(X)$. The above figure (left) depicts a geometrical view of the vacuous credal set for a ternary variable (gray triangle), together with a more informative model (white triangle), and a credal set associated to event $A = \{x'', x'''\}$ (dotted segment).

Credal networks [11] are an extension of Bayesian networks based on credal sets. In practice, each conditional probability mass function $P(X_i|pa_i)$ is replaced by a credal set $K(X_i|pa_i)$. A credal network defines a joint mass function $K(X)$ whose elements are joint associated to Bayesian networks as in Eq. (1), with each conditional probability mass function $P(X_i|pa_i)$ taking values in $K(X_i|pa_i)$. The typical inference task in Bayesian networks is the computation of the conditional probability for a variable of interest given some observation of the other variables, e.g., $P(I|G)$ in the example. For credal networks, the analogous problem consists in the computation of the lower and upper bounds, e.g., $[\underline{P}(I|G), \overline{P}(I|G)]$, with respect to any Bayesian network specification consistent with the credal network.
5. Credal Modeling of Structural Equations

Let $Y$ and $X$ be some of the variables of a Bayesian network. Assume that $X$ corresponds to the predecessors (or parents) of $Y$ according to the graph of the network. Moreover, assume that both $Y$ and $X$ are obtained by discretization of the corresponding continuous variables, and these variables obey a deterministic equation $y' = f(x')$. Following the discussion in the previous sections, for the quantification of $P(Y | x)$, we cannot take a representative point $x'$ consistent with $x$ and specify a degenerate mass function which gives probability one to the state $y'$ corresponding to $y' = f(x')$. Our approach requires instead the evaluation of the extreme values returned by the function when the input variables are varying in the intervals associated to the discrete state, i.e.,

\[
y' := \min_{x' \in \times_{i=1}^n [x_l', x_u']} f(x'),
\]

and analogously for the upper bound $\bar{y}$. Such optimization is trivial for the BMI example as the function can be easily differentiated and its restrictions are monotone. Generally speaking such a (linearly) constrained optimization can be achieved by gradient-descent techniques if information about the derivatives of $f$ is available or by derivative-free techniques such as quadratic approximation if this is not the case. Once the interval of $[y', \bar{y}]$ has been computed, its overlap with the discretization intervals should be detected. In our procedure we therefore replace the Bayesian quantification of $P(Y | x)$ with a credal set $K(Y | x)$ assigning zero probability to the states of $Y$ with empty overlap with $[y', \bar{y}]$ being vacuous otherwise. If no constraints are imposed for the discretization of $Y$ it is therefore possible to adopt a fine-grained discretization which does not need vacuous specification. If this requires too many states for $Y$, the task of keeping the number of credal specifications as low as possible can be easily reduced to an integer linear programming task.

6. Conclusions

A novel approach to the embedding of deterministic equation in discrete Bayesian networks has been proposed. This allows for a robust modeling of the epistemic uncertainty induced by the discretization. As a future work we intend to develop ad hoc algorithms for optimal discretization in this setup.
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