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ABSTRACT
In recent years, neural vocoders have surpassed classical speech generation approaches in naturalness and perceptual quality of the synthesized speech. Computationally heavy models like WaveNet and WaveGlow achieve best results, while lightweight GAN models, e.g. MelGAN and Parallel WaveGAN, remain inferior in terms of perceptual quality. We therefore propose StyleMelGAN, a lightweight neural vocoder allowing synthesis of high-fidelity speech with low computational complexity. StyleMelGAN employs temporal adaptive normalization to style a low-dimensional noise vector with the acoustic features of the target speech. For efficient training, multiple random-window discriminators adversarially evaluate the speech signal analyzed by a filter bank, with regularization provided by a multi-scale spectral reconstruction loss. The highly parallelizable speech generation is several times faster than real-time on CPUs and GPUs. MUSHRA and P.800 listening tests show that StyleMelGAN outperforms prior neural vocoders in copy-synthesis and Text-to-Speech scenarios.

Index Terms— Neural Vocoder, GANs, Neural PQMF, Speech Synthesis, TADE

1. INTRODUCTION
Neural vocoders have proven to outperform classical approaches in the synthesis of natural high-quality speech in many applications, such as text-to-speech, speech coding, and speech enhancement. The first groundbreaking generative neural network to synthesize high-quality speech was WaveNet [1], and shortly thereafter many other approaches were developed [2, 3, 4]. These models offer state-of-the-art quality, but often at a very high computational cost and very slow synthesis. An abundance of models generating speech with lowered computational cost was presented in the recent years. Some of these are optimized versions of existing models [5], while others leverage the integration with classical methods [6]. Besides, many completely new approaches were also introduced, often relying on GANs [7, 8, 9]. Most GAN vocoders offer very fast generation on GPUs, but at the cost of compromising the quality of the synthesized speech.

The main objective of this work is to propose a GAN architecture, which we call StyleMelGAN, that can synthesize very high quality speech at low computational cost and fast training. StyleMelGAN’s generator network contains 3.86 M trainable parameters, and synthesizes speech at 22.05 kHz around 2.6x faster than real-time on CPU and more than 129x on GPU. The synthesis is conditioned on the mel-spectrogram of the target speech, which is inserted in every generator block via Temporal Adaptive DE-normalization (TADE), a feature modulation firstly introduced in image synthesis [10]. This approach for inserting the conditioning features is very efficient and, as far as we know, new in the audio domain. The adversarial loss is computed by an ensemble of four discriminators, each operating after a differentiable Pseudo Quadrature Mirror Filter bank (PQMF). This permits to analyze different frequency bands of the speech signal during training. In order to make the training more robust and favor generalization, the four discriminators are not conditioned on the input acoustic features used by the generator, and the speech signal is sampled using random windows as in [9].

To summarize our contributions:
• We introduce StyleMelGAN, a low complexity GAN vocoder for high-fidelity speech synthesis conditioned on mel-spectrograms via TADE layers. The generator is highly parallelizable and completely convolutional.
• The aforementioned generator is trained adversarially with an ensemble of PQMF multi-sampling random window discriminators regularized by a multi-scale spectral reconstruction loss.
• We assess the quality of the generated speech using both objective (Fréchet scores) and subjective metrics. To this end we present the results of two listening tests, a MUSHRA test for the copy-synthesis scenario and a P.800 ACR test for the TTS one, both confirming that StyleMelGAN achieves state-of-art speech quality.

2. RELATED WORKS
Existing neural vocoders usually synthesize speech signals directly in time-domain, by modelling the amplitude of the
final waveform. Most of these models are generative neural networks, i.e. they model the probability distribution of the speech samples observed in natural speech signals. They can be divided into autoregressive, which explicitly factorize the distribution into a product of conditional ones, and non-autoregressive or parallel, which instead model the joint distribution directly. Autoregressive models like WaveNet [1], SampleRNN [3] and WaveRNN [4] have been reported to synthesize speech signals of high perceptual quality [11]. A big family of non-autoregressive models is the one of Normalizing Flows, e.g. WaveGlow [2]. A hybrid approach is the use of Inverse Autoregressive Flows [5], which use a factorized transformation between a noise latent representation and the target speech distribution.

Early applications of GANs [12] for audio include WaveGAN [13] for unconditioned audio generation, and GanSynth [14] for music generation. MelGAN [7] learns a mapping between the mel-spectrogram of speech segments and their corresponding time-domain waveforms. It ensures faster than real-time generation and leverages adversarial training of multi-scale discriminators regularized by a feature matching loss. GAN-TTS [9] is the first GAN vocoder to use uniquely adversarial training for speech generation conditioned on linguistic features. Its adversarial loss is calculated by an ensemble of conditional and unconditional random window discriminators. Parallel WaveGAN [8] uses a generator, similar to WaveNet in structure, trained using an unconditioned discriminator regularized by a multi-scale spectral reconstruction loss. Similar ideas are used in Multiband-MelGAN [15], which generates each sub-band of the target speech separately, saving computational power, and then obtains the final waveform using a synthesis PQMF. Its multi-scale discriminators evaluate the full-band speech waveform, and they are regularized by spectral reconstruction losses in full-band and multi-band modes. Research in this field is very active and we can cite the very recent GAN vocoders such as VocGAN [16] and HooliGAN [17].

3. STYLEMELGAN

3.1. Generator architecture

The generator model maps a noise vector \( z \sim N(0, I_{128}) \) into a speech waveform at 22.05 kHz by progressive upsampling conditioned on mel-spectrograms. It uses Temporal Adaptive DE-normalization (TADE), which is a feature-wise conditioning based on linear modulation of normalized activation maps. The modulation parameters \( \gamma \) and \( \beta \) are adaptively learned from the conditioning features, and have the same dimension as the input activation signal. This technique was first used for semantic image synthesis in [10], where the modulation parameters are learned in spatial domain (SPADE). This delivers the conditioning features to all layers of the generator model and hence preserving the signal structure at all upsampling stages. Figure 1 illustrates the structure of the TADE block. The input activation \( c \) is adaptively modulated via \( \gamma \odot c + \beta \), where \( \odot \) indicates element-wise multiplication. Instance normalization [18] is applied to the input activation before the modulation.

We use softmax-gated \( \tanh \) activation functions, which reportedly performs better than ReLU. Softmax gating was proposed in [19] and allows for less artifacts in audio waveform generation. The TADEResBlock in Figure 1 is the basic building block of the generator model. The complete generator architecture is shown in Figure 2. It includes eight upsampling stages, each consisting of a TADEResBlock and a layer upsampling the signal by a factor two, plus one final activation module. The final activation comprises one TADEResBlock followed by a channel-change convolutional layer with \( \tanh \) non-linearity. This design allows to use a channel depth of just 64 for the convolution operations with maximum dilation factor of 2, thus reducing computational complexity.

3.2. Filter Bank Random Window Discriminators

StyleMelGAN uses four discriminators for its adversarial training, each based on the architecture proposed in [15], but without average pooling for downsampling. Moreover, each discriminator operates on a random window sliced from the input speech waveform as proposed in [9]. Finally, each discriminator analyzes the sub-bands of the input speech signal obtained by an analysis PQMF [20]. More precisely, we use 1, 2, 4, and 8 sub-bands calculated respectively from random windows of 512, 1024, 2048, and 4096 samples extracted from a waveform of one second. Figure 3 illustrates the complete architecture of the proposed filter bank random window discriminators (FB-RWDs). This enables a multi-resolution adversarial evaluation of the speech signal in both time and frequency domains.
3.3. Training procedure

Training GANs from scratch is known to be challenging. Using random initialization of the weights, the adversarial loss can lead to severe audio artifacts and unstable training. To avoid this problem, we follow the same training procedure used in [8]. At first, the generator is pretrained using only the spectral reconstruction loss $L_{aux}$ consisting of error estimates of the spectral convergence and the log-magnitude computed from different STFT analyses defined by Equation (6) in [8]. The generator obtained in this fashion is able to generate very tonal signals with significant smearing at high frequencies. This is nonetheless a good starting point for the adversarial training, which can benefit from a better harmonic structure than if it had been started directly from a complete random noise signal. The adversarial training then drives the generation to naturalness by removing the tonal effects and sharpening the smeared frequency bands. We use the hinge loss [21] to evaluate the adversarial metric of each discriminator $D_k$ with the same formulation given by Equation (1) in [7] but for $k = 1, 2, 3, 4$. The spectral reconstruction loss $L_{aux}$ is still used for regularization to prevent the emergence of adversarial artifacts. Hence, the final generator objective is:

$$
\min_G \mathbb{E}_{z} \left[ \sum_{k=1}^{4} -D_k \left( G(s, z) \right) \right] + L_{aux}(G),
$$

(1)

where $s$ represents the conditioning features (e.g., mel-spectrograms) and $z$ is the latent noise. Weight normalization [22] is applied to all convolution operations in $G$ and $D_k$.

4. EXPERIMENTS

4.1. Experimental Setup

In our experiments, we train StyleMelGAN using one NVIDIA Tesla V100 GPU on the LJSpeech corpus [23] at 22.05 kHz. We calculate the log-magnitude mel-spectrograms with the same hyper-parameters and normalization described in [8], but the mel range is changed to 80-7600Hz. We pretrain the generator for 100 k steps using the Adam optimizer [24] with learning rate $l_{rg} = 10^{-4}$, $\beta = \{0.5, 0.9\}$. When starting the adversarial training, we set $l_{rg} = 5 * 10^{-5}$ and use FB-RWDs with the Adam optimizer of $l_{rd} = 2 * 10^{-4}$, and same $\beta$. The FB-RWDs repeat the random windowing for multiple times at every training step to support the model with enough gradient updates. We use a batch size of 32 with segments of length 1 second for each sample in the batch. The training lasts for about 1.5M steps.

4.2. Evaluation

We perform objective and subjective evaluations of StyleMelGAN against other neural vocoders trained on the same dataset. For all our evaluations, the test set is composed of unseen items recorded by the same speaker and randomly selected from the LibriVox online corpus\(^1\).

Traditional objective measures such as PESQ and POLQA are not reliable to evaluate speech waveforms generated by

\(^1\)https://librivox.org/reader/11049
neural vocoders [11]. Instead, we use the conditional Fréchet Deep Speech Distances (cFDSD) defined in [9] and implemented in [26]. Table 1 shows that StyleMelGAN outperforms other adversarial and non-adversarial vocoders.

For copy-synthesis, we conducted a MUSHRA listening test with a group of 15 expert listeners, whose results are shown in Figure 4. We chose this type of test as in [6, 11], because this permits to more precisely evaluate the generated speech. The anchor is generated using the PyTorch implementation of the Griffin-Lim algorithm with 32 iterations. StyleMelGAN significantly outperforms the other vocoders by about 15 MUSHRA points. The results also show that WaveGlow produces outputs of comparable quality to WaveNet, as already found in [11], while being on par with Parallel WaveGAN (P.WaveGAN).

![Fig. 4: The results of our MUSHRA expert listening test.](image)

For Text-to-Speech, we evaluate the subjective quality of the audio outputs via a P.800 ACR [27] listening test performed by 37 listeners in a controlled environment. The Transformer.v3 model from [25] was used to generate mel-spectrograms of the test set. We also add a Griffin-Lim anchor as replacement of MNRU [27] to calibrate the judgement scale. Table 2 shows that StyleMelGAN clearly outperforms the other models.

We report the computational complexity in table 3, which shows the generation speed in real-time factor (RTF) and the number of parameters for different parallel vocoder models. StyleMelGAN provides a clear compromise between quality and inference speed.

![Table 1: cFDSD scores for different neural vocoders (lower is better).](image)

| Model          | Source | Train cFDSD | Test cFDSD |
|----------------|--------|-------------|------------|
| MelGAN         | [7]    | 0.235       | 0.227      |
| P. WaveGAN     | [25]   | 0.122       | 0.101      |
| WaveGlow       | [11]   | 0.099       | 0.078      |
| WaveNet        | [25]   | 0.176       | 0.140      |
| StyleMelGAN    | ours   | 0.044       | 0.068      |

![Table 2: Results of P.800 ACR listening test.](image)

| System                        | MOS       |
|-------------------------------|-----------|
| GriffinLim                   | 1.30 ± 0.03|
| Transformer + P. WaveGAN      | 3.17 ± 0.06|
| Transformer + WaveNet         | 3.82 ± 0.06|
| Transformer + StyleMelGAN     | **4.00 ± 0.06**|
| Recording                     | 4.28 ± 0.05|

![Table 3: Number of parameters and real-time factors for generation on CPU (Intel Core i7-6700 3.40 GHz) and GPU (Nvidia Tesla V100 GPU) for various models under study.](image)

| Model          | Parameters | CPU   | GPU   |
|----------------|------------|-------|-------|
| MelGAN         | 4.26 M     | 7 x   | 286 x |
| P. WaveGAN     | 1.44 M     | 0.8 x | 38 x  |
| StyleMelGAN    | 3.86 M     | 2.6 x | 129 x |
| WaveGlow       | 80 M       | -     | 10 x  |

5. CONCLUSION

This work presents StyleMelGAN, a light-weight and efficient adversarial vocoder for high-fidelity speech synthesis faster than real-time on both CPUs and GPUs. The model uses temporal adaptive normalization (TADE) to condition each layer of the generator on the mel-spectrogram of the target speech. For adversarial training, the generator competes against Filter Bank Random Window Discriminators that analyze the synthesized speech signal at different time scales and multiple frequency sub-bands. Both objective evaluations and subjective listening tests show that StyleMelGAN significantly outperforms prior adversarial and maximum-likelihood vocoders, providing a new state-of-the-art baseline for neural waveform generation. Possible future prospects include further complexity reductions to support applications running on low-power processors.
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2Check our demo samples at the following url: [https://fhgspco.github.io/smgan/](https://fhgspco.github.io/smgan/)
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