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Abstract—Slepian functions provide a solution to the optimization problem of joint time-frequency localization. Here, this concept is extended by using a generalized optimization criterion that favors energy concentration in one interval while penalizing energy in another interval, leading to the “augmented” Slepian functions. Mathematical foundations together with examples are presented in order to illustrate the most interesting properties that these generalized Slepian functions show. Also the relevance of this novel energy-concentration criterion is discussed along with some of its applications.
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I. INTRODUCTION

Heisenberg’s uncertainty principle states that the energy of a signal can never be strictly localized both in the temporal and the Fourier domain. In a series of seminal papers, Slepian, Pollak, and Landau [1]–[4] study the case where maximal energy concentration on a selected interval is sought for a band-limited function. They show that the solution can be found from an integral eigenvalue equation where eigenvalues indicate energy concentration in the selected interval, and eigenfunctions define a basis that is orthonormal on $\mathbb{R}$, and orthogonal on the selected interval. The sum of the eigenvalues—which exhibit a striking phase transition between high and low energy concentrations—corresponds to the time-bandwidth product (a.k.a. the Shannon number) and characterizes the dimensionality of the linear space of band-limited functions associated to an interval with given width. The functions defined by Slepian et al., called Slepian functions onward, are known as prolate spheroidal wave functions and have a number of elegant properties and applications, including band-limited extrapolation. They have also been extended for other domains such as their spherical counterparts with applications in geophysics [5].

It is straightforward to extend the Slepian construction for two or more intervals in the temporal domain. In such case, the solution maximizes the energy simultaneously in all intervals. However, in some applications, it can be useful to be able to specify intervals that are counteracting; i.e., when one wants to obtain functions that are maximally concentrated in one interval, while being minimally concentrated in another one. Therefore, in this paper, we generalize Slepian functions by pursuing band-limited functions that not only maximize energy concentration in one interval, but are also penalized by their energy concentration in another one. We demonstrate that the solution can still be found from an integral eigenvalue equation where the eigenvalues indicate the difference in energy concentration between both intervals. The eigenspectrum reveals two phase transitions with corresponding time-bandwidth products. The eigenfunctions are approximately orthogonal on the selected intervals. The interaction between both intervals makes the solution effectively different from combining solutions for the intervals separately.

The paper is organized as follows. After a short review of 1-D Slepian theory in Sec. II, we introduce the proposed generalization (Sec. III). We provide the mathematical foundations together with instructive 1D examples and several properties of the “augmented” Slepian functions. To conclude, we discuss possible applications of this novel view on energy localization in domains such as signal recovery and data analysis.

II. SLEPIAN FUNCTIONS

Slepian and colleagues were the first to propose an elegant solution to the problem of finding continuous-domain functions that are band-limited, but with maximal energy concentration in an interval. We briefly review the Slepian theory, highlighting those aspects that are important for the generalization.

Let us start by introducing the Hilbert space of square-integrable functions $L_2(\mathbb{R})$ with associated inner product

$$
\langle f, g \rangle_{\mathbb{R}} = \int_{\mathbb{R}} f(t) \overline{g(t)} dt,
$$

where $\overline{\cdot}$ is the complex conjugate. The Fourier transform (and its inverse) is defined as

$$
F(\omega) = \int_{\mathbb{R}} f(t) \exp(-i\omega t) dt,
$$

$$
f(t) = \frac{1}{2\pi} \int_{\mathbb{R}} F(\omega) \exp(i\omega t) d\omega.
$$

The Slepian design problem can be formulated as finding the band-limited function $g(t)$ that maximizes the energy concentration in an interval. The temporal interval is chosen $[-T, +T]$ and thus centered around the origin with a half width of $T$. The spectral band-limit is specified as $[-W, +W]$ where $W$ indicates the one-sided bandwidth. The following optimization problem for maximizing the energy concentration can then be written:

$$
\lambda = \max_{g(t) \in B_W} \frac{\int_{-T}^{+T} |g(t)|^2 dt}{\int_{\mathbb{R}} |g(t)|^2 dt},
$$

where $B_W$ is the space of band-limited functions with bandwidth $W$. The solution is given by the Slepian functions $\mathbf{s}_n$, which are orthonormal on $[-T, +T]$ and satisfy

$$
F(\omega)_{\mathbf{s}_n} = \delta(\omega - \omega_n) + \delta(\omega + \omega_n),
$$

where $\omega_n$ are the eigenfrequencies that maximize the energy concentration in the interval $[-T, +T]$. The eigenspectrum reveals two phase transitions with corresponding time-bandwidth products. The eigenfunctions are approximately orthogonal on the selected intervals. The interaction between both intervals makes the solution effectively different from combining solutions for the intervals separately.
In addition, any PSWF also satisfies the following intriguing δ-

where the kernel $D(\omega) = \frac{1}{2\pi} \int_{-T}^{+T} e^{-i\omega t} dt = \frac{\sin(T\omega)}{\pi}$ (5) is the scaled Fourier transform of the indicator function of the interval $[-T, +T]$. Therefore, maximizing the energy concentration leads to an equivalent integral eigenvalue equation in the Fourier domain:

$$\int_{-W}^{+W} \sin T(\omega - \omega') G(\omega') d\omega' = \lambda G(\omega).$$

(6)

This equation can be written in its canonical form by replacing $G(\omega) = \psi(\omega/W)$ and the change of variables $\omega = W\xi$:

$$\int_{-1}^{+1} \frac{\sin TW(\xi - \xi')}{\pi(\xi - \xi')} \psi(\xi') d\xi' = \lambda \psi(\xi).$$

(7)

Since the kernel in this homogeneous Fredholm equation of the second kind is symmetric positive definite, the integral operator is compact and its solutions $\lambda_k, \psi_k, k \in \mathbb{N}$, are countable where the eigenvalues $\lambda_k$ are positive (and tend to zero), and the real-valued eigenfunctions $\psi_k$, known as prolate spheroidal wave functions (PSWF), hereafter also referred to as Slepian functions, form an orthogonal basis of $L_2([-1, 1])$. The PSWF can be extended to build an orthogonal basis of $L_2(\mathbb{R})$ by defining Eq. (7) for all $\xi \in \mathbb{R}$. This leads to the double orthogonality property

$$\langle \psi_k, \psi_l \rangle_R = \delta_{k-l},$$

(8)

$$\langle \psi_k, \psi_l \rangle_{[-1,+1]} = \lambda_k \delta_{k-l},$$

(9)

where $\delta_k$ is the Kronecker delta.

In addition, any PSWF also satisfies the following intriguing Fourier property:

$$\psi_k(t) = \frac{1}{\mu_k} \int_{-1}^{+1} \psi_k(\xi) e^{iTW\xi} d\xi,$$

(10)

where $\mu_k \in \mathbb{C}$ is a scaling factor up to which the PSWF has the same shape as its Fourier transform in the interval $[-1, +1]$. This property plays a key role in relating the PSWF to the prolate differential equation that justifies their name and provides an alternative numerical procedure for their computation.

An important feature of the Slepian basis is the Shannon number $N_{\text{Shannon}}$, which is given by the sum of all eigenvalues. It can easily be shown that this number only depends on the time-bandwidth product $2TW$:

$$N_{\text{Shannon}} = \sum_{k=0}^{\infty} \lambda_k = \int_{-W}^{+W} \lim_{\xi' \to \xi} D(\xi - \xi') d\xi = \frac{2TW}{\pi}$$

(11)

Since the characteristic spectrum shows a step-like behaviour with eigenvalues either close to 1 or 0 separated by a narrow transition band, $N_{\text{Shannon}}$ moreover approximately represents the number of eigenfunctions that are well concentrated within the selected region of interest. Therefore, it is also a measure for the dimension of the subspace spanned by the band-limited functions that are well localized.

The Slepian construction can easily be extended for an interval that is not centered at the origin. In such case, the following modified properties hold:

**Proposition 1 (Translated temporal interval):** The Slepian design for a translated temporal interval $[-T + P, +T + P]$ satisfies the following Fourier property

$$\psi_k(t) = \frac{e^{iPWt}}{\mu_k} \int_{-1}^{+1} \psi_k(\xi)e^{i(2P\omega+TW)\xi} d\xi,$$

(12)

and corresponding integral eigenvalue equation:

$$\psi_k(\xi) = \frac{2\pi}{|\mu_k|^2 TW} \int_{-1}^{+1} \psi_k(\xi') e^{iPW(\xi - \xi')} \frac{\sin(TW(\xi - \xi'))}{\pi(\xi - \xi')} d\xi'.$$

(13)

**Proof:** See Appendix A

One can ask whether the Slepian design can be further extended to a union of intervals. The answer is affirmative from a point-of-view of the construction of the energy-concentration criterion to be optimized. Specifically, let us consider the union of intervals

$$S = \bigcup_{n=1}^{N} [-T_n + P_n, +T_n + P_n],$$

for which criterion to be maximized is

$$\lambda = \max_{g(t) \in B_W} \frac{\int_S |g(t)|^2 dt}{\int_{\mathbb{R}} |g(t)|^2 dt},$$

(14)

which can be turned into the equivalent integral eigenvalue equation

$$G_k(\omega) = \frac{1}{\lambda_k} \int_{-W}^{+W} \sum_{n=1}^{N} e^{iP_n(\omega - \omega')} \frac{\sin(T_n(\omega - \omega'))}{\pi(\omega - \omega')} G_k(\omega') d\omega'.$$

Unfortunately, the Fourier property (10) no longer holds. Therefore, we need to explicitly define the temporal domain version of these functions as

$$g_k(t) = \frac{1}{2\pi} \int_{-W}^{+W} G_k(\omega) e^{i\omega t} d\omega,$$

(15)

to which we will refer to as the “Slepian functions” since they do not necessarily correspond to PSWFs. Using the normalization $||g_k||^2 = 1$ and thus $||G_k||^2 = 2\pi$ (Parseval identity), we can still easily prove the double orthogonality property in the temporal domain.

**Proposition 2 (Orthogonality of Slepian functions for union of intervals):** The Slepian functions $g_k$, $k \in \mathbb{N}$, associated
The proof is given in Appendix B.
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By turning the criterion (18) in the Fourier domain, we find the corresponding integral eigenvalue equation for a generalized kernel:

$$D(\omega) = \sum_{n=1}^{N^+} e^{iP_n^+ \omega} \frac{\sin(T_n^+ \omega)}{\pi \omega} - \sum_{n=1}^{N^-} e^{iP_n^- \omega} \frac{\sin(T_n^- \omega)}{\pi \omega}.$$  

This kernel is no longer positive definite, but the solutions of the eigenvalue problem are still countable. This can easily be understood by deriving an equivalent kernel. First of all, all eigenvalues are bounded between $-1$ and $+1$ due to Eq. (18). Second, we can offset the eigenvalues with $+1$ by adding the Dirac distribution $\delta(\omega)$ to the kernel, which does not modify the eigenfunctions. This equivalent kernel is now positive definite, ensuring the countability of its solutions and therefore the solutions of the augmented Slepian design are also countable.

The eigenvalues cluster around three values: $+1$ for eigenfunctions well concentrated in $S^+$, $-1$ for eigenfunctions well concentrated in $S^-$, and $0$ for eigenfunctions that are neither concentrated in $S^+$ nor $S^-$. By convention, we will rank the eigenvalues $\lambda_k$, $k \in \mathbb{N}$, according to decreasing absolute value. We also introduce the following notation for positive $\lambda_k^+$ and negative eigenvalues $\lambda_k^-$, ranked according to decreasing absolute value within their subsets. This grouping of eigenvalues is graphically represented in Fig. 2.

We define the Shannon number $N_{\text{Shannon}}$ in the same way as in the original Slepian design, i.e. as the sum over all eigenvalues:

$$N_{\text{Shannon}} = \sum_{k=0}^{\infty} \lambda_k$$  

$$= \int_{-W}^{W} \lim_{\omega' \to \omega} D(\omega - \omega') d\omega'$$  

$$= 2W \sum_{n=1}^{N^+} T_n^+ - 2W \sum_{n=1}^{N^-} T_n^-$$  

$$= 2W \left( \sum_{n=1}^{N^+} T_n^+ - \sum_{n=1}^{N^-} T_n^- \right).$$  

From Eq. (22) and Eq. (11) it is straightforward to show that $N_{\text{Shannon}}$ is equal to the difference of the Shannon numbers $N_{\text{Shannon}}^+$ and $N_{\text{Shannon}}^-$ obtained for regular Slepians associated to $S^+$ and $S^-$, respectively:

$$N_{\text{Shannon}} = N_{\text{Shannon}}^+ - N_{\text{Shannon}}^-.$$  

We also use the notations $\lambda_k^+$ and $\lambda_k^-$ to refer to the eigenvalues of the regular Slepian constructions for $S^+$ and $S^-$, respectively. From Eq. (24), it is clear that $N_{\text{Shannon}}$ is equal to 0 if and only if the Shannon numbers of the regular Slepian constructions for both interval unions separately are equal. This can, for a given bandwidth, only happen if the total sizes of both unions are equal. As such, $N_{\text{Shannon}}$ is proportional to the size difference between both unions.

B. An instructive example

In order to get a handle on what kind of results can be expected from the augmented Slepian framework, Fig. 3 shows
an example where both intervals are put next to each other. All simulations in this and the following sections are based on the numerical method presented in Appendix E. In the top figure, the first three original Slepian functions resulting from the selection of the green interval only are shown. These functions are highly concentrated in the green interval (i.e., $\lambda_k^+ \approx 1$) and are always even or odd around the center of the interval.

The middle figure shows the first three augmented Slepian functions corresponding to positive eigenvalues when the red interval is negatively selected. It is clear that, while keeping high concentration within the green interval, these functions are not even or odd anymore around any point. Indeed, energy concentration is pushed away from the red interval and, therefore, more energy is located on the left side of the green interval.

Finally, in the bottom figure, the first three augmented Slepian functions with negative eigenvalues are shown. As expected, they are highly concentrated within the red interval. Here, asymmetry exists as well since the green interval is now repulsing signal energy.

C. Properties

The classical PSWFs are known for a number of remarkably elegant properties. We now present how these original properties hold for augmented Slepians, as well as properties which are specific to the augmented setting.

Property 1 (Equivalence with conventional Slepian functions): Augmented Slepians associated with $S^- = \mathbb{R}\setminus S^+$ are equivalent to conventional Slepian functions with $S = S^+$.

Proof: It is straightforward to show that conventional Slepians are a special case. We plug $S^- = \mathbb{R}\setminus S^+$ into the
energy optimization criterion (18) for augmented Slepian:

\[
g(t) = \max_{g(t) \in B_w} \left( \frac{\int_{S^+} |g(t)|^2 dt - \int_{S^-} |g(t)|^2 dt}{\int_{\mathbb{R}} |g(t)|^2 dt} \right)
\]

which reverts to the conventional criterion for \( S = S^+ \).

Property 2 (Symmetry of solutions): Interchanging the role of the union of intervals \( S^+ \) and \( S^- \) as positive and negative selections in the design of augmented Slepian, leads to an equivalent solution where the signs of the eigenvalues \( \lambda_k \) are inverted, but where the same associated eigenfunctions are found.

Property 3 (Orthogonality): The augmented Slepian are double orthogonal over \( \mathbb{R} \) and the union of intervals \( S^+ \) and \( S^- \) in a generalized way:

\[
\langle g_k, g_l \rangle_{S^+} = \delta_{k-l,1},
\]

\[
\langle g_k, g_l \rangle_{S^-} = \lambda_k \delta_{k,-1}.
\]

In addition, the augmented Slepian are approximately orthogonal on the union of intervals \( S^+ \):

\[
k \neq l : \quad |\langle g_k, g_l \rangle_{S^+}| \leq \frac{\sqrt{(1-\lambda_k)(1-\lambda_l)}}{2}
\]

\[
k = l : \quad \langle g_k, g_k \rangle_{S^+} \geq \lambda_k,
\]

which become tight upper and lower bounds for Slepian well concentrated on \( S^+ \) (i.e., \( \lambda_k \) close to 1). Notice that for \( k \neq l \), we use \( \langle g_k, g_l \rangle_{S^+} = \langle g_k, g_l \rangle_{S^-} \) due to Eq. (26), and thus the orthogonality of these Slepian well concentrated on \( S^+ \), becomes also strong on \( S^- \). Similar results hold for the union of intervals \( S^- \):

\[
k \neq l : \quad |\langle g_k, g_l \rangle_{S^-}| \leq \frac{\sqrt{(1+\lambda_k)(1+\lambda_l)}}{2}
\]

\[
k = l : \quad \langle g_k, g_k \rangle_{S^-} \geq -\lambda_k,
\]

which become tight for Slepian well concentrated on \( S^- \) (i.e., \( \lambda_k \) close to -1).

Moreover, using the definition for the angle \( \alpha \) between two eigenfunctions:

\[
\cos \alpha_{g_k,g_l} = \frac{\langle g_k, g_l \rangle}{\|g_k\| \cdot \|g_l\|}
\]

we can show that the following property holds regarding the cosine of the angle between two eigenfunctions for \( k \neq l \) and \( \lambda_k > 0 \) and \( \lambda_l > 0 \):

\[
|\cos \alpha_{g_k,g_l}| \leq \frac{1 - \sqrt{1-\lambda_k} \sqrt{1-\lambda_l}}{\sqrt{\lambda_k \lambda_l}}.
\]

For eigenfunctions for which \( \lambda_k < 0 \) and \( \lambda_l < 0 \), the analogous property is given by:

\[
|\cos \alpha_{g_k,g_l}| \leq \frac{1}{2} \sqrt{1+\lambda_k \sqrt{1+\lambda_l}}.
\]

The proof is given in Appendix C.

In Fig. 4, we show an example comparing the actual inner products and the cosines together with their respective bounds.

Property 4 (Interaction parameter): We introduce the interaction parameter \( \Delta^+ \) as the difference between the Shannon number of the conventional Slepian design for \( S^+ \) and the sum of the positive eigenvalues of the augmented Slepian spectrum. It turns out to be equal to the interaction \( \Delta^- \) between the conventional design for \( S^- \) and the negative part of the augmented Slepian spectrum:

\[
\Delta = N_{Shannon}^+ - \sum_{k=0}^{\infty} \lambda_k^0 = N_{Shannon}^- + \sum_{k=0}^{\infty} \lambda_k^0.
\]

The proof is given in Appendix D.

A visual interpretation of these parameters is shown in Fig. 5. These values can be used to quantify how adding a negative region to the concentration problem makes it more difficult to achieve high (generalized) energy concentration in the original interval when this region is placed close to the positive region. However, a wide spacing of the regions does not highly influence the achievable energy concentration in the positively selected region.

IV. DISCUSSION

Now that the theoretical framework and properties of the augmented Slepian have been introduced, we will discuss in more details some of their features, including their importance for practical applications.

A. Interplay between two types of intervals

The main advantage of the proposed design is the possibility to specify two types of intervals that play a different role in the optimization criterion. Consequently, while a single basis is obtained, Slepian functions that are well-localized in one versus the other type of interval are associated with different eigenvalues; i.e., positive and negative ones, respectively. One question then is whether a similar result could have been obtained by combining two conventional Slepian bases. The answer is no because such a dual construction would not have led to orthogonality properties on the intervals. In particular, as shown by Property 3, Slepian well concentrated on \( S^+ \) (i.e., \( \lambda_k \) close to 1) are (approximately) orthogonal on both \( S^+ \) and \( S^- \) taken separately. Consequently, inner products taken on either of the different intervals between a signal and the augmented Slepian can be considered independent.

In addition to the orthogonality and independence properties, when the two types of intervals are close enough, an effect of interaction can be observed on the eigenvalue spectrum as quantified by \( \Delta \) of Property 4. This parameter can be interpreted as the difference in energy concentration between
conventional Slepians for $S^+$, and the augmented Slepians that come with positive eigenvalues and thus are more concentrated in $S^+$ than $S^-$. This phenomenon is illustrated in Figs. 6 and 7. In particular, Fig. 6 shows how bringing the intervals closer together shifts the positive (resp. negative) part of the spectrum downward (resp. upward). Also the first two augmented Slepians functions are shown on the insets; in (a), the functions resemble more conventional Slepians (i.e., even and odd with respect to the center of the green interval, so no preference for a certain side), in (b)-(d), the (anti-)symmetry gets lost as the intervals move closer together which is indicative for the interaction. Fig. 7 shows the evolution of the interaction parameter $\Delta$ normalized by the bandwidth as a function of the spacing between the two intervals of interest. As expected, $\Delta$ decreases with increased spacing. The results for 3 different bandwidths are shown and, although the relationship between $\Delta$ and $W$ is clearly not linear since the curves do not coincide, they roughly have the same shape. On a side note, if the bandwidth is infinite, the spectrum will always show a perfect step-like shape in both the conventional and the augmented Slepian frameworks irrespectively of the spacing between the regions of interest. Therefore, in this extreme case, $\Delta$ will always be equal to 0.

The clear distinction in the eigenvalue spectrum between functions having high concentration in either of the intervals can be exploited when considering the bandlimited reconstruction of a signal on distinct intervals, for instance. We provide an example of how the augmented Slepian design can be used to reconstruct a signal on two intervals independently,
the signals as follows: augmented Slepian design with band-limit $W$ \[ S \]

the signal in the intervals full line in Figure 8. Assume now that we want to reconstruct $f_k$ of measurements taken in $k$-space as in magnetic resonance imaging. Let us consider the signal $f(t)$ shown by the black full line in Figure 8. Assume now that we want to reconstruct the signal in the intervals $S^+ = [1, 4]$ and $S^- = [4, 7]$, independently, and that data can only be acquired within the bandwidth $[-W, W]$ where $W = 1.5\pi$. We can then use the augmented Slepian design with band-limit $W$ to reconstruct the signals as follows:

$$ f_{rec}^{>0}(t) = \sum_{n=0}^{N_{Shannon}} \langle G_n^{>0}, F \rangle g_n^{>0}(t) \tag{35} $$

$$ f_{rec}^{<0}(t) = \sum_{n=0}^{N_{Shannon}} \langle G_n^{<0}, F \rangle g_n^{<0}(t), \tag{36} $$

where $F$ is the Fourier transform of $f$. Figure 8 shows the original signal and the reconstructed signals on both intervals, as well as the reconstructed signal $f_{rec}$ using the original Slepian design on the union of $S^+$ and $S^-$ with the total number of eigenfunctions used for the augmented design (i.e., $N_{Shannon} = N_{Shannon}^+ + N_{Shannon}^-$). The reconstructions $f_{rec}^{>0}$ and $f_{rec}^{<0}$ are well localized within their respective intervals. By construction, these reconstructions are orthogonal and thus explain separate parts of the measured energy. The sum of both reconstructions is very close to the one using conventional Slepian on the combined intervals, but it approximates better the ground truth at the boundary between $S^+$ and $S^-$, which is unknown to the conventional design. This example illustrates how the proposed design can be beneficial when additional prior information is available to tailor band-limited reconstructions.

B. Alternative way to penalize energy concentration

In less known work, Gilbert and Slepian [6] have proposed a generalization of the Slepian functions that maximizes the interaction parameter, but the behavior as function of spacing remains similar.

![Fig. 7. Interaction parameter $\Delta$ normalised by the bandwidth $W$ as a function of the spacing between selected and penalised intervals for 3 different bandwidths. As expected, the interaction parameter decreases as the intervals are spaced more largely. Increasing bandwidth lowers the normalised interaction parameter, but the behavior as function of spacing remains similar.](image)

![Fig. 8. Bandlimited reconstruction of a function in two intervals independently. The original signal is shown together with the reconstructions based on the augmented Slepian design and on the original Slepian construction for the union of both intervals.](image)

$$ \lambda = \max_{g(t) \in B_W} \left( \frac{\int_{S^+} |g(t)|^2 dt}{\int_{S^-} |g(t)|^2 dt} \right), \tag{37} $$

which reverts to the original Slepian design in case $S^- = \mathbb{R}$. In this theory, the ratio between the energy concentrations in $S^+$ and $S^-$ is optimized as opposed to their difference in our augmented Slepian design.

Although the resulting functions have the nice property of being orthogonal on both intervals separately, the eigenvalue spectrum does in general not show the striking phase transitions visible with the augmented Slepian framework.

Moreover, Gilbert and Slepian reported that a corresponding differential equation (i.e., the lucky accident [7]) could only be found for special cases such as in the original Slepian design. The reason behind is that the differential operator needs to commute with the characteristic function [8], [9]. Therefore, it might not be possible to find such operator for the augmented Slepian design either, except in some particular choices of the intervals.

C. Applications and extensions

Given its fundamental, but at the same time practical objectives, the original Slepian framework has found a wide range of applications, ranging from signal processing (filtering and multitaper spectral analysis [10], extrapolation and compressed...
sensing [11]–[13], compression [14] to geophysics [15]–[17], ultrawideband communications (to describe radiation patterns of antennas [18] or pulse designs [19], [20]), and magnetic resonance imaging (for extrapolation [21]), speeding up data acquisition within a predefined region-of-interest [22]). Many of these applications have been built upon extensions of the original framework to higher-dimensional spaces [4], to the sphere [5], [23], [24], or more recently to graphs [25]–[27]. Other generalizations have been proposed for a weighted sphere [5], [23], [24], or more recently to graphs [25]–[27]. Even a Fast Slepian Transform has been proposed as an alternative to the Fast Fourier Transform for time-limited signals [31].

The proposed design of augmented Slepians can probably be made useful in many of these applications. In extrapolation, for instance, conventional Slepians are used to compute inner products on an interval where measures are available, to then be used to obtain a bandlimited extrapolation. With the proposed design, two separated intervals could be specified and lead to two extrapolations, but that would remain orthogonal thanks to the joint optimization criterion. However, extrapolation requires the calculation of Slepians functions corresponding to eigenvalues close to zero [11]. At some point, these functions and eigenvalues cannot be calculated precisely enough using the numerical procedure presented in Appendix 2 to provide good extrapolation results. For the original Slepian design, the commuting differential equation (or “lucky accident”) has been used to provide an alternative way to calculate the eigenfunctions more precisely. Further research into more accurate calculation methods, and whether a commuting kernel exists, could be extremely useful to pave the way for application of the augmented Slepian framework.

Extending the augmented Slepian design to more-dimensional and more complex spaces should also be possible. For this, writing the optimisation problem using an operator formalism can be instructive:

$$B(D^{S^+} - D^{S^-})Bg = \lambda g,$$

where $B$ is the band-limiting operator and $D^{(\cdot)}$ the time-limiting operator.

D. Indefinite inner product and Krein spaces

There is an interesting link between the kernel $D$ of the augmented Slepian design and Krein spaces [32]. In fact, since $D$ is indefinite (i.e., it has both positive and negative eigenvalues), we cannot define a Hilbert space based on it, but it is possible to define a Krein space $\mathcal{K}$, by building on the indefinite inner product over the generalized selection $S^+ \cup S^-:

$$\langle x, y \rangle = \int_{S^+} x(t)\bar{y}(t)dt - \int_{S^-} x(t)\bar{y}(t)dt,$$

which admits a direct orthogonal sum decomposition

$$\mathcal{K} = \mathcal{K}^+ \oplus \mathcal{K}^-,$$

where $\mathcal{K}^+, \langle \cdot , \cdot \rangle_{\mathcal{K}^+}$ and $\mathcal{K}^-, \langle \cdot , \cdot \rangle_{\mathcal{K}^-}$ are Hilbert spaces, and which has $(x, y) = 0$ for any $x \in \mathcal{K}^+, y \in \mathcal{K}^-.$

This also means that we can define the projection operators that map onto these constituent spaces as $\mathcal{K}^+ = \mathcal{P}^+ \mathcal{K}$ and $\mathcal{K}^- = \mathcal{P}^- \mathcal{K}$, which can then be combined in an endomorphism operator on $\mathcal{K}$ as $\mathcal{J} = \mathcal{P}^+ - \mathcal{P}^-; i.e., this operator defines a positive semi-definite inner product:

$$\langle x, y \rangle \overset{\text{def}}{=} \langle x, (\mathcal{P}^+ - \mathcal{P}^-)y \rangle$$

$$= \int_{S^+} x(t)\bar{y}(t)dt + \int_{S^-} x(t)\bar{y}(t)dt$$

$$= \int_{S^+} x(t)\bar{y}(t)dt + \int_{S^-} x(t)\bar{y}(t)dt$$

satisfies the property $\mathcal{J}^3 = \mathcal{J}.$ It can be readily verified that applying the kernel three times indeed reverts to a single application.

In many application fields such as data analysis and learning tasks, kernels are typically required to be positive semi-definite, however, there is also an interest in using non-positive definite, however, there is also interest in using non-positive kernels [33], [34] and therefore the augmented Slepians might be useful to guide new designs in this much larger search space.

E. Generalized weightings

The energy concentrations within the intervals are sub-tracted and thus weighted with coefficients -1 and 1, respectively. Obviously these weights could be changed depending on the application; e.g., reciprocally scaled w.r.t. the size of the intervals. One might consider this as a particular case of expressing the energy concentration using weighting functions that vary within each interval; i.e., the criterion could be generalized as

$$\lambda = \max_{g(t) \in B_{w}} \left( \int_{S^+} w^{+}(t) |g(t)|^2 dt - \int_{S^-} w^{-}(t) |g(t)|^2 dt \right) \int_{R} |g(t)|^2 dt$$

where $w^{+}(t)$ and $w^{-}(t)$ are positive real-valued functions. Turning this into the Fourier domain, we get the following eigenvalue equation:

$$\int_{-W}^{W} D(\omega - \omega')G(\omega')d\omega' = \lambda G(\omega),$$

where

$$D(\omega) = W^{+}(\omega) - W^{-}(\omega)$$

with $W^{+}$ and $W^{-}$ the Fourier transformed window functions. As with the original and augmented Slepian framework, this equation is still a homogeneous Fredholm equation of the second kind with a Hermitian kernel.

This more general optimisation problem is a special case, as is the original Slepian framework, of Franks’ variational framework where a general optimisation criterion is built with energy constraints in both time and Fourier domain [35]. It can also be seen as a special case of the pseudo-differential operator framework and the corresponding asymptotic theory presented in [36], [37], which can be useful for further
A theoretical study and extension of the concept of augmented Slepian is presented. Most properties outlined here are tightly linked to the specific case of having weights -1 and 1, and, therefore, further research is needed to better understand how these properties can be further generalized for more general weighting functions.

A final question that emerges naturally about the extension presented here, is whether or not it is possible to consider more than two types of intervals. Intriguingly, such goal can be reached when the weighting factors are allowed to be complex-valued. For instance, we can select weights of 1, \(\exp(i\frac{2\pi}{3})\) and \(\exp(-i\frac{2\pi}{3})\) for three different types of intervals, which provides an eigenvalue spectrum where eigenvalues are closely located to lines in the complex plane with angles 0, \(\frac{2\pi}{3}\) and \(-\frac{2\pi}{3}\), respectively.

V. Conclusion

We presented an extension of the Slepian design that leads to band-limited functions that simultaneously maximize and minimize energy concentration in different types of intervals. We showed the mathematical background of these “augmented” Slepian functions, together with their main properties and how they can be practically obtained. The eigenvalue spectrum exhibits some essential features such as two phase transitions—one for each type of interval. The degree of “interaction” between both intervals is also embedded in the eigenvalue spectrum. Just as regular Slepian functions, their augmented variants are orthogonal over the whole domain, in a generalized way over the selected intervals, and approximately (within given bounds) over the intervals of each type. Given the broad impact of Slepian functions, we expect this work can find various applications.

APPENDIX A
PROOF OF PROPOSITION 1

Proof: Using the notation \(\sigma = TW\), we postulate the following variant of the Fourier property for the case of a shifted interval

\[
\psi_k(t) = e^{i\sigma t} \frac{1}{\mu_k} \int_{-1}^{+1} \psi_k(\xi) e^{i(\sigma + \psi) t} d\xi,
\]

into which we plug the complex conjugate

\[
\psi_k(\xi) = e^{-i\sigma t} \frac{1}{\mu_k} \int_{-1}^{+1} \psi_k(\xi') e^{-i(\sigma + \psi) t} d\xi'.
\]

which leads to

\[
\psi_k(t) = e^{i\sigma t} \frac{1}{|\mu_k|^2} \int_{-1}^{+1} \psi_k(\xi') e^{-i\sigma t} d\xi'.
\]

With the change of variable \(w = \sigma \xi\), we obtain:

\[
\psi_k(t) = e^{i\sigma t} \frac{1}{|\mu_k|^2} \int_{-1}^{+1} \psi_k(\xi') e^{-i\sigma t} d\xi'.
\]

Using the inverse Fourier transform of the window function \([-\sigma, +\sigma]\), we further obtain

\[
\psi_k(t) = \frac{2\pi}{|\mu_k|^2} \int_{-1}^{+1} \psi_k(\xi') e^{i\psi t} \frac{\sin(\sigma(t - \xi'))}{\pi(t - \xi')} d\xi',
\]

which is the integral equation that we would obtain by expressing the maximal energy concentration in the shifted interval; i.e., the kernel \(D\) can be directly related to its Fourier transform. In addition, we identified the relationship \(\lambda_k = |\mu_k|^2 / (2\pi)\), which is the same as for the conventional PSWF.

APPENDIX B
PROOF OF PROPOSITION 2

Proof: The first property is trivial given that the Slepian functions \(g_k\) are eigenfunctions and thus orthogonal and normalized such that \(||g_k||^2 = 1\). The second property can be derived as follows:

\[
\langle g_k, g_l \rangle = \int_S g_k(t) \bar{g}_l(t) dt
\]

\[
= \int_S g_k(t) \frac{1}{2\pi} \int_{-W}^{W} \tilde{G}_l(\omega) e^{-i\omega t} d\omega dt
\]

\[
= \frac{1}{2\pi} \int_{-W}^{W} \tilde{G}_l(\omega) \int_S g_k(t) e^{-i\omega t} dtd\omega
\]

\[
= \frac{1}{2\pi} \int_{-W}^{W} \tilde{G}_l(\omega) \int_{-W}^{W} G_k(\omega') D(\omega - \omega') d\omega' d\omega
\]

\[
= \frac{1}{2\pi} \int_{-W}^{W} \tilde{G}_l(\omega) \int_{-W}^{W} \tilde{G}_k(\omega') G_k(\omega) D(\omega - \omega') d\omega' d\omega
\]

\[
= \lambda_l \int_{-W}^{W} G_k(\omega) \tilde{G}_k(\omega) d\omega = \lambda_l \delta_{k,l}.
\]

APPENDIX C
PROOF OF PROPERTY 3

Proof: We start from the following energy-concentration property which follows from the definition of the augmented Slepian functions:

\[
\langle g_k, g_k \rangle_{S^+} - \langle g_k, g_k \rangle_{S^-} = \lambda_k \langle g_k, g_k \rangle.
\]

Since \(\langle g_k, g_k \rangle_{S^-} \geq 0\) and \(\langle g_k, g_k \rangle = 1\), this means that

\[
\langle g_k, g_k \rangle_{S^+} \geq \lambda_k.
\]

When \(k \neq l\), Eq. 25 can be rewritten as the sum of its parts:

\[
\langle g_k, g_l \rangle_{S^+} + \langle g_k, g_l \rangle_{S^-} + \langle g_k, g_l \rangle_{S^0} = 0,
\]

where \(S^0\) is the full domain minus \(S^+\) and \(S^-.\) Using Eq. 26, it follows that

\[
\langle g_k, g_l \rangle_{S^+} = -\frac{1}{2} \langle g_k, g_l \rangle_{S^-}.
\]

Applying Cauchy-Schwartz to \(\langle g_k, g_l \rangle_{S^+}\), then shows

\[
\langle g_k, g_l \rangle_{S^+} \leq \sqrt{\langle g_k, g_k \rangle_{S^+}} \sqrt{\langle g_l, g_l \rangle_{S^+}},
\]

\[
\langle g_k, g_l \rangle_{S^-} \leq \sqrt{\langle g_k, g_k \rangle_{S^-}} \sqrt{\langle g_l, g_l \rangle_{S^-}},
\]

\[
\langle g_k, g_l \rangle_{S^0} \leq \sqrt{\langle g_k, g_k \rangle_{S^0}} \sqrt{\langle g_l, g_l \rangle_{S^0}}.
\]
where the right-hand terms can be rewritten as

\[ \sqrt{\langle g_k, g_k \rangle_{S^+}} = \sqrt{\langle g_k, g_k \rangle_{S^+} - \langle g_k, g_k \rangle_{S^-}} \leq \sqrt{1 - \lambda_k}, \]  

using (51). (55)

This further simplifies Eq. [54] into

\[ |\langle g_k, g_l \rangle_{S^+}| \leq \sqrt{1 - \lambda_k} \sqrt{1 - \lambda_l}, \]  

and using this in Eq. [53] the following bound can be found:

\[ |\langle g_k, g_l \rangle_{S^+}| \leq \frac{1}{2} \sqrt{1 - \lambda_k} \sqrt{1 - \lambda_l}. \]  

(57)

In order to rule out the effect of the signal magnitude inside the region of interest, the geometrical definition of the inner product is used in Eq. [57]

\[ |g_k|_{S^+} |g_l|_{S^+} |\cos \alpha_{g_k,g_l}| \leq \frac{1}{2} \sqrt{1 - \lambda_k} \sqrt{1 - \lambda_l}. \]  

(58)

Using \( \lambda_k = |g_k|^2_{S^+} - |g_k|^2_{S^-} \), it can be concluded that \( \lambda_k \leq |g_k|^2_{S^+} \). For all \( \lambda > 0 \) it is then also true that \( \sqrt{\lambda_k} \leq |g_k|_{S^+} \) and since \( \lambda_k \leq 1 \) and \( |g_k|_{S^+} \leq 1 \) this leads to:

\[ \frac{1}{|g_k|_{S^+}} \leq \frac{1}{\sqrt{\lambda_k}} \text{ if } \lambda_k > 0. \]  

(59)

Using this inequality in Eq. [58] the final bound on the approximate orthogonality on the positively selected region of interest for the eigenfunctions for which \( \lambda > 0 \) becomes:

\[ |\cos \alpha_{g_k,g_l}| \leq \frac{1}{2} \sqrt{1 - \lambda_k} \sqrt{1 - \lambda_l} \frac{1}{\sqrt{\lambda_k} \lambda_l} \text{ if } \lambda_k, l > 0 \]  

(60)

A fully analogous derivation leads to a bound on the approximate orthogonality on the positively selected region of interest for the eigenfunctions for which \( \lambda < 0 \) :

\[ |\cos \alpha_{g_k,g_l}| \leq \frac{1}{2} \sqrt{1 + \lambda_k} \sqrt{1 + \lambda_l} \frac{1}{\sqrt{\lambda_k} \lambda_l} \text{ if } \lambda_k, l < 0. \]  

(61)

\section*{Appendix D

\textbf{Proof of Property 4}}

\textbf{Proof:} Using the identity

\[ \sum_{k=0}^{\infty} \lambda_k = \sum_{k=0}^{\infty} \lambda^+_k - \sum_{k=0}^{\infty} \lambda^-_k, \]  

(62)

which follows from Eq. [24] and the fact that \( \sum_{k=0}^{\infty} \lambda_k \) can be written as the sum of its positive and negative parts:

\[ \sum_{k=0}^{\infty} \lambda_k = \sum_{k=0}^{\infty} \lambda^+_k + \sum_{k=0}^{\infty} \lambda^-_k, \]  

(63)

the difference \( \Delta^+ - \Delta^- \) becomes

\[ \lambda = \sum_{k=0}^{\infty} \lambda^+_k - \sum_{k=0}^{\infty} \lambda^-_k. \]  

(58)

This finishes the proof that \( \Delta^+ \) and \( \Delta^- \) are equal. \( \blacksquare \)

\section*{Appendix E

\textbf{Numerical Method}}

While the theoretical developments in this work were in the continuous domain, all examples were simulated numerically and thus in the discrete domain. The original Slepian optimization criterion in discrete time can be written as a Rayleigh quotient:

\[ \lambda = \frac{v^H Cv}{v^H v}, \]  

(70)

where \( C = F^H_W S^+ F_W \) is the concentration matrix with \( F_W \) the unitary Discrete Fourier Transform matrix limited to the selected frequency band (bandwidth \( W \)) and \( S^+ \) is the selection matrix (i.e., diagonal matrix with 1 on the selected region and 0 elsewhere). The discrete prolate spheroidal sequences are then the eigenvectors of the concentration matrix \( C \) multiplied by \( F_W \). This discrete sequence will converge to the continuous-domain solution when the sampling step decreases and the overall support increases.

If the original selection matrix \( S^+ \) is substituted by a generalized selection matrix \( S = S^+ - S^- \) where \( S^+ \) and \( S^- \) are the selection matrices of the selected and penalized regions respectively, the optimization criterion becomes the generalized optimization criterion that is the topic of this Paper:

\[ \lambda = \frac{v^H Cv}{v^H v}, \text{ with } C = F^H_W SF_W. \]  

(71)

Since all Fourier modes, except the constant mode, come in pairs with the same eigenvalue/frequency, taking an even bandwidth \( W \) would mean that one of the pairs is split and therefore the truncated DFT matrix would be ambiguous. Therefore, in this Paper all simulations are done using odd values for the bandwidth. The matrix \( F_W \) can be formed by taking the eigenvectors of the Laplacian of a ring graph with \( N \) nodes.

In order to approximate the continuous case with a discrete time simulation, two steps are needed. First, the continuous signals are sampled at sampling frequency \( f_s \). If the sampled signal is interpreted as a discrete signal, but still with infinite
This means that the first \( \frac{N}{2} \) columns of the DFT matrix will be kept in the calculations. A summary of all parameter values used for the Figures in this work is given in Table I.
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