Quantifying the presence of graffiti in urban environments
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Abstract—Graffiti is a common phenomenon in urban scenarios. Differently from urban art, graffiti tagging is a vandalism act and many local governments are putting great effort to combat it. The graffiti map of a region can be a very useful resource because it may allow one to potentially combat vandalism in locations with high level of graffiti and also to cleanup saturated regions to discourage future acts. There is currently no automatic way of obtaining a graffiti map of a region and it is obtained by manual inspection by the police or by popular participation. In this sense, we describe an ongoing work where we propose an automatic way of obtaining a graffiti map of a neighbourhood. It consists of the systematic collection of street view images followed by the identification of graffiti tags in the collected dataset and finally, in the calculation of the proposed graffiti level of that location. We validate the proposed method by evaluating the geographical distribution of graffiti in a city known to have high concentration of graffiti – São Paulo, Brazil.

Index Terms—computer vision, graffiti, urban computing, machine learning, street view

I. INTRODUCTION
Graffiti is already part of the current landscape of most megacities. It can be categorized as artistic drawings or tagging and whereas graffiti drawing is an artistic expression and as such, requires talent and practice, most of the times graffiti tagging represents an unauthorized act that people convey messages or show their names (see Figure 1). The discussion whether graffiti is an art is extensively explored [1], [2]. In 2017 a Brooklyn based company was fined 6.7 million dollars for whitewashing the murals containing famous graffiti [1]. In this study we focus on the latter and refer to it as simply graffiti.

There is no São Paulo map of graffiti to our knowledge and creating it by manual inspection would demand great effort. In this work we propose the creation of a graffiti map based on the segmentation of graffiti regions on street view images [3].

Our contribution can be summarized as the proposal of an automated way to quantify the level of graffiti in a location. For this task, street view images are systematically acquired, computer vision algorithms identify and quantify the amount of graffiti in a picture and finally a new metric, the graffiti level of the region is devised and computed. We perform a case study in a highly urbanized city, São Paulo, Brazil

II. RELATED WORK
There are several works aimed to combat graffiti vandalism acts. Web-based frameworks [4]–[7] rely on community participation to identify recently degraded locations while some works [8]–[10] try to identify the drawing act. Other works retrieve similar graffitis in a reference database [11] by using connected components and keypoint matching in an attempt to associate graffiti with gangs. Alternatively, [12] attempts to identify the authorship, given a target image, they compute a metric based on the symbols contained, manually annotate and do a keypoint matching between the images and the gang graffitis.

As a signal of the relevance of the topic, the European Union has a dedicated project [13] to analyze the main actors involved in the graffiti acts, including writers, citizens, law enforcement and public administration. It also includes the consultation of stakeholders and the establishing of a web-based platform that allows the discussion and sharing of ideas about the topic from different perspectives.

Semantic segmentation is a high-level computer vision task which aims to split the image into known classes [14]. It is a complex task when compared to image classification and object detection because it requires the image pixel-wise classification. Research on semantic segmentation is very ac-

1https://www.nytimes.com/2018/02/12/nyregion/5pointz-graffiti-judgment.html
tive and recent works achieve impressive results [14]–[18]. A related task is the instance segmentation, where the objective is also to identify the instances but in contrast to the ordinary segmentation, the method must be able to identify the boundaries of two adjacent instances. Some previous works [19], [20] performed this task by preceding the object detection stage with a segmentation stage. The work of Mask-RCNN [21] in turn performed this task by running the classification and the segment proposals in a parallel manner. [21] relies on Faster-RCNN [22] architecture but with an additional branch for instance segmentation.

Google Maps [3] provides public access to images captured by cars driven down the streets. Images are obtained from different geographical locations and in different views and formats. Many works [23], [24] have already utilized this type of imagery for urban analyzes. The authors of [25] use street view images to compare the architectural elements from different cities. In [23], a study on the feasibility on audits of neighbourhoods environments instead of in-person auditing is presented. The work [26] proposes the assessment of urban greenery using the same kind of images.

III. MATERIALS AND METHODS

In order to confidently estimate the level of graffiti in a geographical region we propose a metric, the graffiti level, obtained through the identification and computation of the areas containing graffiti on street view imagery [3].

A. Acquisition

The region of interest is initially defined and the images are acquired. Due to limitations on the coverage of the pictures provided and on computational constraints, a sample of the full region is considered. There are a number of ways of performing sampling [27] but they can be classified in random sampling methods and systematic sampling methods. The first removes the bias of the selection by randomly selecting the sample points although not guaranteeing good coverage. The latter, in contrast, assures coverage by including bias.

Once the geographical sample is defined, ideally a full view should be considered for each geographical location. A single 360° panorama view can be used, but one may need to worry about the distortions present in panoramic photos. Alternatively, complementary views for each location may be considered (see Figure 2).

![Fig. 2: Four views from the same geographical location. Images obtained from [3].](image)

B. Graffiti recognition

Given the objective of quantifying the level of graffiti in a given location, a simple and direct way would be to identify the images containing or not graffiti. Such characterization however give us a sharp and non-precise information of each picture. It would be interesting to have a more granular value for each picture. So we define the graffiti level \( f(P) \) of a geographical location \( P \) as the total area \( A \) of the picture containing graffiti. Such approach can be affected by the projection map of the scene and also by the distance of the camera to the region containing graffiti. We assume that different regions, given a minimum extent, have corresponding distribution of projections and of distance to the walls and with this assumption, \( f(P) \) may be used to compare different geographical locations. Since we represent each location \( P \) by a set of \( k \) views, we define \( f(P) \) as the sum of the areas of the regions containing graffiti in each view (see (1)). We can then aggregate the graffiti level by geographical regions \( R \) by computing the average of the graffiti levels on our sample of size \( n \) (see (2)).

\[
f(P) = \sum_{i=1}^{k} A_i \quad (1)
\]

\[
g(R) = \frac{\sum_{i=1}^{n} f(P_i)}{n} \quad (2)
\]

We opted for Mask-RCNN [21] method for our segmentation task given its high performance reported on important benchmarks [28], [29]. During training, the method minimizes a multi-task loss \( L = L_{cls} + L_{box} + L_{mask} \) being the classification loss \( L_{cls} \) and bounding-box loss \( L_{box} \) the same as defined in [22] and the mask loss \( L_{mask} \) defined as the average binary cross-entropy loss.

Since there is no dataset publicly available, we created a dataset with manually annotated images which were used to train our model.

IV. EXPERIMENTS

We initially collected a pilot sample of 10,000 street view images from [3] from São Paulo City and a sample was manually chosen. The regions containing graffiti tags were manually identified. A total 632 of images were manually annotated and used to train Resnet 101-layers backbone [30] pre-trained on the Coco dataset [29]. We used a learning rate of 0.001 and a momentum of 0.9 and trained for 80 epochs. We used the model obtained in epoch 30, given its highest validation error (see Figure 3). The final model showed an average precision [31] of 0.57. Figure 4 presents a sample of the detections evaluated. The full time to process a single image is of 0.69s on a GeForce GTX 1050.

In Figure 6(a) we can see the heterogeneous coverage of the service utilized [3] in the city. The two bottommost districts showed little coverage at the time of our acquisition, given the predominantly rural and unpopulated nature of these regions and thus they were not considered in this study.

We used four views for each geographical location, spaced by 90°. Notice in Figure 2 how the scene elements from the second and the third figures intersect which indicates a full
coverage for each geographical location. The majority of the images considered are from 2017 as can be seen in Table I.

| Year | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 | 2016 | 2017 | 2018 |
|------|------|------|------|------|------|------|------|------|------|
| Points | 1,241 | 16,311 | 207 | 422 | 2,182 | 4,563 | 4,211 | 39,391 | 317 |

We created a grid over the spatial extent of the city with 134,624 points with 102m vertical and horizontal spacing of our grid. After eliminating images from third-party providers and non-mapped regions (see Figure 6 (a)), we obtained a geographical coverage of 68,752 geographical points and 275,339 images overall.

We can see in Figure 5 that except a small region inside the map, the regions with highest levels of graffiti are in peripheral regions of the city. The regions with lowest levels of graffiti are in the business center of the city. The bottommost parts were not considered given the coverage of the service utilized.

The Human Development Index (HDI) is a development measure of a region that considers life span, income and education aspects. Figure 6 (b) is a HDI heat-map by districts using the data released by the city hall in 2007. Notice that the regions with the lowest levels of graffiti in Figure 5 correspond to the regions of highest HDIs in Figure 6 (b).

V. CONCLUSION

This work presents an extension of in the attempt to automaticaly map regions containing graffiti tags the city. We systematically collect street view imagery from and identify the graffiti tags in each image and we propose a metric for the graffiti level of a geographical region. We did a case study in São Paulo and show that it is in accordance to what is expected given the indicators of HDI.

There are limitations of the proposed approach. One of them is the requirement of sampling, due to computing constraints. Small regions with highly concentrated tagging do not properly contribute to the metric of the region. Ongoing steps include the utilization and the combination of vision algorithms with higher performances and the use of semi-supervised approaches to increase the annotated dataset. Future steps include a denser sampling, a joint analysis with other geographical regions and the use of new datasets that include the same view in different times.
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