Wave-Processing of Long-Scale Information by Neuronal Chains

José Antonio Villacorta-Atienza, Valeri A. Makarov*

Department of Applied Mathematics, Facultad de Ciencias Matemáticas, Universidad Complutense, Madrid, Spain

Abstract

Investigation of mechanisms of information handling in neural assemblies involved in computational and cognitive tasks is a challenging problem. Synergetic cooperation of neurons in time domain, through synchronization of firing of multiple spatially distant neurons, has been widely spread as the main paradigm. Complementary, the brain may also employ information coding and processing in spatial dimension. Then, the result of computation depends also on the spatial distribution of long-scale information. The latter bi-dimensional alternative is notably less explored in the literature. Here, we propose and theoretically illustrate a concept of spatiotemporal representation and processing of long-scale information in laminar neural structures. We argue that relevant information may be hidden in self-sustained traveling waves of neuronal activity and then their nonlinear interaction yields efficient wave-processing of spatiotemporal information. Using as a testbed a chain of FitzHugh-Nagumo neurons, we show that the wave-processing can be achieved by incorporating into the single-neuron dynamics an additional voltage-gated membrane current. This local mechanism provides a chain of such neurons with new emergent network properties. In particular, nonlinear waves as a carrier of long-scale information exhibit a variety of functionally different regimes of interaction: from complete or asymmetric annihilation to transparent crossing. Thus neuronal chains can work as computational units performing different operations over spatiotemporal information. Exploiting complexity resonance these composite units can discard stimuli of too high or too low frequencies, while selectively compress those in the natural frequency range. We also show how neuronal chains can contextually interpret raw wave information. The same stimulus can be processed differently or identically according to the context set by a periodic wave train injected at the opposite end of the chain.

Introduction

Distributed spatiotemporal processing of neural information is widely recognized as the basis for binding and generation of ultimate cognitive abilities in the brain [1,2]. Gamma waves have been postulated as a carrier of such high order functions [3,4]. Recently the propagation of solitary waves in two-dimensional neuronal structures has been proposed as a mean for generation of compact internal representations of external dynamic situations [5,6]. Thus growing evidence suggests that neurons can participate in a collective processing of long-scale information, relevant part of which is shared over all neurons but not concentrated at the single neuron level. In this context we define wave-processing of information as a computation (in terms of modification of global information contained in neuronal structure) mediated by nontrivial interaction of waves propagating over neuronal tissue. Thus the brain may actively work not only in time domain but also effectively use spatial dimension for information processing.

Despite wide consensus on significant relevance of long-scale waves for information processing, neurophysiological and biophysical bases of their origin and interaction are largely unknown. Indeed, in the vast majority of experimental and theoretical models, waves traveling over dissipative excitable media (including neuronal structures) vanish at collision (see e.g. [7–9]). For example, refractory period behind traveling waves of spreading depression forces their annihilation after collision [10,11]. Obviously complete destruction of neuronal excitation caused by the interaction of waves cannot contribute to effective and versatile processing of information. A remarkable exception is the back-propagation of action potentials in dendrites involved in plasticity mechanisms and stimulus selection [12]. Recent experimental and modeling results show that annihilation of colliding dendritic spikes, far to be a residual phenomenon, could be crucial for information processing in active dendrites [13,14]. At the mesoscopic level, recent studies of local field potentials created by synaptic currents in dendrites revealed nontrivial interaction of the confluent inputs to populations of target cells [15–17]. Particularly, it has been found that Schaffer input to the CA1 region of the hippocampus is composed of wave trains in the gamma band. Then the coordinated activity of CA3 pyramidal neurons increases information flux in this pathway.

Another handicap for spreading the concept of wave-processing is its scant experimental support due to significant difficulties in detection of macroscopic waves in multi-electrode data and their functional interpretation [18]. Most of the waves described in the literature have pathologic nature and hardly participate in information processing. Examples are large-range epileptic waves, spreading depression of Leao, spiral waves in heart tissue, etc.
Nevertheless, importance of self-sustained waves propagating and interacting throughout the intricate neuron morphology has been recently put in evidence [4,22–24]. For example, it has been found that sniffing an odor induces three waves at different locations of turtle olfactory bulb [22]. These waves then interact in a complex way. When consecutive odor stimulations are presented, one of the waves is enhanced if the odorants are the same but suppressed if they are different. This finding suggests that waves may carry information about previous olfactory experience and process it appropriately. Thus investigation of mechanisms allowing neuronal structures to represent and process information in a significantly spatiotemporal way is a challenging theoretical and experimental problem with vital impact in different fields of Neuroscience, Medicine, and Nonlinear Dynamics.

One of the most successful approaches for dealing with processing of long scale information uses the FitzHugh-Nagumo (FN) paradigm, which under simple mathematical assumptions captures essential functional features exhibited by neurons. The FN-model has been widely used to describe biological neural networks, interaction and propagation of waves, and processing of information (see e.g. [25–27] and references therein). Nonetheless these works assume that neurons locally create information, which is then transmitted, shared, and processed at the network level. We, however, shall demonstrate that nonlinear interaction of self-sustained waves, as carrier of information, can be implemented in classical chains of coupled FN-like neurons. Then such chains modeling laminar neuronal structures acquire ability of wave-processing of long-scale information.

Head-on collision of self-sustained waves in classical FN-chains leads to their complete annihilation. Such monostable interaction offers little, if any, computational capacity, whereas versatile wave-processing of information requires bistable interaction of waves. Thus, simultaneously with wave annihilation the network dynamics has to admit at least one more significantly different response to the input stimuli, i.e. traveling waves should be able to cross each other. Transparent crossing of self-sustained waves has been known for a long time. In the last decades it has been shown that such behavior is not exclusive attribute of solitons, but a generic property observed experimentally [28,29] and numerically [25,30–34]. The mechanism of crossing of self-sustained waves has been attributed to different nonlocal properties of the medium as e.g. cross-diffusion [34].

In this work we show that versatile wave-processing of long-scale information in laminar neural structures, described within the FN-paradigm, can be achieved by introducing into the single-neuron dynamics an additional voltage-gated membrane current. This local mechanism, ubiquitous in real neurons [35], provides a chain of such neurons with new emergent network properties. In particular, nonlinear waves as a carrier of long-scale information exhibit a variety of functionally different regimes of interactions from complete or partial annihilation to transparent crossing. Thus neuronal chains can work as computational units performing different operations over spatiotemporal information. To further illustrate the great potential of the concept we show that neuronal chains can “discard” stimuli of too high or too low frequencies, while selectively compress those in the “natural” frequency range, i.e. we observe the phenomenon of complexity resonance. We also show how raw wave information can be contextually “interpreted” by a neuronal chain, i.e. the chain can process the same stimulus differently or identically according to the context set by a periodic wave train injected at the opposite end.

Interaction of Waves in Chains of Coupled Neurons

We shall illustrate the concept of the information wave-processing by using a one-dimensional chain of FN-like neurons:

\[
\begin{align*}
\dot{u}_j &= f(u_j,v_j) + d(u_{j-1} - 2u_j + u_{j+1}) \\
\dot{v}_j &= (u_j + b - av_j)
\end{align*}
\]

where \(u_j\) and \(v_j\) are the so-called membrane potential and recovering variable of the \(j\)th neuron, respectively; \(0 < a \ll 1\) is the smallness parameter; and \(f(u,v)\) accounts for nonlinear kinetics of the transmembrane currents. Finally \(a > 0\), \(b > 0\), and the parameter \(d \geq 0\) accounts for the strength of couplings between neighboring neurons. The chain (1) is considered with Dirichlet boundary conditions: \(u_0 = u_{N+1} = u^*\), where \(N\) is the total number of neurons in the chain and \(u^*\) is the resting potential.

FitzHugh-Nagumo Dynamics

In the original FN-neuron the membrane kinetics is given by:

\[
f_{FN}(u,v) = \frac{-u^3}{3} - v
\]

Setting in (1) \(a = 1.3\) and \(b = 0.273\) \(= 0.09\), \(d = 0\) we ensure that single FN-neuron has a unique attractor, a stable steady state, given by

\[
f_{FN}(u^*,v^*) = 0, \quad u^* = av^* - b
\]

where \(u^* \approx -1.12\) a.u. defines the resting potential. Any perturbation of the neuronal state decays to the steady state, however, small but finite excitation can lead to a large excursion in the phase plane, i.e. to a spike (Fig. 1A).

Voltage-gated Depolarizing High-threshold Current

Let us now introduce into the neuron’s kinetics an additional voltage-gated high-threshold current, e.g. due to Ca\(^{2+}\) conductance.

\[
f(u,v) = f_{FN}(u,v) + \gamma H(u - u_{th})
\]

where \(H(\cdot)\) denotes a Heaviside-like step function (we assume \(H \in C(\mathbb{R},[0,1])\)), \(u_{th}\) is the voltage threshold (we set \(u_{th} = 1.7\) in numerical simulations), and \(\gamma\) describes the magnitude of the additional current. We note that the extended neuron model with the kinetics (3) reduces to the classical FN-neuron at \(\gamma = 0\).

For \(u_{th}\) big enough (\(u_{th} > 2\) for \(\rightarrow 0\)) the neuron conserves FN-intrinsic excitable property and can generate spikes similarly to the FN-neuron (Figs. 1A and 1B; blue curves). By raising \(\gamma\) above the critical value:

\[
\gamma^* = (u_{th} + b) / a + u_{th}^3 / 3 - u_{th}
\]

a pair of additional steady states appears on the phase plane of single neuron through a fold bifurcation. Thus the neuron becomes bistable and can stay at rest either in “down” or “up” states, whereas a saddle point separates its basins of attraction. Strong enough perturbations can switch the neuron between down and up states whereas at the down state it can also generate spikes (Fig. 1B). The bistable property of the neuron together with
excitability makes the collective dynamics of a chain of such neurons (e.g. interaction of waves) nontrivial.

Role of Depolarizing Current in Head on Collision of Waves in Neuronal Chains

Classical excitable FN-chain (1), (2) for strong enough coupling, $d$, admits self-sustained pulse-like running waves. Figure 2A illustrates head-on collision of such waves, which leads to their annihilation. As mentioned above such behavior is typical for waves with refractory period (see e.g. [8] for general discussion and [10,19] for electrophisiological and theoretical examples). Thus only trivial wave-processing of information, i.e. its annihilation, can be achieved in this chain.

To cope with this restriction, above we extended the FN-model (1), (3). Figure 2B shows the wave behavior in the chain of bistable-excitable neurons. At the beginning the wave dynamics repeats the classical FN-chain (snapshot $t_1$). Indeed, in standard conditions of waves propagation the membrane potential $u_j(t)$ does not reach the threshold $u_{th}$ and the extra membrane current in (3) is negligible. Hence no difference exists between the wave behavior of the classical chain and the chain of bistable-excitable neurons. However, when the waves collide, the membrane potential in the collision region overcomes $u_{th}$ and appearing extra membrane current changes their dynamics (Fig. 2B, snapshot $t_2$).

Balance between the depolarizing membrane current and the axial (along the chain) diffusive current creates a new quasi-stable structure, wave generator (Fig. 2B, snapshot $t_2$). The drive exerted by the wave generator transiently avoids collapsing of the chain excitation and emits new waves propagating in opposite directions (Fig. 2B, snapshots $t_3$, $t_4$). Finally, when the newly created waves run away, the balance between the excitatory and dissipative currents breaks and the wave generator collapses (Fig. 2B, snapshots $t_5$).

Thus the relation between the magnitude of the voltage-gated excitatory current controlled by $\gamma$ and the axial (coupling) current controlled by $d$ defines the functional regime of the wave collisions. As we shall see below the chain (1), (3) can exhibit a rich repertoire of behaviors and unexpected computational capabilities, which stem from the possibility of waves to cross each other. It is also worth noting that for small enough inter-neuronal coupling $d$ the chain possesses several stationary or quasi-stationary behaviors including variants of spatial chaos (see for details e.g. [36,37]). We, however, concentrate here on the wave behavior and hence below restrict to the case $d \geq 1$.

Bases of Information Wave-processing

As we shall see further the computational abilities of neuronal chains are based on coexistence of significantly different scenarios of wave collisions. In other words, for effective information processing the chain must admit at least two collision scenarios for the same parameter values. Above (Fig. 2B) we observed one scenario, the wave-crossing, which (in some extent) conserves the information in the chain. Let us now show that the dynamics of the chain of bistable-excitable neurons can be even more complex.

Collision scenarios. First, we assume that colliding pulses are stationary waves, i.e. all transient processes of the wave formation have vanished and waves are given by

$$ u_j(t) = \tilde{u}(j \pm ct) < u_{th} $$

where $\tilde{u}(\cdot)$ is a pulse-like function and $c$ is the wave velocity. Figures 3A–3D show the spatiotemporal evolution of two symmetric colliding waves for different values of the magnitude of additional excitatory membrane current (controlled by $\gamma$).

For small enough $\gamma$ two colliding waves annihilate as it typically happens in the FN-chain in particular and in reaction-diffusion systems in general (Fig. 3A). For moderate values of $\gamma$ the waves cross each other enabling transparent transmission of wave-information (Fig. 3B). We notice a positive phase-shift at the collision, i.e. delay in the wave reemission. For even higher $\gamma$ the neurons involved in collision are switched to the up-state and form a pacemaker that emits periodic sequence of waves (Fig. 3C), i.e. a new source of wave-information emerges in the chain at the place of spatial coincidence of waves. Finally for high enough $\gamma$ the waves become dominating and two phase waves emerging at the collision switch the chain from down to up-state (Fig. 3D). Such behavior is similar to waves of spreading depression in the hippocampus [19]. We note that the phase transition is “supersonic”, i.e. it propagates faster than subthreshold “sound” waves.
Second, we consider asymmetric collisions of a stationary traveling wave with a wave newly excited by a stimulus applied near the place of future collision. In general, asymmetric collisions lead to asymmetry in the wave creation. For moderate \( \gamma \) we observe selective annihilation of a part of the information (Fig. 3E vs 3B). Such behavior is untypical for solitons and for traveling waves in most of the reaction-diffusion systems (including the classical FN-chain). We also note that the behaviors shown in Figures 3B and 3E correspond to the same parameter values, i.e., the chain exhibits bistable interaction of waves, condition required for effective wave-processing of information. For slightly higher \( \gamma \) the waves cross each other as in Figure 3B but now the newly created waves are desynchronized, i.e. they receive different phase shifts (Fig. 3F). For the value of \( \gamma \) corresponding to the formation of a pacemaker the released waves again have different phase shifts (Fig. 3C vs 3G). Similarly, in the phase wave regime the wave emitted to the right has lower phase shift (Fig. 3H vs 3D).

**Bifurcation analysis of wave-processing.** The numerically found different collisions’ scenarios (Fig. 3) correspond to functionally different states of the information processing in the chain. In order to gain insight into the dynamics of wave interaction we studied bifurcations occurring in the system.

The stationary solutions of Eqs. (1), (3) are given by the 2D map:

\[
(u, w)^T \mapsto \left( \frac{2w - w^d}{a} \left( u, \frac{u + b}{a} \right), u \right)^T
\]

which correspond to the steady states of a single neuron (Fig. 3B), for example, \( s_1 = u^* = -1.12 \) a.u. is the down-state.

The fixed point \( p_1 = (s_1, s_1) \) is of a saddle type. There exist variety of orbits homoclinic to \( p_1 \). Figure 4A shows stable, \( W^s(p_1) \), and unstable, \( W^u(p_1) \), manifolds and their intersections define homoclinic orbits. Several spatial profiles of the homoclinics are shown in Fig. 4B. They differ by the width of the stationary solution and one of them (green in Fig. 4B) corresponds to the width of the wave generator transiently formed during the wave collision (Fig. 4B, \( t = t_2 \)). Following Ref. [25] we call such orbit (spatial profile) a nucleating solution (NS).

To describe bifurcations of the homoclinics we introduce the integral characteristics:

\[
S = \sum_{j=1}^{N} (u_j - u^*)
\]

Then using one of the orbits provided by the intersection of manifolds \( W^s(p_1) \) and \( W^u(p_1) \) as initial point we continued the homoclinics over the control parameter \( \gamma \) (Fig. 4C). For intermediate values of \( \gamma \) there exist a number of homoclinic orbits, which appear and disappear through fold bifurcations.
This analysis shows that there is a critical value of $c$ below which there is no nucleation and hence colliding waves annihilate (Fig. 3A).

For nontrivial collisions (Figs. 3B–3H) the existence of an NS is a prerequisite. Under collision trajectory in the phase space of the chain (1), (3) passes nearby the steady state corresponding to NS, which guides the further scenarios of the wave behavior. We then linearized the system (1), (3) in a vicinity of this steady state, which turned to be a saddle. Indeed, its spectrum has one zero-eigenvalue, corresponding to the translation symmetry in the chain, and two pairs of complex eigenvalues with real positive parts (Fig. 4D). Figure 4E shows the corresponding eigenvectors that describe scenarios of the development of instability. Both unstable directions have the same exponent, and hence their winner is determined by how the trajectory enters the saddle region, i.e. by initial perturbation created at the wave collision.

At symmetric collisions (Figs. 3B–3D) the perturbation is also symmetric going along the symmetric eigenvector $e_2(j)$ (Fig. 4E). This leads to generation of a pair of symmetric pulses at the tails of the NS. Asymmetric collisions brake the symmetry and the NS will be asymmetrically perturbed, i.e. the initial conditions are shifted to the asymmetric eigenvector $e_1(j)$. Then we have opposite drive in the tails of the NS, which is the origin of asymmetry in the forming structure. After the first local separation over the unstable manifold, the following behavior of the chain is nonlocal and depends on the controlling parameters.

Figure 5 shows complete bifurcation diagram of the neuronal chain (for $d \geq 1$). It has four domains with qualitatively different behaviors. In the region of wave annihilation NS does not exist and independently on the collision symmetry the initial perturbations go straight to the down-state, which corresponds to the scenario A in Figure 3. In the remaining domains the NS separates trajectory flows, which gives rise to symmetric and asymmetric scenarios. In the wave crossing domain the unstable manifold of NS pushes the trajectory outside to a big excursion, which results in reemission of two symmetric waves or one single wave or two asymmetric waves (scenarios B, E, and F in Fig. 3, respectively). In the pacemaker domain a limit cycle is born from a saddle-node type bifurcation, which results in emission of periodic waves of finite amplitude (scenarios C and G). Finally in the phase wave domain the trajectories are redirected to the up-state, and hence the chain is switched dynamically to the up-state (scenarios D and H).

Finally we note that one of the most interesting regions, the wave-crossing, extends over quite a big area in the parameter space (Fig. 5). Thus the observed phenomena of the wave-crossing (Figs. 3B and 3E) are robust to variation of e.g. the wave velocity (controlled by $d$) and amplitude.
Wave-processing of Long-scale Information

As mentioned above, different functional regimes in neuronal chains can be achieved by proper adjustment of the coupling strength between neurons and the membrane voltage-gated current (Fig. 5). One of the most interesting regimes, the wave crossing, occurs for intermediate values of both parameters. In this section we study what computational abilities such functional state may offer.

**Concurrence of periodic wave trains: Four types of wave-processing.** The real potential of the wave-processing of neural information arises in realistic biological contexts. For example, interaction of coordinated inputs from the lateral and medial entorhinal cortex to the laminar structure of the hippocampus participates in consolidation of memory [38]. Let us now simulate concurrence of two coordinated inputs to a spatially extended laminar neuronal structure. We shall model the information content by two periodic wave trains injected into a chain of bistable-excitable neurons from opposite ends (Fig. 6A). After nonlinear interaction, in general, wave trains change their internal structure and we get two emergent output trains carrying out the processed information.

**Figure 6B.1** shows spatiotemporal evolution of two colliding identical periodic trains. Since the chain is in the wave crossing regime (Fig. 5) two collision scenarios are possible: transparent wave crossing with phase shift (Fig. 3B) and annihilation of one of the waves (Fig. 3E). Which of the scenarios is realized in each collision depends on a number of factors, e.g. on the time passed from the previous collision. Indeed, when the spatial period between waves is small enough the newly created waves have no room to stabilize and one of them dies. In contrast, sparse waves (i.e. long time between interactions) cross each other transparently. Thus the proper combination of symmetric and asymmetric crossings is behind the generation of new aperiodic wave patterns at the output. In Figure 6B.1 every odd wave propagates to the output. Thus we can speak about a kind of decimating processing. However, different waves receive different phase shifts in collisions and consequently the structure of the output trains is more complex (aperiodic).

To get deeper insight into the wave-processing we injected into the chain two periodic wave trains as above, but with different inter-wave periods. The train’s asymmetry leads to different dynamic processing of each train and generation of new trains with complex inter-wave structures. Figure 6B.2 shows a representative example of such experiments. Both trains initially had 10 periodic waves spaced by 65 (train #1) and 30 (train #2) neurons. Four waves from the train #1 and three from the train #2 survived at the output. These were number 1, 5, 7, 9 and 1, 7, 10 for the trains #1 and #2, respectively. We also notice significantly different phase shift obtained by each wave, which finally codifies the number of collisions and their frequencies. Thus the neuronal chain can perform nontrivial information processing.
beyond decimating. It can dynamically select and precisely position in time only “desired” waves from a raw message, which finally convey mutual information in “compressed” form.

In order to quantify the outcome of the wave-processing we introduce an entropic measure. Wave trains at the input and output were converted into binary vectors with ones corresponding to wave crests separated by blocks of zeros (silences). The bin size was equal to the spatial refractory period (20 neurons). Then we evaluated the block entropy \[ E = - \sum p_i \ln(p_i) \] where \( p_i \) is the relative frequency of the \( i \)th word. Although this measure for finite trains may underestimate the real train entropy it suits well for our purpose of quantification of the observed information compression. Finally we evaluated the relative variation of the information content before and after wave-processing as:

\[ \delta = \frac{E_{\text{out}} - E_{\text{in}}}{E_{\text{in}}} \]  

As we expected, during the wave-processing the information contained in wave trains grew significantly (Fig. 6C). The mean growth was about 75\% in experiments with identical trains with spatial period varying from 30 to 100 neurons. High variability of the information increment (std \( \approx 55 \)) indicates strong dependence of the wave-processing on the inter-wave period.

Collision of wave trains with different periods (Fig. 6B.2) leads to different entropy increments. The train \#1, the spatial period of which was kept constant, got 100\% mean increment (std \( \approx 20 \)), while the train \#2, the period of which was changed in the range [30,100] neurons, received 75\% increase with std \( \approx 58 \). Thus overall characteristics of the wave-processing of the 2nd train were similar to the case of identical trains (Fig. 6C). Surprisingly relatively low variability of the train \#1 (std \( \approx 20 \)) suggests that the informational outcome of the wave-processing of a train depends strongly on its own period but only slightly on the period of the other colliding train. Thus the chain can process information in different spatiotemporal domains, effectively reducing the number of excitatory current, \( y \)

Figure 5. Bifurcation diagram and sketches of trajectories describing different scenarios of wave collisions in the chain of bistable-excitatory neurons. In each inset: Square and diamond mark initial conditions for symmetric and asymmetric collisions, respectively; Green dot corresponds to the nucleating solution (NS); Blue and red unstable manifolds represent development of symmetric and asymmetric perturbations (see also Fig. 0E); Letters in black circles correspond to scenarios shown in Fig. 3.

doi:10.1371/journal.pone.0057440.g005
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of “redundant” waves in one train, while keeping practically constant the informative structure of the other train.

Finally we spanned periods of both colliding trains in the range from 30 to 100 neurons, while keeping 10 waves in each train. As we observed before different number of waves survived after collision. Depending on the proportion of survived waves, denoted by $n = \frac{\text{#input}}{\text{#output}}$, we classified four functionally different types of wave-processing (Fig. 6D):

- **Transparent propagation** ($n = 100\%$, all waves propagate to the output)
- **Soft processing** ($50\% < n < 100\%$, most waves propagate to the output)
- **Hard processing** ($10\% < n \leq 50\%$, some waves propagate to the output)
- **Dark collision** ($n \leq 10\%$, few waves propagate to the output)

For colliding trains with large periods there is room for symmetric wave crossing and no annihilation occurs. Then the output trains are identical to the input ones, i.e. trains transparently cross each other receiving global phase shift (Fig. 6D, red area: transparent propagation). For shorter spatial periods some asymmetric wave crossings appear, which decreases the number of waves propagating to the output (Fig. 6D, yellow area: soft processing). In soft processing at least one train conserves most of the input waves. For intermediate periods of both input trains the wave-processing, denominated as hard processing (Fig. 6D, green area), leads to annihilation of the majority of input waves. Finally for really short periods (Fig. 6D, blue area: dark collision) annihilation dominates the wave-processing and only few (usually only the first) waves propagate to the output.

Transparent propagation does not alter the complexity measure (6) and hence $\delta = 0$. Soft and hard processing regimes increase significantly the informational content at the output, i.e. $\delta$ is high, whereas dark collision leads again to $\delta = 0$. Thus we have a kind of band-pass filtering of periodic waves, but instead of simple reduction of the train period we have changes in the train complexity. For intermediate spatial periods the information is maximal and then decreases for long and short periods. Such complexity resonance is reminiscent of the rate-temporal coding problem (see e.g. [40]). Indeed, our neuronal structure can “ignore” stimuli of too low frequency and “annihilate” those of

![Figure 6. Wave-processing of periodic wave trains: Complexity resonance. A) Sketch of numerical experiments. Two input periodic wave trains ($\#1$ and $\#2$) are injected from both ends of the chain modeling laminar neuronal structure (gray arrows indicate direction of propagation). Nonlinear interaction of the trains, i.e. the wave-processing, leads to two emerging output trains with different aperiodic structure. B) Representative examples of collisions of identical periodic trains (left panel: 10 waves, spatial period 65 neurons) and trains with different spatial periods (right panel: 10 waves, spatial periods 65 and 30 neurons). Evolution of the wave crests shows how the interplay between symmetric and asymmetric wave collisions yields aperiodic output trains. Waves propagating to the output are drawn by thicker lines. C) Entropy increment provided by the wave-processing of identical and different periodic trains (means and standard deviations). For identical trains periods from 30 to 100 neurons have been considered. For different trains the period of the input train $\#1$ was kept constant (65 neurons), while the period of the input train $\#2$ spanned interval from 30 to 100 neurons. D) Complexity resonance. Left panel: colored regions mark four types of wave-processing. Right panel: Examples of output trains for each type of the wave-processing. Complexity of the output trains reaches maximum at intermediate spatial periods of input trains ($d = 1$, $\gamma = 2.7$).](https://www.plosone.org/article/funding)
too high frequency, while selectively process stimuli in the “natural” frequency range. The processed stimuli are compressed and get higher train complexity at the output.

**Context dependent information processing.** A remarkable quality of evolved living beings is their ability to interpret information according to circumstances. Response of an organism to the same stimulus can depend on, for example, its internal state or external situation. Then the context acts like a framework for such high-level functions as learning, memory, understanding, etc. [6,41]. The proposed concept of wave-processing of information also includes contextualization as one of its central features.

To illustrate how contextualization of raw long-scale information can be implemented in neuronal structure, we used again the two-inputs paradigm (Fig. 7A). Left end of the neuronal chain has been designated as an informative input, i.e. it receives information or stimulus to be processed by the chain. The purpose of the right end is dual. It is used: i) as an input for contextual trains and ii) for readout of the computation results. While the informative train can have rather complex aperiodic structure and consequently high entropy, the contextual train may be quite simple. In all experiments we employed the same informative train shown in Figure 7A (raw information), whereas for setting different contexts we used periodic wave trains with different number of waves and inter-wave periods (Fig. 7B, left trains).

In general, interaction of the informative train with different contextual trains leads to different output trains (Fig. 7B, red trains). The output trains convey information coded in the raw stimulus but modulated by the context. Thus the output message is a contextualized variant of the input information. Although different contexts usually yield different outputs, we notice that the same output may also occur (Fig. 7B, black trains). Such simultaneous divergence/convergence of the contextual information processing is also known in the Nature. Indeed, organisms may act differently or identically to the same stimulus in different circumstances.

In order to illustrate the great potential of the contextual wave-processing of information we performed the following experiments. Using the same input stimulus with high entropy (Fig. 7A, raw information) we tested contextual trains of different spatial length with three different spatial periods: 30, 65, and 100 neurons. To quantify changes in the output wave train we employed two measures: i) the spatial length (related to compression) and ii) the relative entropy (related to complexity). Figure 7C summarizes our results.

We found that the length of the output train changes practically linearly with increase of the length of the contextual train. The slope of the least-squares linear regression strongly depends on the period of the contextual train. Contextual trains with the shortest spatial period of 30 neurons (Fig. 7C, red triangles) exert strongest impact on the length of the output (processed) train, whereas trains with longest spatial period of 100 neurons have little effect on the output train (Fig. 7C, black squares). To confirm this observation we also evaluated the relative entropy (7). Since the input stimulus (raw information) has high entropy, in this case the wave-processing led to entropy decrease (Fig. 7C, inset), i.e. the wave-processing selects only a part of input information. In agreement

---

**Figure 7. Contextual processing of information.** A) Sketch of numerical experiments. The wave train injected at the left input of the neuronal chain conveys raw information (stimulus to be processed, the same for all experiments). The informative train interacts with a periodic train injected at the right input, which sets the context for the wave-processing. The context features are the spatial period and length of the contextual train. After trains’ interaction the processed information can be readout from the right end of the chain. B) Four examples of different contexts (trains with 3 and 9 waves spaced by 30 and 100 neurons) and the corresponding outputs (processed trains). Red trains are different, whereas black train are the same, which suggests divergence/convergence of the contextualization. C) Influence of the context on the information extracted from the raw message. Main graph: the length of the output train linearly depends on the length of the contextual train and its period modulates the sensitivity. Inset: relative entropy of the output has higher variability for contextual train with shorter periods (horizontal displacements of symbols serve for visualization only). doi:10.1371/journal.pone.0057440.g007
with previous results, we observed that the variability of the output information is maximal for contextual trains with short period (30 neurons) and minimal for trains with long period (100 neurons). Thus the neuronal chain offers effective mechanism for contextualization of the input information. We can easily control characteristics of the processing by changing the length of the contextual wave-train and tune the sensitivity to the context by changing its period.

**Discussion**

Questions “How information is represented in the brain?” and “What are the principles of its processing?” are the most challenging in contemporary Neuroscience. It is now well accepted that different brain nuclei use different strategies for information handling. At the initial processing levels, primary brain nuclei codify sensory information in the form of spike trains. At this stage variants of the rate and time coding schemes are largely employed (see e.g. [40,42,43] and references therein). However, at upper levels the situation becomes much more complicated. Highly evolved nuclei involve distributed parallel processing of multimodal and multiscale information. Complex networks made up of proximal and distant heterogeneous couplings coordinate neural activity at different sites [44]. Then the synchronization concept standing on correlated firing of multiple spatially distant neurons (see e.g. [3]) has been widely spread as a paradigm for computational and cognitive tasks. Although this hypothesis received strong experimental and theoretical support, not all experimental facts can be easily fitted in the paradigm.

It seems that besides synergetic cooperation of neurons in time domain, e.g. through synchronization of spikes in different time windows, the brain may also employ information coding and processing in spatiotemporal dimension. For example waves of neural activity, functionally related to behaviors and global dynamics, have been found in visual, sensory-motor, auditory, and olfactory cortices (see [24] for a review). In this work we proposed and theoretically illustrated a novel concept of significantly spatiotemporal representation and processing of long-scale information in laminar neuronal structures. We argued that relevant long-scale information may be hidden in spatiotemporal waves, abundant in different brain structures, and then nonlinear interaction of such waves yields efficient information processing, which we called wave-processing. We note that the discussed wave-processing cannot be reduced to the synchronization paradigm since it occurs in two dimensions: space and time, i.e., the result of computation depends significantly on the spatial distribution of information.

To implement wave-processing in a mathematical model we proposed a mechanism that relays on local single neuron dynamics. We incorporated into the classical FitzHugh-Nagumo neuron an additional membrane current accounting for the dynamics of voltage gated high threshold ionic channels. Then a chain of such neurons acquires new emergent properties. Namely, we have shown that nonlinear self-sustained waves can exhibit a variety of functionally different regimes of interactions from complete or partial annihilation to transparent crossing. We provided a rigorous description of the bifurcations in the phase space of the corresponding dynamical system leading to different collision scenarios. It is worth noting that the model incorporates two types of multistability: of a single neuron (Fig. 1B) and of the wave collision (Figs. 3B, 3E). The existence of the former is not essential, i.e. the main results can be reproduced with a monostable single-neuron model (without up state). However, the additional high-threshold conductance is a must for the multistable wave interaction. We have shown that the latter multistability, as basic computational requisite at the network level, is governed by a special nucleating solution of a saddle type with two generic routes leading to different scenarios of wave interaction. Thus besides symmetric transparent wave crossing the neuronal chain simultaneously admits asymmetric wave interaction, an asset for wave-processing. This regime of wave interaction occurs for intermediate (biologically plausible) values of the coupling strength between neurons and the amount of the additional membrane current.

We have shown that neuronal chains can exhibit nontrivial computational abilities mimicking different physiological processes in the brain. In particular we described the phenomenon of complexity resonance and classified four available types of processing of wave information: Transparent propagation, Soft and Hard processing, and Dark collision. Using these “computational tools” a laminar neuronal structure can “ignore” stimuli of too high or too low frequencies (or spatial scales), while selectively process those in the “natural” frequency range. Input stimuli are compressed and receive higher complexity at the output thus effectively codifying raw information.

We have also shown that the concept of wave-processing naturally offers an effective mechanism for contextual computations, i.e. for interpretation of raw information according to circumstances or context that acts like a framework for high-level functions. We illustrated contextualization of raw long-scale information using a complex stimulus as input information and periodic wave trains modeling different contexts. We have shown that the content of the output wave train linearly depends on the length of the contextual train and the sensitivity to the context is controlled by the context frequency. As it happens in the Nature contextualization of information obeys divergence/convergence properties. The neuronal chain can process stimulus differently or identically in different circumstances.

Thus neuronal chains can work as computational units performing different operations over spatiotemporal information. Both the biophysical basis of the model and its revealed computational features make it suitable for functional description of global and sparse information processing in real neural networks. We expect that the concept of wave-processing could be involved in such high-level brain functions as path-planning and decision making. Indeed, to behave efficiently and actively in complex environments, evolved organisms create in the brain a model of the external world. Then this model is used to perform mental “computations” and test in parallel different decision alternatives (see e.g. [6] and references therein). To perform this task the brain should be able to map 4-dimensional space-time structure of the external world into the internal neuronal space. Then it seems reasonable to hypothesize that laminar brain structures (like e.g. cerebral cortex) may naturally serve as a container for the information mapping, while neural waves may perform parallel computations over such space-time information.

**Author Contributions**

Conceived and designed the experiments: JAVA VAM. Wrote the manuscript: VAM. Conducted numerical simulations: JAVA.
References

1. Fuster JM (2003) Cortex and mind: Unifying cognition. Oxford Univ. Press.
2. Pulvermüller F (2005) Brain mechanisms linking language and action. Nat Neurosci 8: 576–582.
3. Singer W, Gray CM (1995) Visual feature integration and the temporal correlation hypothesis. Annu Rev Neurosci 18: 555–586.
4. Llinás R, Ribary U, Contreras D, Pedrocchi A (1998) The neuronal basis for consciousness. Phil Trans R Soc Lond B 353: 1041–1049.
5. Villalobos-Aitaena JA, Velarde MG, Makarov VA (2010) Compact internal representation of dynamic situations: Neural network implementing the causality principle. Biol Cybern 103: 285–297.
6. Makarov VA, Villacorta-Atienza JA (2011) Compact internal representation as a functional basis for protocognitive exploration of dynamic environments. In Recurrent neuronal networks for temporal data processing. Intech Ed; H. Cardes.
7. Wu JY, Guan L, Tsau Y (1999) Propagating activation during oscillations and evoked responses in neocortical slices. J Neurosci 19: 5005–5015.
8. Murray JD (2002) Mathematical biology II: Spatial models and biomedical applications. Springer-Verlag, 3 ed.
9. Lu Y, Sato Y, Amari S (2011) Traveling bumps and their collisions in a two-dimensional neural field. Neural Comput 23: 1248–1260.
10. Tuckwell HC (1981) Simplified reaction-diffusion equations for potassium and calcium ion concentrations during spreading cortical depression. Int J Neurosci 12: 93–107.
11. Dahleen MA, Müller SC (1997) Self-induced splitting of spiral-shaped spreading depression waves in chicken retina. Exp Brain Res 115: 319–324.
12. Haissler M, Spruntan N, Stuart GJ (2000) Diversity and dynamics of dendritic signaling. Science 290: 739–744.
13. Gollo LL, Kinouchi O, Copelli M (2009) Active dendrites enhance neuronal dynamic range. PLoS Comput Biol 5(9): e1000402. doi:10.1371/journal.pcbi.1000402.
14. Royer AS, Miller RF (2007) Dendritic impulse collisions and shifting sites of action potential initiation contact and extend the receptive field of an amacrine cell. Visual Neurosci 24: 619–634.
15. Makarov VA, Makarova J, Herreras O (2010) Disentanglement of local field potential sources by independent component analysis. J Computat Neurosci 29: 445–457.
16. Makarov J, Ibarz JM, Makarov VA, Benito N, Herreras O (2011) Parallel readout of pathways-specific inputs to laminated brain structures. Frontiers Syst Neurosci 5: 77, doi: 10.3389/fnysm.2011.00077.
17. Fernandez-Ruiz A, Makarov VA, Benito N, Herreras O (2012) Schaffer-specific local field potentials reflect discrete excitatory events at gamma-frequency that may fire postsynaptic hippocampal CA1 units. J Neurosci 32: 5163–5176.
18. Grin S, Rotter S (2010) Analysis of parallel spike trains. Springer Series on Computational Neuroscience.
19. Makarov J, Makarov VA, Herreras O (2010) Generation of sustained field potentials by gradients of polarization within single neurons: A macroscopic model of spreading depression. J Neurophysiol 103: 2446–2457.
20. Alarcón G, García Seoane JJ, Binnie CD, Martin Miguel MC, Juler J, et al. (1997) Origin and propagation of interictal discharges in the acute electrocor- ticogram. Implications for pathophysiology and surgical treatment of temporal lobe epilepsy. Brain 120: 2259–2262.
21. Kwaku RF, Dillon SM (1996) Shock-induced depolarization of refractory myocardium prevents wave-front propagation in defibrillation. Circulat Res 79: 957–973.
22. Zochowski MR, Cohen LB (2005) Oscillations in the olfactory bulb carry information about odorant history. J Neurophysiol 94: 2667–2675.
23. Nunez PL, Srinivasan R (2006) A theoretical basis for standing and traveling brain waves measured with human EEG with implications for an integrated consciousness. Clin Neurophysiol 117: 2424–2435.
24. Wu JY, Huang X, Zhang C (2008) Propagating waves of activity in the neocortex: What they are, what they do. Neuroscientist 14: 487–502.
25. Argemína M, Coutil P, Krinski V (2000) Head-on collisions of waves in an excitable FitzHugh-Nagumo system: A transition from wave annihilation to classical wave behavior. J Theor Biol 205: 47–52.
26. Ernagkova EA, Shanel EE, Pantelev AA, Botylin AA, Volpert V, et al. (2009) On propagation of excitation waves in moving media: The FitzHugh-Nagumo model. PLoS ONE 4(2): e4543. doi:10.1371/journal.pone.0004543.
27. Wu Y, Lu W, Lin W, Leng G, Feng J (2012) Bifurcations of emergent bursting in a neuronal network. PLoS ONE 7(6): e30402. doi:10.1371/journal.pone.0038402.
28. Rotermund HH, Jakubith S, von Oertzen A, Ertl G (1991) Solitons in a surface reaction. Phys Rev Lett 66: 3083–3086.
29. Santiago-Rosanne M, Vignes-Adler M, Velarde MG (1997) Dissolution of a drop on a liquid surface leading to surface waves and interfacial turbulence. J Colloid Interf Sci 191: 63–80.
30. Tuckwell HC (1979) Solitons in a reaction-diffusion system. Science 205: 493–495.
31. Koeck J, Marek M (1995) Collision-stable waves in excitable reaction-diffusion systems. Phys Rev Lett 74: 2134–2137.
32. Adaníah OV, Morove OA (1999) Soliton-like regimes and excitation pulse reflection (echo) in homogeneous cardiac purkinje fibrines: Results of numerical simulations. J Biol Phys 25: 149–164.
33. Tsyganov MA, Biktashev VN (2004) Half-soliton interaction of population taxis waves in predator-prey systems with pursuit and evasion. Phys Rev E 70: 031901-1–10.
34. Tsyganov MA, Brindley J, Holden AV, Biktashev VN (2004) Soliton-like phenomena in one-dimensional cross-diffusion systems: A predator-prey pursuit and evasion example. Physica D 197: 10–33.
35. Koch C (1999) Biophysics of computation. New York: Oxford University Press.
36. Nekorin VI, Makarov VA (1995) Spatial chaos in a chain of coupled bistable oscillators. Phys Rev Lett 74: 4819–4822.
37. Makarov VA, Nekorin VI, Velarde MG (2001) Phase resetting, clusters, and waves in a lattice of coupled oscillatory units. Int J Bifurc Chaos 11: 109–122.
38. Hasselmo ME (1999) Neuromodulation: Acetylcholine and memory consolida- tion. Trends Cogn Sci 3(9): 331–339.
39. Steuer R, Ebeling W, Russell DF, Bahar S, Neiman A, et al. (2001) Entropy and local uncertainty of data from sensory neurons. Phys Rev E 64: 061911-1–6.
40. Vannullen R, Guyonneau R, Thorpe S (2003) Spike times make sense. Trends Neurosci 26: 1–11.
41. Northoff G, Heinzel A, de Greck M, Bermpohl F, Dobrovolny H, et al. (2006) Self-referential processing in our brain? A meta-analysis of imaging studies on the self. Neuroimage 31: 440–457.
42. Rieke F, Warland D, de Ruyter van Steveninck R, Bialek W (1999) Spikes: Exploring the neural code. The MIT Press.
43. Makarov VA, Pavlov AN, Tupitsyn A, Panetton F, Moreno A (2010) Stability of neural firing in the trigeminal nuclei under mechanical whisker stimulation. Comput Intellig Neurosci doi: 10.1155/2010/340541.
44. Bullmore E, Sporns O (2009) Complex brain networks: Graph theoretical analysis of structural and functional systems. Nat Rev Neurosci 10: 186–198.