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I. INTRODUCTION

Magnetic materials are highly crucial to the civilization with a long history. When the temperature drops below the Curie point, spins as the microscopic objects amount to a collective behavior and ferromagnetism forms. In the most general picture, where spins enjoy the unitary transformation in three dimensions, formation of magnetic order stands for the breaking of $O(3)$ symmetry group. However, due to many possible reasons such as the lattice structure, within real-world materials the ferromagnetic moment tends to align along certain directions, the so-called easy axes. When the easy-axis orientation follows the principal or diagonal direction of the cubic (isometric) crystal structure, they are referred to as the cubic ferromagnets [1, 2]. In fact, no matter being weak or strong it is a very common feature for the magnetic materials and thus affects the microscopic mechanism. Unlike the picture of spontaneously breaking an continuous symmetry, however, its true nature is less known due to the difficulty of probing this issue.

Recently, layered magnetic materials have drawn researchers’ attention because of its broad range of potential applications within the two-dimensional (2D) layers [3]. Among them, the ferromagnetic semiconductor thin film is of special interest because of its promising features from industrial point of view [4], and various magnetic anisotropies can also be found in these materials [5]. In many related works upon such magnetic materials, the determination of easy-axis alignment plays an important role in their studies, in order to explain the experimental observation. However, the introduction of quantum entanglement and its possible influence in the low temperature are seldom discussed because most studies follow the mean-field paradigm. Moreover, despite a great amount of effort for its theoretical understanding through Zener’s or other phenomenological models [5], the microscopic picture is often overlooked.

In order to describe the behavior of spin in a lattice, a model composed of an isotropic short-range superexchange coupling with a single-ion term, which breaks the $O(n)$ symmetry, was first proposed by Sinha et al. in explaining the phase transition of uranium arsenide [6]. It has later been shown by Sznajd and Domański that the Landau free energy of this many-body Hamiltonian leads to the corresponding Landau-Ginzburg-Wilson (LGW) Hamiltonian being the $n$-vector model with a cubic anisotropy [7, 8]. This simplest lattice model with cubic anisotropy is free from the vicious sign problem, but still remains hard to probe with quantum Monte Carlo (QMC) due to an unexpected freezing of local spin moments, an issue that we will address in Appendix A. To the best of our knowledge, there has been no elaborated result beyond the mean-field paradigm. Moreover, despite a great amount of effort for its theoretical understanding through Zener’s or other phenomenological models [5], the microscopic picture is often overlooked.

Due to the growing interest in investigating the 2D ferromagnets with cubic anisotropy, it is very desirable to study this many-body Hamiltonian with an appropriate numerical tool,
aiming to provide a more profound understanding of its physical scenario. For such purpose, we adopt the 2D tensor network ansatz in the thermodynamic limit, the infinite projected entangled-pair states (iPEPS) [15–17], in order to take into account the quantum entanglement among sites which goes beyond the mean-field treatment for uncovering its more precise phase diagram. As we will show in the following content, near the phase boundary our numerical results suffer from an unexpected local-minimum issue which is absent deep inside the canted phase. According to the argument from the perturbative renormalization group (RG), the appearance of local minima underlines an emergent symmetry taking place right at the critical points. Since the lattice model that we study here is highly related to real-world materials [6], this phenomenon might imply a great potential upon (1) making 2D cubic ferromagnets a good platform in studying the behavior of emergent symmetry and (2) practical usage in magnetic thin films, about which we will discuss in the following content.

II. LATTICE MODEL WITH CUBIC ANISOTROPY

A. Hamiltonian

As mentioned in the Introduction, in this work we are interested in the cubic ferromagnetic thin films and its simplest many-body Hamiltonian in the square lattice is [10]

\[ H = -J \sum_{\langle i,j \rangle} \vec{S}_i \cdot \vec{S}_j + K \sum_{i,\alpha} (S_i^\alpha)^4 - h \sum_i S_i^z \]

with \( S = 2 \) and \( \alpha = x, y, z \). We divide the Hamiltonian into \( H_J \) and \( H_{K-h} \) for later convenience. Spins on nearest-neighbor sites (\( \langle i,j \rangle \)) are connected through a ferromagnetic Heisenberg interaction (\( J > 0 \)). The second term reflects the cubic anisotropy and with \( K > 0 \), its easy axes go along \( \langle 111 \rangle \). In this work we assign \( K = 1 \) as the energy unit. For a 2D magnet, especially the semiconductor thin film, frequently it functions under an external magnetic field. Thus, a Zeeman term along \( z \)-axis is also considered when a magnetic field is present. Note that Eq. (1) does not commute with the total-spin operator: \( [H, \sum_i S_i^z] \neq 0 \), and thus it does not possess the spin (or particle) conservation symmetry, meaning that the additional phase factor introduced by \( U(1) \) transformation will alter the Hamiltonian. Furthermore, with a non-zero \( h \) that deforms the original cubic lattice into a tetragonal one, we have only four favored directions for the magnetization lying above the \( x-y \) plane. In fact, the symmetry group of our model can be probed by replacing \( \pm S^3, \pm S^\beta \) with \( \beta, \bar{\beta} = x, y \) and \( \beta \neq \bar{\beta} \) into Eq. (1) while leaving itself unchanged. Such transformation includes 4 rotations and 4 reflections in the plane, and thus they compose a dihedral group with order 4 or written as \( D_4 \) in the abstract algebra. By choosing \( K = 1 \) in this work, four favored directions possess azimuthal angles \( \theta \), shown in Fig. 1(a), equal to \( \pi/4, 3\pi/4, 5\pi/4, \) and \( 7\pi/4 \). In what follows, we restrict \( \theta \) to be in the range \( \theta \in [0, \frac{\pi}{4}] \) without loss of generality.

B. The one-site (\( J = 0 \)) limit

We begin our discussion from studying one special case as \( J \) is chosen to be zero. Under this choice, \( H = H_{K-h} \) and it is a one-site Hamiltonian which can be directly solved. Because \( S = 2 \), the local Hilbert space is five-dimensional and \( S_z = 1, 0, -1 \) states are still good eigenstates. On the other hand, due to the quartic term \( S_z^4 = 2 \) and \( -2 \) states are connected and new eigenbasis needs to be formed. The results are

\[
\begin{align*}
|\psi_1\rangle &= \frac{1}{\sqrt{2}} \begin{pmatrix} N(\{2\} - \alpha \{2\} - 2) \\ 1 \\ 0 \\ 1 \end{pmatrix}, \\
|\psi_2\rangle &= \frac{1}{\sqrt{2}} \begin{pmatrix} N(\{0\} + \alpha \{2\} + 2) \\ -1 \end{pmatrix},
\end{align*}
\]

where \( \{2\}, \{1\}, \{0\}, \{1\}, \) and \( \{-2\} \) represent the eigenstates of \( S_z^2 \) with

\[
\alpha = \frac{\sqrt{4h^2 + 9 - 2h}}{3} \leq 1, \quad N = \frac{1}{\alpha^2 + 1}.
\]

The corresponding eigenvalues are

\[
\begin{align*}
E_1 &= -3\alpha^{-1} + 21 + 2h, \\
E_2 &= 18 - h, \\
E_3 &= 24, \\
E_4 &= 18 + h, \\
E_5 &= 3\alpha + 21 + 2h.
\end{align*}
\]

FIG. 1. (a) The spontaneous magnetization (the red arrow) and the angle \( \theta \). When a canted phase appears, planar magnetic order points in a certain direction with relative angle \( \theta \) to the \( x \)-axis ([100]). (b) Ground-state phase diagram for the single-site Hamiltonian (\( J = 0 \)). Definition for each state is recorded in Eq. (2). (c) The eigen-energy for each local state along with \( h \). Energies are calculated according to Eq. (3) and (4). Dashed line at \( h = 2 \) indicates the degenerate (transition) point.
with $E_n$ being the eigen-energy of $|\psi_n\rangle$. We note that the formation of this “reshuffled” Hilbert basis results from the fact that the $K$ and $h$ terms do not commute. Therefore, a new set of orthonormal basis is generated. By varying $h$, we plot the ground state (GS) phase diagram in Fig. 1(b). There are two special points where degeneracy takes place. One is at $h = 0$ with a three-fold degeneracy among $|\psi_1\rangle$, $|\psi_2\rangle$, and $|\psi_3\rangle$. The other lies at $h = 2$ with a two-fold degeneracy between $|\psi_1\rangle$ and $|\psi_2\rangle$. We will especially focus on the vicinity of the second degenerate point, $h = 2$. There, a transition of the two-level system takes place, meaning that a first-order transition happens with a sudden jump of the order parameter $\langle S^x \rangle$, with $\langle \psi_1 | S^z | \psi_1 \rangle = 1.6$ and $\langle \psi_2 | S^z | \psi_2 \rangle = 1$ where $S^z = \frac{1}{N} \sum_i S_i^z$ and $N$ stands for the number of lattice sites. This two-level transition corresponds to the Ising or the liquid-gas transition and with a priori knowledge for the later systems, there is a critical temperature, $T_c$, above which $|\psi_1\rangle$ and $|\psi_2\rangle$ become indistinguishable and the continuous phase transition at $T_c$ belongs to the Ising universality class.

We also plot the eigen-energies (Eq. (4)) along $h$ for each state in Fig. 1(c). One obvious feature lies in the fact that as $h$ is strong enough, $|\psi_3\rangle$, $|\psi_4\rangle$, and $|\psi_5\rangle$ are largely gapped from the rest two states. Moreover, $|\psi_1\rangle$ and $|\psi_2\rangle$ share very close energies around $h = 2$. The above observations suggest that near the transition point, other higher-energy states can only serve as the “tie-breaker” through quantum fluctuation after we turn on $J$. This will become an important feature in the following discussion.

**C. Inclusion of Heisenberg coupling**

We will now study the effect while including the $J$ term. As mentioned in the previous section, the Heisenberg term serves as the tunneling from low-energy states to higher ones. It will also introduce the inter-site correlation that leads to a collective behavior of local spins, forming the ferromagnetic state. Our remaining task is to investigate all possible phases after $J$ is turned on and try to probe the critical behavior on the phase boundary.

Initially, we can first try to picture what kinds of phases could emerge. From the information of $H_{K-h}$, we have learned that there is a two-level system and both states are gapped. Therefore, they will remain until $J$ is strong enough to overcome the energy difference between $|\psi_1\rangle$ and $|\psi_2\rangle$, thus triggering a phase transition. Since both of them are polarized in the $z$-direction, we call them the polarized states, $P_1$ and $P_2$, coming from $|\psi_1\rangle$ and $|\psi_2\rangle$ respectively. Note that although from the symmetry point of view both $P$ phases are identical, because of the two-level nature we label them with different indices, same as the fact that we call the phase of matter with isotropically translational invariance possessing a larger (smaller) density the liquid (gas) phase. Besides the polarized phase as $J$ is strong enough the condensation takes place, leading to the off-diagonal magnetic moments. Therefore, we expect that a canted ($C$) phase, whose magnetization no longer aligns along the $z$-axis, should also appear in the phase diagram. The transition between $P$ and $C$ phases then becomes the central issue in the following content.

1. **Mean-field analysis**

We first study the effect of $J$ with mean-field approximation (MFA), sometimes also referred to as the molecular field approximation. The mean-field Hamiltonian reads

$$H_{MF} = -J \sum_{\langle i,j \rangle} \mathbf{\hat{S}}_i \cdot \mathbf{\hat{S}}_j + \sum_{i,\alpha} \langle S_i^\alpha \rangle^4 - h \sum_i S_i^z \nonumber \tag{5}$$

By introducing the mean-field of $\langle \mathbf{\hat{S}}_j \rangle$, Eq. (5) again reduces to a one-site Hamiltonian and can be solved iteratively by assuming the local state to be

$$|\psi_{local}\rangle = c_0 |\psi_1\rangle + \sum_{m=1}^4 c_m e^{i\phi_m} |\psi_{m+1}\rangle \nonumber \tag{6},$$

where $c_0 = \sqrt{1 - \sum_m e^{i\phi_m}}$. Then, we variationally optimize the parameter set $\{c_m, \phi_m\}$ in lowering the energy, $\langle H_{MF} \rangle$. To diagnose $P$ and $C$ phases, we rely on the order parameter

$$M_p = \sqrt{\langle S^x \rangle^2 + \langle S^y \rangle^2} \nonumber \tag{7},$$

where $M_p$ is nonzero in $C$ phase [10]. We plot the mean-field phase diagram in Fig. 2 as red thin lines, along with the phase boundary by iPEPS which will be discussed in the later sections. Besides $M_p$, another relevant observable is $M_z = \langle S^z \rangle$. Recall that at $J = 0$, we have a sudden jump of $M_z$ at $h = 2$, indicating the first-order transition. Because of the ferromagnetic nature, we can adopt the translational invariance in our calculation and thus $\langle S^\alpha \rangle = \langle S_i^\alpha \rangle$. For the
P2 phase $M_z \simeq 1$ while $M_z > 1.6$ for the $P_1$ phase beyond $h = 2$ (cf. $\langle \psi_1 | S^z | \psi_1 \rangle = 1.6$ and $\langle \psi_2 | S^z | \psi_2 \rangle = 1$ at $h = 2$). Notice that $M_z$ does not have to be strictly equal to 1 because it is not a good quantum number.

We emphasize two points here: (1) $M_z$ is not an order parameter because in all phases it is non-zero. And (2) when $h = 0$ the cubic symmetry is restored with 8 preferable directions of magnetization. In fact, it can be sensed from Eq. (2) and (4) that when $h = 0$, we have a three-fold degeneracy among $|1\rangle$, $|-1\rangle$, and $|\psi_1\rangle$ which is equal to $\frac{1}{\sqrt{2}}(|2\rangle - |-2\rangle)$. In our study we focus on the scenario when $h \neq 0$; therefore, inside the $C$ phase $M_p$ always favors one of the tetragonal directions, which is consistent with previous results [10].

If we take a look at the optimized parameter set, $\{c_m, \phi_m\}$, we can see that the coefficient of a higher-energy $|\psi_m\rangle$ is proportional to $J/(E_m - E_g)$, where $E_m$ is its corresponding eigen-energy and $E_g$ is the ground state energy at $J = 0$: $E_g = E_1(E_2)$ at $h > 2$ ($< 2$). Therefore, we can learn from Fig. 1(c) that as $J$ remains relatively small, the coefficient of $|\psi_1\rangle$ and $|\psi_2\rangle$ should be dominant. Moreover, the phase factors, $\phi_1$ to $\phi_4$, provide extra degrees of freedom in lowering $(H_{MB})$. According to our MFA, in $C$ phase $(\phi_1, \phi_2, \phi_3, \phi_4) = (5\pi/4, 3\pi/2, 7\pi/4, 0)$, suggesting that a coherence is attained and it leads to the $\theta = \pi/4$ magnetization. It is crucial to note that such coherence is a consequence of our reshuffled local Hilbert space because in the sole Heisenberg ferromagnets there is no easy axis after the spontaneous symmetry breaking.

By far the physical scenario we have found agrees quite well with our intuitive assumption. The next question is if we can exploit a better numerical tool in order to provide a more accurate phase diagram.

### 2. iPEPS study

With a frustration-free many-body spin Hamiltonian, QMC is usually the prior option for conducting numerical studies. However, due to the difficulty that we elucidate in Appendix A, it is unlikely to numerically solve Eq. (1) by applying QMC. Therefore, we need to seek for another numerical tool and iPEPS will be applied for our purpose. The technical details of this tensor network ansatz and its detection of the phase transition points will be discussed in the Appendix B, and we only focus on the results here.

The black circles in Fig. 2 pin down the estimated transition points by iPEPS with bond dimensions $(D, \chi) = (4, 70)$. To strengthen the reliability, we also provide one point probed with $(D, \chi) = (5, 50)$, which is the upper limit of our machine’s capacity, in yellow star symbol. The estimated transition point is equal to the one of $D = 4$ within a small $J$ variance ($\Delta J = 0.002$). Thus, we believe that the phase boundary present here is already very close to that of $D \rightarrow \infty$.

As we can clearly see, the phase boundary of $P_2$ dome is quantitatively different from the one by MFA, suggesting an improvement after adopting iPEPS. For the other boundary at $h > 2$, on the other hand, MFA is already very accurate. In Fig. 3(a) we present the order parameter, $M_p$, obtained with different bond dimensions using iPEPS along the $h = 2.3$ vertical cut. All the different trials predict a transition point at around $J = 0.076$ (dashed line), meaning that the iPEPS calculation with $D > 1$ does not provide a better prediction. It is not surprising because the second boundary serves as the saturation line, beyond which the product state of $|\psi_1\rangle$ is a well estimated ansatz for its GS even with a nonzero $J$.

In Fig. 3(b) and (c), we demonstrate two horizontal cuts of relevant observables, $M_z$ and $M_p$, for $J = 0.04$ and $J = 0.1$. As shown in Fig. 3(b), $M_p$ is nonzero in the beginning for
FIG. 4. Plots of ground state energy ($E_{\text{GS}}$) and azimuthal angle ($\theta$) defined in Fig. 1(a) during the optimization process with $D = 4$ for points near ((a), (c), and (e)) and away from ((b), (d), and (f)) the $P_2$ dome. The issue of local minimum is manifest in the upper row while not for the trials in the lower row.

| $J, h$ | $E_{\text{GS}}$ | $\theta_c/\pi$ | $M_s$ | $M_p$ |
|-------|-----------------|-----------------|------|------|
| (0.08, 0.5) | 17.31491 0.18845 | 1.00833 | 0.64239 |
| (0.08, 0.7) | 17.11102 0.15063 | 1.03210 | 0.70821 |
| (0.06, 1.2) | 16.65518 0.00018 | 1.08426 | 0.74180 |

TABLE I. We provide the detailed numbers of simulations for three points near the $P_2$ dome. Numbers for trials with and without the local-minimum issue are shown in the first and last rows for each point with $D = 4$ and $\chi = 20$. The energy difference among distinct ansatz for $(J, h) = (0.06, 1.2)$ is especially less apparent, whose reason will be explained in Section III A.

As the magnetic field is further enhanced, $M_p$ reappears again in $C$ phase. Finally, the state gets saturated and $M_p$ disappears. Such phase transition corresponds to the re-entrant $C \to P_2 \to C \to P_1$ transition revealed in Ref. [10]. When $J$ is large enough outside the $P_2$ phase dome, however, we end up with only one $C$ and $P_1$ phases, as demonstrated in Fig. 3(c) for $J = 0.1$.

However, a peculiar phenomenon happens as we approach the $P_2$ phase dome. We have discovered that the more we get close to its phase boundary, the more our calculation suffers from the local-minimum issue. In Fig. 4, we have sampled several points near ((a), (c), and (e)) and away from ((b), (d), and (f)) the phase boundary and plotted the variation of GS energy ($E_{\text{GS}}$) and $\theta$ during the optimization process, all starting from the same random initial input. As we can see, while at those points away from the phase boundary each trial converges to a canted ferromagnetic state with the converging angle $\theta_c \approx \pi/4$, close to the boundary the convergence flows to some local minima. For a better comparison, in Table I we provide the detailed values of $E_{\text{GS}}$, $\theta_c$, and physical observables for the simulations of the points near the boundary. For $h = 0.5$ and 0.7 we demonstrate two distinct results: values in the local and (nearly) global minima. The globally minimal results are generated through the optimization starting from a converged ansatz nearby, which gives rise to a $\theta = \pi/4$ magnetic easy axis. It is clear to see that despite some energy
differences, ΔE is smaller than 0.005% of E_{GS}. From the values of M_2 and M_p we also realize that it is not simply the numerical artifacts when getting too close to the phase boundary, because M_p is quite apparent and even larger than the 0.6 times of M_2.

For h = 1.2, where the local-minimum issue is even more manifest, more data are shown with different directions of easy axis. While the energy difference among them is even smaller than 0.0015% of E_{GS}, an ansatz giving rise to magnetic easy axis along the principal axis (θ_e/π = 0.00018) can also be detected. For a better demonstration, in Fig. 5 we exhibit the θ of ansatz during the optimization process when the final convergence is well approached for several trials in Table I. From the values of E_{GS} in the table, converging ansatz all give energies smaller than 16.656. As a result, we set this number as the threshold and plot the θ of ansatz when its energy already drops below 16.656 during the optimization process. From Fig. 5 we can see that despite a larger or smaller fluctuation of θ near the final convergence, different trials flow to different θ_e which suggests the issue of emerging local minima. Overall, we see that the whole E_{GS} < 16.656 profile almost cover all the θ ∈ [0, π/4] region. We interpret the above observation from our numerical results as the “softening” of easy axis, because as we get closer to the phase boundary among ansatz giving different θ_e they possess nearly indistinguishable energy difference.

In fact, the appearance of local minima is a common issue for iPEPS calculation, especially when the energy gradient is very small near the global minimum of Hilbert space manifold, or it is near the phase boundaries of first-order transition. Since the latter scenario of a discontinuous transition does not apply here, it is reasonable to deduce that near the phase boundary the convergence toward the globally minimal point becomes more difficult with the gradient decent algorithm. This implies an unexpected emergent phenomenon near the transition points.

III. DISCUSSION

A. Low-energy effective theory

To unveil the cause of this local-minimum issue, let us first try to gain more understanding from the perspective of the lattice model by proposing an effective theory. From Fig. 1(c) we can clearly see that there is a large energy gap that separates |ψ_1⟩ and |ψ_2⟩ from the rest states. Therefore, when J is enough to overcome the rather small energy difference between E_{ψ_1} and E_{ψ_2}, a phase transition can be triggered. In the vicinity of phase boundary (or inside the P_1 and P_2 phases), we can project out the rest states other than |ψ_1⟩ and |ψ_2⟩ on each site

$$H_{\text{eff}} = PHP$$

$$= P(-J \sum_{i,j} \hat{S}^z_i \cdot \hat{S}^z_j)P + \sum_{i,n} E_n \langle \psi^d_n | \psi^d_n \rangle |\psi^d_n \rangle$$

$$= H_{\text{eff}} + H_{\text{eff}}^{K-h},$$

where P = \Pi_i(1 - \sum_{m=3}^5 |\psi_m^d\rangle\langle\psi_m^d|) is the projection operator and n = 1, 2. Because we have the following relations

$$\langle \psi_1 | S^z | \psi_1 \rangle = 2N^2(1 - \alpha^2),$$

$$\langle \psi_2 | S^z | \psi_2 \rangle = 1,$$

$$\langle \psi_1 | S^z | \psi_2 \rangle = \langle \psi_2 | S^z | \psi_1 \rangle = 2N,$$

while all the other terms are zero, the first term becomes

$$H_{\text{eff}} = -J \sum_{i<j} \hat{r}_i \cdot \hat{r}_j,$$

with

$$\hat{r}^+ = (\hat{r}^-)^\dagger = \begin{bmatrix} 0 & 2N \cr 0 & 0 \end{bmatrix}, \hat{r}^- = \begin{bmatrix} 2N^2(1 - \alpha^2) & 0 \cr 0 & 1 \end{bmatrix}. \tag{11}$$

With further elaboration, Eq. (10) can be expressed as

$$H_{\text{eff}} = -t_J \sum_{i,j} (\sigma_i^+ \sigma_j^- + \sigma_i^- \sigma_j^+) + V_J \sum_{i,j} \sigma_i^z \sigma_j^z - B_J \sum_i \sigma_i^z,$$

$$\tag{12}$$

where t_J = 2JN^2, V_J = -J_1^2, and B_J = 4J\gamma_1\gamma_2 with \gamma_1 = N^2(1 - \alpha^2) - 1/4 and \gamma_2 = N^2(1 - \alpha^2) + 1/4; \sigma stands for the Pauli matrices (see Appendix C). H_{\text{eff}} represents a hard-core bosonic (HCB) Hamiltonian with an attractive potential under a magnetic field.

Since effectively H_{\text{eff}}^{K-h} is equivalent to an auxiliary “field” that discriminates |ψ_1⟩ and |ψ_2⟩ (telling us where we are close to the first or second phase boundary), near the vicinity of phase boundary the properties of C phase can be well described by H_{\text{eff}}. Through the direct evaluation we learn that |t| \gg |V| for the parameters of interest here; therefore a superfluid condensation is favorable. More importantly, Eq. (12) has a global U(1) symmetry, meaning that after the spontaneous symmetry breaking its free energy does not change by an acquisition of an extra phase factor (e^{iφ}) to the order parameter. This explains the reason why we suffer from the local-minimum issue near the phase boundary during the numerical simulation.

The above-mentioned scenario becomes exact only when we can completely ignore the effect from |ψ_3⟩ to |ψ_5⟩, suggesting that a sufficiently large energy gap is required and the tunneling (J should be small (≤ |E_1 - E_2|)). This is the reason why we still observe the θ = π/4 canted state deep inside the C phase, because there J is much larger than |E_1 - E_2| and thus higher-energy states come into the play, fixing the magnetic easy axes along the tetragonal directions. Moreover, as h is small the energy gap also decreases (Fig. 1(c)); therefore the picture described by Eq. (12) loses some credibility and the emergent phenomenon is less manifest, which also adheres to our observation to the numbers shown in Table I. In sum, both our numerical results and theoretical analysis point out a feasible emergent phenomenon near the phase boundary and we interpret it as the emergence of U(1) symmetry.
B. Field theory interpretation

1. Classical field theory

In the previous section we have unveiled the fact that the $U(1)$ symmetry which does not originate from our model gradually emerges approaching the phase boundary. We then need to check whether it becomes exact right on the critical points. This is feasible because there the correlation length diverges and thus those higher-energy terms causing the anisotropy, which we neglect in Eq. (8), become truly irrelevant [18–20]. To see whether it is true, we will extend the previous discussion by means of the field theory. The critical behavior of $O(n)$ model with cubic anisotropy has been extensively studied through the momentum-space renormalization group (RG) [21–23], the Wilson’s legacy, for a LGW Hamiltonian composed of the $n$-vector model plus a diagonal quartic field term [24, 25]. Such LGW Hamiltonian possesses the following form [25]

$$
\mathcal{H} = \int d^d x \left\{ \frac{1}{2} (\nabla \phi)^2 + r \phi^2 + u \phi^4 + v \sum_{i=1}^{n} (\phi_i)^4 \right\},
$$

(13)

where $(\nabla \phi)^2 = \sum_{i=1}^{n} (\nabla \phi_i)^2$ and $\phi^2 = \sum_{i=1}^{n} (\phi_i)^2$. $d$ stands for the real-space dimension and $n$ reflects the component of field $\phi$. As the standard measure for a field Hamiltonian up to the quartic field terms, the physics as $d < 4$ should be treated in a perturbative way with the $\epsilon = 4 - d$ expansion [26] in order to pin down the fixed point for the critical behavior. The leading-order RG flow is shown in Appendix D.

While the physical scenario does not change with higher-order $\epsilon$-expansion, the value of critical component, $n_c$, will be altered when a further calculation is conducted. To date, the most reliable results from $\epsilon$-expansion studies up to six-loop calculation [27, 28], Monte Carlo [29], and a very recent bootstrapping method [30] all indicate $2.85 < n_c(d = 3) < 3$, suggesting that the Heisenberg cubic ferromagnet ($n = 3$) in three dimensions should undergo a cubic phase transition when the temperature is dropping down to its Curie point. An important message from the RG prediction also tells us that when $n < n_c$, the transition is governed by a continuous symmetry which the original Hamiltonian does not possess, meaning that the anisotropy term becomes irrelevant right at the transition point. This fact signifies an emergence of continuous symmetry on the phase boundary. Indeed, a number of previous works have suggested such possibility by studying the antiferromagnetic transverse-field frustrated Ising model (TFFIM) in $d=2$ dimensions with LGW approach or Monte Carlo simulation [31–33].

Since Eq. (1) contains a Zeeman term, we need to reconsider its effective LGW model in the field theory. For our phase transition of interest, $P \to C$, the corresponding order parameter is $M_p = \sqrt{M_x^2 + M_y^2}$, where $M_\alpha = \langle S^{\alpha} \rangle$ and $\alpha = x, y$. Therefore we can write down its corresponding free energy up to the fourth power [10]

$$
\mathcal{F} = \mathcal{F}_0 + \frac{r}{2} M_p^2 + u M_p^4 + v (M_x^4 + M_y^4),
$$

(14)

where $\mathcal{F}_0 = \mathcal{F}_0(M_z, h)$. We ignore the higher-order terms in the free energy because they will only result in some quantitative changes [8]. As Landau and Ginzburg have argued, near the continuous transition point Eq. (14) can be re-expressed with coupled fields, leading to the free energy density

$$
f = f_0 + \frac{1}{2} (|\nabla \phi|^2 + r \phi^2) + u \phi^4 + v \sum_{i=1}^{2} (\phi_i)^4,
$$

(15)

where $\phi^2 = \sum_{i=1}^{2} (\phi_i)^2$ and $(\nabla \phi)^2 = \sum_{i=1}^{2} (\nabla \phi_i)^2$, representing the kinetic term. Because of $\mathcal{F} = -k_B T \log Z$, where

$$
Z = \int D\phi e^{-\beta \mathcal{H}[\phi]}
$$

(16)

is the partition function, we can see that Eq. (15) turns out corresponding to the integrand in Eq. (13) with only two components instead of three. A recent work by Venus utilizing RG upon 2D XY model with fourfold anisotropy reveals that the finite-size Kosterlitz-Thouless (KT) transition takes place with weak anisotropy, while a crossover to the Ising criticality happens as the strength of anisotropy increases [34]. The existence of KT transition also implies that there is a quasi-ordered phase between the high-temperature paramagnetic phase and the low-temperature ferromagnetic phase [35]. As a result, starting from the $C'$ phase near the phase boundary in zero temperature (recall that the anisotropy needs to be weak), our 2D lattice model can feasibly host two KT transitions in finite temperature. We will leave the further investigation for future studies.

2. Quantum phase transition

In zero temperature our MFA and iPEPS calculations reveal two phase boundaries of quantum phase transition (QPT). In the general form of quantum field theory (QFT), we write down the corresponding Lagrangian density

$$
\mathcal{L} = K_1 \bar{\psi} \frac{\partial \psi}{\partial \tau} + K_2 \frac{\partial \bar{\psi}}{\partial \tau}^2 - \frac{1}{2} (|\nabla \psi|^2 + r |\psi|^2)
$$

(17)

$$
- u |\psi|^4 - \sum_{i=1}^{2} |\psi_i|^4,
$$

$$
\mathcal{L} = K_1 \sum_{i=1}^{2} \bar{\psi}_i \frac{\partial \psi_i}{\partial \tau} + K_2 \frac{\partial \bar{\psi}_i}{\partial \tau}^2 - \frac{1}{2} (|\nabla \psi|^2 + r |\psi|^2)
$$

(18)

$$
- u |\psi|^4 - \sum_{i=1}^{2} |\psi_i|^4.
$$
Neglecting the anisotropy term \( v = 0 \), Eq. (18) represents the standard model for the dilute Bose gas [36]. It is well-known that as long as \( K_1 \neq 0 \), \( K_2 \) becomes irrelevant after rescaling; therefore we end up with a dynamical critical exponent \( z = 2 \). With \( d = 2 \), the QFT lies right on the upper critical dimension for the quartic field term. Moreover, at the multicritical point where the particle-hole symmetry is present, \( K_1 = 0 \) and thus \( z = 1 \) [37]. Notably, as \( z = 1 \) the QFT becomes Lorentz-invariant, meaning that the imaginary time can be treated as an independent extra dimension.

Although it is not straightforward to deduce whether \( z = 1 \) or \( 2 \) when the anisotropy is present, the nature of our phase transition provides us further clue. As we have argued, the effect of anisotropy is manifest away from the phase boundary in the \( C \) phase, leading to an ordered state breaking a discrete symmetry group; therefore it is a gapped phase. Since the \( P \) phase is also gapped, crossing the phase boundary the gap closes and re-opens again, whose energy dispersion is the most likely linear around the \( \Gamma \) point under the gap closure. Here we emphasize that it does not contradict with the \( U(1) \)-symmetry emergence because unless we sit on the critical point where the anisotropy can become truly irrelevant, its effect cannot be strictly ignored elsewhere, leading to a non-zero gap everywhere in the symmetry-breaking \( C \) phase. Since the linear dispersion implies the Lorentz-invariance, because the space (reciprocal to the momentum) and time (reciprocal to the energy) dimensions play the same role, we deduce that the first term of Eq. (18) would disappear. As a result, Eq. (18) corresponds to Eq. (13) with two components in three dimensions, suggesting that the \( U(1) \) symmetry emerges at the transition points and the criticality is governed by the 3D XY universality class.

Here we provide a numerical evidence in supporting our deduction. In studying the quantum criticality, some important information can be extracted from the connected correlation function

\[
C_r = \sum_\alpha \langle S_\alpha^x S_{\alpha+\hat{x}}^x \rangle - M_\alpha^2,
\]

where \( \alpha = x, y \). Right on the critical point the correlation length (\( \xi \)) diverges and \( C_r \) scales as

\[
C_r \sim r^{-d+2-\eta},
\]

where \( \eta \) is the critical exponent of correlation function. Despite the fact that the finite-\( D \) iPEPS is never able to capture the divergence of \( \xi \), within the short range we can still approximate \( \eta \) [38, 39].

In Fig. 6(a) we provide the log-log plots of \( C_r \) for \((J, h) = (0.014, 1.8)\) with three different \( D \). Note that \((D, \chi) = (5, 50)\) already reaches the maximal set-up within our machine’s capacity. Dashed lines represent the function of Eq. (20) with \( \eta = 0.038 \), which is the critical exponent for the 3D XY universality class. We can see that as \( D \) increases the simulated curve of \( C_r \) moves toward the dashed line and for \( D = 5 \), a nice fitting along that line for small \( r \) is captured. We have also sampled some other points in Fig. 6(b) and all of the results seem to indicate the liability that they belong to the same universality class. As a consequence, our numerical results also root for the picture of an emergent \( U(1) \) symmetry and a Lorentz-invariant criticality. In sum, from both the theoretical analysis and numerical data, we have proper reasons to be convinced that our phase boundary is governed by the 3D XY universality class.

**C. Application**

Our results and analysis so far indicate that near the phase boundary \( U(1) \) symmetry gradually emerges, resulting in the phenomenon of easy-axis softening. This discovery provides a new possibility in manipulating the magnetism of diluted...
magnetic semiconductor (DMS) [5], where such manipulation plays an important role in designing new devices for future spintronics [40]. In the earlier studies, through applying an external electric field the magnetic easy axis can be shifted due to the altering of carrier concentration led by the field [41–44]. For the spin model that we study here, the Mn-doped gallium phosphide ceramic, Ga$_{1-x}$Mn$_x$P, provides a good platform in its realization. GaP has the new $1-x$ the field [41–44]. For the spin model that we study here, the magnetic easy axis can be shifted due to the altering of carrier concentration led by the Mn concentration [47]. Under a low temperature, moreover, it has a ⟨011⟩ cubic anisotropy along with a negligible in-plane uniaxial anisotropy, leading to an easy axis close to ⟨011⟩ [48, 49]. We believe that our proposal here can be used to describe the physical scenario of a well-doped Ga$_{1-x}$Mn$_x$P$_{1-y}$N$_y$ with a $\theta = \pi/4$ easy axis. By casting a controlled external magnetic field $h || [100]$, we first pin down a strength which does not fully polarize the magnetization, yet the easy-axis softening is manifest. After that, we can manipulate the magnetism by applying a small in-plane field, without the need to change the intrinsic properties of the materials.

From Ref. [48] we notice that the contribution of cubic anisotropy decreases rapidly after 5 Kelvin, suggesting that this easy-axis softening might be observed in a very low temperature. An easy way to investigate this phenomenon is to detect the angular dependence of ferromagnetic resonance field under a perpendicular external magnetic field [48], which has, to the best of our knowledge, not been done by any group yet. In sum, the easy-axis softening introduced here unveils a new possibility in manipulating the magnetism for spinful semiconductors, leading to a potential usage for future semiconductor devices.

IV. CONCLUSION

In this work we study a lattice spin model composed of the ferromagnetic Heisenberg term and a cubic anisotropy under a nonzero magnetic field. Utilizing the 2D iPEPS tensor network ansatz, we obtain a more accurate phase diagram than the one by MFA in the quantum regime. Despite a fourfold degeneracy of magnetization in the canted phase resulting from the anisotropy, our discovery indicates an easy-axis softening near the critical phase boundary, signifying an emergent $U(1)$ symmetry. Combining the perspective of field theory and iPEPS results, the $U(1)$ symmetry feasibly becomes exact right on the phase boundary and the criticality belongs to the 3D XY universality class. Besides the theoretical interest, such an effect also underlines some crucial practical applications upon 2D magnetic thin films in low temperature and we look forward to experimental studies for further confirmation.

At last, we point out two promising directions for future works. First, a further confirmation of the critical nature is appreciable. While the QMC calculation is hindered for this lattice model, a direct derivation of its QFT from the path integral representation or adopting the conformal field theory could be the liable candidate in validating our current scope. Second, informed by the recent work [34] that a 2D XY model with anisotropy can host a finite-temperature KT transition, to study the finite-temperature behavior of our model is also favorable. Since we have a lattice spin model, it is more suitable in describing the micro-mechanism of a 2D ferromagnetic thin film. By adopting the thermal state purification through iPEPS and infinite projected entangled-pair operator (iPEPO), its behavior in finite temperature can be probed [50, 51], providing us with further information.

In sum, although Eq. (1) is just the simplest spin model of Heisenberg ferromagnet with cubic anisotropy, it already contains a huge potential which has not been fully exploited and thus merits future studies. We hope that our discoveries here can push further people’s understanding upon the magnetic anisotropy which is quite ubiquitous but yet mysterious.
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Appendix A: The difficulty in applying QMC

As many of the physicists would have agreed, when handed with a many-body model on the lattice, QMC is one of the most reliable numerical tools that we can think of [52, 53]. It has demonstrated its strength in many aspects [54], such as probing the various deconfined quantum criticality which is still an active research field [55–59]. However, due to the vicious sign problem [60] it hinders the utility of QMC upon many correlated systems of more interest. The origin of sign problem comes from the negative weight of a configuration which could happen in a system with frustration or a fermionic system. In general, if the negative sign of our Hamiltonian,
\[ -H, \text{ has negative off-diagonal elements, it is likely to cause the sign problem.} \]

For our lattice model (Eq. (1)), we have known that the Heisenberg term causes no sign problem in the square lattice, nor the Zeeman term. For the \( K \) term, is can be expanded by the \( S = 2 \) operators and the result is

\[ - \sum_{\alpha} (S^{\alpha})^4 = \begin{bmatrix} -21 & -18 & -3 \\ -18 & -24 & -18 \\ -3 & -18 & -21 \end{bmatrix}. \] (A1)

One can see that we have negative off-diagonal terms and thus negative weights of some configuration might appear. However, in the conventional world-line QMC, summing up all possible world-line configurations for the partition function, the periodic boundary condition along the direction of imaginary time force the action of \( K \) term being an even number. As a result, we can dodge the bullet of sign problem.

Nevertheless, an obscure difficulty will happen for our model. As mentioned above, in QMC one needs to determine the weight for each world-line configuration in order to construct the partition function, and the standard way is by putting the configuration through a Markov process, where the configuration goes through a series of local flips [61]. Shown in Eq. (A1), on the other hand, the \( K \) term could flip the \( |2\) state into \(|−2\) at each site, while it demands at least four times of acting \( J \) term in order to connect these two states. This will make some processes, such as creating \(|2\) at one site while annihilating it at another site, very complicated and result in a world-line configuration that is hard to equilibrate, while such processes are doomed to happen in the \( C \) phase. Even taking into account the more efficient loop update or worm algorithm, this obstacle still remains. So far we are not aware of any QMC algorithm that could resolve this issue.

### Appendix B: infinite projected entangled pair states

#### 1. iPEPS basics

Due to the difficulty in applying QMC, in this work we make use of the infinite projected entangled pair states (iPEPS), which is a variational tensor network ansatz for approximating the ground state of a two dimensional quantum systems in the thermodynamic limit [15–17], in order to study our system beyond MFA. Obeying the area law, absence of sign problem and lattice size augmentation put iPEPS among one of the most desirable computational methods in many-body physics especially for strongly correlated systems. The basic idea in iPEPS consists of considering a repeating unit cell of interconnected tensors, so called the bulk tensors, and simulating an effective environment by constructing a series of border tensors. Each bulk tensor encodes the entanglement with its neighboring sites by having four virtual bonds with bond dimension equal to \( D \), along with one physical index which reflects the local Hilbert space dimension (\( d = 5 \) in this work). Since we consider a ferromagnetic system in a square lattice, it then has a \( 1 \times 1 \) repeating unit cell as shown in Fig. 7(a).

In order to compute the norm and the observables we then contract the tensor \( A \) to its complex conjugate \( (A^\dagger) \) and trace out the physical bond so that it results in a double-layer tensor \( (AA^\dagger) \). This tensor object becomes the basic block while we approximate the environment tensors through the corner transfer matrix renormalization group (CTMRG) procedure [62–64]. Since the computational cost for the exact contraction of a 2D network exponentially grows along with the size, we construct the projector tensors through truncation after singular-value decomposing a tensor bond [64]. Once the CTMRG converges, we obtain the corner \( C \) and edge \( T \) tensors as depicted in Fig. 7(b). By constructing the environment tensors around the bulk tensor we can extrapolate the system size to the thermodynamic limit and calculate the energy or desired physical observables.

As a variational ansatz, various optimization methods based on the imaginary time evolution (ITE) such as simple [15], full [65] and fast-full updates [66] have already been proposed and implemented for oftentimes. On the other hand, although it is not an easy task to evaluate the energy gradient of each variational parameter [67, 68], a breakthrough in optimizing iPEPS emerged by adopting the idea of automatic differentiation (AD) [69], which has been employed for optimizing problems with a large number of parameters and already proved its efficiency in many neural network studies. An advanced optimization scheme combining both ITE and AD has also been proposed recently [70].

In this work, we adopt the variational optimization using AD for our ansatz. The objective in AD optimization is to record down the computation graph from initial bulk tensors to the final energy estimation (see the Method Section in Ref. [71]). After completing one computation flow (one epoch), the energy gradients are evaluated through the backward propagation; hence we can make use of these gradients to update the tensor elements (variational parameters) with a desired degree (learning rate), until a desirable convergence is achieved. We can then utilize the converged ansatz for further
which is affordable for our machine is the bond dimension. For our study using full tensors, the maximum setup is constrained to smaller bond dimensions, because of the lacking of degeneracies of tensor network ansatz we are able to enlarge the dimension. Despite the fact that by utilizing the global symmetries, its limitation lies on the available size of bond magnetism, as well as the bosonic system.

While iPEPS is an effective tensor network ansatz in two dimensions, its limitation lies on the available size of bond dimension. Despite the fact that by utilizing the global symmetries of tensor network ansatz we are able to enlarge the bond dimension, because of the lacking of desirable symmetry in our model it does not seem to be feasible and thus our calculation is constrained to smaller bond dimensions. For our study using full tensors, the maximum setup which is affordable for our machine is $(D, \chi) \approx (5, 50)$.

Because of the limitation, in this work we only provide the phase boundary estimated by finite $D$ without extrapolation to $D \to \infty$. However, from Fig. 2 we also see that the estimated transition points barely change after $D = 4$, fortifying the reliability of our phase diagram. On the other hand, it is well-known that finite-$D$ iPEPS tends to over-emphasize the values of order parameter. Without extrapolation a discontinuous behavior is likely captured by iPEPS calculation, blurring the accurate transition points. As a consequence, in this work we adopt the correlation length, $\xi$, as the indicator of continuous phase transition.

Since the finite-$D$ iPEPS can only capture the gapped phase, the estimated $\xi$ can never diverge even on the critical point. However, near the continuous phase boundary we can still witness the “rising up” feature of $\xi$, despite the fact that it never goes to the infinity. To estimate $\xi$, one way we can follow is to construct the transfer matrix after the ansatz has converged and the ratio of its two leading eigenvalues represents the information of characteristic correlation length $\xi_c$:

$$\xi_c = -\frac{1}{\log(|\lambda_1/\lambda_0|)}.$$  \hspace{1cm} (B1)

where the eigenvalues follow the descending order $|\lambda_0| > |\lambda_1| > |\lambda_2| \cdots$. However, for the finite-$D$ iPEPS we cannot ignore the effect from the third (or even higher order) leading eigenvalue, and thus an effective extrapolation formula has been proposed. Unfortunately, as shown in Fig. 8 without adopting a very large $\chi$, the estimated $\xi_c$ barely changes and thus we are not able to apply the extrapolation formula. Fig. 8 also conveys the message that within the available values of $\chi$, the results of simulation are scarcely altered.

Instead of probing $\xi_c$ from the transfer matrix, in this article we estimate the values of correlation length from the correlation function, $C_r$, because the observables already converge well with smaller $\chi$. In the longer range where exponentially decay of $C_r$ takes place, it scales as

$$C_r \sim e^{-r/\xi},$$  \hspace{1cm} (B2)

and thus the inverse minus slope of $\log(C_r)$-plot for $r \gg 1$ provides us with the estimated value of $\xi$. According to the previous studies $\xi$ and $\xi_c$ should share similar values after a well estimation.

In Fig. 9 we demonstrate the $\log(C_r)$-plots for the correlation function at different points along the vertical cut at $h = 0.3 (1.6)$. We can see that the red dots decrease the slowest and it represents $J = 0.07$ ($J = 0.027$). In the insets we show the estimated $\xi$ and indeed there is a summit around the two points; as a consequence the critical points can be approximated. By repeating the same procedure for different vertical cuts we end up producing the phase diagram in Fig. 2.

**Appendix C: Effective hard-core bosonic model**

In Section III A we present an effective Hamiltonian of HCB from the low-energy $H_{\text{eff}}^\alpha$ and we will show the deriva-
tion here. First, re-write Eq. (10) into
\[
H^\text{eff}_J = -2JN^2 \sum_{\langle i,j \rangle} \sigma_i^+ \sigma_j^- + \sigma_j^+ \sigma_i^-
- J \sum_{\langle i,j \rangle} (\gamma_1^2 \sigma_i^2 + \gamma_2^2 \mathbb{1}_i)(\gamma_1^2 \sigma_j^2 + \gamma_2^2 \mathbb{1}_j),
\]
with \( \gamma_1 = N^2(1 - \alpha^2) - \frac{1}{2}, \gamma_2 = N^2(1 - \alpha^2) + \frac{1}{2}, \) and \( \mathbb{1} \) stands for the identity matrix. After expanding Eq. (C1), we obtain
\[
H^\text{eff}_J = -2JN^2 \sum_{\langle i,j \rangle} \sigma_i^+ \sigma_j^- + \sigma_j^+ \sigma_i^- - J\gamma_1^2 \sum_{\langle i,j \rangle} \sigma_i^2 \sigma_j^2 - 4J\gamma_1\gamma_2 \sum_i \sigma_i^2,
\]
where the \( \mathbb{1}_i, \mathbb{1}_j \) term has been ignored since it only contribute a constant energy. By assigning \( t_J = 2JN^2, V_J = -J\gamma_1^2, \) and \( B_J = 4J\gamma_1\gamma_2, \) we obtain the Hamiltonian in Eq. (12).

**Appendix D: RG flow in the leading order**

In this Appendix we will demonstrate the perturbative RG flow of Eq. (13). After performing the \( \epsilon \)-expansion to the leading order, we obtain the following flow equations

\[
\begin{align*}
\frac{dr}{dl} &= 2r + 4[(n + 2)u + 3v]\frac{K_d \Gamma^d}{\Gamma^2 + r}, \\
\frac{du}{dl} &= \epsilon u - 4[(n + 8)u^2 + 6uv]\frac{K_d \Gamma^d}{(\Gamma^2 + r)^2}, \\
\frac{dv}{dl} &= \epsilon v - 4(9u^2 + 12uv)\frac{K_d \Gamma^d}{(\Gamma^2 + r)^2},
\end{align*}
\]

where \( \Gamma \) stands for the highest frequency in the \( d \)-dimensional sphere and \( K_d \) is the solid angle of the \( d \)-dimensional sphere divided by \( (2\pi)^d \). \( \delta \)l is the re-scaling of \( \Gamma \to \Gamma/b \) with \( b = 1 + \delta l \). Since the flow of \( r \) represents the high- and low-temperature fixed points, we only need to consider the flows of \( u \) and \( v \) when searching for different fixed points, and they exist as \( du/dl = dv/dl = 0 \) (setting \( r = 0 \))

\[
\begin{align*}
\{ \epsilon - 4[(n + 8)u^* + 6v^*]\frac{K_d \Gamma^d}{\Gamma^2 + r} \} u^* &= 0, \\
\{ \epsilon - 4(9u^* + 12v^*)\frac{K_d \Gamma^d}{\Gamma^2 + r} \} v^* &= 0.
\end{align*}
\]

From now on we will set \( \kappa = K_d \Gamma^{d-4} \). As a result, we have four fixed points

\[
\begin{align*}
\text{Gaussian} : u_G^* &= v_G^* = 0, \\
O(n) : u_O^* &= \frac{\epsilon}{4\kappa(n + 8)} \quad \text{and} \quad v_O^* = 0, \\
\text{Ising} : u_I^* &= 0 \quad \text{and} \quad v_I^* = \frac{\epsilon}{36\kappa}, \\
\text{cubic} : u_C^* &= \frac{\epsilon}{12\kappa n} \quad \text{and} \quad v_C^* = \frac{\epsilon(n - 4)}{36\kappa n}.
\end{align*}
\]

Besides the trivial Gaussian fixed point, other three fixed points all possess an “eigendirection” along which the flow goes toward themselves. \( O(n) \) fixed point takes place at \( v = 0 \) where Eq. (13) resumes to be the \( n \)-vector model enjoying the \( O(n) \) symmetry. On the other hand, as \( u = 0 \) a fixed point corresponding to \( n \) copies of decoupled Ising models is located at \( v_I^* \), and is therefore called the Ising fixed point. The only fixed point that demands non-zero values for both \( u \) and \( v \) is the cubic fixed point that we wish to have and the next step is to examine their stability. Notice that when \( n = 4 \) the \( O(n) \) and cubic fixed points become the same. Around the vicinity of each fixed point, their stability can be verified by solving the following eigen-problem

\[
\frac{d}{dl} \begin{bmatrix} \delta u \\ \delta v \end{bmatrix} = M \begin{bmatrix} \delta u \\ \delta v \end{bmatrix} = \begin{bmatrix} -8\kappa[n + 8]u^* + 3v^* & -24\kappa v^* \\ -48\kappa u^* & -\epsilon - 24\kappa[2u^* + 3v^*] \end{bmatrix}.
\]

Near each fixed points, Eq. (D4) provides two eigenvalues which we can make use of to construct the RG flow:

\[
\begin{align*}
\text{Gaussian} : \lambda_G^1 &= \lambda_G^2 = \epsilon, \\
O(n) : \lambda_O^1 &= -\epsilon \quad \text{and} \quad \lambda_O^2 = \frac{n - 4}{n + 8} \epsilon, \\
\text{Ising} : \lambda_I^1 &= \frac{1}{3} \epsilon \quad \text{and} \quad \lambda_I^2 = -\epsilon, \\
\text{cubic} : \lambda_C^1 &= -\epsilon \quad \text{and} \quad \lambda_C^2 = \frac{4 - n}{3n} \epsilon.
\end{align*}
\]

The full flow diagram has been plotted in many previous works \[27, 28, 81, 82\] and textbooks \[83–86\]. An important feature of the flow diagram is that there is a critical value for its component above or below which the stable fixed point would change. Indeed, from Eq. (D5) we can clearly see that when \( n < 4 \) the \( O(n) \) fixed point is always stable while it is the case for the cubic fixed point as \( n > 4 \). Thus, we have a critical value of component (\( n_c \)), which determines the stable fixed point and is equal to 4 in the leading-order expansion.
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