Abstract: Since the 1950s, artificial intelligence (AI) has been a recurring topic in research. However, this field has only recently gained significant momentum because of the advances in technology and algorithms, along with new AI techniques such as machine learning methods for structured data, modern deep learning, and natural language processing for unstructured data. Although companies are eager to join the fray of this new AI trend and take advantage of its potential benefits, it is unclear what implications AI will have on society now and in the long term. Using the five dimensions of sustainability to structure the analysis, we explore the impacts of AI on several domains. We find that there is a significant impact on all five dimensions, with positive and negative impacts, and that value, collaboration, sharing responsibilities; ethics will play a vital role in any future sustainable development of AI in society. Our exploration provides a foundation for in-depth discussions and future research collaborations.
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Rather than worry about an unlikely existential threat, Grady Booch urges the consideration of how AI will enhance human life [8]. In line with this, digital visionary Kevin Kelly argues that AI can bring on a second Industrial Revolution [9].

In contrast, neuroscientist Sam Harris states that although scientists are going to build superhuman machines, we have not yet grappled with the problems associated with creating something that may treat people the way we treat ants [10]. More specifically, techno-sociologist Zeynep Tufekci explains how intelligent machines can fail in ways that are different from human error patterns, ways we do not expect or are prepared for and that call for holding on ever tighter to human values and ethics [11].

According to Tegman, the “elephant in the room” that we should be discussing is where we want to go with AI, that is, which society we are aiming toward, rather than focusing on how to make AI more powerful and steer it better [12]. Fisher [13] states in the context of AI that, “Sustainability is a vast concern, or should be, and presents challenges stemming from interactions between the natural and human-developed spheres across temporal and spatial scales” [13] (p. 4852). Fisher further notes this as a motivation for computer science researchers to apply their knowledge of working on environmental and societal sustainability challenges to AI. He concludes that computational sustainability has taken hold as a vibrant area of use-driven basic research for AI.

We take this as an opportunity to explore the relation between AI and sustainability, as well as sustainable development, in terms of a technology impact assessment. This leads to the following central question for our research, which we base on previous work in sustainability assessment [14].

Research question: What are the potential long-term impacts of AI on sustainability and, more specifically, on sustainable development?

Research design: We use a simplified version of the template for a sustainability analysis by Becker et al. [14] to explore the potential positive and negative influences of AI on the dimensions of sustainability. The first two authors of this paper elaborated the first version on the basis of previous work and literature study based on snowballing from our results to keywords for AI and the individual sustainability dimensions. We then iterated the analysis in discussion amongst all authors. Subsequently, we performed a focus group with a set of experts, the Karlskrona Consortium.

Outline: Section 2 describes the background of artificial intelligence, the sustainability analysis, and what sustainable development is. Section 3 presents the sustainability analysis of the domains of AI, Section 4 opens an in-depth discussion of the issues caused by AI, and Section 5 summarizes the next steps in AI sustainability and other areas of research.

2. Background

In this section, we introduce the background for the work at hand in three categories: Artificial intelligence, sustainability analysis, and sustainable development.

2.1. Artificial Intelligence

This subsection details the history and types of AI and its implications as discussed over the years. AI can be described as a cluster of technologies [15] and approaches, that is, statistical and symbolic [16] that aim at mimicking human cognitive functions [17] or exhibiting aspects of human intelligence by performing various tasks, mostly preceding analytical, analytical mostly preceding intuitive and intuitive mostly preceding empathetic intelligence [18].

AI has been a constant theme in computing research and many researchers, including Turing, have conducted research on AI. For example, McCarthy proposed a research project in the 1950s to find out how to make machine language, form abstractions and concepts, solve different kinds of problems then only reserved for humans, and, with the resulting technology, improve humans themselves [2]. Similarly, in 1966, Joseph Weizenbaum [19] demonstrated the Eliza chatbot, a natural man–machine communication system. With over 60 years of research, much progress has been made in AI, and especially, different types of AI are accelerating together with their related technologies. Not
to mention, the invention of intelligent machines have further accelerated the development of AI [20]. For example, Strelkova et al. [21] identified three levels of artificial intelligence, as follows:

1. **Artificial narrow intelligence (ANI):** Machines are trained for a particular task and can make a decision only in one sphere. (e.g., Google search, passenger planes [21])

2. **Artificial general intelligence (AGI):** AGI which are also known as strong AI, “human-level AI,” and “true synthetic intelligence [22] are machines that has ability to reach and then pass the intelligence level of a human, meaning it has the ability to reason, plan, solve problems, think abstractly, comprehend complex ideas, learn quickly, and learn from experience. (e.g., autonomous cars)

3. **Artificial super intelligence (ASI):** An intellect that is much smarter than the best human brain in every field, including scientific creativity, general wisdom, and social skills. (e.g., robots that can adapt like animals [23], game designed by Google “Alphago” [24])

Similarly, Huang et al. [18] discussed four types of intelligences. The four types of intelligences are as follows:

1. **Mechanics:** Minimal degree of learning or adaption (e.g., McDonald’s “Create Your Taste” touchscreen kiosks)

2. **Analytical:** Learns and adapts systematically based on data (e.g., Toyota’s in-car intelligent systems replacing problem diagnostic tasks for technicians)

3. **Intuitive:** Learns and adapts intuitively based on understanding (e.g., Associated Press’ robot reporters taking on the reporting task for minor league baseball games)

4. **Empathetic:** Learn and adapt empathetically based on experience (e.g., Chatbots communicating with customers and learning from these experiences)

Both the levels and intelligences feature many activities that may include creativity, the ability to understand spoken language, rational inference, and making judgments based on insufficient and conflicting data as well as previous experiences. However, such activities may have both benefits and disadvantages in today’s society, with previous research raising such issues. For example, Stephen Hawking [25] indicates that while AI is vastly helpful for reducing disease, poverty, and reinstating natural surroundings, it is difficult to foretell what we may attain when AI augments our minds. He further warns that engineers should understand the ethics behind AI before it destroys humans. Carriço [26] analyses the potential benefits and drawbacks of AI. Carriço states the biggest threat from AI is the potential of its weaponization, but it may also transform jobs, undo the damage humans have done to the planet through industrialization, open the road to ending poverty, and help eradicate disease. Similarly, Popenici et al. [27] explores the emergence of AI use and its impact in teaching and learning in higher education. The study asserts that having AI in education may bring biases through complex algorithms designed by programmers who transmit their own biases or agendas through operating systems. Popenici et al. [27] further states, “Now is the time for universities to rethink their function and educational models and their future relation with AI solutions and their owners” (p. 13). Pavalloiu et al. [28] also suggests that outsourcing ethics is impossible in AI, even though there is algorithmic responsibility since every other system, however refined, cannot always perform the right things in the correct manner and for the proper reasons. Systems such as robots are unreliable and cannot be fully trusted due to their unreliability. Fear exists in our minds of these robots doing the right thing, becoming autonomous, and rebelling against humans one day. Ethical laws, then, must be considered when designing and deploying robots.

### 2.2. Sustainability Analysis

The sustainability analysis investigates what sustainability means for the system under development and how the sustainability of the application’s domain context will be impacted by the system [29]. To structure this analysis, two concepts are used: sustainability dimensions and orders
of impact. The sustainability dimensions are individual, social, economic, technical, and environmental. We refer to the definition of sustainability dimensions found in [14] as follows:

- The individual dimension covers individual freedom and agency (the ability to act in an environment), human dignity, and fulfillment. It includes individuals’ ability to thrive, exercise their rights, and develop freely.
- The social dimension covers relationships between individuals and groups. For example, it covers the structures of mutual trust and communication in a social system and the balance between conflicting interests.
- The economic dimension covers financial aspects and business value. It includes capital growth and liquidity, investment questions, and financial operations.
- The technical dimension covers the ability to maintain and evolve artificial systems (such as software) over time. It refers to maintenance and evolution, resilience, and the ease of system transitions.
- The environmental dimension covers the use and stewardship of natural resources. It includes questions ranging from immediate waste production and energy consumption to the balance of local ecosystems and climate change concerns.

Although the original template also uses first-(direct), second-(indirect), and third-(structural) order impacts, we abstract from those for the sake of simplicity because the focus is on second-order impacts—the ones induced by using AI systems. There may be several questions asked about the relation between AI and sustainability, for example, the sustainability of AI (how AI evolves) or the impact of AI on society (in terms of generations and needs). In the current article, we focus on the second one—the impact on society; hence, we additionally introduce the concept of sustainable development.

In other works, we also analyzed the sustainability impacts according to several time horizons, according to the LES model of Life-cycle effects, Enabling effects, and Structural effects [30]. As in the work at hand the additional complexity of the time scales would have required us to narrow down the scoping of the system to an individual one as opposed to an overview of application domains for AI, we opted to abstract from the different orders of effect.

We use a checklist of questions to get the discussion started in each of the five dimensions across the three orders of impact and involve a diverse set of stakeholders [31] to get to an encompassing picture.

We have previously used the sustainability analysis in an industry evaluation [32] as well as in teaching [14,29] and expanded its opportunities for use further in the contribution at hand. In their work, Becker et al. [14] introduce the sustainability analysis as a tool that helps visualize the widespread potential effects across the sustainability dimensions and orders of impact for a specific software-intensive system under analysis. In another work, Penzenstadler [29] reports on the use of the sustainability analysis as one of the artifacts in a course for Master students and PhD students on software engineering for sustainability. In a previous paper [32], we first trained a consultant in performing and guiding through a sustainability analysis during requirements elicitation and negotiation, and then observed a workshop where the consultant moderated and performed the analysis with their customers.

In contrast, the work at hand uses the sustainability analysis for a larger scope and as a research tool for exploring the potential sustainability effects of a technology on the rise.

2.3. Sustainable Development

Beyond the general notion of the concept of sustainability, the United Nations (UN) specifically contributed to the idea of sustainable development. In fact, the UN authored one of the most-cited definitions of it: “Development that meets the needs of the present without compromising on the ability for future generations to meet their needs” [33]. In 2000, the UN set out and defined the
Millennium Declaration’s goal of halving extreme poverty, which is defined by having less than $1.25 per day, by 2015 [34]. All 191 United Nations member states at the time, and at least 22 international organizations, committed to help achieve the following Millennium Development Goals by 2015. The eight goals were as follows:

1. To eradicate extreme poverty and hunger
2. To achieve universal primary education
3. To promote gender equality and empower women
4. To reduce child mortality
5. To improve maternal health
6. To combat HIV/AIDS, malaria, and other diseases
7. To ensure environmental sustainability
8. To develop a global partnership for development

By 2015, the metrics had not been completely reached, but considerable progress had been made [35]. For example, when it came to the first goal, in 1990, nearly half of the population in the developing world lived on less than $1.25 a day; that proportion dropped by 14% in 2015. Globally, the number of people living in extreme poverty has declined by more than half, falling from 1.9 billion in 1990 to 836 million in 2015. Most of this progress has occurred since 2000. The number of working middle class in developing nations, who are living on more than $4 a day, has almost tripled between 1991 and 2015. This group now makes up half the workforce in developing regions, up from just 18% in 1991. The proportion of undernourished people in developing regions has fallen by almost half since 1990, from 23.3% in 1990–1992 to 12.9% in 2014–2016. Similar indicators of significant progress were reported for the other goals. As a follow-up, in 2015, the UN’s Sustainable Development Goals were redefined to further eradicate poverty [36]. Currently, the UN’s 2030 Agenda is a plan of action intended for people, planet, and prosperity that seeks to strengthen universal peace and secure the freedom of people around the world. The signatories of this resolution recognize that eradicating poverty in all its forms and dimensions, including extreme poverty, is the greatest global challenge and an indispensable requirement for sustainable development. The Sustainable Development Goals stated in the 2030 Agenda are as follows:

1. End poverty in all its forms, everywhere
2. End hunger, achieve food security and improved nutrition, and promote sustainable agriculture
3. Ensure healthy lives and promote well-being for all people at all ages
4. Ensure inclusive and equitable quality education and promote lifelong learning opportunities for all
5. Achieve gender equality and empower all women and girls
6. Ensure the availability and sustainable management of water and sanitation for all
7. Ensure access to affordable, reliable, sustainable, and modern energy for all
8. Promote sustained, inclusive, and sustainable economic growth, full and productive employment, and decent work for all
9. Build a resilient infrastructure, promote inclusive and sustainable industrialization, and foster innovation
10. Reduce inequality within and among countries
11. Make cities and human settlements inclusive, safe, resilient, and sustainable
12. Ensure sustainable consumption and production patterns
13. Take urgent action to combat climate change and its impacts*
14. Conserve and sustainably use the oceans, seas, and marine resources for sustainable development
15. Protect, restore, and promote the sustainable use of terrestrial ecosystems, sustainably manage forests, combat desertification, and halt and reverse land degradation and biodiversity loss
Promote peaceful and inclusive societies for sustainable development, provide access to justice for all, and build effective, accountable, and inclusive institutions at all levels

Strengthen the means of implementation and revitalize the global partnership for sustainable development

The 2018 status report on the 2030 agenda [37] highlights that there is progress being made in a lot of areas of the 2030 Agenda. For example, the maternal mortality ratio in sub-Saharan Africa has declined by 35% and the under-five mortality rate has dropped by 50% since 2000. In South Asia, a girl’s risk of being married off while still a child has declined by over 40%. Furthermore, the proportion of people with access to electricity has more than doubled in the least-developed countries. Globally, labor productivity has increased, and unemployment rates have decreased. More than 100 countries have sustainable consumption and production policies and initiatives. However, in some areas, progress is not sufficient for meeting these goals by 2030, specifically for the most disadvantaged and marginalized groups. Many of these goals can be worked towards with the help of socio-technical systems for sustainability, which, in turn, can benefit immensely from using AI. However, AI brings not only opportunities but also risks for negative impacts for sustainability, as detailed in the following section.

3. AI under a Sustainability Analysis Perspective

This section presents and explains a sustainability analysis of the AI field using the lens of the five dimensions presented in the sustainability analysis section. Figure 1 shows the sustainability analysis diagram of the AI field according to the five dimensions of sustainability.
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Figure 1. Sustainability analysis diagram of the artificial intelligence (AI) field according to the five dimensions of sustainability.

3.1. Economic Dimension

Gartner predicts that by 2022, 40% of customer-facing employees and government workers will consult an AI-powered virtual agent every day for decision-making or process-related support [38].
In addition, governments of countries with advanced economies and large technology companies are investing in the implementation of AI to create a competitive advantage. For example, the government of the United Kingdom (UK) recently announced a £1 billion deal to put the nation at the forefront of the AI industry [39]. Similarly, France has planned to invest €1.5 billion into AI research [40]. First, such investments give a competitive advantage at the national level for advanced economies; however, they also have negative impacts on the globalization of production and services. Meaning, in the current scenario, companies from advanced economies outsource services, for example call centers and manufacturing, to emerging nations due to cost advantages. However, companies that maximize AI’s capabilities will no longer have to worry about paying outsourcing costs and living wages. In addition, overhead costs will reduce or stop the outsourcing of services and production in the emerging market and bring services in-house. This shift may result in the reduction of products’ prices and other expenditures of the companies. However, the question then arises: will the firm lower their product prices since production is automated?

Additionally, if companies from advanced economies bring their development back in-house, there may be disruptions in local businesses and the job markets of emerging economies, resulting in a rise in unemployment and a decrease in individuals’ spending power. As Papadopoulos et al. [41] point out, “Trade linkages play a significant role in the spillover of crisis.” This will eventually affect the global economy.

Furthermore, critics argue that the implementation of AI in automated in-house production services may also dislocate and pressure the wages of low-skilled workers and is starting to impinge on the employment prospects of middle-skilled workers, with only the most responsible creative, or supervisory roles remaining [42]. To adapt to these changes, low-skilled or middle-skilled, including older, workers must participate in training programs to give themselves new skills to reduce the risks of unemployment [43]. The question emerges, then, how much can the older population learn if they lack computational skills? If they cannot train themselves or adapt to changes, they will experience job loss eventually, or early retirements. The increase in early retirements will result in the need for reforms to pension and other social security programs, which will make it very difficult for many governments to maintain the solvency of many national pension systems or their overall fiscal balance [44].

3.2. Technical Dimension

According to Lecun et al. [45] “deep learning allows models that are composed of multiple processing layers to learn representations of data that have multiple levels of abstraction” (p. 436). These methods have significantly improved speech recognition, visual object detection and recognition, and other areas [45]. Deep learning models are a class of machines that can learn a hierarchy of features by building high-level features from low-levels ones. For example, the convolutional neural networks (CNNs) are a type of deep model that have been improving the machine learning and vision fields [46]. Object recognition can be used in many application domains and support visually disabled people, increase security systems, but also improve some warfare systems—the technology itself is agnostic of the purpose. Beyond the purpose of a system, the algorithms still have the challenge of misclassifying objects, and the question is what the controlling instance for checking object classification in each system is. There is an initial training dataset and then a training phase and the system can continue to learn but it is the decision of each developer as to how long the system needs to be trained until it is considered trustworthy or good enough to be suitable for purpose.

Even more recently, deep reinforcement learning is helping to teach sophisticated behaviors automatically, which can be further improved using recurrent neural networks [47]. All of these developments will lead to progress in AI being able to code AI [48].

The impact of this development is hard to foresee, except that it will increase the speed of research and development. In terms of the positive impact it may have, we can expect more capable systems that can take over more complex tasks. In terms of the negative impacts, we can perceive the necessity of stronger engineering ethics as more and more responsibilities are placed into the hands of the
developers who engineer the systems upfront and hence must foresee many wanted and unwanted usage scenarios. This is a much greater, prematurely accumulated, responsibility than a machine operator would perceive when handling a machine every day and making individual, situation-specific decisions based on the operator’s expertise and years of experience in the field. One initiative to deal with these developments is to revamp existing codes of ethics, for example, like what is currently being done with the ACM Code of Ethics [49], which has led to a broad discussion on where responsibility ends and social activism starts.

3.3. Environmental Dimension

AI may be useful in helping us take better care of the planet in terms of supporting waste and/or pollution management, but also, predictive systems can be used for earthquakes and weather forecasting to better recognize the likelihood of extreme event occurrences such as hurricanes and tsunamis. For example, Al-Jarrah et al. [50] reports on the impacts of improved waste management by using fuzzy inference models for site selection.

AI can also be used for better pollution management; for example, Ramachandran et al. proposed a modified Environmental Vulnerability Index (EVI) to assess the environmental impact of aviation on connected cities [51].

Furthermore, we can imagine knowledge-management systems integrated with deep-learning technology that could help analyze the images of animals captured by motion-sensor cameras in the wild. Such analyzed information could provide accurate, detailed, and up-to-date information about the location, count, and behavior of animals in the wild, which could be useful in enhancing local biodiversity [52] and local conservation efforts.

Also, the adoption of autonomous vehicles could be a possible turning point for reducing greenhouse gas emissions. For example, in the study, Iglinski et al. [53] point to the potential of autonomous vehicles to reduce greenhouse gas emissions through less fuel consumption. This could be done as follows:

1. Programmed autonomous vehicles could fully take advantage of the principles of eco-driving throughout a journey, reducing fuel consumption by as much as 20 percent and reducing greenhouse gas emissions to a similar extent.
2. Autonomous vehicles could reduce traffic congestion by recommending alternative routes and shortest routes possible in urbanized areas and by sharing traffic information to other vehicles on the motorways, resulting in less fuel consumption.
3. Autonomous vehicles could drive in accordance with imposed limits, resulting in smooth driving that would minimize the necessity of the energy-intensive process of accelerating. This would ensure that the least amount of fuel is used.
4. Finally, autonomous vehicles would reduce the distance between cars, would reduce fuel consumption due to reduction of aerodynamic resistance, and would reduce greenhouse gas emissions.

In addition to the positive impact, AI can also have negative impact towards environmental dimension especially due to the contribution it makes towards further acceleration, and consumption of technological devices. The increase production and consumption of technological devices will have two adverse effects, namely planned obsolescence and depletion of natural resources:

(i) Planned obsolescence resulting in the generation of electronic waste: The acceleration of technology is closely interlinked with planned obsolescence, which means to design products that wear out “prematurely” (i.e., have useful lives that were well below customer expectations); planned obsolescence has already been deemed unethical in 1960 [54]. There are physical obsolescence mechanisms, namely limited functional life design (“death dating”), design for limited repair, and design aesthetics, that lead to reduced satisfaction, and then there is technological obsolescence resulting in the generation of e-waste [55], namely the design for fashion and design for functional
enhancement by adding or upgrading product features [56]. Sources indicate that in North America, over 100 million cell phones and 300 million personal computers are discarded each year due to acceleration of technology [56]. The initiatives that can shift this paradigm are public policy, environmental ethics, and corporate responsibility. The World Business Council on Sustainable Development includes the following as a major action point: “Encourage consumers to prefer eco-efficient, more sustainable products and services.” [57]. However, Guiltinan identifies “two impediments: (1) the competitive pressure for and consumer expectations of frequent upgrades for durable goods and (2) the lack of consumer concern for environmental consequences when contemplating the upgrades of durable goods” [56] (p. 26).

(ii) Use of natural resources: Planned obsolescence in general is a problem that depletes the natural environment of resources such as rare earths while increasing the amount of waste to deal with. However, the rise of AI could potentially amplify these negative impacts, for example by further automating extraction in more complex environments that are dangerous to human operators. If a “mining robot” can take over the mining tasks in an AI-supported way, this may be able to further increase the yield of rare earths and increase the depletion rate. Thus, increase in depletion rate of natural resources will have environment degradation (i.e., the deterioration of the environment through depletion of resources) as well as devastating consequences on both human health [58,59].

3.4. Individual Dimension

Becoming more efficient is not humanity’s problem anymore. We have become increasingly more productive in the last 50 years [60]. However, due to job requirements and inflation, individuals are working more than before both in the United States as well as in other parts of the world [61]. A study of Song et al. [62] has shown that a person working more than normal working hours has a significantly higher risk of poor self-rated health and that this affects mental and emotional well-being. For example, it can lead to rising numbers of depression, burnout, anxiety, sleep disturbances, and chronic heart disease [60,63]. Previous research [64] has claimed “time” as a major constraint for individuals to participate in physical activities. As outlined in science fiction movies, the advancement of research in computing devices has led to the development of algorithms for “AI slaves” that are capable of performing intuitive and empathetic tasks at varying levels and in many different ways [18]. These algorithms are likely to benefit individuals and companies in eventually solving tasks that could significantly reduce working hours. In other words, AI-powered digital assistants, chatbots, analytical tools, and robots could help individuals in terms of working less hours, increase work efficiency, improve workers’ physical well-being and reduce work-related injuries [65]. We have access to more information in less time, we can get better-tailored services, and we can perform more efficiently. For example, personal digital assistants, such as Amazon’s Alexa or Apple’s Siri, which are easily available, are likely to make some of our daily activities easier, more convenient, or more efficient via sophisticated voice interfaces that can perform tasks like searching and making calls. Furthermore, AI support systems in domains such as healthcare, elderly care, space exploration and transport [66] are expected to reduce employees’ workloads. Out of many examples, a humanoid robot (i.e., “upright multi-functioning social robot that typically has facial features, usually quite schematic or cartoon-like features, some sort of communicative interface, and perhaps arms”) at an elderly care center could provide recreational pastimes, help lift and carry household objects, keep track of the user’s whereabouts in the house, register falls or other signs of harmful incidents, and understand the user’s daily routine [67,68]. Although there are benefits, there are also major implications due to the robonomics (i.e., robot-based economy) within the individual dimension of sustainability [69]. Such implications are geared toward (i) an increase in anxiety-related mental health issues because of the fear of unemployment and sources of incomes [1,69]; and (ii) a change in individual behavior and interaction, that is, instead of having direct interaction with other people either at the store, via mobile phones, the individual will have more interaction with machines. This will subsequently reduce the
meaningfulness of the human-to-human interactions that we have with others, disconnecting us from the world around us, creating more isolation and limiting us with digital emotions.

Researchers [70] have linked social isolation with increased mortality, incidence of heart disease, and functional decline. As Villani [71] stated, “Data is the raw material of AI and the emergence of new uses and applications depends on it.” Therefore, for individuals, living in the AI era means giving all data to a vast design space, presumably much larger than that of the human mind [72]. Since, AI systems are artefacts, constructed by people to fulfill their own goals [73], motives, interests, and personal characteristics [74] and to make the machines more intelligent for some form of prediction using various input methods, such as cameras, text, gestures, and audio and analysis of deep-learning neural-networks techniques, a company could collect the data without an individual’s knowledge or consent. For example, Google could collect a user’s location data even when the setting is turned off, or Google’s digital assistant “Home Mini” could listen to a user’s conversations due to a “phantom” issue. This raises questions on how much privacy individuals really have in the era of AI when data are collected intentionally or unknowingly (i.e., issues caused by the machines)? Furthermore, the rise of AI requires changes in education, which is also part of individual sustainability. In terms of education, changes in the workplace will require mathematics, information technology, science and technology, but also design thinking methods, as the next generation of employees must learn to adapt quickly to the technical, social and digital change, because it is to be expected that even a “5th industrial revolution will not be long in coming” [75].

3.5. Social Dimension

For the social dimension, we can see benefits, as well as the dangers; there is the chance to strengthen communities, but also a requirement to develop legal frameworks around AI, and all of the strengths and weaknesses here come with the threat of turning over too much power to AI.

AI systems could help strengthen communities by helping with various small roles of supporting the development of networks, conducting the administration and facilitation of collaboration, and taking over simple tasks in households, nursing, and teaching [75]. There are differing opinions here on whether AI could do these tasks. The question is poignant. To do these tasks, AI will have to be able to learn like humans because these skills require a certain extent of socio-cultural materiality (“wanting to have things”) on the side of the AI. For example, Hasse [76] argues that machines “do not learn like humans because they do not learn how to constantly make a volatile world meaningful, instead running on fixed abstract, yet material algorithms that are not about thinking, but about symbolic representation” [76] (p. 10). On the other hand, AI may well be able to assist in a task such as classroom teaching [77], yet several ethical issues need to be examined for this, such as the privacy of children’s data, the responsibility boundaries between teachers and robots, and the potential for the AI’s negative influence. However, influence from AI could also be positive, as explored in [78], who discusses robots and the ethical appropriateness of nurturing empathy and charitable behavior; the author is particularly interested in whether a companion robot could encourage humans to perform charitable acts and whether it is ethical to follow such a design path. Another area where social interactions are being automated is for social media and online community management. As the number of users in online services increases, the manual management of users becomes increasingly challenging. Currently, different content management techniques, such as the detection of trends [79] or artificially created social campaigns [80] are used.

Copeland and de Moor [81] explore how shared stories can support community groups in identifying what they seek to change, and they propose an approach of how digital storytelling can be effectively implemented in community partnership projects focused on physical spaces. They find four dimensions of trust are imperative for successful storytelling: (1) legitimacy—selected storytellers truly represent the stakeholders they tell stories about, (2) authenticity—authentic voices are needed to affect change, (3) synergy—weaving together multiple legitimate and authentic voices,
and (4) commons—any collectively owned resource. If AI systems are to be successful in supporting communities, they need to evoke trustworthiness, and digital storytelling might help in that.

Part of this trustworthiness can be provided through legal frameworks. Kingston [82] discusses whether criminal liability could ever apply in the context of AI; to whom it might apply; and, under civil law, whether an AI program is a product that is subject to product design legislation or a service to which the tort of negligence applies. He concludes that the question of whether AI systems can be held legally liable depends on at least three factors: the limitations of AI systems and whether these are known and communicated to the purchaser; whether an AI system is a product or a service; and whether the offence requires mens rea or is a strict liability offence. Although this may be a future scenario, it has already occurred in 1981 when a person was accidentally killed by an AI system. Hallvey begins her article on the criminal liability of AI [83] with the following report: “In 1981, a 37-year-old Japanese employee of a motorcycle factory was killed by an artificial-intelligence robot working near him. The robot erroneously identified the employee as a threat to its mission and calculated that the most efficient way to eliminate this threat was by pushing him into an adjacent operating machine” [83] (p. 1). She concludes that because AI entities are taking part in human activities and because offenses have already been committed by AI entities or through them, there is no substantive legal difference between the idea of criminal liability imposed on corporations and on AI entities. Consequently, precedence models of criminal liability do exist, along with the general paths to impose a punishment. This would also have to include regulations to avoid AI warfare, where a mistaken interpretation of a real-world event by an AI system could lead to serious conflicts.

In the workplace, AI could reverse the trend of outsourcing; for example, call centers that have been outsourced for the past decade can be replaced by AI systems. Many routine activities involving operating software can be automated, for example, in Human Resources (HR) [84], call centers [85], or even bypassing human customer service through user–bot interactions [86].

4. Discussion

In this paper, we see the different effects that AI can have as factors that can intensify development either way, towards more or less globalization, towards more or less equality, and towards more or less justice and peace. As pointed out by Ehrenfeld [87], many of our current sustainability interventions via IT are measures to reduce unsustainability instead of creating sustainability, which means that we have to significantly shift our thinking towards a transformation mindset for a joint sustainable vision of the future. In this section, we discuss how we could reduce such negative impact that was discovered during analysis before AI becomes more widespread across multiple application domains, which, in turn, may also affect the UN’s Sustainable Development Goals [36].

Different categories of values—such as individual or personal values, object values, environmental values, professional or work values, national values, group values, and societal values [88]—are underlined within individual and organizational behaviors. These values are “determinants of virtually all kinds of behavior that could be called social behavior or social action, attitudes and ideology, evaluations, moral judgments and justifications of self to others, and attempts to influence others” [89] (p. 5). AI-enabled applications are dependent on how humans train them, while training value conflicts may arise because of the involvement of different stakeholders. Such conflicts of values may negatively impact society instead of proving to be beneficial. Therefore, in order for the society to benefit from AI, one way of reducing these negative impacts within the sustainability dimension is through aligning the values of all stakeholders during the design process of AI-enabled applications so that their goals and behaviors resemble the human values. For example, the AI-based applications designed to support law enforcement require datasets derived from the law, imposed by the national values of the government. In such scenarios, the designers or trainers should not mix their own self-oriented (or egocentric) values and other-oriented (or disinterested) values [90] with the national values, but should solely train the AI to align with the national values. With such alignment provided, AI systems could be less of a possible threat to humanity and strictly remain machines for solving tasks assigned to them.
However, the framework for characterizing and organizing value systems that could help in aligning the values of each stakeholder is still missing.

On the other hand, we live in a world of limited resources, including time, energy, money and the great transitions [91]. In this context, nations, organizations compete to design AI enabled system to gain power and to have influence over others [92]. Having such desire in power, could help one nation to the achieve their long-term sustainability goals, however other to lose the three “pillars,” i.e., economic development, environmental protection and social progress/equity [91]. Therefore, for society to benefit from AI, it is essential for all the stakeholders’ technological designers, application developers, researchers and users (business and consumers), and government to collaborate and share the responsibilities rather than having influence over others. There are a different ways stakeholders could share the limited resources and great transitions in to actions. First could be with an “open, inclusive, and continuing global dialogue about what ‘the good life’ should look like, how to live it, and the values, attitudes and behaviors, both individual and collective, that will support it” [91] (p. 41).

Second with a proposal to update current strategies and policies on the organizational, national and global levels could improve the effect of AI in the five dimensions of sustainability. In such case, new strategies and policies should start from the national level, involving stakeholders, including citizens, civil society groups, the news media and corporations. These updates may entail a significant expenditure of resources but will create stronger national level policies in accordance with the ethics, values, paradigms and sustainable development goals of the United Nations. As Frieden et al. [93] state, ”National policies, especially of large countries, affect the international economy in important ways” (p. 27). One example is the initial step taken by the German government, which has just released a strategy paper on the cornerstones the federal government, where they identified a need to support a strategy for AI. It states “Usable, high-quality data must be significantly increased without violating personal rights, the right to informational self-determination or other fundamental rights. Data from the public sector and science are increasingly being opened up for AI research, enabling their economic and public benefit use in the sense of an open-data strategy.” [94] (p. 1). The paper lists 13 goals, starting with establishing an “Artificial Intelligence made in Germany” seal of quality and ending with the commitment to adhere to the recommendations of the Commission on Data Ethics [94] (p. 2). However, policies on the fulfillment of these strategies have yet to be created. Similarly, all European Union (EU) members have signed a Declaration of Cooperation on AI to put forward the European approach to Artificial Intelligence based on three pillars [95]. These pillars are: being at the forefront of technological developments and encouraging their uptake by the public and private sectors; preparing for socio-economic changes brought about by AI; and ensuring an appropriate ethical and legal framework. Formation of these pillars is the crucial initial step toward the implementation of AI by EU nations. As Papadopoulos et al. [41] point out, exploring and decoding the relevant contagion mechanisms is a major way to prevent the spread of economic crisis. Therefore, in the future, to reduce the global impact of AI, there should be deceleration of cooperation between nations at the global level to prepare shared standards of practice for the global socio-economic shift as it occurs in both production and service outsourcing, without competitive advantage in mind.

Likewise, as stated by the related work referred to in the background section and in our sustainability analysis, ethics is a major consideration when making sure AI contributes to what we want, all without imposing serious humanistic, social, and legal concerns. To do this, guidance from a proper code of ethics is needed. However, developing such a ‘proper’ one is a significant challenge. For example, the current version of the ACM Code of Ethics and Professional Practice created a debate, specifically about principle 1.2, Avoid Harm, which now reads, “In this document, ‘harm’ means negative consequences, especially when those consequences are significant and unjust. Examples of harm include unjustified physical or mental injury, unjustified destruction or disclosure of information, and unjustified damage to property, reputation, and the environment.” and then proceeds to request ethical justifications for exceptions. The question is when is harm “ethically justified” and who takes that decision on which basis if the Code of Ethics does not provide guidance on that.
However, the guidance of “to minimize the possibility of indirectly or unintentionally harming others, computing professionals should follow generally accepted best practices unless there is a compelling ethical reason to do otherwise” gives little concrete advice, instead circling back to already accepted practices and a call to think ethically. Other professional associations have produced similar efforts, but they too have had similar struggles in phrasing effective guidance; for example, the German Society for Informatics (Gesellschaft für Informatik) put out a principle for social responsibility, holding the engineer accountable for the social and societal impacts of his or her technological work, but the organization did not mention harm of any kind [96].

To take this further, the Future of Computing Academy (FCA), which is part of the ACM, calls for researchers to consider the negative societal consequences of their work and to make this a part of their peer-reviewed publications [97]. Specifically, for AI, it seems that it may then carry the values of the human that coded it, either by how an algorithm is designed (the choices that are prescribed, e.g., if x equals z then do y) or the training data that is supplied to a neural network, which also has choices encoded. Consequently, further research is required along the lines of values in software engineering.

We conclude that teaching students about their responsibility for the long-term potential impact of their work and applying their code of ethics is crucial.

To sum up, one can see that value, collaboration, sharing responsibilities, ethics are important measures that should be taken into consideration by all stakeholders to reduce the negative impact of AI towards sustainability. If these measures are taken into consideration, there is a possibility that, “No matter how clever or artificially intelligent computers get, and no matter how much they help us advance, they will always be strictly machines and we will be strictly humans” [98] (p. 59).

5. Conclusions

In this paper, we reviewed the potential long-term impacts of AI on sustainability and, more specifically, on sustainable development by performing a sustainability analysis [14,29]. We explored the impacts of AI by using the five analysis categories—individual, social, economic, technical, and environmental—reviewing the current scientific literature on AI in each of the fields, and iterating the analysis with a focus group of experts.

Our main findings on how AI may impact sustainable development are as follows: On an economic level, AI is already a major industry and can displace low-skilled workers. On the technical level, with the advancement, AI may learn and teach how to code itself causing disruption towards jobs in the Information Technology (IT) industry. On an environmental level, AI can impact waste and pollution management and can also negatively impact sustainability in the form of power and resource consumption. On the individual level, AI may impact work, empower users with agents, and affect interactions or social isolation. Finally, on the social level, AI can take a minor role in assisting in communities, managing social media, automating routine tasks that are commonly outsourced, and participating in digital storytelling. It seems almost peculiar that a main outcome of our sustainability analysis is that AI can have positive and negative impacts on all five dimensions, and then again that makes sense, because it is a means, not an end. AI is a tool and as such it can be used for good or bad, and it is up to the developers as well as all stakeholders involved to take sound ethical decisions based on values commonly shared amongst citizens for the joint vision of a sustainable and resilient future.

The key findings of the present study are beneficial for all stakeholders, such as citizens, researchers, companies, application developers, and governmental organizations that have both a direct and indirect influence on the implementation, adoption, and regulation of AI. The presented sustainability analysis diagram can be used as a tool to understand both the positive and negative impact of ANI, ASI, and AGI on the five dimensions of sustainability. For future work, we envision several more detailed studies:

(i) **AI Application Domains**: A more in-depth sustainability analysis should be performed for several application domains of AI whereby an analysis of the three orders of effect (life cycle, enabling, and structural) is included.
(ii) **Ethics and transparency of AI**: An interdisciplinary analysis that considers the transparency and ethical aspects of AI should be performed in a joint effort by behavioral psychologists, philosophers of science, psychologists, and computer scientists.

(iii) **Responsibility & accountability for AI**: A qualitative analysis should be conducted on how much citizens are willing to give up the freedom of choice and have AI take somewhat optimized decisions for them, how much operators are willing to pass on their responsibility to AI, and how much developers are willing to be accountable in case something fails, along with how to allow for and ensure transparency; and

(iv) **Perceptions of AI**: A larger-scale empirical analysis should be carried out on individuals’ perceptions in diverse stakeholder roles toward having AI integrated in society on several levels of technological intervention, e.g., as small-scale personal assistants, as substitute teachers, nurses, and doctors, or as decision support systems for governments and legislation.
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