Robust calibration of multiparameter sensors via machine learning at the single-photon level
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Calibration of sensors is a fundamental step to validate their operation. This can be a demanding task, as it relies on acquiring a detailed modelling of the device, aggravated by its possible dependence upon multiple parameters. Machine learning provides a handy solution to this issue, operating a mapping between the parameters and the device response, without needing additional specific information on its functioning. Here we demonstrate the application of a Neural Network based algorithm for the calibration of integrated photonic devices depending on two parameters. We show that a reliable characterization is achievable by carefully selecting an appropriate network training strategy. These results show the viability of this approach as an effective tool for the multiparameter calibration of sensors characterized by complex transduction functions.

I. INTRODUCTION

Quantum metrology has demonstrated significant advances in the last few years, keeping up with the perspective of a novel generation of quantum sensors with enhanced sensitivity [1, 5]. In order to fully exploit these advantages, the device must be known and controlled, so that the measured parameters can be retrieved with good accuracy. This ability then relies on the availability of a trusted calibration of the sensor in hand [6]. Conventional methods for device characterisation require, in general, a large set of calibration data and intensive post-processing. Alternatively, one could rely on refined a-priori physical models of the sensors, including noise effects, based on measured quantities. Such intensive approaches, however, become impractical for sensors of increasing complexity, and unfeasible in the perspective of commercial devices.

Further, in realistic sensors, the user has typically access and control over a set of physical parameters, which in turn modify the internal characteristics of the device. Therefore, the target parameters are not directly evaluated, but inferred from measured quantities. Optical phases, determined by electrical signals via thermo-optic effects, are a case in point [7, 10]: here, voltages are the parameters of interest, but the measured optical signal derives from variations of optical phases. Therefore, the sensor inherently works as a transducer, mapping the parameters to be estimated onto measured quantities through a suitable response function, which needs to be characterized as well. In this respect, spurious effects also concur to determining the response function, and must be taken into account. This poses major difficulties in the modelling, and increases the complexity of an experimental characterisation via conventional methods.

A practical approach thus requires a different methodology for sensor calibration. A viable direction is provided by machine learning techniques, capable of handling large datasets and of solving tasks for which they have not been explicitly programmed; applications range from stock prices predictions [11, 12] to the analysis of medical diseases [13]. In the last few years, several applications of machine learning methods in the quantum domain have been reported [14, 15, 16], including state and unitary tomography [17, 25], design of quantum experiments [26, 32], validation of quantum technology [33, 35], identification of quantum features [36, 37], and the adaptive control of quantum devices [38, 53]. Also, photonic platforms can be exploited for the realization of machine learning protocols [55, 56]. Recently, a first insight on the application of machine learning methods for the calibration of a quantum sensor has been reported [57]. In detail, the characterization of an optical phase sensor was carried out by means of artificial neural networks (NNs) [55]. This has demonstrated its advantages, in that it required no detailed model, it relied on the same states for the calibration as for the estimation, and demonstrated robustness to finite-size datasets when compared to standard methods. When extending the use of NNs to multiple parameter scenarios, it can be expected that all these features can be preserved. However, conjugating this approach with the peculiarities of multiparameter estimation is far from obvious.

In this article, we demonstrate the calibration of multiphase sensors implemented in a femtosecond-laser-written photonic platform. The devices are multiarm interferometers with multiple embedded phases, which are controlled externally by applying a voltage to resistors.
placed within the sensor. We report on how to build and train a NN to make it capable to work as a reliable and practical calibration tool. Indeed, we show the requirements on the training process, in terms of the size of the dataset, as well as the need to resolve possible ambiguities which result from the non-monotonicity of the sensor response function. Our results give evidence on the viability of a machine learning approach for calibration of complex quantum devices.

II. RESULTS

In this section, we detail our use of a feed-forward neural network [59] to approximate the multivariate function that links single-photon detection probabilities, relative to outputs of an integrated three-mode device, given a certain input, to the voltage settings controlling the interferometer phases.

Regression is one of the most common problems faced by supervised learning algorithms. It consists in finding a map \( f \) that links an input vector of features \( \vec{x}_i \) to the respective output vector \( \vec{y}_i \) consisting of real numbers, for all the examples \( i \) in the dataset. NNs are very effective at modelling complex non-linear functions for very large dimension dataset described by many features, and their performances are particularly good when large training dataset, containing many different examples, are available.

A. Experimental platform

The integrated device under study is a three-arm interferometer realized by the femtosecond laser writing technique [60] [61] and able to perform multiphase estimation protocols [61] [62]. The circuit is composed by a sequence of two three-arm beam splitters (tritters) realized through a two-dimensional geometry decomposition and interposed by three internal arms encoding two independent optical phase shifts \( \Delta \phi = (\Delta \phi_1, \Delta \phi_2) \) of two arms with respect to the third one (reference). These are thermo-optic phase shifts that can be tuned by means of ohmic resistors. When a set of voltages \((V_1, V_2)\) is applied to the resistors, a different global phase shift is generated along each optical path, thus changing the action of the device. A scheme of the device is reported in Fig. 1. The chip is studied in the single-photon regime. Pairs of photons with wavelength 785nm are generated by spontaneous parametric down conversion process in a barium borate (BBO) crystal. A single photon of the pair is coupled into a fiber array connected to one of the circuit’s inputs, while the other photon acts as a trigger. Single-photon detectors are placed at the output fibers of the device and coincidence events between the trigger and the photon injected inside the chip are recorded. In this way, single-photon probabilities \( P(i \rightarrow j) \) for each output \( j (j = 1, 2, 3) \) are measured by changing the input arm \( i \) of the single-photon state and tuning the power dissipated on the internal resistors. In particular, we tune the voltages applied to each resistor independently, while keeping the others off. Due to the resistance dependence on its temperature and due to the thermal crosstalk between resistances, a given pair of voltages, applied on the thermo-resistors \( R_1 \) and \( R_2 \) respectively, implies a variation of the two phases described by the following approximate response function containing linear and quadratic dependencies from the dissipated power:

\[
\Delta \phi_i = \sum_{j=1}^{2} \left( \alpha_{ij} P_{R_1} + \alpha_{ij}^{NL} P_{R_1}^2 \right),
\]

where the dissipated power is \( P_{R_j} = V_j^2 / R_j \) using Ohmic approximation for the two resistors, while \( \alpha_{ij} \) and \( \alpha_{ij}^{NL} \) are, respectively, the linear and non-linear response coefficients associated to the phase shift \( \Delta \phi_i (i = 1, 2) \) when dissipating power on resistor \( R_j \).

The two voltages \( V_1 \) and \( V_2 \) are thus directly mapped into the two physical relative phase-shifts \( \Delta \phi_1 \) and \( \Delta \phi_2 \). In standard characterisation, a theoretical model of the circuit allows to recover the likelihood describing the output probabilities through a fit of the measured probabilities. This, in turn, allows to extrapolate dynamic and static parameters of the chip [61] [62]. The aim of this work is to avoid relying on knowledge about both the theoretical model of circuit and the response function in Eq. (1). In fact, this would prove inefficient for the characterisation of mass-produced devices. The goal, instead, is to generate a mapping between voltages and output probabilities using only a limited set of measurements. We exploit the NN approach exactly to realize such goal (Fig. 1).

B. Neural network architecture and performances

We start using simulated data to inspect the algorithm requirements both in terms of network architecture and amount of training data needed to obtain good performances when evaluating new examples. This preliminary step has the only purpose of identifying more efficiently the structure of the NN for the calibration of a general three-arm interferometer. Therefore, a likelihood function describing exactly the device is not needed; the simulated data represent roughly its typical approximate likelihood. In our case the simulated data are obtained based on single-photon input-output probabilities \( P(i \rightarrow j) \) estimated from experimental measurements through a maximum-likelihood technique. To train the NN, data are divided in a vector of input features \( \vec{x} \) corresponding to the 9 input-output probabilities obtained when applying a given pair of controlled voltages, which constitute the elements of the output vector \( \vec{y} \):

\[
\{ \vec{x}, \vec{y} \}_k = \{ P(i \rightarrow j), (V_1, V_2) \}_k \text{ for } i, j = 1, 2, 3.
\]
The index $k = 1, \ldots, N$ refers to each training example and $N$ represents the total number of training data. The vector of probabilities $\vec{x}$ is constructed using counts extracted from a Poisson distribution whose mean values correspond to those assessed from the maximum-likelihood reconstruction. This procedure is needed for the NN to properly account for the presence of such source of uncertainty. A part of the data, viz. 15% of the whole set, is used as a validation set: it is not directly employed for the training, but rather to obtain an independent estimate on the training error. This is necessary to avoid overfitting.

We have tested different NN architectures with a different number of hidden layers and neurons per layer, studying the network performances for different activation functions, initialization parameters and optimization algorithms. Finally, we have chosen the one which obtains the smallest Root Mean Squared Error (RMSE) on the validation set. We notice that the full set of 9 probabilities is redundant for the network training and satisfactory results can indeed be achieved training the network with only 6 of them, obtained when injecting a photon respectively in the first and second input of the device. The training consists in tuning the model’s parameters to minimize the RMSE associated to each example of the training set; for this purpose the gradient of the loss function, corresponding to the summation of the RMSE over all the training examples, with respect to all the network’s parameters is computed using the backpropagation method [63]. In the next step the gradient is used to minimize the loss function using the optimization algorithm Adam [64].

We train the network with the results obtained after the application of 53 different tensions values to each of the two resistors in the device. This gives a tension grid with $53 \times 53 = 2809$ different tension pairs associated to the relative input-output probabilities available to train the network. Therefore, each example in the training set, consists in the tensions pairs associated to 6 probability values. The trends of the values predicted by the trained-NN are reported in Fig. 2 as a function of the applied voltages on the two resistors. However, to obtain a good estimation in the full range of accessible tensions, it was necessary to incorporate into each training example the further set of probabilities $\tilde{P}(i \rightarrow j)$, to which we refer as kicks, as follows:

$$\{\vec{x}, \vec{y}\}_k = \{(P(i \rightarrow j), \tilde{P}(i \rightarrow j)), (V_1, V_2, V_1 + \Delta V_1, V_2 + \Delta V_2)\}_k$$

where the values $\tilde{P}(i \rightarrow j)$ are added by considering the
FIG. 2. Examples of input-output probabilities $P(i \rightarrow j)$ for each input $i$ and output $j$ ($i, j = 1, 2, 3$) of the chip, resulting from predictions of a NN trained with simulated data, as function of the applied voltages $V_1, V_2$ over two ohmic resistors. a)-c) Output probabilities $P(1 \rightarrow j)$ obtained by injecting single photons along input 1. d)-f) Output probabilities $P(2 \rightarrow j)$ obtained by injecting single photons along input 2.

probabilities obtained by changing $V_1$ ($V_2$) of a fixed value $\Delta V_1$ ($\Delta V_2$) and the length of the $\vec{x}$ and $\vec{y}$ vectors is $K$. This is necessary to remove ambiguities in the evaluation of the overall function, providing additional information to the network. More specifically, such requirement is due to the non-monotonicity of the output probabilities, resulting in the presence of multiple parameter points that correspond to the same probability values. Thus, in absence of additional data sets it is not possible to distinguish between those points. Comparing the network results on the validation set, the RMSE improves by 85% thanks to the additional information provided with the tension kick, when evaluated in the full range of tension values. The advantage obtained is independent from the specific value of $\Delta V_1$ and $\Delta V_2$, as long as they are large enough to give information about different regions of the inspected functions. Enlarging the data in each training example requires to increase the number of nodes in the input and output layers of the network. The architecture that allows to achieve the best performances, among the ones considered, is a network with 12 input nodes and 4 output ones separated by 3 hidden layers with 200 nodes each (Fig. 1). All the nodes, except the output ones which are activated by a linear function, are activated by a rectified linear unit function initializing their weights with random values extracted from a normal distribution centred in zero and with variance $\sigma^2 = 2/n$, where $n$ is the number of neurons in the previous layer.

We stop the training after 250 epochs since the loss function on the validation set stops decreasing. To analyze the variability among different trainings, we study the results obtained, starting from the same datasets, after performing 50 independent trainings of the network. The mean value of the Normalized Root Mean Squared Error (NRMSE) is given by:

$$NRMSE = \frac{1}{\sqrt{K}} \frac{||\vec{y} - \vec{\hat{y}}||}{y_{max} - y_{min}}$$

where $||\cdot||$ indicates the Euclidean norm. It is calculated on the validation set in such configuration obtaining a value of NRMSE = 0.015 ± 0.001. After the network has been trained, its performances have been evaluated on an independent test set of 100 different examples selected randomly among the possible tensions pairs of the 53 × 53, adding Poissonian noise on the detection events determining the probabilities values. Notably, since both the training and the test data include by random Poissonian noise, the resulting NN is robust when evaluating new noisy examples. To quantify how close the network estimation of the tension values is to the true ones, we evaluate the cosine similarity between the vector of network outputs $\vec{y}$, corresponding to the 4 tensions for all the test examples, and the expected results $\vec{\hat{y}}$, as follows:

$$c = \frac{\vec{y} \cdot \vec{\hat{y}}}{||\vec{y}|| \cdot ||\vec{\hat{y}}||}.$$
which is equal to 1, when the prediction \( \hat{y} \) is equal to the true value \( y \). Moreover, to estimate how much the cosine similarity depends on the random sample selected, we compute its value on 500 repetitions each containing 100 examples extracted randomly among the available ones, obtaining a value of \( c = 0.999 \pm 0.001 \).

Once established the network architecture, we investigate how the NRMSE on the validation set and the cosine similarity between the network estimation and the true tensions values change reducing the number of tension pairs used for the training. For all the different configurations the size of the training set, and consequently of the validation one, changes depending on the dimension of the tension grid used. Conversely, the number of examples making up the test set remains fixed to 100. For all the new training configurations the test data are still extracted randomly from the largest grid. This choice is performed to assess how much reducing the data for the training affects the final network estimation of new examples. Figure 3 reports the NRMSE on the validation set, obtained from multiple trainings of the network and the cosine similarity among the network estimation and the expected values in the test set. As expected, the NRMSE achieved by the network decreases as the number of training examples increases, allowing a better reconstruction of the function mapping the input vector onto the output one. A better reconstruction of this function grants higher network performances on the independent test set, as shown by the growth of the cosine similarity between the reconstructed tensions vectors by the NN and the real one. The error on the cosine similarity values gives an indication about the variability linked to the analysis of different examples that randomly fall in different regions of the probabilities functions. In parallel, the error on the NRMSE values depends on the results of different trainings of the algorithm that, starting with random initial parameters, can end up in slightly different conditions.

![FIG. 3. NN training with different amount of data grid size. Training performances are shown in terms of a) NRMSE computed over the validation set and b) cosine similarity on the test one.](image1)

C. Results on experimental data

Here, the network architecture resulting from the previous analysis has been implemented and tested training the NN directly on actual experimental data. This

![FIG. 4. Study of NN performances by using experimental dataset for both training and validation stages. a) NRMSE and b) cosine similarity are shown as function of the computed epochs.](image2)
is possible thanks to the network efficiency to learn the function which maps the input-output probabilities to the tensions applied. In this way, a good estimate of the tensions values is obtained. If the explicit model Eq. (1) is available, this same procedure is also effective to calibrate the response of the device explicitly in terms of the phases; the exact description of the further propagation and measurement steps is not needed. We use the data obtained from a $50 \times 50$ tensions grid applied on a second integrated device with the same layout, to train the same network as the one described above. The training with such data takes longer to reach the region where the loss function on the validation set stops decreasing. This is shown in Fig. 4, where the NRMSE and the cosine similarity are reported as a function of the training epochs. The network tensions estimations when 100 new data are acquired are reported in Fig. 5, showing the ability of the network to make accurate predictions of the applied voltages.

**III. CONCLUSIONS**

We have reported on the application of a NN based algorithm to perform the calibration of integrated devices depending on two parameters. In this investigation we relied on knowledge of a model to identify the most appropriate regime for collecting the training set. However, this is by no means a necessary step in that the use of the NN itself incorporates the same information that would be present in the model. Remarkably, the NN is able to account for spurious effects such as, in our case, cross-talk between thermal actuators, which are otherwise intricate to describe. It can be foreseen however that some basic modelling of the device could be nevertheless beneficial. The successful characterization of two devices based on a single approximate model shows that the NN performance does not heavily depend on the model’s level of detail. In the same vein, some anticipation of the device output, might reveal whether ambiguities may be present in the chosen range of parameters. We have shown that this is easily accounted for by introducing additional data as input to the NN.

This study brings forward machine learning applications in two respects: it goes beyond optimization of the employed resources when these are severely constrained and shows that this characterization method extends beyond the single parameter regime. The obtained results give evidence that NN can provide an effective, robust and reliable tool for the calibration of complex sensors that depend on multiple parameters, with the advantage of requiring no detailed model of their internal operation.
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