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ABSTRACT

The aim of this paper is to introduce a new computational fluid dynamics method to be called unsmoothed particle hydrodynamics SPH−i which makes few assumptions and makes no assumption beyond the Navier-Stokes equations. The most attractive feature when compared with standard smoothed particle hydrodynamics (SPH) is that no explicit turbulence modeling is required. Furthermore, despite being a high order model, it retains the same, simple structure as standard SPH. In this sense SPH−i is a coarse-grained direct numerical simulation approach.

In SPH, due the scale-dependence resulting from the convolution operator, all modes below the kernel cut-off length, are filtered out leading to loss of information. However, we conjecture that the SPH field, theoretically, still contains enough information so that the SPH−i field is a restored form of the original underlying continuum field. Since two filters are required, a rigorous technique for constructing compatible convolution and deconvolution filters is presented. The SPH−i model is relatively easy to implement.
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1 INTRODUCTION

The smoothed particle hydrodynamics (SPH) method is a meshless particle method, originally developed for astrophysical problems and independently developed by Lucy [1] and Gingold and Monaghan [2]. The method has been successfully applied to mesoscopic and macroscopic flow problems [3, 4, 5, 7].

One particular area of interest in SPH applications is free surface flows which are generally turbulent. For high fidelity of the computed solutions, direct numerical simulation (DNS) is the best choice. However, due to the high demand of computational resources, DNS for free surface flows is generally not feasible. An alternative to DNS is large eddy simulation LES as it is computationally more efficient.

An important similarity between SPH and explicit LES exists; they are both based upon the same integral interpolant. Therefore, it is possible to derive an SPH model that is consistent with explicit LES. This way, turbulence models developed in the LES context can be easily adopted in SPH. The trick is that since the SPH particle is by definition a "smoothed particle", it must move with the smoothed velocity. A rigorous derivation of this version of SPH has been presented in [6].

The problem of turbulence modeling is a relatively new topic in SPH. In 2002 Monaghan [7] was able to show the similarity between his XSPH model and the Lagrangian-Averaged Navier Stokes LANS-α proposed in [8, 9]. This approach initially proved to yield promising results but was found to be computationally inefficient. It has however, undergone some refinements over the years [10, 11] with some success. Another SPH turbulence model based on the LANS-α model was proposed in [12] and they demonstrated that their model was able to reproduce both the the inverse energy cascade and the direct enstrophy cascade of the kinetic energy spectrum. Dalrymple and Rogers [13] introduced a sub-particle scaling technique using the LES approach. The basic methodology is that the governing equations are averaged over a length scale specified by the filter and is comparable to the size of a fluid particle. This means that large scale motion (large eddies) will be fully resolved by solving the averaged equations. The effect of the unresolved small length scales (small eddies) on the large scale motion is contained in the sub-particle stress tensor which has to be modeled. Since the link between SPH and LES was not clearly demonstrated in this [13] and other work [14], we recently developed a coherent SPH model that is consistent with explicit LES [6].

As an extension of our previous work [6], in this paper a coarse-grained direct numerical simulation particle system that involves both filtering and de-filtering. The sub-particle filters appearing after the filtering process are de-filtered out, hence the resulting model requires no turbulence modeling.

The discussion in this paper will proceed as follows. First the filtering integral transform (FIT) and its associated de-filtering integral transform (DIT) are introduced. We then discuss the link between the FIT and DIT and further propose the procedure for constructing the deconvolution filter necessary for the inverse transform. Finally, a coarse-grained particle method consistent with implicit LES and based on spatial de-filtering, using the DIT, of the filtered CNSEs is derived.

2 FILTERING PROCESS

The convolution or filtering problem can be stated formally as: Given the continuum field \( \{ \rho(r), p(r), u(r) \} \) defined on a domain \( \Omega \), compute local approximations \( \{ \langle \rho_h(r) \rangle, \langle p_h(r) \rangle, \langle u_h(r) \rangle \} \) which faithfully represent the behavior of the continuum field on scales above some, user defined, filter length (here denoted \( h \)) and which truncates scales smaller than \( O(h) \).
The filtering procedure is chosen so as to derive a filtered form of the compressible Navier-Stokes equations (CNSEs) that are consistent with the explicit LES model. This is defined as the filtering integral transform (FIT) and its application to the CNSEs is discussed in [6].

**Proposition 2.1** (FIT for fluids). Let \( \Omega_h(r) \) be a locally compact space within the fluid domain \( \Omega \). Then the filtered mass density, momentum density and pressure are given by the FIT, for each \( w_h \in C^\infty_c(\Omega_h) \)

\[
\langle p_h(r) \rangle = \int_{\Omega_h(r)} \rho(r') w_h(r-r') d^3r' \tag{2.1}
\]

\[
\langle p_h(r) \rangle \tilde{u}_h(r) = \int_{\Omega_h(r)} \rho(r') u(r') w_h(r-r') d^3r' \tag{2.2}
\]

\[
\langle p_h(r) \rangle = \int_{\Omega_h(r)} p(r') w_h(r-r') d^3r' \tag{2.3}
\]

The smoothed field \( \{ \langle p_h(r) \rangle, \langle p_h(r) \rangle \tilde{u}_h(r) \} \) represents the interaction of fluid particles located at \( r, r' \in \Omega_h(r) \). Furthermore, the choice of the velocity smoothing here arises from the physical consideration that the smoothed velocity \( \tilde{u}_h := \langle P_h \rangle/\langle \rho_h \rangle \) where \( P \) is the momentum density.

We start with continuum form of the Navier-Stokes equations (NSE) for a compressible fluid describing the time evolution of the disordered field \( \{ \rho(r), p(r), u(r) \} \).

\[
\frac{d}{dt} \rho = -\rho \nabla \cdot u \tag{2.4}
\]

\[
\kappa_s \left( \frac{d}{dt} p \right) = -\nabla \cdot u + \gamma \alpha \nabla \cdot [\kappa_s (p) \nabla p] - \alpha \nabla \cdot \left( \frac{1}{\rho} \nabla \rho \right) \tag{2.5}
\]

\[
\rho \frac{d}{dt} u = -\nabla p + \nabla \cdot \sigma + \rho b \tag{2.6}
\]

with adiabatic compressibility \( \kappa_s \), adiabatic incompressibility modulus \( K_s = 1/\kappa_s \), thermal diffusivity \( \alpha \), adiabatic index \( \gamma \), fluid pressure \( p \), fluid density \( \rho \), fluid velocity \( u \), body force \( b \) and viscous stress tensor \( \sigma \).

If the FIT is applied to (2.4), (2.5) and (2.6) we obtain the following set of filtered equations.

\[
\frac{d}{dt} \langle p_h(r) \rangle = -(\langle p_h(r) \rangle \nabla \cdot \tilde{u}_h(r)) \tag{2.8}
\]

\[
\frac{d}{dt} \langle p_h \rangle = -\langle K_s \nabla \cdot u, w_h \rangle + \gamma \alpha \langle K_s \nabla \cdot (\kappa_s \nabla p), w_h \rangle \tag{2.9}
\]

\[
\langle p_h \rangle \frac{d}{dt} \tilde{u}_h = \nabla \cdot [\tilde{w}_h] - \nabla \cdot [\tilde{w}_h] + \langle \rho_h \rangle \tilde{b}_h \tag{2.10}
\]

\[
\frac{d}{dt} \tilde{u}_h(r) = \tilde{u}_h(r) \tag{2.11}
\]

where the material derivative after the filtering becomes

\[
\frac{d}{dt} = \frac{\partial}{\partial t} + \tilde{u}_h \cdot \nabla \tag{2.12}
\]

The sub-particle stress (SPS) tensor arising from the filtering process is given by the following definition.

**Definition 2.1** (sub-grid stress tensor, SPS). Application of the FIT is applied to the momentum equation introduces momentum transfer due to small scale motion. The
SPS represents the effect of the unresolved small scales on the local approximations. This is defined by the following

\[
\langle f_{ih}(r) \rangle = \int_{\Omega(r)} \rho(r') \langle u(r') - \tilde{u}_h(r) \rangle \otimes (u(r') - \tilde{u}_h(r)) w_h d\Omega(r')
\]

\[
= \langle \rho_h(r) \rangle \left( \langle u \otimes u \rangle_h[r] - \tilde{u}_h(r) \otimes \tilde{u}_h(r) \right) \quad \text{by the FIT} \quad (2.13)
\]

The main task now is to de-filter the filtered equations (2.8), (2.9), (2.10) and (2.11). To this end, an inverse filtering procedure is necessary.

For a detailed development of the filtering process the reader is referred to our other work [6].

3 SPH CONSISTENT WITH IMPLICIT LES

DE-FILTERING PROBLEM: The de-filtering problem can be formally posed as follows: Given the filtered equations governing the evolution of the local approximations \( \{ \langle \rho_h \rangle, \langle p_h \rangle, \tilde{u}_h \} \), de-filter these averaged equations to find the integro-differential equations governing the underlying disordered field \( \{ \rho, p, u \} \). The goal of this de-filtering process is to recover or restore the mechanical information at small scale that is lost during the filtering process. Consequently, any turbulent phenomena will be implicitly modeled in this approach. Therefore, the method will be referred to as SPH-i, where the i means implicit; it signifies the fact that this version of SPH is consistent with implicit LES.

**Proposition 3.1** (DIT for fluids). Consider a fluid particle located at \( r \) and has a test space \( \Omega_h[r] \) within the fluid domain \( \Omega \). Given the locally averaged mass density, momentum density and pressure on \( \Omega_h[r] \), we can reconstruct the continuum field by de-filtering the filtered mass density, momentum density and pressure in Proposition 2.1. Mathematically, for each \( \omega_h \in C^\infty(\Omega_h) \), there exists a \( \varphi_h \in C^\infty(\Omega_h) \) such that

\[
\rho(r) = \int_{\Omega_h[r]} \langle \rho_h(r') \rangle \varphi_h(r-r') d^3y'
\]

\[
\rho(r)u(r) = \int_{\Omega_h[r]} \langle p_h(r') \rangle \tilde{u}_h(r') \varphi_h(r-r') d^3y'
\]

\[
p(r) = \int_{\Omega_h[r]} \langle p_h(r') \rangle \varphi_h(r-r') d^3y'
\]

We then call \( w_h \) as the convolution filter and \( \varphi_h \) as the deconvolution filter.

3.1 De-filtering the convolution filter

The DIT of Proposition 3.1 is now applied to the filtered equations to reconstruct the original flow field provided that the local approximation \( \{ \langle \rho_h \rangle, \langle p_h \rangle, \tilde{u}_h \} \) still contains enough mechanical information that a de-convolution filter can recover the original underlying field \( \{ \rho, p, u \} \).

In SPH, the target particle moves with the filtered or smoothed velocity. In the context of the proposed SPH-i, the target particle moves with the de-filtered velocity. Consider a test particle located at position \( r \) having a test space \( \Omega_h[r] \). Let there be a support material particle located at \( r' \) so that \( r' \in \Omega_h[r] \). We define the velocities on this locally compact space as

\[
\text{test or target particle: } \frac{dr}{dt} = u(r), \quad \text{support particle: } \frac{dr'}{dt} = \tilde{u}_h(r')
\]

(3.4)
Consider the filtered continuity equation given by (2.8). To de-filter it, we first consider the continuum point \( r' \) with a test space \( \Omega_{h}(r') \) for all \( r' \in \Omega_{h}(r) \). Using the locally averaged variables on \( \Omega_{h}(r') \), the de-filtered continuity equation is then tested with the deconvolution filter as given below.

\[
\int_{\Omega_{h}(r)} \left\{ \frac{d}{dt} \langle \rho_{h}(r') \rangle + \langle \rho_{h}(r') \rangle \nabla' \cdot \tilde{u}_{h}(r') \right\} \varphi_{h}(r - r') d^{3}r' = 0,
\]
\[
\forall r' \in C_{\infty}^{c}(\Omega_{h}), \exists \varphi_{h} \in C_{\infty}^{c}(\Omega_{h})
\]

This can be rearranged into suitable form yielding

\[
\int_{\Omega_{h}(r)} \left\{ \frac{d}{dt} \langle \rho_{h}(r') \rangle \varphi_{h} + \langle \rho_{h}(r') \rangle \nabla' \cdot \tilde{u}_{h}(r') \right\} d^{3}r' = \int_{\Omega_{h}(r)} \langle \rho_{h}(r') \rangle \frac{d}{dt} \varphi_{h}(r - r') d^{3}r'
\]

In this form, Reynolds’ Transport Theorem is applied to the left hand side and the chain rule of differentiation to the right hand side. Accordingly,

\[
\frac{d}{dt} \int_{\Omega_{h}(r)} \langle \rho_{h}(r') \rangle \varphi_{h}(r - r') d^{3}r' = \int_{\Omega_{h}(r)} \langle \rho_{h}(r') \rangle \frac{d}{dt} \varphi_{h}(r - r') d^{3}r'
\]

\[
= \int_{\Omega_{h}(r)} \langle \rho_{h}(r') \rangle \left\{ \frac{dr}{dt} \cdot \nabla \varphi_{h} + \frac{dr}{dt} \cdot \nabla' \varphi_{h} \right\} d^{3}r'
\]

\[
= \int_{\Omega_{h}(r)} \langle \rho_{h}(r') \rangle \left\{ u(r) \cdot \nabla \varphi_{h} + \tilde{u}_{h}(r') \cdot \nabla' \varphi_{h} \right\} d^{3}r'
\]

\[
= \int_{\Omega_{h}(r)} \langle \rho_{h}(r') \rangle \left( u(r) - \tilde{u}_{h}(r') \right) \cdot \nabla \varphi_{h} d^{3}r'
\]

\[
\frac{d}{dt} \rho(r) = \int_{\Omega_{h}(r)} \langle \rho_{h}(r') \rangle \left( u(r) - \tilde{u}_{h}(r') \right) \cdot \nabla \varphi_{h} d^{3}r'
\]

where the anti-symmetry property of the deconvolution gradient \( \nabla' \varphi = -\nabla \varphi \) has been used to simplify the above.

Further transformation of (3.7) into differential form leads to the canonical point form of the continuum continuity equation.

**Proof.** We begin by unplugging the space derivatives from the integral in (3.7) and using the DIT of proposition 3.1 to get

\[
\frac{d}{dt} \rho(r) = u(r) \cdot \nabla \left( \int_{\Omega_{h}(r)} \langle \rho_{h}(r') \rangle \varphi_{h}(r - r') d^{3}r' \right)
\]

\[
- \nabla \cdot \left( \int_{\Omega_{h}(r)} \langle \rho_{h}(r') \rangle \tilde{u}_{h}(r') \varphi_{h}(r - r') d^{3}r' \right)
\]

\[
= u(r) \cdot \nabla \rho(r) - \nabla \cdot \left( \rho(r) u(r) \right) \quad \text{by the DIT}
\]

\[
= -\rho(r) \nabla \cdot u(r)
\]

and we recover the point form of the continuum continuity equation. \( \square \)

Note that (3.7) and (3.8) both represent the continuum form of the continuity equation. This equivalence immediately leads to the following corollary.

**Corollary 3.1 (de-filtered velocity divergence).** Due to the equivalence of (3.7) and (3.8), the velocity divergence in a continuum can be calculated as an integral

\[
\rho(r) \nabla \cdot u(r) = -\int_{\Omega_{h}(r)} \langle \rho_{h}(r') \rangle \left( u(r) - \tilde{u}_{h}(r') \right) \cdot \nabla \varphi_{h} d^{3}r'
\]

(3.9)
We emphasize that (3.9) is the most fundamental result of the de-filtering process. It will be used to generate momentum conserving integral representations of the pressure gradient and divergence of the stress tensor.

### 3.2 De-filtered momentum equation

De-filtering the smoothed momentum (2.10) is a bit more involving than that of the continuity equation due to the presence of sub-grid stresses. It is prudent to clearly demonstrate how the sub-particle stress (SPS) tensor vanishes after the de-filtering process. Consequently, any sub-scale phenomena will be implicitly modeled—a concept that underpins the development of implicit LES models. With this understanding, the proposed iSPH model does not require any turbulence modeling (the i in iSPH signifies that any turbulent phenomena is implicitly captured).

First consider a fluid particle at the continuum point $\mathbf{r}'$ with a test space $\Omega_h(r')$ for all $r' \in \Omega_h(r)$. The filtered momentum equation is then tested with the deconvolution kernel

$$
\int_{\Omega_h(r')} \left\{ \langle \rho_h(r') \rangle \frac{d}{dt} \mathbf{u}_h(r') - \langle \nabla' \cdot \tau(r') \rangle, \psi_h \right\} + \left\langle \rho_h(r') \right\rangle \mathbf{b}_h(r') \psi(r-r') d\mathbf{r}' = 0 \forall \psi_h \in C^\infty_c(\Omega_h), \exists \psi_h \in C^\infty_c(\Omega_h)
$$

(3.10)

which can be re-written as

$$
\int_{\Omega_h(r')} \langle \rho_h(r') \rangle \frac{d}{dt} \left( \mathbf{u}_h(r') \psi_h \right) d\mathbf{r}' = \int_{\Omega_h(r')} \langle \rho_h(r') \rangle \mathbf{u}_h(r') \frac{d\psi_h}{dt} d\mathbf{r}'
$$

$$
+ \int_{\Omega_h(r')} \nabla'' \cdot \tau(r') \left( \int_{\Omega_h(r')} \psi_h(r''-r') \psi(r-r') d\mathbf{r}' \right) d\mathbf{r}''
$$

$$
- \int_{\Omega_h(r')} \nabla' \cdot \left\langle \frac{\partial \psi_h(r')}{\partial \mathbf{r}} \right\rangle \psi(r-r') d\mathbf{r}'
$$

$$
+ \int_{\Omega_h(r')} \langle \rho_h(r') \rangle \mathbf{b}_h(r') \psi(r-r') d\mathbf{r}'\quad (3.11)
$$

Note use of the completeness statement 5.3 to simplify the second on the right hand side.

$$
\int_{\Omega_h(r')} \langle \rho_h(r') \rangle \frac{d}{dt} \mathbf{u}_h(r') \psi_h d\mathbf{r}' = \int_{\Omega_h(r')} \langle \rho_h(r') \rangle \mathbf{u}_h(r') \frac{d\psi_h}{dt} d\mathbf{r}' + \rho \mathbf{b}
$$

$$
+ \int_{\Omega_h(r')} \nabla'' \cdot \xi(r') \delta(r-r') d\mathbf{r}'' - \int_{\Omega_h(r')} \nabla' \cdot \left\langle \frac{\partial \psi_h(r')}{\partial \mathbf{r}} \right\rangle \psi(r-r') d\mathbf{r}'\quad (3.12)
$$

Once again by applying the Reynolds transport theorem we obtain

$$
\frac{d}{dt} \int_{\Omega_h(r')} \langle \rho_h(r') \rangle \mathbf{u}_h(r') \psi_h d\mathbf{r}' = \int_{\Omega_h(r')} \langle \rho_h(r') \rangle \mathbf{u}_h(r') \frac{d\psi_h}{dt} d\mathbf{r}'
$$

$$
+ \nabla' \cdot \xi(r) - \int_{\Omega_h(r')} \nabla' \cdot \left\langle \frac{\partial \psi_h(r')}{\partial \mathbf{r}} \right\rangle \psi(r-r') d\mathbf{r}' + \rho(r) \mathbf{b}(r) \quad (3.13)
$$
By further applying the DIT to the left hand side and the chain rule of differentiation to the first term on the right hand side the following simplified integro-differential equation is to obtained.

$$
\rho(r) \frac{du(r)}{dt} = - \int_{\Omega_h(r)} \langle p_h(r') \rangle \langle u(r) - \tilde{u}_h(r') \rangle \odot \langle u(r) - \tilde{u}_h(r') \rangle \cdot \nabla \varphi_h d^y r' \\
- \int_{\Omega_h(r)} \nabla' \cdot \langle \varphi_h(r') \rangle \varphi(r - r') d^y r' + \nabla \cdot \mathbf{E}(r) + \rho(r) b(r)
$$

(3.14)

The next step is to show that the first and second terms on the right hand side of (3.14) add to zero by noting the following: By expanding the integrand in the first term and applying the DIT yields

$$
\int_{\Omega_h(r)} \langle p_h(r') \rangle \langle u(r) - \tilde{u}_h(r') \rangle \odot \langle u(r) - \tilde{u}_h(r') \rangle \cdot \nabla \varphi_h d^y r'
$$

$$
= \nabla \cdot \left( \int_{\Omega_h(r)} \langle p_h(r') \rangle \tilde{u}_h(r') \odot \tilde{u}_h(r') \varphi(r - r') d^y r' - \rho(r) u(r) \odot u(r) \right)
$$

(3.15)

Furthermore, using Gauss’ theorem it easy is to show that the second term transforms to

$$
\int_{\Omega_h(r)} \nabla' \cdot \langle \varphi_h(r') \rangle \varphi(r - r') d^y r'
$$

$$
= - \nabla \cdot \left( \int_{\Omega_h(r)} \langle p_h(r') \rangle \tilde{u}_h(r') \odot \tilde{u}_h(r') \varphi(r - r') d^y r' - \rho(r) u(r) \odot u(r) \right)
$$

$$
+ \int_{\partial \Omega_{r}(r)} \hat{n}(r') \cdot \langle \varphi_h(r') \rangle \varphi(r - r') d^{y-1} \Gamma(r')
$$

(3.16)

where $\partial \Omega_{r}(r)$ is the surface that bounds the test space $\Omega_h(r)$. Therefore, plugging (3.15) and (3.16) into (3.14)

$$
\rho(r) \frac{du(r)}{dt} = \nabla \cdot \mathbf{E}(r) + \rho(r) b(r) + \int_{\partial \Omega_{r}(r)} \hat{n}(r') \cdot \langle \varphi_h(r') \rangle \varphi(r - r') d^{y-1} \Gamma(r')
$$

(3.17)

In particular if the fluid domain $\Omega$ is bounded by the surface $\partial \Omega$, then provided that $\partial \Omega_{r}(r) \cap \partial \Omega = \emptyset$, then the surface integral above is identically zero since $\varphi = \emptyset$ on $\partial \Omega_{r}(r)$ by construct. Therefore, for unbounded domains the reconstruction is exact as (3.17) is now identical to (2.6).

3.3 Momentum Conserving DIT for the Stress Tensor

In the foregoing, we exploit the fact that the SPH-i model has a Lagrangian given by Eckart’s Lagrangian [15]. Linear momentum conservation is fundamental to the long term stability of numerical algorithms. The SPH-i model is non-conserving, but momentum conserving integral operators can be constructed by sacrificing energy conservation. The energy will only be conserved in an approximate sense. Here we construct momentum conserving integral operators for the stress tensor. For a general and rigorous approach for dissipative systems, the reader is referred to [16].

For a continuum of fluid contained within the domain $\Omega$, starting with Eckart’s Lagrangian [15]

$$
L = \int_{\Omega} \left( \frac{1}{2} ||u||^2 - u \right) \rho d\Omega
$$

(3.18)
Then the total energy of the hydrodynamic system becomes
\[
E = \int_{\Omega} \left( \frac{1}{2} \| u \|^2 + u \right) \rho \, d\Omega - L \tag{3.19}
\]
\[
= \int_{\Omega} \frac{1}{2} \| u \|^2 \rho \, d\Omega \tag{3.20}
\]
where \( u \) is the specific internal energy of the system.

With the help of the Reynolds transport theorem, the rate of change of the total energy is given as
\[
\frac{d}{dt} E = \int_{\Omega} \left( \rho \frac{du}{dt} \cdot u + \rho \frac{du}{dt} \right) \, d\Omega
\]
\[
= \int_{\Omega} \left( \nabla p \cdot u - p \nabla \cdot u \right) \, d\Omega \tag{3.21}
\]
If we now substitute for \( \nabla \cdot u \) from (3.9), and with further simplifications we obtain
\[
\frac{d}{dt} E = \int_{\Omega} \left( \nabla p - \int_{\Omega_h(r)} \left( \frac{p}{\rho(r)} \langle p_h(r') \rangle + \frac{p(r')}{\rho(r')} \langle p_h(r) \rangle \right) \nabla \varphi_h \, d^V r' \right) \cdot u(r) \, d\Omega
\]
\[
= \int_{\Omega} \left( \nabla p - p \nabla \cdot u \right) \, d\Omega \tag{3.22}
\]
Using the FIT on unbounded domains, we can simplify (3.22) as
\[
\frac{dE}{dt} = \int_{\Omega} \left( \nabla p - \int_{\Omega_h(r)} \left( \frac{p}{\rho(r)} \langle p_h(r') \rangle + \frac{p(r')}{\rho(r')} \langle p_h(r) \rangle \right) \nabla \varphi_h \, d^V r' \right) \cdot u(r) \, d\Omega
\]
\[
+ \int_{\Omega} \left( \nabla \cdot \left( \frac{p}{\rho(r)} \langle p_h(r') \rangle \hat{u}_h(r') \varphi_h \, d^V r' \right) \right) \, d\Omega \tag{3.23}
\]
With the assumption that momentum transfer due to turbulent fluctuations is negligible, then the second term in (3.23) can be neglected. Therefore, energy is conserved under such conditions if,
\[
G(p|\varphi) = \nabla p - \int_{\Omega_h(r)} \left( \frac{p}{\rho(r)} \langle p_h(r') \rangle \langle \rho_h(r) \rangle + \frac{p(r')}{\rho(r')} \langle p_h(r) \rangle \right) \nabla \varphi_h \, d^V r'
\]
\[
G(p|\varphi) = \nabla p - \int_{\Omega_h(r)} \left( \frac{p}{\rho(r)} \langle p_h(r') \rangle \langle \rho_h(r) \rangle + \frac{p(r')}{\rho(r')} \langle p_h(r) \rangle \right) \nabla \varphi_h \, d^V r' \tag{3.24}
\]
as the fluid domain \( \Omega \) is arbitrary.

The de-filtering integral transform for the pressure gradient \( G(p|\varphi) \) is clearly anti-symmetric, thus momentum conserving, and is variationally consistent with the integral transform for the velocity divergence \( D[u|\varphi] \) defined below.
\[
D[u|\varphi] = \nabla \cdot u(r) = -\frac{1}{\rho(r)} \int_{\Omega_h(r)} \langle \rho_h(r') \rangle \left( u(r) - \bar{u}_h(r') \right) \cdot \nabla \varphi_h \, d^V r' \tag{3.25}
\]
Similar momentum conserving de-filtering integral transforms for the divergence of the deviatoric stress tensor \( D[\mu_s|\varphi] \) and the Laplacian of the pressure \( L(\kappa^s, p|\varphi) \) can be constructed. With brevity this procedure is omitted but the result is given below.
\[
D[\mu_s|\varphi] := \nabla \cdot \left( \kappa^s \nabla p \right)
\]
\[
= \int_{\Omega_h(r)} \left( \frac{\mu_s(r)}{\rho(r)} \langle \rho_h(r') \rangle + \frac{\mu_s(r')}{\rho(r')} \langle \rho_h(r) \rangle \right) \cdot \nabla \varphi_h \, d^V r' \tag{3.26}
\]
\[
L(\kappa^s, p|\varphi) := \nabla \cdot \left( \kappa^s \nabla p \right)
\]
\[
= \frac{1}{2} \int_{\Omega_h(r)} \left[ \left( \kappa^s_h(r) + \kappa^s_h(r') \right) \left( p(r) - p(r') \right) \right.
\]
\[
+ \left( \kappa^s(r) + \kappa^s(r') \right) \left( p_h(r) - p_h(r') \right) \right] \frac{\left( r - r' \right) \cdot \nabla \varphi_h}{\| r - r' \|^2} \, d^V r' \tag{3.27}
\]
For a rigorous derivation of (3.27) refer to appendix A.
4 UNSMoothed PARTICLE HYDRODYNAMICS MODEL

The de-filtered SPH, SPH−i, model is a complete model resulting from the application of the DIT to the filtered CNSEs. Unlike the SPH which uses the zeroth order deconvolution method, SPH−i is based on the general deconvolution method. The mathematical procedure is shown below; steps [1]∼[3] is the convolution operation on the fields \{\rho, p, u\} to produce local approximations \{⟨\rho_h⟩, ⟨p_h⟩, \tilde{u}_h\}. For completeness, in steps [4]∼[6] a deconvolution operation is dynamically performed on the local approximations to reconstruct the original continuum field \{\rho, p, u\}.

We also use the de-filtering integral operators (3.24), (3.25) and (3.27).

[1] smoothed mass density

\[
⟨\rho_h(\mathbf{r})⟩ = \int_{Ω_h(\mathbf{r})} \rho(\mathbf{r}')w_h(\mathbf{r} - \mathbf{r}')d^3\mathbf{r}'
\]

\[
= \rho(\mathbf{r}) - \int_{Ω_h(\mathbf{r})} \left(\rho(\mathbf{r}) - \rho(\mathbf{r}')\right)w_h(\mathbf{r} - \mathbf{r}')d^3\mathbf{r}' \quad (4.1)
\]

[2] smoothed pressure

\[
⟨p_h(\mathbf{r})⟩ = \int_{Ω_h(\mathbf{r})} p(\mathbf{r}')w_h(\mathbf{r} - \mathbf{r}')dΩ(\mathbf{r}')
\]

\[
= p(\mathbf{r}) - \int_{Ω_h(\mathbf{r})} \left(p(\mathbf{r}) - p(\mathbf{r}')\right)w_h(\mathbf{r} - \mathbf{r}')d^3\mathbf{r}' \quad (4.2)
\]

[3] smoothed velocity

\[
\tilde{u}_h(\mathbf{r}) = \frac{1}{⟨\rho_h(\mathbf{r})⟩} \int_{Ω_h(\mathbf{r})} \rho(\mathbf{r}')u(\mathbf{r}')w_h(\mathbf{r} - \mathbf{r}')dΩ(\mathbf{r}')
\]

\[
= u(\mathbf{r}) - \frac{1}{⟨\rho_h(\mathbf{r})⟩} \int_{Ω_h(\mathbf{r})} \rho(\mathbf{r}')\left(u(\mathbf{r}) - u(\mathbf{r}')\right)w_h(\mathbf{r} - \mathbf{r}')d^3\mathbf{r}' \quad (4.3)
\]

[4] de-filtered continuity equation

\[
\frac{d\rho}{dt} = -\rho D(u|\varphi) \quad (4.6)
\]

[5] de-filtered pressure equation

\[
κ_s(p)\frac{dp}{dt} = -D(u|\varphi)
\]

\[
+ γαL(κ_s(p), p|\varphi) - αL\left(\frac{1}{\rho}, ρ|\varphi\right) \quad (4.7)
\]

[6] de-filtered momentum equation

\[
ρ\frac{du}{dt} = -G(p|\varphi) + D(μ, \overline{g}|\varphi) + G\left(\overline{g}|\varphi\right) + ρ\mathbf{b} \quad (4.8)
\]

[7] moving the particles

\[
\frac{d\mathbf{r}}{dt} = \mathbf{u}(\mathbf{r}) \quad (4.9)
\]

To get the discrete forms we just replace integrals by summations. The reader must also see that the differential forms of the above are the original compressible Navier-Stokes equations.

This model is incomplete without a proper construct of the deconvolution filter. We present a procedure for constructing a deconvolution filter given a convolution filter.
5 CONSTRUCTING COMPATIBLE CONVOLUTION & DECONVOLUTION FILTERS

5.1 Completeness of filtering and de-filtering processes: integral form

A deconvolution operator $\hat{D}_h$ exists if the action of the convolution operator $\hat{C}_h$ on $|\rho\rangle$ i.e. $\hat{C}_h|\rho\rangle = |\rho_h\rangle$ does not result in irreparable damage so that the linear operator $\hat{D}_h$ can restore the original input vector $|\rho\rangle$ to give back identity i.e. $\hat{D}_h|\rho_h\rangle = |\rho\rangle$. Figure 1 denotes completeness without any approximations.

Expressed mathematically in operator space,

$$|\rho\rangle = \hat{D}_h\hat{C}_h|\rho\rangle \quad (5.1)$$

Furthermore, by taking an overlap with the bra vector $\langle r|$ and inserting complete sets of states we obtain a statement of completeness of filtering and de-filtering processes. Then for all $r, r', r'' \in \Omega_h(r)$ we have

$$\langle r|\rho\rangle = \langle r|\hat{D}_h\hat{C}_h\hat{C}_h|\rho\rangle$$

$$= \langle r|\hat{D}_h\int_{\Omega_h(r)}|r'|\langle r'|d\Omega(r')\hat{C}_h\int_{\Omega_h(r')}|r''\rangle\langle r''|d\Omega(r'')|\rho\rangle$$

$$= \int_{\Omega_h(r)}\int_{\Omega_h(r')}\langle r|\hat{D}_h|r'|\rangle\langle r'|\hat{C}_h|r''\rangle\langle r''|\rho\rangle d\Omega(r')d\Omega(r'')$$

$$\rho(r) = \int_{\Omega_h(r)}\rho(r')\left(\int_{\Omega_h(r')}\varphi_h(r-r')w_h(r''-r')d\Omega(r')\right)d\Omega(r') \quad (5.2)$$

For perfect reconstruction of the underlying continuum field by de-filtering the filtered field, we have the following statement of completeness; for a given convolution filter $w_h \in C_\infty^c(\Omega_h)$ there exists a deconvolution filter $\varphi_h \in C_\infty^c(\Omega_h)$ such that

$$\int_{\Omega_h(r')}\varphi_h(r-r')w_h(r''-r')d\Omega(r') = \delta(r-r'') \quad (5.3)$$

Equation (5.3) represents a fundamental result of the theory which will be used in the construction of explicit, compatible convolution-deconvolution filter pairs.

Furthermore, the block diagram 1 can be cascaded in order to determine the effect of each operator on the input vector. This is depicted in figure 2.
Next, we prove that the above FIT and DIT indeed form an integral transform pair through which (perfect) reconstruction of the continuum field is achievable.

Proof. Let $\Omega_h(r)$ be a locally compact test space centered at the continuum point $r$. Consider the continuum point $r'$ with a test space $\Omega_h(r')$ for all $r' \in \Omega_h(r)$. We first compute the filtered mass density about $r'$ using the FIT; for all $w_h \in \mathcal{C}_c(\Omega_h)$ we have

$$\langle \rho_h(r') \rangle = \int_{\Omega_h(r')} \rho(r'') w_h(r'' - r') d\Omega(r'') \quad (5.4)$$

Then multiplying (5.4) by the deconvolution filter and integrating over the test space $\Omega_h(r)$ yields

$$\int_{\Omega_h(r)} \langle \rho_h(r') \rangle \varphi_h(r - r') d\Omega(r')$$

$$= \int_{\Omega_h(r)} \int_{\Omega_h(r')} \rho(r'') w_h(r'' - r') \varphi_h(r - r') d\Omega(r'') d\Omega(r')$$

$$= \int_{\Omega_h(r)} \rho(r'') \left\{ \int_{\Omega_h(r')} w_h(r'' - r') \varphi_h(r - r') d\Omega(r') \right\} d\Omega(r'')$$

$$= \int_{\Omega_h(r)} \rho(r'') \delta(r - r'') d\Omega(r'') \quad \text{by (5.3)}$$

$$= \rho(r) \quad (5.5)$$

hence confirming the claim that the FIT of proposition 2.1 forms an integral transform pair with the DIT given by proposition 3.1. \qed
We now consider the following sampling problem: Assuming that the density \( \rho(r_j) := \rho_j \) of each support particle is known, how do we use this information to determine the density \( \rho_i \) of the \( i \)th target particle?

**FIT is a "Gather" Process** The left hand side of figure 3 shows the test or target particle \( \bullet \) with support particles \( \{ \bullet, \bullet, \bullet, \bullet \} \). By the proof above, we first determine the local density approximation for each support particle \( \langle \rho_h(r_j) \rangle \) for all \( r_k \in \Omega_h(r_j) \) by the FIT;

\[
\langle \rho_h(r_j) \rangle = \sum_{k \in N(j)} \rho(r_k) w_h(r_j - r_k) d\Omega(r_k)
\]  
(5.6)

The support particle \( j \) gathers contributions from all its nearest neighbors \( k \in N(j) \). This is a gathering process carried out on all support particles within the domain of influence \( \Omega_h(r_j) \) of the \( j \)th support particle with \( r_j \in \Omega_h(r_i) \).

**DIT is a "Scatter" Process** Finally, to determine the actual density of the \( i \)th target particle \( \bullet \), we use the DIT as shown on the right hand side of figure 3.

\[
\rho(r_i) = \sum_{j \in N(i)} \langle \rho_h(r_j) \rangle \phi_h(r_i - r_j) d\Omega(r_j)
\]  
(5.7)

The target particle \( i \) collects contributions from all support particles \( j \in N(i) \) which the space \( \Omega_h(r_j) \) scatters onto \( \Omega_h(r_i) \supseteq r_j \). Therefore, the DIT is a scattering process as shown on the right hand side of figure 3.

**Remark 5.1.** The choice of volume element is worth investigating. While the approximation \( d\Omega(r_i) := m_i / \rho(r_i) \) has been adopted in this work, it makes the method more complicated due to the implicit nature in which the de-filtered variables must be extracted from the filtered variables. An intuitive way is to use the volume element

\[
d\Omega(r_i) = \frac{1}{\sqrt{\sum_{j=1}^{m} \phi^h(r_i - r_j) \sum_{j=1}^{m} w^h(r_i - r_j)}}
\]  
(5.8)
5.2 Constructing deconvolution filters on \( \mathbb{R}^2 \)

Problem: Given a convolution filter \( w_h \in C_\infty^c(\Omega_h) \) that is used to compute local approximations \( \{ \langle \rho_h(r) \rangle, \langle p_h(r) \rangle, \langle u_h(r) \rangle \} \) from the continuum field, construct a compatible deconvolution filter \( \varphi_h \in C_\infty^c(\Omega_h) \) that faithfully reconstructs the underlying continuum field \( \{ \rho, p, u \} \) from these local approximations.

The approach to this problem was mainly motivated by pioneering work of Germano [17], Konstantopoulos et al. [18], Mary and Rice [19] and others on differential filters.

5.3 Translation Operator

To address the above problem, we extensively exploit the nice property of the translation (Lagrange shift) operator \( \hat{T} : L^2(\mathbb{R}) \to L^2(\mathbb{R}) \) which is (i) well defined (ii) linear (iii) bounded and (iv) unitary. In \( \nu \)-dimensions we have:

\[
\rho(r - hr^*) := \hat{T}(-hr^*)\rho(r) \equiv e^{-hr^* \cdot \nabla} \rho(r) \tag{5.9}
\]

provided that the turbulent flow is smooth enough.

Proof. we temporarily regard \( \rho(r - hr^*) \) as a function of \( s \). Let

\[
\Psi(s) \overset{\text{def}}{=} \rho(r - shr^*) \equiv \rho(v) \quad v := r - shr^*
\]

\[
= \sum_{n=0}^{\infty} s^n \Psi^{(n)}(0)
\]

We need \( \Psi(1) \equiv \rho(r - hr^*) \). Now,

\[
\Psi'(s) = \frac{\partial \rho(v)}{\partial v^\alpha} \frac{\partial v^\alpha}{\partial s} \quad \alpha = 1, 2, 3. \quad (\text{sum over } \alpha)
\]

\[
= -\frac{\partial \rho(v)}{\partial v^\alpha} h x_\alpha^\alpha
\]

Hence

\[
\Psi^{(n)}(s) = (-hr^* \cdot \nabla)^n \rho(v) \quad \text{giving} \quad \Psi^{(n)}(0) = (-hr^* \cdot \nabla)^n \rho(r)
\]

Then, for \( \Psi(1) \) we obtain

\[
\rho(r - hr^*) = \sum_{n=0}^{\infty} \frac{(-hr^* \cdot \nabla)^n}{n!} \rho(r) = e^{-hr^* \cdot \nabla} \rho(r)
\]

Furthermore, the aforementioned properties of the translation operator can be proved as follows;

1. \( \hat{T}(-hr^*) \) is linear.

Proof. for \( f, g \in L^2(\mathbb{R}) \) and \( \alpha, \beta \in \mathbb{R} \)

\[
\hat{T}(-hr^*)[\alpha f + \beta g](r) = \alpha f(r - hr^*) + \beta g(r - hr^*) = \alpha f(r - hr^*) + \beta \hat{T}(-hr^*)g(r)
\]

so \( \hat{T}(-hr^*) \) is a linear operator.

2. \( \hat{T}(-hr^*) \) is well-defined.
where we identify $R$ hence bounded) and is compact.

FIT now transforms into differential form as showing that convolution is commutative. Finally, combining (5.9) and (5.11) the case $\Omega$ Consider the equation (2.1) in the FIT of proposition 2.1. For FIT with compactly supported filters on $\mathbb{R}^3$, meaning that $\hat{R}$ is well-defined.

**Proof.** for $\rho \in L^2(\mathbb{R}^n)$

$$
\int_{\mathbb{R}^n} \hat{R}(-hr^*) \rho(r) d^n(r^*) = \int_{\mathbb{R}^n} \hat{R}(-hr^*) \rho(r) d^n(r^*) = \int_{\mathbb{R}^n} |\rho(r')|^2 d^n(r') < \infty
$$

therefore $\hat{R}(-hr^*) \rho(r) \in L^2(\mathbb{R})$, so $\hat{R}(-hr^*)$ is well-defined.

3. $\hat{R}(-hr^*)$ is bounded.

**Proof.** for $\rho \in L^2(\mathbb{R}^n)$

$$
\|\hat{R}(-hr^*) \rho(r)\|^2 = \int_{\mathbb{R}^n} \hat{R}(-hr^*) \rho(r) d^n(r^*) = \int_{\mathbb{R}^n} |\rho(r')|^2 d^n(r') \quad \text{by (2) above.}
$$

$$
\|\rho(r)\|^2
$$

meaning that $\hat{R}(-hr^*)$ is bounded (an isometry).

5.4 Convolution Operator

Consider the equation (2.1) in the FIT of proposition 2.1. For FIT with compactly supported filters defined on $\Omega_h(r) := \{r, r' \in \mathbb{R}^3 | |r - r'| \leq h, w_h \geq 0\}$, centered around $r = (x, y, z)^T$. The following definition can be adopted for the 3-dimensional case

$$
\langle \rho_h(x, y, z) \rangle = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \rho(x', y', z') w_h (| (x - x', y - y', z - z') |) dx' dy' dz'
$$

$$
\langle \rho_h(x, y, z) \rangle = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \rho(x', y', z') h^{-3} w \left(\left| \left( x - x', \frac{y - y'}{h}, \frac{z - z'}{h} \right) \right| \right) dx' dy' dz'
$$

$$
\langle \rho_h(x, y, z) \rangle = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \rho(x - hx^*, y - hy^*, z - hz^*) w (| (x^*, y^*, z^*) |) dx^* dy^* dz^*
$$

(5.10)

by invoking a change of variables $hx^* := x - x'$, $hy^* := y - y'$ and $hz^* := z - z'$. In compact form we then have

$$
\langle \rho_h(r) \rangle = \int_{\mathbb{R}^3} w (|r^*|) \rho(r - hr^*) d^3 r^*
$$

(5.11)

showing that convolution is commutative. Finally, combining (5.9) and (5.11) the FIT now transforms into differential form as

$$
\langle \rho_h(r) \rangle = \left( \int_{\mathbb{R}^3} w (|r^*|) \hat{R}(-hr^*) d^3 r^* \right) \rho(r) \equiv C_w(\hat{R}) \rho(r)
$$

(5.12)

where we identify $C_w(\hat{R})$ as the convolution operator, which is continuous (and hence bounded) and is compact.

$$
C_w(\hat{R}) \overset{\text{def}}{=} \int_{\mathbb{R}^3} w (|r^*|) \hat{R}(-hr^*) d^3 r^*
$$

(5.13)

We shall explicitly compute $C_w(\hat{R})$ for compactly supported filters on $\Omega_h(r) \in \mathbb{R}^2$ as commonly used in SPH. In particular, since the convolution filter is radially
or circularly symmetric, using polar coordinates \( r^* := (||r^*|| \cos \theta, ||r^*|| \sin \theta)^T \) with \( ||r^*|| \in [0, 2] \) and \( \theta \in [0, 2\pi] \) it is easy to show that the convolution operator becomes

\[
C_w(\hat{T}) = \Theta_0 J_0 + \Theta_1 J_1 \frac{h^2}{2!} \Delta + \Theta_2 J_2 \frac{h^4}{4!} \Delta^2 + \Theta_3 J_3 \frac{h^6}{6!} \Delta^3 + ...
\]

\[
= \sum_{k=0}^{\infty} \Theta_k J_k \frac{h^{2k}}{(2k)!} \nabla^{2k}
\]

(5.14)

Where \( \Delta = \nabla^2 \) is the laplacian operator and the moments of the convolution filter \( J_k \) and the angular part \( \Theta_k \) are given by

\[
\Theta_k = \frac{2\pi \Gamma(k + \frac{1}{2})}{\Gamma(k + 1) \Gamma(\frac{1}{2})}, \quad J_k = \int_0^2 ||r^*||^{2k+1} w(||r^*||) d||r^*||, \quad k = 0, 1, 2, 3, ...
\]

(5.15)

It is important to note that (5.12) is well posed if and only if \( \forall k, ||J_k|| < \infty \) meaning that the convolution filter \( w_k \) must be rapidly decaying in space.

5.5 Deconvolution Operator

For the convolution operator given by (5.14), its associated deconvolution operator is determined from the completeness (5.3) by solving a set of inhomogeneous equations appropriate to the algebra of power series. First, we present the following version of (5.3) suitable for series algebra

**Corollary 5.1** (Operator form of completeness statement). Let \( w_k \in C_c^\infty(\Omega_k) \) be a convolution filter with associated convolution operator \( C_w(\hat{T}) \). Similarly, let \( \varphi_k \in C_c^\infty(\Omega_k) \) be the deconvolution filter with associated deconvolution operator \( D_w(\hat{T}) \). Then the completeness statement (5.3) can be expressed in operator form as

\[
C_w(\hat{T})D_\varphi(\hat{T}) = 1 \iff D_\varphi(\hat{T})C_w(\hat{T}) = 1
\]

(5.16)

Using the method of Cauchy products, for a 2D filter, it is easy to show that the deconvolution filter is given by

\[
D_\varphi(\hat{T}) := C_w^{-1}(\hat{T}) = \sum_{k=0}^{\infty} M_k \frac{h^{2k}}{(2k)!} \nabla^{2k}
\]

(5.17)

where the coefficients \( |M_k| \ k = 0, 1, 2, \ldots \) are given by the following infinite dimensional determinant

\[
M_k = (-1)^k \begin{vmatrix}
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
66\Theta_1 J_1 & 1 & 0 & 0 & 0 & 0 \\
99\Theta_2 J_2 & 45\Theta_1 J_1 & 1 & 0 & 0 & 0 \\
61\Theta_3 J_3 & 210\Theta_2 J_2 & 28\Theta_1 J_1 & 1 & 0 & 0 \\
90\Theta_4 J_4 & 210\Theta_3 J_3 & 70\Theta_2 J_2 & 15\Theta_1 J_1 & 1 & 0 \\
66\Theta_5 J_5 & 45\Theta_4 J_4 & 28\Theta_3 J_3 & 15\Theta_2 J_2 & 6\Theta_1 J_1 & 1 \\
\Theta_6 J_6 & \Theta_5 J_5 & \Theta_4 J_4 & \Theta_3 J_3 & \Theta_2 J_2 & \Theta_1 J_1 \\
\end{vmatrix}
\]

(5.18)

and the \( k \)th coefficient can be extracted from the above formula as minor determinants starting from the bottom right element, for example
\[ M_1 = (-1)^1 \begin{vmatrix} \Theta_1 J_1 \\ \Theta_2 J_2 \\ \Theta_3 J_3 \end{vmatrix}, \quad M_2 = (-1)^2 \begin{vmatrix} 6\Theta_1 J_1 \\ \Theta_2 J_2 \\ \Theta_1 J_1 \end{vmatrix}, \]
\[ M_3 = (-1)^3 \begin{vmatrix} 15\Theta_1 J_1 \\ 15\Theta_2 J_2 \\ 6\Theta_1 J_1 \end{vmatrix}. \]

(5.19)

However, we can directly obtain the deconvolution operator from the DIT of proposition 3.1, Similar to the procedure used for constructing the convolution operator above. For the DIT with compactly supported filters defined on \( \Omega (r) \in \mathbb{R}^3 \), a compact space centered around \( r = (x, y, z)^T \). Then given the DIT
\[ \rho (r) = \int_{\mathbb{R}^3} \langle \rho (r') \rangle \varphi (r - r') d^y r' \]
\[ = \left( \int_{\mathbb{R}^3} \varphi (||r'||) \tilde{T} (-hr^*) d^y r' \right) (\rho (r)), \quad \text{set } hr^* := r - r' \]
\[ \rho (r) = D \varphi (\tilde{T}) (\rho (r)) \]

(5.20)

where the deconvolution operator \( D \varphi (\tilde{T}) \) is now given by the following series.
\[ D \varphi (\tilde{T}) = \sum_{k=0}^{\infty} \Theta_k L_k \frac{h^{2k}}{(2k)!} \nabla^{2k} \]

(5.21)

The deconvolution filter moments \( L_k \) and the angular part \( \Theta_k \) are given by
\[ \Theta_k = \frac{2\pi \Gamma(k + 1)}{\Gamma(k + \frac{1}{2})}, \quad L_k = \int_{0}^{2\pi} ||r'^*||^{2k+1} \varphi (||r'^*||) ||d||r'^*||, \quad k = 0, 1, 2, 3, ... \]

(5.22)

Again, we note that (5.20) is well posed if and only if \( \forall k, |L_k| < \infty \) meaning that the deconvolution filter \( \varphi_h \) must also be rapidly decaying in space. Since the \( w_h \) and \( \varphi_h \) are inverse filters, it follows that (5.17) and (5.21) are equivalent, a fundamental result of this discussion and presented in the following proposition.

**Proposition 5.1.** Let the moments of the convolution filter \( w_h \) be \( J_k \) and the convolution operator given as \( C_w (\tilde{T}) \). Then the moment \( L_k \) of the associated deconvolution filter \( \varphi_h \) can be analytically determined without prior knowledge of \( \varphi_h \). Mathematically,
\[ L_k = \frac{M_k}{\Theta_k} \]

(5.23)

5.6 convolution & deconvolution operators for the Gaussian filter

Consider a special case of the Gaussian filter given by
\[ w_h := \alpha h^{-1} e^{-||r-r'||^2/h^2} \]

(5.24)

The moments of this filter in 2D are: \( J_k := \Gamma(k + 1)/(2\pi) \), with the angular elements \( \Theta_k \) given by \( (5.15) \). Then the associated convolution and deconvolution operator coefficients are given by
\[ \Theta_k J_k = \frac{\Gamma(k + 1/2)}{\Gamma(1/2)}, \quad M_k = (-1)^k \frac{\Gamma(k + 1/2)}{\Gamma(1/2)} \]

(5.25)
We study the properties of convolution and deconvolution operators by investigating their action on functionals or generalized functions.

The convolution filter

\[ w_h(r - r') \triangleq \langle r' | C_w(\hat{T}) | r \rangle \]

\[ = \langle r' | \left( \frac{\Theta_k}{2k!} \Gamma \left( \frac{k}{2} + \frac{1}{2} \right) \frac{h^{2k}}{4^k} \nabla^{2k} \right) | r \rangle \]

\[ = \langle r' | \hat{\Theta}_k | r \rangle + \sum_{k=1}^{\infty} \frac{\Theta_k}{(2k)!} \frac{h^{2k}}{4^k} \langle r' | \nabla^{2k} | r \rangle \]

\[ \therefore w_h(r - r') = \delta(r - r') + \sum_{k=1}^{\infty} \frac{\Theta_k}{(2k)!} \frac{h^{2k}}{4^k} \nabla^{2k} \delta(r - r') \]  

(5.28)

Similarly, the deconvolution filter is defined as the "matrix element" of the deconvolution operator with respect to the continuous position basis.

\[ \varphi_h(r - r') \triangleq \langle r' | D_{\varphi}(\hat{T}) | r \rangle \]

\[ \therefore \varphi_h(r - r') = \delta(r - r') + \sum_{k=1}^{\infty} M_k \frac{h^{2k}}{(2k)!} \nabla^{2k} \delta(r - r') \]  

(5.29)

For both operators, in the continuum limit we have the following important property

\[ \lim_{h \to 0} w_h(r - r') \equiv \delta(r - r'), \quad \lim_{h \to 0} \varphi_h(r - r') \equiv \delta(r - r') \]  

(5.30)

In fact it will turn out that the deconvolution filter is shaper and taller than the convolution filter. This implies that the deconvolution filter approximates Dirac’s delta function much more accurately than the associated convolution filter, and this has profound consequences on accuracy.

5.8 Properties of convolution and deconvolution operators

We study the properties of convolution and deconvolution operators by investigating their action on functionals or generalized functions.

[1] The action of convolution and deconvolution operators on the Dirac’s delta function is to produce the convolution and deconvolution filters respectively. Mathematically,

\[ C_w(\hat{T}) \delta(r - r') = w_h(r - r'), \quad D_{\varphi}(\hat{T}) \delta(r - r') = \varphi_h(r - r') \]  

(5.31)
Proof.

\[ w_h(r-r') = \int_{R^3} w_h(r-r') \delta(r'-r'') d^3r' \text{ completeness} \]
\[ = \int_{R^3} w(r') \delta(r-hr''-r'') d^3r', \text{ change of variables} \]
\[ = \left( \int_{R^3} w(r') \delta(r-hr'') d^3r' \right) \delta(r-r'') \]
\[ \therefore w_h(r-r'') = C_w(\hat{\delta})(r-r'') \]

A similar proof for the deconvolution operator follows, hence completing the proof. \( \square \)

[2] The convolution filter is the Green’s function of the deconvolution operator, whereas the deconvolution filter is the Green’s function of the convolution operator i.e.

\[ C_w(\hat{\delta}) \varphi_h(r-r'') = \delta(r-r''), \quad D_{\varphi}(\hat{\delta}) w(r-r') = \delta(r-r'') \quad (5.32) \]

Either of these relations is equivalent to the completeness statement (5.3). A proof of this can be directly obtained from (5.31) or directly from (5.3). Following the latter approach

Proof.

\[ \delta(r-r'') = \int_{R^3} \varphi_h(r-r') w_h(r'-r'') d^3r' \text{ completeness} \]
\[ = \int_{R^3} \varphi(r') w_h(r-hr''-r'') d^3r', \text{ change of variables} \]
\[ = \left( \int_{R^3} \varphi(r') \delta(-hr'') d^3r' \right) w_h(r-r'') \]
\[ \therefore \delta(r-r'') = D_{\varphi}(\hat{\delta}) w_h(r-r'') \]

For a direct proof from (5.31); we multiply by \( D_{\varphi}(\hat{\delta}) \) to the first equation in (5.31) to get \( D_{\varphi}(\hat{\delta}) C_w(\hat{\delta}) \delta(r-r') = D_{\varphi}(\hat{\delta}) w_h(r-r') \) yielding the required result since \( D_{\varphi}(\hat{\delta}) C_w(\hat{\delta}) = 1 \).

A similar proof for the deconvolution operator follows, hence completing the proof. \( \square \)

[3] The completeness statement (5.3) can be expressed in operator form as

\[ C_w(\hat{\delta}) D_{\varphi}(\hat{\delta}) = 1, \quad D_{\varphi}(\hat{\delta}) C_w(\hat{\delta}) = 1 \quad (5.33) \]

Proof.

\[ C_w(\hat{\delta}) \varphi_h(r-r'') = \delta(r-r'') \quad \text{by (5.32) above} \]
\[ C_w(\hat{\delta}) D_{\varphi}(\hat{\delta}) \delta(r-r'') = \delta(r-r'') \quad \text{by (5.31) above} \]
\[ \therefore C_w(\hat{\delta}) D_{\varphi}(\hat{\delta}) = 1 \quad \square \]

[4] The action of the square convolution operator on the deconvolution filter yields the deconvolution filter. Similarly, the action of the square convolution operator on the deconvolution filter yields the convolution filter.

\[ C_w(\hat{\delta})^2 \varphi_h(r-r'') = w_h(r-r''), \quad D_{\varphi}(\hat{\delta})^2 w(r-r'') = \varphi_h(r-r'') \quad (5.34) \]
Proof.

\[ C_w(T)^2 \varphi_h(r - r'') = C_w(T)C_w(T)\varphi_h(r - r'') \]
\[ = C_w(T)\delta(r - r'') \quad \text{by (5.32)} \]
\[ = w_h(r - r'') \quad \text{by (5.31)} \]

A similar proof can be done for the square deconvolution operator. \( \Box \)

5.9 Cauchy product of deconvolution operator with itself

The Cauchy product is the discrete convolution of two infinite series. Since the square deconvolution operator (5.34) can be interpreted as the discrete convolution of the deconvolution operator with itself, we have,

\[ D_\varphi(T)^2 = D_\varphi(T) \cdot D_\varphi(T) \]
\[ = \left( \sum_{l=0}^{\infty} M_l \frac{h^{2l}}{(2l)!} T^{2l} \right) \cdot \left( \sum_{m=0}^{\infty} M_m \frac{h^{2m}}{(2m)!} T^{2m} \right) \]
\[ = \sum_{k=0}^{\infty} \tilde{M}_k \frac{h^{2k}}{(2k)!} T^{2k} \quad \text{where } \tilde{M}_k = \sum_{j=0}^{k} \binom{2k}{2j} M_j M_{k-j} \quad (5.35) \]

Given a convolution filter \( w_h \), it then follows from (5.34) and (5.35) that the deconvolution filter is given by the following formula.

\[ \varphi_h(r - r'') = \sum_{k=0}^{\infty} \tilde{M}_k \frac{h^{2k}}{(2k)!} T^{2k} w_h(r - r'') \quad (5.36) \]

which is an exact deconvolution filter uniquely defined for each specified convolution filter with finite moments. Furthermore, the above series solution is truncated due to the fundamental limitation that computers can only handle finite collections of data.

The non-unique approximate deconvolution filter, ADF then becomes

\[ \varphi_{h,n}(r - r'') = \sum_{k=0}^{n} \tilde{M}_k \frac{h^{2k}}{(2k)!} T^{2k} w_h(r - r'') \equiv \sum_{k=0}^{n} f_k(h)\varphi_{h,2k}(r - r'') \quad (5.37) \]

This series is convergent and the functions \( f_k(h) \) satisfy

\[ \lim_{h \to 0} \frac{f_{k+1}(h)}{f_k(h)} = \lim_{h \to 0} \frac{\tilde{M}_{k+1} h^{2(k+1)}}{\tilde{M}_k h^{2k}} \frac{(2k)!}{(2k+2)!} = 0 \quad (5.38) \]

This means that each member of the set of filters approaches zero more rapidly than the previous member as \( h \to 0 \). Therefore the set of filters \( \{\varphi_{h,2k} \mid k = 0, 1, 2, ... \} \) forms an asymptotic sequence in \( h \). The difference between the true value \( \varphi_h \) and approximate expression \( \varphi_{h,n} \) goes to zero \( (\varphi_h - \varphi_{h,n})/h^n \to 0 \) as \( h \to 0 \).

It is important to investigate how well an order-\( n \) deconvolution filter \( \varphi_{h,n} \) approximates the exact deconvolution filter \( \varphi_h \) by comparing the moments. The exact moments of \( L_k \) of \( \varphi_h \) are readily computable without knowledge of the filter itself and are given by (5.23). Based on the choice of \( n \), the moments of the approximate deconvolution filter \( \varphi_{h,n} \) are given by

\[ \text{exact} : \quad L_k = \frac{M_k}{\Theta_k}, \quad \text{approx} : \quad L_k^{(n)} = \int_{V_h} ||r^*||^{2k+1} \varphi_n(r^*) \, d||r^*|| \quad (5.39) \]
A natural choice for the convolution filter in SPH is the Gaussian filter [20]. In fact, Theorem 5.1 (Weierstrass approximation theorem) suggests this as the first Golden Rule of SPH. All popular convolution filters are piecewise continuous polynomials including the B-spline functions [22, 3] and Wendland functions [23, 24]. These filters are constructed to be Gaussian-like but they have compact support and give progressively better approximation to the Gaussian with higher filter order.

For the purposes of the work presented here a new set of rational convolution filters are introduced as they have better interpolatory properties than their polynomial counterparts and their associated deconvolution filters are not singular. They are smoother and less oscillatory than polynomial filters. Therefore, an approximate deconvolution filter cannot reproduce all moments since \( \{ L_{k}^{(n)} \} \neq L_{k} | k = n + 1, n + 2, n + 3, \ldots \) will be inconsistent with the exact moments. However, as it will be shown below, exact deconvolution is unstable meaning that approximate filters (finite \( n \)) are more practical.

\[
L_{k}^{(n)} \simeq L_{k} \quad \forall k = 0, 1, \ldots n \tag{5.40}
\]

\[
\text{Figure 4:}\quad \text{The first five moments of the approximate deconvolution filter for the convolution filter given by equation (5.41) with } p = 5. \text{ The (*) indicates kernel inconsistency due to truncation.}
\]

\[
\begin{array}{|c|c|c|c|c|}
\hline
\text{Moment} & \varphi_{h,1} & \varphi_{h,2} & \varphi_{h,3} & \varphi_{h,4} \\
\hline
L_{0} & 0.15915494 & 0.15915494 & 0.15915494 & 0.15915494 \\
L_{1} & -0.0347461 & -0.0347461 & -0.0347469 & -0.0347461 \\
L_{2} & -0.0457652^* & 0.0154226 & 0.0154208 & 0.0154226 \\
L_{3} & -0.0492201^* & 0.0578682^* & -0.0104030 & -0.0010398 \\
L_{4} & -0.0580177^* & 0.440901^* & -0.13588^* & 0.00943111 \\
\hline
\end{array}
\]

5.10 Convolution filters

A natural choice for the convolution filter in SPH is the Gaussian filter [20]. In fact Monaghan [21, 3] suggests this as the first Golden Rule of SPH. All popular convolution filters are piecewise continuous polynomials including the B-spline functions [22, 3] and Wendland functions [23, 24]. These filters are constructed to be Gaussian-like but they have compact support and give progressively better approximation to the Gaussian with higher filter order.

\[
G_{h,p} = \begin{cases} 
\alpha_{p} h^{-\nu} \left( \frac{1}{1 + \frac{1}{4\pi^{2}} ||r-r'||^{2}} \right)^{p} & ||r-r'|| \leq 2h \\
0 & \text{otherwise} 
\end{cases} \tag{5.41}
\]

It is also worth noting the relationship between \( G_{h,p} \) and a gaussian filter

\[
G_{h,p} \simeq \alpha_{p} h^{-\nu} \exp \left( -\pi \sqrt{\frac{\nu}{\alpha_{p}^{2}}} \frac{||r-r'||^{2}}{h^{2}} \right) \tag{5.42}
\]

The Weierstrass approximation theorem states that every continuous function defined on a closed interval \([\alpha, \beta]\) can be uniformly approximated as closely as desired by a polynomial function.

**Theorem 5.1** (Weierstrass approximation theorem). Suppose \( G_{h} : \Omega_{h}(r) \rightarrow \mathbb{R} \) is a continuous real-valued function defined on the real, compact space \( \Omega_{h}(r) \). For all \( \mathbb{R} \ni \varepsilon > 0 \) there exists a polynomial \( w_{h} : \Omega_{h}(r) \rightarrow \mathbb{R} \) such that for all \( r, r' \in \Omega_{h}(r) \), we have,

\[
|G_{h}(r-r') - w_{h}(r-r')| < \varepsilon \quad \text{or} \quad ||G_{h}(r-r') - w_{h}(r-r')|| < \varepsilon \tag{5.43}
\]
where $q := ||r - r'||/h \in [-2, 2]$

For the rational convolution filter (5.41) with $p = 7$, a possible approximating polynomial is given by

$$w_h = \left(1 - \frac{q^2}{4}\right)^8 \left(2048 - 3072q^2 + 2816q^4 - 1984q^6 + 1184q^8 - 628q^{10} + 305q^{12}\right)$$

Later on, we will do spectral analysis in which the Fourier transforms of the filters will be required. The convolution filter (5.44) is particularly useful in spectral analysis as it is difficult to compute the Fourier transform of (5.41).

![A plot of the convolution filter $w_{h,p}$ for $p=6$ (red) and the corresponding deconvolution filter $\varphi_{h,p,n}$ (blue) obtained by truncating the infinite sum at $n = 2$. The filter cut-off length $h$ has been set to unity.](image)

**Figure 5:** A plot of the convolution filter $w_{h,p}$ for $p=6$ (red) and the corresponding deconvolution filter $\varphi_{h,p,n}$ (blue) obtained by truncating the infinite sum at $n = 2$. The filter cut-off length $h$ has been set to unity.

Note the sharpness and height of the deconvolution filter with respect to the convolution filter in figure 5. This means that the deconvolution filter approximates the Dirac delta function more accurately than the convolution filter. The other feature is that the deconvolution filter changes sign between positive and negative. This feature means that unlike the convolution filter, the deconvolution filter does not damp or attenuate high frequency components; this is important for the reconstructing the original continuum field.

### 5.11 Spectral Analysis

There are two factors that determine the upper limit of $n$: numerical stability and numerical instability. Increasing $n$ leads to improved accuracy and hence reduced numerical dissipation. Consider the Navier-Stokes equations, assuming Kolmogorov’s -5/3 law, i.e. $E(k) \propto k^{-5/3}$, numerical dissipation can be approximated as a normalized coefficient

$$c_{n,\text{disp}} = \frac{\int_{R^2} ||k||^2 E(k) d^2k - \int_{R^2} ||k||^2 E(k)|\hat{\varphi}_n(kh)|\hat{\upsilon}(kh)|^2 d^2k}{\int_{R^2} ||k||^2 E(k) d^2k}$$

$$= \frac{\int_{0}^{\infty} k^2 E(k) dk - \int_{0}^{\infty} k^2 E(k)|\hat{\varphi}_n(kh)|\hat{\upsilon}(kh)|^2 dk}{\int_{0}^{\infty} k^2 E(k) dk}$$

(5.45)
where the dimensionless cut-off wavenumber \( k_\ast := k_c \cdot \pi \) is the cut-off wavenumber; the highest wavenumber that can be represented on a grid. The first term in the numerator is the exact dissipation and the second term is the restored dissipation, and thus the difference corresponds to numerical dissipation.

On the other hand, numerical instability is much more difficult to quantify. Assuming the numerical error is due to spectral truncation, the energy error is on the order of \( E_e(k) \propto k^2 \) at high wavenumber. We can define a normalized numerical instability coefficient as

\[
\phi_n,\text{instab} = \frac{\int_{\mathbb{R}^2} |k|^2 E_e(k) \hat{\phi}_n(kh) \hat{\psi}(kh)|^2 d^2k}{\int_{\mathbb{R}^2} |k|^2 E(k) d^2k} = \frac{\int_0^{k_c} k^2 E_e(k) \hat{\phi}_n(kh) \hat{\psi}(kh)|^2 dk}{\int_0^{k_c} k^2 E_e(k) dk}
\]

(5.46)

**Proposition 5.2.** Exact deconvolution has zero numerical dissipation.

*Proof.* We first compute the Fourier transform of the completeness statement (5.3) to obtain

\[
\hat{\phi}(k^\ast)\hat{\psi}(k^\ast) = 1 \quad k^\ast := kh
\]

\[
\therefore \lim_{n \to \infty} c_{n,\text{dissp}} = 0 \quad \text{by 5.45} \quad (5.48)
\]

\[
\square
\]

**Proposition 5.3.** Exact deconvolution is numerically unstable.

*Proof.* From 5.46 we have

\[
\lim_{n \to \infty} c_{n,\text{instab}} = 1 \quad \text{by 5.46} \quad (5.49)
\]

\[
\square
\]

Using Wendland’s C6 filter as the convolution filter, by constructing its associated approximate deconvolution filter, the numerical dissipation and instability coefficients are plotted in the Fourier space as shown in figure 6. It can be noted that as the order of the deconvolution filter increases, numerical dissipation decreases as expected. However, as with decreased numerical dissipation there is nothing to mitigate any associated numerical instabilities hence the coefficient of numerical instability is large. The hypothesis used in [25] that the energy error follows a square law i.e. \( E(k^\ast) \propto |k^\ast|^2 \) is qualitative and not necessarily accurate. There is further room for improvement in order to obtain a more accurate estimation of numerical instability.
Figure 6: Coefficients $c_{n,\text{dissip}}$ and $c_{n,\text{instab}}$ for the deconvolution filter associated with Wendland’s C5 filter. Here $n$ correspond to the value at which the deconvolution filter $\phi_n$ is truncated.

Figure 7 show a plot of the Fourier transform of the $n$th order deconvolution up to order $2n = 6$. Note that at zeroth order, the deconvolution filter is identical to the convolution filter i.e. $w^h \equiv \phi_0^h$ and the Fourier transform is shown by the solid black curve in Figure 7. The range of wavenumbers over which the deconvolution filter has values greater than 1 increases with filter order. The implication of this characteristic shape that the deconvolution filter in Fourier space is twofold. First, the deconvolution filter is able to restore the low frequency components, consistent with its mathematical property that it becomes a Dirac delta function in the limit $h \to 0$; see equation (5.30) for a proof of this. Second, the deconvolution filter damping the high frequency components for stability reasons. It will be shown that exact deconvolution is unstable, thus approximate deconvolution which does not damp high frequency components is what is practically usable [25].

Figure 7: Fourier transform of the deconvolution filter $\{\hat{\phi}_n(k^*)\}_{n = 0, 1, 2, 3}$ associated with Wendland C6 filter in physical space with $k^* \equiv kh$ the non-dimensional wavenumber.
The next thing worth investigating is the resolution of identity given by equation (5.3). In Fourier space, we have the spectrum \( \hat{\phi}(k^*) \hat{\psi}(k^*) = 1 \) for all normalized wavenumbers \( k^* \). For the ADM, the resolution of identity is not exact and has a spectrum given by \( \hat{\phi}_n(k^*) \hat{\psi}(k^*) \) whose plot in the Fourier space is shown in figure 8. It shows that the higher the order of the deconvolution filter, the larger the bandwidth of wavenumbers restored. We also see that in the limit \( n \to \infty \), we have \( \hat{\phi}_n(k^*) \hat{\psi}(k^*) = 1 \) as expected from the theory presented in here.

![Figure 8: Fourier transform of the deconvolution filter \( \{\hat{\phi}_n(k^*) \hat{\psi}(k^*)\} \) associated with Wendland C6 filter in physical space with \( k^* = k h \) the non-dimensional wavenumber.](image)

6 CONCLUSION

In this paper a new method called unsmoothed particle hydrodynamics SPH\(-i\) has been proposed as a complete form of Smoothed Particle Hydrodynamics. In order to improve the performance and mathematical consistency of SPH, a transform pair called FIT and DIT has been proposed. First a version of SPH that is consistent with explicit LES was derived [6] using the FIT. For completeness, and hence to avoid the problem of turbulence modeling, the filtered equations were then de-filtered using the DIT leading to a new model called SPH\(-i\).

A rigorous procedure for deriving convolution and deconvolution operators from the transform pair has been given. Using these operators, a method for constructing an exact, compatible and unique deconvolution filter has been proposed. Following the discussion that this exact deconvolution filter is unstable, an approximate deconvolution filter has been proposed; the ideas of ADM are studied in many areas of science such as LES and image processing [26][27][28][29][30] [31] [19] [32] and convergence of ADMs [33].

Another major difference between standard SPH and the proposed SPH\(-i\) is that writing the correct Lagrangian using the smoothed variables in SPH is actually non-trivial whereas the one for SPH\(-i\) is easily given by Eckart’s Lagrangian [15].

Finally, being a high order model, SPH\(-i\) should in principle be more accurate than standard SPH.
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A THE SPH- Modal LAPLACIAN

Here we present the procedure for constructing the Laplacian operator in the SPH-i model. First we note the following identities

\[ \nabla^2 (\kappa p) = \kappa \nabla^2 p + 2 \nabla \kappa \cdot \nabla p + p \nabla^2 \kappa \quad \text{(A.1)} \]
\[ \nabla \cdot (\kappa \nabla p) = \kappa \nabla^2 p + \nabla \kappa \cdot \nabla p \quad \text{(A.2)} \]

Next, we define the following integral identities

\[ J_1 \overset{\text{def}}{=} \int_{\Omega} \left( (\kappa_h (r')) \nabla p(r) \cdot \nabla \varphi_h + \kappa(r) \nabla' (p_h (r')) \cdot \nabla \varphi_h \right) d^\gamma r' \quad \text{(A.3)} \]
\[ = \nabla p \cdot \nabla \int_{\Omega} (\kappa_h (r')) \varphi_h d^\gamma r' + \kappa \nabla \cdot \int_{\Omega} \nabla' (p_h (r')) \cdot \varphi_h d^\gamma r' \quad \text{by the DIT} \]
\[ = \nabla p \cdot \nabla \kappa + \kappa \nabla^2 p \]
\[ J_2 \overset{\text{def}}{=} \int_{\Omega} \left( (p_h (r')) \nabla \kappa (r) \cdot \nabla \varphi_h + p(r) \nabla' (\kappa_h (r')) \cdot \nabla \varphi_h \right) d^\gamma r' \quad \text{(A.4)} \]
\[ = \nabla \kappa \cdot \nabla \int_{\Omega} (p_h (r')) \varphi_h d^\gamma r' + p \nabla \cdot \int_{\Omega} \nabla' (\kappa_h (r')) \cdot \varphi_h d^\gamma r' \quad \text{by the DIT} \]
\[ = \nabla \kappa \cdot \nabla p + p \nabla^2 \kappa \]

If we now add the two identities (A.4) and (A.6) together with (A.1) we obtain

\[ J_1 + J_2 = \nabla^2 (p \kappa) \quad \text{(A.7)} \]

The next step involves the finite difference approximation of \( J_1 \). By the Taylor expansion to get the following

\[ \delta r \cdot \nabla p(r) = p(r) - p(r') + O \left( ||\delta r||^2 \right) \]
\[ \delta r \cdot \nabla' (p(r')) = \langle p(r) \rangle - \langle p_h (r') \rangle + O \left( ||\delta r||^2 \right) \quad \text{(A.8)} \]

where \( \delta r \equiv r - r' \) is the relative position between the two interacting particles. Thus direct substitution of (A.8) into (A.3) yields

\[ J_1 = \int_{\Omega} \left\{ (\kappa_h (r')) \left( p(r) - p(r') \right) + \kappa(r) \left( \langle p_h (r) \rangle - \langle p_h (r') \rangle \right) \right\} \frac{\delta r \cdot \nabla \varphi_h}{||\delta r||^2} \quad \text{d}^\gamma r' \quad \text{(A.9)} \]

Following this same procedure, the finite difference approximation of \( J_2 \) becomes

\[ J_2 = \int_{\Omega} \left\{ (p_h (r')) \left( \kappa(r) - \kappa(r') \right) + p(r) \left( \langle \kappa_h (r) \rangle - \langle \kappa_h (r') \rangle \right) \right\} \frac{\delta r \cdot \nabla \varphi_h}{||\delta r||^2} \quad \text{d}^\gamma r' \quad \text{(A.10)} \]

Plugging (A.9) and (A.10) into (A.7) yields the following identity

\[ \nabla^2 (p \kappa) = \int_{\Omega} \left\{ (\kappa_h (r')) \left( p(r) - p(r') \right) + \kappa(r) \left( \langle p_h (r) \rangle - \langle p_h (r') \rangle \right) \right\} \frac{\delta r \cdot \nabla \varphi_h}{||\delta r||^2} \quad \text{d}^\gamma r' \quad \text{(A.11)} \]
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Furthermore, two more identities can now be extracted from (A.11) i.e. when either \( \kappa \) or \( p \) is constant.

\[
\kappa \nabla^2 p \simeq \int_\Omega \left\{ \langle \kappa_h(r) \rangle \left( p(r) - p(r') \right) + \kappa(r) \left( \langle p_h(r) \rangle - \langle p_h(r') \rangle \right) \right\} \frac{\delta r \cdot \nabla \varphi_h}{||\delta r||^2} \, d^3r' \tag{A.12}
\]

\[
p \nabla^2 \kappa \simeq \int_\Omega \left\{ \langle p_h(r) \rangle \left( \kappa(r) - \kappa(r') \right) + p(r) \left( \langle \kappa_h(r) \rangle - \langle \kappa_h(r') \rangle \right) \right\} \frac{\delta r \cdot \nabla \varphi_h}{||\delta r||^2} \, d^3r' \tag{A.13}
\]

We get another identity by substituting (A.11), (A.12) and (A.13) into (A.1) we obtain

\[
\nabla \cdot (\kappa \nabla p) = -\frac{1}{2} \int_\Omega \left\{ \left( \langle \kappa_h(r) \rangle - \langle \kappa_h(r') \rangle \right) \left( p(r) - p(r') \right) \right. \\
\left. + \left( \kappa(r) - \kappa(r') \right) \left( \langle p_h(r) \rangle - \langle p_h(r') \rangle \right) \right\} \frac{\delta r \cdot \nabla \varphi_h}{||\delta r||^2} \, d^3r' \tag{A.14}
\]

Finally, substitution of (A.12) and (A.14) into (A.2) yields the desired result.

\[
\nabla \cdot (\kappa \nabla p) = \frac{1}{2} \int_\Omega \left\{ \left( \langle \kappa_h(r) \rangle + \langle \kappa_h(r') \rangle \right) \left( p(r) - p(r') \right) \right. \\
\left. + \left( \kappa(r) + \kappa(r') \right) \left( \langle p_h(r) \rangle - \langle p_h(r') \rangle \right) \right\} \frac{\delta r \cdot \nabla \varphi_h}{||\delta r||^2} \, d^3r' \tag{A.15}
\]