INITIAL-BOUNDARY VALUE PROBLEM FOR 1D PRESSURELESS GAS DYNAMICS
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Abstract. The paper considers the system of pressureless gas dynamics in one space dimension. The question of solvability of the initial-boundary value problem is addressed. Using the method of generalized potentials and characteristic triangles, extended to the boundary value case, an explicit way of constructing measure-valued solutions is presented. The prescription of boundary data is shown to depend on the behavior of the generalized potentials at the boundary. We show that the constructed solution satisfies an entropy condition and it conserves mass, whereby mass may accumulate at the boundary. Conservation of momentum again depends on the behavior of the generalized boundary potentials. There is a large amount of literature where the initial value problem for the pressureless gas dynamics model has been studied. To our knowledge, this paper is the first one which considers the initial-boundary value problem.

1. Introduction

This paper addresses the solvability of the initial-boundary value problem for the system of pressureless gas dynamics

\[ \rho_t + (\rho u)_x = 0 \]
\[ (\rho u)_t + (\rho u^2)_x = 0 \]  \hspace{1cm} (1.1)

in one space dimension. Here \( \rho \) denotes the density and \( u \) the velocity. The two lines in equation (1.1) express conservation of mass and of momentum, respectively. We adjoin initial data

\[ \rho(x, 0) = \rho_0(x), \quad u(x, 0) = u_0(x), \quad x > 0, \]  \hspace{1cm} (1.2)

and ask under what conditions and in what sense boundary data

\[ u(0, t) = u_b(t), \quad (\rho u)(0, t) = (\rho_b u_b)(t), \quad t > 0, \]  \hspace{1cm} (1.3)

can be prescribed. It is assumed that the data \( u_0 \) and \( u_b \) are bounded measurable functions with \( u_b > 0 \). Further, \( \rho_0 \) and \( \rho_b \) are positive locally bounded measurable functions.

The initial value problem (1.1), (1.2) has been intensively studied in the literature. The key issue is that, in general, \( \rho \) is no longer a function, but a measure. This led to the introduction of various strongly related notions of weak solutions, such as measure solutions [2], duality solutions [4] (based on [3]), duality solutions obtained by vanishing viscosity [5], mass and momentum potentials [6, 7, 9], together with generalized characteristics [16], generalized potentials and variational principles [8, 10, 17]. In this paper, we shall extend the approach of [10, 17] to the boundary value problem.
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Let us begin by discussing what is meant by a generalized solution to the system of differential equations (1.1). We shall construct locally bounded measurable functions \( m(x, t) \), \( u(x, t) \) such that for almost all \( t \), \( m(x, t) \) is of locally bounded variation with respect to \( x \). Thus, for almost all \( t \), the distributional derivative \( m_x \) defines a Radon measure \( \rho \). In addition, \( u \) is measurable with respect to \( \rho \).

Following [17, Definition 1.1], the pair \((\rho, u)\) is viewed as a generalized solution to (1.1), if

\[
\int\int \varphi_t m \, dx \, dt - \int\int \varphi u \, dm \, dt = 0
\]

\[
\int\int (\psi_t u + \psi_x u^2) \, dm \, dt = 0
\]

(1.4)

for all test functions \( \varphi, \psi \in D(\mathbb{R}^2) \). The construction of the solution \((m, u)\) to (1.4) will be based on the method of generalized potentials and characteristic triangles from [17]. However, differently from [17], we will need two types of generalized potentials (initial and boundary potential) and their relation, as well as different types of characteristic triangles, depending on the location of their apex.

More precisely, the initial and boundary potentials are defined by

\[
F(y, x, t) = \int_0^y [tu_0(\eta) + \eta - x] \rho_0(\eta) d\eta, \quad (1.5)
\]

\[
G(\tau, x, t) = \int_\tau^0 [x - u_b(\eta)(t - \eta)] \rho_b(\eta) u_b(\eta) d\eta. \quad (1.6)
\]

Further,

\[
F(x, t) = \min_{y \in [0, \infty)} F(y, x, t), \quad (1.7)
\]

\[
G(x, t) = \min_{\tau \in [0, \infty)} G(\tau, x, t). \quad (1.8)
\]

The characteristic triangles with apex \((x, t)\) will depend on whether \( F(x, t) < G(x, t) \), \( F(x, t) > G(x, t) \) or \( F(x, t) = G(x, t) \). For \( x = 0 \), the respective relation between \( F(0, t) \) and \( G(0, t) \) will also decide about the assumption of the boundary data.

To further clarify the solution concept, we wish to show that \((\rho, u)\) actually is a weak solution to system (1.1) in its proper sense. Let us recall the measure theoretic point of view and the distributional point of view (for simplicity in the one-dimensional case). If \( m \) is a function of locally bounded variation, it defines a Lebesgue-Stieltjes measure \( dm \). On the other hand, its derivative in the sense of distributions defines a Radon measure \( \rho = m_x \). The two objects are the same, identified by the chain of equalities

\[
\int_{\mathbb{R}} \varphi(x) m(dx) = \langle \rho, \varphi \rangle = -\langle m, \varphi_x \rangle = -\int_{\mathbb{R}} \varphi(x) m(dx)
\]

for \( \varphi \in D(\mathbb{R}) \). The first equality can be extended to \( \varphi \in \mathcal{C}(\mathbb{R}) \) with compact support. What is more, the Lebesgue-Stieltjes integral can be extended to all functions \( \varphi \) which are integrable with respect to \( \rho \). This a priori makes no sense at the other end of the chain of equalities, but allows us to define the product of the measure \( \rho \) with the bounded, \( \rho \)-measurable function \( u \) as the distribution given by

\[
\langle \rho u, \varphi \rangle = \int_{\mathbb{R}} \varphi(x) u(x) m(dx)
\]

for \( \varphi \in D(\mathbb{R}) \).

Using this identification, the second line in (1.4) means

\[
0 = \int\int (\psi_t u + \psi_x u^2) \, dm \, dt = \langle \rho u, \psi_t \rangle + \langle \rho u^2, \psi_x \rangle,
\]
which is exactly the distributional meaning of the second line of (1.1). To obtain the first line of (1.1), one has to insert \( \varphi \) in place of \( \varphi \) in (1.4) to obtain

\[
0 = \int \int \varphi x m \, dx \, dt - \int \int \varphi x u \, dm \, dt = -\langle \rho, \varphi_t \rangle - \langle \rho u, \varphi_x \rangle.
\]

The actual proof of (1.4) will be done on yet a higher level. Apart from the mass potential \( m(x,t) \), momentum and energy potentials \( q(x,t) \) and \( E(x,t) \) will be constructed, both bounded measurable functions which are in addition of bounded variation in \( x \) for almost all \( t \). Further, the Lebesgue-Stieltjes measures \( dq \) and \( dE \) are absolutely continuous with respect to \( dm \), namely

\[
dq = u \, dm, \quad dE = \frac{1}{2} u^2 \, dm,
\]

and they satisfy the system

\[
\begin{align*}
  m_t + q_x &= 0, \\
  q_t + (2E)_x &= 0 \tag{1.9}
\end{align*}
\]

in the sense of distributions. By similar arguments as above, this system is equivalent with (1.4).

What concerns the initial data, we will show that (1.2) is satisfied in the sense that \( \rho \) and \( u \) are continuous functions of time with values in \( D'(\mathbb{R}) \). Actually for almost all \( x \) we show \( \lim_{t \to 0} u(x,t) = u_0(x) \), and \( \lim_{t \to 0} m(x,t) = \int_0^x \rho_0(y) \, dy \).

We turn to the assumption of the boundary data (1.3). As is well known from the theory of conservation laws [1, 13, 12, 14], one cannot arbitrarily prescribe boundary data, because a priori there is no control of the sign of \( u(0+,t) \), except in the case when \( u_0 \) is positive and hence \( u(x,t) > 0 \) everywhere (recall that \( u_0 \) was assumed to be positive).

We will show the following: If \( t > 0 \) is a Lebesgue point of \( u_b \) and \( \rho_b \) and \( F(0,t) \geq G(0,t) \), then \( \lim_{x \to 0} u(x,t) = u_0(x) \). If in addition \( u_b \) is continuously differentiable and \( \rho_b \) is locally Lipschitz continuous, then \( \lim_{x \to 0} \rho(x,t)u(x,t) = \rho_b(t)u_0(t) \). If \( F(0,t) < G(0,t) \) then \( u(0+,t) < 0 \) and the boundary condition (1.3) cannot be fulfilled. Rather, it may happen that mass accumulates at the boundary in the form of \( \delta \cdot (m(0+,t) - m(0,t)) \). However, the solution we construct conserves total mass. Momentum is conserved at the points of time \( t \) for which \( F(0,t) \geq G(0,t) \), while it satisfies an inequality otherwise. For further aspects of boundary conditions for systems involving measure solution, see [11, 15].

The plan of exposition is as follows: Section 2 is devoted to the construction of the solution. In Section 3 it will be shown that the constructed solution satisfies system (1.4), and hence (1.1). Section 4 addresses the assumption of initial and boundary values, as well as conservation of mass and momentum. In Section 5, it will be shown that the solution satisfies Oleinik’s entropy condition. Finally, Section 6 contains a number of examples illustrating some of the possibly occurring effects.

2. Construction of solution

In this section, we construct the solution for the initial-boundary value problem. Recall the definition of the initial and boundary potentials (1.5), (1.6),

\[
F(y,x,t) = \int_0^y [tu_0(\eta) + \eta - x] \rho_0(\eta) \, d\eta, \\
G(\tau,x,t) = \int_0^\tau [x - u_b(\eta)(t - \eta)] \rho_b(\eta) u_b(\eta) \, d\eta.
\]
Given \((x, t)\), let \(\tau^*(x, t)\) and \(\tau_*(x, t)\) be the uppermost and lowermost points on the \(t\)-axis such that
\[
\min_{\tau \geq 0} G(\tau, x, t) = G(\tau^*(x, t), x, t) = G(\tau_*(x, t), x, t) .
\]
Similarly, let \(y_*(x, t)\) and \(y^*(x, t)\) be the leftmost and rightmost points respectively on the \(x\)-axis such that
\[
\min_{y \geq 0} F(y, x, t) = F(y_*(x, t), x, t) = F(y^*(x, t), x, t) .
\]
Note that these minima exist as real numbers, because \(u_0\) is bounded from above and below and \(u_b\) is positive. The following lemma collects some properties of the minimizers.

**Lemma 2.1.** With our assumptions on the initial and boundary data we have

1. \(\tau_*(x, t)\) and \(\tau^*(x, t)\) are, for fixed \(x\), monotonically increasing in \(t\) and for fixed \(t\) monotonically decreasing in \(x\). Moreover, we have for \(t_1 < t_2\) that \(\tau^*(x, t_1) \leq \tau_*(x, t_2)\) and for \(x_1 < x_2\) that \(\tau_*(x_1, t) \geq \tau^*(x_2, t)\).
2. \(y_*(x, t)\) and \(y^*(x, t)\) are, for fixed \(t\), monotonically increasing in \(x\) and for \(x_1 < x_2\) we have \(y^*(x_1, t) \leq y_*(x_2, t)\).
3. \(\tau_*(0, t) = \tau^*(0, t) = t\).
4. \(y_*(x, t)\) is lower semicontinuous and \(y^*(x, t)\) is upper semicontinuous.
5. \(\tau_*(x, t)\) is lower semicontinuous and \(\tau^*(x, t)\) is upper semicontinuous.

**Proof.** (1) Let \(x, t_1, t_2 > 0\) be arbitrary but fixed and \(\tau_1\) a minimizer of \(G(\tau, x, t_1)\) and \(\tau_2\) one of \(G(\tau, x, t_2)\). Now we have

\[
0 \leq G(\tau_2, x, t_1) - G(\tau_1, x, t_1) , \text{ and } 0 \leq G(\tau_1, x, t_2) - G(\tau_2, x, t_2) .
\]

Summing the two inequalities results in

\[
0 \leq (t_2 - t_1) \int_{\tau_1}^{\tau_2} \rho_b(\eta) u_b^2(\eta) d\eta .
\]

Since the term in the integral is positive by our assumptions we conclude that the minimizers have to be increasing in \(t\).

Now on the other hand fixing \(t, x_1, x_2\) and denoting by \(\tau_1\) a minimizer of \(G(\tau, x_1, t)\) and by \(\tau_2\) one of \(G(\tau, x_2, t)\) we derive in the same way

\[
0 \leq (x_1 - x_2) \int_{\tau_1}^{\tau_2} \rho_b(\eta) u_b(\eta) d\eta .
\]

From this one can conclude that the minimizers are decreasing in \(x\).

(2) is Lemma 2.1 in [17], from which also the proof of (1) is adopted. (3) is obvious, (4) see Lemma 2.2 in [17]. (5) is proved along the lines of (4).

**Remark 2.2.** If \(\min_{\tau \geq 0} G(\tau, x, t)\) is constant on an interval \([x_1, x_2] \times \{t\}\) one can argue similarly to the proof of (1) above:

\[
0 \leq G(\tau_2, x_1, t) - G(\tau_1, x_1, t) = G(\tau_2, x_1, t) - G(\tau_2, x_2, t) = (x_1 - x_2) \int_{\tau_1}^{\tau_2} \rho_b(\eta) u_b(\eta) d\eta .
\]

Now since \(\rho_b\) and \(u_b\) are assumed to be strictly positive we conclude that any minimizer \(\tau_2\) of \(G(\tau, x_2, t)\) has to be zero and thus \(\min_{\tau \geq 0} G(\tau, x_2, t) = 0\). Since \(G\) is constant on the interval it has to be equal to zero on the whole interval. Note also that the minimizers on the whole interval have to be zero (uniquely) because one can replace \(x_2\) by any point in the interval in the estimate above.

This situation will correspond to the case when the solution contains a rarefaction wave starting at the origin.
Lemma 2.4. Let the boundary data.

By definition we have

Lemma 2.5. For fixed \((x, t)\), let the minimum \(\min_{y \in [0, \infty]} F(y, x, t)\) be attained at \(y(x, t)\). Then for any given point \((x', t')\) on the line segment joining \((y(x, t), 0)\) and \((x, t)\), we have \(F(y, x', t') > F(y(x, t), x', t')\) for \(y \neq y(x, t)\).

Proof. The proof follows directly from the proof of Lemma 2.4 in [10]. It also follows from the proof of Lemma 2.4 in [15], noting that we assumed \(\rho_0\) to be strictly positive (at least in the \(L_\infty\)-sense).

Now we establish a similar result for the part of the solution depending on the boundary data.

Lemma 2.4. For fixed \((x, t)\), \(x > 0\), let \(\tau = \tau_1\) be a point which minimizes the functional \(G(\tau, x, t)\). Let \((\bar{x}, \bar{t})\) be any point on the line segment joining \((x, t)\) and \((0, \tau_1)\). Then the minimizer of \(G(\tau, \bar{x}, \bar{t})\) is unique and is \(\tau_1\).

Proof. We want to show that for \(\tau \neq \tau_1\):

\[
G(\tau, \bar{x}, \bar{t}) - G(\tau_1, \bar{x}, \bar{t}) > 0.
\]

By definition we have

\[
G(\tau, \bar{x}, \bar{t}) - G(\tau_1, \bar{x}, \bar{t}) = \int_{\tau_1}^{\tau} [\bar{x} - u_0(\eta)(\bar{t} - \eta)] \rho_0(\eta) u_0(\eta) d\eta =
\]

\[
= \bar{x} \int_{\tau_1}^{\tau} \left[ 1 - u_0(\eta) \frac{\bar{t} - \eta}{\bar{x}} \right] \rho_0(\eta) u_0(\eta) d\eta =
\]

\[
= \bar{x} \int_{\tau_1}^{\tau} \left[ 1 - u_0(\eta) \frac{\bar{t} - \tau_1}{\bar{x}} - u_0(\eta) \frac{\tau_1 - \eta}{\bar{x}} \right] \rho_0(\eta) u_0(\eta) d\eta.
\]

Since \((\bar{x}, \bar{t})\) lies on the line connecting \((x, t)\) and \((0, \tau_1)\) we conclude

\[
G(\tau, \bar{x}, \bar{t}) - G(\tau_1, \bar{x}, \bar{t}) = \bar{x} \int_{\tau_1}^{\tau} \left[ 1 - u_0(\eta) \frac{\bar{t} - \tau_1}{\bar{x}} - u_0(\eta) \frac{\tau_1 - \eta}{\bar{x}} \right] \rho_0(\eta) u_0(\eta) d\eta =
\]

\[
= \bar{x} \int_{\tau_1}^{\tau} \left[ 1 - u_0(\eta) \frac{\bar{t} - \eta}{\bar{x}} \right] \rho_0(\eta) u_0(\eta) d\eta + \bar{x} \int_{\tau_1}^{\tau} u_0^2(\eta) \rho_0(\eta) (\tau_1 - \eta) \left[ \frac{1}{x} - \frac{1}{\bar{x}} \right] d\eta.
\]

Now the first term in the sum is \(\frac{1}{2} \frac{\bar{t}}{\bar{x}} [G(\tau, x, t) - G(\tau_1, x, t)]\), which is non-negative by assumption. For the second term observe that \(\bar{x} < x\). Thus it is strictly positive if \(\tau_1 < \tau\) but (considering the direction of integration) also if \(\tau_1 > \tau\).

The minima of the initial and boundary potentials, respectively, were introduced in [15] and [18] as

\[
F(x, t) = \min_{y \in [0, \infty]} F(y, x, t),
\]

\[
G(x, t) = \min_{\tau \in [0, \infty]} G(\tau, x, t).
\]

Observe that for a fixed \(t > 0\) the function \(F(x, t)\) is monotonically decreasing in \(x\) while \(G(x, t)\) is monotonically increasing.

Lemma 2.5. The function \([0, \infty] \times [0, \infty] \rightarrow \mathbb{R}: (x, t) \mapsto F(x, t)\) is locally Lipschitz continuous and the same holds for \(G(x, t)\).
Proof. Let $U$ be a bounded open subset of $[0, \infty[\times[0, \infty[$. Since $y_*(x,t)$ is locally bounded in $[0, \infty[\times[0, \infty[$, there exists an $M > 0$ such that

$$\left| \int_0^{y_*(x,t)} \rho_0(\eta) d\eta \right| < M$$

for all $(x,t) \in U$. For $(x_1,t), (x_2,t) \in U$ we have

$$F(x_1,t) - F(x_2,t) = F(y_*(x_1,t),x_1,t) - F(y_*(x_2,t),x_2,t) =$$

$$= [F(y_*(x_1,t),x_1,t) - F(y_*(x_1,t),x_2,t)] + [F(y_*(x_1,t),x_2,t) - F(y_*(x_2,t),x_2,t)].$$

Since the second term is non-negative we infer that

$$F(x_1,t) - F(x_2,t) \geq (x_2 - x_1) \int_0^{y_*(x_1,t)} \rho_0(\eta) d\eta.$$  

Similarly we get

$$F(x_1,t) - F(x_2,t) \leq (x_2 - x_1) \int_0^{y_*(x_2,t)} \rho_0(\eta) d\eta.$$  

Combining the inequalities above results in

$$|F(x_1,t) - F(x_2,t)| \leq M|x_1 - x_2|.$$  

On the other hand varying $t$ we obtain in a similar manner for $(x_1,t_1), (x_1,t_2) \in U,$

$$|F(x_1,t_1) - F(x_1,t_2)| \leq M|t_1 - t_2|.$$  

Therefore, for $(x_1,t_1), (x_2,t_2) \in U$ we conclude

$$|F(x_1,t_1) - F(x_2,t_2)| \leq M(|x_1 - x_2| + |t_1 - t_2|).$$  

Lipschitz continuity of $G$ can be checked in a similar manner. □

Next we define the characteristic triangle associated to a point $(x,t)$. We will later show that this triangle contains all the initial or boundary information, respectively, necessary to give the solution at point $(x,t)$.

**Definition 2.6.** Let $x \geq 0$, $t > 0$ and $F(x,t), G(x,t)$ be given by equations (170), (173).

1. For $F(x,t) < G(x,t)$ and $x > 0$ we define the characteristic triangle at the point $(x,t)$ as the convex hull generated by the points $(x,t), (y_*(x,t),0)$ and $(y_*(x,t),0)$.

2. For $F(x,t) > G(x,t)$ we define the characteristic triangle at the point $(x,t)$ as the convex hull generated by the points $(x,t), (0, \tau_*(x,t))$, and $(0, \tau_*(x,t))$.

3. For $F(x,t) = G(x,t)$ we define the characteristic triangle at the point $(x,t)$ as the convex hull generated by the points $(x,t), (y_*(x,t),0), (0, \tau_*(x,t))$ and $(0,0)$.

4. For $x = 0$ and $F(0,t) < G(0,t)$ we define the characteristic triangle as the convex hull generated by the points $(0,t), (0,0)$ and $(y_*(x,t),0)$.

We denote the characteristic triangle associated with the point $(x,t)$ by $\Delta(x,t)$.

Note that the characteristic triangle may collapse to a line segment or even to a single point (Case 2 with $x = 0$). Figure serves as an illustration of possible cases for characteristic triangles.

Note that $G = F$ can happen on an interval in $x$ for fixed $t$. Since however $F$ is decaying in $x$ and $G$ is increasing in $x$ this can only happen if both, $F$ and $G$, are constants. We denote this closed interval by

$I(t) = \{x|F(x,t) = G(x,t)\} = \{(l(t), r(t))\}.$
The following Lemma gives a characterization of the set where $F = G$.

**Lemma 2.7.** With the notation as above, let $t$ be such that $I(t) \neq \emptyset$. Then:

1. For all $x \in I(t)$ it holds that $F(x, t) = G(x, t) = 0$
2. $\tau_*(x, t) = \tau^*(x, t) = 0$ on $[l(t), r(t)]$ and $\tau_*(l(t), t) = 0$
3. $y_*(x, t) = y^*(x, t) = 0$ on $[l(t), r(t)]$ and $y_*(r(t), t) = 0$
4. For all $t' < t$ we have $I(t') \neq \emptyset$
5. The set $\bigcup_{0 \leq t' \leq t} I(t')$ is star-shaped with respect to $(0, 0)$.

**Proof.** (1) and (2) are direct consequences of Remark 2.2. For the proof of (3) note that, since $F(x, t) = 0$, clearly $y = 0$ is a minimizer of $F(y, x, t)$ and thus $y_*(x, t) = 0$ on $I(t)$. The statement for $y^*$ then follows from the second point in Lemma 2.1.

To prove (4) let $x_1 < x_2 \in I(t)$ and consider the line segments joining $(x_i, t)$ and $(0, 0)$. Now denote the points on these line segments at time $t' < t$ by $(x'_1, t')$ and $(x'_2, t')$. Then from Lemma 2.3 and Lemma 2.4

$$\tau_*(x'_1, t') = \tau_*(x'_2, t') = y_*(x'_1, t') = y_*(x'_2, t') = 0,$$

and thus $\forall x \in [x'_1, x'_2]: F(x, t') = G(x, t')$, leading to $I(t') \neq \emptyset$.

(5) follows from the proof of (4) immediately. \hfill \Box

**Corollary 2.8.** If for some $t' > 0$ we have that $l(t') = r(t')$, then

$$\forall t > t': l(t) = r(t).$$

Figure 2 illustrates the proof of Lemma 2.7 as well as the set $G = F$, including the characteristic triangles, in the situation of Corollary 2.8. Our next goal is to show that, as anticipated in Figure 1, characteristic triangles associated with different positions at the same time do not intersect. For two triangles reaching only the initial data this is clear from Lemma 2.3. The same holds true if both triangles only reach the boundary data by Lemma 2.4. We still need to study the case when one of the triangles is as defined in points (3) or (4) of Definition 2.6. For this purpose we prove the following lemma.
Lemma 2.9. Let $t > 0$ be fixed, and $x_1, x_2 > 0$, $x_1 \neq x_2$ but arbitrary. Then the characteristic triangles associated to $(x_1, t)$ and $(x_2, t)$ do not intersect in the interior of $\mathbb{R}^2_+$. 

Proof. Let $t$ be fixed and assume w.l.o.g. that $x_2 > x_1$. Since $F(x, t)$ is decreasing and $G(x, t)$ is increasing in $x$ we only have the following cases:

Case 1, $G(x_2, t) < F(x_2, t)$: Then automatically also $G(x_1, t) < F(x_1, t)$. Now assume that the two characteristic triangles intersect. Since the point of intersection $p = (x_p, t_p)$ lies on the line segment joining $(x_1, t)$ to $(0, \tau_*(x_1, t))$ we know from Lemma 2.4 that $G(\tau, x_p, t_p)$ attains its minimum for $\tau = \tau_*(x_1, t)$. Since $p$ is also on the line segment joining $(x_2, t)$ to $(0, \tau_*(x_2, t))$ we have that $G(\tau_*(x_2, t), x_p, t_p) = G(\tau_*(x_1, t), x_p, t_p)$. This however contradicts Lemma 2.4 because the minimizer is not unique.

Case 2, $G(x_2, t) = F(x_2, t)$: If also $G(x_1, t) = F(x_1, t)$ then on an interval the characteristic triangles are lines and do not intersect (see Figure 2). Otherwise, if $G(x_1, t) \neq F(x_1, t)$, denote by $y_2$ a minimizer $F(x_2, t) = F(y_2, x_2, t)$ and by $\tau_2$ one with $G(x_2, t) = G(\tau_2, x_2, t)$. Then we have for $y > 0$ arbitrary

$$F(y, x_1, t) > F(y, x_2, t) \geq F(y_2, x_2, t) = G(\tau_2, x_2, t) > G(\tau_2, x_1, t),$$
and we conclude $G(x_1, t) < F(x_1, t)$. Thus we are in the situation depicted in Figure 4. Again we can conclude as in Case 1 that an intersection is impossible.

**Figure 4.** Intersecting triangles

**Case 3, $G(x_2, t) > F(x_2, t)$:** Here we distinguish three more cases, namely

1. $G(x_1, t) > F(x_1, t)$. This case is the same as Case 1 but using Lemma 2.3.
2. $G(x_1, t) = F(x_1, t)$. The argument follows along the lines of Case 2, using Lemma 2.9.
3. $G(x_1, t) < F(x_1, t)$. Here intersection is not possible by definition.

**Lemma 2.10.** Let $t > 0$ be fixed, and $x_1 > 0$. Then the characteristic triangles associated to $(0, t)$ and $(x_1, t)$ do not intersect in the interior of $\mathbb{R}_+^2$.

**Proof.** The proof is trivial if $F(0, t) \geq G(0, t)$. Thus let us assume that $F(0, t) < G(0, t)$. Then, by monotonicity, we have $F(x, t) < G(x, t)$ for all $x > 0$. Thus the characteristic triangle at $(x_1, t)$ is the convex hull of $(x_1, t), (y_*(x_1, t), 0)$ and $(y^*(x_1, t), 0)$. Since by point (2) of Lemma 2.1 we have $y^*(0, t) \leq y_*(x_1, t)$ the assertion follows.

Now we are in the position to state the first theorem that combines the results for fixed $t$ and the lemmas before.

**Theorem 2.11.** If two characteristic triangles intersect in $\mathbb{R}_+^2$, then one is contained in the other. Moreover, if they intersect on the boundary in more than one point, then also one has to be contained in the other.

**Proof.** The result follows from the direct application of Lemmas 2.4 and 2.10.

The properties of characteristic triangles established so far allow us to derive additional properties of $\tau_*, \tau^*, y_*, y^*$, which will be used frequently later. We collect them in a remark.

**Remark 2.12.** (a) At fixed $t$, the function $x \to \tau_*(x, t)$ is right continuous and $x \to \tau^*(x, t)$ is left continuous. Further, $\tau_*(x^+, t) = \tau_*(x, t) = \tau^*(x^+, t)$ for all $x \geq 0$ and $\tau_*(x-, t) = \tau^*(x-, t)$ for $x > 0$.

(b) At fixed $t$, the function $x \to y_*(x, t)$ is left continuous and $x \to y^*(x, t)$ is right continuous. Further, $y_*(x^+, t) = y^*(x^+, t)$ for all $x \geq 0$.

Indeed, to verify (a), combine the semicontinuity properties stated in Lemma 2.7 with the fact that $\tau(x, t)$ is decreasing in $x$. In particular, $\tau_*(x, t) = \tau_*(x^+, t)$.

By Lemma 2.3, $\tau^*(x^+, t) \leq \tau^*(x^+, t)$. On the other hand, $\tau_*(x^+, t) \leq \tau^*(x^+, t)$. Combining the inequalities leads to $\tau_*(x^+, t) = \tau^*(x^+, t)$. The second assertion and item (b) is proved in the same way.
The following lemma states that the domain of interest is indeed covered by characteristic triangles.

**Lemma 2.13.** For any time $t_0 > 0$ we have

$$
\bigcup_{x \in [0, \infty)} \Delta(x, t_0) = \{(x, t) | x \in [0, \infty), 0 \leq t \leq t_0\}.
$$

**Proof.** Case $I(t_0) \neq \emptyset$: Assume first that $I(t_0)$ consists of the single point $x_0 = l(t_0) = r(t_0)$. Let $(x, t)$ be a point which lies left of $\Delta(x_0, t_0)$ (see Figure 5). Consider points $(z, t_0)$ on the horizontal line segment joining $(0, t_0)$ with $(x_0, t_0)$.

As $z$ decreases to 0, both $\tau_0(z, t_0)$ and $\tau^*(z, t_0)$ converge to $(0, t_0)$ (Remark 2.12). Let

$$
x_1 = \inf\{z : \tau^*(z, t_0) \leq \tau_0(x, t)\}.
$$

Then $\tau^*(x_1+, t_0) \leq \tau_0(x, t)$, and by Remark 2.12 $\tau^*(x_1+, t_0) = \tau_0(x_1, t_0)$, so that $\tau_0(x_1, t_0) \leq \tau_0(x, t)$. Whenever $z < x_1$, we have $\tau^*(z, t_0) > \tau_0(x, t)$ and consequently, by the non-intersection property, $\tau^*(z, t_0) \geq \tau^*(x, t)$ as well. Again by Remark 2.12 $\tau^*(x_1, t_0) = \tau^*(x_1-, t_0) \geq \tau^*(x, t)$. Thus $\Delta(x, t) \subset \Delta(x_1, t_0)$, as desired.

![Figure 5. Illustration of Lemma 2.13](image)

Second, if $l(t_0) \neq r(t_0)$, then $\tau_0(l(t_0), t_0) = 0$ and $y_*(r(t_0), t_0) = 0$ by Lemma 2.7. We may apply the same arguments to points $(x, t)$ lying to the left of the segment joining $(0, \tau^*(l(t_0), t_0))$ with $(l(t_0), t_0)$ or to the right of the segment joining $(y^*(r(t_0), t_0))$ with $(r(t_0), t_0)$, respectively. If $(x, t)$ lies between those segments, then $x \in I(t)$ and Figure 2 applies.

Case $I(t_0) = \emptyset$. Then $\Delta(0, t_0)$ contains the line segment connecting $(0, t_0)$ and $(y^*(0, t_0), 0)$ as well as all points to the left of it. For points to the right of the line segment the same argument as in the first case ensures that they are contained in the characteristic triangle of a point $(z, t_0)$. \qed

**Lemma 2.14.** Let $t_1$ be strictly positive. Each point $(x_1, t_1)$ uniquely determines a curve $x = X(t)$, for $t \geq t_1$, with $x_1 = X(t_1)$ such that the characteristic triangles associated to points on the curve form an increasing family of sets. This curve is Lipschitz continuous as a function of $t \in [t_1, \infty]$. At every $t \geq t_1$, and $(x, t)$ on the curve we have the following:
(i) If \( F(x, t) < G(x, t) \) then

\[
\lim_{t^\prime \to t} \frac{X(t'') - X(t')}{{t''} - {t'}} = \begin{cases} 
\frac{x - y_*(x, t)}{t} & \text{if } y_*(x, t) = y^*(x, t) \\
\int_{y_*(x, t)}^{y^*(x, t)} \rho_0 \, u_0 & \text{if } y_*(x, t) < y^*(x, t) .
\end{cases}
\] (2.1)

(ii) If \( F(x, t) > G(x, t) \) then

\[
\lim_{t^\prime \to t} \frac{X(t'') - X(t')}{{t''} - {t'}} = \begin{cases} 
\frac{x}{t - \tau_*(x, t)} & \text{if } \tau_*(x, t) = \tau^*(x, t) \\
\int_{\tau_*(x, t)}^{\tau^*(x, t)} \rho_0 u_0^2 & \text{if } \tau_*(x, t) < \tau^*(x, t) .
\end{cases}
\] (2.2)

(iii) If \( F(x, t) = G(x, t) \) and \( y^*(x, t) \neq 0 \) or \( \tau^*(x, t) \neq 0 \) then

\[
\lim_{t^\prime \to t} \frac{X(t'') - X(t')}{{t''} - {t'}} = \frac{\int_{0}^{\tau^*(x, t)} \rho_0 u_0 + \int_{0}^{\tau^*(x, t)} \rho_0 u_0^2}{\int_{0}^{\tau^*(x, t)} u_0 \rho_0} .
\] (2.3)

(iv) If \( F(x, t) = G(x, t) \) and \( y^*(x, t) = \tau^*(x, t) = 0 \), then

\[
\lim_{t^\prime \to t} \frac{X(t'') - X(t')}{{t''} - {t'}} = \frac{x}{t}
\]

(v) If \( x = 0, t > 0 \) and \( F(0, t) < G(0, t) \), then

\[
\lim_{t^\prime \to t} \frac{X(t'') - X(t')}{{t''} - {t'}} = 0
\]

Proof. The statement of (i) corresponds to Lemma 2.4 in [17] and the proof can be found there.

For the proof of (ii) let \( t'' > t' > t \) and \( X(t'') = x'', X(t') = x' \). The non-intersecting property of characteristic triangles implies the chain of inequalities

\[
\tau_*(x'', t'') \leq \tau_*(x', t') \leq \tau_*(x, t) \leq \tau^*(x, t) \leq \tau^*(x', t') \leq \tau^*(x'', t''),
\]

and the semicontinuity then gives that \( \tau_*(x'', t'') \to \tau_*(x, t) \) and \( \tau^*(x'', t'') \to \tau^*(x, t) \) as \( t'' \to t \). Consider the case when \( \tau^*(x, t) = \tau_*(x, t) \). From Figure 6, it is straightforward to see the following inequality on inclinations:

\[
\frac{x''}{t'' - \tau^*(x'', t'')} \geq \frac{x'' - x'}{t'' - t'} \geq \frac{x''}{t'' - \tau_*(x'', t'')} .
\] (2.4)
Passing to the limit as \( t'' \to t \) leads to the first identity of equation (2.2).

Now consider \( \tau_*(x, t) < \tau^*(x, t) \). From the definitions of the boundary functional \( G(\tau, y, x, t) \), \( \tau_* \) and \( \tau^* \), we have

\[
G(\tau^*(x'', t''), x'', t'') - G(\tau_*(x', t'), x', t') \leq 0
\]

(2.5)

After simplification inequality (2.5) yields

\[
\int_{\tau_*(x', t')}^{\tau^*(x'', t'')} [x'' - u_b(\eta)(t'' - \eta)] \rho_b(\eta) u_b(\eta) d\eta \leq \int_{\tau_*(x', t')}^{\tau^*(x'', t'')} [x' - u_b(\eta)(t' - \eta)] \rho_b(\eta) u_b(\eta) d\eta.
\]

Thus we can conclude

\[
\frac{x'' - x'}{t'' - t'} \leq \frac{\int_{\tau_*(x', t')}^{\tau^*(x'', t'')} u_b^2(\eta) \rho_b(\eta) d\eta}{\int_{\tau_*(x', t')}^{\tau^*(x'', t'')} u_b(\eta) \rho_b(\eta) d\eta}.
\]

(2.6)

On the other hand, considering the inequality

\[
G(\tau_*(x'', t''), x'', t'') - G(\tau^*(x', t'), x'', t'') \leq 0
\]

\[
\leq G(\tau_*(x'', t''), x', t') - G(\tau^*(x', t'), x', t'),
\]

we get, using \( \tau^*(x', t') \geq \tau_*(x'', t'') \) that

\[
\frac{x'' - x'}{t'' - t'} \geq \frac{\int_{\tau_*(x', t')}^{\tau^*(x'', t'')} u_b^2(\eta) \rho_b(\eta) d\eta}{\int_{\tau_*(x', t')}^{\tau^*(x'', t'')} u_b(\eta) \rho_b(\eta) d\eta}.
\]

(2.7)

Now passing to the limit as \( t'' \to t \) in equations (2.6) and (2.7), we proved the second identity of (2.2).

Now to verify the statement of (iii) we assume \( F(x, t) = G(x, t) \). Then by definition of the curve and the characteristic triangles, \( F(X(t'), t') = G(X(t'), t') \) for all \( t' \geq t \). Using the minimizing properties we have the following inequality.

\[
F(\gamma^*(x'', t''), x'', t'') - G(\tau^*(x', t'), x'', t'') = G(\tau^*(x'', t''), x'', t'') - G(\tau^*(x', t'), x'', t'') \leq 0
\]

\[
\leq F(\gamma^*(x'', t''), x', t') - F(\gamma^*(x', t'), x', t') = F(\gamma^*(x'', t''), x', t') - G(\tau^*(x', t'), x', t')
\]

This inequality implies

\[
\int_0^{\gamma^*(x'', t'')} \rho_0(\eta) u_0(\eta)(t'' - t') + \rho_0(\eta)(x' - x'') d\eta
\]

\[
\leq \int_0^{\gamma^*(x', t')} (x'' - x') \rho_0(\eta) u_0(\eta) + u_b^2(\eta) \rho_b(\eta)(t' - t'') d\eta
\]

and simplification leads to

\[
\frac{\int_0^{\gamma^*(x'', t'')} \rho_0 u_0 + \int_0^{\gamma^*(x', t')} \rho_b u_b^2}{\int_0^{\gamma^*(x'', t'')} \rho_0 + \int_0^{\gamma^*(x', t')} u_b \rho_b} \leq \frac{x'' - x'}{t'' - t'}.
\]

(2.8)

Now in the same way starting from the inequality

\[
G(\tau^*(x'', t''), x'', t'') - F(\gamma^*(x', t'), x'', t'') \leq 0
\]

\[
\leq G(\tau^*(x', t'), x', t') - F(\gamma^*(x', t'), x', t')
\]
and simplifying as before we get
\[
\frac{\int_0^{y''(x',t')} \rho_0 u_0 + \int_0^{y''(x',t')} \rho_0 u_0^2}{\int_0^{y''(x',t')} \rho_0 + \int_0^{y''(x',t')} \rho_0 u_0} \geq \frac{x'' - x'}{t'' - t'}.
\] (2.9)

Passing to the limit as \(t'' \to t' \to t\) in (2.8) and (2.9) completes the proof of (iii).

To prove (iv) observe that in this case the curve \(X(t')\) for \(t' \leq t\) is just a straight line with inclination \(x/t\).
In case (v) the statement is obvious by the definition of characteristic triangles.
Finally, the Lipschitz continuity follows from the fact that, whenever \(t'' > t' > t\),
the differences \(X(t'') - X(t')\) are bounded by a constant times \(t'' - t'\), according to
(2.4), (2.6), (2.7) and (2.9).
\[\square\]

**Remark 2.15.** Note that from (ii) it follows that when such a curve \(X(t)\) reaches
(with increasing time) \(x = 0\) it stays there until \(F\) and \(G\) become equal and then
leaves \(x = 0\) according to (iii).

We conclude this section by defining the functions \(u(x,t)\) and \(m(x,t)\). In the
next section we will prove that these are indeed solutions of system (1.3).

**Definition 2.16.** For \(x, t > 0\) we define the real valued function \(u(x,t)\) by
\[
\begin{align*}
u(x,t) &= \begin{cases}
x - y_*(x,t) & \text{if } F(x,t) < G(x,t) \text{ and } y_*(x,t) = y^*(x,t) \\
\int_0^{y_*(x,t)} \rho_0 u_0 & \text{if } F(x,t) < G(x,t) \text{ and } y_*(x,t) < y^*(x,t) \\
\int_0^{y_*(x,t)} \rho_0 u_0^2 & \text{if } F(x,t) > G(x,t) \text{ and } y_*(x,t) = \tau^*(x,t) \\
\int_0^{\tau^*(x,t)} \rho_0 u_0^2 + \int_0^{y_*(x,t)} \rho_0 u_0 & \text{if } F(x,t) = G(x,t) \text{ and } \begin{cases} y^*(x,t) \neq 0 \\
\tau^*(x,t) \neq 0 \end{cases} \\
x & \text{if } F(x,t) = G(x,t) \text{ and } \begin{cases} y^*(x,t) = 0 \\
\tau^*(x,t) = 0 \end{cases}.
\end{cases}
\end{align*}
\]

For \(x = 0\) and \(t > 0\) we define \(u = u_b\) if \(F(0,t) > G(0,t)\) and \(u = 0\) if \(F(0,t) < G(0,t)\). For \(F(0,t) = G(0,t)\) we use the same definition as for \(x > 0\).

More specifically, when \(x = 0\) and \(F(0,t) = G(0,t)\), the second to last formula applies because \(\tau^*(0,t) = t\) always.

**Definition 2.17.** For \(t > 0\) and \(x \geq 0\) we define the real valued function \(m(x,t)\) by
\[
m(x,t) = \begin{cases}
\int_0^{y_*(x,t)} \rho_0(\eta)d\eta & \text{if } F(x,t) \leq G(x,t) \text{ and } x > 0 \\
\int_0^{\tau_*(x,t)} \rho_0(\eta)u_0(\eta)d\eta & \text{if } F(x,t) > G(x,t) \text{ or } x = 0.
\end{cases}
\]

**Remark 2.18.** Since only (weak) derivatives of \(m\) are of interest later, the definition
at isolated points is not important apart from \(x = 0\), where we will use the
height of the jump from \(m(0,t)\) to \(\lim_{x \to 0^+} m(x,t)\) times delta as the mass
concentrated at \(x = 0\). If we have a whole area with \(F = G\) then \(m\) will be zero, since in
this case \( F = G = 0 \) and \( y' = \tau' = 0 \) (c.f. Lemma 2.7). This is also consistent with tracing back along the triangles (lines) in the rarefaction wave.

Note that in areas along the \( t \)-axis \( x = 0 \) where \( F \leq G \) we can not ask to fulfill the boundary conditions (1.3) locally. For all other regions on the boundary, the boundary conditions will be shown to hold, at least under some mild regularity conditions on the boundary data (c.f. Section 4).

3. Existence of generalized solution

In this section we are going to show that \((u,m)\) as described in Definitions 2.16 and 2.17 satisfy the system of equations (1.3). For that purpose we first show how to extend the curves defined in Lemma 2.14 to the initial- or boundary manifold.

Lemma 3.1. There is a countable set \( S \) of points on the \( x\)- and \( t\)-axis with the following properties.

\(\text{(i) For all } (\eta,0) \notin S \text{ there is a unique Lipschitz continuous curve } x = X(\eta,t), \quad t \geq 0, \text{ such that } X(\eta,0) = \eta \text{ and the characteristic triangles associated to points on the curve form an increasing family of sets.}\)

\(\text{(ii) For all } (0,\eta) \notin S \text{ there is a unique Lipschitz continuous curve } x = Y(\eta,t), \quad t \geq \eta, \text{ such that } Y(\eta,\eta) = 0 \text{ and the characteristic triangles associated to points on the curve form an increasing family of sets.}\)

Further, for all \( \eta > 0 \) such that \( (\eta,0) \) and \( (0,\eta) \) does not belong to \( S \),

\[
\frac{\partial}{\partial t} X(\eta,t) = u(X(\eta,t),t) \quad \text{for almost all } t > 0,
\]

\[
\frac{\partial}{\partial t} Y(\eta,t) = u(Y(\eta,t),t) \quad \text{for almost all } t > \eta,
\]

where the right hand side is a measurable function.

Proof. Our proof follows the arguments found in [10] and [17] and extends them to include the boundary points. We introduce \( a^\pm(\eta,t) \) and \( b^\pm(\xi,t) \) to consider all the cases simultaneously. For a fixed point \((0,\xi)\) on the \( t\)-axis and \( t > 0 \) we define

\[
B^-(\xi,t) = \{ x \in [0,\infty] : F(x,t) \geq G(x,t) \text{ and } \tau_*(x,t) < \xi \},
\]

\[
B^+(\xi,t) = \{ x \in [0,\infty] : F(x,t) \geq G(x,t) \text{ and } \tau_*(x,t) > \xi \},
\]

and

\[
b^-(\xi,t) = \begin{cases} \sup B^-(\xi,t), & B^-(\xi,t) \neq \emptyset \\ 0, & B^-(\xi,t) = \emptyset \end{cases},
\]

as well as

\[
b^+(\xi,t) = \begin{cases} \sup B^+(\xi,t), & B^+(\xi,t) \neq \emptyset \\ 0, & B^+(\xi,t) = \emptyset \end{cases}.
\]

Now for a fixed point \((\eta,0)\) on \( x\)-axis and \( t > 0 \) we define similarly

\[
A^-(\eta,t) = \{ x \in [0,\infty] : F(x,t) \leq G(x,t) \text{ and } y_*(x,t) < \eta \},
\]

\[
A^+(\eta,t) = \{ x \in [0,\infty] : F(x,t) \leq G(x,t) \text{ and } y_*(x,t) > \eta \},
\]

and

\[
a^-(\eta,t) = \sup A^-(\eta,t), \quad a^+(\eta,t) = \inf A^+(\eta,t).
\]

Let us denote

\[
S_b(t) = \{ (0,\xi) : \xi \in (0,\infty), b^-(\xi,t) \neq b^+(\xi,t) \}
\]

\[
S_a(t) = \{ (\eta,0) : \eta \in (0,\infty), a^-(\eta,t) \neq a^+(\eta,t) \}.
\]

We define the set \( S(t) \) by

\[
S(t) = S_a(t) \cup S_b(t).
\]
Then for any fixed \( t > 0 \) the set \( S(t) \) is countable. This follows from the fact that the intervals \([a^-(\eta, t), a^+(\eta, t)]\) and \([a^-(\eta', t), a^+(\eta', t)]\) can not intersect for \( \eta \neq \eta' \) except at the endpoints, and the same holds true for \([b^-(\xi, t), b^+(\xi, t)]\) and \([b^-(\xi', t), b^+(\xi', t)]\) for \( \xi \neq \xi' \). Indeed, let \( \eta' > \eta \) and assume that \( a^-(\eta', t) < a^+(\eta, t) \). This means that

\[
\sup\{x \in \mathbb{R} : F(x, t) \leq G(x, t) \text{ and } y_*(x, t) < \eta' \} < a^+(\eta, t).
\]

Therefore, for all \( x \) between \( a^-(\eta', t) \) and \( a^+(\eta, t) \) we have \( y_*(x, t) \geq \eta' > \eta \), contradicting the definition of \( a^+(\eta, t) \). A similar proof works for the other intervals. Observe that for decreasing \( t \) the sets \( S_a(t) \) form an increasing family of sets. To see this let \( 0 < t' < t \) and \( \eta \in S_a(t) \). Then necessarily \( y_*(x, t) = \eta \) for all \( x \in [a^-(\eta, t), a^+(\eta, t)] \). Let \( L(x, t) \) be the line connecting \( (x, t) \) and \( (\eta, 0) \) (for such \( x \)). By Lemma 2.3 of \cite{17} we have that \( y_* = \eta \) along this line. In particular, the line segment cut out by the bounding lines \( L(a^-(\eta, t), t) \) and \( L(a^+(\eta, t), t) \) at height \( t' \) is contained in \([a^-(\eta, t'), a^+(\eta, t')]\). Thus \( \eta \in S_a(t') \). In particular, for every \( t \) there is \( n \in \mathbb{N} \) such that \( S_a(t) \subset S_a(\frac{1}{n}) \). A similar reasoning can be applied to \( S_b(t) \). Therefore, the set

\[
S = \bigcup_{t > 0} S(t) = \bigcup_{n \in \mathbb{N}} S(\frac{1}{n})
\]

is countable.

Next we discuss the definition of generalized characteristics according to \cite{10}. For \( (\eta, 0) \notin S \), the generalized characteristic is defined by

\[
X(\eta, t) = a^+(\eta, t), \quad t > 0,
\]

with \( X(\eta, 0) = \eta \). Since \( (\eta, 0) \notin S \), \( a^-(\eta, t) = a^+(\eta, t) \) for all \( t > 0 \).

Let \( x = X(\eta, t) \) be the generalized characteristic. We claim that the characteristic triangles at the point \( (X(\eta, t), t) \) form an increasing family of sets, that is if \( (x_1, t_1) \) and \( (x_2, t_2) \) are two points on the curve with \( t_1 < t_2 \), then \( \Delta(x_1, t_1) \subset \Delta(x_2, t_2) \). Indeed, in the case when both characteristic triangles are given by \( (x_1, t_1), (y_*(x_1, t_1), 0), (y^*(x_2, t_2), 0) \), consider the line segment joining the point \( (x_2, t_2) \) to \( (y^*(x_2, t_2), 0) \) and assume that segment intersects \( t = t_1 \) at the point \( (x_3, t_1) \). Then from Lemma 2.3 we have \( y^*(x_2, t_2) = y_*(x_3, t_1) \). Then by definition of \( X(\eta, t) \), we find

\[
X(\eta, t_1) \leq x_3.
\]

On the other hand, assume that the the line segment joining the points \( (x_2, t_2) \) and \( (y_*(x_2, t_2), 0) \) intersects the line \( t = t_1 \) at \( (\bar{x}_3, t_1) \). Then we claim

\[
\bar{x}_3 \leq X(\eta, t_1).
\]

Indeed, the map \( x \to y_*(x, t_2) \) is lower semicontinuous and increasing, hence left continuous. Further, \( x_2 = \sup\{x : F(x, t_2) \leq G(x, t_2) \text{ and } y_*(x, t_2) < \eta \} \). Thus \( y_*(x_2, t_2) = \lim_{x \to x_2^-} y_*(x, t_2) \leq \eta \), and consequently \( \bar{x}_3 \leq \eta \) as well. Combining the two arguments shows that \( (x_1, t_1) \in \Delta(x_2, t_2) \) and hence using the non-intersection property of characteristic triangles we have

\[
\Delta(x_1, t_1) \subset \Delta(x_2, t_2).
\]

In the case when either of the characteristic triangles is given by the edges \( (x_1, t_1), (0, \tau^*(x_2, t_2)), (y^*(x_1, t_1), 0) \), the inclusion \( \Delta(x_1, t_1) \subset \Delta(x_2, t_2) \) follows directly from the first argument above and the non-intersection property.

Now we turn to the time derivative of the curves \( X(\eta, t) \). It is obvious that \( \eta \to X(\eta, t) \) is an increasing function at fixed \( t > 0 \). Therefore, it is Borel (and
Lebesgue) measurable. Lemma 2.14 together with Definition 2.10 mean that
\[ \frac{\partial}{\partial t} X(\eta, t) = u(X(\eta, t), t) \] (3.1)
in the sense of a right derivative, at least for \((\eta, 0) \notin S\). Since \(X(\eta, t)\) is Lipschitz continuous, it is differentiable almost everywhere and its derivative satisfies (3.1).

Further, \(u(X(\eta, t), t)\) is a limit of difference quotients of measurable functions, and thus measurable.

Similarly, for \((0, \xi) \notin S\) the generalized characteristic is defined by
\[ Y(\xi, t) = b^+(\xi, t), t > 0. \]

An analogous assertion as above is true for the characteristic triangles, and
\[ \frac{\partial}{\partial t} Y(\xi, t) = u(Y(\xi, t), t) \]
holds for almost all \(t > \xi\).

\[ \square \]

Remark 3.2. The exceptional set \(S\) corresponds to points on the \(x\)- or \(t\)-axis from which a rarefaction wave starts. Indeed, if \((\eta, 0) \notin S_0(t)\) and \(t > 0\), then \(y_*(x, t) = \eta = y^*(x, t)\) whenever \(x \in [a_-(\eta, t), a_+(\eta, t)]\). One could define \(X(\eta, t)\) by \(X(\eta-\), \(t)\) as is done in [10] or by \(X(\eta+, t)\) (to include \(\eta = 0\)). However, to state and prove the results of the present paper, it is not required to assign a value to \(X(\eta, t)\) at the exceptional points.

Definition 3.3. We define, for \(x, t > 0\) the momentum and the kinetic energy associated to equation (2.1) by
\[ q(x, t) = \begin{cases} \int_0^{\gamma_*(x, t)} \rho_0(\eta) u_0(\eta) \, d\eta, & \text{if } F(x, t) \leq G(x, t) \\ - \int_0^{\gamma_*(x, t)} \rho_0(\eta) u_0^2(\eta) \, d\eta, & \text{if } F(x, t) > G(x, t) \end{cases} \] (3.2)
and
\[ E(x, t) = \begin{cases} \frac{1}{2} \int_0^{\gamma_*(x, t)} \rho_0(\eta) u_0(\eta) (X(\eta, t), t) \, d\eta, & \text{if } F(x, t) \leq G(x, t) \\ - \frac{1}{2} \int_0^{\gamma_*(x, t)} \rho_0(\eta) u_0^2(\eta) (Y(\eta, t), t) \, d\eta, & \text{if } F(x, t) > G(x, t). \end{cases} \] (3.3)

The following lemma will make our physical interpretation more precise.

Lemma 3.4. In the sense of Radon-Nikodym derivatives in \(x\), the following holds in the interior of \(\mathbb{R}^+_1\): (i) \(dq = u \, dm\), (ii) \(dE = \frac{1}{2}u^2 \, dm\).

Proof. If \(F(x, t) < G(x, t)\), then the result is Lemma 2.8. in [10].

Let \((x, t)\) be a point where \(G(x, t) < F(x, t)\). If \(\tau_*\) is constant in some neighborhood of \((x, t)\), then the above quantities are constant and the lemma holds trivially. Now suppose \(\tau_*(x, t)\) is not constant in a neighborhood of \((x, t)\) and assume \(\tau_*(x, t) = \tau^+(x, t) = \tau(x, t)\). Let \(x_1 < x < x_2\), then by definition
\[ G(\tau_*(x_1, t), x_1, t) = \int_0^{\tau_*(x_1, t)} [x_1 - (t - \eta)u_0(\eta)] \rho_0(\eta) u_0(\eta) \, d\eta \]
\[ G(\tau_*(x_2, t), x_1, t) = \int_0^{\tau_*(x_2, t)} [x_1 - (t - \eta)u_0(\eta)] \rho_0(\eta) u_0(\eta) \, d\eta. \]

By the minimizing properties we have we have
\[ G(\tau_*(x_1, t), x_1, t) \leq G(\tau_*(x_2, t), x_1, t), \]
and using the definitions and the fact that \( \tau_\ast(x_2, t) < \tau_\ast(x_1, t) \) leads to

\[
x_1 \leq \frac{\int_{\tau_\ast(x_2, t)}^{\tau_\ast(x_1, t)} (t - \eta) \rho_\ast(\eta) d\eta}{\int_{\tau_\ast(x_2, t)}^{\tau_\ast(x_1, t)} \rho_\ast(\eta) u_b(\eta) d\eta}.
\]

(3.4)

Now since, in the upper integral,

\[
t - \eta \leq t - \tau_\ast(x_2, t),
\]

and since \( \tau_\ast(x, t) = \tau_\ast(x, t) = \tau(x, t) \) is continuous at \( (x, t) \) we can take the limits \( x_1 \rightarrow x \) and \( x_2 \rightarrow x \) in (3.4) to derive

\[
x = \lim_{x_2, x_1 \rightarrow x} x_1 \leq \lim_{x_2, x_1 \rightarrow x} \frac{q(x_1, t) - q(x_2, t)}{m(x_1, t) - m(x_2, t)}.
\]

(3.5)

Similarly, considering the inequality

\[
G(\tau_\ast(x_1, t), x_2, t) \leq G(\tau_\ast(x_1, t), x_2, t)
\]

and following the analysis as above we get

\[
x = \lim_{x_2, x_1 \rightarrow x} x_1 \geq \lim_{x_2, x_1 \rightarrow x} \frac{q(x_1, t) - q(x_2, t)}{m(x_1, t) - m(x_2, t)}.
\]

(3.6)

From equations (3.5) and (3.6) and Definition (2.16), we conclude \( dq = udm \).

If \( \tau_\ast(x, t) < \tau_\ast(x, t) \), then

\[
\lim_{x_2, x_1 \rightarrow x} \frac{q(x_2, t) - q(x_1, t)}{m(x_2, t) - m(x_1, t)} = \lim_{x_2, x_1 \rightarrow x} \frac{\int_{\tau_\ast(x_2, t)}^{\tau_\ast(x_1, t)} \rho_\ast u_b^2}{\int_{\tau_\ast(x_2, t)}^{\tau_\ast(x_1, t)} \rho_\ast u_b}.
\]

Here we used Remark 2.12 Now we consider the remaining case, where \((x, t)\) is a point with \( F(x, t) = G(x, t) \). If this happens in an isolated point then we have, for \( x_1 < x < x_2 \)

\[
\lim_{x_2, x_1 \rightarrow x} \frac{q(x_2, t) - q(x_1, t)}{m(x_2, t) - m(x_1, t)} = \lim_{x_2, x_1 \rightarrow x} \frac{\int_{\tau_\ast(x_2, t)}^{\tau_\ast(x_1, t)} \rho_\ast u_b^2 + \int_0^{\tau_\ast(x_2, t)} \rho_\ast u_b + \int_0^{\tau_\ast(x_1, t)} \rho_\ast u_b}{\int_{\tau_\ast(x_2, t)}^{\tau_\ast(x_1, t)} \rho_\ast u_b + \int_0^{\tau_\ast(x_1, t)} \rho_\ast u_b + \int_0^{\tau_\ast(x_2, t)} \rho_\ast u_b}.
\]

again using Remark 2.12 If on the other hand \( F(x, t) = G(x, t) \) in a whole neighborhood of \((x, t)\) then we are in a rarefaction wave emanating from zero and thus \( \tau_\ast(x, t) = y_\ast(x, t) = 0 \) in a whole neighborhood. Then \( m, q \) and \( E \) are zero by definition and the proof is finished. In the boundary points of the region \( F(x, t) = G(x, t) \), the same proof as in the case \( F < G \) or \( F > G \) works, on the right and left boundary, respectively. Thus in all possible cases we derived that \( dq = udm \) in the sense of Radon-Nikodym derivative.

Now we turn our attention to the proof of \( dE = \frac{1}{2} u^2 dm \). First let \((x, t)\) again be a point where \( G(x, t) < F(x, t) \) and \( \tau_\ast(x, t) = \tau_\ast(x, t) \). Then

\[
E(x_2, t) - E(x_1, t) = \frac{1}{2} \int_{\tau_\ast(x_2, t)}^{\tau_\ast(x_1, t)} \rho_\ast(\eta) u_b^2(\eta) u(\eta, t) d\eta.
\]

(3.7)

Note that for \( \tau_\ast(x_2, t) \leq \eta \leq \tau_\ast(x_1, t) \) we have

\[
\frac{x}{t - \tau_\ast(x_2, t)} \leq u(\eta, t) \leq \frac{x}{t - \tau_\ast(x_1, t)}.
\]

(3.8)

Hence from equation (3.7) and (3.8) we derive

\[
\frac{1}{2} \frac{x}{t - \tau_\ast(x_2, t)} \leq \frac{E(x_2, t) - E(x_1, t)}{q(x_1, t) - q(x_2, t)} \leq \frac{1}{2} \frac{x}{t - \tau_\ast(x_1, t)}.
\]
In the limit \( x_1 \nearrow x \not\searrow x_2 \), we have \( \frac{E(x_2,t) - E(x_1,t)}{q(x_2,t) - q(x_1,t)} \to \frac{1}{2}u \) and we know \( \frac{dq}{dt} = u \). Combining these two, we get \( dE = \frac{1}{2}u^2 \, dt \).

For the final case assume \( F(x,t) = G(x,t) \) in an isolated point. Then noting that \( (x_1,t) \) lies left of \( (x,t) \) and thus \( F(x_1,t) > G(x_1,t) \), and the opposite holds true for \( (x_2,t) \), we have

\[
\lim_{x_1,x_2 \to x} \frac{E(x_2,t) - E(x_1,t)}{q(x_2,t) - q(x_1,t)} = \frac{1}{2} \int_0^\eta u_0(\eta) u(X(\eta,t),t) \, d\eta + \frac{1}{2} \int_0^{\tau^*} u_0(\eta) u(Y(\eta,t),t) \, d\eta
\]

For \( \eta \in [0,y^*(x,t)] \), we have \( u(X(\eta,t),t) = u(x,t) \) and similarly for \( \eta \in [0,\tau^*(x,t)] \) we know that \( u(Y(\eta,t),t) = u(x,t) \). Thus from the equation above we have

\[
\lim_{x_1,x_2 \to x} \frac{E(x_2,t) - E(x_1,t)}{q(x_2,t) - q(x_1,t)} = \frac{1}{2}u(x,t).
\]

Since \( dq = u \, dt \), we again conclude \( dE = \frac{1}{2}u^2 \). This completes the proof.

\[ \square \]

**Lemma 3.5.** Define

\[ \mu(x,t) = \min(F(x,t),G(x,t)) \],

then the following holds for \( x_1,x_2,t > 0 \):

\[
\int_{x_1}^{x_2} m(x,t) \, dx = \mu(x_1,t) - \mu(x_2,t)
\]

\[
\int_{t_1}^{t_2} q(x,t) \, dt = \mu(x,t_2) - \mu(x,t_1)
\]

**Proof.** We start with proving the first equality. For that purpose let \( t > 0 \) be fixed and pick any two points \( x,x' \in [x_1,x_2], x < x' \). We claim that

\[ (x-x') m(x',t) \leq \mu(x',t) - \mu(x,t) \leq (x-x') m(x,t). \]  \hfill (3.11)

For \( \mu(x,t) \) and \( \mu(x',t) \) depending upon the minimization the possible cases are:

(a) \( \mu(x,t) = F(x,t) \), \( \mu(x',t) = F(x',t) \)

(b) \( \mu(x,t) = G(x,t) \), \( \mu(x',t) = F(x',t) \)

(c) \( \mu(x,t) = G(x,t) \), \( \mu(x',t) = G(x',t) \)

The proof of the inequality (3.11) for the case (a) in (3.12) can be found in Lemma 2.9. in [10]. In case (b) we have

\[
\mu(x',t) - \mu(x,t) = F(y_*(x',t),x',t) - G(\tau_*(x,t),x,t) =
\]

\[ = [F(y_*(x',t),x',t) - F(y_*(x',t),x,t)] + [F(y_*(x',t),x,t) - G(\tau_*(x,t),x,t)]. \]  \hfill (3.12)

Since the term in the second bracket is positive, we get

\[ \mu(x',t) - \mu(x,t) \geq F(y_*(x',t),x',t) - F(y_*(x',t),x,t). \]  \hfill (3.13)

One can also write

\[
\mu(x',t) - \mu(x,t) = F(y_*(x',t),x',t) - G(\tau_*(x,t),x,t) =
\]

\[ = [F(y_*(x',t),x',t) - G(\tau_*(x,t),x',t)] + [G(\tau_*(x,t),x',t) - G(\tau_*(x,t),x,t)]. \]  \hfill (3.14)

Combining (3.13), (3.14) and using the definition of \( m \), \( F \) and \( G \), we conclude (3.11).
In case (c) we have
\[\mu(x', t) - \mu(x, t) = G(\tau_*(x', t), x', t) - G(\tau_*(x, t), x, t)\]
\[= [G(\tau_*(x', t), x', t) - G(\tau_*(x, t), x', t)] + [G(\tau_*(x, t), x', t) - G(\tau_*(x, t), x, t)].\]
Since the first bracket of the above expression is negative, we get
\[\mu(x', t) - \mu(x, t) \leq G(\tau_*(x, t), x', t) - G(\tau_*(x, t), x, t) .\]  
(3.15)

On the other hand we write
\[\mu(x', t) - \mu(x, t) = G(\tau_*(x', t), x', t) - G(\tau_*(x, t), x, t)\]
\[= [G(\tau_*(x', t), x', t) - G(\tau_*(x, t), x', t)] + [G(\tau_*(x, t), x', t) - G(\tau_*(x, t), x, t)].\]
Now the second bracket of the expression is positive and thus
\[\mu(x', t) - \mu(x, t) \geq G(\tau_*(x', t), x', t) - G(\tau_*(x', t), x, t) .\]  
(3.16)
Again, combining (3.15), (3.16) and using the definitions of \(G\) and \(m\) we have (3.11).

Since \(m\) is monotonous in \(x\), it is also Riemann integrable. Taking Riemann sums and using (3.11), we get
\[\int_{x_1}^{x_2} m(x, t) dx = \mu(x_1, t) - \mu(x_2, t),\]
finishing the proof of (3.9).

For the proof of (3.10) let \(x > 0\) be fixed and pick \(t < t'\) in \([t_1, t_2]\). We claim that
\[q(x, t') \leq \mu(x, t') - \mu(x, t) \leq (t' - t)q(x, t).\]  
(3.17)
To verify this, we distinguish the following possibilities for \(\mu(x, t)\) and \(\mu(x, t')\):

(a) \(\mu(x, t) = F(x, t), \quad \mu(x, t') = F(x, t')\)
(b) \(\mu(x, t) = G(x, t), \quad \mu(x, t') = G(x, t')\)
(c) \(\mu(x, t) = F(x, t), \quad \mu(x, t') = G(x, t')\)
(d) \(\mu(x, t) = G(x, t), \quad \mu(x, t') = F(x, t')\)

Note that again the case (a) on \(\{x\} \times [t_1, t_2]\) is covered by Lemma 2.9. in [10]. Since the proofs in all cases are rather similar, we only present the proof of case (b) explicitly. We start by observing that
\[\mu(x, t') - \mu(x, t) = G(\tau_*(x, t'), x, t') - G(\tau_*(x, t), x, t) =\]
\[= [G(\tau_*(x, t'), x, t') - G(\tau_*(x, t), x, t')] + [G(\tau_*(x, t), x, t') - G(\tau_*(x, t), x, t)] \leq\]
\[\leq G(\tau_*(x, t), x, t') - G(\tau_*(x, t), x, t).\]
and
\[\mu(x, t') - \mu(x, t) = G(\tau_*(x, t'), x, t') - G(\tau_*(x, t), x, t) =\]
\[= [G(\tau_*(x, t'), x, t') - G(\tau_*(x, t'), x, t)] + [G(\tau_*(x, t'), x, t) - G(\tau_*(x, t), x, t)] \geq\]
\[\geq G(\tau_*(x, t'), x, t') - G(\tau_*(x, t'), x, t).\]
Those two inequalities combined imply (3.17).

For a fixed \(x\) the function \(\mu(x, t)\) is monotone in the interval \([t_1, t_2]\) and thus \(q(x, t)\) is a function of bounded variation, hence Riemann integrable. Now following a similar argument as before, identity (3.10) follows from (3.17). \(\square\)
From the previous lemma we have \( \mu_x = -m \) and \( \mu_t = q \), and thus we verified the first equation of system (1.10). As anticipated in the introduction, for a test function \( \varphi \) with compact support in \([0, \infty]^2\) we infer using Lemma 3.4:

\[
0 = \iint [-\varphi_t \mu_x(x, t) + \varphi_x \mu_t(x, t)] dx dt = \iint [\varphi_t(x, t) m(x, t) + \varphi_x(x, t) q(x, t)] dx dt = \iint \varphi(x, t) m(x, t) dx dt - \iint \varphi(x, t) u(x, t) m(dx, dt) dt .
\] (3.18)

This identity proves that \((u, m)\) satisfies the first equation of the system (1.10).

To prove the second equation, we use the following notation.

**Lemma 3.6.** For \( x, t > 0 \), let us denote

\[
H(x, t) = \begin{cases}
H_1(x, t) = \int_0^{y_0(x, t)} \rho_0(\eta) u_0(\eta) (X(\eta, t) - x) d\eta , & \text{if } F(x, t) \leq G(x, t) \\
H_2(x, t) = -\int_0^{y_0(x, t)} \rho_0(\eta) u_0^2(\eta) (Y(\eta, t) - x) d\eta , & \text{if } F(x, t) > G(x, t)
\end{cases}
\]

Then we have \( H_x = -q \) and \( H_t = 2E \) in the weak sense.

**Proof.** We will first show that

\[
-\int_{x_1}^{x_2} q(x, t) dx = H(x_2, t) - H(x_1, t) .
\] (3.19)

Let \( t \) be fixed and \([x_1, x_2]\) be an interval. Assume that \( x \) and \( x' \) are any two points in \([x_1, x_2]\) with \( x < x' \). We will again argue by taking Riemann sums. First depending on the minimization we distinguish the cases

(a) \( H(x_1, t) = H_1(x_1, t) \), \( H(x_2, t) = H_1(x_2, t) \)
(b) \( H(x_1, t) = H_2(x_1, t) \), \( H(x_2, t) = H_2(x_2, t) \)
(c) \( H(x_1, t) = H_2(x_1, t) \), \( H(x_2, t) = H_1(x_2, t) \).

For case (a) it is shown in [17] (what we denote by \( H_1 \) is denoted by \( \theta \) in [17]), that (5.10) holds.

For studying case (b), we define \( H_2(\tau, x, t) = -\int_0^{y_0(\eta)} \rho_0(\eta) u_0^2(\eta) (Y(\eta, t) - x) d\eta \). Since \( Y(\eta, t) \) is decreasing in \( \eta \) (by the non-intersecting property of the characteristic triangles) and \( Y(\eta, t) = x \) for \( \tau_0(x, t) < \eta < \tau^*(x, t) \), we have

\[
H_2(\tau, x, t) = \min_{\tau \geq 0} H_2(\tau, x, t) .
\] (3.20)

In particular, \( H_2(\cdot, t) \) is upper semicontinuous. Note that \( F(x, t) > G(x, t) \) and hence \( H(x, t) = H_2(x, t) \) for all \( x \) in the interval \([x_1, x_2]\). The rest of the proof is similar to the one of Lemma 3.5. We have, denoting minimizers in the usual way,

\[
H(x, t) - H(x', t) = H_2(x, t) - H_2(x', t) = H_2(\tau_0(x, t), x, t) - H_2(\tau_0(x', t), x', t) = [H_2(\tau_0(x, t), x, t) - H_2(\tau_0(x', t), x', t)] + [H_2(\tau_0(x', t), x, t) - H_2(\tau_0(x', t), x', t)] \\
\leq H_2(\tau_0(x', t), x, t) - H_2(\tau_0(x', t), x', t) = -(x - x') q(x', t) .
\]

On the other hand

\[
H(x, t) - H(x', t) = H_2(x, t) - H_2(x', t) = H_2(\tau_0(x, t), x, t) - H_2(\tau_0(x', t), x', t) = [H_2(\tau_0(x, t), x, t) - H_2(\tau_0(x', t), x', t)] + [H_2(\tau_0(x, t), x', t) - H_2(\tau_0(x, t), x', t)] \\
\geq H_2(\tau_0(x, t), x, t) - H_2(\tau_0(x, t), x', t) = -(x - x') q(x, t) .
\]
Combining those two inequalities establishes
\[-(x - x')q(x, t) \leq H(x, t) - H(x', t) \leq -(x - x')q(x', t).\]  \hfill (3.21)

Now taking the supremum of the Riemann sums over all partitions of the interval \([x_1, x_2]\), we deduce \((3.19)\) on all intervals \([x_1, x_2]\) with \(F > G\).

The case \(F(x, t) = G(x, t)\) requires special consideration. Recall from Lemma \((2.4)\) that this happens on an interval \(I(t) = [l(t), r(t)]\). If \(l(t) = r(t) = x\), then \(\Delta(x, t)\) contains \([0, y^*(x, t)] \times \{0\}\) and \(\{0\} \times [0, \tau^*(x, t)]\). Thus by the non-intersecting property, we have \(X(\eta, t) = x\) for \(\eta \in [0, y^*(x, t)]\) and \(Y(\eta, t) = x\) for \(\eta \in [0, \tau^*(x, t)]\). This implies \(H_1(x, t) = 0 = H_2(x, t)\). Note that this is also true if \((x, t)\) lies in a rarification wave emanating from 0. In this case we have \(y^*(x, t) = \tau^*(x, t) = 0\) for all points in the interior of \(I(t)\) and thus \(H\) as well as \(q\) is zero in these points. Further, \(\Delta(l(t), t)\) contains \(\{0\} \times [0, \tau^*(l(t), t)]\) and \(\Delta(r(t), t)\) contains \([0, y^*(r(t), t)] \times \{0\}\), so \(H\) is also zero in the boundary points of \(I(t)\).

The proof in case (c) then follows from these facts. Since \(F(x_1, t) > G(x_1, t)\) and \(F(x_2, t) \leq G(x_2, t)\), we have \(I(t) \subset [x_1, x_2]\). Write \(x_3 = l(t), x_4 = r(t)\). We split the integral in three (possibly only two) parts and use the results of cases (a) and (b) accordingly,

\[-\int_{x_1}^{x_2} q(x, t)dx = -\int_{[x_1, x_3]} q(x, t)dx - \int_{[x_3, x_4]} q(x, t)dx - \int_{[x_4, x_2]} q(x, t)dx =
= H_2(x_3, t) - H_2(x_1, t) + 0 + H_1(x_2, t) - H_1(x_4, t) = H(x_2, t) - H(x_1, t).\]

Here we used the assertions of Remark \((2.12)\) namely \(\tau_+(x_3, t) = \tau^*(x_3, t)\) and \(y_+(x_4, t) = y^*(x_4, t)\). The consideration above then allows us to conclude that \(H_2(x_3, t) = H_1(x_4, t) = 0\).

Collecting all cases proves that \(H_x = -q\) weakly for fixed \(t\). Similar arguments can be used to show \(H_t = 2E\).

Now we conclude that, again for a test function with compact support in \([0, \infty[^2\]

\[0 = \iint H(x, t)(-\psi_{xx} + \psi_{tx})dxdt = \iint [H_x \psi_{tx}(x, t) - H_t \psi_{xx}(x, t)]dxdt =
= \iint [-q(x, t)\psi_t(x, t) - 2E\psi_{xx}(x, t)]dxdt =
= \iint u(x, t)\psi_t(x, t)dmdt + \iint u^2(x, t)\psi_x(x, t)dmdt.\]  \hfill (3.22)

Identity \((3.22)\) proves that \((u, m)\) satisfies the second equation of the system \((1.4)\). Combining \((3.15)\) and \((3.22)\) we proved the following theorem:

**Theorem 3.7.** The functions \(u\) and \(m\) as given in Definition \((2.16)\) and \((2.17)\) respectively, are global solutions of \((1.4)\) in the sense specified in the introduction. The functions \(m, q\) and \(E\) given in Definition \((2.16)\) and Definition \((3.3)\) are global weak solutions of system \((1.9)\) on \(\mathbb{R}^2_+\).

**Proof.** The statement about solutions of \((1.9)\) is clear from Lemma \((3.5)\) and \((3.6)\). Now by Lemma \((3.4)\) these functions and \(u\) are related in the correct way as Radon-Nikodym derivatives. Thus following the discussion in the introduction \(u\) and \(m\) are solutions of \((1.4)\). □

Note that we did not discuss initial and boundary data yet. In the next section we will show that \(\rho\) as the derivative of \(m\), and \(u\) satisfy the boundary and initial conditions \((1.2), (1.3)\) in an appropriate sense.
4. Verification of initial and boundary condition

Now we turn our attention to the initial and boundary conditions. For that purpose we define, as already discussed in the introduction, the Radon measure \( \rho \) as the derivative of \( m \). We also explicitly define the mass at \( x = 0 \) as the one sided distributional derivative of \( m \) and will show later in this chapter that this leads to conservation of mass.

**Definition 4.1.** Let \( m \) be as in Definition [2.17]. Then we define

\[
\rho(x, t) = \begin{cases} 
\lim_{x \searrow 0} \rho(x, t) & \text{for } x, t > 0 \\
\delta \cdot \lim_{x \searrow 0} (m(x, t) - m(0, t)) & \text{for } x = 0 \text{ and } F(0, t) > G(0, t) \\
0 & \text{for } x = 0 \text{ and } F(0, t) \leq G(0, t). 
\end{cases} 
\]

(4.1)

Here \( \delta \) is the Dirac measure, \( \partial_x \) is the distributional derivative and \( \rho \) is interpreted as a measure.

**Lemma 4.2.** For \( u \) according to Definition [2.16] and for all \( t > 0 \) we have

1. \( F(0, t) < G(0, t) \implies u(0+, t) < 0 \)
2. \( u(0+, t) < 0 \implies F(0, t) \leq G(0, t). \)

**Proof.** We start by proving the first implication. Since \( F \) and \( G \) are continuous in \((x, t)\), the statement \( F(x, t) < G(x, t) \) holds true in a whole neighborhood of the point \((0, t)\). Now following Definition [2.16] in this neighborhood \( u \) is defined as

\[
u(x, t) = \begin{cases} 
x - y_\ast(x, t) & \text{if } y_\ast(x, t) = y_\ast(x, t) \\
\frac{\int y\ast(x, t) \rho_0 u_0}{\int y\ast(x, t) \rho_0} & \text{if } y_\ast(x, t) < y_\ast(x, t). 
\end{cases} 
\]

In the first case we see that for \( x \searrow 0 \) the velocity \( u \) becomes negative, apart from the case when \( \lim_{x \searrow 0} y_\ast(x, t) = 0 \). This is however impossible because that would lead to \( F(y_\ast(0, t), 0, t) = 0 \) and thus \( F(0, t) = 0 \geq G(0, t) \) contradicting the assumption.

In the second case, observing that \( F(y_\ast(x, t), x, t) = F(y_\ast(x, t), x, t) \) and simplifying we get

\[
\int y\ast(x, t) (tu_\ast(\eta) + \eta - x)\rho_0(\eta)d\eta = 0.
\]

This implies

\[
tu(x, t) - x = \frac{\int y\ast(x, t) \eta\rho_0(\eta)d\eta}{\int y\ast(x, t) \rho_0(\eta)d\eta} \leq -y_\ast(x, t).
\]

Now passing to the limit as \( x \searrow 0 \), we obtain \( tu(0+, t) \leq -y_\ast(0+, t) = -y_\ast(0, t) \) by Remark 2.12. Since \( G(0, t) \leq 0 \) always and \( F(0, t) < G(0, t) \) by assumption, we must have \( y_\ast(0, t) > 0 \) and hence \( u(0+, t) < 0 \).

In order to prove (2) first note that, for \( x > 0 \) we have that \( \tau_\ast(x, t) < t \). This is due to the fact that at fixed \((x, t)\) the quantity \( G(\tau, x, t) \) becomes increasing for \( \tau > t - x/\|u_\ast\|_{\infty} \), as seen from the definition of \( G \) and remembering that we assumed \( \rho_0 \) and \( u_\ast \) to be positive. Thus the only cases in Definition 2.16 that can lead to negative \( u(0+, t) \) are cases with \( F < G \) or \( F \leq G \).

**Theorem 4.3.** The pair \((\rho, u)\) as defined above solves equation (1.1) in \( \mathbb{R}^2 \).

The initial conditions are satisfied in the sense that for almost all \( x \) we have \( \lim_{t \searrow 0} u(x, t) = u_0(x) \) and \( \rho = \partial_x m \) with \( \lim_{t \searrow 0} m(x, t) = \int_0^x \rho_0(y)dy \).
The boundary condition is satisfied in regions where \( F(0,t) > G(0,t) \) in the following sense: For almost all \( t \) we have \( \lim_{x \searrow 0} u(x,t) = u_b(t) \).

If in addition \( u_b \) is continuously differentiable and \( \rho_b \) is locally Lipschitz continuous, then \( \lim_{x \searrow 0} \rho(x,t)u(x,t) = \rho_b(t)u_b(t) \).

**Proof.** The fact that \((\rho,u)\) is a solution is clear from the discussion in the introduction since they are derived from a solution \((m,u)\) of (1.4).

To prove the validity of the initial conditions observe that

\[
\lim_{t \searrow 0} F(y,x,t) = \int_0^y (\eta - x)\rho_0(\eta)d\eta 
\]

and

\[
\lim_{t \searrow 0} G(x,t) = 0. 
\]

The assumption \( \rho_0 > 0 \) implies that \( F(x,t) < G(x,t) \) for small values of \( t \). So the initial condition holds for \( u \) by the arguments of Wang [16]. Since \( y_\ast(x,t), y^\ast(x,t) \rightarrow x \) as \( t \searrow 0 \), we get

\[
\lim_{t \searrow 0} m(x,t) = \int_0^x \rho_0(y)dy.
\]

Next we verify the boundary conditions. From our assumptions we have \( F(0,t) > G(0,t) \) and by continuity, for \( x \) close enough to zero, \( G(x,t) < F(x,t) \). Let \( t_0 \) be a Lebesgue point of \( u_b \) and \( \rho_b \). We start by showing that the boundary conditions for \( u \) hold, i.e. \( \lim_{x \searrow 0} u(x,t_0) = u_b(t_0) \). Let \((x_n,t_0)\) be sequence converging to \((0,t_0)\).

First assume that \( \tau_\ast(x_n,t_0) = \tau^\ast(x_n,t_0) = \tau(x_n,t_0) \). In this case, the minimum is unique and thus for \( h > 0 \) (in fact, any \( h \neq 0 \)) we have

\[
G(\tau(x_n,t_0),x_n,t_0) < G(\tau(x_n,t_0) + hx_n,x_n,t_0).
\]

This implies

\[
x_n\int_{\tau(x_n,t_0)}^{\tau(x_n,t_0) + hx_n} \rho_b(\eta)u_b(\eta)d\eta \geq \int_{\tau(x_n,t_0)}^{\tau(x_n,t_0) + hx_n} u_b^2(\eta)(t_0 - \eta)\rho_b(\eta)d\eta \\
\geq (t_0 - \tau(x_n,t_0) - hx_n) \int_{\tau(x_n,t)}^{\tau(x_n,t_0) + hx_n} u_b^2(\eta)\rho_b(\eta)d\eta. 
\]

Simplifying (4.4) and using Definition 2.16 we get

\[
\left( \frac{1}{u(x_n,t_0)} - h \right) \int_{\tau(x_n,t_0)}^{\tau(x_n,t_0) + hx_n} u_b^2(\eta)\rho_b(\eta)d\eta \leq 1,
\]

and as \( n \rightarrow \infty \), we have

\[
\limsup_{n \rightarrow \infty} \left( \frac{1}{u(x_n,t_0)} - h \right) u_b(t_0) \leq 1. 
\]

Similarly considering the inequality

\[
G(\tau(x_n,t_0),y,x_n,t_0) < G(\tau(x_n,t_0) - hx_n,y,x_n,t_0),
\]

and following the same analysis as above, we find

\[
\liminf_{n \rightarrow \infty} \left( \frac{1}{u(x_n,t_0)} + h \right) u_b(t_0) \geq 1. 
\]

Since \( h \) is arbitrary positive number, inequalities (4.5) and (4.6) result in

\[
\lim_{n \rightarrow \infty} \frac{1}{u(x_n,t_0)} u_b(t_0) = 1.
\]

Thus we proved that \( \lim_{n \rightarrow \infty} u(x_n,t_0) = u_b(t_0) \) implying continuity of \( u \) up to the boundary and validity of the boundary condition in this case.
If \( \tau_*(x_n,t_0) < \tau^*(x_n,t_0) \), then by Definition 2.10 we have

\[
    u(x_n,t_0) = \frac{\int_{\tau_*(x_n,t_0)}^{\tau^*(x_n,t_0)} \rho_0 u_b^2}{\int_{\tau_*(x,t)}^{\tau^*(x,t)} \rho_0 u_b}
\]

So if \( t_0 \) is a Lebesgue point of \( \rho_0 u_b \) and \( \rho_0 u_b^2 \), as is true for almost all \( t_0 \), we get 

\[
    \lim_{n \to \infty} u(x_n,t_0) = u_b(t_0) \tag{2.15}
\]

It remains to show that the boundary condition for \( \rho \) holds. In this case, if the boundary potential

\[
    G(\tau,x,t) = \int_0^\tau [x - u_b(\eta)(t - \eta)]\rho_0(\eta)u_b(\eta)d\eta
\]

attains the minimum in \( (0, \infty) \) at a point \( \bar{\tau} \), then \( \frac{\partial G}{\partial \tau} \big|_{\tau = \bar{\tau}} = 0 \). That is

\[
    \frac{\partial G}{\partial \tau} \big|_{\tau = \bar{\tau}} = (x - u_b(\bar{\tau})(t - \bar{\tau}))\rho_0(\bar{\tau})u_b(\bar{\tau}) = 0.
\]

Since \( \tau_*(x,t), \tau^*(x,t) \) \( \not\to t \) as \( x \to 0 \), for \( x \) close enough to 0, the minimizing point lies in \( (0, \infty) \). Consider the function \( f: \mathbb{R}^+ \times [0, \infty) \to \mathbb{R} \) where \( f \) is defined as

\[
    f(x, \tau) = x - u_b(\tau)(t - \tau).
\]

Then \( \frac{\partial f}{\partial \tau} = -(t - \tau)u_b'(\tau) + u_b(\tau) \), \( f(0, t) = 0 \) and \( \frac{\partial f}{\partial \tau}(0, t) > 0 \). Thus by the implicit function theorem there exists a neighborhood of \( (0, t) \) where \( f(x, \tau) = 0 \) has a unique solution. That gives the unique minimizer of the boundary potential \( G(\tau,x,t) \) and thus \( \tau_*(x,t) \) is a continuously differentiable function of \( x \) in some neighborhood of 0. Now from the relation \( u(x,t) = \frac{\partial}{\partial \tau} \tau_*(x,t) \), we see that \( \lim_{x \searrow \bar{\tau}} \frac{\partial}{\partial \tau} \tau_*(x,t) = \frac{1}{u_b(t)} \).

Consequently,

\[
    \lim_{x \searrow \bar{\tau}} \rho(x,t) = \lim_{x \searrow \bar{\tau}} \rho_0(\tau_*(x,t))u_b(\tau_*(x,t))\frac{\partial}{\partial \tau} \tau_*(x,t) = \rho_0(t).
\]

This completes the verification of initial and boundary condition for \( (u, \rho) \). \( \Box \)

The next theorem concerns the global conservation of mass and momentum for our solutions.

**Theorem 4.4.** Let \( \rho_0 \in L^1([0, \infty)) \), then the solution given in Definition 2.10 conserves the total mass, i.e.

\[
    \forall t \geq 0: \int_0^\infty \rho(dx,t) = \int_0^\infty \rho_0(x)dx + \int_0^t \rho_b(\eta)u_b(\eta)d\eta.
\]

Moreover, the total momentum is conserved but only for times without influx to the boundary. More precisely we have for \( t > 0 \):

\[
    \int_0^\infty u(x,t)\rho(dx,t) = \left\{ \begin{array}{ll} \int_0^\infty \rho_0(x)u_0(x)dx & + \int_0^t \rho_b(\eta)u_b^2(\eta)d\eta \quad \text{if } F(0,t) \geq G(0,t) \\
\int_0^\infty \rho_0(x)u_0(x)dx & - \int_0^t \rho_b(\eta)u_b^2(\eta)d\eta \quad \text{if } F(0,t) < G(0,t). \end{array} \right.
\]

**Proof.** First we prove the mass conservation property. We start in the situation, when \( F(0,t) > G(0,t) \). Since \( F \) and \( G \) are continuous functions, in a neighborhood of \( (0,t) \) we have \( F(x,t) > G(x,t) \) and thus \( m(x,t) = -\int_0^{\tau_*(x,t)} u_b(\eta)\rho_b(\eta)d\eta \). Note that \( \tau_*(x,t) \) is decreasing in \( x \) and \( m(x,t) \) is increasing in \( x \). Moreover, \( m(x,t) \) is
upper semicontinuous in this case as we shall prove now.

For this purpose consider a sequence \( z_n = (x_n, t_n) \to z = (x, t) \). Then,

\[
\lim_{n \to \infty} m(z_n) = - \lim_{n \to \infty} \sup_{n \geq k} \int_{x=0}^{x=q(z_n)} \rho_b(\eta) u_b(\eta) d\eta = 0
\]

By lower semicontinuity we have \( \tau_*(z) \leq \liminf_{n \to \infty} \tau_*(z_n) \leq \limsup_{n \to \infty} \tau_*(z_n) \).

Thus we conclude

\[
\limsup_{n \to \infty} m(z_n) = - \int_{n \to \infty} \sup_{n \geq k} \rho_b(\eta) u_b(\eta) d\eta \leq - \int_{x=0}^{x=q(z)} \rho_b(\eta) u_b(\eta) d\eta = m(z).
\]

Now \( m(x, t) \) is right continuous in \( x \) since it is increasing and upper semicontinuous.

This leads to the desired mass conservation for \( F(0, t) > G(0, t) \),

\[
\int_{0}^{\infty} \rho(x, t) = \int_{x \in (0, \infty)} m(dx, t) = m(x, t) = m(0, t) = \int_{0}^{\infty} \rho_0(x) dx + \int_{0}^{t} u_0(\eta) \rho_0(\eta) d\eta.
\]

For the other case when \( F(0, t) \leq G(0, t) \) we decompose the integral in the following manner:

\[
\int_{0}^{\infty} \rho(x, t) = m(0+, t) - m(0, t) + \int_{x \in (0, \infty)} m(dx, t) = m(x, t) - m(0, t) = \int_{0}^{\infty} \rho_0(x) dx + \int_{0}^{t} u_0(\eta) \rho_0(\eta) d\eta.
\]

This finishes the proof of mass conservation.

Now we show momentum conservation. The momentum \( \rho u \) is understood as

\[
\rho(x, t) u(x, t) = \begin{cases} 
    um_x = q_x & \text{for } x, t > 0 \\
    \rho_0(t) u_0(t) & \text{for } x = 0 \text{ and } F(0, t) > G(0, t) \\
    0 & \text{for } x = 0 \text{ and } F(0, t) < G(0, t) \\
    \rho(0, t) u_0(0) & \text{for } x = 0 \text{ and } F(0, t) = G(0, t).
\end{cases}
\]  

(4.7)

Note that in the last case this is the Dirac mass at zero, multiplied by the non zero velocity expected at this point. This is consistent with the point-wise interpretation as \( \rho u \) up to the boundary if \( u \) is as in Definition \#10 and \( \rho \) as in Definition \#3. When \( F(0, t) > G(0, t) \), by similar argument as in the proof of mass conservation one can show that \( q(x, t) \) is right continuous in \( x \). Hence we find

\[
\int_{0}^{\infty} u \rho(dx, t) = \int_{x \in (0, \infty)} q(dx, t) = q(\infty, t) - q(0, t) = \\
= \int_{0}^{\infty} \rho_0(x) u_0(x) dx + \int_{0}^{t} \rho_0(\eta) u_0(\eta) d\eta.
\]

Now we consider the case \( F(0, t) < G(0, t) \). In this case

\[
\int_{0}^{\infty} u \rho(dx, t) = \int_{x \in (0, \infty)} q(dx, t) + 0 = q(\infty, t) - q(0+, t) = \\
= \int_{0}^{\infty} \rho_0(x) u_0(x) dx - \int_{0}^{\rho_0(\eta) u_0(\eta) d\eta}.
\]
Finally we have to consider the case $F < G$. This implies we have $y_\ast = 0$. For the last equality, Remark 2.12 was used. Since we are in the case $F(0, t) < G(0, t)$, we have
\[
\int_0^{y_\ast(0, t)} (tu_\ast(\eta) + \eta)\rho_\ast(\eta)d\eta \leq - \int_0^{\tau} (t - \eta)u_\ast^2(\eta)\rho_\ast(\eta)d\eta,
\]
leading to
\[
0 \geq t \int_0^{\tau} u_\ast^2(\eta)\rho_\ast(\eta)d\eta - \int_0^{y_\ast(0, t)} \eta\rho_\ast(\eta)d\eta \geq \int_0^{y_\ast(0, t)} tu_\ast(\eta)\rho_\ast(\eta)d\eta - \int_0^{\tau} \eta u_\ast^2(\eta)\rho_\ast(\eta)d\eta \geq t \left( \int_0^{y_\ast(0, t)} u_\ast(\eta)\rho_\ast(\eta)d\eta - \int_0^{\tau} \rho_\ast(\eta)u_\ast^2(\eta)d\eta \right).
\]
This implies
\[
\int_0^\infty \rho(x, t)u(x, t)dx \geq \int_0^\infty \rho_\ast(x)u_\ast(x)dx - \int_0^{\tau} \rho_\ast(\eta)u_\ast^2(\eta)d\eta.
\]
Finally we have to consider the case $F(0, t) = G(0, t)$. First note that we have $y_\ast(0+, t) = y_\ast^\ast(0, t)$, again by Remark 2.12. Now for $F(0, t) = G(0, t)$ we have
\[
\int_0^\infty u_\ast(\eta)d\eta = 0 = \int_{x \in (0, \infty)} q(dx, t) + \lim_{z \searrow 0} (m(x, t) - m(0, t)) \int_0^{\tau} \rho_\ast u_\ast^2 + \int_0^{y_\ast(0, t)} \rho_\ast u_\ast + \int_0^{y_\ast(0, t)} \rho_\ast u_\ast \rho_0 = g(\infty, t) - g(0+, t) + \left( \int_0^{y_\ast(0+, t)} \rho_0d\eta + \int_0^{\tau} \rho_0 u_\ast d\eta \right) \left( \int_0^{\tau} \rho_0 u_\ast^2 + \int_0^{y_\ast(0+t)} \rho_0 u_\ast \rho_0 \right) = \int_0^\infty \rho_\ast(x)u_\ast(x)dx - \int_0^{y_\ast(0+, t)} \rho_\ast(\eta)u_\ast(\eta)d\eta + \int_0^{\tau} \rho_\ast u_\ast^2 d\eta + \int_0^{y_\ast(0+t)} \rho_\ast u_\ast d\eta = \int_0^\infty \rho_\ast(x)u_\ast(x)dx + \int_0^{\tau} \rho_\ast u_\ast^2 d\eta,
\]
completing the proof. \hfill \Box

5. Entropy condition

In this section we will show that the solution we constructed is an entropy solution up to the boundary.

**Theorem 5.1.** Let $t > 0$ and $x > 0$. If $x$ is a point of discontinuity of $u(\cdot, t)$, then we have
\[
u(x-, t) > u(x, t) > u(x+, t).
\]
Moreover, for almost all $t > 0$ we have that $u(\cdot, t)$ is either right continuous at $x = 0$ or
\[
u(0, t) > u(0+, t).
\]

**Proof.** First let $x > 0$, $t > 0$. If $(x, t)$ is a point where $F(x, t) < G(x, t)$ and $y_\ast(x, t) = y_\ast^\ast(x, t)$ then $u(x, t) = (x - y_\ast(x, t))/t$ is continuous at $(x, t)$. On the other hand if we have $y_\ast(x, t) < y_\ast^\ast(x, t)$ singularities can form and this case is considered in 16.

Now we look at points $(x, t)$, where $F(x, t) > G(x, t)$ and we have $\tau_\ast(x, t) < \tau_\ast^\ast(x, t)$.
Using again Remark 2.12 we have that $u(x-, t) = \frac{x}{t - \tau^*(x, t)}$ and $u(x+, t) = \frac{x}{t - \tau^*(x, t)}$. From
\[ G(\tau^*(x, t), x, t) = G(\tau^*(x, t), x, t), \]
we know that
\[ \int_{\tau^*(x, t)}^{\tau^*(x, t)} [x - u_0(\eta)(t - \eta)] \rho_0(\eta) u_0(\eta) d\eta = 0. \]
This implies
\[ \frac{x}{t - \tau^*(x, t)} \int_{\tau^*(x, t)}^{\tau^*(x, t)} \rho_0(\eta) u_0(\eta) d\eta = \int_{\tau^*(x, t)}^{\tau^*(x, t)} \frac{(t - \eta)}{t - \tau^*(x, t)} u_0^2(\eta) \rho_0(\eta) d\eta, \]
from which we conclude $u(x+, t) < u(x, t)$. The other inequality also follows easily if one divides the above equality by $(t - \tau^*(x, t))$.
The case $F(x, t) = G(x, t)$ is slightly more complicated. If $F(x, t) = G(x, t)$ in an interval then we are in the case of the rarefaction wave emanating from zero and the solution is continuous. Thus we can assume that the equality holds in an isolated point. As already observed above, we have that $u(x-, t) = \frac{x}{t - \tau^*(x, t)}$. Note that
\[ F(y^*(x, t), x, t) - G(\tau^*(x, t), x, t) < F(y^*(x, t), 0, \tau^*(x, t)) - G(\tau^*(x, t), 0, \tau^*(x, t)), \]
since the term on the left side is zero. The inequality above yields
\[ \int_0^{y^*(x, t)} \left( (t - \tau^*(x, t)) u_0(\eta) - x \right) \rho_0(\eta) d\eta < \int_0^{\tau^*(x, t)} \left( x - (t - \tau^*(x, t)) u_0(\eta) \right) \rho_0(\eta) u_0(\eta) d\eta, \]
and dividing by $t - \tau^*(x, t)$ we get $u(x, t) < \frac{y^*(x, t)}{t - \tau^*(x, t)}$, using the definition of $u(x, t)$.
To derive the inequality for $u(x+, t) = \frac{x - y^*(x, t)}{t - \tau^*(x, t)}$ we proceed in a similar way, starting from
\[ G(\tau^*(x, t), x, t) - F(y^*(x, t), x, t) < G(\tau^*(x, t), y^*(x, t), 0) - F(y^*(x, t), y^*(x, t), 0). \]
This completes the proof in the interior.
It remains to consider the boundary $x = 0$. For almost all $t > 0$ such that $F(0, t) > G(0, t)$ we know from Theorem 4.3 that
\[ \lim_{x \to 0} u(x, t) = u_b(t), \]
that is $u(\cdot, t)$ is right continuous. For $F(0, t) < G(0, t)$, Lemma 4.2 implies that $u(0+, t) < 0$ while $u(0, t) = 0$ according to Definition 2.10. For the only remaining case $F(0, t) = G(0, t)$, the entropy condition follows from the same argument as in the interior, since $u(0, t)$ is defined in the same manner in this situation. 

6. Some explicit examples
First we present an example that includes a rarefaction wave emerging from the origin and a Dirac delta with time-dependent mass forming from the initial data due to a downward jump in the velocity. Initial and boundary data can be read off from Figure 4 but we repeat them for completeness. We choose the initial and boundary density to be equal to 1 everywhere and the initial velocity to jump from $u_0 = 2$ to $u_0 = -2$ at position $x = 2$. The boundary velocity is chosen constant and smaller than the initial velocity near zero in order to generate the rarefaction wave. The actual value is 1. To make the construction of the solution more easy to follow we present $\mu = \min(F, G)$ in the left half of Figure 4 indicating $F$ or $G$, whichever is smaller. The right half is the solution that we calculate from the derivatives of $\mu$ according to Lemma 5.5. The position of the Dirac delta is indicated by the bold line. The boundary conditions $\rho_b = 1$, $u_b = 1$ are satisfied up to $t = 16/3$. At this
time the $\delta$ hits the boundary and stays there, increasing its mass, as influx from the right continues. We have $m = -t$ along the $t$-axis.

Figure 7. Dirac delta generated from initial data, absorbing rarefaction wave and meeting the boundary in finite time

The next example, presented in Figure 8, is interesting since it is a case where a Dirac delta at $x = 0$ forms driven by influx from the initial data. Moreover, the example is constructed in such a way that the influx from the initial manifold stops after some time while the boundary data continues to give rise to positive momentum influx. Thus the Dirac delta indeed leaves $x = 0$ and moves inward when the influx of momentum from the boundary is sufficient. Note that the Dirac delta does not leave $x = 0$ with zero velocity. Thus our solution can be interpreted as one for a sticky boundary. Moreover, it can be seen from this that the solution does not satisfy a semigroup property. The semigroup property could be restored by prescribing a negative momentum at the boundary in such cases, which however would lead to the momentum no longer being the product of mass and velocity. We choose not to do that for physical reasons—even if the momentum could be considered as a kind of dummy variable in this case. Note also that strictly speaking the situation depicted in Figure 8 is not covered by our theory since we chose $\rho_0 = 0$ for $x > 2$. However, the solution is similar if $\rho_0$ is very small for $x > 2$. The boundary data is again constant $\rho_b = u_b = 1$ and the initial data for $x < 2$ is chosen to be $\rho_0 = 1$ and $u_0 = -2$. This leads to the formation of the Dirac delta at $x = 0$ because $\rho_0 u_0 < \rho_b u_b$. Again we find $m = -t$ along the whole $t$-axis and we depict the position of the Dirac delta with a bold line in the right part of Figure 8.
Finally in Figure 9 we give an example where a Dirac delta forms due to a jump up in the boundary velocity. Moreover, we include a jump down in the initial data and the two discontinuities merge into a single Dirac mass. For the values we choose the Dirac delta does not reach the boundary again. More precisely, the initial and boundary densities are 1 everywhere, but the initial velocity jumps down from 1 to \(-2\) at \(x = 2\) and the boundary velocity jumps up from 1 to a value of \(2\) at \(t = 1\).

We give separate plots for the potentials \(F\) and \(G\) and include dashed auxiliary lines to indicate the regions that have to be considered in the minimization with respect to \(y\) and \(\tau\). The solid lines separate regions where the formulas for the potentials actually differ. The solution is plotted in the lower right of Figure 9. Indeed, it satisfies the initial and boundary conditions everywhere. The bold lines again indicate the positions of the Delta masses.
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