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Abstract: One of the most complex tasks for computer-aided diagnosis (Intelligent decision support system) is the segmentation of lesions. Thus, this study proposes a new fully automated method for the segmentation of ovarian and breast ultrasound images. The main contributions of this research is the development of a novel Viola–James model capable of segmenting the ultrasound images of breast and ovarian cancer cases. In addition, proposed an approach that can efficiently generate region-of-interest (ROI) and new features that can be used in characterizing lesion boundaries. This study uses two databases in training and testing the proposed segmentation approach. The breast cancer database contains 250 images, while that of the ovarian tumor has 100 images obtained from several hospitals in Iraq. Results of the experiments showed that the proposed approach demonstrates better performance compared with those of other segmentation methods used for segmenting breast and ovarian ultrasound images. The segmentation result of the proposed system compared with the other existing techniques in the breast cancer data set was 78.8%. By contrast, the segmentation result of the proposed system in the ovarian tumor data set was 79.2%. In the classification results, we achieved 95.43% accuracy, 92.20% sensitivity, and 97.5% specificity when we used the breast cancer data set. For the ovarian tumor data set, we achieved 94.84% accuracy, 96.96% sensitivity, and 90.32% specificity.
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1 Introduction

The analysis of images involves the extraction of their relevant details. Machines are typically used in this extraction process, with minimal human effort required [1–3]. The role of medical imaging systems in image processing cannot be underestimated because it involves the use of semi- and completely automatic algorithms for the high-speed and accurate analysis of images [4]. A wide range of imagery modalities can be used for the diagnosis of human diseases and ailments, such as detection of tumors. These devices are designed to capture the images of internal organs of humans in a non-invasive manner. One such device used for this purpose is the ultrasound scan, which is referred to as a sonogram. This device works by sending high-frequency sound waves over the tissues of a given body part. Moreover, this device has transducers that enable it to receive sound waves that are eventually converted to electric impulses. Thereafter, internal structure images are produced on the computer screen via electric pulses [5,6].

To date, an ultrasound machine has been used in identifying the risks of numerous tumors. This study uses such a machine to detect gynaecological abnormalities, particularly, ovarian tumor and breast cancer. The current research selects these two cases because they share similar problems and may have similar shapes. Accordingly, this study investigates the two cases to determine an effective solution. The hope is that this solution will assist experts in their diagnoses. To avoid human errors in the quantification and diagnosis stages, computer-based image processing and analysis tools should be developed to help minimize the rates of false positives and false negatives. Apart from the development of such tools, they should also be tested and combined into the medical identification. Many studies investigation and improvement of multidisciplinary technology must be pursued to address the challenges associated with detecting and classifying gynaecological abnormalities. Such a multidisciplinary technology must be a combination of machine learning, medical image classification methods, and pattern identification methods developed through the collaboration of domain experts. Note that human expertise cannot be replaced by computer-based tools because specialists have a wealth of knowledge obtained through life–long training. The most reliable method through which high accuracy can be achieved in terms of abnormality detection is the hybrid approach, which is also capable of improving patient care and management [7–9]. With such technologies, specific tools can be produced to assist in the training of radiology students in medical schools and other hospital personnel. In general, when a computer-based tool is being designed, an important aspect is to remember the purpose for which it is being designed. This tool must either be designed in a manner that it is equipped with features that facilitate decision-making, or as a conventional software that supports the automated extraction of parameters/features required by domain experts [10,11].

Computer-based tools equipped with decision-making capabilities, such that they are more sophisticated than conventional expert systems, should also be developed. In addition, machine learning techniques must be integrated into computer-based tools to enable the extraction of features that are seldom used by experts. Despite the need to develop sophisticated computerized tools, many challenges are associated with the design of these tools. However, they can be successfully designed through the selection of the most appropriate representation of data and methods of data analysis. The current study focuses on developing computerized tools that possess the characteristics of the second type of computerized tools. Given that domain knowledge of experts continues to increase and evolve, such tools will continue to be improved and designed rely on the facts and needs of felid specialists [12,13]. In the last decade, the domain of ultrasound medical image analysis has witnessed an increase in publications. However, only a few studies have been observed to focus on the area of fully automated gynaecological segmentation [14–16].
The next section presents an overview of the extant automated methods of the region-of-interest (ROI) segmentation and reviews the related studies. In particular, the focus of the current study is on the analysis of ultrasound images, and the images analysed in this research are those generated from gynaecological investigations and those collected for the purpose of ovarian tumor or breast cancer diagnosis. The aim is to develop and evaluate the efficiency of a new automated and computerized approach that is capable of analyzing gynaecological US for the detecting and classifying of abnormal cases or objects that have an impact on women's health. The computational examinations conducted in this study are motivated by advancements in imaging technologies, advent of state-of-the-art models of data mining and machine learning, and image processing and analysis theories.

The current research aims to build an intelligent decision support system model that can segment and identify the risks of malignant breast cancer and ovarian tumor in the early stage. To achieve this objective, we should first identify the limitation of the existing methods and attempt to reduce the effects of the limitations. The limitations of ultrasound images can be classified into three parts. First, speckle noise is one of the major limitations that can affect segmentation and feature extraction. Speckle noise will reduce segmentation accuracy by increasing false cases and reducing the clarity of the ROI edge. For texture, speckle noise has resulted in an unclear ROI texture information, which cannot be used to identify malignant risks. Thereafter, building or using a good filter can facilitate the reduction of speckle noise, thereby making the segmentation and feature extraction task considerably easy. Second, the artifact produced from the machine can make the segmentation a difficult task. Lastly, powerful features may be difficult to find in identifying the risk of the malignant. Therefore, we proposed a model that can:

- Enhance images, thereby making it suitable for segmentation and enhancing the texture features for the diagnosis stage. Thereafter, we proposed a new cascade model to segment and extract ROI from ultrasound images. In the filtering stage, the proposed model combines the Wiener filter with wavelet filter to highlight ROI from the rest of the images and make the ROI edge clear for the segmentation task. In addition, the Wiener filter used alone will enhance the texture for the classification stage.

- For the segmentation stage, we modified the Viola–Jones model and made it suitable for the segmentation instead of using it for object detection. In the traditional method, the Viola–Jones model is used for object detection by scanning images with different window sizes. By using this method, we determined problems related to the false positive cases generated by the Viola–Jones model, although we cannot obtain the entire ROI from the images. Therefore, we end up with under- and over-segmentation problems. Our proposed model modified the Viola–Jones model and made it suitable for the segmentation task by scanning images pixel by pixel utilizing the local details of pixels.

The remainder of this paper is organized as follows. Section 2 presents the existing studies on the segmentation approach of automated ultrasound images. Section 3 explains the proposed Viola–Jones model to segment ultrasound images of ovarian and breast cancer cases. Section 4 presents the experiment results in terms of the segmentation and classification results. Lastly, Section 5 details the conclusion of our study.

2 Existing Studies on Automated US Segmentation

One of the main challenges associated with the detection of abnormalities in human organs is the extraction of relevant information from ultrasound images, and the possibility of human error in terms of inaccuracies in manual methods is high. The implication of such inaccuracies
could be differences in intra- and inter-observer. Moreover, high-level experiences and expertise are required to interpret such an information. Thus, automatic methods of processing and analyzing images automatically should be developed. These automatic methods will enable gynaecologists and sonographers to accurately diagnose diseases [4,8]. Fig. 1 shows an illustration of the main components of the underpinning task of the automatic analysis of ultrasound cases.

![Figure 1: US analysis and understand](image)

A common challenge in the area of image processing is segmentation (e.g., image analysis, recognition of pattern, and scene analysis) [4,17]. The segmentation process involves partitioning images into numerous groups of pixels, in which the grouping is done according to pixels that are similar in terms of certain criteria. One of the major principles of segmentation is that there must be no intersection of objects that vary, and neighboring objects should remain heterogeneous. Substances obtained from the process of segmentation are referred to as image segments. Segmentation is likewise a clustering-based task, which is utilized in image processing to divide digital images into different segmentation to enable the easy conduct of additional investigations. Segmentation is a crucial step in image analysis and the first step performed to differentiate the varying objects present in pictures. Accordingly, objects of interest are separated from the remaining objects. In this process, pixels with common visual characteristics, such as motion, color, depth, texture, intensity, and gray level, are categorized into salient image regions. ROI is extracted and represented from images using segmentation techniques [18].

At present, a variety of image segmentation applications enable the compression of images, retrieval of contents, editing of images, and machine vision (e.g., a method of arranging versatile robots). Other applications include computer-aided fingerprint recognition and facial identification, satellite imaging usages, and remote sensing applications. However, four main categories of image processing techniques are often used, and they are described as follows [19].

1. Edge-based methods. These methods are among the main essential approaches of medical image handling used in computer vision, the main aim of which is detection contours, which are representative of the boundaries of image objects. Such algorithms are advantageous because they offer low-cost computation. However, major challenges are associated with the edge grouping process, and some of them include setting the right thresholds and the production of connected, one-pixel-wide contours. The task of edge detecting often involves three steps. In the first step, noise is reduced through the use of smoothing techniques. The second step involves the application of local operators to detect edge points. In the last step, spurious pixels are eliminated from the edges [20].

2. Clustering-based methods: For this method, sorting or image pixels is performed in an aggregate order as a histogram based on intensity ratios. Examples of this approach include K-means and fuzzy-c-means (FCM) methods. This approach is advantageous because it allows the use of iterative processes on problems associated with threshold setting.
Moreover, contours that are segmented are consistently continuous. However, the occurrence of over-segmentation will be recorded in an event that pixels belonging to the same cluster are not adjacent [21,22].

(3) Region-based approaches: These approaches aim to detect regions in accordance with a certain predefined homogeneity threshold. This approach is widely available because segmentation contour is often uninterrupted and one-pixel-wide in this method. In addition, this approach offers shorter computational time. Nevertheless, variation may occur in the results of segmentation owing to the variation in similarity threshold settings, thereby possibly resulting in over-segmentation [12,14].

(4) Split-merge methods: These approaches on response case can be partitioned into homogeneous original areas through the use of FCM or K-means as a split step. Thereafter, neighbouring objects that are similar to one another are combined into a specific decision rule as a merging step [5,10].

One of the most critical steps in the processing and analysis of images is the segmentation of US cases, which is also a difficult task aimed at dividing images into meaningful parts. This process is used in distinguishing objects of interest from the background. Numerous conventional techniques and approaches have been used in ultrasound image segmentation. However, binary segmentation is the easiest method that can be implemented easily and is accompanied by rapid operation procedures. In this section, the studies reviewed have been subjected to thorough clinical validation.

A novel automatic method of follicle segmentation was proposed. In the current research, the images of human ovaries were smoothened through the use of an adaptive neighbourhood median filter, whereas the geometric active contour methods are utilized for the initial segmentation of the dark regions. The process involve as it were portion of these dark segmenting areas is a true, curiously objects. A SVM classifier was used to determine whether every dark area is completely carpel or not [22]. In the study conducted by [23], a semi-automated segmentation approach was introduced to segment the left ventricle in the US imaging of the heart. Segmentation was carried out through the use of the snake method, which is particularly tailored to address the issues associated with the processing of ultrasound images. The snake technique uses two anchor points and builds a tracking approach alongside a prior model for the frame-to-frame movement. By means of the proposed method, segmentation is carried over the entire cardiac cycle with as it were an initialization within the to begin with outline.

An active contour approach was proposed by [24], which uses a genetic algorithm to achieve optimization. The first image in this approach is subjected to the process of low pass filtering, and the initial estimate contour was defined by means of morphological operations. Moreover, a nonlinear mapping of the intensity gradients is utilized for minimized energy function. Contour finding was initialized in the subsequent frame through the use of the final contour. The method's convergence was equated with understanding active contour via implications of the customary compelled quasi-Newton strategy. Delineations are physically done on 20 outlines via two specialists. Physical delineations are done on 20 frames by 2 specialists, and a comparison was made between the average and automated algorithms. The aim was to show that the intervariability among specialists was comparable to the distinction between the automated and manual strategies. Accordingly, the area correlation was determined to be 0.92. However, conclusions cannot be made based on this result because this outcome is from a preliminary assessment.
In [25] prescribed a method that is completely automated for the segmentation of breast ultrasound images to classify them using support vector machine (SVM) and discriminant analyses. In the current study, the pixels of the ultrasound breast images obtained from a set of multi-resolution image processing method are classified using five types of features, namely, higher band-pass filtering, non-linear diffusion, lower band-pass filtering, and two types of mean curvature from Gaussian filtering for different values that can be detected between $t = 200$ and $t = 300$. Subsequent to this classification process, the edge of the object is enhanced through the implementation of a filling operation. A semi-automatic segmentation method was proposed to address the limitation that accompanies the automatic segmentation of images [26]. In their work, the ultrasound image was represented using the patch-based continuous graph cut method. At the initial stage, a seed point, which is also known as a marker, is provided by the user outside or inside the object of interest. Thus, the objects will be represented by the variation in points. Their proposed framework was deployed on a wide range of problems associated with ultrasound, including fetus, liver, eye, and prostate. The proposed method achieved an accuracy of 94% in terms of segmentation for all the data sets used in the study [26]. Some studies [27,28] have proposed a novel method capable of automatically identifying miscarriage cases. The segmentation part of their method involves the use of Otsu as a threshold method. First, the object of interest is separated starting with the background, and the boundary of the object is smoothened and the small holes are filled thereafter through the application of a median filter, which is characterized by a window size of $15 \times 15$. Lastly, a small object or any other object that is attached to the boundary is eliminated through the use of the area feature. In addition, an automatic method was proposed by [29] to enable the segmentation of 2D foot ultrasound image. Their study comprises three phases. The first phase involved the use of an anisotropic diffusion filter, after which the contrast was enhanced through morphological process to improve the US case as a pre-processing operation. In the second stage, segmentation is performed using the active contour method, although the output comes in the form of a binary image. Lastly, the border was eliminated using post-segmentation methods, which were also used in eliminating irrelevant objects. A scheme was proposed by [30] for the segmentation of ultrasound images. This segmentation was performed using watershed transform, which is a widely used and accepted tool used in image segmentation. In the watershed transform method, gradient images extracted from the original US cases are used, rather than using the image directly, in solving several problems. Nevertheless, the watershed method of segmentation used for the image texture is ineffective, particularly if images are characterized regions with constant homogeneity. The proposed method is characterized by three main stages. The first stage involves segmentation using watershed to divide images into different regions. In the second stage, the similarity between regions that are close to one another is checked using the similar region merging strategy. In the third and last stage, the edges of the objects are enhanced through the application of boundary extraction.

However, the main limitations of US images can be classified into three issues. Firstly, speckle noise is one of the major limitations that can affect segmentation and feature extraction. Secondly, the artifact produced from the machine can make the segmentation a difficult task. Lastly, powerful features may be difficult to find in identifying the risk of the malignant. The proposed research and model aims to build an intelligent decision support system model that can segment and identify the risks of malignant breast cancer and ovarian tumor in the early stage.
3 Proposed Ultrasound Image Segmentation

The result of an ultrasound is reflected through images. The ultrasound could be that of various types of tissues. Thus, these images are characterized by darkness, low contrast, blurry RIO edge, and objects with nearly the same characteristics. Moreover, the type of machine used and its resolution determines the quality of images. Thus, these factors result in the segmentation process and risk of the malignant becoming complicated. We begin by describing the basic idea of the proposed method to understand the impact of the different techniques used. Three basic components possess the framework presented in this study. Fig. 2 presents these components. These component are pre-processing, segmentation, and features extraction to classify the cases as benign and malignant. In the enhancement stage, US is taken and subjected to speckle noise reduction, thereby producing a clear image as the output. Moreover, as highlight the ROI and make it suitable for the segmentation task. We follow different steps during segmentation. First, the image is binarized by using the initial segmentation step. Second, unwanted objects are removed by filtering out non-ROI. For the final step of the segmentation, we will use the active contour to avoid the under segmentation issue. Lastly, the feature extraction and classification stages evaluates the efficiency of the proposed segmentation methods.

The proposed system includes the following main steps:

- The pre-processing phase enhances the image, highlights ROI, and makes US image clear for the segmentation task. In this stage, we used Wiener filter followed by wavelet transform to highlight the region will be working on it.
- We used Wiener filter only for texture feature enhancement.
- The second stage includes segment and ROI is extracted from the remainder of the US image. For this stage, we built a powerful trainable cascade model.
- Lastly, to assess the proposed segmentation, we extracted the LBP features from the segmented ROI and fed them to the SVM classifier to identify the risk of the malignant in early stage.

3.1 Image Enhancement

Degradations in image and signal can occur as a result of the presence of artifacts and noise in several clinical modalities. The degradation that occurs in image modalities vary based on the type of modality. Typically, the most common type of degradation associated with radiograph is low contrast, while speckle noise is often observed in images the formation of which was achieved using coherent energy, such as ultrasound. The quality of images can be strongly influenced by the degradation of image, which has an effect on the way the image will be interpreted by humans. In addition, the accuracy of the system can be influenced by image degradation. The simplicity and reliability of quantitative measurements is often tampered with by low-quality images. That is, poor-quality images is makes the quantitative measurements unreliable and complex. Moreover, poor-quality images affect the reliability of the system in terms of analysis of image, segmentation, and feature extraction. Accordingly, the images should be despeckled to improve the quality. Given this situation, numerous studies should be conducted in the area of medical imaging.

Images with noise that should be eliminated must be despeckled. Consequently, the quality of ultrasound images can be enhanced, while the boundaries of the salient tissues are maintained in the images. This stage aims to accurately find the boundaries of structures, thereby providing an improved visual representation of the location of structures and quantifying the morphology. The majority of previous studies have referred to speckle noise as a key challenge connected with the analysis and segmentation of US images. These studies have used techniques based on
pre-processing to eliminate speckle noise. Therefore, the current study performs speckle noise reduction to eliminate noise while maintaining the object of interest.

![Diagram of proposed system]

**Figure 2:** Outline of the proposed system

The proposed model for the speckle noise reduction and ROI highlight include the application of Wiener filter, the output of which for the wavelet transform is used to extract the low-frequency sub-band and for segmentation. The Wiener filter was used to achieve two objectives. First, ROI is smoothen for the wavelet transform and used for segmentation (Fig. 3). Second, the ROI texture was enhanced to extract powerful features for the diagnosis stage. In this study, noise reduction was achieved through the use of the Wiener filter, which is a linear filter, and its application to an image is performed in an adaptive manner. This filter is specially designed to suit the local variance of images and smoothens the boundaries of images when a huge variance exists. When the variance is small, more smoothening exists. That is, the larger the variance, the lesser the smoothening; and the lesser the variance, the more the smoothening. The Wiener filtering approach has proven the ability to enhance results compared with linear filters. Through this
filter, the edges of image and other areas of images with high frequency are preserved. The reason is that this instance is inherently choosy compared with linear filters. However, the Wiener filter is accompanied by a limitation, in which the requirement is additional computational power compared with the linear filter, which uses minimal computational energy. The Haar wavelet was used as a second stage to identify the low frequency sub-band LL from the high frequency ones. This situation will facilitate the reduction, identify the noise and artifacts, and exclude them by resizing the LL sub-band only. This model will assist us to highlight ROI and remove numerous artifacts from the image.

![Ultrasound Image](Image)

Our investigations in this area indicated that studies have exerted effort geared toward the elimination of speckle noise in ultrasound images. Despite the relevance of speckle noise elimination, it does not guarantee that image segments will be accurately produced. The reason is that the accuracy with which images are segmented does not solely rely on the removal of speckle noise from the image. That is, apart from speckle noise, other factors that influence the accurate segmentation of images. However, one of the aims of this study is to minimize speckle noise, while highlighting ROI for image segmentation. Thus, this research proposes an approach that can smoothen images. This approach also aims to produce a clear ROI to easily implement segmentation.

### 3.2 Initial Segmentation

The extraction of object from images can be achieved using any of the different methods available for this purpose. Some of these methods include edge-, threshold-, and region-based segmentations and clustering techniques. Some of the methods may be inappropriate for some images because of the variance between the intensity values of images in different data sets. For this reason, such complex cases were handled in this study through the use of the Viola–Jones model [31,32]. This model is advantageous because it is able to perform some tasks as follows: (1) Selection of the most relevant features from a large vector of features, such as the Harr features; (2) Construction of weak classifier methods, in which the number of methods rely on the number of the features selected by the optimization technique, and every classifier is dependent on one of the features chosen; and (3) Construction of a robust classifier by boosting the weak classifiers. The cascade model (i.e., Viola–Jones model) has been used for a long time to detect objects. The current study will modify the idea and make it suitable for segmentation instead of detection. Fig. 5 shows the proposed cascade model. The goal of the initial segmentation is to separate the region of interest from the remainder of the ultrasound image. The main steps of the proposed cascade model (modified Viola–Jones model) are as follows.

![Diagram](Diagram)
(1) The method begins by choosing a specific number of samples as US images for the training process. To train the model for the segmentation task (binarization), we took small windows \((11 \times 11)\) from ROI and the regions outside ROI (non-ROI).

(2) A group of Haar features was extracted from the windows that cropped from the training images. Fig. 4; shows the masks used to extract the Haar features. Note that we extracted five types of Haar features.

![Haar cascade features](image)

**Figure 4:** Haar cascade features

(3) To provide a trained model, the five types of Haar features were used as input to the weak classifier with window labels (i.e., labels present as ROI and non-ROI). The output of this stage is a trained cascade model (i.e., modified Viola–Jones model).

(4) During the training stage, the best Haar features will be selected to identify ROI from non-ROI.

(5) Each type of Haar features has been used as input for one of the weak classifiers, and the combination of the weak classifiers will result in a powerful and strong classifier.

(6) The testing stage includes scanning each image pixel by pixel in the testing set. For every pixel found in the segmented US image is a minimal square area of the same window measure with the pixel as the middle is built \((11 \times 11\) window) and the Haar features type that has been selected during the training. The pixel is classified by the trained cascade model into two classes: “inside ROI” and “outside ROI.”

AdaBoost is a boosting algorithm that is widely accepted and used. The use of this algorithm has proven that a strong classifier can be produced when weak classifiers are combined. Furthermore, AdaBoost has demonstrated a strong ability to efficiently combine simple statistical learners and minimize errors during training, including errors related to vague conclusions [4]. The two major steps are involved in the use of AdaBoost-based approach. The first step involves the construction of a powerful classifier through the combination of weak classifiers. In the second step, strong classifiers are combined sequentially to enable the construction of a boosted classifier cascade. The manual cropping of many samples has been performed in this research, and the vectors of each sample have been extracted using the Harr features. Some examples of a specific labelled training, such as \((x_1, y_1), \ldots, (x_m, y_m)\), are provided. In this case, \(x\) denoted a feature vector and the labels \(y_i \in \{-1,1\}\). In each round \(t = 1, \ldots, T\), the computation of the \(s\) distribution \(D_t\) is done. In the event that a weak hypothesis \(x \rightarrow \{-1,1\}\) should be determined, a weak algorithm is used thereafter. A weak learner is determined so that a hypothesis can be formulated with low weighted error that is relative to \(D_t\), as observed in Algorithm 1. The weighted sign that
has been produced subsequent to the combination of the weak hypothesis is computed using the final hypothesis as shown in Eq. (1):

$$h(x) = \text{sign} \left[ \sum_{t=1}^{T} \alpha_t h_t(x) \right]$$

(1)

**Algorithm 1**: Standard AdaBoost Algorithm

$\{(x_1, y_1), \ldots, (x_m, y_m) \mid x_i \in X, y_i \in \{-1, +1\}\}$

*Initialized: $D_1(i) = 1/m$ for $i = 1, \ldots, m$.*

For $t = 1, \ldots, T$:

1. Train weak learner using distribution $D_t$.
2. Get weak hypothesis $h_t : x \rightarrow \{-1, 1\}$
3. Aim: select $h_t$ with low weighted error

$$D_{t+1}(i) = \frac{D_t(x_i) \exp(-\alpha_t y_i h_t(x_i))}{Z_t}$$

where $Z_t$ is a normalization factor (chosen so that $D_{t+1}$ will be a distribution).

*Output the final hypothesis:*

$$h(x) = \text{sign} \left[ \sum_{t=1}^{T} \alpha_t h_t(x) \right]$$

The cascaded classifier comprises stages and each stage possesses a strong classifier. Moreover, each stage plays a critical role in ascertaining if a given sub-window is completely an ROI or non-ROI. In the event that a non-ROI is not detected at a particular stage, the window is discarded immediately. Meanwhile, in the event that a sub-window is detected as ROI, it is forwarded to the subsequent stage of the cascaded classifier. This process is in accordance with the proposition that the more stages passed by a specific sub-window, the possibility of having an ROI sub-window is high. One of the most common problems observed in the classifiers that have just one stage is the acceptance of additional false negative, while aiming to minimize the rate of false positives. However, in the early stages of the staged classifiers, false positives are not the current concern because the problem is expected to be solved in the next stages. Thus, the conditions in which several false positives can be accepted in the early stages of such classifiers have been prescribed by the Viola–Jones model. Thus, the cases of false negative are expected to be reduced in the final stages of the staged classifier.

### 3.3 Active Contour

The experiments performed in this study involved the use of ovarian and breast cancer ultrasound images. Given that the extraction of the entire ROIs was not possible in some of the images, active contour was used as a post-segmentation step to enable the complete extraction of ROI with the correct boundary. In the proposed model, the use of active contours was employed. The first type involved the use of a single seed point possessing numerous iterations. For this reason, the detection of an object’s border in this active contour requires additional time. The second type of active contour used in the current study was used based on the largest mask through the detection of two points in the breast and ovarian cases. With this principle, the number of iterations required is decreased, while enabling the growth of the active contour from the external part of the sac based on the mask.
3.4 Feature Extraction

Local binary patterns (LBPs) are among the features used for texture classification [1]. LBP operator refers to a technique that performs image transformation into integer labels or an array of images, which provides description of an image’s microscopic appearances [3]. Statistics or labels of the image, typically the histogram, is subsequently utilized to conduct a fine analysis of images. The majority of the operators have been constructed to deal with monochromatic images. However, studies have begun extending operators to deal with polychromatic images, volumetric data, and videos.

The essential LBP presented by [8] is based on the presumption that texture has two locally complementary viewpoints, namely, design and its quality. This study proposed LBP as a two-level adaptation of the texture unit to depict the nearby textural designs. The initial adaptation of LBP was applied in a $3 \times 3$-pixel piece of a picture. The pixels can be expressed as follows in Eq. (2):

$$LBP (x_c, y_c) = \sum_{n=0}^{5} S(i_n, i_c) \times 2^n$$  \hspace{1cm} (2)
where $ic$ is compared with the dark esteem of the central pixel ($xc$), and $-ic$ is the dark values of the 8 encompassing pixels. In the event that $in-ic > 0$, $(in-ic) = 1$, $S(in-ic) = 0$. Fig. 6 shows an example of how to calculate the essential LBP value.

**Figure 6: Example of a basic LBP**

A basic LBP is inefficient in computing the pattern code of an individual pixel situated in some neighborhood. An enhanced LBP is considered to enhance computation efficiency. Fig. 7a shows that if we assume that a pixel (consequently denoted as pixel1) has a gray value of 6, then its LBP is Pattern 1 = 11110001. Another pixel that has a gray value of 7 holds LBP with Pattern 2 = 00100101. The final trailing code “1” in Pattern 1 is obtained by comparing pixels 2 and 1, while the initial code “0” in Pattern 2 is obtained by executing the comparison of pixel 1 with pixel 2 (marked red in Fig. 7). A comparison between pixels 1 and 2 is performed twice, followed by further reiteration to compare the two pixels. Through deeper analysis, an individual code of LBP can be obtained through reiteration. In terms of an entire image, half of LBP would offer a complete description of the local texture (indicated by the red lines in Fig. 7c). Accordingly, a quasi-LBP is proposed as follows.

**Figure 7: Comparison of two neighbor pixels’ LBP (A) original sub-image (B) binary code for two pixels (C) LBP image**

In computing an individual pixel's LBP, as many as eight comparisons are executed in a standard LBP technique. In a quasi-LBP proposed, the comparison is reduced by 50%, with the range of code reduced from 0–255 to 0–15. This result would significantly improve the performance of LBP in computing histogram. Even though the technique’s enhancement is not rotation invariant, it may continue to be employed in background modeling with monocular camera, which is attributed to the existence of the minute rotation in raw video obtained from one camera. Thresholding is enforced by a center pixel value on pixels in the block, magnified by the power of two, and with the aim to obtain the center pixel's label. Eight pixels that exist in a neighborhood would yield $2^8 = 256$ distinct labels, which is contingent on the neighborhood and center pixels’ relative gray values. Texture analysis has widely adopted LBP descriptors attributed to the efficiency of computation and flexibility to illumination fluctuations. Nevertheless, LBP
descriptors may be incapable of capturing discriminative information completely because only the sign information of vectors' difference in a local region is utilized.

3.5 Classification

This study uses support vector machine (SVM) classifier because it is one of the methods utilized in breast cancer diagnosis. This classifier performs a classification of malignant or benign tumors in a shrunken set of features [3]. In the current study, the SVM classifier performed classification on breast lesions. Poonguzhali and Ravindran (2006) proposed SVM as a statistical learning concept. SVM inserts a hyperplane among classes and maintains the furthest distance from the nearest data points. Data points appearing closest to the hyperplane are known as support vectors. Widely used kernels include neural nets (sigmoid), Gaussian radial basis function (RBF), polynomial kernel of degree “d,” and linear kernel [3].

The main advantage of SVM classifiers is to discover the improved decision border, which exemplifies the greatest decisiveness (maximum margin) amidst the classes. The SVM standard begins from resolving the problems of linear separable and expands to treat the non-linear cases. Fig. 8 shows a paradigm of the SVM framework of breast cancer.

![Figure 8: Example of SVM in recognized between malignant and benign cancer [8]](image)

The SVM method used to classify a new sample created by computing the ratio (Sc) of the testing sample x depends on the following Eq. (3):

\[
Sc(x) = \sum_{i=1}^{n} \alpha_i K(s_i, X) + b
\]  

4 Experiment Results

4.1 Data Set

One of the critical activities of research is the data collection process. At this stage, the research must ensure the accuracy of the collected data to guarantee the reliability and integrity of the study. Ultrasound images comprise the data used in this study. The choice of an appropriate data set is crucial to the testing of any kind of automatic system of image classification, computer-based methods of diagnosis, and models of medical image segmentation. In general, sample pictures of breast cancer classes have been provided to enable readers to judge whether
the automated pattern recognition was achieved or not. The source of the data sets should also be determined so that their importance and reliability to the study can be ascertained. The experiments were carried out using 250 ultrasound images, 150 of which are malignant and the remaining 100 are benign. The data set used by previous studies can be accessed from [33]. Apart from the 250 ultrasound images acquired from the aforementioned sources, 100 images of ovarian tumor were obtained from was collected from the oncology specialist hospital in Baghdad, Iraq. In this data set of 125 images, 90 are benign, while the remaining 35 are malignant. The experimental setup and implementation of the code to perform the analysis and the library used in this study as Matlab 2020 b, with windows 10, Ram 8G, CPU core i7.

4.2 Segmentation Results

The execution of the proposed segmentation was also compared with the current methods utilized to segment diverse types of US cases see Tab. 1. We used previous studies as bases to determine that these techniques are well-known and efficient for distinctive types of US cases. Evidently, the proposed mode achieved good results compared with Otsu’s method and that with active contour. To see the affective of the proposed model we have shown the result of the prepressing as well as segmentation in Fig. 9. Fig. 9 shows that pre-processing enabled us to highlight ROI and reduce the artifacts. The proposed segmentation captured ROI from the remainder of the images.

Table 1: Comparison of the segmentation result of the proposed system with other current techniques

| Data set type            | Using Otsu’s threshold | Using Otsu’s threshold and active contour | Proposed method |
|-------------------------|------------------------|------------------------------------------|-----------------|
| **Breast cancer data set** | Number of images       | 250                                      | 250             | 250             |
|                         | Captured ROI           | 157/250                                  | 177/250         | 204/250         |
|                         | Accuracy                | 62.8%                                    | 69.14%          | 81.6%           |
|                         | Successful segmentation | 154/250                                  | 173/250         | 197/250         |
|                         | **Accuracy**            | **74.4%**                                 | **83.15%**      | **78.8%**       |
| **Ovarian tumor data set** | Number of images       | 125                                      | 125             | 125             |
|                         | Captured ROI           | 79/125                                   | 84/125          | 103/125         |
|                         | Accuracy                | 63.2%                                    | 67.2            | 82.4            |
|                         | Successful segmentation | 73/125                                   | 77/125          | 99/125          |
|                         | **Accuracy**            | **58.4%**                                 | **61.6%**       | **79.2%**       |
Figure 9: Shows the preprocessing and segmentation of six cases taken from the breast and ovarian ultrasound images; (A and B) shows the breast cancer cases; (D and E) shows the ovarian tumor cases.

Fig. 10 shows two samples of images that taken from the data set. Those images has more challenges and as we can see that border of those images is not clear and that has made the images more difficulties. Therefore, we have applied the proposed method to highlight the border of the ROI and make the ROI more clear. Then we applied the segmentation method to extract the ROI as a binary object. We can see that the proposed method has extract the ROI without under and over-segmentation problem.

4.3 Classification Strategy

This stage uses the images segmented correctly. The total number of ultrasound images contained in the data set is 250, 100 of which are benign cases, while the remaining 250 are ultrasound images. The images segmented correctly are 197, including 123 sample malignant and 74 benign images. For the ovarian images, we obtained 99 images out of the 125 segmented
correctly, 67 of which are benign and 30 are malignant. A random portioning of the data set into 5 rounds is carried out, with the same number allocated to benign and malignant cases. There are 50 images contained in each rounds and are equally divided into two parts (i.e., 25 benign and 25 malignant). In each round (M), the testing portion is examined, whereas the remaining portion of the data (subset-M) are used as the training set. Thus, each round is divided into K folds \( (F_1, F_2, F_3, \ldots, F_k) \), with each fold having the same size as the others. Training and testing are performed K times. \( F_1 \) is used in the first iteration as a test set, whereas the remaining folds are used as the training set. In the second iteration, \( F_2 \) is used as a test set, and \( F_1, F_3, \ldots, F_k \) as training sets, and so on.

**Figure 10:** Two samples from the breast and ovarian cases. (A) Breast case and (B) Ovarian case

The processes of testing and training are carried out repeatedly for K times with different testing sets, and the performance of the classifier is regarded as the average performance of the K tests. Eventually, all data were used for the purposes of training and testing. However, the computational cost of testing the model is high because testing is performed K times. The same experiment strategy was used for the ovarian ultrasound images to identify the malignant risk in the early stage. The efficiency of the model is evaluated using the SVM classifier, while the accuracy is evaluated based on the LBP feature.

### 4.4 Classification Results

This section presents the results from the experiments involving the two sets of data. The proposed model was evaluated based on the results of the two experiments. Thus, in the first stage, effort was exerted to address the problem of class imbalance between the malignant and benign, which was achieved using a sample strategy described in this section. Each round involved a random selection of 25 images of benign class, which were merged thereafter with the 25 images of the malignant cases. The training sample was formed by combining the two classes. Testing was performed repeatedly for 5 rounds. Each of the rounds involved the use of 2 images as testing set, and 48 images were used as the training set. Thus, testing and training were conducted using each image. The evaluation of the system was done using an average of 20 rounds of tests.
Table 2 shows the result for each round and we can see clearly the overall accuracy for the whole rounds. In the breast cancer cases, the proposed model achieved 94.4% accuracy, 94.3% sensitivity, and 94.4% specificity. For the ovarian cases, the proposed model achieved 96.4% accuracy, 96.7% sensitivity, and 96.3% specificity, as shown in Fig. 11.

### Table 2: Accuracy, sensitivity, and specificity for each round in experiment 1

| Data set       | Benign | Malignant | TN  | TP  | FN  | FP  | Accuracy | Sensitivity | Specificity |
|----------------|--------|-----------|-----|-----|-----|-----|----------|-------------|-------------|
| Breast images  | Round 1| 25        | 25  | 24  | 2   | 1   | 94       | 92.3        | 95.8        |
| Round 2        | 25     | 25        | 24  | 24  | 1   | 1   | 96       | 96          | 96          |
| Round 3        | 25     | 25        | 25  | 25  | 0   | 0   | 100      | 100         | 100         |
| Round 4        | 25     | 25        | 22  | 21  | 4   | 1   | 86       | 87.5        | 84.6        |
| Round 5        | 25     | 25        | 24  | 24  | 1   | 1   | 96       | 96          | 96          |
| **Accuracy**   |        |           |     |     |     |     | **94.4%**| **94.3%**   | **94.4%**   |
| Ovarian images | Round 1| 25        | 25  | 25  | 0   | 0   | 100      | 100         | 100         |
| Round 2        | 25     | 25        | 25  | 25  | 0   | 0   | 100      | 100         | 100         |
| Round 3        | 25     | 25        | 23  | 24  | 2   | 1   | 94       | 92.3        | 95.8        |
| Round 4        | 25     | 25        | 24  | 21  | 1   | 4   | 90       | 95.4        | 85.7        |
| Round 5        | 25     | 25        | 24  | 25  | 1   | 0   | 98       | 96.1        | 100         |
| **Accuracy**   |        |           |     |     |     |     | **96.4%**| **96.7%**   | **96.3%**   |

Figure 11: Accuracy, sensitivity, and specificity of the proposed model in the breast and ovarian images

In the second set of experiment, we used 50% of the images as testing and 50% as training, as well as simultaneously used the training as testing and testing samples as training. For this
case, we achieved 95.43% accuracy, 92.20% sensitivity, and 97.5% specificity when we used the breast cancer images. For the ovarian tumor, we achieved 94.84% accuracy, 96.96% sensitivity, and 90.32% specificity, as shown in Tab. 3 and Fig. 12.

| Data set       | Benign | Malignant | TN | TP | FN | FP | Accuracy | Sensitivity | Specificity |
|----------------|--------|-----------|----|----|----|----|----------|-------------|-------------|
| Breast images  | 74     | 123       | 117| 71 | 6  | 3  | 95.43    | 92.20       | 97.5        |
| Ovarian images | 67     | 30        | 28 | 64 | 2  | 3  | 94.84    | 96.96       | 90.32       |

**Figure 12:** Accuracy, sensitivity, and specificity in the second set of experiment

Normally, the benchmarking is carried out either through the use of a standard dataset or the utilization of methods utilized to the same problem domain or application. Moreover, the benchmarking is achieved utilizing the best and modern approaches for our case studies cancers segmentation and classification based on Viola–Jones model existed in the literature. Our proposed method achieved better accuracy with other methods. Tab. 4 involves different benchmarking approaches for several processes.

| Data set                      | Accuracy | Sensitivity | Specificity |
|-------------------------------|----------|-------------|-------------|
| Our proposed method           | 95.43    | 92.20       | 97.5        |
| Uniform LBP (T = center) [15] | 80       | 72.32       | 86.23       |
| Uniform LBP (T = Mean) [15]   | 84.8     | 77.67       | 90.57       |
| Uniform LBP (Sign Lower) [15] | 86.8     | 82.52       | 89.79       |
| Uniform LBP (Sign Upper) [15] | 86.8     | 80.18       | 92.08       |

The main components affecting the yield of the region growing in US images are fully automated US segmentation and the choice of the same measurements in the initial segmentation. Fully automated segmentation for ovarian tumor remains a difficult task and challenging issue. Thus, numerous ultrasound images in our database has been done for this purpose, with a
particularly challenging process that may ruin the features extracted. There are two limitations related to the tumor edge (i.e., missing and poor border), which have been used in our study to develop a new Viola–Jones model to segment ultrasound images for ovarian and breast cancer cases and compute the number of malignant cases. This model deals with US cases, in which a distinction exists between the background texture and ROI.

5 Conclusion

This study developed a Viola–Jones model to enable the segmentation of breast and ovarian cancer ultrasound images. The results showed that the new approach was able to achieve significant improvements in terms of tumor segmentation for benign and malignant cases, with varying shapes and sizes of tumor. In different types of image analysis procedures, one of the most important steps involves the accuracy and automation of tumor segmentation. This is particularly true for the detection and diagnosis of ovarian and breast cancers. The hope is that the application of the proposed approach will result in more focus on the aforementioned areas. In particular, the objective is to develop and evaluate the efficiency of a new automated and computerized approach that is capable of analyzing gynaecological ultrasound images to detect and classify abnormal cases or objects that have an impact on the health of women. The computational examinations conducted in this study are motivated by the technological advancements in imaging technologies, advent of state-of-the-art models of data mining and machine learning, and image processing and analysis theories. The segmentation result of the proposed system with other existing techniques in breast cancer data set was 78.8%, while that in the ovarian tumor data set was 79.2%. In the classification results, we achieved 95.43% accuracy, 92.20% sensitivity, and 97.5 specificity we used the breast cancer images. For the ovarian tumor, we achieved 94.84% accuracy, 96.96% sensitivity, and 90.32% specificity. For future studies, the data set used should be increased with additional difficult cases, particularly in ovarian tumor cases using deep learning approaches.
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