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During the past decades, the increase of antibiotic resistance has become a major concern worldwide. The researchers found that superbugs with new type of resistance genes (NDM-1) have two aspects of transmission characteristics; the first is that the antibiotic resistance genes can horizontally transfer among bacteria, and the other is that the superbugs can spread between humans through direct contact. Based on these two transmission mechanisms, we study the dynamics of population in hospital environment where superbugs exist. In this paper, we build three mathematic models to illustrate the dynamics of patients with bacterial resistance in hospital environment. The models are analyzed using stability theory of differential equations. Positive equilibrium points of the system are investigated and their stability analysis is carried out. Moreover, the numerical simulation of the proposed model is also performed which supports the theoretical findings.

1. Introduction

During the past decades, the increase of antibiotic resistance has become a major concern worldwide. Antibiotic resistance is a type of drug resistance where a microorganism is able to survive exposure to an antibiotic. Serious infections caused by bacteria that have become resistant to commonly used antibiotics have become a principle global healthcare problem in the 21st century. Superbugs with the drug-resistant genes are special kinds of bacteria which can be spread by human contact. Drug-resistant genes can be transferred between bacteria in horizontal fashion by conjugation, transduction, or transformation [1, 2]. Therefore a gene for antibiotic resistance which had evolved via natural selection may be shared. In 2010 the August issue of the journal The Lancet: Infectious Diseases, a multinational team reported the emergence and spread of 180 cases of patients infected by bacteria carrying the NDM-1, thus suggesting a widespread dissemination [3]. The horrible problem of NDM-1 is not its ability to attack a person, but the fact that the resistant gene can horizontally transfer to any other bacteria, which can change common bacteria to superbugs.

The World Health Organization announced that the infections caused by superbugs did not respond to conventional treatments, which often induced a long-term illness and greater risk of death. Patients have to spend more time and money because of the bacterial resistance. It will bring huge economic burden and higher risk of death; meanwhile infectious patients will continuously spread superbugs to other people by contact [4]. Therefore, the superbugs bring not only a medical challenge, but also a serious social problem.

The NDM-1 encoding gene is located on different large plasmids that are easily transferable to susceptible bacteria at a high frequency. These plasmids also harbor genes conferring resistance to almost all antibiotics, thus making their rapid dissemination in clinically relevant bacteria a serious threat for therapy [5]. Scientists are afraid that, once resistance genes are combined with certain dangerous bacteria in a multispecies environment, the consequences
will be very serious. Due to the superbugs with new drug-resistant genes having just been found, there are mainly experimental studies and testing, and the relevant documents with mathematical models have not been given.

There are some corresponding researches for the dynamic of other resistant bacteria, such as MRSA [6–11] and VRE [10, 12–14]. The literatures about drug resistance under different circumstances, for instance, school, home [15, 16], hospital [8, 9, 11, 13, 17–21], and the community environment, have also attempted to elucidate the mechanisms. Mathematical modeling and simulations are essential approaches to understand biological phenomena. A deterministic mathematical model was developed in papers by D’Agata et al. [8, 17] to characterize the factors contributing to the replacement of hospital-acquired MRSA with CA-MRSA and to quantify the effectiveness of interventions aimed at limiting the spread of CA-MRSA in health care settings. A tremendous variety of models have been formulated recently, mathematically analyzed, and applied to bacterial resistance. Stochastic simulation [9, 13] and agent-based simulation [14, 18–20], combined with hospital environment, are also established. For social environment, researchers are using differential equation models [22–24], stochastic simulation model [25], and neural network simulation model [26] to discuss the dissemination of resistant bacteria.

Opatowski et al. gave a literature review about contribution of mathematical modeling to fight against antibiotic resistance [27]. Temime et al. illustrated the influence of mathematical models in the corresponding research work with example of resistant bacteria and indicated that the importance of mathematical modeling was gradually upgrading [28]. zur Wiesch et al. conducted a review on the generation, evolution, control of resistant bacteria, and so on [29].

The paper is organized as follows. A basic mathematical model is introduced in Section 2; the model depicts the population dynamics of patients with one disease in hospital environment; we analysis the stability properties of the model, and the stability of the disease-free equilibrium and the endemic equilibrium are also discussed. A complex model is given in Section 3, which describes the dynamics of population when two diseases exist in the system. When there are $m$ diseases in the hospital environment, the population dynamics is studied in Section 4. Numerical result and parameter analysis are derived in Section 5. The model is analyzed using stability theory of differential equations. Positive equilibrium points of the system are investigated and their stability analysis is carried out. Moreover, the numerical simulation of the proposed model is also performed by using fourth-order Runge-Kutta method which supports the theoretical findings.

2. The Basic Model

Patients suffering from a certain disease who enter the hospital are divided into two categories: infected patients and susceptible patients. Here, $I$ stands for infected patients, who suffer from the certain disease and are also with bacterial resistance; $S$ stands for susceptible patients, who suffer from the certain disease but are without bacterial resistance. The rate of hospital admissions per day is $\alpha$, $p (0 < p < 1)$ represents the transfer rate from susceptible patients to infected patients, the cure rate of susceptible patients is $\beta$, and $1/\beta$ is the average length of stay. $k (0 < k < 1)$ is the resistant strength coefficient; the cure rate of infected patients is reduced to $k\beta$ because of bacterial resistance. Here, the smaller the value of $k$ is, the lower the cure rate of infected patients is, which also means longer average length of stay in hospital. The death rate of patients is $\mu$; we assume that bacterial resistance has no effect on mortality but the cure rate and these bacteria are transmitted between patients in hospital via direct contact between patients, through contamination of the institutional environment, or with the inadvertent help of human vectors.

The model shown in Figure 1 considers the dynamics of patients with bacterial resistance in hospital environment where a single disease exists. The basic system is described by the following set of ordinary differential equations:

\[
\begin{align*}
\dot{S} &= \alpha - pSI - \mu S - \beta S, \\
\dot{I} &= pSI - \mu I - k\beta I.
\end{align*}
\]

2.1. Steady State Analysis. One of the most important concerns about any infectious disease is its ability to invade a population. An equilibrium point is a point at which variables of a system remain unchanged over time. System (1) possesses the following equilibria.

The model has two types of equilibrium points:

(1) The disease-free equilibrium (DFE) is given by $E_0(S^0, 0) = (\alpha/(\mu + \beta), 0)$.

(2) The endemic equilibrium is given by $E^*(S^*, I^*) = ((\alpha p - (\mu + \beta)(\mu + k\beta))((\mu + k\beta)p, (\mu + k\beta))/p$.

It is obvious that the endemic equilibrium exists if and only if $\alpha p > (\mu + \beta)(\mu + k\beta)$.

2.2. Stability of DFE

2.2.1. Local Stability of DFE. To discuss the local stability of equilibrium points we compute the variational matrix of
system (1). The signs of the real parts of the eigenvalues of the variational matrix evaluated at a given equilibrium determine its stability. The entries of general variational matrix are given by differentiating the right-hand side of system (1). The matrix is given by

\[
J^* = \begin{pmatrix}
-pI - \mu - \beta & -pS \\
\rho I & pS - \mu - k\beta
\end{pmatrix}.
\]

(2)

Define

\[
R = \frac{\alpha p}{(\mu + \beta)(\mu + k\beta)}.
\]

(3)

We get Theorem 1 about the stability of disease-free equilibrium as follows.

**Theorem 1.** When \( R < 1 \), \( E_0 \) will be locally asymptotically stable and the endemic equilibrium does not exist.

Otherwise, \( E_0 \) is not stable and the endemic equilibrium exists.

**Proof.** It is easy to calculate the characteristic equation of \( E_0 \) which is

\[
(\lambda + \mu + \beta)(\lambda - pS^0 + \mu + k\beta) = 0.
\]

(4)

So \( \lambda_1 = -\mu - \beta < 0 \), and \( \lambda_2 = pS^0 - \mu - k\beta = p\alpha/(\mu + \beta) - \mu - k\beta \).

Considering \( S^0 = \alpha/(\mu + \beta) \) and the defining \( R \) as that in (3), then when \( R < 1 \), the eigenvalues has negative real part, which follows that the disease-free equilibrium \( E_0 \) is locally asymptotically stable under this condition. Otherwise, the DFE is unstable and the endemic equilibrium exists.

**Biological Meanings.** Here, \( R \) is the basic reproduction number, which is “the expected number of secondary cases produced, in a completely susceptible population, by a typical infective individual” [30]. The condition \( R < 1 \) has obviously biological meanings. The drug resistance has the possibility to be extinct in these populations only if the infection rate of drug resistance is small enough. At this moment, the resistant strength coefficient plays a minor role on the dissemination of drug resistance.

2.2.2. Global Stability of Disease-Free Steady State

**Theorem 2.** Define \( R \) as that in (3); then when \( R \leq 1 \), the disease-free equilibrium \( E_0 \) will be globally asymptotically stable.

**Proof.** To prove the global stability of the disease-free equilibrium, we use the method of Castillo-Chávez et al. [31].

Set \( X_G = S \), \( Z_G = I \), and rewrite system (1) in the following form:

\[
\begin{align*}
\dot{X}_G &= F(X_G, Z_G), \\
\dot{Z}_G &= G(X_G, Z_G),
\end{align*}
\]

(5)

in which \( G(X_G, 0) = 0 \).

Represent \( E_0 \) by \( U_G = (X^*_G, 0) \). According to the theorem in Castillo-Chávez et al. [31], in order to get the global stability of \( E_0 \), system (1) should satisfy three conditions as follows:

1. \( E_0 \) is locally asymptotically stable.
2. For \( \dot{X}_G = F(X_G, 0) \), \( X^*_G \) is globally asymptotically stable.
3. \( G(X_G, Z_G) = A_G Z_G - \tilde{G}(X_G, Z_G), \tilde{G}(X_G, Z_G) \geq 0 \), where \( A_G = D_Z \tilde{G}(X^*_G, 0) \) is an \( M \)-matrix.

For system (1), the first condition has been proven in Theorem 1. Since \( F(X_G, 0) \) is a limiting function of \( X_G = F(X_G, Z_G) \), that is, \( \lim_{t \to \infty} X_G = X^*_G \), so the second condition is easy to get.

Now we compute \( A_G \) and \( \tilde{G}(X_G, Z_G) \) as follows:

\[
A_G = pS^0 - \mu - k\beta,
\]

\[
\tilde{G}(X_G, Z_G) = pt(S^0 - S) = pt\left(\frac{\alpha}{\mu + \beta} - S\right).
\]

(6)

For system (1) we get that \( S = \alpha/(\mu + \beta + pI) \), so \( S < S^0 \). So \( \tilde{G}(X_G, Z_G) \geq 0 \) is always established. Then we conclude that the disease-free equilibrium \( E_0 \) is globally stable if \( R < 1 \). The proof is completed.

2.3. Global Stability of the Endemic Steady State

Now let us discuss the stability of \( E^* \). About the local stability for the disease steady state, we have the following Theorem 3.

**Theorem 3.** Define \( R \) as that in (3). Then when \( R > 1 \), the endemic equilibrium \( E^* \) is globally asymptotically stable.

**Proof.** The two equations of system (1) constitute a planar system as follows:

\[
\begin{align*}
\dot{S} &= \alpha - pSI - \mu S - \beta S = P(S, I), \\
\dot{I} &= pSI - \mu I - k\beta I = Q(S, I)
\end{align*}
\]

(7)

in which \( (S, I) \in D = \{S, I \mid S \geq 0, I \geq 0\} \). The stability of \( E^* \) is determined by the value of \( p_1, q \) in characteristic equation

\[
q = \begin{pmatrix}
\frac{\partial P}{\partial S} & \frac{\partial P}{\partial I} \\
\frac{\partial Q}{\partial S} & \frac{\partial Q}{\partial I}
\end{pmatrix} = \begin{pmatrix}
-pI - \mu - \beta & -pS \\
\rho I & pS - \mu - k\beta
\end{pmatrix},
\]

(8)

\[
p_1 = -\left(\frac{\partial P}{\partial S} + \frac{\partial Q}{\partial I}\right) = pI + \mu + \beta - pS + \mu + k\beta = p(1 - S) + 2\mu + (1 + k)\beta.
\]

When \( R > 1 \), \( q(E_0) = (\mu + \beta)(\mu + k\beta) - ap < 0 \), the disease-free equilibrium \( E_0 \) is unstable. It is easy to verify \( q(E^*) = \alpha p - (\mu + \beta)(\mu + k\beta) > 0 \) and \( p_1(E^*) = \alpha p/(\mu + k\beta) > 0 \), so the endemic equilibrium \( E^* \) is locally asymptotically stable.

Because \( D \) is a positive invariant set in system (1), to prove \( E^* \) is global steady in set \( D \) is equivalent to proving that no
periodic orbit of system (1) exists in $D$. We choose the Dulac function $B(S, I) = 1/I$, to evaluate the following expression $\partial(BP)/\partial S + \partial(BQ)/\partial I = -p - \mu/I - \beta/I < 0$. So no periodic orbit of system (1) exists and $E^*$ is globally asymptotically stable in set $D$.

**Biological Meanings.** When $R > 1$, it means once the patients with drug resistance enter the hospital, the drug resistance will be epidemic. Ultimately the number of patients without drug resistance and patients with drug resistance will be stable in $(\mu + k\beta)/p$ and

$$\frac{ap - (\mu + \beta)(\mu + k\beta)}{(\mu + k\beta)p}. \quad (9)$$

3. **Bacterial Resistance Spread between Patients with Two Diseases**

In this model, we assumed that the patients in the hospital are divided into four compartments:

- $S_1$ is the population size of patients infected in disease 1 without bacterial resistance at time $t$.
- $S_2$ is the population size of patients infected in disease 2 without bacterial resistance at time $t$.
- $I_1$ is the population size of patients infected in disease 1 with bacterial resistance at time $t$.
- $I_2$ is the population size of patients infected in disease 2 with bacterial resistance at time $t$.

There are two diseases that exist in the hospital environment; disease 1 and disease 2 are not infectious, so we assume that the hospital did not take the isolation precautions. Each kind of patients is divided into infected patients with bacterial resistance $I_1, I_2$ and susceptible patients without bacterial resistance $S_1, S_2$. Patients infected with disease $i (i = 1, 2)$ enter the hospital with the rate $\alpha_i$. The cure rate of susceptible patients is $\beta_i$, and $1/\beta_i$ is the average length of stay. $p_i (0 < p_i < 1)$ represents the transfer rate from susceptible patients to infected patients, $k_i$ is the resistant strength coefficient, and the cure rate of patients $I_i$ is reduced to $k_i\beta_i$ because of bacterial resistance. The death rate of patients with disease $i (i = 1, 2)$ is $\mu_i$; we also assume that bacterial resistance has no effect on mortality but affects the cure rate. Individuals enter the hospital in one of these states and exit via death or hospital discharge. Figure 2 shows an expanded form of system (1), in which two diseases exist, called disease 1 and disease 2.

Based on the horizontal of the bacterial resistance between patients, the model is built as follows:

$$\begin{align*}
\dot{S}_1 &= \alpha_1 - P_1 S_1 I_1 - P_2 S_1 I_2 - \mu_1 S_1 - \beta_1 S_1, \\
\dot{S}_2 &= \alpha_2 - P_1 S_2 I_1 - P_2 S_2 I_2 - \mu_2 S_2 - \beta_2 S_2, \\
\dot{I}_1 &= P_1 S_1 I_1 + P_2 S_1 I_2 - \mu_1 I_1 - k_1 \beta_1 I_1, \\
\dot{I}_2 &= P_1 S_2 I_1 + P_2 S_2 I_2 - \mu_2 I_2 - k_2 \beta_2 I_2.
\end{align*} \quad (10)$$

**Figure 2:** The extended model, in which two diseases exist in hospital setting.

3.1. **Steady State Analysis.** System (10) has two possible steady states.

(1) The disease-free equilibrium is given by $E_0(S_1^0, S_2^0, 0, 0) = (\alpha_1/(\mu_1 + \beta_1), \alpha_2/(\mu_2 + \beta_2), 0, 0)$.

(2) The endemic equilibrium is given by $E^*(S_1^*, S_2^*, I_1^*, I_2^*)$.

In this section, we analyze the steady states of the model. Define

$$\begin{align*}
R_0^1 &= \frac{p_1 \alpha_1}{(\mu_1 + \beta_1)(\mu_1 + k_1 \beta_1)}, \\
R_0^2 &= \frac{p_2 \alpha_2}{(\mu_2 + \beta_2)(\mu_2 + k_2 \beta_2)}.
\end{align*} \quad (11)$$

3.2. **Stability of DFE**

3.2.1. **Local Stability of DFE**

**Theorem 4.** If $S_1^0, S_2^0, I_1^0, I_2^0 \geq 0$, then the solutions are nonnegative and remain bounded in the positive cone of $R^4$. If $R_0^1 + R_0^2 < 1$, then the disease-free steady state $E_0$ is locally asymptotically stable. If $R_0^1 + R_0^2 > 1$, then $E_0$ is unstable.

**Proof.** It is easy to see that the solutions remain in the positive cone if the initial conditions are in the positive cone. Let $T = I_1 + I_2 + S_1 + S_2$. Then

$$\begin{align*}
\dot{T} &= \alpha_1 + \alpha_2 - \mu_1 I_1 - k_1 \beta_1 I_1 - \mu_2 I_2 - k_2 \beta_2 I_2 - \mu_1 S_1 \\
&\quad - \beta S_1 - \mu S_2 - \beta S_2 \\
&\quad - \alpha_1 + \alpha_2 - (\mu_1 + k_1 \beta_1) I_1 - (\mu_2 + k_2 \beta_2) I_2 \\
&\quad - (\mu_1 + \beta_1) S_1 - (\mu_2 + \beta_2) S_2 \\
&= \alpha_1 + \alpha_2 - (\mu_1 + k_1 \beta_1) I_1 - (\mu_2 + k_2 \beta_2) I_2 \\
&\quad - (\mu_1 + \beta_1) S_1 - (\mu_2 + \beta_2) S_2
\end{align*}$$
Thus, the solutions remain bounded in the positive cone of $R^4$ and the system induces a global semiflow in the positive cone of $R^4$.

To determine the stability of the disease-free steady state $E_0$, we use the results in van den Driessche and Watmough [32]. Reorder the components of $E_0$ as $R_1^0 = 0, S_1^0 = \alpha_1/(\mu_1 + \beta_1)$, and $S_2^0 = \alpha_2/(\mu_2 + \beta_2)$. Set

$$\mathcal{G} = \begin{pmatrix} F_1 \\ F_2 \\ F_3 \\ F_4 \end{pmatrix} = \begin{pmatrix} P_1 S_1 I_1 + P_2 S_1 I_1 \\ P_3 S_1 I_1 + P_4 S_1 I_2 \\ 0 \\ 0 \end{pmatrix},$$

$$\mathcal{V} = V^- - V^+ = \begin{pmatrix} \mu_1 I_1 + k_1 \beta_1 I_1 \\ \mu_2 I_2 + k_2 \beta_2 I_2 \\ P_1 S_1 I_1 + P_3 S_1 I_2 + \mu_1 S_1 + \beta_1 S_1 - \alpha_1 \\ P_1 S_1 I_1 + P_3 S_1 I_2 + \mu_2 S_2 + \beta_2 S_2 - \alpha_2 \end{pmatrix}.$$

Then

$$F = \begin{pmatrix} \partial F_1/\partial I_1 \\ \partial F_1/\partial I_2 \\ \partial F_2/\partial I_1 \\ \partial F_2/\partial I_2 \end{pmatrix} = \begin{pmatrix} p_1 \alpha_1/ \mu_1 + \beta_1 \\ p_3 \alpha_1/ \mu_1 + \beta_1 \\ p_2 \alpha_2/ \mu_2 + \beta_2 \\ p_4 \alpha_2/ \mu_2 + \beta_2 \end{pmatrix}.$$

Similarly,

$$V = \begin{pmatrix} \mu_1 + k_1 \beta_1 \\ 0 \\ 0 \\ \mu_2 + k_2 \beta_2 \end{pmatrix}.$$

Therefore,

$$F V^{-1} = \begin{pmatrix} R_0^1 \\ R_0^2 \\ p_1 \alpha_1/ (\mu_1 + k_1 \beta_1) (\mu_2 + k_2 \beta_2) \\ p_2 \alpha_2/ (\mu_1 + k_1 \beta_1) (\mu_2 + k_2 \beta_2) \end{pmatrix}.$$

which implies that the spectral radius of the matrix $F V^{-1}$ is

$$\rho \left( F V^{-1} \right) = \max \left[ 0, R_0^1, R_0^2 \right].$$

If $R_0^1 + R_0^2 < 1$, then $\rho \left( F V^{-1} \right) < 1$. By Theorem 2 in van den Driessche and Watmough [32], we know that the disease-free steady state $E_0$ is locally asymptotically stable. $E_0$ is unstable if $R_0^1 + R_0^2 > 1$.

**Remark 5.** The case when $R_0^1 + R_0^2 < 1$ corresponds to the situation that there are no drug resistance strains prevailing in the hospital. Define $R = R_0^1 + R_0^2$, where $R$ is the reproduction number of system (10).

### 3.2.2. Global Stability of Disease-Free Steady State

Let

$$R = R_0^1 + R_0^2.$$

**Theorem 6.** Define $R$ as that in (18); then when $R \leq 1$, the disease-free equilibrium $E_0$ will be globally asymptotically stable.

**Proof.** To prove the global stability of the disease-free equilibrium, we use the method of Castillo-Chávez et al.

Set $X_G = (S_1, S_2), Z_G = (R_1, R_2)$, and rewrite system (10) in the following form:

$$X_G = F(X_G, Z_G),$$

$$Z_G = G(X_G, Z_G),$$

in which $G(X_G, 0) = 0$. Represent $E_0$ by $U_{0G} = (X_G^0, 0)$. According to the theorem in Castillo-Chávez et al. [31], in order to get the global stability of $E_0$, system (10) should satisfy three conditions as follows:

1. $E_0$ is locally asymptotically stable.
2. For $X_G = F(X_G, 0), X_G^*$ is globally asymptotically stable.
3. $G(X_G, Z_G) = A_G Z_G - \tilde{G}(X_G, Z_G), \tilde{G}(X_G, Z_G) \geq 0$, where $A_G = D_{Z_G} \tilde{G}(X_G^0)$ is an M-matrix.

For system (10), the first condition has been proven in Theorem 1. Since $F(X_G, 0)$ is a limiting function of $X_G = F(X_G, Z_G)$, that is, $\lim_{(X_G, Z_G) \to \infty} X_G = X_G^*$, so the second condition is easy to get.

Now we compute $A_G$ and $\tilde{G}(X_G, Z_G)$ as follows:

$$A_G = \begin{pmatrix} p_1 S_1^0 - \mu_1 - k_1 \beta_1 \\ p_3 S_1^0 \\ p_2 S_2^0 - \mu_2 - k_2 \beta_2 \end{pmatrix},$$

$$\tilde{G}(X_G, Z_G) = \begin{pmatrix} (p_1 R_1 + p_2 R_2)(S_1^0 - S_1) \\ (p_1 R_1 + p_2 R_2)(S_2^0 - S_2) \end{pmatrix}.$$

From system (10) we get that $S_1 = \alpha_1/((p_1 I_1 + p_2 I_2 + \mu_1 + \beta_1)$, so $S_1 < S_1^0$. In the same way we get that $S_2 < S_2^0$. So $\tilde{G}(X_G, Z_G) \geq 0$ is always established. Then we conclude that the disease-free equilibrium $E_0$ is globally stable if $R \leq 1$. The proof is completed.

### 3.3. Stability of the Endemic Equilibrium

**Proposition 7.** Define $R$ as that in (18); then the endemic equilibrium $E^*(S_1^*, S_2^*, I_1^*, I_2^*)$ is locally asymptotically stable.

We only numerically investigated the system's behavior around the interior feasible equilibrium point $E^*$ and provide the necessary numerical proof in the next section.
**Theorem 8.** No periodic orbit of system (10) exists in

\[
\Omega = \{(S_1, S_2, I_1, I_2) \mid S_1 \geq 0, S_2 \geq 0, I_1 \geq 0, I_2 \geq 0\}. \quad (21)
\]

**Proof.** If a periodic orbit of model (10) in \( \Omega \) exists, its projection onto some two-dimensional subspace of \( \mathbb{R}^4 \) should also be periodic. Therefore, we have to investigate if any periodic solution exists or not in an all two-dimensional subspace. There are six different two-dimensional subsystems of (10).

For the subsystem,

\[
\begin{align*}
S_1' &= \alpha_1 - P_1 S_1 I_1 - P_2 S_2 I_2 - \mu_1 S_1 - \beta_1 S_1, \\
S_2' &= \alpha_2 - P_1 S_1 I_1 - P_2 S_2 I_2 - \mu_2 S_2 - \beta_2 S_2.
\end{align*}
\]

We choose the Dulac function \( B_1 = 1/S_1 S_2 \), to evaluate the following expression:

\[
\frac{\partial (B_1 S_1)}{\partial S_1} + \frac{\partial (B_1 S_2)}{\partial S_2} = -\frac{1}{S_1 S_2} \left( \frac{\alpha_1}{S_1} + \frac{\alpha_2}{S_2} \right) < 0.
\]

For the other five subsystems, we choose the Dulac functions

\[
\begin{align*}
B_2 &= \frac{1}{S_1 I_1}, \\
B_3 &= \frac{1}{S_1 I_2}, \\
B_4 &= \frac{1}{S_2 I_1}, \\
B_5 &= \frac{1}{S_2 I_2}, \\
B_6 &= \frac{1}{I_1 I_2}.
\end{align*}
\]

Similarly

\[
\frac{\partial (B_1 S_1)}{\partial S_1} + \frac{\partial (B_1 S_2)}{\partial S_2} = -\frac{1}{S_1 S_2} \left( \frac{\alpha_1}{S_1} + \frac{\alpha_2}{S_2} \right) < 0,
\]

\[
\frac{\partial (B_2 S_1)}{\partial S_1} + \frac{\partial (B_2 I_1)}{\partial I_1} = -\frac{\alpha_1}{S_1 I_1} - \frac{P_2 I_2}{I_1^2} < 0,
\]

\[
\frac{\partial (B_3 S_1)}{\partial S_1} + \frac{\partial (B_3 I_2)}{\partial I_2} = -\frac{\alpha_1}{S_1 I_1} - \frac{P_2 S_2 I_2}{S_1 I_2} < 0,
\]

\[
\frac{\partial (B_4 S_2)}{\partial S_2} + \frac{\partial (B_4 I_1)}{\partial I_1} = -\frac{\alpha_2}{S_2 I_2} - \frac{P_1 S_1 I_1}{S_2 I_2} < 0,
\]

\[
\frac{\partial (B_5 S_2)}{\partial S_2} + \frac{\partial (B_5 I_2)}{\partial I_2} = -\frac{\alpha_2}{S_2 I_2} - \frac{P_1 S_1 I_1}{S_2 I_2} < 0,
\]

\[
\frac{\partial (B_6 I_1)}{\partial I_1} + \frac{\partial (B_6 I_2)}{\partial I_2} = -\frac{P_1 S_1}{I_1^2} - \frac{P_2 S_2}{I_2^2} < 0.
\]

Now, using the Bendixson-Dulac negative criterion, no periodic solution in these two dimensions can exist. Therefore, the solution of (10) in \( \mathbb{R}^4 \) also cannot oscillate persistently. \( \square \)

### 4. Bacterial Resistance Spreads between Patients with \( m \) Diseases

There are \( m \) diseases that exist in the hospital environment; because these diseases are not infectious, we assume that the hospital did not take the isolation precautions. Each kind of patients is divided into infected patients with bacterial resistance \( I_i \) and susceptible patients without bacterial resistance \( S_i (i = 1, \ldots, m) \). Patients infected with disease \( i \) \((i = 1, \ldots, m)\) enter the hospital with the rate \( \alpha_i \). The cure rate of patients without bacterial resistance is \( \beta_i \), and \( 1/\beta_i \) is the average length of stay. \( k_i \) is the resistant strength coefficient; the cure rate of patients \( I_i \) is reduced to \( k_i \beta_i \) because of bacterial resistant. The death rate of patients with disease \( i \) \((i = 1, \ldots, m)\) is \( \mu_i \); we also assume that bacterial resistance has no effect on mortality but the cure rate. Each person may come into contact with an infected type; individuals enter the hospital in one of \( S_i (i = 1, \ldots, m) \) states and exit via death or hospital discharge.

The patients in the hospital are divided into 2\( m \) compartments, based on the horizontal of the bacterial resistance between patients; the model is built as follows:

\[
\begin{align*}
\dot{I}_i &= \sum_{j=1}^{m} p_{ij} S_j I_j - (\mu_i + k_i \beta_i) I_i, \\
\dot{S}_i &= \alpha_i - \sum_{j=1}^{m} p_{ij} S_j I_j - (\mu_i + \beta_i) S_i,
\end{align*}
\]

for \( i = 1, \ldots, m \), where \( x = (I_1, \ldots, I_m, S_1, \ldots, S_m) \). The incidence, \( p_{ij} \), depends on individual behavior, which determines the amount of mixing between the different groups.

The DFE for this model is \( x_0 = (0, \ldots, 0, S_1^0, \ldots, S_m^0) \), where \( S_i^0 = \alpha_i/(\mu_i + \beta_i) \).

Linearizing (26) about \( x = x_0 \) gives

\[
F = S_i^0 P_j,
\]

\[
V = \left[ (\mu_i + k_i \beta_i \delta_{ij}) \right],
\]

where \( \delta_{ij} \) is one if \( i = j \), but zero otherwise. Thus,

\[
FV^{-1} = \left[ \frac{S_i^0 P_j}{(\mu_i + k_i \beta_i)} \right].
\]

\( F \) has rank one, and the basic reproduction number is

\[
R_0 = \sum_{i=1}^{m} S_i^0 P_i / (\mu_i + k_i \beta_i).
\]

That is, the basic reproduction number of the disease is the sum of the “reproduction numbers” for each group.
5. Numerical Result and Parameter Analysis

5.1. Numerical Results. The stability and instability of the equilibrium points of the system are studied using the linear stability approach. For further analysis of the steady state of equilibrium points and the parameter effects of \( p_1 \) and \( p_2 \), we illustrate some key numerical solutions in system (10).

When the parameter values are fixed at \( \alpha_1 = 4, \alpha_2 = 6, \mu_1 = 0.06, \mu_2 = 0.06, p_1 = 0.004, p_2 = 0.002, \beta_1 = 0.2, \beta_2 = 0.15, k_1 = 0.7, \) and \( k_2 = 0.5 \), we can calculate the equilibrium points as

\[
E_0 = (19.0476, 37.5000, 0, 0)
\]

\[
E^* = (16.9873, 32.3503, 2.6222, 7.4905).
\]

The basic reproduction number is \( R = 1.1436 \), and as seen in Proposition 7 the equilibrium point \( E^* = (16.9873, 32.3503, 2.6222, 7.4905) \) is locally asymptotically stable.

The numerical proof of Proposition 7 is as follows. For the interior equilibrium point \( E^* = (16.9873, 32.3503, 2.6222, 7.4905) \), the Jacobi matrix is

\[
J^* = \begin{bmatrix}
-0.2355 & 0 & -0.0679 & -0.0340 \\
0 & -0.1855 & -0.1294 & -0.0647 \\
0.0255 & 0 & -0.0971 & 0.0340 \\
0 & 0.0255 & 0.1294 & -0.0453
\end{bmatrix}.
\]

The eigenvalues of \( J^* \) are \( \lambda_1 = -0.0175, \lambda_2 = -0.2261, \lambda_3 = -0.1397, \) and \( \lambda_4 = -0.1801, \) and all the real parts of the eigenvalues are negative. Hence, the Routh-Hurwitz criteria are satisfied.

Therefore, \( E^* = (16.9873, 32.3503, 2.6222, 7.4905) \) is locally asymptotically stable.

5.2. Role of Parameter \( p_1 \) in Model (10). \( p_1 (0 < p_1 < 1) \) represents the conversion rate from susceptible patients to infected patients. Therefore, as \( p_1 \) plays a major role in the outcome of the model, we will discuss its effect on the system. The following initial values are used: \( S_1(0) = 60, S_2(0) = 80, I_1(0) = 4, I_2(0) = 0, \) and the parameters except \( p_1 \) are \( \alpha_1 = 4, \alpha_2 = 6, \mu_1 = 0.06, \mu_2 = 0.06, p_2 = 0.001, \beta_1 = 0.2, \) \( \beta_2 = 0.15, k_1 = 0.7, \) and \( k_2 = 0.5. \)

In order to clearly show population dynamics for each case, two numerical results are given in the following for different values of \( p_1 \).

(a) \( p_1 = 0.001 \). In this case, the basic reproduction number is \( R = 0.7973 < 1 \) and so the equilibrium \( E_0 = (19.0476, 37.5000, 0, 0) \) is locally asymptotically stable (Figure 3). Both of the infected patients are extinct, and there are only susceptible patients. In the wide range \( 0 < p_1 < 0.0028 \), the behavior of the system is qualitatively the same.

(b) \( p_1 = 0.005 \). In this case, the basic reproduction number is \( R = 1.2590 > 1 \) and so the interior equilibrium \( E^* = (15.5828, 29.0286, 4.4097, 12.3220) \) is locally asymptotically stable (the proof is provided above). The system tends toward the coexistence equilibrium (Figure 4). When increasing \( p_1 \) is from \( 0.0028 \) to \( 1 \), there is only quantitative change, and the system's qualitative behavior remains the same. Four populations can coexist.

5.3. Role of Parameter \( p_2 \) in Model (10). Besides the parameter \( p_1 \), we are also concerned about the role of parameter \( p_2 \). The initial values are used: \( S_1(0) = 60, S_2(0) = 80, I_1(0) = 4, I_2(0) = 0, \) and the parameters except \( p_2 \) are \( \alpha_1 = 4, \alpha_2 = 6, \mu_1 = 0.06, \mu_2 = 0.06, p_1 = 0.004, \beta_1 = 0.2, \beta_2 = 0.15, k_1 = 0.7, \) and \( k_2 = 0.5. \)

We describe the influence of \( p_2 \) on the system under two different situations.

(a) \( p_2 = 0.001 \). In this case, the basic reproduction number is \( R = 0.8027 < 1 \) and so the equilibrium \( E_0 = (19.0476, 37.5000, 0, 0) \) is locally asymptotically stable (Figure 5). Both of the infected patients are extinct, and there
are only susceptible patients. In the wide range $0 < p_2 < 0.0016$, the behavior of the system is qualitatively the same.

(b) $p_2 = 0.002$. In this case, the basic reproduction number is $R = 1.1436 > 1$ and so the interior equilibrium $E^* = (16.9873, 32.3503, 2.6222, 7.4905)$ is locally asymptotically stable (the proof is provide above). The system tends toward the coexistence equilibrium (Figure 6). When increasing $p_2$ from 0.0016 to 1, there is only quantitative change, and the system's qualitative behavior remains the same. Four populations can coexist.

5.4. Role of Parameter $p_1$ and $p_2$ in Model (10). In the following section, we discuss the effect of $p_1$ and $p_2$ together, while maintaining the other parameters fixed at $\alpha_1 = 6$, $\alpha_2 = 8$, $\mu_1 = 0.06$, $\mu_2 = 0.06$, $\beta_1 = 0.2$, $\beta_2 = 0.15$, $k_1 = 0.7$, and $k_2 = 0.5$. The resulting image is shown in Figure 7, in which two different regions were obtained after 500 time steps, which are indicated by different colors. In region A, four populations coexist. In region B, both of the infected patients are extinct, and there are only susceptible patients. As shown in Figure 7, for a fixed $p_1$, as the value of $p_2$ gets smaller, the possibility of coexistence will also be smaller, even becoming impossible.

6. Discussion

Two steady states were obtained from the model described in system (10): in the first state, there are only susceptible patients and both of the infected patients are extinct; in the second state, four populations coexist. Among these two cases, only the first is a favorable outcome for humans. As the result shown above, fix one transfer rate, as the value of another transfer rate gets smaller; the possibility of coexistence will also be smaller, even becoming impossible. Meanwhile, the basic production number is determined by the value of transfer coefficients and resistant strength coefficients. Because the resistant strength coefficients are difficult to control, horizontal transfer coefficients are the key parameters that not only can affect the basic reproduction number but also can be controlled by human. There are some papers about how to reduce acquisition of antimicrobial-resistant bacteria [10, 33, 34], such as improving hand hygiene, designing of an efficient sentinel hospital surveillance system, and controlling the connections and number of connections that a given hospital has with other hospitals. In the following work, we will try to add some control measures in the model.

Conflict of Interests

The authors declare that there is no conflict of interests regarding the publication of this paper.
Acknowledgment

The work is supported by the National Natural Science Foundation of China (no. 11501078).

References

[1] V. K. Sharma, R. Guleria, V. Mehta, N. Sood, and S. Singh, "NDM-1 resistance: Fleming’s predictions become true," *International Journal of Applied Biology and Pharmaceutical Technology*, vol. 1, no. 3, pp. 1244–1251, 2010.

[2] M. Juhas, “Horizontal gene transfer in human pathogens,” *Critical Reviews in Microbiology*, vol. 41, no. 1, pp. 101–108, 2015.

[3] K. K. Kumarsamy, M. A. Toleman, T. R. Walsh et al., “Emergence of a new antibiotic resistance mechanism in India, Pakistan, and the UK: a molecular, biological, and epidemiological study,” *The Lancet Infectious Diseases*, vol. 10, no. 9, pp. 597–602, 2010.

[4] A. P. Johnson and N. Woodford, “Global spread of antibiotic resistance: the example of New Delhi metallo-β-lactamase (NDM)-mediated carbapenem resistance,” *Journal of Medical Microbiology*, vol. 62, part 4, pp. 499–513, 2013.

[5] J. M. Rolain, P. Parola, and G. Cornaglia, “New Delhi metallo-beta-lactamase (NDM-1): towards a new pandemic?” *Clinical Microbiology and Infection*, vol. 16, no. 12, pp. 1699–1701, 2010.

[6] H. W. Boucher and G. R. Corey, “Epidemiology of methicillin-resistant *Staphylococcus aureus*,” *Critical Infectious Diseases*, vol. 46, supplement 5, pp. S344–S349, 2008.

[7] W. C. Albrich and S. Harbarth, “Health-care workers: source, vector, or victim of MRSA?” *The Lancet Infectious Diseases*, vol. 8, no. 5, pp. 289–301, 2008.

[8] E. C. D’Agata, G. F. Webb, M. A. Horn, R. C. Moelling Jr., and S. Ruan, “Modeling the invasion of community-acquired methicillin-resistant *Staphylococcus aureus* into hospitals,” *Clinical Infectious Diseases*, vol. 48, no. 3, pp. 274–284, 2009.

[9] M. Forrester and A. N. Pettit, “Use of stochastic epidemic modeling to quantify transmission rates of colonization with methicillin-resistant *Staphylococcus aureus* in an intensive care unit,” *Infection Control and Hospital Epidemiology*, vol. 26, no. 7, pp. 598–606, 2005.

[10] L. P. G. Derde, B. S. Cooper, H. Goossens et al., “Interventions to reduce colonisation and transmission of antimicrobial-resistant bacteria in intensive care units: an interrupted time series study and cluster randomised trial,” *The Lancet Infectious Diseases*, vol. 14, no. 1, pp. 31–39, 2014.

[11] T. Obadia, R. Silhol, L. Opatsowski et al., “Detailed contact data and the dissemination of *Staphylococcus aureus* in hospitals,” *PLoS Computational Biology*, vol. II, no. 3, Article ID e1004170, 16 pages, 2015.

[12] K. Brandl, G. Plitas, C. N. Mihu et al., “Vancomycin-resistant enterococci exploit antibiotic-induced innate immune deficits,” *Nature*, vol. 455, no. 7214, pp. 804–807, 2008.

[13] E. S. McBryde, A. N. Pettitt, B. S. Cooper, and D. L. S. McElwain, “Characterizing an outbreak of vancomycin-resistant enterococci using hidden Markov models,” *Journal of the Royal Society Interface*, vol. 4, no. 15, pp. 745–754, 2007.

[14] B. Y. Lee, S. L. Yilmaz, K. F. Wong et al., “Modeling the regional spread and control of vancomycin-resistant enterococci,” *American Journal of Infection Control*, vol. 41, no. 8, pp. 668–673, 2013.

[15] S. Cauchemez, L. Temime, A.-J. Valleron et al., “*S. pneumoniae* transmission according to inclusion in conjugate vaccines: Bayesian analysis of a longitudinal follow-up in schools,” *BMC Infectious Diseases*, vol. 6, no. 1, article 14, 2006.

[16] M. Andersson, K. Ekdahl, S. Mölsted, K. Persson, H. B. Hansson, and J. Giesecke, “Modelling the spread of penicillin-resistant *Streptococcus pneumoniae* in day-care and evaluation of intervention,” *Statistics in Medicine*, vol. 24, no. 23, pp. 3593–3607, 2005.

[17] E. M. C. D’Agata, G. Webb, and M. Horn, “A mathematical model quantifying the impact of antibiotic exposure and other interventions on the endemic prevalence of vancomycin-resistant enterococci,” *Journal of Infectious Diseases*, vol. 192, no. 11, pp. 2004–2011, 2005.

[18] J. R. Hotchkiss, D. G. Strike, D. A. Simonson, A. F. Broccard, and P. S. Crooke, “An agent-based and spatially explicit model of pathogen dissemination in the intensive care unit,” *Critical Care Medicine*, vol. 33, no. 1, pp. 168–176, 2005.

[19] “NOSOSIM: an agent-based model of pathogen circulation in a hospital ward,” in *Proceedings of the Spring Simulation Multiconference (SpringSim ’09)*, L. Temime, Y. Pannet, L. Kardas, L. Opatsowski, D. Guillemot, and P.-Y. Boelle, Eds., Society for Computer Simulation International, San Diego, Calif, USA, 2009.

[20] M. Laskowski, B. C. P. Demianyk, J. Witt, S. N. Mulki, M. R. Friesen, and R. D. McLeod, “Agent-based modeling of the spread of influenza-like illness in an emergency department: a simulation study,” *IEEE Transactions on Information Technology in Biomedicine*, vol. 15, no. 6, pp. 877–889, 2011.

[21] S. Barnes, B. Golden, and E. Wasi, “MRSA transmission reduction using agent-based modeling and simulation,” *INFORMS Journal on Computing*, vol. 22, no. 4, pp. 635–646, 2010.

[22] M. H. Samore, M. Lipsitch, S. C. Alder et al., “Mechanisms by which antibiotics promote dissemination of resistant pneumococci in human populations,” *American Journal of Epidemiology*, vol. 163, no. 2, pp. 160–170, 2006.

[23] L. Opatsowski, L. Temime, E. Varon et al., “Antibiotic innovation may contribute to slowing the dissemination of multiresistant *Streptococcus pneumoniae*: the example of ketolides,” *PLoS ONE*, vol. 3, no. 5, Article ID e2089, 2008.

[24] S. S. Huang, J. A. Finkelstein, and M. Lipsitch, “Modeling community- and individual-level effects of child-care center attendance on pneumococcal carriage,” *Clinical Infectious Diseases*, vol. 40, no. 9, pp. 1215–1222, 2005.

[25] S. M. Blower and T. Chou, “Modeling the emergence of the ‘hot zones’: tuberculosis and the amplification dynamics of drug resistance,” *Nature Medicine*, vol. 10, no. 10, pp. 1111–1116, 2004.

[26] P. Geli, P. Rolfhamre, J. Almeida, and K. Ekdahl, “Modeling pneumococcal resistance to penicillin in southern Sweden using artificial neural networks,” *Microbial Drug Resistance*, vol. 12, no. 3, pp. 149–157, 2006.

[27] L. Opatsowski, D. Guillemot, P.-Y. Boelle, and L. Temime, “Contribution of mathematical modeling to the fight against bacterial antibiotic resistance,” *Current Opinion in Infectious Diseases*, vol. 24, no. 3, pp. 279–287, 2011.

[28] L. Temime, G. Hejblum, M. Setbon, and A. J. Valleron, “The rising impact of mathematical modelling in epidemiology: antibiotic resistance research as a case study,” *Epidemiology and Infection*, vol. 136, no. 3, pp. 289–298, 2008.

[29] P. A. zur Wiesch, R. Kouyos, J. Engelstadter, R. R. Regoes, and S. Bonhoeffer, “Population biological principles of drug-resistance evolution in infectious diseases,” *The Lancet Infectious Diseases*, vol. 11, no. 3, pp. 236–247, 2011.
[30] O. Diekmann, J. Heesterbeek, and J. A. Metz, “On the definition and the computation of the basic reproduction ratio $R_0$ in models for infectious diseases in heterogeneous populations,” *Journal of Mathematical Biology*, vol. 28, no. 4, pp. 365–382, 1990.

[31] C. Castillo-Chávez, Z. Feng, and W. Huang, “On the computation of $R_0$ and its role on global stability,” in *Mathematical Approaches for Emerging and Reemerging Infectious Diseases: An Introduction*, vol. 125 of *The IMA Volumes in Mathematics and its Applications*, pp. 1–229, Springer, New York, NY, USA, 2002.

[32] P. van den Driessche and J. Watmough, “Reproduction numbers and sub-threshold endemic equilibria for compartmental models of disease transmission,” *Mathematical Biosciences*, vol. 180, pp. 29–48, 2002.

[33] M. Ciccolini, T. Donker, H. Grundmann, M. J. M. Bonten, and M. E. J. Woolhouse, “Efficient surveillance for healthcare-associated infections spreading between hospitals,” *Proceedings of the National Academy of Sciences of the United States of America*, vol. 111, no. 6, pp. 2271–2276, 2014.

[34] J. E. Simmering, L. A. Polgreen, D. R. Campbell, J. E. Cavanaugh, and P. M. Polgreen, “Hospital transfer network structure as a risk factor for clostridium difficile infection,” *Infection Control & Hospital Epidemiology*, vol. 36, no. 9, pp. 1031–1037, 2015.