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Abstract—The growth of scale and complexity of interactions between humans and robots highlights the need for new computational methods to automatically evaluate novel algorithms and applications. Exploring diverse scenarios of humans and robots interacting in simulation can improve understanding of the robotic system and avoid potentially costly failures in real-world settings. We formulate this problem as a quality diversity (QD) problem, where the goal is to discover diverse failure scenarios by simultaneously exploring both environments and human actions. We focus on the shared autonomy domain, where the robot attempts to infer the goal of a human operator, and adopt the QD algorithm MAP-Elites to generate scenarios for two published algorithms in this domain: shared autonomy via hindsight optimization and linear policy blending. Some of the generated scenarios confirm previous theoretical findings, while others are surprising and bring about a new understanding of state-of-the-art implementations. Our experiments show that MAP-Elites outperforms Monte-Carlo simulation and optimization based methods in effectively searching the scenario space, highlighting its promise for automatic evaluation of algorithms in human-robot interaction.

I. INTRODUCTION

We present a method for automatically generating human-robot interaction (HRI) scenarios in shared autonomy. Consider as an example a manipulation task, where a user provides inputs to a robotic manipulator through a joystick, guiding the robot towards a desired goal, e.g., grasping a bottle on the table. The robot does not know the goal of the user in advance, but infers their desired goal in real-time by observing their inputs and assisting them by moving autonomously towards that goal. Performance of the algorithm is assessed by how fast the robot reaches the goal. However, different environments and human behaviors could cause the robot to fail, by picking the wrong object or colliding with obstacles.

Typically, such algorithms are evaluated with human subject experiments [81]. While these experiments are fundamental in exploring and evaluating human-robot interactions and they can lead to exciting and unpredictable behaviors, they are often limited in the number of environments and human actions that they can cover. Testing an algorithm in simulation with a diverse range of scenarios can improve understanding of the system, inform the experimental setup of real-world studies, and help avoid potentially costly failures “in the wild.”

One approach is to simulate agent behaviors by repeatedly sampling from models of human behavior and interaction protocols [80]. While this approach will show the expected behavior of the system given the pre-specified models, it is unlikely to reveal failure cases that are not captured by the models or are in the tails of the sampling distribution. Exhaustive search of human actions and environments is also computationally prohibitive given the continuous, high-dimensional space of all possible environments and human action sequences.

Another approach is to formulate this as an optimization
problem, where the goal is to find adversarial environments and human behaviors. But we are typically not interested in the maximally adversarial scenario, which is the single, global optimum of our optimization objective, since these scenarios are both easy to find and unlikely to occur in the real-world, e.g., the human moving the joystick of an assistive robotic arm consistently in the wrong direction.

Instead, we are interested in answering questions of the form: how noisy can the human input be before the algorithm breaks? Or, in the aforementioned example task, how far apart do two candidate goals have to be for the robot to disambiguate the human intent?

Our work makes the following contributions:

1. We propose formulating the problem of generating human-robot interaction scenarios as a quality diversity (QD) problem, where the goal is not to find a single, optimal solution, but a collection of high-quality solutions, in our case failure scenarios of the tested algorithm, across a range of measurable criteria, such as noise in human inputs and distance between objects.

2. We adopt the QD algorithm MAP-Elites, originally presented in [14, 62], for the problem of scenario generation. Focusing on the shared autonomy domain, where a robotic manipulator attempts to infer the user’s goal based on their inputs, we show that MAP-Elites outperforms two baselines: standard Monte Carlo simulation (random search), where we uniformly sample the scenario parameters, and CMA-ES [34], a state-of-the-art derivative-free optimization algorithm, in finding diverse scenarios that minimize the performance of the tested algorithm. We select to test the algorithm “shared autonomy with hindsight optimization” [43], since it has been widely used and we have found it to perform robustly in a range of different environments and tasks. Additionally, in hindsight optimization, inference and planning are tightly coupled, which makes testing particularly challenging; simply testing each individual component is not sufficient to reveal how the algorithm will perform.

3. We show that Monte Carlo simulation does not perform well because of behavior space distortion: sampling directly from the space of environments and human actions covers only a small region in the space of measurable aspects (behavioral characteristics). For example, uniformly sampling object locations (scenario parameters) results in a non-uniform distribution of their distances (behavioral characteristic) with a very small variance near the mean. On the other hand, MAP-Elites focuses on exploring the space of the behavioral characteristics by retaining an archive of high-performing solutions in that space and perturbing existing solutions with small variations. Therefore, MAP-Elites performs a type of simultaneous search guided by the behavioral characteristics, where solutions in the archive are used to generate future candidate solutions [62].

4. We analyze the failure cases and we show that they result from specific aspects of the implementation of the tested algorithm, rather than being artifacts of the simulation environment. We use the same approach to contrast the performance of hindsight optimization with that of linear policy blending [19] and generate a diverse range of scenarios that confirm previous theoretical findings [82]. The generated scenarios transfer to the real-world; we reproduce some of the automatically discovered scenarios on a real robot with human inputs. While some of the scenarios are expected, e.g., the robot approaches the wrong goal if the human provides very noisy inputs, others are surprising, e.g., the robot never reaches the desired goal even for a nearly optimal user if the two objects are aligned in column formation in front of the robot (Fig. 1)!

QD algorithms treat the algorithm being tested as a “black box”, without any knowledge of its implementation, which makes them applicable to multiple domains. Overall, we are excited about the potential of QD to facilitate understanding of complex HRI systems, opening up a number of scientific challenges and opportunities to be explored in the future.

II. PROBLEM STATEMENT

Given a shared autonomy system where a robot interacts with a human, our goal is to generate scenarios that minimize performance of the system, while ensuring that the generated scenarios cover a range of prespecified measures. We let R be a single robot interacting with a single human H. We assume a function G_H that generates human inputs, a function G_E that generates an environment, and an HRI algorithm G_R that generates actions for the robot. The human input generator is parameterized by \( \theta \in \mathbb{R}^{n_\theta} \), where \( n_\theta \) is the dimensionality of the parameter space, while the environment generator is parameterized by \( \phi \in \mathbb{R}^{n_\phi} \). We define a scenario as the tuple \((\theta, \phi)\).

In shared autonomy, \( G_E(\phi) \) generates an initial environment (and robot) state \( x_E \). The human observes \( x_E \) and provides inputs to the system \( u_H = G_H(x_E, \theta) \) through some type of interface. The robot observes \( x_E \) and the human input \( u_H \) and takes an action \( u_R = G_R(x_E, u_H) \). The state changes with dynamics: \( x_E = h(x_E, u_H, u_R) \). H and R interact for a time horizon \( T \), or until they reach a final state \( x_f \) in \( X_E \).

To evaluate a scenario, we assume a function \( f(x_E^{0:T}, u_R^{0:T}, u_H^{0:T}) \rightarrow \mathbb{R} \) that maps the state and action history to a real number. We call this an assessment function, which measures the performance of the robotic system. We also assume \( M \) user-defined functions, \( b_i(x_E^{0:T}, u_R^{0:T}, u_H^{0:T}) \rightarrow \mathbb{R}, i \in [M] \). These functions measure aspects of generated scenarios that should vary, e.g., noise in human inputs or distance between obstacles. We call these functions behavior characteristics (BCs), which induce a Cartesian space called a behavior space.

Given the parameterization of the environment and human input generators, we can map a value assignment of the parameters \((\theta, \phi)\) to a state and action history \((x_E^{0:T}, u_R^{0:T}, u_H^{0:T})\) and therefore to an assessment \( f(\theta, \phi) \) and a set of BCs \( b(\theta, \phi) \). We assume that the behavior space is partitioned into \( N \) cells, which form an archive of scenarios, and we let \((\theta_i, \phi_i)\) be the parameters of the scenario occupying cell \( i \in [N] \).

1We include an overview video: [https://youtu.be/9P3qomydMWk](https://youtu.be/9P3qomydMWk)
The objective of our scenario generator is to fill in as many cells of the archive as possible with scenarios of high assessment $f$:

$$M(\theta_1, \phi_1, \ldots, \theta_N, \phi_N) = \max_i \sum_{i=1}^{N} f(\theta_i, \phi_i)$$ (1)

### III. BACKGROUND

**Automatic Scenario Generation** Automatically generating scenarios is a long-standing problem in human training [38], with the core challenge being the generation of realistic scenarios [59]. Previous work [69] has shown that optimization methods can be applied to generate scenarios by maximizing a scenario quality metric.

Scenario generation has been applied extensively to evaluating autonomous vehicles [6 65 2 76 29 77]. Contrary to model-checking and formal methods [12 68], which require a model describing the system’s performance such as a finite-state machine [60] or process algebras [68], black-box approaches do not require access to a model. Most relevant are black-box falsification methods [15 88 47 20] that attempt to find an input trace that minimizes the performance of the tested system. Rather than searching for a single global optimum [15 16 77], or attempting to maximize coverage of the space of scenario parameters [83] or of performance boundary regions [65], we propose a quality diversity approach where we optimize an archive formed by a set of behavioral characteristics, with a focus on the shared autonomy domain. This allows us to simultaneously search for human-robot interaction scenarios that minimize the performance of the system over a range of measurable criteria, e.g., over a range of variation in human inputs and distance between goal objects.

Finally, scenario generation is closely related to the problem of generating video game levels in procedural content generation (PCG) [36 78]. An approach gaining popularity is procedural content generation through quality diversity (PCG-QD) [32], which leverages QD algorithms to drive the search for interesting and diverse content.

**Quality Diversity and MAP-Elites.** QD algorithms differ from pure optimization methods, in that they do not attempt to find a single optimal solution, but a collection of good solutions that differ across specified dimensions of interest. For example, QD algorithms have generated video game levels of varying number of enemies or tile distributions [48 23], and objects of varying shape complexity and grasp difficulty [61].

MAP-Elites [62 14] is a popular QD algorithm that searches along a set of explicitly defined attributes called behavior characteristics (BCs), which induce a Cartesian space called a behavior space. The behavior space is tessellated into uniformly spaced grid cells. In each cell, the algorithm maintains the highest performing solution, which is called as elite. The collection of elites returned by the algorithm forms an archive of solutions.

MAP-Elites populates the archive by first randomly sampling a population of solutions, and then selecting the elites – which are the top performing solutions in each cell of the behavior space – at random and perturbing them with small variations. The objective of the algorithm is two-fold: maximize the number of filled cells (coverage) and maximize the quality of the elite in each cell. Recent algorithms have focused on how the behavior space is tessellated [79 24], as well as how each elite is perturbed [83]. Recent work [20] has also shown that, when the objective function and behavior characteristics are first-order differentiable, MAP-Elites via a Gradient Arborescence (MEGA) can result in significant improvements in search efficiency.

By retaining an archive of high-performing solutions and perturbing existing solutions with small variations, MAP-Elites simultaneously optimizes every region of the archive, using existing solutions as “stepping stones” to find new solutions. Previous work has shown that MAP-Elites variants [63] and surrogate models [23] outperform independent single-objective constrained optimizations for each cell with CMA-ES, with the same total budget of evaluations.

**Coverage-Driven Testing in HRI.** Previous work [4 5] explored test generation in human–robot interaction using Coverage-Driven Verification (CDV), emulating techniques used in functional verification of hardware designs. Human action sequences were randomly generated in advance and with a model-based generator which modeled the interaction with Probabilistic-Timed Automata. Instead, we focus on online scenario generation by searching over a set of scenario parameters; the generator itself is agnostic to the underlying HRI algorithm and human model. Previous work [3] has also used Q-learning to generate plans for an agent in order to maximize coverage. Our focus is both on coverage and quality of generating scenarios, with respect to a prespecified set of behavioral characteristics that we want to cover. In contrast to previous studies that simulate human actions, we jointly search for environments and human/agent behaviors.

**Shared Autonomy.** Shared autonomy (also: shared control, assistive teleoperation) combines human teleoperation of a robot with intelligent robotic assistance. The method has been applied in the control of robotic arms [42 19 67 64 37 51 40 44 57 72 71], the flight of UAVs [74 30 53], and robot-assisted surgery [54 75]. Shared autonomy has been implemented through a variety of interfaces, such as whole body motions [19], natural language [18], laser pointers [84], brain–computer interfaces [64], body-machine interfaces [41], and eye gaze [10 42]. A shared autonomy system first predicts the human’s goal, often through machine learning methods trained from human demonstrations [35 50 86], and then provides assistance, which often involves blending the user’s input with the robot assistance to achieve the predicted goal [19 21 49]. Assistance can provide task-dependent guidance [1], manipulation of objects [44], or mode switches [37].

**Shared Autonomy via Hindsight Optimization.** In shared
autonomy via hindsight optimization [43] assistance blends user input and robot control based on the confidence of the robot’s goal prediction. The problem is formulated as a Partially Observable Markov Decision Process (POMDP), wherein the user’s goal is a latent variable. The system models the user as an approximately optimal stochastic controller, which provides inputs so that the robot reaches the goal as fast as possible. The system treats the user’s inputs as observations to update a distribution over the user’s goal, and assists the user by minimizing the expected cost to go – estimated using the distance to goal – for that distribution. Since solving a POMDP exactly is intractable, the system uses the hindsight optimization (QMDP) approximation [56]. The system was shown to achieve significant improvements in efficiency of manipulation tasks in an object-grasping task [43] and more recently in a feeding task [42]. We empirically found this algorithm to perform robustly in a range of different environments, which motivates a systematic approach for testing. We refer to this algorithm simply as hindsight optimization.

IV. SCENARIO GENERATION WITH MAP-ELITES

Algorithm 1 shows the MAP-Elites algorithm from [62] [44], adapted for scenario generation. The algorithm takes as input a function $G_H$ parameterized by $\theta$ that generates human inputs, a function $G_E$ parameterized by $\phi$ that generates environments, and an HRI algorithm $G_R$ that generates actions for the robot. The algorithm searches for scenarios $\theta, \phi$ of high assessment values $f$ that fill in the archive $\mathcal{P}$.

For each scenario $(\theta, \phi)$, MAP-Elites instantiates the generator functions $G_H$ and $G_E$. For instance, $\phi$ could be a vector of objects positions, and $\theta$ could be a vector of waypoints representing a trajectory of human inputs, or parameters of a human policy.

When a scenario is generated, MAP-Elites executes the scenario in a simulated environment and estimates the assessment function $f$ and the BCs $b$. MAP-Elites then updates the archive if (1) the cell corresponding to the BCs $X[b]$ is empty, or (2) the existing scenario (elite) in $X[b]$ has a smaller assessment function (lower quality) than the new scenario. This allows populating the archive to maximize coverage as well as improving the quality of existing scenarios.

For the first $N_{\text{init}}$ iterations, the algorithm generates scenarios $\theta, \phi$ by randomly sampling from the parameter space. These sampled parameters seed the archive with an initial set of scenarios. After the first $N_{\text{init}}$ iterations, MAP-Elites selects a scenario uniformly at random from the archive and perturbs it with a small variation. This allows for better exploration of the archive, compared to random search, as we show in section VI-F.

We note that, while our experiments focus on the shared autonomy domain, the proposed scenario generation method is general and can be applied to multiple HRI domains.

V. GENERATING SCENARIOS IN SHARED AUTONOMY

We focus on a shared autonomy manipulation task, where a human user teleoperates a robotic manipulator through a joystick interface. The robot runs a hindsight optimization shared autonomy algorithm [43], which uses the user’s input to infer the object the user wants the robot to grasp, and assists the user by moving autonomously towards that goal.

Algorithm 1 Scenario Generation with MAP-Elites

| Input: | Human input generator $G_H$, environment generator $G_E$, HRI algorithm $G_R$, variations $\sigma_{\theta}, \sigma_{\phi}$ |
|--------|------------------------------------------------------------------------------------------------------------------|
| Initialize: | Scenarios in archive $\mathcal{X} \leftarrow \emptyset$, assessments $\mathcal{F} \leftarrow \emptyset$ |
| for $t = 1, \ldots, N$ do |
| if $t < N_{\text{init}}$ then |
| Generate scenario $\theta, \phi = \text{random}\_\text{generation}()$ |
| else |
| Select elite $\theta', \phi' = \text{random}\_\text{selection}(\mathcal{X})$ |
| Sample $\theta \sim N(\theta', \sigma_{\theta})$ |
| Sample $\phi \sim N(\phi', \sigma_{\phi})$ |
| end if |
| Instantiate $G_H^b = G_H(\theta)$ |
| Instantiate $G_E^b = G_E(\phi)$ |
| Compute $f = \text{assessment}(G_H^b, G_E^b, G_R)$ |
| Compute $b = \text{behaviors}(G_H^b, G_E^b, G_R)$ |
| if $\mathcal{F}[b] = \emptyset$ or $\mathcal{F}[b] < f$ then |
| Update archive $\mathcal{X}[b] \leftarrow (\theta, \phi), \mathcal{F}[b] \leftarrow f$ |
| end if |

A. Scenario Parameters

Following the specification of section II, we define a human input generator $G_H$ parameterized by $\theta$ and an environment generator $G_E$ parameterized by $\phi$.

Environment Generator: The environment generator $G_E$ takes as input the 2D positions $g_i$ of $n$ goal objects (bottles), so that $\phi = (g_1, \ldots, g_n)$, and places them on top of a table. We specify the range of the coordinates $g_x \in [0, 0.25]$ (in meters), $g_y \in [0, 0.2]$ so that the goals are always reachable by the robot’s end-effector. We position the robotic manipulator to face the objects (Fig. 5).

Human Input Generator: Our pilot studies with the shared autonomy system have shown that user inputs are typically not of constant magnitude. Instead, inputs spike when users wish to “correct” the robot’s path, and decrease in magnitude afterwards when the robot takes over.

Therefore, we specify the human input generator $G_H$, so that it generates a set of equidistant waypoints in Cartesian space forming a straight line that starts from the initial position of the robot’s end-effector and ends at the desired goal of the user. At each timestep, the generator takes as input the current state of the robot (and the environment) $x_E$, and provides a translational velocity command $u_M$ for the robot’s end-effector towards the next waypoint, proportional to the distance to that waypoint.

We allow for noise in the waypoints by adding a disturbance $d \in [-0.05, 0.05]$ for each of the intermediate waypoints in the horizontal direction (x-axis in Fig. 5). We selected $m = 5$
intermediate waypoints, and specified the human input parameter \( \theta \) as a vector of disturbances, so that \( \theta = (d_1, ..., d_5) \). We note that this is only one way, out of many, of simulating the human inputs.

**HRI Algorithm and Simulation Environment:** We use the publicly available implementation of the hindsight optimization algorithm [52], which runs on the OpenRAVE [17] simulation environment. Experiments were conducted with a Gen2 Lightweight manipulator. For each goal object we assume one target grasp location, on the side of the object that is facing the robot.

**B. Assessment Function.**

The assessment function \( f \) represents the quality of a scenario. We evaluate a scenario by simulating it until the robot’s end-effector reaches the user’s goal, or when the maximum time (10 s) has elapsed. We use as an assessment function time to completion, where longer times represent higher scenario quality, since we wish to discover scenarios that minimize performance.

**C. Behavioral Characteristics.**

We wish to generate scenarios that show the limits of the shared autonomy system: how noisy can the human be without the system failing to reach the desired goal? How does distance between candidate goals affect the system’s performance? Intuitively, noisier human inputs and smaller distances between goals would make the inference of the user’s goal harder and thus make the system more likely to fail.

These dimensions of interest are the behavioral characteristics (BC) \( b \): attributes that we wish to obtain coverage for. We explore the following BCs:

**Distance Between Goals:** How far apart the human goal is from other candidate goals in a scenario plays an important role in disambiguating the human intent when the robot runs the hindsight optimization algorithm. The reason is that the implementation of the algorithm models the human user as minimizing a cost function proportional to the distance between the robot and the desired goal. The framework then infers the user’s goal by using the user inputs as observations; the more unambiguous the user input, the more accurate the inference of the system. Therefore, we expect that the further away the human goal object \( g_H \) is from the nearest goal \( g_N \), the better the system will perform. We define this BC as:

\[
BC1 = ||g_H - g_N||_2
\]  

(2)

Given the range of the goal coordinates, the range of this BC is \([0, 0.32]\). In practice, there will be always a minimum distance between two goal objects because of collisions, but this does not affect our search, since we can ignore cases where the objects collide. We partitioned this behavior space to 25 uniformly spaced intervals.

**Human Variation:** We expect noise in the human inputs to affect the robot’s inference of the user’s goal and thus the system’s performance. We capture variation from the optimal path using the root sum of the squares of the disturbances \( d_i \) applied to the \( m \) intermediate waypoints.

\[
BC2 = \sqrt{\sum_{i=1}^{m} d_i^2}
\]  

(3)

A value of 0 indicates a straight line to the goal. Since we have \( d_i \in [-0.05, 0.05] \) (section V-A), the range of this BC is \([0, 0.11]\). We partitioned this behavior space to 100 uniformly spaced intervals.

**Human Rationality:** If we interpret the user’s actions using a bounded rationality model [8] [22], we can explain deviations from the optimal trajectory of human inputs as a result of how “rational” or “irrational” the user is.

Formally, we let \( x_R \) be the 3D position of the robot’s end-effector and \( u_H \) be the velocity controlled by the user in Cartesian space. We model the user as following Boltzmann policy \( \pi_{H} \rightarrow P(u_H|x_R, g_H, \beta) \), where \( \beta \) is the rationality coefficient – also interpreted as the expertise [44] – of the user and \( Q_{g_H} \) is the value function from \( x_R \) to the goal \( g_H \).

\[
P(u_H|x_R, g_H, \beta) \propto e^{-\beta Q_{u_H}(x_R,u_H)}
\]  

(4)

Let \( Q_{g_H} = -||u_H||_2 - ||x_R + u_H - g_H||_2 \) [22], so that the user minimizes the distance to the goal. Observe that if \( \beta \rightarrow \infty \), the human is rational, providing velocities exactly in the direction to the goal. If \( \beta \rightarrow 0 \), the human is random, choosing actions uniformly.

We can estimate the user’s rationality, given their inputs, with Bayesian inference [22]:

\[
P(\beta|x_R, g_H, u_H) \propto P(u_H|x_R, g_H, \beta)P(\beta)
\]  

(5)

Since the human inputs change at each waypoint (section V-A), we perform \( m + 1 \) updates, at the starting position and at each intermediate waypoint, on a finite set of discrete values \( \beta \). Following previous work [44], we set the rationality range \( \beta \in [0, 1000] \). We then choose as behavioral characteristic the value with the maximum a posteriori probability at the end of the task:

\[
BC3 = \text{argmax } P(\beta|x_R^0, T, g_H, u_H^0, T)
\]  

(6)

We partitioned the space to 101 uniformly spaced intervals.

**VI. Experiments**

We compare different search algorithms in their ability to find diverse and high-quality scenarios in different behavior spaces.

---

3We note that we use the human rationality model as one way, out of many, to interpret human inputs and not to as a way to generate inputs. Human inputs can be generated with any generator model. In this paper, we generate human inputs with the deterministic model described in section V-A. We discuss extensions to stochastic human models in section VIII.
| Algorithm     | Coverage | QD-Score | Coverage | QD-Score | Coverage | QD-score |
|--------------|----------|----------|----------|----------|----------|----------|
| Random       | 22.3%    | 3464     | 48.4%    | 7782     | 41.9%    | 7586     |
| CMA-ES       | 24.8%    | 4540     | 38.9%    | 7422     | 34.5%    | 7265     |
| MAP-Elites   | 62.8%    | 10128    | 63.0%    | 11216    | 57.4%    | 11204    |

TABLE I: Results: Percentage of cells covered (coverage) and QD-Score after 10,000 evaluations, averaged over 5 trials.

Fig. 2: QD-Scores over evaluations (generated scenarios) and example archives returned by the three algorithms for the first two behavior spaces of Table I. The colors of the cells in the archives represent time to task completion in seconds.

A. Independent Variables

The experiment has two independent variables, the behavior space and the search algorithm.

Behavior Space: (1) Distance between \( n = 2 \) goal objects (BC1) and human rationality (BC3), (2) Distance between \( n = 2 \) goal objects (BC1) and human variation (BC2), and (3) Distance between human goal and nearest goal for \( n = 3 \) goals (BC1) and human variation (BC2).

Search Algorithm: We evaluate three different search methods: MAP-Elites, CMA-ES and random search. The Covariance Matrix Adaptation Evolution Strategy (CMA-ES) is one of the most competitive derivative-free optimizers for single-objective optimization of continuous spaces (see [34, 33]) and it is commonly used for falsification of cyber-physical systems [16, 87]. In random search we use Monte Carlo simulation where scenario parameters are sampled uniformly within their prespecified ranges.

We implemented a multi-processing system on an AMD Ryzen Threadripper 64-core (128 threads) processor, as a master search node and multiple worker nodes running separate OpenRAVE processes in parallel, which enables simultaneous evaluation of many scenarios. Random search and MAP-Elites run asynchronously on the master search node, while CMA-ES synchronizes before each covariance matrix update. We generated 10,000 scenarios per trial, and ran 45 trials, 5 for each algorithm and behavior space. One trial parallelized into 100 threads lasted approximately 20 minutes.

B. Algorithm Tuning

MAP-Elites first samples uniformly the space of scenario parameters \( \theta, \phi \) within their prespecified ranges for an initial population of 100 scenarios (Algorithm 1). The algorithm then randomly perturbs the elites (scenarios from the archive) with Gaussian noise scaled by a \( \sigma \) parameter. The two scenario parameters, position of goal objects \( \phi \) and human waypoints \( \theta \), are on different scales, thus we specified a different \( \sigma \) for each: \( \sigma_\phi = 0.01 \), \( \sigma_\theta = 0.005 \).

To generate the scenarios for random search, we uniformly sample scenario parameters within their prespecified ranges, a method identical to generating the initial population of MAP-Elites.

For CMA-ES, we selected a population of \( \lambda = 12 \) following the recommended setting from [34]. To encourage exploration, we used the bi-population variant of CMA-ES with restart rules [7, 33], where the population doubles after each restart, and we selected a large step size, \( \sigma = 0.05 \). Since the two

4We note that the behavior spaces can be more than two-dimensional, e.g., we could specify a space with all three BCs. We include only 2D spaces since they are easier to visualize and inspect.
search parameters are in different scales, we initialized the diagonal elements of the covariance matrix $C$, so that $c_{ii} = 1.0, \ i \in [2n]$ and $c_{ii} = 0.5, \ i \in \{2n+1, ..., 2n+m\}$, with $2n$ and $m$ the dimensionality of the goal object and human input parameter spaces respectively.

Both CMA-ES and MAP-Elites may sample scenario parameters that do not fall inside their prespecified ranges. Following recent empirical results on bound constraint handling \cite{9}, we adopted a resampling strategy, where new scenarios are resampled until they fall within the prespecified range.

C. Measures

We wish to measure both the diversity and the quality of scenarios returned by each algorithm. These are combined by the QD-Score metric \cite{70}, which is defined as the sum of $f$ values of all elites in the archive (Eq. \ref{eq:qs} in section \ref{sec:intro}). Empty cells have 0 $f$ value. Therefore, QD-score is positively affected by both the coverage of the archive (the number of occupied cells in the archive divided by the total number of cells) and the assessment of the occupied cells. Similarly to previous work \cite{27}, we compute the QD-Score of CMA-ES and random search for comparison purposes by calculating the behavioral characteristics for each scenario and populating a pseudo-archive. We also include the coverage score as an additional metric of diversity.

D. Hypothesis

We hypothesize that MAP-Elites will result in larger QD-Score and coverage than both CMA-ES and random search.

Previous work \cite{24, 27} has shown that behavior spaces are typically distorted: uniformly sampling the search parameter space results in small areas of the behavior space. Therefore, we expect random search to have small coverage of the behavior space. Additionally, since random search ignores the assessment function $f$, we expect the quality of the found scenarios in the archive to be low.

CMA-ES moves with a single large population that has global optimization properties. Therefore, we expect it to concentrate in regions of high-quality scenarios, rather than explore the archive. On the other hand, MAP-Elites both expands the archive and maximizes the quality of the scenarios within each cell.

E. Analysis

Table \ref{tab:performance} summarizes the performance of the three algorithms, for each of the three behavior spaces. We conducted a two-way ANOVA to examine the effect of the behavior space and the search algorithm on the QD-Score and coverage. There was a statistically significant interaction between the search algorithm and the behavior space for both QD-Score ($F(4, 36) = 62.39, p < 0.001$) and coverage ($F(4, 36) = 77.92, p < 0.001$). Simple main effects analysis with Bonferroni correction showed that MAP-Elites outperformed CMA-ES and random search in both QD-Score and coverage ($p < 0.001$ in all comparisons). This result supports our hypothesis.

Fig. \ref{fig:comparison} shows the improvement in the QD-Score over time and one example archive from each algorithm for the first two behavior spaces. MAP-Elites visibly finds more cells and of higher quality (red color), illustrating its ability to cover larger areas of the archive with high-quality scenarios. As expected, CMA-ES concentrates in regions of high-quality scenarios but has small coverage.

Random search covers a smaller area of the archive, compared to MAP-Elites, because of the behavior space distortion, shown in Fig. \ref{fig:behavior_spaces}. Even though the search parameters are sampled uniformly, scenarios are concentrated on the left side of the archive specified by the human rationality and distance between goals BCs (Fig. \ref{fig:behavior_spaces}(top)). This occurs because if any of the sampled waypoints deviates from the optimal path, low values of rationality become more likely. In the human variation and distance between goals BCs, the distribution of scenarios generated by random search is concentrated in a small region near the center (Fig. \ref{fig:behavior_spaces}(bottom)). This is expected, since the two BCs are Euclidean norms of random vectors (see \ref{fig:random_vector}). On the other hand, MAP-Elites selects elite scenarios from the archive and perturbs them with Gaussian noise, instead of uniformly sampling the scenario parameters, resulting in larger coverage.

F. Interpreting the Archives

In the generated archives (Fig. \ref{fig:comparison}), each cell contains an elite, which is the scenario that achieved the maximum assessment value (time to complete the task) for that cell. It is important to confirm that the timeouts (red cells in the archive) occur because of the implementation of the tested algorithm (hindsight optimization), rather than being artifacts of the simulation environment.

Therefore, we replay the elites in different regions of the archives to explain the system’s performance. We focus on the first two behavior spaces in Fig. \ref{fig:comparison} using the archives generated with MAP-Elites, since MAP-Elites had the largest QD-Score and coverage.

We observe that if the distance between goals is large and the human is nearly optimal, the robot performs the task efficiently. This is shown by the blue color in the top-right of the first behavior space (distance and human rationality $\beta$). We observe the same for large distance and small variation in the second behavior space.

We then explore different types of scenarios where the robot fails to reach the user’s goal by the maximum time (10s), indicated by the red cells in the archives. When human variation is large (or equivalently rationality is low), the human may provide inputs that guide the robot towards the wrong goal. Since the robot updates a probability distribution over goals based on the user’s input \cite{43} and the robot assumes that the user minimizes their distance to their desired goal, noisy inputs may result in assigning a higher probability to the wrong goal and the robot will move towards that goal instead. Fig. \ref{fig:failure}(left) shows the execution trace of one elite where this occurs. Fig. \ref{fig:failure} shows the position of this elite in the archive.
Fig. 3: (Left) The robot fails to reach the user’s goal $g_H$ because of the large deviation in human inputs from the optimal path. The waypoints of the human inputs are indicated with green color. (Center) We show for comparison how the robot would act if human deviation was 0 (optimal human). (Right) The robot fails to reach the user’s goal $g_H$ (bottle furthest away from the robot), even though the human provides a near optimal input trajectory.

Fig. 4: Distribution of cells explored for random search and MAP-Elites. The cell colors represent frequency counts.

Fig. 3 (center) shows how the robot would reach the desired goal if the human had behaved optimally, instead.

What is surprising, however, is that the robot does not reach the user’s goal even in parts of the behavior space where human variation is nearly 0 (or equivalently rationality is very high), that is when the human provides a nearly optimal input trajectory! Fig. 3 (right) reveals a case, where the two goal objects are aligned one closely behind the other. The robot approaches the first object, on the way towards the second object, and stops there.

What is interesting in both scenarios is that the robot gets “stuck” at the wrong goal, even when the simulated user continues providing inputs to their desired goal! Inspection of the publicly available implementation [52] of the algorithm shows that this results from the combination of two factors: the robot’s cost function and the human inputs.

**Cost Function.** The cost function that the robot minimizes is specified as a constant cost when the robot is far away from the goal and as a smaller linear cost when the robot is near the target [42] (distance to target is smaller than a threshold). This makes the cost of the goal object near the robot significantly lower than the cost of the other goal objects, which results in the probability mass of the goal prediction to concentrate on that goal. While this can help the user align the end-effector with the object (see [42]), it can also lead to incorrect inference, if the robot approaches the wrong goal on its way towards the correct goal or because of noisy human input. We confirmed that removing the linear term from the cost function results in the robot reaching the right goal in both examples.

**Human Inputs.** The hindsight optimization implementation minimizes a cost function specified as the sum of two quadratic terms, the expected cost-to-go to assist for a distribution over goals, and a term penalizing disagreement with the user’s input. The first-order approximation of the value function leads to an interpretation of the final robot action $u_R = u_R^A + u_R^U$ as the sum of two independent velocity commands, an “autonomous” action $u_R^A$ towards the distribution over goals and an action that follows the user input $u_R^U$, as if the user was directly teleoperating the robot (see [42]).

We have simulated the human inputs, so that they provide a translational velocity command towards the next waypoint, proportional to the distance of the robot’s end-effector to that waypoint (section V-A). This results in a term $u_R^U$ of small magnitude when the end-effector is close to one of the waypoints. If at the same time the robot has high confidence on one of the goals, $u_R^A$ will point in the direction of that goal and it will cancel out any term $u_R^U$ that attempts to move the robot in the opposite direction.

We confirmed that, if the user instead applied the maximum possible input towards their desired goal, the robot would get “unstuck,” so a real user would always be able to eventually reach their desired goal. However, this requires effort from the user who would need to “fight” the robot. Overall, the archive reveals limitations that depend on how the goal objects are aligned in the environment, the direction and magnitude of user inputs, and the cost function used by the implementation of the hindsight optimization algorithm.

**VII. COMPARING ALGORITHMS**

Given the effectiveness of quality diversity in automatically generating a diverse range of test scenarios, we can also use it to understand differences in performance between algorithms. In this work, we compare the performance of hindsight optimization [43] with linear policy blending [19]. We describe the experiment in Appendix A. We found that policy blending resulted in collisions, even for a nearly optimal human, in cases where human and robot inputs pointed towards opposite
We found that failure scenarios for experimental findings of unsafe behavior that linear blending has with actual joystick inputs. On the other hand, hindsight optimization avoids collisions, since it uses the human inputs in the presence of obstacles. While the human and robot trajectories are each collision-free, blending the two results to collision when they point towards opposite sides of the obstacle. (Right) Blending with a very noisy human input results in collision.

Fig. 5: Scenarios where the policy blending algorithm results in collision with an obstacle, approximated by a sphere. (Left) While the human and robot trajectories are each collision-free, blending the two results to collision when they point towards opposite sides of the obstacle. (Right) Blending with a very noisy human input results in collision.

Fig. 6: We reproduced the generated scenarios in the real world with actual joystick inputs.

sides of an obstacle (Fig. 5). This confirms previous theoretical findings of unsafe behavior that linear blending has in the presence of obstacles. On the other hand, hindsight optimization avoids collisions, since it uses the human inputs as observations and the robot’s motion is determined only by the robot’s policy.

VIII. DISCUSSION

Experimental Findings. We found that failure scenarios for hindsight optimization occur when the two goals are close to each other and the human inputs are noisy, or when one goal is in front of the other. In the latter case, failure occurs even if the human input is nearly optimal in minimizing the distance to the desired goal. In both cases, the robot becomes over-confident about the wrong goal and gets “stuck” there.

An important factor is the linear decrease of the cost in the vicinity of the goal objects. When specifying the cost function, it would be prudent to make the distance threshold for the linear decrease proportional to the distance between the goal objects, rather than setting it to an absolute value.

Other potential measures to avoid the system’s over-confidence towards the wrong goal are: (1) including the Shannon entropy with respect to all the goals in the cost function to penalize actions that result in very high confidence to one specific goal; (2) assigning a non-zero probability that the user changes their mind throughout the task and switches goals. It would be interesting to investigate the effect of more “conservative” assistance on subjective and objective metrics of the robot’s performance.

Finally, while linear policy blending naturally gives more control to the user and it is preferred by users in simple tasks, we empirically verified that the algorithm can generate unsafe trajectories, even if the individual human and robot inputs are safe.

To show that the presented scenarios can occur in deployed systems, we reproduce them in the real world with actual inputs through a joystick interface (Fig. 6).

Stochasticity in Scenarios. In our experiments the generated scenarios are deterministic. One may wish to simulate scenarios where there is stochasticity in the robot’s decision making or in the environment dynamics. A designer may also wish to test the system’s performance under a stochastic human model, e.g., when human inputs are generated by a stochastic noisyly rational human.

The most common approach in evolutionary optimization of noisy domains is explicit averaging, where we run multiple trials of the same scenario and then retain an aggregate measure of the assessment estimate, e.g., we compute the average to estimate the expected assessment $E[f(\theta, \phi)]$. We can follow the same process to estimate the behavior characteristics. To improve the efficiency of the estimation, previous work has also employed implicit averaging methods, e.g., where the assessment of a scenario $(\theta, \phi)$ is estimated by taking the assessments of previously evaluated scenarios in the neighborhood of $\theta, \phi$ into account. Previous work also includes adaptive sampling techniques, where the number of trials increases over time as the quality of the solutions in the archive improves. A recent variant of MAP-Elites (Deep-Grid MAP-Elites) which updates a subpopulation of solutions for each cell in the behavior space has shown significant benefits in sample efficiency. We leave these exciting directions for future work.

Limitations. An important challenge is how to effectively characterize the behavior spaces. While we have assumed bounded behavior spaces, the rationality coefficient does not meet this assumption, which resulted in elites accumulating in the upper bound of the rationality in the archive. Adapting the boundaries of the space dynamically based on the distribution of generated scenarios could improve coverage in this case.

While distance between objects indeed played a role, our experiments showed the unexpected and surprising edge case where the two objects are in column formation and the human is nearly optimal. An interesting follow-up experiment would be to specify as a BC some metric of object alignment in column formation and investigate further the effect of this variable. In general, a practitioner can test the system with an initial design of BCs, observe the failure cases, create new BCs from newly observed insights and test the system further.

We focused on how to effectively search the generative space of scenarios, but not on the generation methods themselves. Realism is an important future consideration, both in generating environments and human inputs. In human training, we show different generated scenarios reproduced in the real world here:

https://youtu.be/2-JCO3dUHsA
realism can be measured through a modified Turing test designed to require humans to distinguish generated scenarios from human authored ones [58]. Alternatively, we could run a user study where we place objects in the same locations as our failure scenarios and observe whether participants perform similar actions that cause failures.

Implications. Finding failure scenarios of HRI algorithms will play a critical role in the adoption of these systems. We proposed quality diversity as an approach for automatically generating scenarios that assess the performance of HRI algorithms in the shared autonomy domain and we illustrated a path for future work. While real-world studies are essential in evaluating complex HRI systems, automatic scenario generation can facilitate understanding and tuning of the tested algorithms, as well as provide insights on the experimental design of real-world studies, whose findings can in turn inform the designer for testing the system further. We are excited about applications of quality diversity algorithms as test oracles in verification systems [51, 69], as well as in other domains where deployed robotic systems face a diverse range of interaction scenarios.
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APPENDIX A
COMPARING HINDSIGHT OPTIMIZATION WITH POLICY BLENDING

Given the effectiveness of quality diversity in automatically generating a diverse range of test scenarios, we can also use it to understand differences in performance between algorithms. Using the shared autonomy domain as example, we compare hindsight optimization [43] with policy blending [19].

Policy Blending. In shared autonomy, policy blending is a widely used alternative to POMDP-based methods in shared autonomy, since it provides an intuitive interface for combining robotic assistance with user inputs [11, 55, 31, 64, 19, 40]. In this approach, the robot’s and user’s actions are treated as two independent sources. The final robot motion is determined by an arbitration function that regulates the two inputs, based on the robot’s confidence about the user’s goal. A special case of policy blending is linear blending. Theoretical analysis of linear blending [82] has shown that it can lead to unsafe behavior in the presence of obstacles.

We want to empirically confirm these theoretical findings and assess how hindsight optimization and linear policy blending perform in the presence of obstacles. We thus created a
new environment with one goal object and a second object that acts as an obstacle. Since there is only one unique goal object, there will be no failure cases arising from incorrect inference as in section V.

In linear blending, robot and human inputs are weighted by the arbitration coefficients $\alpha$ and $1 - \alpha$ respectively. Previous work [19] considers two types: an “aggressive” blending, where the robot takes over ($\alpha = 1.0$) if confidence is above a threshold ($conf \geq 0.4$), and a “timid” blending where $\alpha$ linearly increases from 0 to 0.6 for $0.4 \leq conf \leq 0.8$. When we have only one goal, confidence is always 1.0 and “aggressive” blending and hindsight optimization are identical. Therefore, we consider only the “timid” mode which sets $\alpha$ to 0.6.

**Obstacle Modeling.** While the hindsight optimization implementation [52] models the user as minimizing the Euclidean distance between the robot’s end-effector and their goal, this is no longer applicable in the presence of obstacles, since a direct path to the goal may collide with the obstacle. Exact computation of the value function is also infeasible, given that the state and action spaces are continuous and the robot acts in real-time. We simplify the computation by modeling the obstacle as a sphere and, if a direct path to the goal intersects with the sphere, we find the intersecting points and approximate the value function as the length of the shortest path to the goal that wraps around the sphere. We do the same for the human waypoints (before adding any disturbances), so that an optimal human will follow the shortest collision-free path to the goal. For robustness, if the end-effector touches the surface of the sphere, it receives an additional velocity command in the direction away from the center of the sphere, similarly to a potential field [13]. We found the sphere approximation simplification adequate for detecting collisions with the hindsight optimization and policy blending algorithms.

**Experiment.** We fix the position of the goal object and the obstacle in the y-axis, so that the obstacle $o$ is always between the robot and the goal, and we search for the coordinates ($\phi = (y_o, \alpha_o)$) in the x-axis (Fig. 5). The goal object has three target grasp poses. Identically to section V, we search for the disturbances to the human inputs ($\theta = (d_1, ..., d_3)$). We specify three BCs: the distance between the two objects in the x-axis, the human variation – identically to section V – and a binary BC, $BC_{\text{collision}} \in \{\text{True, False}\}$ indicating whether the robot’s end-effector has collided with the obstacle. As before, we set the assessment function $f$ to the time to completion, with a maximum limit of 15s. The task terminates if the robot reaches the goal or if it collides with the obstacle. We generate 20,000 scenarios with one run of MAP-Elites to test the two algorithms.

**Analysis.** Fig. 7 shows the archives generated for the policy blending and the hindsight optimization algorithms. For each algorithm, we present two 2D archives, one with $BC_{\text{collision}} = \text{True}$ and one with $BC_{\text{collision}} = \text{False}$. We compare the archives of the two algorithms in terms of coverage and quality of the scenarios.

**Coverage.** The coverage was 47% for hindsight optimization, compared to 69% for policy blending. We observe that the archive with $BC_{\text{collision}} = \text{True}$ is heavily populated in policy blending (Fig. 7a). The archive shows collisions even for a nearly optimal human; while both the human and robot inputs were collision free, sometimes they pointed towards opposite sides of the obstacle, and blending the two resulted in collision (Fig. 5[left]). This result matches the theoretical predictions [52] of unsafe trajectories in linear blending.

The $BC_{\text{collision}} = \text{True}$ archive in Fig. 7a also shows that when the horizontal distance exceeds a threshold, the robot can reach the goal with a nearly straight path, and collision occurs only when the human inputs are very noisy (Fig. 5[right]).

On the other hand, hindsight optimization resulted in a nearly empty archive when $BC_{\text{collision}} = \text{False}$. In other words, there were very few scenarios where a collision has occurred. The reason is that hindsight optimization uses the human inputs as observations, and the robot’s motion is determined only by the robot’s policy; the few sparse collisions are artifacts of the OpenRAVE environment, occurring because of infrequent lags in sending velocity commands to the robot.

**Scenario Assessment.** When $BC_{\text{collision}} = \text{False}$, the average time to completion was 7.95s for policy blending and 6.70s for hindsight optimization, indicating that policy blending took
more time to finish the task. This result matches previous human subjects experiments \cite{42}, where policy blending took longer than hindsight optimization, and it was caused by two factors: (1) Often the human and robot inputs would point to opposite directions, resulting in velocities of small magnitudes when blended. (2) The human inputs were proportional to the distance to the next waypoint, spiking at the waypoints and decreasing until the next waypoint (section VII-A). This resulted in parts of the trajectory where the human inputs were of smaller magnitude than the robot’s, so blending the two gave smaller velocity commands than treating the human inputs as observations. The red bars in hindsight optimization (Fig. 7b) indicate timeouts; when the goal object was exactly behind the obstacle, the robot sometimes oscillated between taking a grasping position and moving away from the sphere.

Overall, the generated scenarios show two potential limitations of linear policy blending, compared to hindsight optimization: unsafe behavior in the presence of obstacles, and delays in task completion, when human and robot inputs point to opposite directions.