Prediction of Harvest Time of Tomato Using Mask R-CNN
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Abstract: In recent years, the agricultural field has been confronting difficulties such as the aging of farmers, a shortage of workers, and difficulties for new farmers. Harvesting time prediction has the potential to solve these problems, and is expected to effectively utilize human resources, save labor, and reduce labor costs. To achieve harvesting time prediction, various works are being actively conducted. Methods for harvesting time prediction using meteorological information such as temperature and solar radiation, etc., and methods for harvesting time prediction using neural networks based on color information from fruit bunch images are being investigated. However, the prediction accuracy is still insufficient, and the harvesting time prediction for individual tomato fruits has not been studied. In this study, we propose a novel method to predict the harvesting time for individual tomato fruits. The method uses Mask R-CNN to detect tomato bunches and uses two types of ripeness determination to predict the harvesting time of individual tomato fruits. The experimental results showed that the accuracy of the prediction using the ratio of R values was better for the harvesting time prediction of tomatoes that are close to the harvesting time, and the accuracy of the prediction using the average of the differences between R and G in RGB values was better for the harvesting time prediction of tomatoes that are far from the harvesting time. These results show the effectiveness of the proposed method.
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1. Introduction

In recent years, the agricultural field has been confronting difficulties such as the aging of farmers, a shortage of workers, and difficulties for new farmers [1]. These factors have led to labor shortages caused by a decreased working population. To resolve labor shortages, it is necessary to conserve labor resources in agricultural work and to improve the agricultural productivity. Smart agriculture has been emphasized to resolve these difficulties [2]. Smart agriculture includes the use of drones to monitor field growth [3,4], autonomous tractors to save labor [5], and machine learning to predict crop harvesting times [6]. This study specifically examines the prediction of crop harvesting times.

The benefits of predicting crop harvesting times are the following. Prediction can determine the number of workers necessary for harvesting work and can be used to allocate suitable human resources in the field. Therefore, effective utilization of human resources, conservation of labor, and reduction of labor costs can be expected. Additionally, quality can be stabilized by optimizing harvesting times and by providing decision-making support for new farmers.

Predicting the harvesting times of crops requires the use of various indexes. For tomatoes, the color change and contents of nutrients are used as indexes to predict the harvesting times of tomatoes [7]. Predicting the best time to harvest based only on environmental information is often difficult. In actual farming, experienced farmers know the harvesting time from the state of the bunches and can therefore predict the harvesting time.
This study specifically examines the prediction of the harvesting time for indoor tomato cultivation. Mask R-CNN is an effective method to detect fruit bunches in agriculture fields. For example, the method can be used to determine the harvestability of fruit bunches, to judge diseases of fruit bunches, and to locate infected parts of fruit bunches \[8,9\]. This paper presents a proposal of a method for predicting tomato harvesting time to save labor in agriculture and to support decision-making for new farmers. Mask R-CNN is used to detect tomato bunches and to remove the calyces, leaves, and branches. Then, only the detected bunch images are used to predict the tomato harvesting time.

2. Conventional Research

Earlier studies can be discussed in terms of the accuracy of tomato harvesting time prediction methods. The prediction of harvesting time using weather information has been described in the literature. A method exists for predicting the harvest time using a regression model based on solar radiation and past shipments \[10\]. Higashide et al. found that a correlation exists between shipping volume and solar radiation. Solar radiation is an important factor affecting the prediction of harvesting time. Nevertheless, predicting the harvesting time of individual tomato fruits with a high degree of accuracy is difficult. Contributing to labor-saving and the determination of the appropriate harvesting time is therefore difficult.

In another case, harvesting time prediction was performed using machine learning and fruit bunch images \[11\]. First, the harvested tomato bunches were photographed indoors. Next, tomato bunch images were created by segmentation. Tomatoes were classified into three growth stages using a back-propagation neural network. However, because the images were not taken in the field and because post-harvest images were used, this method might not be applicable to pre-harvest tomatoes.

A study of tomato harvesting time prediction used spectral images and machine learning \[12\]. The report by Doi et al. used a spectral camera and an RGB camera to photograph tomato fruits directly. From those obtained images, they predicted the harvesting time using a neural network. Consequently, there was an error of about two days with the training data. Predicting the harvesting time of individual tomato fruits with high accuracy using machine learning and fruit bunch images was shown to be difficult.

In addition, harvesting time prediction has been performed using machine learning and weather information \[13,14\]. The reports of Salazar et al. and Movagharnejad et al. predicted the harvesting time by training a neural network with environmental information such as temperature and solar radiation, in addition to past shipment volume. Results indicated solar radiation as an important element for predicting the harvest of tomatoes when using weather information with tomato yields using machine learning. Nevertheless, the highly accurate prediction of the harvesting time of individual tomato fruits is difficulty. Therefore, results of those studies might not contribute greatly to the prediction of crop yields, labor-saving methods, and assistance for new farmers.

Conventional studies are insufficient for prediction for individual tomato fruits. As described herein, we propose a method to detect tomatoes using Mask R-CNN. To improve the prediction accuracy, the tomato bunch images are removed from the calyces, leaves, and branches. The harvest time is predicted using only the tomato bunch images, from which the leaves, branches, and calyces have been removed.

3. Tomato Harvesting Time Prediction

3.1. Proposal System

This report describes our study of tomato harvest time prediction. After tomato bunch images were extracted from the input image, the tomato harvesting time was predicted using only the tomato bunch images without the calyces and leaves. Figure 1 portrays the flow of harvesting time prediction.
A noise-removed tomato bunch image is created from the tomato bunch image using a noise remover after training a Mask R-CNN on the noise in the detected tomato bunch image. A noise-removed tomato bunch image is created from the tomato bunch image using a noise remover.

The tomato bunch ripeness is calculated from the color information of the removed noise images. The harvesting time is classified into five stages. In other words, we predict tomatoes in five stages. For example, four days means that the tomatoes can be harvested after four days. The benefit of this method is that it improves the detection accuracy and processing speed by removing noise from the fruit bunch image after tomato detection.

### 3.2. Harvesting Time Prediction Method

First, to create a tomato bunch detector, we have Mask R-CNN [15] train with the Laboro Tomato dataset [16] and tomato images taken in the field. Next, tomato bunches are detected in the input image using the tomato bunch detector. Using color information for prediction is difficult because the detected tomato bunch images include calyces, leaves, and branches.

Here, calyx, leaf, and branch images are designated as noise. A noise remover is created by training a Mask R-CNN on the noise in the detected tomato bunch image. A noise-removed tomato bunch image is created from the tomato bunch image using a noise remover.

The tomato bunch ripeness is calculated from the color information of the removed noise images. The harvesting time is classified into five stages. In other words, we predict tomatoes in five stages. For example, four days means that the tomatoes can be harvested after four days. The benefit of this method is that it improves the detection accuracy and processing speed by removing noise from the fruit bunch image after tomato detection.

First, to create a tomato bunch detector, we have Mask R-CNN [15] train with the Laboro Tomato dataset [16] and tomato images taken in the field. Next, tomato bunches are detected in the input image using the tomato bunch detector. Using color information for prediction is difficult because the detected tomato bunch images include calyces, leaves, and branches.

Here, calyx, leaf, and branch images are designated as noise. A noise remover is created by training a Mask R-CNN on the noise in the detected tomato bunch image. A noise-removed tomato bunch image is created from the tomato bunch image using a noise remover.

The tomato bunch ripeness is calculated from the color information of the removed noise images. The harvesting time is classified into five stages. In other words, we predict tomatoes in five stages. For example, four days means that the tomatoes can be harvested after four days. The benefit of this method is that it improves the detection accuracy and processing speed by removing noise from the fruit bunch image after tomato detection.

### 3.2. Harvesting Time Prediction Method

Here, we describe the method for harvest time prediction. According to a report of an earlier study [17], tomatoes take 4–5 days from the time the bunches are colored to the time they are ready to be harvested. It was also commented by an experienced expert that about 5 days are necessary to harvest. Based on that knowledge, we used the ripeness of tomatoes to predict the harvesting time of tomatoes in five stages.

We use the fact that the ratio of $R$ to RGB in the tomato bunch image increases as the tomato nears the harvestable stage. In an actual field, farmers use a color chart to ascertain, based on their color, whether tomatoes can be harvested. For this study, we strove to classify the harvesting time by tomato bunch color using the RGB values of the images [18].

Finally, we use two methods to ascertain the level of ripeness. One method is to use the ratio of $R$ in the RGB values. It is the ratio of the sum of $R$ in the sum of RGB of the tomato bunch image as shown in the following equation.

The ratio of $R$ in RGB values:

$$
\frac{\sum_{j=0}^{N-1} \sum_{i=0}^{M-1} Red}{\sum_{j=0}^{N-1} \sum_{i=0}^{M-1} Red + \sum_{j=0}^{N-1} \sum_{i=0}^{M-1} Green + \sum_{j=0}^{N-1} \sum_{i=0}^{M-1} Blue}
$$

Therein, $M$ and $N$ represent the height and width of the tomato bunch image, respectively.

The other method uses the average of the differences between the $R$ and $G$ values for each pixel in the tomato bunch image, as shown in Equation (2).

**Figure 1.** Flow of harvesting time prediction.
Average of the differences between $R$ and $G$ in RGB values:

\[
\frac{\sum_{j=0}^{N-1} \sum_{i=0}^{M-1} (Red - Green)}{M \times N}
\]  

(2)

Therein, $M \times N$ represents the sum of the pixels of the tomato bunch image.

The ripeness is calculated using the two methods above with classification into five stages of tomato harvesting time.

4. Basic Experience

4.1. Method of Experiment

In the basic experiment, the results classified by the two harvesting time prediction methods are compared with the results classified by the experienced farmer to decide the threshold for determining ripeness. Images used for the basic study were taken at the Japan Agricultural Co-operative (JA) Yamagata farm by GoProHERO8 [19]. A camera was mounted on a cart to capture images of four rows of tomato plants being planted in greenhouses. Figure 2 shows the images being taken.

![Taking images in the field.](image)

The images used for the basic study were taken on 18, 21 and 25 August 2020, from 10:00 AM. We acquired tomato bunch images from the video using Mask-R-CNN. In all, 884 tomato bunch images were used as threshold determination data and training data. In addition, 126 tomato bunch images from the remaining rows were used as test data. Figure 3 presents the camera position for the rows of plants in the field.

![Photographic method used in the field.](image)
The ripeness is calculated using the two methods above with classification into five stages of tomato harvesting time.

4. Basic Experience

4.1. Method of Experiment

In the basic experiment, the results classified by the two harvesting time prediction methods are compared with the results classified by the experienced farmer to decide the threshold for determining ripeness. Images used for the basic study were taken at the Japan Agricultural Co-operative (JA) Yamagata farm by GoProHERO8 [19]. A camera was mounted on a cart to capture images of four rows of tomato plants being planted in green-houses. Figure 2 shows the images being taken.

Figure 2. Taking images in the field.

The images used for the basic study were taken on 18, 21 and 25 August 2020, from 10:00 AM. We acquired tomato bunch images from the video using Mask-R-CNN. In all, 884 tomato bunch images were used as threshold determination data and training data. In addition, 126 tomato bunch images from the remaining rows were used as test data. Figure 3 presents the camera position for the rows of plants in the field.

Figure 3. Photographic method used in the field.

All images were classified visually into five stages by harvesting time by an experienced tomato farmer. The two types of data for these images are training data and test data. Table 1 presents classification results of training data to determine the threshold and Table 2 shows classification results of test data to evaluate the performance of this method.

Table 1. Training data are classified by an experienced tomato farmer.

|        | Current Day | One Day | Two Days | Three Days | Four Days |
|--------|-------------|---------|----------|------------|-----------|
| 100    | 134         | 170     | 255      | 225        |

Table 2. Test data are classified by an experienced tomato farmer.

|        | Current Day | One Day | Two Days | Three Days | Four Days |
|--------|-------------|---------|----------|------------|-----------|
| 6      | 31          | 32      | 37       | 20         |

Figure 4 presents an example of a tomato bunch image classified by an experienced tomato farmer. To classify the harvesting time, the ripeness is calculated from the training data. The threshold is determined by the ripeness. The classification results by the two methods of ripeness determination are compared with the results classified by experienced farmers. We set up a fixed-point camera in an actual field and confirmed that tomatoes can be harvested 4–6 days after coloring. Images taken using the fixed-point camera each day are presented below.
All images were classified visually into five stages by harvesting time by an experienced tomato farmer. The two types of data for these images are training data and test data. Table 1 presents classification results of training data to determine the threshold and Table 2 shows classification results of test data to evaluate the performance of this method.

Table 1. Training data are classified by an experienced tomato farmer.

| Current Day | One Day | Two Days | Three Days | Four Days |
|-------------|---------|----------|------------|-----------|
| 100         | 134     | 170      | 255        | 225       |

Table 2. Test data are classified by an experienced tomato farmer.

| Current Day | One Day | Two Days | Three Days | Four Days |
|-------------|---------|----------|------------|-----------|
| 6           | 31      | 32       | 37         | 20        |

Figure 4 presents an example of a tomato bunch image classified by an experienced tomato farmer. To classify the harvesting time, the ripeness is calculated from the training data. The threshold is determined by the ripeness. The classification results by the two methods of ripeness determination are compared with the results classified by experienced farmers. We set up a fixed-point camera in an actual field and confirmed that tomatoes can be harvested 4–6 days after coloring. Images taken using the fixed-point camera each day are presented below.

Figure 4. Classification by experienced tomato farmers. (a) Current Day, (b) One Day, (c) Two Days, (d) Three Days, (e) Four Days.

Figure 5 shows images obtained from a fixed camera. The tomatoes were harvested on the fifth day after coloring.

Figure 5. Images taken using a fixed-point camera.

4.2. Results

Tables 3 and 4 present prediction results obtained using the average of the differences between R and G values. Table 3 shows the predicted results with noise and Table 4 indicates the predicted results without noise. The vertical axis shows the results of classification by experienced farmers. The horizontal axis shows results of classification by each ripeness determination method. Higher accuracy of the diagonal part yields better results.

Table 3. Prediction results obtained using the average of the differences between R and G in RGB values with noise.

| Current Day | One Day | Two Days | Three Days | Four Days |
|-------------|---------|----------|------------|-----------|
| 16.67       | 83.33   | 0.00     | 0.00       | 0.00      |
| 19.35       | 61.29   | 12.90    | 6.45       | 0.00      |
| 0.00        | 15.63   | 34.38    | 50.00      | 0.00      |
| 0.00        | 0.00    | 0.00     | 81.08      | 18.92     |
| 0.00        | 0.00    | 0.00     | 20.00      | 80.00     |

4.2. Results

Tables 3 and 4 present prediction results obtained using the average of the differences between R and G values. Table 3 shows the predicted results with noise and Table 4 indicates the predicted results without noise. The vertical axis shows the results of classification by
experienced tomato farmers. The horizontal axis shows results of classification by each ripeness determination method. Higher accuracy of the diagonal part yields better results.

Table 3. Prediction results obtained using the average of the differences between $R$ and $G$ in RGB values with noise.

|           | Current Day | One Day | Two Days | Three Days | Four Days |
|-----------|-------------|---------|----------|------------|-----------|
| Current day | 16.67       | 83.33   | 0.00     | 0.00       | 0.00      |
| One day    | 19.35       | 61.29   | 12.90    | 6.45       | 0.00      |
| Two days   | 0.00        | 15.63   | 34.38    | 50.00      | 0.00      |
| Three days | 0.00        | 0.00    | 0.00     | 81.08      | 18.92     |
| Four days  | 0.00        | 0.00    | 0.00     | 20.00      | 80.00     |

Table 4. Prediction results obtained using the average of the differences between $R$ and $G$ in RGB values without noise.

|           | Current Day | One Day | Two Days | Three Days | Four Days |
|-----------|-------------|---------|----------|------------|-----------|
| Current day | 33.33       | 66.67   | 0.00     | 0.00       | 0.00      |
| One day    | 19.35       | 64.52   | 16.13    | 0.00       | 0.00      |
| Two days   | 0.00        | 15.63   | 40.63    | 43.75      | 0.00      |
| Three days | 0.00        | 0.00    | 0.00     | 86.49      | 13.51     |
| Four days  | 0.00        | 0.00    | 0.00     | 25.00      | 75.00     |

Results show that the prediction results based on the average of the difference between $R$ and $G$ in RGB values are more accurate after three or four days of harvesting. Removal of noise from the fruit bunch images improved the prediction accuracy on the current day, one day later, two days later, and three days later.

This method can accurately classify tomatoes that require a few days to harvest. The reason is that the sum of the differences between $R$ and $G$ is large for tomato bunch images that can be harvested in three and four days.

Tables 5 and 6 indicate that prediction results based on the ratio of $R$ in RGB values are more accurate at predicting the number of days close to harvest. By removing the calyces, leaves, and branches from the fruit bunch images, the prediction accuracy at three days was improved.

Table 5. Prediction results are based on the ratio of $R$ in RGB values with noise.

|           | Current Day | One Day | Two Days | Three Days | Four Days |
|-----------|-------------|---------|----------|------------|-----------|
| Current day | 83.33       | 16.67   | 0.00     | 0.00       | 0.00      |
| One day    | 9.68        | 29.03   | 58.06    | 3.23       | 0.00      |
| Two days   | 0.00        | 9.38    | 43.75    | 46.88      | 0.00      |
| Three days | 0.00        | 0.00    | 27.03    | 67.57      | 5.41      |
| Four days  | 0.00        | 0.00    | 15.00    | 70.00      | 15.00     |

Table 6. Prediction results are based on the ratio of $R$ in RGB values without noise.

|           | Current Day | One Day | Two Days | Three Days | Four Days |
|-----------|-------------|---------|----------|------------|-----------|
| Current day | 83.33       | 16.67   | 0.00     | 0.00       | 0.00      |
| One day    | 9.68        | 32.26   | 54.84    | 3.23       | 0.00      |
| Two days   | 0.00        | 12.50   | 43.75    | 43.75      | 0.00      |
| Three days | 0.00        | 0.00    | 29.73    | 64.86      | 5.41      |
| Four days  | 0.00        | 0.00    | 15.00    | 75.00      | 10.00     |

Results obtained from the basic experiment indicated that the harvest prediction method based on the ratio of $R$ in the RGB of the fruit bunch image was good for harvest
time prediction on the current day. However, the method using the average of the differences between green and red gave better prediction accuracy 3 and 4 days later. The ripeness determination method used to make predictions on the day of the event is applicable to the ratio of $R$ in RGB values. The average of the differences between the $R$ and $G$ in RGB values is useful to make predictions for three and four days later.

Because the images used for the test data were taken during the daytime, variations in the lighting environment affected the ripeness discrimination using color information. The accuracy of harvesting time prediction might be improved by taking images at night and by maintaining a constant lighting environment.

5. Demonstration Experiment

5.1. Method of Experiment

Here, two types of ripeness determination methods are used to predict tomato harvest time in the field. Images for the experiment were taken from 19 August 2021–27 August 2021 in the same field as that used for the basic study conducted under the same conditions. The test data were images obtained from a movie taken 20 m from the right side of a row of plants in a greenhouse. Others were used as training data. JA employees harvest twice a week. Therefore, it is impossible to evaluate the harvesting time prediction for each day. The images taken on the day of harvest and one day before the harvest were compared. Then, only the harvested images are used to evaluate the harvesting time prediction. We visually selected the harvested tomatoes from videos taken each day and used 100 tomatoes for the test. Figure 6 portrays examples of tomato bunch images of a harvested tomato.

![Figure 6. Examples of a harvested tomato.](image)

We used ripeness determination methods of two types to predict the harvesting time. Here, the same threshold values as those used for the basic study were used.

5.2. Results

Tables 7 and 8 present the prediction results obtained using the average of the differences between $R$ and $G$ values in both cases with and without noise in the detected tomato bunches. In the case of noise in the tomato bunches, the prediction accuracy on the current day was 80%. When the noise was removed from the tomato bunch image, the prediction accuracy on the current day was 92%. The prediction accuracy was further improved.

| Table 7. Prediction results are based on the average of the differences between $R$ and $G$ in RGB values with noise. |
|---------------------------------------------------------------|
| Current Day | One Day | Two Days | Three Days | Four Days |
|---------------|---------|----------|------------|-----------|
| 80.00         | 19.00   | 1.00     | 0.00       | 0.00      |

| Table 8. Prediction results are based on the average of the differences between $R$ and $G$ in RGB values without noise. |
|---------------------------------------------------------------|
| Current Day | One Day | Two Days | Three Days | Four Days |
|---------------|---------|----------|------------|-----------|
| 92.00         | 8.00    | 0.00     | 0.00       | 0.00      |
Tables 9 and 10 present prediction results obtained using the ratio of $R$ in RGB values. All tomato bunch images were predicted as tomatoes that could be harvested on the current day.

Table 9. Prediction results are based on ratio of $R$ in RGB values with noise.

| Current Day | One Day | Two Days | Three Days | Four Days |
|-------------|---------|----------|------------|-----------|
| 100.00      | 0.00    | 0.00     | 0.00       | 0.00      |

Table 10. Prediction results are based on ratio of $R$ in RGB values without noise.

| Current Day | One Day | Two Days | Three Days | Four Days |
|-------------|---------|----------|------------|-----------|
| 100.00      | 0.00    | 0.00     | 0.00       | 0.00      |

Results obtained from comparison of the method using the ratio of $R$ in RGB values and the method using the average of the differences between $R$ and $G$ in RGB luminance values revealed that the method using the ratio of $R$ in RGB values was more accurate.

5.3. Discussion

Results obtained from comparison of the method using the ratio of $R$ in RGB values and the method using the average of the differences between $R$ and $G$ in RGB luminance values revealed that the method using the ratio of $R$ in RGB values was more accurate.

This proposal method assumes a tomato harvesting robot. The robot uses an RGB-D camera (e.g., Depth Camera D435i) [20] to detect and locate tomatoes. An RGB-D camera is a sensor capable of acquiring RGB images and Depth image. This method detects tomatoes from input RGB images. For a harvestable tomato, the coordinates on the RGB image are obtained. The 3D position corresponding to these coordinates is then obtained using the Depth image. This tomato location information is transferred to the robot. In the case of tomatoes that are still unripe, this method will predict the tomato harvesting time and inform the farmer of this information.

Furthermore, this method is applicable to fruit kinds for which ripeness can be determined using color change. Examples include apples, mangoes, pineapples, and strawberries. To apply this method to other fruits, it is necessary to determine the number of days required from raw to ripe using a fixed-point camera in advance. The reason is that the number of days required to harvest fruit varies depending on local environmental conditions.

6. Conclusions

As described herein, we proposed a method for predicting tomato harvesting times to conserve agricultural labor resources and to help new farmers ascertain the best harvesting time. This method detected tomato bunches in an image using Mask R-CNN. Then this method used Mask R-CNN to remove leaves and calyces from tomato bunch images. Only tomato bunch images with no noise were used to predict the tomato harvesting times.

In this basic study, the method using the average of the difference between $R$ and $G$ in RGB values had high prediction accuracy three and four days later. The method using the ratio of $R$ in RGB values had high prediction accuracy for the current day. From this demonstration experiment, we concluded that it is better to use the method of the ratio of $R$ in RGB values to predict tomatoes that can be harvested on the current day. This method’s effectiveness was demonstrated by the results presented above.
Future work is expected to include a method of combining environmental information with this proposed method. The images used for the test data were taken during the daytime. Therefore, variations in the ambient light affected the determination of ripeness. For nighttime, because there is less ambient light, the harvesting time prediction accuracy can be improved. This method is also applicable for use with tomato-harvesting robots and with other agricultural crops.
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