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Whenever an alternative theory of gravity is formulated in a background Minkowski space, the conditions characterizing admissible coordinate systems, in which the alternative theory of gravity may be applied, play an important role. We here propose Lorentz covariant coordinate conditions for the composite theory of pure gravity developed from the Yang-Mills theory based on the Lorentz group, thereby completing this previously proposed higher derivative theory of gravity. The physically relevant static isotropic solutions are determined by various methods, the high-precision predictions of general relativity are reproduced, and an exact black-hole solution with mildly singular behavior is found.

I. INTRODUCTION

Only two years after the discovery of Yang-Mills theories [1], it has been recognized that that there is a striking formal relationship between the Riemann curvature tensor of general relativity and the field tensor of the Yang-Mills theory based on the Lorentz group [2]. However, developing this particular Yang-Mills theory into a consistent and convincing theory of gravity is not at all straightforward. The ideas of [2] have been found to be “unnatural” by Yang (see footnote 5 of [3]), whose work has later been criticized massively in Chap. 19 of [4]. Nevertheless, the pioneering work [2] may be considered as the origin of what is now known as gauge gravitation [5, 6].

An obvious problem with the Yang-Mills theory based on the Lorentz group is that it has the large number of 48 degrees of freedom, half of which are physically relevant. One is faced with six four-vector fields satisfying second-order evolution equations. For the pure field theories, the physical degrees of freedom are essentially given by the two transverse components of the four-vector fields, like in electrodynamics with its single vector potential. In view of this enormous number of degrees of freedom we need an almost equally large number of constraints to keep only a few degrees of freedom in a theory of gravity. In other words, we need a structured principle for selecting just a few ones among all the solutions of the Yang-Mills theory based on the Lorentz group.

A powerful selection principle can be implemented by means of the tool of composite theories [7, 8]. The basic idea is to write the gauge vector fields of the Yang-Mills theory in terms of fewer, more fundamental variables and their derivatives. The admission of derivatives in this so-called composition rule implies that the composite theory involves higher than second derivatives. The power of the tool of composite theories results from the fact that, in their Hamiltonian formulations [7, 8], the structure of the constraints providing the selection principle is highly transparent.

As the composite theory of gravity [9], just like the underlying Yang-Mills theory, is formulated in a background Minkowski space, the question arises how to characterize the “good” coordinate systems in which the theory may be applied. This characterization should be Lorentz invariant, but not invariant under more general coordinate transformations, that is, it shares the formal properties of coordinate conditions in general relativity. However, the unique solutions obtained from Einstein’s field equations only after specifying coordinate conditions are all physically equivalent, whereas the coordinate conditions in composite gravity characterize physically preferred systems. From a historical perspective, it is remarkable that Einstein in 1914 still believed that the metric should be completely determined by the field equations and, therefore, a generally covariant theory of gravity was not desirable (see [10] for a detailed discussion). The important task of characterizing the preferred systems in composite gravity is addressed in the present paper. Once it is solved, we can provide a canonical Hamiltonian formulation of composite theory of gravity beyond the weak-field approximation [11] and we obtain the static isotropic black-hole solution in a proper coordinate system.

The structure of the paper is as follows. As a preparatory step, we present the various variables and relations between them (Sec. II) and discuss their gauge transformation behavior (Sec. III). A cornerstone of the development is the close relationship between the covariant derivatives associated (i) with a connection with torsion and (ii) with the Yang-Mills theory based on the Lorentz group. The core of the composite theory of gravity consists of the field equations presented for several sets of variables (Sec. IV) and the coordinate conditions characterizing the admissible coordinate systems (Sec. V). As an application, we determine the static isotropic solutions and provide the results for the high-precision tests of gravity as well as an exact black-hole solution (Sec. VI). We finally offer a detailed summary of our results and draw a number of conclusions (Sec. VII). A number of detailed results and arguments are provided in six appendices.
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II. VARIOUS VARIABLES AND RELATIONS BETWEEN THEM

For the understanding of composite theories, it is important to introduce different kinds of variables and to clarify the relations between them. On the one hand, we have the metric tensors, tetrad variables, connections and curvature tensors familiar from general relativity and other theories of gravity. On the other hand, we have the gauge vectors and field tensors of the Yang-Mills theory based on the Lorentz group.

An important step is the decomposition of metric tensors in terms of tetrad or vierbein variables,

\[ g_{\mu\nu} = \eta_{\kappa\lambda} b^{\kappa \mu} b^{\lambda \nu} = b^{\kappa \mu} b_{\kappa\nu}, \tag{1} \]

where \( \eta_{\kappa\lambda} = \eta^{\kappa\lambda} \) is the Minkowski metric with signature \((-+++)\). Throughout this paper, the Minkowski metric is used for raising or lowering space-time indices. For the inverses of the metric and the tetrad variables we introduce the components \( \tilde{g}^{\mu\nu} \) and \( b_{\kappa\nu} \). Note that they are not obtained by raising or lowering indices of \( g_{\mu\nu} \) and \( b^{\kappa \mu} \), respectively.

Equation (1) may be regarded as the characterization of metric tensors by symmetry and definiteness properties. A general metric tensor may also be regarded as the result of transforming the Minkowski metric. The decomposition of a metric \( g_{\mu\nu} \) into tetrad variables \( b^{\kappa \mu} \) is not unique. If we multiply \( b^{\kappa \mu} \) from the left with any Lorentz transformation, the invariance of the Minkowski metric under Lorentz transformations implies that we obtain another valid decomposition. This observation reveals the origin of the underlying gauge symmetry of the composite theory of gravity.

The key role of the metric tensor in the present theory is the characterization of the momentum-velocity relation, so that it can be interpreted as an indication of tensorial properties of mass. While this is also the case in general relativity, Einstein’s theory of gravity goes much further in the geometric interpretation of the metric by assuming that it characterizes the underlying space-time.

In contrast, the present theory is developed in an underlying Minkowski space, which is the standard situation for Yang-Mills theories.

As a next step, we introduce the vector fields \( A_{(\kappa\lambda)\rho} \) in terms of the tetrad variables (the pair \((\kappa, \lambda)\) of space-time indices should be considered as a label associated with the Lorentz group, \( \rho \) as a four-vector index),

\[ b^{\kappa \mu} b^{\lambda \nu} A_{(\kappa\lambda)\rho} = \frac{1}{2} \left( \frac{\partial g_{\rho\nu}}{\partial x^\mu} - \frac{\partial g_{\rho\mu}}{\partial x^\nu} \right) + \frac{1}{2g} \left( \eta^{\kappa \rho} \frac{\partial b_{\kappa\mu}}{\partial x^\nu} - \frac{\partial b^{\lambda \mu}}{\partial x^\sigma} b_{\kappa\nu} \right). \tag{2} \]

From the Yang-Mills perspective, \( \tilde{g} \) is the coupling constant. From a metric viewpoint, \( \tilde{g} \neq 1 \) implies torsion (see Eq. (6) below). The antisymmetry of the right-hand side of Eq. (2) in \( \mu \) and \( \nu \) leads, after resolving for \( A_{(\kappa\lambda)\rho} \), to antisymmetry in \( \kappa \) and \( \lambda \). We have thus introduced six vector fields associated with six pairs \((\kappa, \lambda)\), or with a label \( a \) taking the values from 1 to 6 according to Table I. The pairs \((0, 1)\), \((0, 2)\), \((0, 3)\), \((2, 3)\), \((3, 1)\), \((1, 2)\) correspond to rotations and boosts in the respective directions (involving also time) and the pairs \((2, 3)\), \((3, 1)\), \((1, 2)\) correspond to rotations in the respective planes, as can be recognized by analyzing the gauge transformation behavior of the fields \( A_{(\kappa\lambda)\rho} \) resulting from the freedom of acting with Lorentz transformations on \( b^{\kappa \mu} \) (see Sec. III for details).

Following standard procedures for Yang-Mills theories (see, e.g., Sect. 15.2 of [12], Chap. 15 of [13], or [14]), we can introduce a field tensor in terms of the vector fields,\n
\[ F_{a\mu\nu} = \frac{\partial A_{a\mu}}{\partial x^\nu} - \frac{\partial A_{a\nu}}{\partial x^\mu} + \tilde{g} f^{bc}_a A_{b\mu} A_{c\nu}, \tag{3} \]

where \( f^{bc}_a \) are the structure constants of the Lorentz group. A Lie algebra label, say \( a \), can be raised or lowered by raising or lowering the indices in the pairs associated with \( a \) according to Table I. The structure constants can then be specified as follows: \( f^{abc}_a = 1 \) (−1) if \((a, b, c)\) is an even (odd) permutation of \((4, 5, 6), (1, 3, 5), (1, 6, 2)\) or \((2, 4, 3)\) and 0 otherwise (see also Eq. (A3)).

The definition (2) suggests the following general passage from quantities labeled by a Lie algebra index to a quantity with space-time indices,

\[ \tilde{X}_{\mu\nu} = b^{\kappa \mu} b^{\lambda \nu} X_{(\kappa\lambda)}. \tag{4} \]

One then gets a deep relation between covariant derivatives associated with metrics and connections on the one hand and covariant derivatives associated with a Yang-Mills theory based on the Lorentz group on the other hand (for a proof of this fundamental relation based on the structure of the Lorentz group, see Appendix A),

\[ \frac{\partial \tilde{X}_{\mu\nu}}{\partial x^\rho} - \Gamma^\sigma_{\mu\rho} \tilde{X}_{\sigma\nu} - \Gamma^\sigma_{\nu\rho} \tilde{X}_{\mu\sigma} = b^{\kappa \mu} b^{\lambda \nu} \left[ \frac{\partial X_{(\kappa\lambda)}}{\partial x^\rho} + \tilde{g} f^{bc}_{(\kappa\lambda)} A_{b\mu} X_{c} \right], \tag{5} \]

where the connection \( \Gamma^\rho_{\mu\nu} \) is given by

\[ \Gamma^\rho_{\mu\nu} = \frac{1}{2} \tilde{g}^{\rho\sigma} \left[ \frac{\partial g_{\sigma\nu}}{\partial x^\mu} + \tilde{g} \left( \frac{\partial g_{\sigma\mu}}{\partial x^\nu} - \frac{\partial g_{\sigma\nu}}{\partial x^\mu} \right) \right] = \tilde{g}^{\rho\sigma} \tilde{\Gamma}_{\sigma\mu\nu}. \tag{6} \]

Unlike the Christoffel symbols obtained for \( \tilde{g} = 1 \), \( \Gamma^\rho_{\mu\nu} \) is not symmetric in \( \mu \) and \( \nu \) for \( \tilde{g} \neq 1 \). This lack of symmetry indicates the presence of torsion. Note, however, that the connection is metric-compatible for all \( \tilde{g} \) [15], that is,

\[ \frac{\partial g_{\mu\nu}}{\partial x^\rho} - \Gamma^\sigma_{\rho\mu} g_{\sigma\nu} - \Gamma^\sigma_{\rho\nu} g_{\mu\sigma} = 0, \tag{7} \]

\[ \begin{array}{c|ccccccc} \alpha & 1 & 2 & 3 & 4 & 5 & 6 \\ \hline (\kappa, \lambda) & (0, 1) & (0, 2) & (0, 3) & (2, 3) & (3, 1) & (1, 2) \end{array} \]

TABLE I. Correspondence between the label \( a \) for the base vectors of the six-dimensional Lie algebra so(1,3) and ordered pairs \((\kappa, \lambda)\) of space-time indices.
which can be recast in the convenient form
\[
\frac{\partial g_{\mu
u}}{\partial x^\rho} = \tilde{\Gamma}_{\mu
u\rho} + \tilde{\Gamma}_{\nu\rho\mu}.
\] (8)

From the connection \(\Gamma^\rho_{\mu\nu}\), we can further construct the Riemann curvature tensor (see, e.g., [15] or [16])
\[
R^\rho_{\mu
u\lambda} = \frac{\partial \Gamma^\rho_{\mu\nu}}{\partial x^\lambda} - \frac{\partial \Gamma^\rho_{\mu\lambda}}{\partial x^\nu} + \Gamma^\sigma_{\mu\nu} \Gamma^\rho_{\sigma\lambda} - \Gamma^\sigma_{\mu\lambda} \Gamma^\rho_{\sigma\nu}.
\] (9)

In Appendix B, it is shown that the field tensor (3) can be written in the alternative form
\[
\tilde{F}_{\mu
u\rho}' = \frac{1}{2} \left( \frac{\partial^2 g_{\mu
u}'}{\partial x^\rho} - \frac{\partial^2 g_{\mu\rho}'}{\partial x^\nu} - \frac{\partial^2 g_{\nu\rho}'}{\partial x^\mu} + \frac{\partial^2 g_{\rho\mu}'}{\partial x^\nu} \right)
+ \frac{1}{2} \tilde{g}^\rho\sigma (\tilde{\Gamma}_{\mu\rho\nu}' - \tilde{\Gamma}_{\nu\rho\mu}' - \tilde{\Gamma}_{\mu\nu}' \tilde{\Gamma}_{\rho\mu}' - \delta_{\rho\nu} \tilde{\Gamma}_{\mu\lambda} \tilde{\Gamma}_{\lambda\mu}').
\] (10)

This explicit expression for \(\tilde{F}_{\mu
u\rho}'\) reveals its symmetry properties: antisymmetry under \(\mu \leftrightarrow \nu\) and \(\mu' \leftrightarrow \nu'\) and, more surprisingly, symmetry under \((\mu\nu) \leftrightarrow (\mu'\nu')\). A comparison between the expressions (9) and (10) yields a remarkable relationship between the Riemann curvature tensor and the field tensor of the Yang-Mills theory based on the Lorentz group,
\[
\tilde{g} \tilde{g}^{\rho\sigma} \tilde{F}_{\mu\rho\nu}' = R^\rho_{\mu
u},
\] (11)
which holds for all values of the coupling constant \(\tilde{g}\).

III. GAUGE TRANSFORMATION BEHAVIOR

As a consequence of the decomposition (1), there exists the gauge freedom of acting with a Lorentz transformation from the left on the tetrad variables \(b^\kappa_\mu\). In its infinitesimal version, this possibility can be expressed as
\[
\delta b^\kappa_\mu = \tilde{g} A_{(\kappa\lambda)} b^\lambda_\mu.
\] (12)

where \(A_{(\kappa\lambda)}\) is antisymmetric in \(\kappa\) and \(\lambda\) and can hence be understood as \(A_\alpha\) according to Table I. For \(\kappa = 0\), time is mixed with a spatial dependence in one of the coordinate directions so that we deal with the respective Lorentz boosts. If both \(\kappa = k\) and \(\lambda = l\) are both spatial indices, the antisymmetric matrix \(A_{(\kappa\lambda)}\) describes rotations in the corresponding \((k,l)\) plane. For the inverse of \(b^{\mu}_\kappa\), Eq. (12) implies
\[
\delta b^{\mu}_\kappa = -\tilde{g} A_{(\kappa\lambda)} \tilde{b}^{\lambda}_\mu.
\] (13)

By using Eq. (12) in the composition rule (2), we obtain
\[
\delta A_{(\kappa\lambda)\rho} = \tilde{g} \eta^{\kappa\lambda'} \left[ A_{(\kappa\lambda')\rho} A_{(\kappa\lambda')\rho} - A_{(\kappa\lambda')\rho} A_{(\kappa\lambda')\rho} \right] - \frac{\partial A_{(\kappa\lambda)\rho}}{\partial x^\rho},
\] (14)

which, by means of Eq. (A1), can be written as
\[
\delta A_{\alpha\rho} = \frac{\partial A_{a\rho}}{\partial x^\rho} + \tilde{g} f^{bc}_a A_{b\rho} A_{c\rho}.
\] (15)

This result demonstrates that the six vector fields \(A_{\alpha\rho}\) indeed possess the proper gauge transformation behavior for the vector fields of the Yang-Mills theory based on the Lorentz group. By means of the Jacobi identity for the structure constants,
\[
f_{a}^{bc} f^{cd} + f_{a}^{ec} f^{db} + f_{a}^{fd} f^{bc} = 0,
\] (16)
we further obtain the gauge transformation behavior of the field tensor,
\[
\delta F_{a\mu\nu} = \tilde{g} f^{bc}_a F_{b\mu\nu} A_{c\rho}.
\] (17)

Finally, we look at the gauge transformation behavior obtained for the Yang-Mills variables transformed according to Eq. (4). From Eqs. (12) and (14) we obtain
\[
\delta A_{\alpha\rho} = \tilde{g} A_{(\kappa\lambda)} \tilde{b}^{\lambda}_\mu.
\] (18)

As the metric is gauge invariant (gauge degrees of freedom result only from its decomposition), the representations (6) and (10) imply the gauge invariance properties
\[
\delta \gamma_{\mu\nu} = \tilde{\Gamma}_{\sigma\mu\nu} = 0,
\] (19)
and
\[
\delta \tilde{F}_{\mu\nu\rho}' = 0.
\] (20)

IV. FIELD EQUATIONS

With the help of Eq. (5), the standard field equations for our Yang-Mills theory based on the Lorentz group (see, e.g., Sect. 15.2 of [12], Chap. 15 of [13], or [14]) can be written in the manifestly gauge invariant form
\[
\eta^{\mu\nu} \left( \frac{\partial \tilde{F}_{\mu\nu\rho}'}{\partial x^\rho} - \Gamma_{\mu\rho}^\sigma \tilde{F}_{\sigma\nu\rho} - \Gamma_{\nu\rho}^\sigma \tilde{F}_{\sigma\mu\rho} \right) = 0.
\] (21)

By means of Eq. (11), these field equations can be rewritten in terms of the Riemann curvature tensor,
\[
\eta^{\mu\nu} \left( \frac{\partial R_{\mu\nu\rho}'}{\partial x^\rho} + \Gamma_{\rho\mu}^\sigma R_{\nu\sigma\rho} - \Gamma_{\rho\nu}^\sigma R_{\mu\sigma\rho} \right) = 0.
\] (22)

In view of Eq. (9), this latter equation is entirely in terms of the variables \(\Gamma_{\mu\nu}^\rho\). The explicit form of the resulting equation is given in Appendix C. This observation offers the option of the following two-step procedure: one first determines the most general solution of the second-order differential equations (C1) for \(\Gamma_{\mu\nu}^\rho\) and then, in a post-processing step, one obtains the metric by solving the first-order differential equations (6). The post-processing
step selects those solutions $\Gamma^\rho_{\mu\nu}$ that can actually be expressed in terms of the metric.

Finally, we write the field equations directly as third-order differential equations for the metric. As the solutions of these third-order equations can be understood in terms of selected solutions of the Yang-Mills theory found by post-processing, there is no reason to be concerned about the potential instabilities resulting from higher-order differential equations, known as Ostrogradsky instabilities [17, 18]. Avoiding such instabilities is an important topic, in particular, in alternative theories of gravity [19–26]. We write all the third and second derivatives of the metric explicitly, whereas the first derivatives are conveniently combined into connection variables. The result is the following set of equations for the composite theory of gravity obtained by expressing the gauge vector fields of the Yang-Mills theory based on the Lorentz group in terms of the tetrad variables obtained by decomposing a metric,

$$
\Xi_{\mu\nu\rho} = \frac{1}{2} \frac{\partial}{\partial x^\mu} \Box g_{\rho\nu} - \frac{1}{2} \frac{\partial^2}{\partial x^\rho \partial x^\nu} \frac{\partial g_{\mu\rho}}{\partial x^\nu} - \frac{1}{2} \frac{\partial^2}{\partial x^\rho \partial x^\nu} \frac{\partial g_{\mu\nu}}{\partial x^\rho} - \frac{1}{2} \Gamma^\sigma_{\rho\mu} \left( \frac{1}{g} \frac{\partial g_{\sigma\nu}}{\partial x^\rho} + \frac{\partial \frac{\partial g_{\rho\nu}}{\partial x^\sigma}}{\partial x^\rho} - \frac{\partial \frac{\partial g_{\rho\nu}}{\partial x^\sigma}}{\partial x^\rho} \right) + \frac{\nu^{\rho\rho'}}{2g} \Gamma^\rho_{\mu\nu} \left( \frac{\partial^2 g_{\rho\nu}}{\partial x^\rho \partial x^\nu} - \frac{\partial^2 g_{\rho\rho'}}{\partial x^\rho \partial x^\nu} \right) + 2 \frac{\partial^2 g_{\rho\rho'}}{\partial x^\rho \partial x^\rho} - \frac{2}{\partial x^\rho \partial x^\nu} \frac{\partial^2 g_{\rho\rho'}}{\partial x^\rho \partial x^\nu} + \frac{1}{g} \frac{\partial^2 g_{\rho\nu}}{\partial x^\rho \partial x^\nu} \right) - \frac{1}{g} \left( \Gamma^\rho_{\mu\nu} \left( 2 \Gamma^\alpha_{\rho\beta} + \Gamma^\beta_{\rho\alpha} \right) - \Gamma^\rho_{\mu\nu} \Gamma^\alpha_{\mu\nu} \right) \Gamma^\beta_{\nu\rho} = 0. \tag{23}
$$

In view of the antisymmetry of $\Xi_{\mu\nu\rho}$ implied by the last line of the above equation, we can assume $\mu < \nu$ so that Eq. (23) provides a total of 24 equations for the ten components of the symmetric matrix $g_{\mu\nu}$. If we wish to determine the time evolution of the metric from the third-order differential equations (23), we need 30 initial conditions for the matrix elements $g_{\mu\nu}$ and their first and second time derivatives as well as expressions for the third time derivatives.

Closer inspection of the third-order terms in Eq. (23) reveals that the six equations $\Xi_{\mu\mu\nu} = 0$ for $n \leq n$ provide the derivatives $\partial^3 g_{\mu\nu}/\partial x^3$, but that the remaining equations do not contain any information about $\partial^3 g_{\mu\nu}/\partial x^3$. Therefore, the remaining 18 equations constitute constraints for the initial conditions, and we are faced with two tasks: (i) find equations for the time evolution of $g_{\mu\nu}$, and (ii) show that the constraints are satisfied at all times if they hold initially (or count the additional constraints that need to be satisfied otherwise).

It is not at all trivial to find the number of further constraints arising from the dynamic invariance of the constraints contained in Eq. (23). A controlled handling of constraints is more straightforward in a Hamiltonian setting. As the canonical Hamiltonian formulation has been elaborated only in the weak-field approximation [11], we sketch the generalizations required for the full, nonlinear theory of composite pure gravity in Appendix E. As a conclusion, we expect (at least) four physical degrees of freedom remaining in the field equations (23) for $g_{\mu\nu}$.

Note that the Hamiltonian approach also provides the natural starting point for a generalization to dissipative systems. In particular, this approach allows us to formulate quantum master equations [27–30] and to make composite gravity accessible to the robust framework of dissipative quantum field theory [31, 32].

The issue of missing evolution equations is addressed in the subsequent section. As in the weak-field approximation, coordinate conditions characterizing those coordinate systems in which the composite theory of gravity can be applied provide the missing evolution equations.

V. COORDINATE CONDITIONS

As we have assumed an underlying Minkowski space for developing composite gravity, we need to characterize those coordinate systems in which the theory actually holds. These characteristic coordinate conditions should clearly be Lorentz covariant. Furthermore, the coordinate conditions should provide evolution equations for $g_{\mu\nu}$ because the field equations (23) determine the third-order time derivatives of $g_{\mu\nu}$ but not of $g_{\mu\nu}$. Therefore, the formulation of appropriate coordinate conditions is an important task. The status of coordinate conditions in composite theory is very different from their status in general relativity, where they have no influence on the physical predictions.

The coordinate conditions should be a set of four Lorentz covariant equations. An appealing form is given by

$$
\frac{\partial g_{\mu\nu}}{\partial x^\rho} = \frac{\partial \phi}{\partial x^\rho}. \tag{24}
$$

where the potential $\phi$ is often assumed to be proportional to the trace of the metric. To eliminate the need of specifying a potential, we can write the second-order integrability conditions

$$
\frac{\partial}{\partial x^\rho} \frac{\partial g_{\mu\nu}}{\partial x^\rho} = \frac{\partial}{\partial x^\rho} \frac{\partial g_{\nu\rho}}{\partial x^\rho}. \tag{25}
$$

After taking the derivatives with respect to $x_\nu$ and summing over $\nu$, we arrive at the four Lorentz covariant coordinate conditions

$$
\Box g_{\mu\nu} = K \frac{\partial}{\partial x^\rho} \frac{\partial^2 g_{\mu\nu}}{\partial x^\rho \partial x^\sigma}, \tag{26}
$$

actually with $K = 1$. Note that it is very appealing to use third-order equations as coordinate conditions because we actually need only expressions for the third time derivatives of $g_{\mu\nu}$ (stronger, first-order conditions
are needed for the Hamiltonian formulation; see Appendix E). For $K = 1$, we would obtain such equations for $g_{0m}$, but not for $g_{00}$. This is the reason why we have introduced the factor $K$ in Eq. (26). For any $K \neq 1$, we obtain the desired four evolution equations for $g_{0\nu}$. Formally, we could stick to the first-order conditions (24), but then the potential $\phi$ would be described by the second-order differential equations

$$\Box = K \frac{\partial^2 g_{\rho\sigma}}{\partial x_\rho \partial x_\sigma}, \quad (27)$$

where suitable space-time boundary conditions would be required. Note, however, that for $K \neq 1$, Eqs. (24) and (27) imply

$$\frac{\partial^2 g_{\rho\sigma}}{\partial x_\rho \partial x_\sigma} = 0, \quad (28)$$

whereas Eq. (26) implies the weaker requirement

$$\Box = 0. \quad (29)$$

The coordinate conditions (26) are an essential new ingredient into the composite theory of gravity. Of course, these coordinate conditions take a particularly simple form for $K = 0$, which is a possible choice. Alternatively, we could choose $K = \tilde{g}/(1 + \tilde{g})$ because we can then express the coordinate conditions as

$$\frac{\partial^2 \tilde{\Gamma}_{\mu\rho\sigma}}{\partial x_\mu \partial x_\rho} = 0. \quad (30)$$

In the following, we leave the particular choice of $K \neq 1$ open.

From a structural point of view, the coordinate conditions (26) have the important advantage that they can be implemented in exactly the same way as the gauge conditions in Yang-Mills theories: one can add a term to the Lagrangian that does not lead to any modification of the field equations, provided that the desired (coordinate or gauge) conditions are imposed as constraints. For the coordinate conditions (26), the additional contribution to the Lagrangian is given in Appendix D.

**VI. STATIC ISOTROPIC SOLUTION**

The study of static isotropic solutions of composite gravity is of great importance because these solutions provide the predictions for the high-precision tests of general relativity (deflection of light by the sun, anomalous precession of the perihelion of Mercury, gravitational redshift of spectral lines from white dwarf stars, travel time delay for radar signals reflecting off other planets) and the properties of black holes. Therefore, we here discuss these solutions in great detail.

We assume that the static isotropic solutions are of the general form,

$$g_{\mu\nu} = \begin{pmatrix} -\beta & 0 \\ 0 & \alpha \delta_{mn} + \xi \frac{x_m x_n}{r^2} \end{pmatrix}, \quad (31)$$

with inverse

$$\hat{g}^{\mu\nu} = \begin{pmatrix} -\frac{1}{\beta} & 0 \\ 0 & \frac{\delta_{mn}}{\alpha} - \frac{\xi}{\alpha(\alpha + \xi)} \frac{x_m x_n}{r^2} \end{pmatrix}, \quad (32)$$

where $\alpha$, $\beta$ and $\xi$ are functions of the single variable $r = (x_1^2 + x_2^2 + x_3^2)^{1/2}$. The static isotropic metric (31) is given in terms of the three real-valued functions $\alpha$, $\beta$ and $\xi$. In the original work on the composite theory of gravity (see Sec. V of [9]), we had parametrized these three functions in terms of only two functions $A$ and $B$: $\alpha = 1$, $\beta = B$, and $\xi = A - 1$. This particular parametrization corresponds to standard quasi-Minkowskian coordinates. A problem with these quasi-Minkowskian coordinates is that it is unclear how they can be generalized to full coordinate conditions for general metrics. The more general form (31) of the metric is consistent with the coordinate conditions (26). In particular, we do not need to introduce a further function for characterizing the components $g_{0m}$. In general relativity, the form (31) of the metric (with $g_{0m} = 0$) can be achieved by shifting time by a function depending on $r$ (see Sec. 8.1 of [16]). Nonzero $g_{0m}$ arise by Lorentz transformation of the metric (31) so that the form (31) belongs to a particularly simple solution of coordinate conditions and field equations.

The field equations (23) provide two third-order ordinary differential equations involving all three functions $\alpha$, $\beta$ and $\xi$. For $K \neq 1$, the coordinate conditions (26) lead to another third-order differential equation relating $\alpha$ and $\xi$, which is actually independent of $K$; only for $K = 1$, no further condition arises. In the remainder of this section, we solve the three differential equations for our three unknown functions for $K \neq 1$ by various methods.

**A. Robertson expansion**

The high-precision tests for theories of gravity depend on the behavior of the static isotropic solutions at large distances. We therefore construct the so-called Robertson expansion in terms of $1/r$. One obtains the following results,

$$\alpha = 1 + \alpha_1 \frac{r_0}{r} + \alpha_3 \frac{r^3}{r^3} + \ldots, \quad (33)$$

$$\xi = \xi_1 \frac{r_0}{r} + \ldots, \quad (34)$$

and

$$\beta = 1 - 2 \frac{r_0}{r} \left[ 2 + (\tilde{g} - 1)(\alpha_1 + \xi_1) \right] \frac{r_0^2}{2r^2} + \ldots, \quad (35)$$
where all higher terms indicated by \ldots in these Robertson expansions are uniquely determined by the dimensionless parameters $\alpha_1$, $\alpha_3$, $\xi_1$, and the coupling constant $\tilde{g}$. However, $\alpha_1$ and $\xi_1$ are not independent but rather related by a cubic algebraic equation with a single real solution establishing a one-to-one relation between $\alpha_1$ and $\xi_1$ (see Appendix F). The parameter $r_0$ with dimension of length is determined by the mass at the center creating the static isotropic field, as can be shown by reproducing the limit of Newtonian gravity (see, e.g., Sec. 3.4 of [16]).

An obvious strategy for finding the dimensionless parameters is to make sure that the high-precision predictions of general relativity are reproduced. This is achieved by choosing

\begin{equation}
\alpha_1 + \xi_1 = 2, \quad \alpha_1 = \tilde{g}.
\end{equation}

Imposing a further relation between $\alpha_1$ and $\xi_1$ is subtle as we have already established the cubic relationship between these parameters given explicitly in Eq. (F1). This implies that the first part of Eq. (36) can be satisfied only for particular values of the coupling constant $\tilde{g}$. By using Eq. (36) for eliminating $\alpha_1$ and $\xi_1$ from Eq. (F1), we obtain the following equation for $\tilde{g}$,

\begin{equation}
(4 + 4\tilde{g} - \tilde{g}^2 - 5\tilde{g}^3)(2 - \tilde{g}) = 0.
\end{equation}

Two of the roots of this polynomial equation of degree four are real. In addition to the obvious root $2$, implying $\alpha_1 = 2$ and $\xi_1 = 0$, one finds the further real-valued root

\[
\frac{1}{15} \left[ (1259 + 30\sqrt{1509})^{1/3} + (1259 - 30\sqrt{1509})^{1/3} - 1 \right],
\]

which is approximately equal to 1.13164; although closer to unity, this irrational number seems to be less appealing than the integer 2. Only for these two values of $\tilde{g}$ composite gravity with the coordinate conditions (26) for $K \neq 1$ can reproduce the high-precision predictions of general relativity. Note that the parameter $\alpha_3$ in the expansions (33)-(35) remains undetermined as it is the only term among the listed ones that does not affect the high-precision tests of gravity.

### B. Short-distance singularity

We next focus on singular behavior at small distances, which we expect to describe black holes. A glance at the field equations (23) reveals that any fixed multiple of a solution is another solution of the field equations. For the “equidimensional” third-order differential equations determining the functions $\alpha$, $\beta$, and $\xi$ of $r$, we assume the following form,

\begin{equation}
\alpha = \frac{c_\alpha}{r^x}, \quad \beta = \frac{c_\beta}{r^x}, \quad \xi = \frac{c_\xi}{r^x},
\end{equation}

with constants $c_\alpha$, $c_\beta$, $c_\xi$ and an exponent $x$. We further assume that $c_\alpha$, $c_\beta$, and $x$ are different from zero. For $\tilde{g} = 2$, we then find that the field equations and coordinate conditions are equivalent to $c_\xi = 0$ and $x = 1$. For general $\tilde{g}$, one can verify that the values

\[
x = \frac{2}{\tilde{g}}, \quad c_\xi = 0,
\]

lead to a static isotropic solution of both field equations and coordinate conditions. Of course, this solution is physically unacceptable as a global solution because it does not converge to the Minkowski metric at large distances. It does, however, characterize the asymptotic singular behavior of physical solutions at short distances.

The exponent $x$ given in Eq. (39) speaks strongly in favor of choosing $\tilde{g} = 2$ (rather than an irrational value). We then obtain a solution decaying according to a $1/r$ power law, the spatial part of which is a multiple of the three-dimensional unit matrix.

### C. Numerical solution

After discussing the static isotropic solutions at large and small distances from the center, we would now like to consider their behavior over the entire range of $r$. In particular, we are interested in the influence of the so far undetermined parameter $\alpha_3$ in Eq. (33) on the behavior of the solutions.

To explore the full solutions, we solve the field equations and coordinate conditions by numerical integration, starting from a large initial distance $r_1$ and then proceeding to smaller values of $r$. Assuming $\tilde{g} = 2$, the initial conditions at $r_1$ are given by the truncated third-order expansions

\begin{equation}
\alpha = 1 + 2\frac{r_0}{r} + \alpha_3\frac{r_{0}^3}{r^3},
\end{equation}

\begin{equation}
\xi = -3\alpha_3\frac{r_{0}^3}{r^3},
\end{equation}

\begin{equation}
\beta = 1 - 2\frac{r_0}{r} + 2\frac{r_{0}^2}{r^2} - 2\frac{r_{0}^3}{r^3}.
\end{equation}

These expressions do not only provide the values of the coefficient functions at $r_1$, but also their first and second derivatives required for solving the third-order differential equations for the functions $\alpha$, $\beta$ and $\xi$ of $r$. The actual numerical solution is performed with an implicit Runge-Kutta scheme of Mathematica.

If $r_1$ is sufficiently large, that is, in the range of validity of the asymptotic solutions (40)-(42), the numerical solutions are expected to be independent of the choice of $r_1$. This expectation is scrutinized in Figure 1. This figure displays the functions $\beta$ and $\xi$ for the values $\alpha_3 = \pm 0.25$ in the conditions (40), (41). The numerical solutions have been calculated for $r_1 = 50$ and $r_1 = 500$, so that each curve for $\xi$ actually consists of two overlapping curves and
the anticipated independence of the results of \( r_i \) is confirmed. The result for \( \beta \) actually consists of four curves, which implies that \( \xi \) has remarkably little influence on the function \( \beta \) until it touches the \( r \) axis.

Figure 1 suggests that \( \xi \) diverges around the value \( r \) at which \( \beta \) touches the \( r \) axis (and numerical difficulties arise). According to Eqs. (38), (39), \( \xi \) must go to zero for small \( r \). The real function \( \xi \) might actually end in a cusp singularity and develop a complex branch at smaller \( r \) that reaches zero at \( r = 0 \) (see Sec. V C of [9]). Alternatively, \( \xi \) might jump from \( +\infty \) to \( -\infty \), or vice versa, to return as a real function to zero at \( r = 0 \), where it started at large \( r \) (this kind of behavior is found for the Schwarzschild solution of general relativity; see Sec. VI E). To avoid singularities at finite \( r \) we from now on assume \( \alpha_3 = 0 \), for which \( \xi(r) \) is found to be identically zero. Note that singularities would be much more alarming in the composite theory of gravity than in general relativity because they cannot be considered as artifacts (“coordinate singularities”) removable by general coordinate transformations.

D. An exact solution

As we have by now fixed the values of the coupling constant (\( \tilde{g} = 2 \)) and all the free parameters in the Robertson expansions (33)-(35) (\( \alpha_1 = 2, \xi_1 = 0, \alpha_3 = 0 \)), there should be a unique static isotropic solution, which is the counterpart of the Schwarzschild solution in general relativity. The Robertson expansions suggest that all higher coefficients \( \alpha_n, \xi_n \) for \( n \geq 2 \) vanish, so that \( \alpha \) consists of only two terms and \( \xi \) vanishes identically, as already noted in the numerical solutions. Then, a closed-form expression for \( \beta \) can be found from the field equation

\[
4r_0^2 \beta = r^4 \left( 1 + 2\frac{r_0}{r} \right) \beta^2,
\]

so that we arrive at the complete solution

\[
\alpha = 1 + 2\frac{r_0}{r}, \quad \xi = 0, \quad \beta = \left( 2 - \sqrt{1 + 2\frac{r_0}{r}} \right)^2.
\]

These functions \( \alpha \) and \( \beta \) are shown in Figure 2. The present results are qualitatively similar to what was found in previous work on the composite theory of gravity for different coordinate conditions (see Fig. 1 of [9]).

Note that \( \beta \) is non-negative, vanishes at \( r = (2/3)r_0 \), and that \( \sqrt{\alpha} \pm \sqrt{\beta} = 2 \), where the + sign holds for \( r \geq (2/3)r_0 \) and the − sign for \( r \leq (2/3)r_0 \). The only singularities occur at the origin, and they are of the Newtonian 1/r type. The most remarkable feature is that \( \beta \) reaches a local minimum at \( r = (2/3)r_0 \), where \( \beta \) becomes zero. The observation that the proper time stands still at this distance from the origin is the essence of black-hole behavior in the composite theory of gravity.

An interesting consequence of \( \beta = 0 \) is revealed by considering the curvature scalar

\[
R = \tilde{g}^{\mu \nu} R_{\mu \nu} = \tilde{g}^{\mu \nu} \tilde{g}^{\rho \sigma} \tilde{F}_{\mu \nu}^{\rho \sigma} \tilde{F}^{\alpha \beta \gamma \delta} \tilde{F}_{\alpha \beta \gamma \delta}.
\]

For the isotropic solution given in Eq. (44), we find

\[
R = \frac{16r_0^2}{r^4 \left( 1 + 2\frac{r_0}{r} \right)^3 \left( \sqrt{1 + 2\frac{r_0}{r}} - 2 \right)},
\]

which implies infinite curvature at \( r = (2/3)r_0 \) where \( \beta \) vanishes, and a change of sign at that point. This is an important insight because, in the weak-field approximation, the curvature scalar and tensor have been explored.
for the coupling of gravitational field and matter \[11\]. If we want to keep geodesic motion of a mass point in a gravitational field, however, the coupling should be done in terms of a scalar or tensor quantity that is given in terms of second-derivatives of the metric and vanishes, at least for the static isotropic metric. In this context, the scalar identity (28) holding for the static isotropic solution might be useful. A tensorial coupling could be based on the following identity for the static isotropic solution,

\[
\frac{\partial^2 g_{\mu\nu}}{\partial x^\rho \partial x_\rho} + \frac{1}{2} \tilde{g}^{\rho\sigma} \frac{\partial g_{\mu\nu}}{\partial x^\rho} \frac{\partial g_{\rho\sigma}}{\partial x_\sigma} = \frac{2 r_0^2}{(r + 2 r_0) r^3} \eta_{\mu\nu},
\]

which implies that the trace-free part of the tensor on the left-hand side vanishes.

### E. Comparison to Schwarzschild solution

The Schwarzschild solution of general relativity in harmonic coordinates is given by (see, e.g., Eq. (8.2.15) of \(16\))

\[
\alpha = \left(1 + \frac{r_0}{r}\right)^2, \quad \xi = \frac{r + r_0}{r - r_0} \frac{r_0^2}{r^2}, \quad \beta = \frac{r - r_0}{r + r_0}.
\]

We here compare this solution to the static isotropic solution (44) of composite gravity.

The functions \(\alpha\) in Eqs. (44) and (48) differ by the term \(r_0^2/r^2\). This term does not matter for the high-precision tests. Whereas the singularity at the origin is \(1/r\) for composite gravity, it is \(1/r^2\) for general relativity. This observation goes nicely with the exponent \(x\) in Eqs. (38), (39), for \(\bar{g} = 2\) and \(\bar{g} = 1\), respectively, where general relativity corresponds to the torsion-free case \(\bar{g} = 1\).

Whereas \(\xi\) vanishes in composite gravity, it has a singularity at \(r = r_0\) for the Schwarzschild solution, with a jump from \(+\infty\) for \(r = r_0^*\) to \(-\infty\) for \(r = r_0^*\). While this may be considered as a coordinate singularity in general relativity, this would not be possible for a theory in Minkowski space. For the high-precision tests, the absence of a \(1/r\) contribution to \(\xi\) is crucial.

Also \(\beta\) is remarkably different for the two solutions. Whereas \(\beta\) is non-negative in composite gravity, it changes sign at \(r_0\) for the Schwarzschild solution. Although the two solutions look so different, their truncated third-order expansions (42) coincide. The coincidence of these expansions to order \(1/r^2\) is crucial for satisfying the high-precision tests.

### VII. SUMMARY AND CONCLUSIONS

Yang-Mills theories are formulated on a background Minkowski space, and so is the composite theory of gravity that selects a small subset of solutions from the Yang-Mills theory based on the Lorentz group. Such theories are covariant under Lorentz transformations but, unlike general relativity, not under general coordinate transformations. Therefore, it is important to characterize the coordinate systems, in which the composite theory of gravity should be valid, by coordinate conditions. We here propose the Lorentz covariant third-order equations (26) for the metric as appealing coordinate conditions that nicely supplement the third-order differential equations for the composite theory of gravity. Their alternative formulation in Eqs. (24) and (27) shows that we essentially introduce a potential for the divergence of the metric, where the potential itself satisfies a second-order differential equation.

In the original work on composite gravity [9], no general coordinate conditions were given. The static isotropic solution was determined for quasi-Minkowskian coordinates, which are defined only for solutions of this particular type and do not satisfy the new coordinate conditions. Also the coordinate conditions previously used in the complete Hamiltonian formulation of the linearized theory, or weak-field approximation, of composite gravity \[11\] differ from the present proposal. Therefore, previous results are qualitatively similar but quantitatively different from our previous results. The coordinate conditions (26) complete the nonlinear theory of pure composite gravity proposed in [9].

The field equations for pure composite gravity can be expressed in a number of different ways. One option is to solve the field equations of the Yang-Mills theory based on the Lorentz group and, in a post-processing step, select those solutions that can be properly expressed in terms of the derivatives of the tetrad variables obtained by decomposing the metric. Alternatively, one can introduce a gauge-invariant connection with torsion and formulate second-order differential equations entirely in terms of those. One is then interested in the solutions for the connection that can be properly expressed in terms of first derivatives of the metric. A final possibility is to write third-order evolution equations directly for the metric.

In the various formulations of the field equations, it is difficult to count the number of degrees of freedom of composite gravity. This difficulty is a consequence of the primary constraints arising from the composition rule of composite theories and serving as a selection principle for the relevant solutions of the underlying Yang-Mills theory. A canonical Hamiltonian formulation on the combined spaces of tetrad and Yang-Mills variables provides the most structured form of both field equations and coordinate conditions. This formulation suggests that composite gravity has four degrees of freedom (whereas the Yang-Mills theory based on the Lorentz group has 24 degrees of freedom). The Hamiltonian formulation suggests that we deal with two types of constraints: (i) constraints resulting from the composition rule and (ii) gauge constraints. As the former can be handled by Dirac brackets [33–35] and the latter by the BRST methodology (the acronym derives from the names of the authors of the original papers \[30, 37\]; see also \[14, 38\]), the path to
quantization of composite gravity is clear. This is a major advantage of an approach starting from the class of Yang-Mills theories, which so successfully describe electro-weak and strong interactions and for which quantization is perfectly understood, and imposing Dirac-type constraints. In addition, this background reveals why composite theories, although they are higher derivative theories, are not prone to Ostrogradsky instabilities.

The fact that just a few degrees of freedom of the Yang-Mills theory based on the Lorentz group survive in the composite theory of gravity is also reflected in its static isotropic solutions. Its Robertson expansion has two free dimensionless parameters in addition to the Yang-Mills coupling constant. For reproducing the high-precision predictions of general relativity, one of the free parameters and the coupling constant ($\tilde{g} = 2$) need to be fixed. The remaining dimensionless parameter can be chosen to avoid singularities at finite distances from the origin. A closed-form solution for the static isotropic metric, which plays the same role in composite gravity as the Schwarzschild solution in general relativity, has been found. The solution displays a $1/r$ singularity at the origin but remains finite at all finite values of $r$. The only remarkable feature is $g_{00} = 0$ at a particular distance from the origin, which is of the order of the Schwarzschild radius; for all other values of $r$, we have $g_{00} < 0$.

This paper develops only the pure theory of gravity. The coupling to matter still needs to be elaborated. For the linearized composite theory of gravity, we had proposed scalar and tensorial coupling mechanisms [11]. As the curvature tensor for the static isotropic metric no longer vanishes for the nonlinear theory, which would lead to a deviation from geodesic motion for a coupling based on the curvature tensor, an alternative scalar [see, e.g., Eq. (28)] or tensor [see, e.g., Eq. (47)] must be identified for the coupling of the gravitational field to the energy-momentum tensor of matter.
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Appendix A: Relation between covariant derivatives

The reformulation of equations for the Yang-Mills theory based on the Lorentz group in the metric language is based on the identity

$$F_{\mu\nu} = \int B_{\mu\nu} \frac{\partial}{\partial x^\rho} \left[ B_{\xi\eta} B_{\eta\xi} C_{\rho\xi} - C_{\rho\xi} B_{\eta\xi} \right].$$

(A1)

which, in view of the definition (4), can be rewritten in the alternative form

$$b^\mu \rho b^\nu \Gamma_{\rho\xi} B_{\mu\nu} = \frac{\partial}{\partial x^\rho} \left( B_{\rho\mu} \dot{C}_{\rho\nu} + B_{\rho\nu} \dot{C}_{\rho\mu} \right).$$

(A2)

These remarkably simple identities follow from the form of the structure constants of the Lorentz group. After writing the structure constants in the following explicit form (see Table I for the index conventions),

$$f^{abc} = \eta^{\kappa_a \lambda_b \gamma_c} \eta^{\lambda_a \nu \rho_c \lambda_b} - \eta^{\kappa_b \lambda_a \gamma_c} \eta^{\lambda_a \nu \rho_c \lambda_b} + \eta^{\kappa_b \lambda_a \gamma_c} \eta^{\lambda_a \nu \rho_c \lambda_b} - \eta^{\kappa_b \lambda_a \gamma_c} \eta^{\lambda_a \nu \rho_c \lambda_b} + \eta^{\kappa_b \lambda_a \gamma_c} \eta^{\lambda_a \nu \rho_c \lambda_b} - \eta^{\kappa_b \lambda_a \gamma_c} \eta^{\lambda_a \nu \rho_c \lambda_b},$$

(A3)

the result (A1) is obtained by straightforward calculation.

We can now use Eq. (A2) to evaluate the right-hand side of Eq. (5),

$$b^\mu \rho b^\nu \Gamma_{\rho\xi} B_{\mu\nu} = \frac{\partial}{\partial x^\rho} \left[ \frac{\partial X_{\xi} (\gamma_{\lambda})}{\partial x^\rho} + \tilde{g} f^{\rho \mu}_{\xi} A_{b\rho} X_{c} \right] - \frac{\partial X_{\rho} (\gamma_{\lambda})}{\partial x^\rho} \frac{\partial b_{\mu}}{\partial x^\rho} \right] \dot{X}_{\sigma}$$

(A4)

By using the composition rule (2) we recover the fundamental relationship (5) with the definition (6) of the connection following from

$$\tilde{\Gamma}_{\mu\nu\rho} = b^\rho \mu \frac{\partial b_{\nu\rho}}{\partial x^\rho} - \tilde{g} \dot{A}_{\mu\nu\rho}.$$  

(A5)

Appendix B: Alternative expression for field tensor

From the definitions (3) and (4) and the fundamental relations (5) and (A2), we obtain

$$\tilde{F}_{\mu\nu\rho} = \frac{\partial A_{\mu\nu}}{\partial x^\rho} - \Gamma_{\kappa \nu \rho} \dot{A}_{\sigma\kappa\nu} + \Gamma_{\mu \nu \rho} \dot{A}_{\kappa\sigma\nu}$$

$$- \frac{\partial A_{\mu\rho\nu}}{\partial x^\sigma} + \Gamma_{\kappa \rho \nu} \dot{A}_{\sigma\kappa\nu} - \Gamma_{\rho \nu \sigma} \dot{A}_{\kappa\mu\sigma}$$

$$- \tilde{g} \tilde{g} \dot{A}_{\mu\rho\nu} \dot{A}_{\sigma\nu\rho} - \dot{A}_{\mu\rho\nu} \dot{A}_{\kappa\sigma\rho}.$$  

(B1)

By means of Eq. (A5), we obtain

$$\tilde{g} \left( \frac{\partial A_{\mu\nu}}{\partial x^\rho} - \frac{\partial A_{\nu\mu}}{\partial x^\rho} \right) = \frac{\partial \tilde{\Gamma}_{\mu\nu\rho}}{\partial x^\sigma} - \frac{\partial \tilde{\Gamma}_{\nu\mu\rho}}{\partial x^\sigma}$$

$$+ \frac{\partial b_{\rho\mu}}{\partial x^\sigma} \frac{\partial b_{\kappa\nu}}{\partial x^\sigma} - \frac{\partial b_{\rho\nu}}{\partial x^\sigma} \frac{\partial b_{\kappa\mu}}{\partial x^\sigma},$$  

(B2)

and, again Eq. (A5), gives

$$\frac{\partial b_{\rho\nu}}{\partial x^\sigma} \frac{\partial b_{\kappa\mu}}{\partial x^\sigma} = \tilde{g} \dot{g} \dot{A}_{\mu\nu\rho} \dot{A}_{\sigma\nu\rho} + \dot{A}_{\mu\nu\rho} \dot{A}_{\kappa\sigma\rho}.$$  

(B3)

By combining Eqs. (B1)–(B3), we finally arrive at

$$\tilde{F}_{\mu\nu\rho} = \frac{1}{\tilde{g}} \left( \frac{\partial \tilde{\Gamma}_{\mu\nu\rho}}{\partial x^\sigma} - \frac{\partial \tilde{\Gamma}_{\nu\mu\rho}}{\partial x^\sigma} + \Gamma_{\sigma\nu\rho} \Gamma_{\rho\mu\sigma} - \Gamma_{\sigma\mu\rho} \Gamma_{\rho\nu\sigma} \right).$$  

(B4)

This expression for the field tensor coincides with the one given in Eq. (10) when the definition (6) of the connection is used.
Appendix C: Field equation for connection

By inserting the expression (9) for the Riemann curvature tensor in terms of the connection, the field equation (22) for the composite theory of gravity can be written as a second-order differential equation for the connection,

\[
\frac{\partial^2 \Gamma^\mu_{\nu\rho}}{\partial x^\mu \partial x^\rho} - \frac{\partial^2 \Gamma^\rho_{\mu\nu}}{\partial x^\rho \partial x^\mu} + \eta^{\rho\nu} \left[ \Gamma^\mu_{\sigma\nu} \frac{\partial \Gamma^\sigma_{\mu\rho}}{\partial x^\sigma} - \Gamma^\rho_{\mu\sigma} \frac{\partial \Gamma^\sigma_{\rho\nu}}{\partial x^\sigma} \right] = 0.
\]

Note that \( \eta^{\rho\nu} \) occurs rather than \( \bar{\eta}^{\rho\nu} \), so that there is no need to know the metric for solving this equation.

Appendix D: Modified Lagrangian

The Lagrangian for a pure Yang-Mills theory, including a covariant but gauge breaking term for removing degeneracies associated with gauge invariance (the particular form corresponds to the convenient Feynman gauge), is given by

\[
L = -\int \left( \frac{1}{4} F_{\mu
u}^a F^{\mu\nu}_{\; a} + \frac{1}{2} \partial A^a_{\mu} \partial A^a_{\nu} \right) d^3 x.
\]  

We propose to add the further term

\[
L_{cc} = \frac{1}{2} \int \left( \frac{\partial^2 g_{\mu\nu}}{\partial x^\mu \partial x^\nu} \frac{\partial^2 g_{\rho\sigma}}{\partial x^\rho \partial x^\sigma} - K \frac{\partial^2 g_{\mu\nu}}{\partial x^\mu \partial x^\nu} \frac{\partial^2 g_{\rho\sigma}}{\partial x^\rho \partial x^\sigma} \right) d^3 x,
\]

implying the functional derivative

\[
\frac{\delta L_{cc}}{\delta g_{\mu\nu}} = \frac{\partial}{\partial x^\mu} \left( \frac{\partial g_{\rho\sigma}}{\partial x^\rho} - K \frac{\partial g_{\rho\sigma}}{\partial x^\rho} \right),
\]

which vanishes upon imposing the coordinate conditions (26) as constraints. If the gauge conditions and the coordinate conditions are imposed as constraints, the above modifications of the Lagrangian for the pure Yang-Mills theory have no effect on the field equations.

Appendix E: Hamiltonian formulation

For the weak-field approximation of composite gravity, a canonical Hamiltonian formulation with a detailed analysis of all constraints has been given in [11]. We here sketch how that approach can be generalized to a full, nonlinear theory of pure gravity selected from the Yang-Mills theory based on the Lorentz group.

The underlying space of the Hamiltonian formulation consists of the tetrad variables \( b^\kappa_{\mu} \) and the gauge vector fields \( A_{\alpha\nu} \) associated with the Lorentz group as configurational variables, together with their conjugate momenta \( p_{\alpha\mu} \) and \( E^{\alpha\nu} \) (where \( E_{\alpha j} = F_{\alpha j0} \) and \( E_{\alpha 0} = \partial A_{\alpha\mu}/\partial x_\mu \)) [8, 11]. This space consists of 80 fields, but massive constraints arise from the composition rule and gauge invariance so that, in the end, the composite theory of pure gravity turns out to possess only four degrees of freedom.

The generalization of the Hamiltonian (25)–(27) of [11] is obtained by introducing the Hamiltonian for the full, nonlinear version of Yang-Mills theory,

\[
H_{\text{pure}} = \int \left[ \frac{1}{2} E^{\alpha\mu} E_{\alpha\mu} + \frac{1}{4} F_{\alpha ij} F^{\alpha ij} - E_{\alpha 0} \frac{\partial A_{\alpha\mu}}{\partial x_\mu} \right] d^3 x,
\]

where the functional form of the 16 time derivatives \( \dot{b}^\kappa_{\mu} \) in terms of the configurational variables \( b^\kappa_{\mu} \) and \( A_{\alpha\nu} \) is obtained from 12 components of the composition rule (2) and the four coordinate conditions (24) (the potential \( \phi \) is assumed to be a functional of \( g_{\mu\nu} \)). For pure gravity without external sources, we can impose the 16 constraints \( p_\kappa^\mu = 0 \) so that the composite theory consists of selected solutions of the Yang-Mills theory based on the Lorentz group [8, 11]. The terms involving \( E_{\alpha 0} \) in the Hamiltonian (E1) are associated with the gauge breaking term in the Lagrangian (D1). Of course, this Hamiltonian implies the canonical evolution equations for the entire set of 80 fields.

The generalization of the weak-field approximation becomes particularly simple if we introduce the following variables eliminating the nonlinear effects of the coupling constant,

\[
\dot{A}_{\mu\nu} = \dot{A}_{\mu\nu} - \frac{1}{2g} \Omega_{\mu\nu/\rho},
\]

with

\[
\Omega_{\mu\nu/\rho} = b^\kappa_{\mu} \frac{\partial b_{\kappa\nu}}{\partial x^\rho} - \frac{\partial b^\kappa_{\nu}}{\partial x^\rho} b_{\kappa\mu},
\]

and

\[
\tilde{E}_{\mu\nu 0} = \tilde{E}_{\mu\nu 0} - \frac{\eta^{\rho\nu}}{2g} \left( \Gamma^\rho_{\mu\sigma} \tilde{A}_{\sigma\rho} - \Gamma^\sigma_{\rho\sigma} \tilde{A}_{\rho\nu} \right),
\]

\[
\tilde{E}_{\mu\nu j} = \tilde{E}_{\mu\nu j} - \frac{1}{g} \left( \Gamma^\sigma_{\mu j} \tilde{A}_{\sigma\nu 0} - \Gamma^\sigma_{\nu j} \tilde{A}_{\sigma\mu 0} \right),
\]

as further modifications of the variables \( \dot{A}_{\mu\nu} \) and \( \tilde{E}_{\mu\nu} \) defined in Eq. (4). For example, the composition rule (2) takes the linear form

\[
\dot{A}_{\mu\nu} = \frac{1}{2} \left( \frac{\partial g_{\nu\mu}}{\partial x^\rho} - \frac{\partial g_{\mu\nu}}{\partial x^\rho} \right),
\]

which corresponds to Eq. (7) of [11] in the symmetric gauge and includes 12 primary constraints. Also the evolution equations for \( \dot{A}_{\mu\nu} \) and hence also the 12 secondary
constraints keep the same form as in the linearized theory (cf. Eqs. (39), (40) and (46), (47) of [11]). The 12 tertiary constraints can be obtained by acting with the operator $\square$ on the primary constraints. The invariance of the tertiary constraints follows from $p_{\mu}^{\nu} = 0$. In order to verify the above statements, one needs the identity

\[
\frac{\partial \Omega_{\mu \nu / \rho}}{\partial x_{\rho}} - \eta_{\rho \rho'} \left( \Gamma^\sigma_{\mu \nu / \rho} + \Gamma^\sigma_{\rho \mu / \nu} - \Gamma^\sigma_{\nu \rho / \mu} \right) = 0, \quad (E7)
\]

which is the counterpart of Eq. (16) of [11] and can be inferred from the gauge invariance of the left-hand side of Eq. (E7). Finally, the 24 evolution equations for $\hat{E}_{\mu \nu \rho}$ correspond to the field equations given in various forms in Sec. IV.

As the structure of the Hamiltonian and the constraints for the full, nonlinear theory is so similar (mostly even formally identical) to the case of the linear weak-field approximation, we expect the count of 24 + 3 · 12 + 16 = 76 constraints for 2 · (16 + 24) = 80 variables. Half of the 24 constraints associated with gauge invariance result from the gauge conditions $E_{\alpha 0} = \partial A_{\alpha 0} / \partial x_\mu = 0$, which establish a relationship between the (unphysical) temporal and longitudinal modes of the four-vector potentials. The above arguments suggest that pure composite gravity possesses (at least) four physical degrees of freedom, just as in the thoroughly elaborated special case of the weak-field approximation [11].

### Appendix F: A cubic equation

The coefficients $\alpha_1$ and $\xi_1$ in the Robertson expansions (33), (34) are related by the following cubic equation,

\[
10\xi_1^3 + 10g\xi_1(4a^2 + 5\alpha_1 + 2g^2) - 5g^2(4\xi_1 - (\alpha_1 + \xi_1))(8a^2 + 9\alpha_1 - \xi_1^2) \nonumber
\]

\[
- 5g^3(4 + 3(\alpha_1 + \xi_1)^2)(3\alpha_1 + 2\xi_1) + 3\xi_1^4(\alpha_1 + \xi_1)(36 + 11(\alpha_1 + \xi_1)^2) = 0. \quad (F1)
\]

Its only real solution for $\alpha_1$ in terms of $\xi_1$ is given by

\[
\alpha_1 = \left[ \left( w_3 + \sqrt{w_3^2 - w_2^2} \right)^{1/3} + w_2 \left( w_3 + \sqrt{w_3^2 - w_2^2} \right)^{-1/3} \right]^{-1} - \xi_1 (40 + 85g - 120\xi_1 + 33g^2) \right]/ \left[ 3\xi_1(40 - 45g + 11\xi_1^2) \right], \nonumber
\]

\[
(F2)
\]

with

\[
w_2 = 36g^3(200 - 345g + 190\xi_1^2 - 33g^2) + 5(320 + 160\xi_1 - 85g^2 - 282g^3 + 111g^4)\xi_1^2, \nonumber
\]

\[
(F3)
\]

and

\[
w_3 = -5\xi_1 \left[ 108g^4(520 - 985g + 633g^2 - 155g^3 + 11g^4) + (12800 + 52800g - 8200g^2 - 10735g^3 + 63045g^4 - 33273g^5 + 5427g^6)\xi_1^2 \right]. \nonumber
\]

\[
(F4)
\]

---
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