Quantum control with noisy fields: computational complexity versus sensitivity to noise

S Kallush\textsuperscript{1}, M Khasin\textsuperscript{2} and R Kosloff\textsuperscript{3,4}

\textsuperscript{1} Department of Physics, ORT-Braude College, PO Box 78, 21982 Karmiel, Israel
\textsuperscript{2} Nasa Ames Research Center, Moffett Field, CA, USA
\textsuperscript{3} Fritz Haber Research Center for Molecular Dynamics, Hebrew University of Jerusalem, Jerusalem 91904, Israel
E-mail: ronnie@fh.huji.ac.il

Received 27 August 2013, revised 16 November 2013
Accepted for publication 2 December 2013
Published 9 January 2014

New Journal of Physics 16 (2014) 015008
doi:10.1088/1367-2630/16/1/015008

Abstract
A closed quantum system is defined as completely controllable if an arbitrary unitary transformation can be executed using the available controls. In practice, control fields are a source of unavoidable noise, which has to be suppressed to retain controllability. Can one design control fields such that the effect of noise is negligible on the time-scale of the transformation? This question is intimately related to the fundamental problem of a connection between the computational complexity of the control problem and the sensitivity of the controlled system to noise. The present study considers a paradigm of control, where the Lie-algebraic structure of the control Hamiltonian is fixed, while the size of the system increases with the dimension of the Hilbert space representation of the algebra. We find two types of control tasks, easy and hard. Easy tasks are characterized by a small variance of the evolving state with respect to the operators of the control operators. They are relatively immune to noise and the control field is easy to find. Hard tasks have a large variance, are sensitive to noise and the control field is hard to find. The influence of noise increases with the size of the system, which
is measured by the scaling factor $N$ of the largest weight of the representation. For fixed time and control field the ability to control degrades as $O(N)$ for easy tasks and as $O(N^2)$ for hard tasks. As a consequence, even in the most favorable estimate, for large quantum systems, generic noise in the controls dominates for a typical class of target transformations, i.e. complete controllability is destroyed by noise.

1. Introduction

Coherent control aims to steer a quantum system from an initial state to a target state via an external field [1–4]. The basic idea is to control the interference pathway governing the dynamics. For given initial and final (target) states the coherent control is termed state-to-state control. A generalization is steering simultaneously an arbitrary set of initial pure states to an arbitrary set of final states, i.e. controlling a unitary transformation. Such an application sets the foundation for a quantum gate operation [5–8]. Controllability of a closed quantum system has been addressed by Tarn and Clark [9]. Their theorem states that for a finite dimensional closed quantum system, the system is completely controllable, i.e. an arbitrary unitary transformation of the system can be realized by an appropriate application of the controls [10], if the control operators and the unperturbed Hamiltonian generate the Lie-algebra of all Hermitian operators. Complete controllability implies state-to-state controllability [11].

Experimentally, there has been remarkable success in constructing devices designed to generate arbitrary control fields [12–14]. Nevertheless, in practice controllability is hard to achieve even for small quantum systems [15–17]. Applications toward quantum information processing require upscaling of the control procedures to large quantum systems.

The computational task of finding a control field for a particular state to state transformation is difficult and becomes more difficult with the increase in the size of the system. This task is in the class of hard inversion problems of high computational complexity. From computational complexity theory this problem scales at least NP [18]. Some exceptions such as adiabatic methods, allow a constructive approach [19]. In this case the field is easy to find but the implementation may take an infinite amount of time. The algorithmic task of finding the field that generates a unitary transformation scales factorially more difficult with the size of the system [20]. This is because a larger number of state-to-state control fields have to be found without interfering with the other fields. This suggest a scaling of at least EXPTIME-hard [18].

Even if the control field is found for a closed system, the feasibility of control depends on the sensitivity of the driven evolution to noise. Real quantum systems are open systems subject to noise introduced into the systems dynamics by the system–bath coupling. A number of techniques have been designed to combat the environmental noise and effective and ingenious algorithms have been developed and explored [21–25]. An unavoidable source of noise is the noise originating in the control field. The magnitude of this noise depends on the properties of the control field. This dependence raises a crucial problem of overcoming the effect of noise with a smarter design of the control field. This problem has been extensively investigated in the context of fault-tolerant quantum computation [26, 27], where various schemes have been designed to fight the noise in the gates.
The sensitivity to noise is expected to depend on the computational complexity of the coherent control problem. In quantum computation the number of gates increases with the size of the system. In many fields, for example in nuclear magnetic resonance (NMR) [28] or in control of molecular systems [1] a different control paradigm is standard. There the control operators are fixed while the size of the system may vary. This is the control paradigm considered in the present study to deal with the two deeply interconnected questions:

- Is it always possible, for a given target, to design a field, such that the effect of associated noise can be neglected?
- Is there a connection between computational complexity and the sensitivity to noise of the control solution?

We consider a quantum system with finite Hilbert space dimension. The system’s Hilbert space is assumed to support an irreducible representation of a Lie-algebra of operators, such that the Hamiltonian and other physical operators of the system are polynomials in the elements of the algebra. This Lie-algebra is called the spectrum-generating algebra of the quantum system [29, 30]. It is assumed that the control operators are elements of the spectrum-generating algebra. In this manner, the control Hamiltonian structure is independent of size. The size of the system is determined by the dimension of the Hilbert-space representation of the algebra. It can be characterized by a parameter \( N \), which is a scaling factor of the highest weight of the representation [31, 32]. The system is assumed to be completely controllable in the absence of noise. In section 2 it is shown that complete controllability of a large system, i.e. for \( N \gg 1 \), even in the weaker sense of state-to-state control does not endure in the presence of generic noise in the control fields. A novel scaling relation between an upper bound on the tolerable noise strength and the size of the system is obtained, which shows that the noise strength must decrease at least linearly with the size of the system. As a result, in practice the control is not scalable with the size of the system. In section 3 we present a numerical analysis of various control problems with noise in the single mode Bose–Hubbard model, associated with \( su(2) \) spectrum-generating algebra. It is demonstrated that the sensitivity to noise increases with the computational complexity of the control problem. The scaling relations between the size of the system and the loss of fidelity are verified. Section 4 includes discussion and conclusions.

2. The control problem

Our target of control is the state-to-state transformation \( |\psi_i\rangle \rightarrow |\psi_f\rangle \) in a control time \( T \). The control Hamiltonian has the form

\[
\hat{H} = \hat{H}_0 + \sum_k \left[ u_k(t) + \xi_k(t) \right] \hat{X}_k.
\]

(1)

where \( u_k(t) \) are control fields, \( \hat{X}_k \) control operators and \( \hat{H}_0 \) the stationary drift Hamiltonian. The presentation is restricted to a quantum system with finite Hilbert space dimension. It is assumed that the control operators are elements of the spectrum-generating algebra as explained in the introduction. For a finite dimensional system it is sufficient to consider a compact semisimple algebra [31]. The size of the system increases with the dimension of the Hilbert-space representation of the algebra. It can be characterized by a parameter \( N \), which is a scaling
factor of the highest weight of the representation [32]. The physical interpretation of \( N \) depends on the system. It can be, for example, a number of particles in the system or the number of energy levels. From now on we shall denote \( N \) as the size of the system.

In the absence of noise the system governed by equation (1) is chosen to be completely controllable [9, 10]. Generically unavoidable noise is included in the controls \( \xi_k(t) \). This phenomena is modeled by a delta-correlated Gaussian noise: \( \langle \xi_k(t)\xi_l(t') \rangle = 2\Gamma_k(t)\delta(t-t') \). Typically, the strength of the noise \( \Gamma_k(t) \) depends on the amplitude of the control field \( \Gamma_k(t) = f(u_k(t)) \).

The equation of motion for the density operator of the system for this noisy system is given by [33]

\[
\frac{\partial}{\partial t} \hat{\rho} = -i \left[ \hat{H}_0 + \sum_k u_k(t)\hat{X}_k, \hat{\rho} \right] - \sum_k \Gamma_k(t)[\hat{X}_k, [\hat{X}_k, \hat{\rho}]].
\] (2)

The Gaussian dissipative term represented by a double commutator is responsible for loss of coherence. How are the control objectives influenced by the unavoidable noise?

### 2.1. Purity and fidelity

Due to noise an initial pure state will degrade. The purity measured by \( P \equiv \text{Tr} \{ \hat{\rho}^2 \} \) of an initially pure state \( \hat{\rho} = |\psi\rangle\langle\psi| \) will decrease. For a noisy control the state to state controllability is preserved only if the purity loss during the target transformation is negligible, i.e. \( 1 - P \ll 1 \). In fact, purity loss can be associated with the average fidelity of the state to state transformation. The fidelity is defined by [8, 34]

\[
\mathcal{F} = \text{Tr} \left\{ |\psi_f\rangle \langle\psi_f| \hat{\rho}_f \right\},
\] (3)

where \( \psi_f \) is the target final state, and \( \rho_f \) is the mixed final state attained using noisy controls. For high fidelity, i.e. \( 1 - \mathcal{F} \ll 1 \), one finds

\[
\mathcal{F} \approx \frac{1}{2}(1+P) + O[(1-P)^2].
\] (4)

If purity loss is large the average fidelity becomes small and thus the state-to-state objective is lost. The instantaneous rate of purity loss for a pure state \( \hat{\rho} = |\psi\rangle\langle\psi| \), or the impurity \( 1 - P \) evolving according to equation (2) can be related to the variance of the control operators [35]

\[
\frac{d(1-P)}{dt} \equiv -\frac{d}{dt} \text{Tr}[\hat{\rho}^2]|_{\hat{\rho}=|\psi\rangle\langle\psi|} = 4 \sum_{k,u \neq 0} \Gamma_k(t) \Delta_{\hat{X}_k}[\psi],
\] (5)

where \( \Delta_{\hat{X}_k}[\psi] \) is the variance of the control operator \( \hat{X}_k \) in the state \( \psi \)

\[
\Delta_{\hat{X}_k}[\psi] \equiv \langle \psi|\hat{X}_k^2|\psi\rangle - \langle \psi|\hat{X}_k|\psi\rangle^2.
\] (6)

As a result, pure states with larger variance with respect to the control operators \( \hat{X}_k \) will lose purity faster. Since the largest eigenvalue of \( \hat{X}_k \) scales as \( N \), the variance of a generic state of the system scales as \( N^2 \) with the size of the system. The scaling of a controlled state variance with \( N \) is a central theme in determining the influence of noise.

The logic of the subsequent presentation in section 2 is as follows. First, a bound on the time duration of an arbitrary transformation is obtained in the limit of vanishing noise, equation (12). Next, a lower bound on the purity loss rate for the evolving state in the presence of weak noise is calculated, assuming the purity loss is small in this case, equation (14). For weak noise the two
bounds can be combined to obtain a lower bound on the purity loss during the transformation, equation (15). Next, a class of state-to-state target transformations is considered. The target transformations can be accomplished in the absence of noise due to the assumed state-to-state controllability of the noiseless system. For any realization of the control fields accomplishing the target transformation, the evolving system resides for a long period of time in states with large variance \( \sim N^2 \) with respect to the control operators. It is shown that in this case the lower bound on the purity loss during the transformation scales as \( \sim N \) for the fixed relative noise strength \( \eta \), equation (20). Since, in practice, the \( \eta \) cannot be made arbitrarily small, the loss of purity cannot be small for large systems, \( N \gg 1 \). As a result, the target transformation cannot be accomplished, i.e. the state-to-state-controllability is lost in the presence of noise in the control field.

2.2. Bounds on minimum control time for obtaining the objective

We denote the initial and the final (target) states by \( |\psi_i\rangle \) to \( |\psi_f\rangle \), respectively. Under the assumption that the noise is small, we shall calculate the bound on time \( T \) required to perform the transformation \( \psi_i \rightarrow \psi_f \) in the zero order in the noise strength. For estimation of this bound an auxiliary operator \( \hat{A} \) is defined such that: (i) it commutes with \( \hat{H}_0 \); and (ii) its expectation value changes during the transformation. Since \( \hat{A} \) commutes with \( \hat{H}_0 \) the change of its expectation value during the transformation is due to the operation of the control fields. Accordingly, changes to states that can be reached by free propagation generated by the (noiseless) drift Hamiltonian \( \hat{H}_0 \) will not contribute to the bound on the time.

We define

\[
\hat{A} = \sum_n s_n |n\rangle \langle n|,
\]

\[
s_n = \text{sign} \{ \Delta r_n \},
\]

where \( |n\rangle \) is the drift Hamiltonian \( \hat{H}_0 \) basis set and the real vector \( r_n \) is defined as follows. In the \( \hat{H}_0 \) basis set the initial state is \( |\psi_i\rangle = \sum_n r_{i,n} e^{i\phi_{i,n}} |n\rangle \) and the final state is \( |\psi_f\rangle = \sum_n r_{f,n} e^{i\phi_{f,n}} |n\rangle \). We define a quasi-distance between the two states \( |\Delta r| \), where

\[
\Delta r \equiv r_f - r_i,
\]

\[
r_i = (r_{i,1}, r_{i,2}, \ldots),
\]

\[
r_f = (r_{f,1}, r_{f,2}, \ldots).
\]

Qualitatively, \( |\Delta r| \) can be viewed as a distance between \( \psi_i \) and \( \psi_f \) modulo free evolution of the system, i.e. where the distance between any two states, which are connected by the free propagation, is zero.

The change of the expectation value of the operator \( \hat{A} \) during the transformation \( \psi_i \rightarrow \psi_f \) is given by

\[
\langle \hat{A}\rangle_f - \langle \hat{A}\rangle_i = \sum_n |\Delta r_n| (r_{i,n} + r_{f,n})
\]

\[
\geq \sum_n \Delta r_n^2 = \| \Delta r \|^2,
\]

where we have used the fact that the vector of amplitudes \( r \) is nonnegative, and, therefore, \( |\Delta r_n| > r_{i,n} \) only if \( \Delta r_n \geq 0 \).
Inequality (9) gives the minimal change of the expectation value of the operator $\hat{A}$ during the transformation $\psi_t \rightarrow \psi_t$. On the other hand, the change of the expectation value of $\hat{A}$ can be estimated from the Heisenberg equations

$$\frac{d}{dt} \hat{A} = i \sum_k u_k(t) [\hat{X}_k, \hat{A}],$$

(10)

where we have used the fact that $[\hat{H}_0, \hat{A}] = 0$. Let the time of the transformation be $T$. Then,

$$\langle \hat{A} \rangle_t - \langle \hat{A} \rangle_0 = \int_0^T \frac{d}{dt} \langle \hat{A} \rangle \, dt$$

$$\leq \sum_k \int_0^T |u_k(t)| \, dt \max_{0 \leq t \leq T} |\langle [\hat{X}_k, \hat{A}] \rangle|$$

$$\leq 2 \sum_k \int_0^T |u_k(t)| \, dt \, |\Lambda_k|,$$

(11)

where $\Lambda_k \sim N$ stands for the eigenvalue of $\hat{X}_k$, maximal by the absolute value. In the derivation we have used the fact that the eigenvalues of $\hat{A}$ are $\pm 1$. Defining the average control amplitude $\bar{u}_k \equiv \frac{1}{T} \int_0^T |u_k(t)| \, dt$, and using equations (9) and (11), we arrive at the inequality

$$T \geq \|\Delta \mathbf{r}\|^2 \left( \sum_k \bar{u}_k |\Lambda_k| \right)^{-1} \approx \|\Delta \mathbf{r}\|^2 \left( \sum_k \bar{u}_k \right)^{-1} \sim \Delta \mathbf{r}^2 \left( \sum_k \bar{u}_k \right)^{-1},$$

(12)

which bounds the time of the transformation for given $\bar{u}_k$. This bound has the structure of a time energy uncertainty relation and is similar to bounds obtained for the transformation to an orthogonal state in [36–38]. An advantage of the present derivation is that the bound for time is based on a intuitive geometric notion of (quasi-)distance between the initial and the target states. If one attempts to reach the objective in a shorter time, fidelity is sacrificed [34, 39].

2.3. Bounds on purity loss

The bounds on purity loss are obtained under the assumption that the purity loss $\Delta P$ during the transformation is small. In this case the evolving state can be approximated by a pure state $\rho(t) = \rho^{(0)} + \rho^{(1)} \approx \rho^{(0)} = |\psi(t)\rangle \langle \psi(t)|$. Taking the leading contribution of $\rho^{(1)}$ into account, we estimate the lower bound on the purity loss from equation (5)

$$\Delta P \geq 4 T \sum_k \Gamma_k \min_{0 \leq t \leq T} \{ \Delta \chi_k [\psi(t)] + \frac{1}{2} T \langle \psi(t) \rangle [\hat{X}_k, [\hat{X}_k, \rho^{(1)}(t)]] \langle \psi(t) \rangle \},$$

(13)

where $\Gamma_k \equiv T^{-1} \int_0^T \Gamma_k(t) \, dt$ is the average dephasing rate over the transformation. We further assume that during the transformation the system follows generic states so that $\Delta \chi_k [\psi(t)] \sim (\Lambda_k)^2 \sim N^2$. In this case, we can neglect the $\rho^{(1)}$-dependent term in the inequality (13).

$$\Delta P \geq 4 T \sum_k \Gamma_k \min_{0 \leq t \leq T} \{ \Delta \chi_k [\psi(t)] \}. \quad \text{(14)}$$

Using the inequality (12), we obtain

$$\Delta P \geq 2 \|\Delta \mathbf{r}\|^2 \frac{\sum_k \Gamma_k \min_{0 \leq t \leq T} \{ \Delta \chi_k [\psi(t)] \}}{\sum_k \bar{u}_k |\Lambda_k|}. \quad \text{(15)}$$
This is a general inequality, applicable to arbitrary initial and final states $\psi_i$ and $\psi_f$. Next we consider a particular class of transformations, where the application of the inequality leads to an explicit scaling relation between the noise strength with the size of the system.

We can assume without loss of generality that $\psi_i$ and $\psi_f$ are separated by the quasi-distance $|\Delta r| \ll 1$. Indeed, the transforming state will always end up in a sufficiently small neighborhood of the target state. In addition, we assume that (i) $\psi_f$ has uncertainty $\sim N^2$ with respect to the control operators and (ii) any state connected to $\psi_f$ by free evolution has uncertainty $\sim N^2$ with respect to the control operators. For example, a generic eigenstate of the free Hamiltonian $\hat{H}_0$ satisfies assumptions (i) and (ii).

To estimate $\min_{0 \leq t \leq T} \{ \Delta \hat{X}_k [\psi (t)] \}$ in (15) for the transformation $\psi_i \rightarrow \psi_f$ we find the lower bound on the variance of $\hat{X}_k$ in the states $|\psi\rangle = \sum_n r_n e^{i \phi_n} |n\rangle$ such that $||r - r_i|| \leq ||\Delta r||$. The variance $\Delta \hat{X}_k [\psi]$ is a function of the amplitudes $r = (r_1, r_2, \ldots)$ and the phases $\phi_1, \phi_2, \ldots$. The free evolution can change the phases at no cost in purity. Therefore, the minimal variance attainable for given amplitudes is sought:

$$\tilde{\Delta} \hat{X}_k (r) \equiv \min_{\phi_1, \phi_2, \ldots} \{ \Delta \hat{X}_k [\psi] \}. \quad (16)$$

By construction, the minimal variance $\tilde{\Delta} \hat{X}_k (r)$ is a function of $r$ only. We shall assume that it is smooth, i.e. for $|\delta r| \ll ||\Delta r|| \ll 1$

$$\tilde{\Delta} \hat{X}_k (r_i + \delta r) = \tilde{\Delta} \hat{X}_k (r_i) + O(|\delta r|). \quad (17)$$

In view of equations (16) and (17), inequality (15) becomes

$$\Delta P \geq 2 |\Delta r|^2 \sum_k \frac{\Gamma_k}{\bar{u}_k} \left( \frac{\min_l \{ \tilde{\Delta} \hat{X}_k (r_l) \}}{\max_l \{ |\Lambda_l| \}} \right) \quad (18)$$

to the leading order in $|\Delta r|$. By assumptions (i) and (ii) above and the definition (16) $\tilde{\Delta} \hat{X}_k (r_i) \sim N^2$. Therefore,

$$\frac{\min_l \{ \tilde{\Delta} \hat{X}_k (r_l) \}}{\max_l \{ |\Lambda_l| \}} = c N, \quad (19)$$

where the number $c$ is of the order of unity. We conjecture that approximation (19) holds for a generic target state $\psi_f$, i.e. assumptions (i) and (ii) above are superfluous. The reason is that generically the uncertainty with respect to control operators of a state evolving under the free evolution will remain $\sim N^2$.

Taking (19) into account we put inequality (18) into the form

$$\eta \equiv \frac{\sum_k \Gamma_k}{\sum_k \bar{u}_k} \leq \frac{\Delta P}{2 c |\Delta r|^2 N}, \quad (20)$$

where $\eta$ can be considered the relative strength of noise. This inequality holds for $\Delta P \ll 1$ and $|\Delta r| \ll 1$; the number $c$ is of the order of unity. This result, obtained in a less general form in [40], relates the relative noise strength on the controls with the size of the system for a high-fidelity transformation.

The main result can be stated as follows. For systems and controls defined by the Hamiltonian (1) and for a generic state-to-state transformation such that the expectation value of the operator $\hat{A}$ (equation (8)) changes by $|\Delta r| \ll 1$, the purity loss associated with the noise on the controls will be small, $\Delta P \ll 1$, only if the noise complies with condition (20). This
condition determines the upper bound on the noise strength. For a generic transformation, where the uncertainty of the evolving state with respect to control operators is \( \sim N^2 \), the number \( c \) is of the order of unity. For fixed change \( |\Delta r| \) and purity loss \( \Delta P \) the upper bound on the noise strength for a generic transformation will decrease as \( N^{-1} \). For large \( N \) the relative noise must decrease indefinitely with the size of the system in order to provide high fidelity.

2.4. Bounds on the distance between the target and the noisy transformations

The bound (20) has been derived for a generic state-to-state transformation. It is instructive to compare this bound to a bound obtained considering particular unitary transformation \( \hat{U}_T \) as the control objective for fixed control time \( T \). The control success can be measured by the distance between the target transformation and the transformation in the presence of noise \( \hat{W} \):

\[
D = \frac{1}{4d} \| \hat{W} - \hat{U}_T \|^2,
\]

\[
\| \hat{X} \|^2 = \text{Tr}(\hat{X}^\dagger \hat{X}),
\]

where \( d \) is the Hilbert space dimension of the system. We can compute the noise-averaged distance \( \langle D \rangle \) in the leading (second) order in the noise fields \( \xi_k(t) \):

\[
\langle D \rangle = \sum_{k,l} \int_0^T \int_0^T \frac{\delta D}{\delta \xi_k(t') \delta \xi_l(t''')} |_{\xi=0} \langle \xi_k(t') \xi_l(t'') \rangle \, dt'dt''', \tag{23}
\]

where the \( \langle \rangle \) brackets denote averaging over the noise. For a delta-correlated Gaussian noise considered in the present work \( \langle \xi_k(t) \xi_l(t') \rangle = 2\Gamma_k(t)\delta_{kl}\delta(t-t') \). Therefore, the problem boils down to calculating the diagonal terms of the Hessian matrix of \( D \), which can be readily done to obtain

\[
\frac{\delta D}{\delta \xi_k(t') \delta \xi_l(t'')} |_{\xi=0} = \frac{1}{2d} \text{Tr}(\hat{X}_k \hat{X}_l),
\]

leading to the following expression for the noise-averaged distance

\[
\langle D \rangle = \sum_k \frac{1}{2d} \text{Tr}(\hat{X}_k^2) \int_0^T \Gamma_k(t) \, dt = T \sum_k \Gamma_k \frac{1}{2d} \text{Tr}(\hat{X}_k^2), \tag{25}
\]

where the overline denotes time-averaging. We note the similarity of this expression to the expression (15) for the lower bound on the purity loss of a generic state transforming under noisy control fields, which we reproduce here for convenience

\[
\Delta P \geq 4 T \sum_k \Gamma_k \min_{0 \leq t < T} \left\{ \Delta \hat{X}_k \left[ \psi(t) \right] \right\}. \tag{26}
\]

For transformation of states of high variance with respect to control operators \( \min_{0 \leq t < T} \left\{ \Delta \hat{X}_k \left[ \psi(t) \right] \right\} \sim N^2 \) in equation (14) as explained above. Likewise, \( \frac{1}{2d} \text{Tr}(\hat{X}_k^2) \sim N^2 \) in equation (25). Therefore, both the lower bound on the purity loss in high variance state-to-state transformation and the distance of the noisy transformation from the target transformation scale as \( N^2 \) for a fixed transformation time \( T \). In this sense the noise-averaged distance reflects to the worst possible scenario for the state-to-state transformation.
Inserting the bound on \( T (12) \) into equation (25) we obtain a lower bound on the distance

\[
\langle D \rangle \geq \frac{|\Delta r|^2 \sum_k \Gamma_k \frac{1}{2} \text{Tr}(\hat{X}_k^2)}{2 \sum_k \tilde{u}_k |A_k|},
\]

similar the lower bound on the purity loss (15). For a successful control \( \langle D \rangle \ll 1 \), which leads to the same bound (20) on the relative noise strength up to a numerical factor \( c'/c \) of the order of unity

\[
\sum_k \frac{\Gamma_k}{\tilde{u}_k} \leq \frac{\langle D \rangle}{2 c' |\Delta r|^2 N} \ll \frac{1}{2 c' |\Delta r|^2 N}
\]

with \( |\Delta r| \ll 1 \) and number \( c' \) of the order of unity.

2.5. The noise model

Typical noise includes a static part and a dynamical part

\[
\Gamma_k(t) = \Gamma_k + c_k u_k(t)^2.
\]

This model reflects the following properties of noise, associated with the control fields:

(i) For a weak field, the dephasing rate \( \Gamma_k \) is independent on the amplitude of field but generally depends on a coupling operator, i.e. on \( k \).

(ii) For large amplitude of the control field the noise \( \xi_k(t) \) in equation (1) becomes proportional to the amplitude, \( \xi_k(t) \sim u_k(t) \), i.e. the dephasing rate grows as the second power of the amplitude.

From equation (29) we find using the relation between geometric and arithmetic mean

\[
\Gamma_k(t) \geq 2 |u_k(t)| \sqrt{\Gamma_k c_k}.
\]

Inserting inequality (30) into (20) we arrive at the necessary condition for controllability

\[
\min_k \sqrt{\Gamma_k c_k} \leq \frac{\Delta P}{2 c |\Delta r|^2 N},
\]

for \( c \sim 1 \), \( \Delta P \ll 1 \) and \( |\Delta r| \ll 1 \).

3. Numerical demonstration

To test our theory, we consider a control task in the single mode Bose–Hubbard model [41–43]. The drift Hamiltonian is given by

\[
\hat{H}_0 = -\Delta (\hat{a}_1^+ \hat{a}_2 + \hat{a}_2^+ \hat{a}_1) + \frac{U}{2} [(\hat{a}_1^+ \hat{a}_1)^2 + (\hat{a}_2^+ \hat{a}_2)^2],
\]

where \( \hat{a}_i \) the annihilation operator for a particle in the \( i \)th well, \( \Delta \) is the hopping rate and \( U \) is the strength of the on-site interactions between particles. The control Hamiltonian is taken as

\[
\hat{X} = (\hat{a}_1^+ \hat{a}_1 - \hat{a}_2^+ \hat{a}_2).
\]

The operators are transformed [43] to the \( su(2) \) Lie-algebraic form

\[
\hat{H} = -2 \Delta \hat{J}_z + U \hat{J}_z^2 + 2 u(t) \hat{J}_z.
\]
The $\hat{J}_i$ are the operators for the projections of the angular momentum of the $i$ axis, and the Hilbert space of the system of $N$ bosons in this model corresponds to the $J = N/2$ irreducible representation of the $su(2)$ algebra. The addition of the nonlinear term $U \hat{J}_z^2$ generates the complete controllability condition since the commutators with the linear terms generate the full $su(N)$ algebra.

The large system limit $N \to \infty$ is realized by increasing the number of particles in the well, while the group-theoretic structure of the control Hamiltonian (34) is kept fixed. For a sensible large system limit it is desirable to specify the control task in a group-theoretic way as well. To this end we shall use a spin-coherent state (SCS) as an initial state and a fixed control field. SCS are states having minimal total uncertainty with respect to the $su(2)$ generators. The total uncertainty is defined as [31]

$$\Delta(\psi) \equiv \sum_{j=1}^{3} \Delta \hat{j}_k [\psi(t)] \tag{35}$$

and ranges between the total spin number $j$ to $j^2$. SCS correspond to $\Delta(\psi) = J = N/2$ and according to equation (5) have minimal rate of purity loss. We shall find it more illuminating to use the following related quantity as a measure of uncertainty, the generalized purity of a state [44]

$$P_{su(2)}[\psi] = \frac{1}{j^2} \sum_{k=1}^{3} \langle \hat{X}_k \rangle^2 \tag{36}$$

where $j^2$ is the eigenvalue of the Casimir operator $\hat{C} = \sum_{k=1}^{3} \hat{J}_k^2$. In view of (6) and since the Casimir operator is group invariant the group-invariant relation of the generalized purity to the uncertainty is $P_{su(2)}[\psi] = j^2 - \Delta(\psi)$ with $0 \leq P_{su(2)} \leq 1$. SCS have maximal generalized purity of unity.

We have found numerically for state-to-state transformations that control fields that maintain low variance during the evolution (SCS), are robust to an increase of the size of the Hilbert space. As a result, a seed control field can be easily calculated for a small Hilbert space representation (small $J = N/2$) and be employed to control with high fidelity for the state-to-state objective for a large Hilbert space (large $J = N/2$) [45, 46]. On the other hand, control tasks that lead to a high variance state or transiently go through a high variance state are extremely difficult to find i.e. they are hard from the viewpoint of computational complexity. For example finding the control field leading from a SCS to a cat state is a hard problem. As a measure of ‘hardness’ we can count the number of iterations required in a monotonic convergent algorithm to reach a pre-specified fidelity. We found that this number scales at least exponentially with the size of Hilbert space suggesting EXPTIME-hard [18]. Moreover even when one additional state is added to the Hilbert space, the search for the control field has to start from scratch [45].

For the numerical demonstration we choose $\Delta = 15$ and $U = 2\Delta/j$. For these parameters the dynamics of the analogue classical system is chaotic. The quantum manifestation is that an initially localized state will diverge rapidly and spread over the whole phase space [46].

The noise was introduced explicitly as Gaussian white noise in equation (1) with $\Gamma(t)$ as in equation (29). The density operator evolution was traced by solving the Schrödinger equation with many noise realizations and then averaging $\hat{\rho} = \frac{1}{T} \sum_{t}^{T} |\psi(\xi_t))\rangle\langle\psi(\xi_t)|$, where $\xi_t$ is the $t$th realization of the noise. Up to a hundred realizations were taken for each noise intensity, to limit
the determination of the various quantities to less than 5%. The initial state in all calculations was a SCS which is an eigenstate of the control operator $J_z$, i.e. $m_j = j$. In this state all the particles occupy a single potential well. Solving the Liouville von Neumann equation (2) directly would require significantly more computational effort.

Two types of state-to-state transformations were examined: (i) a SCS to SCS, a transformation where the minimum uncertainty with respect to the controls is maintained during the dynamics; and (ii) a SCS to a non-SCS transformation where a large uncertainty develops during the dynamics. The same control field with a final target time of $T = 10$ was employed for an increasing Hilbert space dimension. Type (1) transformation were generated from the temporal local control strategy described in [45] which maintain low uncertainty during the evolution. Figure 1 shows that these state-to-state transformations maintain a low uncertainty displayed as high generalized purity, $P_{su(2)}$, equation (36), during the whole duration of the evolution. This means that the transient state is very close to a SCS.

For type (2) transformation we chose a random control field of the form

$$u(t) = \exp \left[ -\frac{(5t/T)^2}{2} \right] \sum_{k=1}^{200} a_k \sin (k \pi t / \tau),$$

Figure 1. Instantaneous normalized generalized purity $P_{su(2)}$. (left) Typical temporal values for the generalized purity for a SCS $\rightarrow$ non SCS transformation, for $J = 20, 100, \text{and } 200$, in black, red, and blue lines, respectively. (right) Same as the left panel for SCS $\rightarrow$ SCS transformations. Insets: time averaged generalized purity $\langle P_{su(2)} \rangle$ versus $J$ for the SCS $\rightarrow$ non-SCS transformations, and for the SCS $\rightarrow$ SCS transformations.
Figure 2. Relative and absolute noise role in the dynamics. Deviation from unity of fidelity at final time versus the noise amplitudes, $\Gamma_z$ and $c_z$. The values are given for the type (2) transformation, with $J = 20$. The black line on the contour denote a 0.01 degradation of the fidelity.

where the random coefficients $a_k$ are picked from a white noise zero to unity distribution, to assure a frequency limited noisy field with no phase structure. The state generated from this random field is designated to be the target of state-to-state control. This target state is checked to have large uncertainty with respect to the control operators. The same control field is used for all calculations with increasing Hilbert space dimension.

The right panel of figure 1 shows that indeed the $P_{su(2)}$ of the transformations generated from this field decrease in time and reach a low level typical of a generic target state. As expected, the average $P_{su(2)}$ of these transformations decreases with increasing Hilbert space size (cf insert figure 1). Type (1) and type (2) state-to-state transformations will be employed to study the influence of noise on easy and hard control tasks for a fixed control time.

Figure 2 displays a contour plot of the deviation of the fidelity from unity at the final time as a function of the relative noise strength $c_z$ and the time-averaged absolute noise $\Gamma_z$, cf equation (29). The fidelity $\mathcal{F}(t)$ is calculated as the scalar product between the temporal state and the state that is obtained with the noise free field. The contours in the figure form circles of constant fidelity, at least to the accuracy of the stochastic determination of the fidelity. Seemingly, the two kinds of noise resource have a similar role over the dynamics, and there is no need to consider them separately. From this point on, we will set $\Gamma_z = 0$ so that only the relative part of the noise will be taken into account.

Figure 3 displays a verification of the fundamental relations of this paper, the relation between fidelity $\mathcal{F}$ and purity loss $\Delta P$, equation (4) and the rate of purity loss to the product of noise amplitude and the uncertainty equation (5). The dashed black line corresponds to the time dependent purity change $\Delta P(t)$, the blue line corresponds to twice the deviation of the density matrix from (the temporal) perfect fidelity $\mathcal{F}(t)$. The red line is a trapezoid integration of the rhs term of equation (5): $\Gamma \Delta j_z$. Note that the first two quantities $\Delta P$ and $\mathcal{F}$ were computed by realizations averaging the noise to generate the density operator, while the third quantity
Figure 3. Typical change in purity $\Delta P$ as a function of time (dashed black line). The fidelity $F$ multiplied by two (blue dotted-dashed line), and $\int_0^T \Gamma(t) \Delta J(t) \, dt$ the trapezoid integration over the control field time the uncertainty (red solid line). 100 realizations of the noise were employed, to reach less than 5% of error. The control task is for SCS $\rightarrow$ non-SCS transformation, and $J = 20$.

$\int_0^T \Gamma(t) \Delta J(t) \, dt$ is calculated for a noiseless control field. The comparison is very good despite the noisy averaging.

The scaling of the final fidelity $F$ on the size of the Hilbert space was computed for the two types of transformations for a fixed control time. Figures 4 and 5 display the fidelity $F$ as a function of $J = N/2$ in linear and in logarithmic scale, for type (1) and (2) control problems. Examining the logarithmic scale it is obvious that the fidelity $F$ for SCS to non-SCS transformation degrades as $N^2$ while the SCS to SCS decrease in fidelity is linear in $N$. As was discussed at the end of section 2.3, for the generic state to state transformation the uncertainty of the transient state scales as $N^2$, and so is the fidelity and the purity of the transformation. In the SCS to SCS transformations the scaling of the uncertainty is linear.

The theoretical minimal time is inversely proportional to $N$ cf equation (12). The bound is based on the fact that when the size of Hilbert space increases so does the maximum eigenvalue of the control operator $\hat{X}_k$ equation (11), which sets the timescale for control. The reduction of the influence of noise in equation (19) compared to equation (5), is the result of a shorter control time or a smaller control amplitude. Verification of this scaling relation is very difficult due to the scaling of computational complexity. This would require finding a minimum time, optimal control field, for a typical SCS to non-SCS task for each $N$. From a practical point of view, it is known [6, 34, 39, 45] that the computation effort of finding a control field increases dramatically for large Hilbert spaces and decreasing designated time. As was mentioned above, this is a hard task requiring huge computational resources. As a result, it would be almost impossible to verify computationally the scaling relation of equation (20).
4. Discussion and conclusions

It is impossible to completely eliminate the noise originating from the controller. This Markovian noise will degrade the fidelity of achieving the task of state-to-state control. Feedback quantum control \[47\], based on a weak quantum measurement of the control operator algebra, will lead to the same result with respect to the measuring operators. The reason is the equivalence of the noise equation, equation (2), with the master equation induced by weak quantum measurement \[48\].
The sensitivity to noise increases with the computational complexity of the control problem. In the quantum computation control paradigm the number of gates increases with the size of the system. In many other fields, for example in NMR [28] or in control of molecular systems [1] a different control paradigm is standard. There the control operators are fixed while the size of the system may vary. This paradigm was analyzed in the present work. The model studied assumes a finite control algebra with increasing Hilbert space size.

The main result is the enhanced sensitivity to control noise when a transient state has a large variance with respect to the control algebra. This sensitivity can be understood as a particular example of instability of cat states with respect to measurement of the cat’s state [49]. Indeed the action of white Gaussian noise in a control operator on a quantum system is equivalent to weak measurement of the observable associated with this operator [50]. Weak measurement of the observable in a state of high variance with respect to the corresponding operator—the cat state—results in a fast collapse of the measured quantum system into one of the eigenstates of the control operator. The time scale of the collapse—the decoherence time scale—decreases as the system becomes more macroscopic, as measured by the variance scale. The scaling relation between the rate of fidelity loss and the variance is derived and verified numerically. The maximal variance scales as $N^2$ with the size of the system. An upper bound on the strength of tolerable noise, i.e. noise leading to a negligible fidelity loss, is derived for a generic control noise model. The upper bound decreases linearly with the size of the system $N$. In practice, for state-to-state control tasks the noise will dominate, practically scaling as $O(N^2)$ with the size of the system. At best, according to the upper bound the scaling is $O(N)$. We can speculate that for a control task of generating a unitary transformation, which is equivalent to $N$ simultaneous state-to-state control tasks, the decrease in fidelity with noise will practically scale as $O(N^3)$.

The numerical analysis of a model problem associated with the $su(2)$ spectrum-generating algebra verifies the scaling relations and in addition suggests a conjecture that the task of finding a control field that requires a large variance, for example obtaining a cat state, is hard. In view of the foregoing discussion this conjecture essentially connects the computational complexity of the control problem with the sensitivity of the controlled system to noise. We believe that this relation is broader than the framework of the control paradigm considered in the present work and applies to any coherent control problem. It seems reasonable to predict that for other control algebras the generalized coherent states (GCS) [51, 52] will assume the role of SCS considered in the present analysis. For example, in the two-dimensional Henon–Heiles model with local controls $\hat{X}, \hat{Y}$ and $\hat{P}_x, \hat{P}_y$ the GCS are products of single mode coherent states [46]. Control of a GCS to GCS transformation is easy with respect to generating a non-GCS state such as an entangled state [53]. It still is to be verified that the noise sensitivity of generating entangled states is large.
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