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1. Introduction

Fractional PDEs are of considerable significance in different fields, such as memory effect physics and engineering, viscoelasticity, porous media, etc. [1–15] and C. Cattani in [16–18]. Viscosity is of particular significance in the study of the mechanical properties of structures and biological materials. Recently, many researchers applied fractional calculations to probe the viscosity of such materials with high accuracy. Fraction PDEs are the main tool solving that phenomena model.

In this work, we focus on the time-fractional pseudo-parabolic equation as follows

$$\begin{align*}
\partial_t^\omega (u(x,t) + \kappa R u(x,t)) + R u(x,t) &= \mathcal{G}(x,t,u(x,t)), & (x,t) \in \Omega \times (0,T], \\
u(x,t) &= 0, & (x,t) \in \partial \Omega \times (0,T], \\
u(x,0) &= g_0(x), & x \in \Omega, \\
u_t(x,0) &= 0, & x \in \Omega,
\end{align*}$$

(1)

where $\Omega$ is a bounded domain in $\mathbb{R}^n$ with sufficiently smooth boundary $\partial \Omega$, $1 < \omega < 2$ and the Caputo fractional derivative operator of order $\omega$ is given by the notation as $\partial_t^\omega$. Assume that the function $u$ is definitely continuous in time, then the definition in [19] make less to the traditional form

$$\partial_t^\omega u(x,t) = \frac{1}{\Gamma(2-\omega)} \int_0^t (t-s)^{1-\omega} \frac{\partial^2 u(x,s)}{ds^2} ds,$$

(2)

where $\frac{\partial^2 u}{ds^2}$ is the second order integer derivative of function $u(s)$ with respect to the independent variable $s$ and $\Gamma$ is the Gamma function. The operator $R$ is defined in Section 2.2. Some functions $\mathcal{G}, g_0(x)$ are defined later. The Equation (1) defines the mechanism of mass transfer in fractal arrangement structures.

In case $\omega = 1$ with the derivative of integer order, the problem (1) becomes the well known pseudo-parabolic as follows

$$u_t + \kappa R u_t + Ru = \mathcal{G}(u).$$

(3)
The Equation (3) is called the pseudo-parabolic, which has many real-world applications, a case in this point is that the seepage of homogeneous fluids from a broken rock, unidirectional distribution of long waves of nonlinear dispersion [20,21] and Population aggregation [22] (where \( u \) is the population density). Moreover, there are a lot of works on well-posedness of the pseudo-parabolic equation with classical derivative, for instance, we can see in [23–35] and the references therein. In particular, in fractional calculus, investigating the existence, uniqueness, stability of fractional differential equations, has been the important goal in the scientific community. To the best of our knowledge, there are a few papers which consider the fractional-order of the pseudo-parabolic partial differential equation. Recently, the authors in [36] generalized Ulam-Hyers-Rassias’s stability results for FPPDE solution. M. Beshtokov [37–39] considered a boundary value problem for FPPDE. However, the regularity of mild solutions for FPPDE has not been investigated.

It follows that continuity of the solutions with respect to these parameters is important for modeling purposes. This paper comes from the motivation of [40] for considering the continuity of the solutions on fractional order. In practical problem, the parameter is defined or computed by experiments. Therefore, we only know its value incorrectly. Even if the parameters are known exactly but are irrational, then we also get only its approximate value. Assume that \( \omega' \to \omega \), a natural question is as follows

Does \( u_{\omega'} \to u_{\omega} \) in an appropriate sense as \( \omega' \to \omega \)? (4)

The main purpose of our paper is answer above question. The difficulty in the problem occurs when we have to evaluate the upper and lower quantities by the terms independent of fractional order \( \alpha \). The question (4) for linear fractional wave equation has been recent studied in [41]. Due to the nonlocal and nonlinearity of our problem, we have to choose an effective method to give suitable estimation.

This paper is organized as follows. Section 2 shows the preliminaries of the Mittag-Leffler function and mild solution. The key findings are discussed in Section 3 which demonstrates the continuous dependency of the problem solution (1) on input data and the fractional parameter. In the last section, we show some numerical examples to illustrate the property which is called that the continuity fractional-order.

2. Preliminaries
2.1. The Mittag-Leffler Function

The Mittag-Leffler function is denoted and defined as following

\[
E_{\omega,\phi}(\xi) = \sum_{n=1}^{\infty} \frac{\xi^n}{\Gamma(n\omega + \phi)}, \quad \xi \in \mathbb{C},
\]

for \( \omega > 0 \) and \( \phi \in \mathbb{R} \). We recall the following lemmas (we can see in [7,42,43]), that would be helpful for the primary analysis of Sections 3 and 4.

**Lemma 1.** If \( 1 < \omega < 2 \), with for all \( \xi > 0 \) and \( C \) is a positive number which only depends on \( \omega \), such that

\[
|E_{\omega,1}(-\xi)| \leq C, \quad |E_{\omega,\omega}(-\xi)| \leq C.
\]

**Lemma 2.** For \( \lambda > 0 \) the following identities holds true

\[
\partial_{\xi} E_{\omega,1}(-\lambda \xi^{\omega}) = -\lambda \xi^{\omega-1} E_{\omega,\omega}(-\lambda \xi^{\omega}),
\]

\[
\partial_{\xi} (\xi^{\omega-1} E_{\omega,\omega}(-\lambda \xi^{\omega})) = \xi^{\omega-2} E_{\omega,\omega-1}(-\lambda \xi^{\omega}),
\]

(5)

where \( \xi \) is a positive real number.

**Proof.** We can use Lemma 2.2 in [41] to prove the above Lemma. \( \Box \)
Lemma 3. Assume $1 < \omega < 2$ and if $T$ is a number that large enough then we get
\[ E_{\omega,1}(-\lambda_j T^\omega) \neq 0. \tag{6} \]

For all $j$ is a natural number, there are always two constants: $C^1_\omega$ and $C^2_\omega$ such that
\[ \frac{C^1_\omega}{1 + \lambda_j T^\sigma} \leq |E_{\omega,1}(-\lambda_j T^\omega)| \leq \frac{C^2_\omega}{1 + \lambda_j T^\sigma}. \tag{7} \]

Proof. This Lemma can be found in [44]. \hfill \Box

From Lemma 2.3 in [40], we have the following Lemmas.

Lemma 4. Let $1 < \sigma < \nu < 2$ and $\omega \in (\sigma, \nu)$. There exist positive constants $C_1$, $C_2$, $C_3$ which only depend on $\sigma, \nu$ such that for any $\xi > 0$ we get
\[ \frac{C_1(\sigma, \nu)}{1 + \xi} \leq |E_{\omega,1}(-\xi)| \leq \frac{C_2(\sigma, \nu)}{1 + \xi}, \quad |E_{\omega,\nu}(-\xi)| \leq \frac{C_3(\sigma, \nu)}{1 + \xi}. \tag{8} \]

Lemma 5. Let $0 < \xi \leq T$ and $0 < \sigma < \omega < \omega' < \nu$. For every $\varepsilon > 0$ that independent of $\omega$, there always exists $C_\varepsilon$ such that
\[ |\xi^{\omega} - \xi^{\omega'}| \leq \max(T^{\xi+2\xi}, 1)C_\varepsilon (\omega' - \omega)\xi^\varepsilon T^{\omega-\varepsilon}. \tag{9} \]

Proof. We can find it in Lemma 3.2 [41]. \hfill \Box

We have the following lemmas by applying Lemmas 3.3 and 3.4 from Section 3 [41].

Lemma 6. Assume that $\varepsilon > 0$, and $1 < \sigma < \omega < \omega' < \nu < 2$. Then there is a positive constant $D_1(\sigma, \nu, \epsilon, \rho, T)$, such that
\[ |E_{\omega,1}(-\lambda_n^{\varepsilon \omega}) - E_{\omega',1}(-\lambda_n^{\varepsilon \omega'})| \]
\[ \leq D_1(\sigma, \nu, \epsilon, \rho, T)\lambda_n^{\rho-1}T^{-(1-\rho)-\varepsilon}[(\omega' - \omega)^\varepsilon + (\omega' - \omega)], \tag{10} \]
where $0 \leq \rho \leq 1$ and $0 < \xi \leq T$.

Proof. Using Lemma 3.3 from Section 3 in [41] to prove above Lemma. \hfill \Box

Lemma 7. Assume that $1 < \sigma < \omega < \omega' < \nu < 2$. For any $\varepsilon > 0$ and $0 < \rho \leq 1$ then there is a positive number $D_2(\sigma, \nu, \epsilon, \rho, T)$ which is independent of $\omega$ and $\omega'$ such that the following
\[ |\xi^{\varepsilon \omega-1}E_{\omega,\omega}(-\lambda_n^{\varepsilon \omega}) - \xi^{\varepsilon \omega'-1}E_{\omega',\omega'}(-\lambda_n^{\varepsilon \omega'})| \]
\[ \leq D_2(\sigma, \nu, \epsilon, \rho, T)\lambda_n^{\rho-1}T^{\varepsilon(1-\rho)-\varepsilon-1}[(\omega' - \omega)^\varepsilon + (\omega' - \omega)]. \tag{11} \]

Proof. Applying Lemma 3.4 in [41] to prove this Lemma. \hfill \Box

2.2. Related Notation and Representation of the Solution

We introduce some of the necessary Sobolev spaces and correct some notation. Note $L^2(\Omega), H^1(\Omega), H^2(\Omega)$ denote the normal spaces of Sobolev. The symmetrical, uniform elliptical operator $\mathcal{R} : L^2(\Omega) \to L^2(\Omega)$ is defined by
\[ \mathcal{R}w(s) = r(s)w(s,t) - \sum_{m=1}^n \frac{\partial}{\partial s_m} \left( \mathcal{R}_{nk}(s) \frac{\partial}{\partial s_k} w(s) \right), s \in \Omega, \]
where \( D(\mathcal{R}) = H^1_0(\Omega) \cap H^2(\Omega) \). With assumption \( r(s) \in C(\overline{\Omega}, [0, \infty)), \mathcal{R}_{mk} \in C(\overline{\Omega}), \mathcal{R}_{mk} = \mathcal{R}_{km}, 1 \leq m, k \leq n \), and there exist a positive constant \( \bar{R} > 0 \), for \( x \in \overline{\Omega}, \eta = (\eta_1, \eta_2, \ldots, \eta_n) \subset \mathbb{R}^n \), such that

\[
\bar{R} \sum_{i=1}^{n} \eta_i^2 \leq \sum_{1 \leq m, k \leq n} \eta_i \mathcal{R}_{mk}(x) \mu_k.
\]

We can search the above point in [45]. Now let us recall that the spectral problem

\[
\mathcal{R} \psi_n(x) = \lambda_n \psi_n(x) \text{ in } \Omega \text{ and } \psi_n(x) = 0 \text{ on } \partial \Omega
\]

admits a family of eigenvalues (see, e.g., [46])

\[0 < \lambda_1 \leq \lambda_2 \leq \lambda_3 \leq \ldots \leq \lambda_n \leq \ldots \not\to \infty.\]

Moreover, we define by \( \mathcal{R}^2w \) the following operator

\[
\mathcal{R}^2w := \sum_{n=1}^{\infty} \langle w, \psi_n \rangle \lambda_n^2 \psi_n, \ w \in D(\mathcal{R}^2) = \left\{ w \in L^2(\Omega) : \sum_{n=1}^{\infty} |\langle w, \psi_n \rangle|^2 \lambda_n^{2s} < \infty \right\},
\]

where \( \langle \cdot, \cdot \rangle \) is usual inner product of \( L^2(\Omega) \) and the notation \( \| \cdot \|_S \) stands for the norm in the Banach space \( S \). The domain \( D(\mathcal{R}^s) \) is known as the Banach spaces provided with the norm

\[
\| u \|_{D(\mathcal{R}^s)} := \sum_{n=1}^{\infty} \lambda_n^{2s} |\langle u, \psi_n \rangle|^2.
\]

If \( s = 1 \), we have \( D(\mathcal{R}^1) = H^2(\Omega) \).

For the specified number \( q \geq 0 \), the Hilbert space

\[
H^q(\Omega) = \left\{ u \in L^2(\Omega) : \sum_{j=1}^{\infty} |\langle u, \psi_j \rangle|^2 \lambda_j^{2s} < \infty \right\},
\]

and this space is furnished with the norm

\[
\| u \|_{H^q(\Omega)}^2 = \sum_{n=1}^{\infty} \lambda_n^{2s} |\langle u, \psi_n \rangle|^2.
\]

If \( s = 0 \), we have \( H^0(\Omega) = L^2(\Omega) \). Let \( C((0, T]; H^p(\Omega)) \) is the space of all continuous functions from \((0, T]\) into \( H^p(\Omega) \). With \( 0 < v < 1 \), we define \( C^v((0, T]; H^p(\Omega)) \) as the following,

\[
\sup_{0 < t \leq T} t^v \| u(t) \|_{H^p(\Omega)} < \infty, \quad \text{for all } u \in C((0, T]; H^p(\Omega)),
\]

which has the norm, we can find it in [40],

\[
\| u \|_{C^v((0, T]; H^p(\Omega))} := \sup_{0 < t \leq T} t^v \| u(t) \|_{H^p(\Omega)}.
\]

For \( \zeta > 0 \) and \( L^\infty_\zeta(0, T, H^p(\Omega)) \) is a Banach space with norm

\[
\| u \|_{L^\infty_\zeta(0, T, H^p(\Omega))} := \text{esssup} e^{-\zeta t} \| u \|_{H^p(\Omega)}.
\]

Now, suppose that the (1) problem has a unique solution, so we find the shape of it. Let \( u(x, t) = \sum_{n=1}^{\infty} \langle u(\cdot, t), \psi_n(\cdot) \rangle \psi_n(x) \) be the Fourier series in \( L^2(\Omega) \). From (1), we can deduce that

\[
\langle \partial_t^\mu u(\cdot, t), \psi_n \rangle + \kappa \langle \partial_t^\nu \mathcal{R} u(\cdot, t), \psi_n \rangle + \langle \mathcal{R} u(\cdot, t), \psi_n \rangle = \langle \mathcal{G}(\cdot, t, u(\cdot, t)), \psi_n \rangle.
\]
Using (12), we have
\[
(1 + \kappa \lambda_n) \partial_t^\alpha \langle u(\cdot, t), \psi_n \rangle + \lambda_n \langle u(\cdot, t), \psi_n \rangle = \langle \mathcal{G}(\cdot, t), \psi_n \rangle.
\] (18)

Therefore, we obtain
\[
\partial_t^\alpha \langle u(\cdot, t), \psi_n \rangle + \frac{\lambda_n}{1 + \kappa \lambda_n} \langle u(\cdot, t), \psi_n \rangle = \frac{1}{1 + \kappa \lambda_n} \langle \mathcal{G}(\cdot, t, u(\cdot, t)), \psi_n \rangle.
\] (19)

By using the theory of fractional ordinary differential equations (see e.g., [43,47]), we have the following unique function \(u_n\)
\[
u_n(t) = E_{\omega,1} \left( -\frac{\lambda_n t^\alpha}{1 + \kappa \lambda_n} \right) \mathcal{G}_0 \psi_n
\]
\[+ \frac{1}{1 + \kappa \lambda_n} \int_0^t (t-s)^{\omega-1} E_{\omega,\omega} \left( -\frac{(t-s)^\alpha \lambda_n}{1 + \kappa \lambda_n} \right) \mathcal{G}(u_n(s)) \mathrm{d}s,
\] (20)

where we denote \(\mathcal{G}_0 = \langle \mathcal{G}_0, \psi_n \rangle\) and \(u_n(t) = \langle \cdot, t, u(\cdot, t) \rangle, \psi_n \rangle\).

Deduce, the solution (1) can be shown as by Fourier series \(u(x, t) = \sum_{n=1}^\infty \langle u(\cdot, t), \psi_n(\cdot) \rangle \psi_n(x)\) and then given by
\[
u(x, t) = \sum_{n=1}^\infty E_{\omega,1} \left( -\frac{\lambda_n t^\alpha}{1 + \kappa \lambda_n} \right) \mathcal{G}_0 \psi_n \]
\[+ \sum_{n=1}^\infty \frac{1}{1 + \kappa \lambda_n} \left[ \int_0^t (t-s)^{\omega-1} E_{\omega,\omega} \left( -\frac{(t-s)^\alpha \lambda_n}{1 + \kappa \lambda_n} \right) \mathcal{G}(u_n(s)) \mathrm{d}s \right] \psi_n.
\] (21)

We will rely on the results of Section 2.1 and the calculation of some variations in the Mittag-Leffler function to investigate the stability of the solution to Problem (1.1) with respect to the parameter. From (21) we get the solution of Problem (1) is given by
\[
u_\omega(x, t) = \mathcal{X}_\omega(t) \mathcal{G}_0 + \int_0^t \mathcal{Y}_\omega(t-s) \mathcal{G}(u_\omega(s)) \mathrm{d}s,
\] (22)

where
\[
\mathcal{X}_\omega(t) \Theta = \sum_{n=1}^\infty E_{\omega,1} \left( -\frac{\lambda_n t^\alpha}{1 + \kappa \lambda_n} \right) \langle \Theta, \psi_n \rangle \psi_n
\]
\[
\mathcal{Y}_\omega(t-s) \Theta = \sum_{n=1}^\infty \frac{1}{1 + \kappa \lambda_n} \left[ (t-s)^{\omega-1} E_{\omega,\omega} \left( -\frac{(t-s)^\alpha \lambda_n}{1 + \kappa \lambda_n} \right) \langle \Theta, \psi_n \rangle \right] \psi_n.
\]

Therefore, we also have
\[
u_\omega'(x, t) = \mathcal{X}_\omega'(t) \mathcal{G}_0 + \int_0^t \mathcal{Y}_\omega'(t-s) \mathcal{G}(u_\omega(s)) \mathrm{d}s.
\] (23)

**Lemma 8.** Let \(1 < \omega < 2\), \(0 < \theta < 1\), \(\theta < \alpha < \theta + 1\) and \(\Theta \in \mathcal{H}^\alpha(\Omega)\). The following inequalities hold:
\[
\| \mathcal{X}_\omega(t) \Theta \|_{\mathcal{H}^\alpha(\Omega)} \leq \mathcal{C}_2 (\sigma, \nu, \kappa, \theta) t^{-\omega \theta} \| \Theta \|_{\mathcal{H}^\alpha(\Omega)},
\] (24)
\[
\| \mathcal{Y}_\omega(t-s) \Theta \|_{\mathcal{H}^\alpha(\Omega)} \leq \mathcal{C}_3 (\sigma, \nu, \kappa, \theta) (t-s)^{(\omega-1-\omega \theta)} \| \Theta \|_{\mathcal{H}^\alpha(\Omega)}.
\] (25)
Proof. Using Lemma 4, with assumption $0 < \theta < 1$, we get

$$
\|X_\omega(t)\|_{H^p(\Omega)}^2 = \sum_{n=1}^{\infty} \lambda_n^{2a} E_{t,n}^2 \left( \frac{-\lambda_n t^{\nu}}{1 + \kappa \lambda_n} \right) \| (\Theta, \psi_n) \|^2 \leq \sum_{n=1}^{\infty} \lambda_n^{2a} \left( \frac{C_2(\sigma, \nu)}{1 + \kappa \lambda_n} \right)^2 \| (\Theta, \psi_n) \|^2
$$

$$
\leq \sum_{n=1}^{\infty} \lambda_n^{2a} \left( \frac{C_2^2(\sigma, \nu)}{1 + \kappa \lambda_n} \right)^2 \| (\Theta, \psi_n) \|^2 \leq \sum_{n=1}^{\infty} \lambda_n^{2a} C_2^2(\sigma, \nu) \left( \frac{-\lambda_n t^{\nu}}{1 + \kappa \lambda_n} \right)^{-2\theta} \| (\Theta, \psi_n) \|^2
$$

$$
\leq C_2^2(\sigma, \nu) t^{-2\omega\theta}(1 + \kappa \lambda_n^{-1})^{-2\theta} \sum_{n=1}^{\infty} \lambda_n^{2a} \| (\Theta, \psi_n) \|^2 \leq C_2^2(\sigma, \nu) t^{-2\omega\theta}(\lambda_n^{-1} + \kappa)^{2\theta} \| (\Theta) \|^2_{H^p(\Omega)}.
$$

Therefore, with $\mathcal{T}_2(\sigma, \nu, \kappa, \theta) := C_2(\sigma, \nu)(\lambda_n^{-1} + \kappa)^{\theta}$, we have the following estimate that

$$
\|X_\omega(t)\|_{H^p(\Omega)} \leq \mathcal{T}_2(\sigma, \nu, \kappa, \theta) \| (\Theta) \|^2_{H^p(\Omega)}.
$$

Similarly, using Lemma 4, we have the following estimate

$$
\|Y_\omega(t-s)\|_{H^p(\Omega)}^2 = \sum_{n=1}^{\infty} \lambda_n^{2a} \left( \frac{-\lambda_n (t-s)^{\nu}}{1 + \kappa \lambda_n} \right)^2 \| (\Theta, \psi_n) \|^2 \leq \sum_{n=1}^{\infty} \lambda_n^{2a} \left( \frac{C_3(\sigma, \nu)}{1 + \kappa \lambda_n} \right)^2 \| (\Theta, \psi_n) \|^2 \leq (t-s)^{2(\omega-1-\omega\theta)} C_3^2(\sigma, \nu) \sum_{n=1}^{\infty} \lambda_n^{2a} \left( \frac{1}{\lambda_n} + \kappa \right)^{2(\theta-1)} \| (\Theta, \psi_n) \|^2
$$

$$
\leq (t-s)^{2(\omega-1-\omega\theta)} C_3^2(\sigma, \nu) \left( \lambda_n^{-1} + \kappa \right)^{2(\theta-1)} \| (\Theta) \|^2_{H^p(\Omega)}.
$$

Therefore, we deduce

$$
\|Y_\omega(t-s)\|_{H^p(\Omega)} \leq \mathcal{T}_3(\sigma, \nu, \kappa, \theta) (t-s)^{\omega(1-\omega\theta)} \| (\Theta) \|^2_{H^p(\Omega)},
$$

where $\mathcal{T}_3(\sigma, \nu, \kappa, \theta) := C_3(\sigma, \nu) \left( \lambda_n^{-1} + \kappa \right)^{\theta-1} \lambda_n^{-1}$.

Thus, we complete the proof of Lemma 8. \( \Box \)

Lemma 9. Let $1 < \omega < 2$, $\alpha > 0$ with $0 < \rho < 1$ and $\Theta \in H^\alpha(\Omega)$. The following inequalities hold:

$$
\left\| \left[ X_\omega(t) - X_\omega(t) \right] \Theta \right\|_{H^p(\Omega)} \leq \mathcal{T}_4(\sigma, \nu, \epsilon, \rho, \kappa, T) \left[ (\omega' - \omega)^\epsilon + (\omega' - \omega) \right] t^{-\nu(1-\rho)-\epsilon} \| (\Theta) \|^2_{H^p(\Omega)},
$$

$$
\left\| \left[ Y_\omega(t-s) - Y_\omega(t-s) \right] \Theta \right\|_{H^p(\Omega)} \leq \mathcal{T}_5(\sigma, \nu, \epsilon, \rho, \kappa, T) \left[ (\omega' - \omega)^\epsilon + (\omega' - \omega) \right] (t-s)^{\rho\epsilon-1} \| (\Theta) \|^2_{H^p(\Omega)},
$$

where $\mathcal{T}_4, \mathcal{T}_5$ are independent of $\omega$ and also defined in the proof.

Proof. Parseval’s equality implies that the following equality

$$
\left\| \left[ X_\omega(t) - X_\omega(t) \right] \Theta \right\|_{H^p(\Omega)}^2 = \sum_{n=1}^{\infty} \lambda_n^{2a} \left[ E_{\omega, 1} \left( \frac{-\lambda_n t^{\nu}}{1 + \kappa \lambda_n} \right) - E_{\omega, 1} \left( \frac{-\lambda_n t^{\nu}}{1 + \kappa \lambda_n} \right) \right] \| (\Theta, \psi_n) \|^2.
$$
Using the estimate of Lemma 6, we can deduce

\[
\left\| X_{\omega'}(t) - X_{\omega}(t) \right\|_{H^2(\Omega)}^2 \\
\leq \sum_{n=1}^{\infty} \frac{\lambda_n^{2\alpha}}{(1 + \kappa \lambda_n)^2} D_1^2(\sigma, \nu, \epsilon, \rho, T) \left[ (\omega' - \omega)^{\epsilon} + (\omega' - \omega)^{\epsilon} \right] \left( \frac{\lambda_n}{1 + \kappa \lambda_n} \right)^{2(\rho - 1)} t^{-2\nu(1-\rho) - 2\nu} \left\| (\Theta, \psi_n) \right\|^2
\]

\[
\leq D_1^2(\sigma, \nu, \epsilon, \rho, T) \left[ (\omega' - \omega)^{\epsilon} + (\omega' - \omega)^{\epsilon} \right] t^{-2\nu(1-\rho) - 2\nu(1-\rho)} \sum_{n=1}^{\infty} \frac{\lambda_n^{2\alpha}}{(1 + \kappa \lambda_n)^2} \left\| (\Theta, \psi_n) \right\|^2,
\]

which allows us to get

\[
\left\| X_{\omega'}(t) - X_{\omega}(t) \right\|_{H^2(\Omega)}^2 \\
\leq D_1(\sigma, \nu, \epsilon, \rho, \kappa, T) \left[ (\omega' - \omega)^{\epsilon} + (\omega' - \omega)^{\epsilon} \right] t^{-\nu(1-\rho) - \nu} \left\| (\Theta, \psi_n) \right\|^2.
\]

Here, we note \(0 < \rho < 1\) and \(D_1(\sigma, \nu, \epsilon, \rho, \kappa, T) := D_1(\sigma, \nu, \epsilon, \rho, T) (\lambda_n^{-1} + \kappa)^{(1-\rho)}\).

By a similarly argument as above, applying Lemma 7, we also get

\[
\left\| Y_{\omega'}(t-s) - Y_{\omega}(t-s) \right\|_{H^2(\Omega)}^2 \\
= \sum_{n=1}^{\infty} \frac{\lambda_n^{2\alpha}}{(1 + \kappa \lambda_n)^2} \times \left[ (t-s)^{\omega'-1} E_{\omega',\omega} \left( -\frac{\lambda_n}{1 + \kappa \lambda_n} (t-s)^{\omega} \right) - (t-s)^{\omega'-1} E_{\omega',\omega} \left( -\frac{\lambda_n}{1 + \kappa \lambda_n} (t-s)^{\omega} \right) \right] \left\| (\Theta, \psi_n) \right\|^2
\]

\[
\leq \sum_{n=1}^{\infty} D_2^2(\sigma, \nu, \epsilon, \rho, T) \left( \frac{\lambda_n}{1 + \kappa \lambda_n} \right)^{2(\rho - 1)} 2^\nu \left( t-s \right)^{2\nu - 2}\]

\[
\leq D_2^2(\sigma, \nu, \epsilon, \rho, T) \left[ (\omega' - \omega)^{\epsilon} + (\omega' - \omega)^{\epsilon} \right] \left( \frac{1}{\lambda_n + \kappa} \right)^{-2\rho \lambda_n^{2\alpha}} \left\| (\Theta, \psi_n) \right\|^2
\]

\[
\leq D_2^2(\sigma, \nu, \epsilon, \rho, T) \left[ (\omega' - \omega)^{\epsilon} + (\omega' - \omega)^{\epsilon} \right] \lambda_n^{-2}(t-s)^{2\nu - 2}\]

\[
\leq D_2^2(\sigma, \nu, \epsilon, \rho, T) \left[ (\omega' - \omega)^{\epsilon} + (\omega' - \omega)^{\epsilon} \right] \lambda_n^{-2}(t-s)^{2\nu - 2}\]

where we set \(D_2(\sigma, \nu, \epsilon, \rho, \kappa, T) := D_2(\sigma, \nu, \epsilon, \rho, T) \lambda_n^{-1} \kappa^{-\rho}\). Therefore, we arrive at

\[
\left\| Y_{\omega'}(t-s) - Y_{\omega}(t-s) \right\|_{H^2(\Omega)}^2 \\
\leq D_2(\sigma, \nu, \epsilon, \rho, \kappa, T) \left[ (\omega' - \omega)^{\epsilon} + (\omega' - \omega)^{\epsilon} \right] (t-s)^{\nu - \epsilon - 1}\left\| (\Theta, \psi_n) \right\|^2.
\]

We have all the Lemma 9 estimate and this completes the proof. \(\square\)

Next, we state the main results in the following section.
3. Stability of a Nonlinear Fractional Pseudo-Parabolic Equation Regarding Fractional-Order of the Time

In this section, we propose the continuous dependency of the problem solution (1) on input data (the fractional-order \( \omega \) and the initial state \( g_0 \)). The forcing terms are assumed to satisfy the following assumptions:

\[
\| G(u) - G(v) \|_{\mathbb{H}^\sigma(\Omega)} < K \| u - v \|_{\mathbb{H}^\sigma(\Omega)}. \tag{32}
\]

In the following theorem, we present results about the unique solution of Problem (1) and the stability of solution regarding fractional order.

**Theorem 1.** Let \( 0 < \theta < 1, \theta < \alpha < \theta + 1 \). Assume that \( 1 < \sigma < \omega < \omega' < \nu < 2 \) and let \( g_0 \in \mathbb{H}^\alpha(\Omega) \), and \( G(0) = 0 \). Then the Problem (1) has unique solution \( u(x,t) \in L^\infty_{\text{loc}}(0,T,\mathbb{H}^\alpha(\Omega)) \). Moreover, let \( u_\omega \) and \( u_{\omega'} \) be the solutions to Problem (1) for fractional-orders \( \omega \) and \( \omega' \) respectively. If existing two positive numbers \( \rho, \epsilon \) satisfy the following assumptions:

\[
\| u_\omega(\cdot,t) \|_{\mathbb{H}^\sigma(0,T,\mathbb{H}^\alpha(\Omega))} \leq \sqrt{2C_2}(\sigma,\nu,\kappa,\theta) \| g_0 \|_{\mathbb{H}^\alpha(\Omega)} \sqrt{\exp(9T)}
\]

and

\[
\| u_{\omega'}(\cdot,t) - u_\omega(\cdot,t) \|_{\mathbb{H}^\sigma(0,T,\mathbb{H}^\alpha(\Omega))} \leq \overline{W}_1 \left[ (\omega' - \omega) + (\omega' - \omega) \right] \sqrt{\exp(\overline{W}_2T)},
\]

where \( C_2(\sigma,\nu,\kappa,\theta) \), \( \mathcal{R}, \overline{W}_1, \overline{W}_2 \) are positive constants which are independent of \( \omega \) and \( \omega' \).

**Proof.** Now, we divided the proof into several parts.

**Part 1.** Using the Banach fixed-point theorem, we are affirmative that the existence and uniqueness of the solution of Equation (21) for \( \nu \in L^\infty_{\text{loc}}(0,T,\mathbb{H}^\alpha(\Omega)) \). Let us give following operate by

\[
B\nu := \mathcal{X}_{\nu}(t)g_0 + \int_0^t \mathcal{Y}_{\nu}(t-s)G(v(s))ds.
\]

Now, we will prove that the equation \( B\nu = \nu \) has the unique solution \( \nu \in L^\infty_{\text{loc}}(0,T,\mathbb{H}^\alpha(\Omega)) \). Indeed we have

\[
B\nu_{\omega,1} - B\nu_{\omega,2} = \int_0^t \mathcal{X}_{\nu}(t-s) \left[ G(\nu_{\omega,1}(s)) - G(\nu_{\omega,2}(s)) \right] ds.
\]

Hence, with \( \zeta > 0 \) using Lemma (8) and (32), we obtain

\[
\left\| e^{-\zeta t} \left( B\nu_{\omega,1} - B\nu_{\omega,2} \right) \right\|_{\mathbb{H}^\sigma(\Omega)} = \left\| \int_0^t \mathcal{X}_{\nu}(t-s)e^{-\zeta t} \left[ G(\nu_{\omega,1}(s)) - G(\nu_{\omega,2}(s)) \right] ds \right\|_{\mathbb{H}^\sigma(\Omega)}
\]

\[
\leq \int_0^t \overline{C}_3(\sigma,\nu,\kappa,\theta)(t-s)^{\omega - 1 - \omega \theta}e^{-\zeta t}K\| \nu_{\omega,1} - \nu_{\omega,2} \|_{\mathbb{H}^\sigma(\Omega)}ds
\]

\[
\leq \int_0^t \overline{C}_3(\sigma,\nu,\kappa,\theta)K\| \nu_{\omega,1} - \nu_{\omega,2} \|_{L^\infty_{\text{loc}}(0,T,\mathbb{H}^\sigma(\Omega))} \int_0^t e^{-\zeta(t-s)}(t-s)^{\omega - 1 - \omega \theta} ds.
\]
By taking $0 < \tau < a(1 - \theta)$ and using inequality $e^{-t} < C_T t^{-\tau}$, we can show that

$$\| e^{-t} \left( Bv_{\omega,1} - Bv_{\omega,2} \right) \|_{H^\theta(\Omega)} 
\leq \mathcal{C}_3(\sigma, \nu, \kappa, \theta) K \| v_{\omega,1} - v_{\omega,2} \|_{L^\infty_c(0, T, H^\theta(\Omega))} \frac{C_T}{\tau} \int_0^t (t - s)^{\omega - 1 - \omega \theta - \tau} ds
\leq \mathcal{C}_3(\sigma, \nu, \kappa, \theta) K \| v_{\omega,1} - v_{\omega,2} \|_{L^\infty_c(0, T, H^\theta(\Omega))} \frac{C_T}{\tau} \left( t^{\omega - 1 - \omega \theta - \tau} \right) \omega - \omega \theta - \tau.
\tag{37}$$

Therefore, we deduce that

$$\| Bv_{\omega,1} - Bv_{\omega,2} \|_{\mathcal{L}^\infty_c(0, T, H^\theta(\Omega))} \leq \mathcal{C}_3(\sigma, \nu, \kappa, \theta) K \frac{C_T}{\tau} \left( t^{\omega - 1 - \omega \theta - \tau} \right) \omega - \omega \theta - \tau \| v_{\omega,1} - v_{\omega,2} \|_{L^\infty_c(0, T, \bar{H}^\theta(\Omega))}.$$ 

With assumption $\zeta > \mathcal{C}_3(\sigma, \nu, \kappa, \theta) K \frac{C_T}{\tau} \frac{t^{\omega - 1 - \omega \theta - \tau}}{\omega - \omega \theta - \tau}$, then we can see that

$$\mathcal{C}_3(\sigma, \nu, \kappa, \theta) K \frac{C_T}{\tau} \frac{t^{\omega - 1 - \omega \theta - \tau}}{\omega - \omega \theta - \tau} < 1.$$ 

And so $B$ is a contractive mapping in the space $\mathcal{L}^\infty_c(0, T, \bar{H}^\theta(\Omega))$ for the system (1) has unique solution $u \in \mathcal{L}^\infty_c(0, T, \bar{H}^\theta(\Omega))$.

**Part 2.** Estimates $\| u(\cdot, t) \|_{H^\theta(\Omega)}$. From (22) and inequality $(a + b)^2 \leq 2(a^2 + b^2)$, we get

$$\| u(\cdot, t) \|_{\bar{H}^\theta(\Omega)}^2 \leq 2 \left( \| \chi(\cdot, t) \|_{\bar{H}^\theta(\Omega)}^2 + 2 \int_0^t \| \mathcal{Y}(t - s) \|_{H^\theta(\Omega)}^2 \right).$$

Using Lemma 8 and assumption (32), we obtain

$$\| u(\cdot, t) \|_{\bar{H}^\theta(\Omega)}^2 
\leq \left[ \mathcal{C}_2(\sigma, \nu, \kappa, \theta) \| \xi_0 \|_{H^\theta(\Omega)}^2 \right]^2 + \left[ \int_0^t \mathcal{C}_3(\sigma, \nu, \kappa, \theta) (t - s)^{\omega - 1 - \omega \theta} \| \mathcal{G}(u(s)) - \mathcal{G}(0) \|_{H^\theta(\Omega)} ds \right]^2
\leq 2 \left[ \mathcal{C}_2(\sigma, \nu, \kappa, \theta) t^{-\omega \theta} \| \xi_0 \|_{H^\theta(\Omega)}^2 \right]^2 + 2 \left[ \mathcal{C}_3(\sigma, \nu, \kappa, \theta) \int_0^t (t - s)^{\omega - 1 - \omega \theta} \| u(s) \|_{H^\theta(\Omega)} ds \right]^2.$$

Multiplying both side by $t^{2\omega \theta}$, we get

$$\left[ t^{\omega \theta} \| u(\cdot, t) \|_{H^\theta(\Omega)} \right]^2
\leq 2 \left[ \mathcal{C}_2(\sigma, \nu, \kappa, \theta) \| \xi_0 \|_{H^\theta(\Omega)} \right]^2 + 2 \left[ \mathcal{C}_3(\sigma, \nu, \kappa, \theta) t^{\omega \theta} \right]^2 \left[ \int_0^t (t - s)^{\omega - 1 - \omega \theta} s^{-\omega \theta} \| u(s) \|_{H^\theta(\Omega)} ds \right]^2.$$
Using Hölder’s inequality, we obtain
\[
\left[ \mu^\theta \| u_\omega(\cdot, t) \|_{H^s(\Omega)} \right]^2 
\leq 2 \left[ C_2(\sigma, \nu, \kappa, \theta) \| g_0 \|_{H^s(\Omega)} \right]^2 
+ 2 \left[ C_3(\sigma, \nu, \kappa, \theta) \mu^\theta \right]^2 \int_0^t (t-s)^{2(\omega-1-\omega_0)} s^{-2\omega_0} ds \int_0^t s^{2\omega_0} \| u_\omega(s) \|_{H^s(\Omega)}^2 ds.
\]

Applying Beta’s function property \( \int_0^1 s^{m-1}(t-s)^{n-1} ds = t^{m+n-1} B(m, n), m > 0, n > 0 \), and together with the assumption \( 1 - 2\omega_0 > 0 \), we obtain the following estimates
\[
\left[ \mu^\theta \| u_\omega(\cdot, t) \|_{H^s(\Omega)} \right]^2 
\leq 2 \left[ C_2(\sigma, \nu, \kappa, \theta) \| g_0 \|_{H^s(\Omega)} \right]^2 
+ 2 \left[ C_3(\sigma, \nu, \kappa, \theta) \mu^\theta \right]^2 t^{2\omega-1-4\omega_0} B(-2\omega_0 + 1, 2\omega - 2\omega_0 - 1) \int_0^t s^{2\omega} \| u_\omega(s) \|_{H^s(\Omega)}^2 ds.
\]

Thanks to Gronwall’s inequality, we can deduce
\[
\left[ \mu^\theta \| u_\omega(\cdot, t) \|_{H^s(\Omega)} \right]^2 
\leq 2 \left[ C_2(\sigma, \nu, \kappa, \theta) \| g_0 \|_{H^s(\Omega)} \right]^2 \exp (\mathcal{R} t),
\]
where
\[ \mathcal{R} := 2 \left[ C_3(\sigma, \nu, \kappa, \theta) \right]^2 T^{2\omega-1-2\omega_0} B(-2\omega_0 + 1, 2\omega - 2\omega_0 - 1). \]

Therefore, we get the following estimate
\[
\| u_\omega(\cdot, t) \|_{\mathcal{E} \times (0,T,\dot{H}^s(\Omega))} \leq \sqrt{2} C_2(\sigma, \nu, \kappa, \theta) \| g_0 \|_{H^s(\Omega)} \sqrt{\exp(\mathcal{R} T)}. \tag{38}
\]

**Part 3.** Similar to part 2, using inequality \( (a + b + c)^2 \leq 3(a^2 + b^2 + c^2) \) from (22) and (23), we get the following estimate:
\[
\| u_\omega(\cdot, t) - u_\omega(\cdot, t) \|_{\dot{H}^s(\Omega)} \leq 3 \left\| [X_\omega - X_\omega(t)] g_0 \right\|_{H^s(\Omega)}^2 + 3 \int_0^t \left\| [Y_\omega(t-s) - Y_\omega(t,s)] G(u_\omega(s)) ds \right\|_{\dot{H}^s(\Omega)}^2 
+ 3 \int_0^t \| Y_\omega(t-s) \| \left\| G(u_\omega(s)) - G(u_\omega(s)) \right\|_{\dot{H}^s(\Omega)}^2 ds.
\]
Applying Lemmas 8 and 9 and assumption (32), we obtain
\[
\|u_{\omega'}(\cdot,t) - u_{\omega'}(\cdot,t)\|_{H^0(\Omega)}^2 \\
\leq 3 \left[ D_1(\sigma, v, \epsilon, \rho, \kappa, T) \left[ (\omega' - \omega)^\epsilon + (\omega' - \omega)^{\nu(1-\rho)} \right] \right] ^2 \\
+ 3 \int_0^t \left[ D_2(\sigma, v, \epsilon, \rho, \kappa, T) \left[ (\omega' - \omega)^\epsilon + (\omega' - \omega)^{\nu(1-\rho)} \right] \right] ds \\
+ 3 \int_0^t \left[ C_3(\sigma, v, \kappa, \theta) (t-s)^{1-\omega\theta} \right] \|u_{\omega'}(s) - u_{\omega'}(s)\|_{H^0(\Omega)} ds. \tag{39}
\]

Next, we will find a bound for \(S_1\) and \(S_2\). Estimate \(S_1\), applying Hölder’s inequality with assumption (32), we get
\[
S_1 \leq 3 \left[ D_2(\sigma, v, \epsilon, \rho, \kappa, T) \left[ (\omega' - \omega)^\epsilon + (\omega' - \omega)^{\nu(1-\rho)} \right] \right] ^2 \\
\times \int_0^t (t-s)^{2\sigma\epsilon - \epsilon - 1} \int_0^t t^{2\omega\theta} \|u_{\omega'}(s)\|_{H^0(\Omega)}^2 ds.
\]
Assume \(1 - 2\omega\theta > 0\) and \(0 < \epsilon < \sigma \rho - \frac{1}{2}\), then \(2\sigma \rho - 2\epsilon - 1 > 0\). Applying Beta’s function property and (33), we deduce
\[
S_1 \leq 3 \left[ D_2(\sigma, v, \epsilon, \rho, \kappa, T) \left[ (\omega' - \omega)^\epsilon + (\omega' - \omega)^{\nu(1-\rho)} \right] \right] ^2 \\
\times \int_0^t (t-s)^{2\sigma\epsilon - \epsilon - 1} \left( \sqrt{C_2(\sigma, v, \kappa, \theta)} \|\sigma_0\|_{H^0(\Omega)} \sqrt{\exp(\theta T)} \right)^2. \tag{40}
\]
Estimate \(S_2\), similarly as above, we also have
\[
S_2 \leq 3 \left[ C_3(\sigma, v, \kappa, \theta) \right] ^2 \left[ \int_0^t (t-s)^{1-\omega\theta} \|u_{\omega'}(s) - u_{\omega'}(s)\|_{H^0(\Omega)} ds \right]^2.
\]
Since the condition \(0 < \epsilon < \sigma \rho - \frac{1}{2}\) and \(1 - 2\omega\theta > 0\), we get immediately that \(2\omega - 2\omega\theta - 1 > 0, -2\nu(1-\rho) - 2\epsilon + 1 > 0\), which allows us to obtain the following estimate
\[
S_2 \leq 3 \left[ C_3(\sigma, v, \kappa, \theta) \right] ^2 \\
\times \int_0^t (t-s)^{2\omega - 2\omega\theta - 1} \int_0^t t^{2(1-\rho) + 2\epsilon} \|u_{\omega'}(s) - u_{\omega'}(s)\|_{H^0(\Omega)}^2 ds \\
\leq 3 \left[ C_3(\sigma, v, \kappa, \theta) \right] ^2 \int_0^t (t-s)^{2\omega - 2\omega\theta - 1} \left( -2\nu(1-\rho) - 2\epsilon, 2\omega(1-\theta) - 1 \right) \\
\times \int_0^t t^{2(1-\rho) + 2\epsilon} \|u_{\omega'}(s) - u_{\omega'}(s)\|_{H^0(\Omega)}^2 ds. \tag{41}
\]
And so, from (39)–(41), we obtain
\[ \|u_{\omega'}(\cdot, t) - u_{\omega}(\cdot, t)\|_{H^p(\Omega)}^2 \]
\[ \leq 3 \left[ D_1(\sigma, \nu, \rho, \kappa, T) \left[ (\omega' - \omega)^{\varepsilon} + (\omega' - \omega)^{\mu} \right] t^{-(1-\rho) - \varepsilon} \|g_0\|_{H^p(\Omega)} \right]^2 + 3 \left[ D_2(\sigma, \nu, \rho, \kappa, T) \left[ (\omega' - \omega)^{\varepsilon} + (\omega' - \omega)^{\mu} \right] \|K\| B \left( -2\omega' + 1, 2\rho - 2e - 1 \right) \times t^{2\omega' + 2\rho - 2e - 1} \left( \sqrt{2}C_2(\sigma, \nu, \kappa, \theta) \|g_0\|_{H^p(\Omega)} \sqrt{\exp(9T)} \right)^2 \]
\[ + 3 \left[ C_3(\sigma, \nu, \kappa, \theta) K \right] ^2 \int_0^t t^{2(1-\rho) + 2e} \|u_{\omega'}(s) - u_{\omega}(s)\|_{H^p(\Omega)}^2 ds. \]

Multiplying both sides to \( t^{2(1-\rho) + 2e} \), we have the following estimates
\[ t^{2(1-\rho) + 2e} \|u_{\omega'}(\cdot, t) - u_{\omega}(\cdot, t)\|_{H^p(\Omega)}^2 \]
\[ \leq 3 \left[ D_1(\sigma, \nu, \rho, \kappa, T) \left[ (\omega' - \omega)^{\varepsilon} + (\omega' - \omega)^{\mu} \right] \|g_0\|_{H^p(\Omega)} \right]^2 + 3 \left[ D_2(\sigma, \nu, \rho, \kappa, T) \left[ (\omega' - \omega)^{\varepsilon} + (\omega' - \omega)^{\mu} \right] \|K\| B \left( -2\omega' + 1, 2\rho - 2e - 1 \right) \times t^{2\omega' + 2\rho - 2e - 1} \left( \sqrt{2}C_2(\sigma, \nu, \kappa, \theta) \|g_0\|_{H^p(\Omega)} \sqrt{\exp(9T)} \right)^2 \]
\[ + 3 \left[ C_3(\sigma, \nu, \kappa, \theta) K \right] ^2 \int_0^t t^{2(1-\rho) + 2e} \|u_{\omega'}(s) - u_{\omega}(s)\|_{H^p(\Omega)}^2 ds. \]

Applying Gronwall’s inequality, we can show that
\[ \|u_{\omega'}(\cdot, t) - u_{\omega}(\cdot, t)\|_{H^p(\Omega)}^2 \leq W_1 \left[ (\omega' - \omega)^{\varepsilon} + (\omega' - \omega)^{\mu} \right] \exp(\frac{W_2t}{2}), \] (42)
where
\[ W_1 := \max \left( 3 \left[ D_1(\sigma, \nu, \rho, \kappa, T) \|g_0\|_{H^p(\Omega)} \right]^2, \right. \]
\[ \left. 3 \left[ D_2(\sigma, \nu, \rho, \kappa, T) \|K\| B \left( -2\omega' + 1, 2\rho - 2e - 1 \right) \times t^{2\omega' + 2\rho - 2e - 1} \left( \sqrt{2}C_2(\sigma, \nu, \kappa, \theta) \|g_0\|_{H^p(\Omega)} \sqrt{\exp(9T)} \right)^2 \right), \]
and
\[ W_2 := 3 \left[ C_3(\sigma, \nu, \kappa, \theta) K \right] ^2 \left( -2\omega' + 1, 2\rho - 2e - 1 \right) t^{2(1-\rho) - 1}. \]

From the above steps, we get the following estimate
\[ \|u_{\omega'}(\cdot, t) - u_{\omega}(\cdot, t)\|_{H^p(\Omega)}^2 \leq \sqrt{W_1} \left( (\omega' - \omega)^{\varepsilon} + (\omega' - \omega)^{\mu} \right) \sqrt{\exp(\frac{W_2t}{2})}. \] (43)

Theorem 1 has been proved. □
4. Numerical Experiments

In this section, we employ our proposed numerical scheme for the continuity fractional order for the pseudo-parabolic equation with the fractional Caputo derivative. For more detail, we present some examples to illustrate the property which are shown in Theorem 1. It means that the solution $u_{\omega'}$ (the solution $u$ with order $\omega'$) converge on $u_\omega$ (the solution $u$ with order $\omega$) when $\omega'$ tends to $\omega$, where $\omega$ is the fractional order. To do this, firstly, we use finite difference to discrete the spatial and time variable on the domain $(x, t) \in [0, 1] \times [0, 1]$ as follows

$$\mathbb{D}_x := \left\{ x_p = \frac{p - 1}{N_x}, \quad p = \frac{1}{N_x} \right\}, \quad \mathbb{D}_t := \left\{ t_q = \frac{q - 1}{N_t}, \quad q = \frac{1}{N_t} \right\},$$

where $N_x$ and $N_t$ are given positive constants.

Secondly, in calculations with Python software, we use some numerical approximation methods as follows.

We use the approximation of the Mittag-Leffler function $E_{\omega, \phi}$ as follows

$$E_{\omega, \phi}(z) := m_1(z, \omega, \phi),$$

and we evaluate the function $\Gamma(\cdot)$ by $\gamma m a(\cdot)$ function which defined in the Matplotlib library.

The integral approximation method by sum Riemann. This approach can be used to find a numerical approximation for a definite integral

$$\int_{z_1}^{z_2} f(z) dz \approx \sum_{m=0}^{M} f \left( z_1 + m \frac{z_2 - z_1}{M} \right) \frac{z_2 - z_1}{M},$$

where $M$ is large enough positive number.

Next, by taking the operator $\mathcal{R} = -\Delta$. Then we have an orthonormal eigenbasis in $L^2(0, 1)$ is

$$\psi_n = \sqrt{2} \sin(n \pi x),$$

and the respective eigenvalues as follows

$$0 < \lambda_1 \leq \lambda_2 \leq \lambda_3 \leq ... \rightarrow \infty, \quad \text{where} \quad \lambda_n = n^2 \pi^2, \quad \text{for} \quad n \in \mathbb{Z}^+.$$

By choosing $T = 1$ and $\kappa = 1$, we focus on the following time fractional diffusion equation

$$\partial_t^\omega \left( u(x, t) - u_{xx}(x, t) \right) - u_{xx}(x, t) = \mathcal{G}(\cdot, t, u(x, t)), \quad (x, t) \in (0, 1) \times (0, 1],$$

subject to the initial conditions as follows

$$u(x, t)|_{t=0} = g_0(x) \quad \text{and} \quad u(x, t)|_{t=0} = 0, \quad x \in (0, 1),$$

and the Dirichlet boundary condition as follows

$$u(x, t)|_{x=0} = u(x, t)|_{x=1} = 0, \quad t \in (0, 1].$$

Base on the solution (21), we can rewrite it in form truncation according to $\mathcal{N}$ which is a parameter truncated as follows

$$u(x, t) = \sum_{n=1}^{\mathcal{N}} E_{\omega, \phi} \left( \frac{-n^2 \pi^2 \tau}{1 + n^2 \pi^2} \right) \int_0^1 g_0(\tau) \psi_n(\tau) d\tau \psi_n(x)$$

$$+ \sum_{n=1}^{\mathcal{N}} \frac{1}{1 + n^2 \pi^2} \left[ \int_0^t (t-s)^\omega E_{\omega, \phi} \left( \frac{-(t-s)n^2 \pi^2}{1 + n^2 \pi^2} \right) G_n(u_n(s)) ds \right] \psi_n(x),$$

where $\mathcal{N}$ is large enough positive number.
where $G_\omega(u(s)) := G(u(\cdot, s), \cdot, s) = (G(u(\cdot, s), \cdot, s), \psi_n(\cdot)) = \int_0^1 G(u(\tau, s), \tau, s)\psi_n(\tau) d\tau$.

On the domain $[0, 1] \times [0, 10]$, we have a performance below

$$u(x_p, t_q) = 2 \left[ \tilde{u}_1(t_q) \quad \tilde{u}_2(t_q) \quad \tilde{u}_3(t_q) \quad \cdots \quad \tilde{u}_N(t_q) \right]$$

$$\times \left[ \sin(\pi x_p) \quad \sin(2\pi x_p) \quad \sin(3\pi x_p) \quad \cdots \quad \sin(N\pi x_p) \right]^T,$$  \hspace{1cm} (49)

where $[A]^T$ is the transposition matrix of the matrix $[A]$ and

$$\tilde{u}_1(t_q) = E_{\omega,1} \left( \frac{-n^2\pi^2t_q}{1 + n^2\pi^2} \right) \int_0^1 g_0(\tau)\psi_n(\tau) d\tau + \frac{1}{1 + n^2\pi^2} \int_0^{t_q} (t_p - s)^\omega E_{\omega,\omega} \left( \frac{-(t_p - s)^\omega \pi^2}{1 + n^2\pi^2} \right) \int_0^1 G(u(\tau, s), \tau, s)\psi_n(\tau) d\tau ds.$$  \hspace{1cm} (50)

Then the solution (49) can be written in the matrix form $[u_{pq}]_{(N_x+1) \times (N_t+1)}$, where the representative element $u_{pq}$ of this matrix is $u(x_p, t_q)$.

Finally, by fixing $t$, we have the relative error estimation ($RPEE_\omega^i$) and percent error estimation ($PREE_\omega^i$) between the solutions $u_\omega$ and $u_{\omega^i}$ as follows

$$RPEE_\omega^i(t) = \sum_{p=1}^{N_x+1} \left| u_\omega(x_p, t) - u_{\omega^i}(x_p, t) \right|,$$  \hspace{1cm} for some cases $i = 1, 2, 3.$  \hspace{1cm} (51)

$$PREE_\omega^i(t) = \frac{RPEE_\omega^i(t)}{\sum_{p=1}^{N_x+1} \left| u_\omega(x_p, t) \right|} \times 100.$$  \hspace{1cm} (52)

Let get started, we consider $(x,t)$ on the domain $[0,1] \times [0,1]$ with the functions are given by

$$g_0(x) = \sqrt{2}\sin(2\pi x),$$  \hspace{1cm} (53)

$$G(u, x, t) = u^2 - \frac{4\pi^2\sqrt{2}}{t^2 + 1} \sin(2\pi x) + \frac{\cos(4\pi x) - 1}{(t^2 + 1)^2}.$$  \hspace{1cm} (54)

In the following subsection, by choosing $N_x = N_t = 50$ and $N = 10$, we present the result of the numerical implementations for the problem (45) with the conditions (53) and (54) in some cases as follows.

4.1. First Case: The Fractional Order Is $\omega = 1.1$

In this case, we consider the asymptotic behaviour of the solutions for some values of $\omega = 1.1$ and $\omega^i \in \{1.15, 1.13, 1.11\}$.

The numerical result is shown that the performance of the proposed method is acceptable. Indeed, the convergent estimate between the solutions for the fractional orders $\omega$ and $\omega^i$ at $t \in \{0.1, 0.5, 0.9\}$ is shown in Tables 1–3.

Table 1. The relative and percent error estimations for $\omega = 1.1$.

| Fractional Order | $t = 0.1$ | $t = 0.5$ | $t = 0.9$ |
|------------------|-----------|-----------|-----------|
| $\omega^1 = 1.15$ | 0.17060940 | 21.16% | 0.19486871 | 5.23% | 0.50700111 | 7.41% |
| $\omega^2 = 1.13$ | 0.09891093 | 12.26% | 0.10425578 | 2.80% | 0.28847739 | 4.22% |
| $\omega^3 = 1.11$ | 0.02063175 | 2.55% | 0.02002432 | 0.53% | 0.05891203 | 0.86% |
Table 2. The relative error and percent error estimations for $\omega = 1.5$.

| Fractional Order | $t = 0.1$ | $t = 0.5$ | $t = 0.9$ |
|------------------|-----------|-----------|-----------|
| $\omega^1$ = 1.55 | 0.06218532 | 23.58%    | 0.25924582 | 9.55%    | 0.20731152 | 2.48%    |
| $\omega^2$ = 1.53 | 0.03645685 | 13.82%    | 0.14441751 | 5.32%    | 0.11992968 | 1.43%    |
| $\omega^3$ = 1.51 | 0.00769853 | 2.92%     | 0.02891043 | 1.06%    | 0.02491671 | 0.29%    |

Table 3. The relative error and percent error estimations for $\omega = 1.9$.

| Fractional Order | $t = 0.1$ | $t = 0.5$ | $t = 0.9$ |
|------------------|-----------|-----------|-----------|
| $\omega^1$ = 1.95 | 0.01925768 | 24.99%    | 0.20146470 | 12.17%   | 0.31121755 | 3.82%    |
| $\omega^2$ = 1.93 | 0.01134916 | 14.72%    | 0.11418913 | 6.89%    | 0.16942761 | 2.08%    |
| $\omega^3$ = 1.91 | 0.00241016 | 3.12%     | 0.02328528 | 1.40%    | 0.03311517 | 0.40%    |

In addition, we present the graphs of the solutions and corresponding errors in Figures. To facilitate comparison, we consider three cases of the fractional order such as $\omega \in \{1.1, 1.5, 1.9\}$. We also show the 3D-graph of the solutions $u$ on the domain $(x,t) \in [0,1] \times [0,1]$. For detail, the first case $\omega = 1.1$ is shown in Figures 1–4. The second case $\omega = 1.5$ is shown in Figures 5–8. And the final case, $\omega = 1.9$ is shown in Figures 9–12.

From the observations on these tables and figures, it concludes that the smaller the error output between the solutions for the fractional orders $\omega$ and $\omega^i$ when the smaller in the fractional orders.
Figure 2. The solution $u$ for $\omega = 1.1$, $\omega^i \in \{1.15, 1.13, 1.11\}$ at $t = 0.1$ and the respective error.

Figure 3. The solution $u$ for $\omega = 1.1$, $\omega^i \in \{1.15, 1.13, 1.11\}$ at $t = 0.5$ and the respective error.

Figure 4. The solution $u$ for $\omega = 1.1$, $\omega^i \in \{1.15, 1.13, 1.11\}$ at $t = 0.9$ and the respective error.

4.2. Second Case: The Fractional Order is $\omega = 1.5$

In this subsection, we consider the asymptotic behaviour of the solutions for some values of $\omega = 1.5$ and $\omega^i \in \{1.55, 1.53, 1.51\}$. 
The solution $u$ at $\omega = 1.5$

Figure 5. The 3-dimensional graph of solution $u$ on the domain $(x,t) \in [0,1] \times [0,1]$ for $\omega = 1.5$.

(a) The solutions at $t = 0.1$

(b) The errors respectively

Figure 6. The solution $u$ for $\omega = 1.5$, $\omega^i \in \{1.55, 1.53, 1.51\}$ at $t = 0.1$ and the respective error.

(a) The solutions at $t = 0.5$

(b) The errors respectively

Figure 7. The solution $u$ for $\omega = 1.5$, $\omega^i \in \{1.55, 1.53, 1.51\}$ at $t = 0.5$ and the respective error.
Figure 8. The solution $u$ for $\omega = 1.5, \omega^i \in \{1.55, 1.53, 1.51\}$ at $t = 0.9$ and the respective error.

4.3. Third Case: The Fractional Order is $\omega = 1.9$

In final case, we consider the asymptotic behaviour of the solutions for some values of $\omega = 1.9$ and $\omega^i \in \{1.95, 1.93, 1.91\}$.

Figure 9. The 3-dimensional graph of solution $u$ on the domain $(x,t) \in [0,1] \times [0,1]$ for $\omega = 1.9$.

Figure 10. The solution $u$ for $\omega = 1.9, \omega^i \in \{1.95, 1.93, 1.91\}$ at $t = 0.1$ and the respective error.
The solutions $u$ at $t = 0.5$

$\omega = 1.9$

$\omega_1 = 1.95$

$\omega_2 = 1.93$

$\omega_3 = 1.91$

(a) The solutions at $t = 0.5$

(b) The errors respectively

Figure 11. The solution $u$ for $\omega = 1.9$, $\omega_i \in \{1.95, 1.93, 1.91\}$ at $t = 0.5$ and the respective error.

The solutions $u$ at $t = 0.9$

$\omega = 1.9$

$\omega_1 = 1.95$

$\omega_2 = 1.93$

$\omega_3 = 1.91$

(a) The solutions at $t = 0.9$

(b) The errors respectively

Figure 12. The solution $u$ for $\omega = 1.9$, $\omega_i \in \{1.95, 1.93, 1.91\}$ at $t = 0.9$ and the respective error.
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