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Abstract—Artificial intelligence (AI) technology is increasingly used for digital orthodontics, but one of the challenges is to automatically and accurately detect tooth landmarks and axes. This is partly because of sophisticated geometric definitions of them, and partly due to large variations among individual tooth and across different types of tooth. As such, we propose a deep learning approach with a labeled dataset by professional dentists to the tooth landmark/axis detection on tooth model that are crucial for orthodontic treatments. Our method can extract not only tooth landmarks in the form of point (e.g. cusps), but also axes that measure the tooth angulation and inclination. The proposed network takes as input a 3D tooth model and predicts various types of the tooth landmarks and axes. Specifically, we encode the landmarks and axes as dense fields defined on the surface of the tooth model. This design choice and a set of added components make the proposed network more suitable for extracting sparse landmarks from a given 3D tooth model. Extensive evaluation of the proposed method was conducted on a set of dental models prepared by experienced dentists. Results show that our method can produce tooth landmarks with high accuracy. Our method was examined and justified via comparison with the state-of-the-art methods as well as the ablation studies.

Index Terms—Sparse feature, tooth landmark, tooth axis, dental treatments.

I. INTRODUCTION

Malocclusion refers to the misalignment of teeth when the jaws are closed. In severe cases, it could lead to discomfort, or even speech or breathing problems. In order to treat this disorder, the primary goal of the dental treatment is to align the teeth based on certain empirical rules/conditions, such as Andrews Six Keys [2], that are considered to be central for achieving a normalized occlusion and fulfillment of these, results in successful orthodontic treatment. In a nutshell, such sufficient conditions can be effectively represented as a set of desired relationships between the pre-defined tooth landmarks and/or axes that should be satisfied in the normal occlusion (see Fig. 1). For example, the contact points of each tooth at the normal occlusion can be used to align adjacent teeth and itself at the current configuration (see Fig. 1(d)), while the relationship between the pair of cusp and occlusal points and the pair of their corresponding points on the opposite jaw signifies the cusp-groove, cusp-fossa or cusp embrasure relationship of the upper and lower jaws.

With automatized technologies gaining popularity by the use of digital diagnostic aids and customized appliances especially the...
Our contributions are summarized as follows:

- We present a novel framework that robustly detects tooth landmarks and axes from a 3D tooth model.
- We propose a new mechanism to encode sparse geometric entities (i.e., points and axes) into dense representations, and further adopt a multi-scale and enhancement module to learn reliable latent features based on this dense representations.
- We conducted extensive experiments and comparisons based on a set of dental models prepared by experienced dentists. The average errors for tooth landmark and axis detection by our method are 0.37 mm of the tooth size and 3.33°, respectively. We also demonstrate the advantages of our method quantitatively and qualitatively via comparative studies with state-of-the-art methods and ablation studies.

II. RELATED WORK

In recent years, many digital methods and tools have been proposed to facilitate digital dentistry, ranging from tooth segmentation [14], [15], dental diagnosis [16], restoration [17], cephalometric landmark detection [18], and orthodontic treatment process [11], [19].

Deep learning on Point Cloud. Most existing works convert point clouds to images or volumetric forms [20], [21] before feature learning. However, these CNN based methods still require quantization of point clouds with voxel resolution and high requirements for hardware devices. Recently, PointNet [22] is proposed to use the DNN with raw point clouds as input, for the purposes of classification and segmentation, and provides interesting theoretical insight into processing point clouds. Subsequently, PointNet++ [12] is proposed as an improved version of pointnet, using a hierarchical feature learning and multi-scale point cloud convolution operations. Subsequently, other models of point cloud-based deep neural networks have also been proposed [13], [23]–[25]. Furthermore, with the development of computer graphics in deep learning [26], [27], many methods tried to connect the point set into a graph and extract the latent features. ECC [28] used dynamic edge condition filters, where the convolution kernel is based on the edge generation inside the point cloud. GAC [29] proposed a novel graph attention convolution, whose kernel can be dynamically converted into a specific shape to adapt to the structure of the model. Recently, transformer network models PCT [30] and PT [31] based on point cloud were proposed, and they performed well in point cloud classification and segmentation tasks. Furthermore, many fields based on point cloud learning have received extensive attention, such as normal estimation [32], [33], point cloud registration [34], point cloud super-resolution [35], and point cloud denoising [36], [37] etc.

Keypoint detection. There are many methods for keypoint detection, including traditional methods and more recent data-driven methods.
Most of the traditional methods [38]–[41] use local geometric information, such as curvature or surface normals, for keypoint detection. This line of works assumes that the keypoints are related to or even defined by the geometric change, and thus can work well to detect sharp features in mechanical parts. However, these methods cannot robustly handle complex 3D shapes (e.g., tooth) with large shape variations. An alternative is the data-driven approach. For 2D images, the key point detection (e.g., face [38] and hand [42]) usually transforms sparse landmarks into heatmaps and set them as the target of supervised learning. For 3D models, the supervised algorithm in [43] predicts the probability distribution defined on the surface. However, these methods usually suffer from many artifacts, due to the dependence on local salient features and local geometric changes, especially when the tooth characteristics are not prominent. **Tooth landmark and axis detection.** In recent years, digital orthodontics has become a research focus. However, given the constraints of complex alignment rules and the patient's individualized functional aesthetics, malocclusion [44] poses a challenge to orthodontists. The timely and effective treatment of mal-aligned teeth depends on the quality of the landmarks and axes detection. The conception of Andrews' Six Keys [2] was the earliest proposed tooth-related feature. Then, with the advent of digital technologies and computer assisted tooth movement, clinicians have been able to perform comprehensive and deliberate evaluation resulting in enhanced aesthetics and improved treatment outcomes [45], [46]. However, these methods were manual or semi-automatic. None of the existing methods [47], [48] can fully detect all the landmarks and axes due to the challenges in data acquisition and the incompensurable characteristics of the tooth surface. In this paper, we propose a fully automated and efficient method to detect landmarks and axes based on deep learning.

### III. METHODS

In this section, we first describe data processing and the network architecture on point cloud learning, and then introduce the two branches for detecting the tooth landmarks and axes, respectively. Finally, we present the implementation details of the network. Fig. 3 shows the pipeline of our method.

**A. Data processing**

To obtain a 3D tooth model for our specific task, we leverage both the intra-oral scanned data and the CBCT data to reconstruct 3D models of individual teeth. CBCT data provide comprehensive 3D information of a tooth (including crown and root) and is suitable for 3D tooth model acquisition. However, the tooth model reconstructed from CBCT data loses the finite geometric details of the crown. On the other hand, the intra-oral scanned data can capture the high-precision geometric details of the tooth crown. For tooth landmarks detection, most dental landmarks are located in the crown region. For tooth axis detection, it pays more attention to the overall shape of the tooth. Therefore, we use the strategy of data processing to obtain the final high-precision 3D tooth model.

Specifically, as shown in Fig. 2, given the paired CBCT image and dental model scanned from a patient in clinics, we first adopt ToothNet [15] and TSegNet [49] to faithfully segment tooth and tooth crown from these two modality data. Then, a rigid ICP registration is applied to align the crown parts between the two surfaces, and the tooth crown obtained from CBCT is cropped and removed. Finally, with the aligned tooth root and crown, we obtained a 3D tooth model with high-precision crown and root information by using screened poisson method [50] to complete and reconstruct the tooth. Note that for some failed cases in the data pre-processing process, we will remove them manually to ensure the accuracy of the subsequent tooth landmark and axis detection process.

**B. Network**

As shown in Fig. 3, our network consists of three major components to predict the dense representations of the tooth landmarks and axes, including a multi-scale latent feature extraction module and two sub-networks for tooth axis and landmark detection, respectively. We will elaborate on each module in detail.

1) **multi-scale latent feature extraction module:** Although our method is designed for two different tasks (i.e., tooth landmark and axis detection), they are intrinsically related from a geometric perspective. Thus, given a point cloud of a 3D tooth model acquired as described in Sec. III-A, we first extract common point-wise features by a multi-scale latent feature extraction module. Importantly, as the localization of the dental landmarks and axes relies on the crown geometry and the holistic tooth shape, both local and global

---

**Fig. 3.** The pipeline of the proposed method. Given the point cloud of the 3D tooth model based on data processing as input, we initially extract the feature vectors through the multi-scale feature extraction. The extracted feature map is then simultaneously delivered to the two branch sub-networks. Finally, tooth landmarks and axes are obtained through the feature enhancement module and post-processing steps, respectively.
information are needed. For example, the cusp point mainly depends on local crown geometry whereas the tooth axes mainly depends on holistic tooth shape information.

As shown in Fig. 3, firstly, we adopt a multi-scale feature extraction scheme to capture local information with different radii. During this process, we propose a novel feature aggregation module, which aggregates the features of point clouds in both local and non-local spaces. As shown in Fig. 4, given the input feature map $F_{in}$, through the feature extraction layer $L$, an adjacent matrix $Adj$ is obtained by the $\text{Softmax} \left( L(F_{in}) \times L(F_{in})^T \right)$. Each element in $Adj$ indicates the similarity of different point-wise features in $F_{in}$. The new feature map $F_s$, capturing non-local shape information, is then calculated by $Adj \times L(F_{in})$. Subsequently, a sub-sampled point cloud $p_s$ with point-wise features are obtained by the farthest point sampling (FPS) strategy, and the corresponding adjacency matrix is calculated by $Adj_s = \text{Index}(Adj - E)$ where $E$ is a identity matrix. For each point on $p_s$, we select the $\text{Top}(k)$ points based on each row of the adjacency matrix $Adj_s$ to obtain aggregated features $F_{adj}$. Also, to capture the feature in local space, for each point on $p_s$, we adopt Ball Query to search nearest $k$ points within the radius $r$ to obtain aggregated features $F_{bq}$. At last, the original feature $F_{ps}$, non-local feature $F_{adj}$, and local feature $F_{bq}$ of the sub-sampled point cloud $p_s$ are combined together for final prediction.

$$F_{cat} = \text{concat} \left( F_{ps}, F_{adj} - F_{ps}, F_{bq} - F_{ps} \right),$$  
$$F_{out} = MP(MLP(F_{cat})), \quad (1)$$

where $MP$ is the max-pooling operator, and $MLP$ is the multi-layer perceptron.

After each feature aggregation module, the hierarchical feature with the same number of input point clouds are obtained through interpolation. To further capture shape and context information of the point cloud, cross attention layer is applied at different scales to extract multi-scale features, which is defined as follows:

$$A^{\text{cross}}(x, y) = \alpha \left( \frac{QR^T}{\sqrt{d_k}} \right) V, \quad \left\{ \begin{array}{l} Q = \text{Conv1D}(x), \\ K = \text{Conv1D}(y), \\ V = \text{Conv1D}(y), \end{array} \right. \quad (2)$$

where $x, y$ refers to the hierarchical feature and $d_k$ is the $K$ of dimension to increase stability. Finally, we concatenate the extracted all features together, and then feed the decoded point-wise features into the following two sub-networks to predict the distance fields and projection vector fields, respectively.

**2) Feature enhancement module:** With the common point-wise features, two task-specific modules are adopted to predict the tooth axes and landmarks. As shown in Fig. 4, since the detection of tooth landmarks and axes is sensitive to spatial coordinates and normals, we propose a feature enhancement module to concatenate the input point coordinates and normals with the extracted latent features. Specifically, green boxes indicate the latent features extracted by the multi-scale feature extraction module, and blue boxes represent the coordinate information and normal information of the input points. We then combine these two information as inputs to LBR modules (Linear, BatchNorm and ReLU) for finally predicting the distance fields of landmarks and projection vector fields of axes.

**C. Tooth landmarks detection**

**1) Coding landmarks with point-wise distance fields:** Different from other geometric landmarks detection problems, most of our landmarks are defined without salient local geometric features, as shown in Fig. 4. For example, the facial axis point lies in a smooth region of the tooth buccal side, where no sharp feature exists. Under this circumstance, a straightforward regression method with target coordinates provides insufficient supervision and usually leads to ambiguous predictions. Inspired by face landmark detection in the image domain, in which researchers used a heatmap regression strategy to reduce such ambiguity [51], [52]. We extend this idea to the 3D domain by encoding landmarks to each point of a tooth model to achieve better performance.

$$D^{\text{ground truth}} = \text{calculated geodesic distance from each point}$$

**Fig. 5.** Distance fields corresponding to different landmarks, where in turn represents a contact point, a cusp point, a facial axis point and an occlusal point.

For the landmark detection, we define a distance field $D$ as the ground truth by calculating the geodesic distance [53] from each point...
Tooth axes detection

Similar to the tooth landmark detection, the proper dense representation of tooth axis can also provide more abundant supervision information in the training process and robust to the outliers, compared to directly axis regression.

1) Coding tooth axes with point-wise projection vector fields: For tooth axes detection task, we first define the dense projection vector field of a tooth axis according to the given linear equation:

\[ p_{\text{center}} = \frac{\sum_{i=1}^{N} p_i}{N}, \]

\[ l = p_{\text{center}} + \mathbf{n} \cdot t, \]

where \( p_{\text{center}} \) is the center point of the tooth, \( \mathbf{n} \) is the unit vector of tooth axes, and \( l \) is the line of the tooth axis with the modulus \( t \). All points \( p_i \) on the tooth surface are then projected perpendicularly onto this tooth axis, \( l \), and the corresponding project vectors are obtained as supervision signals. In other words, as shown in Fig. 6, the output of the tooth axis detection network is the projected coordinates of the point cloud.

2) Projection vector field prediction: The point-wise field coding of the tooth axes is reflected in the displacement from the point on the tooth surface to its axes. Our network architecture of tooth axes detection can be seen in Fig. 3. Taking the point-wise features as input, the mapping displacement relationship between the tooth surface and tooth axes is predicted. Finally, we get the different projection vectors. We calculate the \( L_2 \) distance between corresponding points of ground truth and predicted projection vectors as loss function:

\[ \mathcal{L}_{\text{axis}} = \frac{1}{N} \sum_{i=1}^{N} \| \mathbf{v}(p_i) - \mathbf{v}(p_i') \|, \]

where \( \mathbf{v}(p_i) \) is the ground-truth projection vector at \( p_i \) and \( \mathbf{v}(p_i') \) is its estimated result.

3) Tooth axes generation: By learning the displacement relationship from the tooth surface to the tooth axes, we get the projection vectors as shown in the branch of tooth axes detection in Fig. 3. We then project the input point cloud with their predicted projection vectors to approximate the target tooth axes. In this paper, we use the least squares method [55] to fit the line and set it as the final result of the target tooth axes.

E. Implementation Details

1) Network details: The input data are a set of points with normals \((N \times 6)\) for a single 3D tooth model. In the multi-scale feature extraction module, we extract point cloud features by the feature aggregation and cross attention module. Then the three sets of global features from different scales are concatenated together and sent to two sub-networks. After multi-scale feature extraction, a latent feature matrix \((N \times 192)\) is obtained. Then it connects the coordinates of each point cloud \((N \times (192 + 6))\) and sends it to the sub-networks separately. Finally, the corresponding distance fields \((N \times 1 \times 4)\) and projection vector fields \((N \times 3 \times 4)\) are generated through the feature enhancement module \((192 - 64 - 32)\).

2) Training details: We implemented the entire network in the PyTorch, using the Adam solver [56] with a fixed learning rate of 0.001, batch size 32. We train the entire network for 300 epochs, which takes around 4 hours for training with one Nvidia GeForce RTX 3090 GPU. Note that we train an individual model for each tooth category (incisor, canine, premolar, and molar), and the total training time is about 16 hours.

IV. Experiments and Discussions

In this section, we provide extensive ablation studies and comparisons to validate the effectiveness of our network for landmark and axis detection.
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B. Landmarks detection

To evaluate the performance of tooth landmark detection, we employ the average distance error and success rate as the two important metrics to measure the landmark detection accuracy.

\[
E_d = \| f_{pi} - f'_{pi} \|,
\]

where the ||·|| represents the Euclidean distance error, and if \( E_d \) of a testing tooth is not greater than \( r \), it will be considered as a successful case. Thus, the success rate (\( SR_p \)) is defined as:

\[
SR_p = \frac{1}{M_p} \sum_{i=1}^{M_p} \delta_{success} \times 100\%, \quad \delta_{success} = \begin{cases} 1 & \text{if } E_d \leq r \\ 0 & \text{if } E_d > r. \end{cases}
\]

where \( M_p \) is the number of dental landmarks of the testing dataset.

2) Results: For the task of tooth landmarks detection, our method achieves promising results on landmarks detection tasks, and it can be completely applied to the orthodontic process. In order to verify the accuracy of the distance field prediction, it can be seen from the Fig. 7 that there is a relatively small error between the predicted distance field and ground truth. Meanwhile, from the perspective of color distribution, the peaks of the distance field are at the same position, then the position of the final landmark detected by post-processing would match the ground truth perfectly. The average distance error (\( E_d \)) for tooth landmarks by our method is 0.37 mm, which is acceptable by the American Board of Orthodontics (ABO) [57]. In addition, it can be seen that the errors of incisor and canine are a little higher than those of premolar and molar, which is due to shape variations of incisor and canine, especially the crown area, are much larger than the molar teeth. In general, our method can accurately localize the landmarks of different types of teeth.

We also visualize the dental landmark detection results using a probability distribution histogram. Fig. 8 shows the distribution of landmarks error probability, and the ordinate is the percentage of the data falling within this range. It can be found that the facial axis point and the contact point have high errors when the \( E_{degree} > 0.6 \text{mm} \). The reason is that, compared to the cusp point and the occlusal point with clear geometric characteristics, the contact point has unclear geometric information and is greatly affected by adjacent teeth. Similarly, the tooth point is mainly located in the center of the tooth surface (outside the gums). Fig. 9 shows several representative examples of tooth landmark detection results. It can be seen that our method can accurately detect the tooth landmarks compared to the ground truth.

3) Comparisons: To verify the effectiveness of our method, we compare its performance with some well-known state-of-the-art methods, including those designed for this specific task and other related works on general tasks.

Comparison with methods developed for dental landmark detection. We compare our method with the landmark detection algorithm proposed by Kumar et al. [9], a traditional method that can only detect the landmarks based on the local geometric context, such as cusp point. Additionally, we also provide visual comparisons, as shown in Fig. 10 and Table II which are consistent with the statistic results and demonstrate the effectiveness of our dense landmark representation.

Comparison with general landmark detection methods. To further verify the effectiveness of point-wise field coding for 3D landmark detection, we combine our proposed point-wise field coding representation with other network models and use them to predict landmarks of the tooth model. Specifically, we replace the labels of the segmentation parts of other network backbones, such as PointConv [23] and SpiderCNN [13]. Besides, we also analyze the performance of the general 3D model feature detection method [43] on this specific task. From Fig. 10 we can see that Shu’s method achieves better performance in detecting the obvious position of the cusp point and occlusal point. However, for other areas with weak features, the error is relatively large. On the contrary, our method is not only robust to areas with strong features but also has good
Fig. 9: The results of the dental landmarks predicted by tooth feature extraction network, where red dots represent GT, blue dots indicate predicted results. We select four representative types of teeth, which are comprised of incisor, canine, premolar, and molar, respectively. Furthermore, each subfigure shows contact point, cusp point, facial axis point, and occlusal point, respectively.

Fig. 10: A visual comparison of landmarks detection with Kumar et al. [9] method (the first column), Shu et al. [58] method (the second column), our method (the third column) and GT (the fourth column), where the green dots are a cusp point, the blue dots are a contact point, the red dots are an occlusal point and the yellow dots are a facial axis point.

detection accuracy for weak features.

From Table II, which shows the SRp in different distance error ranges, we can see that it is often unsatisfactory to directly predict landmark results using only a point cloud-based deep neural network framework.

### TABLE II

**The comparison of different networks for tooth landmarks detection based on the SRp (%)**, where r is set to 0.2 mm⁻¹

|         | 0.2  | 0.4  | 0.6  | 0.8  | 1    |
|---------|------|------|------|------|------|
| PointNet++ | 1.5  | 6.4  | 13.8 | 24.9 | 31.9 |
| PointConv | 0.9  | 6.9  | 14.5 | 25.8 | 32.7 |
| SpiderCNN | 1.5  | 8.3  | 16.9 | 29.9 | 36.5 |
| Kumar et al. (cusp points) | 9.7 | 36.4 | 53.7 | 68.8 | 81.3 |
| Shu et al. | 3.5  | 19.7 | 38.9 | 52.3 | 67.7 |
| Our method | 16.8 | 65.7 | 86.3 | 94.3 | 97.4 |

where \( M_a \) is the number of tooth axes of test dataset. We set the parameter \( d_g \) as the threshold of the average axis error, and if \( E_{\text{degree}} \) of a testing tooth is not greater than \( d_g \), it will be considered as a successful case. Thus, the success rate (SRa) is defined as:

\[
SR_a = \frac{1}{M_a} \sum_{i=1}^{M_a} \delta^i_{\text{success}} \times 100%,
\]

where \( \delta^i_{\text{success}} = \begin{cases} 
1 & \text{if } E_{\text{degree}} \leq d_g \\
0 & \text{if } E_{\text{degree}} > d_g.
\end{cases} \]

2) Results: For tooth axes detection, we design another branch network to predict projection vectors. It can be seen from Fig. 11 that the displacement point cloud set obtained by point-wise projection vectors, and the direction is similar to the ground truth.

Fig. 12 shows the tooth axes error probability, where the range of the abscissa is set to 2°. From Fig. 12 it can be found that there is no large fluctuation in the results of tooth axes detection, and the errors are concentrated in a small range.

We also visualize the predicted tooth axes results from the test dataset as shown in Fig. 13. It can be seen that the tooth axes are mainly dependent on the global tooth context instead of the local information. And compared with the ground truth annotated by the dentist, our method can still accurately detect the tooth axes.

3) Comparisons: To the best of our knowledge, it is the first time that we use deep learning to detect tooth axes. Therefore, similar to the comparison of landmarks detection, we use several typical point cloud based network frameworks to regress tooth axes and have a comparison. Furthermore, we also compare with a point cloud normal estimation method (PCPNet [32]), which is highly related to our tooth axis detection task. Specifically, we use this method to predict
the effectiveness of point-wise field coding and multi-scale feature quantification results on landmark and tooth axis detection demonstrate the uncertainty compared to the direct regression. In conclusion, means that the dense outputs provide rich information and reduce

**Fig. 11.** Visualization results of the projection vectors corresponding to tooth axes, where the blue dotted lines are the predicted projection vectors and the red dotted lines are GT. Each row shows buccal surface axis (BA), lingual axis (LA), mesial axis (MA) and distal axis (DA), respectively.

**Fig. 12.** Error probability distribution of test data for tooth axes detection.

the tooth axis vector of each point instead of the original normal vector. Then, the average of the predicted axis vector at each point is defined as the final tooth axis. From Table III and Table V, it can be seen that, compared to the point cloud networks that directly regress tooth axes, PCPNet has significantly improved the accuracy demonstrating the effectiveness of dense representation. In addition, our algorithm has achieved the best performance (3.33°), indicating that our tooth axis dense representation (projection vector field) is more suitable in this specific task, compared to the straightforward point-wise representation (PCPNet).

**D. Ablation Study**

To verify the efficiency of the framework with different components, including the multi-scale feature extraction module and feature enhancement module, we validate the effectiveness of the results of the different modules by removing each module separately. All alternative networks are trained on the same dataset and evaluated on the testing dataset for comparison.

1) **Point-wise field coding representation:** To validate the importance of point-wise field coding, we first train a network that directly regresses the 3D landmark coordinates and axis vector by the same network backbone. The other way is to encode the dense tooth feature representation into landmarks and axes. In addition, an interesting finding is that the network based on dense feature representation outperforms the method that directly regresses the landmarks by a large margin (9.3 mm vs 0.37 mm) in Table V. It means that the dense outputs provide rich information and reduce the uncertainty compared to the direct regression. In conclusion, quantitative results on landmark and tooth axis detection demonstrate the effectiveness of point-wise field coding and multi-scale feature detection.

| Table III
| COMPARISON OF DIFFERENT NETWORKS FOR TOOTH AXES DETECTION BASED ON $E_\text{degree}$. |
| BA | MA | DA | LA | Average |
| --- | --- | --- | --- | --- |
| PointNet++ | 37.45 | 52.91 | 47.55 | 48.46 | 46.59 |
| PointConv | 30.57 | 38.28 | 45.77 | 42.19 | 39.19 |
| SpiderCNN | 32.43 | 36.46 | 44.92 | 41.78 | 38.89 |
| PCPNet | 11.36 | 12.21 | 10.97 | 11.62 | 11.54 |
| Our method | 3.07 | 3.53 | 3.58 | 3.12 | 3.33 |

| Table IV
| THE COMPARISON OF DIFFERENT NETWORKS FOR TOOTH AXIS DETECTION BASED ON THE $SR_\text{avg}$ (°), WHERE $\text{avg}$ IS SET TO $2°-10°$. |
| 2° | 4° | 6° | 8° | 10° |
| --- | --- | --- | --- | --- |
| PointNet++ | 5.9 | 9.2 | 13.8 | 20.9 | 28.9 |
| PointConv | 6.1 | 12.4 | 17.6 | 27.2 | 34.4 |
| SpiderCNN | 5.8 | 9.2 | 14.7 | 20.6 | 28.5 |
| PCPNet | 8.9 | 25.7 | 38.2 | 49.1 | 64.4 |
| Our method | 38.4 | 78.2 | 90.3 | 94.2 | 96.9 |

2) **Multi-scale feature extraction module:** The multi-scale feature extraction module can extract local and non-local features from the tooth model based on a feature aggregation mechanism (FA) and the cross attention module (CA), which can effectively detect landmarks located in regions without obvious geometric features. To verify the performance of those modules, we remove single modules of the full network and keep the other modules unchanged for experimental comparison. From Table V, it can be found that FA and CA have a greater effect on tooth landmark/axis detection. Especially for the landmarks located in the smooth tooth area, the accuracy is significantly improved. Similarly, as shown in Table V, it can be found that the accuracy of the tooth axes is also improved by a multi-scale scheme.

3) **Feature enhancement module:** The feature enhancement module mainly uses multiple skipped connections to concatenate the original input information and the feature map. In order to verify the effectiveness of this module on the entire network structure, we compare it with the version by deleting all skipped connections. From Table V, we can see that the feature enhancement module improves the accuracy of tooth landmarks (average $E_d$: 0.43 mm vs. 0.37 mm) and axes (average $E_{\text{degree}}$: 3.59° vs. 3.33°).

**E. Discussion**

1) **Verification of landmarks and axes:** To verify the effectiveness of our method for predicting landmarks and axes, we simulate orthodontic treatment based on the rules of Andrew’s six keys of occlusion [2] and the features of the teeth obtained by our method.

| Table V
| THE AVERAGE DISTANCE ERROR OF TOOTH LANDMARKS AND AXES DETECTION BASED ON $E_d$ AND $E_{\text{degree}}$. PFC REFERS TO POINT-WISE FIELD CODING REPRESENTATION. FA REFERS TO THE FEATURE AGGREGATION MODULE, CA IS THE CROSS ATTENTION MECHANISM. |
| FE REPRESENTS THE FEATURE ENHANCEMENT MODULE |
| FA | OC | CO | CU | Average |
| --- | --- | --- | --- | --- |
| w/o PFC | 8.6 | 9.7 | 9.4 | 9.5 | 9.3 |
| w/o FA | 0.78 | 0.81 | 0.95 | 0.58 | 0.78 |
| w/o CA | 0.49 | 0.39 | 0.64 | 0.38 | 0.48 |
| w/o FE | 0.48 | 0.36 | 0.53 | 0.33 | 0.43 |
| Our method | **0.45** | **0.24** | **0.51** | **0.29** | **0.37** |

| 2° | 4° | 6° | 8° | 10° |
| --- | --- | --- | --- | --- |
| w/o PFC | 31.25 | 43.14 | 46.58 | 39.72 | 40.17 |
| w/o FA | 5.23 | 6.12 | 6.21 | 6.28 | 5.96 |
| w/o CA | 3.64 | 4.23 | 4.17 | 4.03 | 4.02 |
| w/o FE | 3.26 | 3.77 | 3.91 | 3.42 | 3.59 |
| Our method | **3.07** | **3.53** | **3.58** | **3.12** | **3.33** |
Firstly, we get a set of tooth models before the orthodontics treatment. Then, we predict the features of teeth by our network and align a set of teeth according to the predicted landmarks and tooth axes, as shown in Fig. 14. It can be seen that the outputs after planning are more reasonable and meaningful as compared to pre-treatment teeth alignment [59]. Therefore, it verifies the importance and practicality of the landmarks and axes detected by our method in the teeth arrangement task, which can free the dentists from labeling the tooth landmarks and axes manually.

To further verify the clinical applicability of our method, we also collect 5 external sets of tooth models, and compared them with the performance of the manual process. Note that the ground truth was annotated by three senior dentists after consultation, and competing them with dentists who did not participate in the labeling process. As shown in Table VI, compared with the manual annotation, the average time consumed is greatly reduced from $\sim$1min to 0.14s. Simultaneously, the accuracy is more stable compared to the ground truth. The industrial and clinical partners confirm that such a performance is incontrovertibly acceptable and convenient for the downstream orthodontic treatment.

2) Limitations: During the network training process, our input data are the point cloud of a single complete tooth extracted from the CBCT. However, if the tooth model is partially damaged, the predicted result will be worse. So our method highly relies on the quality of the input tooth data.

V. CONCLUSION

This is the first work to utilize deep neural networks to solve the problem of landmark and axis detection on 3D tooth model, which plays an irreplaceable role in orthodontics. Aiming at the challenge of sparse features learning, we design a point-wise field coding method to overcome the difficulty of predicting sparse features based on deep learning cleverly. Our method enables the automatic detection of landmarks and axes without manual intervention. We also adopt multi-scale feature extraction and feature enhancement modules to faithfully learn the local and global features. Extensive experimental results show that our method achieves state-of-the-art performance, which gives the potential to be used in real-world clinics.
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