POLAR DEGREE OF SINGULAR PROJECTIVE HYPERSURFACES, AND VANISHING CYCLES OF POLYNOMIALS

DIRK SIERSMA AND MIHAI TIBĂR

Abstract. We prove that the polar degree of an arbitrarily singular projective hypersurface $V$ can be decomposed as a sum of non-negative numbers which represent local vanishing cycles of two different types, namely related to “special points” of $V$, or related to “non-generic polar curves”. We use on the one hand a non-generic slicing strategy which extends Huh’s method, and on the other hand the study of the vanishing cycles of affine functions. We derive lower bounds for the polar degree of any singular $V$.

1. Introduction

The notion of polar degree is primarily defined as the topological degree of the gradient mapping

$$\text{grad } f : \mathbb{P}^n \setminus \text{Sing}(V) \to \mathbb{P}^n,$$

associated to a projective hypersurface $V := \{f = 0\} \subset \mathbb{P}^n$, for some homogeneous polynomial $f : \mathbb{C}^{n+1} \to \mathbb{C}$. Thus $\text{pol}(V) := \#(\text{grad } f)^{-1}(l)$ for any generic point $l \in \mathbb{P}^n$.

It appears that $\text{pol}(V)$ depends only on $V$ and not on the defining polynomial $f$, as conjectured by Dolgachev [Do], and proved in [DP], who considered this invariant under the reason that the gradient mapping (1) with $\text{pol}(V) = 1$ is a Cremona transformation. The corresponding hypersurfaces $V$ were called homaloidal, and Dolgachev classified the projective plane curves with this property. The case $\text{pol}(V) = 0$ had been studied long ago by Hesse [Hes1, Hes2], and Gordon and Noether [GN]; see Example 6.10. We may refer to [Di] and [Huh2] for several remarks about the historical landmarks and for some recent bibliography.

In the beginning of the 2000’s, Dimca and Papadima [DP] gave a general topological interpretation: For any projective hypersurface $V$, if $\mathcal{H}$ is a general hyperplane with respect to $V$, then the relative homology $H_n(\mathbb{P}^n \setminus V, (\mathbb{P}^n \setminus V) \cap \mathcal{H})$ is concentrated in dimension $n$, the homology $H_* (V \setminus \mathcal{H})$ is concentrated in dimension $n - 1$, and one has the equalities:

$$\text{pol}(V) = \text{rank } H_n(\mathbb{P}^n \setminus V, (\mathbb{P}^n \setminus V) \cap \mathcal{H}) = \text{rank } H_{n-1}(V \setminus \mathcal{H}).$$
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By repeated slicing, the first equality in formula (2) could be expanded as a Cayley-Bacharach type formula with alternating signs, but such a formula is not expected to provide lower bounds for \( \text{pol}(V) \) that one would need for classifying hypersurfaces \( V \) with low polar degree. Nevertheless, more recently, June Huh [Huh2] obtained positive lower bounds for \( \text{pol}(V) \) by using non-generic hyperplane pencils, a technique developed in the 2000’s [Ti2, Ti4, Ti5] which extends the Lefschetz method to non-generic pencils having stratified isolated singularities in the base locus.

**Theorem** [Huh2, Theorem 2 and its Proof] Let \( V \subset \mathbb{P}^n \) be a hypersurface with isolated singularities. For any general hyperplane \( \mathcal{H}_p \) passing through some singular point \( p \in \text{Sing}(V) \), such that \( V \) is not a cone of apex \( p \), one has:

\[
\text{pol}(V) = \mu_p^{(n-2)}(V) + \text{rank } H_0(\mathbb{P}^n \setminus V, (\mathbb{P}^n \setminus V) \cap \mathcal{H}_p)
\]

Huh’s remarkable refinement of Dimca-Papadima’s formula (2) presents \( \text{pol}(V) \) as a sum of two non-negative numbers, one of which being the local Milnor-Teissier number \( \mu_p^{(n-2)} \) that is well defined whenever \( p \) is an isolated singular point of \( V \).\(^1\) Then Huh uses the bound:

\[
\text{pol}(V) \geq \mu_p^{(n-2)}(V)
\]

for showing that there are no homaloidal hypersurfaces with isolated singularities besides the smooth quadric and the plane curves found by Dolgachev, and thus confirming a conjecture stated by Dimca and Papadima [DP, Di]. Recently, by using Huh’s bound (4) and the spectrum of the Milnor fibre\(^2\), the paper [SST] could confirm the classification list of projective hypersurfaces with isolated singularities having \( \text{pol}(V) = 2 \) which has been conjectured by Huh [Huh2, Conjecture 20]. The list consists of nine plane curves of degrees 3, 4 and 5, and three cubic surfaces. The spectrum proved useful in the proof of another conjecture in [Huh2] saying that, for a fixed polar degree value \( \text{pol}(V) \), the number of variables \( n \) and the degree \( d \) of \( V \) should have upper bounds, cf [SST, Theorems 1.4, 4.5 and 4.1].

Stimulated by the formula (3), one may ask the audacious question if there exists a split-formula for \( \text{pol}(V) \) into a sum of non-negative local invariants. Such a splitting into non-negative “quanta” should predict and control lower\(^3\) bounds for \( \text{pol}(V) \) beyond the case of isolated singularities, where one has the bound (4).

The scope of our paper is to prove that, in the general setting of \( V \) with any singular locus, the polar degree \( \text{pol}(V) \) has a split formula into certain well-defined numbers of local vanishing cycles. More precisely, Theorem 5.4 present \( \text{pol}(V) \) as a sum of non-negative integers:

\[
\text{pol}(V) = \alpha(V, \mathcal{H}) + \beta(V, \mathcal{H}),
\]

\(^1\)\( \mu_p^{(n-2)} \) denotes the Milnor number of the generic hyperplane section through \( p \).

\(^2\)As a Mixed Hodge tool, the spectrum has been introduced by Arnold, and was developed by Varchenko and Steenbrink in the 1980’s.

\(^3\)As for an upper bound, we have \( \text{pol}(V) \leq (d-1)^n \) for any \( V \), which can be easily shown by using the definition (1) and the behaviour of the degree of the gradient map under deformations.
where each of the two terms is itself a sum of numbers of local vanishing cycles, as defined in §5. In order to define the local invariants which compose \( \alpha(V, \mathcal{H}) \) and \( \beta(V, \mathcal{H}) \), all of which depending on \( \mathcal{H} \), we need that this projective hyperplane \( \mathcal{H} \) is admissible with respect to \( V \). The set of admissible hyperplanes (Definition 4.2) includes the generic hyperplane slices, as well as the non-generic hyperplanes considered by Huh in [Huh2], see Remark 4.3. Admissible hyperplanes \( \mathcal{H} \) should have a finite number of isolated tangency points with \( V \), in the stratified sense. Part of these may be special points, which is a finite subset of \( V \) (Definition 6.1) defined intrinsically, that extends to any \( V \) the notion of “isolated singularities” from the case where \( V \) has isolated singularities only. The admissibility condition has a second side (Definition 4.2(ii)) which can be interpreted topologically as the existence of a “singular polar degree relative to \( \mathcal{H} \)”. Our new type of Polar Curve Theorem 2.1 (which we call “constrained”) insures that the hyperplanes passing through one single special point of \( V \) are generically admissible.

Roughly speaking, the term \( \alpha(V, \mathcal{H}) \) depends on the isolated stratified singularities of the slice \( V \cap \mathcal{H} \), whereas \( \beta(V, \mathcal{H}) \) depends on the singularities of the polynomial \( P_\mathcal{H} := f_{|\mathbb{P}^n \setminus \mathcal{H}} \) outside \( V \), namely the singularities of \( P_\mathcal{H} \) in \( \mathbb{C}^n := \mathbb{P}^n \setminus \mathcal{H} \), and the singularities of \( P_\mathcal{H} \) “at infinity”. All these singularities turn out to be isolated outside \( V \) due to the admissibility conditions (Definition 4.2(i) and (ii)).

The change of paradigm in this paper consists in regarding all these numbers as local vanishing cycles. A key role is played here by the theory of vanishing cycles of polynomial functions started more than 25 years ago, e.g. [ST1], [Ti1], which abutted to its general setting coined in [Ti5] used here notably in the proof of Theorem 4.7.

Let us shortly describe how these local invariants fit together in the above formula (5) of our Theorem 5.4. Deleting an admissible hyperplane \( \mathcal{H} \) yields an affine variety \( V \setminus \mathcal{H} \) of affine equation \( P_\mathcal{H} = 0 \). We prove that the polynomial \( P_\mathcal{H} : \mathbb{C}^n \to \mathbb{C} \) has only isolated singularities outside \( V \setminus \mathcal{H} \), both on the affine part \( \mathbb{P}^n \setminus \mathcal{H} \) and at infinity (Corollary 4.4). We work in the context of singularities at infinity defined in the most general setting of partial Thom stratifications at infinity, which avoids the use of the much stronger Whitney (b) condition, but in which one can still prove that the vanishing cycles are localisable at finitely many points: the isolated \( t \)-singularities. It turns out that these points are detectable by the presence of a certain local polar curve, with well-defined local polar multiplicities \( \lambda(p, t) \) (see Definition 4.5).

By Theorem 4.7 we show that the reduced homology of a “thin tube” \( P_{\mathcal{H}}^{-1}(D) \subset \mathbb{P}^n \setminus \mathcal{H} \) around the fibre \( P_{\mathcal{H}}^{-1}(0) = V \setminus \mathcal{H} \) is concentrated in dimension \( n - 1 \), and that the top Betti number \( b_n(P_{\mathcal{H}}^{-1}(D)) \) is the sum of the polar multiplicities \( \lambda(p, t) \) at the isolated \( t \)-singularities at infinity outside \( V \), and of the Milnor numbers of the affine isolated singularities of \( P_\mathcal{H} \) outside \( V \) \setminus \mathcal{H} \).

As for the term \( \alpha(V, \mathcal{H}) \) of (5), it is the sum of the Milnor-Lê numbers \( \alpha_p(V, \mathcal{H}) > 0 \) of the hyperplane slice \( V \cap \mathcal{H} \) at the isolated non-transversality points \( p \in V \cap \mathcal{H} \), cf §5.1. The number \( \alpha(V, \mathcal{H}) \) turns out to be the difference \(|\chi(V \setminus \mathcal{H}) - \chi(V \setminus \mathcal{H}_{\text{gen}})|\), where the Euler characteristic \( \chi(V \setminus \mathcal{H}_{\text{gen}}) \) is morally the same thing as pol\( (V) \) according to (8).

We give in §5.3 practical methods for computing the ingredients \( \alpha(V, \mathcal{H}) \) and \( \beta(V, \mathcal{H}) \). They are used in the explicit computations of several examples, see Examples 5.4 and 5.6.
In the last section §6 we discuss lower bounds for the polar degree as a consequence of the formula (22) of Theorem 5.4. These are extensions of Huh’s results to non-isolated singularities. In particular they yield severe obstructions for the existence of homaloidal hypersurface.

We finally come back to the case \( \text{pol}(V) = 0 \) first studied by Hesse and Gordon-Noether. As an application of our results, we show that in this case, if \( V \) is not a cone, then it has no special points.

Our study was also motivated by the rich list of examples of homaloidal hypersurfaces with nonisolated singularities, see e.g. [ES, EKP, CRS, FM, Huh1]. On the other hand, the polar degree \( \text{pol}(V) \) occurs under several more other significant avatars. The presentation \( \text{pol}(V) = \text{rank} H_{n-1}(V \setminus \mathcal{H}) \), for a general hyperplane \( \mathcal{H} \), is equivalent to the presentation in terms of the affine complement\(^4\), as observed in [DP]:

\[
\text{pol}(V) = \text{rank} H_n(\mathbb{C}^n \setminus V) + (-1)^n
\]

where \( \mathbb{C}^n = \mathbb{P}^n \setminus \mathcal{H} \). The topology of the affine complement \( \mathbb{C}^n \setminus V \) has been studied notably by Libgober in a series of papers [Li1, Li2, Li3, Li4, LT] etc, and the study was extended to Alexander modules, e.g. in [Ma1, LM]. In the particular case of an arrangement of hyperplanes \( V = V_A \subset \mathbb{P}^n \), it was noticed in [DP, Cor. 4] that one also has the presentation:

\[
\text{pol}(V) = \text{rank} H_n(\mathbb{P}^n \setminus V_A).
\]

The study of the complement \( \mathbb{P}^n \setminus V_A \), notably in relation to its combinatorics, is an ample branch of research, with interesting contributions by Orlik, Terao, Randell, Damon, Libgober, Suciu, Papadima, Cohen, Dimca, and many more; the reader is referred to the relevant literature. The number \( \text{pol}(V) \) also appears in [Ma2] as the middle \( L^2 \) Betti number of the affine complement \( \mathbb{C}^n \setminus V \).

2. A constrained polar curve theorem

Let \( f : \mathbb{C}^{n+1} \to \mathbb{C} \) be a not identically zero homogeneous polynomial in fixed variables \( x_0, x_1, \ldots, x_n \). One may assume that \( f \) is reduced since the polar degree depends on the reduced structure only, as shown by Dimca and Papadima’s [DP] formula (2). The singular set \( \text{Sing} f \) is a cone at the origin \( 0 \in \mathbb{C}^{n+1} \), i.e. a union of lines passing through the origin, with \( \text{dim} 0 \leq \text{Sing} f \leq n - 1 \).

By definition \( \text{pol}(V) := \#(\text{grad} f)^{-1}(\hat{l}) \) for any general point \( \hat{l} \in \mathbb{P}^n \), thus \( \text{pol}(V) \) equals the multiplicity \( \text{mult}_0 \Gamma(\hat{l}, f) \) at \( 0 \in \mathbb{C}^{n+1} \) of the polar curve \( \Gamma(\hat{l}, f) \). Since \( f \) is a homogeneous polynomial, this multiplicity is also equal to the Milnor number of the complex link \( \text{Clk}_0(\{ f = 0 \}) \) of the hypersurface germ \( \{ f = 0 \} \subset (\mathbb{C}^{n+1}, 0) \), and it is well-known (cf [Lé]) that \( \text{Clk}_0(\{ f = 0 \}) \) is homotopy equivalent to a bouquet of spheres of dimension \( n - 1 \). Therefore \( \text{pol}(V) \) is equal to the number of these spheres:

\[
\text{pol}(V) = \text{rank} H_{n-1}(\text{Clk}_0(\{ f = 0 \})).
\]

\(^4\)By the Lefschetz slicing method for quasi-projective spaces, one has that the reduced homology \( H_*(\mathbb{C}^n \setminus V) \) is concentrated in dimension \( n \), and therefore \( \chi(\mathbb{C}^n \setminus V) = \chi(\mathbb{C}^n) - \chi(V \setminus \mathcal{H}) \).
Since \( f \) is homogeneous, the local complex link \( \text{Clk}_0(\{f = 0\}) \) is homeomorphic to the affine set \( \{f = 0\} \cap \{\hat{l} = 1\} \subset \mathbb{C}^{n+1} \) for some general \( \hat{l} \), which in turn identifies to \( V \setminus \mathcal{H}_{\text{gen}} \), where \( \mathcal{H}_{\text{gen}} := \{l = 0\} \) is a general projective hyperplane. We thus get the equality\(^5\): \[
\text{pol}(V) = \text{rank} H_{n-1}(V \setminus \mathcal{H}_{\text{gen}}).
\]

In the following we shall identify a hyperplane \( \mathcal{H} \subset \mathbb{P}^n \) to a point \( \hat{l} \in \mathbb{P}^n \), also viewed as a linear function \( \hat{l} : \mathbb{C}^{n+1} \to \mathbb{C} \) (modulo multiplication by a non-zero complex number) such that \( H := \{\hat{l} = 0\} \) is the associated hyperplane in \( \mathbb{C}^{n+1} \).

One says that \( V \subset \mathbb{P}^n \) is a cone of apex \( p \), for some point \( p = [p_0; \cdots; p_n] \in V \), if the derivatives of \( f \) satisfy the linear equation \( \sum_{i=0}^n p_i \partial f/\partial x_i = 0 \) over all \( \mathbb{C}^{n+1} \).

Modulo a linear change of coordinates, we can write \( p = [1 : 0 : \cdots : 0] \) and then this condition amounts to: “the polynomial \( f \) does not depend on the coordinate \( x_0 \)”. In particular this implies that \( \text{pol}(V) = 0 \), directly from the definition. Note that a cone \( V \) may have one apex or a linear subspace of apex points in case it is an iterated cone.

We say that \( \mathcal{H}_{\text{gen}} \subset \mathbb{P}^n \) is a generic hyperplane with respect to \( V \) if \( \mathcal{H}_{\text{gen}} \) intersects \( V \) transversely in a stratified sense, namely: after endowing \( V \) with some Whitney stratification, \( \mathcal{H}_{\text{gen}} \) must be transversal to all strata, in particular avoiding all the 0-dimensional strata. In particular \( \mathcal{H}_{\text{gen}} \) contains no isolated singular points of \( V \). It is well-known that the set of generic hyperplanes with respect to \( V \) is a Zariski-open subset of \( \mathbb{P}^n \).

We are interested here in hyperplanes through some singular point \( p \in \text{Sing}(V) \). Let us write \( \mathbb{P}^n_L \) for the set of hyperplanes \( H \subset \mathbb{C}^{n+1} \) containing a fixed line \( L \subset \mathbb{C}^{n+1} \) through the origin, and denote by \( [L] \) the corresponding point in \( \mathbb{P}^n \).

We introduce a new polar curve theorem in such a non-generic setting:

**Theorem 2.1** (Constrained polar curve theorem).

Let \( f : \mathbb{C}^{n+1} \to \mathbb{C} \), \( n \geq 2 \), be a homogeneous polynomial with \( \dim \text{Sing} f > 0 \). Let \( L \subset \text{Sing} f \) be a singular line such that \( V := \{f = 0\} \subset \mathbb{P}^n \) is not a cone of apex \( [L] \).

Then there is a Zariski open dense subset \( \hat{\Omega}_L \subset \mathbb{P}^{n-1}_L \) such that the polar locus \( \Gamma(\hat{l}, f) \subset \mathbb{C}^{n+1} \) is either a curve for all \( \hat{l} \in \hat{\Omega}_L \), or it is empty for all \( \hat{l} \in \hat{\Omega}_L \).

**Remark 2.2.** How compares this result to the classical local polar curve theorem\(^6\) [HL], see Lemma 2.4? The latter says that if the hyperplane \( \mathcal{H}_{\text{gen}} := \{\hat{l} = 0\} \subset \mathbb{C}^{n+1} \) is general, then the germ at the origin \( \Gamma_0(\hat{l}, f) \subset \mathbb{C}^{n+1} \) of the polar locus is either a curve, or it is empty. Our Theorem 2.1 involves non-general hyperplanes, but on the other hand it applies to homogeneous polynomials only.

**2.1. Proof of Theorem 2.1.** By a linear change of coordinates we may assume that \( L = \mathbb{C}((1,0,\ldots,0)) \). Consider the transversal hyperplane \( K := \{x_0 = 1\} \subset \mathbb{C}^{n+1} \) at the point \( p = (1,0,\ldots,0) \in L \). Let \( \hat{l} = \sum_{i=1}^n a_i x_i \in \mathbb{P}^n \) be a linear form which does not contain the variable \( x_0 \).

\(^5\)This argument using the polar curve \( \Gamma(\hat{l}, f) \) is different than the proof developed in [DP] for the corresponding part of the equality (2).

\(^6\)See [Ti5, Chapter 7] for details and bibliography.
We shall identify \( K \) with \( \mathbb{C}^n \), the point \( p \) with the origin of \( \mathbb{C}^n \), and the restriction \( f|_K \) with a polynomial \( g : \mathbb{C}^n \to \mathbb{C} \). We denote \( l := \hat{l}|_K = \sum_{i=1}^n a_i x_i \). Let

\[
\Gamma(l, g) := \left\{ x \in \mathbb{C}^n \mid \operatorname{rank} \begin{bmatrix} \frac{\partial g}{\partial x_1}(x) & \cdots & \frac{\partial g}{\partial x_n}(x) \\ a_1 & \cdots & a_n \end{bmatrix} < 2 \right\} \setminus \text{Sing } g
\]

be the polar locus of \( g \) with respect to \( l \).

**Lemma 2.3.** The polar locus \( \Gamma(\hat{l}, f) \) is the cone over its slice by \( K \), and the following equality holds:

\[
K \cap \Gamma(\hat{l}, f) = \Gamma(l, g) \cap \left\{ \frac{\partial f}{\partial x_0} = 0 \right\} \setminus \{ f = 0 \}.
\]

**Proof.** The first assertion follows from the remark that \( \Gamma(\hat{l}, f) \subset \mathbb{C}^{n+1} \) is a homogeneous set and that the hyperplane \( K \) is transversal to it. Then the claimed equality follows from the definition of the local polar curve:

\[
\Gamma(\hat{l}, f) := \left\{ x \in \mathbb{C}^{n+1} \mid \operatorname{rank} \begin{bmatrix} \frac{\partial f}{\partial x_0}(x) & \frac{\partial f}{\partial x_1}(x) & \cdots & \frac{\partial f}{\partial x_n}(x) \\ 0 & a_1 & \cdots & a_n \end{bmatrix} < 2 \right\} \setminus \{ f = 0 \}
\]

which in our case is a homogeneous set. \( \square \)

In order to pursue, we need to use certain details of the proof of the classical result, therefore we outline the arguments and refer to [HL, Ti1, Ti5] for the full discussion:

**Lemma 2.4** (Generic Affine Polar Curve Lemma). [Ti1], [Ti5, Theorem 7.1.2].

Let \( g : \mathbb{C}^n \to \mathbb{C} \) be a polynomial function. There is a Zariski open dense subset \( \Omega \subset \mathbb{P}^{n-1} \) such that the polar locus \( \Gamma(l, g) \) is either a curve for all \( l \in \Omega \), or it is empty for all \( l \in \Omega \).

**Proof.** The relative conormal of \( g \) is defined as:

\[
T_g^* := \{ (x, H) \in (\mathbb{C}^n \setminus \text{Sing } g) \times \mathbb{P}^{n-1} \mid H = T_x g^{-1}(g(x)) \} \subset \mathbb{C}^n \times \mathbb{P}^{n-1}
\]

with projections \( \pi_1 : T_g^* \to \mathbb{C}^n \) and \( \pi_2 : T_g^* \to \mathbb{P}^{n-1} \).

Before taking the algebraic closure in (10) one has by definition a nonsingular open variety of dimension \( n \) on which the projection \( \pi_1 \) is one-to-one. It follows that \( T_g^* \) is a (singular) variety of dimension \( n \) too.

As \( \pi_2 \) is generically regular by the Morse-Sard theorem, we have two possibilities: either

(a) \( \dim \operatorname{Im} \pi_2 < n - 1 \), thus \( \pi_2 \) is totally singular. In this case the generic polar locus is empty, i.e. we may take as \( \Omega \) the interior of the complement of \( \operatorname{Im} \pi_2 \),

or

(b) \( \dim \operatorname{Im} \pi_2 = n - 1 \).

In case (b), \( \operatorname{Im} \pi_2 \) contains a Zariski open dense subset \( \Omega \subset \mathbb{P}^{n-1} \) over which \( \pi_2 \) is a submersion, more precisely the restriction:

\[
\pi_2|_G : G := \pi_2^{-1}(\Omega) \cap [(\mathbb{C}^n \setminus \text{Sing } g) \times \mathbb{P}^{n-1}] \to \Omega \subset \mathbb{P}^{n-1}
\]

is a submersion. Consequently its fibre is a complex manifold of dimension 1, hence a curve. Since \( \Gamma(l, g) = \pi_1((\pi_2|_G)^{-1}(l)) \) for \( l \in \Omega \), this proves our lemma. \( \square \)
Consider now the image by $\pi_1$ of the smooth algebraic set $G$ of dimension $n$ defined in (11). Since $\pi_1$ is generically one-to-one on it, the image $\pi_1(G)$ contains an open subset of $\mathbb{C}^n$, hence we have the following consequence of the above proof:

**Corollary 2.5.** Assume that $\dim \text{Im } \pi_2 = n - 1$. Let $l_0 \in \Omega \subset \mathbb{P}^{n-1}$ and let $B_\varepsilon(l_0) \subset \Omega \subset \text{Im } \pi_2$ be a small enough ball centred at $l_0 \in \mathbb{P}^{n-1}$. Then the image $\pi_1(\pi_2^{-1}(B_\varepsilon(l_0))) \subset \mathbb{C}^n$ contains an open tubular neighbourhood of the curve $\pi_1(\pi_2^{-1}(l_0)) \subset \Gamma(l_0, g)$ in $\mathbb{C}^n$.  

### 2.2. End of the proof of Theorem 2.1.

The idea is that a linear function $l \in \Omega_L$ should be a sufficiently general linear function $l = \hat{l}|_K$ on the hyperplane $K \subset \mathbb{C}^n$. This may be realised in all details, as follows.

By applying Lemma 2.4 to the restriction $g = f|_K$, which is a polynomial function of $n$ variables, we obtain the existence of a Zariski open dense subset $\Omega \subset \mathbb{P}^{n-1}$ such that $\Gamma(l, g) \subset \mathbb{C}^n$ is either a curve for all $l \in \Omega$, or empty for all $l \in \Omega$.

In case (a) of the proof of Lemma 2.4, the polar locus $\Gamma(l, g)$ is empty for all $l \in \Omega$. By Lemma 2.3 it then follows that the polar locus $\Gamma(\hat{l}, f)$ is empty too, for any $\hat{l}$ in the Zariski open dense subset $\hat{\Omega}_L := \Omega \subset \mathbb{P}^{n-1}$, modulo the identification $\hat{l}(x_0, x_1, \ldots, x_n) = l(x_1, \ldots, x_n)$ due to the definition of $\hat{\Omega}_L$. This is the trivial case.\footnote{Let us remark that the polar curve $\Gamma(l, g)$ is not empty whenever the polynomial $g$ has at least one isolated singularity, since the generic local polar curve at an isolated hypersurface singularity is not empty. More generally, this holds at special points of $V$, see Definition 6.1 and related results in §6.}

In case (b) of the proof of Lemma 2.4, the polar locus $\Gamma(l, g)$ is a curve for all $l \in \Omega$.

Let us now consider the homogeneous set $R := \{ \frac{\partial}{\partial x_0} = 0 \} \subset \mathbb{C}^{n+1}$ which occurs in Lemma 2.3 and remark that it contains the line $L$. There are two possibilities: either $R$ is the entire space $\mathbb{C}^{n+1}$, which is equivalent to the fact that $f$ does not depend on $x_0$, and which is excluded by the hypothesis that $V$ is not a cone of apex $[L]$, or $R$ is a homogeneous hypersurface germ, and thus of pure dimension $n$.

In this latter case, it then follows that the intersection $R \cap K \subset K = \mathbb{C}^n$ is of dimension $n - 1$, recalling that the affine hyperplane $K := \{ x_0 = 1 \} \subset \mathbb{C}^{n+1}$ is transversal to the $\mathbb{C}^*$-orbits of the points of $R$, and that we have identified $K$ with $\mathbb{C}^n$.

By Corollary 2.5, for any $l_0 \in \Omega$, the space $\pi_1(\pi_2^{-1}(B_\varepsilon(l_0))) \subset \mathbb{C}^n$ contains an open set of dimension $n$ and it is by definition the union of curves $\bigcup_{l \in B_\varepsilon(l_0)} \Gamma(l, g) \setminus \text{Sing } g$. Therefore $\pi_1(\pi_2^{-1}(B_\varepsilon(l_0)))$ contains an open tubular neighbourhood of each irreducible component of the curve $\Gamma(l_0, g) \setminus \text{Sing } g$, as these components are finitely many.

Continuing the reasoning, since $R \cap K$ has dimension $n - 1$ in $K = \mathbb{C}^n$, the subset:

$$\{ l \in \mathbb{P}^{n-1} \mid \text{some irreducible component of the curve } \Gamma(l, g) \setminus \text{Sing } g \text{ is contained in } R \cap K \}$$

is algebraic of dimension $\leq n - 2$. Its complement is Zariski open, and we denote it by $\hat{\Omega}_L \subset \Omega \subset \mathbb{P}^{n-1}$. Therefore the intersection $\Gamma(l, g) \cap R \subset K$ is of dimension zero for any $l \in \hat{\Omega}_L$.

By Lemma 2.3, it then follows that the polar set $\Gamma(\hat{l}, f)$ is either a curve for all $l \in \hat{\Omega}_L \subset \Omega \subset \mathbb{P}^{n-1}$, or it is empty.
This ends the proof of Theorem 2.1.

Remark 2.6. By examining the impact of the “non-conical” condition in the above proof, we can deduce what is the complementary situation with respect to the statement of Theorem 2.1. Namely:

If $V$ is a cone of apex $[L]$ then the polar set $\Gamma(l, f)$ is either of pure dimension $2$ for all $l \in \hat{\Omega}_L \subset \Omega \subset \mathbb{P}^{n-1}$, or it is empty for all $l \in \hat{\Omega}_L \subset \Omega \subset \mathbb{P}^{n-1}$.

Indeed, in case $V$ is a cone of apex $[L]$, our polar set $\Gamma(l, f)$ is the cone over the generic polar locus $\Gamma(l, g)$ in the slice $K$, and in this slice, the generic polar locus is either a curve or empty, which yields the precise dimensions in the above statement.

Remark 2.7. The projective hypersurfaces $V$ which are not cones, but have polar degree $\text{pol}(V) = 0$, are particularly interesting and of course related to the original studies by Hesse, Gordon and Noether referred to in the Introduction. In this case one can have a dimension $1$ generic polar locus $\Gamma(l, g) \subset K = \mathbb{C}^n$, whereas the affine polar curve $\Gamma(l, f) \subset \mathbb{C}^{n+1}$ is empty. See Example 6.10.

3. Singularities at infinity of polynomial functions

The proof of our polar degree formula of Theorem 5.4 uses a key result, Theorem 3.5, that we prove in this section. This result builds on several non-trivial facts on the singularities at infinity of polynomial functions, and on their consequences on vanishing cycles. We start by recalling them below, and refer for more details to the studies [ST1], [Ti1], [Ti5].

Let $P : \mathbb{C}^n \to \mathbb{C}$ be a non-constant polynomial function of degree $d$. It is well-known that there is a finite subset of the target $\mathbb{C}$ such that $P$ induces a locally trivial fibration over its complement. The minimal such subset is called set of atypical values $\text{Atyp} P \subset \mathbb{C}$.

In our case we consider the polynomial $P(x_0, \ldots, x_{n-1}) := f(x_0, \ldots, x_{n-1}, 1)$, and we say that $\widetilde{P} = f$ is the homogenised of $P$ of degree $d$ by the coordinate $x_n$.

Let $X := \{ f(x_0, \ldots, x_n) - tx_n^d = 0 \} = \{ \widetilde{P} - tx_n^d = 0 \} \subset \mathbb{P}^n \times \mathbb{C}$. Let $\tau : X \to \mathbb{C}$ be the projection on the second factor, and let us denote by $X_t := \tau^{-1}(t)$ its fibres.

The set $X$ is precisely the closure in $\mathbb{P}^n \times \mathbb{C}$ of the graph $\{(x, t) \in \mathbb{C}^n \times \mathbb{C} \mid P(x) = t \}$ of $P$ and $X_\infty := X \cap (H \times \mathbb{C}) = (V \cap H) \times \mathbb{C}$ is the divisor at infinity, where $H := H/\mathbb{C}^*$ and $H := \{ x_n = 0 \} \subset \mathbb{C}^{n+1}$. One may then identify $\mathbb{C}^n$ with $X \setminus X_\infty$ via the canonical map $x \mapsto ([x : 1], P(x))$. In particular, $\tau$ is a proper extension of $P$. The hypersurface $X \subset \mathbb{P}^n \times \mathbb{C}$ is covered by affine charts $U \times \mathbb{C}$, where $U \subset \mathbb{P}^n$ is some affine chart of $\mathbb{P}^n$.

The non-isolated singular locus of the fibre $X_t = V$ (if there is any) intersects the hyperplane at infinity $H$. Here we are interested in another type of singularities, the so-called singularities at infinity of the fibres $X_t$ for $t \neq 0$.

3.1. Partial Thom stratifications. We use the following result, as a particular case of the more general result in reference:
Theorem 3.1. [BMM] Let \( X \subset \mathbb{C}^N \) be complex space endowed with a Whitney stratification, and let \( h \) a holomorphic function on \( X \) such that its zero locus is a union of strata. Then this Whitney stratification is also a Thom \( a_n \)-regular stratification of \( h^{-1}(0) \).

The singular locus \( \text{Sing}(X) \) of the set \( X \) is included in the divisor at infinity \( X^\infty \) and therefore one may endow \( X \) with a Whitney stratification such that \( X^\infty \) is a union of strata. By Theorem 3.1 applied to \( h = x_1 \), this Whitney stratification of \( X \) is Thom regular at \( X^\infty \) with respect to the levels of \( x_1 \), in any local chart. This is a particular case of a partial Thom stratification at infinity like introduced in [Ti1], see also [Ti5], [DRT], [ART].

Definition 3.2. (Partial Thom stratification at infinity, [Ti1], [Ti5, Def. 9.1.3].) A locally finite stratification of \( X^\infty \) such that each stratum is Thom \((a_{x_n})\)-regular with respect to the smooth stratum \( X \setminus X^\infty \) is called a \( \partial \)-Thom stratification at infinity. This is independent on the affine chart where one considers the function \( x_n \) and its levels, cf [Ti1, Theorem 3.6].

The advantage in working with partial Thom stratifications is that we do not require the more involved Whitney regularity. However, one may still prove fibration theorems, cf [Ti1] [Ti5, Appendix 1].

Definition 3.3. (t-singularities at infinity.) [ST1], [Ti1], [Ti5, Definition 1.2.10]. Let \( G \) be a \( \partial \)-Thom stratification at infinity of \( X \), and let \( \eta \in X^\infty \). If the map \( \tau : X \to \mathbb{C} \) is transversal to the stratification \( G \) at \( \eta \) then we say that \( P \) is \( t \)-regular at infinity at this point. If non-transversality occurs instead, then we say that \( P \) has a \( t \)-singularity at infinity at \( \eta \).

We say that \( \eta \) is an isolated \( t \)-singularity at infinity of \( P \) if the map \( \tau : X \to \mathbb{C} \) has an isolated non-transversality at \( \eta \) with respect to \( G \), and if moreover the map \( \tau \) has no other singularity on \( X \setminus X^\infty \) in the neighbourhood of \( \eta \).

3.2. The isolated non-transversality condition, and Thom regularity. We fix a Whitney stratification \( W \) of the homogeneous hypersurface \( \{ f = 0 \} \subset \mathbb{C}^{n+1} \). We may and will assume that \( W \) is a homogeneous stratification, and recall that the strata of the coarsest Whitney stratification are \( \mathbb{C}^* \)-invariant.

We consider the origin of \( \mathbb{C}^{n+1} \) as a point-stratum and denote by \( W^* \) the union of all strata different from \( \{0\} \). Then the projectivised stratification \( \mathbb{P}W := W^*/\mathbb{C}^* \) yields a Whitney stratification of the projective hypersurface \( V \). Let us also recall that the Whitney stratification \( \mathbb{P}W \) of the hypersurface \( V \subset \mathbb{P}^n \) depends on the reduced structure of \( V \) only.

Let \( H := \{ \hat{l} = 0 \} \) be a hyperplane through \( 0 \in \mathbb{C}^{n+1} \), together with its associated projective hyperplane \( \mathcal{H} := H/\mathbb{C}^* \subset \mathbb{P}^n \) which satisfies the following property with respect to the stratification \( \mathbb{P}W \) of \( V \) that we will call isolated non-transversality:

\( (*) \) \( \mathcal{H} \) is transversal to all strata of \( \mathbb{P}W \) except at finitely many points.

---

8See also [Ti1], [Ti5, Theorem A1.1.7].
Let us denote by $\text{Sing}_{\mathbb{P}W}(V \cap \mathcal{H}) = \{p_i\}_{i=0}^r \subset \mathbb{P}^n$ the set of points of non-transversality in (*), and by $L_i \subset \mathbb{C}^{n+1}$ the line which corresponds to $p_i$.

By the transversality property (*), the induced stratification $\mathcal{H} \cap \mathcal{W}^*$ on $\mathcal{H} \cap \{f = 0\}$ where the lines $L_i$ are the Whitney strata of dimension 1. We denote by $\mathcal{W}_H$ this Whitney stratification, and by $\mathbb{P}\mathcal{W}_H := \mathcal{W}_H/\mathbb{C}^*$ the corresponding Whitney stratification of $V \cap \mathcal{H}$. Its 0-dimensional strata are precisely the points $\{p_i\}_{i=0}^r$.

We consider the map $(\hat{l}, f) : (\mathbb{C}^{n+1}, 0) \to (\mathbb{C}^2, 0)$. Modulo a linear change of coordinates, one may assume that $\hat{l} = x_n$. We thus consider the affine map $(x_n, f) : \mathbb{C}^{n+1} \to \mathbb{C}^2$ and the Thom regularity condition of this map at its central fibre. One defines the Thom non-regularity locus as the set of points of the central fibre of a map where the Thom regularity condition fails with respect to some stratification defined in the preamble, which in our case is $\mathcal{W}_H$.

**Lemma 3.4.** If the condition (*) holds, then the stratification $\mathcal{W}_H$ is a Thom $a_{(\hat{l}, f)}$-regular stratification of the central fibre $\mathcal{H} \cap f^{-1}(0) \subset \mathbb{C}^{n+1}$ at all points outside the union of lines $\bigcup_{i=0}^r L_i$. In other words, the Thom non-regularity locus of $(x_n, f)$ with respect to $\mathcal{W}_H$ is at most $\bigcup_{i=0}^r L_i$.

**Proof.** Point-strata of $\mathbb{P}W$ may be either outside $\mathcal{H}$, or inside it, and then these are among the non-transversality points $p_i$. Excluding the union of lines $\bigcup_{i=0}^r L_i$, we thus consider some point $y_0 \in \mathcal{H} \cap W \subset \mathcal{H} \cap f^{-1}(0)$, where $W \in \mathcal{W}$ is a stratum of dimension $\geq 2$. By the transversality condition (*) we have $\mathcal{H} \cap y_0 W$, and so $\dim \mathcal{H} \cap W \geq 1$.

Let $y_k \in \mathbb{C}^{n+1} \setminus f^{-1}(0)$ be some sequence of points $y_k \to y_0$. Theorem 3.1 applied to $f$ and to the Whitney stratification $\mathcal{W}_H$ implies that the limit of tangent hyperplanes $\lim_{y \to y_0} T_y f^{-1}(f(y))$, whenever it exists, contains $T_{y_0} W$. Since $\mathcal{H}$ is transversal to $T_{y_0} W$, it follows that the tangent space of the fibre of $(\hat{l}, f)$ passing through some point $y$ close enough to $y_0$ is the transversal intersection of two tangent spaces: the tangent space to the fibre of $\hat{l}$, and the tangent space to the fibre of $f$, since this tends to the intersection $\mathcal{H} \cap \lim_{y \to y_0} T_y f^{-1}(f(y))$ which contains $\mathcal{H} \cap T_{y_0} W$.

Let us also consider a sequence $y_k \to y_0$ with $y_k$ belonging to some stratum of the Whitney stratification $\mathcal{W}$ of $\{f = 0\}$. We then apply Theorem 3.1 to the function $\hat{l} = x_n$ on the space $\{f = 0\}$ and we conclude that the Thom regularity holds at the point $y_0$.

This shows that $\mathcal{H} \cap W$ is a Thom regular stratum for the map $(\hat{l}, f)$. \qed

We shall call $\mathcal{H} = \{x_n = 0\}$ the *hyperplane at infinity* for the polynomial $P_{\mathcal{H}} := f(x_0, \ldots, x_{n-1}, 1)$, such that $P_{\mathcal{H}} : \mathbb{C}^n \to \mathbb{C}$ is a polynomial of degree $d$. Thus $f = P_{\mathcal{H}}$ is the homogenised of degree $d$ of $P_{\mathcal{H}}$ by the variable $x_n$. Writing $f(x_0, \ldots, x_n) = f_d(x_0, \ldots, x_{n-1}) + x_nf_{d-1}(x_0, \ldots, x_{n-1}) + \cdots$, we have $\mathcal{H} \cap \text{Sing}(V) = \{\partial f_d = 0, f_{d-1} = 0\} \subset \mathcal{H} \simeq \mathbb{P}^{n-1}$, and thus $\text{Sing}(X) = (\mathcal{H} \cap \text{Sing}(V)) \times \mathbb{C} \subset X^\infty$. We therefore consider the product stratification $\mathbb{P}\mathcal{W}_H \times \mathbb{C}$ of $X^\infty$, the strata of which are the products $\hat{W} \times \mathbb{C}$ for all $\hat{W} \in \mathbb{P}\mathcal{W}_H$.

---

\(^9\) It is the inverse image of the origin that is called here "central fibre".

\(^{10}\) See [PT].
We are now ready to state our key result on the $\partial$-Thom stratification at infinity introduced in §3.1, under the condition (*) given at §3.2, also expressed in terms of the $t$-regularity, cf Definition 3.3:

**Theorem 3.5.** If the isolated non-transversality condition (*) holds, then the product stratification $\mathbb{P}W_H \times \mathbb{C}$ is a partial Thom stratification at infinity of $P_H$, possibly except at finitely many points on the lines $\{p_i\}_{i=0}^r \times \mathbb{C} \subset \mathbb{X}^\infty$.

In particular, the polynomial $P_H$ is $t$-regular at infinity at all points of $\mathbb{X}^\infty$, except of finitely many points on the lines $\{p_i\}_{i=0}^r \times \mathbb{C} \subset \mathbb{X}^\infty$, $i = 0, \ldots, r$.

**Proof.** Let $(\hat{x}, t_0) \in \mathbb{X}^\infty$, such that $\hat{x} \in \mathcal{H} \cap V \setminus \{p_i\}_{i=0}^r$. Let $\hat{W} \in \mathbb{P}W_H$ be the stratum containing $\hat{x}$, where $\hat{W} := W/\mathbb{C}^*$ denotes the projective image of a stratum $W \in W_H^r := W \cap H$. The stratification $\mathbb{P}W_H$ can have 0-dimensional strata other than the points $p_i$, but in any case we have $\dim \hat{W} \geq 1$.

We recall that $\mathcal{H} := \{x_n = 0\}$. We may and shall assume, possibly after a linear change of coordinates, that $\hat{x} = [1; 0; \ldots; 0]$.

In the affine chart $\mathbb{C}^n \times \mathbb{C}$ defined by $x_0 \neq 0$, the hyperplane slice $\mathbb{X} \cap \{x_n = s\}$ is of pure dimension $n - 1$ and is defined as the intersection of two smooth spaces:

$$\{f(1, x_1, \ldots, x_{n-1}, x_n) - tx_n^d = 0\} \cap \{x_n = s\}. \quad (12)$$

We claim that the above intersection (12) is transversal and that, if its tangent space along a sequence of points $(y, t) \to (\hat{x}, t_0) \in \hat{W} \times \{t_0\} \subset \mathbb{X}^\infty$ tends to a limit $T$ (which depends on the chosen sequence of points), then $T \supset T_{\hat{x}} \hat{W} \times \mathbb{C}$.

The tangent space at some regular point $(y, t)$ of the hypersurface defined by (12) in the hyperplane $\{y_n = s\}$ has as normal vector:

$$n(y, s) := \left(\frac{\partial f}{\partial x_1}(y), \ldots, \frac{\partial f}{\partial x_{n-1}}(y), -s^d\right) \in \{y_n = s\} \times \mathbb{C} = \mathbb{C}^{n-1} \times \mathbb{C}.$$  

The first part $n'(y) := (\frac{\partial f}{\partial x_1}, \ldots, \frac{\partial f}{\partial x_{n-1}})(y)$ of the vector $n(y)$ represents the normal direction at $y$ to the slice by the hyperplane $\{x_0 = 1\}$ of the corresponding fibre $(x_n, f)^{-1}(s, ts^d)$ of the map $(x_n, f)$ considered in Lemma 3.4. Then Lemma 3.4 shows that, whenever the following limit of tangent spaces exists:

$$\lim_{(y, t) \to ((0, \ldots, 0), t_0)} T_{(y, t)}(x_n, f)^{-1}(s, ts^d),$$

it must contain the tangent space $T_{(1, 0, \ldots, 0)}W$, which is of positive dimension. Since the slice $\{x_0 = 1\}$ is transversal to the stratum $W$, it is also transversal to the fibre $(x_n, f)^{-1}(s, ts^d)$ at the point $y$, for all $(y, t) \to ((0, \ldots, 0), t_0)$.

This transversality shows that the derivatives $\frac{\partial f}{\partial x_1}, \ldots, \frac{\partial f}{\partial x_{n-1}}$ are not identically 0 along the chosen sequence of points $(y, t)$, and that the following limit direction is well-defined:

$$\vec{n} = \lim_{y \to 0} \left(\frac{\partial f}{\partial x_1}; \ldots; \frac{\partial f}{\partial x_{n-1}}\right)(y). \quad (13)$$

Then these are by definition points on some 1-dimensional strata of $\mathbb{P}W$ to which $\mathcal{H}$ is transversal.
and is normal to the slice $T_{(1;0;\ldots;0)}W \cap \{x_0 = 1\}$, since this is a transversal slice of the tangent space $T_{(1;0;\ldots;0)}W$ and has positive dimension. Note that in case $\dim W = 1$ the slice is one point only (thus we do not have a normal vector anymore). But in any case $\dim W \geq 1$, we have shown that the limit direction $\vec{n}$ exists and this is the only thing that we need.

Since now, by identifying the general slice $W \cap \{x_0 = 1\}$ of the homogeneous stratum $W$ with its projectivised $\hat{W}$, this proves that the vector $(\vec{n}, 0)$ is normal to the stratum $T_{[1;0;\ldots;0]}\hat{W} \times \mathbb{C}$, which finishes the proof of our claim.

To complete the proof of the first assertion of our theorem, it only remains to check the Thom $(a_{x_n})$-regularity along the lines $\{p_i\} \times \mathbb{C} \subset \mathbb{X}^\infty$, $i = 0, \ldots, r$. We claim that all the points of the lines $\{p_i\} \times \mathbb{C} \subset \mathbb{X}^\infty$, $i = 0, \ldots, r$ are $t$-regular except of finitely many.

Indeed, our stratification $\mathbb{P}W \times \mathbb{C}$ may be refined to a Whitney regular stratification of $\mathbb{X}$ such that $\text{Sing}(\mathbb{X})$ is a union of strata. Since it is semi-algebraic, this stratification has finitely many strata. By Theorem 3.1, this is also a Thom $(a_{x_n})$-regular stratification at infinity. Now any line $\{p_i\} \times \mathbb{C}$ may intersect only finitely many strata of this Thom-Whitney stratification, thus our claim is proved.

The second assertion of the theorem is a consequence of the first, since the projection $\tau : \mathbb{X} \to \mathbb{C}$ is transversal to the strata of dimension $\geq 1$ of $\mathbb{P}W \times \mathbb{C}$. The only non-transversality points are therefore the 0-dimensional strata of $\mathbb{P}W \times \mathbb{C}$, and we have shown that they are included in the lines $\bigcup_{i=0}^r \{p_i\} \times \mathbb{C}$, and that they are finitely many. □

Remark 3.6. Under the supplementary condition “$H$ is admissible” which will be introduced below, the finitely set of points $\{(p_i, t_{ij})\}_{i,j}$ for $t_{ij} \neq 0$ will turn out to be isolated $t$-singularities. In this case they can be precisely detected, and we refer to the criterion (14), as well as to §5.3.

We point out that the above Theorem 3.5 does not tell anything about the affine singularities of the polynomial $P_H$. This can have isolated or nonisolated singularities in a finite number of fibres. The problem of its affine singularities in the fibres outside $P_H^{-1}(0)$ will be dealt with in the next section under the same supplementary condition “$H$ is admissible”.

4. Admissible hyperplanes, and vanishing cycles at infinity

4.1. Admissible hyperplanes and $T_0$-type polynomials. Using the notations of §3, we introduce a class of polynomials which extends that of $T$-type of [ST2], see also [Ti5, Def. 2.2.2]:

Definition 4.1. We say that the polynomial $P : \mathbb{C}^n \to \mathbb{C}$ is of $T_0$-type if the following two conditions are both satisfied:
(a) $P$ has only isolated affine singularities outside the fibre $P^{-1}(0)$, and
(b) $\tau$ has only isolated $t$-singularities\footnote{Cf Definition 3.3.} outside $P^{-1}(0)$.
As previously, \( f : \mathbb{C}^{n+1} \to \mathbb{C} \) is some non-constant homogeneous function, and \( V := \{ f = 0 \} \subset \mathbb{P}^n \) is endowed with a Whitney stratification \( \mathbb{P}W \). Let also \( \ell : \mathbb{C}^{n+1} \to \mathbb{C} \) be a linear function defining a hyperplane \( H \subset \mathbb{C}^{n+1} \) and let \( \mathcal{H} \subset \mathbb{P}^n \) denote its corresponding projective hyperplane.

**Definition 4.2.** We say that the affine hyperplane \( H \subset \mathbb{C}^{n+1} \) through 0 (or that the projective hyperplane \( \mathcal{H} \subset \mathbb{P}^n \)) is **admissible** for \( f \) if:

(i) the isolated non-transversality condition (*) holds, namely: \( \mathcal{H} \) is transversal to all strata of \( \mathbb{P}W \) except at finitely many points.

(ii) the polar locus \( \Gamma(\ell, f) \subset \mathbb{C}^{n+1} \) is either of dimension 1, or it is empty.

A hyperplane \( \mathcal{H} \) which is admissible for \( f \) and contains a certain point \( p \in V \) will be called **admissible for \( f \) at \( p \)**.

The above definition of “admissible hyperplanes” takes into account all the singularities of the slice \( V \cap \mathcal{H} \), hence it is a global condition. The set of admissible hyperplanes contains by definition the set of **generic hyperplanes \( \mathcal{H} \) relative to \( V \)**, namely hyperplanes which are transversal to all strata of the stratification \( \mathbb{P}W \) of \( V \), since in this case the non-transversality locus is empty. It also turns out that the polar locus \( \Gamma(\ell, f) \) is 1-dimensional or empty for generic hyperplanes, thus condition (ii) is fulfilled; we remind that in this case the multiplicity of \( \Gamma(\ell, f) \) is precisely the polar degree of \( V \).

The condition (*) says that admissible hyperplanes \( \mathcal{H} \) can be non-generic. We are actually interested in admissible hyperplanes containing as many as possible non-transversality points, because it will turn out in §5 that every such point contributes with a non-negative term in the sums (22), and thus we get better bound results for the polar degree. Let us notice that condition (ii) tells that the multiplicity of \( \Gamma(\ell, f) \) can be viewed as a singular polar degree of \( V \) relative to the admissible \( \mathcal{H} \).

The next remark tells that hyperplanes which are admissible for \( f \) at some singular point \( p \in V \) are **generic** among all hyperplanes containing \( p \).

**Remark 4.3.** Let \( V := \{ f = 0 \} \subset \mathbb{P}^n \) and let \( p \in \text{Sing}V \) such that \( V \) is not a cone of apex \( p \). Then the set of admissible hyperplanes for \( f \) at \( p \) contains a Zariski-open subset of the set \( \mathbb{P}^n \) of hyperplanes passing through \( p \).

Indeed, let \( L \subset \mathbb{C}^{n+1} \) be the affine line through 0 which corresponds to the point \( p \in \text{Sing}V \). By our Polar Curve Theorem 2.1, there is a Zariski-open dense set \( \Omega_L \subset \mathbb{P}^{n-1} \) of hyperplanes \( H \subset \mathbb{P}^n \) satisfying condition (ii) of admissibility. The condition (*) is also a Zariski-open condition in \( \mathbb{P}^n \). The intersection of these two Zariski-open dense subsets of \( \mathbb{P}^{n-1} \) is a solution to our claim. See also Corollary 6.9.

Whatsoever, the existence of admissible hyperplanes with two isolated tangency points is not insured, in the sense that the set of such hyperplanes is not a Zariski-open subset anymore. This can be checked in the lists of \( \text{pol}(V) = 1 \) or \( \text{pol}(V) = 2 \), cf [Huh2] and [SST]. In case of the plane curve defined by \( x_0x_1x_2 = 0 \), one has 3 singular points of type \( A_1 \) but there is no admissible line in \( \mathbb{P}^2 \) passing through two of them because such is line is contained in the curve. In case of the normal surface \( x_0x_1x_2 + x_3^2 = 0 \) with three singular points \( A_2 \) and \( \text{pol}(V) = 2 \), any 2-plane passing through two of these points is non-admissible.
By some linear change of coordinates, one may assume that the hyperplane \( H \) has equation \( x_n = 0 \). We consider it as the hyperplane at infinity for the coordinate system on \( \mathbb{C}^n = \mathbb{P}^n \setminus H \), and we identify \( H \) with \( \mathbb{P}^{n-1} \). We then consider, like before, the polynomial:

\[
P_H : \mathbb{C}^n \to \mathbb{C}, \quad P_H(x_0, \ldots, x_{n-1}) := f(x_0, \ldots, x_{n-1}, 1).
\]

Let us remark that if our \( H \) is admissible then \( \deg P_H = \deg f = d \). Indeed, \( \deg P_H < d \) is equivalent to \( x_n \) being a factor of \( f \), and therefore \( V \) contains \( H \), which contradicts (*)

Recalling the Definition 4.1 of \( T_0 \)-type polynomials, and Definition 3.3 of isolated \( t \)-singularities at infinity, we now can show:

**Corollary 4.4.** Let \( V := \{f = 0\} \subset \mathbb{P}^n \). If the hyperplane \( H = \{x_n = 0\} \) is admissible for \( f \), then the polynomial \( P_H \) is of \( T_0 \)-type, i.e. outside \( P_H^{-1}(0) \) it has only isolated \( t \)-singularities and only isolated affine singularities.

**Proof.** Since \( H \) is admissible and thus verifies condition (*), Theorem 3.5 applies and shows that the polynomial \( P_H \), outside the fibre \( P_H^{-1}(0) \), has \( t \)-singularities at only finitely many points on \( X^\infty = H \times \mathbb{C} \), in the notations at the beginning of §3.

The affine singularities of \( P_H \) outside the fibre \( P_H^{-1}(0) \) are precisely the set \( \Gamma(x_n, f) \cap \{x_n = 1\} \). By the admissibility condition (ii) of Definition 4.2, the polar locus \( \Gamma(x_n, f) \subset \mathbb{C}^{n+1} \) is a homogeneous curve (thus a collection of finitely many lines through \( 0 \in \mathbb{C}^{n+1} \) or it is empty, and therefore its intersection with \( \{x_n = 1\} \) is of dimension \( \leq 0 \). This proves the property (a) of Definition 4.1.

Now, since the affine singularities of the polynomial \( P_H \) outside \( P_H^{-1}(0) \) are isolated, it follows that the \( t \)-singularities at infinity of \( P_H \) outside \( V = P_H^{-1}(0) \) are also isolated in the sense of Definition 3.3. \( \square \)

4.2. The polar intersection multiplicities at isolated \( t \)-singularities at infinity.

If \( P \) is a polynomial of \( T_0 \)-type then, outside \( X_0 = V \), the map \( \tau \) has only isolated singularities of two types: affine singular points, and \( t \)-singularities at infinity, both sets being finite. Let us denote by \( \Sing \infty P \) the set of \( t \)-singularities of \( P \) at infinity. The image \( B_P := \tau(\Sing \infty P \cup \Sing P) \subset \mathbb{C} \) is a finite set by our assumption. It is actually finite for any polynomial \( P \), without any assumption, see [Ti1, Ti5].

Let \( \Gamma_{(p,t)}(x_n, \tau) \) be the polar curve of the map germ \((x_n, \tau) : (X, (p, t)) \to \mathbb{C} \times \mathbb{C} \) in some affine chart \( U \subset \mathbb{P}^n \) at the point \( p \). It has been proved in [Ti5, Theorem 2.1.7] that in case the \( t \)-singularities at infinity are isolated, we have the equivalence:

\[
(14) \quad \Gamma_{(p,t)}(x_n, \tau) \neq \emptyset \iff (p, t) \text{ is an isolated } t \text{-singularity at infinity of } P.
\]

In our setting of \( T_0 \)-type polynomials, we apply this to \( t \neq 0 \).

**Definition 4.5.** [Ti5, Corollary 3.3.1] Let \((p, t) \in \Sing \infty P \) be an isolated \( t \)-singularity at infinity. The local intersection multiplicity \( \text{int}_{(p,t)}(\Gamma(x_n, \tau), \mathbb{X}_t) \) does not depend on the choice of the chart \( U \). We then call

\[
(15) \quad \lambda(p, t) = \text{int}_{(p,t)}(\Gamma(x_n, \tau), \mathbb{X}_t)
\]

the polar intersection multiplicity at \((p, t)\).
We shall see from the proof of the next theorem that \( \lambda(p, t) \) represents the number of vanishing cycles of the general fibre of the polynomial map \( P \) which disappear at the point \((p, t)\) when this fibre tends to the fibre \( P^{-1}(t) \). In the particular case when our \( \partial \)-Thom stratification at infinity is a Whitney stratification and \((p, t)\) is an isolated singularity of the function \( \tau : X \rightarrow \mathbb{C} \), then it was shown in [Ti5, Proposition 3.3.5] that \( \lambda(p, t) \) equals the Milnor-Lê number\(^{13}\) of the function \( \tau \) at \((p, t)\).

It thus follows from (14) and (15) that:

\[
(16) \quad (p, t) \text{ is an isolated } t\text{-singularity at infinity of } P \iff \lambda(p, t) > 0.
\]

With all the above preparations, the main result of this section is:

**Theorem 4.7.** Let \( P : \mathbb{C}^n \rightarrow \mathbb{C}, n \geq 2, \) be a non-constant \( T_0 \)-type polynomial.

Then, for any disk \( D_0 \) such that \( B_P \cap D_0 = \{0\} \), the relative \( \mathbb{Z} \)-homology of the tube \( P^{-1}(D_0) \) is concentrated in dimension \( n - 1 \). Its top Betti number \( b_{n-1}(P^{-1}(D_0)) \) is equal to the sum of all Milnor numbers of the isolated affine singularities outside the fibre \( P^{-1}(0) \), together with the sum of the polar multiplicities \( \lambda(p, t) \) at the isolated \( t \)-singularities at infinity outside the fibre \( X_0 \).

**Proof.** By [Ti5, Corollaries 1.2.13, 1.2.14], the set \( B_P \) includes the set of atypical values \( \text{Atyp} P \), which means that one has a locally trivial topological fibration:

\[
(17) \quad P : \mathbb{C}^n \setminus P^{-1}(B_P) \rightarrow \mathbb{C} \setminus B_P.
\]

Therefore, if \( b \notin B_P \), then the fibre \( F_b := P^{-1}(b) \) is nonsingular and has no \( t \)-singularities at infinity. Let \( D_b \) denote a small enough closed disk centred at \( b \) such that \( D_b \cap B_P = \{b\} \). Let \( t_b \in \partial D_b \) denote a fixed point on the boundary of the disk. We employ the notation \( F_K := P^{-1}(K) \), for any \( K \subset \mathbb{C} \). By using excision in the locally trivial fibration (17) we get the homology decomposition:

\[
(18) \quad H_* (\mathbb{C}^n, F_{D_b}, F_{t_b}) \simeq \oplus_{b \in B_P \setminus \{0\}} H_* (F_{D_b}, F_{t_b}).
\]

By Step 1 of the proof of [Ti5, Bouquet Theorem 3.2.1]\(^{14}\) under the hypothesis “the fibre \( F_b \) has isolated affine singularities and isolated \( t \)-singularities” the relative homology \( H_*(F_{D_b}, F_{t_b}) \) is concentrated in dimension \( n \) essentially because it is localisable at the isolated singularities of the fibre \( X_b \). More precisely, denoting by \( B_\varepsilon(q) \) some small enough ball at \( q \), the relative homology \( H_*(F_{D_b}, F_{t_b}) \) is the direct sum of the relative homology groups \( H_*(B_\varepsilon(q) \cap F_{D_b}, B_\varepsilon(q) \cap F_{t_b}) \) for all singular points \( q \in F_b \) and all \( t \)-singularities \( q \in X_b \cap H^\infty \), as done in the proof of Step 1 of [Ti5, Theorem 3.2.1], notably by [Ti5, §3.2, (3.16), (3.17), (3.21)]. This shows that the relative homology \( H_*(B_\varepsilon(q) \cap F_{D_b}, B_\varepsilon(q) \cap F_{t_b}) \) is concentrated in dimension \( n \) in loc.cit. the relative \( n \)-cycles are called the “vanishing cycles at infinity” at the point \((q, b)\) whenever \( q \in X_b \cap H \), and it is shown in [Ti5, 13\] The Milnor-Lê fibration and its Milnor-Lê number have been introduced by Lê D.T. in the setting of holomorphic functions with isolated singularity on a Whitney stratified hypersurface germ, cf [Lê], extending Milnor’s fibration on a smooth space. It was used in [ST1] (and more other papers) as a measure of vanishing cycles at infinity.

14\] A similar bouquet statement was shown by Parusiński [Pa, Theorem 2.1], with a different proof.
§3.3, (3.22), (3.23)] that the number of vanishing cycles is equal to the polar intersection multiplicity \( \lambda(p, t) \) defined at (15).

It then follows from (18) that the relative homology \( H_*(\mathbb{C}^n, F_{D_0}) \) is concentrated in dimension \( n \), and so the reduced homology \( \tilde{H}_*(F_{D_0}) \) is concentrated in dimension \( n - 1 \).

**Remark 4.8.** The above result can be regarded as a far reaching global version of a local statement known under the name of “special fibre theorem”, proved in [Si].

In contrast to the local setting, the tube \( P^{-1}(D_0) \) is not necessarily contractible to its central fibre \( V \setminus H^\infty \), and the equality \( b_{n-1}(F_0) = b_{n-1}(F_{D_0}) \) is also not true in general. This can be seen in the simple example \( f(x, y) = x + x^2y \). Nevertheless the Euler characteristics of the tube \( P^{-1}(D_0) \) and of its central fibre \( V \setminus H^\infty \) are the same. Indeed we have \( \chi(P^{-1}(D_0)) = \chi(P^{-1}(D_0) \setminus V) + \chi(V \setminus H^\infty) \). Then \( P^{-1}(D_0) \setminus V \) retracts to \( P^{-1}(\partial D_0) \) due to the condition \( B_P \cap D_0 = \emptyset \), which is the total space of a locally trivial over a circle and hence its Euler characteristic is 0.

As we have done above at the homology level, by further using the proof of [Ti5, Bouquet Theorem 3.2.1] at the homotopy type level, i.e. by applying it to the tube \( F_{D_0} \) instead of the general fibre \( F_0 \), we also obtain the following result (which will not be used in the next section, but we give it here for the record):

**Theorem 4.9.** If \( P : \mathbb{C}^n \to \mathbb{C}, n \geq 2 \) is a non-constant \( T_0 \)-type polynomial, then the tube \( F_{D_0} \) is homotopy equivalent to a bouquet of \( n - 1 \) spheres, for any disk \( D_0 \) such that \( B_P \cap D_0 = \{0\} \).

The number of these spheres is equal to the number \( \beta(V, \mathcal{H}) \) defined at (21). \( \square \)

5. **Quantisation of the polar degree**

5.1. **The local Milnor-Lê number.**

In some affine chart \( \mathbb{C}^n \subset \mathbb{P}^n \) containing \( p \in V \), let us consider a linear function \( l : \mathbb{C}^n \to \mathbb{C} \) such that \( l(p) = 0 \), and let \( H_s := \{l = s\} \) for \( s \in \mathbb{C} \), where \( H_0 := H \).

In particular, the projective closure of \( H \) is a hyperplane \( \mathcal{H} \in \mathbb{P}^n \) which contains the point \( p \). We assume that \( \mathcal{H} \) is transversal to all the strata of the stratification \( \mathbb{P}W \) of \( V \) in the neighbourhood of \( p \), except at the point \( p \) itself. This is equivalent to saying that the restriction of the function \( l \) to some small neighbourhood \( B_\varepsilon \) of \( p \) in \( \mathbb{P}^n \) has a stratified isolated singularity at \( p \) with respect to \( \mathbb{P}W \). Consequently, it’s local Milnor-Lê fibre \( B_\varepsilon \cap (V \cap H_s) \), for some \( s \) close enough to 0, has the homotopy type of a bouquet of spheres of dimension \( n - 2 \), cf Lê’s results [Lê]. We denote it’s Milnor-Lê number by \( \alpha_p(V, \mathcal{H}) \), and we remark that if \( \mathcal{H}_{\text{gen}} \) is a general hyperplane through \( p \), then \( \alpha_p(V, \mathcal{H}_{\text{gen}}) \) is the Milnor number of the complex link of \( V \) at \( p \), and thus we shall denote it simply by \( \alpha_p(V) \).

**Remark 5.1.** By its definition, the integer \( \alpha_p(V, \mathcal{H}) \) is non-negative, and depends only on the reduced structure of \( V \) at \( p \), and on the chosen hyperplane \( \mathcal{H} \). We send to Proposition 6.2 for the proof that \( \alpha_p(V) \neq 0 \) only for finitely many points \( p \in V \).

Let \( f_p = 0 \) be a local equation of the reduced hypersurface germ \( (V, p) \). Then \( \alpha_p(V, \mathcal{H}) \) equals the polar multiplicity of \( f_p \) with respect to \( l \) at \( p \):

\[
\alpha_p(V, \mathcal{H}) = \text{int}_p(H_0, \Gamma(l, f_p)),
\]
This polar intersection multiplicity might be higher than the *generic polar number* \( \text{mult}_p \Gamma(l_{\text{gen}}, f_p) \). The latter is equal to the Milnor number of the complex link of \( V \) at \( p \).

We refer to [Ti3] for more details and for other results on the Milnor number of the hyperplane slices to complex analytic space germs.

### 5.2. The impact of admissible hyperplanes

Let now \( H \) be an admissible hyperplane for \( V \) (cf Definition 4.2). We define:

\[ \alpha(V, H) := \sum_{p \in V \cap H} \alpha_p(V, H) \]

as the sum of the sectional Milnor numbers \( \alpha_p(V, H) \) that have been defined at (19). Let us show that \( \alpha(V, H) \) is a well-defined non-negative integer.

**Lemma 5.2.** One has \( \alpha_p(V, H) > 0 \) only if \( p \) belongs to the finite subset \( \{p_i\}_{i=0}^r \subset V \cap H \) of non-transversality from condition (*) and, in particular, \( \alpha(V, H) = \sum_{i=0}^r \alpha_{p_i}(V, H) \).

**Proof.** Our claim is equivalent to the following: the polar locus germ \( \Gamma_p(l, f_p) \) is empty if \( p \not\in \{p_i\}_{i=0}^r \), and it is of dimension \( \leq 1 \) if \( p \in \{p_i\}_{i=0}^r \).

Indeed, if \( p \) is a point of stratified transversal intersection \( H \cap V \), then the polar locus \( \Gamma_p(l, f_p) \) is empty as a direct consequence of its definition. If \( p \in \{p_i\}_{i=0}^r \), let \( B_p \) denote a small enough ball centred at \( p \). By the condition of isolated non-transversality (*), the polar locus \( \Gamma_p(l, f_p) \) intersects \( B_p \cap V \) at most at \( p \), thus \( \dim \Gamma_p(l, f_p) \leq 1 \).

The following non-negative integer is also well-defined since each sum is finite, by Corollary 4.4:

\[ \beta(V, H) := \beta_{\text{aff}}(V, H) + \beta_{\infty}(V, H), \]

where

\[ \beta_{\text{aff}}(V, H) := \sum_{v \in (\text{Sing} P_H) \setminus V} \mu_v(P_H) \]

is the sum of all Milnor numbers of the isolated affine singularities outside the fibre \( P_H^{-1}(0) \subset V \), and

\[ \beta_{\infty}(V, H) := \sum_{t \neq 0, q \in V \cap H} \lambda(q, t) \]

denotes the sum of the numbers of vanishing cycles at infinity \( \lambda(q, t) \) of the isolated \( t \)-singularities at infinity outside the fibre \( X_0 = V \), cf Definition 4.5.

**Remark 5.3.** Under the admissibility condition, the number \( \beta(V, H) \) depends only on the *reduced* structure of \( V \), and on the chosen hyperplane \( H \). Indeed, by Remark 5.1 the integer \( \alpha(V, H) \) depends only on the reduced structure of \( V \), and on the chosen hyperplane \( H \). We then get the claimed independence of \( \beta(V, H) \) by the equality (22) of Theorem 5.4, since we already know that \( \text{pol}(V) \) depends on the reduced structure of \( V \) only.

According to the formula (1) for \( \text{pol}(V) \), the number \( \beta_{\text{aff}}(V, H) \) may also be viewed as a *singular polar degree*, i.e.

\[ \text{pol}_H(V) := \#(\text{grad } f)^{-1}(\hat{l}) = \text{mult}_0 \Gamma(\hat{l}, f), \]
for \( \hat{l} \in \hat{\mathbb{P}}^n \) defining the admissible \( \mathcal{H} \).

With these notations, we may now give the following presentation of \( \text{pol}(V) \) as a sum of local non-negative invariants for hypersurfaces \( V \) with any singular locus, extending Huh’s result for \( V \) with isolated singularities [Huh2, Theorem 2].

**Theorem 5.4.** Let \( V := \{ f = 0 \} \subset \mathbb{P}^n \) be a projective hypersurface and let \( \mathcal{H} \) be an admissible hyperplane for \( V \). Then:

\[
\text{pol}(V) = \alpha(V, \mathcal{H}) + \beta(V, \mathcal{H}).
\]

**Proof.** By Theorem 4.7, which applies here via Corollary 4.4, the relative homology \( H_\ast(\mathbb{C}^n, P^{-1}_H(D_0)) \) is concentrated in dimension \( n \). Moreover, the top Betti number \( b_{n-1}(P^{-1}_H(D_0)) = b_n(\mathbb{C}^n, P^{-1}_H(D_0)) \) is a sum of certain Milnor numbers and intersections numbers at infinity, where \( D_0 \subset \mathbb{C} \) is some disc such that \( B_{P_H} \cap D_0 = \{0\} \).

This is by definition our number \( \beta(V, \mathcal{H}) \).

Since the tube \( P^{-1}_H(D_0) \) and the fibre \( P^{-1}_H(0) \) have the same Euler characteristic (Remark 4.8), we get:

\[
(-1)^n \text{rank} \ H_n(\mathbb{C}^n, P^{-1}_H(D_0)) = \chi(\mathbb{C}^n, P^{-1}_H(D_0)) = 1 - \chi(\mathcal{H} \cap V). \]

Consider a germ of a pencil \( \mathcal{P}_\delta \) of hyperplanes of \( \mathbb{P}^n \) parametrised by an arbitrarily small disk \( \delta \subset \mathbb{C} \subset \mathbb{P}^1 \) centred at 0, where \( \pi : \mathcal{P}_\delta \setminus A \to \delta \) is the projection to the parameter, which contains our admissible hyperplane \( \mathcal{H} \) and such that \( \pi(\mathcal{H}) = 0 \). We require that \( \mathcal{P}_\delta \) is generic with respect to \( V \), in the sense that the axis \( A \) of this pencil \( \mathcal{P}_\delta \) (which is of dimension \( n - 2 \)) is transversal to the Whitney stratification \( \mathbb{P}W \) of \( V \subset \mathbb{P}^n \), and more precisely transversal to the induced stratification \( \mathbb{P}W_{\mathcal{H}} \) on the slice \( V \cap \mathcal{H} \). The choice of the axis covers a Zariski-open subset of all hyperplane slices of \( V \cap \mathcal{H} \).

Since the general member \( \mathcal{H}_{\text{gen}} \) of this pencil germ is a general hyperplane with respect to \( V \), by (8) we have:

\[
(-1)^n \text{pol}(V) = 1 - \chi(V \setminus \mathcal{H}_{\text{gen}}).
\]

Taking the difference, we obtain:

\[
(-1)^n [\text{pol}(V) - \text{rank} \ H_n(\mathbb{C}^n, P^{-1}_H(D_0))] = \chi(V \setminus \mathcal{H}) - \chi(V \setminus \mathcal{H}_{\text{gen}}) = \chi(V \cap \mathcal{H}_{\text{gen}}) - \chi(V \cap \mathcal{H}).
\]

Since the axis \( A \) of the pencil \( \mathcal{P}_\delta \) is stratified-transversal to \( \mathbb{P}W \) and the stratified singularities of the pencil \( \mathcal{P}_\delta \) outside \( A \) are precisely the set of points of non-transversality \( \text{Sing}_{\mathbb{P}W}(V \cap \mathcal{H}) \) of \((*)\), it follows that the variation of the topology of the pencil \( \mathcal{P}_\delta \) at its fibre \( \mathcal{H} \) is localisable, by excision, at the points \( q \in \text{Sing}_{\mathbb{P}W}(V \cap \mathcal{H}) \), the pencil being equisingular at the other points of \( V \cap \mathcal{H} \).

In homology, this variation is concentrated in dimension \( n - 1 \), and its contribution is the number \( \alpha_q(V, \mathcal{H}) \) defined at (5.1).

More precisely, for some small enough ball \( B_q \) at \( q \in V \cap \mathcal{H} \), we have the following trivial, respectively locally trivial, fibrations induced by pencil projection \( \pi \), where \( \mathcal{P}_\delta^q := \)
π⁻¹(δ \ {0}), and where the radius of δ is much smaller than the radii of the balls B_q such that they are Milnor data of the function π at each point q:

\[ V \cap (P_δ \setminus A) \setminus \bigcup_{q \in \text{Sing}_{PW}(V \cap H)} B_q \rightarrow \delta \quad \text{and} \quad B_q \cap V \cap \mathcal{P}_δ^* \rightarrow \delta \setminus \{0\} \]

Since \( B_q \cap V \cap \mathcal{P}_δ \) is contractible for all \( q \in \text{Sing}_{PW}(V \cap H) \), and since \( V \cap \mathcal{P}_δ \) contracts to \( V \cap \mathcal{H} \), we get, by excising the complement of \( \bigcup_q B_q \) in the pair \( (V \cap \mathcal{P}_δ, V \cap \mathcal{H}_{\text{gen}}) \):

\[
\chi(V \cap \mathcal{H}_{\text{gen}}) - \chi(V \cap \mathcal{H}) = - \sum_{q \in \text{Sing}_{PW}(V \cap H)} \chi(B_q \cap V \cap \mathcal{P}_δ, B_q \cap V \cap \mathcal{H}_{\text{gen}})
= (-1)^{n-1} \sum_{q \in \text{Sing}_{PW}(V \cap H)} \alpha_q(V, \mathcal{H})
\]

From this we obtain:

\[
\beta(V, \mathcal{H}) = \text{rank } H_n(\mathbb{C}^n, P_{\mathcal{H}}^{-1}(D_0)) = \text{pol}(V) - \alpha(V, \mathcal{H}).
\]

This ends the proof of our formula. \(\square\)

One may derive lower bounds for the polar degree from (22) either from the contribution of \( \alpha(V, \mathcal{H}) \) or from that of \( \beta(V, \mathcal{H}) \). We refer to §5.3 and §6.2 for more details on lower bounds, and we give below some examples with explicit computations of \( \alpha(V, \mathcal{H}) \) and \( \beta(V, \mathcal{H}) \).

### 5.3. On the effective computability of the numbers \( \alpha(V, \mathcal{H}) \) and \( \beta(V, \mathcal{H}) \).

Our formula (22) compared to Huh’s (3), and to Dimca-Papadima’s (2), amounts to a quantisation of the relative homology group \( H_n(\mathbb{P}^n \setminus V, (\mathbb{P}^n \setminus V) \cap \mathcal{H}) \) into localised numerical invariants depending on the admissible hyperplane \( \mathcal{H} \). Each local invariant is the number of solutions of a system of algebraic equations, and therefore computable, with help of adequate software, as follows.

The local Milnor-Lê numbers \( \alpha_q(V, \mathcal{H}) \) which compose the term \( \alpha(V, \mathcal{H}) \) of (22) are computable by the formula (19) as local polar multiplicities at each point \( p \in V \cap \mathcal{H} \).

The number \( \beta_{\text{aff}}(V, \mathcal{H}) \) represents the total Milnor number of the polynomial \( P_{\mathcal{H}} \) outside the fibre \( P_{\mathcal{H}}^{-1}(0) \), and is computable algebraically.

The number \( \beta_\infty(V, \mathcal{H}) \) is the sum of polar intersection multiplicities at points at infinity, which are computable by (15).

Moreover, due to the positivity characterisation (16), and by the formula (22), the number of \( t \)-singularities at infinity of a \( \mathcal{T}_0 \)-type polynomial outside its fibre over 0 provides a lower bound for \( \text{pol}(V) \). In order to detect the set of \( t \)-singularities at infinity of a \( \mathcal{T}_0 \)-type polynomial \( P \) outside \( P^{-1}(0) \) by using the characterisation (14), we may do as follows. According to [Ti15, Prop. 2.1.3], in any chart \( U_i := \{ x_i \neq 0 \} \) we consider the affine polar locus \( \Gamma_{(p,t)}(x_n, \tau)^{(i)} \), and then we have for it the equality of polar germs at the point \( (p, t) \in X_p \infty \) (in the notations of §4.2):

\[
\Gamma_{(p,t)}(x_n, \tau)^{(i)} = \overline{\Gamma}_{(p,t)}(x_i, P)
\]
The affine polar curve $\Gamma_{(p,t)}(x_i, P)$ is defined by a number of algebraic equations, and the asymptotic values $t \neq 0$ as well as the points $(p, t)$ can be found effectively, as done in [JT], [DTT].

These methods of computation are used in the examples displayed below, which close close section.

5.4. Contributions of types $\alpha(V, \mathcal{H})$ and $\beta(V, \mathcal{H})$.

Example 5.5 (Hypersurfaces with isolated singularities). Our first example is the hypersurface

$$V := \{x(xy + z^2) = 0\} \subset \mathbb{P}^2.$$  

We compute its polar degree by using the formula (22) of Theorem 5.4. It has a single isolated singularity at the point $[0; 1; 0]$, which is in particular the single special point\(^{15}\) of $V$.

Let $\mathcal{H} := \{z = 0\} \subset \mathbb{P}^2$. Then $V \setminus \mathcal{H} = P_{\mathcal{H}}^{-1}(0)$ for $P_{\mathcal{H}}(x, y) = x(xy + 1)$. This polynomial has an interesting behaviour at infinity, well-known in the literature (e.g. [Br], [ST1]), and therefore we will extract here some results without giving the full details. The polynomial $P_{\mathcal{H}}$ has no affine critical points, hence $\beta^{\text{aff}}(V, \mathcal{H}) = 0$. At infinity, $P_{\mathcal{H}}$ may have $t$-singularities only on the line $\{(0; 1; 0)\} \times \mathbb{C}$, and they are isolated. It turns out that the unique isolated $t$-singularity at infinity of $P$ is the point $\{(0; 1; 0)\} \times \{0\}$. This is on the fibre $P_{\mathcal{H}}^{-1}(0)$, so it does not count in our computation of vanishing cycles (cf Theorem 4.7), and therefore $\beta^{\infty}(V, \mathcal{H}) = 0$.

On the other hand, by computing the local polar curve at the special point $p = [0 : 1 : 0] \in V$ we get $\alpha_p(V, \mathcal{H}) = \alpha_p(V) = 1$. By applying Theorem 5.4 we get $\text{pol}(V) = 1$.

Let us now consider the modified projective curve

$$V' := \{x(xy + z^2) - bz^3 = 0\} \subset \mathbb{P}^2$$

for $b \neq 0$, having a unique singularity at $p = [0; 1; 0]$. Then $V' \setminus \mathcal{H}$ is the fibre over 0 of the polynomial $Q_{\mathcal{H}}(x, y) = x(xy + 1) - b$, and $Q_{\mathcal{H}}$ has still no affine critical points (thus $\beta^{\text{aff}}(V', \mathcal{H}) = 0$). But this time $Q_{\mathcal{H}}$ has its single isolated $t$-singularity at infinity at the point $\{(0; 1; 0)\} \times \{b\}$ which is not on $Q_{\mathcal{H}}^{-1}(0)$ and we obtain $\beta^{\infty}(V', \mathcal{H}) = 1$. This can actually be computed (see §3 for the notations, and [ST1], [Ti5] for the details) as the jump $A_2 \mapsto A_3$ of the local type of the singularity of the fibre $X_t$ at the point $[0; 1; 0] \in X^\infty$ at the value $t = b$.

As above, we also get $\alpha_p(V', \mathcal{H}) = 1$ from the unique special point $p \in V'$. By applying Theorem 5.4 we now have $\text{pol}(V') = 1 + 1 = 2$.

Example 5.6 (Non-isolated singularities.). We consider the projective surface

$$V := \{f = x^2z + xyw + y^3 = 0\} \subset \mathbb{P}^3$$

with singular locus the line $L := \{x = y = 0\}$. This is mentioned in [CRS, §3.2] as the rational scroll $Y(1, 2)$, and it is related to a sub-Hankel surface [CRS, Example 4.7]. It is known to be a homaloidal surface. Our approach to compute $\text{pol}(V) = 1$ goes as follows.

---

\(^{15}\)See the next section for the definition of special points.
The coordinates of $\mathbb{P}^3$ are $[x; y; z; w]$ and we consider the hyperplane $H := \{ \hat{t} = w = 0 \}$. Let us first remark that $H$ is admissible since it has a tangency at $p$ only, and since the polar locus $\Gamma(\hat{t}, f)$ is empty. We may therefore apply Theorem 5.4 provided that we compute its ingredients $\alpha$ and $\beta$, which we shall do in the following.

We first compute $\alpha(H, V)$. The line $L$ has a generic transversal type $A_1$, which actually holds at all points, except of the point $p = [0; 0; 1; 0] \in L$ which is a non-isolated singularity of type $J_2, \infty$. This point $p$ is therefore the only candidate as a special point or $V$ (see the next section for the definition), so let us check if $p$ is special or not. In the chart $\{z = 1\}$, we have $f_p := f_{(z=1)} = x^2 + xyw + y^3$, and $H_0$ denotes a local representative of the projective hyperplane $H$. The polar locus $\Gamma(w, f_p)$ is a curve, and by solving equations we get its parametric presentation as: $(-\frac{1}{12} w^3, \frac{1}{6} w^2, w) \in \mathbb{C}^3$ for $w \in \mathbb{C}$. The intersection multiplicity at the origin into $H_0, \Gamma(w, f_p)$, which by definition is $\alpha_p(H, V)$, is equal to 1. It is thus equal to $\text{mult}_0 \Gamma(w, f_p)$, and also equal to the generic Milnor number $\alpha_p(V)$. Therefore $p$ is indeed the unique special point of $V$.

We next show that $\beta(V, H) = 0$. Our $H$ is the hyperplane “at infinity” and the corresponding polynomial $P$ defined on $\mathbb{C}^3 = \mathbb{P}^3 \setminus H$ is $P_H(x, y, z) = x^2 z + xy + y^3$. This polynomial has no singularities outside $P_H^{-1}(0)$, thus $\beta^\text{aff}(V, H) = 0$. Next, by Corollary 4.4, $t$-singularities at infinity occur only on the line $\{p\} \times \mathbb{C} \subset \mathbb{X}^\infty$, and that they are isolated. We then use §5.3 to detect them. We compute $\Gamma(z, P_H)$, which is a curve. The restriction of $P_H$ on it detects asymptotically all the values $(p, t)$ which are the $t$-singularities at infinity. In our case the only asymptotical value is $t = 0$, but this is not outside $P_H^{-1}(0)$. So there are no isolated $t$-singularities at all, and thus $\beta^\infty(V, H) = 0$. Theorem 5.4 then gives $\text{pol}(V) = 1 + 0 = 1$.

Let us consider the cubic surface:

$$V := \{ f = x^2 z + y^2 w = 0 \} \subset \mathbb{P}^3$$

with $\text{pol}(V) = 2$. Its singular locus is the same line $L := \{ x = y = 0 \}$ of transversal type $A_1$, now except of two $D_\infty$-points $p = [0; 0; 1; 0]$ and $q = [0; 0; 0; 1]$. By similar computations as above, it turns out that these two points are the only special points of $V$ (see the next section for the definition), with $\alpha_p(V) = \alpha_q(V) = 1$.

The above hyperplane $\{ w = 0 \}$ is no more admissible since its non-transversality locus is a line. We chose now $H := \{ w - x - y = 0 \}$. In order to compute the invariants, we apply a linear change of variables such that $\hat{t}$ is the new variable $w$ and the others do not move. In this new system of coordinates we have $V := \{ f = x^2 z + y^2 w - xy^2 - y^3 = 0 \}$ and $H := \{ \hat{t} = w = 0 \}$ with a single non-transversality point at $p = [0; 0; 1; 0]$.

By using §5.3 in the chart $z = 1$, we get $\alpha_p(V, H) = 1$, thus we have $\alpha(V, H) = 1$.

For detecting $\beta(V, H)$ we use again §5.3. We consider the polynomial $P_H(x, y, z) = x^2 z + y^2 - xy - y^3$ on $\mathbb{C}^3 = \mathbb{P}^3 \setminus H$ and check that it has no singularities outside the fibre $P_H^{-1}(0)$, thus $\beta^\text{aff}(V, H) = 0$. To find the $t$-singularities at infinity outside $P_H^{-1}(0)$, we compute the affine polar curve $\Gamma(z, P_H)$. It has the parametrisation $(1 - \frac{3}{2} y, y, \frac{1}{2 - 3y}) \in \mathbb{C}^3$ for $y \in \mathbb{C}$. We compute the asymptotic values of the restriction $P_H$ for all branches which tend to infinity, and we find that the only finite value different from 0 is $\lim_{y \to \frac{1}{2}} P_H = \frac{1}{27}$. The point $(p, \frac{1}{27}) \in \mathbb{X}^\infty$ is therefore the unique $t$-singularity at infinity outside $P_H^{-1}(0)$. We
then compute the local intersection multiplicity $\text{int}_{(p, \frac{4}{27})}(\overline{\Gamma}_{(p,t)}(z, P_{t}), P_{t})$ and find that its value is 1.

This yields $\beta^{\infty}(V, \mathcal{H}) = 1$, hence we get $\beta(V, \mathcal{H}) = 1$. Finally $\text{pol}(V) = 1 + 1 = 2$ by Theorem 5.4.

6. Special points, and lower bounds for the polar degree

6.1. The definition of special points of $V$. We fix a homogeneous Whitney stratification $\mathcal{W}$ of the homogeneous hypersurface $\{f = 0\} \subset \mathbb{C}^{n+1}$, and we remind from §3.2 that the projectivised stratification $\mathbb{P}\mathcal{W} := \mathcal{W}^*/\mathbb{C}^*$ yields a Whitney stratification of the projective hypersurface $V$.

**Definition 6.1** (Special points of $V$). Let $p \in \text{Sing}(V)$ such that $p$ is a stratified isolated singular point for some Whitney stratification $\mathbb{P}\mathcal{W}$ of $V$. We say that $p$ is a *special point* of $V$ if $\alpha_p(V) > 0$.

The next result tells that the set of all special points of $V$ is an intrinsic invariant.

**Proposition 6.2.** The set $V_{\text{spec}} \subset V$ of special points is a finite subset of $V$ which is independent of the stratification of $V$. In particular, $V_{\text{spec}}$ is included in the set of point-strata of the coarsest Whitney stratification of $V$.

**Proof.** If the point $p$ is on a stratum of dimension $> 0$ of some Whitney stratification $\mathbb{P}\mathcal{W}$, then $\alpha_p(V) = 0$ since the complex link of any stratum of positive dimension is contractible. Therefore only point-strata of $\mathbb{P}\mathcal{W}$ can be special points (according to Definition 6.1), and these point-strata are finitely many since $V$ is compact. It also follows that only points $p$ which are point-strata of any Whitney stratification of $V$ can be special points, thus our last assertion is proved. □

**Remark 6.3.** In case $V$ has nonisolated singularities, the inclusion in the statement of Proposition 6.2 might be strict. As a local example, consider the Briançon-Speder [BS] family of hypersurface germs which is $\mu$-constant but not $\mu^*$-constant; then the origin is a point-stratum in the coarsest local Whitney stratification, but it is not a special point.

In case $(V, p)$ is an (at most) isolated singularity germ, we have $\alpha_p(V) = \mu_p(V \cap \mathcal{H}_{\text{gen}}) \geq 0$, with annulation $\mu_p(V \cap \mathcal{H}_{\text{gen}}) = 0$ if and only if $(V, p)$ is nonsingular\textsuperscript{16}. Therefore we get:

**Corollary 6.4.** If $V$ has only isolated singularities, then $V_{\text{spec}} = \text{Sing}(V)$. □

**Note 6.5.** The notion of “special point” can be defined like above for any singular complex space $X$ of pure dimension $n - 1$ such that the shifted constant sheaf $\mathcal{Q}_X[n - 1]$ is a $\mathbb{Q}$-perverse sheaf on $X$. The set $X_{\text{spec}}$ is then called to play a similar role as the set $\text{Sing}X$ for such spaces $X$ with isolated singularities only. In our case of hypersurfaces $V$, we shall see this for instance in Corollary 6.6.

\textsuperscript{16}This is a well-known fact, see e.g. [T\textsuperscript{3}, Prop. 4.1] and more references therein.
6.2. On lower bounds for the polar degree.

We have seen in Remark 4.3 that the set of admissible hyperplanes for \( f \) at some point \( p \in \text{Sing} \, V \) is a Zariski-open subset of the set of all hyperplanes through \( p \). Therefore, if \( \mathcal{H} \) is admissible for \( f \) at \( p \in \text{Sing} \, V \), then we obtain from Theorem 5.4:

\[
\text{pol}(V) \geq \alpha_p(V, \mathcal{H}) + \beta(V, \mathcal{H}) \geq \alpha_p(V, \mathcal{H}) \geq 0
\]

where the last inequality reads “\( > 0 \)” if and only if \( p \) is a “special point” of \( V \) (this notion will be defined in §6.1 below). We recall the notation \( \alpha_p(V) := \alpha_p(V, \mathcal{H}_\text{gen}) \).

The following statement is a consequence of Theorem 5.4 via the inequality (23):

**Corollary 6.6.** Let \( V \subset \mathbb{P}^n \) be a projective hypersurface which is not a cone. Then:

\[
\text{pol}(V) \geq \max_{p \in V_{\text{spec}}} \alpha_p(V).
\]

**Remark 6.7.** Corollary 6.6 extends to any singular locus Huh’s result [Huh2, Theorem 2] that holds in the setting of \( V \) with isolated singularities only. More generally, if \( V \) has non-isolated singularities and also isolated singular points, then our formula (24) implies that if \( V \) is homaloidal, then its isolated singularities must be of type \( A_k \), just as in Huh’s setting.

Let us show here what becomes Corollary 6.6 in the particular case of \( V \) with isolated singularities only. A point \( p \in \text{Sing} \, V \) is then a special point of \( V \) (by Corollary 6.4). Since \( \alpha_p(V) = \mu_p^{(n-2)}(V) \), Corollary 6.6 yields the inequality:

\[
\text{pol}(V) \geq \max_{p \in \text{Sing}(V)} \mu_p^{(n-2)}(V)
\]

which recovers the general formulation of Huh’s result [Huh2, Theorem 2], stated in (4) in a particular form.

**Remark 6.8.** If an admissible hyperplane \( \mathcal{H} \) has an isolated stratified tangency to \( V \) at \( p \not\in V_{\text{spec}} \), then this tangency contributes to \( \text{pol}(V) \) with the positive summand \( \alpha_p(V, \mathcal{H}) \). In case of a non-degenerate quadratic contact, this contribution is 1, and in case of higher order tangency, it is 2 or more. In particular homaloidal hypersurfaces may have such isolated tangency points for admissible hyperplanes, but the orders of contact cannot be higher than 1.

6.3. On hypersurfaces with \( \text{pol}(V) = 0 \). Let us observe that Huh’s result [Huh2, Theorem 2] does not apply in this case. Indeed, the following equivalence should be well-known: *if \( V \) has at most isolated singularities, then \( \text{pol}(V) = 0 \) if and only if \( V \) is a cone.* If \( V \) has isolated singularities only and it is a cone, then it has a unique apex \( q \) which is moreover the unique singular point of \( V \) (since if not so, then \( V \) would have non-isolated singularities in both cases). Precisely this case “\( V \) is a cone of apex \( q \)” is excluded in Huh’s result [Huh2, Theorem 2].

In the same setting of \( V \) with isolated singularities only, our formula (23) does not apply in the case \( \text{pol}(V) = 0 \) either. The reason is that the generic hyperplanes through
the unique apex $q$ of the cone $V$ are not admissible. Indeed, if the cone $V$ is not smooth, then its apex is an isolated singular point, thus a special point. For a generic linear $l$ form in the slice $K = \{x_0 = 1\}$ at this point $q$, the polar locus $\Gamma(l, g)$ is of dimension 1 due to the fact the the apex $q$ is an isolated singularity of $V$. By Lemma 2.3, it then follows that $\dim \Gamma(\hat{l}, f) = 2$. This proves our claim that that all general hyperplanes $\mathcal{H}$ through $q$ are non-admissible, and thus Theorem 5.4 does not apply.

**Corollary 6.9.** Let $V \subset \mathbb{P}^n$ be any projective hypersurface with $\text{pol}(V) = 0$, but not a cone. Then $V$ has no special points.

**Proof.** Since $p \in \text{Sing} V$ is not an apex of a cone, Theorem 2.1 shows, via Remark 4.3, that there is a Zariski-open set of admissible hyperplanes $\mathcal{H}$ through $p$. Therefore Theorem 5.4 applies and yields the inequality:

\[
\text{pol}(V) \geq \alpha_p(V) \geq 0,
\]

where $\alpha_p(V) > 0$ whenever $p \in V_{\text{spec}}$, by definition. But this contradicts our assumption $\text{pol}(V) = 0$. \hfill \Box

We end by an interesting example of a projective hypersurface which is not a cone, but has polar degree equal to 0. It has been believed long ago (see [Hes1, Hes2]) that $\text{pol}(V) = 0$ implies “$V$ is a cone”. Well-known to be true for $V$ with isolated singularities, this is not true whenever $V$ has nonisolated singularities, cf [GN].

**Example 6.10.** The projective hypersurface

$$V := \{f = z_3^{d-1}z_0 + z_3^{d-2}z_4^2z_1 + z_4^{d-1}z_2 = 0\} \subset \mathbb{P}^4,$$

of degree $d \geq 3$, is a well known example of a hypersurface with vanishing Hessian, thus $\text{pol}(V) = 0$, which is not a cone, see e.g. [Huh2].

Its singular locus is the 2-plane $\text{Sing} V = \{z_3 = z_4 = 0\} \subset \mathbb{P}^4$. This plane contains a curve $C$ of degree $d - 1$ where the transversal type changes. This curve $C$ has a single singularity at the point $p = [0; 0; 1; 0; 0]$ of cusp type.

In the affine chart $\{z_2 = 1\} \cong \mathbb{C}^4$, we compute the generic affine polar curve $\Gamma(l, g)$ where $g := f_{|\{z_2=1\}}$ and $l : \mathbb{C}^4 \to \mathbb{C}$ is a generic linear form. We get that $\dim \Gamma(l, g) = 1$ and that $\Gamma(l, g)$ intersects $C$, but not at the point $p$ (which represents the origin of this chart). This shows that $p$ is not a special point of $V$. Repeating the computation at the intersection points $\Gamma(l, g) \cap \text{Sing} V$ by using local generic linear forms at each such point, instead of the the affine generic $l$, we find that there are no local polar curves, and therefore these points are not special points either. Altogether this confirms Corollary 6.9.

Although the generic affine polar curve in this chart is empty at the origin, there are relatively generic hyperplanes $\mathcal{H} = \{\hat{l} = 0\}$ containing the singular point $p$ and satisfying condition (\ast). But all these are not admissible because the polar locus $\Gamma(\hat{l}, f)$ has dimension 2, and therefore Theorem 5.4 does not apply.
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