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ABSTRACT

This work introduces cross-attention conformer, an attention-based architecture for context modeling in speech enhancement. Given that the context information can often be sequential, and of different length as the audio that is to be enhanced, we make use of cross-attention to summarize and merge contextual information with input features. Building upon the recently proposed conformer model that uses self attention layers as building blocks, the proposed cross-attention conformer can be used to build deep contextual models. As a concrete example, we show how noise context, i.e., short noise-only audio segment preceding an utterance, can be used to build a speech enhancement feature frontend using cross-attention conformer layers for improving noise robustness of automatic speech recognition.

Index Terms— Noise robust ASR, noise context, speech separation, ideal ratio mask

1. INTRODUCTION

Performance of automatic speech recognition (ASR) systems in the presence of noise has improved quite significantly over the last few years. The use of neural network based acoustic models [1, 2, 3, 4], and large scale training [5, 6, 7] have been the main contributing factors. Augmenting training data using simulated noisy utterances [8], and other strategies [9, 10] have also played important roles. Even with these improvements, performance of ASR models still degrades in the presence of significant background noise [11, 12]. Speech enhancement frontends for ASR that specifically address background noise have therefore been widely studied [13].

Typical speech enhancement frontends map noisy speech to clean speech either in the waveform domain [14, 15] or in the ASR feature domain [16]. But, in a number of applications, it is possible to have additional contextual signals that can aid enhancement. Contextual signals provide useful information about the acoustic scene in which the noisy audio is recorded. Such information cannot be easily inferred just from the segment of audio that is to be enhanced. Examples include noise context, i.e., a short segment of noise preceding speech, and speaker embedding or speaker enrollment utterance [17]. A notable example of an enhancement model that makes use of contextual information is the SEANet [18], which uses synchronized accelerometer data as contextual input to perform enhancement.

Noise context has been used in prior works for improving robustness of ASR, and wake-word detection models. In noise-aware training [19], features from the first few noise-only frames are averaged and stacked with input features. This approach works mainly for stationary noise types, since the averaged feature does not capture variations. Noise context is successfully used in the Multichannel Cleaner algorithm [20] for learning a noise-cancellation filter. The approach is multi-channel, and makes use of the strong correlation between noise signals recorded at multiple microphones to learn the filters. The filters are kept fixed and used to remove noise from the audio containing target speech or the wake-word. Motivated by this, in the current work, we make use of the noise context but build a single-channel enhancement frontend using neural networks. Even without using multiple microphone channels, our results show that the spectral characteristics derived from the noise context can provide useful information for improving performance.

When using contextual signals as additional input, typically, they are assumed to be either in sync or summarized to a single embedding. For example, in noise-aware-training, the noise is averaged to a vector or a noise embedding; speaker enrollment audio is typically converted to a speaker embedding (a.k.a. d-vector) [21, 22]. The summarized information can then be easily appended to each frame of the noisy input audio. Other contextual signals, like accelerometer data in SEANet, or synchronized noise estimate [23], are of the same length as the input audio, making it easy to stack them with the noisy input. But, in reality, not all contextual signals can be treated in these ways without loss of information. Noise context signals, for example, can be of different lengths than the input audio, and summarizing it into a single embedding will likely result in loss of information. Similarly, a device can have multiple speaker enrollments, resulting in multiple d-vectors – one per enrolled speaker – and it may not be known, a priori, which speaker is active. In this work, relying on the cross-attention mechanism [24], we develop a model architecture that makes it easy to incorporate contextual signals that are not necessarily of the same length as the input or be easily summarized into a fixed length embedding.
Attention-based sequence-to-sequence models are now the leading architecture for building speech applications [25, 26, 27, 28, 14]. Most models use multiple layers of self-attention blocks to encode acoustic features into a hidden representation. For ASR, the encoded features are then decoded to word sequences using recurrent transducers [29] or attention-based models [30]. Attention-based decoders are LSTM-based [30], or themselves use blocks of self-attention and cross-attention [31]. Cross-attention allows the decoder layers to attend to encoded acoustic features when predicting the sequence of word tokens. While prior work on cross-attention-based models have mainly used the standard transformer architecture [31, 32], the recently proposed conformer architecture [25] for self-attention has been shown to work well when processing acoustic features. In this work, we propose extending the conformer architecture to build cross-attention blocks for incorporating contextual information.

Using noise-context modeling as an example of context modeling in speech enhancement, we show that conformer-based cross-attention blocks can be used to obtain significant improvements in performance in noisy conditions, in terms of word error rate (WER). When using a large-scale state-of-the-art ASR system [33], using noise context improves WERs by 9% – 28% relative to the noisy baseline, and 5% – 19%, relative to a model that does not use noise context. Since this work specifically focuses on ASR, the enhancement frontend operates directly in the feature domain without the need to reconstruct audio in the waveform space. But the presented models can be readily used for speech enhancement in the waveform domain for improving speech quality.

The rest of the paper is organized as follows. In Section 2 we present the cross-attention conformer and various modeling choices when constructing the layer. Section 3 presents our experimental setup, which is followed by results in Section 4. Conclusions and a discussion of future work are presented in Section 5.

2. CROSS-ATTENTION CONFORMER

A block diagram of the proposed cross-attention conformer is shown in Fig. 2. Similar to a conformer layer, which is shown in Fig. 1, the cross-attention conformer layer consists of blocks of feed-forward modules and convolutional modules. Motivated by the use of cross-attention for summarizing speaker information in [17], the proposed model replaces multi-headed self-attention with multi-headed cross-attention modules, and uses an additional feature-wise linear modulation layer [34] to merge context features with input features. These modules are described in detail in the following subsections.
2.2. Cross-attention Conformer block

The proposed cross-attention conformer layer that extends the conformer layer to make use auxiliary inputs.

Apart from the input features, the cross-attention conformer also receives context features as auxiliary input. Similar to the first few modules of a conformer, both input features and auxiliary features are first processed through half-step feed-forward modules, and convolutonal modules. This is followed by a multi-headed cross-attention module that uses the processed input features to derive the query vector, and the processed auxiliary features to derive the key and value vectors [37, 24]. The goal of this first cross-attention block is to summarize the context features independently for each frame of the processed input feature. This allows the model to learn a weighted combination of the frames of the noise context features for each input frame to be enhanced. The summarized noise context features are essentially input-frame-specific noise embeddings. Unlike prior work that computes a single noise embedding to be used by every input frame [19], computing input-frame-specific noise embeddings allow the model to better handle non-stationary noise types that have a lot of temporal variations and cannot be easily summarized using a single embedding vector.

The first cross-attention module is followed by a merge operation, that combines the context features with the input features using feature-wise linear modulation (FiLM) [34]:

$$\text{FiLM}(x, y) = r(y) \odot x + h(y).$$  \hspace{1cm} (1)

Here, $r$ and $h$ are affine transforms, and $x$ and $y$ are the inputs to the FiLM layer, $\odot$ stands for pointwise multiplication. FiLM has been shown in prior work to be more expressive when combining multiple feature representations as opposed to the simpler weighted combination.

The FiLM layer is followed by another cross-attention layer that merges the input features, which are again used as query vectors, and the output of the FiLM layer, which is used to derive the key and value vectors. The goal of the second cross-attention is to learn longer-term interactions in the processed feature, similar to the self-attention block in a conformer.

In Sec. 4, we present ablations that show the benefit of the FiLM module and the second cross-attention module.

Similar to the conformer, each processing module starts with a layer norm; there are residual connections between the modules. When not using FiLM and a second cross-attention layer, residual connections act as a simple mechanism to combine the summarized context features from the output of the first cross-attention module with the input features.

Mathematically, a cross-attention conformer layer transforms its input features, $x$, and context features, $n$, to output features, $y$, as follows:

$$\tilde{x} = x + \frac{1}{2} \text{FFN}(x), \tilde{n} = n + \frac{1}{2} \text{FFN}(n),$$
$$x' = \tilde{x} + \text{Conv}(\tilde{n}), n' = \tilde{n} + \text{Conv}(\tilde{n}),$$
$$x'' = x' + \text{MHCA}(x', n'),$$
$$x''' = x'' \odot r(x'') + h(x''),$$
$$x'''' = x' + \text{MHCA}(x', x'''),$$
$$y = \text{LayerNorm}(x'''' + \frac{1}{2} \text{FFN}(x''')).$$  \hspace{1cm} (2)

Here, FFN, Conv, and MHCA, stand for feed-forward module, convolution module and multi-headed cross-attention module, respectively.

Cross-attention conformer blocks can be stacked to learn deeper representations. In practice, as we describe in the following section, we typically use conformer blocks that independently process input features and context features; the cross-attention layers operate on the encoded features and the encoded context. When stacking multiple cross-attention layers, the encoded context is passed as auxiliary input to each of those layers.
3. EXPERIMENTAL SETTINGS

3.1. Data

All of our models are trained on a combination of 281k utterances from the Librispeech training set \[38\] and 1,916k utterances from an internal, vendor collected dataset. The noisy utterances are generated using a room simulator \[8\], with signal-to-noise (SNR) ratio ranging from \(-10\) dB to \(30\) dB. Noise is sampled from internally collected noise snippets that simulate conditions like cafe, kitchen, and cars, and freely available noise sources from Getty\(^1\) and YouTube Audio Library\(^2\). Room configurations have reverberation times (\(T'60\)) ranging from 0 msec to 900 msec. We generate multiple copies of the data under different mixing conditions in order to model enough combinations of clean speech, background noise, and room-configuration.

A 6-second noise-only segment preceding a query is assumed to be available to model noise context. This is simulated during training by choosing longer segments of noise compared to target queries \(^3\).

For evaluations, we use 3 groups of noisy sets:

- The first group is created by mixing the test-clean subset of Librispeech with similar, but held-out, noise segments as the training set. 3 subsets, at SNRs \(-5\) dB, \(0\) dB, and \(5\) dB, are constructed. There are \(\sim2.6k\) utterances in each subset.

- The second group is created using a held-out vendor-collected test set, which was re-recorded in a room using a mouth simulator. These utterances are then mixed with re-recorded noise to simulate a movie playing in the background when a query is spoken. The utterances are mixed at SNRs, \(0\) dB, \(6\) dB, and \(12\) dB. There are \(\sim2k\) utterances in each subset.

- Finally, we also evaluate performance in multi-talker conditions. We mix Librispeech test-clean and test-other subsets with competing speech from Librispeech and vendor collected sets at SNRs, \(-5\) dB, \(0\) dB, and \(5\) dB. Although our model is not trained on this type of data, we expect the noise context to carry information about competing speech that the model can use for enhancement. Competing speech is also highly non-stationary; therefore, this set helps measure how well our models can generalize to previously unseen and challenging conditions. There are \(\sim5.5k\) utterances in each subset.

\(^1\)https://www.gettyimages.com/about-music
\(^2\)https://youtube.com/audiolibrary
\(^3\)Some target utterances are long, e.g., in Librispeech, making it harder to choose noise segments longer than target speech. In those cases, only some initial portion of the noisy speech will have the same acoustic characteristics as the noise segment.

3.2. Overall architecture

The overall architecture of the model is shown in Fig. 3. It consists of an enhancement frontend and a pretrained ASR model. The enhancement frontend takes noisy input features and noise context features, and outputs enhanced features, which are then fed to the ASR model for final transcription. The ASR model and the enhancement frontend are trained independently and on disjoint training sets. Each of these modules is described in detail in the following subsections.

![Fig. 3: A block diagram of the overall architecture. The enhancement frontend consists of speech and noise encoders, and the cross-attention encoder, each of which can have multiple layers. The ASR model takes enhanced features as input.](image)

3.3. Enhancement frontend

3.3.1. Features

The enhancement frontend operates in the feature space, without the need to transform enhanced audio back to the time domain. As features, we use 128-dimensional log Mel spectrograms. The window size is set to 32 msec, with a hop size of 10 msec. Log Mel spectrograms are computed for both input features and noise context using the same parameters.

3.3.2. Targets

The enhancement frontend uses the ideal ratio mask (IRM) as the training target \[16\]. IRMs are computed using reverberant speech and reverberant noise, with the assumption that speech and noise are uncorrelated in the Mel spectral space:

\[
M(t, c) = \frac{X(t, c)}{X(t, c) + N(t, c)}. \tag{3}
\]
Here, $X$ and $N$ are the reverberant speech and the reverberant noise Mel spectrograms, respectively. $t$ and $c$, represent time and Mel frequency bin indices. We choose to estimate IRMs because the targets are bounded between $[0, 1]$, simplifying the estimation process. Moreover, the ASR model we use for evaluation is trained on real and simulated reverberant data, making it relatively robust to reverberant speech. Therefore, IRMs derived using reverberant speech as the target still provide substantial gains in performance.

### 3.3.3. Loss

The loss used during training is a combination of $\ell_1$ and $\ell_2$ losses between the IRM and estimated IRM, $\hat{M}$:

$$
\mathcal{L} = \sum_{t,c} [M(t,c) - \hat{M}(t,c)] + (M(t,c) - \hat{M}(t,c))^2.
$$

### 3.3.4. Inference

During inference, the estimated IRM is scaled and floored to reduce speech distortion at the expense of reduced noise suppression. This is especially important, since the ASR model is sensitive to speech distortions and non-linear frontend processing, which is one of the main challenges in improving performance of robust ASR models using enhancement frontends [39]. The enhanced feature is derived as:

$$
\hat{X}(t,c) = Y(t,c) \odot \max(\hat{M}(t,c), \beta)^\alpha.
$$

Here, $Y$ is the noisy Mel spectrogram, $\hat{X}$ is an estimate of the clean Mel spectrogram, $\alpha$ and $\beta$ are exponential mask scalar and mask floor. In our evaluations, $\alpha$ is set to 0.5, and $\beta$ is set to 0.01. The enhanced features are log-compressed, i.e. $\log(\hat{X})$, and passed to the ASR model for evaluation.

### 3.3.5. Enhancement model architecture

The baseline enhancement frontend with no noise context consists of 4 conformer layers for the speech encoder, each with 512 units. The kernel size for depthwise convolution within the convolutional module of the conformer is set to 15. For the self-attention blocks, the model uses masked attention with 8 attention heads, with each frame attending to 64 frames in the past. We do not use full attention models so as to build streaming enhancement models with no right context. After the final conformer layer, a fully connected layer with sigmoid activation function maps the encoded feature to the output. The model has $\sim 24M$ parameters.

The enhancement frontend that uses noise context has 2 conformer encoder layers each to process input features and noise context independently. 2 layers of cross attention conformers then process the encoded features and context. The model dimension of the conformer layers is set to 256, so that the model has $\sim 19M$ parameters, which is comparable to the baseline model. The number of attention heads and the kernel size for convolution is the same as the baseline model.

#### 3.3.6. ASR model

The ASR model used for evaluations is an LSTM based recurrent neural net transducer [33]. The model is trained on $\sim 400k$ hours of speech from a varied set of domains like VoiceSearch, YouTube, Telephony, and Farfield, and consists of anonymized and hand-transcribed English utterances. The model also uses data augmentation to simulate noisy conditions during training with SNRs between 0 dB and 30 dB, and reverberation times between 0 ms and 900 ms. This model is trained using log Mel spectrogram features computed the same way as those used by the enhancement frontend. Note that the ASR model is assumed to be pre-trained in this work, independent of the enhancement frontend.

All models are trained in TensorFlow [40] using the Lingvo toolkit [41]. We use Tensor Processing Units [42] and Adam optimization [43].

### 4. RESULTS

#### 4.1. Noise-context models

| Test set     | SNR   | 5 dB | 0 dB | $-5$ dB | Clean |
|--------------|-------|------|------|---------|-------|
| Baseline     | 36.5  | 22.5 | 14.0 | 6.7     |       |
| E0           | 33.6  | 20.4 | 13.3 | 6.7     |       |
| E1           | 32.2  | 19.8 | 12.9 | 6.7     |       |
| E2           | 31.9  | 19.6 | 12.6 | 6.7     |       |
| E3           | **31.8** | **19.3** | **12.7** | **6.8** |       |

The results on the simulated noisy Librispeech sets are shown in Tab. 1. As can be seen, all enhancement frontends improve performance across SNRs. E0, which is the frontend model that does not use any noise context, provides relative WER improvements of 7.8% at $-5$ dB, 9.3% at 0 dB and 4.5% at 5 dB. As one might expect, the gains are lower at higher SNRs. E3 corresponds to the model that makes use of noise context using the architecture described in Sec. 2.2. It uses the final formulation of the cross-attention conformer layer, with 2 cross-attention modules and the FiLM module. E3 improves WER by $\sim 5\%$ relative compared to E0. Compared to the baseline, it improves WER by 12.8%, 14.1% and 9.3% at $-5$ dB, 0 dB, and 5 dB, respectively. We also present
results using models that do not use the FiLM module (E2), and one without FiLM or the second cross attention (E1). E1 still outperforms E0 across conditions, but is worse than both E2 and E3. The results show that using noise context via the cross-attention conformer layers improves performance. E2 and E3 perform similarly, with E3 working marginally better at $-5$ dB and 0 dB. As shown in the table, performance in clean conditions (test-clean subset of Librispeech) is not adversely affected by the enhancement frontend.

Table 2: Results using noise context models on vendor collected test sets that was re-recorded and mixed with re-recorded noise. The baseline model uses no enhancement frontend. E0 corresponds to a frontend that does not use noise context. E3 is the model described in Sec. 2 with 2 cross-attention and the FiLM modules. E2 is model without FiLM. E1 is a model without FiLM or the second cross-attention.

| Test set | SNR       | Clean |
|----------|-----------|-------|
|          | 0 dB      | 6 dB  | 12 dB |
| Baseline | 46.3      | 19.0  | 8.6   |
| E0       | 42.5      | 17.3  | 7.6   | 2.1 |
| E1       | 37.0      | 15.1  | 6.4   | 2.2 |
| E2       | 35.1      | 14.2  | 6.5   | 2.4 |
| E3       | **34.6**  | 15.0  | 6.4   | 2.2 |

Results on the more realistic vendor-collected dataset are shown in Tab. 2. The overall trends are quite similar to the results on the simulated Librispeech test sets, but overall, the enhancement frontend produces larger relative gains. For example, E0, which does not use any noise context, provides relative improvements of 8.2% at 0 dB and 12% at 12 dB. Similarly, E3 improves WER by 25.4% at 0 dB compared to the baseline, and 25.1% at 12 dB. In alignment with the results on the simulated sets, both E2 and E3 perform similar to each other. All models that use noise context using cross-attention layers outperform the baseline enhancement frontend that does not use any noise context. As with Librispeech, performance in clean conditions is not affected significantly by the enhancement frontend.

The results in the harder multi-talker conditions are shown in Tab. 3. Multi-talker conditions are especially hard for the ASR model, which is trained to recognize a single speaker and without any multi-talker data in its training set. As a result, the model has difficulties differentiating the target speaker and the competing talker, especially at lower SNRs. When using E0, which does not use any noise context, performance already improves over the baseline. But when using noise context, which provides some contextual information about the competing speaker, performance significantly improves. Compared to E0, E3 obtains between 10% – 14% relative improvement. Compared to the baseline with no enhancement, E3 improves WER by 22% – 28%.

In summary, incorporating noise context helps improve performance in noisy conditions, without affecting performance when there is no noise. The cross-attention conformer layer proposed in this work provides an effective way to incorporate contextual information into the model.

| Test set | SNR       | Clean |
|----------|-----------|-------|
|          | -5 dB     | 0 dB  | 5 dB  | Clean | test-clean | test-other |
| Baseline | 69.2      | 46.4  | 29.3  | 6.7   | 12.8       |
| E0       | 58.4      | 39.2  | 25.4  | 6.7   | 12.8       |
| E1       | 53.3      | 35.2  | 23.4  | 6.7   | 12.8       |
| E2       | **50.3**  | 33.8  | **22.8** | 6.7   | 12.9       |
| E3       | 50.4      | **33.6** | **22.8** | 6.8   | 12.9       |

5. CONCLUSION

In this work, we presented cross-attention conformers for incorporating contextual information. We do this by extending the conformer architecture, which combines convolution and attention modules, to also use contextual information as auxiliary inputs. The layer makes use of a cross-attention mechanism to combine the auxiliary features and the main features.

Using noise context as the contextual information, we showed how the cross-attention layer can be used to improve performance of an enhancement frontend on an ASR task in the presence of noise. The model improves performance in both simulated and realistic conditions, as shown by the results on the simulated noisy Librispeech test sets, and the re-recorded vendor-collected datasets. Interestingly, the model also performs well in removing competing speech, in which case the noise context provides information about the background speech. The model effectively makes use of this information to enhance the noisy features, even when it is not trained in such conditions. Overall, the best model provides relative WER improvements of 9% – 28% in low SNR settings, without affecting performance in clean conditions.

In future work, it will be interesting to consider other contextual signals, like multiple speakers [44], and input from other modalities like vision [45]. Another interesting direction would be to extend the architecture to simultaneously handle multiple contextual signals.
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