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Abstract

The synthesis of reversible functions has been an intensively studied research area in the last decade. Since almost all proposed approaches rely on representations of exponential size (such as truth tables and permutations), they cannot be applied efficiently to reversible functions with more than 15 variables.

In this paper, we propose an ancilla-free synthesis approach based on Young subgroups using symbolic function representations that can efficiently be implemented with binary decision diagrams (BDDs). As a result, the algorithm not only allows to synthesize large reversible functions without adding extra lines, called ancilla, but also leads to significantly smaller circuits compared to existing approaches.
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1. Introduction and Background

Given a bijective function $f : \mathbb{B}^n \rightarrow \mathbb{B}^n$, also called a reversible function, synthesis describes the problem of determining a circuit composed of reversible gates that realizes $f$. If this circuit consists of exactly $n$ signal lines, the synthesis is called ancilla-free. In the last decade, ancilla-free synthesis approaches have been presented that start from a reversible function represented e.g. as truth tables (Miller et al., 2003), permutations (Shende et al., 2003), or Reed-Muller spectras (Maslov et al., 2007). Since all these representations are always of exponential size with respect to $n$, the respective algorithms do not scale well and are thus not efficiently applicable to large reversible functions. Reversible functions and circuits play an important role in quantum computing (Saeedi and Markov, 2013) and low-power computing (Landauer, 1961; De Vos, 2010; Bérut et al., 2012).

One of these truth table based algorithms was presented in (De Vos and Van Rentergem, 2008) and uses single-target gates as gate library. A single-target gate $T[c, i] : \mathbb{B}^n \rightarrow \mathbb{B}^n$ with
\[
\begin{align*}
x_1 & \quad y_1 = x_1 \\
x_{i-1} & \quad \hat{y}_{i-1} = x_{i-1} \\
x_i & \quad y_i = x_i \oplus c(x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n) \\
x_{i+1} & \quad \hat{y}_{i+1} = x_{i+1} \\
x_n & \quad \hat{y}_n = x_n
\end{align*}
\]

Fig. 1. Single-target gate

\[\mathbb{B}^n \text{ with } T[c, i](x_1, \ldots, x_n) = (y_1, \ldots, y_n) \text{ updates the value of the input variable } x_i \text{ with respect to a Boolean control function } c : \mathbb{B}^{n-1} \to \mathbb{B} \text{ that is defined on all other variables. That is, the target gate computes a new value at the target output } y_i = x_i \oplus c(x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n) \text{ and leaves all other output variables unaltered, i.e. } y_j = x_j \text{ for } j \neq i. \text{ Figure 1 shows the diagrammatic representation of a single-target gate based on Feynman’s notation (1985).}

The algorithm described in (De Vos and Van Rentergem, 2008) makes use of the property that each reversible function \( f : \mathbb{B}^n \to \mathbb{B}^n \) can be decomposed into three \( \mathbb{B}^n \to \mathbb{B}^n \) reversible functions

\[ f = T[l, i] \circ f' \circ T[r, i] \quad (1) \]

such that \( f' \) does not change in \( x_i \). Based on the truth table representation of \( f \), the algorithm determines two control functions \( l \) and \( r \) from which \( f' = T[l, i] \circ f \circ T[r, i] \) can be determined, since single-target gates are self-inverse. Applying the decomposition in (1) for each variable results in \( 2^n - 1 \) single-target gates, which composed as a circuit realize \( f \). The algorithm always traverses the whole truth table and is therefore exponential with respect to the number of variables. Consequently, it cannot efficiently be applied to large functions.

The contributions described in this paper are as follows:

- We propose an algorithm based on a symbolic function representation to determine the control functions \( l \) and \( r \) from (1). The algorithm makes use of Boolean operations that can efficiently be implemented using binary decision diagrams (BDDs). Since BDDs allow for a more compact representation of many practical functions, the efficiency of the proposed algorithm is increased and can therefore be applied to larger functions.
- In (De Vos and Van Rentergem, 2008) only one variable ordering for the sequential application of (1) has been considered, i.e. the natural ordering \( x_1, x_2, \ldots, x_n \). We investigate different heuristics to find variable orderings that allow for more compact synthesis results.
- The original algorithm is not applicable to partial functions, i.e. functions for which not all input/output mappings are specified. Our algorithm can be adjusted in order to support partial functions.
- Finally, we provide open source implementations for both the original truth table based approach and our proposed approach.

The majority of the proposed synthesis algorithms use Toffoli gates (Toffoli, 1980) as underlying gate library. Our proposed method uses single-target gates which can be transformed into a cascade of Toffoli gates. However, since the lower bound for required Toffoli gates in a reversible circuit is exponential with respect to the number of

\[1 \text{ For the last variable only one single-target gate is required. The middle part of (1) degenerates to the identity.}\]
lines (Maslov et al., 2005; Soeken et al., 2014a), the use of Toffoli gates in large reversible circuits may not be convenient. In contrast, the upper bound for required single-target gates in a reversible circuit is linear as described above. The algorithms presented in this paper do not necessarily consider a specific target technology. Hence, circuits obtained from our synthesis method are a reasonable intermediate gate-level representation for large reversible functions (Abdessaied et al., 2014). It remains for future work to show how appropriate technology mappings can be derived from single-target gates. In the experimental evaluation we are making use of straight-forward mapping techniques.

1.1. Related work

In (Soeken et al., 2012b) another algorithm for synthesizing large reversible functions without adding ancilla lines has been proposed that is based on quantum multiple-valued decision diagrams (Miller and Thornton, 2006). Compared to the approach presented in the present paper, this algorithm uses a different method to determine Toffoli gates. Our experimental evaluations show that with our technique smaller circuits with respect to the number of Toffoli gates and quantum cost can be found. The algorithm proposed in (Wille and Drechsler, 2009) also uses BDDs to find reversible circuits. However, the algorithm uses irreversible functions as input and embeds them into reversible functions implicitly using a hierarchical approach. The approach produces an enormous number of additional helper lines which are still far beyond from the theoretical upper bound. In contrast, the algorithms presented in this paper make use of a scalable exact embedding algorithm (Soeken et al., 2014b) and hence guarantee synthesis without adding ancilla lines.

In (Saeedi et al., 2010) a cycle-based approach to synthesize reversible functions is proposed. In this approach a decomposition algorithm is first used to extract building blocks from the input specification of the function. The input specification is represented as a permutation and is decomposed into smaller permutations, so called $k$-cycles, until building blocks can be used for synthesis. However, this method needs all input assignments to derive the required $k$-cycles and as a consequence it has the same limitations as truth table based approaches and cannot be applied to large functions. In our approach the function is decomposed symbolically using the co-factor representation of the function obtained from a BDD, which allows us to find cycles without necessarily traversing the whole input space. A similar approach has been presented in (Sasanian et al., 2009) but shares the same limitations as it is also based on an exponential function representation.

1.2. Outline

The remainder of the paper is organized as follows. Preliminaries are given in the next section and Sect. 3 reviews the truth table based decomposition technique from (De Vos and Van Rentergen, 2008). Section 4 illustrates the general idea of the proposed algorithm while Sect. 5 shows special BDD operations that are commonly used in the description of the algorithm in Sect. 6. Optimization techniques targeting efficiency and the number of gates are presented in Sects. 7 and 8, respectively. The algorithm is extended for partial functions in Sect. 9. Experimental evaluations are presented in Sect. 10 before the paper is concluded in Sect. 11.
Fig. 2. Truth table for the function $f(x_1, x_2) = (x_1 \oplus x_2, x_1 \land x_2)$

2. Preliminaries

In this section, we introduce notation for Boolean functions, binary decision diagrams, reversible functions, and reversible circuits.

2.1. Boolean Functions

**Definition 1** (Boolean function). Let $\mathbb{B} \overset{\text{def}}{=} \{0, 1\}$ denote the Boolean values. Then we refer to

$$B_{n,m} \overset{\text{def}}{=} \{ f \mid f : \mathbb{B}^n \rightarrow \mathbb{B}^m \}$$

as the set of all Boolean multiple-output functions with $n$ inputs and $m$ outputs, where $m, n \geq 1$.

We write $B_n \overset{\text{def}}{=} B_{n,1}$ for each $n \geq 1$ and assume that each $f \in B_n$ is represented by a propositional formula over the input variables $x_1, \ldots, x_n$. Furthermore, we assume that each function $f \in B_{n,m}$ is represented as a tuple $f = (f_1, \ldots, f_m)$ where $f_i \in B_n$ for each $i \in \{1, \ldots, m\}$ and hence $f(\vec{x}) = (f_1(\vec{x}), \ldots, f_m(\vec{x}))$ for each $\vec{x} \in \mathbb{B}^n$. Output variables of a function are denoted $y_1, \ldots, y_m$.

**Example 1.** Figure 2 shows the truth table of the Boolean multiple-output function

$$f(x_1, x_2) = (x_1 \oplus x_2, x_1 \land x_2)$$

that has two input and two output variables. It represents the functionality of a half-adder.

Boolean matrices can be represented by a Boolean function as described by the following definition.

**Definition 2** (Boolean matrix). A Boolean-valued $2^n \times 2^m$ matrix $A$ can be represented by a Boolean function $f_A \in B_{m+n}$ with

$$f_A(c_1, \ldots, c_m, r_1, \ldots, r_n) \overset{\text{def}}{=} A_{r,c}$$

where $A_{r,c}$ denotes the element at row $r = \sum_{i=1}^n 2^{n-i} r_i$ and column $c = \sum_{i=1}^m 2^{m-i} c_i$.

**Example 2.** The Boolean matrix

$$A = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}$$


is represented by the Boolean function
\[ f_A(c_1, c_2, r_1, r_2) = \overline{c_1} \overline{c_2} \overline{r_1} \overline{r_2} \lor \overline{c_1} c_2 r_1 \overline{r_2} \lor c_1 \overline{c_2} r_1 \overline{r_2} \lor c_1 c_2 \overline{r_1} r_2. \] (5)

**Definition 3 (Co-factors).** Given a Boolean function \( f \in B_n \) over the variables \( x_1, \ldots, x_n \) and a variable \( x_i \) we define the **positive co-factor** \( f_{x_i} \in B_{n-1} \) and the **negative co-factor** \( \overline{f}_{x_i} \in B_{n-1} \) as
\[ f_{x_i} \overset{\text{def}}{=} f(x_1, \ldots, x_{i-1}, 1, x_{i+1}, \ldots, x_n) \] (6)
and
\[ \overline{f}_{x_i} \overset{\text{def}}{=} f(x_1, \ldots, x_{i-1}, 0, x_{i+1}, \ldots, x_n), \] (7)
respectively.

**Definition 4 (Smoothing operator).** Given a Boolean function \( f \in B_n \) and an input \( x_i \) of \( f \), the **smoothing operator** \( \exists x_i \) (Touati et al., 1990) is defined as the disjunction of both co-factors, i.e.
\[ \exists x_i f \overset{\text{def}}{=} f_{x_i} \lor \overline{f}_{x_i} \] (8)
We denote \( \exists \vec{x} f \overset{\text{def}}{=} \exists x_1 \cdots \exists x_n f \).

That is, the smoothing operator returns a function that does not depend on the variable \( x_i \) anymore. Informally one can describe the smoothing operator by replacing all occurrences of \( x_i \) and \( \overline{x_i} \) with don’t cares. The smoothing operator can e.g. be used for matrix multiplication as illustrated by the following lemma.

**Lemma 1 (Touati et al., 1990).** Let \( A \) be a \( 2^k \times 2^k \) Boolean matrix and \( B \) be a \( 2^m \times 2^m \) Boolean matrix that are represented by Boolean functions \( f_A(x_1, \ldots, x_n, y_1, \ldots, y_k) \) and \( f_B(y_1, \ldots, y_k, z_1, \ldots, z_m) \) respectively. Let
\[ f_C(x_1, \ldots, x_n, z_1, \ldots, z_m) = \exists y_1 \cdots \exists y_n (f_A \land f_B). \]
Then \( f_C \) is the Boolean function representation for the \( 2^m \times 2^n \) Boolean matrix \( C = B \cdot A \) where ‘\( \cdot \)’ is the matrix multiplication in the Galois field \( \mathbb{F}_2 \).

**Definition 5 (ON-set and OFF-set).** Given a Boolean function \( f \in B_n \) the sets
\[ \text{on}(f) \overset{\text{def}}{=} \{ \vec{x} \in B^n \mid f(\vec{x}) = 1 \} \quad \text{and} \quad \text{off}(f) \overset{\text{def}}{=} \{ \vec{x} \in B^n \mid f(\vec{x}) = 0 \} \] (9)
are called **ON-set** and **OFF-set** of \( f \). It can easily be seen that \( \text{on}(f) \cap \text{off}(f) = \emptyset \) and \( \text{on}(f) \cup \text{off}(f) = B^n \).

**Definition 6 (Characteristic function).** Given a function \( f = (f_1, \ldots, f_m) \in B_{n,m} \) its **characteristic function** \( \chi_f \in B_{n+m} \) is defined as
\[ \chi_f(\vec{x}, \vec{y}) \overset{\text{def}}{=} \begin{cases} 1 & f(\vec{x}) = \vec{y} \\ 0 & \text{otherwise} \end{cases} \] (10)
for each \( \vec{x} \in B^n \) and each \( \vec{y} \in B^m \).

The characteristic function allows to represent any multiple-output function as a single-output function. It can be computed from a multiple-output function by adding to the
variables \( \{x_1, \ldots, x_n\} \) the additional output variables \( \{y_1, \ldots, y_m\} \):

\[
\bigwedge_{i=1}^{m} (y_i \leftrightarrow f_i(x_1, \ldots, x_n))
\]  

(11)

In the remainder of this paper, we denote the characteristic function \( \chi_f \) of a function \( f \) by a capital letter, i.e. \( F \).

**Example 3.** The function \( f_A(x_1, x_2, y_1, y_2) \) in (5) is the characteristic function of \( f(x_1, x_2) = (y_1, y_2) \) in (3).

### 2.2. Binary Decision Diagrams

Binary decision diagrams (BDD) are an established data structure for representing Boolean functions. While the general concepts are briefly outlined in this section, the reader is referred to the literature for a comprehensive overview (Bryant, 1986; Knuth, 2011).

Let \( \vec{x} = x_1, \ldots, x_n \) be the variables of a Boolean function \( f \in \mathcal{B}_n \). A BDD representing the function \( f \) is a directed acyclic graph with non-terminal vertices \( N \) and terminal vertices \( T \subseteq \{\bot, \top\} \) where \( N \cap T = \emptyset \) and \( T \neq \emptyset \). Each non-terminal vertex \( v \in N \) is labeled by a variable from \( \vec{x} \) and has exactly two children, low \( v \) and high \( v \). The directed edges to these children are called low-edge and high-edge and are drawn dashed and solid, respectively. A non-terminal vertex \( v \) labeled \( x_i \) represents a function denoted \( \sigma(v) \) given by the Shannon decomposition (Shannon, 1938)

\[
\sigma(v) = \bar{x}_i \sigma(\text{low } v) + x_i \sigma(\text{high } v)
\]  

(12)

where \( \sigma(\text{low } v) \) and \( \sigma(\text{high } v) \) are the functions represented by the children of \( v \) with \( \sigma(\bot) = 0 \) and \( \sigma(\top) = 1 \). The BDD has a single start vertex \( s \) with \( \sigma(s) = f \).

A BDD is ordered if the variables of the vertices on every path from the start vertex to a terminal vertex adhere to a specific ordering. Not all of the variables need to appear on a particular path, but a variable can appear at most once on any path. A BDD is reduced if there are no two non-terminal vertices representing the same function, hence the representation of common subfunctions is shared. In the following only reduced, ordered BDDs are considered and for briefness referred to as BDDs.

Multiple-output functions can be represented by a single BDD that has more than one start vertex. Common subfunctions that can be shared among the functions decrease the overall size of the BDD. In fact, many practical Boolean functions can efficiently be represented using BDDs, and efficient manipulations and evaluations are possible.

**Example 4.** Figure 3(a) illustrates the Shannon decomposition from (12). A binary decision diagram for the function in Fig. 2 is given in Fig. 3(b).

### 2.3. Reversible Boolean Functions

**Definition 7** (Reversible function). A function \( f \in \mathcal{B}_{n,m} \) is called reversible if \( f \) is bijective, otherwise it is called irreversible. Clearly, if \( f \) is reversible, then \( n = m \).

A reversible function \( f \in \mathcal{B}_{n,n} \) can also be represented by a permutation \( \{0, 1, \ldots, 2^n - 1\} \), i.e.

\[
\pi_f \overset{\text{def}}{=} (\text{nat}(f(0, \ldots, 0, 0)), \ldots, \text{nat}(f(1, \ldots, 1, 1)))
\]  

(13)
\[
\sigma(v) = \bar{x}_i \sigma(\text{low } v) + x_i \sigma(\text{high } v)
\]

Fig. 3. Binary decision diagrams

where \( \text{nat} : \mathbb{B}^n \rightarrow \{0, 1, \ldots, 2^n - 1\} \) maps a bit-vector to its natural number representation. Further, \( f \) can be represented as a \( 2 \times 2 \) Boolean permutation matrix \( \Pi_f \) where

\[
(\Pi_f)_{r,c} \overset{\text{def}}{=} (\pi_f(c) \equiv r)
\]

The following lemma relates the characteristic function to the permutation matrix of a reversible function.

**Lemma 2.** Let \( f \in B_{n,n} \) be a reversible function, \( \Pi_f \) the permutation matrix of \( f \), and \( F \) the characteristic function of \( f \). Then \( \Pi_f \) is the matrix representation of \( F \) according to Definition 2. We have \( |\text{on}(F)| = 2^n \).

### 2.4. Reversible Circuits

Reversible functions can be realized by reversible circuits that consist of at least \( n \) lines and are constructed as cascades of reversible gates that belong to a certain gate library. Single-target gates have already been defined in the introduction. The most common gate library consists of Toffoli gates.

**Definition 8** (Toffoli gate). Mixed-polarity multiple-control Toffoli (MPMCT) gates are a subset of the single-target gates in which the control function \( c \) can be represented with one product term or \( c = 1 \). We refer to MPMCT gates as Toffoli gates in the following. The literals in the control function are also referred to as controls or control lines.

In (Shende et al., 2003), it has been shown that any reversible function \( f \in B_{n,n} \) can be realized by a reversible circuit with \( n \) lines when using Toffoli gates. That is, it is not necessary to add any temporary lines (ancilla) to realize the circuit. Note that each single-target gate can be expressed in terms of a cascade of Toffoli gates, which can be obtained from an ESOP expression (Sasao, 1993), respectively. For drawing circuits, we follow the established conventions of using the symbol \( \oplus \) to denote the target line, solid black circles to indicate positive control lines and white circles to indicate negative control lines.

**Example 5.** Figure 4(a) shows a Toffoli gate with two positive literals, while Fig. 4(b) shows a Toffoli gate with mixed polarities. Figure 4(c) shows four Toffoli gates in a cascade forming a reversible circuit. The annotated values demonstrate the computation of the gate for a given input assignment.
3. Truth table based Decomposition

In (De Vos and Van Rentergem, 2008) an algorithm was presented that determines control functions \( l \) and \( r \) as in (1) to decompose a reversible function \( f : \mathbb{B}^n \rightarrow \mathbb{B}^n \) that is represented as a truth table. When applying the algorithm for each circuit line one can obtain a reversible circuit composed of single-target gates that realizes \( f \). The underlying theory for the algorithm is based on Young subgroups, however, for the scope of this paper it is sufficient to explain the algorithm by means of an example. Consider the truth table in Fig. 5(a) that is described by the variables \( x_1, x_2, x_3 \) and \( y_1, y_2, y_3 \).

First, the aim is to determine two control functions \( l \) and \( r \) for single-target gates that act on the first circuit line which maps \( x_1 \) to \( y_1 \). All values of the variables \( x_2, x_3 \) and \( y_2, y_3 \) are copied into a new truth table that will eventually represent \( f' \) and is illustrated by the two inner blocks in Fig. 5(b). Afterwards the values of \( x'_1 \) and \( y'_1 \) are assigned new values such that the following two constraints are met:

1. The functions defined by the truth table described by the first two blocks and by the last two blocks must be reversible, i.e. each pattern must occur exactly once.
2. The function \( f' \), defined by the inner two blocks, must ensure that \( x'_1 = y'_1 \).

The reversibility of \( f' \) follows from both constraints and since both \( x_2, x_3 \) and \( y_2, y_3 \) were copied. It also follows that the functions described by the first and last two blocks can be described by single-target gates.

The values for \( x'_1 \) and \( y'_1 \) can be filled using the following procedure. We start by inserting a value at the first empty cell of \( x'_1 \), in our example we choose the value 1 indicated by a rectangle in Fig. 5(c). To satisfy the first constraint, next a 0 is inserted where the pattern repeats for \( x_2 \) and \( x_3 \). In order to satisfy the second constraint, the 0 has to be assigned to \( y'_1 \) in the same row. Consequently, a 1 has to be filled for \( y'_1 \) where the pattern repeats. This procedure is repeated until a cell is met that has already been filled. If there are still empty cells, the overall procedure is repeated from the beginning.

All numbers have been filled in Fig. 5(d).

Remark 1. The first entry position in the procedure above can freely be chosen. It can easily be seen, that the corresponding cycle will not change, it is just entered at a different position. Also the value of the first entry can be changed without violating the constraints, if the other values are adjusted accordingly. Hence, one obtains up to \( 2^k \) different functions for \( l \) and \( r \) where \( k \) is the number of cycles.
Fig. 5. Truth table based decomposition

After all values for \( x' \) and \( y' \) have been assigned, the control functions can be determined as illustrated by means of Fig. 5(e). The first control function \( l \) can be determined from the first two blocks by inspecting the assignments for \( x_2 \) and \( x_3 \) where \( x_1 \) and \( x' \) are different. These are 00 and 01, hence \( l = x_2 \bar{x}_3 \lor \bar{x}_2 x_3 = \bar{x}_2 \). This can be done analogously for \( r \) and one obtains \( r = y_2 \).

This process is called **variable equalization** in the following. The two blocks in the middle of Fig. 5(e) are a truth table representation of \( f' \) which can now be used to obtain two further single-target gates by equalizing the variables \( x_2 \) and \( y_2 \). This process is illustrated in Fig. 5(f) where the starting points for filling numbers are again indicated.

---

### Table: Initial Truth Table

| \( x_1 \) | \( x_2 \) | \( x_3 \) | \( y_1 \) | \( y_2 \) | \( y_3 \) | \( y_4 \) | \( y_5 \) |
|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| 0         | 0         | 0         | 0         | 0         | 0         | 0         | 0         |
| 0         | 1         | 0         | 1         | 0         | 1         | 0         | 0         |
| 0         | 0         | 1         | 0         | 1         | 0         | 1         | 0         |
| 0         | 1         | 1         | 0         | 0         | 1         | 0         | 1         |
| 1         | 0         | 0         | 1         | 0         | 1         | 0         | 1         |
| 1         | 1         | 1         | 0         | 0         | 1         | 0         | 1         |
| 1         | 0         | 1         | 1         | 0         | 1         | 0         | 1         |
| 1         | 1         | 1         | 1         | 1         | 1         | 1         | 1         |

**Note:** The table for \( x_1, x_2, x_3 \) is used as the initial truth table. The remaining columns are filled in as explained in the text.
by rectangles. The control functions for the single-target gates to equalize $x_2$ and $y_2$ are $\overline{x}_1\overline{x}_3$ and $\overline{y}_1$, respectively. Note that the last single-target gate to equalize $x_3$ and $y_3$ can now directly be read from the truth table described by the middle two blocks in Fig. 5(f), since the values in the first and second variables are already equal. The control function of the last single-target gate is $\overline{x}_2$.

When putting all single-target gates together, one obtains a circuit that is depicted in Fig. 5(g). Note that in this particular case, all single-target gates are also Toffoli gates.

4. General Idea

This section illustrates how the decomposition procedure can be described symbolically with Boolean function operations that can efficiently be implemented using BDDs. The problem with the current synthesis approach is the underlying truth table representation which grows exponentially with respect to the number of variables. As a result, the processing time of the algorithm depends essentially only on the size of the function and therefore impedes an efficient processing of functions with many variables.

Aiming for reducing the complexity of the algorithm, we propose to implement the algorithm based on BDDs, which provide a compact representation for many reversible functions of practical interest. Using BDDs allows for reducing the required memory as a first consequence. Moreover, our proposed algorithm for decomposing a function according to (1) is constructed in a manner such that it does not necessarily traverse the whole truth table; therefore reducing the run-time.

In order to better illustrate our algorithm we represent the reversible function $f$ by its co-factor table. This table represents $f$ by means of the co-factors of the characteristic function $F$ of $f$. For each variable $x_i$ of the function there are four co-factors

- $F_{n_i} = (F_{\overline{x}_i})\overline{y}_i$, where $x_i = 0$ maps to $y_i = 0$ in $f$,
- $F_{p_i} = (F_{x_i})\overline{y}_i$, where $x_i = 1$ maps to $y_i = 0$ in $f$,
- $F_{n'_i} = (F_{\overline{x}_i})y_i$, where $x_i = 0$ maps to $y_i = 1$ in $f$, and
- $F_{p_i} = (F_{x_i})y_i$, where $x_i = 1$ maps to $y_i = 1$ in $f$. 

| Inputs | $x_2x_3$ | $x_2\overline{x}_3$ | $x_2\overline{x}_3$ | $x_2x_3$ |
|--------|-----------|---------------------|---------------------|-----------|
| 00     | [10]      | 11                  | 0                   | 0         |
| 01     |           |                     |                     |           |
| 10     |           |                     |                     |           |

| Outputs | $y_2y_3$ | $y_2\overline{y}_3$ | $y_2\overline{y}_3$ | $y_2y_3$ |
|---------|----------|---------------------|---------------------|----------|
| 00      | [11]     | 00                  | 0                   | 1        |
| 01      |          |                     |                     |           |
| 10      |          |                     |                     |           |

Fig. 6. Co-factor table representation
Remark 2. Note that this co-factor table representation is used only for illustrative purposes in this paper. In the implementation for the algorithm the reversible function is stored using BDDs and therefore in a more compact way.

Example 6. The co-factor table of the function in Fig. 5(a) is depicted in Fig. 6 and shows all four co-factors with respect to the decomposition of $x_1$ to $y_1$ and separates each of the eight function entries by its input and output assignments. Hence, the order of the entries in the co-factor table matters since input and output assignments are linked according to their position. As an example, the entry highlighted using a rectangle corresponds to the mapping $101 \mapsto 011$ and the entry highlighted using a rounded rectangle corresponds to the mapping $110 \mapsto 111$.

We can now describe the principle of the algorithm based on the co-factor table representation. The aim of the algorithm is to find the two control functions $l$ and $r$ that equalize the variables $x_1$ and $y_1$. As a result, after applying single-target gates controlled by these functions, no pattern remains in the middle part of the co-factor table, i.e. in columns $F_{p_1}$ and $F_{n_1}'$. In order to understand the moving of the entries with respect to the control functions, consider the following scenario. If $l(0, 1) = 1$ and $r(1, 1) = 0$ (entry highlighted by an rectangle in Fig. 6), the entry moves to the column $F_{n_1}$, because the input pattern is inverted at $x_1$, therefore changing the pattern to $001 \mapsto 011$.

Figure 7 shows all possible combinations of the evaluations of $l$ and $r$ and their effect on the entries in $F_{n_i}$, $F_{p_i}'$, $F_{n_i}'$, and $F_{p_i}$ referred to as $n$, $p'$, $n'$, and $p$, respectively.

Example 7. Hence, when moving the highlighted entry as described in the previous example, i.e. $l(0, 1) = 1$, also the second pattern in column $F_{n_1}$, i.e. $001 \mapsto 001$ will move to column $F_{p_1}'$ since $r(0, 1) = 0$ and each input and output subpattern occurs twice in $f$.

In order to move all entries to the outer columns, the following two conditions must hold:

(1) For the outer entries either none or both control functions must evaluate to true, hence the entry remains at the same position or is transferred to the other side.

(2) For the inner entries exactly one of the control functions must evaluate to true.

It is not obvious how to determine $l$ and $r$ immediately from the given co-factors. In the following, we present a method which moves one entry from the middle blocks to the outside. Repeating this process until eventually all entries from the middle blocks have been moved to the outside will guarantee an equalization of the considered variable.

Example 8. We explain the method based on the co-factor table as previously presented. As pattern from the middle blocks we pick $101 \mapsto 011$, which is located in column $F_{p_1}'$.

|   | $\bar{l}(\bar{x}) \land \bar{r}(\bar{y})$ | $l(x) \land r(y)$ | $\bar{l}(\bar{x}) \land r(\bar{y})$ | $l(x) \land \bar{r}(\bar{y})$ |
|---|---------------------------------|-----------------|---------------------------------|-------------------------------|
| $n$ | $\square$                      | $p'$            | $n'$                            | $\square$                    |
| $p'$ | $p'$                           | $\bar{n}$       | $p$                             | $n'$                         |
| $n'$ | $n'$                           | $\bar{p}$       | $n$                             | $p'$                         |
| $p$  | $\square$                      | $n'$            | $p'$                            | $\square$                    |

Fig. 7. Movings of entries with respect to $l$ and $r$
To determine \( l(x_2, x_3) \) and \( r(y_2, y_3) \), we first set \( l \leftarrow \overline{x_2}x_3 \) according to the assignment to \( x_2 \) and \( x_3 \) and \( r \leftarrow \perp \). This will imply the following steps:

- Because \( l(01) = 1 \), the highlighted pattern in the column \( F_p' \) is moved to \( F_n' \).
- The original mapping \( 101 \mapsto 011 \) changes to \( 001 \mapsto 011 \), because the input at \( x_1 \) is inverted. However, at the same time also the pattern \( 001 \mapsto 001 \), currently in column \( F_n \), would change to \( 101 \mapsto 001 \) and be passed to column \( F_p' \). We call this pattern the implied pattern.
- In order to avoid this, one must additionally set \( r \leftarrow \overline{y}_2y_3 \) thereby passing the implied pattern over to \( F_p' \), instead, since now both \( l \) and \( r \) evaluate to true for this pattern. The assignment of \( r \) will in turn affect another pattern, hence this process is repeated until the implied pattern is in \( F_n' \). Figure 8 illustrates the process for this example. The initial pattern is given in the first row and all implied patterns are given in the rows below. Input patterns are shown on the left and output patterns are shown on the right. The implication of a pattern is indicated by ‘\( \downarrow \)’. The last column shows a Boolean variable \( d \) which indicates whether function \( l \) or \( r \) is updated. It is used in the algorithm, which is described in the Sect. 6.

\[\begin{array}{c|c|c|c}
(1) & 101 & 011 & l \leftarrow \overline{x}_2x_3 \quad d = 0 \\
& \downarrow & & \\
(2) & 001 & 001 & r \leftarrow \overline{y}_2y_3 \quad d = 1 \\
& \downarrow & & \\
(3) & 100 & 101 & l \leftarrow l \lor \overline{x}_2\overline{x}_3 = \overline{x}_2 \quad d = 0 \\
& \downarrow & & \\
(4) & 000 & 000 & r \leftarrow r \lor \overline{y}_2\overline{y}_3 = \overline{y}_2 \quad d = 1 \\
& \downarrow & & \\
(5) & 011 & 100 & & \\
\end{array}\]

Fig. 8. Resolving a cycle

Remark 3. In this example only one cycle had to be resolved and therefore the control functions \( l \) and \( r \) could directly be determined. If more than one cycle needs to be resolved, the illustrated process is repeated and all obtained functions are composed using the ‘\( \oplus \)’ operation for the overall control function. This procedure is described in Sect. 6 in more detail.

5. Characteristic Representation of Reversible Functions

The algorithm that is proposed in the following section heavily relies on the characteristic function representation \( F \in B_{2n} \) of the given reversible function \( f \in B_{n,n} \) for which a circuit should be determined. The BDD representation of \( F \) allows for efficient function manipulation and evaluation, which is described in more detail in this section.

Example 9. Figure 9 illustrates how the co-factors of a characteristic function can be obtained from its BDD representation. Further, a BDD representing the characteristic
Fig. 9. Characteristic representation of reversible functions

function of

\[ f(x_1, x_2) = (x_1 \oplus x_2, x_1 \land x_2) \]

is depicted in Fig. 9(b).

As pointed out in Lemma 2 the characteristic function of a reversible function corresponds to its Boolean matrix representation. Since gate application of reversible functions corresponds to matrix multiplication in the permutation matrix representation, Lemma 1 tells us that this operation can be carried out efficiently using BDD manipulation.

Since a reversible function is a 1-to-1 mapping of inputs to outputs, each path to \( \top \) in the BDD for \( F \) visits all variables. Hence, picking one such path \( c \) represents one input/output mapping of \( f \) and has a valuation for each input variable and output variable. In order to obtain the input pattern from \( c \) one can remove all outputs using the smoothing operator. This can be done analogously to get the output pattern. In summary we have

\[ \bar{x} = \exists y c \text{ and } \bar{y} = \exists x c \text{ if, and only if } f(x) = y. \] (15)

**Example 10.** If \( f \in B_{3,3} \) is a reversible function with \( f(1, 0, 1) = (1, 1, 0) \) then the pattern \( c = x_1 \bar{x}_2 x_3 y_1 y_2 \bar{y}_3 \) is contained in \( F \). We have

\[ \exists \bar{y} c = x_1 \bar{x}_2 x_3 \text{ and } \exists \bar{x} c = y_1 y_2 \bar{y}_3. \]

Besides co-factors this operation will be our most powerful tool in order to describe the synthesis algorithm. The smoothing operator can also be used on \( F \) to check whether \( f \) is reversible. We have: \( f \) is reversible, if and only if

\[ |\text{on}(F)| = 2^n \text{ and } \exists \bar{y} F = \top \text{ and } \exists \bar{x} F = \top, \] (16)

i.e. \( F \) has \( 2^n \) paths to \( \top \), and contains all input and output patterns.
6. The Algorithm

Based on the procedure exemplarily illustrated in the previous section, we first explain the basic algorithm to decompose a function as in (1) based on a symbolic function representation. Afterwards, different techniques for optimization are illustrated in this and successive sections.

Algorithm D (Symbolic Decomposition). Given a reversible function \( f : \mathbb{B}^n \rightarrow \mathbb{B}^n \) that is symbolically represented by its characteristic function

\[
F(\vec{x}, \vec{y}) = F(x_1, \ldots, x_n, y_1, \ldots, y_n)
\]

using BDDs and a variable \( x_i \in \{x_1, \ldots, x_n\} \), this algorithm finds two control functions \( l \) and \( r \) from which a reversible function \( f' = T[l, i] \circ f \circ T[r, i] \) can be obtained that does not change in \( x_i \).

**D1.** [Initialization.] Set \( l \leftarrow \bot \) and \( r \leftarrow \bot \).

**D2.** [Resolved all cycles?] If \( F(\vec{x}, \vec{y}) \wedge (x_i \oplus y_i) = \bot \), i.e. there is no cube in which \( x_i \) differs from \( y_i \), terminate. Otherwise, set \( l' \leftarrow \bot \) and \( r' \leftarrow \bot \).

**D3.** [Pick an inner pattern.] Pick one pattern \( c \) from \( F(\vec{x}, \vec{y}) \wedge x_i \wedge \bar{y}_i \), i.e. \( c \) represents a mapping in which \( x_i = 1 \) is mapped to \( y_i = 0 \). Also, set the direction bit \( d \leftarrow 0 \).

**D4.** [Update \( l' \) or \( r' \).] Whether \( l' \) or \( r' \) is updated depends on the value of \( d \):

1) If \( d = 0 \), let \( c' = \exists x_i \exists \bar{y}_i c \) and set \( l' \leftarrow l' \lor c' \) and \( c \leftarrow F(\vec{x}, \vec{y}) \wedge \bar{x}_i \wedge c' \).

2) If \( d = 1 \), let \( c' = \exists y_i \exists \bar{x}_i c \) and set \( r' \leftarrow r' \lor c' \) and \( c \leftarrow F(\vec{x}, \vec{y}) \wedge y_i \wedge c' \).

**D5.** [Change direction.] Set \( d \leftarrow 1 - d \).

**D6.** [Repeat iteration?] If \( F(\vec{x}, \vec{y}) \land c \land (x_i \oplus y_i) = \bot \), i.e. the newly derived cube \( c \) represents a mapping in which \( x_i \) equals \( y_i \), return to step 4. Otherwise, continue.

**D7.** [Update gate functions.] Update \( l \) and \( r \) using \( l' \) and \( r' \) and recompute \( f \). Return to step 2.

The algorithm creates the control functions \( l \) and \( r \) in an iterative manner. Being initially assigned \( \bot \) in step 1, in each iteration of the outer loop (steps 2 to 7), the algorithm resolves one cycle as described in Fig. 8 and stores the resulting functions in \( l' \) and \( r' \). To resolve a cycle first one input/output pattern \( c \) is picked in which \( x_i = 1 \) and \( y_i = 0 \) (step 3). Based on this pattern successive patterns are implied as described in the previous section and \( l' \) and \( r' \) are updated accordingly (steps 4 to 6). This inner loop is repeated as long as the implied pattern is neither contained in \( F_{n'} \) nor in \( F_{r'} \), i.e.

\[
F(\vec{x}, \vec{y}) \land c \land (x_i \oplus y_i) = \bot.
\]

Eventually, after a cycle has been resolved and \( l' \) and \( r' \) are determined, the control functions \( l \) and \( r \) are updated and \( f \) is recomputed. For this purpose, we first set

\[
r' \leftarrow \exists \bar{y}_i \left( r' \land \bigwedge_{j=1}^{n} (x_j \leftrightarrow y_j) \right).
\]

This changes \( r' \) such that all variables \( y_j \) are substituted by corresponding \( x_j \). Afterwards, we set \( l \leftarrow l \oplus l' \), \( r \leftarrow r \oplus r' \), and

\[
f \leftarrow T[l', i] \circ f \circ T[r', i]. \quad \text{(17)}
\]
Note that throughout the whole procedure of Algorithm D the reversible function will only be represented as its characteristic function using BDDs and all operations will be carried out on this symbolic representation. This includes (17) for which also the single-target functions are represented by its characteristic functions. Function composition then corresponds to Boolean matrix multiplication which can efficiently be implemented using the smoothing operator [Knuth, 2011].

**Theorem 1.** Algorithm D is sound and complete.

**Proof.** The inner loop will always terminate as illustrated in Fig. 8. Also, by resolving a cycle Algorithm D will always move at least one pattern from the inner co-factors \( F_{p_i} \) and \( F_{n_i} \) to the outer co-factors \( F_n \) and \( F_p \). Hence, the termination condition for the outer loop in step 2 will eventually hold. The algorithm is sound since the input function is updated using the same extracted gates that are returned. ☐

7. Increasing Efficiency

This section describes two strategies to increase the efficiency of Algorithm D by considering certain special cases explicitly.

7.1. Only one single-target gate required

It turns out that in many non-random functions only one single-target gate is sufficient in order to equalize a variable, i.e either \( l = \bot \) or \( r = \bot \). Also, this case can easily be checked and if it applies, the control functions can efficiently be computed.

We consider the case in which \( r \) may be \( \bot \) and hence only one single-target gate needs to be added for the control function \( l \). The check first removes the variable \( x_i \) from the characteristic function and then reassigns \( x_i \) such that it equals \( y_i \). The result is assigned to \( F' \):

\[
F' = \exists x_i F \land (x_i \leftrightarrow y_i) \tag{18}
\]

If \( F' \) is reversible, only one single-target gate is required. Reversibility of \( F' \) can be checked by the condition

\[
\exists \bar{x} F' = T, \tag{19}
\]

i.e. \( F' \) still consists of all possible input patterns. The operation in (19) can efficiently be performed using BDDs.

**Example 11.** A negative and positive example of this optimization step is illustrated in Fig. 10. In both cases the variable \( x_1 \) is updated to equal the value of \( y_1 \). Figure 10(a) shows the truth table from Fig. 5(a) and it can be seen that the resulting truth table represents an irreversible function since the input patterns 001 and 111 occur twice. For the function in Fig. 5(b) one single-target gate is sufficient to equalize \( x_1 \) and \( y_1 \) since the resulting truth table represents a reversible function.

Once \( F' \) has been determined one can determine the control function \( l \) by inspecting the input patterns which differ from the original function \( F \). For this purpose one needs to remove all output variables and \( x_i \) from their intersection, i.e.

\[
\exists x_i \exists \bar{y} (F \land F'). \tag{20}
\]
The original truth table is always on the left-hand side and an updated version in which \( x_1 \) is set equal to \( y_1 \) on the right-hand side.

Example 12. For the function in Fig. 10 the application of (20) yields

\[
\exists x_1 \exists \vec{y} (F \land F') = x_2 x_3.
\]

In order to consider this special case, we added a preprocessing step to Algorithm D before step 2:

\[\text{D1a. [Is } r = \bot? \text{] Let } F' = \exists x_i F \land (x_i \leftrightarrow y_i). \text{ If } \exists \vec{y} F' = \top, \text{ set } l \leftarrow \exists x_i \exists \vec{y} (F \land F') \text{ and terminate.}\]

The same can be done for the case that \( l = \bot \) analogously:

\[\text{D1b. [Is } l = \bot? \text{] Let } F' = \exists y_i F \land (x_i \leftrightarrow y_i). \text{ If } \exists \vec{x} F' = \top, \text{ set } r \leftarrow \exists y_i \exists \vec{x} (F \land F') \text{ and terminate.}\]

7.2. Cycles of length 1 and 2

To resolve a cycle in Algorithm D one computes implied patterns iteratively in each step. As a result, cycles need to be resolved one after the other, which becomes time consuming if many cycles need to be resolved. Alternatively, one can also express cycles of a fixed length in one Boolean formula and resolve them all at once. However, the size of the formula grows with respect to the length of the cycles and is therefore only applicable to small lengths. In our implementation we considered cycles of length 1 and 2.

Example 13. The columns \( F'_{p_1} \) and \( F'_{n_1} \) of the co-factor table in Fig. 11 both contain the entries 01 and 10. A single-target gate controlled by \( l' = x_2 \oplus x_3 \) can resolve both of them at once without the computationally more expensive iteration steps in Algorithm D.

In general such control functions for cycles of length 1 are expressed by

\[
l' \leftarrow \exists \vec{y} F'_{p_1} \land \exists \vec{y} F'_{n_1} \quad \text{and} \quad r' \leftarrow \exists \vec{x} F'_{p_1} \land \exists \vec{x} F'_{n_1},
\]

i.e. the intersection of the co-factors is computed after dropping the outputs or inputs, respectively. It is important not to compute these two control functions at the same time as they may depend on each other. Furthermore, in our experimental evaluation we discovered that the best results are obtained when \( f \) gets recomputed after each
control function has been determined. Cycles of length 1 are therefore handled using the following additional step:

**D1c.** [1-cycles.] Set $l' \leftarrow \exists y F_{p'} \land \exists \bar{y} F_{n'}$. Update $l$ using $l'$ and recompute $f$. Set $l' \leftarrow \bot$ and set $r' \leftarrow \exists \bar{x} F_{p'} \land \exists x F_{n'}$. Update $r$ using $r'$ and recompute $f$.

The ‘updates’ correspond to the same procedure as referred to in step 7 in Algorithm D. This idea can be extended to cycles of length 2, as illustrated by means of the following example.

**Example 14.** Consider the co-factor table in Fig. 11(b). Starting with the pattern $011 \mapsto 010$ (column $F_{p'}$), Algorithm D will first imply the pattern $001 \mapsto 010$ (column $F_n$) and afterwards pattern $011 \mapsto 110$ (column $F_{n'}$). Then, the cycle is resolved. In these three patterns the input part $01$ of the middle pattern $001 \mapsto 010$ matches the input part of the first pattern that is contained in column $F_{p'}$. At the same time, the output part $10$ matches the output part of the last pattern that is contained in column $F_{n'}$ and therefore $l' = \bar{x}_2x_3$ and $r' = y_2\bar{y}_3$.

In general, cycles of length 2 are obtained by

$$l' \leftarrow \exists \bar{y} g \quad \text{and} \quad r' \leftarrow \exists \bar{x} g,$$

where $g = F_n \land \exists \bar{y} F_{p'} \land \exists x F_{n'}$. (22)

Cycles of length 2 are therefore handled using the following additional step:

**D1d.** [2-cycles.] Let $g = F_n \land \exists \bar{y} F_{p'} \land \exists x F_{n'}$. Set $l' \leftarrow \exists \bar{y} g$ and $r' \leftarrow \exists \bar{x} g$. Update $l$ and $r$ using $l'$ and $r'$ and recompute $f$. Let $g = F_{p'} \land \exists \bar{y} F_n \land \exists \bar{x} F_{p'}$. Set $l' \leftarrow \exists \bar{y} g$ and $r' \leftarrow \exists \bar{x} g$. Update $l$ and $r$ using $l'$ and $r'$ and recompute $f$.

8. Variable Ordering

In order to obtain a circuit from a given reversible function $f : \mathbb{B}^n \rightarrow \mathbb{B}^n$, one needs to apply Algorithm D for each of the $n$ variables. As a result, Algorithm D is called $n$ times. However, the order in which variables are equalized by Algorithm D does not necessarily need to be the natural variable ordering $x_1, x_2, \ldots, x_n$, which is e.g. being used in (De Vos and Van Rentergem, 2008). Instead, any of the possible $n!$ different variable orderings can be used.
orderings can be used and each ordering may lead to a different circuit realization with respect to the number of gates. Since the number of different variable orderings is large, finding the smallest circuit cannot be done efficiently. In this section we are motivating two heuristics that may lead to cheaper circuits.

8.1. Greedy Heuristic

The first heuristic follows a greedy approach. In each step the two single-target gates for all variables that have not yet been processed are computed. The single-target gate-pair is chosen that leads to the cheapest realization after expansion to Toffoli gates. Using this heuristic the algorithm is executed \( n(n+1)/2 \) times for a function with \( n \) variables. Consequently, using this heuristic will probably increase the overall run-time.

8.2. Hamming Distance Heuristic

Algorithm D computes control functions \( l \) and \( r \) by equalizing the values for the variables \( x_i \) and \( y_i \). Consequently, it seems plausible to use variables \( x_i \) and \( y_i \) that already agree on many of the input/output mappings. This heuristic first counts this number for each variable and then chooses the one with the maximum number of such patterns.

Note that the patterns do not have to be counted explicitly. The number of such patterns is equal to

\[
|\text{on}(F(\vec{x}, \vec{y}) \land (x_i \oplus y_i))|.
\]

Obviously the number of paths in the co-factors \( F_{p_i} \) and \( F_{n_i} \) are small when the result of (23) is large. The assumption is that in this case less cycles need to be resolved. However, the experimental results will not confirm this assumption.

9. Partial Functions

A partial reversible function on \( n \) variables is a function that does not contain all input/output mappings. The original algorithm presented in [De Vos and Van Rentergem, 2008] cannot be applied to such functions in its original form since then cycles may not be complete. Algorithm D can however be extended in order to support partial functions by extending the function on demand.

**Example 15.** A partial reversible function is given in terms of its truth table representation in Fig. 12. Its representation as characteristic function is

\[
F(x_1, x_2, x_3, y_1, y_2, y_3) = \bar{x}_1 \bar{x}_2 \bar{x}_3 \bar{y}_1 y_2 \bar{y}_3 \lor \bar{x}_1 x_2 \bar{x}_3 y_1 y_2 \bar{y}_3 \lor \bar{x}_1 x_2 x_3 y_1 y_2 y_3 \\
\lor x_1 \bar{x}_2 \bar{x}_3 \bar{y}_1 y_2 \bar{y}_3 \lor x_1 \bar{x}_2 x_3 y_1 y_2 \bar{y}_3.
\]
When dealing with partial functions, Algorithm D may run into the problem that the implied pattern \( c \) may be assigned \( \perp \) after step 4 when a corresponding pattern is not defined by the original function.

**Example 16.** Figure 13 demonstrates this problem. In Fig. 13(a) the co-factor table of the function in Fig. 12 is shown to aid the comprehension of the resolving steps in Fig. 13(b). As can be seen, two further patterns are applied from the initial one that have been picked from the co-factor \( F_{p_1}' \). The iteration step is not completed after the third pattern, however, there is no pattern available to continue that has the input 001.

The idea is to extend the function in such situations. All not specified patterns can be chosen arbitrarily as long as reversibility of \( f \) is ensured. For illustration purposes, let us consider the case in which after step 4 we have \( c = \perp \) and \( d = 0 \). That is, there is no pattern specified in \( f \) for the input pattern \( \bar{x}_i c' \). It is sufficient to set \( c \leftarrow \bar{x}_i c' c'' \) where \( c'' \) is a cube randomly picked from \( \exists \vec{x} \bar{F} \), i.e. all output patterns that are not specified in \( f \).

Afterwards, the new pattern is added to \( f \) by setting \( f \leftarrow f \lor c \). Consequently, it is not contained in \( \exists \vec{x} \bar{F} \) any longer.

**Example 17.** For Example 16 we have \( x_i = x_1 \), \( c' = \bar{x}_2 x_3 \), and

\[
\exists \vec{x} \bar{F} = \bar{y}_1 \bar{y}_2 y_3 \lor y_1 \bar{y}_2 y_3 \lor y_1 y_2 y_3.
\]

In order to further increase the efficiency, our implementation first tries to find an output pattern \( c'' \) that is in \( y_i \land \exists \vec{x} \bar{F} \), i.e. patterns in which \( y_i \) is assigned 1. In this case, one can ensure that the condition in step 6 fails and the cycle has been resolved immediately.

**Remark 4.** Note that of course both algorithms can deal with partial functions if they are made total prior to synthesis by randomly filling all non-specified mappings. However, that technique may not always be efficient. In contrast, our proposed technique does not necessarily add all non-specified mappings.
Table 1. Comparison to related algorithms

| Name  | n  | \(d_T\) | q | \(t_T\) | \(d_Q\) | q | \(t_Q\) | \(d\) | q | \(t\) | Imp. \(D\) | Imp. \(Q\) |
|-------|----|---------|---|---------|-------|---|---------|-------|---|-------|----------|----------|
| sym6  | 7  | 172     | 12852 | 0.48   | 262   | 41552 | 0.02 | 124     | 8911 | 0.11 | 30.66  | 78.55    |
|urf2  | 8  | 279     | 26257 | 0.15   | 763   | 165697 | 0.14 | 268     | 24066 | 0.19 | 8.34   | 85.48    |
| con1  | 8  | 327     | 32102 | 2.06   | 659   | 139118 | 0.09 | 233     | 22988 | 0.23 | 28.39  | 83.48    |
| hwb9 | 9  | 797     | 107219| 9.26   | 2294  | 629433 | 0.91 | 584     | 73465 | 0.79 | 31.48  | 88.33    |
| urf1  | 9  | 812     | 106176| 6.74   | 1957  | 533680 | 0.71 | 563     | 74858 | 0.66 | 29.50  | 89.57    |
| urf5  | 9  | 388     | 61649 | 2.78   | 693   | 185752 | 0.13 | 213     | 32676 | 0.16 | 47.00  | 82.41    |
| adr4  | 9  | 681     | 101577| 7.16   | 1130  | 290997 | 0.11 | 30.66   | 78.55 | 0.02 | 78.55  | 78.55    |
| sym9  | 10 | 1653    | 255990| 15.34  | 3895  | 127658 | 0.94 | 1175    | 174678| 3.19 | 31.76  | 86.32    |
| urf3  | 10 | 1690    | 26882 | 16.86  | 4071  | 1347318| 3.76 | 1081    | 162225| 2.15 | 39.65  | 87.96    |
| 5xp1  | 10 | 1507    | 232995| 11.19  | 2231  | 724052 | 0.66 | 459     | 64309 | 0.78 | 36.69  | 85.97    |
| rd4  | 11 | 3641    | 689283| 31.53  | 6389  | 2445443| 10.95| 2063    | 401660| 20.60 | 41.73  | 81.46    |
| sym10 | 10 | 3657    | 664202| 33.31  | 9812  | 3780469| 23.05| 2467    | 461538| 12.01| 30.51  | 87.79    |
| urf4  | 11 | 3911    | 713328| 37.11  | 11684 | 4508910| 40.74| 2641    | 491645| 12.10| 39.65  | 89.79    |
| clip  | 11 | 3542    | 658118| 35.55  | 7913  | 3036313| 16.88| 2271    | 434952| 18.06 | 36.51  | 85.67    |
| cycle10| 12 | 27     | 4200  | 8.41   | 36    | 6286  | 0.07 | 27      | 4200  | 0.05 | 0.00   | 33.18    |
| dc2  | 13 | 7999    | 2706179| 119.73 | 11346 | 5612922| 74.78| 4102    | 1395422| 224.06| 48.44  | 75.14    |
| misex1| 14 | 34671   | 12014870| 539.30 | 18412 | 10115630| 274.82| 6867    | 2733073| 1046.12| 77.25  | 72.98    |
| co14  | 15 | 83652   | 30502311| 2032.06| 63240 | 38678808| 2677.82| 25065   | 10028634| 730.96| 67.12  | 74.07    |
| urf6  | 15 | 15197   | 7275366 | 2855.35| 23497 | 14432936| 336.52| 2164    | 1215312| 3.96  | 83.30  | 91.58    |
| dk27  | 15 | 50807   | 19144930| 2074.22| 57691 | 35018963| 3773.21| 23882   | 11254565| 8598.83| 41.21  | 67.86    |
| C7552 | 20 | —      | —     | —     | 356   | 309098 | 133.89| 257     | 180984| 8.53  | —      | 41.46    |
| bw   | 32 | —      | —     | —     | 36    | 6286  | 0.07 | 27      | 4200  | 0.05 | 0.00   | 33.18    |

The percentage improvements are with respect to the values for quantum costs in the blocks **Truth table based** and **QMDD based**.

10. Experimental Evaluations

The synthesis approach we propose has been implemented in C++ using BDDs on top of RevKit ([Soeken et al., 2012a]) and CUDD ([Somenzi, 2001]). The experimental evaluation has been carried out on a 3.4 GHz Quad-Core Intel Xeon Processor with 32 GB of main memory running Linux 3.14. The experimental results in Sects. 10.1 and 10.2 have been generated with the RevKit program ‘rcbdd synthesis’. For all experiments, we have set the time-out to 10000 seconds. We have verified all our results using the tool *abc* ([Brayton and Mishchenko, 2010]). The following sections discuss the experiments.

10.1. Comparison to Related Algorithms

In this section, we compare our proposed algorithm to the original truth table based variant from ([De Vos and Van Rentingem, 2008]) and the QMDD based synthesis method

---

2 The source code that has been used to perform this evaluation is available at www.revkit.org (version 2.0).

3 The tool *abc* can be downloaded from bitbucket.org/alanmi/abc. The read routine for reversible circuit files is available at bitbucket.org/msoeken/abc
Table 2. Evaluation of variable heuristics

| Name  | BDD based (Sect. 6) | Greedy (Sect. 8.1) | Hamming (Sect. 8.2) |
|-------|----------------------|---------------------|----------------------|
|       | d   | q  | t  | d   | q  | t  | Imp. | d   | q  | t  | Imp. |
| sym6  | 124 | 891| 0.11| 113 | 8540| 0.56| 4.16| 107 | 7973| 0.11| 10.53|
| urf2  | 268 | 24066| 0.19| 259 | 24528| 1.59| -1.92| 263 | 24535| 0.27| -1.95|
| con1  | 233 | 22988| 0.23| 201 | 20104| 1.58| 12.55| 234 | 20447| 0.34| 11.05|
| hwb9  | 584 | 73465| 0.79| 572 | 74690| 8.29| -1.67| 584 | 73465| 0.96| 0.00|
| urf1  | 563 | 74858| 0.66| 556 | 74116| 6.79| 0.99| 573 | 73094| 0.92| 2.36|
| urf5  | 213 | 32676| 0.16| 188 | 33243| 2.11| -1.74| 307 | 46053| 0.34| -40.94|
| adr4  | 459 | 64309| 0.78| 471 | 65435| 0.96| 0.00| 471 | 65435| 0.96| 0.00|
| sym9  | 1175| 174678| 3.19| 814 | 148295| 27.45| 15.10| 1014| 164388| 3.95| 5.89|
| urf3  | 1081| 162225| 2.15| 1051| 162267| 29.27| -0.03| 1058| 165242| 2.92| -1.86|
| 5xp1  | 837 | 134267| 3.99| 838 | 138159| 26.73| -2.90| 847 | 147315| 5.38| -0.72|
| rd84  | 2063| 401660| 20.60| 1996| 392350| 178.86| 2.32| 1868| 401940| 26.01| -0.07|
| sym10 | 2467| 461538| 12.01| 1405| 334313| 123.13| 27.57| 1868| 437864| 17.63| 14.71|
| urf4  | 2641| 491645| 12.10| 2629| 496356| 187.30| -0.96| 2629| 490826| 22.21| 0.17|
| clip10| 2271| 491645| 12.10| 2214| 496356| 187.30| -0.96| 2629| 490826| 22.21| 0.17|
| cycle10| 127 | 4200 | 0.05 | 27  | 4200 | 0.39 | 0.00 | 27  | 4200 | 0.05 | 0.00 |
| dc2   | 3102| 1395422| 224.06| 3645| 1274742| 1131.20| 8.65| 3230| 1190154| 185.02| 14.71|
| misex1| 6867| 273973| 1046.12| 7937| 311290| 8044.99| -13.84| 3949| 1714174| 480.96| 37.28|
| co14  | 25065| 10028634| 730.96| 1603| 714287| 671.89| 92.88| —   | 1190154| 185.02| 14.71|
| urf6  | 2164| 1215312| 3.96 | 2215| 1253000| 69.89| -3.10| 2215| 1242464| 7.66| -2.38|
| dk27  | 23882| 11254565| 859.83| 8549| 3998148| 15257.82| 64.48| 4338| 2141622| 795.90| 80.97|
| C7552 | 257 | 180894| 8.53 | 216 | 154448 | 27.52 | 14.62 | 367 | 274456 | 12.49 | -51.72|
| bw   | 32  | 2585 | 3766784| 2076.51| —   | —    | TO   | —   | —    | TO   |

The percentage improvements in the blocks Greedy and Hamming are with respect to the values for quantum costs \(q\) in the block BDD based.

The considered functions are taken from the LGSynth’93 benchmarks [www.cbl.ncsu.edu:16080/benchmarks/lg synth93/] and from [www.cs.uvic.ca/~dmaslov/]. These functions are mainly irreversible and provided in terms of their sum-of-product representation saved as PLA files. We have used the embedding algorithm proposed in [Soeken et al., 2014b] to embed them as a reversible function that is represented by means of the binary decision diagram of the characteristic function. The time required for the embedding is not accounted for in the reported run-times but can be obtained from [Soeken et al., 2014b]. Since the embedding algorithm produces a partial function we first applied our proposed approach as this is the only approach out of the three ones that supports partial functions. Based on the resulting circuit we created a truth table representation using the RevKit program ‘circuit_to_truth_table’ which then was used as input to the truth table based algorithm. For the QMDD based algorithm we used the circuit as input to construct the QMDD from which a different circuit is created. Since the truth table based approach and the proposed approach create single-target gates we used exorcism (Mishchenko and Perkowski, 2001) to translate them into mixed-polarity multiple-control Toffoli gates. The time required for this translation is included in the overall reported run-times. The QMDD based synthesis approach directly creates MPMCT gates.
Table 1 presents the results. The first block of columns denotes the name of the benchmark together with the number of circuit lines \((n)\). For each algorithm a block lists the number of Toffoli gates \((d)\), the quantum costs in terms of \(T\) gates in a Clifford+\(T\) mapping according to \cite{Amy2013} \((q)\), and the run-time (in seconds) required for the whole synthesis \((t)\).

It can be seen that our approach scales well and the performance it is comparable to the QMDD based synthesis approach (fastest run-times are set in bold face). The truth table based approach was never the fastest one and moreover, if the function has more than 15 variables, the truth table based algorithm was not able to finish before the time-out. It can be seen that the run-time correlates much more to the number of variables for the truth table based approach compared to the proposed approach.

In addition to the better run-times, the proposed approach also leads to better results with respect to the number of Toffoli gates and quantum costs. For the latter, in the best case, we get an improvement of over 83\% compared to the original truth table based approach and over 91\% compared to the QMDD based approach.

**Remark 5.** Due to Remark 1 there must exist a choice of assignments such that the truth table based approach leads to the same results in terms of Toffoli costs as the proposed approach. Hence, it seems that due to the symbolic decomposition described in Algorithm D a better choice for the assignments is implicitly taken.

**Remark 6.** Most of the benchmarks used in Table 1 originally describe irreversible functions and were embedded as reversible functions. We have used a different embedding approach \cite{Soeken2014b}. This explains that in some cases a different number of lines and hence also a different number of gates is obtained compared to the values given in \cite{Soeken2012b}.

### 10.2. Evaluating Variable Ordering Heuristics

We have evaluated the heuristics for variable orderings as discussed in Sect. 8 for the same benchmarks as in the previous section and listed the results in Table 2. Both the Greedy approach and the approach based on the hamming distance can achieve significant improvement in quantum costs. The maximum improvement is over 92\% \((co14)\) for the Greedy approach and over 80\% \((dk27)\) for the Hamming approach.

The quantum cost is not always improved. However, in case of the Greedy approach the difference to the better solution is not too large. In fact, in these cases the gate count has actually decreased (which is also the cost criteria in the implementation of the heuristics). One can overcome this problem by changing the cost criteria in the implementation which leads to a higher run-time of the algorithm. In case of the approach based on the hamming distance, the quantum cost can also increase significantly (e.g. \(C7752\)).

The run-time for the Greedy approach is much higher whereas the run-time for the Hamming approach is comparable to the original approach and usually correlates with the achieved improvement. If a higher improvement can be achieved, usually less cycles need to be resolved and hence the run-time decreases.
\[ F = \bigwedge_{i=1}^{n} y_i \leftrightarrow x_i \] (identity)

\[ F = \bigwedge_{i=1}^{n} y_i \oplus x_i \] (invert)

\[ F = \bigwedge_{i=1}^{n} y_i \leftrightarrow x_{(i+k) \mod n+1} \] (rotate)

\[ F = \bigwedge_{i=1}^{n} y_i \leftrightarrow \begin{cases} \bar{x}_i & \text{if } i \text{ is odd,} \\ x_{(i+2) \mod n+1} & \text{if } i \text{ is even.} \end{cases} \] (invert or rotate)

\[ F = \bigwedge_{i=1}^{n/2} y_i \leftrightarrow x_i \land y_{2i} \leftrightarrow (x_i \oplus x_{2i}) \] (bitwise-xor)

Fig. 14. Functions for evaluating scalability

10.3. Evaluating Scalability

In order to further evaluate the scalability of the proposed approach we have created BDDs of characteristic functions that represent reversible functions directly in memory. Figure 14 lists the functions that have been used for this experiment and are parameterized by the number of lines.

Note that for invert or rotate and bitwise-xor the number of lines \( n \) needs to be even. We have implemented the experiment as the RevKit test-case ‘rcbdd_scalability’. The results are given by means of plots in Fig. 15. The values of the \( x \)-axis and \( y \)-axis denote the number of lines and run-time in seconds, respectively. As can be seen functions with a large number of variables can be synthesized with the proposed approach. The run-time increases rapidly when the problem instances get larger and the effect is more noticeable when the function is complex.

11. Conclusions

In this paper we presented an algorithm for ancilla-free synthesis of large reversible functions. The reversible function is represented by its characteristic function using binary decision diagrams. This enables an efficient symbolic function manipulation. We formalized a decomposition technique that has formerly been used in a truth table based synthesis approach by means of co-factors on the characteristic function. This enabled a synthesis approach that is applicable to significantly larger functions. Additionally, we proposed heuristics to reduce gate cost and provide extensions to apply the algorithm to partial functions.

An experimental evaluation demonstrates the applicability of the proposed approach to large functions and also shows that the realized circuits lead to smaller circuits compared to state-the-art synthesis approaches.

Most run-time is spent on resolving cycles. We are currently investigating how this process can be done more efficiently. One way to overcome the efficiency problem is to synthesize transpositions directly. This would however lead to circuits that are not structured in a V-shape and as a result a linear number of single-target gates for their representation is no longer guaranteed. An increase in gate count and circuit cost is also
expected. Further future work considers an efficient representation of single-target gates and also a direct mapping of them to quantum gates.
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