Telecommunications package recommendation algorithm based on Deep forest
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Abstract. In view of the wide variety of telecom packages and the difficulty of adapting to the needs of users, this paper introduces a recommendation model for telecom packages based on deep forests. This paper first analyzes the telecom package data, and then optimizes the deep forest according to its characteristics such as discrete, continuous attribute interleaving and high coupling characteristics, including the use of decision trees to discretize continuous features and design continuous window sliding mechanism. These methods can improve the ability of deep forest combination high coupling features. Finally, the model optimization measures were verified by detail experiments. The experimental results show that the optimized deep forest can be applied to the telecom package recommendation field. Compared with other shallow models and unoptimized deep forest models, the deep forest model has increased the F1 score by 5%; after adjusting the deep forest hyper parameters, the F1 score can be increased by 2%.

1. Introduction

In recent years, the growth rate of the telecommunications market has slowed down, and the competition for stock users has become fiercer. In order to better retain customers, telecom operators have launched a variety of telecom packages to meet the differentiated needs of users and attract users. Faced with a wide variety of package business, how to recommend the most suitable telecom package for users based on user consumption habits and preference data has become a very challenging task in the field of data analysis. In recent years, with the rise of big data and machine learning, a variety of new methods based on machine learning have been proposed [1, 2].

The mature deep learning model begins with the deep belief network proposed in the literature [3], which realizes the abstract expression of data information and the generation of high-level concepts by constructing a multi-layer feature extraction mechanism. At present, deep learning has been successful in the fields of image classification, speech recognition, network situational awareness and high-dimensional time series modeling [4]. At the same time, deep learning has been widely applied and researched in the field of personalized recommendation. The literature [5] proposed a collaborative filtering algorithm based on deep learning. The noise side automatic encoder is used to encode the project side information, and then the Person similarity score value with other items is calculated, and finally added with the timeSVD++ score as the final score value. The literature [6] designed a deep semantic model for information recommendation, using deep neural network to extract user features and project information into the same hidden space, and based on the cosine similarity between the user and project features to score regression prediction. It can be seen that the advantage of deep learning is that it can automatically extract features, avoid the inadequacy of artificial screening features, and improve the performance of predictive models.
In view of the advantages of deep learning and the shortcomings of current telecommunication recommendation algorithms, this paper studies the application of deep learning in telecom package recommendation, and proposes a telecom package recommendation algorithm based on deep forest. By constructing a deep forest based on dilated windows mechanism and other optimization methods, the model effectively realized the personalized matching between user needs and telecom packets.

2. Related Work
In recent years, the telecom package business recommendation system has gradually become a research hotspot. Multiple methods are proposed, such as K-means clustering, collaborative filtering and decision tree, et al. Literature [7] uses the decision tree to perform potential association mining on user attribute features, classifying customers into 6 categories and making personalized recommendations. In order to solve the telecom business recommendation task, K-means clustering algorithm and the Apriori algorithm are improved, and the C5.0 decision tree is used to screen the target customers [8]. The literature [9] proposes a random forest model based on the telecom operator's outbound recommendation system. The literature [10] calculates the user activity, establishes the three-dimensional user context of the user's external, internal and communication circles, and recommends the package business to the user. The literature [11] uses the Gaussian mixture model to model the user's call behavior and obtain the user's call mode. In this way, the user is recommended to personalize the service of idle call optimization.

These methods are all strong association features for mining user needs, and use the model to establish a mapping relationship between user requirements and telecom package characteristics. Although these methods can better realize the personalized recommendation task of the telecom package, there are still some shortcomings, which are mainly reflected in:
1) The need to select the data characteristics manually, and need to select and reconstruct the features before designing the model;
2) For shallow structures, models have limited ability to model complex problems.

3. Recommendation algorithm based on Deep forest

3.1. Deep forest structure
The literature [12] proposes a tree model based on deep learning structure. The model has the following three characteristics
1) Using a random forest to form a cascade forest, the initial features will be processed by a random forest and the probability vector of the decision result will be obtained, and then combined with the initial features and passed to the next random forest;
2) Using the multi-granularity scanning mechanism to obtain the temporal relationship of the initial features, the algorithm uses different sliding windows to scan the original data with unsynchronized numbers, and obtain initial features of different dimensions for the training of random forests;
3) The final classification result of the model is averaged for the probability result of the last layer of forest, and then the maximum value is taken to obtain the final result.

It has been verified by experiments that deep forest achieves the same scores as image classification, face recognition, sentiment classification and low-dimensional data. Compared with traditional deep learning algorithms, deep forest has the advantage of super-parameters. And the amount of computation of the model training, the main hyper parameter of deep forest is the number of forests per layer, and the number of decision trees in each forest. The hyper parameters to be configured are much smaller than the neural network; the main operation of deep forest is the feature information gain. The calculations are much lower than those of large-scale matrix operations and convolutions in deep neural networks, and there is no need to fine-tune the parameters. Aiming at the shortcomings of dropout, a stochastic constrained Boltzmann unit model design is proposed. Through the combination of visible unit visible elements and multi-model features, the data learning ability of the model group is improved and applied to Deep Boltzmann Machine.
3.2. Telecom package business data analysis
The telecom package business data has 26 dimensions, which correspond to whether the fixed mobile convergence package, whether it exceeds the package amount, the contract type, whether it is low-consumer users, gender, etc., which differs from the data collection of the experiment [4]

1) There are many types of features in the dataset, including discrete values and continuous values;
2) The feature dimensions of the data are small, and there are coupling relationships between different features, which need to be eliminated and reduced.

3.3. Deep forest optimization
According to the characteristics of telecom package business data, the improvement of deep forest is mainly manifested in the following two points.

1) Discretization of continuous variables through C4.5 decision tree;
   We used the C4.5 decision tree to discretize the continuous value features, as described below, sorting the samples that need to be processed from small to large according to the size of the continuous variables. Assuming that the attribute corresponds to a total of N attribute values, there are a total of N-1 possible candidate segmentation value points, and the value of each candidate segmentation threshold point is in the above-mentioned sorted attribute values.

2) Construction of feature fusion mechanism based on dilated windows.
   For the coupling relationship between different features in the dataset, such as 1_total_fee, 2_total_fee, 3_total_fee, etc., it needs to be culled and reduced. The traditional deep forest adopts a continuous sliding window to extract the dimension of the input data. This method takes into account the timing relationship between the features and has certain feature combination functions. However, this method lacks processing power for the combination of information between discontinuous features. The dilate convolution method proposed in the literature [12] is used to expand the sensing range of the sliding window, so as to improve the ability of the model to combine features. The dilated windows operation is shown in Fig. 1, wherein, a blank 1 indicates that dilated size is 1.

![Fig. 1. Dilated window sliding mechanism](image)

According to model optimization, deep forest training is as follows

1) Training data to obtain random training samples of different dimensions through multi-scale dilate windows;
2) Generate two different random forests based on the acquired training samples, one is a completely random forest and the other is a fixed random forest;
3) According to the results of random forest classification, the probability that the sample belongs to a certain class is added to the upper random forest training data as a new dimension of training data, and the random forest is continuously generated;
4) Continue to steps 2, 3 until the accuracy of the verification set is reduced, i.e. the training is over fitted.
Table 1. Experimental results of different models.

| Models              | F1-score /% |
|---------------------|-------------|
| Random forest       | 75.21       |
| C4.5 decision tree  | 70.32       |
| SVM                 | 74.11       |
| Deep forest         | 80.90       |
| Deep belief nets    | 81.20       |

Table 1 shows the experimental results of experiment 1. It can be seen from the table that the average value of F1 obtained by using deep forest and deep belief network is the highest, followed by random forest and C4.5 decision tree. This indicates that for shallow structure decision trees, the ability to deal with complex association problems is poor; random forests improve the ability of models to fit complex problems by constructing a higher-level decision mechanism; deep forests and deep belief networks as deep models. Compared with the shallow model, it has better feature learning ability. In view of the difficulty in setting the hyper parameters of the deep belief network and the time-consuming training, the deep forest has obvious advantages.

Fig. 2. Comparison of F1 scores between different deep forests

Fig. 2 shows the experimental results of experiment 2. As can be seen from the figure, the deep forests that adopt the hollow window sliding mechanism are mostly superior to the traditional deep
forests, especially the case where the window dilated size is 5. In view of the characteristics of the training data, for the five characteristics of the 1_total_fee, 2_total_fee, 3_total_fee, 4_total_fee, and 5_total_fee coupling mechanisms, the model has the highest F1 value when the maximum dilated size is 5. However, as the size of the cavity increases, the F1 value of the model appears to decrease. The reason is that the large size of the dilated will cause the feature dimension of the model training to be too small, resulting in the phenomenon of over-fitting. The same reason also leads to the phenomenon that the number of layers in the deep forest increases, and the F1 score does not increase and decrease.

4. Conclusion
In this paper, we use the deep forest as a model to predict user requirements for the personalized recommendation of telecom packages. In view of the characteristics of the training data, two methods such as continuous feature discretization and introduction of the dilated sliding window mechanism are used to optimize the deep forest. The experimental results show that the prediction accuracy of user matching packages is improved by constructing deep forests; the deep forest optimization method introduced helps the performance of deep forests. Future work will continue to optimize deep forests for different problem characteristics, and draw on deep forest design ideas, design other practical deep learning models and apply these models to more fields.
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