Investigation of Daytime Peak Loads to Improve the Power Generation Costs of Solar-Integrated Power Systems
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Improving daytime loads can mitigate some of the challenges posed by solar variations in solar-integrated power systems. Thus, this simulation study investigated the different levels of daytime peak loads under varying solar penetration conditions in solar-integrated power systems to improve power generation cost performance based on different load profiles and to mitigate the challenges encountered due to solar variation. The daytime peak loads during solar photovoltaic generation hours were determined by measuring the solar load correlation coefficients between each load profile and the solar irradiation, and the generation costs were determined using a dynamic economic dispatch method with particle swarm optimization in a MATLAB environment. The results revealed that the lowest generation costs were generally associated with load profiles that had low solar load correlation coefficients. Conversely, the load profile with the highest positive solar load correlation coefficient exhibited the highest generation costs, which were mainly associated with violations of the supply-demand balance requirement. However, this profile also exhibited the lowest generation costs at high levels of solar penetration. This result indicates that improving daytime load management could improve generation costs under high solar penetration conditions. However, if the generation system lacks sufficient ramping capability, this technique could pose operational challenges that adversely impact power generation costs.

1. Introduction

Recent reforms in the power sector have contributed to the dramatic rise in the deployment of solar photovoltaics (PV) to meet human energy needs. As a renewable energy (RE) source, solar PV has played a significant role in finding solutions to the global challenge of providing a sustainable energy supply to meet rising energy demands [1, 2].

However, the penetration of solar PV into power systems is not without challenges. A typical problem encountered in the utilization of solar PV is that it is a variable RE source; this characteristic can adversely affect the performance of the power systems into which they are integrated [3]. The adverse effects of solar PV variation on power systems include frequency deviation, voltage fluctuations, and blackouts [4, 5].

Mitigating the challenges posed by the variable nature of solar PV requires the combined efforts of both the supply and demand sides of the power system. The solar variation mitigation techniques that have been explored include generation reserves, storage facilities, interconnected grids, and demand response programmes [6].

Among the solar variation mitigation techniques on the demand side, several studies have shown that increasing the daytime loads in solar-integrated power systems can alleviate some of the challenges associated with solar variation. For instance, Stodola and Modi [7] demonstrated that investments in storage facilities can be reduced by increasing the daytime loads in solar PV-integrated systems and replacing one quarter of the power supplied from dispatchable generators with solar PV without using storage systems. Similarly, Hasan and Chowdhury [8]
reported that improving the daytime loads of solar-integrated systems can lessen the requirements for storage facilities and subsequently decrease power generation costs. Another study [9] showed that shifting the loads to solar power production hours improved the efficiency of storage facilities and the utilization of the solar power generated. In [10], it was reported that improving the daytime loads economically favoured solar-integrated systems. Moreover, Bilal et al. [11] demonstrated that load profiles with high daytime loads resulted in a lower levelized cost of energy (LCOE) than other load profiles. Other studies focusing on the impact of improving daytime loads on generator performance reported that this technique reduced ramping in dispatchable generation units [12]. Similarly, to address the “duck curve” phenomenon, Bayram et al. [13] demonstrated that, at high solar penetration levels, less ramping was required in dispatchable generators in load profiles with peak loads coinciding with solar PV generation than in those in other load profiles. Other studies have reported that the performance of variable RE sources such as solar PV is significantly affected by the proportion of the load demand during RE generation periods [2, 14]. Several studies have shown that the penetration of variable RE sources such as solar PV into power systems significantly alters the original load characteristics [15–18]. In this regard, Asare-Bediako et al. [17] showed that the high penetration of solar PV contributed to the deviation of load profiles from classical patterns. Johnson et al. [15] revealed that the high penetration of solar PV altered the initial load peak hours and, consequently, the distribution of power cost among various classes of electricity consumers. Additionally, the study in Ref. [16] demonstrated that the changes in the characteristics of load profiles as PV penetration increased affected the ramping requirements in the power generation units. According to Helman [2], the resulting impact of solar PV on the load profile is the key in the operational evaluation and capacity valuation of solar-integrated power systems. Moreover, another study [18] demonstrated that the changes in load characteristics caused by the variable RE sources affect the operational costs of power systems. Thus, with the increasing penetration of solar PV into power systems and the consequential impact on load characteristics, information regarding the generation cost performance of daytime load solar variation mitigation techniques is vital for the power industry.

However, to the best of our knowledge, existing works on using daytime loads as solar variation mitigation techniques to improve the performance of solar-integrated power systems have not clearly provided this key information. Thus, the main contribution of this study is to improve the generation costs of solar-integrated power systems by investigating the generation cost performance of load profiles at various levels of daytime peak loads under varying solar penetration conditions to mitigate the challenges related to solar variation. Thus, in this study, the daytime peak loads during solar PV generation hours were determined by measuring the solar load correlation coefficients between the load profile and the solar irradiation, and the dynamic economic dispatch (DED) method with particle swarm optimization (PSO) was used to model the generation costs of the solar-integrated power systems.

2. Materials and Methods

This simulation study was conducted in a test system with ten thermal generation units in a MATLAB environment (MATLAB r2016a, MathWorks®, Natick, MA, USA). The initial load profile (LP1), which had a considerably high daytime load, was obtained from [19] (Figure 1). However, to vary the level of daytime load, 5% of the peak load of the initial load profile was continuously shifted from the peak period to the valley period to obtain the other load profiles (i.e., LP2-LP4). In this study, the peak periods were assumed to be within the hours from 10 h to 15 h and from 18 h to 21 h and that the valley periods were from 1 h to 7 h and from 22 h to 24 h. Additionally, during the load-shifting process, it was ensured that the net sums of the loads of all load profiles were equal.

Additionally, the costs of the load-shifting process were assumed to be negligible. This assumption facilitates the exploration of the main objective of this study, which is to evaluate the impacts of the various load profiles themselves on the power generation costs. This assumption allows these effects to be clearly observed without other cost components, such as the cost of load shifting, influencing the results. Nonetheless, this assumption could be a limitation of the study because load shifting can require considerable costs in power system operation.

3. Problem Formulation

In this study, the generation cost of a solar-integrated power system was formulated as a single-objective 24 h DED optimization task. Thus, the objective of the DED employed in this study was to minimize the generation cost of the online generation units for the given load demands while
considering the operational constraints over the dispatch period. The DED was modelled as follows [20–22].

3.1. Objective Function. The objective function was formulated as [20]

$$\min FC + SC + LC,$$  \hspace{1cm} (1)

where

$$FC = \sum_{t=1}^{T} \sum_{i=1}^{N} F_{i,t}(P_{i,t}),$$  \hspace{1cm} (2)

where FC is the power generation cost of all the thermal generation units over the dispatch period, $T$ is the total number of dispatch time intervals, $N$ is the total number of thermal generation units, and $F_{i,t}(P_{i,t})$ is the fuel cost function of the $i$th thermal generation unit with real power output $P_{i,t}$ during time interval $t$.

The fuel cost function, which considers the valve-point loading effect, was formulated as shown in

$$F_{i,t}(P_{i,t}) = a_{i}(P_{i,t})^{2} + b_{i}P_{i,t} + c_{i} + |c_{i}| \sin \left( f_{i}(P_{i,\text{min}} - P_{i,t}) \right),$$  \hspace{1cm} (3)

where $a_{i}$, $b_{i}$, and $c_{i}$ are the fuel cost coefficients of the $i$th thermal generation unit and $c_{i}$ and $f_{i}$ are constants of the valve-point loading effect.

Moreover, the cost of solar power SC, was estimated as [21]

$$SC = \sum_{t=1}^{T} \sum_{m=1}^{M} S_{m,t}(P_{m,t}),$$  \hspace{1cm} (4)

where $M$ is the total number of solar power generation units and $S_{m,t}(P_{m,t})$ is the solar power cost function of the $m$th solar power generation unit with power output $P_{m,t}$ during the $t$th time interval.

$$S_{m,t}(P_{m,t}) = a^{\theta} P_{m,t} + G^{E} P_{m,t},$$

$$a = \frac{r}{(1 - (1 + r)^{-N})}.$$

Here, $I^{\theta}$ and $G^{E}$ are the investment cost and the operation and maintenance cost, respectively, per unit of installed power ($$/MW) of the $m$th solar power generation unit. Additionally, $a$, $r$, and $N$ are the annuitization coefficient, interest rate, and investment lifetime of the solar power generation units, respectively.

Equation (6) expresses the cost of the load-shifting process, LC:

$$LC = \sum_{t=1}^{T} \sum_{k=1}^{K} u_{k,t} L_{k,t},$$  \hspace{1cm} (6)

where $K$ is the total number of regulated loads in the load-shifting process, $L_{k,t}$ is the shifted load in the $k$th-regulated load within time interval $t$, and $u_{k,t}$ is the cost coefficient of load shifting in the $k$th-regulated load within the $t$th time interval.

3.2. Constraints. The DED was subject to the following equality and inequality constraints.

(i) Power supply-demand balance constraints

$$\sum_{i=1}^{N} P_{i,t} + \sum_{m=1}^{M} S_{m,t} + \sum_{k=1}^{K} L_{k,t} = P_{D,t} + P_{L,t},$$  \hspace{1cm} (7)

where $P_{D,t}$ is the load demand during the $t$th time interval and $P_{L,t}$ represents the transmission losses during the $t$th time interval. The transmission losses were determined using the B-loss coefficient method shown in

$$P_{L,t} = \sum_{i=1}^{N} \sum_{j=1}^{M} P_{i,t} B(i,j) P_{j,t},$$  \hspace{1cm} (8)

where $P_{i,t}$ and $P_{j,t}$ are the real power outputs of the $i$th and $j$th generation units in time interval $t$, respectively, and $B(i,j)$ is the transmission loss coefficient.

(ii) Generator power limits

The minimum $(P_{i,\text{min}})$ and maximum $(P_{i,\text{max}})$ real power outputs of the $i$th generation unit were constrained as follows:

$$P_{i,\text{min}} \leq P_{i,t} \leq P_{i,\text{max}}$$  \hspace{1cm} (9)

(iii) Ramping limits

The ramping limits of the generation units were considered based on the following formula:

$$\max (P_{i,\text{min}}), P_{i,t-1} - DR_{i}) \leq P_{i,t} \leq \min (P_{i,\text{max}}, P_{i,t-1} + UR_{i}),$$  \hspace{1cm} (10)

where $UR_{i}$ and $DR_{i}$ are the ramp-up and ramp-down limits of the $i$th thermal generation unit, respectively.

3.3. Load-Shifting Formulation and Constraints. The load demand during the load-shifting process was formulated as shown in equations (11) and (12) [23]:

$$P_{DRI} = P_{DR} + I_{t},$$  \hspace{1cm} (11)

$$I_{t} = P_{DR} \times DR_{i},$$  \hspace{1cm} (12)

where $P_{DRI}$ is the load demand during the load-shifting process in time interval $t$, $P_{DR}$ is the initial load demand at time $t$, $I_{t}$ is the load demand that can be shifted during time interval $t$, and $DR_{i}$ is the participation factor of the
load demand in the load-shifting process during the $t^{th}$ time interval.

Equation (13) ensures that the total load shifted during the entire dispatch period is zero.

$$\sum_{t=1}^{T} I_t = 0. \quad (13)$$

Additionally, the participation factor of the load demand was subject to the following inequality constraint:

$$DR_{t \text{ min}} \leq DR_t \leq DR_{t \text{ max}}, \quad (14)$$

where $DR_{t \text{ min}}$ and $DR_{t \text{ max}}$ represent the minimum and maximum participation factors in the load-shifting process, respectively.

3.4. Solar PV System. The output energy $E_o$ of the solar PV system was estimated as follows:

$$E_o = E_h \times \eta_{sub} \times \eta_{inv},$$

$$E_h = P_{array} \times H_t,$$

$$P_{array} = P_{stc} \times f_{temp} \times f_{dirt} \times f_{man}, \quad (15)$$

where $E_h$ is the hourly output energy of the solar PV system, $\eta_{sub}$ and $\eta_{inv}$ are the subsystem and inverter efficiencies, respectively, $H_t$ is the hourly solar irradiation, $P_{array}$ and $P_{stc}$ are the derated and rated output powers of the solar PV system, respectively, and $f_{temp}, f_{dirt},$ and $f_{man}$ represent losses due to the temperature of the solar PV system, dirt, and manufacturer tolerances, respectively [24]. It is worth noting that $E_o$ also represents the average output power of the solar PV system within the dispatch period considered in this study.

3.5. Particle Swarm Optimization. PSO is a metaheuristic algorithm that operates with swarm particles. Each particle in the swarm is characterized by a randomly assigned position and velocity in the solution search space. At every iteration, the velocity and position of the particles are evaluated by an objective function. Subsequently, each particle uses its own previous best position ($pbest_i$) and that of the swarm ($gbest$) to continuously update its velocity and position until a given criterion is met. The particle velocity and position are updated by equations (16) and (17), respectively [25]:

$$v_i(k+1) = w \times v_i(k) + c_1 \cdot r_1 \cdot (pbest_i - x_i(k)) + c_2 \cdot r_2 \cdot (gbest - x_i(k)),$$  \quad (16)

$$x_i(k+1) = x_i(k) + v_i(k+1), \quad (17)$$

where $i$ is the particle index, $k$ is the iteration number, $v_i(k)$ and $x_i(k)$ are the velocity and position of the $i^{th}$ particle at iteration $k$, respectively, $w$ is an inertia weight, $c_1$ and $c_2$ are cognitive and social parameters, respectively, and $r_1$ and $r_2$ are uniform random numbers in the range $[0, 1]$. This study also considered $w = 1$ and $c_1 = c_2 = 2$ [25]. Moreover, the iteration number and population size of the swarm were considered to be 200 and 100, respectively. The PSO was used as the optimizer to minimize the power generation cost. Thus, the PSO was used to compute the optimal generation costs of the 24h DED task of the solar-integrated power system for the various load profiles.

3.6. Test Systems. A test system with ten thermal generation units adopted from [19] was considered in this simulation study. The characteristics of the ten thermal generation units are presented in Table 1. Likewise, the transmission loss coefficient, $B_{ij}$, adopted from [26], is shown in equation (18).

$$B_{ij} = \begin{bmatrix}
0.49 & 0.14 & 0.15 & 0.16 & 0.17 & 0.18 & 0.19 & 0.20 \\
0.14 & 0.45 & 0.16 & 0.17 & 0.15 & 0.16 & 0.18 & 0.18 \\
0.15 & 0.16 & 0.39 & 0.10 & 0.12 & 0.14 & 0.14 & 0.16 \\
0.15 & 0.16 & 0.10 & 0.40 & 0.14 & 0.10 & 0.12 & 0.14 & 0.15 \\
0.16 & 0.17 & 0.12 & 0.14 & 0.35 & 0.11 & 0.13 & 0.13 & 0.15 & 0.16 \\
0.17 & 0.15 & 0.12 & 0.10 & 0.11 & 0.36 & 0.12 & 0.12 & 0.14 & 0.15 \\
0.17 & 0.15 & 0.14 & 0.11 & 0.13 & 0.12 & 0.38 & 0.16 & 0.16 & 0.18 \\
0.18 & 0.16 & 0.14 & 0.12 & 0.13 & 0.12 & 0.16 & 0.40 & 0.15 & 0.16 \\
0.19 & 0.18 & 0.16 & 0.14 & 0.15 & 0.14 & 0.16 & 0.15 & 0.42 & 0.16 \\
0.20 & 0.18 & 0.16 & 0.15 & 0.16 & 0.15 & 0.18 & 0.16 & 0.19 & 0.44 \\
\end{bmatrix} \times 0.001/\text{MW.} \quad (18)
3.7. Solar Data and PV System Considerations. The solar resources in Wa, Ghana, were considered for this study. Thus, Figure 2 shows the twenty-four-hour solar irradiation in Wa, Ghana, for the average, abundant, and scarce solar resource conditions. The total solar resource is based on two years of ground-measured data. In this study, solar penetration levels from 0% to 30% in increments of 10% were considered. The solar penetration levels were estimated as percentages of the peak load demand of the initial load profile (i.e., LP1). The solar PV system sizing considerations and parameters and cost data adopted from [21] are reported in Tables 2 and 3, respectively.

3.8. Solar Load Correlation Coefficients and P Values of Load Profiles. In this study, the daytime loads within the solar PV generation hours were determined based on the solar load correlation coefficients between the various load profiles and solar irradiation under average, abundant, and scarce solar resource conditions. Thus, Table 4 shows the results of the solar load correlation coefficients and P values of the various load profiles obtained via statistical analyses of the average, abundant, and scarce solar resource conditions. The results of the 2-tailed statistical tests showed that the correlation coefficients of the load profiles, LP1 and LP2, were significant (P = 0.05 and 0.01) under all solar resource conditions; however, the correlation coefficients of LP3 and LP4 were not significant (P = 0.05 and 0.01) under all solar resource conditions.

3.9. Validation Test. A test system with six thermal generation units was used to validate the effectiveness of the power generation cost optimization algorithm. The characteristics of the six thermal generation units, the 24 h load profile, and the transmission loss coefficient adopted from [27] are presented in Tables S1 and S2 and equation (S1), respectively (see the Supplementary material). The generation cost for the optimal 24 h DED (without solar
PV) was $13,616.40/day, which is comparable to the $13,555/day reported in [27]. The detailed results of the optimal 24 h DED of the thermal generation units using PSO are reported in Table S3 (see the Supplementary material). However, note that the focus of this study is not to introduce a new optimization algorithm but rather to implement an existing optimization algorithm to investigate the different levels of daytime peak loads under varying solar penetration conditions in solar-integrated power systems in order to improve the power generation cost and mitigate the challenges related to solar variation.

4. Results and Discussion

The results of the power generation costs of the 24 h DED for various load profiles (LPs) are presented as percentages based on a reference case (i.e., the initial load profile, LP1) in which there was no solar PV in the DED (Figure 3). As shown in Figure 3, the power generation costs decreased with increasing solar penetration for LP2, LP3, and LP4. This reduction in the generation cost with increasing solar penetration can be attributed to the continuous displacement of the thermal generation units with marginally higher generation costs than the solar PV as a result of the solar power absorbed (Figure 4) [28]. Additionally, LP4, which had the lowest solar load correlation coefficient, exhibited the lowest generation costs under average solar resource conditions (Table 4).

The minimum generation cost associated with LP4 was supported by the results of several other studies that have shown that load profile flattening can improve the generation costs of solar-integrated power systems [29, 30]. As a confirmation, the load factors, which are indicators of the flatness of the LPs, were estimated for the various LPs (Table 5) [31]. The high load factor of LP4, which was greater than those of the other load profiles, was also consistent with the results obtained above.

However, at the 10% and 20% solar penetration levels under abundant solar resource conditions, LP3, which had a higher positive solar load correlation coefficient than LP4,
exhibited the best generation cost performance among the various load profiles. This inconsistency is likely related to the changes in the solar load correlation coefficient of LP4 from a negative to a positive value (Table 4). According to Chaiamarit and Nuchprayoon [18], variable RE sources such as solar PV have a time-varying impact on system performance and can lead to changes in the generation cost performance, such as those observed for LP3 and LP4, under average and abundant solar resource conditions.

Figure 5: Hourly power generation costs for the 24 h DEDs of the load profiles (LPs) under (a) 10% average, (b) 30% average, (c) 10% abundant, (d) 30% abundant, (e) 10% scarce, and (f) 30% scarce solar penetration levels and resource conditions.
Moreover, LP1 (with the highest positive solar load correlation coefficient) exhibited the worst generation costs, characterized by surges in most cases. Studies have shown that the absorption of solar power can shift peak loads to other periods of the day when solar power diminishes [2, 15]. This possible load shift might have exacerbated the already existing peak at 20h, making it impossible for the dispatchable generation units to ramp up to meet the rising load demand from 19h to 20h and violating the supply-demand balance requirement. Consequently, the penalty factor adopted in this study resulted in the highest generation costs for LP1, which was characterized by surges (Figure 5).

This finding indicates that LPs with high daytime peak loads could lead to operational challenges during the evening load peaks in systems where dispatchable generation units do not have adequate ramping capability and can have adverse effects on generation costs. Moreover, LPs with evening load peaks are common and typically characterize residential consumption patterns [9, 16, 32]. Therefore, in the utilization of grid-integrated solar PV, taking precautionary measures during evening load peaks in power systems with high daytime peak loads could become necessary. In this regard, the lack of supply-demand balance requirement violations in the

![Figure 6: Net load curves of the load profiles (LPs) for (a) 10% and (b) 30% solar penetration levels and abundant solar resource conditions.](image1)

| Average | Abundant | Scarce |
|---------|----------|--------|
| Coefficient | P value | Coefficient | P value | Coefficient | P value |
| 0.652** | 0.001 | 0.673** | 0.001 | 0.567** | 0.004 |

**Correlation is significant at the 0.01 level (2-tailed).**

Moreover, LP1 (with the highest positive solar load correlation coefficient) exhibited the worst generation costs, characterized by surges in most cases. Studies have shown that the absorption of solar power can shift peak loads to other periods of the day when solar power diminishes [2, 15]. This possible load shift might have exacerbated the already existing peak at 20h, making it impossible for the dispatchable generation units to ramp up to meet the rising load demand from 19h to 20h and violating the supply-demand balance requirement. Consequently, the penalty factor adopted in this study resulted in the highest generation costs for LP1, which was characterized by surges (Figure 5).

This finding indicates that LPs with high daytime peak loads could lead to operational challenges during the evening load peaks in systems where dispatchable generation units do not have adequate ramping capability and can have adverse effects on generation costs. Moreover, LPs with evening load peaks are common and typically characterize residential consumption patterns [9, 16, 32]. Therefore, in the utilization of grid-integrated solar PV, taking precautionary measures during evening load peaks in power systems with high daytime peak loads could become necessary. In this regard, the lack of supply-demand balance requirement violations in the

![Figure 7: Twenty-four-hour load profile and net load curve of LP5 at 30% solar penetration under abundant solar resource conditions.](image2)

![Figure 8: Power generation costs of the 24 h DED for LP5 and LP1 under average, abundant, and scarce solar resource conditions.](image3)
other LPs suggests that adopting demand-side management (DSM) techniques to reduce evening load peaks could solve the ramping problem.

However, at 30% solar penetration under abundant solar resource conditions, LP1 exhibited the most cost-effective load profile among the various load profiles, with a generation cost of 96.36%. This observation is likely related to the more extensive effects of high solar power penetration on the characteristics of LP1 and LP2 than on those of LP3 and LP4. Thus, Figures 6(a) and 6(b) illustrate the potential impact of solar PV on the LPs as the solar penetration increases from 10% to 30% using the net load concept [13, 18]. The figures show that there was a notable reduction in the daytime loads, particularly the daytime peak loads of LP1 and LP2 compared to those of LP3 and LP4, as the solar penetration increased from 10% to 30%, which agrees with the previous results.

Similarly, the obvious changes in the characteristics of LP2 are attributable to the considerable reduction in the generation cost from 97.5% to 96.67% as the solar penetration increased from 20% to 30% under abundant solar conditions. Conversely, the generation cost of LP3 increased by 0.24% as the solar penetration increased from 20% to 30%. The results obtained under the high solar penetration condition agreed with those in previous studies [8, 10, 11], which found that improving the daytime loads improved the generation costs of solar-integrated power systems.

Moreover, the different effects of solar PV on various LPs as the solar penetration increased from 10% to 30% under abundant solar conditions aligned with those of other studies, in which a significant share of variable renewable sources in power systems altered the original load characteristics [15–18].

Additionally, the results of violating the supply-demand balance requirements under relatively low solar penetration conditions (i.e., 10% penetration) in LP4 due to the inadequate ramping capability of the dispatchable generation units agreed with the findings in Ref. [16]. Notably, Ref. [16] found that even low penetration levels of solar PV could result in a high demand for the generation system ramping capability. It is worth noting that, at 10% solar penetration under scarce solar conditions, the supply-demand balance requirements were violated in LP2 due to ramping challenges in the generation units (Figure 5(e)). This observation could be related to undulations in the scarce solar resource condition profile compared to the bell-shaped average and abundant solar resource condition profiles (Figure 2).

Likewise, the undulating shape of the scarce solar resource condition profile may be the reason for the relatively irregular power generation cost performance observed for the various LPs under the scarce solar condition compared to those observed under the average and abundant solar conditions.

Note, however, that the load profile with the highest daytime peak loads (LP1) within the solar PV generation hours did not necessarily exhibit superior solar power absorption performance compared with the other load profiles in most scenarios (Figure 4). For instance, at 30% solar penetration under average solar conditions, the solar power absorption in LP1 was 89.7%, compared to 93.3% in LP4. This result is inconsistent with those in Refs. [7, 8], which found that improving the daytime loads improved the solar power absorption, and might have been caused by factors such as
the net load characteristics, the ramping capability of the thermal generation units, and the availability of dispatchable generation units with marginally higher generation costs than solar PV [2, 28].

To further investigate the power generation costs of LPs as the positive solar load correlation coefficients increased, 5% of each load was shifted from the periods from 1 h to 7 h, 20 h, and from 22 h to 24 h to the period from 10 h to 19 h to obtain LP5. Figure 7 shows the 24 h load profile and net load curve of LP5 at 30% solar penetration under abundant solar resource conditions. In addition, Table 6 presents the solar load correlation coefficients and $P$ values of LP5 under average, scarce, and abundant solar resource conditions. The results of the power generation costs of the 24 h DED of LP5 compared to those of LP1 are shown in Figure 8.

Figure 8 shows that LP5 exhibited lower generation costs than LP1 in most cases under average and abundant solar resource conditions. This observation could be related to the higher positive solar load correlation coefficient of LP5 than of LP1. However, at 30% solar penetration under abundant solar resource conditions, there was a violation of the supply-demand balance requirement in LP5, which consequently resulted in a surge in the generation cost due to the associated penalty (Figure 9(a)). However, unlike in previous cases in which the violation occurred during the evening hours (20 h), the violation in this case occurred at 8 h, even though the net load curve of LP5 suggested a higher evening peak (20 h) than the morning peak (10 h). Janko et al. [16] made a similar unusual observation in their study. Moreover, this result indicates that the operational challenges that could arise in LPs with high daytime peaks in solar-integrated power systems could also occur in parts of the day other than the evening peak period, as was previously observed.

The higher costs of generation in LP5 than in LP1 in all scenarios under scarce solar resource conditions were due to the violation of the supply-demand balance requirements and could be associated with the low quantity of solar power generated in hour 12 (Figure 9(b)). The sudden drop in solar irradiation from 11 h to 12 h in the scarce solar condition scenario might have resulted in further ramping required for the dispatchable generation units in LP5, which had higher daytime loads than LP1. Consequently, the insufficient ramping capability of the generation units resulted in the extensive violations observed in LP5.

Furthermore, solar penetration was increased to 40% to observe the generation cost performances for the various LPs. Figure 10 shows the power generation costs of the 24 h DEDs of the various LPs at 40% solar penetration under abundant solar resource conditions. Notably, LP5 and LP1 exhibited the best and worst generation cost performances, respectively. The inferior generation cost of LP1 is attributable to the violation of the supply-demand balance constraints from 19 h to 20 h due to the ramping challenges associated with the generation units, as observed in previous scenarios (Figure 11). Similar violations were observed in LP2. The superior generation cost performance exhibited by LP5 under high solar penetration levels further agreed with the results of other studies, which found that increasing the daytime load decreased the power generation cost. However, the violation of the supply-demand balance requirement, which occurred in LP1, further confirmed the previous inference that increasing the daytime load to mitigate solar variation challenges has the potential to pose operational challenges that could adversely affect the generation costs of power systems with inadequate ramping capabilities. Based on the results obtained in this study, generally, LP4 was nominated as the best load.
profile in terms of generation cost improvement. However, under the highest solar penetration conditions, LP5 was nominated as the best load profile. Moreover, it was also observed that with respect to the individual load profiles, the best generation cost varied with the solar penetration levels. For example, the least generation cost in LP2 and LP5 was observed under the 30% and 40% penetration levels, respectively. These outcomes suggested that the optimal solar PV penetration level depended on the load profile under consideration.

5. Conclusions

This simulation study focused on the generation cost improvement of a solar-integrated power system by exploring the generation cost performance for different LPs with various daytime peak loads under varying solar penetration conditions to mitigate the challenges of solar variations. The daytime peak loads during the solar PV generation period were determined by measuring the solar load correlation coefficients, and the generation costs were modelled as a single-objective DED task with the PSO method. The results showed that the lowest generation costs were associated with LPs with low solar load correlation coefficients, while the LPs with the highest positive solar load correlation coefficients exhibited the highest generation costs, which were related to violations of the supply-demand balance requirements in most cases. However, at high solar penetration levels, the LPs with the highest positive solar load correlation coefficients also exhibited the lowest generation costs among the various LPs. These outcomes suggest that improving daytime peak load management can reduce the generation costs at high levels of solar penetration. However, this solar variation mitigation technique may pose operational challenges with adverse effects on power generation costs in generation systems with inadequate ramping capabilities. It is therefore recommended that DSM techniques be applied to reduce evening peak loads, which may help overcome some of the operational challenges that arise in the utilization of this solar variation mitigation technique. This study could be useful for load planning in solar-integrated power systems.
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