Abstract

Bayesian methods of sampling from a posterior distribution are becoming increasingly popular due to their ability to precisely display the uncertainty of a model fit. Classical methods based on iterative random sampling and posterior evaluation such as Metropolis-Hastings are known to have desirable long run mixing properties, however are slow to converge. Gradient based methods, such as Langevin Dynamics (and its stochastic gradient counterpart) exhibit favorable dimension-dependence and fast mixing times for log-concave, and “close” to log-concave distributions, however also have long escape times from local minimizers. Many contemporary applications such as Bayesian Neural Networks are both high-dimensional and highly multimodal. In this paper we investigate the performance of a hybrid Metropolis and Langevin sampling method akin to Jump Diffusion on a range of synthetic and real data, indicating that careful calibration of mixing sampling jumps with gradient based chains significantly outperforms both pure gradient-based or sampling based schemes.

1 INTRODUCTION

One of the key tasks in machine learning is trying to estimate a complex and unknown model with an approximated surrogate. Most of the time the latter one will be a parametric model i.e. a model heavily dependent on a finite number of learnable parameters.

In this work we will concentrate on the setting of Bayesian inference. In particular our interest is to investigate effective techniques to productively explore the posterior distribution on the space of the parameters of any given parametric model; (Mackay [1995], Neal [1996]).

There are two main paradigms that are commonly followed in order to perform this task. The first one being associated with techniques from the wide branch of optimization and the second being sampling, specifically sampling by means of Markov Chain Monte Carlo based methods (Barbu and Zhiu [2020]).

Broadly speaking, sampling algorithms, which use a known proposal distribution and careful probabilistic sample acceptance-rejection criteria, are known to reliably mix to a wide range of posteriors. However, the mixing rate, or convergence in terms of probability measures, is slow, and scales poorly with the parameter dimension; (Mengersen and Tweedie [1996], Wang [2020]).

By contrast, optimization based, or gradient-informed methods, exhibit fast ergodicity for log-concave potentials (see, e.g. Dalalyan (2014), Durmus and Moulines (2016) and Cheng and Bartlett (2018)). In addition to that, while they are long-run ergodic, practically they may be seen to exhibit “mode seeking” behavior, wherein one mode in a multi-modal distribution is sampled for a large portion of the chain, leaving the rest of the parameter space less informed. This was more comprehensively studied by Ma et al. (2019), who showed that for a specific class of non-convex potentials, the dimensional dependence of sampling is superior to that of gradient-based methods. Recently, however, there has been interest in large scale multimodal posterior models. In particular performing Bayesian inference on the parameters of a Neural Network can provide desirable properties. Bayesian Neural Networks (BNNs) can bring, along with reliable uncertainty estimates and an intrinsic protection against overfitting, natural support for active learning, continual learning, and decision-making under uncertainty (Izmailov et al. 2021). Yet, the posteriors characterizing BNNs exhibit both significant multimodality, which should benefit sampling-based methods, while at the same time having a large parameter dimension (and hence exhibit favorable performance for gradient based samplers), and the modes have standalone significance for inference (i.e., for MAP inference).
In this paper, we introduce a procedure based on performing Jump Diffusions on a singular posterior, rather than explicitly jumping across components of a mixture. The intention is to achieve the advantages of point-based and gradient-based sampling simultaneously: periodic jumps ensure sufficient exploration of the parameter space and subchains of Langevin inform the precise details of the, generally, most significant modes. We shall demonstrate that indeed, on both synthetic and real data sets, the combination of the two procedures performs better than either point-based or gradient-based sampling procedures alone.

2 BACKGROUND

In this Section we introduce two standard representatives of the two paradigms of sampling as well as introduce our jump diffusion based procedure.

2.1 Metropolis Hastings Algorithm

Metropolis-Hastings (MH) is a reliable algorithm especially in the context of unnormalized probabilities. It allows us to draw samples from a desired probability distribution \( P \) of density \( p(x) \) if we have access to a function \( f(x) \) such that \( f \propto p \). (Barbu and Zhu [2020]).

The main idea of the algorithm is to take any method that iteratively jumps between different states and adding to the latter an additional acceptance step between the jumps. The purpose of the acceptance step is to “correct” the initial algorithm in such a way that the Markov Chain generated by the updated algorithm will satisfy the detailed balance equation. In particular, given that \( K \) is the transition probability of the chain, that is:

\[
K(X, Y) p(X) = K(Y, X) p(Y).
\]

The standard way of proceeding is to start with an inexpensive proposal distribution that allows us to conditionally sample from it rather inexpenisively, only then correct this sampling by applying MH. Each of these proposed samples can then be either accepted or rejected according to a particularly designed acceptance probability.

It has to be noted that the more we move into high dimensional settings, and the more the geometry of the posterior distribution gets complex, the more an accurate design for the proposal distribution plays a key role on yielding an effective rate of convergence for MH. Formally, the mixing rate of MH depends on the worst-case ratio of the desired and proposal distributions. This factor typically scales unfavorably with the dimension; (Mengersen and Tweedie [1996], Wang [2020]).

We can see pseudocode for the Metropolis-Hastings with Independence Metropolis Sampler design in Algorithm 1 (Barbu and Zhu [2020]).

### Metropolis-Hastings Algorithm, 1:

**Input:** target distribution \( p(\cdot) \), current state of the chain \( \theta_t \), a proposal probability \( q(\cdot) \)

**Output:** the next state of the chain \( \theta_{t+1} \)

1. Generate a new proposal state \( \bar{\theta} \) by sampling from \( q \)
2. Calculate the acceptance probability:
   \[
p_a(\theta, \bar{\theta}) = \min \left( 1, \frac{q(\bar{\theta}) \, p(\bar{\theta})}{q(\theta) \, p(\theta)} \right)
   \]
3. Accept the new state with probability \( p_a(\theta, \bar{\theta}) \) and set \( \theta_{t+1} = \bar{\theta} \), otherwise \( \theta_{t+1} = \theta_t \).

2.2 Stochastic Gradient Langevin Dynamics

Let \( \mathcal{M} \) be a parametric model with \( \theta \) as vector of parameters, \( \theta \in \Theta \). Let \( p(\cdot) \) be a prior distribution on \( \Theta \). Let \( \mathcal{X} \) be the input space of our model and, given \( x \in \mathcal{X} \), let \( p(x \mid \theta) \) be the density of the quantity \( x \) if our model has \( \theta \) as parameter vector. Given a set of \( n \) data items the update rule for the parameters is the following:

\[
\Delta \theta_i = \frac{\varepsilon_t}{2} \left( \nabla \log \left( p \left( \theta_i \right) \right) \right. \\
+ \left. \frac{N}{n} \sum_{i=1}^{n} \nabla \log \left( p(x_i \mid \theta_i) \right) \right) \\
+ \nu_t
\]

where \( \nu_t \sim N(0, \varepsilon_t) \).

It is important to note that the gradient step sizes and the standard deviation of the injected noise are balanced in such a way that the variance of the noise matches the variance of the posterior.

Naturally, discretization of Langevin dynamics, as necessary for practical computation, introduces bias. Performing a Metropolis-Hastings acceptance-rejection step, however, corrects this.

One other possible approach is to use a scheduled stepsize decay, as seen in Welling and Teh (2011), which is also associated with a “stochastic gradient” approach of using subsamples. This approach slows the per sample convergence rate, however, and appears to be additionally mode-seeking.

Langevin dynamics has been studied extensively in regards to its mixing properties. The associated SDE model appears in a number of physical phenomena as well, and thus the Langevin type equation has received considerable analysis Stroock and Varadhan (1997). As an algorithm for sampling, its interest has increased due to the improved
dimensional dependence of the mixing rate. This is especially the case of log-concave potentials, for which the performance is akin to gradient descent for convex functions, convergence is fast. At the same time, however, the gains in local accuracy from using the gradient are contrasted with the local inertia biasing against global exploration of the parameter space. Namely, the wells corresponding to attraction basins for the Langevin dynamics also exhibit long escape times, and thus slow tendency to explore outside of a contemporaneous mode. (Chen et al., 2020).

2.3 Jump-Diffusion

Our method is inspired by the concept of Jump-Diffusions, also known as Hybrid Switching Diffusions in the literature (Yin and Zhu, 2010). Jump-Diffusions are a particular class of diffusion processes involving multiple diffusions, or SDEs with a drift and a Wiener process, together with a Poisson jump process. The jump process randomly switches between the different diffusions.

Aside from describing some complex stochastic systems in physics, jump diffusions have been applied to sample from mixtures. They were analyzed for its statistical potential in (Green, 1995). Additional case studies appear in (Grenander and Miller, 1994). Broadly speaking, the procedures have potential for successfully sampling from posterior distributions with mixtures of notably different distributions, with some notable success in applications such as image segmentation (Han et al., 2004). Quality performance, however, typically requires well informed data-driven priors.

The use of jump-diffusions for single potentials is, to the best of the authors’ knowledge, unexplored, despite its natural intuitive potential. Below we formally introduce our particular procedure inspired by the hybrid jump diffusion literature.

3 JUMP-DIFFUSION LANGEVIN DYNAMICS

We now propose our jump-diffusion algorithm for single posterior sampling. The method combines MH with adjusted Langevin. In particular, for some number of samples, it performs a chain of adjusted Langevin. At the same time, after a number of such samples, the number being itself sampled from a Poisson distribution, an MH step occurs: a proposal distribution is sampled and then accepted or rejected.

We define the constant stepsize of the Langevin sequence by $\varepsilon$ and note that the frequency of jumps is regulated by a Poisson process, $\tau \sim \text{Pois}(\lambda)$, where $\lambda$ can be considered a tunable hyperparameter.

The underlying intuition is to prevent the Langevin diffusion from getting stuck on certain modes by allowing the process to jump to a different state without making use of first order information. We intend for the chain to, as such, have high resolution for the most significant modes, while at the same time ensuring that all nodes are explored, and the broad uncertainty as well (but at coarser resolution). We shall see that this is precisely the behavior we see in practice.

One can consider running parallel, or multiple sequential, chains with different starting points. There are significant problems with this approach, however. First, the lack of guarantees, since the jump process is not Metropolis-regulated, as in our case. This would introduce bias. Second, this would depend on the choice of the associated hyperparameters – there should be a nice correspondence between the number of modes and the number of starting points, otherwise we can’t expect such a method to perform well. By contrast, with a large enough sample size, the procedure we introduce should effectively characterize the posterior, with minimal hyperparameter dependence.

The use of MH-regulated jumps is facilitated by a good choice of the proposal probability. This can be done in a data-driven way, with some form of pretraining. Or, alternatively, with sufficiently large variance, standard Gaussians should work sufficiently well (Izmailov et al., 2021).

3.1 Theoretical Properties

The seminal reference on jump diffusions is the monograph [Yin and Zhu (2010)]. The canonical system is a set of stochastic diffusions and a Poisson jump process that switches between them. Formally,

$$dX(t) = b(X(t), \alpha(t))dt + \sigma(X(t), \alpha(t))dW$$

where $\alpha(t) \in N \subset N$ is a set of integers identifying distinct diffusion processes with (potentially state dependent) transition matrix $q_{ij}(x)$.

Theorem 4.4 Yin and Zhu (2010) establishes weak convergence of the probability density corresponding to the stochastic process to a stationary distribution corresponding to a mixture of the stationary distributions for the set of diffusions. Since in our case, the diffusions are the same, this corresponds to the desired stationary distribution.

The use of Metropolis adjusted Langevin for the chains results in an unbiased simulation of the diffusion, and as such the discretization maintains the ergodic properties of the SDE. Exponential convergence under the log-concave condition for the potentials is established in Roberts and Tweedie (1996). Thus, during the procedure, any samples taken within a basin with a locally strongly convex potential are converging geometrically in probability to the distribution associated with that mode. Thus mixing is particularly fast in the regions corresponding to potential modes,
Our Algorithm, 2:

**Input:** target distribution \( p(\cdot) \), current iteration \( t \),
current state of the chain \( \theta_t \), a proposal probability \( q(\cdot) \), next jumping iteration \( \tilde{t} \), jump rate \( \lambda \)

**Output:** The next state of the chain \( \theta_{t+1} \), the next jumping iteration \( \tilde{t} \)

1. if \( t = \tilde{t} \) then
   2. Generate a new proposal state \( \tilde{\theta} \) by sampling from \( q \)
   3. Calculate the acceptance probability:
      \[
      p_a(\theta_t, \tilde{\theta}) = \min \left( 1, \frac{q(\tilde{\theta})}{q(\theta_t)} \cdot \frac{p(\theta_t)}{p(\tilde{\theta})} \right)
      \]
   4. Accept the new state with probability \( p_a(\theta_t, \tilde{\theta}) \) and set \( \theta_{t+1} = \tilde{\theta} \), otherwise \( \theta_{t+1} = \theta_t \).
   5. Sample \( i \sim \text{Pois}(\lambda) \)
   6. \( \tilde{t} = \tilde{t} + i \)
   7. else
      8. Calculate the Langevin step update:
      \[
      \Delta \theta_t = \frac{\varepsilon}{2} \left( \nabla \log(p(\theta_t)) + \sum_{i=1}^{N} \nabla \log(p(x_i | \theta_t)) \right) + \nu_t
      \]
      9. Set \( \theta^* = \theta_t + \Delta \theta_t \).
      10. Calculate the acceptance probability:
          \[
          p_a(\theta_t, \theta^*) = \min \left( 1, \frac{q(\theta^*)}{q(\theta_t)} \cdot \frac{p(\theta^*)}{p(\theta_t)} \right)
          \]
      11. Accept the new state with probability \( p_a(\theta_t, \theta^*) \) and set \( \theta_{t+1} = \theta^* \), otherwise \( \theta_{t+1} = \theta_t \).

which is broadly desired as accurate characterization of posterior modes is more significant for the user than the rest of the phase space.

Taken together, we can conglomerate the conclusion of the theoretical results as follows:

- As Metropolis-adjusted discretized Langevin maintains the ergodicity of the Langevin sampling procedure, and jump diffusions are known to be ergodic, we expect the procedure to converge asymptotically, in standard probability distances, to the desired posterior.
- When the chain is exploring a mode that is locally strongly log-concave, the localized parameter region corresponding basin of attraction for that mode in terms of gradient flows exhibits geometric ergodicity, i.e., exponential convergence towards the mode.

With these in mind, we can see how depending on the landscape, we should see how broadly this procedure should result in faster mixing than either Langevin or Metropolis MCMC alone.

## 4 EXPERIMENTS

Here we present the findings of our numerical experiments comparing the sampling methods described above. In standard practice, we shall present results with both low-dimensional models whose posteriors we can display visually as well as more coarse comparisons for large-dimensional models.

### 4.1 Low-Dimensional Problems

#### 4.1.1 One Dimensional Mixture

We begin with some standard one-dimensional examples. In particular, we clearly show that if the distribution we aim to estimate is multimodal, it can be difficult to estimate by means of pure Langevin Dynamics even in the one-dimensional case.

In particular we assumed the posterior distribution to be of form \( p(x) = \frac{1}{2} e^{-E(x)} \) where

\[
E(x) = x^2 (\sin^2(2^\alpha x) + \delta)
\]

with \( \delta = 2 \cdot 10^{-2} \) and \( \alpha \in \{-2, -1, 0, 1\} \). We tried to estimate this hand-crafted distribution by means of Metropolis-Hastings, Langevin Dynamics and Our method. All methods were run for 1M iterations reaching the results shown in Figure [1]. As we can see, the multimodality of the distribution is barely captured when using pure Langevin Dynamics.

#### 4.1.2 Two Dimensional Mixture

Next we generated a two dimensional dataset in such a way that the resulting posterior distribution was multimodal with distinct and slightly separated modes. We suspect that these traits will prompt Stochastic Gradient Langevin Dynamics to produce incorrectly estimated posterior distributions.

We let two parameters, \( \theta_0 \) and \( \theta_1 \), were sampled from a Gaussian distribution: \( \theta_0, \theta_1 \sim N(0, 1) \). Then we sampled 100 data points \( \{x_1, \ldots, x_{100}\} \) with:

\[
x_i \sim \frac{1}{2} N(\theta_0^2, 1) + \frac{1}{2} N((\theta_0 + \theta_1)^2, 1)
\]

where \( \theta_0 = 0, \theta_1 = 1 \).
Figure 1: Target distribution and its estimations. Target, Metropolis-Hastings, Langevin and Ours on the rows; $\alpha \in \{-2, -1, 0, 1\}$ on the columns, respectively. Every method was run for 1M iterations.

Figure 2: True posterior distribution (left) and posterior distribution estimated using Metropolis-Hastings (right).

We know the true posterior distribution in the parameter space and so we are able to plot it. In particular, working with log-probabilities:

$$L(\theta_0, \theta_1) = \sum_{i=1}^{100} \log \left( \frac{1}{2} e^{\frac{(x_i - \theta_0^2)^2}{2}} + \frac{1}{2} e^{\frac{(x_i - (\theta_0 + \theta_1)^2)^2}{2}} \right)$$

resulting in the plot seen in Figure 2.

In addition, in Figure 2 we show the empirical distribution generated by MH. Even if 1M iteration can be said to be low, the resulting posterior distribution is sound, the multimodality of the posterior is correctly captured and the ratio between the modes seems to be preserved.

As described in [Welling and Teh (2011)], and due to the similar assumptions, we ran the Stochastic Gradient Langevin process with a batch size of 1, for 10000 sweeps through the whole dataset (for a total of 1M iterations) and with decaying learning rate from $10^{-2}$ to $10^{-4}$ regulated by $\varepsilon_t = a (b + t)^\gamma$ where $a = 0.2$, $b = 231$ and $\gamma = 0.55$.

By examining the posterior distribution estimated by SGLD (Figure 3), we see the similar mode-seeking behavior. Due to the further separation of the modes and the higher complexity of the posterior, the resulting estimated distribution has notably truncated support. The method did not manage to visit the parameter space extensively and the obtained distribution can be labeled as unsatisfactory.

Next, in considering our Jump Langevin procedure, we extensively tested multiple combinations of hyperparameter settings, involving varying step sizes and jump frequency $\lambda$, some of which are shown in Figure 4. We can say that our method seems to be insensitive to the choice of the jump $\lambda$ parameter. On the stepsize does affect the results, but such is standard in using Langevin discretizations.

Overall we can say that almost all the combinations of settings used in Figure 4 yielded satisfactory estimation of the posterior, managing to correctly express its multimodality while producing a precise characterization of the significant modes.

4.1.3 Synthetic Highly-Multimodal Posterior

Finally, among low dimensional examples, we now produce an even more multimodal distribution to test the sampling algorithms under even more challenging conditions.

For these experiments, we did not generate a dataset, instead we assumed direct access to first and zeroth order information of the posterior distribution.

As described in [Welling and Teh (2011)], and due to the similar assumptions, we ran the Stochastic Gradient Langevin process with a batch size of 1, for 10000 sweeps through the whole dataset (for a total of 1M iterations) and with decaying learning rate from $10^{-2}$ to $10^{-4}$ regulated by $\varepsilon_t = a (b + t)^\gamma$ where $a = 0.2$, $b = 231$ and $\gamma = 0.55$.

In particular we assumed the posterior distribution to be of form $p(x) = \frac{1}{2} e^{-E(x)}$ where $E(x) = (x^2 + y^2)(\sin^2 xy + \delta)$ (2)
with $\delta = 10^{-2}$. The obtained synthetic posterior proves to be highly multimodal, with dense and separated modes as can be seen in Figure 5.

For a sound estimation of the posterior we generated a chain with 50M+ states using Metropolis-Hastings and we removed the initial “burn-in” chunk, obtaining a chain with 50M states.

Trying to properly estimate this distribution using pure Langevin Dynamics was unachievable, the resulting distributions were almost exclusively unimodal and heavily dependent on the starting point.

On the other hand, when trying to estimate the distribution with Our method, we obtain the result showing in Figure 5. The presented distribution was obtained after keeping the last 50M states of a chain with 50M+ states generated with our method.

We also measure the “difference”, by means of the (W1) Wasserstein Distance, between the distribution generated by the full MH chain and the distribution generated with our method, as the number of chain-states grew. We show the satisfactory results we obtain in Figure 6.

### 4.2 High-dimensional setting

For the experiments in a high dimensional setting we tested our method on Bayesian Neural Networks.

In particular, we take into consideration a binary classification problem. The dataset we used is the fourclass dataset found in the LIBSVM library. For this task we chose to use a fully connected neural network with 3 hidden layers of 8, 8 and 4 neurons, respectively. The output layer had only 1 neuron with a sigmoid as activation function.

We pretrained our network with SGD in order to gain some previous knowledge about the parameters of the network, specifically we center the priors on the optimal parameters, but use a relatively high standard deviation, in the context of Neural Network parameters, of 0.5.

We run three separate chains using Metropolis-Hastings, Langevin Dynamics and Our method for $3 \cdot 10^6$ iterations, with a stepsize of $3 \cdot 10^6$ for both gradient based methods and $\lambda = 500$ for Our method.

To test the three methods we we took one sample 30k times from each chain. For each sample of the parameter vector, we performed inference on the test set and evaluated the performance by computing the accuracy of the predicted and actual label values. From our findings, the Metropolis-Hasting results were both noisy (i.e., exhibiting large variability across multiple runs) and always significantly underperformed the other two methods. We can see a comparison between pure Langevin Dynamics and Our method in Figure 7.

### 4.3 Additional Experiments

We want to provide a systematic test that highlights the comparison between Langevin Dynamics and Jump Langevin (our method) on some increasingly multimodal posteriors. To do that we synthetically generated four uni-dimensional posterior distributions with, respectively, 2, 8, 16 and 32 equal and separated modes.
We then created a baseline in order to compare our methods. To do that, for every one of the four posteriors, we generated a chain with 10M states using the Metropolis-Hastings algorithm. We then generated, for each different posterior, one chain with 10M states using Langevin Dynamics and one chain with 10M states using Our method. To conclude we observed the evolution of the measured Wasserstein Distance as the number of chain states increased.

Result show (Figure 8) the inability of correctly expressing the posteriors when using pure Langevin Dynamics. Our method instead appears to effectively converge to the appropriate stationary distribution.

5 Conclusion

The two primary classes of methods for sampling, as based on solely zeroth-order, or first-order posterior information, exhibit particular comparative advantages and disadvantages that favor them for different problem classes. We have shown that by carefully combining the two mechanisms of gradient seeking together with proposal-defined jumps, we can sample from the challenging class of high dimensional and multimodal distributions. It can be considered that this resembles, e.g., trust region step acceptance rejection of gradient and Hessian generated iterate estimates in standard nonconvex optimization algorithms. As such, one could foresee a number of additional developments of modularly considering different gradient-based chains (i.e., HMC) and jump mechanisms (i.e., as including memory). This can open a broad research program of investing more challenging posterior distributions as the accuracy and robustness demands of contemporary AI systems advance.
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