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Abstract

We consider a Markov-modulated Brownian motion reflected to stay in a strip \([0, B]\). The stationary distribution of this process is known to have a simple form under some assumptions. We provide a short probabilistic argument leading to this result and explain its simplicity. Moreover, this argument allows for generalizations including the distribution of the reflected process at an independent, exponentially distributed epoch. Our second contribution concerns transient behavior of the model. We identify the joint law of the processes defining the model at inverse local times.
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1. Introduction

In this paper we investigate a Markov-modulated Brownian motion (MMBM) reflected to stay in a strip \([0, B]\), where \(B > 0\). Roughly speaking, an MMBM is a process with piecewise Brownian paths with drift and variance parameters determined by a finite-state Markov chain. The variance parameters are allowed to be 0, in which case the corresponding pieces are linear. Mathematically, an MMBM is just a Markov additive process with continuous paths [4, Chapter XI]. Letting \(X(t)\) be an MMBM, we construct a doubly reflected process \(W(t)\) as

\[
W(t) = X(t) + L(t) - U(t),
\]

where \(L(t)\) and \(U(t)\) are the local times at the lower and upper barriers, respectively (that is at 0 and at \(B\)), given as the solutions of a Skorokhod problem; see Section 2.1 for details.

The model considered in this paper is also called a second-order fluid model or a fluid model with Brownian noise in the literature. It was introduced as a generalization of an extensively studied fluid flow model, where it is assumed that all the variance parameters are 0, making the process piecewise linear. Fluid models were initially proposed for manufacturing and telecommunication systems, where units of work (products or packets) are processed so fast that they can be modeled as fluid instead of discrete units. Since then, the use of fluid models has become widespread, making it a classical model in applied probability with a variety of application areas, such as the theory of queues and dams, risk processes and insurance, environmental problems, etc. The literature on this topic is extensive, we only mention the seminal papers [2] and [10], a survey [12], and a more recent paper [1] with an extended list of references.
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The second-order fluid models were simultaneously introduced in [3], [9], and [16]. The highly cited paper [16] by Rogers can be considered as one of the most influential papers, not just in the theory of fluid models, but in the much more general theory of fluctuations of Markov additive processes. In [16] the stationary distribution of a reflected MMBM is derived for both a single barrier and two barriers, assuming that all the variance parameters are either 0 or positive; see also the comments in Section 3.2. The case of a single barrier (see also [3] and [9]) is a special case of the latter problem with $B = \infty$ and is substantially easier to analyze. In fact, in this case the analysis can often be extended to more general Markov-modulated Lévy models with jumps, where all the jumps are either positive or negative; see, for example, [15], where the stationary distribution of an infinite buffer Markov-modulated M/G/1 queue is obtained.

The form of the stationary distribution of an MMBM with two reflecting barriers is strikingly simple. It is noted in [16], where the result is derived using the theory of generators of Markov processes, that there has to be a probabilistic story explaining why the solutions to the differential equations reduce so far. We provide a very simple probabilistic argument, which offers this explanation. Moreover, this argument allows us to find the stationary distribution of a reflected MMBM with both linear and Brownian segments, which to the author’s knowledge has not been done so far (its transform was obtained in [7]). Furthermore, we obtain the distribution of the reflected process at an independent, exponentially distributed epoch, which gives a first insight into the transient behavior of the reflected process.

Our second contribution concerns the transient behavior of the model. We identify the joint law of the processes $t$, $X(t)$, and $J(t)$ at inverse local times. We envisage that this key result will find various applications (some are mentioned in Section 4). In particular, we show that a result from [7] on stationary overflow and unused capacity is a simple consequence of our result. Moreover, considering the special case of a Brownian motion we recover the results from [17].

Fluid models play a prominent role in applied probability. The importance comes from the fact that they are flexible enough to model a variety of different phenomena, and at the same time the analysis often remains tractable. One important observation is that phase-type jumps can be easily incorporated into the model. This is done by introducing auxiliary states of $J(t)$ and ‘leveling’ the jumps out; see, e.g. [14]. Note that this observation shows the importance of an MMBM, where some variance parameters are allowed to be 0 (the case not analyzed so far in the literature). We also remark that the level $B$ of the barrier can be interpreted in different ways. In the queueing context it is the buffer size. In the financial setting it can, for example, represent the height of a dividend barrier, in which case $U(t)$ represents the cumulative amount of dividends paid before time $t$. Throughout this paper, we use the queueing terminology.

Following some basic facts and definitions concerning two-sided reflection and MMBM given in Section 2, the paper is divided into two parts. Section 3 contains the results about the stationary distribution, and in Section 4 we discuss the inverse local times.

2. Preliminaries

Throughout this work, we use bold symbols to denote vectors (usually column-vectors), in particular $\mathbf{1}$ and $\mathbf{0}$ are vectors of 1s and 0s, respectively. We write $\mathbb{I}$ for the identity matrix and $\Delta_r$ for the diagonal matrix with entries of $r$ on the diagonal.

2.1. Two-sided reflection

Let $X(t)$, $t \geq 0$, be a real continuous function with $X(0) \in [0, B]$ (a fixed sample path of a stochastic process). The two-sided reflection $W(t)$ of $X(t)$, with respect to the strip $[0, B]$, is
defined through (1.1), where \( W(t), L(t), \) and \( U(t) \) are real continuous functions which satisfy the following conditions:

- \( L(t) \) and \( U(t) \) are nondecreasing with \( L(0) = U(0) = 0; \)
- \( W(t) \in [0, B] \) for all \( t \geq 0; \)
- \( W(s) = 0 \) if, for all \( t > s, L(s) < L(t), \) and \( W(s) = B \) if, for all \( t > s, U(s) < U(t). \)

The last condition states that the points of increase of \( L \) and \( U \) are contained in \( \{t \geq 0: W(t) = 0\} \) and \( \{t \geq 0: W(t) = B\} \), respectively. It is known that such a triplet of functions exists and is unique [11], and is called the solution of the two-sided Skorokhod problem. The functions \( L(t) \) and \( U(t) \) are called local times at the lower and upper barriers, respectively, that is, at 0 and at \( B. \)

2.2. MMBM and its basic properties

We start with a rigorous definition of an MMBM; see also [4, Chapter XI]. Let \( J(t) \) be a continuous-time irreducible Markov chain with a finite state space \( E, \) where \( |E| = N, \) and transition rate matrix \( Q. \) Denote its invariant distribution through \( \pi. \) For each \( i \in E, \) let \( X_i(t) \) be a Brownian motion with variance \( \sigma_i^2 \geq 0 \) and drift \( \mu_i; \) the vectors with elements \( \sigma_i \) and \( \mu_i \) are denoted through \( \sigma \) and \( \mu, \) respectively. We assume that \( J(t) \) and all the \( X_i(t) \) are mutually independent. Letting \( T \) be the last jump epoch of \( J \) before \( t (T = 0 \) if there were no jumps), we define \( X(t) \) recursively as

\[
X(t) = X(T) + \sum_{i \in E} 1_{\{J(T) = i\}}(X_i(t) - X_i(T)) \quad \text{and} \quad X(0) = 0, \tag{2.1}
\]

where \( 1_{\{\cdot\}} \) denotes the indicator function. Informally, \( X(t) \) evolves as \( X_i(t) \) while \( J(t) \) is in state \( i. \) The law of \( (X(t), J(t)) \) given \( J(0) = i \) is denoted through \( P_i, \) and the expectation through \( E_i. \) Sometimes we consider the process \( (x_0 + X(t), J(t)) \) for an arbitrary \( x_0 \in \mathbb{R} \) and still write \( (X(t), J(t)) \) where no confusion can arise.

Let us now introduce some important concepts related to MMBM. The asymptotic drift of the process \( X(t) \) is denoted through \( \kappa := \lim_{t \to \infty} X(t)/t = \sum_{i \in E} \pi_i \mu_i, \) which does not depend on the initial state of \( J(t). \) Next, define the subsets \( E^+ \) and \( E^- \) of \( E \) through

\[
E^\pm = E \setminus \{i \in E: \sigma_i^2 = 0, \pm \mu_i \leq 0\}.
\]

Thus, e.g. \( E^+ \) is the set of indices of the processes \( X_i(t) \) which are not monotonically decreasing; \( X_i(t), i \in E^+, \) are the processes which hit the set \( (0, \infty) \) with positive probability. In addition, we let \( N^\pm = |E^\pm| \) and write \( M^\pm \) to denote a restriction of an arbitrary matrix \( M \) with \( N \) rows obtained by keeping those and only those rows which are indexed by \( E^\pm. \) Finally, \( I^\pm \) stands for the identity matrix of size \( N^\pm. \)

Let \( e_q \) be an exponential random variable with rate \( q \geq 0, \) independent of everything else, where, by convention, \( e_0 = \infty. \) It is often convenient to consider the process \((X(t), J(t))\) only until \( e_q, \) at which moment it is sent to some additional absorbing state \((\partial X, \partial J)-\)in other words, killed. The law of such a process is denoted through \( P^q. \) In order to simplify notation, we drop the superscript and simply write \( P \) when there is no confusion. We do so in the rest of this section.

Define the first passage times for \( x \geq 0 \) as

\[
\tau^\pm_x = \inf\{t \geq 0: \pm X(t) > x\}.
\]
Note that $\tau^+_1 = \infty$ if $X(t)$ does not exceed level $x$ before $e_q$. The continuity of paths and the strong Markov property of MMBM, and, in addition, the memoryless property of the exponential distribution, imply that the time-changed process $J(\tau^+_q)$ is a Markov chain itself; see also [16]. Note that $J(\tau^+_q)$ jumps to the absorbing state $\partial_J$ at $x = \sup\{X(t) : 0 \leq t < e_q\}$. Apart from $\partial_J$, this Markov chain can take values only in $E^+$. Furthermore, it is irreducible when restricted to the set $E^+$. Let $\Lambda^+$ be the corresponding $N^+ \times N^+$ transition rate matrix of $J(\tau^+_q)$. Also, let $\Pi^+$ be an $N \times N^+$ matrix with elements $P_1(J(\tau^+_q) = j)$, where $i \in E$ and $j \in E^+$ (with an obvious order); we often simply write $P(J(\tau^+_0))$. Using this notation, we can further write

$$P(J(\tau^+_q)) = \Pi^+ e^{\Lambda^+ t}.$$  

The Markov chain $J(\tau^+_q)$ (restricted to $E^+$) is recurrent if and only if $q = 0$ and $\kappa \geq 0$. Finally, we consider $\tau^-_q$, and define the matrices $\Lambda^-$ and $\Pi^-$ in an obvious way. Note that the matrices $\Lambda^\pm$ and $\Pi^\pm$ depend on $q$. In order to stress this dependence and distinguish from the special case of $q = 0$, we sometimes call them $q$-killed versions.

The matrices $\Lambda^\pm$ and $\Pi^\pm$ play a prominent role in the following. It is therefore required in practice to be able to compute these matrices. There are two methods in the literature. Firstly, we can use an iteration scheme; see, e.g. [3] and [6]. Secondly, a Jordan normal form of $\Lambda^\pm$ can be obtained directly using the theory of generalized Jordan chains; see [7] and [8]. Finally, it is known that

$$\frac{1}{2} \Delta^2 \Pi^\pm (\Lambda^\pm)^2 + \Delta \Pi^\pm \Lambda^\pm + (Q - qI) \Pi^\pm = \emptyset, \quad (2.2)$$

where $\emptyset$ is an $N \times N^\pm$ matrix with $0$s; see, for example, [6].

3. The stationary distribution

In the first part of this section we provide an elementary derivation of the stationary distribution of $(W(t), J(t))$: we let $(W, J)$ denote the corresponding random vector. Let $J(t)$ be the time-reversed version of $J(t)$, that is, $\hat{J}(t)$ is a Markov chain with transition rate matrix $\Delta_{\hat{J}} = Q^\top \Delta_J$. Define $\hat{X}(t)$ according to (2.1) with $\hat{J}(t)$ in place of $J(t)$. The law of the time-reversed MMBM is denoted through $\hat{P}$. We start with the following basic identity:

$$P(W \geq x \mid J = i) = \hat{P}_I(X(\tau_{B-x}) \geq x), \quad (3.1)$$

where $\tau_{[u, v]} = \inf\{t \geq 0 : X(t) \notin [u, v]\}$. This type of representation was first noted in [13] in the case of a random walk with two reflecting barriers. A short derivation of its continuous-time analogue is given in [4, Proposition 3.7, Chapter XIV]; see also [5] for the case of Markov additive input. It is well known that an MMBM cannot hit a level without passing it, so we obtain

$$\hat{P}(W \geq x \mid J = i) = P_I(\tau^+_a < \tau^-_{B-x}), \quad \text{where} \ x \in (0, B]. \quad (3.2)$$

Note that this identity does not indeed hold for $x = 0$ and $i \in E \setminus E^+$.

Next, for $a, b \geq 0$, with at least one being strictly positive, consider the matrices

$$C(a, b) = P(\tau^+_a < \tau^-_b, J(\tau^+_a)), \quad D(a, b) = P(\tau^-_b < \tau^+_a, J(\tau^-_b)),$$

of dimensions $N \times N^+$ and $N \times N^-$, respectively. The strong Markov property implies that

$$C(a, b) = P(J(\tau^+_a)) - P(\tau^-_b < \tau^+_a, J(\tau^+_a)) = P(J(\tau^+_a)) - D(a, b) P_-(J(\tau^+_a+)).$$
where $P_{-}$ denotes a restriction according to $J(0) \in E^{-}$. Expand $D(a, b)$ in a similar way to arrive at

\[
C(a, b) = \Pi^{+}e^{a\Lambda^{+}} - D(a, b)\Pi^{+}_{-}e^{(a+b)\Lambda^{+}},
\]

\[
D(a, b) = \Pi^{-}e^{b\Lambda^{-}} - C(a, b)\Pi^{-}_{-}e^{(a+b)\Lambda^{-}}.
\]  

(3.3)

Assuming that $\kappa \neq 0$ we define

\[
K^{+} := (I^{+} - \Pi^{+}_{-}e^{B\Lambda^{-}}\Pi^{+}_{+}e^{B\Lambda^{+}})^{-1}, \quad K^{-} := (I^{-} - \Pi^{+}_{-}e^{B\Lambda^{+}}\Pi^{+}_{-}e^{B\Lambda^{-}})^{-1},
\]  

(3.4)

where the inverses are well defined, because one of the matrices $\Pi^{+}_{-}e^{B\Lambda^{-}}$ and $\Pi^{+}_{+}e^{B\Lambda^{+}}$ is a transient probability matrix (and the other is recurrent). Thus,

\[
C(x, B - x) = (\Pi^{+}e^{x\Lambda^{+}} - \Pi^{-}e^{(B-x)\Lambda^{-}}\Pi^{+}_{-}e^{B\Lambda^{+}})K^{+},
\]

(3.5)

and then (3.2) leads to the following result

**Theorem 3.1.** If $\kappa \neq 0$ then, for $x \in (0, B]$, it holds that

\[
\hat{P}(W \geq x | J) = (\Pi^{+}e^{x\Lambda^{+}} - \Pi^{-}e^{(B-x)\Lambda^{-}}\Pi^{+}_{-}e^{B\Lambda^{+}})K^{+}1.
\]

(3.6)

Finally, we give a brief comment on the more delicate case of $\kappa = 0$. The problem of this case lies in the fact that the system of equations (3.3) does not identify the matrices $C(a, b)$ and $D(a, b)$ uniquely. In fact, exactly one equation is missing. This equation is of the form

\[
C(a, b)(a1_{+} + h_{+}) + D(a, b)(-b1_{-} + h_{-}) = h,
\]

where $h$ is any vector which solves $Qh + \mu = 0$; see [7, Section 7].

### 3.1. Further identities

First, we present a very simple coupling argument, which allows us to derive an equation that complements (3.6). Consider the two-sided reflection $\tilde{W}(t)$ of $(-X(t), J(t))$ in $[0, B]$. Assuming that $X(0) = 0$ and $\tilde{X}(0) = B$, it is easy to see that $P(W(t) \leq x | J(t)) = P(\tilde{W}(t) \geq B - x | J(t))$. Letting $t \to \infty$ we obtain, from (3.6),

\[
\hat{P}(W \leq x | J) = \hat{P}(\tilde{W} \geq B - x | J) = (\Pi^{-}e^{(B-x)\Lambda^{-}} - \Pi^{+}e^{x\Lambda^{+}}\Pi^{+}_{-}e^{B\Lambda^{+}})K^{-}1,
\]

(3.7)

where $x \in [0, B]$. Note that $\Lambda^{+}$ and $\Pi^{+}$ become $\Lambda^{-}$ and $\Pi^{-}$, as the MMBM $(-X(t), J(t))$ is used to construct $(\tilde{W}, J)$.

Note that (3.6) and (3.7) lead to two different representations of the density $\hat{P}(W \in dx | J)$. In addition, we easily obtain the point masses at 0 and $B$ (from (3.7) and (3.6), respectively):

\[
\hat{P}(W = 0 | J) = (\Pi^{-} - \Pi^{+}\Pi^{+}_{-})e^{B\Lambda^{+}}K^{-}1,
\]

\[
\hat{P}(W = B | J) = (\Pi^{+} - \Pi^{-}\Pi^{+}_{-})e^{B\Lambda^{+}}K^{+}1.
\]

Finally, $\Pi^{+}_{+} = \mathbb{1}^{+}$ and $\Pi^{+}_{-} = \mathbb{1}^{-}$, and, hence, $W$ has no mass at 0 or $B$ given $J$ is in $E^{+}$ or, respectively, $E^{-}$.
3.2. On the result of Rogers [16]

In this section we comment on the result of Rogers [16]. We are only interested in a fluid model with Brownian noise and a finite buffer presented in [16, Section 7]. It is assumed there that the fluid evolves as an independent sum of a Markov-modulated linear drift and a standard Brownian motion. At first sight, this is a rather special case of an MMBM. Note, however, that the process \((X(t), J(t))\) can be time changed without changing the distribution of \((W \mid J)\) in the following way. We scale time by \(ci > 0\) while \(J(t)\) is in state \(i\), that is, we consider a new MMBM specified by the transition rate matrix \(\Delta_c^{-1} Q\) and parameters \(\sigma_i^2/c_i\) and \(\mu_i/c_i\).

It is easy to see that this new MMBM gives rise to the same distribution of \((W \mid J)\). Hence, Rogers [16], in fact, does not assume more than this: all the variance parameters are strictly positive. In other words, \(E^+ = E^- = E\) and, hence, \(\Pi^\pm = \mathbb{I}\). Under this assumption, (3.6) results in the following:

\[
P(W \in dx \mid J)^T = - (e^{\Delta_c \lambda^+} \lambda^+ + e^{(R-x) \lambda^-} \lambda^- e^B \lambda^-) (I - e^B \lambda^- e^B \lambda^-)^{-1}\mathbb{I},
\]

which is (7.13) of [16] up to the minus sign. Here \(\lambda^\pm = \hat{\lambda}_\mp\), because of the different definition of time reversal in [16, Equation (3.3)]. The missing minus sign is a consequence of a mistake in normalization in [16]. Finally, we note that in [16] the above result was obtained using the theory of generators of Markov processes. It required solving second-order differential equations, and verification of the solution (positivity of the density is not established in [16] though). On the contrary, our result was obtained directly using elementary probabilistic arguments. This allowed us to treat the problem in its full generality, i.e. no assumption on variances.

3.3. The distribution at an exponential epoch

In this section we identify \(P_t(W(e_q), J(e_q) = j)\) for \(X(0) \in \{0, B\}\) (start at a boundary), which provides some information of the transient behavior of the reflected process. An inspection of the proof of [4, Proposition 3.7, Chapter XIV] reveals that a representation similar to (3.1) holds true for finite time \(T\):

\[
P_t(W(T) \geq x \mid J(T) = j) = \hat{P}_j(\tau_{x-B, x} \leq T, X(\tau_{x-B, x}) \geq x \mid J(T) = i),
\]

where it is assumed that \(X(0) = 0\). Note that \(\pi_tP_t(J(T) = j) = \pi_t\hat{P}_j(J(T) = i)\) to arrive at the equation

\[
\hat{P}_t(W(e_q) \geq x, J(e_q) = j) = P_j(\tau_x^+ < e_q, \tau_x^+ < \tau_{B-x}, J(e_q) = i) \pi_j/\pi_i,
\]

which in matrix form can be written as

\[
\hat{P}(W(e_q) \geq x, J(e_q))^T = \Delta_x P^R(\tau_x^+ < \tau_{B-x}, J(\tau_x^+)) [P(J(e_q))]_+ \Delta_x^{-1}.
\]

Moreover, we can show that (3.5) holds true under exponential killing. Noting that \(P(J(e_q)) = q(q\| - Q)^{-1}\) we find that

\[
\hat{P}(W(e_q) \geq x, J(e_q))^T = q \Delta_x (\Pi^+ e^{x\lambda^+} - \Pi^- e^{(R-x)\lambda^-} \Pi^+ e^{B\lambda^+}) K^+ [(q\| - Q)^{-1}]_+ \Delta_x^{-1},
\]

where \(x \in \{0, B\}\) and all the occurrences of matrices \(\Lambda^\pm\) and \(\Pi^\pm\) refer to the \(q\)-killed versions. Finally, we can derive a symmetric equation for the case \(X(0) = B\). The distribution of \(W(e_q)\) in the case of \(X(0) \in \{0, B\}\) does not have an explicit form. In this case we need to resort to its Laplace transform, as in [7].
4. Inverse local times

This section is devoted to the study of the transient behavior of the model, which is given by \((t, X(t), J(t), W(t), L(t), U(t))\). More concretely, we characterize the joint law of these processes at inverse local times \(\tau^L_x, x \geq 0\), and \(\tau^U_x, x \geq 0\), where

\[
\tau^L_x = \inf\{t \geq 0: L(t) > x\} \quad \text{and} \quad \tau^U_x = \inf\{t \geq 0: U(t) > x\}
\]

for any \(x \geq 0\). This key result allows us to answer a number of important questions. For example, given \(X(0) \in [0, B]\) and \(J(0) \in E\), when does the buffer become empty for the first time and what is the state of \(J(t)\) at this time? What is the amount of lost fluid until then? Mathematically speaking, we are interested in \((\tau^L_0, J(\tau^L_0), U(\tau^L_0))\). We can also ask: what is the length of an arbitrary busy period? What is the amount of lost fluid during a busy period given there was a loss? Moreover, we condition on the state \(i\) of \(J(t)\) right before this busy period starts and the state \(j\) at which it finishes. These quantities are described by the jumps of \(\tau^L_x\) and \(U(\tau^L_x)\) given there is a corresponding transition of \(J(\tau^L_x)\). The answer to these questions is immediate in view of Theorem 4.1. Moreover, in Section 4.4 we show that the stationary overflow and unused capacity vectors can be trivially obtained from Theorem 4.1; by doing so we recover a result from [7]. Finally, in Section 4.5 we consider a special case of a simple Brownian motion and recover the results from [17], where, as an easy consequence, an asymptotic variance of the overflow process is obtained.

It should be noted that the analysis of the two-sided reflection problem, compared to the one-sided problem, is considerably harder. The main problem lies in the fact that there are two local time processes, which are interrelated in an intricate way. The crucial idea is to study the set of points \(x \geq 0\) such that \(X(\tau^L_x) = y\) for a fixed \(y \in \mathbb{R}\); see Lemma 4.1. This idea in a simpler form also appears in [16, Section 5], where it was used to derive point masses of \(W(t)\) at \(0\) and \(B\) in stationarity.

4.1. Markov additive processes

It will be shown that \((X(t), J(t))\) observed at inverse local times is a Markov additive process (MAP). In this section we present a definition and some basic properties of a MAP. A MAP is a bivariate Markov process \((Y(t), \tilde{J}(t))\), which satisfies the following property for every \(T \geq 0\). Given \(\tilde{J}(T) = i\), the shifted process \((Y(T + t) - Y(T), \tilde{J}(T + t))\), \(t \geq 0\), is independent from \((Y(t), \tilde{J}(t))\), \(0 \leq t \leq T\), and has the same law as \((Y(t), \tilde{J}(t))\), \(t \geq 0\), given \(\tilde{J}(0) = i\). It is commonly assumed that the state space of \(\tilde{J}(t)\) is finite; in our case it is a subset of \(E\). Such a process can be seen as a Markov-modulated Lévy process with additional jumps at the transition epochs of \(\tilde{J}(t)\); see [4, Chapter XI]. Hence, a MAP with continuous paths is an MMBM. Importantly, if \(Y(t)\) has no negative jumps then, for all \(\alpha \leq 0\), there exists a square matrix function \(F(\alpha)\) such that

\[
\mathbb{E}[e^{\alpha Y(t)}; \tilde{J}(t)] = e^{F(\alpha)t},
\]

where the term on the left-hand side denotes a matrix with elements \(\mathbb{E}[e^{\alpha Y(t)}]_{\tilde{J}(t)=j}\) for \(i, j\) in the state space of \(\tilde{J}(t)\). We can now see that \(F(\alpha)\) uniquely specifies the law of the process \((Y(t), \tilde{J}(t))\). This matrix can be written explicitly in terms of the Lévy exponents of the underlying Lévy processes, the Laplace transforms of the additional jumps (at transition epochs), and the transition rate matrix of \(\tilde{J}(t)\). Finally, there exists a (Perron–Frobenius) eigenvalue \(k(\alpha)\) of \(F(\alpha)\), which is real and larger than the real parts of all the other eigenvalues of \(F(\alpha)\).
4.2. The main result

We start by making the following observations:

- \( \tau^L_t \) and, hence, \( J(\tau^L_t) \), \( X(\tau^L_t) \), \( U(\tau^L_t) \) are also right continuous;
- \( L(\tau^L_t) = x \) by the continuity of \( L(t) \);
- \( W(\tau^L_t) = 0 \), because \( \tau^L_t \) is a point of increase of \( L(t) \);
- \( U(\tau^L_t) \) is piecewise constant;
- \( X(\tau^L_t) = U(\tau^L_t) - x \) is piecewise linear.

Consider the model under the time change \( t = \tau^L_s \) (and, similarly, \( t = \tau^U_s \)) and note, using the above observations, that it is enough to characterize the trivariate process \( (\tau^L_t, X(\tau^L_t), J(\tau^L_t)) \). By the strong Markov property, the process \( (\tau^L_t - \tau^L_0, X(\tau^L_t) - X(\tau^L_0), J(\tau^L_t)) \) is a MAP (with two-dimensional additive component) independent of \( (\tau^U_0, X(\tau^U_0), J(\tau^U_0)) \). In particular, \( J(\tau^L_t) \) is a Markov chain. It is an irreducible Markov chain taking values in \( E^- \). The additive components \( \tau^L_t \) and \( X(\tau^L_t) \) have no negative jumps; hence, the corresponding \( N^- \times N^- \) matrix exponent \( F^L(\cdot, \cdot) \) exists on \( \mathbb{R}^2 \) and the following holds:

\[
E_{00}[e^{\alpha X(\tau^L_t) - q \tau^L_t}; J(\tau^L_t)] = E_{00}[e^{\alpha X(\tau^L_t) - q \tau^L_0}; J(\tau^L_0)]e^{F^L(-q, \alpha)\tau^L_t}
\]

(4.1)

for all \( q \geq 0 \) and \( \alpha \leq 0 \); see Section 4.1. Moreover, the matrix exponent \( F^L(-q, \alpha) \) and the transform of the initial distribution \( E_{00}[e^{\alpha X(\tau^L_t) - q \tau^L_t}; J(\tau^L_t)] \) uniquely specifies the law of \( (\tau^L_t, X(\tau^L_t), J(\tau^L_t)) \). Note that \( q \geq 0 \) can be seen as the rate of an independent exponential killing of the original process. In the following we do not explicitly write the killing rate \( q \) in order to simplify the notation.

As shown above, the joint law of \( (t, X(t), J(t), L(t), U(t)) \) observed at \( t = \tau^L_x \), \( x \geq 0 \), is uniquely characterized by the quantities \( E_{00}[e^{\alpha X(\tau^L_t) - q \tau^L_t}; J(\tau^L_t)] \) and \( F^L(\alpha) \) (\( q \) is implicit here). Hence, our goal is to determine these quantities, as well as those corresponding to \( \tau^U_x \). Define \( N^- \times N^- \) and \( N^- \times N^+ \) dimensional matrices \( M^L(\alpha) \) and \( M^U(\alpha) \) through

\[
M^L(\alpha) = E_{00}[e^{\alpha X(\tau^L_t) - q \tau^L_t}; J(\tau^L_t)\{(F^L(\alpha))^{-1}\}], \quad M^U(\alpha) = E_{00}[e^{\alpha X(\tau^U_t) - q \tau^U_t}; J(\tau^U_t)\{(F^U(\alpha))^{-1}\}],
\]

for those values of \( q \geq 0 \) and \( \alpha \leq 0 \) for which the inverses are well defined. Letting \( x_0 = 0 \) and restricting the rows of \( M^L(\alpha) \) to \( E^- \), we obtain \( (F^L(\alpha))^{-1} \). Hence, \( E_{00}[e^{\alpha X(\tau^L_t) - q \tau^L_t}; J(\tau^L_t)] \) and \( F^L(\alpha) \) are readily obtained from \( M^L(\alpha) \) (a similar statement is true with respect to \( \tau^U_x \)). We therefore aim to determine the matrices \( M^L(\alpha) \) and \( M^U(\alpha) \).

Let \( \rho^+ \), \( \rho^- \) and \( k^L(\alpha) \), \( k^U(\alpha) \) be the Perron–Frobenius eigenvalues of \( \Lambda^+, \Lambda^- \) and \( F^L(\alpha), F^U(\alpha) \), respectively. It is well known that \( \rho^+, \rho^- \leq 0 \). If \( q > 0 \) then the inequalities are strict. If \( q = 0 \) and \( \kappa \neq 0 \), then one of the inequalities is strict depending on the sign of \( \kappa \). In the following we exclude the exceptional case of \( q = 0 \) and \( \kappa = 0 \). We are ready to present our main result.

**Theorem 4.1.** Let \( \alpha \in (\rho^-, -\rho^+) \). Then \( k^L(\alpha) \), \( k^U(\alpha) \) < 0 and \( M^L(\alpha), M^U(\alpha) \) are uniquely specified by

\[
(M^L(\alpha), M^U(\alpha))
\begin{pmatrix}
\Pi^- & -\Pi^+ e^{B\Lambda^+} \\
-\Pi^- e^{B\Lambda^-} & \Pi^+ \\
\end{pmatrix}
\]

(4.2)
We make some comments concerning this theorem. Firstly, \( k^L(\alpha) < 0 \) and \( k^U(\alpha) < 0 \) ensure that the matrices \( M^L(\alpha) \) and \( M^U(\alpha) \) are well defined. Secondly, a simple algebraic manipulation shows that (4.2) can be equivalently rewritten as

\[
M^L(\alpha) = (\Pi^-(\Lambda^+ - \alpha \| - I)^{-1} e^{\eta_0 \Lambda^-} + \Pi^+(\Lambda^+ + \alpha \| + I)^{-1} e^{(B-x_0)\Lambda^+} \Pi_+^e B \Lambda^-) K^-,
\]

\[
M^U(\alpha) = (\Pi^+(\Lambda^+ + \alpha \| + I)^{-1} e^{(B-x_0)\Lambda^+} + \Pi^-(\Lambda^- - \alpha \| - I)^{-1} e^{\eta_0 \Lambda^-} \Pi_-^e B \Lambda^+) K^+,
\]

where \( K^- \) and \( K^+ \) are given in (3.4) and are well defined unless \( q = \kappa = 0 \), which was excluded from our consideration.

**Remark 4.1.** Theorem 4.1 can be rewritten in a very concise way using a generalized Jordan pair \((V, \Gamma)\) of the analytic matrix function \( 1/2 \Delta_{\alpha}^2 \alpha^2 + \Delta \mu \alpha + Q - q I \); see [7]. In particular, using Lemma 6.3 of [7] we arrive at

\[
(M^L(\alpha), M^U(\alpha)) \left( -V_\perp V_\perp e^{\Gamma I} \right) = V(\alpha \| - \Gamma)^{-1} e^{\eta I} \Gamma.
\]

This expression may be used in practice when one is interested in computing the matrices \( M^L(\alpha) \) and \( M^U(\alpha) \).

### 4.3. Proof of Theorem 4.1

The crucial idea of the proof of Theorem 4.1 is to consider the points \( x > 0 \) such that \( X(\tau^L_x) = y \) for a fixed \( y \in \mathbb{R} \). Hence, we define \( x_0(0) = \inf\{x \geq 0 : X(\tau^L_x) = y\} \) and \( x_0(n) = \inf\{x > x_0(n-1) : X(\tau^L_x) = y\} \) for \( n \geq 1 \). Recall that \( X(\tau^L_x) = U(\tau^L_x) - x \) is piecewise linear with slope \(-1\), so \( x_0(n) \) is strictly larger than \( x_0(n-1) \). Equivalently, we can look at the time points \( t \geq 0 \), such that the local-time process \( L(\cdot) \) is increasing and \( X(\cdot) \) is at a fixed level \( y \) at the time \( t \). The following lemma provides the connection between the above mentioned points and some quantities which are easily computable.

**Lemma 4.1.** Let

\[
\varsigma_y = \inf\{t > \tau^+_B+y : X(t) < y\}.
\]

It holds almost surely that

\[
\tau^L_{x_0(n)} = \begin{cases} 
\tau^-_{|x|} & \text{if } y \leq 0, \\
\varsigma_y & \text{if } y > 0.
\end{cases}
\]

Moreover, for \( y = 0 \), \( X(0) = 0 \), and \( J(0) \in E^- \), it holds almost surely that

\[
\tau^L_{x_0(n)} = \varsigma_0.
\]

Let us provide some explanation of this result; see also Figure 1. If \( y \leq 0 \) then the first passage time of the level \( y \) must be a point of increase of \( L(t) \), otherwise \( W(t) \) becomes negative. If \( y > 0 \) then the first passage time of the level \( y \) may not be a point of increase of \( L(t) \). It is necessary that the buffer is empty when \( X(t) \) passes level \( y \), which is only possible if an overflow has occurred before. Hence, \( X(t) \) should drop by at least \( B \) at the time of hitting \( y \), which implies that \( \tau^L_{x_0(n)} = \varsigma_y \). In order to characterize \( \tau^L_{x_0(n)} \), \( n \geq 1 \), we use the strong Markov property. Hence, we need to only consider the case in which \( y = 0 \) and \( X(0) = 0, J(0) \in E^- \). In this case \( \tau^L_{x_0(n)} = 0 \) and \( \tau^L_{x_0(n)} = \varsigma_0 \) by a similar argument as above. We only present a rigorous proof of this latter result.
Proof of Lemma 4.1. We assume that \( y = X(0) = 0 \) and \( J(0) \in E^- \), and let \( \tau := \tau_{x(1)}^L \). First, we show that \( \tau < \infty \) implies that \( \xi_0 \leq \tau \). Observe that \( 0 = W(\tau) = X(\tau) + L(\tau) - U(\tau) \) and so \( U(\tau) = L(\tau) > 0 \), because \( \tau > \tau_{x(0)}^- = 0 \). Hence, there was reflection from above before \( \tau \). Let \( \hat{\tau} = \sup \{ t \in (0, \tau) : W(t) = B \} \). Then \( W(\hat{\tau}) = B, U(\tau) - U(\hat{\tau}) = 0 \), and \( L(\tau) - L(\hat{\tau}) \geq 0 \), because \( L \) is nondecreasing. Thus, \( B = W(\hat{\tau}) - W(\tau) = X(\hat{\tau}) + L(\hat{\tau}) - L(\tau) \), and so \( X(\hat{\tau}) \geq B \). But \( X(t) \) cannot hit \( B \) without passing it with probability 1; hence, \( \xi_0 \leq \tau \) almost surely.

Using the first part, note that if \( \xi_0 = \infty \) then \( \tau = \infty \). Assuming that \( \xi_0 < \infty \) we can easily see that \( \xi_0 \) is a point of increase of \( L(t) \). But \( X(\xi_0) = 0 \), so by the definition of \( \tau \) we have \( \tau \leq \xi_0 \), which concludes the proof.

Observe that
\[
P(J(\tau_{y})) = \Pi^- e^{(x_0 - y)\Lambda^-} \quad \text{if } y \leq 0, \\
P(J(\xi_y)) = \Pi^+ e^{(B + y - x_0)\Lambda^+} \Pi^- e^{B\Lambda^-} \quad \text{if } y \geq 0,
\]
where \( x_0 \in [0, B] \). Recall the definition of \( K^- \), which is given in (3.4), and note that it can be written as
\[
K^- = \sum_{n=0}^{\infty} (\Pi^+ e^{B\Lambda^+} \Pi^- e^{B\Lambda^-})^n.
\]
These facts and the strong Markov property lead to the following corollary.

**Corollary 4.1.** It holds that
\[
E \sum_{x \geq 0} 1_{\{X(\tau_{y}) = y, J(\tau_{y}) = j\}} = \Pi^- e^{(x_0 - y)\Lambda^-} K^- \quad \text{if } y \leq 0, \\
E \sum_{x \geq 0} 1_{\{X(\tau_{y}) = y, J(\tau_{y}) = j\}} = \Pi^+ e^{(B + y - x_0)\Lambda^+} \Pi^- e^{B\Lambda^-} K^- \quad \text{if } y > 0.
\]

The final step of the proof is given in the following lemma.

**Lemma 4.2.** For any measurable nonnegative function \( f \), it holds almost surely that
\[
\int_0^\infty f(X(\tau_{y})) 1_{\{J(\tau_{y}) = j\}} \, dx = \int_{-\infty}^y f(y) \sum_{x \geq 0} 1_{\{X(\tau_{y}) = y, J(\tau_{y}) = j\}} \, dy.
\]
Intuitively, this lemma states that we can interchange the ‘integrals’.
The integrals on the right-hand sides converge if \( \rho \). Noting that \( \{J(\tau_L^x), J(\tau_U^x)\} = \{\pi_L, \pi_U\} \), we can interpret the vectors \( \alpha \in J(\tau_L^x) \) and \( \pi(L) < \pi(U) < 0 \), that is, \( \alpha \in (\rho^-, \rho^+) \). Hence, the left-hand sides converge for such \( \alpha \). Use (4.1) to see that \( k_L'(\alpha) < 0 \) and \( k_U'(\alpha) < 0 \), and (4.3) holds.

### 4.4. Stationary overflow and unused capacity

Recall that \( J(\tau_L^x) \) and \( J(\tau_U^x) \) are irreducible recurrent Markov chains. Denote the corresponding stationary distributions through \( \pi_L \) and \( \pi_U \). Define \( \lim_{t \to \infty} L(t) / t = k_L' \) and, similarly, \( \lim_{t \to \infty} U(t) / t = k_U' \), which do not depend on the initial distribution of \( (X(0), J(0)) \).

Noting that \( \{\tau_L^x < t\} = \{x < L(t)\} \), we write

\[
\begin{align*}
k_L\pi_L^x = \lim_{t \to \infty} \frac{1}{t} \int_0^{L(t)} 1_{\{J(\tau_L^x) = i\}} dx = \lim_{t \to \infty} \frac{1}{t} \int_0^{\infty} 1_{\{J(\tau_U^x) = i, \tau_U^x < t\}} dx \quad \text{almost surely,}
\end{align*}
\]

i.e. we can interpret the vectors \( \kappa_L\pi_L \) and \( \kappa_U\pi_U \) as the mean unused capacity and the mean overflow in a unit of time in stationarity.

These quantities were identified in [7] using martingale calculations and the theory of generalized Jordan chains.

**Proposition 4.1.** We have

\[
(k_L\pi_L, k_U\pi_U) = \begin{pmatrix}
\Pi^- & -\Pi^+ e^{B\Lambda^+} \\
-\Pi^+ e^{B\Lambda^-} & \Pi^+
\end{pmatrix} \begin{pmatrix}
\kappa(0, \pi^+) \\
\kappa(-\pi^-, \pi^-)
\end{pmatrix} = \begin{cases}
\kappa(0, \pi^+) & \text{if } \kappa > 0, \\
0 & \text{if } \kappa = 0, \\
-k(-\pi^-, \pi^-) & \text{if } \kappa < 0,
\end{cases}
\]

where \( q = 0 \) and \( \pi^\pm \) is the stationary distribution associated with \( \Lambda^\pm \) whenever \( \pm \kappa > 0 \).
A similar identity holds if we consider MMBM with two reflecting barriers. Observe that case of an MMBM. Moreover, a restrictive assumption about the number of roots of a certain equation is made, which can fail even in the case of an MMBM.

In the following we retrieve the above result by a simple argument using Theorem 4.1. Observe that

\[-M^{L}(0) = \int_{0}^{\infty} P(t_{x}^{L} < e_{q}, J(t_{x}^{L})) \, dx\]

and, hence, by (4.4) we obtain \(-\lim_{q \downarrow 0} M^{L}(0) = \kappa^{L} \pi_{j}^{L}\) for any \(i \in E\) and \(j \in E^{-}\). A similar identity holds if we consider \(r_{x}^{L}\). Firstly, note that

\[-\Pi^{+}(\Lambda^{+})^{-1} = \int_{0}^{\infty} P(t_{x}^{+} < e_{q}, J(t_{x}^{+})) \, dx \quad \text{and} \quad \{t_{x}^{+} < e_{q}\} = \{x < \bar{X}(e_{q})\},\]

where \(\bar{X}(t) = \sup\{X(s) : 0 \leq s \leq t\}\). Secondly, it is well known that \(\lim_{t \to \infty} \bar{X}(t)/t = \kappa I_{[\kappa > 0]}\). Finally, consider (4.2) with \(q > 0\) and \(\alpha = 0\), multiply both sides by \(q\), and let \(q \downarrow 0\) to see that every row of this equation reduces to (4.5).

### 4.5. Special cases

An important special case arises when \(E^{-} = E^{+} = E\), that is, there are no states when the process evolves deterministically (a Brownian component is always present). In this special case \(\Pi^{-} = \Pi^{+} = \mathbb{I}\) and, hence, (4.3) reduces to

\[M^{L}(\alpha) = ((\Lambda^{-} - \alpha \mathbb{I})^{-1} - 1) e^{\mu \Lambda^{-}} + \alpha \Lambda^{+} e^{(B - \alpha \mathbb{I}) \Lambda^{+}} - 1 e^{B \Lambda^{+}} e^{B \Lambda^{-}} - 1.\]

Letting \(x_{0} = 0\) and taking the inverse we obtain

\[F^{L}(\alpha) = (e^{-B \Lambda^{-}} - e^{B \Lambda^{+}}((\Lambda^{-} - \alpha \mathbb{I})^{-1} e^{-B \Lambda^{-}} + (\Lambda^{-} + \alpha \mathbb{I})^{-1} e^{B \Lambda^{+}})^{-1}.\]

Moreover, observing that \(X(\tau_{0}^{L}) = U(\tau_{0}^{L})\) we find from (4.3) that

\[E_{x_{0} = \mathbb{R}}[e^{B(\mu + \gamma)}(\mu + \alpha - \gamma - \gamma) - e^{B(\mu + \gamma)}(\mu + \alpha + \gamma)]\]

where in the last step we used the fact that \((\Lambda^{+} + \alpha \mathbb{I})^{-1} - 1 e^{B \Lambda^{+}}\) commute. A number of other useful transforms can be found using similar algebraic manipulations.

Next, we restrict ourselves to the case of a single state, that is, we consider a Brownian motion \((\sigma^{2}, \mu).\) Without real loss of generality, it is assumed that \(\sigma^{2} = 1.\) According to (2.2), \(\lambda = \Lambda^{+} \alpha \mathbb{I} = \mathbb{I} \quad q = 0.\) Moreover, \(\Lambda^{+} \alpha \mathbb{I} = \mathbb{I} \quad q = 0\) and \(\pm \mu \geq 0,\) in which case it is 0. Thus, \(\Lambda^{+} = \mu - \gamma\) and \(\Lambda^{-} = -\mu - \gamma,\) where \(\gamma = \sqrt{\mu^{2} + 2q}.\)

Now the right-hand side of (4.7) reduces to \(-2\gamma/[e^{B(\mu + \gamma)}(\mu + \alpha - \gamma) - e^{B(\mu + \gamma)}(\mu + \alpha + \gamma)]\)

and so

\[E_{x_{0}}[e^{B(\mu + \gamma)}(\mu + \alpha - \gamma) - e^{B(\mu + \gamma)}(\mu + \alpha + \gamma)] = \frac{e^{-B \mu}}{\cosh(B \gamma) - (\mu + \alpha) \sinh(B \gamma)/\gamma}.\]
where $\alpha \in (-\mu - \gamma, -\mu + \gamma)$ according to Theorem 4.1. Fix $q > 0$ for a moment, so that $\gamma > 0$. Multiply both sides of the equation by the denominator on the right-hand side and observe that the Laplace transform is analytic in $\Re(\alpha) < -\mu + \gamma$. Thus, the latter equality holds in this domain. This shows that (4.8) holds for all $q > 0$ and $\alpha \leq 0$. By symmetry we obtain
\[
E_0[e^{-qL(\tau_0^U)}] = \frac{e^{B\mu}}{\cosh(B\gamma) + (\mu + \alpha) \sinh(B\gamma)/\gamma}, \quad q > 0, \quad \alpha \geq 0,
\]
which is Equation (7) of [17]. Taking limits on both sides we show that this equation also holds for $q = 0$, unless $\mu = 0$, in which case $Ee^{-qL(\tau_0^U)} = 1/(1 + \alpha B)$ by the l'Hôpital’s rule. Note that Williams [17] used a very different approach, namely stochastic integration and she relied on a sophisticated guess of the right form of a certain function. Our approach, however, is direct and is based on simple probabilistic arguments.

Let us conclude by making some additional comments about the Brownian motion with two reflecting barriers. Firstly, the strong Markov property of $X(t)$ implies that the nondecreasing piecewise constant process $U(\tau_L^x)$ has memoryless jumps and interarrival times, implying that it is a Poisson process with exponential jumps. Let us confirm this and find the corresponding rates. Note that (4.6) can be rewritten as
\[
F^L(\alpha) = \frac{2(\alpha^2/2 + \mu\alpha - q)}{\gamma \coth(B\gamma) - (\mu + \alpha)}.
\]
Hence, if $\mu \neq 0$ then
\[
\log Ee^{\alpha U(\tau_L^1)} = F^L(\alpha) + \alpha = \frac{-\alpha\mu (\coth(\mu B) + 1)}{\alpha - \mu (\coth(\mu B) - 1)},
\]
which implies that $U(\tau_L^1)$ jumps with rate $\mu (\coth(\mu B) + 1) = 2\mu / (1 - e^{-2\mu B})$, and the jumps are exponential of rate $\mu (\coth(\mu B) - 1) = 2\mu / (e^{2\mu B} - 1)$. If $\mu = 0$ then $\log Ee^{\alpha U(\tau_L^1)} = \alpha/(1 - \alpha B)$, that is, both rates become $1/B$.
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