Piecewise Padé-Chebyshev Reconstruction of Bivariate Piecewise Smooth Functions

S. Akansha*
Department of Mathematics
Indian Institute of Technology Bombay, Mumbai - 400076, India.

Abstract

We extend the idea of approximating piecewise smooth univariate functions using rational approximation introduced in [1] to two-dimensional space. This article aims to implement the novel piecewise Maehly based Padé-Chebyshev approximation [23]. We first develop a method referred to as PiPC to approximate univariate piecewise smooth functions and then extend the same to a two-dimensional space, leading to a bivariate piecewise Padé-Chebyshev approximation (Pi2DPC) for approximating piecewise smooth functions in two-dimension. We study the utility of the proposed techniques in minimizing the Gibbs phenomenon while approximating piecewise smooth functions. The chief advantage of these methods lies in their non-dependence on any apriori knowledge of the locations and types of singularities (if any) present in the original function. Finally, we supplement our methods with numerical results to validate their effectiveness in diminishing the Gibbs phenomenon to negligible levels.
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1 Introduction

Polynomials are classical tools to approximate a function. Runge [32] proved an exponential convergence of polynomial approximants of an analytic function $f$ in maximum norm on an approximation domain. Moreover, polynomial interpolation at $n$ Chebyshev points (roots of
an $n$ degree Chebyshev polynomial $T_n(t)$ of first kind) converge to an analytic function $f$ at a rate $O(\rho^{-n})$, as $n \to \infty$, where $\rho > 1$ is a constant (for details see [31] [9]). However, if $f$ is not analytic (or derivatives of $f$ has discontinuities), the exponential convergence of polynomial interpolations is not possible [7]. Bernstein [8] also proved that the global convergence of polynomial approximants of $|x|$ on $[-1,1]$ in maximum norm remains $O(1)$. The classical convergence rate deteriorates due to the presence of well known oscillatory behavior of the global polynomial approximants of functions which involves singularities.

In practice one often encounters the problem of approximating a function which is not smooth but piecewise smooth (function which involves singularities). In applied mathematics, physics, and engineering, the physical quantity of interest like, temperature, pressure, density, stress, strain etc. given by a scalar field $f$, needs to be evaluated over a certain region of space. Such an $f$, obtained as the solution of a certain PDE (governed by physical consideration of the problem), generally turns out to be piecewise smooth (for example, nonlinear hyperbolic PDEs). Approximating a smooth function is a well understood [28] [30] [33] [12] subject of constructive approximation theory. However, while approximating a piecewise smooth function, one has to face many difficulties. The main challenge in approximating piecewise smooth functions using polynomial interpolants, splines, truncated series etc., is the appearance of well-known Gibbs phenomenon in the vicinity of a singularity. A discussion on approximating analytic but non-periodic functions defined on $[-1,1]$ using truncated Fourier series is discussed in [18], where the oscillatory behavior (Gibbs oscillations) of the approximants can be seen near $\pm 1$. Since the typical global approximation methods are suffered from Gibbs phenomenon while approximating a piecewise smooth function, there are methods which construct a piecewise polynomial approximation to recover such functions. A recursive numerical method is proposed by Trefthen et. at. [29] which automatically detects the location of singularities (of all orders) present in a bounded piecewise smooth function $f$ and construct a piecewise Chebyshev interpolation which recovers $f$ accurately. Eckhoff [14] approximates the locations and the magnitude of a jump discontinuity of $f$ by solving a system of algebraic equations and reconstructs the function using step functions. It can be seen in recent developments [2,6] that such techniques works well in resolving the Gibbs phenomenon.

There are methods based on rational approximations to approximate functions with limited regularity. In fact, Newman [27] proved that a sequence of rational approximants of $|x|$ converges with a root exponential rate and the convergence rate can not be improved further. Furthermore, Padé approximants which are rational approximations of a sequence of truncated power series, offer a faster rate of convergence (than the corresponding series approximants),

---

1 a point at which function is not defined or it is not differentiable, we refer to as a singularity.
rendering themselves a more suitable choice for approximating analytic functions (see Baker [4][3]). Litvinov [20] observe the property of error auto correction in Padé approximations. A truncated Fourier series expansion of a periodic, even or odd, piecewise smooth function is used by Geer [15] to construct a Padé approximant, which has been further developed by Min et al. [26] for general functions. Padé-Legendre interpolation method is proposed by Hesthaven et al. [16] to approximate a piecewise smooth function. Kaber and Maday [17] obtained results on the convergence of a sequence of Padé-Chebyshev approximations to the sign function. Driscoll and Fornberg [13] (also see Tampos et al. [34]) developed a singular Padé approximation technique using finite series expansion coefficients or function values which approximates a piecewise smooth function much faster. These nonlinear methods minimize the Gibbs phenomenon significantly. However, these approximation techniques are limited to the univariate setting.

A more challenging problem is approximating a multivariate piecewise smooth function which involves jumps across some curve(s) in a bounded domain. There are several high accuracy algorithms to approximate univariate piecewise smooth functions (as mentioned previously) which have been used to improve the convergence rate of the approximants. However, generalization of these methods to more than one variable is not straightforward. Moreover, similar to the univariate case, the linear approximants (for example polynomial approximation, series partial sums, splines etc.) for multivariate functions with discontinuities exhibits sustained Gibbs oscillations in the vicinity of curve(s) of singularities. There is not much progress has been made in resolving the problem of Gibbs phenomenon in the case of multivariate piecewise smooth functions. Levin in [19] reconstructs non-periodic, smooth and non-smooth univariate functions as well as piecewise smooth bivariate functions using their Fourier series coefficients. His main idea involves identifying the location and the structure (for example in the case of 2-D functions) of the singularities, using B-spline functions and subsequently, approximating the smooth segments with higher order linear approximants. A different approximation method which does not require to approximate the locations of the singularities present in the function, using Christoffel-Darboux kernels is introduced by Marx et al. [24] to approximate multivariate piecewise smooth functions.

We develop a local approximation technique based on Padé-Chebyshev approximation, most suitable for approximating univariate and multivariate piecewise smooth functions. The idea of Padé-Chebyshev approximation based on series expansion other than [13][34], proposed by Maehly (see [23]) and a more general case by Cheney (see [10]), is used in developing the approximation technique. We first propose a piecewise Padé-Chebyshev (referred to as PiPC) algorithm for approximating univariate non-smooth functions and then extend the work of
Maehly to bivariate functions, in order to afford notational economy and since further generalization to higher dimensions is routine. We develop a global bivariate Padé-Chebyshev approximation technique using the definition introduced by Lutterodt [21], wherein a specific choice of equations forming a linear system ascertains that the resulting coefficient matrix is the sum of block Toeplitz and block hankel matrices; structurally similar to the univariate case. Having developed a global approximation method for approximating bivariate functions, we proceed towards a piecewise implementation of this method (henceforth referred to as Pi2DPC) to approximate bivariate non-smooth functions. This algorithm affords lesser computational complexity and the key advantage that it shares with PiPC is that, it suppresses the Gibbs phenomenon significantly without any prior knowledge of the type and location of the singularity present in the original function. We further supply numerical justification to validate the effectiveness of our algorithms in approximating piecewise smooth functions.

The outline of this article consisting of seven sections is as follows: In section 2 we briefly discuss the univariate Chebyshev series approximation. The basic construction of the global Padé-Chebyshev method, suggested by Maehly, is recalled in section 3 and subsequently, the PiPC algorithm is proposed. In Section 4 we compare the numerical results obtained from PiPC with those from global Padé-Chebyshev. We then propose a piecewise bivariate Chebyshev series approximation (henceforth referred to as Pi2DC) in section 5 and extend the global Padé-Chebyshev approximation, defined in section 3 to a two dimensional space in section 6. Section 6.1 is devoted to the development of Pi2DPC algorithm. The article concludes by considering a few test examples to study the performance of the Pi2DPC method and making a comparison of the results obtained from Pi2DC and Pi2DPC with those from their global counterparts, in section 7.

2 Univariate Chebyshev series expansion

For a given function $f$ which is Lipschitz continuous on $[-1, 1]$, the Chebyshev series representation of $f$ is given by

$$f(t) = \sum_{j=1}^{\infty} c_j T_j(t) =: C_\infty[f](t),$$

where $T_j(t)$ denotes the Chebyshev polynomials of first kind of degree $j$, the prime in the summation indicates that the first term is halved and $c_j$ for $j = 0, 1, 2, \ldots$ are the Chebyshev coefficients given by (see [28, 25])

$$c_j = \frac{2}{\pi} \int_{-1}^{1} \frac{f(t)T_j(t)}{\sqrt{1-t^2}}dt.$$
Computation of the integral in (2.2) for an arbitrary function is not always feasible hence, we use the Gauss-Chebyshev quadrature formula (see [25, 31])

\[ c_{j,n} := \frac{2}{n} \sum_{l=1}^{n} f(t_l) T_k(t_l), \quad j = 0, 1, 2, \ldots, \]  

(2.3)

where \( t_l, l = 1, 2, \ldots, n \) are the Chebyshev points and are given by

\[ t_l = \cos \left( \frac{\pi}{n} \left( l - \frac{1}{2} \right) \right), \quad l = 1, 2, \ldots, n. \]  

(2.4)

The Chebyshev series expansion for a function defined on an arbitrary interval \([a, b]\) can be obtain using the affine map

\[ G(t) = a + (b - a) \frac{(t + 1)}{2}, \quad t \in [-1, 1]. \]  

(2.5)

### 3 Univariate Padé-Chebyshev Reconstruction

The Padé-Chebyshev approximation method based on Chebyshev series expansion of a function (other than [13, 34, 1]) is proposed by Maehly [23] which we recall in this section. Let \( f \) be a function defined on \([-1, 1]\) such that it can be represented by the Chebyshev series given in (2.1). For the given integers \( n_p \geq n_q \geq 1 \), a rational function

\[ R_{n_p, n_q}(t) := \frac{P_{n_p}(t)}{Q_{n_q}(t)} = \sum_{i=0}^{n_p} p_i T_i(t) \sum_{j=0}^{n_q} q_j T_j(t) \]

with numerator polynomial \( P_{n_p}(t) \) of degree \( \leq n_p \) and denominator polynomial \( Q_{n_q}(t) \) of degree \( \leq n_q \) with \( Q_{n_q} \neq 0 \), satisfying

\[ Q_{n_q}(t) C_{\infty}[f](t) - P_{n_p}(t) = O(T_{n_p+n_q+1}(t)), \quad t \to 0, \]  

(3.6)

is called a Padé-Chebyshev approximant to the function \( f \) of order \((n_p, n_q)\). Using the identity

\[ T_i T_j = \frac{1}{2} (T_{i+j} + T_{|i-j|}), \]

on the left hand side of (3.6) and comparing the coefficients on both sides, we obtain the following homogeneous

\[ \sum_{j=0}^{n_q} (c_{k-j} + c_{k+j}) q_j = 0, \quad k = n_p + 1, n_p + 2, \ldots, n_p + n_q + 1, \]  

(3.7)
and the inhomogeneous system

\[ p_0 = \frac{1}{2} \sum_{j=0}^{n_q} \sum c_j q_j \]

\[ p_k = \frac{1}{2} \sum_{j=0}^{n_q} (c_{k-j} + c_{k+j} + c_{j-k}) q_j, \quad k = 1, 2, \ldots, n_p, \]  

(3.8)

where \( c_j = 0 \) for \( j < 0 \) and the double prime (\(^{''}\)) indicates that the first term in the summation is doubled. Let us write the homogeneous system (3.7) in the matrix form as

\[
\begin{bmatrix}
  c_{n_p+1} & c_{n_p} & \cdots & c_{n_p-n_q+1} \\
  c_{n_p+2} & c_{n_p+1} & \cdots & c_{n_p-n_q+2} \\
  \vdots & \vdots & \ddots & \vdots \\
  c_{n_p+n_q} & c_{n_p+n_q-1} & \cdots & c_{n_p}
\end{bmatrix}
\begin{bmatrix}
  c_{n_p+1} \\
  c_{n_p+2} \\
  \vdots \\
  c_{n_p+n_q}
\end{bmatrix}
= \begin{bmatrix}
  0 \\
  0 \\
  \vdots \\
  0
\end{bmatrix}.
\]

(3.9)

The coefficient matrix in the above linear homogeneous system is the sum of a Toeplitz and a Hankel matrix of size \( n_q \times (n_q + 1) \) and therefore a non-trivial solution of (3.9) always exists.

We write the above system as

\[
(T_{n_p,n_q}^Q + H_{n_p,n_q}^Q) q = 0,
\]

(3.10)

where, for \( r = n_p + 1, n_p + 2, \ldots, n_p + n_q, s = 1, 2, \ldots, n_q + 1, \)

\[ T_{n_p,n_q}^Q = (t_{r,s}), \quad t_{r,s} = c_{r-s+1} \]

is the Toeplitz matrix,

\[ H_{n_p,n_q}^Q = (h_{r,s}), \quad h_{r,s} = c_{r+s-1} \]

is the Hankel matrix and \( q = (q_0, q_1, \ldots, q_{n_q})^T \).

Once the coefficient vector for the denominator polynomial is calculated, the numerator
polynomial coefficients can be computed by the following matrix vector multiplication

\[
\begin{bmatrix}
p_0 \\
p_1 \\
p_2 \\
\vdots \\
p_{n_p}
\end{bmatrix} = \frac{1}{2} \begin{bmatrix}
c_0 & 0 & \cdots & 0 \\
c_1 & c_0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
c_n & c_{n-1} & \cdots & c_0
\end{bmatrix} + \begin{bmatrix}
0 & 0 & \cdots & 0 \\
0 & c_0 & \cdots & c_{q-1} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & c_0
\end{bmatrix} \begin{bmatrix}
q_0 \\
q_1 \\
q_2 \\
\vdots \\
q_{q_n}
\end{bmatrix},
\]

(3.11)

We denote the resulting Maehly based Padé-Chebyshev approximant by \( R_{n_p,n_q}^{M}(t) \). Note that, if the matrices in (3.10) is of full rank, then a normalization \( q_0 = 1 \) leads to a unique (normalized) \((n_p,n_q)\) order Padé-Chebyshev approximant of \( f \).

Note that, \( R_{n_p,n_q}^{M}(t) \) can be computed for a given set of Chebyshev coefficients \( \{c_0,c_1,\ldots,c_{n_p+2n_q}\} \). However, in our numerical experiments we use the approximated coefficients, \( c_j,n \), \( j = 0,1,\ldots,n_p+2n_q \), obtained by using \( n \) Chebyshev points in the Gauss-Chebyshev quadrature formula (2.3).

The resulting approximant is denoted by \( R_{n_p,n_q}^{M}(t) \) and the coefficient matrix in (3.10) by \( T_{n_p,n_q}^{n,Q} + H_{n_p,n_q}^{n,Q} =: A_{n_p,n_q}^{n,Q} \). We use \( \text{Null}(A_{n_p,n_q}^{n,Q}) \) in MATLAB to calculate the denominator coefficient vector \( q \) and in the case of numerical rank deficiency one can choose any one basis vector of \( \text{Null}(A_{n_p,n_q}^{n,Q}) \) as a solution of (3.9). We choose the last column of \( \text{Null}(A_{n_p,n_q}^{n,Q}) \) in our numerical simulations (for the sake of consistency).

**Remark 3.1**

(i) The approximant calculated using above mentioned method is termed as generalized Padé-Chebyshev approximation in literature (see [11]).

(ii) The idea of Padé-Chebyshev approximation based on the Chebyshev series expansion, other than the power series is proposed by Maehly [23]. A more general case is considered by Cheney [10] in terms of basis \( \{\phi_0,\phi_1,\phi_2,\ldots,\phi_i\} \) whose elements satisfies

\[
\phi_i \phi_j = \sum_{k=0}^{i+j} A_{i,j,k} \phi_k.
\]
Cheney [11] also suggested a general form of Fourier-Padé approximations and proved the existence of best rational trigonometric approximants for continuous function.

### 3.1 Construction of PiPC Approximation

For given integers $n, N, (N−1)$-tuples $\mathbf{n}_p = (n^0_p, \ldots, n^{N−1}_p)$ and $\mathbf{n}_q = (n^0_q, \ldots, n^{N−1}_q)$, a PiPC approximation of a bounded function $f$ defined on $I := [a, b]$ is constructed as follows:

1. Discretize the interval $I$ into $N$ cells, denoted by $I_j := [a_j, b_j], j = 0, 1, \ldots, N−1$, where
   \[
   a = a_0 < b_0 = a_1 < b_1 = a_2 < \cdots < b_{N−2} = a_{N−1} < b_{N−1} = a_N = b
   \]
   and denote the partition as $P_N := \{a_0, a_1, \ldots, a_N\}$.

2. Generate $n$ Chebyshev points \( \{t_l, l = 1, 2, \ldots, n\} \), defined in (2.4), in the reference interval $[-1, 1]$.

3. For each $j = 0, 1, \ldots, N−1$, obtain the approximated Chebyshev coefficients, denoted by $c_{k,n}^{j}$, $k = 0, 1, \ldots, n^j_p + 2n^j_q$, using the formula (2.3) with the values of $f$ evaluated at $G_j(t_l), l = 1, 2, \ldots, n$ where $G_j : [-1, 1] \rightarrow I_j$ is the bijection map (2.5).

4. Define the piecewise Padé-Chebyshev (PiPC) approximation of $f$ in the interval $I$ with respect to the given partition as

\[
R_{\mathbf{n}_p, \mathbf{n}_q}^{n,M,N}(x) = \begin{cases} 
R_{n^0_p,n^0_q}^{n,M}(x) & \text{if } x \in [a_0, b_0) \\
R_{n^1_p,n^1_q}^{n,M}(x) & \text{if } x \in [a_1, b_1) \\
\vdots & \\
R_{n^{N−1}_p,n^{N−1}_q}^{n,M}(x) & \text{if } x \in [a_{N−1}, b_{N−1}].
\end{cases} \tag{3.12}
\]

where $R_{n^j_p,n^j_q}^{n,M}(x)$, for $x \in I_j$, denotes the Maehly based Padé-Chebyshev approximant of $f|I_j, j = 0, 1, \ldots, N−1$.

### 4 Numerical Results

We consider a non trivial test function to examine the performance of the PiPC approximant. We empirically show (i) the convergence of the PiPC approximants near the singularities as $\mathbf{n}_p, \mathbf{n}_q$ and $N \rightarrow \infty$, (ii) the proposed PiPC algorithm captures the singularities (of all orders) present in th target function without a visible Gibbs phenomenon.
Example 4.1 Let us consider the following piecewise smooth function

\[
    f(x) = \begin{cases} 
        x^3, & \text{if } x \in [-1, -0.4), \\
        x^2 + 1, & \text{if } x \in [-0.4, 0.4), \\
        1.16 - (x - 0.4)^{1/2}, & \text{if } x \in [0.4, 1], \\
    \end{cases}
\]

(4.13)

where two types of singularities are involved as shown in Figure 1(a). We approximate the function \( f \) using the proposed PiPC and its global counterpart.

We use \( n = 200 \) Chebyshev points in the quadrature formula to avoid errors in the computation of the Chebyshev series coefficients of \( f \). The proposed PiPC algorithm is performed by fixing \( N = 512 \) and \( n_p = n_q = 20, j = 0, 1, \ldots, N - 1 \), in all the uniformly discretised subintervals of a partition. For global algorithm we fix \( n_p = 20 = n_q, n = 512 \times 200, \) and \( N = 1 \).

![Figure 1](image1.png)

Figure 1: (a) Depicts a comparison between the global Padé-Chebyshev and PiPC approximants of \( f \), (b) depicts the comparison between \( L^\infty \)-error in approximating \( f \) for \( N = 2^k, k = 1, 3, 5, 7, 8, 9 \), in a vicinity of jump discontinuity at \( x = -0.4 \) and point singularity at \( x = 0.4 \).
Figure 1(a) compares the global and the PiPC approximant with the exact function \( f \), defined in (4.13). In both the cases, we have given the values of the function at 102400 points however, as can be seen in Figure 1(b), the PiPC algorithm does not require these many values to minimize Gibbs oscillations in the univariate function \( f \). In contrary, an oscillation can be seen in the global approximant near the discontinuity at \( x = -0.4 \) and near the lower order singularity at \( x = 0.4 \) (as shown in the zoomed box). We observe a significant role of piecewise implementation from the performance of PiPC approximant in one dimension. It captures the singularities accurately with almost no Gibbs oscillation.

Table 1: The \( L^1 \)-error and the numerical order of accuracy of the PiPC and piecewise Chebyshev approximants of the function 4.13 in the interval [0.2, 0.6].

| \( N \) | Piecewise Chebyshev | Piecewise Padé-Chebyshev |
|--------|----------------------|--------------------------|
|        | \( L^1 \)-error    | order   | \( L^1 \)-error    | order   |
| 2      | 0.603860            | –        | 0.057616            | –        |
| 8      | 3.0223786626e-02f   | 2.725905 | 2.8624934183e-03f   | 2.732641 |
| 32     | 1.0969796781e-03f   | 2.552230 | 3.8054538991e-05f   | 3.325240 |
| 128    | 3.3241709687e-05f   | 2.564731 | 3.3564574345e-08f   | 5.159011 |
| 256    | 3.2350155630e-06f   | 3.380088 | 1.3431829795e-09f   | 4.669373 |
| 512    | 4.0328202329e-08f   | 6.343662 | 5.0962418171e-13f   | 11.395952 |

4.1 Numerical Convergence

Case 1. For \( N = 2^k, k = 1,3,5,7,8,9 \), Figure 1(b) depicts the maximum error in the vicinity of the singularities at \( x = -0.4 \) and at \( x = 0.4 \), with a logarithmic scale on the y-axis. It is evident from Figure 1(b) that the sequence of piecewise approximants (in this example) tends to converge to the exact function as \( N \to \infty \). The corresponding \( L^1 \)-error and the numerical order of accuracy of the piecewise Chebyshev and the PiPC approximants near the point singularity at \( x = 0.4 \) is tabulated in Table 1 which shows the significance of using Padé-Chebyshev approximation over the Chebyshev series.

Case 2. For \( n_p = n_q \), \( N = 512 \) and \( n_p = 2^k, k = 2,3,4,5 \) for \( j = 0,1,2,...,N-1 \), Figure 2(a) depicts the peaks of the pointwise error graphs (as explained in Driscoll and Fornberg [13]) for PiPC approximants. In Figure 2(b), we plot the maximum error of the method in the vicinity of the singularities at \( x = -0.4 \) and at \( x = 0.4 \), and we can clearly see that the sequence of PiPC approximants is converging to the function near the singularities as \( n_p (= n_q) \to \infty \). Note that, PiPC algorithm do not need any prior
information of the singularities present in the target function, unlike most of the recent methods \[13, 34\].

![Graph](image)

Figure 2: The PiPC algorithm performed for \(N = 512, n = 200\) and \(n_p = n_q = 2^k, k = 2, 3, 4, 5\). (a) Depicts the peaks of the pointwise error \(|f(x) - R_{n_p,n_q}^{N,M,N}(x)|\), and (b) depicts the \(L^\infty\)-error in approximating \(f\) using PiPC in the vicinity of \(x = -0.4\) and \(x = 0.4\).

5 Bivariate Chebyshev Series Expansion

For \((x, y) \in D := [-1, 1] \times [-1, 1]\) and given non-negative integers \(i\) and \(j\), a bivariate Chebyshev polynomial is defined as (see \[5\])

\[
T_{ij}(x,y) = T_i(x)T_j(y),
\]

where \(T_i(x)\) and \(T_j(y)\) are the \(i\) and \(j\) degree Chebyshev polynomials of first kind.
Theorem 5.1 (Mason [25]) Let $f(x,y)$ be a continuous function of bounded variation with one of the partial derivative is bounded in $D$. Then $f$ can be represented by the Chebyshev series as

$$f(x,y) = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} c_{i,j} T_i(x) T_j(y) =: C_\infty[f](x,y). \quad (5.14)$$

A bivariate polynomial (see [5])

$$C_{d_x,d_y}[f](x,y) := \sum_{i=0}^{d_x} \sum_{j=0}^{d_y} c_{i,j} T_i(x) T_j(y), \quad (5.15)$$

of degree $d_x + d_y + 1$, where

$$c_{i,j} = \frac{\varepsilon_{i,j}}{\pi^2} \int_{-1}^{1} \int_{-1}^{1} f(x,y) T_{i}(x) T_{j}(y) \frac{1}{\sqrt{1-x^2} \sqrt{1-y^2}} \, dx \, dy,$$ \quad (5.16)

and

$$\varepsilon_{i,j} = \begin{cases} 1, & i = j = 0, \\ 2, & i \neq j = 0 \quad \text{or} \quad j \neq i = 0, \\ 4, & i \neq j \neq 0. \end{cases}$$

is called truncated bivariate Chebyshev series of $f$. Computing the coefficients (5.15) accurately for an arbitrary function is not always feasible. Therefore, to approximate the coefficients for a given bivariate function $f$, we use the following two-dimensional Gauss-Chebyshev quadrature rule

$$c_{i,j} \approx \frac{\varepsilon_{i,j}}{n_x n_y} \sum_{l_x=1}^{n_x} \sum_{l_y=1}^{n_y} f(t_{l_x}, t_{l_y}) T_{i}(t_{l_x}) T_{j}(t_{l_y}) =: c_{i,j,n_x,n_y}, \quad (5.16)$$

for numerical integration in (5.15), where $t_{l_x}, l_x = 1, 2, \ldots, n_x$ and $t_{l_y}, l_y = 1, 2, \ldots, n_y$ are the Chebyshev points in $x$-direction and $y$-direction, respectively on a tensor grid. These points are the roots of the Chebyshev polynomials $T_{n_x}$ and $T_{n_y}$ given in (2.4) for $n = n_x$ and $n_y$, respectively.

Note that, we can compute a bivariate Chebyshev series approximant for a function defined on an arbitrary rectangular domain $[a_x, b_x] \times [a_y, b_y]$ using the affine map we defined in (2.5).

5.1 Construction of Piecewise bivariate Chebyshev Approximation

Let $f$ be a bounded function defined on a rectangular domain $[a_x, b_x] \times [a_y, b_y]$. For given two-tuples $n = (n_x, n_y) \geq 1, N = (N_x, N_y) \geq 1$, and $(N_x - 1)$-tuple $d_x = (d_x^0, d_x^1, \ldots, d_x^{N_x-1})$ and $(N_y -
Define the piecewise 2D Chebyshev approximation of \( f \) as follows:

1. Discretize the domain into \( N_x \) cells in \( x \)-direction and \( N_y \) cells in \( y \)-direction, denoted by \( I_{j_x} = [a_{j_x}, b_{j_x}], j_x = 0, 1, \ldots, N_x - 1 \) and \( I_{j_y} = [a_{j_y}, b_{j_y}], j_y = 0, 1, \ldots, N_y - 1 \), respectively, and denote the partition as \( P_{N_x} := \{a_{0_x}, a_{1_x}, \ldots, a_{N_x}\} \) and \( P_{N_y} := \{a_{0_y}, a_{1_y}, \ldots, a_{N_y}\} \), as explained in step 1 of Section 3.1.

2. Generate Chebyshev points \( \{t_{j_x}, l_x = 1, 2, \ldots, n_x\} \) and \( \{t_{j_y}, l_y = 1, 2, \ldots, n_y\} \) in the reference interval \([-1, 1]\) using (2.4) with \( n = n_x \) and \( n = n_y \), respectively.

3. For \( j_x = 0, 1, \ldots, N_x - 1 \) and \( j_y = 0, 1, \ldots, N_y - 1 \), obtain the approximated Chebyshev coefficients \( c_{i,j,n}^{j_x \times j_y} \), for \( i = 0, 1, \ldots, d_x^{j_x} \) and \( j = 0, 1, \ldots, d_y^{j_y} \), in each sub rectangle \( I_{j_x} \times I_{j_y} \) using the formula (5.16) with the values of \( f \) evaluated at \( G_{j_x}(t_{j_x}) \) and \( G_{j_y}(t_{j_y}) \). Here \( G_{j_x} : [-1, 1] \rightarrow I_{j_x} \) and \( G_{j_y} : [-1, 1] \rightarrow I_{j_y} \) are the maps defined in (2.5).

4. The truncated Chebyshev series expansion of \( f|_{I_{j_x} \times I_{j_y}} \) with \( d_x^{j_x}d_y^{j_y} + 1 \) number of terms is given by

\[
C_{d_x,d_y}^{n_x,n_y,I_{j_x} \times I_{j_y}}[f](x,y) := \sum_{i=0}^{d_x^{j_x}} \sum_{j=0}^{d_y^{j_y}} c_{i,j,n_x,n_y} T_i(x)T_j(y),
\]

where \((x,y) \in I_{j_x} \times I_{j_y}\), for all \( j_x = 0, 1, \ldots, N_x - 1 \) and \( j_y = 0, 1, \ldots, N_y - 1 \).

Define the piecewise 2D Chebyshev approximation of \( f \) in the rectangular domain \( I_x \times I_y \), where \( I_x = [a_x, b_x] \) and \( I_y = [a_y, b_y] \), with respect to the given partition as

\[
C_{d_x,d_y}^{n_x,n_y,N_x,N_y}[f](x,y) = \begin{cases} 
C_{d_x,d_y}^{n_x,n_y,0_x \times 0_y}[f](x,y) & \text{if } (x,y) \in [a_{0_x}, b_{0_x}] \times [a_{0_y}, b_{0_y}] \\
C_{d_x,d_y}^{n_x,n_y,0_y \times 1_y}[f](x,y) & \text{if } (x,y) \in [a_{0_x}, b_{0_x}] \times [a_{1_y}, b_{1_y}] \\
C_{d_x,d_y}^{n_x,n_y,0_x \times N_x}[f](x,y) & \text{if } (x,y) \in [a_{0_x}, b_{0_x}] \times [a_{N_x-1}, b_{N_x-1}] \\
\vdots & \\
C_{d_x,d_y}^{n_x,n_y,N_x \times 0_y}[f](x,y) & \text{if } (x,y) \in [a_{N_x-1}, b_{N_x-1}] \times [a_{0_y}, b_{0_y}] \\
C_{d_x,d_y}^{n_x,n_y,N_x \times 1_y}[f](x,y) & \text{if } (x,y) \in [a_{N_x-1}, b_{N_x-1}] \times [a_{1_y}, b_{1_y}] \\
\vdots & \\
C_{d_x,d_y}^{n_x,n_y,N_x \times N_y-1}[f](x,y) & \text{if } (x,y) \in [a_{N_x-1}, b_{N_x-1}] \times [a_{N_y-1}, b_{N_y-1}] \\
\end{cases}
\]

(5.18)
Hence $C_{d_x,d_y}^{N_x,N_y}(f)(x,y)$ is the desired piecewise bivariate Chebyshev approximation to the function $f$ on the domain $I_x \times I_y$ which we referred to as Pi2DC approximant of the function $f$.

6 Bivariate Padé-Chebyshev Approximation

We extend the univariate Padé-Chebyshev approximation method defined in Section 6 to two dimensional space. Our univariate case study on the Padé-Chebyshev approximation suggests room for further improvement. Therefore, we implement a piecewise variant of the two-dimensional Padé-Chebyshev approximation for more accurate results. In general (as observed in the univariate case), piecewise Padé is a simple technique with less computational complexity to approximate a non-smooth function. Also, prior knowledge of the jump location, magnitude, or the order singularities present in the function to be approximated, is not required.

Consider a function $f$ defined on the unit square $D$ and represented by a double Chebyshev series (5.14). For given two-tuples $n_p = (n_{p_x}, n_{p_y}) \geq n_q = (n_{q_x}, n_{q_y}) \geq 1 (=(1,1))$, where $n_{p_x}, n_{q_x}, n_{p_y}, n_{q_y}$ are integers, a rational function

$$R_{n_p,n_q}(x,y) = \frac{P_{n_p}(x,y)}{Q_{n_q}(x,y)}, \quad (x,y) \in D,$$

with numerator polynomial

$$P_{n_p}(x,y) = \sum_{i=0}^{n_{p_x}} \sum_{j=0}^{n_{p_y}} p_{i,j} T_i(x) T_j(y),$$

and denominator polynomial

$$Q_{n_q}(x,y) = \sum_{r=0}^{n_{q_x}} \sum_{s=0}^{n_{q_y}} q_{r,s} T_r(x) T_s(y) \neq 0,$$

of degrees $\leq n_p$ and $\leq n_q$, respectively, is called a bivariate Padé-Chebyshev approximation of $f$, if

$$C_\infty[f](x,y)Q_{n_q}(x,y) - P_{n_p}(x,y) = O(T_{n_{p_x}+n_{q_x}+1}(x)T_{n_{p_y}+n_{q_y}+1}(y)), \quad x \to 0, y \to 0. \quad (6.22)$$

To compute an approximant $R_{n_p,n_q}(x,y)$, we need to determine the coefficients of the polynomials $P_{n_p}(x,y)$ and $Q_{n_q}(x,y)$, that is, we need to calculate $\tau := (n_{p_x}+1)(n_{p_y}+1) + (n_{q_x}+1)(n_{q_y}+1)$ unknowns. To compute these unknown parameters, we use the following definition (see [21, 22, 35] for details)

$$C_\infty[f](x,y)Q_{n_q}(x,y) - P_{n_p}(x,y) = \sum_{i,j=0}^{\infty} \eta_{i,j} T_i(x) T_j(y), \quad (6.23)$$
where \( \eta_{i,j} = 0 \) for
\[
(i, j) \in P := \{(i, j) : 0 \leq i \leq n_{p_x}, 0 \leq j \leq n_{p_y}\},
\]
and
\[
(i, j) \in J/\{n_{p_x} + n_{q_y} + 1, n_{p_y} + n_{q_y} + 1\},
\]
when
\[
J := \{(i, j) : n_{p_x} + 1 \leq i \leq n_{p_x} + n_{q_y} + 1, n_{p_y} + 1 \leq j \leq n_{p_y} + n_{q_y} + 1\}.
\]
Observe that, the relation (6.23) relates the polynomials \( P_{n_p}(x,y) \) and \( Q_{n_q}(x,y) \) and gives \( \tau - 1 \) linear equations in \( \tau \) unknowns which can be split into a homogeneous
\[
\sum_{r=0}^{n_{q_x}} \sum_{s=0}^{n_{q_y}} (c_{i-r,j-s} + c_{i-r,j+s} + c_{i+r,j-s} + c_{i+r,j+s})q_{r,s} = 0,
\]
(6.24)
for \((i,j) \in J/\{(n_{p_x} + n_{q_y} + 1, n_{p_y} + n_{q_y} + 1)\}\), and an inhomogeneous part
\[
p_{0,0} = \frac{1}{4} \left(c_{0,0}q_0 + \sum_{s=0}^{n_{q_y}} c_{0,s}q_{0,s} + \sum_{r=0}^{n_{q_x}} c_{r,0}q_{r,0} + \sum_{s=0}^{n_{q_y}} \sum_{r=0}^{n_{q_x}} c_{r,s}q_{r,s}\right),
\]
\[
p_{i,0} = \frac{1}{4} \left(\sum_{r=0}^{n_{q_x}} (c_{i-r,0} + c_{i+r,0} + c_{r-i,0})q_{r,0} + \sum_{s=0}^{n_{q_y}} \sum_{r=0}^{n_{q_x}} (c_{i-r,s} + c_{i+r,s} + c_{r-i,s})q_{r,s}\right), \quad i = 1, 2, \ldots, n_{p_x},
\]
\[
p_{0,j} = \frac{1}{4} \left(\sum_{s=0}^{n_{q_y}} (c_{0,j-s} + c_{0,j+s} + c_{0,s-j})q_{0,s} + \sum_{r=0}^{n_{q_x}} \sum_{s=0}^{n_{q_y}} (c_{r,j-s} + c_{r,j+s} + c_{r,s-j})q_{r,s}\right), \quad j = 1, 2, \ldots, n_{p_y},
\]
\[
p_{i,j} = \frac{1}{4} \sum_{r=0}^{n_{q_x}} \sum_{s=0}^{n_{q_y}} (c_{i-r,j-s} + c_{i-r,j+s} + c_{i-r,s-j} + c_{i+r,j-s} + c_{i+r,j+s} + c_{i+r,s-j} + c_{i+r,s+j} + c_{r-i,s-j})q_{r,s},
\]
(6.25)
for \((i,j) \in P\), where \( c_{i,j} = 0, i, j < 0 \). A further expansion of indexes in (6.24) and (6.25) leads to block matrix systems.

Let us denote the denominator and the numerator coefficient vectors as
\[
Q_{vec} := \begin{bmatrix} n_{q_y} + 1 \\ q_0 \\ n_{q_y} + 1 \\ q_1 \\ \vdots \\ n_{q_y} + 1 \\ q_{n_{q_y}} \end{bmatrix} \quad \text{and} \quad P_{vec} := \begin{bmatrix} n_{p_y} + 1 \\ p_0 \\ n_{p_y} + 1 \\ p_1 \\ \vdots \\ n_{p_y} + 1 \\ p_{n_{p_y}} \end{bmatrix},
\]
respectively where \( q_s^{n_{q_y}+1} := (q_{s,0}, q_{s,1}, \ldots, q_{s,n_{q_y}})^T \) and \( p_v^{n_{p_y}+1} := (p_{v,0}, p_{v,1}, \ldots, p_{v,n_{p_y}})^T \) for \( s = 0, 1, 2, \ldots, n_{q_y} \) and \( v = 0, 1, 2, \ldots, n_{p_x} \).
On substituting \( i = n_{px} + 1, n_{px} + 2, \ldots, n_{px} + n_{qx} + 1 \) and \( j = n_{py} + 1, n_{py} + 2, \ldots, n_{py} + n_{qy} + 1 \) in (6.24), we get the following homogeneous linear system

\[
\begin{pmatrix}
T_{n_{px}+1} & T_{n_{px}+2} & \cdots & T_{n_{px}+n_{qx}+1} \\
T_{n_{px}+2} & T_{n_{px}+3} & \cdots & T_{n_{px}+n_{qx}+2} \\
T_{n_{px}+3} & T_{n_{px}+4} & \cdots & T_{n_{px}+n_{qx}+3} \\
\vdots & \vdots & \ddots & \vdots \\
T_{n_{px}+n_{qx}+1} & T_{n_{px}+n_{qx}+2} & \cdots & T_{n_{px}+2n_{qx}+1}
\end{pmatrix}
\begin{pmatrix}
H_{n_{px}+1} & H_{n_{px}+2} & \cdots & H_{n_{px}+n_{qx}+1} \\
H_{n_{px}+2} & H_{n_{px}+3} & \cdots & H_{n_{px}+n_{qx}+2} \\
H_{n_{px}+3} & H_{n_{px}+4} & \cdots & H_{n_{px}+n_{qx}+3} \\
\vdots & \vdots & \ddots & \vdots \\
H_{n_{px}+n_{qx}+1} & H_{n_{px}+n_{qx}+2} & \cdots & H_{n_{px}+2n_{qx}+1}
\end{pmatrix}
\begin{pmatrix}
0 \\
0 \\
\vdots \\
0
\end{pmatrix}
\]

where each element is a matrix of size \((n_{qy} + 1) \times (n_{qy} + 1)\) defined as

\[
T_m(u, v) := c_{m,u-v} \quad \text{and} \quad H_m(u, v) := c_{m,u+v},
\]

for \( u = n_{py} + 1, n_{py} + 2, \ldots, n_{py} + n_{qy} + 1, v = 0, 1, 2, \ldots, n_{qy} \) and \( m = n_{px} + 1, n_{px} + 2, \ldots, n_{px} + 2n_{qy} + 1 \).

We can write the above defined block matrix linear system in the following shorthand form

\[
(T_{n_{px},n_{qy}}^{Q_l} + H_{n_{px},n_{qy}}^{Q_l} + T_{n_{px},n_{qy}}^{Q_2} + H_{n_{px},n_{qy}}^{Q_2})Q^{\text{vec}} = 0, \quad (6.26)
\]

where \( T_{n_{px},n_{qy}}^{Q_l} \) and \( H_{n_{px},n_{qy}}^{Q_l} \), for \( l = 1, 2 \) are the block Toeplitz and block Hankel matrices, respectively defined as

\[
T_{n_{px},n_{qy}}^{Q_l}(r, s) = (T_{r-s}), \quad T_{n_{px},n_{qy}}^{Q_2}(r, s) = (H_{r-s}), \quad H_{n_{px},n_{qy}}^{Q_1}(r, s) = (T_{r+s}), \quad H_{n_{px},n_{qy}}^{Q_2}(r, s) = (H_{r+s}),
\]

for \( r = n_{px} + 1, n_{px} + 2, \ldots, n_{px} + n_{qx} + 1, s = 0, 1, 2, \ldots, n_{qx} \).

Observe that, each block matrix in (6.26) has \((n_{qx} + 1) \times (n_{qy} + 1)\) blocks of \((n_{qy} + 1) \times (n_{qy} + 1)\) size. Therefore, after removing the last row of the elements sitting in the last row of the block matrix system (6.26), we get a homogeneous system with \((n_{qx} + 1) \times (n_{qy} + 1) - 1\) equations in \((n_{qx} + 1) \times (n_{qy} + 1)\) unknowns which always has a non-trivial solution.

A unique bivariate Padé-Chebyshev approximant can be obtained if the coefficient matrix given in (6.26) with Chebyshev series coefficients is of full rank and in the case of rank deficiency one can choose any vector of the basis of the kernel of the matrix as a solution \(Q^{\text{vec}}\).
Similar to the univariate case, we use MATLAB *null* subroutine to compute the basis of the kernel of the matrix and we have chosen the last column of the kernel space as $Q_{vec}$.

On expanding the index $i$ and $j$, we can write (6.25) in the matrix form as follows

$$P_{vec} = \frac{1}{4} \begin{pmatrix} A_0 & A_1 & \cdots & A_{n_{q_x}} \\ A_1 & A_0 & & \\ \vdots & & \ddots & \\ A_{n_{q_x}} & A_{n_{q_x} - 1} & \cdots & A_0 \\ A_{n_{p_x}} & A_{n_{p_x} - 1} & \cdots & A_{n_{p_x} - n_{q_x}} \end{pmatrix} \begin{pmatrix} A_0 & A_1 & \cdots & A_{n_{q_x}} \\ A_1 & A_2 & \cdots & A_{n_{q_x} + 1} \\ \vdots & & \ddots & \\ A_{n_{q_x}} & A_{n_{q_x} + 1} & \cdots & A_{2n_{q_x}} \\ A_{n_{p_x}} & A_{n_{p_x} + 1} & \cdots & A_{n_{p_x} + n_{q_x}} \end{pmatrix} \begin{pmatrix} 0 & 0 & \cdots & 0 \\ 0 & A_0 & \cdots & A_{n_{q_x} - 1} \\ \vdots & & \ddots & \\ 0 & 0 & \cdots & A_0 \end{pmatrix} Q_{vec},$$

where each element $A_m$ is the sum of two Toeplitz and a Hankel matrices of size $(n_{p_y} + 1) \times (n_{q_y} + 1)$ given by

$$A_m = \begin{pmatrix} c_{m,0} & c_{m,n_{q_y}} & \cdots & c_{m,0} \\ c_{m,1} & c_{m,0} & & \\ \vdots & & \ddots & \\ c_{m,n_{q_y}} & c_{m,n_{q_y} - 1} & \cdots & c_{m,0} \\ c_{m,n_{p_y}} & c_{m,n_{p_y} - 1} & \cdots & c_{m,n_{p_y} - n_{q_y}} \end{pmatrix} + \begin{pmatrix} c_{m,0} & c_{m,1} & \cdots & c_{m,n_{q_y}} \\ c_{m,1} & c_{m,0} & \cdots & c_{m,n_{q_y} + 1} \\ \vdots & & \ddots & \\ c_{m,n_{q_y}} & c_{m,n_{q_y} + 1} & \cdots & c_{m,2n_{q_y}} \\ c_{m,n_{p_y}} & c_{m,n_{p_y} + 1} & \cdots & c_{m,n_{p_y} + n_{q_y}} \end{pmatrix} + \begin{pmatrix} 0 & 0 & \cdots & 0 \\ 0 & c_{m,0} & \cdots & c_{m,n_{q_y} - 1} \\ \vdots & & \ddots & \\ 0 & 0 & \cdots & c_{m,0} \end{pmatrix},$$

for $m = 0, 1, 2, \ldots, n_{p_x} + n_{q_x}$.

In our numerical simulations, we use approximated Chebyshev series coefficients (5.16) computed by using the two-dimensional Gauss-Chebyshev quadrature formula to compute bivariate Padé-Chebyshev approximation and denote it by $P_{n_p,n_q,M}^{n_x,n_y}(x,y)$. Here $n_x$ and $n_y$ are the number of Chebyshev points in $x$ and $y$-direction, respectively, we use in the quadrature formula.

### 6.1 Piecewise 2D Padé-Chebyshev Approximation

Let $f$ be a bivariate bounded function defined on a rectangular domain $[a_x, b_x] \times [a_y, b_y]$. For given two-tuples $n = (n_x, n_y) \geq 1$, $n_p = (n_{p_x}, n_{p_y}) \geq n_q = (n_{q_x}, n_{q_y}) \geq 1$ and $N = (N_x, N_y) \geq 1$, where $n_x, n_y, n_{p_x}, n_{p_y}, n_{q_x}, n_{q_y}, N_x, N_y$ are integers, construct a piecewise bivariate Padé-Chebyshev approximation of $f$ as follows:

1. Discretize the domain into $N_x$ cells in $x$-direction and $N_y$ cells in $y$-direction, denoted by
\[ I_{j_x} = [a_{j_x}, b_{j_x}], j_x = 0, 1, \ldots, N_x - 1 \text{ and } I_{j_y} = [a_{j_y}, b_{j_y}], j_y = 0, 1, \ldots, N_y - 1, \text{ respectively, as explained in the step 1 of Section 5.1.} \]

2. For \( j_x = 0, 1, 2, \ldots, N_x - 1 \) and \( j_y = 0, 1, 2, \ldots, N_y - 1 \), obtain the truncated Chebyshev series in each sub rectangle \( I_{j_x} \times I_{j_y} \), as explained in the Step 3 and 4 of Section 5.1 with \( d_x^{j_x} = n_{p_x} + 2n_{q_x} \) and \( d_y^{j_y} = n_{p_y} + 2n_{q_y} \).

3. Define the piecewise bivariate Padé-Chebyshev approximation of \( f \) in the rectangular domain \( I_x \times I_y \), where \( I_x = [a_x, b_x] \) and \( I_y = [a_y, b_y] \), with respect to the given partition as

\[
R_{n, m, N_x, N_y}^{n^{m}, n^{m}, n^{m}, n^{m}}(x, y) = \begin{cases} 
R_{n, m, N_x, N_y}^{m, n^{m}, n^{m}, n^{m}}(x, y) & \text{if } (x, y) \in [a_x, b_x) \times [a_y, b_y) \\
R_{n, m, N_x, N_y}^{m, n^{m}, n^{m}, n^{m}}(x, y) & \text{if } (x, y) \in [a_x, b_x) \times [a_y, b_y) \\
\vdots & \\
R_{n, m, N_x, N_y}^{m, n^{m}, n^{m}, n^{m}}(x, y) & \text{if } (x, y) \in [a_x, b_x) \times [a_y, b_y) \\
\vdots & \\
R_{n, m, N_x, N_y}^{m, n^{m}, n^{m}, n^{m}}(x, y) & \text{if } (x, y) \in [a_x, b_x) \times [a_y, b_y) \\
\end{cases}
\]

where \( R_{n, m, N_x, N_y}^{m, n^{m}, n^{m}, n^{m}}(x, y) \), for \( (x, y) \in I_{j_x} \times I_{j_y} \), denotes the Maehly based Padé-Chebyshev approximant of \( f \mid I_{j_x} \times I_{j_y}, j_x = 0, 1, \ldots, N_x - 1 \text{ and } j_y = 0, 1, \ldots, N_y - 1 \).

Hence \( R_{n, m, N_x, N_y}^{n^{m}, n^{m}, n^{m}, n^{m}}(x, y) \) is the desired piecewise bivariate Padé-Chebyshev approximant of the function \( f \) on the domain \( I_x \times I_y \) which we referred to as Pi2DPC.

### 7 Numerical Comparison

In this section, we study the performance of the proposed Pi2DPC technique while approximating bivariate piecewise smooth functions. We consider few test examples to validate the method and present numerical evidence that the proposed algorithm captures singularity curves in two-dimensional functions without a visible Gibbs phenomenon.

**Example 7.1** Let us consider the following real valued piecewise constant function

\[
z = f(x, y) = \text{sign}(4xy), \quad (x, y) \in D.
\]
The function is symmetric with respect to x and y axes and involves jump discontinuity along the straight lines at \(x = 0\) and \(y = 0\), as shown in Figure 3. We approximate the function \(f\) using bivariate Chebyshev (see Figure 4(a)), global bivariate Padé-Chebyshev (see Figure 4(b)), Pi2DC (see Figure 4(c)) and Pi2DPC (see Figure 4(d)) approximation methods.

![Exact Function: \(f(x, y)\)](image)

Figure 3: Depicts the function \(f(x, y) = \text{sign}(4xy)\) on the unit square \(D = [-1, 1]^2\).

The proposed Pi2DC and Pi2DPC algorithms, developed in Section 5.1 and 6.1 respectively, are performed to approximate \(f\) by fixing \(N = (35, 5)\) and we use \(n = (100, 100)\) data points in Gauss quadrature formula to approximate the Chebyshev series coefficients in each sub domain \(I_{j_x} \times I_{j_y}, j_x = 0, 1, \ldots, N_x - 1, j_y = 0, 1, \ldots, N_y - 1\). We choose \(n_p = (45, 45)\), \(n_q = (5, 5)\) and \((d_x, d_y) = (56, 56)\) in each sub domain to perform the piecewise algorithms. To perform the global algorithms, defined in Section 5 and 6, we fix the parameters \(n_p = (45, 45)\), \(n_q = (5, 5)\) and \((d_x, d_y) = (56, 56)\). We use \(n = (35 \times 100, 5 \times 100)\) points in Gauss quadrature formula to approximate the Chebyshev series coefficients.

The comparison demonstrated in Figure 4 shows that the four approximants are well in agreement with the exact function \(f\), in the smooth segments. Moreover, the Pi2DPC approximant captures the singularity curves sharply (see Figure 4(d)) with negligible Gibbs oscillations in the vicinity. It is evident from the Figure 4(a), (b) and (c) that the global approximants and the Pi2DC exhibits Gibbs phenomenon and are able to capture the singularity curves accurately with less resolution. However, we can clearly see the importance of a rational approximation in approximating bivariate non-smooth functions.
Since, often in applications exact Chebyshev coefficients are not known, we use quadrature formula to approximate these coefficients for numerical experiments. Computation of approximated Chebyshev coefficients for a given function can be done efficiently. The most expensive step of Pi2DPC algorithm is the inversion of a matrix of size \((n_q + 1)^2 \times (n_q + 1)^2\) in each sub rectangle. However, we observed that to capture the singularity curves accurately in a bivariate piecewise smooth function using Pi2DPC method one need to choose a small value for \(n_q\) and \(n_q\).

Figure 4: Depicts (a) global bivariate Chebyshev, (b) global bivariate Padé-Chebyshev, (c) Pi2DC and (d) Pi2DPC approximants of the function \(f(x,y) = \text{sign}(4xy)\), \((x,y) \in D\).

The pointwise error graphs of the approximants is depicted in Figure 5 alongside the corresponding \(L^\infty\)-errors. The maximum errors mentioned in Figure 5(a) and 5(b) indicates that...
the global Padé-Chebyshev approximant is 10 times better than the global Chebyshev series approximant in the vicinity of singularity. A better approximation property of rational functions makes Padé-Chebyshev approximation method a right choice for approximating bivariate piecewise smooth functions. Figure 5(c) and 5(d) shows a clear significance of the piecewise implementation of these approximants as the $L^\infty$-error of Pi2DC approximant is 10 times better than its global counterpart. It is evident from Figure 5(d) that the Pi2DPC approximant is the best representation of the function $f$ among four. Additionally, the $L^\infty$-error is the least for Pi2DPC approximant.

![Pointwise Error Chebyshev Approx.](image1)

![Pointwise Error Padé Chebyshev approximation](image2)

![Pointwise Error Pi2DC.](image3)

![Pointwise Error Pi2DPC](image4)

Figure 5: The corresponding pointwise error plots are depicted with $L^\infty$-errors.

**Example 7.2** Let us consider the following function as our second test case which has a jump discontinuity and a low order singularity (where $h(x,y)$ is continuous but $h_x(x,y)$ is discontin-
uous along a curve) along a straight line parallel to y-axis.

\[ z = h(x, y) = \begin{cases} 
1 & \text{if } x \in [-1, -0.4), y \in [-1, 1] \\
1 - \frac{17}{30}x + \frac{1}{2} & \text{if } x \in [-0.4, 0), y \in [-1, 1] \\
\frac{1}{2} & \text{if } x \in [0, 0.4), y \in [-1, 1] \\
0 & \text{if } x \in [0.4, 1), y \in [-1, 1]. 
\end{cases} \]  

(7.31)

We perform the proposed Pi2DC and Pi2DPC techniques to approximate the above defined function. The cross-section of this function along x-axis (see Figure 7) look-alike the solution of Sod shock tube problem in one space dimension. The solution of such problems develops shock (jump) in finite time and the main challenge in approximating these solutions is the development of the Gibbs oscillations.

Figure 6: (a) Depicts the surface plot of the function defined in (7.31) on the unit square \([-1, 1]^2\). (b) depicts Pi2DC approximant, and (c) depicts Pi2DPC approximant of \(h(x, y)\).

The function \(h(x, y)\) involves a lower order singularity at \(x = -0.4\) and a jump discontinuity at \(x = 0.4\) in the z-plane as shown in Figure 6(a). To perform the piecewise algorithms, we fixed the parameter \(N = (45, 10), \ n = (100, 100), \ n_p = (25, 25), \ n_q = (6, 6)\) and \((d_x, d_y) = (38, 38)\) in each sub domain \(I_{j_x} \times I_{j_y}\) for \(j_x = 0, 1, \ldots, N_x - 1\) and \(j_y = 0, 1, \ldots, N_y - 1\). The comparison demonstrated in Figure 6 shows that both the approximants are well in agreement with the exact function \(f\) in the smooth segments. However as expected, the Pi2DPC approximant is able to capture the jump (see Figure 7) with negligible Gibbs oscillations in the vicinity of the singularities. To achieve this accuracy, Pi2DPC algorithm solves a block linear system of
size $49 \times 48$ for 450 times. We use MATLAB `null(A)` subroutine to solve the homogeneous linear system. The Pi2DPC algorithm generates Figure 6(c) in less than 4 seconds and Pi2DC algorithm takes around 2 seconds to generate Figure 6(b) on a standard desktop.

Figure 7: Comparison of the slice of the surface of Pi2DC and Pi2DPC approximants of $h(x,y)$ along with the zoomed plot.

Figure 7 depicts a comparison between the approximants Pi2DC and Pi2DPC in a cross-section along $x$-axis. This profile of the surface (7.31) look similar to the Sod shock tube problem in one space dimensional at some non-zero time. From these plots we can see that both Pi2DC and Pi2DPC approximants captures the point singularity at $x = -0.4$ with high resolution. However, as expected from previous example and one dimensional case, we can clearly see a lack in accuracy of the Pi2DC approximant at the jump $x = 0.4$ whereas Pi2DPC approximant captures the jump accurately with almost no oscillations. Moreover, the $L^\infty$-error in Pi2DPC approximant listed in Figure 7 indicates the significance of a rational approximation.

8 Conclusion

In this article, we proposed a piecewise Padé-Chebyshev(PiPC) algorithm for approximating non smooth functions on a bounded interval. We have tested the same against functions possessing a jump discontinuity as well as a point(lower order) singularity, to demonstrate numerically, a faster rate of convergence (as compared to the global Pade-Chebyshev approximation) of the approximants in the vicinity of singularities as the number of cells and the degrees of the numerator and denominator polynomials approach infinity. The PiPC algorithm does not require a prior knowledge of the location and type of singularities present in the original func-
tion and is well suited for implementation using a non uniform mesh, thereby offering greater flexibility. Also, the proposed piecewise algorithm works well for functions which involves singularities at irrational points. Extending the PiPC to two dimensions, we then propose the piecewise bivariate Padé-Chebyshev algorithm (Pi2DPC) to approximate bivariate piecewise smooth functions. Pi2DPC too, like its univariate counterpart PiPC, does not rely on any prior information about the location and type of singularities present in the target function. Numerical experiments carried out with functions possessing different order of singularities along certain curves clearly demonstrate the effectiveness of the Pi2DPC algorithm in capturing the singularity curves sharply without any visible Gibbs phenomenon. Finally, the results obtained using Pi2DPC are compared with those resulting from piecewise and global bivariate Chebyshev approximation.
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