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Abstract. Landslide can be considered as one of the most common natural threats faced mostly by the people living in the hilly and mountainous regions. Every year, mostly during the monsoons, landslide disrupts the lives of people living in these areas, at times it also leads to the damage of lives, properties etc. Landslide susceptibility mapping has become an essential measure for prevention of losses due to landslide. In this paper, some input factors that are most common for landslide susceptibility map pertaining to the hilly and mountainous regions have been identified using TF-IDF method.
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1. Introduction

One can define landslide as the movement of earth, debris and rock which is driven by a gravitational force down in a slope [1]. There can be several factors that causes landslides, these factors may be geological, physical, morphological or man-made where in these factors are always triggered by a triggering factor. Landslides have always been a major area of concern in the hilly and mountainous regions as it causes heavy damage to both lives and property [1]. This has led to the need for development of various models to assess the vulnerability of the land to the landslides and thus zone these areas according to its degree of vulnerability and this can be done using landslide susceptibility map.

Landslide susceptibility map classifies those areas with most likely to occur a landslide, where segregation is done from low to high. These maps take into account those areas that are most likely to occur [2]. Thus, one of the key areas of research today is landslide susceptibility mapping (LSM) and it has become one of the vital tools in decision making processes pertaining to development plan and strategies. The most significant phase in LSM is determining all vital input features for landslide, for any given study area [25]. Researchers have divided these factors affecting the landslide into conditioning factors and triggering factors. There is not just single conditioning factor that affects the landslides but several, however, there is only one single triggering factor.

For LSM of any study area, landslide conditioning factor plays a very significant and prominent role in determining its accuracy [28]. Better is accurateness of any landslide susceptibility map when there is better selection of the causative factors [27]. Although conditioning factors form an integral portion of the landslide susceptibility mapping, it is also crucial to optimally select these factors as inclusion of...
more numbers of condition factors may lead to elimination of crucial factors. Also these conditioning factors varies according to the study area.

Selection of the conditioning factors for the landslide is either done according to the experts’ opinion or as per the previous existing literature or both. These parameters may vary according to the study area. However, within these parameters, some of them are common for all the study area pertaining to the regions that are hilly and mountainous. Hence, the need for efficient selection of these landslide causative factors has received considerable attention in these years.

In view of this, this study aims to identify and select some of the most common used parameters (optimal landslide conditioning factors). In addition to these parameters, a few may be considered depending on the study area. The proposed work will try to include the most essential parameters and exclude the least significant one based on the machine learning technique. This manuscript is structured as follows – Some influential works from literature are discussed in Section 2, section 3 highlights proposed methodology and implementation, Results are highlighted in Section 4 and the work has been concluded in the fifth section.

2. Literature Review
This section contains few works from literature on landslide susceptibility mapping. Here, three general research works on landslide susceptibility mapping is followed by works that employ Term Frequency-Inverse Document Frequency (TF-IDF) as standard technique.

A decision tree based technique for the same can be found in [45] which employs ensemble learning algorithms known as decision forest. Here, conditioning factors included were slope length, land-use, sediment transport index (STI), normalized-difference-vegetation-index (NDVI), aspect, topographical-roughness-index (TRI), stream-power-index (SPI), drainage-density (DD), topographic-wetness-index (TWI) elevation, slope, lithology etc. However, all these conditioning factors that were considered were in correlation with the study related to the distribution of existing landslides. The proposed work will try to take care of irrelevant factors and select these parameters which are common to all the study areas having the same landscape. Ashournejad. Q et al. [46], proposed a model that was based on both knowledge-based as well as data focused approaches. For knowledge based approach, fuzzy gamma operator a simple additive weighting is used. Probabilistic neural network and radial basis function link network methods are used for data centric approach. The input parameters that were considered for the model were fault density, geology, distance to roads, rainfall, DD, slope, aspect, distance-to-faults, landuse, drainage, soil, distance-to-river. Here, the input parameters for the model have been considered from the existing literature and experts’ opinion. The proposed work will try to extract some of the most common parameters using machine learning technique. Arishma Gadtaula and Subodh Dhakal [47], proposed a technique to model the landslide susceptibility map through bivariate statistical model, Weight-of-Evidence (WoE). The input parameters that were considered were land-use, elevation, aspect, geology slope, peak-ground-acceleration (PGA), curvature (plan and profile). These conditioning factors were taken into account based on experts ‘knowledge; these factors were chosen based on their relevance to the study area.

2.1. Information Retrieval using TF-IDF
TF-IDF is an information retrieval algorithm [19] that uses a statistical measure to estimate the relevance of word to its document within a collection of document known as corpus. It is an important technique which is primarily used for text analysis that checks the relevance of a word to its documents within a corpus. Some of its important applications are keyword extraction and information retrieval [20]. Here, two metrics are taken, the first one is frequency at which a word appears in a document, it is known as term-frequency(TF) and the second one is the inverse document of that word within the corpus known as inverse document frequency(IDF). Then the multiplication of these two metrics will result in TF-IDF score of a word in a document [20]. This technique does not measure the frequency of the word as weights are assigned to the word and hence it measures the relevance of words in corpus. the calculated TF-IDF scores replaces the word count, in a corpus. TF-IDF technique works on the principle that lower
the TF-IDF score higher is the relevance of a word and higher the score of TF-IDF lesser is its relevance [21].

The mathematical representation of the same can be given as:

$$TF-IDF(T,D) = TF(T,D) \times \log \frac{N}{DF+1}$$  \[23\]

Where,

- $T = \text{term(word)}$
- $D = \text{document}$
- $N = \text{total number of documents}$ [22]
- $TF = \text{term frequency}$
- $DF = \text{document frequency}$

In this study, taking the application of keyword extraction into consideration, some of the most used parameters can be extracted from a corpus which can be included in the list of most essential parameters for landslide susceptibility mapping. Before going to the proposed methodology, few influential research works using TF-IDF are reviewed below:

Ammar Ismael Kadhim[48], made a study on extraction of various features on Twitter. A comparative analysis for two techniques viz. BM25 and TF-IDF was done where TF-IDF out performed BM25 in terms of performance classification metrics. Both these techniques were used to extract the keywords from the data that was used in Twitter. TF-IDF technique was found to be more stable.

Jinghuan Guo, et al. [49], proposed a strategy based on TF-IDF for feature selection for recognition of various activities in smart homes. The proposed strategy has used statistical information for individual activity recognition. TF-IDF is shown to be an efficient technique in this case.

Manal Mohammed and Nazlia Omar [50], proposed a technique for automatic classification of the questions using feature extraction based on modified TF-IDF and word2vec which were further classified using the ML classification algorithms. The classification of questions was centered on cognitive domain of Bloom’s Taxonomy. Ignacio Arroyo-Fernández, et al. [51], proposed a technique known as Word Information Series for Sentence Embedding (WISSE) for representing a sentence as word information series. The proposed technique involves the usage of TF-IDF. The proposed technique, WISSE was better as compared to other existing techniques.

As TF-IDF have been proposed for feature extraction, hence, in this work, an effort has been made to apply the TF-IDF technique for extraction of the most common parameters for a common type of terrain to model of landslide susceptibility map. Addition of some other parameters in conjunction to these common parameters may help in ensuring that all the essential parameters for modelling of the landslide susceptibility map is included.

3. Landslide Susceptibility Mapping using TF-IDF - Proposed Methodology and Implementation

The proposed aims to extract of some of the most common parameters may be considered in modelling of landslide susceptibility map. The data set considered here is consisting of 52 PDF files, which are basically research papers from the domain of landslide susceptibility mapping published in various journals and conferences. These are carefully selected based on their accuracy in prediction. In the experiment parameters are extracted based on the TF-IDF score. The parameters with lesser TF-IDF score are taken into consideration. All the research papers from the dataset are given in the Table 1 along with the parameters or attributes used and accuracy in prediction.
Table 1. Description of Input Dataset

| Author and Year | Attributes Used                                                                 | Prediction Accuracy % |
|-----------------|---------------------------------------------------------------------------------|----------------------|
| Saro Lee [2003] | Timber diameter, soil effective thickness Slope, rainfall, soil-drainage, timber age, Curvature, Soil texture | 87.78                |
| Ayalew, L, et al. [2004] | Intercept, slope-angle, slope-gradient, proximity to roads, aspect, bed-rock-slope, Lithology, lineaments, elevation | 83.58                |
| Nagarajan R, et al. [2000] | daily rainfall, slope angle, rock stratification, slope facet, relieve relief, rainfall intensity, weathering, lineament, soil type, soil depth, land cover, soil rock interface, drainage density | 72.2                 |
| Hossein Moayedi, et al. [2018] | Elevation, slope degree, distance to river, lithology, twi, slope aspect, stream-power-index, soil types, distance-to-road, land-use, distance-to-fault, curvature. | 97.17                |
| Baeza C, et al. [2001] | Soil-type, altitude, slope-aspect, slope-angle, tree density, slope complexity, length of water shed land cover, thickness of superficial deposits | 88.8                 |
| Ge Yan, et al. [2018] | topographic roughness index, proximity to streams, topographic wetness index, elevation, stream power index, slope, proximity to roads, sediment transport index measurements curvature lithology, altitude, aspect | 87.51                |
| Yang Yang, et al. [2019] | Slope, land use, inhabited areas to the mapping unit distance, rock group, surface roughness of the terrain, digital-elevation-model (DEM), distance-to-road | 86.09                |
| Cheng Zhong, et al. [2019] | Distant-view-with-high-spatial, temporal, and spectral-resolutions | 78.26                |
| Van Westen et al. [2003] | LULC, rainfall, TWI, soil-texture, aspect, slope, geology, distance-from-road, distance-from-lineament, altitude, distance-from-river, NDVI | 76                   |
| Jagabandhu Roy, et al. [2019] | Lineament, slope-density, curvature, LULC, drainage-buffer, aspect, lithology | 90                   |
| Swati Sharma, et al. [2018] | slope angle, rainfall, elevation, LULC, road-density, drainage-density, curvature(profile), geology, NDVI, slope-aspect | 87.12                |
| Subodh Chandra Pal, et al. [2019] | drainage, slope, earthquake, land use, geomorphology, rainfall, soil, aspect and relief, lineament, lithology | 89                   |
| Amit Chawla, et al. [2019] | elevation, rainfall, LULC, distance-to-lineament, geology, lineament-density, TWI, curvature, topographic wetness, NDVI, slope-aspect, soil, drainage-density, distance-to-drainage, SPI | 92.3                 |
| Subrata Mondal, et al. [2018] | Distance-to-drainage, aspect, curvature(plan), sub-watershed-basin, road-density, distance-to-faults, drainage-density, fault-density, elevation geology, SPI, curvature(profile), slope-angle, distance-to-roads, slope-length, surface-area-ratio, TWI, distance-to-ridges, LULC | 78.2                 |
| Yesilnacar E, et al. [2005] | Curvature(plan), distance-from-drainage, slope-angle, distance-from-lineament, aspect, geology, LULC, distance-from-river | 89                   |
| Lee S, et al. [2006] | aspect, profile curvature, lithology, plan curvature, slope gradient, elevation | 86.37                |
| Ayalew L, et al. [2004] | TWI, distance from roads, aspect, distance-from-faults, lithology, SPI, distance-from-rivers, altitude, curvature(plan), slope-degree, LULC | 70                   |
| Pourghasemi H R, et al. [2012] | lithology, road density, aspect, profile-curvature, relative-relief, slope length, TWI, slope curvature, distance from road, TPI, elevation, catchment area, slope degree, distance from rivers, planar curvature, SPI | 89.7                 |
| Braun A, et al. [2018] | Slope-length, distance-from-river, aspect, slope, curvature(plan), NDVI, TWI, distance-from-faults, convergence-index, elevation, lithology, LULC, rainfall, soil-type, distance-from-roads | 91.2                 |
| Authors          | Contributions                                                                 | Impact Factor |
|------------------|-------------------------------------------------------------------------------|---------------|
| Chen W, et al.   | STI, NDVI, curvature(plan), distance-to-roads, TWI, altitude, slope angle, distance-to-faults, curvature(plan), slope-degree, LULC, distance-to-rivers, SPI | 83.9          |
| Arabameri A, et al. [2019] | LULC, SPI, drainage-density, elevation, distance-from-river, rainfall, convergence-index, slope-aspect, distance-from-fault, curvature(plan), slope-length, lithology, distance-from-road, slope, NDVI | 82            |
| Chen W, et al.   [2019] | Slope-angle, TWI, elevation, STI, land use, SPI, NDVI, slope-aspect, curvature(profile) | 89            |
| Can. A, et al.   [2007] | slope, WTI, aspect, elevation, NDVI, lithology, rainfall | 81.7          |
| Kutlug Sahin E, et al.[2019] | Elevation, aspect, STI, TWI, TRI, drainage density, NDVI, slope, lithology, SPI, slope length, LULC | 83.3          |
| Kornejady. A., et al.[2018] | TWI, slope, soil texture, plan curvature distance to road, profile curvature, altitude, rainfall, distance to stream | 83.1          |
| Chen. W, et al.  [2018] | Slope angle, profile-curvature, NDVI, distance-to-roads, elevation, curvature(plan), lithology, LULC, slope-aspect, distance-to-rivers, rainfall, distance-to-faults. | 84.7          |
| Gadtaula A, et al. [2018] | Curvature(profile), lithology, peak-ground-acceleration(PGA), profile curvature, elevation, slope | 80            |
| Nohani, et al.   [2019] | Slope-aspect, elevation, lithology, NDVI, distance-from-river, slope-angle, distance-from-fault, curvature(profile), LULC, distance-from-road, curvature(plan) | 84            |
| Kavzoglu T, et al. [2018] | TWI, elevation, NDVI, LULC, lithology, slope-aspect, curvature(plan) | 87.23         |
| Pham B T, et al. [2018] | TRI, valley-depth, TWI, lithology, elevation, slope-aspect, distance-to-roads, soil-type, distance-to-river, curvature(profile), slope-length, STI slope-angle, LULC, SPI, distance-to-lineaments | 96.6          |
| Yan F, et al.    [2018] | rainfall, slope-aspect, distance-to-road, slope-angle, NDVI, distance-to-river, lithology, distance-to-construction, distance-to-fault | 88.6          |
| Dou J, et al.    [2019] | Drainage, lithology, elevation, curvature(plan), slope-aspect, density-of-geologic-boundaries | 87            |
| Boualla O, et al. [2017] | slope, lithology, topography, geology, hydrology, rainfall, distance-to-roads, elevation, slope-gradient | 79.16         |
| Ashournejad Q, et al. [2019] | Drainage-density, distance-to-faults, rainfall, distance-to-roads, aspect, LULC, fault-density, soil, slope, geology, distance-to-river | 83.5          |
| Pham B T, et al. [2018] | slope, distance to rivers, curvature, SFM, distance-to-roads, aspect, LULC valley-depth, geomorphology | 79.19         |
| Juliev M, et al. [2018] | Soil, distance-to-lineaments, distance-to-streams, geology, distance to roads, distance-to-faults, slope-aspect, LULC, elevation, slope-angle | 80            |
| Peethambaran B, et al. [2018] | Curvature(profile), slope-gradient, TWI, slope-aspect, altitude, plan curvature | 84.4          |
| Shahab H, et al. [2015] | lithology, distance-to-faults, precipitation, distance-to-drainage, slope-aspect, LULC, soil, NDVI, distance-to-roads | 96            |
| Pham B T, et al. [2017] | Curvature(profile), LULC, rainfall, distance-to-roads, elevation, lineament density, road-density, profile(curvature), soil-type, distance-to-lineaments, slope-angle, river-density, distance-to-rivers, slope-aspect | 88.1          |
| Tsangaratos P, et al. [2016] | lithology, slope-angle, distance-from-geological-boundaries, elevation, slope-aspect, distance-from-hydrographic-network, distance-from-road | 83.97         |
| Kavzoglu T, et al. [2015] | lithology, slope-length, elevation, NDVI, aspect, TWI, soil-depth, distance-to-lineaments, distance-to-drainage, curvature(plan), TPI, slope, LULC, curvature(plan), distance-to-road | 90.23         |
| Chen W, et al. [2017] | Lithology, slope-aspect, altitude, distance-to-drivers, NDVI, profile-curvature, slope-angle, distance-to-roads, SPI, slope-aspect | 87.51         |
| Kutlug Sahin E, et al. [2019] | Lithology, slope-aspect, distance-to-drivers, NDVI, profile-curvature, slope-angle, distance-to-roads, SPI, slope-aspect | 90.02         |
Algorithm

**Input:** PDF File, Size Count 52 //Generated based on accuracy of the technique discussed in the research paper

**Output:** A Set of Parameters

**Step 1** Calculate Term Frequency (TF) //Measures the frequency of occurrence of a term in a document

\[
TF = \frac{\text{Number of Frequency of Occurrence of A Term in A Document}}{\text{Total Number of Terms in the Document}}
\]

**Step 2** Calculate Document Frequency (DF) //Frequency of the term that has occurred in a document

**Step 3** Calculate Inverse Document Frequency (IDF) //Measure the significance of term in a document

\[
IDF(T) = \log \frac{N}{(DF+1)}
\]

**Step 4** Calculate the TF-IDF score

\[
TF-IDF(T, D) = TF(T, D) \times \log \frac{N}{(DF+1)}
\]

**Step 5** Select the final parameters

---

The experiment has been conducted on an Intel i5 machine with 16 GB of RAM and 4 GB graphics card. It is implemented using Python 3.6 along with IDE for python as IDLE. Here PDF files are extracted using Pypdf4 and Xlrd is used to read keywords from .xlsx file.

4. Result and Discussion

The result is obtained after application of TF-IDF technique for a given set of input in Table 1, the word section implies parameters. These are the common parameters, that have been selected as per their TF-
IDF score. The parameter having the lowest TF-IDF score indicates that a parameter for the LSM has been frequently used in most of the pdfs used which implies that it is most used one.

One of the key advantage of TF-IDF is, that it helps filter out unwanted words from the document and these unwanted words are known as stop words [20].

Table 2. Results for TF-IDF Technique

| SN  | Words                                      | TF-IDF Score        |
|-----|--------------------------------------------|---------------------|
| 1   | Topographical Roughness Index              | 0.517857047         |
| 2   | Precipitation                              | 0.524361544         |
| 3   | Sediment Transport Index                   | 0.536671365         |
| 4   | Land Use And Land Cover                    | 0.552833374         |
| 5   | Altitude                                   | 0.554484993         |
| 6   | Erosion                                    | 0.559493921         |
| 7   | Slope Angle                                | 0.5726017           |
| 8   | Stream Power Index                         | 0.58556954          |
| 9   | Normalized Diff. Vegetation Index          | 0.625228377         |
| 10  | Topographic Wetness Index                  | 0.625310964         |
| 11  | Geology                                    | 0.672952719         |
| 12  | Drainage                                   | 0.68641605          |
| 13  | Density                                    | 0.707580347         |
| 14  | Rainfall                                   | 0.731869218         |
| 15  | Curvature                                  | 0.753358            |
| 16  | Elevation                                  | 0.77674             |
| 17  | Soil                                       | 0.840404            |
| 18  | Aspect                                     | 0.899644            |

5. Conclusion

Of the several parameters taken into consideration, there are some of the most commonly used parameters. Here, TF-IDF technique have been used to identify some most commonly used parameters that may be included for improvement of model for landslide susceptibility map pertaining to mountainous and hilly mountainous regions. These parameters are based on their TF-IDF scores obtained. Lesser TF-IDF score presents that the term is the most used one, thus implies that it is the most significant one. The use of TF-IDF technique have helped in identifying the most frequently used parameters for landslide susceptibility mapping. Thus, it indicates that these are the most significant parameters which can be considered for development of landslide susceptibility maps for mountainous regions.

The dataset is prepared locally by manually selecting the papers with good accuracy score from the same domain. Hence, extraction of the parameters along with its accuracy was a bit of a challenge. Also selection of parameters manually from PDFs for the preparation of datasheet is time consuming. The present work, has taken into account only those study areas which have taken rainfall as the triggering factor into consideration. Future work may include other triggering factors that causes landslides.
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