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Abstract This paper shows how the concept of dominant eigenvector/eigenvalue and the power method can be used for understanding the solution to practical problems in a broad class of mechanical engineering systems described by linear algebraic equations. An analytical mathematical procedure is developed to obtain a reasonably accurate approximate eigenspace solution to the system \( \mathbf{Ax} = \mathbf{b} \) by transforming the non-symmetric system matrix into a form where the power method is used several times to compute the contribution of only one or two eigenvector/eigenvalue pairs that dominate the solution. The complete set of eigenvalues and eigenvectors is not required. The intent is to provide a novel application of and show the importance of the significance of dominant eigenvector/eigenvalue pairs and to use the power method in the analysis and understanding of mechanical engineering systems for both education and practice. Typically, the concepts of both eigenvector expansion and dominant contribution are not included in mechanical engineering education. The scope of application is a broad area of six practical mechanical engineering problems including translational and rotational dynamics, statics of structures, thermal energy balance, fluid continuity, and feedback control. These general mechanical engineering systems naturally contain numerical \( \mathbf{A} \) and \( \mathbf{b} \) matrices that fit the scope suitable for providing feasible accuracy. The systems range from fourth order to two hundredth order. Results indicate that accuracy greatly improves as the \( \mathbf{A} \) matrix contains elements of the same order of numerical magnitude, either naturally from the physics of the problem, or through a transformation to dimensionless parameters. Motivation for using the power method for dominant eigenvector/eigenvalue calculation comes from methods used in web page rank algorithms and a desire to expand mechanical engineering students’ education in understanding the role of the eigenstate expansion method for the solution of algebraic equations without computing all of its eigenvalues and eigenvectors. An in depth quantitative assessment of the approximate dominant eigenspace method accuracy is obtained by testing the mechanical engineering examples against a near exact solution via a software solver. This error assessment is based on parameters useful in the design and understanding of mechanical systems. The accuracy achieved is feasible for education and for other uses of the method by practicing mechanical engineers such as when a simple analytical based approximate model may be more suited for inclusion into larger system based models.
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1. Introduction

For mechanical engineering professionals and students, there are several excellent numerical methods for solving a system of linear algebraic equations including based on Gaussian elimination. These are thoroughly discussed in books on matrix methods for engineers [1,2,3,4] and advanced engineering mathematics [5,6,7]. Also in these books are methods for finding all of the eigenvalues and eigenvectors of a matrix. However for systems of linear algebraic equations in mechanical engineering that are numerous in static structures, dynamic machines, steady state thermal/fluid systems, and biomechanics, very little interest or work has been seen in these books or in the literature about the use of eigenspace expansion representation for the solution to \( \mathbf{Ax} = \mathbf{b} \). For engineering design and analysis, the role of eigenvalues/eigenvectors of system matrix \( \mathbf{A} \) and the solution \( \mathbf{x} \) can be very useful...
for student learning of the underlying engineering concepts or an engineer’s understanding of system behavior. Showing the importance of the role of eigenvalue/eigenvector pairs is a motive for the work presented here. The motive is also to show that the lower frequencies of eigenvalue/eigenvector pairs dominate the solution of mechanical engineering systems and how the power method can be applied to determine the effect of these lowest two eigenstates to form an accurate approximate solution for \( Ax=b \) without calculating the complete eigenstate of \( A \). The intent of the proposed dominant eigenvalue, eigenvector method is not to obtain the near exact solution of Gaussian based numerical solvers but to obtain an accuracy that may be considered suitable so that an approximate method may be useful for understanding the role of the lower eigenstates and for use in larger analysis models like engineering design and optimization of system parameters where a compact analytically based simpler method is desirable for overall computational efficiency.

The use of eigenvector expansion as a way of representing the solution of systems has received a great deal of attention for systems of second order ordinary differential equations in the areas of mechanical and structural vibrations. Two notable texts [8,9] show when the system matrix is symmetric or can be made so via a simple transformation, an orthogonal set of eigenvectors can be used to represent the vibration response. The orthonormal eigenspace leads directly to determining the contribution of each eigenvector independent of the others. This is explained in the mathematical model. The eigenspace representation for the solution to the systems of ordinary differential equations provides insight with respect to how various system modes of vibration affect the solution and allow its control. Recent applications to several current practical mechanical engineering vibration problems include predicting the human induced vibration of foot bridges for crowd–structure interactions [10], the vibration of armature-receiver in hearing aids using methods of mode decomposition, truncation, and selection [11], and the problem of finding the optimal stiffness and damping coefficients of a two degree of freedom system acting as a dynamic vibration absorber [12]. All of the systems in [8-12] are based on second order differential equations.

Very little interest or work has been seen in the literature or books about the use of eigenspace expansion representation for the solution to \( Ax=b \). Buckling of a beam was analyzed with eigenvector expansion [13] but little other work has been published. A notable exception is a set of supplemental notes used in an undergraduate math class [14] where the eigenvector expansion technique for linear algebraic systems is clearly presented.

The power method for determining the dominant eigenvector and eigenvalue of a matrix is clearly presented in [15]. In [16] a ranking methodology, which may be of interest in some sports results analyses is introduced and investigated by applying a dominant eigenvector with power method concept to a matrix model. Arguably one of the most noteworthy applications of the dominant eigenvector concept to matrix analysis is the Google page rank algorithm given in [17]. The work in [18] provides additional clarity on the use of elements of the dominant eigenvector of a matrix to represent the rank of web pages. Also, [15] gives an excellent description of the Google page rank algorithm. The web page ranking method in [15,17,18] is based on setting up a square stochastic matrix with maximum eigenvalue equal to one from a large labyrinth of possible web pages related to a particular search statement and the connection of associated web pages. The dominant eigenvector associated with it is computed with a power method based procedure and its elements correspond to ranking values of the webpages pages used to develop the matrix.

This work presented in this paper is motivated by the above focusing on the use of the dominant eigenvector concept to investigate the behavior of and obtain meaningful results for a system modeled with a square matrix without having to compute any other eigenvectors or eigenvalues of the system matrix. Motivation also comes from a desire to provide a good example of eigenvector/eigenvalue application to mechanical engineering students by including dominant eigenvector/eigenvalue calculation via the power method. Such an application can be expected to broaden student’s appreciation of eigenvector/eigenvalue analysis and the role dominant eigenvectors play in understanding the behavior of small to large algebraic systems so common in mechanical engineering. The concept of dominant eigenvector/eigenvalue and the power method are combined with the technique of eigenvector expansion for solving practical problems in mechanical engineering described by systems of linear algebraic equations. This represents an extension of the web page ranking concept developed for a special type of matrix to more general non-symmetric matrices that typically result from the application of physical principles used in the modeling, analysis, and design of mechanical engineering systems. Also, an extension is made from a dominant eigenvector determination of one matrix to the solution of a complete set of algebraic equations. An analytical mathematical procedure is developed to obtain an accurate approximate eigenspace solution to the system \( Ax=b \) by transforming the system into a form where the power method can be used to accurately compute the contribution of the eigenvector/eigenvalue pairs of the smallest two eigenvalues. Motivation for calculating only the eigenvector/eigenvector pair for the lowest two eigenvalues requires an \( A \) matrix numerical element check and possible transformation into dimensionless form so that the elements of the \( A \) matrix for which the method is applied has element values on the same order of magnitude.

The goals and scope of the work is given as follows:

- Develop an analytical method based on several applications of the power method for determining the eigenvector/eigenvalue pairs of the lowest two eigenvalues of a matrix associated with a general non-symmetric system matrix that generally occurs in mechanical engineering linear algebraic systems. The method does not require determination of any eigenvector/eigenvalue pair for eigenvalues greater than the lowest two.
- Provide a novel application of and show the importance of the dominance of the lowest two eigenvalue eigenvector/eigenvalue pairs in an eigenspace expansion representation and use of the
power method in the analysis and understanding of mechanical engineering systems for both education and practice. Typically, the concepts of both eigenvector expansion and dominant contribution for linear algebraic systems are not directly included in mechanical engineering education and analysis.

- Develop an approximate method that transforms the general non-symmetric system matrix $A$ in mechanical systems to a suitable symmetric, well-conditioned form for several applications of the power method for determining the eigenvector/eigenvalue pairs of the smallest two eigenvalues.

- Study the accuracy of the approximate method for a broad area of six mechanical engineering problems ranging from fourth order to two hundredth order including translational and rotational dynamics, statics of structures, thermal energy balance, fluid continuity, and feedback control. These mechanical systems encompass practically all mechanical engineering principles and always have an input vector $b$ that contains at least 50% zero elements.

- Show the pros and cons of the approximate method by comparing its results for using the lowest or the lowest two dominant eigenvector/eigenvalue pairs to an exact solution commonly obtained with a numerical solver.

- Provide an extensive quantitative assessment of error between approximate method and exact solution by testing it against a software solution including the significantly small effect of eigenvector/eigenvalue pairs above the two smallest eigenvalues to demonstrate a feasibility level and confidence for using the approximate closed form method. The goal is to provide a high degree of confidence that for typical mechanical engineering systems, eigenvector/eigenvalue pairs above the lowest two eigenvalues are insignificant relative to the intended use of the approximate model.

- Outline an approximate method that can stimulate and encourage both mechanical engineering students and practicing mechanical engineers to understand the significance of the dominant eigenvector/eigenvalue pairs and have confidence for use in larger analysis models like engineering simulation, design and optimization of system parameters where a compact analytically based simpler method is desirable for overall computational efficiency. For example, a complete system model of the complex system of diesel engine cooling such as in a locomotive or other transportation vehicle is composed of a complex mixed discipline system of the principles of thermodynamics, heat and mass transfer, fluid mechanics, valve mechanical mechanisms, and control schemes. In the steady state, the $A$ matrices for the sub-systems are coupled together and each can contain orders in the single digits to the hundreds. The overall system model can be enormous and be computationally inefficient for just one simulation let alone when used in an optimization model. Simpler dominant eigenspace models for the sub-systems may provide both improved computational efficiency and allow one to more clearly identify problem areas and design changes that can be made and control schemes that can be designed to meet cooling requirements. Other examples of large systems may come from areas such as biomechanics and robotics where mixed principle systems are important and simpler subsystem models are required to design control schemes.

- The intent of the approximate method is not to provide an alternate solution to $Ax=b$ for any order and any type of matrices $A$ and $b$ that one may be using. The only application investigated here is for a broad class of actual mechanical systems of order four to two hundred derived from mechanical engineering principles which mostly always meet or can be transformed to meet the requirements of a system $A$ matrix with elements of the same order of magnitude and an input $B$ vector with over fifty percent zero elements. It is this type of systems that best fit the model where the eigenvector for the lowest and/or the second lowest eigenvalue can be expected to provide an accurate and feasible solution to show the use of the eigenspace expansion to engineering students and for potential use in the analysis complex mechanical engineering system models. This may also encourage one to apply the approximate method to systems form other disciplines that meet these requirements.

### 2. Mathematical Procedure

An approximate solution for the vector $x$ in the $n$th order linear algebraic system $Ax=b$ to an input vector $b$ is developed by using an eigenspace expansion approach and applying the power method to determine the dominant eigenvector and dominant eigenvalue of matrices associated with the system matrix $A$. The direct calculation approach using Gaussian elimination is a very accurate solution but may not provide enough information and insight into system behavior as a method based on eigenvectors and eigenvalues may provide.

The dominant eigenvector of a matrix is the eigenvector typically associated with largest eigenvalue (in the absolute value sense) of the matrix. The power method provides the dominant eigenvector and then the Rayleigh quotient may be used to find dominant eigenvalue. For the problem of finding the input $b$ required to provide a particular desired output $x$, direct application of the power method to matrix $A$ can be used to develop a reasonable approximate solution due to dominance in $b$ generally coming from the largest eigenvalue of $A$. For the problem proposed above for finding output $x$ for a specified input $b$, if generally it is the smallest eigenvalue of $A$ that dominates in $x$.

Given a general $N$th order non-symmetrical square matrix $A$ that is commonplace in mechanical engineering systems, the approach is to transform $Ax=b$ into a system where the application of the power method to a new transformed matrix will lead directly to an approximate solution related to the smallest eigenvector/eigenvalue of $A$. This approach requires developing a positive definite symmetrical matrix $E$ from matrix $A$. 
To obtain a system with positive definite matrix $E$ that can be used to provide an approximate solution to the system $Ax=b$, where $A$ is invertible, first make the transformation $x=A^Tz$ giving

$$AA^Tz=b. \quad (1)$$

Defining the resulting symmetrical positive definite matrix $E=AA^T$ and using a special procedure for calculating the smallest eigenvector/eigenvalue of $E$ by applying the power method and Rayleigh quotient a couple of times, is shown that an approximate solution for $z$ leads to an approximate solution for $x_t$ given by

$$x_t = A^Tz_t. \quad (2)$$

If the system matrix $A$ is a symmetric positive definite matrix, then $E=A$ is used for the analysis.

Consider the system

$$Ez = b \quad (3)$$

where $E$ is a positive definite symmetric regular matrix which will have real positive eigenvalues $\lambda_{jn}$ and orthonormal eigenvectors $v_{en}$. Expanding $z$ in the eigenspace of $E$ with the real scalar set of coefficients $c_n$ gives

$$z = \sum_{n=1}^{N} c_n v_{En}. \quad (4)$$

Substituting into eqn. (3) gives

$$E \sum_{n=1}^{N} c_n v_{En} = \sum_{n=1}^{N} c_n Ev_{En} = b. \quad (5)$$

Substituting the eigenvector form $Ev_{En}=\lambda_{en}v_{En}$ in eqn. (5) gives

$$\sum_{n=1}^{N} c_n v_{En} \lambda_{En} = b. \quad (6)$$

Multiplying both sides of Eqn. (6) by the transpose of a single eigenvector $(v_{Ej})^T$ gives

$$\sum_{n=1}^{N} c_n (v_{Ej})^Tv_{En} \lambda_{En} = (v_{Ej})^Tb. \quad (7)$$

Orthonormal eigenvectors give $v_{Ej}v_{En}=0$ for $j \neq n$ and $v_{Ej}v_{En}=1$ for $j=n$ and thus all terms in the sum are zero except for $j=n$. Thus each $c_n$ can be determined independently as

$$c_n = \frac{(v_{Ej})^Tb}{\lambda_{En}}. \quad (8)$$

In this paper, the approximate model is considered for the smallest eigenvalue of $E$ or for the combination of the two smallest eigenvalues of $E$. As equation (8) shows that $c_n$ is inversely proportional to eigenvalue, significant contributions may come from the smaller eigenvalues and dominate the solution as long as the inner product $(v_{En})^Tb$ of the numerator is not very large for a higher eigenvalue. The numerator indicates that the closer the match of direction for $(v_{En})$ and $b$, the larger the value.

The approximate method of one or two dominant eigenvalue/eigenvector pairs counts on a low probability of a good match. The nature of the mechanical engineering problems examined is that there are generally over fifty percent zero elements in $b$. In fact, most mechanical systems have only a few inputs. (the examples used here cover a broad range of mechanical engineering systems having 50% to 99% zeros in $b$). Thus due to this mismatch and the reciprocal eigenvalue contribution, it is very unlikely that eigenvalue/eigenvector pairs higher than two would have a $c$ value large enough to significantly affect the intended accuracy of the approximate model. Additionally, transforming the $A$ matrix obtained from physical principles into one where the numerical of ratio of the largest to the smallest element is small, say on the order of ten or less is an important part of the procedure to provide good accuracy. This defines the scope of the problems that the approximate model developed in this paper is useful for. It will be shown that over the wide range of examples presented, fair accuracy from 5 to 39% is obtained with the smallest eigenvalue and improved to 1 to 13% by adding the second eigenvalue. This is feasible for using the model as an approximate analysis tool, as a means of understanding system behavior relative to design, and for confident use in a larger mathematical model for situations such as optimization. The goal of the model is to calculate the lowest and second lowest eigenvalue/eigenvector pair by several applications of the power method without computing all of the eigenvalue/eigenvector pairs. This can serve as a useful addition of eigenvalue/eigenvector application in engineering analysis education and for practicing engineers.

For the symmetric positive definite matrix $E$, all of the eigenvalues are positive. To determine an approximate solution to eqn. (1) from the smallest eigenvalue of $E$, we start with applying the power method to $E$ to determine its dominant eigenvector $v_{Ed}$ and its norm $v_{Edn}$

$$v_{Edn} = \text{Lim} \left( k \to \infty \right) \left( E^k x_{o} \right), \quad v_{Ed} = \frac{v_{Ed}}{\|v_{Ed}\|} \quad (9)$$

The $\text{Lim} \left( k \to \infty \right)$ in eqn. (9) is defined as the iteration of $k$ where convergence to three decimal places is reached.

Applying Rayleigh’s quotient to determine the largest eigenvalue $\lambda_{E \text{max}}$ gives

$$\lambda_{E \text{max}} = \left(v_{Ed} \right)^TE\left(v_{Ed}^\prime\right) . \quad (10)$$

To determine the smallest eigenvalue of $E$ and the eigenvector associated with it, set up a matrix

$$E = E - \lambda_{E \text{max}} I \quad (11)$$

where $I$ is a N by N identity matrix.

Applying the power method to $E$ to determine its dominant eigenvector $v_{Ed}$ and its norm $v_{Edn}$

$$v_{Edn} = \text{Lim} \left( k \to \infty \right) \left( E^k x_{o} \right), \quad v_{Ed} = \frac{v_{Ed}}{\|v_{Ed}\|} \quad (12)$$

Applying Rayleigh’s quotient to determine the largest eigenvalue $\lambda_{E \text{max}}$ gives
\[
\lambda_{E, \text{max}} = \left(v_{E, dn}\right)^T \tilde{E} \left(v_{E, dn}\right).
\]  

(13)

Since \(E\) is positive definite, \(\lambda_{E, \text{max}}\) is positive and with the definition of \(\tilde{E}\) in eqn. (11), \(\lambda_{E, \text{max}}\) will be negative and then \(\lambda_{E, \text{min}}\) is given by
\[
\lambda_{E, \text{min}} = \lambda_{E, \text{max}} + \lambda_{E, \text{max}}
\]  

(14)

\(\lambda_{E, \text{min}}\) and \(v_{E, dn}\) are expected to provide the primary contribution of the solution to \(Ez=b\).

From eqns. (2) and (8), the \(n=1\) term is the exact contribution from the smallest eigenvalue of \(E\) and is defined as the approximate solution to \(Ez=b\) due to \(\lambda_{E, \text{min}}\) and \(v_{E, dn}\). It is given by
\[
z_{a, 1} = c_1 v_{E, 1} = \frac{\left(v_{E, 1}\right)^T b}{\lambda_{E, 1}} v_{E, dn} = \frac{\left(v_{E, dn}\right)^T b}{\lambda_{E, \text{min}}} v_{E, dn} b,
\]  

(15)

\[
x_{a, 1} = A^T z_{a, 1}.
\]  

To obtain an approximation for second smallest eigenvalue of \(E\), \(E\) is deflated with \(\lambda_{E, \text{max}}\) and \(v_{E, dn}\).
\[
B = \tilde{E} - \lambda_{E, \text{max}} v_{E, dn}. 
\]  

(16)

Applying the power method to \(B\) to determine its dominant eigenvector \(v_{B, a}\) and its norm \(v_{B, dn}\) gives
\[
v_{B, d} = \lim(k \to \infty) \left(B^k x_a\right), v_{B, dn} = \frac{v_{B, d}}{\|v_{B, d}\|}.
\]  

(17)

Applying Rayleigh’s quotient to determine the largest eigenvalue \(\lambda_{B, \text{max}}\) gives
\[
\lambda_{B, \text{max}} = \left(v_{B, dn}\right)^T B \left(v_{B, dn}\right).
\]  

(18)

The second smallest eigenvalue of matrix \(E\) is given by
\[
\lambda_{\text{min, 2}} = \lambda_{\text{max}} + \lambda_{B, \text{max}}
\]  

(19)

where \(\lambda_{\text{max}}\) is the largest eigenvalue of \(E\) and \(v_{B, dn}\) is the eigenvector for the second smallest eigenvalue of \(E\). As in equation (15), the exact contribution from the \(n=2\) term is given by
\[
z_{a, 2} = c_1 v_{E, 2} = \frac{\left(v_{E, 2}\right)^T b}{\lambda_{E, 2}} v_{E, dn} = \frac{\left(v_{B, dn}\right)^T b}{\lambda_{\text{min, 2}}} v_{B, dn} b,
\]  

(20)

\[
x_{a, 2} = A^T z_{a, 2}.
\]  

The numerical examples will compare \(x_a=x_{a, 1}\) from equation (15) and \(x_a=x_{a, 1}+x_{a, 2}\) from equations (15) and (20) to the exact direct solution of \(Ax=b\) obtained via Gaussian elimination.

3. Applications

Several applications in the general field of mechanical engineering are examined. The purpose is to explore the following aspects related to the breadth and accuracy of the approximate method developed in section two. These aspects define the scope of applicability for the approximate method.

a. Examples are for a wide range of steady state models algebraic of systems described by \(Ax=b\) in the following areas of mechanical engineering obtained from physical principles including static equilibrium, Newton’s laws of motion, Euler’s equations of rotation, first law of thermodynamics, Fourier’s law of heat conduction, and conservation of mass. The order of the \(A\) matrix for the examples range from four to four hundred. All of the examples have 50% or more zero elements in the input vector \(b\) as is typically the case for mechanical engineering system of order four or more. The particular percentage of zeros in \(b\) are given in parentheses.

1. 4th order classical dynamics of blocks on an inclined plane (50%)
2. 7th order mechanism with translational and rotational inertial elements. (57%)
3. 12th order statics of a structural frame. (67%)
4. 5th order closed loop control of a system with the interaction of thermodynamics, heat transfer, and fluid mechanics. (60%)
5. 6th order biomechanics of human arm motion. (67%)
6. 6th to 400th order chain of N mass and dissipated elements (83% to 99%)

b. Systems of various orders from four to a four hundred.

c. Various parameter values for a particular system.

d. Transformation to dimensionless parameters to provide an \(A\) matrix with a reasonably small numerical ratio of its largest to smallest element to improve approximation accuracy.

3.1. Example 1: Classical Dynamics of Blocks on an Inclined Plane

Figure 1 A is a schematic of blocks on an inclined plane connected by a pulley system. The dynamic problem is to determine block acceleration \(a_b\) and cable tensions \(T_o\), \(T_R\), and \(T_C\) just after the system is released from rest. Coefficient of dynamic friction \(\mu\) is given. The fourth order matrix, vector dynamic equations from Newton’s laws are given by
\[
\begin{bmatrix}
.5 m_A & -1 & 0 & 0 \\
0 & m_B & 0 & 1 \\
-5 J / R & 0 & -R & R \\
.5 m_p & 0 & 1 & -1 \\
\end{bmatrix}
\begin{bmatrix}
a_b \\
T_A \\
T_R \\
T_C \\
\end{bmatrix}
= \begin{bmatrix}
-\mu m_A g \\
m_B g (\sin(45) - \mu \cos(45)) \\
0 \\
0 \\
\end{bmatrix}
\]  

(21)

The following numerical example is used:

Block & Pulley Weights:

\(W_A = 200\) lb, \(W_B = 300\) lb, \(W_P = 500\) lb

Surface coefficient of friction \(\mu = 0.2\),

Pulley Mass Moment of Inertia \(J = \frac{1}{2} m_P R^2\)

\[
A = \begin{bmatrix}
3.1 & -1 & 0 & 0 \\
9.3 & 0 & 1 & 0 \\
.19 & 0 & -5 & .5 \\
.78 & 1 & -1 & 1 \\
\end{bmatrix}
\]  

(22)
Due to the combination of acceleration and force coefficients, there is a wide range for elements of the A matrix. The ratio of the largest element to smallest element of A is 49. To improve the scaling to get elements that are of similar order of magnitude and improve the approximation, consider a transformation from the physical states to dimensionless states and parameters. The application of scaling and dimensionless representations was explored in [19,20,24] for a few specific algebraic and differential equations occurring in simple fluid systems. Detail investigations of how transformation to dimensionless variables and parameters lead to system matrices containing far fewer dimensionless parameters than the number of real parameters in the original matrix derived from applying physical principles are given in [21,22,23]. These three papers are concerned with complex systems that include the interaction of electrical and hydraulic actuators with the dynamics of mechanisms and structures. The cited references [19-24] provide details on how the dimensionless systems used here are derived. Basically, the approach is to first divide all of the force, moment equations obtained from physical principles by an important physical parameter in the problem, such as the weight of a mass. This brings in the acceleration due to gravity g into the equations. Then the dimensionless forces and accelerations are defined relative to this one mass and g. The coefficients of the equations then become dimensionless parameters that are defined as dimensionless mass ratios or rearranged as a combination of a couple of other real parameters to produce dimensionless coefficients.

For the inclined plane example, the A matrix is transformed by using the following dimensionless description

$$ A_B = \frac{a_B}{g}, F_A = \frac{T_A}{m_A g}, F_A = \frac{T_B}{m_A g}, $$

$$ F_C = \frac{T_C}{m_A g}, K_B = \frac{m_B}{m_A}, K_B = \frac{m_B}{m_A}. $$

$$ \begin{bmatrix} 0.5 & -1 & 0 & 0 \\ K_B & 0 & 1 & 0 \\ 0.25 K_F & 0 & -1 & 1 \\ 0.5 K_F & 1 & -1 & -1 \end{bmatrix} \begin{bmatrix} A_B \\ F_A \\ F_A \\ F_C \end{bmatrix} = \begin{bmatrix} -\mu \\ K_B (\sin(45) - \mu \cos(45)) \\ 0 \\ 0 \end{bmatrix} $$

(23)

With $K_B=0.67$, $K_F=0.25$, the numerical dimensionless A matrix is given as

$$ A_B = \frac{a_B}{g}, F_A = \frac{T_A}{m_A g}, F_A = \frac{T_B}{m_A g}, $$

$$ F_C = \frac{T_C}{m_A g}, K_B = \frac{m_B}{m_A}, K_B = \frac{m_B}{m_A}. $$

$$ A = \begin{bmatrix} 0.5 & -1 & 0 & 0 \\ 0.67 & 0 & 1 & 0 \\ 0.063 & 0 & -1 & 1 \\ 0.13 & 1 & -1 & -1 \end{bmatrix}. $$

(24)

Now the coefficients are of the same order of magnitude with the ratio of largest to smallest element being 10. For Figures 1B through 6B, the horizontal axis is the state number, which is the element number of the exact and the approximate vectors. The vertical axis is the value of that element in the exact vector x (Gaussian software solution to $Ax=b$) and approximation $x_i$ (approximate solution using the one or two dominant eigenvector model).

Figure 1 B compares the approximate solution from equations (15) and (20) based on the one and two dominant eigenvector/eigenvalue approximate model to the exact solution obtained from a software solver. It clearly shows that dimensionless system model leads to improved accuracy. The primary part comes from the lowest frequency response where the approximation has a good trend match with the exact solution indicating dominance of the lowest frequency eigenvector/eigenvalue pair. Including the second lowest frequency approximation provides additional accuracy. This example is used as a guide for when to apply dimensionless analysis to matrix A with real dimensionless parameters to provide a dimensionless A with dimensionless elements. A general rule of thumb is to scale A such that an element ratio of less than about 10 is obtained.

To further demonstrate how the eigenvector/eigenvalue pair for the lowest eigenvalue of E provides the primary part of the solution for this mechanical system relative to an additional accuracy correction from the second lowest pair and the potential very small amount from higher
frequencies, and to justify the discussion after equation (8) asserting that due to the fact that since the input vector $b$ contains fifty or more percent zero elements making it unlikely that higher frequencies will have a good enough match of eigenvector to input vector to overcome the reciprocal frequency effect to cause dominance other than the two lowest, the inner product and coefficient of all eigenvector/eigenvalue pairs are calculated with a software solver and compared in Table 1. Note that the inner products are of the same order of magnitude, primarily due to the greater than fifty percent zeros in $b$, allowing the reciprocal eigenvalue to control $c_n$.

| $n$ | 1  | 2  | 3  | 4  |
|-----|----|----|----|----|
| $\lambda_n$ | 0.042 | 1.00 | 1.45 | 5.21 |
| $(v_n) b$ | -0.18 | -0.31 | -0.22 | -0.088 |
| $c_n$ | 4.33 | -0.31 | -0.15 | -0.017 |

3.2. Example 2: Mechanism with Translational and Rotational Inertial Elements

![Figure 1B](image1.png)

![Figure 2A](image2.png)
Figure 2 A is a schematic of a mechanism composed of a block and disc connected by a pulley system. The dynamic problem is to determine block acceleration $a_B$ and disc acceleration $a_D$ disc friction force $F_f$ and cable tensions $T_A$, $T_B$, $T_C$, $T_D$ just after the system is released from rest. The seventh order matrix, vector dynamic equations from Newton’s laws are given by

$$
\begin{bmatrix}
m_A & 0 & -1 & 1 & 0 & 0 & 0 \\
5J_A & 0 & 0.2 & 0 & 0 & 0 & 0 \\
10J_C & 0 & 0 & -1 & 0 & 1 & -1 \\
0 & m_D & 0 & 0 & 1 & -1 & -1 \\
0 & 10J_D & 0 & 0 & 0 & -1 & 1 \\
0 & m_B & 0 & 0 & -1 & 0 & 0 \\
-5 & 1 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
a_A \\
a_B \\
a_C \\
\tau_A \\
T_A \\
T_B \\
T_C \\
T_D \\
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
0 \\
-m_{DG} \\
0 \\
0 \\
-m_{BG} \\
0 \\
\end{bmatrix}
(25)

The following numerical example is used:

Disk & Block Masses: $m_A = 20 \text{ kg}$, $m_B = 10 \text{ kg}$

Pulley Masses: $m_C = m_D = 15 \text{ kg}$

Disk Mass Moment of Inertia: $J_A = 0.4 \text{ kg-m}^2$

Pulleys Mass Moment of Inertias: $J_C = J_D = 0.075 \text{ kg-m}^2$

External Torque: $\tau_A = 10 \text{ N-m}$

As for the inclined plane example 1, due to the combination of acceleration and force coefficients and the combined application of Newton’s and Euler’s laws, there is a wide range for elements of the $A$ matrix. The ratio of largest element to smallest element of $A$ is 200. To improve the scaling and thus the approximation, consider a transformation from the physical states to dimensionless states and parameters given by

$$
A = \begin{bmatrix}
20 & 0 & -1 & 1 & 0 & 0 & 0 \\
2 & 0 & 0 & 0 & 0 & 0 & 0 \\
0.75 & 0 & 0 & -1 & 0 & 1 & 0 \\
0 & 15 & 0 & 0 & 1 & -1 & -1 \\
0 & 0.75 & 0 & 0 & 0 & -1 & 1 \\
0 & 10 & 0 & 0 & -1 & 0 & 0 \\
-5 & 1 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
(26)
$$

As for example 1, due to the combined approximation procedure. This apparently provides some advantage for using dimensionless models to have a suitable integral part of the approximate model.

For example 2, the second lowest eigenvalue is an integer part of the approximate model.

For example 2, the second lowest eigenvalue is an integer part of magnitude with a max to min element ratio of 8.

Now the coefficients are of the same order of magnitude with a max to min element ratio of 8.

Due to the inclined plane example 1 being much more accurate with the dimensionless $A$, example 2 is only presented as a dimensionless model. Figure 2 B compares the approximate solution based on the one and two dominant eigenvector/eigenvalue pair to the exact solution obtained from a software solver. As is the case for the inclined plane example 1, it clearly shows that the dimensionless system has good accuracy.

![Figure 2B](image-url)

For example 2, Table 2 further demonstrates how the lowest two eigenvector/eigenvalue pairs of $E$ provide the primary part of the solution for this mechanical system.

| $\lambda_n$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
|------------|---|---|---|---|---|---|---|
| $\lambda_{a}$ | 0.093 | 0.276 | 0.394 | 0.457 | 1.67 | 3.12 | 3.89 |
| $(\omega_{\text{rad}})$ | -0.069 | -0.011 | -0.55 | -0.46 | -0.39 | -0.093 | -0.62 |
| $c_{\text{a}}$ | -7.4 | -4.0 | 13.9 | -1.1 | -2.3 | -0.30 | -1.16 |
For this mechanism example, the third lowest frequency’s large $c_3$ value is an oddity and the inclusion of the third frequency component does not provide any significant improvement for the states 5, 6, and 7 which have the highest errors for the two frequency approximate model, which results in a reasonably low average error across states as will be shown in an error analysis after presentation of all six examples.

3.3. Example 3: Statics of a structural frame

Figure 3A is a schematic of a structural frame. The static equilibrium problem is to simultaneously determine the four external support reactions $R_i$, $N_i$, $R_j$, $N_j$ and the eight frame internal forces $A$ through $H$ when subjected to external forces $F_2=2$ at joint 2 and $F_4=1.4$ at joint 4. The twelfth order matrix, vector equations from static equilibrium are given by

\[
\begin{bmatrix}
1 & 0 & -\frac{1}{\sqrt{2}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & -\frac{1}{\sqrt{2}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{\sqrt{2}} & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{\sqrt{2}} & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -\frac{1}{\sqrt{2}} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & -\frac{1}{\sqrt{2}} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & -\frac{1}{\sqrt{2}} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & \frac{1}{\sqrt{2}} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & \frac{1}{\sqrt{2}} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
R_i \\
N_i \\
A \\
B \\
C \\
D \\
E \\
F \\
G \\
H \\
N_6 \\
R_6
\end{bmatrix} = \begin{bmatrix}
0 \\
0 \\
1 \\
1.73 \\
0 \\
0 \\
0 \\
1 \\
0 \\
0 \\
0 \\
0 \end{bmatrix}.
\]

Figure 3B compares the approximate solution from equations (15) and (20) based on the one and two dominant eigenvector/eigenvalue approximate model to the exact solution obtained from a software solver. The approximate solution follows a very similar shape as the exact solution. This close shape trend indicates that the dominant eigenvector is a key factor in the solution. One reason for this is that one physical principal provides all of the equations and also for this case, the elements of $A$ are from trigonometry which are dimensionless and thus coefficients tend to be naturally of the same order of magnitude. The ratio of max to min element value in $A$ is 1.5 indicating that elements are of the same order of magnitude. Accuracy across the twelve states is reasonable.

Table 3 further demonstrates how the lowest eigenvector/eigenvalue pair of $E$ provides the primary part of the solution for this mechanical system with the second pair adding only a small variance.

![Figure 3A. Schematic of a structural frame in equilibrium](image_url)
3.4. Example 4: Closed Loop Control of a System with the Interaction of Thermodynamics and Fluid Mechanics

Figure 4 A is a schematic of a thermal fluid control system for regulating the temperature $T_s$ of an air space. Variable designations are $T$’s (temperature), $p$’s (fluid pressure), and $Q$’s (fluid volume flow). Physical parameters are $R$’s (thermal and fluid resistance), $K_{T,P}$ (feedback control gains), and fluid/thermal heat conversion $K_p$. Application of thermodynamic equilibrium for the air space and container walls give two equations. Application of fluid statics for the two flow lines gives the next two equations. Application of fluid continuity and fluid to thermal transfer for the heater gives a fifth equation. Feedback control is included in the five equations as required. Thus the five equations contain coefficients from several physical principles. Following the results from examples one and two where the $A$ matrix contains elements resulting from several physical phenomena, the following dimensionless states $x_i$ and parameters $K_i$ are defined to provide an $A$ matrix with elements being of the same order of magnitude.

$$x_1 = \frac{T_s}{T_d}, \quad x_2 = \frac{T_w}{T_d}, \quad x_3 = \frac{Q_1}{T_d/R_h K_h}, \quad x_4 = \frac{Q_2}{T_d/R_h K_h}, \quad x_5 = \frac{p}{p_{ref}}, \quad K_1 = \frac{R_{f1}}{R_h}, \quad K_2 = \frac{R_{f2}}{R_s}, \quad K_3 = \frac{R_{f3}}{R_s},$$

$$K_4 = \frac{R_{f4}}{R_s}, \quad K_5 = \frac{R_{f5}}{R_s}, \quad K_6 = \frac{T_u}{p_{ref} K_h}, \quad K_7 = \frac{K_T}{p_{ref}}, \quad K_8 = K_P p_{ref}/K_P = R_w.$$

The dimensionless inputs are

$$U_{Ts} = \frac{T_s}{p_{ref}}, \quad U_{ph} = \frac{p}{p_{ref}}.$$

The thermal fluid problem is to determine the steady state temperature, flow, and pressure. The fifth order matrix, vector dimensionless equations are given by

$$\begin{bmatrix}
-1 & 1 & 0 & 0 & 0 \\
-1 & 1 + K_9 & 0 & 0 & 0 \\
0 & 0 & 0 & K_6 & \frac{K_6}{1 + K_9/K_4} \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix} \begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4 \\
x_5
\end{bmatrix} = \begin{bmatrix}
0 \\
0 \\
K_6 \\
-1 \\
K_6
\end{bmatrix}$$

(31)

Figure 4 B compares the approximate solution based on dominant eigenvector, eigenvalue to the exact solution obtained from a software solver. The values $U_{Ts}=1$ and $U_{ph}=0.5$ are used. The approximate solution for both the $K$ value sets of all $K_i=1$ and for $K$ randomly selected from a uniform distribution from $K=.25$ to $K=4$ very accurately represent the exact solution for all five states. The elements of the $A$ matrix are of the same order of

Table 3. Terms in equation (8)

| $n$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
|-----|---|---|---|---|---|---|---|---|---|----|----|----|
| $\lambda_{es}$ | .044 | .058 | .29 | .38 | 1.22 | 1.43 | 1.82 | 1.91 | 2.62 | 2.96 | 3.90 | 4.87 |
| $(v_m)^b$ | 1.06 | .65 | .32 | .44 | .51 | .59 | .04 | .88 | 1.44 | -14 | .44 | -1.1 |
| $c_u$ | 24.1 | 11.3 | 1.12 | 1.44 | .42 | .42 | .02 | .46 | .44 | -05 | .11 | -23 |

$\begin{align*}
T_s &= \frac{T_{s \text{ desired}}}{T_d}, \quad T_w = \frac{T_{w \text{ desired}}}{T_d}, \\
Q_1 &= \frac{Q_{1 \text{ desired}}}{T_d/R_h K_h}, \\
Q_2 &= \frac{Q_{2 \text{ desired}}}{T_d/R_h K_h}, \\
p &= \frac{p_{\text{desired}}}{p_{\text{ref}}},
\end{align*}$
magnitude for this practical range of \( K \) values, e.g. for all \( K's=1 \), the ratio of max to min element of \( A \) is 4. The approximate lowest frequency solution follows a very similar shape as the exact solution. This close shape trend indicates that the dominant eigenvector is a key factor in the solution. For this example, the contribution of the second smallest eigenvalue is minimal.

Table 4 (for all \( K's=1 \)) further demonstrates how the lowest eigenvector/eigenvalue pair of \( E \) provides the primary part of the solution for this mechanical system with the second pair adding only a small variance.

3.5. Example 5: Biomechanics of Human Arm Motion

Figure 5 A is a schematic of a two link model of human arm biomechanics with \( A \) being the shoulder joint and \( B \) the elbow joint. The dynamic problem is to determine the upper and forearm angular accelerations \( \alpha_1, \alpha_2 \), elbow joint forces \( B_x, B_y \), and the accelerations \( a_{cx}, a_{cy} \) of the forearm center of gravity just after the system is released from rest. The sixth order matrix, vector dynamic equations from Newton’s and Euler’s laws and kinematic constraints are given by

\[
\begin{bmatrix}
J_1 & 0 & l_1 \sin(\theta_1) & -l_1 \cos(\theta_1) & 0 & 0 \\
0 & 0 & 1 & 0 & m_2 & 0 \\
0 & 0 & 0 & 1 & 0 & m_2 \\
0 & J_2 & \left(\frac{l_2}{2}\right)\sin(\theta_2) & -\left(\frac{l_2}{2}\right)\cos(\theta_2) & 0 & 0 \\
l_1 \sin(\theta_1) & \left(\frac{l_2}{2}\right)\sin(\theta_2) & 0 & 0 & 1 & 0 \\
l_1 \cos(\theta_1) & \left(\frac{l_2}{2}\right)\cos(\theta_2) & 0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\alpha_1 \\
\alpha_2 \\
B_x \\
B_y \\
a_{cx} \\
a_{cy}
\end{bmatrix} = \begin{bmatrix}
-m_1 g \left(\frac{l_1}{2}\right) \\
0 \\
-m_2 g \\
0 \\
0 \\
0
\end{bmatrix}.
\]
For a typical human arm at a location $\theta_1 = 30$ degrees, $\theta_2 = 45$ degrees,

$$W_1 = 6.0 \text{lb}, W_2 = 7.6 \text{lb}, l_1 = 0.67 \text{ft},$$

$$l_2 = 0.83 \text{ft}, J_1 = \frac{1}{3} m_1 l_1^2, J_2 = \frac{12}{12} m_2 l_2^2.$$

$$A = \begin{bmatrix}
0.028 & 0 & -0.34 & -0.58 & 0 & 0 \\
0 & 0 & 1 & 0.24 & 0 & 0 \\
0 & 0 & 0 & 1 & 0.24 & 0 \\
0 & 0.014 & 0.29 & -0.29 & 0 & 0 \\
0.34 & 0.29 & 0 & 0 & 1 & 0 \\
-0.58 & -0.29 & 0 & 0 & 0 & 1
\end{bmatrix}. \quad (33)$$

For this example, even though the elements of the physical A matrix have different units, all non-zero elements other than two of them are between .24 and 1 and have a maximum ratio of 4. The other two have about a factor of ten ratio and both come from inertia terms. This is considered sufficient to expect good results without a dimensionless transformation.

Figure 5B compares the approximate solution based on dominant eigenvector, eigenvalue to the exact solution obtained from a software solver. The approximate values of the elbow joint forces and forearm accelerations are very close to exact values while the approximate, exact comparison for the two arm angular accelerations are different by factor of 1.5 to 2 in the sense of absolute values.

Table 5 further demonstrates how the lowest two eigenvector/eigenvalue pairs of $E$ provide the primary part of the solution for this mechanical system.

| n   | 1   | 2   | 3   | 4   | 5   | 6   |
|-----|-----|-----|-----|-----|-----|-----|
| $\lambda_n$ | 0.00036 | 0.085 | 0.080 | 1.27 | 1.44 | 1.84 |
| $(v_{n\alpha})b$ | -0.11 | 5.26 | 2.74 | -3.13 | -2.39 | -3.15 |
| $c_n$ | 3121 | 485 | 3.43 | -2.45 | -1.66 | -1.72 |

3.6. Example 6: Chain of N mass and Dissipated Elements

Figure 6A is a schematic of N block masses connected by N dissipated damper elements $b_i$ and subjected to a force $F_1$ at one end. The dynamic problem is to determine velocity $V_N$ of the last block. The Nth order matrix, vector dynamic equations from Newton’s laws are given by

$$A = \begin{bmatrix}
-\frac{h_1}{d_1} & -\frac{b_1}{d_1} & 0 & -\frac{b_1}{d_1} & \cdots & 0 & 0 \\
-\frac{b_1}{d_1} & -\frac{b_1}{d_1} & \frac{b_2}{d_1} & -\frac{b_2}{d_1} & 0 & \cdots & 0 \\
0 & -\frac{b_2}{d_1} & -\frac{b_2}{d_1} & \frac{b_3}{d_1} & 0 & \cdots & 0 \\
-\frac{b_3}{d_1} & -\frac{b_3}{d_1} & 0 & -\frac{b_3}{d_1} & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & -\frac{b_n}{d_1} & b_{n+1} \\
0 & 0 & 0 & 0 & \cdots & -\frac{b_N-1}{d_1} & b_N + b_{N+1} \frac{V_N}{V_1} = \begin{bmatrix} V_1 \\ V_2 \\ V_3 \\ \vdots \\ V_{n-1} \\ V_n \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ 0 \\ \vdots \\ 0 \end{bmatrix} \quad (34)$$

Figure 6A. Schematic of Chain Mass-Damper Elements
Figure 6 B compares the approximate solution based on dominant eigenvector, eigenvalue to the exact solution obtained from a software solver for a specific set of six b values in a range of 2 to 6.

\[ b_1 = 2.2, b_2 = 4.1, b_3 = 5.1, b_4 = 5.7, b_5 = 2.5, b_6 = 4.3. \]

Since all elements of A have the same dimension, they are of the same order of magnitude with a ratio of 5. Accuracy is good for all six states especially state six at the end of the chain.

Table 6 further demonstrates how the lowest two eigenvector/eigenvalue pairs of E provide the primary part of the solution for this mechanical system.

Table 7. Errors for states of examples 1-6

| State Number | Example 1 | Example 2 | Example 3 | Example 4 | Example 5 | Example 6 |
|--------------|-----------|-----------|-----------|-----------|-----------|-----------|
|              | Real      | D-less    | # 1-6     | # 7-12    |           |           |
| 1            | One Dom   | 2         | 26        | 7         | 7         | 109       |
|              | Two Dom   | 1         | 1         | 14        | 6         | 14        |
| 2            | One Dom   | 4         | 13        | 2         | 2         | 38        |
|              | Two Dom   | <1        | 15        | 13        | 4         | 6         |
| 3            | One Dom   | 83        | 93        | 5         | 1         | 6         |
|              | Two Dom   | 44        | 3         | 13        | 1         | 4         |
| 4            | One Dom   | 89        | 41        | 5         | <1        | 8         |
|              | Two Dom   | 69        | 6         | 13        | 3         | 8         |
| 5            | One Dom   | 30        | 29        | 5         | 9         | 8         |
|              | Two Dom   | 17        | 20        | 7         | 3         | 2         |
| 6            | One Dom   | 42        | 13        | 71        |           |           |
|              | Two Dom   | 26        | 2         | <1        |           |           |
| 7            | One Dom   | 27        |           |           |           |           |
|              | Two Dom   |           |           |           |           |           |
| State Ave.   | One Dom   | 44        | 39        | 5         | 38        | 7         |
|              | Two Dom   | 28        | 13        | 4         | 7         | 1         |

To summarize the accuracy over the six examples, Figures 1B-6B give a comparison of all states with a short qualitative assessment after each one. Since the intent is of the method is to understand system behavior and accuracy for design, a special quantitative error analysis may be based on the important matters pertaining to this intent. For these mechanical engineering systems, it’s the magnitudes of the states that are most important in design and behavior considerations. The magnitude of variables for examples 1, 2, 3, 5, 6 are accelerations, forces, and displacements which lead to internal stress in system members and inertial forces that may lead to system support vibration. For example 4, the magnitude of variables temperature, flow, and pressure lead to system performance. Additionally, it is usually the magnitude of the largest variable that sets a standard for meeting design requirements. To quantitatively show how good the one eigenvalue, eigenvector method may be in regard to this criteria, the following error based on the ratio of the magnitude difference between approximate and exact states to the magnitude of the largest exact state is used.

\[
\% \text{ Error} = \left( \frac{|x| - |x_{\text{exact}}|}{|x_{\text{max}}|} \right) \times 100.
\]
Table 7 gives an assessment of the accuracy of each state and an average over states for each example using the error in eqn. (35). Also included in Table 1 is the magnitude of the ratio of the largest to smallest element in the A matrix for each example to show how the makeup of the A matrix as containing elements with real units or dimensionless parameters affects the accuracy.

The results show that for A matrix conditioned such that max to min element ratios from 1.5 to 10, the overall average error of the states is 1% to 13% for the two eigenvector approximation over the entire range of the six examples. This level of error may be considered feasible for the previously discussed goals of the method. The accuracy of the results for the broad range of mechanical engineering problems allows both students and practicing engineers to use the two vector approximate method with confidence for both understanding the eigenspace concept and using the model in more complex systems analyses. The best cases are the dimensionless thermal, fluid dimensionless system of example 4 and the mechanical chain of example 6. The thermal system is a combination of the physical principles of thermodynamics, incompressible and compressible fluid flow and equations of feedback control. The mechanical chain is a repetitive application of one physical principle. For these two cases, the one vector approximation is sufficient. Furthermore, Table 1B-Table 6B indicate that inclusion of eigenvalues larger than the second lowest should not be of any significance relative to the goals of the approximate model. As one becomes more familiar with the nature of the mechanical system relative to one of the types analyzed here, one may become more confident with a one vector approximation but the results of these examples indicate that any doubt can be significantly reduced or essentially eliminated by using a two vector approximation. Additional confidence follows the fact that the six examples used here include all of the major physical principles that mechanical engineers deal with.

4. Application to Higher Order Example 6 Chains

Figures 6 C through 6 H compare the approximate value of the Nth state based on dominant eigenvector, eigenvalue to the exact value obtained from the matrix inverse by computing the error between approximate and exact values for ten sets of randomly selected b_i values between 2 and 6. The figures give the Nth state error for a system of order 6, 20, 50, 100, and 200 states. The last state which is farthest from the input force is typically the most important for these train type of systems.

For figures 6C through 6H, the horizontal axis is number of the random set number of the six b_i values, where there is a total of ten sets used. The vertical axis is the value of the percent error for the last state of a total of N states between the exact and approximate vectors x (exact solution to Ax=b) and x_a (approximate solution using the one eigenvector, eigenvalue method). This error is defined as

\[
\text{Error} = \left\| \frac{x_a - x_e}{x_e} \right\| (100) \tag{36}
\]
Table 8 gives a summary of the previous figures (6C-6G) with the average values of the last state error across all of the 10 random sets of b values for each of the N=6, 20, 50 100, 200 order systems.

Table 8. Average Errors for Nth State of Nth Order System

| System Order N | 6  | 20 | 50 | 100 | 200 |
|----------------|----|----|----|-----|-----|
| Average % Error from eqn. (36) |    |    |    |     |     |
| 1 eigenvector | 0.98 | 0.20 | 8.6 | 4.5 | 8.2 |
| 2 eigenvectors | 0.27 | 0.063 | 2.9 | 2.0 | 5.6 |

The results show that the average error across random trials is typically in the range of 1to 8 percent for the one eigenvector model and 0 to 5 percent for the two eigenvector model. For the intent previously discussed, for this example 6 class of high order chain systems in mechanical engineering, the level of error may be considered to be reasonably low for such an approximation that requires a simple power method based direct calculation of only one or two eigenstates of the system matrix rather than a more complex calculation of the entire eigenspace.

5. Conclusion

An analytical method is developed based on several applications of the power method for determining the eigenvector/eigenvalue pairs of the lowest two eigenvalues of a matrix associated with a general non-symmetric system matrix that generally occurs in mechanical engineering linear algebraic systems. The method does not require determination of any eigenvector/eigenvalue pair for eigenvalues greater than the lowest two. The present paper suggests a new simple analytical method of obtaining an approximate solution for the solution to a broad class of systems of linear algebraic equations in most of physical areas of mechanical engineering based on the power method for finding the dominant eigenvector and eigenvalue of matrices. The method includes a view of the system matrix A and input vector b and a possible transformation to a symmetric system and/or a dimensionless form to provide a system that is well conditioned to the proposed method of eigenvector expansion for the lowest two eigenvalues. The power method is applied several times to a symmetric matrix obtained from the conditioned A matrix to determine the eigenvector/eigenvalue pair for the lowest two eigenvalues. For engineering design and analysis, this approximate solution can be very useful for student learning of the role of dominant eigenvector/eigenvalue in the solution of algebraic systems and as a practical simple model for practicing engineers’ understanding of system behavior and potential use in complex system models. An approximate solution for the vector x in the nth order linear algebraic system Ax=b due to an input vector b is developed by without having to determine any eigenvector/eigenvalue pairs above the lowest two eigenvalues. For a broad class of six mechanical engineering examples, the accuracy is thoroughly tested against an exact solution that can be obtained with a software solver via significant calculations comparing the methods with respect to the motives, goals, and scope of the where the approximate is indented to be useful. Results show that the method is reasonably accurate for giving students a good understanding of eigenstate expansion and eigenvector/eigenvalue dominance and for providing a suitable level of confidence for its use in mechanical engineering analysis.
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