Reanalysis of the beam-plasma instability using the Dyson-like equation formalism
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Abstract – We analyze the problem of the beam-plasma instability via the analytical treatment of the so-called Dyson equation. We first compared the prediction of the model constructed by fixing the electric-field amplitude with respect to a \(N\)-body Hamiltonian numerical simulation. Then, we demonstrate that the shortcomings of such an analytical formulation must be essentially identified with the breaking-down of the self-consistent evolution of the field and the particle distribution function.
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Introduction. – One of the most interesting paradigms of plasma physics is the so-called beam-plasma system [1–3]. In fact, beside the possible laboratory applications (especially in plasma accelerators [4–6]), this scenario has important conceptual implications in the properties of the radial transport in Tokamak devices [7,8].

The beam-plasma interaction faces the influence that a tenuous electron beam has on the Langmuir spectrum of a thermalized plasma, pumping up to saturation the resonant modes, \textit{i.e.}, those modes whose phase velocity is close to beam particle speed. In the Vlasov-Poisson scheme, the considered theoretical framework is commonly called bump-on-tail (BoT) paradigm [9–11] and it was proposed as a toy model for the radial transport in Tokamak experiments [7,9,12,13]: the velocity gradients, which trigger the inverse Landau damping, are mapped into the radial pressure gradients of fast ions in a toroidal plasma configuration [14,15].

Such a parallelism and the highly non-linear character of the involved physics, make the study of the beam-plasma instability still an actual problem, essentially in order to shed light on the different mechanisms (and their relative relevance) responsible for the observed behavior of energetic particles. In this respect, in ref. [16] it has been shown that the beam-palsma dynamics can be properly characterized by the so-called quasi-linear model [17–20] only in the late phase of the evolution, while the temporal mesoscales are characterized by a significant degree of convection in the velocity space (for specific considerations on the role of the self-consistent evolution, see ref. [21]).

Although the most successful analysis of the beam-plasma interaction has been provided in ref. [2], a very interesting and general theoretical framework for the problem has been introduced in ref. [22]. The Vlasov-Poisson equation is addressed via an expansion of the particle distribution function in a power series of the electric-field intensity. Then a hierarchy in the different contributions (poles in the Laplace expansion) is determined, by introducing a diagrammatic approach. Moreover, an analytical approach to the solution of the system is derived in terms of an expansion in Hermite polynomials, for the beam-plasma interaction in the presence of a monochromatic field when the saturated amplitude is assumed as constant.

The main aim of the present work is to investigate the predictivity of the analytical treatment presented in ref. [22], by means of a comparison with a pure numerical \(N\)-body analysis of the beam-plasma system using the Hamiltonian formulation discussed in refs. [16,23] (and references therein), for the monochromatic case.
We clearly demonstrated that the analytical solution presented in ref. [22] fails in predicting the detailed features of the distribution function of the fast electrons interacting with the saturated spectrum. In fact, a significant bumpiness arises in the distribution profile, together with an inversion of the velocity gradient that is not observed in the real simulation experiment. Then, we face the question concerning the nature of such a discrepancy, in principle attributed to the truncation of the expansion in Hermite polynomials. To this end, a Vlasov equation is analyzed, obtained by suitably recombining the 0th and $k$-th components of the Fourier harmonics, i.e., the so-called Dyson equation [3]. Substituting in this equation a constant amplitude mode, it is shown that the emerging distribution function has the same irregular behavior of the one obtained by the expansion truncation. This analysis clarified that the shortcomings of the analytical solution of the Vlasov equation cannot be attributed to mathematical approximation, but they concern the nature of the addressed assumption, e.g., the exact constant value of the field amplitude, on which the analysis is built up.

Finally, we insert in the Dyson equation the exact electric field as extracted from the numerical simulation experiment, based on the $N$-body code. The obtained distribution function closely resembles the one produced by the simulations, underlining that the assumption of a saturated constant electric field is a weak hypothesis and it is the source of a-predictivity of the study in ref. [22].

This final result has a deep physical meaning, because it clearly shows how the self-consistency of the Vlasov-Poisson evolution is a basic feature of the BoT paradigm: its breaking-down can lead to making a relevant discrepancy on the late time prediction for the system dynamics. For instance, the valuable determination of the overlap of nearly living resonance has been reached by using dynamical system renormalization methods [24], for which the field amplitude is frozen in. Analogously, all the quasilinear approximation of the transport features of fast ions in a Tokamak are based on assigned spectrum properties, non-self-consistently evolved with the same distribution function. Although such transport analyses are well grounded in terms of reliably simplifying assumptions on the spectrum morphology, the study here developed suggests the necessity of a careful evaluation of the coupled field and particle evolution.

The main merit of this investigation consists in stressing how the breaking-down of self-consistency is allowed when we are interested in qualitative features of the transport. If we desire to be able to reproduce the fast ion redistribution, we need to keep the field and particle dynamics strictly coherent.

**Vlasov-Poisson equations towards a Dyson formulation.** – We start reviewing the main steps of ref. [22], which lead to a Dyson equation for the 1D beam dynamics. The electron distribution $f(t,x,v)$ and the electric field $\mathcal{E}(t,x)$ are Fourier and Laplace transformed providing

$$F_k(\omega,v) = \int_0^\infty f_k(t,v)e^{i\omega t}dt, \quad E_k(\omega) = \int_0^\infty \mathcal{E}_k(t)e^{i\omega t}dt,$$

respectively, where $f_k(t,v)$ and $\mathcal{E}_k(t)$ denote standard Fourier $k$-components. In this scheme, the Vlasov equation reads as follows:

$$F_k(\omega,v) = \frac{i F_k(t=0,v)}{\omega - k v} + \frac{ie}{m} \sum_{k'+k''=k} \left\{ \frac{i \omega'}{2\pi} \partial_{\omega'} F_{k'}(\omega' - \omega, v) \right\}, \quad (1)$$

which is naturally coupled to the Poisson equation reading

$$ik E_k(\omega) = -4\pi e n_0 \int d\omega' F_k(\omega, v), \quad (2)$$

where $n_0$ is the homogeneous electron density. For each Fourier component of the transformed distribution function the following formal expansion in powers of the electric field is considered:

$$F_k(\omega,v) = \sum_{n \geq 0} F_k^{(n)}(\omega,v), \quad \text{with} \quad F_k^{(n)} \sim E_k^n. \quad (3)$$

Let $f(v)$ be the spatially homogeneous initial distribution, then it is possible to close an expression for the generic $F_k^{(n)}$ via recursion, starting from

$$F_k^{(0)}(\omega,v) = if(v)\omega^{-1}\delta_{k,0} \quad (4)$$

and getting eq. (5), where $e$ and $m$ are the electron charge and mass, respectively:

**see eq. (5) on top of the next page**

In order to deal with this expression, it is convenient to adopt a diagrammatic representation as shown in fig. 1. Here, we defined the propagators

$$G_k(\omega,v,\{\omega_j,k_j\}) = \left( \omega - kv - \sum_{j=1}^s (\omega_j - k_j v) \right)^{-1} \quad (6)$$

and the $s$-th interaction vertex represents the operator $(ie/m) \int (d\omega/2\pi)\partial_\omega$. Of course, a summation over all $k_j$ is implied under the requirement that they sum up to $k$.

In the limiting case in which the electrostatic (plasma) Langmuir modes have constant amplitude, i.e., $E_k(t) = E_k^{(0)} e^{-\omega_k^2 t}$, with $\omega_k^2$ a real constant (no real frequency
the two lines in a loop as if the same mode were emit-
tted simply replacing it with \( \omega_k^\pm \). Referring to fig. 1, it is clear that sometimes two adjacent field lines can be one the conjugate of the other, namely \( E_k \) and \( E_{-k} \), and we will represent it by closing the two lines in a loop as if the same mode were emitted and then absorbed. Because \( \omega_k^\pm = -\omega_k^\pm \), every time this configuration occurs the propagators external to the loop are identical, meaning that, in order to Laplace anti-
transform, one has to integrate at least one non-simple pole. At each order \( n \) the highest order for a pole is \( \text{the integer part of } n/2 + 1 \), leading to a secularity \( \tau^{n/2} \): this is the reason because we refer to the expansion (3) as for-
mal (no term can be neglected). This is also true in the more general case in which \( \omega_k = \omega_k^R \pm i\gamma_k \) (the real part still constant in time) and the condition \( \gamma_k < \omega_P \), where \( \omega_P \) is the plasma frequency (in order to actually have propagating waves): secularities \( \tau^{n/2} \) are replaced by exponentially growing factors \( (\omega_k^R/\gamma_k)^{n/2} \).

Taking a partial resummation of all and only the heav-
est diagram of each order \( (\sim (\omega_k^R/\gamma_k)^{n/2}) \), one finds the Dyson equation [3,25]

\[
F_{k}^{(n)}(\omega, v) = \left( \frac{ie}{m} \right)^n \sum_{k_1 + \cdots + k_n = k} \int \frac{d\omega_1}{2\pi} \cdots \frac{d\omega_n}{2\pi} \frac{E_{k_1}(\omega_1) \cdots E_{k_n}(\omega_n)}{\omega - k v - \omega_1 \cdots - \omega_n} \left( \frac{\partial_v E_{k}(\omega)}{\omega - k v - (\omega_1 - 1 \cdots - \omega_n)} \right) \cdots \frac{i f(v)}{\omega - k v - \sum_{s=1}^{n}(\omega_s - k_s v)}.
\]

(5)

thus one can integrate over \( \omega_s \) simply replacing it with \( \omega_k^\pm \). Referring to fig. 1, it is clear that sometimes two adjacent field lines can be one the conjugate of the other, namely \( E_k \) and \( E_{-k} \), and we will represent it by closing the two lines in a loop as if the same mode were emitted and then absorbed. Because \( \omega_k^\pm = -\omega_k^\pm \), every time this configuration occurs the propagators external to the loop are identical, meaning that, in order to Laplace anti-
transform, one has to integrate at least one non-simple pole. At each order \( n \) the highest order for a pole is \( \text{the integer part of } n/2 + 1 \), leading to a secularity \( \tau^{n/2} \): this is the reason because we refer to the expansion (3) as for-
mal (no term can be neglected). This is also true in the more general case in which \( \omega_k = \omega_k^R \pm i\gamma_k \) (the real part still constant in time) and the condition \( \gamma_k < \omega_P \), where \( \omega_P \) is the plasma frequency (in order to actually have propagating waves): secularities \( \tau^{n/2} \) are replaced by exponentially growing factors \( (\omega_k^R/\gamma_k)^{n/2} \).

Taking a partial resummation of all and only the heav-
est diagram of each order \( (\sim (\omega_k^R/\gamma_k)^{n/2}) \), one finds the Dyson equation [3,25]

\[
E_k(\omega) = i E_k^{(0)}(\omega - \omega_k^R)^{-1},
\]

(7)

Fig. 2: Diagrammatic representation of eq. (8).

where \( g_k(v) \) stands for initial spatial inhomogeneities that we consider already of the same order of \( F_k^{(1)} \) (small compared to \( f(v) \)). Furthermore, \( \epsilon_k \) is a dielectric function of the plasma. In ref. [22], it is also shown how eqs. (8) and (9a) can be considered as a generalized quasi-linear model [17–20].

A solution for monochromatic field. Following ref. [22], let us now investigate an analytic solution for eq. (8) in the case of a single Langmuir mode of constant amplitude \( E_k^{(0)} \). In the original part of our work, we will outline the physical content and the shortcomings of such an approximation. Starting from eq. (8), we assume the validity of eq. (7) and we limit the sum over \( q = \pm k \), corresponding to neglecting harmonics of the fundamental mode as they are higher-order effects [2,27], thus getting

\[
F_0(\omega, \xi) = \frac{i \tilde{f}(\xi)}{\omega} - \alpha^2 \partial_{\xi} \frac{1}{\omega^2 - \alpha^2 \xi^2} \partial_{\xi} \tilde{f}_0(\omega, \xi),
\]

(10)

where we have defined

\[
\alpha^2 = \sqrt{2} \epsilon_k |E_k^{(0)}|/m,
\]

(11)

(this parameter differs from the bounce (trapping) frequency \( \omega_P \) for an \( O(1) \) factor) and we have switched the velocity variable from \( v \) to \( \xi = (k/\alpha)(v - \omega_k^R/k) \), introducing \( \tilde{f}(\xi) = f(v(\xi)) \) and the same for \( F_0(\omega, \xi) \).

Defining \( \Psi(\omega, \xi) = \alpha^2(\omega^2 - \alpha^2 \xi^2)^{-1} \partial_{\xi} F_0(\omega, \xi) \), eq. (10) takes the following form:

\[
\partial^2_{\xi} \Psi(\omega, \xi) + (\omega^2 - 2 \alpha^2 \xi^2) \Psi(\omega, \xi) = \frac{i}{\omega} \partial_{\xi} \tilde{f}(\xi)
\]

(12)

closely resembling the equation defining the parabolic cylinder functions (PCFs) \( \psi_n(\xi) \):

\[
\partial^2_{\xi} \psi_n(\xi) + (2n + 1 - \xi^2) \psi_n(\xi) = 0,
\]

(13a)

\[
\psi_n(\xi) = e^{-\xi^2/2} \sqrt{\frac{2^{2n+1}}{\pi^n}} H_n(\xi).
\]

(13b)

Since PCFs are an orthonormal basis for differentiable functions \( H_n(\xi) \) are the Hermite polynomials, one can solve eq. (12) by projecting \( \Psi(\omega, \xi) \) and \( \partial_{\xi} \tilde{f}(\xi) \) onto it.
The result, written back in time domain, is

\[
\hat{f}_0(t, \xi) = \hat{f}(\xi) + \sum_{n \geq 0} \frac{\beta_n}{2n+1} \partial_\xi \psi_n(\xi)[1 - \cos(\alpha \sqrt{2n+1} t)], \quad (14a)
\]

with

\[
\beta_n = \int d\xi \psi_n(\xi) \partial_\xi \hat{f}(\xi). \quad (14b)
\]

We conclude by noting how \( \alpha \) determines both the time scale of the process (\( \sim \alpha^{-1} \)), and the non-linear velocity spread of the resonance (\( \sim \alpha/k \)).

**Comparison to numerical simulations.** In this section, we compare the solution in eq. (14a) with respect to the self-consistent dynamics of the beam-plasma system via \( N \)-body simulations. The aim of this study is to clarify the predictivity of the analytic solution of the Dyson approach presented above vs. the real non-linear features of the beam-plasma interaction.

**Hamiltonian description of the beam-plasma system.** In refs. [1,2], the beam-plasma system is modelled as a fast electron beam injected into a 1D plasma. Such a background plasma is considered as a cold linear dielectric medium (a periodic slab of length \( L \)) which supports longitudinal electrostatic Langmuir waves. This scheme is isomorphic to the well-known BoT paradigm [9–11,28,29]. The density \( n_B \) of the addressed beam is taken much smaller than the density \( n_0 \) of the background electron plasma, and we introduce the density parameter \( \eta = n_B/n_0 \) (of course \( \eta \ll 1 \)). The Langmuir potential \( \varphi(x,t) \) is expressed in terms of \( M \) Fourier components \( \varphi_k(t) \) with frequency \( \omega_j \equiv \omega_P \) for \( j = 1, \ldots, M \).

In this work, we use the standard Hamiltonian formulation of the BoT paradigm described in refs. [16,23] (and references therein), where the broad energetic beam self-consistently evolves in the presence of the set of Langmuir modes taken at the plasma frequency. With this assumption, the cold background dielectric function, i.e., \( \epsilon = 1 - \omega_P^2/\omega^2 \), results to be nearly vanishing [1]. Thus, the Poisson equation for plasma oscillations can be cast as an evolutive equation, and a given mode is linearly unstable if the resonance condition \( k_j = \omega_P/v_r \) (where \( v_r \) is a selected initial velocity of beam particles) is satisfied. Finally, the force equation describes particle trajectories.

Particle positions along the \( x \)-direction are labeled by \( x_i \) and \( N \) denotes the total particle number \( (i = 1, \ldots, N) \). The beam-plasma system is now governed by the following \( N \)-body system:

\[
\begin{align*}
\dot{x}_i(t) &= v_i(t), \\
\dot{v}_i(t) &= \frac{ie}{m} \sum_{j=1}^{M} k_j \varphi_k(t)e^{ik_j x_i(t)} + \text{c.c.}, \\
\dot{\varphi}_k(t) &= -i\omega_P \varphi_k(t) + i\frac{4\pi n_0 \omega_P^2}{2k_j^2 N} \sum_{i=1}^{N} e^{-ik_j x_i(t)},
\end{align*}
\]

where the dot represents the time derivative. For the sake of convenience, in the numerical analysis we use the normalization: \( x_i = x_i(2\pi/L), \tau = t\omega_P, u_i = \partial_\xi \dot{x}_i = v_i(2\pi/L)/\omega_P, \ell_j = k_j(2\pi/L)^{-1}, \phi_i = (2\pi/L)^2 e\varphi_k/m\omega_P^2 \).

The resonance conditions now rewrite \( \ell_j/\ell_r = 1, \) with \( \ell_j \) taken as an integer number (best approximation of \( 1/\ell_r \)).

We assume that the initial warm beam is initially distributed in the velocity space as

\[
f_{in}(u) = f(\tau = 0, u) = e^{-0.5(a-u)^2/b^2}, \quad (16)
\]

with \( a \approx 0.0015 \) and \( b \approx 0.00035 \). The non-linear simulations are run for a total \( N = 10^6 \) particles using a Runge-Kutta (4th-order) algorithm. The initial conditions for positions \( x_i \) are set uniformly in \( [0, 2\pi] \), and the modes are initialized with amplitudes \( O(10^{-14}) \) (this ensures the initial linear regime).

For a selected case of interest \( M = 1 \) (\( \ell_r = 1/\ell_r = 912 \)), the results are shown in fig. 3 for the mode evolution (upper panel) and for the distribution function (lower panel). There clearly emerges the initial exponential growth of the mode amplitude (linear phase), predicted by the linear theory, followed by the non-linear saturation when beam particles became trapped inside the potential wells. After the mode saturation occurring at \( \tau_s \) (in this case, \( \tau_s \approx 430 \)) the amplitude fluctuates near a constant value, which results to be closed to the saturated amplitude of the mode (dubbed \( \phi(\tau_S) \)). At the same time the distribution function flattened near the resonance velocity \( (u_r \approx 0.0011) \) (for details, see refs. [8,16,30]).

In particular, in ref. [31], the relevant scalings of the system have been pointed out and summarized. The saturated field scales quadratically with the observed linear growth rate \( \gamma_L \), i.e., \( |\phi(\tau_S)| \propto \gamma_L^2 \), while the flattening with of the distribution profile, namely the non-linear velocity spread \( \Delta u_{NL} \), scales linearly as a function the same quantity with the general law \( \Delta u_{NL}/u_r \approx 8.5\gamma_L \) (in the following plots, we will indicate such a spread with dashed vertical lines).

**Analytical solution.** Let us now compare the analytical solution in eq. (14a) with respect to the numerical simulations sketched above. In order to fix the (normalized) \( \alpha \) parameter of eq. (11), we consider a constant values of the mode taken as the time average of the field after saturation and, from fig. 3, it clearly turns out how this value is close to \( |\phi(\tau_S)| \). It is important to stress that \( \alpha \) is thus related to the non-linear velocity spread introduced above.

Introducing the same scaled variables defined in the previous subsection, we have to assign the initial condition for eq. (14a). Such an initial profile cannot concern the linear growth of the mode, since eq. (14a) has been derived assuming a constant mode amplitude. Therefore, we should assign the initial distribution function taking the one obtained in the simulations at \( \tau_S \), i.e., \( f_S(u) = f(\tau_S, u) \), when the mode amplitude almost froze in. This setup was
Beam-plasma system and Dyson-like formalism

Fig. 3: Upper panel: temporal evolution of the electrostatic potential amplitude integrated from normalized equations (15) for $\eta = 0.0035$ and $\ell_r = 912$. The vertical dashed red line represents the saturation time (as indicated in the plot). Lower panel: correspondent zoom on the positive slope of the distribution function taken at saturation time $\tau = 430$ (blue solid line). The green dashed line here corresponds to the initial energetic particle profile $f_{in}$ of eq. (16).

Fig. 4: Evolution of the distribution function evaluated from the numerical simulation of the fully self-consistent $N$-body system, eqs. (15), for the selected case $M = 1$, $\ell_r = 912$ and $\eta = 0.0035$ (same as fig. 3). The color scheme is indicated in the plot for different times, while the green dashed line corresponds to the initial $f_{in}$ of eq. (16). The solid vertical red line denotes $u_r$ and the dashed vertical red lines indicate the flattening width predicted by $u_r \pm \Delta u_{NL}$ (the value of $u_r$ is constant in time, due to the absence of frequency sweeping).

Fig. 5: Evolution of the distribution profile from analytical solution of normalized equation (14a). Color scheme and other notations and definitions are from fig. 4.

done by fitting numerical data via the function

$$f_S(u) = f_{in} - [A(C - u) + B]e^{-0.5(u-C)^2/D^4},$$

$$A = 794.5, B = 0.0028, C = 0.0011$$ and $$D = 0.000075.$$ Using eq. (14b), we evaluate $\beta_n$ up to $n = 58$. Such a limit is imposed by the estimated errors on numerical integrations carried out by means of QUADPACK library [32].

The evolution of the distribution function at four instants after the saturation is plotted in fig. 4 as obtained by numerical simulations via the $N$-body code, and in fig. 5 as predicted by the solution in eq. (14a).

It clearly emerges that the analytic model and the simulations agree about the position of resonance and its nonlinear velocity spread. However, as already discussed, such a spread is fixed by $\alpha$, i.e., by the post-saturation averaged mode amplitude taken from the simulations, and therefore this cannot be regarded as an independent prediction. Two main features about fig. 5 stand out: the reversal of the slope and the bumpiness of the distribution profiles. The inverse gradient feature outlines that beam electrons have an exceeding loss of velocity with respect to the real system, reliably due to an over energy supply for maintaining constant the imposed filed amplitude. The corrugation of the profile could seem an artifact caused by the truncation of a series expansion, e.g., the Gibbs phenomenon for the Fourier series [33], in this case an expansion in Hermite polynomials [34]. We will return later on this issue, for now the basic question remains whether the disagreement found is mainly caused by the breaking of self-consistency or by the Dyson-like structure at the base of the model, i.e., the choice to resum only the most secular term at each order.

Dyson model with external field. – In this section, we present a Dyson-like equation for the distribution function which can be numerical solved with an arbitrary assigned field. The aim is to study what happens if the self-consistency is restored, albeit in a rather artificial way. In fact, we will use an external field for the Dyson equation but its form comes out from the purely self-consistent $N$-body code.

Starting from the Vlasov equation in the Fourier space, we consider the dynamics of homogeneous and
In eq. (18b), we neglect all terms \( E_{k-q} \) for \( q \neq 0 \) because of 2nd order in the field (as done in the previous section, we consider an homogeneous initial condition, therefore \( f_0(t, v) \sim f(v) \) is dominant). The solution of eq. (18b) with zero initial condition results in

\[
f_k(t, v) = \frac{e}{m} \int_0^t dt' e^{ikv(t-t')} E_k(t') \partial_v f_0(t', v),
\]

which replaced in eq. (18a) provides

\[
\partial_t f_0(t, v) = \left( \frac{e}{m} \right) \partial_v \sum_{k>0} [E_k(t) g_k(t, v) + c.c.],
\]

\[
\partial_t g_k(t, v) = -iq v g_k(t, v) + E_k(t) \partial_v f_0(t, v),
\]

where we introduced the auxiliary function \( g_k \) defined by the second of the equations above.

**Constant amplitude field closure.** Let us now analyze the behavior in time of the distribution function when the external field is assigned with a constant amplitude, i.e., \( |E_k(\tau)| = |E_k(0)| \). The aim of this analysis is the comparison with the analytical solution in eq. (14a), in order to characterize the real source of the evolved profile corrugations described above. We thus numerically integrate eqs. (20) assuming a single mode with constant amplitude (same average of the analytical case) and using the same set of initial conditions (i.e., the post-saturation distribution). Adopting the same normalization of the considered variables, the results of the numerical integration of eqs. (20) are plotted in fig. 6.

From the comparison with fig. 5, it is evident how eqs. (20) with the constant amplitude field closure significantly reproduce the analytical results based on the expansion in the eigenfunctions (truncated at a given order). We argue from this that not only the two aforementioned models have the same Dyson-like structure, but also that the bumpiness already outlined is not an artifact introduced by the expansion truncation. The former statement means also that the ansatz at the base of the two models are equivalent, i.e., a partial resummation with only the one-loop diagram. This has the same consequences to neglect the terms \( E_{k-q} \), which couple different distribution Fourier components.

**Implication of the self-consistency.** We can now integrate eqs. (20), by assigning the self-consistent field evolved from eqs. (15). The results are shown in fig. 7 and have to be compared with respect to fig. 4. Such a comparison sheds light on the addressed question: the main shortcoming of the analytical solution presented in ref. [22] is the self-consistency breaking, rather than the Dyson-like procedure itself. Actually, by artificially restoring the self-consistency, i.e., considering the external field with its proper evolution, the qualitative and quantitative agreements with respect to the N-body dynamics improved. In fact, the slope inversion is quite suppressed and corrugations disappear.

The main merit of the present analysis is to outline how the Dyson-like procedure of summing the most important diagram only does not prevent a satisfactory description of the Vlasov-Poisson dynamics, provided that the self-consistency is not violated.

**Concluding remarks.** We have studied the predictivity of the analytical model proposed in ref. [22], to describe the beam-plasma instability when the electric field saturates and it is assumed constant. Our investigation is based on the comparison of the analytical Dyson approach with respect to a simulation experiment, characterized in terms of the Hamiltonian description discussed in refs. [2,23].

As a first step, we have recognized that the prediction of the Dyson equation, in correspondence to a fixed amplitude of the electric field, can describe only very qualitative features of the real dynamics: corrugations of the distribution profile and inversion of the velocity gradients take...
place. Then, we have restated the problem without using the Hermite polynomial expansion, but still retaining fixed the electric-field amplitude. We have shown that the result is qualitatively similar to the previous case, i.e., we gain nothing in the capability to predict the simulation experiment. Finally, we have used this scheme by inserting in the Dyson equation the electric-field evolution obtained by the simulation experiment, so showing that the resulting distribution function acquires a more realistic profile.

We argue that the present study can be regarded as paradigmatic of the shortcomings of breaking down the self-consistency of the field amplitude and the particle distribution function profile even in a more general context. Clearly, we can also upgrade the present model by accounting for higher-order contributions in the diagrammatic schematization proposed in ref. [22], which could be responsible for non-diagonal couplings of the monochromatic modes.

***

This work has been partly carried out within the framework of the EUROfusion Consortium (Enabling Research Projects: NAT (AWP17-ENR-MFE-MPG-01), MET (CfP-AWP19-ENR-01-ENEA-05)) and has received funding from the Euratom research and training programme 2014–2018 and 2019–2020 under grant agreement No. 633053. The views and opinions expressed herein do not necessarily reflect those of the European Commission.

Published under license from EURATOM.

REFERENCES

[1] O’Neil T. and Malmberg J., Phys. Fluids, 11 (1968) 1754.
[2] O’Neil T., Winfrey J. and Malmberg J., Phys. Fluids, 14 (1971) 1204.
[3] Chen L. and Zonca F., Rev. Mod. Phys., 88 (2016) 015008.
[4] Litos M. et al., Nature, 515 (2014) 92.
[5] Esarey E., Sprangle P., Krall J. and Ting A., IEEE Trans. Plasma Sci., 24 (1996) 252.
[6] Keinigs R. and Jones M., Phys. Fluids, 30 (1987) 252.
[7] Berk H. and Breizman B., Phys. Fluids B, 2 (1990) 2226.
[8] Carlevaro N., Montani G., Wang X. and Zonca F., in 43rd EPS Conference on Plasma Physics, Vol. 40A (EPS) 2016, P5.018.
[9] Breizman B. and Sharapov S., Plasma Phys. Control. Fusion, 53 (2011) 054001.
[10] Shalaby M., Broderick A., Chang P., Frohmer C., Lamberts A. and Puchwein E., Astrophys. J., 848 (2017) 81.
[11] Pummois K., Valentini F., Pezzi O. and Veltri P., Phys. Plasmas, 24 (2017) 012105.
[12] Berk H. and Breizman B., Phys. Fluids B, 2 (1990) 2235.
[13] Berk H. and Breizman B., Phys. Fluids B, 2 (1990) 2246.
[14] Ganous K., Gorelenkov N., Berk H., Heidbrink W. and Van Zeeland M., Phys. Plasmas, 19 (2012) 092511.
[15] Schneller M., Lauber P. and Briguglio S., Plasma Phys. Control. Fusion, 58 (2016) 014019.
[16] Carlevaro N., Milovanov A., Falesi M., Montani G., Terzani D. and Zonca F., Entropy, 18 (2016) 143.
[17] Lipsitz E. and Pitaevskii L., Course of Theoretical Physics, Vol. 10: Physical Kinetics (Butterworth-Heinemann) (1976).
[18] Berk H., Breizman B., Fitzpatrick J. and Wong H., Nucl. Fusion, 35 (1995) 1601.
[19] Berk H., Breizman B., Fitzpatrick J., Pekker M., Wong H. and Wong K., Phys. Plasmas, 3 (1996) 1827.
[20] Lavaz G. and Pesme D., Plasma Phys. Control. Fusion, 41 (1999) A239.
[21] Montani G., Cianfrani F. and Carlevaro N., Plasma Phys. Control. Fusion, 61 (2019) 075018.
[22] Al’Tshul’ L. and Karpman V., Sov. Phys. JETP, 22 (1966) 361.
[23] Carlevaro N., Falesi M., Montani G. and Zonca F., J. Plasma Phys., 81 (2015) 0551015.
[24] Escande D., Benisti D., Elskens Y., Zarzoso D. and Doveil F., arXiv:1805.11408 (2018).
[25] Dyson F., Phys. Rev., 75 (1949) 1736.
[26] Mikhailovsky A. B., Nucl. Fusion, 4 (1964) 321.
[27] Levin M., Lyubarskii M., Onishchenko I., Shapiro V. and Shevchenko V., Sov. Phys. JETP, 35 (1972) 988.
[28] Bernstein I., Greene J. and Kruskal M., Phys. Rev., 108 (1957) 546.
[29] Breizman B., Fusion Sci. Technol., 59 (2011) 549.
[30] Volokitin A. and Krafft C., Plasma Phys. Control. Fusion, 54 (2012) 085002.
[31] Carlevaro N., Montani G. and Zonca F., in 45th EPS Conference on Plasma Physics, Vol. 42A (EPS) 2018, P5.1067.
[32] Piessens R., De Doncker-Kapenga E., Ueberhuber C. and Kahaner D., QUADPACK: A Subroutine Package for Automatic Integration (Springer-Verlag) 1983.
[33] Gibbs J., Nature, 59 (1899) 606.
[34] Bilodeau G., J. Math. Anal. Appl., 8 (1964) 406.