Multi-marginal Approximation of the Linear Gromov–Wasserstein Distance
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Recently, two concepts from optimal transport theory have successfully been brought to the Gromov–Wasserstein (GW) setting. This introduces a linear version of the GW distance and multi-marginal GW transport. The former can reduce the computational complexity when computing all GW distances of a large set of inputs. The latter allows for a simultaneous matching of more than two marginals, which can for example be used to compute GW barycenters. The aim of this paper is to show an approximation result which characterizes the linear version as a limit of a multi-marginal GW formulation.
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1 Introduction

A fruitful line of work in the realm of optimal transport are Gromov–Wasserstein (GW) distances [1], which allow meaningful comparisons and matchings of probability measure living on different metric spaces. The main idea is to transport mass such that distances are preserved. In particular, GW distances are invariant under isometric transformations, which makes them an invaluable tool for shape matching and comparison [1]. Other applications include e.g. dictionary learning [2] and graph prediction [3]. Since GW amounts to solving a quadratic problem, which is computationally challenging, effort has been made to provide computationally tractable generalizations. Examples are sliced GW [4], quantized GW [5], and sampled GW [6].

In [7], the authors propose a linear Gromov–Wasserstein distance (LGW), which provides a significant speed-up when requiring all pairwise distances of a whole set of inputs such as in classification tasks. The motivation of LGW is based on linear optimal transport (LOT), which was introduced by Wang et al. [8]. Since its introduction, LOT has been successfully applied for several tasks in nuclear structure-based pathology [9], parametric signal estimation [10], signal and image classification [11–14], modeling of turbulences [15], cancer detection [16–18], Alzheimer disease detection [19], vehicle-type recognition [20] as well as for de-multiplexing vortex modes in optical communications [21]. Both LOT and LGW make use of the geometrical structure of the (Gromov–)Wasserstein space and compute distances in the tangent space with respect to some a priori fixed reference.

In [22], the authors propose multi-marginal Gromov–Wasserstein transport to simultaneously match multiple inputs in the GW sense. Multi-marginal contexts have previously been considered in the OT setting since several decades [23]. Most prominently, the multi-marginal formulation may be leveraged to express OT barycenter problems which were introduced in the celebrated work [24]. Independently of barycenters, multi-marginal OT is pivotal in other tasks such as e.g. matching for teams [25], particle tracking [26] and information fusion [27, 28].

In this paper, we briefly go over the cornerstones related to the linear and multi-marginal version of GW. Additionally, we show an approximation result which characterizes the linear GW distance as a limit of a multi-marginal GW formulation.

2 Linear Gromov–Wasserstein

In this section we go over fundamental definitions in relation to the Gromov–Wasserstein distance. Furthermore, after giving a brief discussion regarding the derivation of the linear version which is following a similar strategy to the derivation of LOT, we conclude the section with some examples.

A metric measure space (mm-space) is a triple \( X = (X, d_X, \mu) \), where

(i) \( (X, d_X) \) is a compact metric space,

(ii) \( \mu \) is a probability measure on the Borel \( \sigma \)-algebra on \( (X, d_X) \) with full support.

The set of all Borel probability measures on \( (X, d_X) \) is denoted by \( \mathcal{P}(X) \). For two mm-spaces \( X = (X, d_X, \mu) \) and \( Y = (Y, d_Y, \nu) \), the Gromov–Wasserstein (GW) distance is defined by

\[
GW(X, Y) := \inf_{\pi \in \Pi(\mu, \nu)} \left( \int_{(X \times Y)^2} d_X(x, x') - d_Y(y, y') \right)^{\frac{1}{2}}. \tag{1}
\]
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Here $\pi \in \Pi(\mu, \nu)$ means that $\pi \in P(X \times Y)$ has marginals $\mu$ and $\nu$. Due to the Weierstraß theorem, a minimizer in (1) always exists [1, Cor 10.1]. We denote by $\Pi_o(\mathcal{X}, \mathcal{Y})$ the set of all minimizers. Two mm-spaces $\mathcal{X} = (X, d_X, \mu)$ and $\mathcal{Y} = (Y, d_Y, \nu)$ are called isomorphic if and only if there exists a measure-preserving isometry $I : X \to Y$ meaning $I_{\#}\mu := \mu \circ I^{-1} = \nu$. The isometry classes are henceforth denoted by $\Pi_o$. The space of all isometry classes of mm-spaces is called the Gromov–Wasserstein space, and GW defines a metric on it. In the Euclidean setting, measure-preserving isometries are characterized by rotations, translations, and reflections, which makes GW an invaluable tool in shape and image analysis.

The quadratic dependence on the objective makes the optimization problem in (1) computationally challenging. This worsens if all pairwise distances of a whole set of mm-spaces are required. To alleviate this issue, recently, a linearized version of GW has been proposed in [7]. With respect to some reference mm-space $\mathbb{S} = (S, d_S, \sigma)$, the linear Gromov–Wasserstein distance between $\mathcal{X}$ and $\mathcal{Y}$ is given by

$$\text{LGW}_S(\mathcal{X}, \mathcal{Y}) = \inf_{\pi \in \Pi(S \times X \times Y)} \int_{(S \times X \times Y)^2} |d_X(x, x') - d_Y(y, y')|^2 \, d\pi(s, x, y) \, d\pi(s', x', y'),$$

where $P_\pi$ denotes the projection into the indexed subspace. An extensive justification and further discussions of LGW are presented in [7]. In the following we present the main idea. To approximate the GW distance, we exploit that the GW space is geodesic [29]. That is, between every two mm-spaces $\mathbb{S}$ and $\mathcal{X}$, there exists a geodesic (minimal length path) $t \mapsto \pi_t^{\mathcal{S} \to \mathcal{X}}, \quad t \in [0, 1]$, connecting $\mathbb{S}$ and $\mathcal{X}$. Furthermore, there is a one-to-one identification between geodesics and optimal GW plans $\Pi_o(\mathbb{S}, \mathcal{X})$. More precisely, every geodesic is of the form

$$t \mapsto \pi_t^{\mathcal{S} \to \mathcal{X}} := \norm{S \times X, (1 - t) \, d_S + t \, d_X, \pi}, \quad t \in [0, 1],$$

where $\pi \in \Pi_o(\mathbb{S}, \mathcal{X})$, and where the metric between $(s, x)$ and $(s', x')$ is given by $(1 - t) \, d_S(s, s') + t \, d_X(x, x')$. On the basis of these geodesics, and embedding the space of mm-spaces into the space of so-called gauged measure spaces, Sturm [29] has constructed a tangent space $\text{Tang}_S$ at $\mathbb{S}$, which especially contains all geodesics starting in $\mathbb{S}$. The constructed tangent space again has a metric structure. For two geodesics $\pi_t^{\mathcal{S} \to \mathcal{X}}$ and $\pi_t^{\mathcal{S} \to \mathcal{Y}}$ related to $\pi_t^{\mathbb{S} \to \mathcal{X}} \in \Pi_o(\mathbb{S}, \mathcal{X})$ and $\pi_t^{\mathbb{S} \to \mathcal{Y}} \in \Pi_o(\mathbb{S}, \mathcal{Y})$, the metric on $\text{Tang}_S$ between these geodesics is given by

$$\inf_{\left(\frac{P_{\mathbb{S} \times X}}{P_{\mathbb{S} \times Y}} \right)_{\sigma = \pi_t^{\mathcal{S} \to \mathcal{X}}} \left(\frac{P_{\mathbb{S} \times Y}}{P_{\mathbb{S} \times Y}} \right)_{\sigma = \pi_t^{\mathcal{S} \to \mathcal{Y}}}} \int_{(S \times X \times Y)^2} |d_X(x, x') - d_Y(y, y')|^2 \, d\pi(s, x, y) \, d\pi(s', x', y'),$$

see [7, Prop III.1]. Figuratively, LGW in (2) can consequently be interpreted as the minimal distance between all geodesics from $\mathbb{S}$ to $\mathcal{X}$ and all geodesics from $\mathbb{S}$ to $\mathcal{Y}$.

Notably, if the plans are concentrated on graphs, i.e. there exists $T_1 : \mathbb{S} \to \mathcal{X}, \quad T_2 : \mathbb{S} \to \mathcal{Y}$ so that $\pi_t^{\mathbb{S} \to \mathcal{X}} = (\text{id}, T_1)_{\#}\sigma$ and $\pi_t^{\mathbb{S} \to \mathcal{Y}} = (\text{id}, T_2)_{\#}\sigma$, then the functional in (3) simplifies to

$$\int_{S^2} |d_X(T_1(s), T_1(s')) - d_Y(T_2(s), T_2(s'))|^2 \, d\sigma(s) \, d\sigma(s').$$

This observation is the main ingredient of an approximation of LGW, which constructs suitable plans using barycentric projections and allow the efficient approximation of pairwise GW distances for large sets of mm-spaces, see [7] for more details. The most crucial point of LGW is the selection of the reference space $\mathbb{S}$, which significantly affects the approximation properties. Since LGW admits the bounds

$$\text{GW}(\mathcal{X}, \mathcal{Y}) \leq \text{LGW}_S(\mathcal{X}, \mathcal{Y}) \leq \text{GW}(\mathbb{S}, \mathcal{X}) + \text{GW}(\mathbb{S}, \mathcal{Y}),$$

see [7, Lem III.2], the reference space should optimally lie between the considered mm-spaces. If we want to compute the pairwise LGW distances between the mm-spaces $\mathcal{X}_i, \quad i = 1, \ldots, N$, a reasonable $\mathbb{S}$ would be

$$\mathbb{S} \in \arg\min_{\mathbb{S}} \sum_{i=1}^{N} \text{GW}(\mathbb{S}, \mathcal{X}_i),$$

where the minimization is taken over all mm-spaces. Since the computation of the minimizer is intractable, an alternative is given by the GW barycenter, which is defined as

$$\mathbb{S} \in \arg\min_{\mathbb{S}} \sum_{i=1}^{N} \text{GW}^2(\mathbb{S}, \mathcal{X}_i).$$

The computational aspects of GW barycenters are discussed in [22, 30].

For certain reference spaces, LGW coincides with GW.
Example 2.1 Let $S$ be the single point mm-space, i.e. $S = \{s_0\}$, $d_S(s_0, s_0) = 0$, and $\sigma = \delta_{\{s_0\}}$. In this case, the set of optimal plans simplifies to $\Pi_0(S, X) = \{\delta_{s_0} \otimes \mu\}$ and $\Pi_0(S, Y) = \{\delta_{s_0} \otimes \nu\}$. The three plans in (2) hence become
\[
\{\pi \in \mathcal{P}(S \times X \times Y) : (P_{S \times X})_\# \pi \in \Pi_0(S, X), (P_{S \times Y})_\# \pi \in \Pi_0(S, Y)\} = \{\delta_{s_0} \otimes \mu, (P_{S \times Y})_\# \pi = \delta_{s_0} \otimes \nu\}.
\]
The objective in (2) for a feasible $\pi$ thus coincides with the objective in (1) at $(P_{X \times Y})_\# \pi$; so
\[
\text{LGW}_S(X, Y) = \text{GW}(X, Y).
\]

Example 2.2 Notably, the identity $\text{LGW}_S(X, Y) = \text{GW}(X, Y)$ also holds for $S = X$ and $S = Y$ due to the bounds in (4). In the case $S = X$ for instance, the three plans in (2) have the form $(P_X, I, P_Y)_\# \tilde{\pi}$ with $\tilde{\pi} \in \Pi(\mu, \nu) \subset \mathcal{P}(X \times Y)$, where $I : X \to X$ is some measure-preserving isometry. Therefore, the values of (1) and (2) coincide for $(P_X, I, P_Y)_\# \tilde{\pi}$ and $\tilde{\pi}$ respectively.

3 Multi-marginal Approximation

Recently, GW was extended to the multi-marginal context [22]. In this section, we show that a multi-marginal formulation can be used to approximate LGW in (2). Before stating the result, we give a brief discussion of the multi-marginal setting. Let $X_i := (x_i, d_i, \mu_i)$, $i = 1, \ldots, N$, be mm-spaces, and let $\mathcal{X} := \bigotimes_{i=1}^N X_i$ with $x := (x_1, \ldots, x_N)$, $x_i \in X_i$.

The multi-marginal GW transport problem is given by
\[
\text{MGW}(X_1, \ldots, X_N) := \inf_{\pi \in \Pi(\mu_1, \ldots, \mu_N)} \int_{X^n} c(x, x') \, d\pi(x) \, d\pi(x'),
\]
where $\Pi(\mu_1, \ldots, \mu_N) := \{\pi \in \mathcal{P}(X) : (P_X)_\# \pi = \mu_1\}$ and $c : X \times X \to [0, \infty]$ is some cost function. Typically, cost functions $c$ involve the pairwise quadratic distances of the metrics $d_1, \ldots, d_N$ like in
\[
c(x, x') := \sum_{i,j=1}^N c_{ij} |d_i(x_i, x'_i) - d_j(x_j, x'_j)|^2 \quad \text{with} \quad c_{ij} \geq 0.
\]

Computationally, it is advantageous to solve an entropic, bi-convex relaxation of (6) by an alternating minimization scheme [22, 31]. Each step of this scheme consists of the minimization of a regularized multi-marginal optimal transport problem, which can be solved efficiently for certain cost functions using the multi-marginal Sinkhorn algorithm from [32].

The multi-marginal GW methods can be leveraged to compute GW barycenters. For arbitrary weights $\rho_i > 0$, $i = 1, \ldots, N$ with $\sum_{i=1}^N \rho_i = 1$, a free-support barycenter between $X_1, \ldots, X_N$ is defined as
\[
\mathcal{S} \in \arg\min_{\mathcal{S}} \sum_{i=1}^N \rho_i \text{GW}^2(\mathcal{S}, X_i),
\]
where the minimization is taken over all mm-spaces.

Theorem 3.1 (Free-Support Barycenter, [22, Thm 6.1]) Let $X_i$ be given mm-spaces, and let $\rho_i \geq 0$ be weights with $\sum_{i=1}^N \rho_i = 1$. Then a free-support barycenter $\mathcal{S}^* := (\mathcal{S}^*, d^*, \sigma^*)$ is given by $\mathcal{S}^* := \mathcal{X}$, $d^*(x, x') := \sum_{i=1}^N \rho_i d_i(x_i, x'_i)$, and $\sigma^* := \pi^*$, where $\pi^*$ is a minimizer of $\text{MGW}(X_1, \ldots, X_N)$ with cost function
\[
c(x, x') := \frac{1}{2} \sum_{i,j=1}^N \rho_i \rho_j |d_i(x_i, x'_i) - d_j(x_j, x'_j)|^2.
\]

In certain cases it is desirable to fix the support of the barycenter beforehand. This leads to the fixed-support barycenter formulation
\[
\arg\min_{\sigma \in \mathcal{P}(\mathcal{S})} \sum_{i=1}^N \rho_i \text{GW}^2(\mathcal{X}_i, \mathcal{S}) \quad \text{with} \quad \mathcal{S} = (\mathcal{S}, d, \sigma).
\]
Theorem 3.2 (Fixed-Support Barycenter, [22, Thm 6.2]) Let $X_i$ be given mm-spaces, and let $\rho_i \geq 0$ be weights with $\sum_{i=1}^{N} \rho_i = 1$. A fixed-support barycenter $S^* := (S, d, \sigma^*)$ is given by $\sigma^* := (P_S)_{\#} \pi^*$, where $\pi^*$ minimizes

$$\inf_{\pi \in \mathcal{P}(X \times S) \setminus \mathcal{P}(X \times \{S\})} \int_{(X \times S)^2} c((x, s), (x', s')) \, d\pi(x, s) \, d\pi(x', s'),$$

with cost function

$$c((x, s), (x', s')) := \sum_{i=1}^{N} \rho_i |d_i(x_i, x'_i) - d(s, s')|^2.$$ 

Remark 3.3 The minimization problem in (8), where the last marginal of $\pi \in \mathcal{P}(X \times S)$ is unconstrained, is an instance of unbalanced multi-marginal GW, see [22].

For the remainder of the section, let $S = (S, d_S, \sigma)$, $X = (X, d_X, \mu)$ and $Y = (Y, d_Y, \nu)$ be mm-spaces. For $\epsilon > 0$, let

$$c_{\epsilon}((s, x, y), (s', x', y')) := \epsilon(d_X(x, x') - d_Y(y, y'))^2 + (d_S(s, s') - d_X(x, x'))^2 + (d_S(s, s') - d_Y(y, y'))^2.$$ 

We consider the associated multi-marginal GW problem

$$\text{MGW}_{\epsilon}(S, X, Y) := \inf_{\pi \in \Pi(\sigma, \mu, \nu)} \int_{(S \times X \times Y)^2} c_{\epsilon}((s, x, y), (s', x', y')) \, d\pi(s, x, y) \, d\pi(s', x', y').$$

(9)

The following result is analogous to [33, Prop. 8] which provides an analogous characterization in the OT setting.

Theorem 3.4 For all $\epsilon > 0$, let $\pi_{\epsilon} \in \Pi(\sigma, \mu, \nu)$ be a solution to $\text{MGW}_{\epsilon}(S, X, Y)$ in (9). Then every (weak) accumulation point $\tilde{\pi}$ of $(\pi_{\epsilon})_{\epsilon > 0}$ minimizes the LGW functional in (2), i.e.

$$\text{LGW}_{\epsilon}(S, X, Y) = \int_{(S \times X \times Y)^2} |d_X(x, x') - d_Y(y, y')|^2 \, d\tilde{\pi}(s, x, y) \, d\tilde{\pi}(s', x', y').$$

Proof. Let $\tilde{\pi}$ be an accumulation point of $(\pi_{\epsilon})_{\epsilon > 0}$. Hence there exists a subsequence $(\pi_{\epsilon(n)})_{n \in \mathbb{N}}$ with $\pi_{\epsilon(n)} \rightharpoonup \tilde{\pi}$ where $(\epsilon(n))_{n \in \mathbb{N}}$ is a monotonically decreasing sequence with $\epsilon(n) \to 0$ as $n \to \infty$. First, we show that $\tilde{\pi}$ is feasible, which means that the plans $(P_S \times_X \#) \tilde{\pi}$ and $(P_S \times_Y \#) \tilde{\pi}$ are optimal. For this, let $\tilde{\pi} \in \mathcal{P}(S \times X \times Y)$ be an arbitrary plan with $(P_S \times_X \#) \tilde{\pi} \in \Pi_o(S, X)$ and $(P_S \times_Y \#) \tilde{\pi} \in \Pi_o(S, Y)$. For every $n \in \mathbb{N}$, the optimality of $\pi_{\epsilon(n)}$ and the monotonicity of the cost function imply

$$\int_{(S \times X \times Y)^2} c_{\epsilon(n)}((s, x, y), (s', x', y')) \, d\tilde{\pi}(s, x, y) \, d\tilde{\pi}(s', x', y') \geq \int_{(S \times X \times Y)^2} c_{\epsilon(n)}((s, x, y), (s', x', y')) \, d\pi_{\epsilon(n)}(s, x, y) \, d\pi_{\epsilon(n)}(s', x', y')$$

for all $n \geq \hat{n}$. By the compactness of the spaces, the linearity of the integral ensures that the right-hand side converges as $n \to \infty$. More precisely, we obtain

$$\int_{(S \times X \times Y)^2} c_{\epsilon(n)}((s, x, y), (s', x', y')) \, d\tilde{\pi}(s, x, y) \, d\tilde{\pi}(s', x', y') \geq \int_{(S \times X \times Y)^2} (d_S(s, s') - d_X(x, x'))^2 + (d_S(s, s') - d_Y(y, y'))^2 \, d\pi_{\epsilon(n)}(s, x, y) \, d\pi_{\epsilon(n)}(s', x', y').$$
Now passing the limit $\bar{n} \to \infty$ on both sides, and using the linearity of the integral as well as the weak convergence of $(\pi_{\bar{n}})_{n \in \mathbb{N}}$, we have
\[
\text{GW}^2(S, X) + \text{GW}^2(S, Y)
= \int_{(S \times X \times Y)^2} (d_s(s, s') - d_X(x, x'))^2 + (d_s(s, s') - d_Y(y, y'))^2 \, d\bar{\pi}(s, x, x') \, d\bar{\pi}(s', x', y')
\geq \int_{(S \times X \times Y)^2} (d_s(s, s') - d_X(x, x'))^2 + (d_s(s, s') - d_Y(y, y'))^2 \, d\bar{\pi}(s, x, x') \, d\bar{\pi}(s', x', y')
= \int_{(S \times X \times Y)^2} (d_s(s, s') - d_X(x, x'))^2 \, d\bar{\pi}(s, x, x') \, d\bar{\pi}(s', x', y')
+ \int_{(S \times X \times Y)^2} (d_s(s, s') - d_Y(y, y'))^2 \, d\bar{\pi}(s, x, x') \, d\bar{\pi}(s', x', y').
\]

Since the first integral on the right-hand side is an upper bound for $\text{GW}^2(S, X)$, and the second for $\text{GW}^2(S, Y)$, both integrals have to coincide with $\text{GW}^2(S, X)$ and $\text{GW}^2(S, Y)$ respectively. The marginals of $\bar{\pi}$ are thus optimal, and $\bar{\pi}$ is feasible.

Next, we show that $\bar{\pi}$ is optimal for $\text{LGW}_S(S, X)$. Let $\bar{\pi} \in \mathcal{P}(S \times X \times Y)$ be again an arbitrary plan with $(P_{S \times X})_\bar{\pi} \in \Pi_0(S, X)$ and $(P_{S \times X})_{\#\bar{\pi}} \in \Pi_0(S, Y)$. Exploiting the optimality of $(P_{S \times X})_\bar{\pi}$ and $(P_{S \times X})_{\#\bar{\pi}}$, we get
\[
\int_{(S \times X \times Y)^2} \mathcal{C}(s, x, y) \, d\pi_{\bar{n}}(s, x, y) \, d\pi_{\bar{n}}(s', x', y')
\leq \int_{(S \times X \times Y)^2} \mathcal{C}(s, x, y) \, d\pi_{\bar{n}}(s, x, y) \, d\pi_{\bar{n}}(s', x', y')
\]

Due to the optimality of $\pi_{\bar{n}}(s, x, y)$ with respect to the first term in the last line, we continue the estimation by
\[
\int_{(S \times X \times Y)^2} \mathcal{C}(s, x, y) \, d\pi_{\bar{n}}(s, x, y) \, d\pi_{\bar{n}}(s', x', y')
\leq \int_{(S \times X \times Y)^2} \mathcal{C}(s, x, y) \, d\pi_{\bar{n}}(s, x, y) \, d\pi_{\bar{n}}(s', x', y')
\]

Dividing both sides by $\mathcal{C}(s, x, y)$ yields
\[
\int_{(S \times X \times Y)^2} (d_s(s, s') - d_X(x, x'))^2 \, d\pi_{\bar{n}}(s, x, x') \, d\pi_{\bar{n}}(s', x', y')
\leq \int_{(S \times X \times Y)^2} (d_s(s, s') - d_X(x, x'))^2 \, d\bar{\pi}(s, x, x') \, d\bar{\pi}(s', x', y').
\]

Thus, passing the limit and exploiting the weak convergence of $(\pi_{\bar{n}})_{n \in \mathbb{N}}$, we arrive at
\[
\int_{(S \times X \times Y)^2} (d_s(s, s') - d_X(x, x'))^2 \, d\bar{\pi}(s, x, x') \, d\bar{\pi}(s', x', y')
\leq \int_{(S \times X \times Y)^2} (d_s(s, s') - d_X(x, x'))^2 \, d\bar{\pi}(s, x, x') \, d\bar{\pi}(s', x', y').
\]
Minimizing the right-hand side over all \( \tilde{\pi} \in P(S \times X \times Y) \) with \((P_{S \times X})_{\#}\tilde{\pi} \in \Pi_\alpha(S, X) \) and \((P_{S \times Y})_{\#}\tilde{\pi} \in \Pi_\alpha(S, Y) \) we finally obtain

\[
\int_{(S \times X \times Y)^2} (d_x(x, x') - d_y(y, y'))^2 \, d\tilde{\pi}(s, x, y) \, d\tilde{\pi}(s', x', y') \\
\leq \inf_{\tilde{\pi} \in P(S \times X \times Y)} \left\{ \int_{(S \times X \times Y)^2} (d_x(x, x') - d_y(y, y'))^2 \, d\tilde{\pi}(s, x, y) \, d\tilde{\pi}(s', x', y') \right\} \\
= LGW_2(X, Y),
\]

yielding the desired result.

**Remark 3.5** Due to the weak compactness of \( \Pi(\sigma, \mu, \nu) \) in Theorem 3.4 there exists at least one accumulation point; so there always exists a weakly convergent sequence \((\pi_\varepsilon)_{\varepsilon > 0} \) whose limit yields an optimal plan of the LGW functional in (2).
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