Automatic extraction and measurement of individual trees from mobile laser scanning point clouds of forests
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INTRODUCTION

Forests cover a total area of roughly 4 billion hectares globally (FAO, 2020). Given global deforestation and the dramatic decline in biodiversity, monitoring these changes is of great importance (FAO and UNEP, 2020). Hence, there is an urgent need to increase the areas that are under continuous monitoring. For many years, forest inventories have relied on networks of plots with a fixed radius and a systematic (or random) sampling scheme covering larger areas. The data sampled on these plots include a variety of measured tree parameters, at the level of individual trees, their neighbourhoods and the entire stand. Diameter at breast height (DBH), tree height and position play a crucial role here. One possibility for a higher spatial, temporal and contactless monitoring of forests and plants is offered by corridor-wise mobile laser scanning (MLS).

Modern measuring techniques allow for comprehensive and high-resolution 3-D imaging of complex objects such as trees of different ages (thin vs. thick stem and branch structures of young and old trees, respectively) within a very short time. Over the last decade, terrestrial laser scanning (TLS) became established for the monitoring of forested areas and plants. Such TLS systems capture structures with sub-centimetre accuracy in single-scan or multiple-scan modes. In forests, however, TLS range is often limited due to occlusion by trunks, crowns and the understorey vegetation. Coverage of larger areas can be achieved by MLS that may entail vehicle-mounted laser scanners (Liang et al., 2016), off-road backpack solutions (Kukko et al., 2012; Liang et al., 2014) or hand-held scanners (Bauwens et al., 2016; Cabo et al., 2018), for example. This adds the aspect of movement along a track (trajectory) to static 3-D data acquisition methods. MLS systems consist of one or more laser scanners in combination with a positioning [global navigation satellite system (GNSS)] and orientation system [inertial navigation system (INS)]. The movement of the scanning platform creates a homogeneous point cloud whose density is strongly dependent on motion speed and scan rate, and typically has a similar point density to TLS point clouds (Y. Wang et al., 2019a).

The costs of TLS and MLS systems have fallen due to recent technical developments; hence a low-cost laser scanner...
might soon be considered part of the standard data recording equipment in forests (P. Wang et al., 2019). This increases the demand for algorithms and software to cope with the large quantity of data and for reliable and fast derivation of forest and, specifically, individual tree parameters. The basis of the latter is fully automatic tree detection. Tree detection algorithms show detection rates that are highly correlated to the density of the stand (Liang et al., 2016). Previous studies achieved detection rates between 73% and 100% in TLS datasets (Maas et al., 2008; Murphy et al., 2010; Liang and Hyyppä, 2013; Olofsson et al., 2014; Burt et al., 2019). Moreover, satisfactory accuracy at the spatial scale of sample plots has been achieved in the automatic determination of those tree parameters, such as DBH and tree height, which are relevant for forest inventories. Nevertheless, the accuracy of the main tree parameters depends to a high degree on the application used. Algorithms that fit geometric shapes, such as least squares fitting of circles, ellipses and cylinders, as well as Hough transformations on horizontal point cloud clusters, have been established to determine stem diameter (Simonce et al., 2003; Aschoff et al., 2004; Bienert et al., 2006; Henning and Radtke, 2006; Maas et al., 2008). The DBHs determined in TLS datasets show root mean squared errors (RMSEs) of 1.17 and 1.22 cm for a random Hough transform (Liu et al., 2018) and an RMSE between 1.48 and 3.7 cm (Aschoff and Spiecker, 2003; Maas et al., 2008; Tansey et al., 2009; Calder et al., 2015), using a least squares circle fitting. Yet, in comparison, the least squares circle fitting proved to be the most suitable method (Tansey et al., 2009). Using MLS data, Čerňáva et al. (2017) determined the DBHs of 682 trees obtained using different methods and compared them with manually measured values. They report RMSEs between 2.65 and 5.57 cm depending on the stem diameter estimation method. In dense forest stands, tree crown detection with MLS systems is always prone due to occlusion. Above-canopy data could be used to complement the terrestrial viewpoints as shown in Bienert et al. (2010), with above-canopy scans from towers or with intracanopy scans acquired using a drone. Wang et al. (2021) present intra- and above-canopy drone flights and compare them with ground-based TLS scans. The dense point clouds in the upper crown area have a geometric accuracy comparable with those from MLS data and have an RMSE of the DBH of 2–4 cm and of the stem curve of 4–7 cm.

Analyses of biomass growth or the competitive tree interactions at the local neighbourhood scale require the characterization of the crown architecture, which can be obtained from the 3-D point clouds. Interlocking branches and contact between adjacent crowns, however, are often a challenge with respect to single tree delineation. Manual crown segmentation in the original point cloud is a complicated task that requires manpower and is very time-consuming (up to several hours for a plot), but sometimes results in highly accurate crown delineation as presented in Lin et al. (2010), Seidel et al. (2011), Metz et al. (2013) and Kunz et al. (2019). After all, the result of manual segmentation is highly dependent on the operator, the tree density and the intersecting of adjacent crowns. Automated segmentation algorithms (e.g. Raumonen et al., 2013; Hackenberg et al., 2015a; Trochta et al., 2017; Burt et al., 2019) have the advantage that segmentation of trees is fast and objective, but this is often at the expense of the accuracy of crown delineation. Semi-automatic segmentation methods are conceivable where manual cleaning of missing or wrongly assigned branches is carried out after automatic tree segmentation in a suitable user interface (e.g. Georgi et al., 2018). Furthermore, current TLS tree segmentation algorithms require refinement in order to perform well on low-resolution MLS point clouds.

The range and density of the MLS point cloud depend on various factors. These can be divided into two rough categories: (1) stand characteristics, in particular stand density, tree species and age structure of the trees, as well as density and height of the understory vegetation; and (2) technical features of the Mobile Mapping System, in particular scan rate, as well as the speed of the mobile platform and the precision of trajectory determination. A crucial limitation of MLS point clouds is still the registration accuracy, due to bad satellite visibility below canopy, and to the drift of the inertial measurement unit (IMU) as trajectory lengths increase. The leaf-off season when the understory vegetation is also less dense provides the most favourable conditions for measurements in deciduous stands.

Tree segmentation from 3-D point clouds of dense forest stands is a challenging task. The first important step before segmentation is the definition of seed points, which is usually accompanied by tree detection. Depending on the dataset, a distinction can be made between top-down approaches (usually airborne data sets: segmentation starting from the top of the canopy) and approaches starting from the trunk (usually ground-based datasets). The simplest segmentation method is to cut out the tree points using a vertical cylinder. This is placed at the rooting position of the tree with a radius depending on the trunk diameter (Maas et al., 2008; Schilling et al., 2011). However, the correctness of the crown segmentation is affected by the cylinder radius, with the risk of cropping the crown to a simple circular shape (if the radius is smaller than the real crown radius) that might also contain branches from neighbouring tree crowns.

Algorithms for full tree and tree crown segmentation from MLS data are only available for urban trees. Urban environments are usually characterized by a single-row arrangement of roadside trees parallel to the MLS system trajectory and thus provide a clear view of the trunk and crown space. Urban trees mostly stand isolated and allow for the detection and tracking of the tree stems and the branches (Jaakkola et al., 2010; Liang et al., 2014). Wu et al. (2013) separate adjacent trees on the basis of horizontal voxel layers, excluding objects that do not represent trees (facades, cars, etc.). The differentiation of neighbouring crown parts is ultimately performed using a modified region growing algorithm that accounts for distances. Wang et al. (2018) modified this algorithm and applied it to airborne laser scanning (ALS), TLS, and MLS data using a group of urban roadside trees. Sensor-specific input parameters such as cuboid size and minimum tree diameter have to be defined.

The goal of our study was to present a novel segmentation algorithm for MLS datasets and to investigate its quality and accuracy for processing a large MLS dataset of a natural mixed forest. Our new algorithm can be considered as an extension of existing segmentation algorithms with the novelty that it is able to (1) detect tree positions and segment trees by applying a distance adaptiveness for clustering and region growing to
overcome point inhomogeneities in MLS data; and (2) simultaneously determine tree and, specifically, crown parameters of the segmented trees. To our knowledge, this study is the first to perform fully automatic segmentation and parameter derivation from MLS datasets of natural forest stands. The study addresses two research questions. (1) How does the scan distance from the MLS device affect automated tree segmentation? (2) How does the quality of the automated tree segmentation influence the derivation of forest inventory parameters?

MATERIALS AND METHODS

Study area

The study area is located in the Lauerholz Forest (53.88°N, 10.74°E) in Northern Germany. This is a natural mixed forest with an area of 880 ha on flat terrain (maximum 15 m difference in elevation). The forest comprises stand ages of up to 200 years (see Appendix Table A1). A large proportion of the Lauerholz Forest is a mixed deciduous forest dominated by the tree species *Fagus sylvatica* L., *Quercus robur* L., *Carpinus betulus* L., *Fraxinus excelsior* L., *Acer pseudoplatanus* L., *Acer platanoides* L., *Prunus avium* L. and *Betula pendula* Roth. In addition, coniferous species are admixed, in particular *Pinus sylvestris* L., *Picea abies* (L.) H. Karst., *Larix decidua* Mill. and *Pseudotsuga menziesii* (Mirbel) Franco.

**MLS campaign**

The MLS data were recorded in a measurement campaign in March 2017 under leaf-off conditions using a RIEGL VMX-250 Mobile Mapping System (RIEGL, 2012). This system consisted of two time-of-flight RIEGL VQ-250 laser scanners as well as an integrated IMU and GNSS equipment. A van served as the platform, with the Mobile Mapping System mounted on its roof at a height of 2 m. Forest corridors along forest tracks were captured twice by driving in both directions to reduce the potential effects of shadowing (Fig. 1). Overall, the MLS trajectory had a length of 20 km (10 km one way), and data were captured up to 80 m into the forest on each side of the forest tracks. Due to the one-sided orientation of the mobile laser scanners to the trees along forest tracks, a sector of almost 180° of a trunk surface can be achieved under optimal conditions (full coverage, no occlusion). A first visual analysis showed point cloud segments of stems at a distance of 80 m to the right and left of the forest track, which will allow tree detection. Within a scan rate of 300 kHz (per scanner) and at a speed of 10–15 km h⁻¹, an area of almost 160 ha (scanned twice) was recorded within 100 min, with a total of 3.73 billion laser points and 150 GBytes of raw point cloud data. The four MLS point clouds (scanner 1 and 2 in both directions) were registered and a common MLS point cloud was used for further processing. The registration algorithm used works iteratively, with the point cloud of scanner 1 from one direction serving as reference data. The other three point clouds (scanner 1 back, scanner 2 out and back) were co-registered with the iterative closest point (ICP) in an iterative manner using short time intervals of 2 s. The algorithm used has not yet been published.

**TLS campaign**

TLS measurements were carried out at the same time as the MLS data recording in March 2017 using a RIEGL VZ-400i terrestrial laser scanner. Figure 2 shows the RIEGL VMX-250 Mobile Mapping System and the RIEGL VZ-400i terrestrial laser scanner used for the scanning campaigns. Each sample plot was scanned from five scanner positions in a multiple scan mode, one in the centre of the plots (placed at an inventory point) and the other four positions spread in the four cardinal directions, each 23–25 m from the centre. The angular resolution was set at 0.04°. At the centre position, the scanner was placed at the exact location of the inventory point. The angular resolution was set at 0.04°. At the centre position, the scanner was placed at the exact location of the inventory point.
tilted by 90° to overcome the limitation of the panoramic field of view. At the other four positions, the scanner was tilted by 30°. The instrument height was 1.30 m. All TLS point clouds were co-registered with the registration tools ‘Automatic Registration 2’ and ‘Multi Station Adjustment’ of RIEGL RiSCAN Pro 2.6.1 to the central scanner position. This resulted in a registration accuracy between 2.2 and 2.7 mm.

Validation study on ten sample plots

In order to compare the results of the MLS segmentation with a suitable reference dataset we selected ten plots (Fig. 1B) within the study area for which high-resolution TLS data were available. The location of the plots was based on the inventory sampling scheme of manual inventory points and covered a circular area of 1600 m² (each) with a radius of 22.6 m on flat terrain. A total of 825 trees with a DBH ≥7 cm were present in the ten plots, including 66.2 % F. sylvatica, 16.5 % C. betulus, 10.4 % Q. robur, 2.7 % A. pseudoplatanus, 2.3 % F. excelsior, 1.5 % L. decidua, 0.2 % P. avium, 0.1 % A. platanoides and 0.1 % B. pendula. The stands of this study were dominated by deciduous tree species, and the forest complexity on the selected sample plots can be classified as ‘easy’ to ‘medium’ according to the classification of the TLS-based forest inventory benchmark study by Liang et al. (2018). The plots showed differences in tree species composition and tree density, the latter ranging from 211 to 997 trees ha⁻¹. The characteristics of the plots are summarized in Appendix Table A1. To study the impact of scanning distance on tree detection and segmentation quality, we assigned the ten plots to three groups based on the distance of the plot centre from the MLS trajectory: 0–20 m (group A, n = 3), 20–40 m (group B, n = 4) and 40–60 m (group C, n = 3).

The MLS data from these plots were clipped to a vertical cylinder with a radius of 25 m to provide a buffer for crown segmentation. The forest track on which the MLS system was used had a distance s from 7 m ≤ s ≤ 59 m to the plot centres (Fig. 3).

Conventional inventory

Measurement data from manual inventories (DBH and tree height) for the year 2013 were available for 74 trees within the sampling scheme of the inventory points. The DBH was measured with a caliper at 1.3 m height. Trees with a DBH <30 cm were measured once with an inward facing caliper and those with tree diameters >30 cm were measured twice (crosswise) and averaged. The tree height measurements were performed using conventional field measurements with a hypsometer.
For further analyses, three test areas (I, II and III) were selected from the MLS data of the study area. The areas were selected from a biodiversity perspective (plots with a mixture of different tree species and age classes) and they represent the total Lauerholz Forest: areas I and II display a high diversity of species and ages, and area III comprises mainly pure beech stands. In February 2019, another field campaign was carried out to perform a tree species identification in areas I, II and III. The tree locations and DBH were detected automatically in the MLS data. Within the MLS data, missing trees (without previous DBH measurement) were then added manually by marking them in the 2-D point cloud slice. All tree positions were stored as stem base maps right and left of the trajectory (depth of 35 m and length of 50 m along the trajectory). Based on these stem base maps, tree species identification was conducted *in situ* by two people over a period of 1 week. Trees that were present in the map but could not be found in the field campaign were identified, in contrast to the missing trees on the map, which were not further located and counted.

**Segmentation of MLS data**

The MLS data are characterized by different point densities. The segmentation of forest MLS data is a challenge for any algorithm which deals with point distances, since the point density decreases with increasing distance from the trajectory. We have developed a distance-dependent algorithm that takes into account the inhomogeneities in point density and segments forest point clouds fully automatically.

Our algorithm requires point clouds as Cartesian \(X, Y, Z\) co-ordinates as well as the trajectory of the MLS journey with Cartesian \(X, Y\) and \(Z\) co-ordinates and a time stamp of the required points. The source code was written in C++ utilizing PCL 1.8.1 (Point Cloud Library – open source) \(\text{(Rusu and Cousins, 2011)}\). The result is the segmented point cloud, a parameter file (segment-wise tree parameters) and various 3-D data for visualization of the parameters [stem points, points of the DBH, profiles, crown projection area (CPA) and alpha shapes of the crown].

The algorithm consists of four processing steps which are carried out in one flow: (1) pre-processing, i.e. voxel space transformation of the data with digital terrain model (DTM) generation and ground elimination; (2) tree detection along horizontal sections (tree position = starting points of segmentation) based on the method of \(\text{Maas et al. (2008)}\); (3) iterative extension of the tree segments by distance and membership criteria; and (4) tree parameter determination.

**Fig. 4.** (A) MLS point cloud of plot A2 (colour-coded by intensity, plot radius 22.6 m); (B) filtered point cloud colour-coded by height without ground points and DTM points (brown, grid size 1 m); (C) segmented trees.

(1) **Pre-processing with voxel space transformation and DTM reduction.** In the first step, we transformed the irregular (unorganized) point cloud (Fig. 4A) into a voxel space using the voxel grid function of the PCL library. We chose a voxel size \(v_{\text{size}}\) of 1 cm and only kept voxels that contain at least one point \(n \geq 1\). The voxel space allows a fast and discrete addressing of voxels and their neighbours and is advantageous in terms of computing performance when compared with unorganized point clouds. After the voxelization, a DTM was derived with a defined grid spacing of 1 m \(s_{\text{DTM}}\). The lowest \(Z\) co-ordinate of a voxel within a raster cell defined the height of the raster cell. Finally, the classified ground voxels were separated to exclude a connection of the trees over the ground. A pre-defined offset in the vertical axis \((\Delta Z)\) was used to filter the ground and understorey vegetation voxels grid by grid. All voxel cells within a DTM raster cell between the raster cell height \(Z_{\text{grid}}\) and \(Z_{\text{grid}} + \Delta Z\) belonged to the class of ground voxels and were separated. The size of the offset depends on the height of the understorey vegetation and on the largest slope of the terrain that occurs in a raster in order to successfully separate the ground voxels. The terrain elimination step is essential for successful tree segmentation. In the further course of processing, the voxelized points were used and referred to as points. An accuracy of a decimetre at ground level was sufficient, as the ground points were primarily extracted to avoid a connection between the trees. There was a risk of trunks being cut off at the bottom, but the points were added back in the stem segmentation process step.

(2) **Tree detection.** Tree trunk centres (i.e. tree position) at 1.30 m above the ground formed the basis for the seed points of the segmentation. To determine the tree positions, point clusters were detected and classified within three horizontal cuts above the DTM in the lower stem area (cut heights \(h_1, h_2, h_3\) to minimize occlusion). The three positions of the individual cuts were averaged and a provisional mean position was determined. The three slices were analysed by a 2-D quadratic structure element with a size \(S\). In contrast to the tree detection approach applied for TLS data \(\text{(Bienert et al., 2007)}\), a distance-dependent point number threshold \(n_{\text{min}}\) was used as the criterion for the point cluster search. The threshold was determined by the velocity of the platform, the shortest Euclidian distance...
of the point clusters to the MLS trajectory and the bounding box of the cluster. The bounding box was divided into equally spaced grids, and the maximum possible number of points \( n_{\text{max}} \) (clear view without occlusions on a vertical surface) was calculated for a grid element. The maximum number per bounding box resulted from the sum of all grids \( g \) occupied by points \( (n_{\text{box}} = g \times n_{\text{max}}) \). \( n_{\text{min}} \) resulted from 60% of \( n_{\text{box}} \).

If a point cluster had more than \( n_{\text{min}} \) points, a circle fit was started. If, in addition, in at least two out of three clusters of the three horizontal cuts the determined diameter \( d \) was \( >7 \) cm \( (d_{\text{min}}) \) and the standard deviation of the circle fit (\( \sigma \)) was below a threshold value \( \sigma_{\text{max}} \), the object was considered to be a tree. With the mean stem diameter \( d \) (over the three diameters of the horizontal cuts) and the mean position of the tree detection and a buffer (+20%), the stem points were selected at 1.3 m (±10 cm) above ground and defined the DBH segment. A circle fit with all points of the DBH segment determined the diameter \( d_{1.3} \). The centre point of the DBH defined the position of the tree. All potential tree candidates were collected in a list with their DBH segments and position, sorted by descending diameter \( d_{1.3} \).

(3) Iterative extension of the stem and tree segments. a) Stem segmentation: based on the detected stem centre and the corresponding stem diameter, the stem points with outgoing branches were to be selected. First, the search radius \( d_T \) per tree \( T \) was defined by the DBH \( d_{1.3} \) and half of the distance to its nearest neighbour tree \( d_{\text{NN}} \) to avoid an oversegmentation [eqn (1)].

\[
d_T = d_{1.3} + d_{\text{NN}}/2
\]

The octree radius search function from the PCL library was then used to select contiguous points \( P_i \) which were less than a distance \( r_{T,i} \) from each other.

\[
r_{T,i} = d_{\text{DBH}} + d_Z
\]

The definition of \( r_{T,i} \) [eqn. (2)] results from a local mean point density of all minimum distances \( d_{\text{min,i}} \) of the DBH segment \( d_{\text{DBH}} \), a constant factor \( f_{\text{DBH}} \) [eqn. (3)] and a height-dependent distance \( d_Z \) [eqn (4)].

\[
d_{\text{DBH}} = f_{\text{DBH}} \sum_{i=0}^{n} d_{\text{min,i}}
\]

\[
d_Z = |Z_i - Z_{\text{tra}}| \times f_Z
\]

\( d_T \) results from the \( Z \) co-ordinate \( Z_i \) of the respective point \( P_i \), the \( Z \) co-ordinate \( Z_{\text{tra}} \) of the trajectory at the acquisition time of \( P_i \) and a constant height factor \( f_Z \). Starting from an arbitrary point of the DBH segment, the point spacing of the candidates was examined and any point whose spacing was smaller than \( r_{T,i} \) was added to

---

**Fig. 5.** Flow chart of the processing steps 1 and 2: pre-processing and tree detection. The input data are outlined in green and the output of the step in blue.
the stem segment. Each assigned point was deleted from the non-ground point cloud and belongs to only one segment. In addition, the ground points were traversed with the same point spacing \( r_{T,i} \). except that the search was limited to a right circular cylinder with a radius of DBH/2 plus a buffer of 10 cm.

b) Crown segmentation

The crown segmentation process used the stem segment list from the previous processing step as input. First, the remaining non-ground points were clustered, and larger clusters were fragmented into sub-clusters with a size of 0.5 × 0.5 × 0.5 m. The pairwise distances were computed for each cluster (3-D centre of gravity) and stem segment. If the distance was within the search radius \( d_{c} \), the cluster was selected as a potential cluster candidate. The potential cluster candidates were sorted in ascending order of distance. The number of cluster candidates for each stem segment is \( n_{\text{max}} \).

In a second step, three nested iterations work into each other.

(i) Each stem segment \( i \) was examined with regard to the cluster with the shortest distance. If the cluster distance was the shortest in regard to the other stem segments and was smaller than a distance-dependent threshold \( d_{c} \) [eqn (5)], taking the tree distance \( d_{XY} \) with the 2-D distance to trajectory \( d_{NN} \) and a constant factor \( f_{XY} \) [eqn (6)] and the height \( d_{z} \) [eqn (4)] of the cluster into account, the cluster was added to the stem segment. The cluster has been signed as allocated and was no longer taken into account in further counting. The next stem segment was examined until \( i = n \).

\[
d_{c} = d_{XY} + d_{Z}
\]  

(ii) Iteration (i) repeats until all clusters for each stem segment (with cluster number \( n_{\text{max}} \)) in the search radius had been examined and either added to a stem segment or declared as unassignable.

(iii) The search radius was increased by \( \Delta d_{T} \) and iteration (i) and (ii) started again. If a cluster was sufficiently close to multiple stems, the closest was chosen and was allocated to the stem segment. Each cluster could only be assigned once. The number of iterations depends on the size of \( \Delta d_{T} \) and the number of potential clusters. As soon as no more potential clusters were found, the last iteration step was reached.

The outcome of the process is a stem segment list extended by branches, which is hereafter referred to as a tree segment list.

In the last step, each tree segment was divided into horizontal sections of equal heights (0.40 m) and the concave hulls were calculated section-wise. If no intersection with hulls of neighbouring trees was detected, the remaining points lying within the hull were assigned to the tree segment. If an intersection was registered, the points \( i \) within the common intersection were examined with respect to their distance to the points of a tree segment. The point was added to the tree segment (Fig. 4C) with the smallest distance. Figure 6 shows the steps for processing stem and crown segmentation.

(4) Tree parameter determination. For each segmented tree object, tree-specific parameters were determined and stored.
derived parameters can be divided into five classes: location parameters, tree height and stem parameters, crown parameters and neighbourhood relationship parameters. Table 1 gives an overview of the parameters and their determination.

(a) Location parameters: tree position (co-ordinates of the circle centre of the DBH) and the orthogonal distance of the tree to the trajectory were determined for each tree.

(b) Tree height: the height was defined by the difference between the lowest and highest point of the segmented tree point cloud.

(c) Stem parameters: from the segmented tree point clouds, a set of stem parameters can be determined. Further diameters \( d_{\text{pro}} \) along the trunk were determined in constant sections starting from the position of the DBH (profile fitting). The total volume of the stem was derived from the sum of the cylinder volumes calculated from the diameters obtained by the profile fitting procedure. To detect under- and over-estimated profile diameters, the profiles were run through with a median filter (5 × 1 kernel size) and smoothed if necessary. The diameter to be examined was replaced with the median value of the kernel when the difference between the median value and the diameter was >10 % of the diameter.

(d) Crown parameters: to determine the crown parameters, the tree was split into crown and lower trunk. This was done by identifying the crown base height (CBH; defined by the height of the first crown branch). From the separated crown points, the crown centre of gravity, the concave hull and the CPA based on the calculation of the concave hull were determined. Starting from the centre of gravity, the minimum and maximum crown radius of the 2-D projection was determined. The crown length \( l_c \) was derived from the crown base height \( h_{cb} \) and the tree height \( h_t \) [eqn (7)]. Additionally, the ratio of crown length to mean crown width \( \bar{cw} \) [crown index CI; eqn (8)] and the live crown ratio LCR [eqn (9)] per crown were stored. The LCR is the ratio of crown length to tree height and is an indicator for tree vigour.

\[
l_c = h_t - h_{cb} \tag{7}
\]

\[
CI = \frac{l_c}{\bar{cw}} \tag{8}
\]

\[
LCR = \frac{l_c}{h_t} \times 100 \tag{9}
\]

(e) Neighbourhood relationship parameters: the analysis of the crown polygons with respect to their position and common intersections with other crown polygons allowed the detection of the nearest tree neighbours that touch and influence each other in the crown area. The crown polygon of a tree was determined with a concave hull (using the ConcaveHull function of the PCL library) of all projected tree points (\( Z=0 \)). Moreover, in a 2.5-D approach, the program stored the crown polygons for the complete tree crown in 40 cm horizontal slices and detected the surrounding polygons along the crown (Fig. 7). A distinction was made between three cases, (1) A tree polygon A lay outside polygon B (there are no intersections \( I \) between the
two treetop polygons, \( I = 0 \). (2) A treetop polygon \( A \) lay inside polygon \( B \) (thus, there are no intersections \( I \) between the two treetop polygons, \( I = 0 \)). Section-wise analysis of the 2.5-D polygons started with analysis of adjacent polygons (of the same heights) of neighbouring trees. If \( I \geq 2 \), the tree crowns interacted with each other, otherwise the tree \( A \) was completely overtopped by treetop \( B \). (3) In the 2-D projection of the polygons there were at least two intersections \( I \geq 2 \). The trees were potential candidates whose treetops interact with each other. To what extent the crown spaces actually intersected was analysed by examining the crown polygons section-wise in 2.5-D.

**Segmentation of TLS data**

Semi-automatically segmented TLS scans of plots acquired at the same time as the MLS data served as reference datasets for validation of the MLS segmentation. To provide accurate reference data, segmentation with manual intervention was unavoidable. All trees with a DBH ≥7 cm of the TLS plots were segmented in a stepwise procedure. First, an automatic segmentation was performed with the SimpleTree (4.33.06) plugin of the Computree (5.0.054b) software (Hackenberg et al., 2015b). SimpleTree is an open-source tool to create cylindrical tree models from terrestrial laser scanner point clouds with segmented point clouds as an intermediate result. In a second step, the segmented tree point clouds were visually checked, and incorrectly classified tree segments were manually eliminated or reallocated using the RIEGL RiSCAN Pro (2.6.1) software interface. In total, 825 trees were segmented with such a semi-automatic procedure in the ten sample plots, and each tree point cloud was stored in a separate file.

**Data analysis**

(1) **The analyses on the three sites.** In the three test areas I, II and III (Fig. 8A), the following analyses based on MLS data were carried out:

(a) **DTM and DCM:** the DTM and digital canopy model (DCM) of the test areas were obtained with CloudCompare applying a grid size of 2 m. The normalized digital canopy model (nDCM – reduced canopy height by the height of the ground points) was visually analysed for test area I by plotting 50 m sections.

(b) **Tree detection:** for all trees within a 50 m transect to the right and left of the forest track (driving trajectory) of areas I, II and III, a tree detection was automatically performed (Maas et al., 2008) and the tree position and DBH were determined. Due to too few points on the trunk as a result of occlusions, some trees remained undetected; their position was added manually to the tree list for the tree detection analysis without DBH determination. Therefore, smaller stem diameters (DBH <7 cm) were also included. The manual interaction was only performed for the tree detection analysis.

(2) **Comparison of MLS, TLS and conventional field measurements on the ten sample plots.** (a) **Segmentation:**...
of detected trees \( n_{\text{det}} \) within the plots was compared with the number of TLS trees, \( n_{\text{TLS}} \), from the segmentation, and the detection rate \( p\% = n_{\text{det}} \times 100 / n_{\text{TLS}} \) was calculated. The only difference between the TLS and MLS data processing was the way in which the trees were segmented (see ‘Segmentation of MLS data’).

(b) Tree parameters: in both datasets, the same algorithms were used to automatically determine the tree parameters. To validate the accuracy of the tree parameter extraction, the derived parameters (tree height, DBH and CPA) of the segmented MLS trees were compared with the manually measured inventory parameters (tree height and DBH) and with the extracted tree parameters of the TLS point cloud (tree height, DBH and CPA). The given differences \( \Delta \) as well as the calculated RMSE refer to the reference values (inventory measurement or TLS) and were calculated with \( \Delta = \text{reference} - \text{MLS} \) and \( \Delta = \text{reference} - \text{TLS} \). To validate the segmentation results, the segmented trees were transformed into a voxel space and the difference between TLS- and MLS-occupied voxels was calculated. The voxels that had no correspondence in both datasets represent an undersegmentation (remaining voxels in the TLS dataset) or an oversegmentation (remaining voxels in the MLS dataset) with respect to the MLS data. All statistical data analysis was performed with R (3.5.1; R Core Team, 2017).

### RESULTS

#### The analyses on the three test sites

(1) MLS data quality. Figure 9 presents a histogram with the number of MLS points per parallel section to the trajectory over a length of 80 m. The nearest-neighbour distance decreases with increasing distance from the trajectory and with increasing tree height. The histogram shows the combined effects of occlusions and a decrease in point density.

(2) DTM and DCM. The visual analysis (Fig. 8C) of the normalized DCM (Fig. 8B) shows errors as a result of scan occlusions in the DTM and DCM, which increase from 80 m to the left and right of the forest track. An analysis of the laser point distribution shows that the scan points reflect the mean stand height up to a distance of about ±50 m from the trajectory. At distances greater than ±50 m, the stand height decreases due to insufficient sampling in the crown (occlusions).

#### Table 2. Parameters used for a full automatic processing chain of the plots.

| Processing step | Parameter | Description |
|-----------------|-----------|-------------|
| DTM generation and down sampling | \( n \geq 1 \) | \( n \): number of points inside a voxel cell |
| | \( v_{\text{vox}} = 0.01 \) m | \( v_{\text{vox}} \): voxel size |
| | \( s_{\text{DTM}} = 1.00 \) m | \( s_{\text{DTM}} \): DTM grid spacing |
| | \( \Delta Z = 0.45 \) m | \( \Delta Z \): offset of ground point classification |
| Tree detection | \( \sigma_{\text{max}} = 0.05 \) m | \( \sigma_{\text{max}} \): threshold for s.d. of the circle fit |
| | \( S = 0.10 \) m | \( S \): size of structure element for cluster analysis |
| | \( 1.3 \leq h_1 \leq 1.5 \) m | \( h_1 \): cut heights for tree detection |
| | \( 2.0 \leq h_2 \leq 2.2 \) m | \( h_2 \): cut heights for tree detection |
| | \( 2.9 \leq h_3 \leq 3.1 \) m | \( h_3 \): cut heights for tree detection |
| Stem segment and tree segments | \( \Delta d_T = 1.5 \) m | \( \Delta d_T \): delta for increasing the search area |
| | \( f_{\text{DBH}} = 1.2 \) | \( f \): constant factor for distance-dependent threshold |
| | \( f_X = 0.002 \) | |
| | \( f_Z = 0.0015 \) | |

**Fig. 8.** (A) Location of the test areas I, II and III in the study area Lauerholz Forest; (B) normalized digital canopy model (nDCM) of test area I; (C) side view of a point cloud section (30 m thickness, marked in A) of the DTM (brown) and nDCM (green) points.
(3) Tree detection. A total of 6316 tree positions were detected automatically and 2251 trees were interactively detected (trees with DBH <7 cm included). Finally, the 8567 obtained tree positions were saved as stem base maps and were checked manually in a field campaign. Overall, 26 % of the 8567 trees were not detected automatically, including trees which were severely occluded and trees with a DBH <7 cm, which was an exclusion criterion in the detection algorithm from the outset. Appendix Fig. A1 shows the number of trees that were subjected to fully automatic MLS tree detection and manual added MLS trees across test sites I, II and III. The first bin contains only a few trees, which is due to the fact that the forest track from which the scans were made had a width of 5–8 m in parts and thus only a few trees were located at the edge within the bin. Furthermore, Appendix Fig. A1 shows a clear decrease in the number of trees detected when assuming a homogeneous stand distribution, be it automatically or manually added trees. This indicates occlusions in terms of stand density and decreasing MLS scan point spacing. Thus, the number of detected trees along the trajectory is affected by the distance to the trajectory.

It should be mentioned again that the manually added trees were based on the MLS point cloud without DBH determination. No statement can be made about the number of true trees (or missing trees), as only the number of manually added trees was known and evaluated.

Comparison of MLS, TLS and conventional field measurements on the ten sample plots

(1) Tree detection and segmentation within the plots. The automatic detection rate for trees with DBH ≥7 cm was in the order of >94 % for about half of the plots (Table 3), but significantly dropped in difficult cases with dense understorey vegetation. The rate depends strongly on the distance to the trajectory and the plot density (shading due to tree density and understorey vegetation). Two plots had an unsatisfactory detection rate of 10.3 % and 22.5 %. These plots had a large distance to the trajectory (51.5 m and 59.1 m) and were young beech (F. sylvatica) stands with dense understorey. The analysis of the subtracted voxel spaces with a voxel size of 40 cm showed an average undersegmentation of 61 % and an oversegmentation of 16 %. Appendix Table A2 presents the percentage rates of over- and undersegmentation per plot. Due to the varying distance of the plot centres to the trajectory and the tree counts, the point count of the MLS data varies and adopts values from 1.3 million to 13.3 million points. The fully automated process of tree detection with final segmentation took between 9 and 123 min, depending on the plot characteristics (Intel® Core i7-6700, 2.6 GHz, 16 GByte RAM, 64 bit).

In Figure 10, the segmented MLS point clouds are compared with the results of the segmented TLS trees for group A (distance to plot centre <20 m). The segmentation results for groups B and C are given in Appendix Figs A2 and A3). The results show that the crown boundaries are visually comparable with the TLS trees in group A and in most cases also for group B, but

![Fig. 9. Histogram with the number of MLS points per parallel section (averaged over a length of 80 m).](https://academic.oup.com/aob/article/128/6/787/6316746)

| Plot name | Distance from the plot centre to the trajectory (m) | No. of MLS points in Mio | Plot description | MLS-detected trees | TLS-detected trees | Detection rate (%) | Segmentation time (min) |
|-----------|-----------------------------------------------|--------------------------|-----------------|-------------------|------------------|-------------------|------------------------|
| A         |                                               |                          |                 |                   |                  |                   |                        |
| 1         | 7.7                                           | 10.7                     | Dense understorey vegetation, forest track included | 33                | 34               | 97.1              | 90                     |
| 2         | 14.3                                          | 13.1                     | Young stock, forest track included                  | 97                | 100              | 97.0              | 112                    |
| 3         | 16.8                                          | 11.2                     | Forest track, young stock with deep-seated branches | 47                | 50               | 94.0              | 123                    |
| B         |                                               |                          |                 |                   |                  |                   |                        |
| 1         | 21.5                                          | 7.2                      | Dense understorey vegetation, ditch                 | 37                | 46               | 80.4              | 75                     |
| 2         | 23.2                                          | 11.2                     | Forest track, sparse understorey vegetation        | 79                | 82               | 96.3              | 85                     |
| 3         | 32.4                                          | 8.4                      | Lying trees, ditch                                 | 107               | 141              | 75.9              | 45                     |
| 4         | 34.8                                          | 3.7                      | Young stock with understorey vegetation            | 37                | 42               | 88.1              | 100                    |
| C         |                                               |                          |                 |                   |                  |                   |                        |
| 1         | 51.5                                          | 1.2                      | Dense stand with many young trees                  | 11                | 107              | 10.3              | 9                      |
| 2         | 52.9                                          | 1.4                      | Open plot, no understorey vegetation               | 58                | 63               | 92.1              | 20                     |
| 3         | 59.1                                          | 1.3                      | Dense stand with many young trees                  | 36                | 160              | 22.5              | 11                     |

Table 3. Characteristics and detection rate for automatic tree detection of the reference forest plots

The MLS trees were detected and segmented automatically and the TLS trees were detected and segmented semi-manually.
in group C the crown segmentation is not satisfactory. Figure 11 presents three example trees for under- and oversegmented MLS trees in comparison with semi-automatically segmented TLS trees with different distances to the trajectory. The quality of fully segmented branches depends on the point cloud density. Despite distance-dependent segmentation, over- or undersegmentation occurred in places where the scan occlusions were too large or where branches from neighbouring trees touched. Figure 12 shows individual examples of automatically segmented MLS data (without manual correction) with different tree height, species and distances to the trajectory compared with segmented TLS data. Depending on stand density, even trees up to 48 m from the trajectory (one-sided scan) were segmented, with some gaps (Fig. 12). Especially at long distances, an increase in scan shading was observed; this is associated with gaps in the trunk and crown area. Nevertheless, it was possible to bridge these gaps, and the tree was recognized as such and some of the associated branches could be segmented.

(2) Tree parameters. Compared with the conventionally determined tree parameters tree height (TH) and DBH, we found a strong (TH) and a very strong (DBH) correlation ($R_{TH}^2 = 0.78$ for MLS and $R_{TH}^2 = 0.83$ for TLS, and $R_{DBH}^2 = 0.97$ for MLS and
Our analyses of the entire study area showed that the canopy heights and tree positions can be derived for >50% of the trees up to a distance of 30 m to the right and left of the forest track. From this, it was possible to determine the forest compartment boundaries in terms of stem number and height distribution. Both canopy height (vertical component) and the distance from the trajectory (horizontal component) have a significant effect on the point spacing between neighbouring scan points at increased distances. With increasing distance of the reflected laser pulse from the trajectory, the mean point distance of the nearest neighbours increases. This effect is enhanced in the forest canopy and with dense ground vegetation due to shading effects.

The algorithm presented here is independent of the MLS system and works with a point cloud (X, Y, Z) and a trajectory in format (time, X, Y, Z). Thus, in theory, any LiDAR system with a trajectory-based terrestrial scan can be used. Since the segmentation algorithm has no restrictions regarding tree size, even smaller objects (understorey vegetation) were detected and segmented. Hence, the number of segments obtained is higher than the number of actual trees in the stand. However, by setting a threshold for the DBH, trees (or even other objects) with certain diameter classes can be distinguished. Since our study areas were located in a natural forest, a few man-made objects (trail markers, high seats) or even walkers were included in the scan data. These in turn can appear as potential tree candidates in the tree detection if the point arrangement is unfavourable. By a linked query of tree parameters, such as the tree height in combination with the stem profiles and the CPA, untypical tree objects can be eliminated at a later point.
Our sample plots were located in a mixed forest with a wide range of tree species, stand ages and tree counts. The results of the tree detection show that under the conditions of one-sided scan recording, the different tree counts and plot distances up to 23 m, 94–97% of the trees (DBH > 7 cm) are consistently detected (that means plots A1, A2, A3 and B2). With increasing distance to the trajectory, the detection rate decreases. Another factor influencing the quantity of detection and even the quality of segmentation is the one-sided acquisition of MLS data from a forest track, whereas TLS data are often acquired with 360° coverage. During MLS data acquisition along forest tracks, occlusions are caused by track-bounding understory trees and herbaceous vegetation.

In order to increase the tree detection rate, cluster analysis should be carried out in several height sections, as the stems

---

**TABLE 1.** The table shows the species, their heights (TH in meters), distances to the scan trajectory (Distance in meters), diameters at breast height (dDBH in centimeters), total heights (dTH in meters), and crown projection areas (dCPA in square meters).

| Species      | TH (m) | Distance (m) | dDBH (cm) | dTH (m) | dCPA (m²) |
|--------------|--------|--------------|-----------|---------|-----------|
| C. betulus   | 21.15  | 13.60        | 1.57      | 0.14    | 0.40      |
| Q. robur     | 28.31  | 35.90        | 1.49      | 0.23    | -2.90     |
| A. pseudoplatanus | 26.42  | 46.88        | 9.00      | 1.10    | 43.20     |
| Q. robur     | 28.31  | 35.90        | 1.49      | 0.23    | -2.90     |
| A. pseudoplatanus | 26.42  | 46.88        | 9.00      | 1.10    | 43.20     |

Fig. 12. Segmented leaf-off tree point clouds in XZ and YZ projection: red, MLS data; blue, TLS data. The MLS point cloud was segmented automatically and the TLS tree point cloud was segmented semi-manually to serve as a reference \(\Delta = \text{TLS} - \text{MLS}\); results from plot group B (B3 and B4). For printing purposes, the same visualization parameters were used for both datasets.
become visible at different heights due to occlusions by branches or smaller trees. In dense stands, where the lower stem section is completely hidden, the algorithm presented here would segment the trees only from the detection height. However, in most cases, only partial occlusions of the stems occur, and these can be successfully bridged by the search radius during stem segmentation. In our study, we performed cluster analysis at three point cloud heights.

The RMSE in tree height shows similar values for MLS (2.96 m) and TLS (2.87 m) compared with the conventional inventory data of 40 selected trees from the ≥94 % detection rate sub-group. This may also be partly attributed to the different year of data collection (2013 vs. 2017), since no correction was done, as well as to the inaccuracy of manual tree height measurement in dense stands. The RMSE of the MLS DBH is 32 mm and thus twice as large as the RMSE of the TLS. The reasons for this are the one-sided scan coverage, the lower scan point density and the accuracy of the MLS data registration.

The DBH and tree height obtained from MLS data compared with TLS-derived parameters show over- and underestimations scattered around the TLS value, but with a tendency toward underestimation (Table 5). The occlusion in the crown area with increasing distance leads to smaller detected tree heights, as the highest tree parts of distant trees are not fully captured.

The position of the tree parameters and the DBH remain largely unaffected by the quality of the segmentation. For example, poor canopy segmentation can still result in accurate tree parameters, such as DBH and position, as long as the stem sections have been segmented. The quality of the segmentation influences tree height determination of understorey trees; if the delineation of the crown is inaccurate, the determined tree heights are too large. The determination of these tree parameters is somewhat limited by registration inaccuracies.
An undersegmented tree crown results in an oversegmented neighbouring crown. The visual comparison of the silhouette nevertheless showed good similarities to the TLS data (Fig. 10). The undersegmentation increases with increasing distance to the trajectory, which can be explained by the occlusions and the lower point density. In general, the undersegmented areas are mainly located in the interior of the crown. Another reason why the undersegmentation is larger than the oversegmentation is the one-sided stem recording, whereas the TLS reference data show a 360° coverage of the tree.

The advantage of MLS compared with TLS is the fast corridor-wide forest inventory. Compared with TLS (with several optimally arranged points of view), the lateral recording with the MLS results in more occlusions, which in turn can be minimized by multiple drives. This is due to the inclined arrangement of the two laser scanners of the Mobile Mapping System, which have a different angle of view of the forest depending on the direction of travel, thus eliminating some occlusions. The use of distance- and height-dependent segmentation radii delivers usable segmentation results up to a distance of 40 m (Appendix Fig. A2). Occasionally, very good segmentation results, visually compared with the TLS segmented trees, were also shown at distances of up to 48 m in plot B4 (tree density 262 trees ha⁻¹; \( \overline{d_{13}} = 38 \text{ cm} \)). In general, the segmentation accuracy decreases from a distance of 40 m, with some exceptions. A clear advantage of automatic segmentation routines is the aspect of time, which is significantly reduced compared with time-consuming manual segmentation.

A disadvantage of the presented segmentation algorithm is that undetected trees at the beginning of the process chain are not considered in the further course. In the worst case, these tree parts (branches and twigs) are assigned to other tree segments when touching or falling below the search distance. For example, if a branch section was wrongly assigned, this section is missing for another tree because the points can only be assigned to one tree segment. This incorrect assignment, especially at the crown margins, leads to inaccuracies in the determination of crown parameters.

The application to pure coniferous stands has not yet been investigated. However, it can be expected that if there is no strong interaction (branch contact) between the trees, the segmentation algorithm may also be successfully applied, even when dealing with intermixed coniferous stands. In this study, the RIEGL VMX-250 Mobile Mapping System with a scan rate of 300 kHz and a speed of 10–15 km h⁻¹ was used. As long as a registered point cloud with sufficient ground points is given, the algorithm can be applied to it. Grid-like tree arrangements (as often found in planted forest plots) could lead to shading of complete tree trunks, since MLS only detects trees from one side. Here, a meander-shaped trajectory (within the plot) would be recommended to minimize the occlusion in the

### Table 5. RMSE, mean difference (\( \Delta \)) and coefficient of determination (\( R^2 \)) of the MLS data-derived parameters tree height (TH), diameter at breast height (DBH) and crown projection area (CPA) compared with the TLS data-derived parameters for the three main tree species of group A (TLS – MLS)

|            | TH (m) | DBH (mm) | CPA (m²) |
|------------|--------|----------|----------|
|            | \( R^2 \) | RMSE    | \( \Delta \) | \( R^2 \) | RMSE    | \( \Delta \) | \( R^2 \) | RMSE    | \( \Delta \) |
| F. sylvatica | 0.81   | 3.10     | 0.32     | 0.89    | 17.69   | 1.18     | -12.97   | 0.30    | 14.28   |
| C. betulus  | 0.93   | 1.42     | -0.32    | 0.90    | 36.00   | 14.85    | 2.40     | 15.00   |
| Q. robur    | 0.99   | 2.75     | 0.28     | 0.90    | 61.00   | 30.00    | -31.55   | 15.00   |
| All three main species | 0.95 | 2.91 | 0.23 | 0.88 | 48.00 | 15.00 | -5.61 |

The highest values are highlighted in bold.
trunk area. For the processing of TLS data (without trajectory information) the input parameters have to be redefined, since the density of co-registered multiple scans does not depend on distance to the scanner. The MLS data examined here show a straight-line course of the trajectory. As soon as major changes in the direction occur, e.g. due to track crossings, the trees in the crossing area are recorded at different distances, which leads to large differences in the determination of the distance-dependent segmentation radius. In these cases, the algorithm reaches its limits. One possible way to bridge the gap in the sometimes enormous differences in distance for the calculation of the distance-dependent threshold would be to determine the local point cloud density without taking the distance into account, e.g. by a NN distance.

Our study was able to show that scan distance affects the segmentation, but only beyond a certain distance (40 m). Beyond a distance of 40 m from the trajectory, the decreased point density means that even a trained manual segmentation operator reaches their limits in the crown area. By applying the distance-dependent segmentation algorithm, inhomogeneous point cloud densities can be processed. However, MLS data scanned on one side (as in this study from a forest track) show scan shadows from a certain distance onwards, as the algorithm is then stretched to its limits. Personal laser scan (PLS) data can be a good alternative with which to close the gap of the scan coverage. The accuracy of tree height determination is usually poor (Chen et al., 2019). Alternatively, however, tree heights can be determined very easily and with much higher accuracy from area-wide ALS scans (Y. Wang et al., 2019b).

CONCLUSIONS

Here we present an algorithm for performing a tree-wise segmentation of MLS data of forest stands. Additionally, inventory relevant stem and crown parameters were determined for each detected tree. The algorithm was tested and validated on MLS data for a long forest corridor that included ten reference sample plots with a total area of 1.6 ha, 825 segmented trees and distances up to 60 m to the trajectory.

The algorithm presented here enables repeated, non-destructive and large-scale (corridor-wide) monitoring of forests at high spatial resolutions in the millimetre to centimetre range. By segmenting the individual trees on the basis of 3-D point clouds, manifold individual tree parameters – beyond DBH and height – can be derived in a very short time compared with conventional manual inventory. This enables new insights and opportunities for the generation and study of tree growth and interactions, e.g. competition and facilitation, and their underlying mechanisms over time.

The presented algorithm reveals several difficulties. First, the segmentation quality and the tree detection rate decrease with distance despite distance-dependent thresholds. The results showed a detection rate of trees with a DBH ≥ 7 cm up to 97% for the very closest plots (<20 m) and an accurate crown delineation for the analysis of neighbourhood interactions. In the 20–40 m section, the tree detection rate reached values from 75% up to 96%. The most distant plots (>40 m) showed partially poor detection rates of 10–22%. For one plot, we achieved a detection rate of 92%, due to the stand and the sparse ground vegetation. With increasing distance from the trajectory, the decreased point density, together with increased occlusions, affects the quality of the segmentation result and in turn also influences the accuracy of the crown parameter determination. In our data, reasonable results could be obtained up to a distance of approx. 30 m to the MLS vehicle track. According to Appendix Fig. A1, the number of manually added trees (undetected) is predominant from 30 m upwards. Furthermore, track crossings, where trees are detected from different distances, represent a special case in the determination of the distance-dependent parameters, which has not yet been taken into account. A possible approach towards closing this gap could be the use of a local point cloud density.

Finally, the algorithm should be further developed, especially with respect to processing time and the segmentation of coniferous stands and urban roadside trees, with research into the latter already in progress. Overall, compared with plot-wise TLS data, forest MLS data allow for corridor-wise terrestrial data acquisition and are thus well suited to close any gap between plot-wise terrestrial data and area-wide ALS data.

SUPPLEMENTARY DATA

Supplementary data are available online at https://academic.oup.com/aob and consist of the following. Table A1: characteristics of ten sample plots sorted by distance from the MLS trajectory. Table A2: percentage rates of the over- and undersegmentation of all plots. Figure A1: number of automatically detected MLS trees and undetected manually added trees based on MLS data divided according to distance from the trajectory. Figure A2: automatically segmented MLS plots compared with the semi-automatically segmented TLS plots of group B. Figure A3: automatically segmented MLS plots compared with the semi-automatically segmented TLS plots of group C.
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