An efficient approach for solving saddle point problems using block structure
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Abstract. This paper focuses on saddle point problems with a 2-by-2 block coefficient matrix. When the number of columns in the upper-right block and the number of rows in the lower-left block of the coefficient matrix is large, the convergence behavior of Krylov subspace methods for the saddle point problems tends to be poor even if the upper-left block is a well-conditioned matrix. In this paper, an efficient approach for solving the saddle point problems using block structure of the problems is proposed. The most time-consuming part of our proposed approach is the solution of a linear system with multiple right-hand sides. To solve the linear system with multiple right-hand sides efficiently, we propose to apply Block Krylov subspace methods to this linear system. Numerical experiments show that the proposed approach with Block Krylov subspace methods can solve the saddle point problems more efficiently than the conventional approach in terms of the number of iterations and the computation time.
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1. Introduction

This paper focuses on saddle point problems with a 2-by-2 block coefficient matrix of the form

$$\tilde{A}x \equiv \begin{bmatrix} A & B \\ C^T & O \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix} = \begin{bmatrix} f \\ g \end{bmatrix} = \tilde{b},$$

(1)

where $A \in \mathbb{R}^{n \times n}$ is a nonsingular and nonsymmetric sparse matrix, $B \in \mathbb{R}^{n \times m}$ and $C \in \mathbb{R}^{m \times n}$ are full rank matrices, $x, f \in \mathbb{R}^n$ and $y, g \in \mathbb{R}^m$. The saddle point problems appear in many applications in scientific fields such as meshless methods for partial differential equations, structural analysis, fluid dynamics, and so on [1].

If the size $N = n + m$ of the saddle point problems is small, direct methods such as the Gaussian elimination method and the LU factorization method are effective. However,
when \( N \) is large, it is difficult to apply the direct methods because of a large computational complexity and a large amount of memory are required. Hence, in this case, the saddle point problems need to be solved by iterative methods such as Krylov subspace methods.

As Krylov subspace methods for linear systems with a single right-hand side, the Conjugate Gradient (CG) method [2] for symmetric matrices, the Bi-Conjugate Gradient (BiCG) method [3], the BiCGSTAB method [4] and the Generalized Minimal Residual (GMRES) method [5] for nonsymmetric matrices have been proposed. The simple approach to solving the saddle point problems is to apply the Krylov subspace methods to the problems. However, as will be described later in Section 2, as the number \( m \) of columns in matrices \( B \) and \( C \) increases, the convergence behavior of the Krylov subspace methods for the saddle point problems tends to be poor even if \( A \) is a well-conditioned matrix.

This paper proposes to reconstruct the solution process of the saddle point problems by using the block structure of the problems in order to avoid the influence of the matrices \( B \) and \( C \). The most time-consuming part of the proposed approach is the solution of a linear system with the coefficient matrix \( \tilde{A} \) and the multiple right-hand sides. Therefore, the matrices \( B \) and \( C \) do not affect the coefficient matrix of the linear system that appears in the proposed approach. It is known that Block Krylov subspace methods are efficient methods for solving the linear system with multiple right-hand sides in terms of the computation time and the number of iterations. To solve the linear system with multiple right-hand sides efficiently, we also propose to adopt the Block Krylov subspace methods to this linear system.

The paper is organized as follows. Section 2 provides the results of preliminary experiments to investigate the convergence behavior of the Krylov subspace methods for the saddle point problems. In Section 3, an approach for solving the saddle point problems using the block structure is proposed. Section 4 shows the results of numerical experiments to evaluate the performance of the proposed approach. This paper is concluded in Section 5.

2. Convergence behavior of the Krylov subspace methods for the saddle point problems

In this section, the convergence behavior of the Krylov subspace methods for the saddle point problems is investigated through the preliminary experiments. As a matrix \( A \) of the upper-left block of the coefficient matrix \( \tilde{A} \), the matrix epb2 from the SuiteSparse Matrix Collection [6] is used. The size \( n \) and the number of nonzero elements of the matrix \( A \) are 25,228 and 175,027, respectively. The elements of the matrices \( B \) and \( C \) are given by a random number generator. As the Krylov subspace methods, the BiCGSTAB method [4], the GMRES method [5], and the restarted GMRES method [5] are used. The restart frequency of the restarted GMRES method is set as 100 and 200. The initial solution is set as the zero vector. The convergence criterion is \( \|\tilde{r}_k\|_2/\|\tilde{b}\|_2 \leq 10^{-15} \), where \( \tilde{r}_k \) is a \( k \)-th residual vector of the Krylov subspace methods. The iteration process is also stopped when the number of iterations achieves 5,000.

Computations are carried out in double precision arithmetic on a single node of the Cygnus Supercomputer operated at the Center for Computational Sciences, University of Tsukuba. The details of the experimental environment are shown in Table 1. Computations
Table 1: Experimental environment.

| Item       | Description                                      |
|------------|--------------------------------------------------|
| OS         | Cent OS ver. 7.7                                 |
| CPU        | Intel Xeon Gold 6126 2.6GHz (12 Cores) × 2       |
| Memory     | 192GiB (DDR4 2666MHz)                            |
| Compiler   | Intel Fortran ver. 19.0.5                        |
| Compile options | -qopenmp -axCORE-AVX512                      |

Figure 1: Estimated condition number of the matrices $A$ and $\tilde{A}$ as a function of the number $m$ of columns of $B$ and $C$.

Through the preliminary experiments, we investigate the changes in the number of iterations and the computation time of the Krylov subspace methods when the number $m$ of columns of the matrices $B$ and $C$ is varied. The number $m$ of columns of $B$ and $C$ is varied between 1 and 50.

Figure 1 shows the estimated condition number of the matrix $A$ and $\tilde{A}$ as a function of $m$. The estimated condition numbers for these matrices were computed using the MATLAB function condest. This computation was carried out on the Workstation with two sockets of Intel Xeon Gold 5220R 2.2GHz (24 cores) and 128GiB DDR4 memory. The estimated condition number of matrix $A$ was about $5.29 \times 10^3$. On the other hand, that of the coefficient matrix $\tilde{A}$ of (1) was larger than that of $A$ for $m = 1, 2, \ldots, 50$. Therefore, for this test matrix, the matrix $\tilde{A}$ is more ill-conditioned than $A$ in terms of the estimated condition number.

Figure 2 shows the number of iterations of the Krylov subspace methods as a function of $m$. In Fig. 2, only cases where the convergence criterion was satisfied are plotted. For the GMRES method, the convergence criterion was satisfied for all $m$. On the other hand, for the BiCGSTAB method and the GMRES(200) method, the convergence criterion was
Figure 2: Number of iterations of the Krylov subspace methods as a function of the number \( m \) of columns of \( B \) and \( C \).

satisfied for \( m \leq 8 \). The GMRES(100) method satisfied the convergence criterion for \( m \leq 3 \). In other cases, the number of iterations achieved the maximum number of iterations.

Figure 3 shows the computation time for solving the saddle point problems by the Krylov subspace methods as a function of \( m \). In Fig. 3, only cases where the convergence criterion was satisfied are plotted. For \( m \) in the case where the BiCGSTAB method and the restarted GMRES method satisfied the convergence criterion, the computation time of these methods was less than that of the GMRES method. As \( m \) increases, the computation time of the GMRES method was increased. This is because the number of iterations for solving the saddle point problems was increased.

Relative residual histories of the Krylov subspace methods for the saddle point problems are shown in Fig. 4. Figures 4(a) and 4(b) are the relative residual histories for the case of \( m = 1 \) and \( m = 25 \), respectively. As shown in Fig. 4 (a), when \( m = 1 \), all the methods satisfied the convergence criterion. On the other hand, only the GMRES method satisfied the convergence criterion when \( m = 25 \). The relative residual norm of the BiCGSTAB method oscillated and did not converge. That of the restarted GMRES method stagnated after the restart process.

Through the preliminary experiments, the following results were obtained.

- As the number \( m \) of columns of the matrices \( B \) and \( C \) increases, the convergence behavior of the Krylov subspace methods for the saddle point problems tended to be poor.
- The GMRES method was more robust than the BiCGSTAB method and the restarted GMRES method for the saddle point problems.
- When \( m = 1 \), the convergence behavior of the BiCGSTAB method for the saddle point problem was good.

Although the GMRES method is robust, as the number of iterations required to satisfy the convergence criterion increases, this method requires a large computational complexity and
a large amount of memory because the long-term recursions are used in the method. Therefore, it is desirable to be able to solve the saddle point problems by iterative methods with short-term recursions.

3. Reconstruction of the solution process for the saddle point problems using block structure

As shown in the previous section, when the number \( m \) of columns of the matrices \( B \) and \( C \) is few, the convergence behavior of the Krylov subspace methods for the saddle point problems tends to be good. In this case, the coefficient matrix \( \hat{A} \) of the saddle point problems is close to the matrix \( A \). Hence, if the solution of the saddle point problems can be generated by solving the linear systems with the coefficient matrix \( A \), it is expected that iterative methods with short-term recursions can be applied. In this section, an approach for solving the saddle
3.1. Derivation of the proposed approach

The saddle point problems (1) are expressed as follows:

\[
\begin{align*}
Ax + By &= f, \\
C^T x &= g.
\end{align*}
\]  

(2)  

(3)

By multiplying the matrix \(A^{-1}\) from the left side of both sides of Eq. (2), the following equation can be obtained.

\[x = A^{-1}f - A^{-1}By.\]  

(4)

Moreover, Eq. (4) can be transformed as follows:

\[
x = A^{-1}f - A^{-1}By
\Leftarrow C^T x = C^T A^{-1}f - \left(C^T A^{-1}B\right)y
\Leftarrow \left(C^T A^{-1}B\right)y = C^T A^{-1}f - g.
\]  

(5)

Since the matrix \(A\) is nonsingular and \(B\) and \(C\) are full rank matrices, the coefficient matrix \(C^T A^{-1}B \in \mathbb{R}^{m \times m}\) of the linear system (5) is nonsingular. Hence, the linear system (5) has a unique solution \(y\). The solution vector \(x\) can be computed by substituting the vector \(y\) for Eq. (4).

In this computation procedure, the matrix \(A^{-1}B \in \mathbb{R}^{n \times m}\) and the vector \(A^{-1}f \in \mathbb{R}^n\) are required for computing the solution vectors \(x\) and \(y\). Here, the matrix \(U \in \mathbb{R}^{n \times m}\) and the vector \(u \in \mathbb{R}^n\) are defined as follows:

\[
U \equiv A^{-1}B, \quad v \equiv A^{-1}f.
\]

Moreover, the matrices \(\hat{X}\) and \(\hat{B}\) are defined as follows:

\[
\hat{X} \equiv [U \ v] = [\hat{x}_1 \ \hat{x}_2 \ \ldots \ \hat{x}_m \ \hat{x}_{m+1}] \in \mathbb{R}^{n \times (m+1)},
\]

\[
\hat{B} \equiv [B \ f] = [\hat{b}_1 \ \hat{b}_2 \ \ldots \ \hat{b}_m \ \hat{b}_{m+1}] \in \mathbb{R}^{n \times (m+1)}.
\]

The matrix \(U\) and the vector \(v\) can be obtained by solving the linear system with multiple right-hand sides

\[
A\hat{X} = \hat{B}.
\]  

(6)

The solution vectors \(x\) and \(y\) are computed as follows:

\[
x = v - Uy,
\]

\[
y = \left(C^T U\right)^{-1} \left(C^T v - g\right).
\]

The algorithm of the proposed approach is summarized as Fig. 5.
Input: \( A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{n \times m}, f \in \mathbb{R}^{n}, g \in \mathbb{R}^{m} \)

Output: \( x \in \mathbb{R}^{n}, y \in \mathbb{R}^{m} \)

1. Set \( \hat{B} = [B \ f] \in \mathbb{R}^{n \times (m+1)} \)
2. Solve \( A\hat{X} = \hat{B} \) for \( \hat{X} = [\hat{x}_1 \ \hat{x}_2 \ \ldots \ \hat{x}_m \ \hat{x}_{m+1}] \)
3. Set \( U = [\hat{x}_1 \ \hat{x}_2 \ \ldots \ \hat{x}_m], v = \hat{x}_{m+1} \)
4. Compute \( S = C^T U \) and \( t = C^T v - g \)
5. Solve \( Sy = t \) for \( y \)
6. Compute \( x = v - Uy \)

Figure 5: Algorithm of the proposed approach for solving the saddle point problem using block structure.

### 3.2. Solution of the linear system with multiple right-hand sides

As described in the previous subsection, the saddle point problem is reduced to the linear system with multiple right-hand sides by means of the proposed approach. The main computation part of the proposed approach is the solution of the linear system with multiple right-hand sides (6). Hence, if the linear system (6) can be solved fast, the saddle point problems can also be solved fast.

As efficient methods for solving the linear system with multiple right-hand sides, Block Krylov subspace methods such as the Block Conjugate Gradient (Block CG) method [7] for symmetric matrices, and the Block Bi-Conjugate Gradient (Block BiCG) method [7], the Block BiCGSTAB method [8] and the Block GMRES method [9] for nonsymmetric matrices have been proposed. The Block Krylov subspace methods can solve the linear system with multiple right-hand sides simultaneously. Moreover, as shown in [10] and [11], the number of iterations of the Block Krylov subspace methods tends to decrease as the number of right-hand sides of the linear system increases. Therefore, in this paper, the Block Krylov subspace methods are adopted to solve the linear system with multiple right-hand sides (6).

### 4. Numerical experiments

Through numerical experiments, the performance of the proposed approach is evaluated. The performance of the proposed approach is compared with the conventional approach in terms of the following points.

- The number of iterations to solve the saddle point problems (1) (conventional approach) and that to solve the linear system with multiple right-hand sides (6) (proposed approach).
- Computation time to solve the saddle point problems (1).
Figure 6: Estimated condition number of the matrices $A$ and $\tilde{A}$ as a function of the number $m$ of columns of $B$ and $C$.

- Accuracy of the approximate solution of the saddle point problems (1).

The matrices epb2 and torso3 from the SuiteSparse Matrix Collection [6] are used as the test matrix $A$ in the coefficient matrix $\tilde{A}$ of the saddle point problems (1). The matrix epb2 was also used in the preliminary experiments in Section 2. The size $n$ and the number of nonzero elements of the matrix torso3 are 259, 156 and 4,429,042, respectively. The elements of the matrices $B$ and $C$ are given by a random number generator. Figure 6 shows the estimated condition number of the matrices $A$ and $\tilde{A}$ as a function of $m$. The estimated condition numbers for these matrices were computed using the MATLAB function condest. This computation was performed on the same Workstation as used in Section 2. For the matrix torso3, due to the memory limitation of the computational environment, the estimated condition number of $\tilde{A}$ could not be computed for $m > 100$.

To evaluate the accuracy of the obtained approximate solution of the saddle point problems (1), the exact solutions $x^\ast$ and $y^\ast$ of (1) are also given by a random number generator. By using the exact solutions $x^\ast$ and $y^\ast$, the right-hand vectors $f$ and $g$ of the saddle point problem are set as follows:

$$f = Ax^\ast + By^\ast,$$
$$g = C^Ty^\ast.$$ 

In the conventional approach, the saddle point problems (1) are solved by the BiCGSTAB method, the GMRES method and the restarted GMRES method. The restart frequency of the restarted GMRES method is 100 and 200. In the proposed approach, we compare the performance of the approach when the linear system (6) is solved by the Block GWBiCGSTABrQ method [10] and when the $(m + 1)$ linear systems $A\tilde{x}_j = \tilde{b}_j$ $(j = 1, 2, \ldots, m + 1)$ of (6) are sequentially solved by the BiCGSTAB method.

The Block GWBiCGSTABrQ method is one of the Block Krylov subspace methods for solving the linear systems with multiple right-hand sides. This method requires the
orthonormalization of the residual matrix at each iteration to improve the numerical stability of the method [12]. The Cholesky QR2 method [13] is adopted for the orthonormalization of the residual matrix. The maximum number of inner iterations of the Block GWBiCGSTABrQ method is fixed to 20.

The iteration is stopped when the relative residual norm of the Krylov subspace methods and the Block GWBiCGSTABrQ method achieved to $10^{-15}$. The relative residual norm of the Block GWBiCGSTABrQ method is computed as $\frac{\|R_k\|_F}{\|\hat{B}\|_F}$, where $R_k$ and $\| \cdot \|_F$ denote the $k$th residual matrix of the Block GWBiCGSTABrQ method and a Frobenius norm of a matrix, respectively. The maximum number of iterations of the iterative methods is 5,000. The initial solution of the Krylov subspace methods and the Block GW-BiCGSTABrQ method are the zero vector and the zero matrix, respectively. The experimental environment is the same as that used in Section 2.

### 4.1. Comparison of the number of iterations

Figure 7 shows the number of iterations of the iterative methods as a function of $m$. In Fig. 7, only the cases where the convergence criterion was satisfied are plotted. Here, we deal with the number of iterations when solving the linear system with multiple right-hand sides (6) by the Block GWBiCGSTABrQ method and the BiCGSTAB method (sequential solution) and that when solving the saddle point problems (1) by the Krylov subspace methods. The number of iterations of the proposed approach with BiCGSTAB denotes the total number of iterations required for solving $(m+1)$ linear systems $A\hat{x}_j = \hat{b}_j$ ($j = 1, 2, \ldots, m+1$) by the BiCGSTAB method.

For both matrices epb2 and torso3, the GMRES method could solve the saddle point problems for all $m$. On the other hand, the proposed approach with Block GWBiCGSTABrQ could not solve the linear systems with multiple right-hand sides (6) of 4 of 500 cases for epb2 and 3 of 500 cases for torso3. For these cases, the Block GWBiCGSTABrQ method broke down due to the orthonormalization of the residual matrix by the Cholesky QR2 method failed. The proposed approach with BiCGSTAB could not solve (6) of 3 of 500 cases for epb2 and 13 of 500 cases for torso3.

As shown in Fig. 7, the number of iterations of the GMRES method and the proposed approach with BiCGSTAB (sequential solution) increased as $m$ increased. On the other hand, that of the proposed approach with Block GWBiCGSTABrQ decreased as $m$ increased. This tendency in the proposed approach takes advantage of the property of the Block Krylov subspace methods.

Comparing Fig. 7(a) and 7(b), the number of iterations required to satisfy the convergence criterion for torso3 tended to be smaller than that for epb2. As shown in Fig. 6, the estimated condition number of $A$ for torso3 was also smaller than that for epb2. However, for $m \leq 100$, the estimated condition number of $\hat{A}$ for torso3 tended to be larger than that of epb2. Therefore, it is thought that the number of iterations required to obtain approximate solutions may be affected not only by the condition number of the coefficient matrix but also by other factors such as the eigenvalue distribution of the coefficient matrix.
Figure 7: Number of iterations as a function of \( m \) to solve (6) by the Block GW-BiCGSTABrQ method and the BiCGSTAB method (sequential solution) and that to solve (1) by the Krylov subspace methods.

### 4.2. Comparison of the computation time

Figure 8 shows the computation time for solving the saddle point problems (1). In Figs. 8(a) and (b), only the cases where the convergence criterion was satisfied are plotted.

As shown in Figs. 8(a) and (b), in most cases, the computation time of the proposed approach with Block GWBiCGSTAB was shorter than that of the GMRES method. In particular, for the matrix epb2, the computation speed of the proposed approach with Block GWBiCGSTABrQ was about 5.3 times faster than that of the GMRES method when \( m = 500 \). For the matrix torso3, the difference in the computation time between the proposed approach and the GMRES method was smaller than in the case for the matrix epb2. This is because the number of iterations of the GMRES method for torso3 was fewer than that for epb2.

Comparing the computation time of the proposed approach, the proposed approach with BiCGSTAB required a longer computation time than that with Block GWBiCGSTABrQ.
Therefore, in the proposed approach, the use of the Block Krylov subspace methods is essential in terms of computation time.

4.3. Comparison of the accuracy of the approximate solution of the saddle point problems

Figure 9 shows the relative error norm of the approximate solution of the saddle point problems generated by the conventional and proposed approach as a function of \( m \). The relative error norm \( \varepsilon \) is computed as follows:

\[
\varepsilon = \left\| \begin{bmatrix} x' \\ y' \end{bmatrix} - \begin{bmatrix} x \\ y \end{bmatrix} \right\|_2 / \left\| \begin{bmatrix} x' \\ y' \end{bmatrix} \right\|_2,
\]

where \( x \) and \( y \) denote the approximate solutions of the saddle point problems (1).

For both matrices, the relative error norm \( \varepsilon \) tended to increase as \( m \) increased. Moreover, the accuracy of the approximate solutions obtained by the proposed approach was worse than that by the GMRES method.
5. Conclusions and future works

In this paper, we dealt with solving the saddle point problems by iterative methods. For the conventional approach, the convergence behavior of the Krylov subspace methods for the saddle point problems tended to be poor as the number $m$ of the columns of the matrices $B$ and $C$ increased. To overcome this situation, we have proposed an approach for solving the saddle point problems using block structure. Instead of solving the saddle point problems, our proposed method needs to solve the linear system with multiple right-hand sides. We have also proposed to efficiently solve the linear systems with multiple right-hand sides by the Block Krylov subspace methods. In the conventional approach, the number of iterations of the Krylov subspace methods increased as $m$ increased, but in the proposed approach with Block GWBiCGSTABrQ, the number of iterations required to satisfy the convergence criterion decreased. Consequently, the computation time of the proposed approach with Block GWBiCGSTABrQ was shorter than that of the GMRES method.

In contrast, the accuracy of the approximate solution obtained by the proposed approach
was worse than that by the GMRES method. Improvement of the accuracy of the approxi-
mate solution generated by the proposed approach is our future work. Moreover, the perfor-
mance evaluation of the proposed approach in a massively parallel environment is also our
future work.
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