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Abstract: A cognitive networking approach to the anycast routing problem for delay-tolerant networking (DTN) is proposed. The method is suitable for the space–ground and other domains where communications are recurrently challenged by diverse link impairments, including long propagation delays, communication asymmetry, and lengthy disruptions. The proposed method delivers data bundles achieving low delays by avoiding, whenever possible, link congestion and long wait times for contacts to become active, and without the need of duplicating data bundles. Network gateways use a spiking neural network (SNN) to decide the optimal outbound link for each bundle. The SNN is regularly updated to reflect the expected cost of the routing decisions, which helps to fine-tune future decisions. The method is decentralized and selects both the anycast group member to be used as the sink and the path to reach that node. A series of experiments were carried out on a network testbed to evaluate the method. The results demonstrate its performance advantage over unicast routing, as anycast routing is not yet supported by the current DTN standard (Contact Graph Routing). The proposed approach yields improved performance for space applications that require as-fast-as-possible data returns.
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1. Introduction

With anycast routing, data can be delivered to (or from) any one of equally suitable sinks (or sources) by establishing a one to any-of-many relation. When correctly used, it can help to simplify network services while improving the data delivery performance. Practical uses of anycast routing today can be found mainly for the terrestrial domain. A common application involves information retrieval in content-delivery networks (CDN), where user requests can be served from the most appropriate data center hosting a geographically replicated service [1–4]. This alternative to unicast routing helps to reduce service latency that can originate from normal or intended network congestion, e.g., as produced by a denial-of-service attack [5]. In addition, it helps improve service resiliency to partial network outages [6]. Looking beyond 5G, anycast routing can serve as an efficient data delivery mechanism for integrated local, cellular, and satellite networks to handle massive and high-frequency data collection and dissemination tasks.

Despite not being previously explored in detail, anycast routing may help to mitigate some of the challenges involved in space networks [7,8]. For instance, consider a constellation of LEO satellites [9] providing intermittent communication services for a large number of sensor nodes of a smart environment (e.g., smart ocean [10]). The data from the nodes could be forwarded to different sinks through diverse paths, which may be automatically selected by the anycast service based on the location, network congestion levels, and satellite link availability. Similarly, consider a high throughput satellite (HTS) system with site diversity [11,12], where the ground gateway sites are interconnected via high-speed links. The use of the millimeter wave spectrum (mmWave) and free-space optical (FSO) in the feeder links makes the communication channels highly susceptible to atmospheric phenomena [13]. In this case, anycast routing could help to automate the traffic distribution among multiple feeder links and mitigate the impact of adverse weather...
affecting one or more gateway sites. As a third example, consider a space–ground sensor network with limited contact opportunities. In this scenario, it is permissible to expect that the data collected from the space sensors could be delivered to any ground station for processing or their central collection using ground channels. These are a few examples that show the potential benefits of the integration of anycast routing and delay-tolerant networking (DTN) [14].

This work explores how to achieve (near) optimal anycast routing on a space–ground DTN. The optimality of the routing is defined with respect to a metric of interest, commonly the response time of the data bundles. The main features of the network involve regular but mostly predictable contact opportunities, time-varying channel conditions that may not be observable network-wide by all nodes, and asymmetric and large propagation delays. The Consultative Committee for Space Data Systems (CCSDS) standard on space DTNs is Schedule-Aware Bundle Routing (CCSDS, 734.3-B-1), which uses Contact Graph Routing (CGR) to determine unicast paths [15]. However, the standard does not define anycast routing capabilities. Additionally, a subset of the network nodes may be geographically dispersed and subject to connectivity losses for extended periods, and therefore network partitions are possible. This feature conveys the general lack of knowledge about network-wide conditions, such as the actual buffer occupancies and the channel bit error rates, which creates additional challenges to the identification of the optimal paths from a bundle delivery time perspective.

The proposed method builds on top of the Cognitive Space Gateway (CSG) [16] approach to unicast routing that has been proposed for space DTNs. A spiking neural network (SNN) and learning method are used to formulate the Cognitive Network Controller (CNC) [17,18], which is used as the learning element of an autonomic loop. The CNC decides the optimal anycast routing option for data bundles and the expected utility (or cost) of such routing decision helps to rebalance the weights of the SNN and to induce a possible switch to a different routing alternative in the near future. The main advantages of the proposed anycast method is that routing is both decentralized and dynamic. The CNC design is also suitable for neuromorphic hardware, and therefore involves ultra-low power requirements, e.g., when using Intel’s Loihi chip [19]. Because the autonomic loop continuously maps the routing decisions and the expected costs, the CSG is able to quickly adapt the next routing decisions to better exploit the parallel resources that may be available to reach any member of the designated anycast group.

The remainder of the paper is organized as follows. The next section discusses related works. Section 3 offers details of the CSG and the proposed anycast routing method. Details of the experimental evaluation environment are given in Section 4 and the performance measurements of the proposed anycast routing method are reported in Section 5. Finally, Section 6 provides concluding remarks.

2. Related Works

Prior works have investigated anycast for regular networks, i.e., holding the original Internet-design assumptions. Anycasting is supported by both versions 4 and 6 of the Internet Protocol (IP) as documented in RFCs 1546 and 4291, and the Border Gateway Protocol (BGP-4, RFC 4271). It plays a vital role for DNS and CDN and services, but different issues have been noted, including the detection latency of IP anycast prefixes [20], AS-level anycast path inflation [21], and client-server mapping limitations that arise in CDN routing [2]. Several enhancements have been proposed focusing on either performance, see, e.g., [22,23], or security, e.g., to mitigate distributed denial-of-service (DDoS) attacks [5]. It has been shown that anycast routing can achieve near-optimal response times and that it can be tailored to suit the QoS requirements of DiffServ networks [24], but these techniques often require knowledge about the global network state (i.e., router loads) [25,26]. Anycast services can also be used at other layers of the protocol stack. Representative examples include methods to achieve low-latency access for edge computing services [27], to overcome the high packet loss rates of Internet-of-Things (IoT) environments [6], to optimize
the selection of replicated web servers [28], to improve the reservation system for electric vehicles and reduce the wait time [29], and to reduce the energy consumption of data centers [30] and wireless sensor networks [31,32].

However, DTNs and space networks are characterized by the lack of Internet-design assumptions, and therefore the works discussed above may not be directly applicable. One of the issues is the lack of a permanent end-to-end connectivity among all nodes [33]. Currently, the literature on anycast DTN routing is sparse. A group of works has addressed the probabilistic DTN case with random contacts. Along that line of research, the anycast social distance metric (ASDM) was introduced [34]. The ASDM helps to direct routing messages in the direction of the location where most group members are expected to be present. In the time constrained anycast (TCA) method [35], the one-hop and two-hop delivery probability to the anycast group are determined from the distribution of inter-contact times (ICT). Routing decisions are then made based on an exponential distribution of ICTs. An extension to CGR has also been proposed [36], which considers the history of the observed contacts.

Theoretical studies of the problem include the application of epidemic routing to DTN anycasting, which has been studied under a Markovian assumption [37]. The semantics related to the address identifier to be used in DTNs have been examined at least for the case without recurrent network partitioning [38]. Larger anycast groups increase the chances of delivering the information quickly to any of the group members. This case was studied in simulation for a sparse mobile network communicating ad hoc and using the receiver-based forwarding (RBF) approach [39]. A genetic algorithm (GA) has been applied to DTN anycast routing for deterministic networks [40], showing reduced average delays compared to the shortest path but mainly with a small number of concurrent sessions, possibly because of the slow convergence time of GAs.

3. Anycast Routing

The network is identified by a topology that is dynamically changing due to node mobility, scheduling decisions, and signal propagation issues. The changes mainly follow well-defined patterns, e.g., resulting from orbital mechanics, and therefore, the future contact times between nodes can be predicted. The service unit is called bundle and the use of multiple contacts and nodes may be needed to deliver each bundle to the sink. Any node can operate as a gateway routing bundles for other nodes. It is assumed that the one-hop transmissions are provided by a reliable convergence layer protocol and the use of the Licklider Transmission Protocol (LTP) is assumed. The routing process aims to deliver each bundle both efficiently and with a minimum delay to any member node of the anycast group. The former aim prevents the use of bundle duplication, and therefore any form of epidemic routing, whereas the latter requires the optimization of both the member selection and the path to reach that node. Furthermore, the routing decisions must be done autonomously without any central coordination. The gateways are not aware of the global network state. The main concepts behind the cognitive space gateway approach, which was previously introduced for unicast routing, are concisely discussed followed by the proposed anycast extension.

3.1. CSG Routing Method

Routing decisions are determined independently by each gateway with the help of an SNN architecture (i.e., the cognitive network controller—CNC [18]). After choosing the optimal outbound link for each data bundle, the SNN is modified so that the CNC can adapt to the expected outcome of such a decision (i.e., the routing cost) and mitigate the performance impact of the latest bundle transmission to the next bundles. This process is achieved by modifying some of the synapse strengths of the SNN. To illustrate the process, a brief overview of the SNN model is first provided.
3.1.1. Spiking Neuron Model

The CNC uses the leaky-integrate-and-fire (LIF) spiking neuron model, although other spiking neuron models are also suitable [41]. The LIF model describes the electrical properties of biological neurons as given by a resistor–capacitor (RC) circuit that is driven by a current \( I(t) \). The membrane potential is a function of time \( u(t) \) that can be determined with the expression: \( \tau \frac{du}{dt} = u(t) - \theta + RI(t) \), where \( \tau = RC \) is the selected time constant of the circuit and \( I(t) \) the total stimulus.

As in the biological case, neurons can communicate with each other via nerve impulses or spikes. One spike is emitted by a neuron when its membrane’s potential reaches a given threshold \( \theta \). A neuron produces spikes at times \( t^{(j)} : u(t^{(j)}) = \theta \). After emitting one spike, the membrane potential drops significantly, i.e., the neuron requires to rest for some time. The potential drops to the level \( u_r < \theta \) for a given time period \( \Delta \) (i.e., the refractory period). During that time, the neuron ignores the effect of new spike arrivals or any external stimulus. The SNN connections determine which neurons will be affected by the emission of spikes and by how much as given by the values of the synaptic strengths (or connection weights). From neuron \( j \) (the pre synapse) to neuron \( k \) (the post synapse) the synapse strength is denoted by \( w_{jk} \), with \( w_{jk} \leq 0 \). Spiking neurons are either of excitatory or inhibitory nature. In the former case, the spikes emitted by such neurons tend to increase the membrane’s potential of the post synapse neuron. In the latter case, the effect is the opposite.

The stimulus \( I(t) \) consists of the aggregated effect of the potential gradients produced by all of the neuron’s dendrites, which include the effect of any external stimulus \( i_e(t) \) and the spikes arriving from neuron \( j \). The spikes arriving at the post-synaptic neuron are modeled by the impulse train \( i_{jk}^{(f)}(t) = \delta(t - t^{(f)} - d_{jk}) \), which occur at the firing times \( f \), delayed by \( d_{jk} \). Because more than one synapse may connect any two neurons, the notation emphasizes that the effect of the \( k \)-th synapse originated at neuron \( j \). Therefore, the resulting stimulus can be expressed as \( I(t) = i_e(t) + \sum_f \sum_i \sum_k w_{jk} i_{jk}^{(f)}(t) \).

3.1.2. Cognitive Network Controller

The CNC [18] defines an SNN architecture of \( 2(K - 1) \) neurons, where \( K \) is the number of outbound link decisions (also known as actions) that are available for the bundle. Each action is represented by one excitatory neuron: \( N_1, \ldots, N_K \) connected as a mesh with synapses \( w_{Ni,Nj} \) in both directions for any two neurons \( i, j = 1, \ldots, K, i \neq j \). The goal of the other neurons is to provide membrane potential regulation as the excitatory signals of the core neurons can lead to potential saturation. This is achieved by making the neurons \( M_1, \ldots, M_{K-2} \) inhibitory with directed synapses toward the core neurons: \( w_{Mi,Nj}, \ i = 1, \ldots, K-2, j = 1, \ldots, K \).

To make a routing decision, the CNC starts by applying identical external stimulus \( I_{ref} \) to all neurons. The SNN activity is then observed to determine the time of emission of the neurons’ second spike. The first spike is used for bootstrapping the SNN as that spike carries the effect of the current synaptic connection values to the post-synapse neurons. Once the neuron that emits the earliest second spike is detected, the routing decision is given by the link being represented by that neuron, i.e., the CNC decides to use the link \( a = i^*, \) provided that \( N_{i^*} = \arg\min_{N_i} t^{(2)}(N_i) \ , i = 1, \ldots, n \) where \( t^{(f)}(x) \) is the firing time of the \( f \)-th spike of neuron \( x \). If multiple neurons are detected to emit their second spike at the same time, the link decision is carried out randomly among those options. Furthermore, to prevent local minima, the routing decisions are modulated by a random walk with a (small) probability of \( P_w \).

3.1.3. CNC Learning

After a routing decision \( a \) has been made, the CNC computes the estimated cost (or negative reward) of that choice. In this paper, the interest is in optimizing response times, and thus the routing cost \( C \) is computed in terms of the expected delivery time of the
bundle (at the destination) via the selected outbound link. The average observed cost can be iteratively calculated using the expression: \( G \leftarrow aC + (1 - a)G \), where \( 0 \leq a \leq 1 \) is a hyperparameter. The gradient \( \delta = G - C \) is used to update the SNN weights using the scaling factor \( \eta > 0 \) (the learning rate):

\[
\begin{align*}
    w(N_j, N_a) & \leftarrow w(N_j, N_a) + \eta \delta, & j = 1, \ldots, K; & a \neq j \\
    w(M_{k, a}, N_a) & \leftarrow w(M_{k, a}, N_a) - \eta \delta, & k = 1, \ldots, K - 2
\end{align*}
\]

(1)

As routing decisions are made and the SNN’s weights are changed, the range of weight values is observed. When the range exceeds a predetermined threshold, a weight regulation process is applied to shift and scale the weights to a selected range. This is done to prevent synapse connections from becoming too large or too small, which may impact the emission of spikes. The learning algorithm has the linear complexity \( O(n) \), where \( n \) is the number of decisions.

3.2. Anycast CSG Routing

The proposed anycast routing method defines both the semantics of the anycast group and the mechanisms needed to optimally forward the bundles to any one member of the group. More than one anycast group may concurrently work. Consider one such group \( A = \{k\} \), where \( k \) is a CSG node address.

3.2.1. Anycast group semantics

To fulfill the former requirement, a CSG gateway needs to determine whether it is part of \( A \), which can be accomplished by defining the destination address \( d \) either as a compounded identifier or as a reserved identifier for the anycast group. The task is facilitated by the use of string identifiers by the CSG to name network nodes. In the first case, \( d = A \), which offers the advantage that the source can dynamically modify the group composition without needing to communicate the details to other nodes, but requires extending the header size of the bundles with an overhead that is proportional to \( |A| \). In the second case, \( d = a \), where \( a \) is a string that identifies the group \( A \). The size of \( a \) can be much shorter than \( |A| \) but the method requires informing \( A \) to each \( k \in A \), and so any group membership modifications are more involved than with the first method. In either case, the anycast group members need not confirm their membership to the source node. For greater flexibility, the CSG anycast method supports both methods so that the decision of which method will be used would depend on the features and the logistic constraints of specific missions.

3.2.2. Optimal Anycast Bundle Forwarding

Each unicast or anycast destination is assigned a separated CNC at any CSG gateway \( i \). The reward-shaping method used by the CSG [16] to estimate the cost \( C \) for each routing decision toward destination \( d \) (i.e., the negative reward) requires three terms:

\[
C = T_{i,j} + T_{j,d} + D_{i,d}
\]

(2)

where \( T_{i,j} \) is the average bundle communication time over the \( i,j \) link, \( T_{j,d} \) is the communication time from gateway \( j \) to destination \( d \), and \( D_{i,j} \) is the expected dormant time, i.e., the total disruption time of all links along the path. The first two terms include the radiation and buffering times but not the contribution of link disruptions. It is convenient to define \( T_{i,j} = \hat{T}_{i,j} + T_{i,j} \). The bundle transmission time to the neighbor \( j \) can be measured after the event either by the convergence layer or through the single-hop bundle acknowledgement that is sent by the neighbor. In either case, gateway \( i \) keeps the average observation using:

\[
T_{i,j} \leftarrow (1 - a)T_{i,j} + at_{i,j},
\]

where \( t_{i,j} \) is the new measurement.

The single-hop bundle acknowledgements are also used by neighbor \( j \) to share its own estimation \( T_{j,d} \) with the preceding node. The process repeats along the path with \( T_{d,d} = 0 \). Gateway \( i \) stores the value \( T_{j,d} \) for the next calculation.
As with unicast destinations, the gateway determines the dormant time introduced by link disruptions by analyzing the contact plan. The contact plan is given as a list of tuples \((t_s, t_e, n_s, n_e, f)\), where \(t_s\) and \(t_e\) are the start and end times of the contact between nodes \(n_s\) and \(n_e\) with expected channel features \(f\). The latter term is ignored in this discussion for simplicity. The contact plan is updated by replacing \(n_e \leftarrow a\). The feasible paths are then calculated with respect to \(a\) (i.e., considering \(a\) as a supernode) using Algorithm 3 and after defining the graph from the contact plan with the procedures indicated by Algorithms 1 and 2. Algorithms 2 and 3 are identical to the one used for unicast addresses except for the last step of Algorithm 3. The time complexity of the algorithms is quadratic in the size of the contact plan.

**Algorithm 1 Prepare contact plan.**

1. `procedure PREPAREPLAN(P', t, n_s, a, A)`  \(\triangleright P'\): contact plan, `t`: wall time, `n_s`: source, `a`: anycast identifier, `A`: anycast group
2. \(P \leftarrow [\text{empty list}]\)
3. \(P \leftarrow P + (n_s, n_s, t, \infty)\)  \(\triangleright\) append source contact
4. \(P \leftarrow P + (a, a, t, \infty)\)  \(\triangleright\) and destination contact
5. `for all (n_i, n_j, t_s, t_e) \in P' do`
6.  `if t_e < t then`
7.      `continue`  \(\triangleright\) skip this entry
8.  `end if`
9.  `if t_s < t then`
10.     `t_s \leftarrow t`
11. `end if`
12. `if n_j \in A then`
13.     `n_j \leftarrow a`
14. `end if`
15. `P \leftarrow P + (n_i, n_j, t_s, t_e)\)  \(\triangleright\) append entry
16. `end for`
17. `return P`
18. `end procedure`

The last step of Algorithm 3 filters the routes so that the list to be returned only includes as the next hop the optimal neighbor \(j^*\) (as selected by the SNN) and the learning process is done with reference to that node. Cost \(C\) is given by the lowest value \(\tau\) that is returned by Algorithm 3. The cost value is then used to adjust the weights of the SNN as defined by the learning method. Additionally, a simple extension needs to be added to the normal processing of incoming bundles. When a gateway \(k\) receives a new bundle with destination address \(d\), it needs to check for anycast group membership when \(d\) is an anycast identifier \((a = k)\) (or \(k \in A\) with the other semantic). If so, it passes the bundle to the upper layer.
Algorithm 2 Create contact graph

1: procedure CONTACTGRAPH($P$) \triangleright P: contact plan
2: $G \leftarrow \{\text{empty associative array}\}$
3: $n \leftarrow \text{length of } P$
4: for $i \leftarrow 1, n$ do
5: $(n_i, n_j, t_s, t_e) \leftarrow P[i]$
6: $G[i] \leftarrow \{\text{empty list}\}$
7: for $j \leftarrow 1, n, i \neq j$ do
8: $(n'_i, n'_j, t'_s, t'_e) \leftarrow P[j]$
9: if $n_j = n'_i$ then
10: if $t_s < t'_e$ then
11: $G[i] \leftarrow G[i] + j$
12: end if
13: end if
14: end for
15: end for
16: return $G$
17: end procedure

Algorithm 3 Search feasible routes

1: procedure GETROUTES($G, P, n_s, n_d, t, j^*$) \triangleright G: contact graph, $P$: contact plan, $n_s$: source, $n_d$: destination, $t$: wall time, $j^*$: reference neighbor
2: $R \leftarrow \{\text{empty list}\}$
3: $W \leftarrow \{\text{empty list}\}$
4: $W \leftarrow W + ([0], [n_s], t)$ \triangleright [0]: contact ID path, $[n_s]$: node path, 0: path cost, $t$: wall time
5: while $W$ is not empty do
6: $C, N, \tau \leftarrow \text{pop}(W)$ \triangleright get & del first entry
7: $h \leftarrow \text{last contact ID listed in } C$
8: $(n_i, n_j, t_s, t_e) \leftarrow P[h]$
9: for all $k \in G[h]$ do
10: $(n'_i, n'_j, t'_s, t'_e) \leftarrow P[k]$
11: if $k \in C$ or $n_j \in N$ then
12: continue \triangleright avoid loop
13: end if
14: if $k == 1$ then
15: $R \leftarrow (C + k, N, \tau)$ \triangleright destination contact
16: else
17: if $\tau > t'_e$ then
18: continue \triangleright contact ended
19: end if
20: else if $\tau < t'_s$ then
21: $\tau \leftarrow t'_e$ \triangleright wait for contact
22: end if
23: $W \leftarrow W + (C + k, N + n'_j, \tau)$
24: end if
25: end if
26: end for
27: end while
28: return $R$ sorted by cost ($\tau$) and filtered so that for all $r \in R$ the next hop is $j^*$.
29: end procedure
4. Evaluation Testbed

The proposed anycast routing method was evaluated experimentally for a representative set of scenarios of space, air, ground, and sea. To this end, a network testbed of 10 Linux servers was deployed (PowerEdge Dell R220, Intel Xeon CPU E3-1270 v3 running at 3.50 GHz with 16 GB RAM). A machine virtualization hypervisor (VirtualBox 6.1) was used to create the virtual machines (VM) containing the anycast gateway software. The VMs were configured with 2 CPUs and 12 MB RAM without any CPU execution cap. Moreover, to prevent any performance degradation from multitenancy or the shared use of machine resources, a single gateway was created per host with direct access (i.e., using the bridged adapter) to each of the network ports. Each server was equipped with six network interface cards (NIC) in total, which were provided by a PCI express four-port NIC in addition to the two NICs embedded on the mainboard. The network topology is depicted in Figure 1. The edges indicate the one-way propagation delays used for scenario 2, but the topology was the same for all of the tests. The testbed was build using point-to-point connections with a nominal transmission rate of 1 Gbps (i.e., UTP cables connecting NICs). The unicast routing performance of the implementation has been experimentally compared to that of ION-DTN [42,43], which suggests the correctness of the system implementation.

A tool was developed to achieve dynamic and repeatable control of the topology links’ state during each experiment run, which allows testing different network conditions. The Network Environment Emulator (NEE) allows programmatic control of the link delays, rates, and packet drops through a distributed, master–slave architecture that works on top of Linux’s traffic control, where the master node calculates the intended state of the network over time and communicates the changes when they are due to the relevant clients (agents) that run on the gateway nodes. The main task of the agents is to implement the desired changes. For example, the deactivation of the link (i.e., link disruption) is achieved by applying a filter (netem qdisc) to the desired interface that drops 100% of the packets received. A contact is emulated by removing such filters. Likewise, changes in the bit error rate (BER) and transmission rates of the links can be programmatically controlled by the NEE. In addition to implementing link impairments, the NEE also works as an information source for the contact plan, which is calculated for a given future window (60 s in the tests) and communicated to the gateways.

**Figure 1.** Topology of the network testbed used for scenario 2. Flow source: g21. Two-member anycast group: [g27, g30].

The CSG software [16], which is in Python, was extended to support anycast routing. The gateway was configured with the Licklider transmission protocol (LTP) as the convergence layer (CL) protocol. LTP is a delay-tolerant protocol that can reliably deliver data blocks over an unreliable link with disruptions and long propagation delay. The main features of LTP were implemented: delay tolerance, block segmentation, reliable block delivery via multi-round transmissions, and the use of parallel transmission sessions (configured as 32 sessions). The latter feature allows the protocol to achieve high efficiency over large delay-bandwidth links. The same CL was used for all of the tested scenarios to obtain...
comparable results. For performance reference, the CGR algorithm was also implemented. CGR is the standard routing method used by Schedule-Aware Bundle Routing, and so it provides an adequate reference of the performance level of the current state-of-practice of DTN. The parameters used by the CNC are shown in Table 1. Each experiment consisted of observing the bundle delivery performance of a flow addressed to the anycast set \{g27, g30\}, and sent from node g21. The flow included 100 kB bundles, which were sent at a designated rate. The transmission was stopped after 1000 bundles. Since a reliable convergence layer was used, the final experiment statistics were collected after all of the bundles arrived at the anycast destination. Note that the intention is not to find the steady-state results, but to characterize the average performance of a selected number of bundle transmissions that represent as a whole, for example, the transmission of a large scientific dataset split into 1000 bundles. The experiments were repeated multiple times and where possible; the 95% confidence interval is shown.

Table 1. Summary of the CNC parameters used in the tests.

| Parameter                           | Value |
|-------------------------------------|-------|
| SNN simulation time, step           | 100 ms|
| SNN simulation step                 | 0.5 ms|
| Time constant (τ)                   | 10 ms |
| Resistance (R)                      | 10 MΩ |
| Maximum depolarization (spike voltage) | 35 mV |
| Spike fire threshold (θ)            | −50 mV|
| Reset                               | −90 mV|
| Rest                                | −70 mV|
| Bootstrap current (I_{ref})         | 2.1 nA|
| Random walk probability (P_w)       | 0.1   |
| Learning factor (η)                 | 0.1   |
| Smoothing factor (α)                | 0.1   |

5. Performance Measurements

Mobile networks for space, air, ground, and sea applications involve the use of channels of different characteristics that are affected by particular environmental conditions. To cover a wide range of cases while still allowing reasonable comparisons among the different cases, the evaluation study focused on a common network topology (depicted in Figure 1). Different cases were then evaluated by applying different conditions to the channel features and operating conditions.

5.1. Scenario 1: Homogeneous Propagation Delays and Random Packet Drops

The case of links sharing identical features was evaluated first. In this scenario, the propagation delay values that are depicted by the graph’s edges in Figure 1 were replaced with a constant value of 100 ms. These delays were emulated by introducing controlled buffering to the outbound links of the nodes through the Traffic Control tool (NetEm). Three of the links were configured to randomly drop packets with a small probability: 0.01 (g22–g28), 0.02 (g23–g26), and 0.03 (g25–g27). These links emulate the use of wireless channels in the topology (e.g., via medium-orbit satellites). Figure 2a depicts the average response time achieved by the proposed anycast routing method. For comparison purposes, the results obtained with CGR (unicast as the protocol does not support anycast) to either of the anycast group members are also shown. Addressing the whole traffic with CGR to g27 rather than g30 produced better results. The performance achieved by the CSG method was observed to be better than either choice sent with CGR. CSG dynamically divided the flow delivering a number of the bundles to g27 and the rest to g30 as the SNN adapted to the expected routing cost. This effect can be observed in Figure 2b, which depicts the average path of the flows and sub-flows. The average observed split between the two sub-flows is depicted in Figure 2d. It is interesting to note that under low traffic levels, CSG attempted to balance in about the same proportion the workload of both anycast group
members. However, as the traffic level was increased, there was a clearer preference for the g27 node because of the larger end-to-end bandwidth to that node. The response time deviation of the resulting sub-flow from the aggregate average was observed to be very small in this experiment. The average response time of the sub-flows is depicted by the discontinuous lines in the figure. The addition of both sub-flow throughputs yielded the final CSG throughput.

Figures 2. Scenario 1: Homogeneous propagation delays and random packet drops. (a) Average response time; (b) average path length; (c) bundle throughput; (d) traffic split.

Lower bundle response times imply a more balanced use of the parallel paths that are available for forwarding bundles in the DTN. Both routing methods use this metric as the minimization goal. By reducing the response times, it is also possible to improve the end-to-end throughput as indicated by the results in Figure 2c compared to what can be achieved with unicast CGR to a selected member.

5.2. Scenario 2: Earth–Moon Scenario

Mobile networks of nodes in the space, air, ground, and sea domains may include links of large one-way light times. To evaluate one such case, a possible earth–lunar network was considered by modifying the propagation delays of the testbed. In this case, data need to be downloaded from a node in the lunar section to any of the two designated ground stations. Three links were configured as long-haul connections: g23–g26, g25–g27, and g22–g28, with a 1.3 s propagation delay for each communication direction. No random packet losses were introduced in this test. The propagation delays within each of the sections were selected to be in the range of 7–150 ms to represent different ground, satellite–satellite, and satellite–ground links, with satellites at MEO and LEO orbits.

The link propagation delays that were in general longer that in the previous scenario directly impacted the response times of the flow. This effect is depicted in Figure 3a, where the average response times of either of the unicast routing transmissions were up to 10 times larger than the one obtained with the anycast CGR once congestion started forming. As with the first experiment, the lower response times were achieved by exploiting longer but
less congested paths, as shown in Figure 3b. The g21–g30 sub-flow that was dynamically
determined by CSG was transmitted over a longer path on average than the other sub-flow.
As with the first scenario, a larger throughput was observed for medium to high traffic
levels, as shown in Figure 3c. The average observed traffic split between the two group
members as dynamically determined by the CSG anycast routing is depicted in Figure 3d
with the g27 target achieving a slightly higher preference over the g30 target.

Figure 3. Scenario 2: Emulated earth–moon network topology. (a) Average response time; (b) average
path length; (c) bundle throughput; (d) traffic split.

5.3. Scenario 3: Regular Link Disruptions

Link disruptions can occur in mobile networks for different reasons in addition to
regular link and node failures. It is well known that random graphs show a zero-one
phase transition for network connectivity; thus, if the node density drops below the critical
threshold, the chances of a network partition greatly increase [44]. Environmental factors,
such as obstacles, can also cause link disruptions. Satellite links in the LEO, MEO, or
HEO can experience loss of visibility for several minutes or hours and even longer periods
beyond the cislunar range.

Repetitive disruption patterns were dynamically applied to two of the long-haul links
of the network as follows. Link g23–g26 was kept active for 11 s and then disabled for
5 s. The active–inactive time lengths for Link g25–g27 were chosen to be 7 s and 13 s,
respectively. Given that the experiments were run in real-time, the contact and disruption
times were chosen to be small to achieve manageable testing times. The disruption patterns
were controlled at runtime by the NEE, which, as explained earlier, runs as a distributed
process parallel to the CSG.

The link disruptions reduce the end-to-end carrying capacity of the network, which the
CSG attempts to dynamically discover and exploit. For the given topology and disruption
pattern, this task is achieved by using longer paths, as shown in Figure 4b. The penalty
of this capacity reduction can be observed through the longer average response times
of the flow bundles, as depicted in Figure 4a. Unlike the previous case, the disruptions
accentuated the performance differences between the two anycast group members, with
unicast routing to g30 offering greater bandwidth than to g27. It is interesting to observe that the CGR actually preferred g27 in larger proportion to g30 as the delivery target as it lay along the faster path, as shown in Figure 4d. These observations also apply to the flow throughput that is depicted in Figure 4c.

Figure 4. Scenario 3: Network with regular link disruptions. (a) Average response time; (b) average path length; (c) bundle throughput; (d) traffic split.

5.4. Anycast Group Size

Although it would depend on the layout of the network topology and the group member that are chosen, the general expectation is that larger anycast groups would involve shorter delivery times. To verify this observation, a set of experiments was designed with different group sizes. Starting from the two-member case of the prior sections, new group members were added in the following order: g29, g26, g28, g22, g24, g23, and g25, yielding group sizes from 2 to 9. To define this sequence, the farthest node from the source was selected to join the anycast group for the next experiment.

Figure 5 depicts the average response time as a function of the anycast group size. Four cases are shown, which correspond to traffic levels of 10, 20, 50, and 100 bundles. The expected response times become larger with higher traffic levels, but smaller with larger groups. A significant change can be observed in the response time after increasing the group size to 6. One of the reasons for this outcome is that all of the first five gateways in the group belong the ground section of the network and so all feasible paths must cross one of the long-haul links. The first gateway located at the space section side, where the flow source is also located, is g22, which was added to make a group of size 6.

Another reason for the large change in the response time after adding node g22 is because of the network topology, whose structure allows a significant reduction in the path length once the group size becomes at least 6 (see Figure 6). Additionally, note that the differences on the average path length tend to diminish as the anycast group becomes larger due to the reduced path diversity.
Figure 5. Effect of the anycast group size on the average response time of the flow. Given the vector $M = [g_{29}, g_{26}, g_{28}, g_{22}, g_{24}, g_{23}, g_{25}]$, the anycast group $A$ of size $n$, $n = 1, \ldots, |M|$ was defined as $A = \{M_i\}$, $i = 1, \ldots, n$.

Figure 6. Smaller path lengths were observed on average with larger anycast group sizes.

The observations regarding the average flow throughput follow a similar logic with one difference (see Figure 7). For light traffic levels (i.e., 10 or 20 bundles) the throughput remained almost constant regardless of the group size. This happened because no saturation was reached with those traffic levels and thus the observed throughput was basically identical to the flow rate. With large traffic levels, congestion is created in parts of the network and the throughput is less than the flow rate. For those cases, the addition of space-section gateways to the group (size 6 onwards) allowed boosting the flow throughput significantly, thus removing all congestion at least for the case of $\lambda = 50$. 
6. Conclusions

By taking advantage of the autonomous route decision-making capability of the cognitive space gateway method, an anycast routing mechanism for delay-tolerant networks was developed. It allows network gateways to independently determine the optimal outbound link to be used that leads to the lowest delivery time to one of the members of the anycast group. Measurements obtained with a system prototype have shown significant performance improvement over unicasting given that anycasting is not currently supported by the standard space DTN approach (i.e., the CGR algorithm). Future work is expected to further evaluate the approach using representative traffic of actual applications.
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Abbreviations

The following abbreviations are used in this manuscript:

BER Bit Error Rate
CGR Contact Graph Routing
CL Convergence Layer
CCSDS Consultative Committee for Space Data Systems
CNC Cognitive Network Controller
CSG Cognitive Space Gateway
DTN Delay-Tolerant Networking
LIF Leaky-Integrate-and-Fire
LTP Licklider Transmission Protocol
SNN Spiking Neural Network
UTP Unshielded Twisted Pair
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