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1 Introduction

Over the past decades the study of networks has gained increasing importance due to its widespread applicability such as in social sciences, computer science, economics, biology, physiology, and ecology. In the context of dynamics on networks, synchronization is a field of high interest [1]. It is an important phenomenon, for instance, in neuroscience [2–11]. The master stability function is a powerful tool to investigate the stability of zero-lag, cluster and group synchronization [12–15] but generally is limited to networks of identical systems with one discrete delay time. Only under the condition of commuting coupling matrices, two or more discrete delay times can be considered [14,15]. However, real-world networks are not limited to cases well described by commuting coupling matrices and discrete delay times but are often characterized by a complex topology, for example of random or small-world type, and heterogeneous delays. In the brain, the length, the diameter, and the kind of the axons between the neurons determine the nerve conduction velocity. Therefore the propagation speed between neurons can vary between 1 and 100 mm/ms [16]. The aim of this paper is to investigate synchronization and other space-time patterns in the presence of heterogeneous delay times. In particular we consider two discrete delay times as well as unimodal and bimodal delay distributions. In the context of the brain, a bimodal distribution is a good first approximation if coupling on two different length scales is considered, i.e., nearby connections within brain areas associated with short delays, and links between distant areas characterized by long delays.

The paper is organized as follows: in Section 2 we introduce the neural model and the delay coupling. Section 3 discusses possible spiking scenarios in regular, small-world, and random networks if the coupling delays are drawn from a unimodal distributions. In Section 4, we explore the role of resonance effects in the presence of two different discrete delay times. Section 5 extends the results of Sections 2 and 3 by investigating a bimodal delay distribution. A conclusion is given in Section 6.

2 Model

The local dynamics of each node in the network is modeled by the FitzHugh-Nagumo differential equations [17,18]. The FitzHugh-Nagumo model is paradigmatic for excitable dynamics close to a Hopf bifurcation [19], which is not only characteristic for neurons but also occurs in the context of other systems ranging from electronic circuits [20] to cardiovascular tissues and the climate system [21,22]. Each node of the network is described as follows:

\[
\begin{align*}
\dot{u}_i &= u_i - \frac{u_i^3}{3} - v_i + C \sum_{j=1}^{N} G_{ij} [u_j(t - \tau_{ij}) - u_i(t)] , \\
\dot{v}_i &= u_i + a , \quad i = 1, \ldots, N ,
\end{align*}
\]

(1)

where \(u_i\) and \(v_i\) denote the activator and inhibitor variable of the nodes \(i = 1, \ldots, N\), respectively, and \(\varepsilon\) is a timescale parameter and typically small (here we will use \(\varepsilon = 0.01\), meaning that \(u_i\) becomes a fast variable while \(v_i\) changes slowly. In the uncoupled system \((C = 0)\), \(a\) is the threshold parameter: for \(a > 1\) the system is excitable while for \(a < 1\) it exhibits self-sustained periodic firing.
This is due to a supercritical Hopf bifurcation at a = 1 with a locally stable fixed point for a > 1 and a stable limit cycle for a < 1. We choose a = 1.3 such that the system operates in the excitable regime.

The coupling matrix $G = \{G_{ij}\}$ defines which nodes are connected to each other. An invariant synchronization manifold will only exist if $G$ has a constant row sum; without loss of generality we assume the row sum to be unity, i.e., $\sum_j G_{ij} = 1, \ i = 1, \ldots, N$. We construct the matrix $G$ by setting the entry $G_{ij}$ equal to 1 (0) if the $j$th node couples (does not couple) into the $i$th node. After repeating this procedure for all entries of $G_{ij}$, we normalize each row to unity. The overall coupling strength is given by $C$. Throughout the paper, we use bidirectional coupling, which means that signals can always be transmitted in both directions. This makes $G$ a symmetric matrix (before we normalize each row sum to 1). $T = \{\tau_{ij}\}$ is the delay matrix, i.e., $\tau_{ij}$ is the time the signal needs to propagate from the $j$th to the $i$th node.

### 3 Unimodal delay distributions in complex networks

The first step in going from one discrete delay time to more realistic models with heterogeneous delay times is to consider a unimodal distribution. In the following, we choose the elements of the delay matrix $T$ randomly from a normal distribution $\mathcal{N}(\tau_\mu, \sigma^2)$ with mean $\tau_\mu$ and standard deviation $\sigma$.

In reference [8], system (1) with a $\delta$-distribution of the delay times was investigated. For excitatory coupling – i.e., all entries of $G$ are positive – it was shown that synchronized spiking with an inter-spike interval (ISI) of $\tau_\mu$ is always stable independently of coupling strength and delay time (as long as both are large enough to induce any spiking at all). In this section, we will discuss how robust these results are if we increase $\sigma$. In particular we will focus on the effect of the underlying topology – regular, small-world, or random – on the dynamics. These topologies are constructed as follows: in a regular ring network each node is connected with equal strength to its $k$ nearest neighbors to the left and to the right, i.e., the node degree is $2k$. If additional excitatory links are added with a probability $p$ to such a regular network, a small-world network arises [23–25]. In a random network each node is linked with probability $p$ to every other node [26–29]. Depending on the distribution width, the topology, and initial conditions there are essentially three different types of dynamics observable: highly-synchronous spiking, spiking, and global amplitude death, from which the spiking can be subdivided into several subclasses.

#### 3.1 Spiking patterns and amplitude death

**Highly-synchronous spiking**

If $\sigma$ is small enough, stable synchronization with an ISI of $\tau_\mu$ will persist, while the spikes will be broader than for a delta distribution.

The quality of synchronization can be measured using the Kuramoto order parameter [30]:

$$R = \frac{1}{N_s} \sum_{j=1}^{N_s} e^{i \phi_j},$$

where $N_s$ is the number of spiking nodes. In other words, we do not include non-spiking nodes when calculating the Kuramoto order parameter. $\phi_j$ is the phase of the $j$th oscillator. $\phi_j$ can be defined as:

$$\phi_j = 2\pi \frac{t_j - t_n}{t_n - t_{n-1}},$$

where $t_n$ is the time of the last spike of the $j$th neuron [31]. For $R = 1$, perfect phase synchronization is reached; if $R \approx 0$, the network is desynchronized. We consider a network as highly synchronized if $R > 0.99$ after all transient effects have vanished.

**Spiking**

For intermediate $\sigma$, different dynamical subclasses can be observed where the network still exhibits spikes, but not necessarily in a highly synchronized manner: approximate synchronization, traveling disruptions, and partial amplitude death.

The first scenario is that all nodes in the network still synchronize but because of the non-zero width of the delay distribution the incoming spikes do not arrive exactly at the same time but with some slight deviations. Thus, $R$ drops below 0.99, i.e., the network is not any longer highly synchronized. Figure 1a shows as an example the time series of approximate synchronization: the spike times are marked by red dots in panel (a) and the Kuramoto order parameter $R(t)$ is plotted in panel (b). After some transient time the spikes synchronize fast. However, $R$ remains below 0.99.

A fairly well synchronized behavior is the most common spiking pattern, but in regular-ring structures as well as in some small-world realizations a different type of behavior can be observed as well: in Figure 2a disruption travels along many nodes in a ring network without causing amplitude death to the network. Such traveling disruptions can arise for fairly high standard deviations, e.g., in Figure 2, $\sigma = 0.2$, however, the probability for this behavior is quite low since amplitude death is much more common as will be discussed later.

Furthermore, networks can be observed where only a subset of nodes spikes, while the other nodes undergo partial amplitude death. This is the case if, by chance, in a fairly isolated subnetwork the deviation of delay times is smaller than the deviation in the whole network. In large random networks the probability for this is small, since fairly isolated subnetworks arise rarely as they require some kind of ordered structure in the network. In case of small-world networks though, it is more likely that a subnetwork can maintain stably synchronized spiking while...
Fig. 1. (a) Approximately synchronized spiking pattern (red dots) and (b) order parameter $R$ (blue line) vs. time for a small-world network with a delay distribution with standard deviation $\sigma = 0.2$. Parameters: $N = 50$, $p = 0.51$, $k = 2$, $C = 1.0$, $a = 1.3$, $\epsilon = 0.01$ and $\tau_{\mu} = 5$. The initial condition is $u_i = -a$, $v_i = a - a^3/3$ for all $i = 1, \ldots, 50$. The history function of all nodes is the spiking state.

Fig. 2. Spiking patterns showing traveling disruptions in a regular ring network with $N = 50$ nodes and $\sigma = 0.2$. Red dots indicate spikes. Other parameters as in Figure 1. Other regions of the network undergo amplitude death. This scenario is depicted in Figure 3. One can also observe cases where a part of the network stops spiking temporarily but then gets excited again and fires synchronously with the rest of the network. This reanimation is also observable in Figure 3 around node No. 43.

Global amplitude death

If $\sigma$ becomes too large, amplitude death is induced, i.e., all nodes remain in the fixed point and no spikes are released.

Amplitude death is caused by two different factors. First, each node needs excitation from many neighbors at the same time. As $\sigma$ increases, the probability that enough spikes from the neighboring neurons arrive sufficiently close in time decreases. Furthermore, the nodes’ neighbors which spike too early or too late and which are therefore already or still in the fixed point ($u_*, v_*$) will pull the node back as they give rise to a negative coupling term of the form $u_* - u_i$ in equation (1), where we considered the effect on the $i$th node.

Second, even if a spike can be excited by the arriving spikes, for large $\sigma$ retarded spikes are likely to perturb the trajectory of the already spiking node. The result is a spike with a low amplitude, which will be fed back into the network. If this happens on a global scale, i.e., if there is no fairly isolated subnetwork, which can maintain the amplitude of the spikes, the spikes will be damped in the course of time and will eventually lead to global amplitude death.

Both of the mentioned effects can be seen in the trajectory depicted in Figure 4. The first effect prevents the trajectory to reach the far right nullcline (dashed blue) in the phase space, which would have been reached in the absence of the negative force pulling it to the left. The second effect causes the trajectory to wiggle around on its round trip, instead of allowing a smooth course. This is due to excitations arriving during the round trip which pull the trajectory back and forth. Both effects lead to a decreasing amplitude and eventually to amplitude death.
ular ring, (b) a small-world network, and (c) a random network. The network shows any kind of spiking behavior (see solid lines in Fig. 5). Comparing the different topologies, the network splits into subnetworks survive, which is very unlikely for small world and random networks. Noteworthy is also that in the case of regular networks global amplitude death occurs later for larger networks, while in small-world and random networks small networks survive longer.

The topology of the network is even more critical when considering the fraction of highly synchronized networks, i.e., the curves for \( p_h \) (dashed lines in Fig. 5). A particularly interesting phenomenon is the non-monotonic behavior of \( p_h \) in the regular ring networks (Fig. 5a dashed). While the fraction of highly synchronized networks rapidly drops for small \( \sigma \), it rises again as the fraction of spiking networks falls. For large \( \sigma \), \( p_h \) and \( p_s \) converge, i.e., only highly synchronized networks survive for higher \( \sigma \). This is certainly not the case for intermediate \( \sigma \), where most of the surviving networks are not highly-synchronized. This counterintuitive behavior of \( p_h \) can be explained by the fact that for intermediate \( \sigma \) the network splits into subnetworks as shown in Figure 6: panel (a) shows the spiking pattern of a regular ring for intermediate \( \sigma \) (\( \sigma = 0.1 \)), i.e., a value for which almost all networks are spiking in a highly asynchronous manner; panel (b) depicts the corresponding Kuramoto order parameter \( R \). Panels (c) and (d) show the same for a longer time series up to \( t = 2000 \). It can be clearly seen that after some transient time (\( t \approx 500 \)), the network consists of two different subnetworks, at times separated by a patch of partial amplitude death (subnetwork synchronization). Simulations indicate that these subnetworks survive for infinitely long times and do not synchronize. As a consequence the two networks have slightly different ISIs resulting in a beating behavior: for a while the networks are almost synchronized, then their spiking times drift apart leading to slow oscillations in the Kuramoto order parameter. Thus, most of the times \( R \) is much smaller than 0.99 and the networks is not classified as highly synchronized.

3.2 Statistical analysis

Which kind of dynamics will take place on a network depends on the topology, the width of the delay distribution, and on initial conditions. For a systematic study, we calculate \( p_s(\sigma) \) and \( p_h(\sigma) \), where \( p_s(\sigma) \) and \( p_h(\sigma) \) are the probabilities that for a given realization of the delay matrix \( T \) with the standard deviation \( \sigma \) and a given realization of the network topology, the network shows any kind of spiking behavior (\( p_s \)) or highly synchronized spiking (\( p_h \)), respectively. Note that \( p_h \leq p_s \) as the highly synchronized networks are a subset of the spiking ones. Figure 5 shows \( p_h(\sigma) \) (dotted lines) and \( p_s(\sigma) \) (solid lines) for (a) a regular ring, (b) a small-world network, and (c) a random network.

Figure 5 reveals that for each type of topology, a threshold value \( \sigma_t \) exists above which global amplitude death almost certainly sets in, i.e., \( p_h(\sigma) \approx 0 \) for \( \sigma > \sigma_t \) (see solid lines in Fig. 5). Comparing the different topologies, it is interesting to note that \( \sigma_t \) is smaller, about 0.15 for \( N = 100 \), in the case of the small-world and the random network as compared to the regular network, where \( \sigma_t \) is about 0.2. Furthermore, in small-world and random networks \( \sigma_t \) is preceded by a steep sigmoidal transition, while in the case of the regular network the transition is less steep and characterized by a long tail making it difficult to clearly define \( \sigma_t \). As discussed later in detail, the reason for this behavior is that in regular networks often spiking subnetworks survive, which is very unlikely for small world and random networks. Noteworthy is also that in the case of regular networks global amplitude death occurs later for larger networks, while in small-world and random networks small networks survive longer.
Fig. 5. Probability of spiking $p_s$ (solid lines) and of highly synchronized spiking $p_h$ (dotted lines) vs. standard deviation of delay distribution $\sigma$ for (a) a regular ring networks with $k = 2$, i.e., each node is connected to its nearest and next-nearest neighbor to the left and to the right, (b) small-world networks with $k = 2$ and $p = 0.51$ and (c) random networks with $p = 0.51$ and different network sizes $N = 20$ (blue), $N = 50$ (red), $N = 100$ (green). Other parameters as in Figure 1.

If $\sigma$ is increased above approximately 0.13, the system either exhibits global amplitude death, or the spiking in one of the subnetworks only dies out. The nodes in the surviving subnetwork remain highly synchronized, since they all interact and the distribution width is not yet too large. Thus almost all networks which do not undergo global amplitude death are highly synchronized (recall that in the definition Eq. (2) of the order parameter only spiking nodes are considered). For even larger $\sigma$, global amplitude death can be observed in almost all network realizations.

In contrast, in small-world networks a different behavior can be observed: $p_s$ and $p_h$ do not coincide for large $\sigma$ but the spiking networks survive longer than the highly synchronized networks (see Fig. 5b). The reason is that in a small-world network subnetworks do not easily arise because the additional long range links connect the different parts of the network. However, more and more disruptions occur for larger $\sigma$. They decrease $R$ and are thus responsible for the fact that less highly synchronized network persist.

Neither traveling disruptions nor partial amplitude death can be observed in a random network. Therefore, almost all surviving networks are highly synchronized, as shown in Figure 5c.

4 Two discrete delay times
In references [32,33] it was shown that already in a simple motif of two coupled FitzHugh-Nagumo systems with two or three different delay times, complex dynamics arise. In particular, resonance effects between the different delay
Fig. 6. Spiking patterns showing subnetwork synchronization in a regular ring network with $N = 50$ nodes for different $\sigma$: (a–d) $\sigma = 0.1$; (e, f) $\sigma = 0.13$. Panels (a), (c) and (e): red dots indicate spikes; panels (b), (d) and (f): Kuramoto order parameter $R$. Note that (c) and (d) show the same simulation as (a) and (b) for a longer time series. Other parameters as in Figure 1.

Fig. 7. Example of a small-world network, where inner connections (red (black) arrows) have a delay $\tau_1$, while the outer connections of the underlying regular ring (green (gray) arrows) are characterized by a delay $\tau_2$.

times proved to be crucial. Here we study the effect of two discrete delay times in larger complex networks. We focus on small-world networks (see Fig. 7 for a schematic diagram) and separate the two parts of the network in a meaningful way by choosing $\tau_2$ as the delay associated with the underlying regular network (green (gray) arrows), and $\tau_1$ as the delay time of the additional random links (red (black) arrows).

Depending on the ratio between $\tau_1$ and $\tau_2$, different spiking patterns emerge. We measure the ISIs (Interspike intervals) in simulations while gradually increasing $\tau_1$ for fixed $\tau_2 = 6$ as depicted in Figure 8a. Figure 8b shows a mathematical reconstruction of the results obtained numerically in panel (a) based on the following argument: any spike in the network will eventually be fed into the system again with a delay. Starting from the synchronous manifold, i.e., $(u_1, v_1) = \ldots = (u_N, v_N) \equiv (u_s, v_s)$, spikes will first reappear with a delay of either $\tau_1$ or $\tau_2$. Those spikes again will be transmitted to other neurons with one of the two delays meaning that eventually nearly all possible combinations of forwarding a spike with either delay $\tau_1$ or $\tau_2$ will be observable in the network. Thus, we can obtain all possible spiking times from the expression:

$$T_{lk} = l\tau_1 + k\tau_2$$

with $l, k \in \mathbb{N}_0$. 


Fig. 8. Interspike intervals (ISIs) in a small-world network plotted versus the delay $\tau_1$ of the inner connections. (a) Simulations. (b) Mathematical reconstruction according to equation (4). $\tau_2 = 6$, $N = 20$, $k = 2$, $p = 0.51$. Other parameters as in Figure 1.

Fig. 9. Interspike intervals (ISIs) (red dots) and delays (blue dots) of a small-world network. $N = 50$, $\sigma(1) = \sigma(2) = \sigma = 0.01$, $p = 0.51$. Other parameters as in Figure 1.

After sorting all possible $T_{lk}$ by size, the ISIs are given by the difference between neighboring elements in the sorted list. Note that for the mathematical reconstruction in Figure 8b, ISIs < 0.1 were discarded since the spikes have a width of approximately 0.1 if they are close, i.e., the ISI is small.

Coherent spiking, i.e., spiking with a constant ISI, is observable as a result of resonance effects: for a case where the ratio of the multiple delay times is given by:

$$n \tau_1 = m \tau_2$$

with $m, n \in \mathbb{N}$, coherent spiking with an ISI equal to:

$$\frac{\tau_1}{m} = \frac{\tau_2}{n}$$

is induced, where we choose the smallest possible $m$ and $n$, i.e., $m$ and $n$ do not have common divisors. A similar relation has been obtained in reference [34] for a system of two time-discrete systems with several unequal delays and in reference [33] for a system of two coupled FitzHugh-Nagumo systems with unequal coupling and self-feedback delay times. Note that $n$ and $m$ in equation (5) cannot be chosen arbitrarily large: if $\tau_1/m$ or $\tau_2/n$ is smaller than 0.4 spikes run into each other and coherent spiking is not possible any longer.

5 Bimodal delay distributions

In this section, we discuss a network characterized by a bimodal delay distribution. In such a network, the superposition of two normal distributions with two mean delay times $\mu_1$ and $\mu_2$ and two standard deviations $\sigma(1)$ and $\sigma(2)$ determines the delay between nodes.

Peak distance of the distribution

To study the effects of different bimodal distributions, we start by changing the difference $\mu_1 - \mu_2$ between the two peaks of the distribution, while keeping the standard deviations constant: $\sigma(1) = \sigma(2) = 0.01$. The result is shown in Figure 9, where the ISIs are depicted vs $\Delta \tau = \tau_2 - \tau_1$.

Figure 9 shows that for distributions with small and medium width, i.e., $\sigma(1) = \sigma(2) < 0.01$, the ISIs follow the condition of equation (5) discussed for the case of two discrete delay times if we substitute $\tau_1$ and $\tau_2$ by the two peak positions, i.e., $\tau_1 = \mu_1$ and $\tau_2 = \mu_2$. The same pattern also emerges for random networks (not shown here).

Width of the distribution

If the width of the two peaks becomes too large, equations (5) and (6) fail as good descriptions for the spike
Fig. 10. Interspike intervals (ISIs) (red dots) and delay distributions (blue dots) vs. $\sigma = \sigma^{(1)} = \sigma^{(2)}$ for different combinations of mean delay times. (a, b) Small-world network ($k = 2$, $p = 0.51$), (c) regular ring network ($k = 2$). Mean delay times are $\tau_1 = 6$ and $\tau_2 = 8$ for (a) and (c), and $\tau_1 = 5$ and $\tau_2 = 10$ for (b). $N = 50$. Other parameters as in Figure 1.

As $\sigma$ increases, the coherent spiking breaks down. Instead, networks can be observed where different parts of the network spike with different ISIs. This effect is particularly prominent in the case of a ring network, since in such a network isolated subnetworks can easily arise, in which the delay distribution allows for persistent spiking. Figure 11 shows exemplarily the dynamics in a regular ring network for intermediate values of the distribution width ($\sigma = 0.05$ in panels (a)–(c), $\sigma = 0.08$ in panels (d)–(f)). Panels (c) and (f) show the spiking patterns. For the lower $\sigma$ value, (panel (c)), a part of the network (from about node 30 to node 45) exhibits partial amplitude death, while the majority of the nodes keeps spiking though in different subnetworks characterized by different ISIs. For the higher value of $\sigma$, only a small subset of spiking nodes persists. The time series of node 0 in panel (a) and its phase portrait in (b) show that no longer all spikes have the same amplitude, but the amplitudes vary slightly in an irregular fashion due to the coupling with other nodes with inhomogeneous delay times.

If $\sigma$ is further increased, global amplitude death sets in.

How robust the network is towards increasing the peak widths depends on the topology and the mean delay times. If $m$ and $n$ in equation (6) are large, coherent spiking is less robust, since the probability that spikes overlap constructively after a time $n\tau_{\mu}^{(1)} = m\tau_{\mu}^{(2)}$ decreases. For example, in the case $\tau_{\mu}^{(1)} = 6$ and $\tau_{\mu}^{(2)} = 8$, $n = 3$ and $m = 2$, while $\tau_{\mu}^{(1)} = 5$ and $\tau_{\mu}^{(2)} = 10$ yield the combination $n = 2$ and $m = 1$, explaining why the synchronized spiking collapses in Figure 10a for smaller $\sigma$ than in Figure 10b. The size of the interval of $\sigma$, in which asynchronous spiking takes place, depends on the topology. In regular rings the interval is considerably larger (see Fig. 10c) because subnetwork synchronization, as already observed in unimodal
Fig. 11. Dynamics for a bimodal delay distribution in a regular ring with \( k = 2 \) for different \( \sigma \): (a–c) \( \sigma = 0.05 \); (d–f) \( \sigma = 0.08 \). (a) and (d): time series of \( u_0 \) (dark red) and \( v_0 \) (light blue); (b) and (e): phase portraits of a single spiking node \((u_0, v_0)\): trajectory (red solid) and \( u \)-nullcline (blue dashed); (c) and (f): spiking patterns. Mean delay times \( \tau_1 = 6 \), \( \tau_2 = 8 \). Other parameters as in Figure 1.

delay distributions, can occur. This subnetwork synchronization causes ISIs different than the ones predicted using equation (5) while the spiking can still remain regular. In random networks (not shown here), the interval shrinks to zero as no regularity is left in the topology.

6 Conclusion

We have studied the effects of heterogeneous coupling delays in complex networks of excitable elements. As a model we have used the FitzHugh-Nagumo system which is generic for excitability of type II, i.e., close to a Hopf bifurcation. We have investigated two discrete delay times as well as uni- and bimodal continuous distributions. As topologies we have considered regular, small-world, and random networks.

In case of unimodal distributions, we have found three different dynamical scenarios: for narrow distributions the network fires in a highly synchronized mode, because it behaves almost as expected for a network with only one discrete delay time equal to the mean of the distribution. Thus, such networks can be described in good approximation by a discrete delay time which allows for further analysis, for example, using the master stability function. If the width of the distribution is increased, states might arise where the network still fires but with reduced synchronicity. Whether such states, for instance traveling disruption patterns, subnetwork synchronization, or partial amplitude death, exist depends on the topology since they require a certain degree of regularity found in regular rings and to a lesser extent also in small-world networks. In contrast, in random networks, i.e., in the absence of any regularity, such dynamics is hardly found. If the width of the delay distribution becomes too large, global amplitude death is induced.

Global amplitude death has first been observed by Reddy et al. in delay-coupled Stuart-Landau oscillators [35]. They showed that an appropriate choice of the delay time changes the stability of the fixed point and yields global amplitude death. In contrast, FitzHugh-Nagumo is an excitable system. Thus, delay in the coupling is needed to generate self-sustained oscillation with a period close to the delay time [33]. However, as we show, if
the delay distribution becomes too large the delay cannot play this constructive role any longer.

The phenomena of partial amplitude death has been first investigated by Atay in two coupled weakly nonlinear oscillators [36]. However, there partial amplitude death was induced by heterogeneities in the nodes, while here we focus on delay heterogeneities.

Masoller and Atay studied Gaussian and exponentially distributed delays in networks of logistic maps [37]. They also find synchronous oscillating dynamics for narrow delay distributions and amplitude death for wider distributions. However, the network topology plays a different role; for logistic maps subnetwork synchronization is possible in random networks, while we see this dynamical behavior only in regular and (rarely) in small-world networks.

Furthermore, we investigated two discrete delay time and bimodal distributions. The dynamics in networks with two discrete delay times is characterized by resonance effects, similar to the effects observed in small network motifs [32,33], independent of topology. If a resonance condition is fulfilled the network spikes coherently with an interspike interval which is described by a simple linear relation.

Bimodal distributions combine the features of the two cases discussed above: they are characterized by two dominant mean delay times, but with a distribution of the delays around these two peaks with some widths. Hence, we observe dynamical patterns which we already encountered in the two other cases. If the widths around the two mean delays are small, the network behaves as in the case of two discrete delay times and resonance effects play a major role. If the widths of the distributions increases, we see dynamical scenarios already present in the case of unimodal distributions with intermediate width. In particular, in regular networks and small-world networks we see that several subnetworks coexist which spike with different interspike intervals. For large distribution widths, amplitude death is the only dynamical state which we have found.

In summary, networks with narrow delay distributions can be well described by discrete delays, but as the width of the distribution increases, topological features have to be taken into account as they can give rise to more complex dynamics. In networks with broad distributions spiking is not possible any longer and initial excitations die out fast, leading to global amplitude death. This behavior is similar to the case of only two coupled oscillators with distributed delay in the link between them, where the regime of amplitude death increases with the width of the delay kernel [38–40]. The robustness of highly synchronous spiking against heterogeneous delays is best for random networks, and worst for large regular networks, and intermediate for small-world networks. In contrast, large regular networks are more robust than random or small-world networks with respect to avoiding global amplitude death, since they can allow stable subnetwork spiking more easily.

This work was supported by the DFG in the framework of the SFB 910.
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