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ABSTRACT
A zeroth-order Hamiltonian based on Koopmans matrices for complete active space second-order perturbation theory (CASPT2) is presented. This Hamiltonian involves three types of Fock matrices. The original CASPT2 Fock matrix is retained for excitation classes where the excitation does not change the number of electrons in the complete active space (CAS). For excitation classes involving a change in the number of electrons in the CAS, two alternative Fock matrices corresponding to either positive or negative ionization of the CAS are introduced. These are constructed such that they exactly reproduce the Koopmans matrices for a singly ionized CAS. Test calculations indicate that the method gives better excitation energies than CASPT2 without using empirical parameters, for example, the ionization potential-electron affinity shift, which is also designed to improve excitation energies. The method is also less prone to intruder states than conventional CASPT2. Moreover, the dissociation curve for the chromium dimer looks much more reasonable than the one obtained with conventional CASPT2.
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I. INTRODUCTION
The complete active space self-consistent-field (CASSCF) method describing static electron correlation represents the starting point for obtaining electronic wave functions with multiconfigurational character. These become important for nearly degenerate ground states occurring in the formation or breaking of chemical bonds or transition metal complexes. As in the single reference case, various methods exist for adding dynamic electron correlation on top of a reference wave function. Multireference configuration interaction (MRCI) both uncontracted\(^1\) and contracted\(^2,3\) is based on the addition of doubly excited configurations to the reference wave function but lacks size consistency. Multireference coupled cluster (MRCC) theory,\(^4\) on the other hand, is both complex and costly and not yet ready for application to larger systems. Thus, approaches based on perturbation theory represent a viable alternative for the treatment of dynamic electron correlation in the multireference case. The most important of these are complete active space second-order perturbation theory (CASPT2)\(^15,16\) and \(n\)-electron valence space perturbation theory (NEVPT2).\(^17,18\)

In contrast to NEVPT2, CASPT2 is plagued by the problem of intruder states arising from near-zero energy denominators in the perturbation expansion with \(\text{Cr}_2\) being a prominent example where these states lead to several discontinuities in the dissociation curve.\(^20\) The most obvious remedy for avoiding intruder states is level shifts increasing the energy denominators.\(^21,22\) Another modification of the CASPT2 zeroth-order Hamiltonian aims at a more balanced treatment of closed-shell and open-shell configurations.\(^23\) A more specific level shift technique adapted to the ionic nature of the CAS for perturber functions belonging to excitation classes where electrons are added to or removed from the CAS has also been suggested.\(^24\) These shifts are denoted as ionization potential-electron affinity (IPEA) shifts and depend on the occupation numbers of the active orbitals and involve an empirical parameter. Based on minimization of errors for dissociation and excitation energies, a default value of 0.25 a.u. has been suggested for this parameter.\(^24\) However, there is no unique choice fitting all purposes. Studies on spin crossover phenomena in organometallic complexes are controversial, suggesting a much larger value in the interval 0.5–0.7 a.u.\(^25\) or the default value.\(^25\) Evaluation of magnetic coupling constants in heterobinuclear complexes found a value of zero, i.e., the original CASPT2 method to be most appropriate.\(^26\) The results for the spin energetics of \(\text{Fe}^{II}\) and \(\text{Fe}^{III}\) heme complexes employing IPEA shifts of 0.25 a.u. and 0.5 a.u. are ambiguous.\(^27\) The effect of the IPEA shift on the dissociation curve of the chromium dimer has also been studied.\(^28,29\) While Ruipérez \textit{et al.}\(^1\) found a value of 0.45 a.u. to be best
suited for the reproduction of the experimental values in the case of a (12, 12) CAS, Vancollie et al. observed that the dependence on the IPEA shift is strongly reduced if the CAS is increased. A critical analysis also demonstrates that the application of IPEA shifts is not always appropriate.

In the single reference case, the diagonal elements of the Fock operator used in MP2 theory correspond to negative ionization potentials and electron affinities for doubly occupied and empty orbitals, respectively. Analogously, one would expect the energies ascribed to active orbitals to correspond to electron affinities if an electron is excited from the doubly occupied to the active space and to ionization potentials if an electron is excited from the active to the virtual space. This, however, is not the case for the Fock matrix applied in the CASPT2 zeroth-order Hamiltonian. Considering an active orbital with an occupation number of one, the corresponding MO energy is approximately related to the arithmetic mean of an ionization potential and an electron affinity, leading to a lowering of the energy denominators and thus possibly to intruder states in both cases. The IPEA shifts are chosen such that they shift the active MO energies toward electron affinities if an electron is excited into the CAS and toward ionization potentials if an excitation removes an electron from the CAS. The approach suggested in this contribution is, in principle, based on the same idea but is intended to avoid the use of a more or less empirical parameter, which has to be varied within a wide range depending on the nature of the experimental values one wants to obtain. It is well-known that electron affinities and ionization potentials can be evaluated on the basis of extended Koopmans’ theorem.34–37 Starting from a CASSCF wave function, it has been demonstrated that such an approach gives vertical ionization potentials in good agreement with the experimental values and ionization potentials can be evaluated on the basis of extended Koopmans matrices for corresponding excitations of an electron into or out of the CAS. The two Fock matrices for positive and negative ionization of the CAS are then used in the CASPT2 formalism for the corresponding excitations. The details of this approach are described in Sec. II.

Test calculations have been performed to demonstrate the usefulness of the new approach. We have used a subset of the Thiel benchmark set for the evaluation of excitation energies. As the chromatic dimer is frequently used as a test case for any multireference method, the dissociation curve for this molecule has also been evaluated. Finally, we compare the spectroscopic constants for some simple diatomic molecules as obtained from several CASPT2 variants and NEVPT2.

II. THE CONSTRUCTION OF FOCK MATRICES FOR THE CASPT2 ZEROTH-ORDER HAMILTONIAN FROM KOOPMANS MATRICES

Since the Koopmans matrices play a central role in the development of the present formalism, we would like to briefly remind the reader to their definition. Given the wave function \( |\psi_N \rangle \) as a solution of the Schrödinger equation for \( N + 1 \) - or \( N - 1 \)-electron systems from scratch. Given an orbital basis set \( \psi_n \), the wave functions of these systems are represented as

\[
|\psi_{N+1}\rangle = \sum_p c_{n\sigma}^p \hat{a}_p^\dagger |\psi_N\rangle,
\]

\[
|\psi_{N-1}\rangle = \sum_p c_{n\sigma}^p \hat{a}_p |\psi_N\rangle.
\]

is the spin orientation of the electron to be added or removed. The variational parameters to be optimized are the coefficients \( c_{n\sigma}^p \) and \( c_{n\sigma}^p \), which are assumed to be real. They are obtained according to the stationary conditions \( \delta E_{\mu\nu} = 0 \) with

\[
E_{\mu\nu}^+ = E_{\mu\nu}^{N+1} - E_N = \frac{\langle \psi_{N+1}^+ | \hat{H} | \psi_{N+1} \rangle}{\langle \psi_{N+1} | \psi_{N+1} \rangle} - \langle \psi_N | \hat{H} | \psi_N \rangle,
\]

\[
E_{\mu\nu}^- = E_{\mu\nu}^{N-1} - E_N = \frac{\langle \psi_{N-1}^- | \hat{H} | \psi_{N-1} \rangle}{\langle \psi_{N-1}^- | \psi_{N-1} \rangle} - \langle \psi_N | \hat{H} | \psi_N \rangle,
\]

where the wave function \( |\psi_N\rangle \) is assumed to be normalized. Inserting Eq. (1) in Eq. (2) and assuming that \( |\psi_{N \pm 1}\rangle \) is an exact eigenfunction of the Schrödinger equation, i.e., \( \hat{H} |\psi_{N \pm 1}\rangle = E_{N \pm 1} |\psi_{N \pm 1}\rangle \), leads to

\[
E_{\mu\nu}^+ = \sum_{pq} c_{n\sigma}^p c_{n\sigma}^p K_{\mu\nu pq} + \sum_{pq} c_{n\sigma}^p c_{n\sigma}^p K_{\mu\nu pq},
\]

\[
E_{\mu\nu}^- = \sum_{pq} c_{n\sigma}^p c_{n\sigma}^p K_{\mu\nu pq} - \sum_{pq} c_{n\sigma}^p c_{n\sigma}^p K_{\mu\nu pq},
\]

with the Koopmans matrices

\[
K_{\mu\nu pq}^+ = \langle \psi_N | \hat{a}_p | \hat{a}_q \rangle [\hat{H}, \hat{a}_q^\dagger] |\psi_N\rangle,
\]

\[
K_{\mu\nu pq}^- = \langle \psi_N | \hat{a}_p | \hat{a}_q \rangle [\hat{H}, \hat{a}_q^\dagger] |\psi_N\rangle
\]

and the metric

\[
\langle \hat{a}_p \hat{a}_q \rangle_{\mu\nu} = \langle \psi_N | \hat{a}_p \hat{a}_q | \psi_N \rangle,
\]

\[
\langle \hat{a}_p \hat{a}_q \rangle_{\mu\nu} = \langle \psi_N | \hat{a}_p \hat{a}_q | \psi_N \rangle
\]

Note that the Hermiticity of the Koopmans matrices is not apparent from their formal definition given in Eq. (4). In fact, it depends on the assumption that \( |\psi_{N \pm 1}\rangle \) is an exact eigenfunction of the Schrödinger equation, which only holds for a full CI wave function.

Writing the Born–Oppenheimer Hamiltonian as

\[
\hat{H} = \sum_a \sum_{rs} h_{rs} \hat{a}_a^\dagger \hat{a}_a + \frac{1}{2} \sum_{a'b'} \sum_{rs} \sum_{r's'} \langle rs' | ss' \rangle \hat{a}_{a'}^\dagger \hat{a}_a \hat{a}_{a'} \hat{a}_{a'},
\]

one finally obtains for the Koopmans matrices

\[
K_{a\mu p}^+ = -\sum_{r} (h_{ra} - \sum_{s'} (q_{rs}^{a'})) \langle \hat{a}_p | \hat{a}_{a'} \rangle - \sum_{r'} \sum_{s''} \langle q_{rs'}^{a'} | \hat{a}_p \hat{a}_{a'} \hat{a}_{a'} \hat{a}_{a'} \rangle,
\]

\[
K_{a\mu p}^- = \sum_{r} h_{ra} \langle \hat{a}_p | \hat{a}_{a'} \rangle + \sum_{r'} \sum_{s''} \langle q_{rs'}^{a'} | \hat{a}_p \hat{a}_{a'} \hat{a}_{a'} \hat{a}_{a'} \rangle.
\]

Summing the Koopmans matrices over spin and introducing the particle excitation operator

\[
\hat{E}_{\mu p} = \sum_a \hat{a}_a \hat{a}_p
\]
and the corresponding hole operator

$$\hat{E}_{tr} = 2E_{tr} - E_{tr},$$

one obtains

$$K_{pq} = \sum_i K_{i,pq} = -\sum_i (h_{q,i} - \sum_r (q_{r,i} r)) (E_{pi})$$

$$K_{pq}^* = \sum_i K_{i,pq} = \sum_i h_{q,i} (E_{pi}) + \sum_r (q_{r,i} r) (E_{pi}).$$

In the following, we would like to give the Koopmans matrices for a CASSCF wave function where one has to distinguish three orbital subspaces. Indices 1, 2, ... , u, v, and w, h, u, v, and w, respectively. Using p, q, ... as general indices, one obtains

$$K_{pq} = -2F_{pq},$$

$$K_{pq} = -\sum_v (p_{t,i} - \sum_u (pu|uv)) (E_{eu}) + \sum_{v,v'} (p_{u'|v'w}) (E_{eu}E_{eu'}),$$

$$K_{pq}^* = \sum_v K_{v,pq} = \sum_v h_{q,i} (E_{ei}) + \sum_{v,v'} (q_{v'|u'w}) (E_{ei}E_{e'i'}),$$

with

$$F_{pq} = h_{pq} + \sum_k (2(pk|qk) - (pk|qk))$$

$$K_{pq} = \sum_i K_{i,pq} = \sum_i (E_{ui}) (pt|qu) - \frac{1}{2} (pt|qu),$$

$$K_{pq}^* = \sum_i K_{i,pq} = \sum_i (E_{ui}) (qk|pk) - \frac{1}{2} (qk|pk),$$

and \(E_{u} = (\Psi^{(0)}|E_{u}^{(0)}|\Psi^{(0)})\), where \(\Psi^{(0)}\) is the CASSCF wave function. Note that the Koopmans matrices, as given by Eq. (11), are not Hermitian, e.g., \(K_{pq} \neq K_{pq}^*\), because the CASSCF wave function is of course not an exact eigenfunction of the Born–Oppenheimer Hamiltonian. One may note, however, that the matrix elements of their active–active block, i.e., \(K_{uu}\) and \(K_{ww}\), appear in some of the matrix elements of NEVPT2 theory. Using the Dyall Hamiltonian\(^\text{10}\)

$$\hat{H}_D = \sum_i F_{iii} \hat{E}_i + \sum_{i<j} F_{ii} \hat{E}_i \hat{E}_j + \sum_{ij} h_{ij} \hat{E}_{ij}$$

$$+ \frac{1}{2} \sum_{ij} (tu|rs) (E_{ui} E_{iu} - \delta_{ui} \hat{E}_{iu}) + C$$

with the constant C in Eq. (13) chosen such that the zeroth-order energy corresponds to the energy of the CASSCF wave function, i.e., \(E^{(0)} = (\Psi^{(0)}|\hat{H}|\Psi^{(0)}) = (\Psi^{(0)}|\hat{H}_D|\Psi^{(0)})\), one obtains

$$\langle \Psi^{(0)}|\hat{H}_D - E^{(0)}|\Psi^{(0)}\rangle = -F_{tr} \langle \hat{E}_{tr} \rangle + \delta_{tr} K_{tr}^*,$$

$$\langle \Psi^{(0)}|\hat{H}_D - E^{(0)}|\Psi^{(0)}\rangle = F_{tr} \langle \hat{E}_{tr} \rangle + \delta_{tr} K_{tr}^*,$$

with \(\langle \Psi^{(0)}| = E_{\Psi}\) and \(\langle \Psi^{(0)}| = E_{\Psi}\). Note that the Dyall Hamiltonian contains a biatomic term, which leads to the appearance of Koopmans matrices in the matrix elements between excited configurations in Eq. (14). CASPT2, on the other hand, employs a zeroth-order Hamiltonian based on the single particle Fock operator

$$F = \sum_{pq} F_{pq} E_{pq},$$

where the matrix \(F\) is given by Eq. (12). Writing the CASPT2 zeroth-order Hamiltonian as

$$\hat{H}_D = |\Psi^{(0)}\rangle \langle \Psi^{(0)}| \hat{F}|\Psi^{(0)}\rangle + \hat{Q} \hat{F} + \hat{P} \hat{F} \hat{P} \hat{F},$$

with \(Q\) and \(P\) representing projection operators on the orthogonal complement of \(|\Psi^{(0)}\rangle\) in the CAS configuration interaction (CASI) space and the space spanned by internally contracted configuration state functions obtained from the application of single and double excitation operators to the CAS-CI wave function \(|\Psi^{(0)}\rangle\), respectively, one obtains

$$\langle \Psi^{(0)}|\hat{H}_D - E^{(0)}|\Psi^{(0)}\rangle = -F_{tr} \langle \hat{E}_{tr} \rangle + \delta_{tr} \left( \sum_u F_{tu} (\hat{E}_{tu}) + \sum_{uv} F_{uv} \right)$$

$$\times \left( (\hat{E}_{tu} (\hat{E}_{iu}) - \langle \hat{E}_{tr} \rangle (\hat{E}_{iu})) \right),$$

$$\langle \Psi^{(0)}|\hat{H}_D - E^{(0)}|\Psi^{(0)}\rangle = F_{tr} \langle \hat{E}_{tr} \rangle + \delta_{tr} \left( \sum_u F_{tu} (\hat{E}_{tu}) + \sum_{uv} F_{uv} \right)$$

$$\times \left( (\hat{E}_{tu} (\hat{E}_{iu}) - \langle \hat{E}_{tr} \rangle (\hat{E}_{iu})) \right),$$

with

$$E^{(0)} = \sum_{pq} F_{pq} (\hat{E}_{pq})\).$$

Comparing Eqs. (14) and (17), one might wish to replace the Fock matrices in the latter by other ones chosen such that the left-hand sides of these equations become identical. Denoting these Fock matrices as \(F'\) and \(F''\), one obtains

$$K_{tr} = \sum_u F_{tu} (\hat{E}_{tu}) + \sum_{uv} F_{uv} \langle \hat{E}_{tu} \rangle \langle \hat{E}_{iu} \rangle - \langle \hat{E}_{tu} \rangle \langle \hat{E}_{iu} \rangle,$$

$$K_{tr} = \sum_u F_{tu} (\hat{E}_{tu}) + \sum_{uv} F_{uv} \langle \hat{E}_{tu} \rangle \langle \hat{E}_{iu} \rangle - \langle \hat{E}_{tu} \rangle \langle \hat{E}_{iu} \rangle.$$
Thus, the energy levels of the active space resulting from this choice can be expected to be too low if an electron is excited into the active space and too high if an electron is excited from the active to the virtual space. This clearly favors the appearance of intruder states.

Taking into account the Hermiticity of the Koopmans and Fock matrices, the system of linear equations [Eq. (19)] can be written as

\[
K^*_t u = \sum_{v\geq u} X^*_t u v F^*_{t v} (t \geq u),
\]

\[
K^*_u = \sum_{v\geq u} X^*_u v w F^*_{u w} (t \geq u),
\]

with

\[
X^*_t u v w = \frac{1}{2} \left( E^*_t u v d^*_u v + E^*_t v w d^*_t v + E^*_u w v d^*_u w + E^*_t w u d^*_t w \right) + \left( E^*_t u v d^*_u v + E^*_t v w d^*_t v + E^*_u w v d^*_u w + E^*_t w u d^*_t w \right) - 2 \left( E^*_t u v d^*_u v \right),
\]

\[
X^*_u v w = \frac{1}{2} \left( -E^*_u v w d^*_u v - E^*_u w v d^*_u w \right) - 2 \left( E^*_u v w d^*_u v \right).
\]

In general, the matrix \(X\) is not definite, and its eigenvalues \(x_i\) may become near singular. This is addressed by a process known as Tikhonov regularization,\(^{31}\) where the inverse eigenvalues are modified using a small parameter \(\alpha = 10^{-2}\) as follows:

\[
x_i^{-1} = \frac{x_i}{x_i^2 + \alpha^2}. \tag{23}
\]

Thus, numerical instabilities are avoided, and the solution of Eq. (21) for the matrix elements of \(F^+\) and \(F^-\) by inversion of the matrix \(X\) does not present any difficulties.

Considering the active–active block of the Fock operator [Eq. (15)], we retain the original matrix elements for excitation classes, leaving the number of electrons in the CAS unchanged,\(^{32}\) thus,

\[
\hat{E}^+ u v = \sum_{t \geq u} \hat{E}^+_t u v d^*_u v + \sum_{t < u} \hat{E}^+_t u v d^*_t v + \hat{E}^+_u v w d^*_u w + \hat{E}^+_t w u d^*_t w - 2 \hat{E}^+_u v w d^*_u v.
\]

The modified CASPT2 approach described in Sec. II has been implemented in the ORCA program package,\(^{33}\) which has been used for all results presented in the following. It was our main goal to test the new method denoted as CASPT2-K in the following in cases that are sensitive to intruder states.

### III. NUMERICAL RESULTS

The modified CASPT2 approach described in Sec. II has been implemented in the ORCA program package,\(^{33}\) which has been used for all results presented in the following. It was our main goal to test the new method denoted as CASPT2-K in the following in cases that are sensitive to intruder states.

#### A. Excitation energies for a subset of the Thiel benchmark set

A benchmark set of medium-sized organic molecules for testing vertical excitation energies has been compiled by Schreiber \textit{et al.}\(^{39}\) This so-called Thiel benchmark set has also been used by Shapiro \textit{et al.}\(^{39}\) to probe the excitation energies obtained from state-specific NEVPT2 calculations in comparison with CASPT2. In our calculations, we have chosen a subset of the complete Thiel benchmark set based on a preference for molecules where the CASPT2 method tends to be sensitive to intruder states. These molecules have been identified using the data given by Zobel \textit{et al.}\(^{33}\) in the supplementary material of their paper. As we wanted to avoid the use of arbitrary parameters as far as possible, level shifts are only applied if absolutely necessary, i.e., in the case of intruder states that are identified by their reference weight. The setup of our calculations (basis set, frozen core, active space, geometry, symmetry, and weighting factors of state averaging) is identical to the one given by Schreiber \textit{et al.}\(^{39}\) and also used by Shapiro \textit{et al.}\(^{39}\) In particular, the same TZVP basis set has been applied.\(^{39}\) In analogy to the work of Shapiro \textit{et al.}\(^{39}\) results from an iterative approximate coupled-cluster triples model (CC3) are used as a reference because it has been demonstrated that excitation energies obtained from CC3 are close to full CI values.\(^{39}\) Table I shows results for NEVPT2, CASPT2, the present method denoted as CASPT2-K, and CASPT2-IEPA with the standard value of 0.25 for the shift parameter. A comment on our implementation of the IPEA shift might be appropriate at this point. In the original work of Ghigo \textit{et al.}\(^{32}\), the IPEA shift is added to the diagonal elements of the Fock matrix. We followed a different method given by Kepenekian \textit{et al.}\(^{32}\) These authors apply the shift given in Table I of their paper for various excitation classes to the diagonal matrix elements \(\langle \Psi_\nu | H_0 - E_\nu^0 | \Psi_\nu \rangle\) of the perturbed functions, with \(H_0\) being the CASPT2 zeroth-order Hamiltonian. Thus, our IPEA results deviate slightly from those obtained from the MOLCAS program package.\(^{32}\) The literature on this subject is unclear to us.

Signed deviations from the CC3 excitation energies are given in Table I for the methods mentioned above. The reference weight of the ground state amounts roughly to 0.7–0.8 for the molecules considered. If the reference weight of an excited state has been found to be more than 10% lower than that of the ground state, an imaginary level shift of 0.2 a.u. has been added for the affected states. The corresponding excitation energies are given in italics in Table I.
TABLE I. Vertical excitation energies $\Delta E$ for a subset of the Thiel test set for various CASPT2 variants and NEVPT2. The table shows the signed deviation ($|\Delta E - \Delta E_{CC}^{i}|$) with respect to the CC3 results taken as a reference. Values in italics correspond to the results obtained with an imaginary level shift (see the text). The statistical values at the end of the table are the mean signed error $\text{MSE} = 1/N \sum_i (|\Delta E - \Delta E_{CC}^{i}|)$, the mean unsigned error $\text{MUE} = 1/N \sum_i (|\Delta E - \Delta E_{CC}^{i}|)$, and the standard deviation $\sigma = \sqrt{1/N \sum_i (|\Delta E - \Delta E_{CC}^{i} - \text{MUE}|^2)}/N$. $N = 79$ is the total number of excitations presented in the table.

| Molecule     | State | Type | CC3 | NEVPT2 | CASPT2 | CASPT2-K | CASPT2-IPEA |
|--------------|-------|------|-----|--------|--------|----------|-------------|
| Benzene      | $^2\text{E}_2g$ | $\pi \to \pi^*$ | 8.43 | 0.01   | 0.63   | 0.30     | 0.25        |
|              | $^1\text{B}_{2u}$ | $\pi \to \pi^*$ | 5.07 | −0.14  | 0.42   | 0.12     | 0.10        |
|              | $^1\text{E}_{1g}$ | $\pi \to \pi^*$ | 7.45 | 0.34   | 0.78   | 0.77     | 0.17        |
|              | $^1\text{B}_{1g}$ | $\pi \to \pi^*$ | 6.68 | 0.28   | 0.54   | 0.43     | 0.10        |
|              | $^3\text{E}_2g$ | $\pi \to \pi^*$ | 7.49 | −0.10  | 0.50   | 0.16     | 0.12        |
|              | $^1\text{E}_{1u}$ | $\pi \to \pi^*$ | 4.90 | −0.08  | 0.36   | 0.14     | −0.02       |
|              | $^1\text{B}_{2g}$ | $\pi \to \pi^*$ | 6.04 | 0.57   | 0.66   | 0.54     | 0.18        |
|              | $^1\text{B}_{1u}$ | $\pi \to \pi^*$ | 4.12 | −0.20  | 0.25   | 0.01     | 0.02        |
| Naphthalene  | $^2\text{A}_{g}$  | $\pi \to \pi^*$ | 5.98 | −0.25  | 0.09   | 0.11     | 0.15        |
|              | $^3\text{A}_{g}$  | $\pi \to \pi^*$ | 6.90 | 0.05   | 0.95   | 0.39     | −0.12       |
|              | $^1\text{B}_{2g}$ | $\pi \to \pi^*$ | 6.07 | −0.03  | 0.65   | 0.30     | 0.05        |
|              | $^2\text{B}_{1g}$ | $\pi \to \pi^*$ | 6.79 | 0.62   | 0.88   | 0.80     | 0.41        |
|              | $^1\text{B}_{2u}$ | $\pi \to \pi^*$ | 4.27 | −0.10  | −0.11  | −0.18    | −0.50       |
|              | $^1\text{B}_{3u}$ | $\pi \to \pi^*$ | 6.57 | 0.56   | 0.73   | 0.88     | 0.25        |
|              | $^3\text{B}_{1u}$ | $\pi \to \pi^*$ | 8.44 | 0.63   | 1.00   | 0.83     | 0.48        |
|              | $^1\text{B}_{3g}$ | $\pi \to \pi^*$ | 5.03 | 0.66   | 1.16   | 0.90     | 0.79        |
|              | $^3\text{B}_{3g}$ | $\pi \to \pi^*$ | 8.12 | 0.20   | 0.89   | 0.52     | 0.34        |
|              | $^2\text{B}_{3u}$ | $\pi \to \pi^*$ | 6.33 | 0.72   | 0.93   | 0.89     | 0.29        |
|              | $^1\text{A}_{g}$  | $\pi \to \pi^*$ | 5.52 | −0.07  | 0.42   | 0.15     | 0.01        |
|              | $^2\text{A}_{g}$  | $\pi \to \pi^*$ | 6.79 | 0.27   | 0.91   | 0.59     | 0.37        |
|              | $^3\text{A}_{g}$  | $\pi \to \pi^*$ | 6.47 | 0.36   | 0.58   | 0.29     | −0.07       |
|              | $^1\text{B}_{1g}$ | $\pi \to \pi^*$ | 4.47 | −0.10  | 0.30   | 0.08     | −0.06       |
|              | $^2\text{B}_{1g}$ | $\pi \to \pi^*$ | 6.76 | −0.03  | 0.63   | 0.25     | 0.11        |
|              | $^3\text{B}_{1g}$ | $\pi \to \pi^*$ | 6.48 | 0.68   | 0.86   | 0.68     | 0.34        |
|              | $^1\text{B}_{2u}$ | $\pi \to \pi^*$ | 3.11 | −0.15  | 0.24   | 0.02     | −0.07       |
|              | $^2\text{B}_{2u}$ | $\pi \to \pi^*$ | 4.64 | −0.06  | 0.38   | 0.14     | −0.02       |
|              | $^1\text{B}_{3u}$ | $\pi \to \pi^*$ | 4.18 | −0.06  | 0.35   | 0.14     | −0.08       |
|              | $^2\text{B}_{3u}$ | $\pi \to \pi^*$ | 5.11 | 0.67   | 0.64   | 0.56     | 0.14        |
| E-hexatriene | $^2\text{A}_{g}$  | $\pi \to \pi^*$ | 5.58 | 0.02   | 0.48   | 0.20     | 0.16        |
|              | $^1\text{B}_{g}$  | $\pi \to \pi^*$ | 5.72 | 0.88   | 0.78   | 0.78     | 0.38        |
|              | $^1\text{A}_{g}$  | $\pi \to \pi^*$ | 4.32 | −0.07  | 0.30   | 0.07     | 0.00        |
|              | $^1\text{B}_{u}$  | $\pi \to \pi^*$ | 2.69 | −0.04  | 0.21   | 0.07     | −0.02       |
| Furan        | $^2\text{A}_{1}$  | $\pi \to \pi^*$ | 6.62 | −0.13  | 0.51   | 0.18     | 0.09        |
|              | $^3\text{A}_{1}$  | $\pi \to \pi^*$ | 8.53 | 0.18   | 0.92   | 0.70     | 0.17        |
|              | $^1\text{B}_{2}$  | $\pi \to \pi^*$ | 6.60 | 0.16   | 0.53   | 0.41     | 0.08        |
|              | $^1\text{A}_{1}$  | $\pi \to \pi^*$ | 5.48 | −0.17  | 0.31   | 0.08     | −0.02       |
|              | $^1\text{B}_{2}$  | $\pi \to \pi^*$ | 4.17 | −0.18  | 0.19   | 0.04     | −0.02       |
| Pyridine     | $^2\text{A}_{1}$  | $\pi \to \pi^*$ | 6.85 | −0.24  | 0.30   | 0.05     | −0.27       |
|              | $^3\text{A}_{1}$  | $\pi \to \pi^*$ | 7.70 | 0.47   | 0.93   | 0.90     | 0.27        |
|              | $^4\text{A}_{1}$  | $\pi \to \pi^*$ | 8.68 | 0.65   | 1.30   | 1.12     | 0.72        |
|              | $^1\text{A}_{2}$  | $\pi \to \pi^*$ | 5.50 | 0.04   | 0.23   | −0.08    | −0.02       |
|              | $^1\text{B}_{1}$  | $\pi \to \pi^*$ | 5.05 | 0.21   | 0.10   | −0.15    | −0.11       |
|              | $^1\text{B}_{2}$  | $\pi \to \pi^*$ | 6.15 | 0.18   | 0.39   | 0.11     | 0.06        |
It can be seen that the number of such states amounts to six for CASPT2-K and 13 for CASPT2-IPEA out of 79 states altogether. Thus, the new method obviously reduces the sensitivity to intruder states. Intruder states in CASPT2-K have been encountered in all excitation classes except $E_{\text{di}}, E_{\text{di}}|\Psi(0)\rangle,$ $E_{\text{di}}E_{\text{di}}|\Psi(0)\rangle,$ and $E_{\text{di}}E_{\text{di}}|\Psi(0)\rangle$. Mean signed and unsigned errors with respect to the CC3 values are given at the end of Table I. It can be seen that the mean signed error is much smaller than the mean unsigned error for NEVPT2, which clearly performs better than the CASPT2 variants. The absolute values of the maximum errors are 0.92 eV, 3.14 eV, 1.92 eV, and 0.87 eV for NEVPT2, CASPT2, CASPT2-K, and CASPT2-IPEA, respectively. The corresponding states are plagued by intruders in

| Molecule | $\Delta E$ (eV) | Unsigned error (eV) |
|----------|----------------|---------------------|
|          | $\Delta E$ (eV) | NEVPT2 | CASPT2 | CASPT2-K | CASPT2-IPEA |
| $3^1B_2$ | $\pi \rightarrow \pi^*$ | 8.77   | 0.14   | 0.29     | 0.58       | 0.47       |
| $2^1B_2$ | $\pi \rightarrow \pi^*$ | 7.99   | 0.49   | 0.91     | 0.84       | 0.22       |
| $1^3B_1$ | $\pi \rightarrow \pi^*$ | 4.25   | -0.22  | 0.24     | -0.01      | -0.05      |
| $2^3B_1$ | $\pi \rightarrow \pi^*$ | 5.05   | -0.08  | 0.44     | 0.15       | 0.01       |
| $3^3A_1$ | $\pi \rightarrow \pi^*$ | 6.66   | -0.17  | 0.46     | 0.12       | 0.09       |
| $1^3A_2$ | $n \rightarrow \pi^*$  | 5.46   | 0.00   | 0.22     | -0.09      | -0.06      |
| $1^3B_2$ | $n \rightarrow \pi^*$  | 4.50   | -0.08  | 0.17     | -0.09      | -0.07      |
| $1^3B_2$ | $\pi \rightarrow \pi^*$ | 4.86   | 0.08   | 0.35     | 0.12       | -0.05      |
| $3^3B_2$ | $\pi \rightarrow \pi^*$ | 7.30   | 0.07   | 0.63     | 0.32       | 0.16       |
| $2^3B_2$ | $\pi \rightarrow \pi^*$ | 6.40   | -0.01  | 0.29     | 0.36       | -0.26      |
| S-tetrazine | $\pi \rightarrow \pi^*$ | 3.79   | 0.03   | 0.66     | 0.21       | 0.22       |
| $2^1B_1$ | $n \rightarrow \pi^*$  | 5.46   | -0.24  | 3.14     | -0.03      | -0.01      |
| $3^3B_1$ | $n \rightarrow \pi^*$  | 4.97   | -0.20  | 0.47     | 0.10       | 0.04       |
| $3^3B_1$ | $n \rightarrow \pi^*$  | 6.87   | 0.04   | 0.95     | 0.41       | 0.32       |
| $2^3B_1$ | $n \rightarrow \pi^*$  | 7.08   | 0.06   | 0.94     | 0.27       | -0.80      |
| $1^3B_2$ | $\pi \rightarrow \pi^*$ | 7.45   | 0.69   | 0.82     | 1.92       | -0.30      |
| $1^3B_2$ | $\pi \rightarrow \pi^*$ | 7.79   | 0.92   | 1.14     | 0.85       | 0.69       |
| $1^3B_2$ | $\pi \rightarrow \pi^*$ | 5.34   | -0.19  | 0.55     | 0.01       | 0.11       |
| $2^3B_2$ | $n \rightarrow \pi^*$  | 6.25   | -0.05  | 0.83     | 0.17       | -0.20      |
| $1^3B_2$ | $\pi \rightarrow \pi^*$ | 5.12   | -0.35  | 0.30     | -0.09      | -0.02      |
| $2^3B_2$ | $\pi \rightarrow \pi^*$ | 8.51   | 0.18   | 1.23     | 0.55       | 0.55       |
| $2^3B_2$ | $\pi \rightarrow \pi^*$ | 8.47   | 0.37   | 1.43     | 0.57       | 0.57       |
| $2^3B_2$ | $n \rightarrow \pi^*$  | 2.53   | 0.12   | 0.58     | 0.30       | 0.23       |
| $2^3B_2$ | $n \rightarrow \pi^*$  | 6.67   | -0.44  | 0.42     | -0.13      | -0.15      |
| $1^3A_2$ | $n \rightarrow \pi^*$  | 3.52   | 0.10   | 0.71     | 0.26       | 0.20       |
| $2^3A_2$ | $n \rightarrow \pi^*$  | 4.33   | -0.70  | -0.04    | -0.51      | -0.63      |
| $1^3B_2$ | $n \rightarrow \pi^*$  | 4.21   | -0.12  | 0.53     | 0.04       | 0.07       |
| $2^3B_2$ | $n \rightarrow \pi^*$  | 6.60   | 0.05   | 0.89     | 0.28       | 0.24       |
| $2^3B_2$ | $n \rightarrow \pi^*$  | 4.33   | -0.22  | 0.17     | -0.22      | -0.05      |
| $2^3B_2$ | $n \rightarrow \pi^*$  | 5.38   | 0.13   | 0.39     | -0.01      | -0.02      |
| $2^3B_2$ | $n \rightarrow \pi^*$  | 4.93   | 0.26   | 0.44     | -0.11      | -0.04      |
| $2^3B_2$ | $n \rightarrow \pi^*$  | 6.04   | 0.07   | 0.81     | 0.15       | 0.09       |
| $2^3B_2$ | $n \rightarrow \pi^*$  | 4.54   | 0.20   | 0.27     | 0.01       | -0.07      |
| $2^3B_2$ | $n \rightarrow \pi^*$  | 7.36   | 0.97   | 1.18     | 1.27       | 0.61       |
| $1^3B_2$ | $n \rightarrow \pi^*$  | 1.89   | 0.25   | 0.65     | 0.31       | 0.28       |
| $2^3B_2$ | $n \rightarrow \pi^*$  | 7.36   | 0.64   | 1.44     | 0.90       | 0.87       |

MSE  | 0.10  | 0.55  | 0.32  | 0.11   |
MUE  | 0.26  | 0.63  | 0.36  | 0.21   |
$\sigma$ | 0.25  | 0.44  | 0.36  | 0.21   |
FIG. 1. Binding energy as a function of the bond distance for \( \text{Cr}_2 \) as obtained from various perturbational correlation methods with the TZVP basis set as compared to the experimental values.

the case of CASPT2 and CASPT2-K. The CASPT2 variants, especially CASPT2 and CASPT2-K, tend to overestimate the excitation energies. CASPT2-K performs better than CASPT2 but worse than CASPT2-IPEA. However, in contrast to CASPT2-IPEA, it does not involve any empirical parameter. Remember that the default value of the IPEA shift has been chosen to reproduce excitation energies and ionization potentials. Other properties require an adjustment of this parameter. It has already been discussed in the Introduction that the variation can be rather large.

We are confident that our conclusions also hold for the remainder of Thiel’s benchmark set, which will be the subject of future studies.

FIG. 2. Binding energy as a function of the bond distance for \( \text{Cr}_2 \) as obtained from various perturbational correlation methods with the QZVPP basis set as compared to the experimental values.

B. The chromium dimer

The chromium dimer is considered as a benchmark molecule for the performance of multireference methods. Various studies using multiconfiguration perturbation theory have been reported. It is therefore of interest to investigate the performance of the new method for this molecule. The dissociation curve for the chromium dimer has been calculated for NEVPT2 and several CASPT2 variants including conventional CASPT2, CASPT2-IPEA with IPEA shifts of 0.25 and 0.5, and CASPT2-K. The minimal (12, 12) CAS consists of the 3d and 4s orbitals. The DKH-def2-TZVP and DKH-def2-QZVPP basis sets with the DKH2 Hamiltonian have been used. The reported results have been counterpoise corrected for the basis set superposition error (BSSE). An imaginary level shift of 0.2 a.u. has been employed in all CASPT2 calculations to avoid intruder states. The frozen core consists of all orbitals up to and including the 2p shells. The results for the DKH-def2-TZVP and DKH-def2-QZVPP basis sets have been extrapolated to the complete basis set limit as compared to the experimental values.

FIG. 3. Binding energy as a function of the bond distance for \( \text{Cr}_2 \) as obtained from various perturbational correlation methods extrapolated to the complete basis set limit as compared to the experimental values.

TABLE II. Binding energy \( D_e \) and equilibrium bond distance \( r_0 \) for the chromium dimer as obtained from various perturbational multireference methods for the DKH-def2-TZVP and DKH-def2-QZVPP basis sets and the extrapolated basis set limit.

| Basis set | TZVP | QZVPP | CBS |
|-----------|------|-------|------|
| method    | \( r_0 \) (Å) | \( D_e \) (eV) | \( r_0 \) (Å) | \( D_e \) (eV) | \( r_0 \) (Å) | \( D_e \) (eV) |
| NEVPT2    | 1.730 | 0.74  | 1.673 | 1.56  | 1.654 | 2.07  |
| CASPT2-K  | 1.788 | 0.98  | 1.711 | 1.78  | 1.692 | 2.30  |
| CASPT2    | 2.556 | 0.69  | 2.037 | 1.15  | 1.999 | 1.54  |
| CASPT2    | 2.690 | 0.80  | 2.517 | 1.11  | 2.460 | 1.37  |
| IPEA = 0.25 | 2.632 | 0.84  | 1.692 | 1.17  | 1.654 | 1.74  |
| CASPT2    | 2.632 | 0.84  | 1.692 | 1.17  | 1.654 | 1.74  |
basis set (CBS) limit using extrapolation parameters from the def2 basis. The results for the calculated energy surface are shown in Figs. 1–3 for the DKH-def2-TZVP basis set, DKH-def2-QZVPP basis set, and CBS, respectively. These plots show the binding energy, i.e., the difference between the energy of the molecule and two single chromium atoms rather than the total electronic energy. This simplifies the comparison with the experimental values taken from the work of Casey and Leopold, which are also shown. The experimental binding energy of $D_e = 1.56$ eV has been adopted from the work of Simaud et al.

Looking at the dissociation curves, one observes that, in contrast to conventional CASPT2, the qualitative shape of the curve obtained from CASPT2-K looks reasonable. The CASPT2 curve can be improved by varying the magnitude of the IPEA shift with an optimum value near 0.5. However, this value differs significantly from the standard value of 0.25. Note that CASPT2-K does not rely on such a parameter and is hence preferable. Moreover, the curve obtained with CASPT2-K for the DKH-def2-TZVP basis without any level shift (not shown here) is practically indistinguishable from the one shown in Fig. 1 and thus, in contrast to the other CASPT2

### Table III. Spectroscopic constants for some diatomic molecules as obtained from various methods with the QZVP basis set.

Experimental values are also shown. The energies at the equilibrium bond length are given in atomic units, and bond lengths $r_e$ are given in Ångström, whereas the equilibrium rotational constant $B_e$, the vibration–rotation interaction constant $\alpha_e$, the harmonic frequency $\omega_e$, and the anharmonicity $\omega_{\alpha_e}$ are given in cm$^{-1}$. The dissociation energies $D_e$ are given in eV.

| Method | Energy | $r_e$ | $B_e$ | $\alpha_e$ | $\omega_e$ | $\omega_{\alpha_e}$ | $D_e$ |
|--------|--------|------|------|-----------|---------|---------------------|------|
| N$_2$  | CASSCF | -109.140 932 | 1.104 | 1.976 | 0.0168 | 2338.6 | 13.6 | 9.23 |
|       | NEVPT2 | -109.368 546 | 1.102 | 1.981 | 0.0171 | 2337.3 | 14.0 | 9.74 |
|       | CASPT2 | -109.384 734 | 1.102 | 1.981 | 0.0173 | 2331.3 | 14.2 | 9.35 |
|       | CASPT2-K | -109.385 704 | 1.099 | 1.992 | 0.0173 | 2352.4 | 14.2 | 9.82 |
|       | CASPT2-IPEA | -109.383 003 | 1.102 | 1.984 | 0.0172 | 2341.0 | 14.1 | 9.68 |
|       | Expt. | | 1.108 | 1.987 | 0.0173 | 2356.8 | 14.3 | 9.79 |
| CO    | CASSCF | -112.922 022 | 1.133 | 1.916 | 0.0168 | 2168.9 | 12.6 | 10.94 |
|       | NEVPT2 | -113.148 120 | 1.134 | 1.913 | 0.0174 | 2147.0 | 13.1 | 11.19 |
|       | CASPT2 | -113.164 683 | 1.133 | 1.916 | 0.0174 | 2150.1 | 13.3 | 10.83 |
|       | CASPT2-K | -113.165 754 | 1.131 | 1.924 | 0.0174 | 2161.8 | 13.0 | 11.12 |
|       | CASPT2-IPEA | -113.163 271 | 1.132 | 1.918 | 0.0173 | 2156.5 | 13.2 | 11.07 |
|       | Expt. | | 1.128 | 1.931 | 0.0175 | 2169.8 | 13.3 | 11.15 |
| F$_2$ | CASSCF | -198.852 286 | 1.460 | 0.833 | 0.0177 | 731.4 | 15.8 | 0.82 |
|       | NEVPT2 | -199.301 238 | 1.392 | 0.916 | 0.0119 | 1005.1 | 11.8 | 1.97 |
|       | CASPT2 | -199.341 923 | 1.422 | 0.878 | 0.0131 | 887.2 | 11.9 | 1.64 |
|       | CASPT2-K | -199.348 956 | 1.405 | 0.899 | 0.0116 | 964.9 | 10.9 | 1.97 |
|       | CASPT2-IPEA | -199.340 322 | 1.416 | 0.885 | 0.0127 | 909.9 | 11.6 | 1.72 |
|       | Expt. | | 1.413 | 0.890 | 0.0138 | 916.6 | 11.2 | 1.64 |
| O$_2$ | CASSCF | -149.771 155 | 1.216 | 1.426 | 0.0160 | 1548.6 | 12.5 | 4.11 |
|       | NEVPT2 | -150.126 464 | 1.208 | 1.444 | 0.0153 | 1596.5 | 11.5 | 5.43 |
|       | CASPT2 | -150.164 439 | 1.212 | 1.434 | 0.0158 | 1568.3 | 12.1 | 5.25 |
|       | CASPT2-K | -150.153 835 | 1.206 | 1.449 | 0.0161 | 1577.5 | 12.3 | 5.32 |
|       | CASPT2-IPEA | -150.155 284 | 1.209 | 1.441 | 0.0156 | 1585.7 | 12.0 | 5.28 |
|       | Expt. | | 1.208 | 1.446 | 0.0159 | 1580.2 | 12.0 | 5.16 |
| HF    | CASSCF | -100.094 613 | 0.915 | 21.021 | 0.8458 | 4124.2 | 98.0 | 5.00 |
|       | NEVPT2 | -100.344 578 | 0.925 | 20.587 | 0.7402 | 4099.5 | 44.5 | 6.24 |
|       | CASPT2 | -100.362 812 | 0.923 | 20.695 | 0.7869 | 4100.8 | 43.8 | 6.01 |
|       | CASPT2-K | -100.370 005 | 0.922 | 20.737 | 0.7701 | 4102.0 | 37.7 | 6.28 |
|       | CASPT2-IPEA | -100.362 590 | 0.922 | 20.710 | 0.7848 | 4108.3 | 43.3 | 6.07 |
|       | Expt. | | 0.917 | 20.956 | 0.7980 | 4138.3 | 89.9 | 5.90 |
| BH    | CASSCF | -25.187 480 | 1.250 | 11.701 | 0.3976 | 2279.8 | 45.5 | 3.37 |
|       | NEVPT2 | -25.221 606 | 1.239 | 11.919 | 0.4157 | 2326.1 | 48.4 | 3.50 |
|       | CASPT2 | -25.226 953 | 1.235 | 11.994 | 0.4313 | 2351.9 | 52.7 | 3.53 |
|       | CASPT2-K | -25.227 357 | 1.234 | 12.005 | 0.4177 | 2349.0 | 47.8 | 3.59 |
|       | CASPT2-IPEA | -25.226 390 | 1.235 | 12.000 | 0.4277 | 2355.0 | 52.4 | 3.61 |
|       | Expt. | | 1.232 | 12.021 | 0.412 | 2366.9 | 49.4 | 3.52 |
variants, free of discontinuities resulting from intruder states. This indicates once more that CASPT2-K is less sensitive to intruder states.

Table II shows the binding energy and equilibrium bond lengths for various perturbation methods. The quantitative agreement with the experimental values of \( r_0 = 1.679 \, \text{Å} \) and \( D_e = 1.56 \, \text{eV} \) is not particularly impressive, but at least the equilibrium bond lengths obtained for NEVPT2, CASPT2-K, and CASPT2-IPEA with IPEA = 0.5 are quite reasonable. Comparing NEVPT2 and CASPT2-IPEA with IPEA = 0.5, the binding energy of the latter is closer to the experimental value. However, the qualitative shape of the curve is correct for NEVPT2, whereas CASPT2-IPEA with IPEA = 0.5 shows a second minimum instead of a shoulder. The curve for CASPT2-K also has the correct shape but strongly overestimates the binding energy. It is known from previous NEVPT2 and CASPT2 studies with the minimal active space that the results are strongly basis set dependent. Better agreement with the experimental curve is achieved by extending the active space with the second d-shell, which leads to a CAS(12, 22). Such large active spaces are not tractable with the exact CASSCF reference wave function and are thus not pursued here.

C. Other diatomic molecules

Potential energy surfaces have been computed for the diatomic molecules \( \text{N}_2, \text{CO}, \text{F}_2, \text{O}_2, \text{HF}, \) and \( \text{BH} \) with various methods using the def2-QZVP basis set.\(^{44}\) No level shift is applied in the CASPT2 variants except for the standard IPEA shift of 0.25 in CASPT2-IPEA. The 1s orbitals are treated as a frozen core. Table III shows calculated spectroscopic constants obtained from CASSCF, NEVPT2, CASPT2, CASPT2-K, and CASPT2-IPEA. The experimental values shown were taken from the work of Herzberg\(^{20}\) except for the dissociation energies, which are tabulated in the handbook of chemistry and physics.\(^{61}\) It can be seen that all dynamic correlation methods lead to better agreement with the experimental results as compared to CASSCF. Deviations of the bond lengths of more than 0.01 Å from the experimental values have only been observed for \( \text{F}_2 \) where the energy curve is rather shallow, as indicated by the low variational frequency. Most interesting are the systematic trends in the dissociation energy. NEVPT2 yields larger values of the total energy than the CASPT2 variants in all cases. The effect of the IPEA shift on the CASPT2 results is, in general, small in the vicinity of the minimum but shows up clearly near the dissociation limit where it leads to an upshift of the energy so that the IPEA shift always increases the binding energy, as has already been observed by Ghigo et al.\(^{29}\) It brings the calculated values closer to the experimental ones for \( \text{N}_2 \) and \( \text{CO} \). For all other molecules, however, the CASPT2 value is already too large so that the upshift of the energy worsens the results and leads to an overestimation of the binding energies. This contradicts the findings of Ghigo et al.\(^{29}\) who observed an improvement for almost all molecules of their larger test set. This may be due to the larger basis set used by these authors. The binding energies obtained from CASPT2-K are, in general, even larger than those resulting from CASPT2-IPEA. The same holds for NEVPT2. Thus, both methods tend to overestimate the binding energy. The trends just described can be verified by looking at the dissociation curves and energy tables given in the supplementary material of this article.

IV. CONCLUSIONS

A modified CASPT2 formalism has been presented. Based on the idea that energy levels in the active space should resemble electron affinities if an excitation adds electrons to the CAS and ionization potentials if electrons are removed from the CAS, the Fock matrix elements needed for the CASPT2 zeroth-order Hamiltonian are constructed from the corresponding Koopmans matrices. As a consequence, the correlation energies for the excitation classes corresponding to states \( \langle \tilde{e}_{\alpha\beta} | e_{\mu\nu} | \tilde{\Psi}(0) \rangle \) and \( \langle \tilde{e}_{\alpha\beta} | e_{\mu\nu} | \Psi(0) \rangle \) are the same for NEVPT2 and CASPT2D, i.e., CASPT2 without interclass interaction. This has been confirmed numerically with small deviations arising from application of the Tikhonov regularization. Our calculations indicate that this method is less sensitive to intruder states than the standard CASPT2 formalism with and without IPEA shift. We also found that our approach leads to an improvement of excitation energies, as indicated by calculations on a subset of the Thiel benchmark set\(^{33} \) as compared to conventional CASPT2. The dissociation curve for the chromium dimer represents a challenge for any multireference method. The shape of this curve is considerably improved if the present method is used instead of conventional CASPT2.

Since the modifications of the Fock matrix in CASPT2-K and CASPT2-IPEA are motivated basically by the same idea, it is perhaps not surprising that the changes brought about by these manipulations show similar trends in the results. Both methods improve the excitation energies with respect to conventional CASPT2 and lead to an increase in the dissociation energies for diatomic molecules. The excitation energies obtained from CASPT2-IPEA with the default value for the IPEA shift are still better than those resulting from CASPT2-K, but it should be noted that CASPT2-K is free of adjustable parameters. Remember also that the IPEA shift had to be doubled with respect to its standard value to give a dissociation curve for \( \text{Cr}_2 \), showing at least some resemblance to the experimental one, whereas the CASPT2-K curve has a qualitatively correct shape without such manipulations. Thus, overall, we consider CASPT2-K to be a modest but clear improvement over the more empirical CASPT2-IPEA.

SUPPLEMENTARY MATERIAL

The following data are accessible in the supplementary material to this article: (a) a table giving the weight of the reference state of the perturbed wave function for all ground and excited states of the molecules appearing in Table I, (b) tables containing the bond distances and corresponding total electronic energies and binding energies for the chromium dimer as obtained from various perturbation methods for the DKH-def2-TZVP and DKH-def2-QZVPP basis sets and the complete basis set (CBS) limit, (c) two figures showing the influence of the imaginary level shift on the dissociation curves of the chromium dimer for the CASPT2 variants, and (d) tables and plots giving the total electronic energy as a function of the bond distance for all diatomic molecules described in Sec. III C.
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