Spring-Rod System Identification via Differentiable Physics Engine
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Abstract
We propose a novel differentiable physics engine for system identification of complex spring-rod assemblies. Unlike black-box data-driven methods for learning the evolution of a dynamical system and its parameters, we modularize the design of our engine using a discrete form of the governing equations of motion, similar to a traditional physics engine. We further reduce the dimension from 3D to 1D for each module, which allows efficient learning of system parameters using linear regression. The regression parameters correspond to physical quantities, such as spring stiffness or the mass of the rod, making the pipeline explainable. The approach significantly reduces the amount of training data required, and also avoids iterative identification of data sampling and model training. We compare the performance of the proposed engine with previous solutions, and demonstrate its efficacy on tensegrity systems, such as NASA’s icosahedron.

1 Introduction
Cable-driven robots are gaining increasing attention due to their adaptiveness and safety. Tensegrity structures have many applications: from manipulation [13], locomotion [21], morphing airfoil [5] to spacecraft lander [4]. While useful and versatile, they are difficult to accurately model and control. Identifying system parameters is necessary, either to learn controllers in simulation (as real-world experiments are time-consuming, expensive and dangerous), or for traditional model-based control. In all these cases, the spring-rod representation considered in this work is the basic modeling element. However, the spring-rod system has high degrees of freedom for system identification. Physics-based methods for simulation require accurate models that capture non-linear material behavior, which are difficult to construct. In contrast, data-driven methods can simulate any system from observed data, with sufficient training data. But the large number of variables and non-linear material properties necessitate copious amounts of training data.

Motivated by these issues, we propose a data-driven differentiable physics engine that combines the benefits of data-driven and physics-based models, while alleviating most of their drawbacks, and is designed from first principles. Previous data-driven models have required large amounts of data, because they learn the parameters and the physics of the system. Furthermore, the hidden variables and black box nature of these models are not explainable, and difficult to transfer to new environments. Our approach is based on the observation that the equations that govern the motion of such systems are well-understood, and can be directly baked into the data-driven model. Such a design can reduce demands on training data and can also generalize to new environments, as the governing principles remain the same. We further simplify the differentiable engine by modularization, which compartmentalizes the problem of learning the dynamics of the whole system to smaller well-contained problems. For each module, we also reduce the dimension from 3D to 1D, by taking advantage the properties of spring-rod systems, which allows for efficient parameter inference using linear regression. As a side benefit, the regression parameters correspond to physical quantities, such as the spring stiffness or the mass of the rod, making the framework explainable.
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2 Related Work

Traditional methods for system identification build a dynamics model by minimizing the prediction error [27] [8]. These methods require parameter refinement and data sampling in an iterative fashion, to decrease the prediction error. This iterative process can be avoided using data-driven techniques that directly fit a physics model to data [19] [20] [2]. However, these techniques treat the dynamics as a black box, are data hungry, and require retraining in a new environment.

Instead of treating the environment as a black box, interaction network [3] took the first step to modularize objects and their interactions. Later, researchers extended this idea by a hierarchical relation network for graph-based object representation [17] and a propagation network [14] for the multi-step propagation network. While these methods are an improvement over previous approaches, they still treat the interactions between different objects as black boxes and try to learn from them, even though the governing equations of motion are well-understood.

Quite a few authors have recently introduced differentiable physics engines that focus on many aspects not central to our work. For example, forward dynamics [9], Material Point Method (MPM) [11], linear complementarity problems (LCP) [6], augmented Lagrangian [12], differentiable programming [10], augmented traditional physics simulators [1], and LSTM dynamics model without system topology [7]. Researchers have also proposed differentiable engines specific to certain kinds of objects, such as molecules [23], fluids [22], and cloth [15]. Recent works on tensegrity robots [26] [16] [25] make major improvement on locomotion in simulation and have great challenges on policy transfer to real world system. All these works motivate us to mitigate the reality gap for cable driven robots between simulation and reality via system identification.

3 Methods

Our system views a spring-rod system as a composition of basic elements (see Fig. 1 left), where springs generate forces that influence rod dynamics. We subdivide each time step of the simulation into three modules: force generation, acceleration computation, and state update/integration (see Fig. 2). The physics engine takes as input the current rod state $S_t = \{p, v, q, \omega\}$, where $p$ is position, $v$ is linear velocity, $q$ is orientation (expressed as a quaternion), and $\omega$ is the angular velocity. Based on $S_t$, the position and linear velocity $p^m, v^m$ of the two rod endpoints is computed, and is used to compute the relative compression (or expansion) and velocity $\Delta p^m, \Delta v^m$ of the two attached springs. Then, the first module predicts the spring forces $f$, the second module computes the linear and angular accelerations $a, \alpha$, and the third module integrates the new state $S_{t+1}$.

3.1 System Topology Graph

We use a topology graph to represent interconnections between different components of the spring-rod system. Each rod and spring has a corresponding vertex, and directed edges represent relations between them. Figure 3 shows an example topology graph for the basic spring-rod element shown in Figure 1 left.
3.2 Force Generation Module

The relative compression (or expansion) \( \Delta p^m \) and velocity \( \Delta v^m \) of each spring is given as input to the force generation module, which outputs the spring forces \( f \) by Hooke’s law. As shown in Fig. 4, two unknown parameters, stiffness \( K \) and damping \( c \), can be easily learned using linear regression.

3.3 Acceleration Generation Module

The acceleration generation module takes the spring forces \( f \) and control force \( f_u \) as input and outputs each rod’s linear and angular accelerations \( a, \alpha \) as shown in Fig. 5. \( f_1, f_2, f_u \) are spring forces on the two rod ends, \( f_u \) is control force, \( r \) is the half-length rod vector, \( r_u \) is control force arm, \( R \) is the rod local/world frame rotation matrix. The rod mass \( M \) and inertia \( I \) are unknown parameters to identify.

3.4 Integration Module and Method Implementation

The integration module computes forward dynamics of each rod using the current accelerations \( a, \alpha \). We apply the semi-implicit Euler method [24] to compute the updated state \( S_{t+1} = \{ p_{t+1}, v_{t+1}, q_{t+1}, \omega_{t+1} \} \) at the end of the current time step.

The learning module receives the current state \( S_t \) and returns a prediction \( \hat{S}_{t+1} \). The loss function is the MSE between the predicted \( \hat{S}_{t+1} \) and ground truth state \( S_{t+1} \). The proposed decomposition, first-principles approach and the cable’s linear nature allow the application of linear regression, which helps with data efficiency. This linear regression step has been implemented as a single layer neural network without activation function on pyTorch [18].

4 Experiments

The task is to identify parameters including spring stiffness \( K \), damping \( c \) and rod mass \( M \), inertia \( I \).

4.1 Simple Spring-Rod Model Identification

First, we identify these parameters in a simple spring-rod system as shown in Figure 1(a). Interaction is an improved version of the Interaction Network [3] as shown in Fig. 6. It has two Multilayer Perceptrons (MLPs), one to generate spring forces \( f \) and the other to generate rod state \( S_{t+1} \). Unlike [3], which takes raw state \( S_t \) as input, we generate \( \Delta p^m, \Delta v^m \) as input. Interaction+Int appends the integration module to the Interaction Network, and replaces input \( S_t \) of MLP_2 by \( r \). Koopman+Int is to use the Koopman operator to predict accelerations and apply the Integration Module to map them to \( S_{t+1} \). Interaction only predicts a \( S_{t+1} \) in training data that is close to \( S_t \). Interaction+Int experiences increasing error from accumulated prediction errors. The Koopman operator Koopman+Int designed from first principles gives accurate predictions similar to Ours in this simple system. Comparison of errors is shown in Figure 8(a).

4.2 Complex Tensegrity Model Identification

We consider an icosahedron tensegrity system as shown in Fig. 1(c). It is composed of 6 rods and 24 springs. Each rod is connected to 8 springs and has a length of 1.04m. Each spring’s rest length is 0.637m. We set the gravity constant to \( g = -9.81 \) in Mujoco. We collect 1000 trajectories with different initial conditions for training, 200 for validation and 100 for testing. The result is shown in...
Our approach outperforms Koopman+Int because designing basis functions for the Koopman operator has an increased data requirement relative to our approach.

### 4.3 Data Efficiency Experiment

The proposed method has relatively small data requirements as shown in Fig. 9a). Instead of training on 1000 trajectories, which have 736,167 time steps in total, we train our model with less data and evaluate performance. We randomly select 10%, 1%, 0.1%, 0.01% of the 736,167 time steps for training. The model achieves good performance even with 73 time steps for training. All trajectories are from the complex tensegrity setup with different parameters.

The proposed solution achieves very low error at a magnitude of $10^{-5}$, since it: 1) introduces a first-principles approach in learning physical parameters; 2) removes redundant data from regression; 3) operates - for now - over relatively clean data from simulation before moving to real-world data.

### 4.4 Model Generalization Experiment

This section generalizes the physics engine trained with a dataset without external forces to a dataset with such forces. We are interested in evaluating: 1) how the physics engine performs for longer time horizons (e.g., after 2000 time steps); 2) if it can adapt to new scenarios. We generate a new dataset with 20,000 time steps trajectories with random directed perturbation forces $f_u$. The external force $f_u$ does not have the same scale as the internal spring forces, so we add a new scalar module with only one parameter $h$, as in Fig. 10. We also apply dimensionality reduction to improve data efficiency. The tuning process is to freeze all other modules’ weights and train this by the new dataset. The error graphs are shown in Fig. 9b).

### 5 Conclusion and Future Work

This paper proposes a differentiable physics engine for system identification of spring-rod systems based on first principles. The engine has three modules: force generation, acceleration generation and integration, which express the corresponding physical processes of spring-rod systems. This results in reduced data requirements and improved parameter accuracy. It also provides an explainable, accurate and fast physics engine. In the future, we plan to address contacts and friction. This will involve replacing the linear regressor with nonlinear models in the existing modules. To overcome noise in real data, we plan the addition of a residual network along with the nonlinear model. These changes may also help with temporal scalability. The ultimate mission, we generate policy from our identified engine and evaluate on the real platform to finally mitigate the reality gap.
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