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Abstract

For an arbitrary prime number $p$, we propose an action for bosonic $p$-adic strings in curved target spacetime, and show that the vacuum Einstein equations of the target are a consequence of worldsheet scaling symmetry of the quantum $p$-adic strings, similar to the ordinary bosonic strings case. It turns out that certain $p$-adic automorphic forms are the plane wave modes of the bosonic fields on $p$-adic strings, and that the regularized normalization of these modes on the $p$-adic worldsheet presents peculiar features which reduce part of the computations to familiar setups in quantum field theory, while also exhibiting some new features that make loop diagrams much simpler. Assuming a certain product relation, we also observe that the adelic spectrum of the bosonic string corresponds to the nontrivial zeros of the Riemann Zeta function.
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1 Introduction

The $p$-adic string amplitudes, first proposed by Freund and Olson [1], and then subsequently investigated in [2, 3] and many other works, are a staple subject in $p$-adic physics. The invariant nature of these amplitudes across number fields when expressed in integral form, as well as the adelic relations between four-point functions [2], and the more complicated relations recently explored in [4], hint at deep connections between $p$-adic and Archimedean physics. Relatedly, it was proven in [5] that on the $B$ side of mirror symmetry, important data about period integrals at the large complex structure limit points can be described in terms of $p$-adic data and vice versa. Indeed, in the context of the program proposed in [6], Archimedean string theory (and Archimedean results) should generally be obtainable from $p$-adic strings. One of the motivations of the present paper thus is to make progress toward establishing a $p$-adic $B$ model.

In the Archimedean world, it is known that the target space Einstein equations follow from imposing that the string two-point function, computed on the worldsheet,
should not RG run at the one-loop (see e.g. [7]). This condition in turn follows from imposing that the metric of the target manifold should not RG flow.

In the present paper we are interested in studying a closely related question, that fits the general program outlined in [6] of obtaining Archimedean results from $p$-adic physics: whether the usual Archimedean target space Einstein equations follow from the target manifold metric not running at one-loop, if the worldsheet is given by a $p$-adic string, instead of an Archimedean one. It turns out the answer is affirmative, and along the way we will encounter some nontrivial facts about the eigenfunctions of the Laplace operator on the Bruhat-Tits tree. Note that we are not asking whether the target space Einstein equations follow from considering all primes, but rather from considering any one fixed prime $p$. That one prime is sufficient is a feature of this particular question. When considering more involved computations, such as the string spectrum, analyzing more than one place will be required.

What do we mean by $p$-adic string? The old results [1–3] on amplitudes do not require the existence of a worldsheet or of a sigma model, but, in the present paper, a sigma model and worldsheet are precisely what we are interested in. The sigma model action for $p$-adic strings has already been proposed by Zabrodin in [8,9],

$$S \sim \sum_{\langle ij \rangle \in E(T_p)} \eta_{ab} \left( X_i^a - X_j^a \right) \left( X_i^b - X_j^b \right). \quad (1.1)$$

Here $\eta_{ab}$ is the target space Minkowski metric, the worldsheet (at genus zero) is just the Bruhat-Tits tree $T_p$, and $\langle ij \rangle$ is the edge between vertices $i$ and $j$ (whenever $\langle ij \rangle$ is used $i$ and $j$ are implied to be neighbors). Action (1.1) is thus analogous to the Polyakov action.

The Zabrodin action is defined when the target space is flat. In order to access the Ricci tensor of the target space, we need a suitable generalization to curved target space. We propose that this generalization is given by

$$S = \sum_{\langle ij \rangle \in E(T_p)} \frac{d^2(X_i, X_j)}{V a^2_{\langle ij \rangle}}, \quad (1.2)$$

so that the Zabrodin action (1.1) can be naturally understood as the long wavelength limit of Eq. (1.2). Note that the sum in action (1.2) is naively divergent; much of this paper will be devoted to discussing its regularization.
We take Eq. (1.2) above as the definition of the \( p \)-adic string action. In this expression \( d(X_i, X_j) \) is the target space distance between points \( X_i, X_j \), quantity \( a_{(ij)} \) is length of edge \( (ij) \) in the tree, and \( V \) is the degree of any vertex (so that \( V = p + 1 \) for the tree corresponding to \( \text{SL}_2(\mathbb{Q}_p) \)). The action is thus just a distance squared, and it is reminiscent of the Nambu-Goto action.

The plan for the rest of the paper is as follows. In Section 2, we construct the momentum eigenfunctions on the Bruhat-Tits tree, discuss their normalization, and present a certain symmetry structure with which we equip the tree. We also briefly comment on the connection between the adelic string spectrum and the nontrivial zeros of the Riemann Zeta function. In Section 3, we introduce the \( p \)-adic string action, and explain how it reduces to a Polyakov-like form in the weak target space curvature limit. Finally, in Section 4 we compute the tree level and one loop correction to the two-point function. The momentum eigenfunction normalization is proven in Appendix A, and the vanishing of contributions from the real line to the tree level two-point function is shown in Appendix B.

2 Plane waves on the tree

The trees we are interested in are the Bruhat-Tits buildings for \( \text{SL}_2(\mathbb{K}) \), with \( \mathbb{K} \) a finite extension of \( \mathbb{Q}_p \). In the rest of the paper we will only be concerned with the case \( \mathbb{K} = \mathbb{Q}_p \); our results can be straightforwardly generalized to nontrivial finite extensions.

Combinatorially, the Bruhat-Tits tree \( T_p \) for \( \text{SL}_2(\mathbb{Q}_p) \) is an infinite tree of uniform degree \( p + 1 \), as in Figure 1. This space is congruent to \( \text{PGL}(2, \mathbb{Q}_p) / \text{PGL}(2, \mathbb{Z}_p) \), just as in the Archimedean case the Poincaré disk is congruent to \( \text{PGL}(2, \mathbb{R}) / \text{SO}(2) \) (\( \text{PGL}(2, \mathbb{Z}_p) \) and \( \text{SO}(2) \) are the maximal compact subgroups in each case, respectively).

As a physical space, the Bruhat-Tits tree can play two roles: (1) non-Archimedean string worldsheet, and (2) non-Archimedean analogue of AdS\(_2\). In the present paper, we will only be concerned with the tree as string worldsheet. Discussions of the tree as AdS\(_2\) can be found in [6, 12–14]. Note, however, that unlike in the Archimedean case, in the \( p \)-adic world the distinction between string worldsheet and AdS\(_2\) is not as clear-cut.

**Notation:** The boundary \( \partial T_p \) of the tree is \( \mathbb{P}^1(\mathbb{Q}_p) \). We denote vertices in the bulk of the tree \( T_p \) by Latin indices \( i, j, \ldots \), and vertices on the boundary \( \partial T_p \) by
Figure 1: Bruhat-Tits tree for $p = 5$. We have fixed a center $O$ and the point at infinity $\infty$. These two points determine a half-geodesic, pictured here with dashed line segments. The stabilizer of $\{O, \infty\}$ is $B \cap \text{PGL}(2, \mathbb{Z}_p)$.

Greek indices $\alpha, \beta, \ldots$. If $i$ and $j$ are neighboring vertices we write $i \sim j$.

2.1 The tree as lattice equivalence classes

In this subsection we will prove some technical results that will be needed in the rest of the paper. These technical results originate from the well-known fact that the vertices in the Bruhat-Tits tree are lattice equivalence classes for $\mathbb{Q}_p^2$ [10, 15].

**Definition 1.** A lattice $\mathcal{L}$ for $\mathbb{Q}_p^2$ is

\[
\mathcal{L} = \mathbb{Z}_p v_1 + \mathbb{Z}_p v_2,
\]

for two independent vectors $v_{1,2} \in \mathbb{Q}_p$. We will also denote lattice $\mathcal{L}$ as $(v_1, v_2)$.

**Definition 2.** Two lattices $\mathcal{L}_{1,2}$ are equivalent if $\mathcal{L}_1 = \alpha \mathcal{L}_2$, for $\alpha \in \mathbb{Q}_p^\times$. We denote the equivalence class of lattice $\mathcal{L}$ by $[\mathcal{L}]$.

**Comment 1.** Two lattice equivalence classes $[\mathcal{L}_{1,2}]$ are neighbors in the tree if

\[
\mathcal{L}_1 \supset \mathcal{L}_2 \supset p \mathcal{L}_1.
\]

This definition is reflexive. Equivalently, the $p + 1$ neighbors of the lattice spanned by vectors $(v_1, v_2)$ are lattices $(v_1, pv_2)$ and $(pv_1, iv_1 + v_2)$, with $i \in \{0, \ldots, p - 1\}$. 
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Comment 2. A matrix \( M \in \text{PGL}(2, \mathbb{Q}_p) \) acts on lattice \( \mathcal{L} = (v_1, v_2) \) as

\[
(v_1, v_2) \rightarrow (Mv_1, Mv_2).
\] (2.3)

In order to describe waves propagating on the tree, we will need to fix a center point \( O \) for the tree and a “point at infinity” \( \infty \) on \( \partial T_p \). We take the lattice representations of \( O \) and \( \infty \) to be

\[
\mathcal{L}_O = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \mathcal{L}_\infty = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}.
\] (2.4)

We will be interested in the stabilizer subgroup \( S \) of \( \text{PGL}(2, \mathbb{Q}_p) \) which fixes \( O \) and \( \infty \). This is characterized in Lemma 1 below.

Lemma 1. The stabilizer \( S \) of \( \{O, \infty\} \) is

\[
S(O, \infty) = B \cap \text{PGL}(2, \mathbb{Z}_p),
\] (2.5)

with \( B \) the standard Borel subgroup of upper triangular matrices.

Proof. The stabilizer of \( O \) is \( \text{PGL}(2, \mathbb{Z}_p) \). The stabilizer of \( \infty \) consists of upper-triangular matrices. \( \square \)

We will also need the following result.

Lemma 2. Any lattice equivalence class \( [\mathcal{L}] \) has a representative by an upper-triangular matrix in the standard Borel.

Proof. Suppose a representative of \( [\mathcal{L}] \) is

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix}, \quad a, b, c, d \in \mathbb{Q}_p.
\] (2.6)

If \( v(c) \geq v(d) \),

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} 1 & 0 \\ -cd^{-1} & 1 \end{pmatrix} = \begin{pmatrix} a - bcd^{-1} & b \\ 0 & d \end{pmatrix}
\] (2.7)

gives an upper-triangular representative. If \( v(c) < v(d) \), the representative is instead given by

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} -\frac{d}{c} & 1 \\ 1 & 0 \end{pmatrix} = \begin{pmatrix} b - adc^{-1} & a \\ 0 & c \end{pmatrix}.
\] (2.8)
2.2 Eigenfunctions of the Laplacian

Because propagation of strings on the worldsheet is intimately connected to the Laplacian, we need to study the Laplacian equation on the Bruhat-Tits tree $T_p$, for functions

$$\phi : V(T_p) \to \mathbb{C}.$$  \hfill (2.9)

**Definition 3.** The Hecke operator $T$ on the tree acts at vertex $i$ as

$$T\phi(i) = \sum_{j \sim i} \phi(j).$$ \hfill (2.10)

**Definition 4.** The Laplacian operator is

$$\triangle := T - p - 1,$$ \hfill (2.11)

acting at vertex $i$ as

$$\triangle \phi(i) = -(p + 1)\phi(i) + \sum_{j \sim i} \phi(j).$$ \hfill (2.12)

**Comment 3.** The convention of the Laplacian we use here is different from the usual convention in spectral graph theory by a minus sign.

To describe strings on the worldsheet, we need an eigenbasis for the momentum operator. Such a basis was constructed by Zabrodin [8, 9], as an eigenbasis for the Laplacian operator. We reproduce this construction in Lemma 3 below, but in order to do so we will need to recall some more definitions, namely the path overlap function $\delta$ and the propagation bracket $\langle \cdot, \cdot \rangle$.

**Comment 4.** In order to write down Laplacian eigenfunctions on the Bruhat-Tits tree we also need to fix a “center vertex” (or base point) $O$, akin to specifying the origin of the coordinate system in Archimedean AdS$_2$. Fixing this center is deeply connected to renormalization of the plane waves.

We will come back to the relation between specifying the center and renormalization in Comment 9, after constructing the Laplacian eigenfunctions. Fixing the center
vertex $O$ is also necessary in order to construct the state space at $O$; we will come back to this point in Section 2.3.

**Definition 5** (Path overlap function). If $i$, $j$ are vertices in the tree (or on the boundary), then $i \rightarrow j$ represents the unique oriented path in the tree from $i$ to $j$, and $\ell(i,j) = \ell(j,i)$ is the number of edges between $i$ and $j$. Furthermore,

$$
\delta(i \rightarrow j, k \rightarrow l)
$$

(2.13)

is the signed length of the common part of paths $i \rightarrow j$ and $k \rightarrow l$.

**Definition 6** (Propagation bracket). With base point $O$, we introduce

$$
\langle i, j \rangle := \delta(O \rightarrow j, O \rightarrow i) + \delta(i \rightarrow j, O \rightarrow i).
$$

(2.14)

Let’s now define the momentum operator $P_\alpha$. This operator acts as translation by one in the direction toward a marked boundary vertex $\alpha$.

**Definition 7.** The momentum operator $P_\alpha$ acts on functions $\phi: V(T_p) \rightarrow \mathbb{C}$ as

$$
P_\alpha \phi(i) = \phi(j),
$$

(2.15)

where $j$ is the neighbor of $i$ in the direction of increasing propagation bracket $\langle \cdot, \alpha \rangle$.

The Hecke eigenfunction equation at vertex $j$ is

$$
T \phi(j) = \lambda \phi(j).
$$

(2.16)

**Lemma 3** (Zabrodin). There are eigenfunctions $\phi_{\mu,\alpha}$ for the Hecke operator with eigenvalues $\lambda_\mu$, given as follows:

$$
\phi_{\mu,\alpha}(i) = p^{\mu(i,\alpha)},
$$

(2.17)

$$
\lambda_\mu = p^\mu + p^{1-\mu},
$$

(2.18)

where $\mu \in \mathbb{C}$ is an arbitrary parameter, and $\alpha \in \partial T_p$ is any boundary point.

It is easiest to verify Lemma 3 using the following Lemma 4.
Lemma 4. Let \( \alpha \) be any boundary point. We have

\[
\langle i, \alpha \rangle = \begin{cases} 
-\ell(i, O), & \text{if } \alpha, O, i \text{ are on the same geodesic, in this order} \\
\ell(O, i') - \ell(i', i) & \text{if not}
\end{cases}
\]

(2.19)

Here \( i' \) (not necessarily distinct from \( i \)) is the vertex at which the \( \alpha \to O \) and \( \alpha \to i \) paths stop coinciding.

The proof of Lemma 4 is immediate. Then, to prove Lemma 3, there are four cases to consider, as in Figure 2. In each case, using expression (2.19), the eigenfunction equation can be checked explicitly.

The Laplacian eigenfunctions (2.17) are momentum eigenfunctions, as we now explain.

Comment 5. The momentum operator eigenequation is

\[
P_\alpha \phi_i = \kappa \phi_i = \phi_j,
\]

(2.20)

with \( j \) the neighbor of \( i \) in the direction of increasing propagation bracket \( \langle \cdot, \alpha \rangle \), and \( \kappa \in \mathbb{C}^* \) (\( \kappa \) should be nonzero, as \( P_\alpha \) is a discrete momentum). The unique solution to this equation is, up to a multiplicative constant,

\[
\phi_{\mu, \alpha}(i) = p^{\mu(i, \alpha)},
\]

(2.21)

with \( \kappa =: p^\mu \). The Laplacian eigenfunctions (2.17) thus are momentum eigenfunctions.

Comment 6. The transformation \( \mu \to 1 - \mu \) is a symmetry of the eigenvalues \( \lambda_\mu \).
Furthermore, the eigenvalues are real iff

\[ \Re(\mu) = \frac{1}{2} \quad \text{or} \quad \Im(\mu) = k\pi / \log p, \ k \in \mathbb{Z}. \tag{2.22} \]

The different values of \( \mu \) of the form \( \mu = \Re(\mu) + ik\pi / \log p \), for fixed real part \( \Re(\mu) \) and any even integer \( k \), all correspond to the same eigenfunction of the Laplacian. We will thus mod out by this artificial reparameterization symmetry for even \( k \) when computing the two-point functions in Section 4.

**Comment 7.** In this paper we are mostly interested in analyzing one finite place \( p \). However, when putting all places together in an adelic structure, we will demand the Archimedean string worldsheet mass squared \( m_{\infty}^2 \) to arise from the eigenmodes at places \( p \) via the product formula

\[ (2\pi)^2 m_{(\infty)}^2 = \prod_p \frac{1}{p^{-1} (1 - p^\mu) (1 - p^{1-\mu})}. \tag{2.23} \]

Here the right-hand side comes from producing the negative of the Bruhat-Tits tree Laplacian spectrum given by \( p + 1 - \lambda_\mu \), with \( \lambda_\mu \) in Eq. (2.18), and we have divided by a factor of \( p \) on the denominator to account for the nontrivial weights (dimensions) of the mass squared: i.e. on the \( p \)-adic worldsheet, the spatial unit circle has \( p \) points, thus has \( p \)-adic length equal to \( p^{-1} \), while the time unit circle has 1 point with \( p \)-adic length equal to 1. (Also note that the product of \( p \) as defined by analytic continuation, equals \( (2\pi)^2 \) on the left-hand side, which is the product of two dimensionful unit circles on the Archimedean side.)

By analytic continuation, (see (8) and the explanation afterwards about the regularization) the right-hand side of Eq. (2.23) equals

\[ \zeta_{(\infty)}(\mu) \zeta_{(\infty)}(1 - \mu), \tag{2.24} \]

with \( \zeta_{(\infty)} \) the Riemann Zeta function. Thus, in order for the Archimedean string worldsheet to remain conformally invariant, we must sit either at a nontrivial Riemann zero (where \( m_{(\infty)}^2 = 0 \)), or at \( \mu = 0,1 \) (where \( m_{(\infty)}^2 = \infty \)). It turns out that the \( \mu = 1 \) case does not contribute to the \( p \)-adic string path integral (see appendix (B)); the trivial Riemann zeros do not appear, due to the regularization in (8) below, or again due to appendix (B). Conversely, if \( \mu \) is a Riemann zero on the critical line, Theorem (1)
implies that it does give rise to a \( p \)-adic string state with nonzero norm and positive real Laplacian eigenvalue, and it does contribute to the \( p \)-adic string path integral as shown in section (4.3); on the other hand, for any nonzero \( \mu \) that does not lie on the critical line, a similar calculation as in appendix (B) indicates that it does not contribute to the \( p \)-adic path integral. There are indications that the \( \mu = 0 \) mode may be related to the tachyon. We plan to investigate these issues in detail in a separate paper.

**Comment 8.** The first nontrivial zero of the Zeta function is at \( t_{1st} = 14.13... \) on the critical line. The line \( \Im(\mu) = \pi/\log p \) is below \( t_{1st} \) for all values of \( p \), so no zeros can occur on this line. We will thus exclude it from discussion in the rest of the paper, i.e. exclude the case when \( k \) is odd in Comment 6.

**Comment 9.** Eigenfunctions (2.17) are plane waves. This follows from the fact that the sign choices in Eqs. (2.19) correspond to the exponent incrementing as the wave propagates on the graph, starting from the boundary point \( \alpha \). However, since the graph is infinite, the distance from any point in the bulk to \( \alpha \) is divergent. To remove this divergence, the steps in the exponent are instead counted in reference to the base point \( O \). Thus, choosing a base point is related to renormalization.

We are thus led to the following result, that principal series representations of \( \text{PGL}(2, \mathbb{Q}_p) \) are plane waves on the Bruhat-Tits tree.

**Remark 1.** Equation (2.17), when \( \Re(\mu) = 1/2 \), has an interpretation as a \( p \)-adic automorphic form: it is the unique spherical vector (up to a nonzero multiple) of the unitary principal series representation of \( \text{PGL}(2, \mathbb{Q}_p) \).

More generally, we expect certain \( p \)-adic automorphic forms to describe fields on the \( p \)-adic string worldsheet.

If eigenfunctions (2.17) are Bruhat-Tits tree plane waves, they must satisfy orthonormality conditions analogous to the Archimedean ones. This is captured by Definition 9 and Theorem 1 below. However, before discussing orthonormality, we need to introduce the regularization scheme that we will employ. This regularization scheme is necessary because many of the sums on the tree that we will encounter are naively divergent.

**Definition 8.** Our regularization prescription for the evaluation of a meromorphic function \( f \) at a point \( x \) is as follows: expand the function \( f \) in a Laurent expansion at
point \( x \) (which is allowed to be a pole), and pick out the constant term. This regularization and its variants are used often in physics. We plan to investigate the regularization from basic principles of quantum mechanics in a future paper.

We will mostly be interested in applying this prescription to geometric sums:

1. If \( s > 0 \), the sum
   \[
   \sum_{k=1}^{\infty} p^{-ks} = \frac{1}{p^s - 1}
   \]  
   (2.25)

   is finite, so the constant term is just the value of the sum.

2. If \( s < 0 \), writing
   \[
   \sum_{k=1}^{\Lambda} p^{-ks} = \frac{1}{p^s - 1} - \frac{p^{-s\Lambda}}{p^s - 1},
   \]  
   (2.26)

   for a large cutoff \( \Lambda \), has a pole in \( p^{s\Lambda} \) in the second term as \( \Lambda \to \infty \), which gets discarded.

3. If \( \Re (s) = 0 \) and \( \Im (s) \neq 2ki/\log p, k \in \mathbb{Z} \), we can write \( s = \epsilon + i\Im (s) \) and take the limit \( \epsilon \to 0 \) in Eqs. (2.25) or (2.26), to obtain
   \[
   \sum_{k=1}^{\infty} p^{-ks} = \frac{1}{p^s - 1}.
   \]  
   (2.27)

4. If \( s = 2ki/\log p, k \in \mathbb{Z} \), we can expand the right-hand side in Eq. (2.25) as
   \[
   \frac{1}{p^s - 1} = \frac{1}{s \log(p)} - \frac{1}{2} + O(s),
   \]  
   (2.28)

   which contains a log singularity in \( p^s \) as \( s \to 2ki/\log p \). The constant term in this case is \(-1/2\).

More details on this method of regularization can be found in [16].

For geometric sums, the regularization scheme above coincides with analytic continuation, for which the geometric sum

\[
\sum_{k=1}^{\infty} p^{-ks} = \frac{1}{p^s - 1}, \quad \Re(s) > 0,
\]  
(2.29)

gets analytically extended to the entire complex plane, minus the poles at \( s = 2ki/\log p \), \( k \in \mathbb{Z} \). Furthermore, at these poles the geometric series is the divergent sum \( 1 + 1 + \)
1 + . . . , and can also be thought of as being regularized as \( \zeta(0) = -1/2 \), with \( \zeta \) the Riemann Zeta function. We are thus led to the following form of our regularization.

**Comment 10.** The geometric series is regularized by the prescription in Definition 8 (or by analytic continuation) as

\[
\sum_{k=1}^{\infty} p^{-ks} = \begin{cases} 
\frac{1}{p^{s-1}}, & s \neq \frac{2ki}{\log p} \\
-\frac{1}{2}, & s = \frac{2ki}{\log p}
\end{cases}, \quad (2.30)
\]

with \( k \in \mathbb{Z} \).

Analytic continuation (2.30) is very much in the spirit of the analytic continuation used in defining special functions, e.g. Gamma, Beta and Zeta functions in the Archimedean case. The connection with special functions is in fact stronger: in the \( p \)-adic case, the Gel’fand-Graev Gamma function and the Beta function are defined precisely via analytic continuation (2.30) (see e.g. [17]). Prescription (2.30) can be used as a regularization scheme in other contexts also, however we will not detail this in the present paper.

We now introduce the inner product for functions defined at the vertices of the tree. As mentioned above, this inner product is in all cases divergent, and needs to be regularized using the prescription in Definition 8 and Eq. (2.30).

**Definition 9.** The inner product of functions \( \psi, \phi : V(T_p) \to \mathbb{C} \) is

\[
\langle \phi | \psi \rangle := \sum_{i \in V(T_p)} \phi_i^* \psi_i, \quad (2.31)
\]

with the star denoting conjugation, defined to act on eigenfunctions as

\[
\phi_{\mu,\alpha}^* := \phi_{1-\mu,\alpha}. \quad (2.32)
\]

On the critical line this definition of conjugation is the same as complex conjugation. It is also related to time reversal symmetry for a certain notion of time, as we will explain in Section 2.3.

**Theorem 1.** With regularization (2.30), the eigenvalues \( \phi_{\mu,\alpha} \) satisfy the normalization
Figure 3: The three possible relative positions of points $\alpha$, $\beta$, $O$ and $O'$. The geodesic $\alpha \leftrightarrow \beta$ (if it exists) is represented dashed, and the distance from $O$ to $\alpha \leftrightarrow \beta$ by thickened segments. The last term in Eq. (2.33) only appears in the third configuration. On this figure $p = 2$ and $\ell (O,O') = 2$.

The condition

$$\langle \phi_{\mu,\alpha} | \phi_{\nu,\beta} \rangle = \left( \frac{1}{1-p} \delta_{\mu^* + \nu} + \frac{p}{1-p} \delta_{\mu^* + \nu - 1} \right) \delta_{\alpha,\beta} + \frac{p^\ell (O,O') - 1}{p - 1} \delta_{\mu^* + \nu - 1},$$

(2.33)

with $O'$ the vertex on the $\alpha \leftrightarrow \beta$ geodesic closest to $O$ ($O' = O$ if $O$ is on the $\alpha \leftrightarrow \beta$ geodesic, or if $\alpha = \beta$), where $\mu, \nu$ are either real, or lie on the critical line.

In expression (2.33) $\delta_\star$ and $\delta_{\star,\star}$ are Kronecker delta functions. All possible relative positions of vertices $\alpha$, $\beta$ and $O$ are shown in Figure 3, and the proof of Theorem 1 is given in Appendix A. Note that $\alpha, \beta \in \partial T_p$, so they can be thought of as points of $\mathbb{P}^1(\mathbb{Q}_p)$. The Kronecker delta function $\delta_{\alpha,\beta}$ in Eq. (2.33) is off by a normalization factor from the Dirac delta function of $\mathbb{P}^1(\mathbb{Q}_p)$, however this normalization factor will not be important in the present paper.

**Comment 11.** We will study the effects of the first and second term in Eq. (2.33) in the rest of the paper. Interpreting the half geodesic from $\alpha$ to $O$ as a time direction (which we will explain in Section 2.3 below), Eq. (2.33) implies that there are $p + 1$ independent movers on the worldsheet, each with a different forward time direction, since one can pick $p + 1$ boundary points so that the third term in Eq. (2.33) does not contribute.
2.3 Worldsheet time direction and local symmetry transformations

In the previous section the plane waves were defined with respect to arbitrary reference vertices on the boundary. However, in the rest of the paper we will fix one boundary vertex, denoted $\infty$, with respect to which all plane waves are defined. Doing so drops the third term in the plane wave normalization (2.33), and is related to introducing a kind of time direction on the tree, as we will explain shortly. Furthermore, we will require the scalar field configuration on the tree to respect the symmetry given by the stabilizer $S(O, \infty)$; this can be thought of as an analog of a local (Lorentz-, or rotation-like) symmetry group on the discrete worldsheet.

To understand how the stabilizer $S(O, \infty)$ acts, note that by Lemma 2, the matrix representatives of the lattice equivalence classes can be taken to be upper triangular. The following Lemma relates the propagation bracket to these representatives.

**Lemma 5.** With center vertex $O$, the propagation bracket (2.14) is related to the matrix representatives

$$\begin{pmatrix} a & b \\ 0 & d \end{pmatrix}$$

of the lattice equivalence classes by

$$\langle i, \infty \rangle = v(d) - v(a) - [v(d_O) - v(a_O)].$$

If $O$ has representative the identity matrix the square bracket vanishes.

**Proof.** Let $i'$ be the vertex at which the $\alpha \to O$ and $\alpha \to i$ paths stop coinciding, as before. From Comment 1, the matrix representative for a vertex $i$ for which vertices $\infty, O, i$ are on the same geodesic in this order ($i = i'$ in this case) can be written as

$$\begin{pmatrix} p^{\ell(i', O)}_{a_O} & * \\ 0 & d_O \end{pmatrix}.$$  

If instead vertices $\infty, O, i$ are not on one geodesic in this order, the matrix representative can be written as

$$\begin{pmatrix} p^{\ell(i, i')}_{a_O} & * \\ 0 & p^{\ell(i', O)}_{d_O} \end{pmatrix}.$$
Lemma 6. The bracket $\langle i, \infty \rangle$ is invariant under the stabilizer $S(O, \infty)$.

Proof. Immediate from Eq. (2.35).

The $P_\infty$ momentum eigenfunctions also respect the $S(O, \infty)$ symmetry.

We now explain the intuition behind interpreting the special half-geodesic $(O, \infty)$ as a time direction for the scalar degrees of freedom, and the stabilizer $S(O, \infty)$ as a rotation-like local symmetry group. In the Archimedean case, there is a sharp distinction between the manifold $M$ and the local symmetry group acting (on say the tangent space) at a point; this distinction becomes considerably blurred in the case of the Bruhat-Tits tree.

Consider the momentum operator $P_\alpha$ acting in all $p + 1$ directions on an eigenfunction $p^{\mu(i, \infty)}$ at a vertex $i$. This produces an eigenvalue vector

$$\left( p^\mu, p^{-\mu}, \ldots, p^{-\mu} \right),$$

so at each vertex $i$ the direction pointing toward $\infty$ is distinguished. We identify this direction as a time direction. Then the half-geodesic $(\infty, O)$ acts as a time direction for center $O$. At each vertex $i$, the stabilizer subgroup $S(O, \infty)$ acts by identifying (i.e. permuting) the $p$ “spacelike” neighbors of $i$, thus it acts similarly to a rotation. Note that the action of $S(O, \infty)$ identifies all vertices $j$ of a fixed bracket value $\langle j, \infty \rangle$ which share a common leg $j'$ on the $(O, \infty)$ geodesic.

The symmetries discussed above are tied to the notion of conjugation we have introduced, and they have consequences for the operator-state correspondence on the tree, as we now briefly explain.

Comment 12. Given a Laplacian eigenvalue $\Lambda_\mu$, there are two momentum eigenvectors, related by $\mu \rightarrow 1 - \mu$. This is analogous to having momentum eigenvectors of different orientations and the same energy in the Archimedean case. The $\mu$ and $1 - \mu$ eigenvalues thus correspond to incoming and outgoing states, and conjugation is equivalent to switching the time arrow on the tree. Note that the in and out states are related to the left and right Haar measures, and there is a factor of $\delta_B(b) = |a/d|_p$, for any $b \in B$ between these two measures, i.e. $m_L/m_R = \delta_B$.

Comment 13. In Archimedean physics, on the genus zero worldsheet of a CFT, given two incoming states and one outgoing state (in CFT the time evolution of these states is
equivalent to point insertions on the worldsheet), the path integral gives a number. This amounts to a map \( V \to \text{End}(V) \), where \( V \) is the local state space which is isomorphic for every point on the worldsheet. This map is the state-field correspondence, which satisfies the axioms of a VOA (vertex operator algebra).

The local state space at any point on the \( p \)-adic worldsheet, say at the chosen center \( O \), should be a representation of \( S(O, \infty) = \text{PGL}(2, \mathbb{Z}_p) \cap B \), the local “spatial” rotation group. A vector in our local bosonic state space \( V \) should be a function from the vertex set of the Bruhat-Tits tree to \( \mathbb{R} \), that transforms trivially under \( S(O, \infty) \).

Comment 14. Since any momentum eigenvector in \( V \) has the form (2.21), we have a rough picture of our state-field correspondence for \( p \)-adic bosonic strings: a momentum eigenstate given by (2.21) is a function from vertexes of the graph to \( \mathbb{R} \), so it is a field on the worldsheet that acts on any other vertex, where the action is given by pointwise multiplication, with a weight shift of \( 1/2 \), due to the ratio of left and right Haar measures on \( \text{PGL}(2, \mathbb{Q}_p) \), analogous to the ordinary weight shift given by a contour integral that one uses to compute a vertex operator acting on the vacuum state. It is easy to check that the correspondence respects the translation symmetry by momentum operators.

Conversely, along the same line of arguments, one can easily check that a worldsheet scalar field that is a momentum eigenvector, which transforms trivially under the stabilizer subgroup of the infinity, must be of the form (2.21), so only superpositions of such fields enter the path integral. In particular, our state-field correspondence is bijective.

Comment 15. Imagine that we didn’t choose an infinity to start with, and therefore had the full \( \text{PGL}(2, \mathbb{Q}_p) \) symmetry. Then the only momentum (or Laplacian) eigenfunction respecting that symmetry would be the constant function on the graph.

Physics becomes nontrivial when the symmetry gets broken by a choice of infinity, which as we have seen, gives rise to a time direction of the \( p \)-adic string, as the path to infinity. Then, given any vertex on the graph, a local state has to transform according to a representation of our leftover symmetry, which plays the role of the local spatial rotation subgroup of the Lorentz group. If one computes states for the trivial representation that is also a momentum eigenstate, one then obtains Eq. (2.21), which in turn is a field that acts on state spaces everywhere on the worldsheet.

One might wonder whether the field of rational numbers \( \mathbb{Q} \) is fundamental, and to make sense of measurements, one has to pass to its completions \( \mathbb{Q}_p \) or \( \mathbb{R} \). From this
point of view infinity is indeed a distinguished point on the boundary.

3 Strings from a distance

In this section we switch gears to string theory. The worldsheet is the Bruhat-Tits tree $T_p$, and the target space is locally $\mathbb{R}^d$. Following the discussion above, we are interested in functions

$$X : V(T_p) \to \mathbb{R}^d.$$  \hfill (3.1)

Note that since the action (1.2) is given by a distance, we could also consider the maps $X$ to be functions $X : V(T_p) \to \mathbb{Q}_p^d$, since $\mathbb{Q}_p$ is equipped with a metric. However, we will not do so in the present paper.

**Comment 16.** The map (3.1) has a peculiar feature: the target space $\mathbb{R}^d$ has uncountably many points, however the vertices of the worldsheet $T_p$ are countable. Thus, uncountably many points in the target space have empty preimage in $T_p$. This is in the spirit of [6].

**Comment 17.** We will be comparing the target space position vectors $X_i, X_j$, when $i$ and $j$ are neighbors on the worldsheet, so we need them to be “close.” Thus, we will be in a situation where $X_i$ and $X_j$ are close in the target space, and separated at order $p$ on the worldsheet.

As explained in the introduction, we propose that the action takes the form

$$S = \frac{1}{V} \sum_{(ij) \in E(T_p)} \frac{d^2(X^a_i, X^b_j)}{a^{2 (ij)}},$$  \hfill (3.2)

with $d$ the geodesic distance on the target manifold and $V$ the degree of each vertex in the Bruhat-Tits tree. The multiplicative factor of $V$ is important to ensure that the action is invariant under certain rescalings, as we will explain in Section 4.1.

**Comment 18.** The action (3.2) is unitless (so one can multiply it with Planck’s constant to restore proper units of action).

**Comment 19.** Action (3.2) depends on the distance squared. This square is important to recover the Polyakov action from our action. However, it may also be possible to write other actions that recover the same physics via field redefinitions.
We now work in a normal coordinate patch in the target space with center denoted by 0, and parameterize the target space path between points \( X_i \) and \( X_j \) as
\[
y(t) := X_i + (X_j - X_i)t, \quad 0 \leq t \leq 1,
\]
and furthermore define a vector \( W \) by
\[
X_j =: X_i + W.
\]
In this normal coordinate patch we have the metric in terms of coordinates \( X_i \)
\[
g_{ab}(X_i) = \eta_{ab} - \frac{1}{3} R_{acbd} X_c^a X_d^b + \mathcal{O}\left(\frac{X^3}{\ell_R^3}\right),
\]
where \( R_{acbd} \) is the curvature tensor at the center of the patch. Then the action can be written as
\[
S[X] = \frac{1}{V} \sum_{(ij) \in E(M)} \frac{1}{a^2_{(ij)}} \left( \int_0^1 \sqrt{g_{ab} W^a W^b dt} \right)^2.
\]
Plugging in (3.5), and using the antisymmetry of the curvature tensor, action (3.6) becomes
\[
S[X] = \frac{1}{V} \sum_{(ij) \in E(M)} \frac{1}{a^2_{(ij)}} \left[ \eta_{ab} \left( X_j^a - X_i^a \right) \left( X_j^b - X_i^b \right) - \frac{1}{3} R_{acbd} X_c^a X_d^b X_j^a X_j^b \right]
+ \mathcal{O}\left(\frac{X^3}{\ell_R^3}\right).
\]
Here \( \ell_R \) is the length scale over which the target space curvature varies.

**Comment 20.** The size of the region where this coordinate choice is valid is controlled by the length scale \( X \) relative to the target space curvature length scale \( \ell_R \). I.e. it is valid when the string is mapped to a region whose scale is much less than the curvature length scale.

**Comment 21.** Analogously, in the usual Archimedean derivation of the target space Einstein equations, the regime of validity of the computation is controlled by \( \sqrt{\alpha'} \) and \( \ell_R \). In the \( p \)-adic case, length scale \( X \) being smaller than the target space length scale implies \( a \ll \ell_R \). Thus, \( a \) can be thought of as the \( p \)-adic analogue of \( \sqrt{\alpha'} \).

**Comment 22.** In the argument above we are assuming the coordinate patch contains
the entirety of the worldsheet. We now justify this. First, the mode coefficients $c_\mu$ with large absolute value have an exponentially small contribution to the path integral, and can be ignored.

Second, when a field mode with a certain momentum parameter $\mu$ goes to infinity on a portion of the worldsheet, we are really only using the patch and the approximation to compute the mode with parameter $-\mu$ that does not go to infinity on that portion, and then we analytically continue (or evaluate at a certain pole according to our specified regularization scheme, in which case it suffices to approach the pole along a path that is entirely in the range where the mode does not go to infinity, as that allows one to calculate all the derivatives at the pole of interest) to the desired value of the momentum. The error of the patch approximation is small w.r.t. the absolute value of $-\mu$, so the error remains small after analytic continuation to $\mu$.

4 The path integral

4.1 Scaling invariance

We are interested in considering a $p$-adic string version of the Archimedean worldsheet scaling symmetry. Explicitly, when the target is flat, a way to consider this scaling symmetry is to assign a uniform edge multiplicity (i.e. to consider a number $\lambda > 1$ of parallel edges between any two neighbors in the tree). The vertex valence and Laplacian then scale as

\[ V \rightarrow \lambda V, \quad \Delta \rightarrow \lambda \Delta, \]  

so that the action derived in the previous section,

\[ S[X] = \frac{1}{V} \sum_{(ij) \in E(M)} \frac{1}{a_{(ij)}^2} \eta_{ab} (X_j^a - X_i^a) (X_j^b - X_i^b), \]  

remains invariant. The scaling of the Laplacian can be understood by writing it in matrix form as

\[ -\Delta = \begin{pmatrix} p+1 & -1 & -1 \\ -1 & p+1 & \\ & \ddots & \ddots \\ -1 & & p+1 \end{pmatrix}, \]  
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such that each entry corresponds to a number of neighbors (in the graph with no multiplicity). The Archimedean analog of scaling the edge weight contribution is scaling the worldsheet metric in the Polyakov action, and the analog of scaling $V$ is scaling the volume element.

In general, when the target is not necessarily flat, the scaling symmetry is $V \to \lambda V$, $d(X_i, X_j)^2 \to \lambda d(X_i, X_j)^2$.

**Comment 23.** There exists a second scaling under which action (4.2) (or (3.2)) is invariant:

$$a_{(ij)} \to \lambda' a_{(ij)}, \quad d(X_i, X_j) \to \lambda' d(X_i, X_j).$$  \hspace{1cm} (4.4)

The interpretation of Eq. (4.4) is that scaling the worldsheet edge lengths by $\lambda'$ (keeping multiplicity constant) must be accompanied by a scaling of the target manifold distances in the same way, in order for the action to remain invariant. We expect scalings (4.1) and (4.4) to be equivalent. Scaling (4.4) also applies to the gravitational worldsheet actions discussed in [14].

We would like this scaling symmetry, which is a classical symmetry, to remain a symmetry at the quantum level, to avoid RG running of the target space metric. Said another way, generically there is no scale-invariant way to regularize action (3.7), but we would like the theory to not depend on any parameters that the regularization may introduce.

In particular, we want the target space metric $g_{ab}$ to not RG run, so that the $\langle X^a X^b \rangle$ two-point function must not receive quantum corrections.

### 4.2 The two-point function

From now on we will consider that all edge lengths $a_{(ij)}$ are equal to a common edge length $a$.

The partition function is (see e.g. [18] for an introduction to $p$-adic path integrals)

$$Z[R] = \int DX e^{iS[X, R]}.$$  \hspace{1cm} (4.5)
The bare (meaning in the absence of interactions) two-point function is computed as

\[
\langle X^a_i X^b_j \rangle_{\text{bare}} = \frac{1}{Z[0]} \int D X \exp \left\{ \frac{i}{V a^2} \sum_{(kl) \in E(M)} \left[ \eta_{mn} (X^m_k - X^m_l) (X^n_k - X^n_l) \right] \right\} X^a_i X^b_j
\]

(4.6)

\[
= \frac{1}{Z[0]} \int D X \exp \left\{ -\frac{i}{V a^2} \sum_{k \in V(M)} \eta_{mn} X^m_k \triangle X^n_k \right\} X^a_i X^b_j,
\]

(4.7)

where in the second equality we have rewritten the sum.

We thus expand \( X \) in eigenfunctions of the Laplacian that obey the \( S(O, \infty) = B \cap \text{PGL}(2, \mathbb{Z}_p) \) symmetry (in particular, keeping the boundary reference vertex \( \infty \) fixed), and from now on we suppress notation of the boundary reference index. We have

\[
X^a_k = \int_{\mu \in D} c^a_\mu \phi_\mu(k).
\]

(4.8)

Here \( D \) is the domain over which eigenvalue parameter \( \mu \) runs. We choose \( D \) such that the eigenvalues of the Laplacian are real and non-positive (the Laplacian is negative semi-definite in our conventions). Since we have removed the \( \Im(\mu) = \pi / \log p \) line (as explained in Comment 8), \( D \) consists of two regions,

\[
D = \{ 0 \leq \mu \leq 1 \} \cup \left\{ \Re(\mu) = \frac{1}{2}, -\frac{\pi}{\log p} \leq \Im(\mu) \leq \frac{\pi}{\log p} \right\}
\]

(4.9)

\[
=: D_{\text{real}} \cup D_{\text{crit}}.
\]

(4.10)

\( D_{\text{real}} \) is on the real line, and \( D_{\text{crit}} \) is a period of the eigenvalue function on the critical line.

Furthermore, as \( X \) is a real field, this implies that

\[
\bar{c}^{1}_{\frac{1}{2}+it} = c^{1}_{\frac{1}{2}-it}, \quad t \in \mathbb{R},
\]

(4.11)

with the overline denoting complex conjugation.

We need to expand the term in the action containing the Laplacian. Using normalization (2.33) and Eq. (4.8), we have

\[
\sum_{k \in V(M)} \eta_{mn} X^m_k \triangle X^n_k = \sum_{k \in V(M)} \int_{\mu, \nu \in D} \Lambda_\nu c^m_{\mu} c^n_{\nu} \phi_\mu(k) \phi_\nu(k)
\]

(4.12)
with $\Lambda_\nu := \lambda_\nu - p - 1$ the Laplacian eigenvalues.

There are two possible contributions to the integral, according to Eq. (4.9), however, it will turn out that only the critical line gives a nonvanishing contribution. Let’s now compute this contribution; the vanishing of the $D_{\text{real}}$ contribution, using the regularization in Definition 8, is shown in Appendix B.

We parameterize the critical line integrals as

$$\mu = \frac{1}{2} + it', \quad \nu = \frac{1}{2} + it,$$

so that

$$\sum_{k \in V(M)} \eta_{mn} X_{m}^{n} \bigg|_{D_{\text{crit}}} = \frac{p}{1 - p} \int_{\mu, \nu \in D_{\text{crit}}} \Lambda_{\mu} c_{\mu}^{m} c_{\nu}^{m} \delta_{\mu + \nu - 1} \tag{4.14}$$

$$= \frac{p}{1 - p} \int_{\mu, \nu \in D_{\text{crit}}} \Lambda_{\frac{1}{2} + it'} c_{\frac{1}{2} + it}^{m} c_{\frac{1}{2} + it'} \delta_{t + t'}$$

$$= \frac{p}{1 - p} \int_{\frac{\pi}{\log p}} c_{\frac{1}{2} + it}^{m} \delta_{t} \bigg|_{t} \tag{4.15}$$

with $| \cdot |$ the Lorentzian norm on the worldsheet, and $\delta t$ a discretization parameter.

Then the two-point function computation (4.7) becomes

$$\langle X_{a} X_{b} \rangle_{\text{bare}} = \frac{1}{Z[0]} \int Dc \exp \left\{ - i\delta t \frac{p}{V a^{2} (1 - p)} \int_{t} \Lambda_{\frac{1}{2} + it} \bigg| c_{\frac{1}{2} + it}^{m} \bigg|^{2} \right\} \times$$

$$\times \int_{t_{1}, t_{2}} c_{\frac{1}{2} + it_{1}}^{a} c_{\frac{1}{2} + it_{2}}^{b} \phi_{\frac{1}{2} + it_{1}}(i) \phi_{\frac{1}{2} + it_{2}}(j). \tag{4.15}$$

If $a \neq b$ then the $c_{\frac{1}{2} + it}$ integral is again odd and vanishes.

Eq. (4.15) is the usual path-integral prescription for the free two-point function, which can be evaluated using the standard argument. We denote $T := \pi / \log p$, and discretize the integrals as $t \rightarrow i\delta t$, with $t$ the discrete variable and summation endpoint $I := T / \delta t$. Furthermore, we relabel subscripts of the form $1/2 + it$ on $c$ and $\phi$ by $\iota$. We can then write

$$\langle X_{x} X_{j} \rangle_{\text{bare}} = \frac{1}{Z[0]} \int Dc \exp \left\{ - i\delta t^{2} \frac{p}{V a^{2} (1 - p)} \sum_{i = - I}^{I} \Lambda_{i} \bigg| c_{i}^{m} \bigg|^{2} \right\} \sum_{i_{1}, i_{2} = - I}^{I} c_{i_{1}}^{a} c_{i_{2}}^{b} \phi_{i_{1}}(i) \phi_{i_{2}}(j) \delta t^{2}$$

$$= \eta^{ab} \sum_{i_{1} = - I}^{I} \left( \prod_{i} \frac{\pi V (p - 1)}{ip \Lambda_{i}} \right) \frac{V a^{2} (p - 1)}{2ip \Lambda_{i_{1}}} \phi_{i_{1}}(i) \phi_{- i_{1}}(j). \tag{4.16}$$
Note that in obtaining Eq. (4.16) combinations such as \( c^2 \) multiplying the exponential vanish by complex integration.

The prefactor cancels against the normalization in Eq. (4.16) and we can restore the \( t \) integral to obtain

\[
\langle X_i^a X_j^b \rangle_{\text{bare}} = \frac{i V a^2}{2 \delta t} \frac{1 - p}{p} \eta^{ab} \int_t \frac{1}{\Lambda_1^{1+it}} \phi_1^{1+it}(i) \phi_1^{1-it}(j).
\]  

(4.17)

In integrating over the Fourier configurations we used a Kronecker delta instead of a Dirac delta function, at the expense of introducing a factor of \( \delta t \). Here \( 1/\delta t \) plays the role of the string tension, so the combination \( a^2/\delta t \) that appears in Eq. (4.17) is natural.

Expression (4.17) is \( i \leftrightarrow j \) exchange symmetric, since \( \Lambda_1^{1+it} = \Lambda_1^{1-it} \). Eq. (4.17) can be thought of as the analogue of the momentum space representation of a bare propagator.

### 4.3 One-loop correction to the two-point function

We are interested in computing the object

\[
\langle X_i^a X_j^b \rangle_{1\text{-loop}} = \frac{1}{Z[0]} \int Dx \exp \left\{ -i a^2 V \sum_{k \in V(M)} X_{k'}^{m'} \Delta X_{k}^{m'} \right\} \times \]

\[
\times \sum_{k_1 \in V(T_p)} \sum_{k_2 \sim k_1} \left( -\frac{1}{6 a^2 V} R_m p q X_{k_1}^m X_{k_2}^p X_{k_2}^q \right) X_i^a X_j^b,
\]  

(4.18)

where \( k_2 \sim k_1 \) means that the second sum should be over all the neighbors of \( k_1 \), and the extra factor of 2 in the denominator accounts for double-counting the edges.

The first step is to evaluate the \( k_2 \) sum, by expanding in Laplacian eigenfunctions. We have

\[
\sum_{k_2 \sim k_1} X_{k_2}^p X_{k_2}^q = \int_{\lambda, \rho \in D} \sum_{k_2 \sim k_1} c_{\lambda}^p c_{\rho}^q \phi_\lambda(k_2) \phi_\rho(k_2)
\]

\[
= \int_{\lambda, \rho \in D} \left( p^{1-\lambda-\rho} + p^{\lambda+\rho} \right) c_{\lambda}^p c_{\rho}^q \phi_\lambda(k_1) \phi_\rho(k_1),
\]  

(4.19)

where we have used explicit expression (2.17) for the eigenfunctions. Then, expressing...
Eq. (4.18) in momentum space, we have

\[
\langle X_i^a X_j^b \rangle_{1\text{-loop}} = \frac{1}{Z[0]} \int Dc \exp \left\{ -\frac{i}{a^2V} \sum_{k'' \in V(T_p)} \int_{\mu_{1,2}} \Lambda_{\mu_2} c_{\mu_1}^l c_{\mu_2}^l \phi_{\mu_1+\mu_2} (k') \right\} \times \\
\times \sum_{k \in V(T_p)} \int_{\mu, \ldots, \rho} \frac{-1}{6a^2V} R_{m,n,q} \left( p^{1-\lambda-\rho} + p^{\lambda+\rho} \right) c_{\mu}^m c_{\mu}^b c_{\mu}^l \phi_{\mu_1+\rho+\lambda+\rho} (k) \times \\
\times \int_{\mu_3, \mu_4} c_{\mu_3}^a c_{\mu_4}^b \phi_{\mu_3} (i) \phi_{\mu_4} (j),
\]

(4.21)

We now compute the \( k \) sum; using results in Appendix A, we have

\[
\sum_{k \in V(T_p)} \phi_{\sigma} (k) = \frac{1}{1-p} \delta_{\sigma} + \left( \frac{p}{1-p} \right) \delta_{1-\sigma},
\]

(4.22)

so that

\[
\langle X_i^a X_j^b \rangle_{1\text{-loop}} = \frac{1}{Z[0]} \int Dc \exp \left\{ \frac{i}{a^2V (p-1)} \int_{\mu_{1,2}} \Lambda_{\mu_2} c_{\mu_1}^l c_{\mu_2}^l \left( \delta_{\mu_1+\mu_2} + p\delta_{1-\mu_1-\mu_2} \right) \right\} \times \\
\times \int_{\mu, \ldots, \rho} \frac{1}{6 (p-1) a^2V} R_{m,n,q} \left( p^{1-\lambda-\rho} + p^{\lambda+\rho} \right) c_{\mu}^m c_{\mu}^b c_{\mu}^l \times \\
\times \left( \delta_{\mu_1+\rho+\lambda+\rho} + p\delta_{1-\mu_1-\rho+\lambda} \right) \int_{\mu_3, \mu_4} c_{\mu_3}^a c_{\mu_4}^b \phi_{\mu_3} (i) \phi_{\mu_4} (j).
\]

(4.23)

Let’s now consider the Wick contractions. A priori, every parameter \( \mu, \ldots \in D \) can either be on the critical line, or in the \( 0 \leq \mu \leq 1 \) interval. However, it turns out only the following combinations are possibly nonzero (here the notation means each entry in a bracket on the left and right sides is used precisely once, and the brackets are unordered):

1. \( \{ \mu_3, \mu_4 \} = \{ 0, 0 \}, \{ \mu, \nu, \rho, \lambda \} = \{ 0, 0, 0, 0 \} \).
2. \( \{ \mu_3, \mu_4 \} = \{ 0, 0 \}, \{ \mu, \nu, \rho, \lambda \} = \{ 0, 0, 1/2 + it, 1/2 - it \} \).
3. \( \{ \mu_3, \mu_4 \} = \{ 1/2 + it, 1/2 - it \}, \{ \mu, \nu, \rho, \lambda \} = \{ 0, 0, 1/2 + it, 1/2 - it \} \).

Furthermore, in order to have a connected diagram with nonzero contribution, either \( a, b \) are paired with \( m, n \) (and \( p, q \) with each other), or \( a, b \) are paired with \( p, q \)
Figure 4: One-loop correction to the two-point function.

(and $m$, $n$ with each other), i.e. contractions of the type

\[ R_{mpnq}e^m e^n e^p e^q, \]  

(4.24)

corresponding to the bubble diagram in Figure 4. The diagram thus is proportional to the Ricci tensor $R_{ab}$.

For the case when $\mu_3 = \mu_4 = 0$, this contribution is naively divergent, and must be regularized by the introduction of an IR regulator $M^2$ in the bare propagator. This is because we are integrating over the $\mu = 0$ zero mode on the real line (note that $\mu = 0$ is paired with the pole in the Zeta function at $\mu = 1$ by the functional equation).

The leading contribution comes from the first case, i.e. $\mu_3 = \mu_4 = \mu = \nu = \rho = \lambda = 0$, which is of order $1/M^6$, where $M^2$ is the IR regulator (the bare two-point function for the zero mode is just $1/M^2$). This divergence cannot be removed by our regularization scheme, since it corresponds to a zero mode, so a small variation in $\mu$ at $\mu = 0$ keeps the action unchanged by our normalization computation.

In order for the one-loop correction to the two-point function to vanish (and for the target space metric to not RG flow), we must thus have $R_{ab} = 0$. This gives the target space Einstein equations. Conversely, setting $R_{ab} = 0$ also cancels the subleading divergences in $M$, as well as any finite corrections to the two-point function.

**Comment 24.** In the third case, the contribution comes from pairing $\mu_3, \lambda$ with $1/2 \pm i\nu$, and the zero modes with each other. This leads to the same result, that the Ricci curvature vanishes.

**Comment 25.** It would be interesting to explore if the machinery developed in this paper for the computation of tree level and one-loop diagrams could also be used to compute Archimedean diagrams. It seems that the structure of the loop diagrams in
the $p$-adic bosonic string is considerably simpler than the Archimedean one, due to normalization (2.33). In particular, the divergences appear to come from the IR zero mode, and the momentum loops are all finite period integrals.
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### A Laplacian eigenfunction normalization

In this Appendix we compute the Laplacian eigenfunction normalization and prove Theorem 1.

![Figure 5: The configurations of vertices $\alpha$, $\beta$, and $O$ relevant for the proof of Theorem 1.](image-url)
Proof (Theorem 1). The normalization condition we want to check is
\[
\langle \phi_{\mu,\alpha} | \phi_{\nu,\beta} \rangle = \left( \frac{1}{1 - p} \delta_{\mu^* + \nu} + \frac{p}{1 - p} \delta_{\mu^* + \nu - 1} \right) \delta_{\alpha,\beta} + \frac{p^{\ell(O,O')}}{p - 1} \delta_{\mu^* + \nu - 1}. \tag{A.1}
\]

Pick two eigenfunctions \( \phi_{\mu,\alpha} \), \( \phi_{\nu,\beta} \). The eigenfunction inner product is
\[
\langle \phi_{\mu,\alpha} | \phi_{\nu,\beta} \rangle = \sum_{i \in V(T)} p^{\mu^*(i,\alpha) + \nu(i,\beta)}. \tag{A.2}
\]

There are three cases, as in Figure 5, and we use Lemma 4.

**Case 1.** In this case \( \alpha = \beta \). We have
\[
(\mu^* + \nu) \langle i_1, \alpha \rangle = - (\mu^* + \nu) \ell(O,i_1), \tag{A.3}
\]
\[
(\mu^* + \nu) \langle i_2, \alpha \rangle = (\mu^* + \nu) [\ell(O,i'_2) - \ell(i_2,i'_2)], \tag{A.4}
\]
so that
\[
\langle \phi_{\mu,\alpha} | \phi_{\nu,\beta} \rangle = \sum_{\ell(O,i_1)=0}^{\infty} p^{(1-\mu^* - \nu)\ell(O,i_1)} + \left( \sum_{\ell(O,i'_2)=1}^{\infty} p^{(\mu^* + \nu)\ell(O,i'_2)} \right) \times
\]
\[
\times \left[ 1 + \frac{p - 1}{p} \sum_{\ell(i_2,i'_2)=1}^{\infty} p^{(1-\mu^* - \nu)\ell(i_2,i'_2)} \right]. \tag{A.5}
\]

There are two geometric sums that we need to consider,
\[
\sum_{i=0}^{\infty} p^{(1-\mu^* - \nu)i} = 1 + \frac{1}{p^{\mu^* + \nu - 1} - 1}, \quad \Re(\mu^* + \nu) > 1, \tag{A.6}
\]
\[
\sum_{i=1}^{\infty} p^{(\mu^* + \nu)i} = -1 + \frac{1}{1 - p^{\mu^* + \nu}}, \quad \Re(\mu^* + \nu) < 0. \tag{A.7}
\]

Next, since \( \mu, \nu \) are either real, or lie on the critical line, we need only consider the poles of the right hand side of the above two equations at \( \mu^* + \nu = 1 \) and \( \mu^* + \nu = 0 \).

Note that the ranges over which these two series converge do not overlap. However,
as explained in Definition 10, we introduce analytically continued values as

\[
\sum_{i=0}^{\infty} p^{(1-\mu^*-\nu)i} = 1 + \frac{1}{p^{\mu^*+\nu-1} - 1}, \quad \mu^* + \nu \neq 1,
\]

(A.8)

\[
\sum_{i=1}^{\infty} p^{(\mu^*+\nu)i} = -1 + \frac{1}{1 - p^{\mu^*+\nu}}, \quad \mu^* + \nu \neq 0.
\]

(A.9)

Furthermore, we have

\[
\sum_{i=0}^{\infty} p^{(1-\mu^*-\nu)i} = \sum 1 =: \zeta_0, \quad \mu^* + \nu = 1,
\]

(A.10)

\[
\sum_{i=1}^{\infty} p^{(\mu^*+\nu)i} = \sum 1 = \zeta_0, \quad \mu^* + \nu = 0,
\]

(A.11)

where quantity \( \zeta_0 \) is formally divergent. This is just \( 1 + 1 + 1 + 1 + \ldots \), and can be regularized by

\[
\sum_{i=1}^{\infty} 1^i = \zeta(0) = -1/2,
\]

(A.12)

however this regularization will not be needed for the first case. This is because when putting everything together \( \zeta_0 \) cancels, as do the terms not proportional to delta functions, and we obtain

\[
\langle \phi_{\mu,\alpha}|\phi_{\nu,\beta}\rangle = \frac{1}{1 - p} \delta_{\mu^*+\nu} + \frac{p}{1 - p} \delta_{\mu^*+\nu-1},
\]

(A.13)

with \( \delta \) the Kronecker delta function.

**Case 2.** We have

\[
\langle i_1, \alpha \rangle = -\ell (O, i_1),
\]

(A.14)

\[
\langle i_1, \beta \rangle = \ell (O, i'_1) - \ell (i_1, i'_1),
\]

(A.15)

\[
\langle i_2, \alpha \rangle = \langle i_2, \beta \rangle = -\ell (O, i_2),
\]

(A.16)

\[
\langle i_3, \beta \rangle = -\ell (O, i_3),
\]

(A.17)

\[
\langle i_3, \beta \rangle = \ell (O, i'_3) - \ell (i_3, i'_3).
\]

(A.18)
The normalization then is

\[
\langle \phi_{\mu,\alpha} | \phi_{\nu,\beta} \rangle = \left( \sum_{\ell(O,i')_1=1}^{\infty} p(-\mu^*+\nu)\ell(O,i'_1) \right) \left( 1 + \frac{p-1}{p} \sum_{\ell(i_1,i'_1)=1}^{\infty} p(1-\mu^*+\nu)\ell(i_1,i'_1) \right) \\
+ \left( 1 + \frac{p-1}{p} \sum_{\ell(O,i_2)=1}^{\infty} p(1-\mu^*+\nu)\ell(O,i_2) \right) \\
\left( \sum_{\ell(O,i'_3)=1}^{\infty} p(\mu^*+\nu)\ell(O,i'_3) \right) \left( 1 + \frac{p-1}{p} \sum_{\ell(i_3,i'_3)=1}^{\infty} p(1-\mu^*+\nu)\ell(i_3,i'_3) \right).
\]

(A.19)

We need to regularize these geometric sums; as above, we use

\[
\sum_{i=0}^{\infty} p^{-\alpha i} = 1 - \frac{1}{1 - p^{-\alpha}}, \quad \alpha \neq 0.
\]

(A.20)

There are now several subcases to consider:

- If \(\mu^* \neq \nu, \mu^* + \nu \neq 1\), direct computation gives \(\langle \phi_{\mu,\alpha} | \phi_{\nu,\beta} \rangle = 0\).
- If \(\mu^* = \nu\), \(\mu^* + \nu \neq 1\), we have

\[
\langle \phi_{\mu,\alpha} | \phi_{\nu,\beta} \rangle = \frac{(2\zeta_0 + 1)(p^{2\nu} - 1)}{p^{2\nu} - p},
\]

which vanishes with Zeta regularization (A.12).
- If \(\mu^* \neq \nu, \mu^* + \nu = 1\), by direct computation \(\langle \phi_{\mu,\alpha} | \phi_{\nu,\beta} \rangle = 0\).
- If \(\mu^* = \nu = 1/2\), then

\[
\langle \phi_{\mu,\alpha} | \phi_{\nu,\beta} \rangle = \frac{(2\zeta_0 + 1)[\zeta(p-1) + p]}{p},
\]

(A.22)

which again vanishes with Zeta regularization (A.12).

Putting everything together, the answer in case 2 is

\[
\langle \phi_{\mu,\alpha} | \phi_{\nu,\beta} \rangle = 0
\]

(A.23)

for all values of \(\mu\) and \(\nu\).
Case 3. We use Eq. (A.20) for regularization. Assume there are $\mathcal{N}$ vertices between $O$ and $O'$ (distinct from $O$ and $O'$), so that $\ell(O,O') = \mathcal{N} + 1$. The sums are

$$
\langle \phi_{\mu,\alpha} | \phi_{\nu,\beta} \rangle = \sum_{\ell(O,\bar{i}_1) = 0}^{\infty} p^{(1-\mu^*-\nu)\ell(O,\bar{i}_1)} \\
+ \sum_{\ell(O,\bar{i}_2') = 1}^{\mathcal{N}} p^{(\mu^*+\nu)\ell(O,\bar{i}_2')} \left[ 1 + \frac{p - 1}{p} \sum_{\ell(i_2,i_2') = 1}^{\infty} p^{(1-\mu^*\nu)\ell(i_2,i_2')} \right] \\
+ p^{(\mu^*+\nu)\ell(O,O') \ell(O',\bar{i}_3)} \sum_{\ell(O',\bar{i}_3') = 1}^{\infty} \left( p^{(\mu^*+\nu)\ell(O',\bar{i}_3')} + p^{(\nu+\mu^*)\ell(O',\bar{i}_3')} \right) \times \\
\times \left[ 1 + \frac{p - 1}{p} \sum_{\ell(i_3,i_3') = 1}^{\infty} p^{(1-\mu^*\nu)\ell(i_3,i_3')} \right]. \tag{A.24}
$$

There are now several subcases to consider:

- If $\mu^* + \nu \neq 1$, $\mu^* + \nu \neq 0$, $\mu^* \neq \nu$, direct computation gives $\langle \phi_{\mu,\alpha} | \phi_{\nu,\beta} \rangle = 0$.
- If $\mu^* + \nu = 1$, $\mu^* \neq \nu$, we obtain
  $$
  \langle \phi_{\mu,\alpha} | \phi_{\nu,\beta} \rangle = \frac{p^{\mathcal{N}+1} - 1}{p - 1}. \tag{A.25}
  $$
- If $\mu^* + \nu = 1$, $\mu^* = \nu = 1/2$, we obtain, using Zeta function regularization (A.12),
  $$
  \langle \phi_{\mu,\alpha} | \phi_{\nu,\beta} \rangle = \frac{p^{\mathcal{N}+1} - 1}{p - 1}. \tag{A.26}
  $$
- If $\mu^* + \nu = 0$ (including $\mu^* = \nu = 0$), we obtain $\langle \phi_{\mu,\alpha} | \phi_{\nu,\beta} \rangle = 0$ by direct computation.
- If $\mu^* = \nu$, $\mu^*, \nu \neq 0, 1/2$, then
  $$
  \langle \phi_{\mu,\alpha} | \phi_{\nu,\beta} \rangle = \frac{(p^{\mu^*+\nu} - 1) p^{(\mathcal{N}+1)(\mu^*+\nu)} (2\zeta_0 + 1)}{p^{\mu^*+\nu} - p}, \tag{A.27}
  $$
  where $\zeta_0 = 2$. 


which vanishes using Eq. (A.12).

**Summary.** Putting Cases 1, 2, and 3 together, we have obtained

\[
\langle \phi_{\mu,\alpha} | \phi_{\nu,\beta} \rangle = \left( \frac{1}{1 - p} \delta_{\mu,\nu} + \frac{p}{1 - p} \delta_{\mu,\nu - 1} \right) \delta_{\alpha,\beta} + \frac{f(O, O') - 1}{p - 1} \delta_{\mu,\nu - 1},
\]

which recovers Eq. (A.1).

\[\Box\]

**B Vanishing of the real line contributions**

In this appendix we show that the real line contributions to the two-point function path integral vanish, if one uses the regularization in Definition 8. We are interested in the quantity

\[
\langle X^a_i X^b_j \rangle_{D_{\text{real}}} = \frac{1}{Z[0]} \int Dc \exp \left\{ -\frac{i}{V a^2} \int_{\mu, \nu \in D_2} \sum_{k \in V(M)} \Lambda_{\nu} c^m_{\mu \nu} \phi_{\mu}(k) \phi_{\nu}(k) \right\} \times \int_{\mu_1, \mu_2 \in D_{\text{real}}} c^a_{\mu_1} c^b_{\mu_2} \phi_{\mu_1}(i) \phi_{\mu_2}(j).
\]

We compute the \( k \) sum first; using results from Appendix A, we have (note we are using \( 0 \leq \mu, \nu \leq 1 \) to remove one of the delta functions)

\[
\langle X^a_i X^b_j \rangle_{D_{\text{real}}} = \frac{1}{Z[0]} \int Dc \exp \left\{ -\frac{i \delta t}{V a^2} \int_{\mu, \nu \in D_2} \Lambda_{\nu} c^m_{1-\nu} c^m_{\nu} \right\} \times \int_{\mu_1, \mu_2 \in D_{\text{real}}} c^a_{\mu_1} c^b_{\mu_2} \phi_{\mu_1}(i) \phi_{\mu_2}(j).
\]

The only possible nonzero contributions thus are (indices \( a \) and \( b \) are not summed)

\[
\langle X^a_i X^b_j \rangle_{D_{\text{real}}} = \frac{\delta^{ab}}{Z[0]} \int Dc \exp \left\{ -\frac{i \delta t}{V a^2} \frac{p}{1 - p} \int_{\mu \in D_2} \Lambda_{\nu} c^m_{1-\nu} c^m_{\nu} \right\} \times \int_{\nu \in D_{\text{real}}} \left[ (c^a_{\nu})^2 + c^a_{\nu} c^a_{1-\nu} + \left( c^a_{1-\nu} \right)^2 \right] \phi_{\nu}(i) \phi_{\nu}(j).
\]

Note that on the real line we are not identifying the complex conjugate of \( c^m_{\nu} \) with \( c^m_{1-\nu} \), so the expression above cannot be written in terms of absolute values.
Consider now the integral of the middle term; it is of the type

\[ I_{\text{mid}} := \int_{c_{\mu}, c_{1-\mu}} e^{\Lambda_{\mu} c_{1-\mu}} c_{\mu} c_{1-\mu} dc_{\mu} dc_{1-\mu}. \]  

(B.4)

We perform a variable change to

\[ s := c_{\mu}, \quad t := c_{\mu} c_{1-\mu}, \]  

(B.5)

so that the integral becomes

\[ I_{\text{mid}} = \int_{s,t} e^{\Lambda t} s^{-1} t ds dt, \]  

(B.6)

with the factor of \( s^{-1} \) coming from the Jacobian. The integrals over \( s \) and \( t \) now decouple. With the regularization in Definition 8, dropping the divergent terms, we have

\[ \int_{-\infty}^{0} e^{\Lambda t} t dt = -\frac{1}{\Lambda^2}; \quad \int_{0}^{\infty} e^{\Lambda t} t dt = \frac{1}{\Lambda^2}, \]  

(B.7)

so that Eq. (B.6) vanishes. Similarly, the other two terms in Expression (B.3) are of the type

\[ \int e^{\Lambda t} t^2 dt, \]  

(B.8)

so using Definition 8 one more time we have

\[ \int_{-\infty}^{0} e^{\Lambda t} t^2 dt = \frac{2}{\Lambda^3}; \quad \int_{0}^{\infty} e^{\Lambda t} t^2 dt = -\frac{2}{\Lambda^3}, \]  

(B.9)

so that Eq. (B.1) vanishes.
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