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Fengzhuo Zhang*  Boyi Liu†  Kaixin Wang‡  Vincent Y. F. Tan§  Zhuoran Yang¶  Zhaoran Wang∥

Abstract
The cooperative Multi-Agent Reinforcement Learning (MARL) with permutation invariant agents framework has achieved tremendous empirical successes in real-world applications. Unfortunately, the theoretical understanding of this MARL problem is lacking due to the curse of many agents and the limited exploration of the relational reasoning in existing works. In this paper, we verify that the transformer implements complex relational reasoning, and we propose and analyze model-free and model-based offline MARL algorithms with the transformer approximators. We prove that the suboptimality gaps of the model-free and model-based algorithms are independent of and logarithmic in the number of agents respectively, which mitigates the curse of many agents. These results are consequences of a novel generalization error bound of the transformer and a novel analysis of the Maximum Likelihood Estimate (MLE) of the system dynamics with the transformer. Our model-based algorithm is the first provably efficient MARL algorithm that explicitly exploits the permutation invariance of the agents. Our improved generalization bound may be of independent interest and is applicable to other regression problems related to the transformer beyond MARL.

1 Introduction

Cooperative MARL algorithms have achieved tremendous successes across a wide range of real-world applications including robotics [Wang et al., 2022b,a], games [Tang and Ha, 2021, Mnih
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et al., 2013], and finance [Xu et al., 2021]. In most of these works, the permutation invariance of the agents is embedded into the problem setup, and the successes of these works hinge on leveraging this property. However, the theoretical understanding of why the permutation invariant MARL has been so successful is lacking due to the following two reasons. First, the size of the state-action space grows exponentially with the number of agents; this is known as “the curse of many agents” [Wang et al., 2020, Menda et al., 2018]. The exponentially large state-action space prohibits the learning of value functions and policies due to the curse of dimensionality. Second, although the mean-field approximation is widely adopted to mitigate the curse of many agents [Wang et al., 2020, Chen et al., 2021], this approximation fails to capture the complex interplay between the agents. In the mean-field approximation, the influence of all the other agents on a fixed agent is captured only through the empirical distribution of the local states and/or local actions [Wang et al., 2020, Chen et al., 2021]. This induces a restricted class of function approximators, which nullifies the possibly complicated relational structure of the agents, and thus fails to incorporate the complex interaction between agents. Therefore, designing provably efficient MARL algorithms that incorporate the efficient relational reasoning and break the curse of many agents remains an interesting and meaningful question.

In this paper, we regard transformer networks as the representation learning module to incorporate relational reasoning among the agents. In particular, we focus on the offline MARL problem with the transformer approximators in the cooperative setting. In this setting, all the agents learn policies cooperatively to maximize a common reward function. More specifically, in the offline setting, the learner only has access to a pre-collected dataset and cannot interact adaptively with the environment. Moreover, we assume that the underlying Markov Decision Process (MDP) is homogeneous, which means that the reward and the transition kernel are permutation invariant functions of the state-action pairs of the agents. Our goal is to learn an optimal policy that is also permutation invariant.

To design provably efficient offline MARL algorithms, we need to overcome three key challenges. (i) To estimate the action-value function and the system dynamics, the approximator function needs to implement efficient relational reasoning among the agents. However, the theoretically-grounded function structure that incorporates the complex relational reasoning needs to be carefully designed. (ii) To mitigate the curse of many agents, the generalization bound of the transformer should be independent of the number of agents. Existing results in Edelman et al. [2021] thus require rethinking and improvements. (iii) In offline Reinforcement Learning (RL), the mismatch between the sampling and visitation distributions induced by the optimal policy (i.e., “distribution shift”) greatly restricts the application of the offline
RL algorithm. Existing works adopt the “pessimism” principle to mitigate such a challenge. However, this requires the quantification of the uncertainty in the value function estimation and the estimation of the dynamics in the model-free and model-based methods respectively. The quantification of the estimation error with the transformer function class is a key open question.

We organize our work by addressing the abovementioned three challenges.

First, we theoretically identify the function class that can implement complex relational reasoning. We demonstrate the relational reasoning ability of the attention mechanism by showing that approximating the self-attention structure with the permutation invariant fully-connected neural networks (i.e., deep sets [Zaheer et al., 2017]) requires an exponentially large number of hidden nodes in the input dimension of each channel (Theorem 3.1). This result necessitates the self-attention structure in the set transformer.

Second, we design offline model-free and model-based RL algorithms with the transformer approximators. In the former, the transformer is adopted to estimate the action-value function of the policy. The pessimism is encoded in that we learn the policy according to the minimal estimate of the action-value function in the set of functions with bounded empirical Bellman error. In the model-based algorithm, we estimate the system dynamics with the transformer structure. The policy is learned pessimistically according to the estimate of the system dynamics in the confidence region that induces the conservative value function.

Finally, we analyze the suboptimality gaps of our proposed algorithms, which indicate that the proposed algorithms mitigate the curse of many agents. For the model-free algorithm, the suboptimality gap in Theorem 4.5 is independent of the number of agents, which is a consequence of the fact that the generalization bound of the transformer (Theorem 4.4) is independent of the number of channels. For the model-based algorithm, the bound on the suboptimality gap in Theorem 4.9 is logarithmic in the number of agents; this follows from the analysis of the MLE of the system dynamics in Proposition 4.6. We emphasize that our model-based algorithm is the first provably efficient MARL algorithm that exploits the permutation equivariance when estimating the dynamics.

**Technical Novelties.** In Theorem 4.4, we leverage a PAC-Bayesian framework to derive a generalization error bound of the transformer. Compared to Edelman et al. [2021, Theorem 4.6], the result is a significant improvement in the dependence on the number of channels $N$ and the depth of neural network $L$. This result may be of independent interest for enhancing our theoretical understanding of the attention mechanism and is applicable to other regression problems related to the transformer. In Proposition 4.6, we derive the first estimation uncertainty quantification of the system dynamics with the transformer approximators, which can be also
be used to analyze other RL algorithms with such approximators.

**More Related Work.** In this paper, we consider the offline RL problem, and the insufficient coverage lies at the core of this problem. With the global coverage assumption, a number of works have been proposed from both the model-free [Chen and Jiang, 2019, Antos et al., 2008, Nachum et al., 2019, Duan et al., 2021, Xie and Jiang, 2020] and model-based [Chen and Jiang, 2019, Ross and Bagnell, 2012] perspectives. To weaken the global coverage assumption, we leverage the “pessimism” principle in the algorithms: the model-free algorithms impose additional penalty terms on the estimate of the value function [Jin et al., 2021, Rajaraman et al., 2020] or regard the function that attains the minimum in the confidence region as the estimate of the value function [Xie et al., 2021]; the model-based algorithms estimate the system dynamics by incorporating additional penalty terms [Chang et al., 2021] or minimizing in the region around MLE [Uehara and Sun, 2021]. For the MARL setting, the offline MARL with the mean-field approximation has been studied in Chen et al. [2021], Li et al. [2021].

The analysis of the MARL algorithm with the transformer approximators requires the generalization bound of the transformer. The transformer is an element of the group equi/invariant functions, whose benefit in terms of its generalization capabilities has attracted extensive recent attention. Generalization bounds have been successively improved by analyzing the cardinality of the “effective” input field and Lipschitz constants of functions [Sokolic et al., 2017, Sannai et al., 2021]. However, these methods result in loose generalization bounds when applied to deep neural networks [Jakubovitz et al., 2019]. Zhu et al. [2021] empirically demonstrated the benefits of the invariance in the model by refining the covering number of the function class, but a unified theoretical understanding is still lacking. The covering number of the norm-bounded transformer was shown by Edelman et al. [2021] to be at most logarithmic in the number of channels. We show that this can be further improved using a PAC-Bayesian framework. In addition, we refer to the related concurrent work [Anonymous, 2022] for a Rademacher complexity-based generalization bound of the transformer that is independent of the length of the sequence for the tasks such as computer vision.

## 2 Preliminaries

**Notation.** Let $[n] = \{1, \ldots, n\}$. The $i^{th}$ entry of the vector $x$ is denoted as $x_i$ or $[x]_i$. The $i^{th}$ row and the $i^{th}$ column of matrix $X$ are denoted as $X_{:,i}$ and $X_{i,:}$ respectively. The $\ell_p$-norm of the vector $x$ is $\|x\|_p$. The $\ell_{p,q}$-norm of the matrix $X \in \mathbb{R}^{m \times n}$ is defined as $\|X\|_{p,q} = (\sum_{i=1}^n \|X_{i,:}\|_p^q)^{1/q}$, and the Frobenius norm of $X$ is defined as $\|X\|_F = \|X\|_{2,2}$. The total variation distance between two
distributions $P$ and $Q$ on $\mathcal{A}$ is defined as $\text{TV}(P, Q) = \sup_{A \subseteq \mathcal{A}} |P(A) - Q(A)|$. For a set $\mathcal{X}$, we use $\Delta(\mathcal{X})$ to denote the set of distributions on $\mathcal{X}$. For two conditional distributions $P, Q: \mathcal{X} \to \Delta(\mathcal{Y})$, the $d_{\infty}$ distance between them is defined as $d_{\infty}(P, Q) = 2 \sup_{x \in \mathcal{X}} \text{TV}(P(\cdot| x), Q(\cdot| x))$. Given a metric space $(\mathcal{X}, \|\cdot\|)$, for a set $A \subseteq \mathcal{X}$, an $\varepsilon$-cover of $A$ is a finite set $C \subseteq \mathcal{X}$ such that for any $a \in A$, there exists $c \in C$ and $\|c - a\| \leq \varepsilon$. The $\varepsilon$-covering number of $A$ is the cardinality of the smallest $\varepsilon$-cover, which is denoted as $\mathcal{N}(A, \varepsilon, \|\cdot\|)$.

Attention Mechanism and Transformers. The attention mechanism is a technique that mimics cognitive attention to process multi-channel inputs [Bahdanau et al., 2014]. Compared with the Convolutional Neural Network (CNN), the transformer has been empirically shown to possess outstanding robustness against occlusions and preserve the global context due to its special relational structure [Naseer et al., 2021]. Assume we have $N$ query vectors that are in $\mathbb{R}^{d_Q}$. These vectors are stacked to form the matrix $Q \in \mathbb{R}^{N \times d_Q}$. With $N_V$ key vectors in the matrix $K \in \mathbb{R}^{N_V \times d_Q}$ and $N_V$ value vectors in the matrix $V \in \mathbb{R}^{N_V \times d_V}$, the attention mechanism maps the queries $Q$ using the function $\text{Att}(Q, K, V) = \text{SM}(QK^\top)V$, where $\text{SM}(\cdot)$ is the row-wise softmax operator that normalizes each row using the exponential function, i.e., for $x \in \mathbb{R}^d$, $[\text{SM}(x)]_i = \exp(x_i) / \sum_{j=1}^d \exp(x_j)$ for $i \in [d]$. The product $QK^\top$ measures the similarity between the queries and the keys, which is then passed through the activation function $\text{SM}(\cdot)$. Thus, $\text{SM}(QK^\top)V$ essentially outputs a weighted sum of $V$ where a value vector has greater weight if the corresponding query and key are more similar. The self-attention mechanism is defined as the attention that takes $Q = XW_Q$, $K = XW_K$ and $V = XW_V$ as inputs, where $X \in \mathbb{R}^{N \times d}$ is the input of the self-attention, and $W_Q, W_K \in \mathbb{R}^{d \times d_Q}$ and $W_V \in \mathbb{R}^{d \times d_V}$ are the parameters. Intuitively, the self-attention mechanism weights the inputs with the correlations among the $N$ different channels. This mechanism demonstrates a special pattern of relational reasoning among the channels of $X$.

In addition, the self-attention mechanism is permutation invariant in the channels in $X$. This implies that for any row-wise permutation function $\psi(\cdot)$, which swaps the rows of the input matrix according to a given permutation of $[N]$, we have $\text{Att}(\psi(X)W_Q, \psi(X)W_K, \psi(X)W_V) = \psi(\text{Att}(XW_Q, XW_K, XW_V))$. The permutation equivariance of the self-attention renders it suitable for inference tasks where the output is equivariant with respect to the ordering of inputs. For example, in image segmentation, the result should be invariant to the permutation of the objects in the input image [Bronstein et al., 2021]. The resultant transformer structure combines the self-attention with multi-layer perceptrons and composes them to form deep neural networks. It remains permutation equi/invariant with respect to the order of the channels and has achieved excellent performance in many tasks [Dosovitskiy et al., 2021, Yuan et al., 2021,
Lee et al., 2019].

**Offline Cooperative MARL.** In this paper, we consider the cooperative MARL problem, where all agents aim to maximize a common reward function. The corresponding MDP is characterized by the tuple \((\bar{S}_0, \bar{S}, \bar{A}, P^*, r, \gamma)\) and the number of agents is \(N\). The state space \(\bar{S} = S^N\) is the Cartesian product of the state spaces of each agent \(S\), and \(\bar{S} = [s_1, \ldots, s_N]^{\top}\) is the state, where \(s_i \in \mathbb{R}^{d_s}\) is the state of the \(i^{th}\) agent. The initial state is \(\bar{S}_0\). The action space \(\bar{A} = A^N\) is the Cartesian product of the action spaces \(A\) of each agent, and \(\bar{A} = [a_1, \ldots, a_N]^{\top}\) is the action, where \(a_i \in \mathbb{R}^{d_A}\) is the action of the \(i^{th}\) agent. The transition kernel is \(P^* : S^N \times A^N \rightarrow \Delta(S^N)\), and \(\gamma \in (0, 1)\) is the discount factor. Without loss of generality, we assume that the reward function \(r\) is deterministic and bounded, i.e., \(r : S^N \times A^N \rightarrow [-R_{\text{max}}, R_{\text{max}}]\). We define the the state-value function \(V^*_P : S^N \rightarrow [-V_{\text{max}}, V_{\text{max}}]\), where \(V_{\text{max}} = R_{\text{max}}/(1 - \gamma)\), and the action-value function \(Q^*_P : S^N \times A^N \rightarrow [-V_{\text{max}}, V_{\text{max}}]\) of a policy \(\pi\) and a transition kernel \(P\) as

\[
V^*_P(\bar{S}) = \mathbb{E}^{\pi} \left[ \sum_{t=0}^{\infty} \gamma^t r(\bar{S}_t, \bar{A}_t) \middle| \bar{S}_0 = \bar{S} \right], \quad \text{and} \quad Q^*_P(\bar{S}, \bar{A}) = \mathbb{E}^{\pi} \left[ \sum_{t=0}^{\infty} \gamma^t r(\bar{S}_t, \bar{A}_t) \middle| \bar{S}_0 = \bar{S}, \bar{A}_0 = \bar{A} \right],
\]

respectively. Here, the expectation is taken with respect to the Markov process induced by the policy \(\bar{A}_t \sim \pi(\cdot | \bar{S}_t)\) and the transition kernel \(P\). The action-value function \(Q^*_P\), is the unique fixed point of the operator \((T^* f)(\bar{S}, \bar{A}) = r(\bar{S}, \bar{A}) + \gamma \mathbb{E}_{\bar{S}' \sim P^*(\cdot | \bar{S}, \bar{A})} [f(\bar{S}', \pi) | \bar{S}, \bar{A}]\), where the term in the expectation is defined as \(f(\bar{S}, \pi) = \mathbb{E}_{\bar{A} \sim \pi(\cdot | \bar{S})} [f(\bar{S}', \bar{A})]\). We further define the visitation measure of the state and action pair induced the policy \(\pi\) and transition kernel \(P\) as \(d^*_P(\bar{S}, \bar{A}) = (1 - \gamma) \sum_{t=0}^{\infty} \gamma^t d^*_P(t)\), where \(d^*_P(t)\) is the distribution of the state and the action at step \(t\).

In offline RL, the learner only has access to a pre-collected dataset and cannot interact with the environment. The dataset \(D = \{(\bar{S}_i, \bar{A}_i, r_i, \bar{S}_i')\}_{i=1}^{n}\) is collected in an i.i.d. manner, i.e., \((\bar{S}_i, \bar{A}_i)\) is independently sampled from \(\nu \in \Delta(S \times \bar{A})\), and \(\bar{S}_i' \sim P^*(\cdot | \bar{S}_i, \bar{A}_i)\). This i.i.d. assumption is made to simplify our theoretical results; see Appendix N.2 for extensions to the non i.i.d. case. Given a policy class \(\Pi\), our goal is to find an optimal policy that maximizes the state-value function \(\pi^* = \arg\max_{\pi \in \Pi} V^*_\pi(\bar{S}_0)\). For any \(\pi \in \Pi\), the suboptimality gap of \(\pi\) is defined as \(V^*_\pi(\bar{S}_0) - V^*_\pi(\bar{S}_0)\).

### 3 Provable Efficiency of Transformer on Relational Reasoning

In this section, we provide the theoretical understanding of the outstanding relational reasoning ability of transformer. These theoretical results serves as a firm base for adopting set transformer to estimate the value function and system dynamics in RL algorithms in the following sections.
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Figure 1: The blocks with the same color share the same parameters. The left figure shows that \( \rho_{\text{ReLU}}(\sum_{i=1}^{N} \phi_{\text{ReLU}}(x_i)) \) first sums the outputs of \( \phi_{\text{ReLU}}(x_i) \), and it implements the relational reasoning only through the single-hidden layer network \( \rho_{\text{ReLU}} \). In contrast, the self-attention block in the right figure captures the relationship among channels and then sums the outputs of each channel.

### 3.1 Relational Reasoning Superiority of Transformer Over MLP

The transformer neural network combines the self-attention mechanism and the fully-connected neural network, which includes the MultiLayer Perceptrons (MLP) function class as a subset. On the inverse direction, we show that permutation invariant MLP can not approximate transformer unless its width is exponential in the input dimension due to the poor relational reasoning ability of MLP.

Zaheer et al. [2017, Theorem 2] showed that all permutation invariant functions take the form \( \rho(\sum_{i=1}^{N} \phi(x_i)) \) with \( X = [x_1, \ldots, x_N]^T \in \mathbb{R}^{N \times d} \) as the input. Since the single-hidden layer ReLU neural network is an universal approximator for continuous functions [Sonoda and Murata, 2017], we set \( \phi : \mathbb{R}^{N \times d} \to \mathbb{R}^{W_2} \) and \( \rho : \mathbb{R}^{W_2} \to \mathbb{R} \) to be single-hidden layer neural networks with ReLU activation functions as shown in Figure 1(a), where \( W_2 \) is the dimension of the intermediate outputs. The widths of the hidden layers in \( \phi_{\text{ReLU}} \) and \( \rho_{\text{ReLU}} \) are \( W_1 \) and \( W_3 \) respectively. For the formal definition of \( \phi_{\text{ReLU}} \) and \( \rho_{\text{ReLU}} \), please refer to Appendix A. Then the function class with \( \rho_{\text{ReLU}} \) and \( \phi_{\text{ReLU}} \) as width-constrained ReLU networks is defined as

\[
\mathcal{N}(W) = \left\{ f : \mathbb{R}^{N \times d} \to \mathbb{R} \mid f(X) = \rho_{\text{ReLU}}(\sum_{i=1}^{N} \phi_{\text{ReLU}}(x_i)) \text{ with } \max_{i \in [3]} W_i \leq W \right\}.
\]

We would like to use functions in \( \mathcal{N}(W) \) to approximate the self-attention function class

\[
\mathcal{F} = \left\{ f : \mathbb{R}^{N \times d} \to \mathbb{R} \mid f(X) = \mathbb{1}_N^\top \text{Att}(X, X, X)w \text{ for some } w \in [0, 1]^d \right\}.
\]

Figure 1(a) shows that \( \rho_{\text{ReLU}}(\sum_{i=1}^{N} \phi_{\text{ReLU}}(x_i)) \) first processes each channel with \( \phi_{\text{ReLU}} \), and the relationship between channels is only reasoned with \( \rho_{\text{ReLU}} \). The captured relationship
in $\rho_{\text{ReLU}}\left(\sum_{i=1}^{N} \phi_{\text{ReLU}}(x_i)\right)$ cannot be too complex due to the simple structure of $\rho_{\text{ReLU}}$. In contrast, the self-attention structure shown in Figure 1(b) first captures the relationship between channels with the self-attention structure and then weighs the results to derive the final output. Consequently, it is difficult to approximate the self-attention structure with $\rho_{\text{ReLU}}\left(\sum_{i=1}^{N} \phi_{\text{ReLU}}(x_i)\right)$ due to its poor relational reasoning ability. This observation is formally quantified in the following theorem.

**Theorem 3.1.** Let $W^*(\xi, d, \mathcal{F})$ be the smallest width of the neural network such that

$$\forall f \in \mathcal{F}, \exists g \in \mathcal{N}(W) \text{ s.t. } \sup_{X \in [0, 1]^{N \times d}} |f(X) - g(X)| \leq \xi.$$ 

With sufficient number of channels $N$, it holds that $W^*(\xi, d, \mathcal{F}) = \Omega(\exp(c(d)\xi^{-1/4}))$ for some $c > 0$.

Theorem 3.1 shows that the fully-connected neural network cannot approximate the relational reasoning process in the self-attention mechanism unless the width is exponential in the input dimension. This exponential lower bound of the width of the fully-connected neural network implies that the relational reasoning process embedded within the self-attention structure is complicated, and it further motivates us to explicitly incorporate the self-attention structure in the neural networks in order to reason the complex relationship among the channels.

### 3.2 Channel Number-independent Generalization Error Bound

In this section, we derive the generalization error bound of transformer. We take $X \in \mathbb{R}^{N \times d}$ as the input of the neural network. In the $i$th layer, as shown in Figure 3.2, we combine the self-attention mechanism $\text{Att}(X W_Q^{(i)}, X, X W_K^{(i)})$ with the row-wise FeedForward (rFF) single-hidden layer neural network $rFF(X, a^{(i)}, b^{(i)})$ with width $m$. We combine $W_Q^{(i)}$ and $W_K^{(i)}$ to $W_{QK}^{(i)}$ for ease of calculation, and $b^{(i)}$ and $a^{(i)}$ are the parameters of the first and second layer of rFF. The output of each layer is normalized by the row-wise normalization function $\Pi_{\text{norm}}(\cdot)$, which projects each row of the input into the unit $\ell_p$-ball (for some $p \geq 1$). For the last layer, we derive the scalar estimate of the action-value function by averaging the outputs of all the channels, and the “clipping” function $\Pi_V(x)$ is applied to normalize the output to $[-V, V]$. We note that such structures are also known as *set
transformers in Lee et al. [2019]. For the formal definition of the transformer, please refer to Appendix B.

We consider a transformer with bounded parameters. For a pair of conjugate numbers $p, q \in \mathbb{R}$, i.e., $1/p + 1/q = 1$ and $p, q \geq 1$, the transformer function class with bounded parameters is defined as

$$F_{tf}(B) = \left\{ g_{tf}(X; W_{QK}^{1:L}, W_{V}^{1:L}, a^{1:L}, b^{1:L}, w) \mid \left\| a^{(i)}_{k_j} \right\|_q < B_a, \left\| b^{(i)}_{k_j} \right\|_q < B_b, \right. $$

$$\left. \left\| W_{QK}^{(i)T} \right\|_{p,q} < B_{QK}, \left\| W_{V}^{(i)T} \right\|_{p,q} < B_{V}, \left\| w \right\|_q < B_w \text{ for } i \in [L], j \in [m], k \in [d] \right\},$$

where $B = [B_a, B_b, B_{QK}, B_{V}, B_w]$ are the parameters of the function class, and $W_{QK}^{1:L}, W_{V}^{1:L}, a^{1:L}$ and $b^{1:L}$ are the stacked parameters in each layer. We only consider the non-trivial case where $B_a, B_b, B_{QK}, B_{V}, B_w$ are larger than one, otherwise the norms of the outputs decrease exponentially with growing depth. For ease of notation, we denote $F_{tf}(B)$ as $F_{tf}$ when the parameters are clear.

Consider the regression problem where we aim to predict the value of the response variable $y \in \mathbb{R}$ from the observation matrix $X \in \mathbb{R}^{N \times d}$, where $(X, y) \sim \nu$, and $|y| \leq V$. We derive our estimate $f : \mathbb{R}^{N \times d} \to \mathbb{R}$ from i.i.d. observations $D_{\text{reg}} = \{(X_i, y_i)\}_{i=1}^n$ generated from $\nu$. The risk of using $f \in F_{tf}(B)$ as a regressor on sample $(X, y)$ is defined as $(f(X) - y)^2$. Then the excess risk of functions in the transformer function class $F_{tf}$ can be bounded as in the following proposition.

**Proposition 3.2.** Let $\bar{B} = B_{V}B_{QK}B_{a}B_{b}B_{w}$. For all $f \in F_{tf}$, with probability at least $1 - \delta$, we have

$$\left| \mathbb{E}_\nu \left[ (f(X) - y)^2 \right] - \frac{1}{n} \sum_{i=1}^n (f(X_i) - y_i)^2 \right|$$

$$\leq \frac{1}{2} \mathbb{E}_\nu \left[ (f(X) - y)^2 \right] + O\left( \frac{V^2}{n} \left[ mL^2d^2 \log \frac{mdL\bar{B}n}{V} + \log \frac{1}{\delta} \right] \right).$$

Proposition 3.2 is a corollary of Theorem 4.4. We state it here since the generalization error bound of transformer may be interesting for other regression problems. We compare our generalization error bound in Proposition 3.2 with Edelman et al. [2021, Theorem 4.6]. For the dependence on the number of agents $N$, the result in Edelman et al. [2021, Theorem 4.6] shows that the logarithm of the covering number of the transformer function class is logarithmic in $N$. Combined with the use of the Dudley integral [Mohri et al., 2018], Edelman et al. [2021, Theorem 4.6] implies that the generalization error bound is logarithmic in $N$. In contrast, our result is independent of $N$. This superiority is attributed to our use of the PAC-Bayesian framework, in which we measure the distance between functions using the KL divergence of
the distributions on the function parameter space. For the transformer structure, the size of
the parameter space is independent of the number of agents \(N\), which helps us to remove the
dependence on \(N\).

Concerning the dependence on the depth \(L\) of the neural network, Edelman et al. [2021,
Theorem 4.6] shows that the logarithm of the covering number of the transformer function
class scales exponentially in \(L\). In contrast, Proposition 3.2 shows that the generalization
bound is polynomial in \(L\). We note that Proposition 3.2 does not contradict the exponential
dependence shown in Bartlett et al. [2017], Neyshabur et al. [2017], since we implement the layer
normalization to restrict the range of the output. As a byproduct, Proposition 3.2 shows that
the invariant of the layer normalization adopted in our paper can greatly reduce the dependence
of the generalization error on the depth of the neural network \(L\). We note that our results
can be generalized to the multi-head attention structure, and the extensions are provided in
Appendix N.

4 Offline MARL with Set Transformers

In this section, we apply the results in Section 3 to MARL. We implement efficient relational
reasoning via the set transformer to obtain improved suboptimality bounds of the MARL
problem. In particular, we consider the homogeneous MDP, where the transition kernel and the
reward function are invariant to permutations of the agents, i.e., for any row-wise permutation
function \(\psi(\cdot)\), we have

\[
P^*(\bar{S}' | \bar{S}, \bar{A}) = P^*(\psi(\bar{S}') | \psi(\bar{S}), \psi(\bar{A})) \quad \text{and} \quad r(\bar{S}, \bar{A}) = r(\psi(\bar{S}), \psi(\bar{A}))
\]

for all \(\bar{S}, \bar{S}' \in \mathcal{S}^N\) and \(\bar{A} \in \mathcal{A}^N\). A key property of the homogeneous MDP is that there exists
a permutation invariant optimal policy, and the corresponding state-value function and the
action-value function are also permutation invariant Li et al. [2021].

Proposition 4.1. For the cooperative homogeneous MDP, there exists an optimal policy that
is permutation invariant. Also, for any permutation invariant policy \(\pi\), the corresponding value
function \(V^\pi_\pi\) and action-value function \(Q^\pi_\pi\) are permutation invariant.

Thus, we restrict our attention to the class of permutation invariant policies \(\Pi\), where
\(\pi(\bar{A} | \bar{S}) = \pi(\psi(\bar{A}) | \psi(\bar{S}))\) for all \(\bar{A} \in \bar{A}, \bar{S} \in \bar{S}, \pi \in \Pi\) and all permutations \(\psi\). For example, if
\(\pi(\bar{A} | \bar{S}) = \prod_{i=1}^N \mu(a_i | s_i)\) for some \(\mu\), then \(\pi\) is permutation invariant. An optimal policy is any
\(\pi^* \in \arg\max_{\pi \in \Pi} V^\pi_\pi(\bar{S}_0)\).
4.1 Pessimistic Model-Free Offline Reinforcement Learning

In this subsection, we present a model-free algorithm, in which we adopt the transformer to estimate the action-value function. We also learn a policy based on such an estimate.

4.1.1 Algorithm

We modify the single-agent offline RL algorithm in Xie et al. [2021] to be applicable to the multi-agent case with the transformer approximators, but the analysis is rather different from that in Xie et al. [2021]. Given the dataset \( \mathcal{D} = \{(\bar{S}_i, \bar{A}_i, r_i, \bar{S}_i')\}_{i=1}^n \), we define the mismatch between two functions \( f \) and \( \tilde{f} \) on \( \mathcal{D} \) for a fixed policy \( \pi \) as \( \mathcal{L}(f, \tilde{f}, \pi; \mathcal{D}) = \frac{1}{n} \sum_{(\bar{S}, \bar{A}, r, \bar{S}') \in \mathcal{D}} (f(\bar{S}, \bar{A}) - \bar{r} - \gamma \tilde{f}(\bar{S}', \pi))^2 \). We adopt the transformer function class \( \mathcal{F}_{X}(B) \) in Section 3.2 to estimate the action-value function and regard \( X = [\bar{S}, \bar{A}] \in \mathbb{R}^{N \times d} \) as the input of the neural network. The dimension \( d = d_S + d_A \) and each agent corresponds to a channel in \( X \). The Bellman error of a function \( f \) with respect to the policy \( \pi \) is defined as \( \mathcal{E}(f, \pi; \mathcal{D}) = \mathcal{L}(f, f, \pi; \mathcal{D}) - \inf_{f \in \mathcal{F}_{X}} \mathcal{L}(\tilde{f}, f, \pi; \mathcal{D}) \).

For a fixed policy \( \pi \), we construct the confidence region of the action-value function of \( \pi \) by selecting the functions in \( \mathcal{F}_{X} \) with the \( \epsilon \)-controlled Bellman error. We regard the function attaining the minimum in the confidence region as the estimate of the action-value function of the policy; this reflects the terminology “pessimism”. Then the optimal policy is learned by maximizing the action-value function estimate. The algorithm can be written formally as

\[
\hat{\pi} = \arg\max_{\pi \in \Pi} \min_{f \in \mathcal{F}(\pi, \epsilon)} f(\bar{S}_0, \pi), \quad \text{where} \quad \mathcal{F}(\pi, \epsilon) = \{ f \in \mathcal{F}_{X}(B) \mid \mathcal{E}(f, \pi; \mathcal{D}) \leq \epsilon \}. \tag{4.1}
\]

The motivation for the pessimism originates from the distribution shift, where the induced distribution of the learned policy is different from the sampling distribution \( \nu \). Such an issue is severe when there is no guarantee that the sampling distribution \( \nu \) supports the visitation distribution \( d_{\pi^*}^{\nu} \) induced by the optimal policy \( \pi^* \). In fact, the algorithm in Eqn. (4.1) does not require the global coverage of the sampling distribution \( \nu \), where the global coverage means that \( d_{\pi^*}^{\nu}(\bar{S}, \bar{A})/\nu(\bar{S}, \bar{A}) \) is upper bounded by some constant for all \( (\bar{S}, \bar{A}) \in \bar{S} \times \bar{A} \) and all \( \pi \in \Pi \). Instead, it only requires partial coverage, and the mismatch between the distribution induced by the optimal policy \( d_{\pi^*}^{\nu} \) and the sampling distribution \( \nu \) is captured by

\[
C_{\mathcal{F}_{X}} = \max_{f \in \mathcal{F}_{X}} \mathbb{E}_{d_{\pi^*}^{\nu}} [(f(\bar{S}, \bar{A}) - \mathcal{T}^{\pi^*} f(\bar{S}, \bar{A}))^2] / \mathbb{E}_{\nu} [(f(\bar{S}, \bar{A}) - \mathcal{T}^{\pi^*} f(\bar{S}, \bar{A}))^2]. \tag{4.2}
\]

We note that \( C_{\mathcal{F}_{X}} \) in Theorem 4.5 is tighter than the bound requiring global convergence [Uehara et al., 2020]. Similar coefficients also appear in many existing works such as Xie et al. [2021] and Yin et al. [2022].
4.1.2 Bound on the Suboptimality Gap

Before stating the suboptimality bound, we require two assumptions on \( F \) and the sampling distribution \( \nu \). We first state the standard regularity assumption of the transformer function class.

**Assumption 4.2.** For any \( \pi \in \Pi \), we have

\[
\inf_{f \in F} \sup_{\mu \in d_\Pi} \mathbb{E}_\mu[(f(\bar{S}, \bar{A}) - T^\pi f(\bar{S}, \bar{A}))^2] \leq \varepsilon_F
\]

and

\[
\sup_{f \in F} \inf_{\tilde{f} \in F} \mathbb{E}_\nu[(\tilde{f}(\bar{S}, \bar{A}) - T^\pi \tilde{f}(\bar{S}, \bar{A}))^2] \leq \varepsilon_{F,\nu},
\]

where \( d_\Pi = \{ \mu | \exists \pi \in \Pi \; s.t. \; \mu = d^\pi P^* \} \) is the set of distributions of the state and the action pair induced by any policy \( \pi \in \Pi \).

This assumption, including the *realizability* and the *completeness*, states that for any policy \( \pi \in \Pi \) there is a function in the transformer function class \( F \) such that the Bellman error is controlled by \( \varepsilon_F \), and the transformer function class is approximately closed under the Bellman operator \( T^\pi \) for any \( \pi \in \Pi \). In addition, we require that the mismatch between the sampling distribution and the visitation distribution of the optimal policy is bounded.

**Assumption 4.3.** For the sampling distribution \( \nu \), the coefficient \( C_{F,\nu} \) defined in Eqn. (4.2) is finite.

We note that similar assumptions also appear in many existing works [Xie et al., 2021, Yin et al., 2022].

In the analysis of the algorithm in Eqn. (4.1), we first derive a generalization error bound of the estimate of the Bellman error using the PAC-Bayesian framework McAllester [1999, 2003].

**Theorem 4.4.** Let \( B = B_V B_K B_w \). For all \( f, \tilde{f} \in F_{uf}(B) \) and all policies \( \pi \in \Pi \), with probability at least \( 1 - \delta \), we have

\[
\left| \mathbb{E}_\nu\left[ (f(\bar{S}, \bar{A}) - T^\pi \tilde{f}(\bar{S}, \bar{A}))^2 \right] - \mathcal{L}(f, \tilde{f}, \pi; D) + \mathcal{L}(T^\pi \tilde{f}, \tilde{f}, \pi; D) \right| \leq \frac{1}{2} \mathbb{E}_\nu\left[ (f(\bar{S}, \bar{A}) - T^\pi \tilde{f}(\bar{S}, \bar{A}))^2 \right] + O\left( \frac{V_{\max}^2}{n} \left[ mL^2 d^2 \log \frac{mdLBn}{V_{\max}} + \log \frac{N(\Pi, 1/n, d, \infty)}{\delta} \right] \right).
\]

For ease of notation, we define \( e(F_{uf}, \Pi, \delta, n) \) to be \( n \) times the second term of the generalization error bound. We note that the generalization error bound in Theorem 4.4 is independent of the number of agents, which will help us to remove the dependence on the number of agents in the suboptimality of the learned policy. The suboptimality gap of the learned policy \( \hat{\pi} \) can be upper bounded as the following.

**Theorem 4.5.** If Assumptions 4.2 and 4.3 hold, and we take \( \varepsilon = 3\varepsilon_F/2 + 2e(F_{uf}, \Pi, \delta, n)/n \), then with probability at least \( 1 - \delta \), the suboptimality gap of the policy derived in the algorithm...
shown in Eqn. (4.1) is upper bounded as

$$V_{\pi^*}^\pi(\tilde{S}_0) - \hat{V}_{\pi^*}^\pi(\tilde{S}_0) \leq O\left(\frac{\sqrt{C_{F,1}}\bar{\varepsilon}}{1 - \gamma} + \frac{V_{\text{max}}\sqrt{C_{F,1}}}{(1 - \gamma)\sqrt{n}}\sqrt{mL^2d^2d\log \frac{mdL^2n}{\bar{B}}V_{\text{max}} + \log \frac{2N(\Pi, 1/n, d, \infty)}{\delta}}\right).$$

where $d = d_S + d_A$, $\bar{\varepsilon} = \varepsilon_F + \varepsilon_{F,F}$, and $\bar{B}$ is defined in Proposition 4.4.

Theorem 4.5 shows that the upper bound of the suboptimality gap does not scale with the number of agents $N$, which demonstrates that the proposed model-free algorithm breaks the curse of many agents. We note that the model-free offline/batch MARL with homogeneous agents has been studied in Chen et al. [2021] and Li et al. [2021], and the suboptimality upper bounds in Chen et al. [2021, Theorem 1] and Li et al. [2021, Theorem 4.1] are also independent of $N$. However, these works adopt the mean-field approximation of the original MDP, in which the influence of all the other agents on a specific agent is only coarsely considered through the distribution of the state. The approximation error between the action-value function of the mean-field MDP and that of the original MDP is not analyzed therein. Thus, the independence of $N$ in their works comes with the cost of the poor relational reasoning ability and the unspecified approximation error. In contrast, we analyze the suboptimality gap of the learned policy in the original MDP, and the interaction among agents is captured by the transformer network.

### 4.2 Pessimistic Model-based Offline Reinforcement Learning

In this subsection, we present the model-based algorithm, where we adopt the transformer to estimate the system dynamics and learn the policy based on such an estimate.

#### 4.2.1 Neural Nonlinear Regulator

In this section, we consider the **Neural Nonlinear Regulator** (NNR), in which we use the transformer to estimate the system dynamics. The ground truth transition $P^*(\tilde{S}' | \tilde{S}, \tilde{A})$ is defined as $\tilde{S}' = F^*(\tilde{S}, \tilde{A}) + \varepsilon$, where $F^*$ is a nonlinear function, $\varepsilon = [\varepsilon_1, \ldots, \varepsilon_N]^T$ is the noise, and $\varepsilon_i \sim \mathcal{N}(0, \sigma^2I_{d \times d})$ for $i \in [N]$ are independent random vectors. We note that the function $F^*$ and the transition kernel $P^*$ are equivalent, and we denote the transition kernel corresponding to the function $F$ as $P_F$. Since the transition kernel $P^*(\tilde{S}' | \tilde{S}, \tilde{A})$ is permutation invariant, $F^*$ should be permutation equivariant, i.e., $F^*(\psi(\tilde{S}), \psi(\tilde{A})) = \psi(F^*(\tilde{S}, \tilde{A}))$ for all row-wise permutation functions $\psi(\cdot)$.

We take $X = [\tilde{S}, \tilde{A}] \in \mathbb{R}^{N \times d}$ as the input of the network and adopt a similar network structure as the transformer specified in Section 3.2. However, to predict the next state instead of the action-value function with the transformer, we remove the average aggregation module.
in the final layer of the structure in Section 3.2. Please refer to Appendix B for the formal definition. The permutation equivariance of the proposed transformer structure can be easily proved with the permutation equivariance of the self-attention mechanism. We consider the transformer function class with bounded parameters, which is defined as

\[
\mathcal{M}_{tf}(B') = \left\{ F_{tf}(X; W_{1:K}^{1:L}, W_{V}^{1:L}, a_{i:j}^{1:L}, b_{j:k}^{1:L}) \mid \left| a_{k:j}^{(i)} \right| < B_{a}, \| b_{k:j}^{(i)} \|_2 < B_{b}, \| W_{QK}^{(i)} \|_F < B_{QK}, \| W_{V}^{(i)} \|_F < B_{V} \right\},
\]

where \( B' = [B_a, B_b, B_{QK}, B_{V}] \) is the vector of parameters of the function class. We denote \( \mathcal{M}_{tf}(B') \) as \( \mathcal{M}_{tf} \) when the parameters are clear from the context.

### 4.2.2 Algorithm

Given the offline dataset \( D = \{ (\bar{S}_i, \bar{A}_i, r_i, \bar{S}'_i) \}_{i=1}^n \), we first derive the MLE of the system dynamics. Next, we learn the optimal policy according to the confidence region of the dynamics that are constructed around the MLE. The term “pessimism” is reflected in the procedure that we choose the system dynamics that induce the smallest value function, i.e.,

\[
\hat{F}_{\text{MLE}} = \arg\min_{F \in \mathcal{M}_{tf}} \frac{1}{n} \sum_{i=1}^n \left\| \bar{S}'_i - F(\bar{S}_i, \bar{A}_i) \right\|_F^2 \quad \text{and} \quad \hat{\pi} = \arg\max_{\pi \in \Pi} \min_{F \in \mathcal{M}_{\text{MLE}(\zeta)}} V_{Ps}^\pi(\bar{S}_0),
\]

(4.3)

where \( \mathcal{M}_{\text{MLE}(\zeta)} = \{ F \in \mathcal{M}_{tf}(B') \mid 1/n \cdot \sum_{i=1}^n \text{TV}(P_F(\cdot \mid \bar{S}_i, \bar{A}_i), \hat{P}_{\text{MLE}}(\cdot \mid \bar{S}_i, \bar{A}_i))^2 \leq \zeta \} \) is the confidence region, which has a closed-form expression in terms of the difference between \( F \) and \( \hat{F}_{\text{MLE}} \) as stated in Appendix C. The transition kernel induced by \( \hat{F}_{\text{MLE}} \) is denoted as \( \hat{P}_{\text{MLE}} \). The parameter \( \zeta \) is used to measure the tolerance of estimation error of the system dynamics, and it is set to according to the parameters of the function class such that \( F^* \) belongs to \( \mathcal{M}_{\text{MLE}(\zeta)} \) with high probability.

Similar to the model-free algorithm, the model-based algorithm specified in Eqn. (4.3) does not require global coverage. Instead, the mismatch between the distribution induced by the optimal policy \( d^\pi_{Ps} \) and the sampling distribution \( \nu \) is captured by the constant

\[
C_{M_{tf}} = \max_{F \in \mathcal{M}_{tf}} \mathbb{E}_{d^\pi_{Ps}} \left[ \text{TV}(P_F(\cdot \mid \bar{S}, \bar{A}), P^*(\cdot \mid \bar{S}, \bar{A}))^2 \right] / \mathbb{E}_\nu \left[ \text{TV}(P_F(\cdot \mid \bar{S}, \bar{A}), P^*(\cdot \mid \bar{S}, \bar{A}))^2 \right]. \quad (4.4)
\]

We note that \( C_{M_{tf}} \leq \max(\bar{S}, \bar{A})_{\in \bar{S} \times \bar{A}} d^\pi_{Ps}(\bar{S}, \bar{A}) / \nu(\bar{S}, \bar{A}) \), so the suboptimality bound involving \( C_{P_{\tau_{tf}}} \) in Theorem 4.9 is tighter than the bound requiring global convergence. Similar coefficients also appear in many existing works such as Sun et al. [2019] and Chang et al. [2021].
4.2.3 Analysis of the Maximum Likelihood Estimate

Every $F \in \mathcal{M}_{\text{MLE}}(\zeta)$ is near to the MLE in the total variation sense and thus well approximates the ground truth system dynamics. Therefore, to derive an upper bound of the suboptimality gap of the learned policy, we first analyze the convergence rate of the MLE $\hat{P}_{\text{MLE}}$ to $P^\star$.

**Proposition 4.6.** Let $\tilde{B} = B_V B_Q K a b$. For the maximum likelihood estimate $\hat{P}_{\text{MLE}}$ in Eqn. (4.3), the following inequality holds with probability at least $1 - \delta$,

$$\mathbb{E}_\nu \left[ \text{TV}(P^\star(\cdot | \tilde{S}, \tilde{A}), \hat{P}_{\text{MLE}}(\cdot | \tilde{S}, \tilde{A}))^2 \right] \leq O \left( \frac{1}{n} mL^2 d^2 \log (NLmd\tilde{B}n) + \frac{1}{n} \log \frac{1}{\delta} \right).$$

We define $e'(\mathcal{M}_{\text{ut}}, n)$ to be $n$ times the total variation bound. Proposition 4.6 shows that the total variation estimation error is polynomial in the depth of the neural network $L$. However, different from the model-free RL results in Section 4.1, the estimation error of MLE $\hat{P}_{\text{MLE}}$ is logarithmic in the number of agents $N$. We note that this logarithm dependency on $N$ comes from the fact that $\text{TV}(P^\star(\cdot | \tilde{S}, \tilde{A}), \hat{P}_{\text{MLE}}(\cdot | \tilde{S}, \tilde{A}))$ measures the distance between two transition kernels that involves the states of $N$ agents, different from the scalar estimate of the value function in Section 4.1. To prove the result, we adopt a PAC-Bayesian framework to analyze the convergence rate of MLE, which is inspired by the analysis of density estimation [Zhang, 2006]; more details are presented in Appendix J.

4.2.4 Bound on the Suboptimality Gap

To analyze the error of the learned model, we make the following realizability assumption.

**Assumption 4.7.** The nominal system dynamics belongs to the function class $\mathcal{M}_{\text{ut}}$, i.e., $F^\star \in \mathcal{M}_{\text{ut}}(B')$.

In addition, we require that the mismatch between the sampling distribution and the visitation distribution of the optimal policy is bounded.

**Assumption 4.8.** For the sampling distribution $\nu$, the coefficient $C_{\mathcal{M}_{\text{ut}}}$ defined in (4.4) is finite.

We note that these two assumptions are also made in many existing works, e.g., Chang et al. [2021], Uehara and Sun [2021].

**Theorem 4.9.** If Assumptions 4.7 and 4.8 hold, and we take $\zeta = c_1 e'(\mathcal{M}_{\text{ut}}, n)/n$ for some constant $c_1 > 0$, then with probability at least $1 - \delta$, the suboptimality gap of the policy learned in the algorithm in Eqn. (4.3) is upper bounded as

$$V_{P^\star}^\pi(\tilde{S}_0) - V_{\hat{P}_{\text{MLE}}}^\pi(\tilde{S}_0) \leq O \left( \frac{V_{\text{max}}}{(1 - \gamma)^2} \sqrt{C_{\mathcal{M}_{\text{ut}}} \left( \frac{1}{n} mL^2 d^2 \log (NLmd\tilde{B}n) + \frac{1}{n} \log \frac{1}{\delta} \right)} \right).$$
where \( d = d_S + d_A \), and \( \tilde{B} \) is defined in Proposition 4.6.

Theorem 4.9 presents an upper bound on the suboptimality gap of the offline model-based RL with the transformer approximators. The suboptimality gap depends on the number of agents only as \( O(\sqrt{\log N}) \), which shows that the proposed model-based MARL algorithm mitigates the curse of many agents. This weak dependence on \( N \) originates from measuring the distance between two system dynamics of \( N \) agents in the learning of the dynamics. To the best of our knowledge, there is no prior work on analyzing the model-based algorithm for the homogeneous MARL, even from the mean-field approximation perspective. The proof of Theorem 4.9 leverages novel analysis of the MLE in Proposition 4.6. For more details, please refer to Appendix H.

5 Experimental Results

We evaluate the performance of the algorithms on the Multiple Particle Environment (MPE) [Lowe et al., 2017, Mordatch and Abbeel, 2018]. We focus on the cooperative navigation task, where \( N \) agents move cooperatively to cover \( L \) landmarks in an environment. Given the positions of the \( N \) agents \( x_i \in \mathbb{R}^2 \) (for \( i \in [N] \)) and the positions of the \( L \) landmarks \( y_j \in \mathbb{R}^2 \) (for \( j \in [L] \)), the agents receive reward \( r = - \sum_{j=1}^{L} \min_{i \in [N]} \| y_j - x_i \|_2 \). This reward encourages the agents to move closer to the landmarks. We set the number of agents as \( N = 3, 6, 15, 30 \) and the number of landmarks as \( L = N \). Here, we only present the result for \( N = 3, 30 \). Please refer to Appendix O for more numerical results. To collect an offline dataset, we learn a policy in the online setting. Then the offline dataset is collected from the induced stationary distribution of such a policy.

We use MLP, deep sets, Graph Convolutional Network (GCN) [Liu et al., 2020], and set transformer to estimate the value function. We note that the deep sets, GCN, and set transformer are permutation invariant functions. We use the code in Zaheer et al. [2017] for the implementation of the deep sets and set transformer. For other implementation details, please refer to Appendix O.
Figure 3 shows that the performances of the MLP and deep sets are worse than that of the set transformer. This is due to the poor relational reasoning abilities of MLP and deep sets, which corroborates Theorem 3.1. Figure 3 indicates that when the number of agents $N$ increases, the superiority of the algorithm with set transformer becomes more pronounced, which is strongly aligned with our theoretical result in Theorem 4.5.

6 Concluding Remarks

In view of the tremendous empirical successes of cooperative MARL with permutation invariant agents, it is imperative to develop a firm theoretical understanding of this MARL problem because it will inspire the design of even more efficient algorithms. In this work, we design and analyze algorithms that break the curse of many agents and, at the same time, implement efficient relational reasoning. Our algorithms and analyses serve as a first step towards developing provably efficient MARL algorithms with permutation invariant approximators. We leave the extension of our results of the transformer to general permutation invariant approximators as future works.
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A  Formal Definition of the Fully-Connected Networks in Section 3

For a multi-channel input, the output is the sum of the output of each channel, i.e.,
\[ \left[ \phi_{\text{ReLU}} \right]_i(X) = \sum_{k=1}^{N} \left[ \phi_{\text{ReLU}} \right]_i(X_{k,:}) \text{ for } i \in [W_2], \]
where \( X_{k,:} \) is the \( k \)th row of \( X \). The fully-connected neural network for each channel is defined as
\[ \left[ \phi_{\text{ReLU}} \right]_i(x) = \sum_{j=1}^{W_1} c_{ij} \text{ReLU}(a_j^T x + b_j) + d_i \text{ for } i \in [W_2], \]
where \( a_j \in \mathbb{R}^d \) and \( b_j, c_{ij}, d_i \in \mathbb{R} \) for \( i \in [W_2], j \in [W_1] \) are the parameters of \( \phi_{\text{ReLU}} \). The network \( \rho_{\text{ReLU}} \) is defined as
\[ \rho_{\text{ReLU}}(y) = \sum_{k=1}^{W_3} g_k \text{ReLU}(e_k^T y + f_k) + h, \]
where \( e_i \in \mathbb{R}^{W_2} \) and \( f_k, g_k, h \in \mathbb{R} \) for \( k \in [W_3] \) are the parameters of \( \rho \).

B  Formal Definition of the Transformer Structures in Sections 4.1 and 4.2

The transformer structure in Section 4.1. In each layer, we combine the self-attention mechanism with the Row-wise FeedForward (rFF) single-hidden layer neural network. rFF takes \( X \in \mathbb{R}^{N \times d} \) as the input and outputs a matrix in the same dimension. It applies a single-hidden layer network in a row-wise manner. For the entry in the \( i \)th row and the \( k \)th column of the output, we have
\[ \left[ \text{rFF}(X, a, b) \right]_{i,k} = \left[ \text{rFF}(X_{i,:}, a, b) \right]_k \text{ for } k \in [d], i \in [N], \]
where $X_{i,:} \in \mathbb{R}^d$ is the $i^{th}$ row of $X$. For a $d$-dimensional vector input, the single-hidden layer outputs a vector in the same dimension as

$$[rFF(x, a, b)]_k = \sum_{j=1}^{m} a_{kj} \text{ReLU}(b_{kj}^T x) \text{ for } k \in [d],$$

where $x \in \mathbb{R}^d$ is the input, $m$ is the width of the network, and $a = [a_{11}, a_{12}, \ldots, a_{dm}] \in \mathbb{R}^{dm}$ and $b = [b_{11}, b_{12}, \ldots, b_{dm}] \in \mathbb{R}^{d \times dm}$ are the parameters of $rFF$.

Then for any layer $i \in [L - 1]$, the layer output is

$$G_{tf}^{(i+1)} = \Pi_{\text{norm}} \left[ \text{Att}(G_{tf}^{(i)} W_{QK}^{(i+1)}; G_{tf}^{(i)} W_{V}^{(i+1)}) + rFF(G_{tf}^{(i)}, a^{(i+1)}, b^{(i+1)}) \right],$$

(B.1)

where

$$a^{1:z} = [a^{(1)}, \ldots, a^{(i)}],$$

$$b^{1:z} = [b^{(1)}, \ldots, b^{(i)}],$$

$$W_{QK}^{1:z} = [W_{QK}^{(1)}, \ldots, W_{QK}^{(i)}],$$

$$W_{V}^{1:z} = [W_{V}^{(1)}, \ldots, W_{V}^{(i)}],$$

are the stacked parameters of the first $i$ layers of the network, and $G_{tf}^{(i)}$ is a shorthand for $rFF(X; W_{QK}^{1:z}, W_{V}^{1:z}, a^{1:z}, b^{1:z})$. $\Pi_{\text{norm}}(X)$ is the row-wise normalization function, which projects each row of $X$ into the $\ell_p$-ball (where $p \geq 1$). We take $G_{tf}^{(0)}(X) = \Pi_{\text{norm}}(X)$ as the input of the first layer. For the last layer $L$, we derive the scalar estimate of the action-value function with the average aggregation among all the channels, i.e.,

$$g_{tf}(X; W_{QK}^{1:L}, W_{V}^{1:L}, a^{1:L}, b^{1:L}, w) = \Pi_{V_{\text{max}}} \left( \frac{1}{N} \mathbb{I}_N G_{tf}^{(L)}(X; W_{QK}^{1:L}, W_{V}^{1:L}, a^{1:L}, b^{1:L}, w) \right),$$

where $\Pi_{V_{\text{max}}}(x)$ is the “clipping” function, which is defined as $\Pi_{V_{\text{max}}}(x) = x$ if $|x| \leq V_{\text{max}}$ and $\Pi_{V_{\text{max}}}(x) = V_{\text{max}} \text{sign}(x)$ otherwise.

The transformer structure in Section 4.2. For the layer $i \in [L - 2]$, we adopt the same neural network structure in Eqn. (B.1). For the final layer, we implement the structure that

$$F_{tf}(X; W_{QK}^{1:L}, W_{V}^{1:L}, a^{1:L}, b^{1:L}) = \text{SM}(G_{tf}^{(L-1)} W_{QK}^{(L)} G_{tf}^{(L-1)} \top) G_{tf}^{(L-1)} W_{V}^{(L)} + rFF(G_{tf}^{(L-1)}, a^{(L)}, b^{(L)}).$$

C Equivalent Expression for the Model-based RL algorithm in Section 4.2

The algorithm in Eqn. (4.3) can be equivalently expressed in two forms.
**Transition Function.** The algorithm in Eqn. (4.3) can be expressed with the transition function $F$ as

$$\hat{F}_{\text{MLE}} = \arg\min_{F \in \mathcal{M}} \frac{1}{n} \sum_{i=1}^{n} \| \bar{S}_{i}' - F(\bar{S}_{i}, \bar{A}_{i}) \|^2_F$$ and $\hat{\pi} = \arg\max_{\pi \in \Pi} \min_{F \in \mathcal{M}_{\text{MLE}}(\zeta)} V^\pi_F(\bar{S}_0)$,

where the “confidence region” $\mathcal{M}_{\text{MLE}}(\zeta)$ is the set of all $F \in \mathcal{M}$ such that [Devroye et al., 2018]

$$\frac{1}{n} \sum_{i=1}^{n} \left( 2\Phi \left( \frac{\| F(\bar{S}_{i}, \bar{A}_{i}) - \hat{F}_{\text{MLE}}(\bar{S}_{i}, \bar{A}_{i}) \|^2_F}{2\sigma^2} \right) - 1 \right)^2 \leq \zeta,$$

and $\Phi(\cdot)$ is the cumulative distribution function of the standard normal distribution.

**Transition Probability.** The algorithm in Eqn. (4.3) can also be expressed with the transition probability $P$. Since the function $F$ is equivalent to the transition kernel $P_F$, the transition kernel class can be correspondingly defined as

$$\mathcal{P}_{\text{tf}}(B') = \{ P \mid \exists F \in \mathcal{M}_{\text{tf}}(B') \text{ s.t. } P = P_F \}.$$

Then the algorithm can be expressed as

$$\hat{P}_{\text{MLE}} = \arg\max_{P \in \mathcal{P}_{\text{tf}}} \sum_{i=1}^{n} \log P(\bar{S}_{i}' | \bar{S}_{i}, \bar{A}_{i})$$ and $\hat{\pi} = \arg\max_{\pi \in \Pi} \min_{P \in \mathcal{P}_{\text{MLE}}(\zeta)} \mathbb{E}_P V^\pi_F(\bar{S}_0)$,

where the confidence region $\mathcal{P}_{\text{MLE}}(\zeta)$ is defined as

$$\mathcal{P}_{\text{MLE}}(\zeta) = \left\{ P \in \mathcal{P}_{\text{tf}} \bigg| \frac{1}{n} \sum_{i=1}^{n} \text{TV}(P(\cdot | \bar{S}_{i}, \bar{A}_{i}), \hat{P}_{\text{MLE}}(\cdot | \bar{S}_{i}, \bar{A}_{i}))^2 \leq \zeta \right\}.$$

### D Proof of Propositions 4.1

**Proof of Proposition 4.1.** We denote any optimal policy as $\pi^* = \arg\max_{\pi} V^\pi_P(\bar{S}_0)$. Note that the optimal policy may be not unique, and any policy that achieves the maximal value function is called an optimal policy. The corresponding action-value function is denoted as $Q^*_P$, which is defined as

$$Q^*_P(\bar{S}, \bar{A}) = \mathbb{E}_{S' \sim P^* (\cdot | \bar{S}, \bar{A})} [ r(\bar{S}, \bar{A}) + \max_{\bar{A}'} Q^*_P (\bar{S}', \bar{A}') ].$$ (D.1)

For any row-wise permutation function $\psi(\cdot)$, we have

$$Q^*_P (\psi(\bar{S}), \psi(\bar{A})) = \mathbb{E}_{\psi(S') \sim P^* (\cdot | \psi(\bar{S}), \psi(\bar{A}))} [ r(\psi(\bar{S}), \psi(\bar{A})) + \max_{\bar{A}'} Q^*_P (\psi(\bar{S}'), \psi(\bar{A}')) ]$$

$$= \mathbb{E}_{S' \sim P^* (\cdot | \bar{S}, \bar{A})} [ r(\bar{S}, \bar{A}) + \max_{\bar{A}'} Q^*_P (\psi(\bar{S}'), \psi(\bar{A}')) ].$$ (D.2)
where Eqn. (D.2) follows from the homogeneity of the MDP. Since $Q^*_p$ is the unique solution of Eqn. (D.1), we have $Q^*_p(S, A) = Q^*_p(\psi(S), \psi(A))$ for all $\psi(\cdot)$. Thus, the permutation invariant policy $\pi(S) = \arg\max_A Q^*_p(S, A)$ is the optimal policy.

When the policy $\pi$ is permutation invariant, we can show that the corresponding action-value function and the value function are permutation invariant following the similar argument as above. Therefore, we conclude the proof of Proposition 4.1.

E Proof of Proposition 3.2

Proof of Proposition 3.2. We note that Proposition 3.2 is a corollary of Theorem 4.4. Take $\tilde{f} = 0$ in Theorem 4.4, then we recover the result of Proposition 3.2. Thus, we only provide the proof of Theorem 4.4 in Appendix I.

F Proof of Theorem 3.1

Proof of Theorem 3.1. The functions in $N(W)$ are the fully-connected networks with the ReLU activation, so they are piece-wise linear functions on $[0, 1]^{N \times d}$, where the number of the linear pieces are polynomial in the width of the network. In contrast, the self-attention function is convex on some subset of $[0, 1]^{N \times d}$. In the following proof procedures, we specify a line in $[0, 1]^{N \times d}$ where the second derivative of the self-attention function is high enough such that $N(W)$ should be exponentially wide to approximate the self-attention function on the longest linear piece of that line.

To specify a line in $[0, 1]^{N \times d}$, we set the inputs of all but the first channels to be $x$, and set the input of the first channel to be a scaled version of $x$. Fix any $x \in [0, 1]^d$ and $k \in \mathbb{R}$, we set $x_1 = kx$ and $x_i = x$ for all $i \in \{2, \ldots, N\}$. For $X = [x_1, \ldots, x_N]^{\top}$, $w \in [0, 1]^d$ and $a \in \mathbb{R}$, we define

$$f(a, X, w) = 1_{N}^{\top} \text{Att}(aX, aX, aX) w$$

$$= akx^{\top} w \left[ \frac{e^{a^2 k^2 x^{\top} x}}{e^{a^2 k^2 x^{\top} x} + (N - 1)e^{a^2 k^2 x^{\top} x}} + \frac{(N - 1)e^{a^2 k^2 x^{\top} x}}{e^{a^2 k^2 x^{\top} x} + (N - 1)e^{a^2 x^{\top} x}} \right]$$

$$+ akx^{\top} w (N - 1) \left[ \frac{e^{a^2 k^2 x^{\top} x}}{e^{a^2 k^2 x^{\top} x} + (N - 1)e^{a^2 k^2 x^{\top} x}} + \frac{(N - 1)e^{a^2 x^{\top} x}}{e^{a^2 k^2 x^{\top} x} + (N - 1)e^{a^2 x^{\top} x}} \right],$$

where $1_N \in \mathbb{R}^N$ is the vector with all entries being equal to 1. The partial derivatives of
\(f(a, X, w)\) with respect to \(a\) can be derived as
\[
\frac{\partial f(a, X, w)}{\partial a} = 2a^2(k-1)x^\top x + N x^\top w + O\left(\frac{1}{N}\right), \quad (F.1)
\]
\[
\frac{\partial^2 f(a, X, w)}{\partial a^2} = 2x^\top w(k-1)x^\top x a e^{a^2(k-1)x^\top x} + O\left(\frac{1}{N}\right). \quad (F.2)
\]
We set \(x = 2/3 \cdot 1_d, k = 1.1, w = x\), and define the function \(g(a) = f(1, X + aX/3, x)\). Then Eqn. (F.1) and (F.2) show that \(g(a)\) is a increasing convex function on \([-1, 1]\).

We can rearrange the weights in the first layer of \(\phi_{ReLU}\) such that the input of the resultant network is a scalar \(a \in [-1, 1]\); the width of the resultant network is same as the width of \(\rho_{ReLU}(\sum_{i=1}^{N} \phi_{ReLU}(x_i))\); the resultant network represents the same function as
\[
h(a) = \rho_{ReLU}\left(\sum_{i=1}^{N} \phi_{ReLU}\left(x_i + \frac{a}{3} x_i\right)\right).
\]
Since \(\rho_{ReLU}(\sum_{i=1}^{N} \phi_{ReLU}(x_i))\) can approximate \(\mathbf{1}_N^\top \text{Att}(X, X, X)w\), the modified network can approximate \(g(a)\) in terms of the sup-norm on \([-1, 1]\).

Since ReLU is a 2-piece-wise linear function, \(h(a)\) is also a piece-wise linear function, whose number of pieces is denoted as \(M\). Lemma 2.1 of Telgarsky [2015] shows that \(M \leq 2(2W)^2 = 8W^2\), where \((2W)^2\) follows from two ReLU layers, and the additional factor of 2 follows from that \(x_1\) and \(x_i\) for \(i \in \{2, \ldots, N\}\) take different values.

The pigeonhole principle implies that there is a piece-wise linear segment \([u, v] \subseteq [-1, 1]\) whose length is at least \(2/M\). On this linear segment, the linear function \(h(a)\) approximates \(g(a)\) with error at most \(\xi\). Eqn. (F.2) then implies that
\[
\inf_{a \in [-1, 1]} h''(a) \geq c_1 > 0,
\]
where \(c_1 = \Omega(d^2e^{cd})\) for some \(c > 0\). Denote the linear function on a linear piece \([u, v]\) and the approximation error as \(\hat{h} : \mathbb{R} \to \mathbb{R}\) and \(e = h - \hat{h}\), respectively. Since \(\hat{h}\) is a linear function, we have
\[
\max\{e(u), e(v)\} \geq e\left(\frac{u + v}{2}\right) + \frac{c_1}{2}\left(\frac{v - u}{2}\right)^2 \quad (F.3)
\]
and
\[
\xi \geq \frac{1}{2}\left(\max\{e(u), e(v)\} - e\left(\frac{u + v}{2}\right)\right). \quad (F.4)
\]
Combining inequalities (F.3) and (F.4), we have
\[
W \geq \left(\frac{c_1}{256\xi}\right)^{\frac{1}{3}}.
\]
Thus, we have \(W = \Omega(\exp(cd)\xi^{-1/4})\) for some constant \(c > 0\), and this concludes the proof of Theorem 3.1. \(\square\)
G Proof of Theorem 4.5

Proof of Theorem 4.5. Recall the definition below Theorem 4.4

\[
e(\mathcal{F}_t, \Pi, \delta, n) = 32 V_{\text{max}}^2 \left[ 2 + \gamma + 2(m + 1) L^2 d^2 \log \left( \frac{16 m d \bar{B} V B_Q K B_a B_b n}{V_{\text{max}}} \right) + 2(m + 1) L d^2 \log B_w + \log \left( \frac{2N(\Pi, 1/n, d_{\infty})}{\delta} \right) \right].
\]

To simplify the proof, we define

\[
f_{\pi^*}^* = \arg \inf_{f \in \mathcal{F}_t} \sup_{\mu \in \mathcal{d}_n} \mathbb{E}_\mu \left[ (f(\bar{S}, \bar{A}) - \mathcal{T}^* f(\bar{S}, \bar{A}))^2 \right],
\]

\[
\varepsilon = \frac{3}{2} \varepsilon_{\mathcal{F}} + \frac{2}{n} e(\mathcal{F}_t, \Pi, \delta, n).
\]

Our proof can be decomposed into three main procedures.

- Since \( f_{\pi^*}^* \) is the best approximation of action-value function of the optimal policy \( \pi^* \), we expect that it should belong to the confidence region of the action-value functions \( \mathcal{F}(\pi^*, \varepsilon) \) with high probability.

- For any \( \pi \in \Pi \) and any \( f \in \mathcal{F}(\pi, \varepsilon) \), since the empirical Bellman error is bounded \( \mathcal{E}(f, \pi; \mathcal{D}) \leq \varepsilon \), we expect that the population Bellman error \( \mathbb{E}_\nu[(f(\bar{S}, \bar{A}) - \mathcal{T}^* f(\bar{S}, \bar{A}))^2] \) can be controlled with high probability, which implies that \( f \) is a reliable estimate of the action-value function of \( \pi \).

- The suboptimality gap of the learned policy according to the reliable action-value function estimate can be bounded using the estimation error bound.

We lay out the proof by the three steps as stated in the proof sketch.

**Step 1: Show that \( f_{\pi^*}^* \in \mathcal{F}(\pi^*, \varepsilon) \) with high probability.**

From the definition of \( f_{\pi^*}^* \) and Assumption 4.2, we note that the population Bellman error of \( f_{\pi^*}^* \) with respect to \( \pi^* \) is bounded by \( \varepsilon_{\mathcal{F}} \). To bound the empirical Bellman error \( \mathcal{E}(f_{\pi^*}^*, \pi^*; \mathcal{D}) \) of \( f_{\pi^*}^* \), we need the generalization error bound of the action-value function with the transformer function class.

**Theorem 4.4.** Let \( \bar{B} = B_V B_Q K B_a B_b B_w \). For all \( f, \bar{f} \in \mathcal{F}_t(B) \) and all policies \( \pi \in \Pi \), with probability at least \( 1 - \delta \), we have

\[
\left| \mathbb{E}_\nu \left[ (f(\bar{S}, \bar{A}) - \mathcal{T}^* f(\bar{S}, \bar{A}))^2 \right] - \mathcal{L}(f, \bar{f}, \pi; \mathcal{D}) + \mathcal{L}(\mathcal{T}^* \bar{f}, \bar{f}, \pi; \mathcal{D}) \right| \\
\leq \frac{1}{2} \mathbb{E}_\nu \left[ (f(\bar{S}, \bar{A}) - \mathcal{T}^* \bar{f}(\bar{S}, \bar{A}))^2 \right] + O \left( \frac{V_{\text{max}}^2}{n} \left[ m L^2 d^2 \log \frac{m d \bar{B} n}{V_{\text{max}}} + \log \frac{N(\Pi, 1/n, d_{\infty})}{\delta} \right] \right).
\]
Proof. See Appendix I for a detailed proof.

We can decompose the empirical Bellman error $\mathcal{E}(f^*, \pi^*; D)$ as the sum of the population Bellman error and the generalization error, where the population Bellman error can be controlled with $\varepsilon_\mathcal{F}$ according to Assumption 4.2, and the generalization error can be controlled with Theorem 4.4. Thus, we have the following lemma.

**Lemma G.1.** For any $\pi \in \Pi$, let $f^* = \arg\inf_{f \in \mathcal{F}_\pi} \sup_{\mu \in \mathcal{M}} \mathbb{E}_\mu[(f(S, A) - T^\pi f(S, A))^2]$. If Assumption 4.2 holds, the following inequality holds with probability at least $1 - \delta$,

$$\mathcal{E}(f^*, \pi; D) \leq \frac{3}{2} \varepsilon_\mathcal{F} + \frac{2e(\mathcal{F}_\pi, \Pi, \delta, n)}{n}.$$

Proof. See Appendix L.1 for a detailed proof.

**Step 2:** For any policy $\pi \in \Pi$ and $f \in \mathcal{F}(\pi, \varepsilon)$, show $\mathbb{E}_\nu[(f(S, A) - T^\pi f(S, A))^2] \leq 2\varepsilon + 3\varepsilon_\mathcal{F} + 4e(\mathcal{F}_\pi, \Pi, \delta, n)/n$ holds with high probability.

To prove the desired result, we relate the population Bellman error $\mathbb{E}_\nu[(f(S, A) - T^\pi f(S, A))^2]$ with $\mathcal{E}(f, \pi; D)$ through Theorem 4.4, where we bound the population Bellman error as the difference between the empirical Bellman error and the generalization error. Thus, we have the following lemma.

**Lemma G.2.** For any $\pi \in \Pi$ and $f \in \mathcal{F}_\pi$, if $\mathcal{E}(f, \pi; D) \leq \varepsilon$ for some $\varepsilon > 0$, and Assumption 4.2 holds, the following inequality holds with probability at least $1 - \delta$,

$$\mathbb{E}_\nu[(f(S, A) - T^\pi f(S, A))^2] \leq 2\varepsilon + 3\varepsilon_\mathcal{F} + \frac{4e(\mathcal{F}_\pi, \Pi, \delta, n)}{n}.$$

Proof. See Appendix L.2 for a detailed proof.

**Step 3:** Bound the suboptimality gap of the learned policy with the population Bellman error bound in Step 2.

We define

$$\hat{f}_{\pi^*} = \arg\max_{f \in \mathcal{F}(\pi^*, \varepsilon)} f(S_0, \pi^*) \quad \text{and} \quad \check{f}_{\pi^*} = \arg\min_{f \in \mathcal{F}(\pi^*, \varepsilon)} f(S_0, \pi^*),$$

where $\hat{f}_{\pi^*}$ and $\check{f}_{\pi^*}$ are the maximal and minimal value functions in $\mathcal{F}(\pi^*, \varepsilon)$, respectively. Intuitively, since $f^* \in \mathcal{F}(\pi^*, \varepsilon)$ and that we learn the policy according to the pessimistic estimation of the action-value function in $\mathcal{F}(\hat{\pi}, \varepsilon)$, we can upper bound the suboptimality gap by the difference between $\hat{f}_{\pi^*}$ and $\check{f}_{\pi^*}$.
Step 1 shows that with probability at least \(1 - \delta\), \(f^*_\pi \in \mathcal{F}(\pi^*, \varepsilon)\). Then we have
\[
\max_{f \in \mathcal{F}(\pi^*, \varepsilon)} f(\tilde{S}_0, \pi) \geq f^*_\pi f(\tilde{S}_0, \pi) = V^*_p(\tilde{S}_0) + \frac{\mathbb{E}_{d^*_{\pi^*}}[f^*_\pi - \mathcal{T}^*_\pi f(\tilde{S}, \tilde{A})]}{1 - \gamma} \geq V^*_p(\tilde{S}_0) - \frac{\sqrt{\varepsilon_F}}{1 - \gamma},
\]
where the equality follows from Lemma M.4, and the last inequality follows from Assumption 4.2. Similarly, we can prove that
\[
\min_{f \in \mathcal{F}(\pi^*, \varepsilon)} f(\tilde{S}_0, \pi) \leq V^*_p(\tilde{S}_0) + \frac{\sqrt{\varepsilon_F}}{1 - \gamma}.
\]
Combining inequalities (G.1) and (G.2), we have
\[
V^*_p(\tilde{S}_0) - V^*_p(\tilde{S}_0) \leq \max_{f \in \mathcal{F}(\pi^*, \varepsilon)} f(\tilde{S}_0, \pi) - \min_{f \in \mathcal{F}(\tilde{S}, \varepsilon)} f(\tilde{S}_0, \pi) + \frac{2\sqrt{\varepsilon_F}}{1 - \gamma}
\leq \tilde{f}^*_\pi(\tilde{S}_0, \pi^*) - \tilde{f}^*_\pi(\tilde{S}_0, \pi^*) + \frac{2\sqrt{\varepsilon_F}}{1 - \gamma}
= \tilde{f}^*_\pi(\tilde{S}_0, \pi^*) - V^*_p(\tilde{S}_0) + V^*_p(\tilde{S}_0) - \tilde{f}^*_\pi(\tilde{S}_0, \pi^*) + \frac{2\sqrt{\varepsilon_F}}{1 - \gamma},
\]
where the first inequality follows from inequalities (G.1) and (G.2), the second inequality follows from Eqn. (4.1). Applying the suboptimality gap decomposition in Lemma M.4 to inequality (G.3), we have
\[
V^*_p(\tilde{S}_0) - V^*_p(\tilde{S}_0) \leq \frac{1}{1 - \gamma} \left\{ \mathbb{E}_{d^*_{\pi^*}}[\tilde{f}^*_\pi(\tilde{S}, \tilde{A}) - \mathcal{T}^*_\pi \tilde{f}^*_\pi(\tilde{S}, \tilde{A})] 
- \mathbb{E}_{d^*_{\pi^*}}[\tilde{f}^*_\pi(\tilde{S}, \tilde{A}) - \mathcal{T}^*_\pi \tilde{f}^*_\pi(\tilde{S}, \tilde{A})] \right\} + \frac{2\sqrt{\varepsilon_F}}{1 - \gamma}
\leq \frac{1}{1 - \gamma} \left\{ \sqrt{C_{R_0} \mathbb{E}_{\nu} \left[ (\tilde{f}^*_\pi(\tilde{S}, \tilde{A}) - \mathcal{T}^*_\pi \tilde{f}^*_\pi(\tilde{S}, \tilde{A}))^2 \right]} 
+ \sqrt{C_{R_0} \mathbb{E}_{\nu} \left[ (\tilde{f}^*_\pi(\tilde{S}, \tilde{A}) - \mathcal{T}^*_\pi \tilde{f}^*_\pi(\tilde{S}, \tilde{A}))^2 \right]} \right\} + \frac{2\sqrt{\varepsilon_F}}{1 - \gamma},
\]
where the first inequality follows from Lemma M.4, and the second inequality follows from Jensen’s inequality and the definition of \(C_{R_0}\). Combined with the result in step 2, we have
\[
V^*_p(\tilde{S}_0) - V^*_p(\tilde{S}_0) \leq \frac{2\sqrt{C_{R_0}}}{1 - \gamma} \sqrt{2\varepsilon + 3\varepsilon_F + \frac{4e(F_{\Pi}, \Pi, \delta, n)}{n}} + \frac{2\sqrt{\varepsilon_F}}{1 - \gamma}
\leq O \left( \frac{\sqrt{C_{R_0}(\varepsilon_F + \varepsilon_F, F)}}{1 - \gamma} + \sqrt{\frac{C_{R_0}(\varepsilon_F + \varepsilon_F, F)}{1 - \gamma}} \right).
\]
Therefore, we conclude the proof of Theorem 4.5. \(\Box\)
H Proof of Theorem 4.9

For ease of notation, we denote the parameters of the neural network as
\[ \theta = [W_{QK}^{1:L}, W_{V}^{1:L}, a^{1:L}, b^{1:L}] \].

The parameter space is
\[ \Theta(B_a, B_b, B_{QK}, B_{V}) = \{ \theta \mid |a_{kj}^{(i)}| < B_a, \|b_{kj}^{(i)}\|_2 < B_b, \|W_{QK}^{(i)\top}\|_F < B_{QK}, \|W_{V}^{(i)\top}\|_F < B_{V} \text{ for } i \in [L], j \in [m], k \in [d] \} \].

Then we can denote the functions in \( M_{tf}(B_a, B_b, B_{QK}, B_{V}) \) as \( F_{\theta} \) and the corresponding transition kernel in \( P_{tf}(B_a, B_b, B_{QK}, B_{V}) \) as \( P_{\theta} \), where \( \theta \in \Theta \) is the parameter of the function.

From the perspective of the parameter space \( \Theta \), the algorithm in Eqn. (4.3) can be equivalently stated as
\[
\hat{P}_{\theta_{\text{MLE}}} = \arg\max_{P \in P_{tf}} \frac{1}{n} \sum_{i=1}^{n} \log P(\bar{S}_{i}^t | \bar{S}_{i}, \bar{A}_{i}),
\]
\[
\hat{\pi} = \arg\max_{\pi \in \Pi} \min_{P \in P(\zeta)} V_{\pi}^r(\bar{S}_0),
\]

where the confidence region of the dynamics is defined as
\[
P(\zeta) = \left\{ P \in P_{tf} \mid \frac{1}{n} \sum_{i=1}^{n} \text{TV}(P(\cdot | \bar{S}_i, \bar{A}_i), P_{\theta_{\text{MLE}}}^*(\cdot | \bar{S}_i, \bar{A}_i))^2 \leq \zeta \right\}.
\]

**Proof of Theorem 4.9.** For some constant \( c_1 > 0 \), we take
\[
\zeta = c_1 \left( \frac{1}{n} (m+1)L^2d^2 \log \left( 4NLmdB_{V}B_{QK}B_{a}B_{b}n \right) + \frac{1}{n} \log \frac{1}{\delta} \right).
\]

Our proof can be decomposed into three main parts.

- Intuitively, the nominal transition kernel \( P^* \) should belong to the confidence region of the system dynamics set \( P(\zeta) \) with high probability.

- For any \( P \in P(\zeta) \), we expect that the population squared total variation between \( P \) and \( P^* \), i.e., \( \mathbb{E}_{\nu}[\text{TV}(P(\cdot | \bar{S}, \bar{A}), P^*(\cdot | \bar{S}, \bar{A}))^2] \), can be controlled with high probability, which implies that any \( P \in P(\zeta) \) is a reliable estimate of the system dynamics.

- The suboptimality gap of the learned policy according to the reliable dynamic estimate can be bounded in terms of the total variation.
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We lay out the proof by the three steps as stated in the proof sketch.

**Step 1:** Show that \( P^* \in \mathcal{P}(\zeta) \) with probability at least \( 1 - \delta \).

From the definition of \( \mathcal{P}(\zeta) \), we need to bound the empirical total variation between the nominal transition kernel and the MLE estimate. Thus, we need an upper bound of the population total variation between \( P^* \) and \( \hat{P}_{MLE} \) and an accompanying generalization error bound. For the population error, we state the following proposition.

**Proposition H.1.** Let \( \hat{B} = B_V B_Q K_B \). For the maximum likelihood estimate \( \hat{P}_{MLE} \) in Eqn. (4.3), the following inequality holds with probability at least \( 1 - \delta \),

\[
E_\nu \left[ TV \left( P^*(\cdot | \bar{S}, \bar{A}), \hat{P}_{MLE}(\cdot | \bar{S}, \bar{A}) \right) \right] \leq O \left( \frac{1}{n} m L^2 d^2 \log \left( NLmdB_V B_Q K_B a b n \right) + \frac{1}{n} \log \frac{1}{\delta} \right).
\]

**Proof.** See Appendix J for a detailed proof. \( \square \)

Similar to Theorem 4.4, we can derive the generalization error bound in terms of the total variation distance.

**Proposition H.2.** For any \( \theta \in \Theta \), with probability at least \( 1 - \delta \), we have

\[
\left| E_D \left[ TV \left( P^*(\cdot | \bar{S}, \bar{A}), P_\theta(\cdot | \bar{S}, \bar{A}) \right) \right] - \frac{1}{n} \sum_{i=1}^n TV \left( P^*(\cdot | \bar{S}_i, \bar{A}_i), P_\theta(\cdot | \bar{S}_i, \bar{A}_i) \right) \right| 
\leq \frac{1}{2} E_D \left[ TV \left( P^*(\cdot | \bar{S}, \bar{A}), P_\theta(\cdot | \bar{S}, \bar{A}) \right) \right] 
+ O \left( \frac{1}{n} m L^2 d^2 \log(NLmdB_V B_Q K_B a b n) + \frac{1}{n} \log \frac{1}{\delta} \right).
\]

**Proof.** See Appendix K for a detailed proof. \( \square \)

With Propositions 4.6 and H.2, we have

\[
\frac{1}{n} \sum_{i=1}^n TV \left( P^*(\cdot | \bar{S}_i, \bar{A}_i), P_{\theta_{MLE}}(\cdot | \bar{S}_i, \bar{A}_i) \right)^2 
= \left\{ \frac{1}{n} \sum_{i=1}^n TV \left( P^*(\cdot | \bar{S}_i, \bar{A}_i), P_{\theta_{MLE}}(\cdot | \bar{S}_i, \bar{A}_i) \right)^2 \right\} 
- \frac{3}{2} E_\nu \left[ TV \left( P^*(\cdot | \bar{S}, \bar{A}), P_{\theta_{MLE}}(\cdot | \bar{S}, \bar{A}) \right)^2 \right] 
+ \frac{3}{2} E_\nu \left[ TV \left( P^*(\cdot | \bar{S}, \bar{A}), P_{\theta_{MLE}}(\cdot | \bar{S}, \bar{A}) \right)^2 \right] 
\leq O \left( \frac{1}{n} (m + 1) L^2 d^2 \log(4NLmdB_V B_Q K_B a b n) + \frac{1}{n} \log \frac{1}{\delta} \right),
\]

where the first term in Eqn. (H.1) is bounded with Proposition H.2, and the second term in Eqn. (H.1) is bounded with Proposition 4.6.

**Step 2:** Show that for any \( P \in \mathcal{P}(\zeta) \), the population total variation between \( P \) and \( P^* \) is bounded.
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For the population total variation between $P$ and $P^*$, we have
\[
\mathbb{E}_\nu \left[ TV(P(\cdot \mid \bar{S}, \bar{A}), P^*(\cdot \mid \bar{S}, \bar{A}))^2 \right] \\
= \left\{ \mathbb{E}_\nu \left[ TV(P(\cdot \mid \bar{S}, \bar{A}), P^*(\cdot \mid \bar{S}, \bar{A}))^2 \right] - \frac{2}{n} \sum_{i=1}^n TV(P(\cdot \mid \bar{S}_i, \bar{A}_i), P^*(\cdot \mid \bar{S}_i, \bar{A}_i))^2 \right\} \\
+ \frac{2}{n} \sum_{i=1}^n TV(P(\cdot \mid \bar{S}_i, \bar{A}_i), P^*(\cdot \mid \bar{S}_i, \bar{A}_i))^2 \\
\leq O \left( \frac{1}{n} (m + 1) L^2 d^p \log \left( 4N L m d B_V B_{QK} B_y n \right) + \frac{1}{n} \log \frac{1}{\delta} \right) \\
+ \frac{4}{n} \sum_{i=1}^n TV(P(\cdot \mid \bar{S}_i, \bar{A}_i), P_{\hat{\theta}_{MLE}}(\cdot \mid \bar{S}_i, \bar{A}_i))^2 \\
+ \frac{4}{n} \sum_{i=1}^n TV(P_{\hat{\theta}_{MLE}}(\cdot \mid \bar{S}_i, \bar{A}_i), P^*(\cdot \mid \bar{S}_i, \bar{A}_i))^2 \\
\leq O(\zeta), \quad (H.3)
\]
where the first inequality follows from Proposition H.2 and triangle inequality, and the last inequality follows from inequality (H.2) and the fact that $P \in \mathcal{P}(\zeta)$.

**Step 3:** Bound the suboptimality gap of the learned policy with the total variation bound.

With the results in Step 1 and 2, we have that with probability at least $1 - \delta$
\[
V_P^{\pi^*}(\bar{S}_0) - V_P^{\bar{\pi}}(\bar{S}_0) = V_{\bar{P}}^{\pi^*}(\bar{S}_0) - \min_{P \in \mathcal{P}(\zeta)} V_P^{\pi^*}(\bar{S}_0) + \min_{P \in \mathcal{P}(\zeta)} V_P^{\bar{\pi}}(\bar{S}_0) - V_{\bar{P}}^{\bar{\pi}}(\bar{S}_0) \\
\leq V_{\bar{P}}^{\pi^*}(\bar{S}_0) - \min_{P \in \mathcal{P}(\zeta)} V_P^{\pi^*}(\bar{S}_0) + \min_{P \in \mathcal{P}(\zeta)} V_{\bar{P}}^{\pi^*}(\bar{S}_0) - V_{\bar{P}}^{\bar{\pi}}(\bar{S}_0) \\
\leq V_{\bar{P}}^{\pi^*}(\bar{S}_0) - \min_{P \in \mathcal{P}(\zeta)} V_{\bar{P}}^{\pi^*}(\bar{S}_0),
\]
where the first inequality follows from the fact that $\bar{\pi}$ maximizes $\min_{P \in \mathcal{P}(\zeta)} V_P^{\pi^*}(\bar{S}_0)$, and the last inequality follows from the fact that $P^* \in \mathcal{P}(\zeta)$. Define $\bar{P} = \arg\min_{P \in \mathcal{P}(\zeta)} V_{\bar{P}}^{\pi^*}(\bar{S}_0)$. Then we have
\[
V_{\bar{P}}^{\pi^*}(\bar{S}_0) - V_{\bar{P}}^{\bar{\pi}}(\bar{S}_0) \leq V_{\bar{P}}^{\pi^*}(\bar{S}_0) - V_{\bar{P}}^{\bar{\pi}}(\bar{S}_0) \\
\leq \frac{V_{\max}}{(1 - \gamma)^2} E_{(S,A) \sim d_{\bar{P}}^*} \left[ TV(\bar{P}(\cdot \mid \bar{S}, \bar{A}), P^*(\cdot \mid \bar{S}, \bar{A})) \right],
\]
where the second inequality follows from Lemma M.5. By the Jensen’s inequality, it can be further bounded as
\[
V_{\bar{P}}^{\pi^*}(\bar{S}_0) - V_{\bar{P}}^{\bar{\pi}}(\bar{S}_0) \leq \frac{V_{\max}}{(1 - \gamma)^2} \sqrt{C_{M_d} E_{(S,A) \sim d_{\bar{P}}} \left[ TV(\bar{P}(\cdot \mid \bar{S}, \bar{A}), P^*(\cdot \mid \bar{S}, \bar{A}))^2 \right]} \\
\leq O \left( \frac{V_{\max}}{(1 - \gamma)^2} \sqrt{C_{M_d} \zeta} \right).
\]

where the first inequality follows Jensen’s inequality, and the last inequality follows from inequality (H.3). Therefore, we conclude the proof of Theorem 4.9.

I Proof of Theorem 4.4

Proof of Theorem 4.4. We adopt a PAC-Bayesian framework to derive the generalization error bound of the Bellman error of the transformer functions, in which the generalization error is bounded by the Kullback–Leibler divergence between the distributions of functions. Recall that the KL divergence between $P$ and $Q$ is defined as $\text{KL}(P \| Q) = \int_A \log(dP/dQ) \, dP$ if $P \ll Q$, and $+\infty$ otherwise. We start with preliminary result.

**Proposition I.1.** Let $\mathcal{F}$ be the collection of functions of $f : \mathbb{R}^n \to \mathbb{R}$. For any $f \in \mathcal{F}$, we define

$$
\mu(f) = \mathbb{E}_X[f(X)], \quad \sigma^2(f) = \mathbb{E}_X[(f(X) - \mathbb{E}_X[f(X)])^2],
$$

where the expectation is taken with respect to a random variable $X \sim \nu$ on $(\mathbb{R}^n, B(\mathbb{R}^n))$. Assume that $|f(X) - \mu(f)| \leq b$ a.s. for some constant $b \in \mathbb{R}$ for all $f \in \mathcal{F}$. Then for any $0 < \lambda \leq 1/(2b)$, given a distribution $P_0$ on $\mathcal{F}$, with probability at least $1 - \delta$, we have

$$
\left| \mathbb{E}_Q \left[ \mathbb{E}_X[f(X)] - \frac{1}{n} \sum_{i=1}^{n} f(X_i) \right] \right| \leq \lambda \mathbb{E}_Q[\sigma^2(f)] + \frac{1}{n\lambda} \left[ \text{KL}(Q \| P_0) + \log \frac{2}{\delta} \right],
$$

for any distribution $Q$ on $\mathcal{F}$, where $X_i$ are i.i.d. samples of $\nu$. If the function class $\mathcal{F}$ further satisfies $\sigma^2(f) \leq c \mu(f)$ for some constant $c \in \mathbb{R}$ for all $f \in \mathcal{F}$, we have

$$
\left| \mathbb{E}_Q \left[ \mathbb{E}_X[f(X)] - \frac{1}{n} \sum_{i=1}^{n} f(X_i) \right] \right| \leq \lambda c \mathbb{E}_Q[\mu(f)] + \frac{1}{n\lambda} \left[ \text{KL}(Q \| P_0) + \log \frac{2}{\delta} \right], \quad (I.1)
$$

with probability at least $1 - \delta$.

**Proof.** See Appendix M.1 for a detailed proof.

Our proof can be decomposed into four main parts.

- We verify that the Bellman error satisfies the conditions in Proposition I.1 and apply it to the Bellman error.

- Since the desired result is a point-wise generalization error bound, we need to control the fluctuation of both sides of inequality (I.1) with respect to any pair of functions $(f, \tilde{f}) \in \mathcal{F}_f \times \mathcal{F}_t$.

- We specify two distributions $Q$ and $P_0$ and calculate $\text{KL}(Q \| P_0)$.
We implement a standard covering argument to prove the result that holds for all the policies in $\Pi$.

**Step 1: Verify the conditions in Proposition I.1**

Let $X = (\bar{S}, \bar{A}, \bar{S}')$ for all $f, \tilde{f} \in F_{\pi}(B_a, B_b, B_{QK}, B_V, B_w)$. We define

$$l(f, \tilde{f}, \pi; X) = (f(\bar{S}, \bar{A}) - \bar{r}(\bar{S}, \bar{A}) - \gamma \tilde{f}(\bar{S}', \pi))^2 - (T^\pi \tilde{f}(\bar{S}, \bar{A}) - \bar{r}(\bar{S}, \bar{A}) - \gamma \tilde{f}(\bar{S}', \pi))^2.$$ 

Then the term we consider in Theorem 4.4 can be expressed as

$$L(f, \tilde{f}, \pi; D) - L(T^\pi \tilde{f}, \tilde{f}, \pi; D) = \frac{1}{n} \sum_{i=1}^{n} l(f, \tilde{f}, \pi; X_i) \text{ and } |l(f, \tilde{f}, \pi; X)| \leq 4V^2_{\max}.$$ 

Since $(\bar{S}_i, \bar{A}_i)$ is sampled from $\nu$, and $\bar{S}'_i \sim \bar{P}^*(\cdot | \bar{S}_i, \bar{A}_i)$, we have $(\bar{S}_i, \bar{A}_i, \bar{S}'_i) \sim \nu \times \bar{P}^*$, i.e., $X_i \sim \nu \times \bar{P}^*$ for $i \in [N]$. Then the expectation of $l(f, \tilde{f}, \pi; X)$ is

$$\mathbb{E}_{\nu \times \bar{P}^*}[l(f, \tilde{f}, \pi; X)]$$
$$= \mathbb{E}_{\nu \times \bar{P}^*}[(f(\bar{S}, \bar{A}) - T^\pi \tilde{f}(\bar{S}, \bar{A})) (f(\bar{S}, \bar{A}) + T^\pi \tilde{f}(\bar{S}, \bar{A}) - 2\bar{r} - 2\gamma \tilde{f}(\bar{S}', \pi))]
= \mathbb{E}_{\nu} \mathbb{E}_{\bar{P}^*}[(f(\bar{S}, \bar{A}) - T^\pi \tilde{f}(\bar{S}, \bar{A})) (f(\bar{S}, \bar{A}) + T^\pi \tilde{f}(\bar{S}, \bar{A}) - 2\bar{r} - 2\gamma \tilde{f}(\bar{S}', \pi)) | \bar{S}, \bar{A}]
= \mathbb{E}_{\nu}[(f(\bar{S}, \bar{A}) - T^\pi \tilde{f}(\bar{S}, \bar{A}))^2],$$

where the last equality follows from the definition of the Bellman operator. As a consequence, the variance of $l(f, \tilde{f}, \pi; X)$ can be bounded by its expectation as

$$\text{Var}(l(f, \tilde{f}, \pi; X))$$
$$\leq \mathbb{E}_{\nu \times \bar{P}^*}[(l(f, \tilde{f}, \pi; X))^2]
= \mathbb{E}_{\nu} \mathbb{E}_{\bar{P}^*}[(f(\bar{S}, \bar{A}) - T^\pi \tilde{f}(\bar{S}, \bar{A}))^2 (f(\bar{S}, \bar{A}) + T^\pi \tilde{f}(\bar{S}, \bar{A}) - 2\bar{r} - 2\gamma \tilde{f}(\bar{S}', \pi))^2 | \bar{S}, \bar{A}]
\leq 16V^2_{\max} \mathbb{E}_{\nu} \mathbb{E}_{\bar{P}^*}[(f(\bar{S}, \bar{A}) - T^\pi \tilde{f}(\bar{S}, \bar{A}))^2 | \bar{S}, \bar{A}]
= 16V^2_{\max} \mathbb{E}_{\nu \times \bar{P}^*}[l(f, \tilde{f}, \pi; X)], \quad (1.2)$$

where the last inequality follows from the fact that $f$ and $\tilde{f}$ is bounded by $V_{\max}$. Inequality (1.2) shows that $l(f, \tilde{f}, \pi; X)$ satisfies the condition in Proposition I.1 with $b = 4V^2_{\max}$ and $c = 16V^2_{\max}$.

In the following, we apply Proposition I.1 to $l(f, \tilde{f}, \pi; X)$.

For ease of notation, we denote the parameters of the neural network as

$$\theta = [W_{QK}^{1:L}, W_{V}^{1:L}, a^{1:L}, b^{1:L}, w].$$
The parameter space is
\[ \Theta(B_a, B_b, B_{QK}, B_V, B_w) = \left\{ \theta \, \middle| \, \|a^{(i)}_{kj}\| < B_a, \|b^{(i)}_{kj}\| < B_b, \|W^{(i)\top}_{QK}\|_{p,q} < B_{QK}, \|W^{(i)\top}_V\|_{p,q} < B_V, \|w\|_q < B_w \text{ for } i \in [L], j \in [m], k \in [d] \right\}. \]

We denote the functions in \( F_{\theta} \) equivalently as \( f_\theta \), where \( \theta \in \Theta \) is the parameter of the function.

For a finite policy class \( \tilde{\Pi} \) (which is set to be a cover of the original policy class \( \Pi \) in Step 4), Proposition I.1 shows that: Given a distribution \( P_0 \) of \((\theta, \theta')\) on \( \Theta \times \Theta \), for all distribution \( Q \) on \( \Theta \times \Theta \) and any policy \( \pi \in \tilde{\Pi} \), with probability at least \( 1 - \delta \), we have
\begin{align*}
&\left| \mathbb{E}_Q \left[ \mathbb{E}_{\nu \times P_\pi} [l(f_\theta, f_{\theta'}, \pi; X)] - \frac{1}{n} \sum_{i=1}^{n} l(f_\theta, f_{\theta'}, \pi; X_i) \right] \right|
\leq 16V_{\max}^2 \lambda \cdot \mathbb{E}_{Q,\nu \times P_\pi} [l(f_\theta, f_{\theta'}, \pi; X)] + \frac{1}{n\lambda} \left[ \text{KL}(Q \| P_0) + \log \frac{2|\tilde{\Pi}|}{\delta} \right],
\end{align*}
where \( \lambda \leq 1/(8V_{\max}^2) \).

**Step 2: Control the fluctuation of both sides of inequality (I.3) introduced by \( Q \).**

To derive a generalization error bound for any function pair \((\theta, \theta')\) in \( F_{\theta} \times F_{\theta} \), we set \( Q \) as the uniform distribution on a neighborhood area of \((\theta, \theta')\), \( P_0 \) as the uniform distribution \( \Theta \times \Theta \), and control the fluctuation of the left-hand side of inequality (I.3) due to the averaging according to \( Q \).

We define the difference between the functions of different parameter pairs \((\tilde{\theta}, \tilde{\theta}')\) and \((\theta, \theta')\) as
\[ e(\tilde{\theta}, \tilde{\theta}', \theta, \theta', X) = l(f_{\tilde{\theta}}, f_{\tilde{\theta}'} \pi; X) - l(f_\theta, f_{\theta'}; \pi; X). \]

To control the fluctuation of the left-hand side of inequality (I.3) due to the average according to \( Q \), we need to upper bound \( e(\tilde{\theta}, \tilde{\theta}', \theta, \theta', X) \) for all \( X \in \mathbb{R}^{N \times d} \), which can be achieved by the following result.

**Proposition I.2.** For any input \( X \in \mathbb{R}^{N \times d} \), any functions \( g_{\theta}(X; W^{1:L}_{QK}, W^{1:L}_V, a^{1:L}, b^{1:L}, w) \) and \( g_{\theta}(X; \tilde{W}^{1:L}_{QK}, \tilde{W}^{1:L}_V, \tilde{a}^{1:L}, \tilde{b}^{1:L}, \tilde{w}) \in F_{\theta}(B_a, B_b, B_{QK}, B_V, B_w) \), and two positive conjugate numbers \( p, q \in \mathbb{R} \), we have
\begin{align*}
&\left| g_{\theta}(X; W^{1:L}_{QK}, W^{1:L}_V, a^{1:L}, b^{1:L}, w) - g_{\theta}(X; \tilde{W}^{1:L}_{QK}, \tilde{W}^{1:L}_V, \tilde{a}^{1:L}, \tilde{b}^{1:L}, \tilde{w}) \right|
\leq \sum_{i=1}^{L} \alpha_i \cdot (\beta_i + \iota_i + \kappa_i + \rho_i) + \|w - \tilde{w}\|_q,
\end{align*}
where

\[
\alpha_i = B_w \left[ B_V (1 + 4c_{p,q}B_{QK}) + d^{\frac{1}{2}} mB_a B_b \right]^{L-i},
\]
\[
\beta_i = 2c_{p,q}B_V \| W^{(i)}_{QK} - \tilde{W}^{(i)}_{QK} \|_{p,q},
\]
\[
\tau_i = \| W^{(i)}_{V} - \tilde{W}^{(i)}_{V} \|_{p,q},
\]
\[
\kappa_i = B_b \left[ \sum_{k=1}^{d} \left( \sum_{j=1}^{m} | a_{kj}^{(i)} - \tilde{a}_{kj}^{(i)} | \right)^p \right]^{\frac{1}{p}},
\]
\[
\rho_i = B_a \left[ \sum_{k=1}^{d} \left( \sum_{j=1}^{m} \| b_{kj}^{(i)} - \tilde{b}_{kj}^{(i)} \|_q \right)^p \right]^{\frac{1}{p}},
\]

for \( i \in [L] \).

**Proof.** See Appendix M.2 for a detailed proof. \( \square \)

Motivated by Proposition I.2, we define the upper bound of the difference of functions in \( F_{tf} \) with different parameters \( \theta \) and \( \tilde{\theta} \) as

\[
\Delta(\theta, \tilde{\theta}) = \sum_{i=1}^{L} B_w \left[ B_V (1 + 4c_{p,q}B_{QK}) + d^{\frac{1}{2}} mB_a B_b \right]^{L-i} \left\{ 2c_{p,q}B_V \| W^{(i)}_{QK} - \tilde{W}^{(i)}_{QK} \|_{p,q} \right. \\
+ \| W^{(i)}_{V} - \tilde{W}^{(i)}_{V} \|_{p,q} + B_b \left[ \sum_{k=1}^{d} \left( \sum_{j=1}^{m} | a_{kj}^{(i)} - \tilde{a}_{kj}^{(i)} | \right)^p \right]^{\frac{1}{p}} \\
+ \left. B_a \left[ \sum_{k=1}^{d} \left( \sum_{j=1}^{m} \| b_{kj}^{(i)} - \tilde{b}_{kj}^{(i)} \|_q \right)^p \right]^{\frac{1}{p}} \right\} + \| w - \tilde{w} \|_q.
\]

Then we can upper bound the absolute value of \( e(\tilde{\theta}, \tilde{\theta}', \theta, \theta', X) \) as

\[
| e(\tilde{\theta}, \tilde{\theta}', \theta, \theta', X) |
\leq \left[ (f_{\tilde{\theta}}(\tilde{S}, \tilde{A}) - \tilde{r}(\tilde{S}, \tilde{A}) - \gamma f_\theta(\tilde{S}', \pi))^2 - (f_{\theta}(\tilde{S}, \tilde{A}) - \tilde{r}(\tilde{S}, \tilde{A}) - \gamma f_\theta(\tilde{S}', \pi))^2 \right]
\leq \left[ (T^\alpha f_\theta(\tilde{S}, \tilde{A}) - \tilde{r}(\tilde{S}, \tilde{A}) - \gamma f_\theta(\tilde{S}', \pi))^2 - (T^\alpha f_\theta(\tilde{S}, \tilde{A}) - \tilde{r}(\tilde{S}, \tilde{A}) - \gamma f_\theta(\tilde{S}', \pi))^2 \right]
\leq 4V_{\text{max}} \left( \Delta(\tilde{\theta}, \theta) + 3\gamma \Delta(\tilde{\theta}', \theta') \right),
\]

where the first inequality follows from the triangle inequality, and the second inequality follows from that \( f_\theta \in [-V_{\text{max}}, V_{\text{max}}] \) and \( r \in [-R_{\text{max}}, R_{\text{max}}] \). For any fixed pair of parameters \( (\theta, \theta') \), using inequality (I.4), we can upper bound the generalization error for a fixed parameter pair.
by the left-hand side of inequality (I.3) as
\[
\left| \mathbb{E}_{\nu \times P^*} \left[ l(f_\theta, f_{\theta'}, \pi; X) \right] - \frac{1}{n} \sum_{i=1}^{n} l(f_\theta, f_{\theta'}, \pi; X_i) \right|
\]
\[
\leq \left| \mathbb{E}_{(\tilde{\theta}, \tilde{\theta'}) \sim Q} \left[ \mathbb{E}_{\nu \times P^*} \left[ l(f_{\tilde{\theta}}, f_{\tilde{\theta'}}, \pi; X) \right] - \frac{1}{n} \sum_{i=1}^{n} l(f_{\tilde{\theta}}, f_{\tilde{\theta'}}, \pi; X_i) \right] \right|
\]
\[
+ \left| \mathbb{E}_{(\tilde{\theta}, \tilde{\theta'}) \sim Q} \left[ \mathbb{E}_{\nu \times P^*} \left[ e(\tilde{\theta}, \tilde{\theta'}, \theta, \theta', X) \right] - \frac{1}{n} \sum_{i=1}^{n} e(\tilde{\theta}, \tilde{\theta'}, \theta, \theta', X_i) \right] \right|
\]
\[
\leq \left| \mathbb{E}_{(\tilde{\theta}, \tilde{\theta'}) \sim Q} \left[ \mathbb{E}_{\nu \times P^*} \left[ l(f_{\tilde{\theta}}, f_{\tilde{\theta'}}, \pi; X) \right] - \frac{1}{n} \sum_{i=1}^{n} l(f_{\tilde{\theta}}, f_{\tilde{\theta'}}, \pi; X_i) \right] \right|
\]
\[
+ 8V_{\text{max}} \mathbb{E}_{(\tilde{\theta}, \tilde{\theta'}) \sim Q} \left[ \Delta(\tilde{\theta}, \theta) + 3\gamma \Delta(\tilde{\theta'}, \theta') \right].
\] (I.5)

Similarly, for a fixed parameter pair of parameters \((\theta, \theta')\), the first term in the right-hand side of inequality (I.3) can be upper bounded as
\[
\mathbb{E}_{(\tilde{\theta}, \tilde{\theta'}) \sim Q} \left[ \mathbb{E}_{\nu \times P^*} \left[ l(f_{\tilde{\theta}}, f_{\tilde{\theta'}}, \pi; X) \right] \right]
\]
\[
\leq \mathbb{E}_{\nu \times P^*} \left[ l(f_\theta, f_{\theta'}, \pi; X) \right] + 4V_{\text{max}} \mathbb{E}_{(\tilde{\theta}, \tilde{\theta'}) \sim Q} \left[ \Delta(\tilde{\theta}, \theta) + 3\gamma \Delta(\tilde{\theta'}, \theta') \right].
\] (I.6)

Substituting Eqn. (I.5) and (I.6) into Eqn. (I.3), we derive that: Given a distribution \(P_0\) of \((\theta, \theta')\) on \(\Theta \times \Theta\), for all distribution \(Q\) on \(\Theta \times \Theta\), any policy \(\pi \in \Pi\) and any \((\theta, \theta') \in \Theta \times \Theta\), with probability at least \(1 - \delta\), we have,
\[
\left| \mathbb{E}_{\nu \times P^*} \left[ l(f_\theta, f_{\theta'}, \pi; X) \right] - \frac{1}{n} \sum_{i=1}^{n} l(f_\theta, f_{\theta'}, \pi; X_i) \right|
\]
\[
\leq V_{\text{max}} (64V_{\text{max}}^2 \lambda + 8) \mathbb{E}_{(\tilde{\theta}, \tilde{\theta'}) \sim Q} \left[ \Delta(\tilde{\theta}, \theta) + 3\gamma \Delta(\tilde{\theta'}, \theta') \right] + 16V_{\text{max}}^2 \lambda \mathbb{E}_{\nu \times P^*} \left[ l(f_\theta, f_{\theta'}, \pi; X) \right]
\]
\[
+ \frac{1}{n} \lambda \left[ \text{KL}(Q \parallel P_0) + \log \frac{2|\Pi|}{\delta} \right],
\]
where \(\lambda \leq 1/(8V_{\text{max}}^2)\). We take \(\lambda = 1/(32V_{\text{max}}^2)\), then
\[
\left| \mathbb{E}_{\nu \times P^*} \left[ l(f_\theta, f_{\theta'}, \pi; X) \right] - \frac{1}{n} \sum_{i=1}^{n} l(f_\theta, f_{\theta'}, \pi; X_i) \right|
\]
\[
\leq 10V_{\text{max}} \mathbb{E}_{(\tilde{\theta}, \tilde{\theta'}) \sim Q} \left[ \Delta(\tilde{\theta}, \theta) + 3\gamma \Delta(\tilde{\theta'}, \theta') \right] + \frac{1}{2} \mathbb{E}_{\nu \times P^*} \left[ l(f_\theta, f_{\theta'}, \pi; X) \right]
\]
\[
+ \frac{32V_{\text{max}}^2}{n} \left[ \text{KL}(Q \parallel P_0) + \log \frac{2|\Pi|}{\delta} \right].
\] (I.7)

**Step 3: Specify the distributions** \(P_0\) and \(Q\) on the function class \(\mathcal{F}_{\text{fit}}\).

For a fixed parameters pair \((\theta, \theta')\), we set \(P_0\) as the product of the uniform distribution of each parameter on the whole space and \(Q\) as the product of the uniform distribution of each
By Proposition I.2, we then have
\[ KL(C/\|C\|_p) = \frac{C}{n} \]
and
\[ Q = \left\{ \prod_{j \in [m], k \in [d]} \left( U(B(w_j', \epsilon_w, \| \cdot \|_q)) \prod_{i=1}^L \left[ U(B(W^{(i)^T}_{V QK}, \epsilon^{(i)}_{QK}, \| \cdot \|_p)) \cdot U(B(W^{(i)^T}_{V V}, \epsilon^{(i)}_V, \| \cdot \|_p)) \right] \right) \}
\]
where \( B(x, r, \| \cdot \|) \) denotes the ball \( \{y \mid \|y - x\| < r\} \) in some metric space \((X, \| \cdot \|)\), and \( U(\cdot) \) denotes the uniform distribution on some set. For a constant \( C > 0 \), we define \( \epsilon_w = \Delta = C/[(1 + 3\gamma)(4L + 1)n] \). For \( i \in [L], j \in [m] \) and \( k \in [d] \), we set
\[ \epsilon^{(i)}_{QK} = (2c_{p,q}B_V B_w)^{-1} [B_V(1 + 4c_{p,q}B_{QK}) + d^r m_B B_b]^{-L+i}, \]
\[ \epsilon^{(i)}_V = B_w^{-1} [B_V(1 + 4c_{p,q}B_{QK}) + d^r m_B B_b]^{-L+i}, \]
\[ \epsilon^{(i)}_{a,kj} = d^{-\frac{1}{2}} (m_B B_w)^{-1} [B_V(1 + 4c_{p,q}B_{QK}) + d^r m_B B_b]^{-L+i}, \]
\[ \epsilon^{(i)}_{b,kj} = d^{-\frac{1}{2}} (m_B B_w)^{-1} [B_V(1 + 4c_{p,q}B_{QK}) + d^r m_B B_b]^{-L+i}. \]

By Proposition I.2, we then have
\[ \mathbb{E}_{(\tilde{\theta}, \tilde{\theta}') \sim Q} [\Delta(\tilde{\theta}, \theta) + 3\gamma \Delta(\tilde{\theta}', \theta')] \leq \frac{C}{n}. \quad (I.8) \]

Since the distributions \( P_0 \) and \( Q \) are the products of the distributions of each parameters, \( KL(Q \| P_0) \) is the sum of the KL-divergences between the distributions of each parameters. For \( i \in [L] \), the KL divergence between the distributions of \( W_{QK} \) can be upper bounded as
\[ KL\left( U(B(W_{QK}^{(i)^T}, \epsilon^{(i)}_{QK}, \| \cdot \|_p)) \right) U(B(0, B_{QK}, \| \cdot \|_p)) \]
\[ = d^2 \log \left( \frac{B_{QK}}{\epsilon^{(i)}_{QK}} \right) \]
\[ \leq 2(L - i)d^2 \log \left( \frac{4md_B B_{QK} B_a B_b}{\Delta} \right) + d^2 \log B_w, \]
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where the equality follows from the fact that \( W_{QK}^{(i)} \in \mathbb{R}^{d \times d} \) for all \( i \in [L] \), in which the logarithm of the ratio between two \( \ell_{p,q} \)-norm balls is equal to \( d^2 \) times the logarithm of the ratio between the radiiuses.

We note that the product \( B_V B_{QK} B_a B_b B_w \) is defined as \( \tilde{B} \) in Theorem 4.4, which is adopted to simplify the result. Similar bounds for the KL divergence of the distributions of parameters \( W_{V}^{(i)}, a_{k_j}^{(i)}, b_{k_j}^{(i)} \) and \( w \) for \( i \in [L], k \in [d] \) and \( j \in [m] \) can be derived by replacing \( d^2 \) by the dimension of the parameter. Thus, we have

\[
\text{KL}(Q \parallel P_0) \leq 2(m + 1)L^2d^2 \log \left( \frac{4mB_V B_{QK} B_a B_b}{\Delta} \right) + 2(m + 1)Ld^2 \log B_w. \tag{I.9}
\]

Substituting inequalities (I.8) and (I.9) into inequality (I.7), we derive that for any \((\theta, \theta') \in \Theta^2\), with probability at least \( 1 - \delta \)

\[
\left| \mathbb{E}_{\nu \times \tilde{P}_s} \left[ l(f_\theta, f_{\theta'}, \pi; X) \right] - \frac{1}{n} \sum_{i=1}^{n} l(f_\theta, f_{\theta'}, \pi; X_i) \right|
\leq 10V_{\text{max}} \frac{C}{n} \left[ l(f_\theta, f_{\theta'}, \pi; X) \right] + \frac{32V_{\text{max}}^2}{n} \left[ 2(m + 1)L^2d^2 \log \left( \frac{4mB_V B_{QK} B_a B_b}{\Delta} \right) \right]
\leq 2(m + 1)Ld^2 \log B_w + \log \frac{2|\Pi|}{\delta}. \tag{I.10}
\]

**Step 4: Cover the policy class \( \Pi \).**

Note that inequality (I.10) only applies to the situation where the policy class is finite. When the policy class is infinite, we consider the covering of the policy class with respect to \( d_\infty(\cdot, \cdot) \). The \( \varepsilon \)-covering number of the policy class with respect to \( d_\infty(\cdot, \cdot) \) is denoted as \( \mathcal{N}(\Pi, \varepsilon, d_\infty) \), and the corresponding \( \varepsilon \)-cover is \( \mathcal{C}(\Pi, \varepsilon, d_\infty) \), which is defined in Section 2. From the definition of \( d_\infty(\cdot, \cdot) \), we have

\[
d_\infty(\pi, \pi') = \sup_{\bar{S} \in S} \sum_{A \in \mathcal{A}} |\pi(\bar{A} | \bar{S}) - \pi'(\bar{A} | \bar{S})|
\]

\[
|f(\bar{S}, \pi) - f(\bar{S}, \pi')| = \sum_{A \in \mathcal{A}} |\pi(\bar{A} | \bar{S}) - \pi'(\bar{A} | \bar{S})| f(\bar{S}, \bar{A})
\leq \sum_{A \in \mathcal{A}} |\pi(\bar{A} | \bar{S}) - \pi'(\bar{A} | \bar{S})| \cdot |f(\bar{S}, \bar{A})|
\leq V_{\text{max}} d_\infty(\pi, \pi') \tag{I.11}
\]

\[
|\mathcal{T}_{\pi} f(\bar{S}, \bar{A}) - \mathcal{T}_{\pi'} f(\bar{S}, \bar{A})| = \gamma \mathbb{E}_{(\bar{S}), \sim \tilde{P}_s(\cdot | \bar{S}, \bar{A})} \left[ f(\bar{S}', \pi) - f(\bar{S}', \pi') \big| \bar{S}, \bar{A} \right]
\leq \gamma V_{\text{max}} d_\infty(\pi, \pi'). \tag{I.12}
\]
Thus, we can upper bound the difference between \( l(f, \tilde{f}, \pi; X) \) and \( l(f, \tilde{f}, \pi'; X) \) by \( d_\infty(\pi, \pi') \) as

\[
\begin{align*}
|l(f, \tilde{f}, \pi; X) - l(f, \tilde{f}, \pi'; X)| & \leq \left| (f(\tilde{S}, \tilde{A}) - \tilde{r} - \gamma\tilde{f}(\tilde{S}, \pi))^2 - (f(\tilde{S}, \tilde{A}) - \tilde{r} - \gamma\tilde{f}(\tilde{S}, \pi'))^2 \right| \\
& \quad + \left| (T^n\tilde{f}(\tilde{S}, \tilde{A}) - \tilde{r} - \gamma\tilde{f}(\tilde{S}, \pi))^2 - (T^n\tilde{f}(\tilde{S}, \tilde{A}) - \tilde{r} - \gamma\tilde{f}(\tilde{S}, \pi'))^2 \right| \\
& = \left| (\gamma\tilde{f}(\tilde{S}, \pi') - \gamma\tilde{f}(\tilde{S}, \pi))(2f(\tilde{S}, \tilde{A}) - 2\tilde{r} - \gamma\tilde{f}(\tilde{S}, \pi') - \gamma\tilde{f}(\tilde{S}, \pi)) \right|, \\
& \quad + \left| (T^n\tilde{f}(\tilde{S}, \tilde{A}) - T^n\tilde{f}(\tilde{S}, \tilde{A}) - \gamma\tilde{f}(\tilde{S}, \pi) + \gamma\tilde{f}(\tilde{S}, \pi')) \\
& \quad \cdot (T^n\tilde{f}(\tilde{S}, \tilde{A}) - 2\tilde{r} - \gamma\tilde{f}(\tilde{S}, \pi' - \gamma\tilde{f}(\tilde{S}, \pi)) \right|^2,
\end{align*}
\]

where the inequality follows from the triangle inequality. Combined with inequalities (I.11) and (I.12), it can be further upper bounded as

\[
\begin{align*}
|l(f, \tilde{f}, \pi; X) - l(f, \tilde{f}, \pi'; X)| & \leq \gamma V_{\max} d_\infty(\pi, \pi') \cdot 4V_{\max} + 2\gamma V_{\max} d_\infty(\pi, \pi') \cdot 4V_{\max} \\
& = 12\gamma V_{\max}^2 d_\infty(\pi, \pi'). \quad (I.13)
\end{align*}
\]

From the definition of the \( \varepsilon \)-cover and inequality (I.13), for any \( \pi \in \Pi \), there exist a policy \( \pi' \in \mathcal{C}(\Pi, \varepsilon, d_\infty) \) such that for any \( f, \tilde{f} \in \mathcal{F}_{df} \),

\[
|l(f, \tilde{f}, \pi; X) - l(f, \tilde{f}, \pi'; X)| \leq 12\gamma V_{\max}^2 \varepsilon. \quad (I.14)
\]

Substituting inequality (I.14) into the term involving \( l(f, \tilde{f}, \pi; X) \) in inequality (I.10), we have that for all \( f_\theta, f_\theta' \in \mathcal{F}_{df} \) and all policy \( \pi \in \Pi \), with probability at least \( 1 - \delta \),

\[
\begin{align*}
& \left| \mathbb{E}_{\nu \times \bar{P}}[l(f_\theta, f_\theta', \pi; X)] - \frac{1}{n} \sum_{i=1}^{n} l(f_\theta, f_\theta', \pi; X_i) \right| \\
& \leq 30\gamma V_{\max}^2 \varepsilon + 10V_{\max} \frac{C}{n} + \frac{1}{2} \mathbb{E}_{\nu \times \bar{P}} \left[ l(f_\theta, f_\theta', \pi; X) \right] \\
& \quad + \frac{32V_{\max}^2}{n} \left[ 2(m + 1)L^2d^2 \log \left( \frac{4mdB_V B_{QR} B_a B_b}{\Delta} \right) \\
& \quad + 2(m + 1)Ld^2 \log B_w + \log \frac{2\mathcal{N}(\Pi, \varepsilon, d_\infty)}{\delta} \right].
\end{align*}
\]

Setting \( \varepsilon = 1/n \) and \( C = 5V_{\max} \), we obtain the desired result. Therefore, we conclude the proof of Proposition 4.4. \( \square \)

J Proof of Proposition 4.6

Proof of Proposition 4.6. We adopt a Bayesian framework to prove the desired result. The total variation is first upper bounded through Pinsker’s inequality. Then the derived upper bounded
is further relaxed by the bounds related to the KL divergence. For ease of notation, we denote the parameters of the neural network as
\[ \theta = [W_{QK}^{1:L}, W_{V}^{1:L}, a^{1:L}, b^{1:L}]. \]

**Step 1: Bound the total variation distance with Pinsker’s inequality.**

From Pinsker’s inequality, the total variation between two conditional distribution can be bounded as

**Lemma J.1** (Lemma 25 in Agarwal et al. [2020]). For any two conditional probability densities \( P(\cdot | \bar{S}, \bar{A}) \), \( P'(\cdot | \bar{S}, \bar{A}) \) and any distribution \( \nu \in \Delta(\bar{S} \times \bar{A}) \), we have

\[
\mathbb{E}_\nu \left[ \text{TV} \left( P(\cdot | \bar{S}, \bar{A}), P'(\cdot | \bar{S}, \bar{A}) \right)^2 \right] \leq -2 \log \left( \mathbb{E}_{(\bar{S},\bar{A}) \sim \nu, \bar{S}',\bar{A}' \sim P(\cdot | \bar{S}, \bar{A})} \left[ \exp \left( -\frac{1}{2} \log \frac{P(\bar{S}' | \bar{S}, \bar{A})}{P'(\bar{S}' | \bar{S}, \bar{A})} \right) \right] \right).
\]

Thus, we only need to upper bound the right-hand side of the inequality in Lemma J.1. We adopt a Bayesian framework to relax this upper bound.

**Lemma J.2** (Lemma 2.1 in Zhang [2006]). Given a distribution \( P \) on \( \Theta \), for all \( Q \gg P \) on \( \Theta \) and all measurable real-valued function \( L(\theta; D) : \Theta \times (\bar{S} \times \bar{A}) \rightarrow \mathbb{R} \), we have

\[
\mathbb{E}_D \left[ \exp \left\{ \mathbb{E}_Q [L(\theta; D) - \log \mathbb{E}_D[e^{L(\theta; D)}]] - \text{KL}(Q \parallel P) \right\} \right] \leq 1,
\]

where \( \mathbb{E}_D[\cdot] \) is the expectation with respect to the underlying distribution of \( \{(\bar{S}_i, \bar{A}_i, \bar{S}'_i)_i \}^{n}_{i=1} \), i.e., \((\nu \times P^*)^n\).

By Lemma J.2 and the Chernoff inequality, we have that with probability at least \( 1 - \delta / 2 \),

\[
-\mathbb{E}_Q [\log \mathbb{E}_D[e^{L(\theta; D)}]] \leq -\mathbb{E}_Q [L(\theta; D)] + \text{KL}(Q \parallel Q_0) + \log \frac{2}{\delta}, \tag{J.1}
\]

where \( \mathbb{E}_D[\cdot] \) is the expectation with respect to the underlying distribution of \( \{(\bar{S}_i, \bar{A}_i, \bar{S}'_i)_i \}^{n}_{i=1} \), i.e., \((\nu \times P^*)^n\), and \( Q \) and \( Q_0 \) are two distributions on \( \Theta \).

Take \( L(\theta; D) = -\frac{1}{4} \sum_{i=1}^{n} \log(P^*(\bar{S}'_i | \bar{S}_i, \bar{A}_i)/P_0(\bar{S}'_i | \bar{S}_i, \bar{A}_i)) \), where \( D = \{(\bar{S}_i, \bar{A}_i, r_i, \bar{S}'_i)_i \}^{n}_{i=1} \). Then the left-hand side of inequality (J.1) becomes

\[
-\mathbb{E}_Q [\log \mathbb{E}_D[e^{L(\theta; D)}]] = \mathbb{E}_Q \left[ \log \mathbb{E}_D \left[ \exp \left( -\frac{1}{4} \sum_{i=1}^{n} \log \frac{P^*(\bar{S}'_i | \bar{S}_i, \bar{A}_i)}{P_0(\bar{S}'_i | \bar{S}_i, \bar{A}_i)} \right) \right] \right] = \mathbb{E}_Q \left[ n \log \mathbb{E}_{(S, A, S') \sim \nu \times P^*} \left[ \exp \left( -\frac{1}{4} \log \frac{P^*(S'_i | S, \bar{A})}{P_0(S'_i | S, \bar{A})} \right) \right] \right].
\]

**Step 2: Control the fluctuation of the both sides of inequality (J.1) introduced by** \( Q \).
Since $\hat{P}_{\text{MLE}}$ is a random variable, we want to derive an uniform bound for all $\theta \in \Theta$. Because the left-hand side of inequality (J.1) takes the expectation with respect to the distribution $Q$ on $\Theta$, which is chosen as the uniform distribution on the neighborhood around a fixed parameter $\theta \in \Theta$, we need to control the fluctuation of the left-hand side of inequality (J.1) due to the distribution $Q$ around $\theta$. For any two parameters $\theta$ and $\tilde{\theta}$, we define the logarithm of the ratio between the transition kernels induced by them as

\[
e(\theta, \tilde{\theta}; \tilde{S}', \tilde{S}, \tilde{A}) = \log \frac{P_{\tilde{\theta}}(\tilde{S}' | \tilde{S}, \tilde{A})}{P_{\tilde{\theta}}(\tilde{S}' | \tilde{S}, \tilde{A})}
= \log \left( \exp \left( -\frac{\| \tilde{S}' - F_{\tilde{\theta}}(\tilde{S}, \tilde{A}) \|^2_F}{2\sigma^2} \right) / \exp \left( -\frac{\| \tilde{S}' - F_{\tilde{\theta}}(\tilde{S}, \tilde{A}) \|^2_F}{2\sigma^2} \right) \right)
= \frac{\| \tilde{S}' - F_{\tilde{\theta}}(\tilde{S}, \tilde{A}) \|^2_F - \| \tilde{S}' - F_{\tilde{\theta}}(\tilde{S}, \tilde{A}) \|^2_F}{2\sigma^2}.
\]

To upper bound the absolute value of $e(\theta, \tilde{\theta}; \tilde{S}', \tilde{S}, \tilde{A})$, we need to bound the norm of the output of the neural network.

**Proposition J.3.** For any $X \in \mathbb{R}^{N \times d}$, any $W_{QK}, W_V \in \mathbb{R}^{d \times d}$, $a \in \mathbb{R}^{dm}$, $b \in \mathbb{R}^{d \times dm}$ and two positive conjugate numbers $p, q \in \mathbb{R}$, we have

\[
\left\| \left( \text{SM}(XW_{QK}X^\top)XW_V + rFF(X, a, b) \right)^\top \right\|_{p, \infty}^p \leq \left\| W_V^\top \right\|_{p,q} \left\| X^\top \right\|_{p, \infty} + \left[ \sum_{k=1}^d \left( \sum_{j=1}^m |a_{kj}| \|b_{kj}\| q \|X^\top\|_{p, \infty} \right)^j \right]^{1/p}.
\]

*Proof.* See Appendix M.5 for a detailed proof. \qed

Proposition J.3 shows that $\| F_{\tilde{\theta}}(\tilde{S}, \tilde{A}) \|_F \leq \sqrt{N}B^*$ for all $\theta \in \Theta$, $\tilde{S} \in \tilde{S}$ and $\tilde{A} \in \tilde{A}$, where $B^* = B_V + md^{1/2}B_aB_b$. As a consequence, we have

\[
|e(\theta, \tilde{\theta}; \tilde{S}', \tilde{S}, \tilde{A})| \leq \frac{1}{2\sigma^2} \left( \| \tilde{S}' - F_{\theta}(\tilde{S}, \tilde{A}) \|_F + \| \tilde{S}' - F_{\tilde{\theta}}(\tilde{S}, \tilde{A}) \|_F \right) \| F_{\theta}(\tilde{S}, \tilde{A}) - F_{\tilde{\theta}}(\tilde{S}, \tilde{A}) \|_F
\leq \frac{1}{\sigma^2} \left( \| \tilde{\epsilon} \|_F + \sqrt{N}B^* \right) \| F_{\theta}(\tilde{S}, \tilde{A}) - F_{\tilde{\theta}}(\tilde{S}, \tilde{A}) \|_F,
\]

(J.2)

where these two inequalities follow from the triangle inequality. For two parameters $\theta$ and $\tilde{\theta}$, we define the upper bound of the difference between the dynamic functions induced by them as

\[
\Delta(\theta, \tilde{\theta}) = \max_{(S, A) \in \tilde{S} \times \tilde{A}} \| F_{\theta}(\tilde{S}, \tilde{A}) - F_{\tilde{\theta}}(\tilde{S}, \tilde{A}) \|_F.
\]
For a fixed parameter $\theta$, the left-hand side of inequality (J.1) can be lower bounded as
\[
- E_Q[\log E_D e^{L(\tilde{\theta}; D)}]
\]
\[
= - E_Q \left[ n \log E_{(S, A, S') \sim \nu \times P^*} \left[ \exp \left( -\frac{1}{4} e(\theta, \tilde{\theta}; S', \tilde{S}, \tilde{A}) - \frac{1}{4} \log \frac{P^*(\tilde{S}' \mid \tilde{S}, \tilde{A})}{P_\theta(S' \mid S, A)} \right) \right] \right]
\]
\[
\geq - \frac{n}{2} \log E_{\nu \times P^*} \left[ \exp \left( -\frac{1}{2} \log \frac{P^*(\tilde{S}' \mid \tilde{S}, \tilde{A})}{P_\theta(S' \mid S, A)} \right) \right]
\]
\[
- E_Q \left[ \frac{n}{2} \log E_{\nu \times P^*} \left[ \exp \left( -\frac{1}{2} e(\theta, \tilde{\theta}; S', \tilde{S}, \tilde{A}) \right) \right] \right]
\]
\[
\geq \frac{n}{4} E_{\nu} \left[ TV\left( P^*(\cdot \mid \tilde{S}, \tilde{A}), P_\theta(\cdot \mid S, A) \right)^2 \right] - E_Q \left[ \frac{n}{2} \log E_{\nu \times P^*} \left[ \exp \left( -\frac{1}{2} e(\theta, \tilde{\theta}; S', \tilde{S}, \tilde{A}) \right) \right] \right],
\]
(J.3)

where the first inequality follows from the Cauchy–Schwarz inequality, and the last inequality follows from Lemma J.1. The second term of inequality (J.3) can be bounded as
\[
\log E_{\nu \times P^*} \left[ \exp \left( -\frac{1}{2} e(\theta, \tilde{\theta}; S', \tilde{S}, \tilde{A}) \right) \right]
\]
\[
\leq \log E_{\nu \times P^*} \left[ \exp \left( \frac{1}{2} e(\theta, \tilde{\theta}; S', \tilde{S}, \tilde{A}) \right) \right]
\]
\[
\leq \log E_{\tilde{\epsilon} \sim \mathcal{N}(0, \sigma^2 I)} \left[ \exp \left( \frac{1}{2 \sigma^2} (\|\tilde{\epsilon}\|_F + \sqrt{N} B^*) \Delta(\theta, \tilde{\theta}) \right) \right]
\]
\[
= \sqrt{N} B^* \Delta(\theta, \tilde{\theta}) + \log E_{\tilde{\epsilon} \sim \mathcal{N}(0, \sigma^2 I)} \left[ \exp \left( \frac{1}{2 \sigma^2} \|\tilde{\epsilon}\|_F \Delta(\theta, \tilde{\theta}) \right) \right],
\]
where the second inequality follows from inequality (J.2). Since Lemma M.6 shows that $\|X\|_F \leq \|X\|_{1,1}$, we further have
\[
\log E_{\nu \times P^*} \left[ \exp \left( -\frac{1}{2} e(\theta, \tilde{\theta}; S', \tilde{S}, \tilde{A}) \right) \right]
\]
\[
\leq \sqrt{N} B^* \Delta(\theta, \tilde{\theta}) + \log E_{\tilde{\epsilon} \sim \mathcal{N}(0, \sigma^2 I)} \left[ \exp \left( \frac{1}{2 \sigma^2} \|\tilde{\epsilon}\|_{1,1} \Delta(\theta, \tilde{\theta}) \right) \right]
\]
\[
= \sqrt{N} B^* \Delta(\theta, \tilde{\theta}) + N d \log E_{\tilde{\epsilon} \sim \mathcal{N}(0, \sigma^2)} \left[ \exp \left( \frac{\Delta(\theta, \tilde{\theta})}{2 \sigma^2} \|\tilde{\epsilon}\| \right) \right],
\]
(J.4)

where the inequality follows from Lemma M.6. The moment generating function of the folded normal distribution is (see Tsagris et al. [2014])
\[
E_{\tilde{\epsilon} \sim \mathcal{N}(0, \sigma^2)} \left[ \exp(\lambda |\tilde{\epsilon}|) \right] = 2 \exp(\sigma^2 \lambda^2 / 2) \left[ 1 - \Phi(-\sigma \lambda) \right],
\]
(J.5)

where $\Phi(\cdot)$ is the cumulative distribution function of $\mathcal{N}(0, 1)$. From the Taylor expansion of $\Phi(\cdot)$, we have
\[
2 \left[ 1 - \Phi(-\sigma \lambda) \right] \leq 1 + \sqrt{\frac{3}{\pi}} \sigma \lambda
\]
(J.6)
for small enough $\lambda$. Since $\log(1 + x) \leq x$ for $x > 0$, substituting inequalities (J.4), (J.5) and (J.6) into inequality (J.3), we have
\[
- \mathbb{E}_Q \left[ \log \mathbb{E}_D e^{L(\tilde{\theta}; D)} \right] \\
\geq \frac{n}{4} \mathbb{E}_P \left[ \text{TV}(P^* \mid \tilde{S}, \tilde{A}), P_\theta(\cdot \mid \tilde{S}, \tilde{A})^2 \right] \\
- \frac{n}{2} \mathbb{E}_{\tilde{\theta} \sim Q} \left[ \sqrt{NB^*} \Delta(\theta, \tilde{\theta}) + Nd \left( \frac{\Delta^2(\theta, \tilde{\theta})}{8\sigma^2} + \frac{1}{2\sigma} \sqrt{\frac{3}{\pi}} \Delta(\theta, \tilde{\theta}) \right) \right],
\]
(J.7)
for small enough $\Delta(\theta, \tilde{\theta})$, which is set to $O(1/n)$ later.

For the scaled right-hand side of inequality (J.1), we have
\[
\frac{4}{n} \left\{ -\mathbb{E}_Q [L(\theta; D)] + \text{KL}(Q \parallel Q_0) + \log \frac{2}{\delta} \right\} \\
= \frac{1}{n} \sum_{i=1}^{n} \log \frac{P^*(\tilde{S}_i \mid \tilde{S}_i, \tilde{A}_i)}{P_\theta(\tilde{S}_i \mid \tilde{S}_i, \tilde{A}_i)} + \mathbb{E}_{\tilde{\theta} \sim Q} \left[ \frac{1}{n} \sum_{i=1}^{n} e(\theta, \tilde{\theta}; S_i, \tilde{S}_i, \tilde{A}_i) \right] + \frac{4}{n} \text{KL}(Q \parallel Q_0) + \log \frac{2}{\delta} \\
\leq \frac{1}{n} \sum_{i=1}^{n} \log \frac{P^*(\tilde{S}_i \mid \tilde{S}_i, \tilde{A}_i)}{P_\theta(\tilde{S}_i \mid \tilde{S}_i, \tilde{A}_i)} + \mathbb{E}_{\tilde{\theta} \sim Q} \left[ \frac{1}{n} \sum_{i=1}^{n} \frac{1}{\sigma^2} (||\varepsilon||_F + \sqrt{NB^*}) \Delta(\theta, \tilde{\theta}) \right] \\
+ \frac{4}{n} \left[ \text{KL}(Q \parallel Q_0) + \log \frac{2}{\delta} \right],
\]
(J.8)
where the last inequality follows from inequality (J.2) and the definition of $\Delta(\theta, \tilde{\theta})$. To upper bound the right-hand side of inequality (J.8), we need to upper bound $||\varepsilon||_F$, which can be achieved by combining the upper bound of the moment generating function of $||\varepsilon||_F$
\[
\mathbb{E} \left[ \exp(\lambda ||\varepsilon||_F) \right] \leq \mathbb{E} \left[ \exp(\lambda ||\varepsilon||_1) \right] = \left( \mathbb{E}_{\varepsilon \sim N(0, \sigma^2)} \left[ \exp(\lambda ||\varepsilon||_1) \right] \right)^{N_d} \leq \left( 2 \exp(\sigma^2 \lambda^2 / 2) \right)^{N_d}
\]
and the Chernoff inequality. Thus, with probability at least $1 - \delta/2$, we have
\[
\frac{1}{n} \sum_{i=1}^{n} ||\varepsilon_i||_F \leq \sqrt{2N^2d^2\sigma^2 + \frac{2Nd\sigma^2}{n}} \log \frac{2}{\delta}.
\]
(J.9)
Substituting inequalities (J.7), (J.8) and (J.9) into inequality (J.1), we have that for any $\theta \in \Theta$ and any two distributions $Q$ and $Q_0$, the following inequality holds with probability at least $1 - \delta$
\[
\mathbb{E}_P \left[ \text{TV}(P^* \mid \tilde{S}, \tilde{A}), P_\theta(\cdot \mid \tilde{S}, \tilde{A})^2 \right] \\
\leq \frac{1}{n} \sum_{i=1}^{n} \log \frac{P^*(\tilde{S}_i \mid \tilde{S}_i, \tilde{A}_i)}{P_\theta(\tilde{S}_i \mid \tilde{S}_i, \tilde{A}_i)} + 2\mathbb{E}_{\tilde{\theta} \sim Q} \left[ \sqrt{NB^*} \Delta(\theta, \tilde{\theta}) + Nd \left( \frac{\Delta^2(\theta, \tilde{\theta})}{8\sigma^2} + \frac{1}{2\sigma} \sqrt{\frac{3}{\pi}} \Delta(\theta, \tilde{\theta}) \right) \right] \\
+ \left( \sqrt{2N^2d^2\sigma^2 + \frac{2Nd\sigma^2}{n}} \log \frac{2}{\delta} + \sqrt{NB^*} \right) \mathbb{E}_{\tilde{\theta} \sim Q} [\Delta(\theta, \tilde{\theta})] + \frac{4}{n} \left[ \text{KL}(Q \parallel Q_0) + \log \frac{2}{\delta} \right].
\]
(J.10)
For any fixed $\theta = [W_{QK}^{1:L}, W_{V}^{1:L}, a^{1:L}, b^{1:L}]$, we set $Q_0$ as the product of the uniform distribution of each parameter on the whole space and $Q$ as the product of the uniform distribution of each parameter on the neighborhood around $\theta$, i.e.,

$$Q_0 = U(\mathbb{B}(0, B_w, \| \cdot \|_q)) \cdot \prod_{i=1}^{L} U(\mathbb{B}(0, B_{QK}, \| \cdot \|_{p,q})) \cdot U(\mathbb{B}(0, B_V, \| \cdot \|_{p,q}))$$

$$Q = U(\mathbb{B}(w, \varepsilon_w, \| \cdot \|_q)) \cdot \prod_{i=1}^{L} U(\mathbb{B}(W_{QK}^{(i)} \varepsilon_{QK}^{(i)}, \| \cdot \|_{p,q})) \cdot U(\mathbb{B}(W_{V}^{(i)} \varepsilon_{V}^{(i)}, \| \cdot \|_{p,q}))$$

For a constant $C > 0$, we define $\Delta = C/(4LnN^3/2dB^2)$. For $i \in [L], j \in [m],$ and $k \in [d]$, we set

$$\varepsilon_{QK}^{(i)} = (2B_V)^{-1}[B_V(1 + 4B_{QK}) + d^2mB_aB_b]^{-L+i} \Delta,$$

$$\varepsilon_V^{(i)} = [B_V(1 + 4B_{QK}) + d^2mB_aB_b]^{-L+i} \Delta,$$

$$\varepsilon_{a,kj}^{(i)} = d^{-1/2}(mB_a)^{-1}[B_V(1 + 4B_{QK}) + d^2mB_aB_b]^{-L+i} \Delta,$$

$$\varepsilon_{b,kj}^{(i)} = d^{-1/2}(mB_b)^{-1}[B_V(1 + 4B_{QK}) + d^2mB_aB_b]^{-L+i} \Delta.$$

By Proposition 1.2, we have

$$\mathbb{E}_{\tilde{\theta} \sim Q}[\Delta(\theta, \tilde{\theta})] \leq \frac{C}{nNdB^2}, \quad \mathbb{E}_{\tilde{\theta} \sim Q}[\Delta^2(\theta, \tilde{\theta})] \leq \frac{C^2}{n^2N^2d^2B^2}. \quad \text{(J.11)}$$

Sine $Q$ and $Q_0$ are product distributions, $\text{KL}(Q \| Q_0)$ is the sum of the KL-divergences between each constituent distribution. For the KL-divergence between the distributions of $W_{QK}$,

$$\text{KL} \left( U(\mathbb{B}(W_{QK}^{(i)} \varepsilon_{QK}^{(i)}, \| \cdot \|_{p,q})) \bigg| U(\mathbb{B}(0, B_{QK}, \| \cdot \|_{p,q})) \right) \leq 2(L - i)d^2 \log \left( \frac{4mdB_VB_{QK}B_aB_b}{\Delta} \right),$$

for $i \in [L]$. Similar bounds for the KL divergence of the distributions of parameters $W_{V}^{(i)}, a_{kj}^{(i)}, b_{kj}^{(i)}$ and $w$ for $i \in [L], k \in [d]$ and $j \in [m]$ can be derived by replacing $d^2$ by the dimension of the parameter. Thus, we have

$$\text{KL}(Q \| Q_0) \leq 2(m + 1)L^2d^2 \log \left( \frac{4mdB_VB_{QK}B_aB_b}{\Delta} \right). \quad \text{(J.12)}$$

Substituting Eqn. (J.11) and (J.12) into Eqn. (J.10), we have that for any $\theta \in \Theta$ and any two
distributions $Q$ and $Q_0$, the following inequality holds with probability at least $1 - \delta$

$$
\mathbb{E}_\nu \left[ \text{TV} \left( P^* (\cdot | \bar{S}, \bar{A}), P_\theta (\cdot | \bar{S}, \bar{A}) \right)^2 \right] \\
\leq \frac{1}{n} \sum_{i=1}^{n} \log \frac{P^*(\bar{S}_i | \bar{S}_i, \bar{A}_i)}{P_\theta(\bar{S}_i | \bar{S}_i, \bar{A}_i)} \\
+ O \left( \frac{C}{n} + \frac{1}{n} (m + 1) L^2 d^2 \log \left( \frac{4NLmdB_B B_{QK} B_{ab} n}{C} \right) + \frac{1}{n} \log \frac{1}{\delta} \right).
$$

Take $\theta = \hat{\theta}_{\text{MLE}}$, which is the estimate derived in Eqn. (4.3). Since it is the maximum likelihood estimate, we have

$$
\frac{1}{n} \sum_{i=1}^{n} \log \frac{P^*(\bar{S}_i | \bar{S}_i, \bar{A}_i)}{P_{\hat{\theta}}(\bar{S}_i | \bar{S}_i, \bar{A}_i)} \leq 0,
$$

which proves the desired result. Therefore, this concludes the proof of Proposition 4.6.

\[\square\]

**K Proof of Proposition H.2**

**Proof of Proposition H.2.** We adopt the PAC-Bayes framework to prove the desired result. Define $l(\theta, \bar{S}, \bar{A}) = \text{TV} (P^*(\cdot | \bar{S}, \bar{A}), P_\theta (\cdot | \bar{S}, \bar{A}))^2$. Then we have

$$
\text{Var} \left( l(\theta, \bar{S}, \bar{A}) \right) \leq \mathbb{E}_{(\bar{S}, \bar{A}) \sim \nu} \left[ l(\theta, \bar{S}, \bar{A})^2 \right] \leq \mathbb{E}_{(\bar{S}, \bar{A}) \sim \nu} \left[ l(\theta, \bar{S}, \bar{A}) \right],
$$

which implies that $l(\theta, \bar{S}, \bar{A})$ satisfies the conditions of Proposition I.1 with $b = c = 1$. Thus, Proposition I.1 shows that for any distributions $Q$ and $Q_0$ on $\Theta$, the following inequality holds with probability at least $1 - \delta$

$$
\left| \mathbb{E}_Q \left[ \mathbb{E}_D[l(\theta, \bar{S}, \bar{A})] - \frac{1}{n} \sum_{i=1}^{n} l(\theta, \bar{S}_i, \bar{A}_i) \right] \right| \leq \lambda \mathbb{E}_Q \mathbb{E}_D[l(\theta, \bar{S}, \bar{A})] + \frac{1}{n\lambda} \left[ \text{KL}(Q \parallel Q_0) + \log \frac{2}{\delta} \right],
$$

(K.1)

for $0 < \lambda \leq 1/2$. Since we want to derive the generalization error bound for all $\theta \in \Theta$ uniformly, we set $Q$ as the uniform distribution on the neighborhood of any fixed $\theta$ and $Q_0$ as the uniform distribution on $\Theta$. To derive the uniform generalization bound for any $\theta \in \Theta$, we need to control the fluctuation of inequality (K.1) induced by $Q$. 
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With triangle inequality, for any \( \theta, \tilde{\theta} \in \Theta \), we have

\[
TV(P^*(\cdot | \bar{S}, \bar{A}), P_{\tilde{\theta}}(\cdot | \bar{S}, \bar{A}))^2 \\
\leq TV(P^*(\cdot | S, A), P_{\theta}(\cdot | S, A))^2 + TV(P_{\tilde{\theta}}(\cdot | S, A), P_{\theta}(\cdot | S, A))^2 \\
+ 2TV(P^*(\cdot | \bar{S}, \bar{A}), P_{\theta}(\cdot | \bar{S}, \bar{A}))TV(P_{\tilde{\theta}}(\cdot | \bar{S}, \bar{A}), P_{\theta}(\cdot | \bar{S}, \bar{A}))
\] (K.2)

\[
TV(P^*(\cdot | \bar{S}, \bar{A}), P_{\theta}(\cdot | \bar{S}, \bar{A}))^2 \\
\geq TV(P^*(\cdot | S, A), P_{\theta}(\cdot | S, A))^2 + TV(P_{\tilde{\theta}}(\cdot | S, A), P_{\theta}(\cdot | S, A))^2 \\
- 2TV(P^*(\cdot | \bar{S}, \bar{A}), P_{\theta}(\cdot | \bar{S}, \bar{A}))TV(P_{\tilde{\theta}}(\cdot | \bar{S}, \bar{A}), P_{\theta}(\cdot | \bar{S}, \bar{A})).
\] (K.3)

For two parameters \( \theta \) and \( \tilde{\theta} \), we define the upper bound of the difference between the dynamic functions induced by them as \( \Delta(\theta, \tilde{\theta}) = \max_{(\bar{S}, \bar{A}) \in \bar{S} \times \bar{A}} \| F_\theta(\bar{S}, \bar{A}) - F_{\tilde{\theta}}(\bar{S}, \bar{A}) \|_F \). By Pinsker’s inequality, we then have

\[
\max_{(\bar{S}, \bar{A}) \in \bar{S} \times \bar{A}} TV(P_{\tilde{\theta}}(\cdot | \bar{S}, \bar{A}), P_{\theta}(\cdot | \bar{S}, \bar{A})) \leq \max_{(\bar{S}, \bar{A}) \in \bar{S} \times \bar{A}} \sqrt{\text{KL}(P_{\tilde{\theta}}(\cdot | \bar{S}, \bar{A}) \| P_{\theta}(\cdot | \bar{S}, \bar{A})) / 2}
\]

\[
= \frac{1}{2\sigma} \max_{(\bar{S}, \bar{A}) \in \bar{S} \times \bar{A}} \| F_\theta(\bar{S}, \bar{A}) - F_{\tilde{\theta}}(\bar{S}, \bar{A}) \|_F
\]

\[
= \frac{\Delta(\theta, \tilde{\theta})}{2\sigma},
\] (K.4)

where the first equality follows from the expression of the KL divergence between two Gaussian random vectors. Substituting inequalities (K.2), (K.3) and (K.4) into the left-hand side of inequality (K.1), for a fixed \( \theta \in \Theta \) we have

\[
\left| \mathbb{E}_Q \left[ \mathbb{E}_D [l(\tilde{\theta}, \bar{S}, \bar{A})] - \frac{1}{n} \sum_{i=1}^{n} l(\tilde{\theta}, \bar{S}_i, \bar{A}_i) \right] \right|
\]

\[
\geq \left| \mathbb{E}_D [l(\theta, \bar{S}, \bar{A})] - \frac{1}{n} \sum_{i=1}^{n} l(\theta, \bar{S}_i, \bar{A}_i) \right| - \frac{5\mathbb{E}_Q [\Delta(\theta, \tilde{\theta})]}{2\sigma}.
\] (K.5)

Similarly, for the right-hand side of inequality (K.1), we have

\[
\lambda \mathbb{E}_{Q,\mathbb{D}} [l(\tilde{\theta}, \bar{S}, \bar{A})] + \frac{1}{n\lambda} \left[ \text{KL}(Q \| Q_0) + \log \frac{2}{\delta} \right]
\]

\[
\leq \lambda \mathbb{E}_{\mathbb{D}} [l(\theta, \bar{S}, \bar{A})] + \frac{1}{n\lambda} \left[ \text{KL}(Q \| Q_0) + \log \frac{2}{\delta} \right] + \frac{3\lambda \mathbb{E}_Q [\Delta(\theta, \tilde{\theta})]}{2\sigma}.
\] (K.6)

Substituting inequalities (K.5) and (K.6) into inequality (K.1), we have that for any distributions \( Q \) and \( Q_0 \) on \( \Theta \)

\[
\left| \mathbb{E}_D [l(\theta, \bar{S}, \bar{A})] - \frac{1}{n} \sum_{i=1}^{n} l(\theta, \bar{S}_i, \bar{A}_i) \right|
\]

\[
\leq \lambda \mathbb{E}_{\mathbb{D}} [l(\theta, \bar{S}, \bar{A})] + \frac{1}{n\lambda} \left[ \text{KL}(Q \| Q_0) + \log \frac{2}{\delta} \right] + \left(3\lambda + 5\right) \frac{\mathbb{E}_Q [\Delta(\theta, \tilde{\theta})]}{2\sigma}.
\] (K.7)
holds with probability at least $1 - \delta$.

For any fixed $\theta = [W_{1:K}^V, W_{1:K}^L, a^{1:L}, b^{1:L}]$, we set $Q$ and $Q_0$ as

$$
Q_0 = \mathbb{U}(\mathbb{B}(0, B_w, \| \cdot \|_q)) \cdot \prod_{i=1}^L \left[ \mathbb{U}(\mathbb{B}(0, B_QK, \| \cdot \|_p,q)) \cdot \mathbb{U}(\mathbb{B}(0, B_V, \| \cdot \|_p,q)) \right] 
\cdot \left( \mathbb{U}(\mathbb{B}(0, B_a, \| \cdot \|)) \cdot \mathbb{U}(\mathbb{B}(0, B_b, \| \cdot \|_q)) \right)^{md}
$$

and

$$
Q = \mathbb{U}(\mathbb{B}(w, \tilde{\varepsilon}_w, \| \cdot \|_q)) \cdot \prod_{i=1}^L \left[ \mathbb{U}(\mathbb{B}(W_{QK}^{(i)}, \varepsilon_{QK}^{(i)}, \| \cdot \|_p,q)) \cdot \mathbb{U}(\mathbb{B}(W_{V}^{(i)}, \varepsilon_{V}^{(i)}, \| \cdot \|_p,q)) \right] 
\cdot \prod_{j \in [\mathcal{M}], k \in [d]} \left( \mathbb{U}(b_{k,j}^{(i)}, \varepsilon_{a,k,j}^{(i)}, \| \cdot \|) \cdot \mathbb{U}(b_{k,j}^{(i)}, \varepsilon_{b,k,j}^{(i)}, \| \cdot \|_q)) \right),
$$

For a constant $C > 0$, we define $\Delta = C/(4LnN^{1/2})$. For $i \in [L], j \in [m],$ and $k \in [d]$, we set

$$
\varepsilon_{QK}^{(i)} = (2c_{p,q}B_a)^{-1}[B_V(1 + 4c_{p,q}B_{QK}) + d^\frac{i}{2}mB_aB_b]^{-L+i}\Delta,
$$

$$
\varepsilon_{V}^{(i)} = [B_V(1 + 4c_{p,q}B_{QK}) + d^\frac{i}{2}mB_aB_b]^{-L+i}\Delta,
$$

$$
\varepsilon_{a,k,j}^{(i)} = d^{-\frac{i}{2}}(mB_a)^{-1}[B_V(1 + 4c_{p,q}B_{QK}) + d^\frac{i}{2}mB_aB_b]^{-L+i}\Delta,
$$

and

$$
\varepsilon_{b,k,j}^{(i)} = d^{-\frac{i}{2}}(mB_a)^{-1}[B_V(1 + 4c_{p,q}B_{QK}) + d^\frac{i}{2}mB_aB_b]^{-L+i}\Delta.
$$

By Proposition I.2, we then have

$$
\mathbb{E}_{\tilde{\theta} \sim Q}[\Delta(\theta, \tilde{\theta})] \leq \frac{C}{n}. \quad (K.8)
$$

Following the similar procedure in the proof of Proposition 4.6, we have

$$
\text{KL}(Q \| Q_0) \leq 2(m + 1)L^2d^2 \log \left( \frac{4mdB_VB_{QK}B_aB_b}{\Delta} \right). \quad (K.9)
$$

Substituting inequalities (K.8) and (K.9) into inequality (K.7), we derive that for any $\theta \in \Theta$, with probability at least $1 - \delta$, the following inequality holds

$$
\left| \mathbb{E}_\mathcal{D}[l(\theta, \bar{S}, \bar{A})] - \frac{1}{n} \sum_{i=1}^n l(\theta, \bar{S}_i, \bar{A}_i) \right|
\leq \frac{1}{2} \mathbb{E}_\mathcal{D}[l(\theta, \bar{S}, \bar{A})] + O \left( \frac{C}{n} + \frac{1}{n}(m + 1)L^2d^2 \log \left( \frac{4mdB_VB_{QK}B_aB_b}{\Delta} \right) + \frac{1}{n} \log \frac{1}{\delta} \right),
$$

where we take $\lambda = 1/2$. Therefore, this concludes the proof of Proposition H.2. 

$\square$
L Proof of Lemmas in Appendix G

L.1 Proof of Lemma G.1

Proof of Lemma G.1. Let $g^* = \arg\inf_{f \in \mathcal{F}_t} \mathcal{L}(f, f^*_\pi, \pi^*; D)$. Then the Bellman error of the best approximation $f^*_\pi$ can be decomposed as

$$
\mathcal{E}(f^*_\pi, \pi^*; D) = \mathcal{L}(f^*_\pi, f^*_\pi, \pi^*; D) - \mathcal{L}(g^*, f^*_\pi, \pi^*; D) \\
= \mathcal{L}(f^*_\pi, f^*_\pi, \pi^*; D) - \mathcal{L}(\mathcal{T}^\pi f^*_\pi, f^*_\pi, \pi^*; D) \\
+ \mathcal{L}(\mathcal{T}^\pi f^*_\pi, f^*_\pi, \pi^*; D) - \mathcal{L}(g^*, f^*_\pi, \pi^*; D). 
$$

(L.1)

Note that the terms in inequality (L.1) can be bounded with their population version and the generalization error shown in Theorem 4.4. With probability at least $1 - \delta$, we have

$$
\mathcal{L}(f^*_\pi, f^*_\pi, \pi^*; D) - \mathcal{L}(\mathcal{T}^\pi f^*_\pi, f^*_\pi, \pi^*; D) \leq \frac{3}{2} \varepsilon \mathcal{F} + \frac{e(\mathcal{F}_t, \pi^*, \delta, n)}{n},
$$

(L.2)

$$
\mathcal{L}(\mathcal{T}^\pi f^*_\pi, f^*_\pi, \pi^*; D) - \mathcal{L}(g^*, f^*_\pi, \pi^*; D) \leq \frac{e(\mathcal{F}_t, \Pi, \delta, n)}{n},
$$

(L.3)

where inequality (L.2) follows from the definition of $f^*_\pi$, and inequality (L.3) follows from that $(g^*(\bar{S}, \bar{A}) - \mathcal{T}^\pi f^*_\pi(\bar{S}, \bar{A}))^2 \geq 0$. Substituting inequalities (L.2) and (L.3) into inequality (L.1), we have

$$
\mathcal{E}(f^*_\pi, \pi^*; D) \leq \frac{3}{2} \varepsilon \mathcal{F} + \frac{2e(\mathcal{F}_t, \Pi, \delta, n)}{n}.
$$

This concludes the proof of Lemma G.1.

\[\Box\]

L.2 Proof of Lemma G.2

Proof of Lemma G.2. Let $h^*_\pi = \arg\inf_{g \in \mathcal{F}_t} \mathbb{E}_\nu[(g(\bar{S}, \bar{A}) - \mathcal{T}^\pi f(\bar{S}, \bar{A}))^2]$, which is the best approximation of $\mathcal{T}^\pi f$. Then Assumption 4.2 implies that

$$
\mathbb{E}_\nu \left[ (h^*_\pi(\bar{S}, \bar{A}) - \mathcal{T}^\pi f(\bar{S}, \bar{A}))^2 \right] \leq \varepsilon_{\mathcal{F}, \mathcal{F}}.
$$

(L.4)

For any $f \in \mathcal{F}(\pi, \varepsilon)$, the Bellman error of $f$ with respect to the policy $\pi$ can be decomposed as

$$
\mathcal{E}(f, \pi; D) = \mathcal{L}(f, f, \pi; D) - \inf_{g \in \mathcal{F}_t} \mathcal{L}(g, f, \pi; D) \\
\geq \mathcal{L}(f, f, \pi; D) - \mathcal{L}(h^*_\pi, f, \pi; D) \\
= \mathcal{L}(f, f, \pi; D) - \mathcal{L}(\mathcal{T}^\pi f, f, \pi; D) + \mathcal{L}(\mathcal{T}^\pi f, f, \pi; D) - \mathcal{L}(h^*_\pi, f, \pi; D). 
$$

(L.5)
Similar to Step 1, we bound the terms in inequality (L.5) with their population version and the generalization error bound in Theorem 4.4. With probability at least $1 - \delta$, we have

$$L(f, f, \pi; D) - L(T^w f, f, \pi; D) \geq \frac{1}{2} \mathbb{E}_\nu \left[ \left( f(\bar{S}, \bar{A}) - T^w f(\bar{S}, \bar{A}) \right)^2 \right] - \frac{e(F_{tu}, \Pi, \delta, n)}{n}, \quad \text{and}$$

(L.6)

$$L(T^w f, f, \pi; D) - L(h^*_\pi f, f, \pi; D) \geq -\frac{3}{2} \mathbb{E}_\nu \left[ \left( h^*_\pi(\bar{S}, \bar{A}) - T^w f(\bar{S}, \bar{A}) \right)^2 \right] - \frac{e(F_{tu}, \Pi, \delta, n)}{n}. \quad \text{(L.7)}$$

Substituting inequalities (L.6) and (L.7) into inequality (L.5), we have

$$\mathbb{E}_\nu \left[ \left( f(\bar{S}, \bar{A}) - T^w f(\bar{S}, \bar{A}) \right)^2 \right] \leq 2 \mathbb{E}(f, \pi; D) + 4 \frac{e(F_{tu}, \Pi, \delta, n)}{n} + 3 \mathbb{E}_\nu \left[ \left( h^*_\pi(\bar{S}, \bar{A}) - T^w f(\bar{S}, \bar{A}) \right)^2 \right] - \frac{e(F_{tu}, \Pi, \delta, n)}{n} \quad \text{(L.8)}$$

where inequality (L.8) follows from inequality (L.4). This concludes the proof of Lemma G.2.

M Proofs of Supporting Propositions

M.1 Proof of Proposition I.1

To prove Proposition I.1, we need the variational definition of the Kullback–Leibler divergence.

**Theorem M.1** (Donsker–Varadhan representation [Belghazi et al., 2018]). Let $P$ and $Q$ be distributions on a common space $\mathcal{X}$. Then

$$\text{KL}(P \parallel Q) = \sup_{g \in \mathcal{G}} \left\{ \mathbb{E}_P[g(X)] - \log \mathbb{E}_Q[\exp(g(X))] \right\},$$

where $\mathcal{G} = \{ g : \mathcal{X} \to \mathbb{R} \mid \mathbb{E}_Q[\exp(g(X))] < \infty \}$.

**Proof of Proposition I.1.** Since $|f(X) - \mu(f)| \leq b$ a.s., $f(X)$ is a bounded random variable. Then by Wainwright [2019], we have for $|\lambda| \leq 1/(2b)$,

$$\mathbb{E}_X \left[ \exp \left( \lambda (f(X) - \mu(f)) \right) \right] \leq \exp(\lambda^2 \sigma^2(f)).$$

Consequently, set $\varepsilon_n(f, \lambda) = \lambda \left[ \mu(f) - \frac{1}{n} \sum_{i=1}^n f(X_i) - \lambda \sigma^2(f) \right]$, then we have

$$\mathbb{E}_{X_1:n} \left[ \exp \left( n \varepsilon_n(f, \lambda) \right) \right] = \mathbb{E}_X \left[ \exp \left( \lambda (\mu(f) - f(X)) - \lambda^2 \sigma^2(f) \right) \right]^n \leq \lambda \frac{1}{2\lambda^2 \sigma(f)}$$

for all $f \in \mathcal{F}$ and $0 < \lambda \leq \frac{1}{2b}$. 51
By Markov’s inequality, we have that for any distribution $P_0$ on the function class $\mathcal{F}$, the random variable $\varepsilon_n$ induced by random variables $\{X_i\}_{i=1}^n$ satisfies

$$\Pr \left( \mathbb{E}_{P_0} \left[ \exp \left(n\varepsilon_n(f, \lambda)\right) \right] \geq \frac{2}{\delta} \right) \leq \frac{\delta}{2},$$  \hspace{1cm} (M.1)$$

where the probability is taken with respect to the distribution of $X_i$ for $i \in [n]$.

Setting $g(f) = n\varepsilon_n(f, \lambda)$ in Theorem M.1, we have

$$\mathbb{E}_Q \left[ n\varepsilon_n(f, \lambda) \right] \leq \mathrm{KL}(Q \| P_0) + \log \mathbb{E}_{P_0} \left[ \exp \left(n\varepsilon_n(f, \lambda)\right) \right].$$  \hspace{1cm} (M.2)$$

Combining inequalities (M.1) and (M.2), with prob at least $1 - \frac{\delta}{2}$, for $0 < \lambda \leq \frac{1}{2b}$, we have

$$\mathbb{E}_Q \left[ \mathbb{E}_X[f(X)] - \frac{1}{n} \sum_{i=1}^n f(X_i) \right] \leq \lambda \mathbb{E}_Q [\sigma^2(f)] + \frac{1}{n\lambda} \left[ \mathrm{KL}(Q \| P_0) + \log \frac{2}{\delta} \right],$$

for all $Q$. Similarly, setting $\varepsilon_n(f, \lambda) = \lambda \left[ \frac{1}{n} \sum_{i=1}^n f(X_i) - \mu(f) \right] - \lambda \sigma^2(f)$, we have

$$\mathbb{E}_Q \left[ \frac{1}{n} \sum_{i=1}^n f(X_i) - \mathbb{E}_X[f(X)] \right] \leq \lambda \mathbb{E}_Q [\sigma^2(f)] + \frac{1}{n\lambda} \left[ \mathrm{KL}(Q \| P_0) + \log \frac{2}{\delta} \right],$$  \hspace{1cm} (M.3)$$

with probability at least $1 - \frac{\delta}{2}$. The desired result can be proved using the union bound. When $\sigma^2(f) \leq c\mu(f)$ for all $f \in \mathcal{F}$, the result follows from substituting this condition into inequality (M.3). Therefore, we conclude the proof of Proposition I.1.

\[ \Box \]

### M.2 Proof of Proposition I.2

**Proof of Proposition I.2.** To prove the desired result, we first analyze the error propagation through each layer. Then we combine the error propagation of each layer to derive the error bound of the whole network.

**Step 1: Bound the difference of each layer.**

For $i \in [L - 1]$, we can bound the difference of the output of the $(i + 1)^{th}$ as

$$\left\| (G_{tf}^{(i+1)}(X; \tilde{W}_{QK}^{i+1}, \tilde{W}_V^{i+1}, a^{i+1}, b^{i+1}) - G_{tf}^{(i+1)}(X; \tilde{W}_{QK}^{i+1}, \tilde{W}_V^{i+1}, a^{i+1}, b^{i+1})) \right\|_{p,\infty}$$

$$= \left\| \left( \text{SM}(G_{tf}^{(i)} W_{QK}^{(i+1)} G_{tf}^{(i)\top}) G_{tf}^{(i)} W_V^{(i+1)} + \text{rFF}(G_{tf}^{(i)}, a^{(i+1)}, b^{(i+1)}) \right) \right\|_{p,\infty}$$

$$- \text{SM}(G_{tf}^{(i)} W_{QK}^{(i+1)} G_{tf}^{(i)\top}) G_{tf}^{(i)} W_V^{(i+1)} - \text{rFF}(G_{tf}^{(i)}, \tilde{a}^{(i+1)}, \tilde{b}^{(i+1)}) \right\|_{p,\infty}$$

$$\leq \left\| \left( \text{SM}(G_{tf}^{(i)} W_{QK}^{(i+1)} G_{tf}^{(i)\top}) G_{tf}^{(i)} W_V^{(i+1)} - \text{SM}(G_{tf}^{(i)} W_{QK}^{(i+1)} G_{tf}^{(i)\top}) G_{tf}^{(i)} W_V^{(i+1)} \right) \right\|_{p,\infty}$$

$$+ \left\| \left( \text{rFF}(G_{tf}^{(i)}, a^{(i+1)}, b^{(i+1)}) - \text{rFF}(G_{tf}^{(i)}, \tilde{a}^{(i+1)}, \tilde{b}^{(i+1)}) \right) \right\|_{p,\infty}, \hspace{1cm} (M.4)$$
where $C_{i}^{(i)}$ and $\tilde{G}_{i}^{(i)}$ are shorthands for $G_{i}^{(i)}(X; W_{i_{i}}^{+1}, W_{i_{i}}^{-1}, a_{i_{i}}, b_{i_{i}})$ and $G_{i}^{(i)}(X; \tilde{W}_{i_{i}}^{+1}, \tilde{W}_{i_{i}}^{-1}, \tilde{a}_{i_{i}}, \tilde{b}_{i_{i}})$, respectively, and inequality (M.4) follows from the triangle inequality.

Now we consider the first term in inequality (M.4). For $i \in [L-1]$, with the triangle inequality, we have

$$
\left\| \left( \text{SM}\left(G_{i}^{(i)}W_{i_{i}}^{+1}G_{i}^{(i)\top}\right)G_{i}^{(i)}W_{i}^{+1} - \text{SM}\left(\tilde{G}_{i}^{(i)}\tilde{W}_{i_{i}}^{+1}\tilde{G}_{i}^{(i)\top}\right)\tilde{G}_{i}^{(i)}\tilde{W}_{i}^{+1}\right) \right\|_{p,\infty} \leq \left\| \left( \text{SM}\left(G_{i}^{(i)}W_{i_{i}}^{+1}G_{i}^{(i)\top}\right)G_{i}^{(i)}W_{i}^{+1} - \text{SM}\left(\tilde{G}_{i}^{(i)}\tilde{W}_{i_{i}}^{+1}\tilde{G}_{i}^{(i)\top}\right)\tilde{G}_{i}^{(i)}\tilde{W}_{i}^{+1}\right) \right\|_{p,\infty} + \left\| \left( \text{SM}\left(\tilde{G}_{i}^{(i)}\tilde{W}_{i_{i}}^{+1}\tilde{G}_{i}^{(i)\top}\right)\tilde{G}_{i}^{(i)}W_{i}^{+1} - \text{SM}\left(G_{i}^{(i)}W_{i_{i}}^{+1}\tilde{G}_{i}^{(i)\top}\right)\tilde{G}_{i}^{(i)}\tilde{W}_{i}^{+1}\right) \right\|_{p,\infty}.
$$

Thus, we need the upper bounds of the two terms in the right-hand side of inequality (M.5), which are stated as following.

**Proposition M.2.** For any $X, \tilde{X} \in \mathbb{R}^{N \times d}$, any $W_{i}, \tilde{W}_{i}, W_{i_{i}} \in \mathbb{R}^{d \times d}$ and two positive conjugate numbers $p, q \in \mathbb{R}$, if $\|X\|_{p,\infty}, \|\tilde{X}\|_{p,\infty} \leq B_{X}, \|W_{i_{i}}\|_{p,q} \leq B_{QK}$, and $\|W_{i}\|_{p,q} \leq B_{V}$, then we have

$$
\left\| \left( \text{SM}\left(XW_{i_{i}}^{+1}X\right)XW_{i} - \text{SM}\left(\tilde{X}W_{i_{i}}^{+1}\tilde{X}\right)\tilde{X}W_{i}\right) \right\|_{p,\infty} \leq B_{V}\left(1 + 4c_{p,q}B_{X} \cdot B_{QK}\right)\|X\|_{p,\infty} \quad \text{and}
$$

$$
\left\| \left( \text{SM}\left(XW_{i_{i}}^{+1}X\right)XW_{i} - \text{SM}\left(X\tilde{W}_{i_{i}}^{+1}\tilde{X}\right)\tilde{X}W_{i}\right) \right\|_{p,\infty} \leq 2c_{p,q}B_{X}^{3} \cdot B_{V} \cdot \|W_{i_{i}}\|_{p,q} + B_{X}\|W_{i}\|_{p,q}.
$$

where $c_{p,q} = 1$ if $p \leq q$, and $c_{p,q} = d^{3/q-1/p}$ otherwise.

**Proof.** See Appendix M.3 for a detailed proof.

Thus, we have

$$
\left\| \left( \text{SM}\left(G_{i}^{(i)}W_{i_{i}}^{+1}G_{i}^{(i)\top}\right)G_{i}^{(i)}W_{i}^{+1} - \text{SM}\left(\tilde{G}_{i}^{(i)}\tilde{W}_{i_{i}}^{+1}\tilde{G}_{i}^{(i)\top}\right)\tilde{G}_{i}^{(i)}\tilde{W}_{i}^{+1}\right) \right\|_{p,\infty} \leq B_{V}\left(1 + 4c_{p,q}B_{QK}\right)\|G_{i}^{(i)}\|_{p,\infty} + 2c_{p,q}B_{V}\|W_{i_{i}}\|_{p,q} + 2c_{p,q}B_{V}\|W_{i}^{+1}\|_{p,q} - \|\tilde{W}_{i}^{+1}\|_{p,q},
$$

where the inequality follows from the fact that the radius of parameters are bounded and the norm of $\|\tilde{G}_{i}^{(i)\top}\|_{p,\infty}$ is bounded by 1 due to the normalization procedure.
Now we consider the second term in inequality (M.4). For \( i \in [L - 1] \), we have

\[
\left\| \left( \text{rFF}(G^{(i)}_{t^i}, a^{(i+1)}, b^{(i+1)}) - \text{rFF}(\tilde{G}^{(i)}_{t^i}, \tilde{a}^{(i+1)}, \tilde{b}^{(i+1)}) \right) \right\|_{p, \infty}^T \leq \left\| \left( \text{rFF}(G^{(i)}_{t^i}, a^{(i+1)}, b^{(i+1)}) - \text{rFF}(\tilde{G}^{(i)}_{t^i}, \tilde{a}^{(i+1)}, \tilde{b}^{(i+1)}) \right) \right\|_{p, \infty} \leq \sum_{j} \left( \sum_{k \in [d]} \|G^{(i)}_{t^i} - \tilde{G}^{(i)}_{t^i}\|_{p, \infty} \right)^{\frac{1}{p}} + B_a \cdot B_x \left[ \sum_{k=1}^d \left( \sum_{j=1}^m \|b^{(i+1)}_{kj} - \tilde{b}^{(i+1)}_{kj}\|_q \right)^p \right]^{\frac{1}{p}}.
\]

Thus, we need to upper bound the two terms in the right-hand side of inequality (M.7). These upper bounds are stated as follows.

**Proposition M.3.** For any \( X, \tilde{X} \in \mathbb{R}^{N \times d} \), \( a, \tilde{a} \in \mathbb{R}^{dm} \), \( b, \tilde{b} \in \mathbb{R}^{d \times dm} \) and two positive conjugate numbers \( p, q \in \mathbb{R} \), if \( \|X^\top\|_{p, \infty} \leq B_x \), \( |a_{kj}|, |\tilde{a}_{kj}| \leq B_a \), and \( \|b_{kj}\|_q, \|\tilde{b}_{kj}\|_q \leq B_b \) for \( k \in [d] \) and \( j \in [m] \), then we have

\[
\left\| \left( \text{rFF}(X, a, b) - \text{rFF}(\tilde{X}, a, b) \right) \right\|_{p, \infty} \leq d^\frac{1}{p} m B_a \cdot B_b \cdot \|X^\top - \tilde{X}^\top\|_{p, \infty},
\]

and

\[
\left\| \left( \text{rFF}(X, a, b) - \text{rFF}(X, \tilde{a}, \tilde{b}) \right) \right\|_{p, \infty} \leq B_b \cdot B_x \left[ \sum_{k=1}^d \left( \sum_{j=1}^m \|a_{kj} - \tilde{a}_{kj}\|_p \right)^p \right]^{\frac{1}{p}} + B_a \cdot B_x \left[ \sum_{k=1}^d \left( \sum_{j=1}^m \|b_{kj} - \tilde{b}_{kj}\|_q \right)^p \right]^{\frac{1}{p}}.
\]

**Proof.** See Appendix M.4 for a detailed proof. \( \square \)

Thus, we have

\[
\left\| \left( \text{rFF}(G^{(i)}_{t^i}, a^{(i+1)}, b^{(i+1)}) - \text{rFF}(\tilde{G}^{(i)}_{t^i}, \tilde{a}^{(i+1)}, \tilde{b}^{(i+1)}) \right) \right\|_{p, \infty} \leq d^\frac{1}{p} m B_a B_b \left\| \text{rFF}(G^{(i)}_{t^i}) - \text{rFF}(\tilde{G}^{(i)}_{t^i}) \right\|_{p, \infty} + B_b \left[ \sum_{k=1}^d \left( \sum_{j=1}^m \|a^{(i+1)}_{kj} - \tilde{a}^{(i+1)}_{kj}\| \right)^p \right]^{\frac{1}{p}} + B_a \left[ \sum_{k=1}^d \left( \sum_{j=1}^m \|b^{(i+1)}_{kj} - \tilde{b}^{(i+1)}_{kj}\|_q \right)^p \right]^{\frac{1}{p}}
\]

where the inequality follows from the fact that the radius of parameters are bounded and the norm of \( \|\tilde{G}^{(i)}_{t^i}\|_{p, \infty} \) is bounded by 1 due to the normalization procedure.
where the inequality follows from the contraction property of the normalization function. It can be further upper bounded as

\[
\left\| (G_t^{i+1}(X; W_{QK}^{1:i+1}, W_V^{1:i+1}, a^{1:i+1}, b^{1:i+1}) - G_t^{i+1}(X; \tilde{W}_{QK}^{1:i+1}, \tilde{W}_V^{1:i+1}, \tilde{a}^{1:i+1}, \tilde{b}^{1:i+1}) \right\|_{p,\infty}
\leq \left[ B_V (1 + 4c_{p,a}B_K) + d^\tilde{\gamma} m B_a B_b \right] \|g_f^{(i)}\|_p + 2c_{p,a}B_V \|W_Q^{(i+1)} - \tilde{W}_Q^{(i+1)}\|_{p,q}
+ \|W_V^{(i+1)} - \tilde{W}_V^{(i+1)}\|_{p,q} + B_b \left[ \sum_{k=1}^d \left( \sum_{j=1}^m \left( a_{kj}^{(i+1)} - \tilde{a}_{kj}^{(i+1)} \right)^p \right)^{\frac{1}{p}} \right]^{\frac{1}{p}}.
\]  

(M.9)

**Step 2:** Combine the error bound of each layer in inequality (M.9).

Repeating inequality (M.9) for \( i \in [L - 1] \), we derive

\[
\left\| (G_t^{(L)}(X; W_{QK}^{1:L}, W_V^{1:L}, a^{1:L}, b^{1:L}) - G_t^{(L)}(X; \tilde{W}_{QK}^{1:L}, \tilde{W}_V^{1:L}, \tilde{a}^{1:L}, \tilde{b}^{1:L}) \right\|_{p,\infty}
\leq \sum_{i=1}^L \left[ B_V (1 + 4c_{p,a}B_K) + d^\tilde{\gamma} m B_a B_b \right]^{L-i} \left\{ 2c_{p,a}B_V \|W_Q^{(i)} - \tilde{W}_Q^{(i)}\|_{p,q}
+ \|W_V^{(i)} - \tilde{W}_V^{(i)}\|_{p,q} + B_b \left[ \sum_{k=1}^d \left( \sum_{j=1}^m \left( a_{kj}^{(i)} - \tilde{a}_{kj}^{(i)} \right)^p \right)^{\frac{1}{p}} \right]^{\frac{1}{p}} \right\}.
\]  

(M.10)

For the output of the neural network, we have

\[
|g_t(X; W_{QK}^{1:L}, W_V^{1:L}, a^{1:L}, b^{1:L}, w) - g_t(X; \tilde{W}_{QK}^{1:L}, \tilde{W}_V^{1:L}, \tilde{a}^{1:L}, \tilde{b}^{1:L}, \tilde{w})| = \left| \Pi_{V_{\text{max}}} \left( \frac{1}{N} \mathbb{I}_N G_t^{(L)}(X; W_{QK}^{1:L}, W_V^{1:L}, a^{1:L}, b^{1:L})w \right) \right|
\leq \left| \Pi_{V_{\text{max}}} \left( \frac{1}{N} \mathbb{I}_N G_t^{(L)}(X; \tilde{W}_{QK}^{1:L}, \tilde{W}_V^{1:L}, \tilde{a}^{1:L}, \tilde{b}^{1:L})\tilde{w} \right) \right|
\leq \left| \frac{1}{N} \mathbb{I}_N G_t^{(L)}(X; W_{QK}^{1:L}, W_V^{1:L}, a^{1:L}, b^{1:L})w - \frac{1}{N} \mathbb{I}_N G_t^{(L)}(X; \tilde{W}_{QK}^{1:L}, \tilde{W}_V^{1:L}, \tilde{a}^{1:L}, \tilde{b}^{1:L})\tilde{w} \right|,
\]

where the inequality follows from the contraction property of the normalization function. It can be further upper bounded as

\[
|g_t(X; W_{QK}^{1:L}, W_V^{1:L}, a^{1:L}, b^{1:L}, w) - g_t(X; \tilde{W}_{QK}^{1:L}, \tilde{W}_V^{1:L}, \tilde{a}^{1:L}, \tilde{b}^{1:L}, \tilde{w})|
\leq \left\| G_t^{(L)}(X; W_{QK}^{1:L}, W_V^{1:L}, a^{1:L}, b^{1:L})w - G_t^{(L)}(X; \tilde{W}_{QK}^{1:L}, \tilde{W}_V^{1:L}, \tilde{a}^{1:L}, \tilde{b}^{1:L})\tilde{w} \right\|_\infty
\leq \left\| G_t^{(L)} - \tilde{G}_t^{(L)} \right\|_{p,\infty} \cdot \|w\|_q + \left\| \tilde{G}_t^{(L)} \right\|_{p,\infty} \cdot \|w - \tilde{w}\|_q
\leq B_w \left\| G_t^{(L)} - \tilde{G}_t^{(L)} \right\|_{p,\infty} + \|w - \tilde{w}\|_q.
\]  

(M.11)
where first inequality follows from H"older’s inequality, and the second inequality follows from Lemma M.7 with \( u = p, v = q \) and \( p = \infty \).

Combining inequalities (M.10) and (M.11), we have

\[
\begin{align*}
&|g_t(X; W_{QK}^{1:L}, W_{V}^{1:L}, a^{1:L}, b^{1:L}, w) - g_t(X; \tilde{W}_{QK}^{1:L}, \tilde{W}_{V}^{1:L}, \tilde{a}^{1:L}, \tilde{b}^{1:L}, \tilde{w})| \\
\leq & \|w - \tilde{w}\|_q + \sum_{i=1}^{L} B_w \left[B_V (1 + 4c_{p,q} B_{QK}) + \frac{d^i}{m} b_a B_b \right]^{L-i} \left\{ 2c_{p,q} B_{V} \|W_{QK}^{(i)\top} - \tilde{W}_{QK}^{(i)\top}\|_{p,q} \\
& + \|W_{V}^{(i)\top} - \tilde{W}_{V}^{(i)\top}\|_{p,q} + B_b \left[ \sum_{k=1}^{d} \left( \sum_{j=1}^{m} \|a_{kj}^{(i)} - \tilde{a}_{kj}^{(i)}\|_q \right)^p \right]^{\frac{1}{p}} \right\}.
\end{align*}
\]

This concludes the proof.

\[\square\]

**M.3 Proof of Proposition M.2**

*Proof of Proposition M.2.* Let \( \tau \in [N] \) and \( x_{\tau}^\top \) be the \( \tau \)th row of \( X \). For the first inequality, we have

\[
\begin{align*}
&\left\| (\text{SM}(XW_{QK}X^\top)XW_V - \text{SM}(\tilde{X}W_{QK}\tilde{X}^\top)\tilde{X}W_V) \right\|_{p,\infty} \\
= & \max_{\tau \in [N]} \|\text{SM}(x_{\tau}^\top W_{QK}X^\top)XW_V - \text{SM}(\tilde{x}_{\tau}^\top W_{QK}\tilde{X}^\top)\tilde{X}W_V\|_p \\
\leq & \max_{\tau \in [N]} \|\text{SM}(x_{\tau}^\top W_{QK}X^\top)XW_V - \text{SM}(x_{\tau}^\top W_{QK}X^\top)\tilde{X}W_V\|_p \\
& + \|\text{SM}(x_{\tau}^\top W_{QK}X^\top)\tilde{X}W_V - \text{SM}(\tilde{x}_{\tau}^\top W_{QK}\tilde{X}^\top)\tilde{X}W_V\|_p \\
= & \max_{\tau \in [N]} \left\| W_{V}^{(\top)} \left( X^\top - \tilde{X}^\top \right) (\text{SM}(x_{\tau}^\top W_{QK}X^\top)) \right\|_p \\
& + \left\| W_{V}^{(\top)} \left( \text{SM}(x_{\tau}^\top W_{QK}X^\top) - \text{SM}(\tilde{x}_{\tau}^\top W_{QK}\tilde{X}^\top) \right) \right\|_p,
\end{align*}
\]

where the inequality follows from the triangle inequality. We further upper bounded it as

\[
\begin{align*}
&\left\| (\text{SM}(XW_{QK}X^\top)XW_V - \text{SM}(\tilde{X}W_{QK}\tilde{X}^\top)\tilde{X}W_V) \right\|_{p,\infty} \\
\leq & \max_{\tau \in [N]} \|W_{V}^{(\top)} \left( \tilde{X}^\top - X^\top \right)\|_{p,\infty} + \|W_{V}^{(\top)} \tilde{X}^\top\|_{p,\infty} \cdot \|\text{SM}(x_{\tau}^\top W_{QK}X^\top) - \text{SM}(\tilde{x}_{\tau}^\top W_{QK}\tilde{X}^\top)\|_1 \\
\leq & \max_{\tau \in [N]} 2\|W_{V}^{(\top)}\|_{p,q} \cdot \|\tilde{X}^\top\|_{p,\infty} \cdot \|x_{\tau}^\top W_{QK}X^\top - \tilde{x}_{\tau}^\top W_{QK}\tilde{X}^\top\|_{p,\infty} \\
& + \|W_{V}^{(\top)}\|_{p,q} \cdot \|(X^\top - \tilde{X}^\top)\|_{p,\infty}, \tag{M.12}
\end{align*}
\]

where the first inequality follows from Lemma M.7 with \( u = \infty \) and \( v = 1 \), and the last inequality follows from Lemma M.8 and Lemma M.9. Now we consider the second term of inequality.
(M.12), and we have
\[
\|x_r^TW_{QK}X^T - \tilde{x}_r^TW_{QK}\tilde{X}^T\|_\infty \\
\leq \|x_r^TW_{QK}X^T - x_r^TW_{QK}\tilde{X}^T\|_\infty + \|x_r^TW_{QK}\tilde{X}^T - \tilde{x}_r^TW_{QK}\tilde{X}^T\|_\infty \\
= \|X - \tilde{X}\|_{QKX} + \|\tilde{X}(W_{QK}x_r - W_{QK}\tilde{x}_r)\|_\infty \\
\leq \|X^T - \tilde{X}^T\|_{p,\infty} \cdot \|W_{QK}x_r\|_q + \|\tilde{X}^T\|_{p,\infty} \cdot \|W_{QK}(x_r - \tilde{x}_r)\|_q,
\]
where the last inequality follows from Lemma M.7 with \(u = p, v = q\) and \(p = \infty\). We then bound the \(\ell_q\) norm with the \(\ell_p\) norm as
\[
\|x_r^TW_{QK}X^T - \tilde{x}_r^TW_{QK}\tilde{X}^T\|_\infty \leq c_{p,q} \left[ \|X^T - \tilde{X}^T\|_{p,\infty} \cdot \|W_{QK}X_r\|_p + \|\tilde{X}^T\|_{p,\infty} \cdot \|W_{QK}(x_r - \tilde{x}_r)\|_p \right] \\
\leq c_{p,q} \left[ \|X^T - \tilde{X}^T\|_{p,\infty} \cdot \|W_{QK}X_r\|_{p,q} \cdot \|x_r\|_p + \|\tilde{X}^T\|_{p,\infty} \cdot \|W_{QK}\|_{p,q} \cdot \|x_r - \tilde{x}_r\|_p \right] \\
\leq c_{p,q} \left[ \|X^T - \tilde{X}^T\|_{p,\infty} \cdot \|W_{QK}\|_{p,q} \cdot \|X^T\|_{p,\infty} + \|\tilde{X}^T\|_{p,\infty} \cdot \|W_{QK}\|_{p,q} \cdot \|X^T - \tilde{X}^T\|_{p,\infty} \right],
\]
where \(c_{p,q} = 1\) if \(p \leq q\), and \(c_{p,q} = d^{1/q - 1/p}\) otherwise, the first inequality follows from Lemma M.6, and the second inequality follows from Lemma M.7 with \(u = q\) and \(v = p\).

Substituting inequality (M.13) into inequality (M.12), we obtain
\[
\|\text{SM}(x_r^TW_{QK}X^T)XW_V - \text{SM}(\tilde{x}_r^TW_{QK}\tilde{X}^T)\tilde{X}W_V\|_p \\
\leq \|W_V^T\|_{p,q} \left( 1 + 2c_{p,q} \|\tilde{X}^T\|_{p,\infty} \cdot \|W_{QK}\|_{p,q}(\|\tilde{X}^T\|_{p,\infty} + \|X^T\|_{p,\infty}) \right) \|X^T - \tilde{X}^T\|_{p,\infty}
\]
as desired.

For the second inequality, we have
\[
\left\|\left(\text{SM}(XW_{QK}X^T)XW_V - \text{SM}(X\tilde{W}_{QK}X^T)X\tilde{W}_V\right)^T\right\|_{p,\infty} \\
= \max_{\tau \in [N]} \|\text{SM}(x_r^TW_{QK}X^T)XW_V - \text{SM}(x_r^T\tilde{W}_{QK}X^T)X\tilde{W}_V\|_p \\
\leq \max_{\tau \in [N]} \|\text{SM}(x_r^TW_{QK}X^T)XW_V - \text{SM}(x_r^T\tilde{W}_{QK}X^T)XW_V\|_p \\
+ \|\text{SM}(x_r^T\tilde{W}_{QK}X^T)XW_V - \text{SM}(x_r^T\tilde{W}_{QK}X^T)X\tilde{W}_V\|_p \\
= \max_{\tau \in [N]} \left\|W_V^TX^T(\text{SM}(x_r^TW_{QK}X^T) - \text{SM}(x_r^T\tilde{W}_{QK}X^T))^T\right\|_p \\
+ \left\|(W_V^TX^T - \tilde{W}_V^TX^T)\text{SM}(x_r^T\tilde{W}_{QK}X^T)^T\right\|_p,
\]
where the inequality follows from the triangle inequality. It can be further upper bounded as

\[
\| (SM(XW_{\tau K}X^\top)XW_V - SM(X\tilde{W}_{\tau K}X^\top)X\tilde{W}_V) \|_{p,\infty} 
\]

\[
\leq \max_{\tau \in [N]} \| W_{\tau V}^\top X \|_{p,\infty} \cdot \| SM(x_{\tau}^\top W_{\tau K}X^\top) - SM(x_{\tau}^\top \tilde{W}_{\tau K}X^\top) \|_1 
\]

\[
+ \| (W_{\tau V}^\top - \tilde{W}_{\tau V}^\top)X \|_{p,\infty} \cdot \| SM(x_{\tau}^\top \tilde{W}_{\tau K}X^\top) \|_1 
\]

\[
\leq \max_{\tau \in [N]} 2\| W_{\tau V}^\top X \|_{p,\infty} \cdot \| x_{\tau}^\top W_{\tau K}X^\top - x_{\tau}^\top \tilde{W}_{\tau K}X^\top \|_\infty + \| (W_{\tau V}^\top - \tilde{W}_{\tau V}^\top)X \|_{p,\infty} 
\]

\[
\leq \max_{\tau \in [N]} 2\| W_{\tau V}^\top \|_{p,q} \cdot \| X \|_{p,\infty} \cdot \| x_{\tau}^\top W_{\tau K}X^\top - x_{\tau}^\top \tilde{W}_{\tau K}X^\top \|_\infty + \| W_{\tau V}^\top - \tilde{W}_{\tau V}^\top \|_{p,q} \cdot \| X \|_{p,\infty},
\]

where the first inequality follows from Lemma M.7 with \( u = \infty \) and \( v = 1 \), the second inequality follows from Lemma M.9, and the last inequality follows from Lemma M.8. Now we consider the first term of inequality (M.14) and have

\[
\| x_{\tau}^\top W_{\tau K}X^\top - x_{\tau}^\top \tilde{W}_{\tau K}X^\top \|_\infty 
\]

\[
\leq \| X \|_{p,\infty} \cdot \| x_{\tau}^\top W_{\tau K} - x_{\tau}^\top \tilde{W}_{\tau K} \|_q 
\]

\[
\leq c_{p,q} \| X \|_{p,\infty} \cdot \| x_{\tau}^\top W_{\tau K} - x_{\tau}^\top \tilde{W}_{\tau K} \|_p 
\]

\[
\leq c_{p,q} \| X \|_{p,\infty} \cdot \| W_{\tau K} - \tilde{W}_{\tau K} \|_{p,q} \cdot \| x_{\tau} \|_p 
\]

\[
\leq c_{p,q} \| X \|_{p,\infty}^2 \cdot \| W_{\tau K} - \tilde{W}_{\tau K} \|_{p,q}, 
\]

where \( c_{p,q} = 1 \) if \( p \leq q \), and \( c_{p,q} = d^{1/q-1/p} \) otherwise, the first and third inequalities follows from Lemma M.7, and the second inequality follows from Lemma M.6.

Combining Eqn. (M.14) and (M.15), we have

\[
\| SM(x_{\tau}^\top W_{\tau K}X^\top)XW_V - SM(x_{\tau}^\top \tilde{W}_{\tau K}X^\top)X\tilde{W}_V \|_p 
\]

\[
\leq 2c_{p,q} \| X \|_{p,\infty} \cdot \| W_{\tau V}^\top \|_{p,q} \cdot \| W_{\tau K} - \tilde{W}_{\tau K} \|_{p,q} + \| W_{\tau V}^\top - \tilde{W}_{\tau V}^\top \|_{p,q} \cdot \| X \|_{p,\infty}. 
\]

This concludes the proof. \( \square \)

### M.4 Proof of Proposition M.3

**Proof of Proposition M.3.** Let \( \tau \in [N] \) and \( x_{\tau}^\top \) be the \( \tau \)-th row of \( X \). For the first inequality, we have

\[
\left\| (rFF(X, a, b) - rFF(\tilde{X}, a, b))^\top \right\|_{p,\infty} 
\]

\[
= \max_{\tau \in [N]} \| rFF(x_{\tau}, a, b) - rFF(\tilde{x}_{\tau}, a, b) \|_p 
\]

\[
= \max_{\tau \in [N]} \left[ \sum_{k=1}^{d} \left[ \sum_{j=1}^{m} a_{kj} [\text{ReLU}(b_{kj}^\top x_{\tau}) - \text{ReLU}(b_{kj}^\top \tilde{x}_{\tau})] \right]^p \right]^{\frac{1}{p}}, 
\]
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which follows from the definition of the rFF network. It can be upper bounded as

\[
\left\| \left( rFF(X, a, b) - rFF(\tilde{X}, a, b) \right)^\top \right\|_{p, \infty} \\
\leq \max_{\tau \in [N]} \left[ \sum_{k=1}^{d} \left( \sum_{j=1}^{m} |a_{kj}| \cdot \|b_{kj}^\top x_\tau - b_{kj}^\top \tilde{x}_\tau| \right)^p \right]^{\frac{1}{p}} \\
\leq \max_{\tau \in [N]} \left[ \sum_{k=1}^{d} \left( \sum_{j=1}^{m} |a_{kj}| \cdot \|b_{kj}\|_q \cdot \|x_\tau - \tilde{x}_\tau\|_p \right)^p \right]^{\frac{1}{p}} \\
\leq \left[ \sum_{k=1}^{d} \left( \sum_{j=1}^{m} |a_{kj}| \cdot \|b_{kj}\|_q \right)^p \right]^{\frac{1}{p}} \left\| X^\top - \tilde{X}^\top \right\|_{p, \infty},
\]

where the first inequality follows from the fact that ReLU(·) is 1-Lipschitz, the second inequality follows from Hölder’s inequality, and the last inequality follows from the definition of \( \ell_{p, \infty} \) norm.

For the second inequality, we have

\[
\left\| \left( rFF(X, a, b) - rFF(\tilde{X}, \tilde{a}, \tilde{b}) \right)^\top \right\|_{p, \infty} \\
= \max_{\tau \in [N]} \|rFF(x_\tau, a, b) - rFF(x_\tau, \tilde{a}, \tilde{b})\|_p \\
= \max_{\tau \in [N]} \left[ \sum_{k=1}^{d} \left( \sum_{j=1}^{m} a_{kj} \text{ReLU}(b_{kj}^\top x_\tau) - \tilde{a}_{kj} \text{ReLU}(\tilde{b}_{kj}^\top x_\tau) \right)^p \right]^{\frac{1}{p}} \\
\leq \max_{\tau \in [N]} \left[ \sum_{k=1}^{d} \left( \sum_{j=1}^{m} a_{kj} \text{ReLU}(\tilde{b}_{kj}^\top x_\tau) - \tilde{a}_{kj} \text{ReLU}(b_{kj}^\top x_\tau) \right)^p \right]^{\frac{1}{p}} \\
+ \left[ \sum_{k=1}^{d} \left( \sum_{j=1}^{m} \tilde{a}_{kj} \text{ReLU}(\tilde{b}_{kj}^\top x_\tau) - \tilde{a}_{kj} \text{ReLU}(\tilde{b}_{kj}^\top x_\tau) \right)^p \right]^{\frac{1}{p}},
\]

where the inequality follows from triangle inequality. Using the Lipschitz property of the ReLU
function, it can be upper bounded as
\[
\left\| (rFF(X, a, b) - rFF(X, \tilde{a}, \tilde{b}))^\top \right\|_{p, \infty} \leq \max_{\tau \in [N]} \left[ \sum_{k=1}^{d} \left( \sum_{j=1}^{m} |a_{kj} - \tilde{a}_{kj}| \cdot |b_{kj}^\top x_{\tau}| \right)^{p} \right]^{\frac{1}{p}} + \left[ \sum_{k=1}^{d} \left( \sum_{j=1}^{m} |\tilde{a}_{kj}| \cdot |b_{kj}^\top x_{\tau} - \tilde{b}_{kj}^\top x_{\tau}| \right)^{p} \right]^{\frac{1}{p}}
\]
\[
\leq \max_{\tau \in [N]} \left[ \sum_{k=1}^{d} \left( \sum_{j=1}^{m} |a_{kj} - \tilde{a}_{kj}| \cdot \|b_{kj}\|_q \cdot \|x_{\tau}\|_p \right)^{p} \right]^{\frac{1}{p}} + \left[ \sum_{k=1}^{d} \left( \sum_{j=1}^{m} |\tilde{a}_{kj}| \cdot \|b_{kj} - \tilde{b}_{kj}\|_q \cdot \|x_{\tau}\|_p \right)^{p} \right]^{\frac{1}{p}}
\]
\[
\leq \left[ \sum_{k=1}^{d} \left( \sum_{j=1}^{m} |a_{kj} - \tilde{a}_{kj}| \cdot \|b_{kj}\|_q \right)^{p} \right]^{\frac{1}{p}} \|X^\top\|_{p, \infty} + \left[ \sum_{k=1}^{d} \left( \sum_{j=1}^{m} |\tilde{a}_{kj}| \cdot \|b_{kj} - \tilde{b}_{kj}\|_q \right)^{p} \right]^{\frac{1}{p}} \|X^\top\|_{p, \infty},
\]
where the first inequality follows from the fact that ReLU(·) is 1-Lipschitz, the second inequality follows from Hölder’s inequality, and the last inequality follows from the definition of \(\ell_{p, \infty}\) norm. This concludes the proof.

\[\square\]

**M.5 Proof of Proposition J.3**

**Proof of Proposition J.3.** With triangle inequality, we have
\[
\left\| \left( SM(XW_{QK}^X^\top)XW_V + rFF(X, a, b) \right)^\top \right\|_{p, \infty} \leq \left\| SM(XW_{QK}^X^\top)XW_V \right\|_{p, \infty} + \left\| rFF(X, a, b) \right\|_{p, \infty}. \tag{M.16}
\]
Let \(\tau \in [N]\) and \(x_{\tau}^\top\) be the \(\tau^\text{th}\) row of \(X\). Then the first term in the right-hand side of Eqn. (M.16) is
\[
\left\| SM(XW_{QK}^X^\top)XW_V \right\|_{p, \infty} = \max_{\tau \in [N]} \left\| SM(x_{\tau}^\top W_{QK}^X)XW_V \right\|_{p} \leq \max_{\tau \in [N]} \|W_V^\top X^\top\|_{p, \infty} \cdot \|SM(x_{\tau}^\top W_{QK}^X)\|_1 \leq \|W_V^\top\|_{p, q} \cdot \|X^\top\|_{p, \infty}, \tag{M.17}
\]
where the first inequality follows from Lemma M.7 with \( u = \infty \) and \( v = 1 \), and the last inequality follows from Lemma M.8. The second term in the right-hand side of inequality (M.16) is
\[
\| (rFF(X, a, b))^\top \|_{p, \infty} = \max_{\tau \in [N]} \| (rFF(x_\tau, a, b))^\top \|_p
\]
\[
= \max_{\tau \in [N]} \left[ \sum_{k=1}^d \left( \sum_{j=1}^m a_{kj} \text{ReLU}(b_{kj}^\top x_\tau) \right)^p \right]^{1/p}
\]
\[
\leq \max_{\tau \in [N]} \left[ \sum_{k=1}^d \left( \sum_{j=1}^m |a_{kj}| \cdot \|b_{kj}\|_q \cdot \|x_\tau\|_p \right)^p \right]^{1/p}
\]
\[
= \left[ \sum_{k=1}^d \left( \sum_{j=1}^m |a_{kj}| \cdot \|b_{kj}\|_q \cdot \|X^\top\|_{p, \infty} \right)^p \right]^{1/p}, \tag{M.18}
\]
where the inequality follows from Hölder’s inequality and that ReLU(\cdot) is 1-Lipchitz. Combining inequalities (M.17) and (M.18), we prove the desired result. \( \square \)

### M.6 Technical Lemmas

**Lemma M.4** (Lemma 1 in Xie and Jiang [2020]). For any policy \( \pi \in \Pi \) and any function \( f : \bar{S} \times A \to \mathbb{R} \), we have
\[
f(\bar{S}_0, \pi) - V^\pi_0(\bar{S}_0) = \frac{\mathbb{E}_{d^F_{x^*}} \left[ f(\bar{S}, \bar{A}) - r(\bar{S}, \bar{A}) - f(\bar{S}, \pi) \right]}{1 - \gamma}.
\tag{M.19}
\]

**Lemma M.5** (Lemma 10 in Sun et al. [2019]). For any two transition kernels \( P \) and \( P' \) and any policy \( \pi \in \Pi \), we have
\[
|V^\pi_P(\bar{S}_0) - V^\pi_{P'}(\bar{S}_0)| \leq \frac{1}{1 - \gamma} \left[ \mathbb{E}_{(S, A) \sim d^F} \left[ \mathbb{E}_{S' \sim P(\cdot | S, A)} V^\pi_P(S') - \mathbb{E}_{S' \sim P'(\cdot | S, A)} V^\pi_{P'}(S') \right] \right]
\leq \frac{V_{\max}}{(1 - \gamma)^2} \mathbb{E}_{(S, \bar{A}) \sim d^F} \left[ \text{TV}(\bar{P}(\cdot | \bar{S}, \bar{A}), P'(\cdot | \bar{S}, \bar{A})) \right].
\]

**Lemma M.6.** For any \( x \in \mathbb{R}^d \) and \( 0 < p < q, \|x\|_q \leq \|x\|_p \leq d^{1/p-1/q} \|x\|_q \).

**Proof of Lemma M.6.** \( \|x\|_q \leq \|x\|_p \) simply follows from Hölder’s inequality. For the right inequality, when \( q < \infty \), we have
\[
\|x\|_p = \left( \sum_{i=1}^d |x_i|^p \right)^{1/p} \leq \left[ \left( \sum_{i=1}^d (|x_i|^p)^{q/p} \right)^{p/q} \left( \sum_{i=1}^d 1^{q/(q-p)} \right)^{1-p/q} \right]^{1/p} = d^{1/p-1/q} \|x\|_q,
\]
where the inequality follows from Hölder’s inequality. When \( q = \infty \), \( \|x\|_p \leq d^{1/p} \|x\|_\infty \). \( \square \)

**Lemma M.7.** Given any two conjugate numbers \( u, v \in [1, \infty] \), i.e., \( \frac{1}{u} + \frac{1}{v} = 1 \), and \( 1 \leq p \leq \infty \), for any \( A \in \mathbb{R}^{r \times c} \) and \( x \in \mathbb{R}^c \), we have
\[
\|Ax\|_p \leq \|A\|_{p,u} \|x\|_v \quad \text{and} \quad \|Ax\|_p \leq \|A^\top\|_{u,p} \|x\|_v
\]
61
Proof of Lemma M.7. To prove the first inequality, we write \( A = [a_1 \ldots a_c] \), where \( a_i \in \mathbb{R}^r \) for \( i \in [c] \). Then we have

\[
\|Ax\|_p = \left\| \sum_{i=1}^{c} a_i x_i \right\|_p \leq \sum_{i=1}^{c} |a_i| \|x_i\|_p \leq \|A\|_{p,u} \|x\|_v,
\]

where inequality (a) comes from the triangle inequality, and inequality (b) comes from Hölder’s inequality.

To prove the second inequality, we write \( A = [a_1^\top \ldots a_r^\top]^\top \), where \( a_i \in \mathbb{R}^c \) for \( i \in [r] \). Then we have

\[
\|Ax\|_p^p = \sum_{i=1}^{r} |a_i^\top x|^p \leq \sum_{i=1}^{r} \|a_i\|_u \|x\|_v^p = \|A\|_{p,u} \|x\|_v^p,
\]

for \( 1 \leq p < \infty \), where inequality (c) follows from Hölder’s inequality. When \( p = \infty \), we have

\[
\|Ax\|_\infty = \max_{i \in [r]} |a_i^\top x| \leq \max_{i \in [r]} \|a_i\|_u \|x\|_v = \|A\|_{\infty,u} \|x\|_v.
\]

Lemma M.8. Given any two conjugate numbers \( p, q \in [1, \infty] \), i.e., \( \frac{1}{p} + \frac{1}{q} = 1 \), for any \( A \in \mathbb{R}^{r \times c} \) and \( B \in \mathbb{R}^{c \times d} \), we have

\[
\|AB\|_{p,\infty} \leq \|A\|_{p,q} \|B\|_{p,\infty}.
\]

Proof of Lemma M.8. To prove the result, we write \( B = [b_1, \ldots, b_d] \), where \( b_i \in \mathbb{R}^c \) for \( i \in [d] \).

\[
\|AB\|_{p,\infty} = \max_{i \in [d]} \|Ab_i\|_p \leq \max_{i \in [d]} \|A\|_{p,q} \|b_i\|_p = \|A\|_{p,q} \|B\|_{p,\infty},
\]

where the inequality follows from Lemma M.7.

Lemma M.9. For any \( x, y \in \mathbb{R}^d \), we have

\[
\|\text{SM}(x) - \text{SM}(y)\|_1 \leq 2\|x - y\|_\infty.
\]

Proof of Lemma M.9. The Jacobian matrix of the softmax function is

\[
\frac{d\text{SM}(x)}{dx} = \text{diag}(\text{SM}(x)) - \text{SM}(x)\text{SM}(x)^\top.
\]

The \( \ell_{1,1} \) norm of the Jacobian matrix can be bounded as

\[
\left\| \frac{d\text{SM}(x)}{dx} \right\|_{1,1} = \sum_{i=1}^{d} \sum_{j=1}^{d} \left| \left[\text{SM}(x)\right]_i \left( \mathbf{1}_{i=j} - \left[\text{SM}(x)\right]_j \right) \right|
\leq 2 \sum_{i=1}^{d} \left[\text{SM}(x)\right]_i \left( 1 - \left[\text{SM}(x)\right]_i \right)
\leq 2.
\]

(M.20)
Then the $\ell_1$-norm of the difference between $SM(x)$ and $SM(y)$ can be bounded as
\[
\|SM(x) - SM(y)\|_1 = \left\| \int_0^1 \frac{dSM(z)}{dz} \big|_{z=tx+(1-t)y} (y-x) dt \right\|_1
\leq \int_0^1 \left\| \frac{dSM(z)}{dz} \big|_{z=tx+(1-t)y} \right\|_1 \|y-x\|_\infty dt
\leq \int_0^1 2\|y-x\|_\infty dt
= 2\|y-x\|_\infty,
\]
where the first inequality follows from triangle inequality, the second inequality follows from Lemma M.7 by setting $p = 1$, $u = 1$ and $v = \infty$, and the last inequality follows from inequality (M.20). This concludes the proof. \qed

N Some Extensions

N.1 Extension to Multi-Head Attention

Our results in Theorem 4.4 can be extended to the neural network with multi-head attention, which is defined as
\[
f(X, W_{QK}, W_V) = SM(XW_{QK}X^\top)XW_V,
\]
\[
\text{MHA}(X, W_{QK}^{1:h}, W_V^{1:h}, W_O^{1:h}) = \sum_{i=1}^h f(X, W_{QK,i}, W_{V,i})W_{O,i},
\]
where $W_{QK,i} \in \mathbb{R}^{d \times d}$, $W_{V,i} \in \mathbb{R}^{d \times d}$, $W_{O,i} \in \mathbb{R}^{d \times d}$ for $i \in [h]$. Note that we only need to reprove the results in Propositions M.2 and J.3 for the multi-head attention.

**Proposition N.1.** For any $X, \tilde{X} \in \mathbb{R}^{N \times d}$, and any $W_{QK,i} \in \mathbb{R}^{d \times d}$, $W_{V,i} \in \mathbb{R}^{d \times d}$, $W_{O,i} \in \mathbb{R}^{d \times d}$ for $i \in [h]$ and two positive conjugate numbers $p, q \in \mathbb{R}$, if $\|X^\top\|_{p,\infty}, \|\tilde{X}^\top\|_{p,\infty} \leq B_X$, $\|W_{QK,i}\|_{p,q} \leq B_{QK}$, $\|W_{V,i}^\top\|_{p,q} \leq B_V$, and $\|W_{O,i}^\top\|_{p,q} \leq B_O$ for $i \in [h]$, then we have
\[
\left\| (\text{MHA}(X, W_{QK}^{1:h}, W_V^{1:h}, W_O^{1:h}) - \text{MHA}(\tilde{X}, W_{QK}^{1:h}, W_V^{1:h}, W_O^{1:h})) \big|_{\cdot} \right\|_{p,\infty}
\leq hB_O \cdot B_V \left(1 + 4c_{p,q}B_X^2 \cdot B_{QK}\right) \|X^\top - \tilde{X}^\top\|_{p,\infty}.
\]
**Proof of Proposition N.1.** For the difference between the outputs of the multi-head attention with different inputs, we have

\[
\| (\text{MHA}(X, W_{QK}^{1:h}, W_{V}^{1:h}, W_{O}^{1:h}) - \text{MHA}(\tilde{X}, W_{QK}^{1:h}, W_{V}^{1:h}, W_{O}^{1:h})) \|^\top_{p,\infty} \\
\leq \sum_{i=1}^{h} \left\| \left( f(X, W_{QK,i}, W_{V,i}) W_{O,i} - f(\tilde{X}, W_{QK,i}, W_{V,i}) W_{O,i} \right) \right\|^\top_{p,\infty} \\
\leq \sum_{i=1}^{h} \| W_{O,i}^\top \|_{p,q} \cdot \left\| \left( f(X, W_{QK,i}, W_{V,i}) - f(\tilde{X}, W_{QK,i}, W_{V,i}) \right) \right\|^\top_{p,\infty} \\
\leq \sum_{i=1}^{h} \| W_{O,i}^\top \|_{p,q} \cdot \| W_{V,i}^\top \|_{p,q} \left( 1 + 2c_{p,q} \| X^\top \|_{p,\infty} \cdot \| W_{QK,i}^\top \|_{p,q} \right) \\
+ \| X^\top \|_{p,\infty} \| X^\top - \tilde{X}^\top \|_{p,\infty},
\]

where the first inequality follows from triangle inequality, the second inequality follows from Lemma M.8, and the last inequality follows from Proposition M.2. \(\Box\)

**Proposition N.2.** For any \(X \in \mathbb{R}^{N \times d}\), and any \(W_{QK,i}, \tilde{W}_{QK,i} \in \mathbb{R}^{d \times d}, W_{V,i}, \tilde{W}_{V,i} \in \mathbb{R}^{d \times \frac{d}{4}}, W_{O,i}, \tilde{W}_{O,i} \in \mathbb{R}^{\frac{d}{4} \times d}\) for \(i \in [h]\) and two positive conjugate numbers \(p, q \in \mathbb{R}\), if \(\| X^\top \|_{p,\infty} \leq B_X, \| W_{V,i}^\top \|_{p,q}, \| \tilde{W}_{V,i}^\top \|_{p,q} \leq B_V, \| W_{O,i}^\top \|_{p,q}, \| \tilde{W}_{O,i}^\top \|_{p,q} \leq B_O\) for \(i \in [h]\), then we have

\[
\left\| (\text{MHA}(X, \tilde{W}_{QK}^{1:h}, \tilde{W}_{V}^{1:h}, \tilde{W}_{O}^{1:h}) - \text{MHA}(X, W_{QK}^{1:h}, W_{V}^{1:h}, W_{O}^{1:h})) \right\|^\top_{p,\infty} \\
\leq \sum_{i=1}^{h} B_V \cdot B_X \left\| (\tilde{W}_{O,i} - W_{O,i}) \right\|^\top_{p,q} + B_O \cdot B_X \left\| W_{V,i}^\top - \tilde{W}_{V,i}^\top \right\|_{p,q} \\
+ 2c_{p,q} B_X^3 \cdot B_V \cdot B_O \left\| W_{QK,i}^\top - \tilde{W}_{QK,i}^\top \right\|_{p,q}
\]

**Proof of Proposition N.2.** For the difference between the outputs of the multi-head attention
with different parameters, we have

\[
\left\| (\text{MHA}(X, \tilde{W}^{1:h}_{QK}, \tilde{W}^{1:h}_V, \tilde{W}^{1:h}_O) - \text{MHA}(X, W^{1:h}_{QK}, W^{1:h}_V, W^{1:h}_O)) \right\|_{p,\infty}
\]

\[
= \left\| \left( \sum_{i=1}^h f(X, \tilde{W}_{QK,i}, \tilde{W}_{V,i}) \tilde{W}_{O,i} - \sum_{i=1}^h f(X, W_{QK,i}, W_{V,i}) W_{O,i} \right) \right\|_{p,\infty}
\]

\[
\leq \left\| \left( \sum_{i=1}^h f(X, \tilde{W}_{QK,i}, \tilde{W}_{V,i}) \tilde{W}_{O,i} - \sum_{i=1}^h f(X, W_{QK,i}, \tilde{W}_{V,i}) W_{O,i} \right) \right\|_{p,\infty}
\]

\[
+ \left\| \left( \sum_{i=1}^h f(X, \tilde{W}_{QK,i}, \tilde{W}_{V,i}) W_{O,i} - \sum_{i=1}^h f(X, W_{QK,i}, W_{V,i}) W_{O,i} \right) \right\|_{p,\infty}
\]

\[
\leq \sum_{i=1}^h \left\| (f(X, \tilde{W}_{QK,i}, \tilde{W}_{V,i}))^T \right\|_{p,\infty} \cdot \left\| (\tilde{W}_{O,i} - W_{O,i}) \right\|_{p,q}
\]

\[
+ \sum_{i=1}^h \left\| (f(X, \tilde{W}_{QK,i}, \tilde{W}_{V,i}) - f(X, W_{QK,i}, W_{V,i})) \right\|_{p,\infty} \cdot \left\| W_{O,i}^T \right\|_{p,q}.
\]  \hspace{1cm} (N.1)

where the first inequality follows from triangle inequality, and the second inequality follows from Lemma M.8.

For the first term in inequality (N.1), let \( \tau \in [N] \) and \( x_\tau^\top \) be the \( \tau \)th row of \( X \), then we have

\[
\left\| (f(X, \tilde{W}_{QK,i}, \tilde{W}_{V,i}))^T \right\|_{p,\infty} = \max_{\tau \in [N]} \left\| \text{SM}(x_\tau^\top \tilde{W}_{QK,i} X^\top) X \tilde{W}_{V,i} \right\|
\]

\[
\leq \max_{\tau \in [N]} \left\| \tilde{W}_{V,i} X^\top \right\|_{p,\infty} \cdot \left\| \text{SM}(x_\tau^\top \tilde{W}_{QK,i} X^\top) \right\|_1
\]

\[
\leq \left\| \tilde{W}_{V,i} \right\|_{p,q} \cdot \left\| X^\top \right\|_{p,\infty}.
\]  \hspace{1cm} (N.2)

where the first inequality follows from Lemma M.7. For the second term in inequality (N.1), recall Proposition M.2, then we have

\[
\left\| (f(X, \tilde{W}_{QK,i}, \tilde{W}_{V,i}) - f(X, W_{QK,i}, W_{V,i})) \right\|_{p,\infty}
\]

\[
\leq 2c_{p,q} \left\| X^\top \right\|_{p,\infty}^2 \cdot \left\| W_{V,i}^T \right\|_{p,q} \cdot \left\| W_{QK,i}^T - \tilde{W}_{QK,i} \right\|_{p,q} + \left\| W_{V,i}^T - \tilde{W}_{V,i} \right\|_{p,q} \cdot \left\| X^\top \right\|_{p,\infty}.
\]  \hspace{1cm} (N.3)

The desired result follows by substituting inequalities (N.2) and (N.3) into inequality (N.1). This concludes the proof.

\[
\square
\]

**Proposition N.3.** For any \( X \in \mathbb{R}^{N \times d} \), and any \( W_{QK,i} \in \mathbb{R}^{d \times d}, W_{V,i} \in \mathbb{R}^{d \times \frac{d}{2}}, W_{O,i} \in \mathbb{R}^{\frac{d}{2} \times d} \) for \( i \in [h] \) and two positive conjugate numbers \( p, q \in \mathbb{R} \), we have

\[
\left\| (\text{MHA}(X, W^{1:h}_{QK}, W^{1:h}_V, W^{1:h}_O)) \right\|_{p,\infty} \leq \sum_{i=1}^h \left\| W_{O,i}^T \right\|_{p,q} \left\| W_{V,i}^T \right\|_{p,q} \left\| X^\top \right\|_{p,\infty}.
\]
Proof of Proposition N.3. For the $\ell_{p,\infty}$-norm of the multi-head attention, we have
\[
\left\| \left( \text{MHA}(X, W_{QK}^{1:h}, W_V^{1:h}, W_O^{1:h}) \right)^\top \right\|_{p,\infty} \\
\leq \sum_{i=1}^h \left\| \left( f(X, W_{QK,i}, W_{V,i}) W_{O,i} \right)^\top \right\|_{p,\infty} \\
\leq \sum_{i=1}^h \|W_{O,i}^T\|_{p,q} \cdot \left\| \left( f(X, W_{QK,i}, W_{V,i}) \right)^\top \right\|_{p,\infty} \\
\leq \sum_{i=1}^h \|W_{O,i}^T\|_{p,q} \cdot \|W_{V,i}^T\|_{p,q} \cdot \|X^\top\|_{p,\infty},
\]
where the first inequality follows from triangle inequality, the second inequality follows from Lemma M.8, and the final inequality follows from inequality (M.17) in Proposition J.3.

N.2 Extension to Non-i.i.d. Sampling

The dataset $\mathcal{D}$ is collected in an i.i.d. manner in the main paper. In this this section, we extend our result to the non-i.i.d. case. Specifically, we collect the dataset $\mathcal{D}' = \{(\bar{S}_t, \bar{A}_t, r_t)\}_{t=0}^n$ by implementing a policy $\pi_0$, i.e., the action is taken as $\bar{A}_t \sim \pi_0(\cdot | \bar{S}_t)$, and the sequence of states is updated as $\bar{S}_{t+1} \sim P^\star(\cdot | \bar{S}_t, \bar{A}_t)$ for $t \in [n]$. We assume that the initial state $\bar{S}_0$ is generated according to a distribution $q_0$, i.e., the initial state-action pair is distributed as $(\bar{S}_0, \bar{A}_0) \sim q_0 \pi_0$.

We denote the stationary distribution on the state-action pair of the Markov chain induced by the policy $\pi_0$ as $q_{\pi_0}^\star(\bar{S}, \bar{A})$. Note that the initial distribution $q_0 \pi_0$ may not equal to the stationary distribution $q_{\pi_0}^\star$. To distinguish these two different cases, we will use $P_{q_0 \pi_0}$ and $P_{q_{\pi_0}^\star}$ to denote the probability distributions with respect to the Markov chains with initial state distributed as $q_0 \pi_0$ and $q_{\pi_0}^\star$ respectively.

In such setting, we define the mismatch between two functions $f$ and $\tilde{f}$ on $\mathcal{D}$ for a fixed policy $\pi$ as $\mathcal{L}'(f, \tilde{f}, \pi; \mathcal{D}') = \frac{1}{n} \sum_{t=0}^{n-1} (f(\bar{S}_t, \bar{A}_t) - \tilde{r}_t - \gamma \tilde{f}(\bar{S}_{t+1}, \pi))^2$, then the Bellman error of a function $f$ with respect to the policy $\pi$ is defined as $\mathcal{E}'(f, \pi; \mathcal{D}') = \mathcal{L}'(f, f, \pi; \mathcal{D}') - \inf_{\tilde{f} \in \mathcal{F}} \mathcal{L}'(\tilde{f}, f, \pi; \mathcal{D}')$. The corresponding model-free algorithm can be written as
\[
\tilde{\pi}' = \arg\max_{\pi \in \Pi} \min_{f \in \mathcal{F}(\pi, \varepsilon)} f(\bar{S}_0, \pi), \text{ where } \mathcal{F}(\pi, \varepsilon) = \{ f \in \mathcal{F}_b(B) \mid \mathcal{E}'(f, \pi; \mathcal{D}') \leq \varepsilon \}. \tag{N.4}
\]

In the dataset $\mathcal{D}$ collected by implementing policy $\pi_0$, the mismatch between the distribution induced by the optimal policy $d_{\pi_0}^\star$ and the stationary distribution $q_{\pi_0}^\star$ is captured by
\[
C_{\mathcal{F}_b}(\pi_0) = \max_{f \in \mathcal{F}_b} \mathbb{E}_{q_{\pi_0}^\star} \left[ (f(\bar{S}, \bar{A}) - \mathcal{T}^\star f(\bar{S}, \bar{A}))^2 \right] / \mathbb{E}_{q_{\pi_0}^\star} \left[ (f(\bar{S}, \bar{A}) - \mathcal{T}^\star f(\bar{S}, \bar{A}))^2 \right], \tag{N.5}
\]
where $\mathcal{F}_b$ is the transformer function class defined in Section 4.1.
To analyze the concentration behavior of the action-value function estimate under such sampling method, we need to define additional quantities to describe how fast the Markov chain approximates its stationary distribution. For a Markov chain with finite state space $\Omega$ and transition probability matrix $P$, we label the eigenvalues of $P$ in decreasing order: $1 = \lambda_1 \geq \ldots \geq \lambda_{|\Omega|} \geq -1$. Define $\lambda^* = \max\{|\lambda| : \lambda \text{ is an eigenvalue of } P \text{ and } \lambda \neq 1\}$. The **absolute spectral gap** of $P$ is defined as $1 - \lambda^*$. The notion of the absolute spectral gap and our following results can also be generalized to the Markov chain with infinite state space by treating of transition kernel $P$ as an operator of a Hilbert space. For two distributions $p$ and $q$ on $\Omega$, we define $N(p, q) = \int_{\Omega} \frac{dp}{dq}(x) p(dx)$.

Inspired by the ubiquitous change-of-measure technique, we will use $N(q_0, q)$ to capture the difference between the non-stationary Markov chain with initial distribution $q_0$ and the stationary Markov chain with stationary distribution $q$.

To analyze the algorithm in Eqn. (N.4), we first derive a generalization error bound of the estimate of the Bellman error using the PAC-Bayesian framework.

**Proposition N.4.** Consider the dataset $D'$ collected by implementing a policy $\pi_0$. Let $\bar{B} = B_V B_Q \bar{B}_a B_b B_w$. For all $f, \tilde{f} \in F_{\Pi}(B)$ and all policies $\pi \in \Pi$, with probability at least $1 - \delta$, we have

$$
\left| \mathbb{E}_{q_{\pi_0}^*} \left[ (f(\bar{S}, \bar{A}) - \mathcal{T}^\pi \tilde{f}(\bar{S}, \bar{A}))^2 \right] - \mathcal{L}'(f, \tilde{f}, \pi; D') + \mathcal{L}'(\mathcal{T}^\pi \tilde{f}, \tilde{f}, \pi; D') \right| 
\leq C + \frac{(2 - C)\lambda}{2} \mathbb{E}_{q_{\pi_0}^*} \left[ (f(\bar{S}, \bar{A}) - \mathcal{T}^\pi \tilde{f}(\bar{S}, \bar{A}))^2 \right] + O\left( \frac{V^2_{\text{max}}}{2} \right) \left( \frac{mL^2 d^2 \log \frac{mdL B_n}{V_{\text{max}}}}{n} + \log \frac{N(q_0, q_{\pi_0}^*, \Pi, 1/n, d_\infty)}{\delta} \right),
$$

where $1 - \lambda$ is the absolute spectral gap of the Markov chain $\{(\bar{S}_t, \bar{A}_t)\}_{t=0}^\infty$ induced by the policy $\pi_0$, and $0 < C < e^{1/10}$ is an absolute constant.

For ease of notation, we define $\tilde{e}(F_{\Pi}, \Pi, \pi_0, \delta, n)$ to be $(1 - \lambda)n$ times the second term of the generalization error bound in (N.6). We note that Proposition N.4 is a generalization of Theorem 4.4. When the dataset $D$ consists of i.i.d. samples drawn according to $\mu$, the dataset $D$ can be treated as a Markov chain with $\lambda = 0$, and $N(\mu, \mu) = 1$. In this case, our result in Proposition N.4 particularizes to the result in Theorem 4.4 up to a constant.

Before stating the suboptimality bound, we require two additional assumptions on the function class and the policy $\pi_0$. We first state the standard regularity assumption of the
transformer function class. We assume that the collected dataset $D'$ provides a good coverage of the optimal policy.

**Assumption N.5.** For the policy $\pi_0$, the coefficient $C'_{\mathcal{F}_t}(\pi_0)$ defined in Eqn. (N.5) is finite.

Correspondingly, we slightly adjust the approximate realizability and complete assumption as follows:

**Assumption N.6.** For any $\pi \in \Pi$, we have $\inf_{f \in \mathcal{F}_t} \sup_{\mu \in \mathcal{Q}_n} \mathbb{E}_\mu[(f(\bar{S}, \bar{A}) - T^\pi f(\bar{S}, \bar{A}))^2] \leq \varepsilon'_{\mathcal{F}}$ and $\sup_{f \in \mathcal{F}_t} \inf_{\bar{f} \in \mathcal{F}_t} \mathbb{E}_{q^\pi_n}(\bar{f}(\bar{S}, \bar{A}) - T^{\bar{\pi}} f(\bar{S}, \bar{A}))^2 \leq \varepsilon'_{\mathcal{F}, \mathcal{F}}$, where $\mathcal{Q}_n = \{\mu \mid \exists \pi \in \Pi \text{ s.t. } \mu = q^\pi_n\}$ is the set of stationary distributions of the state and the action pair induced by any policy $\pi \in \Pi$.

Then the suboptimality gap of the learned policy can be upper bounded as follows.

**Theorem N.7.** If Assumptions N.5 and N.6 hold, and we take $\varepsilon = [2 + C + (2 - C)\lambda] \varepsilon'_{\mathcal{F}} / 2 + 2\bar{c}(\mathcal{F}_t, \Pi, \pi_0, \delta, n)/((1 - \lambda)n)$, then with probability at least $1 - \delta$, the suboptimality gap of the policy derived in the algorithm shown in Eqn. (N.4) is upper bounded as

$$V_{\tilde{P}}^{\pi^*}(\bar{S}_0) - V_{\tilde{P}}^{\pi}(\bar{S}_0) \leq O \left( \sqrt{\frac{C'_{\mathcal{F}_t}(\pi_0)\varepsilon}{(1 - \gamma)^2(1 - \lambda)}} + \frac{V_{\max} \sqrt{C'_{\mathcal{F}_t}(\pi_0)} \varepsilon}{(1 - \gamma)(1 - \lambda) \sqrt{n}} mL^2 d^2 \log \frac{mdLBn}{V_{\max}} + \log \frac{2N(q^\pi_0, q^\pi_{n, \infty})N(\Pi, 1/n, d_{\infty})}{\delta} \right),$$

where $d = d_S + d_A$, $\bar{c} = \varepsilon'_{\mathcal{F}} + \varepsilon'_{\mathcal{F}, \mathcal{F}}$, $B$ is defined in Proposition N.4, $0 < C < e^{1/10}$ is an absolute constant, and $1 - \lambda$ is the absolute spectral gap of the Markov chain $\{(\bar{S}_t, \bar{A}_t)\}_{t=0}^\infty$ induced by the policy $\pi_0$.

We note that Theorem N.7 is a generalization of Theorem 4.5. Sampling in an i.i.d. manner according to $\mu$ can be regarded as a Markov chain with $\lambda = 0$, and $N(\mu, \mu) = 1$. In this case, our result in Theorem N.7 particularizes to the result in Theorem 4.5.

**Proof of Theorem N.7.** The proof follows along similar lines as that of Theorem 4.5. Recall the definition below Proposition N.4, i.e.,

$$\bar{c}(\mathcal{F}_t, \Pi, \pi_0, \delta, n) = C' V_{\max}^2 \left[ mL^2 d^2 \log \frac{mdLBn}{V_{\max}} + \log \frac{N(q^\pi_0, q^\pi_{n, \infty})N(\Pi, 1/n, d_{\infty})}{\delta} \right],$$

where $C' > 0$ is an absolute constant. To simplify the proof, we define

$$f_{\pi^*} = \arg \inf_{f \in \mathcal{F}_t} \sup_{\mu \in \mathcal{Q}_n} \mathbb{E}_\mu \left[ (f(\bar{S}, \bar{A}) - T^{\pi^*} f(\bar{S}, \bar{A}))^2 \right],$$

$$\varepsilon = \frac{2 + C + (2 - C)\lambda}{2} \frac{\varepsilon'_{\mathcal{F}} + 2\bar{c}(\mathcal{F}_t, \Pi, \pi_0, \delta, n)}{(1 - \lambda)n}.$$
where $0 < C < e^{1/10}$ is an absolute constant.

Our proof can be decomposed into three main parts.

- Since $f^*_{\pi^*}$ is the best approximation of action-value function of the optimal policy $\pi^*$, we expect that it should belong to the confidence region of the action-value functions $\mathcal{F}'(\pi^*, \varepsilon)$ with high probability. We show this in Step 1.

- For any $\pi \in \Pi$ and any $f \in \mathcal{F}(\pi, \varepsilon)$, since the empirical Bellman error is bounded $\mathcal{E}'(f, \pi; D') \leq \varepsilon$, we expect that the population Bellman error $\mathbb{E}_{q_{\pi^*}}[(f(S, A) - \mathcal{T}^* f(S, A))^2]$ can be controlled with high probability, which implies that $f$ is a reliable estimate of the action-value function of $\pi$. We show this in Step 2.

- The suboptimality gap of the learned policy according to the reliable action-value function estimate can be bounded using the estimation error bound. We do this in Step 3.

We lay out the proof by the three steps as stated in the above proof sketch.

**Step 1: Show that $f^*_{\pi^*} \in \mathcal{F}'(\pi^*, \varepsilon)$ with high probability.**

From the definition of $f^*_{\pi^*}$ and Assumption N.6, we note that the population Bellman error of $f^*_{\pi^*}$ with respect to $\pi^*$ is bounded by $\varepsilon_{\mathcal{F}}$. To bound the empirical Bellman error $\mathcal{E}'(f^*_{\pi^*}, \pi^*; D')$ of $f^*_{\pi^*}$, we utilize the generalization error bound of the action-value function with the transformer function class.

**Proposition N.8.** Consider the dataset $D'$ collected by implementing a policy $\pi_0$. Let $\bar{B} = B_{V, B_{Q^K}, B_d, B_k, B_w}$. For all $f, \tilde{f} \in \mathcal{F}_{\mathcal{F}}(B)$ and all policies $\pi \in \Pi$, with probability at least $1 - \delta$, we have

$$
\left| \mathbb{E}_{q_{\pi^*}}[(f(S, A) - \mathcal{T}^* \tilde{f}(S, A))^2] - \mathcal{L}'(f, \tilde{f}, \pi; D') + \mathcal{L}'(\mathcal{T}^* \tilde{f}, \tilde{f}, \pi; D') \right|
\leq C + \frac{2 - C}{2} \lambda \mathbb{E}_{q_{\pi^*}}[(f(S, A) - \mathcal{T}^* \tilde{f}(S, A))^2] + O \left( \frac{V_{\max}^2 d^2 \log \frac{mLDBn}{V_{\max}} + \log \frac{N(q_{\pi_0}^{q_{\pi_0}})}{\delta}}{(1 - \lambda)n} \right),
$$

where $1 - \lambda$ is the absolute spectral gap of the Markov chain $\{(S_t, A_t)\}_{t=0}^\infty$ induced by the policy $\pi_0$, and $0 < C < e^{1/10}$ is an absolute constant.

**Proof.** See Appendix N.3.1 for a detailed proof.

We can decompose the empirical Bellman error $\mathcal{E}'(f^*_{\pi^*}, \pi^*; D')$ as the sum of the population Bellman error and the generalization error, where the population Bellman error can be controlled with $\varepsilon_{\mathcal{F}}$ according to Assumption N.6, and the generalization error can be controlled with Proposition N.4. Thus, we have the following lemma.
Lemma N.9. For any $\pi \in \Pi$, let $f^*_{\pi} = \arg \inf_{f \in \mathcal{F}_{\pi}} \sup_{\mu \in \mathcal{M}} \mathbb{E}_{\mu}[(f(\bar{S}, \bar{A}) - T^* f(\bar{S}, \bar{A}))^2]$. If Assumption N.6 holds, the following inequality holds with probability at least $1 - \delta$,

$$\mathcal{E}'(f^*_{\pi}; \mathcal{D}') \leq \frac{2 + C + (2 - C)\lambda}{2} \varepsilon' + \frac{2\tilde{c}(\mathcal{F}_{\text{df}}, \Pi, \pi_0, \delta, n)}{(1 - \lambda)n}.$$

Proof. The proof is same as the proof of Lemma G.1 except using the concentration inequality in Proposition N.4. \hfill \Box

Step 2: For any policy $\pi \in \Pi$ and $f \in \mathcal{F}(\pi, \varepsilon)$, show $\mathbb{E}_{\pi_0}[\{(f(\bar{S}, \bar{A}) - T^* f(\bar{S}, \bar{A}))^2\}$ is small with high probability.

To prove the desired result, we relate the population Bellman error $\mathbb{E}_{\pi_0}[\{(f(\bar{S}, \bar{A}) - T^* f(\bar{S}, \bar{A}))^2\}$ with $\mathcal{E}'(f, \pi; \mathcal{D}')$ using Proposition N.4, where we bound the population Bellman error as the difference between the empirical Bellman error and the generalization error. Thus, we have the following lemma.

Lemma N.10. For any $\pi \in \Pi$ and $f \in \mathcal{F}_{\pi}$, if $\mathcal{E}'(f, \pi; \mathcal{D}') \leq \varepsilon$ for some $\varepsilon > 0$, and Assumption N.6 holds, the following inequality holds with probability at least $1 - \delta$,

$$\mathbb{E}_{\pi_0}(f(S, A) - T^* f(S, A))^2 \leq \frac{2}{(2 - C)(1 - \lambda)} \varepsilon + \frac{2 + C + (2 - C)\lambda}{(2 - C)(1 - \lambda)^2} \varepsilon' + \frac{4\tilde{c}(\mathcal{F}_{\text{df}}, \Pi, \pi_0, \delta, n)}{(2 - C)(1 - \lambda)^2 n}.$$

Proof. The proof is same as the proof of Lemma G.2 except using the concentration inequality in Proposition N.4. \hfill \Box

Step 3: Bound the suboptimality gap of the learned policy with the population Bellman error bound in Step 2.

We define

$$\hat{f}_{\pi^*} = \arg\max_{f \in \mathcal{F}(\pi^*, \varepsilon)} f(S_0, \pi^*),$$

$$\check{f}_{\pi^*} = \arg\min_{f \in \mathcal{F}(\pi^*, \varepsilon)} f(S_0, \pi^*),$$

Following the same procedures in step 3 of the proof of Theorem 4.5, we can show that

$$V_{\pi^*}^*(S_0) - V_{\pi^*}^*(S_0) \leq \hat{f}_{\pi^*}(S_0, \pi^*) - V_{\pi^*}^*(S_0) + V_{\pi^*}^*(S_0) - \check{f}_{\pi^*}(S_0, \pi^*) + \frac{2\sqrt{\varepsilon'}}{1 - \gamma}. \tag{N.7}$$
Applying the suboptimality gap decomposition in Lemma M.4 to inequality (N.7), we have

\[
V^\pi_0(\tilde{S}_0) - \hat{V}^\pi_0(\tilde{S}_0) \leq \frac{1}{1 - \gamma} \left\{ \mathbb{E}_{d^*} \left[ \hat{f}^\pi_*(\tilde{S}, \tilde{A}) - T^\pi_\tilde{A} \hat{f}^\pi_*(\tilde{S}, \tilde{A}) \right] \right. \\
\left. - \mathbb{E}_{d^*} \left[ \hat{f}^\pi_*(\tilde{S}, \tilde{A}) - T^\pi_\tilde{A} \hat{f}^\pi_*(\tilde{S}, \tilde{A}) \right] \right\} + \frac{2\sqrt{\varepsilon_F}}{1 - \gamma}
\]

where the first inequality follows from Lemma M.4, and the second inequality follows from Jensen’s inequality and the definition of \( C^\prime_{\mathcal{F}_U}(\pi_0) \). Combined with the result in Step 2, we have

\[
V^\pi_0(\tilde{S}_0) - \hat{V}^\pi_0(\tilde{S}_0) \leq \sqrt{C^\prime_{\mathcal{F}_U}(\pi_0)(\varepsilon_F + \varepsilon_{F,F}) + \frac{4\varepsilon(F_{uf}, \Pi, \pi_0, \delta, n)}{(2 - C)(1 - \lambda)^2n} + \frac{2\sqrt{\varepsilon_F}}{1 - \gamma}}
\]

Therefore, we conclude the proof of Theorem N.7. \( \square \)

N.3 Proofs of Supporting Propositions in Section N.2

N.3.1 Proof of Proposition N.4

Proof of Proposition N.4. Similar to the proof of Theorem 4.4, we adopt a PAC-Bayesian framework to derive our desired generalization error bound. We first state a preliminary result.

Proposition N.11. Let \( \{X_i\}_{i \geq 1} \) be a Markov chain with state space \( \Omega \), stationary distribution \( q \), initial distribution \( X_1 \sim q_0 \), and absolute spectral gap \( 1 - \lambda \). Set \( \mathcal{F} \) be the collection of functions of \( f : \Omega \to \mathbb{R} \). For any \( f \in \mathcal{F} \), we define

\[
q(f) = \mathbb{E}_q[f(X)], \quad \sigma^2(f) = \text{Var}_q(f(X)),
\]

where the expectation is taken with respect to the stationary distribution \( q \). Let \( Q \) be the distribution of the random function \( f \). Assume that \( |f(X) - q(f)| \leq c \) almost surely with respect to \( Q \) for some constant \( c > 0 \). Then we have that with probability at least \( 1 - \delta \), the
Then the expectation of $q(f) - \frac{1}{n} \sum_{i=1}^{n} f(X_i)$ can be expressed as
\[
\mathbb{E}_Q \left[ q(f) - \frac{1}{n} \sum_{i=1}^{n} f(X_i) \right] \leq \frac{C + (2 - C)\lambda}{10c} \mathbb{E}_Q[\sigma^2(f)] + \frac{10c}{(1 - \lambda)n} \left[ \text{KL}(Q \| P_0) + \log \frac{2N(q_0, q)}{\delta^2} \right],
\]
where $C$ is an absolute constant such that $0 < C < e^{1/10}$.

**Proof.** See Appendix N.3.2. 

Our proof can be decomposed into two main parts.

- We verify that the Bellman error satisfies the conditions in Proposition N.11 and apply it to the Bellman error.
- We adopt the similar procedure in the proof of Theorem 4.4 to control the fluctuation of both sides in inequality (N.8) and calculate $\text{KL}(Q \| P_0)$.

**Step 1: Verify the conditions in Proposition N.4**

We consider the Markov chain formed by $\{(\bar{S}_t, \bar{A}_t, \bar{S}_{t+1}, \bar{A}_{t+1})\}_{t=0}^\infty$. Note that this Markov chain shares the same absolute spectral gap with the Markov chain $\{(\bar{S}_t, \bar{A}_t)\}_{t=0}^\infty$ when $\mathcal{S}$ and $\mathcal{A}$ are finite.

Let $X_t = (\bar{S}_t, \bar{A}_t, \bar{S}_{t+1}, \bar{A}_{t+1})$ for all $f, \tilde{f} \in \mathcal{F}_t(B_a, B_b, B_{QK}, B_V, B_w)$. We define
\[
l'(f, \tilde{f}, \pi; X_t) = (f(\bar{S}_t, \bar{A}_t) - \bar{r}(\bar{S}_t, \bar{A}_t) - \gamma \tilde{f}(\bar{S}_{t+1}, \pi))^2
- (T^x \bar{f}(\bar{S}_t, \bar{A}_t) - \bar{r}(\bar{S}_t, \bar{A}_t) - \gamma \tilde{f}(\bar{S}_{t+1}, \pi))^2.
\]

Then the term we consider in Theorem 4.4 can be expressed as
\[
\mathcal{L}'(f, \tilde{f}, \pi; \mathcal{D}') - \mathcal{L}'(T^x \bar{f}, \tilde{f}, \pi; \mathcal{D}') = \frac{1}{n} \sum_{i=1}^{n} l'(f, \tilde{f}, \pi; X_i) \text{ and } |l'(f, \tilde{f}, \pi; X)| \leq 4V_{\text{max}}^2.
\]

Then the expectation of $l(f, \tilde{f}, \pi; X)$ with respect to the stationary distribution $(\bar{S}_t, \bar{A}_t, \bar{S}_{t+1}, \bar{A}_{t+1}) \sim q_{\pi_0}^{\pi_0} \times P^* \times \pi_0$ is
\[
\mathbb{E}_{q_0^{\pi_0} \times \pi_0 \times \pi_0} \left[ l'(f, \tilde{f}, \pi; X_t) \right]
= \mathbb{E}_{q_0^{\pi_0} \times \pi_0} \left[ (f(\bar{S}_t, \bar{A}_t) - T^x \bar{f}(\bar{S}_t, \bar{A}_t)) (f(\bar{S}_t, \bar{A}_t) + T^x \bar{f}(\bar{S}_t, \bar{A}_t) - 2\bar{r} - 2\gamma \tilde{f}(\bar{S}_{t+1}, \pi)) \right]
= \mathbb{E}_{q_0^{\pi_0}} \left[ \mathbb{E}_{\pi_0} \left[ (f(\bar{S}_t, \bar{A}_t) - T^x \bar{f}(\bar{S}_t, \bar{A}_t)) (f(\bar{S}_t, \bar{A}_t) + T^x \bar{f}(\bar{S}_t, \bar{A}_t)
- 2\bar{r} - 2\gamma \tilde{f}(\bar{S}_{t+1}, \pi)) \right| \bar{S}_t, \bar{A}_t \right]
= \mathbb{E}_{q_0^{\pi_0}} \left[ (f(\bar{S}_t, \bar{A}_t) - T^x \bar{f}(\bar{S}_t, \bar{A}_t))^2 \right],
\]

(N.9)
where the last equality follows from the definition of the Bellman operator. As a consequence, the variance of $l'(f, \tilde{f}, \pi; X)$ can be bounded by its expectation as
\[
\text{Var}_{q_{t_0}^{\pi_0} \times P^* \times \pi_0}(l'(f, \tilde{f}, \pi; X_t))
\leq \mathbb{E}_{q_{t_0}^{\pi_0} \times P^* \times \pi_0}[(l'(f, \tilde{f}, \pi; X_t))^2]
= \mathbb{E}_{q_{t_0}^{\pi_0}}[P^* \left((f(S_t, A_t) - \mathcal{T}^\pi \tilde{f}(S_t, A_t))^2(f(S_t, A_t) + \mathcal{T}^\pi \tilde{f}(S_t, A_t) - 2f - 2\gamma \tilde{f}(S_{t+1}, \pi))^2 \Big| S_t, A_t\right)]
\leq 16V_{\max}^2\mathbb{E}_{q_{t_0}^{\pi_0}}\left[(f(S_t, A_t) - \mathcal{T}^\pi \tilde{f}(S_t, A_t))^2\right]
\tag{N.10}
\]
where the last inequality follows from the fact that $f$ and $\tilde{f}$ is bounded by $V_{\max}$. Eq. (N.9) shows that $l'(f, \tilde{f}, \pi; X_t)$ satisfies the condition in Proposition N.11 with $c = 4V_{\max}^2$. Applying Proposition I.1 and inequality (N.10) to $l'(f, \tilde{f}, \pi; X_t)$, we have with probability at least $1 - \delta$,
\[
\left|\mathbb{E}_Q\left[\mathbb{E}_{q_{t_0}^{\pi_0}}\left[(f(S_t, A_t) - \mathcal{T}^\pi \tilde{f}(S_t, A_t))^2\right] - \frac{1}{n} \sum_{t=0}^{n-1} l'(f, \tilde{f}, \pi; X_t)\right]\right|
\leq \frac{C + (2 - C)\lambda}{2} \mathbb{E}_{q_{t_0}^{\pi_0}}\left[(f(S_t, A_t) - \mathcal{T}^\pi \tilde{f}(S_t, A_t))^2\right]
+ \frac{40V_{\max}^2}{(1 - \lambda)n} [\text{KL}(Q\|P_0) + \log \frac{2N(q_{t_0}^{\pi_0}, q_{t_0}^{\pi_0})}{\delta^2}],
\tag{N.11}
\]
where $0 < C < e^{1/10}$ is an absolute constant.

**Step 2: Control the fluctuation of both sides in inequality (N.11) and calculate KL(Q\|P_0)**

To control the fluctuation of both sides in inequality (N.11) and calculate KL(Q\|P_0), we take the same procedure in the steps 2, 3 and 4 in the proof of Theorem 4.4. We derive the uniform convergence result that for all $f, \tilde{f} \in \mathcal{F}_{U}(B)$ and all policies $\pi \in \Pi$, with probability at least $1 - \delta$, we have
\[
\left|\mathbb{E}_{q_{t_0}^{\pi_0}}\left[(f(S_t, A_t) - \mathcal{T}^\pi \tilde{f}(S_t, A_t))^2\right] - \mathcal{L}'(f, \tilde{f}, \pi; \mathcal{D}') + \mathcal{L}'(\mathcal{T}^\pi \tilde{f}, \tilde{f}, \pi; \mathcal{D}')\right|
\leq \frac{C + (2 - C)\lambda}{2} \mathbb{E}_{q_{t_0}^{\pi_0}}\left[(f(S_t, A_t) - \mathcal{T}^\pi \tilde{f}(S_t, A_t))^2\right]
+ \mathcal{O}\left(\frac{V_{\max}^2}{(1 - \lambda)n} \left[mdL^2d^2 \log \frac{mdLBn}{V_{\max}} + \log \frac{N(q_{t_0}^{\pi_0}, q_{t_0}^{\pi_0})N(\Pi, 1/n, d_{\infty})}{\delta}\right]\right).
\]
Therefore, we conclude the proof of Proposition N.4.

**N.3.2 Proof of Proposition N.11**

**Proof of Proposition N.11.** The proof consists of two main steps. First, we assume that the initial state is distributed as the stationary distribution $q$ and derive the results under this
stationary setting. Second, we extend the result to the non-stationary Markov chain, i.e., the initial state is not distributed as \( q \) but \( q_0 \).

**Step 1: Derive a concentration bound when the initial state’s distribution is the stationary distribution**

Under the stationary setting, we make use of the following concentration results in Jiang et al. [2018].

**Proposition N.12** (Theorem 1 in Jiang et al. [2018]). Suppose \( \{X_i\}_{i \geq 1} \) is a stationary Markov chain with invariant distribution \( q \) and non-zero absolute spectral gap \( 1 - \lambda > 0 \), and \( f_i : x \rightarrow [-c, +c] \) is a sequence of functions with \( q(f_i) = 0 \). Let \( \sigma^2 = 1/n \sum_{i=1}^{n} q(f_i^2) \). Then for any \( 0 \leq t < (1 - \lambda)/5c \), we have

\[
E_q \left[ \exp \left( t \sum_{i=1}^{n} f_i(X_i) \right) \right] \leq \exp \left( \frac{n\sigma^2}{c^2} (e^{tc} - 1 - tc) + \frac{n\sigma^2 \lambda t^2}{1 - \lambda - 5ct} \right).
\]

Set \( f_i(X_i) = f(X_i) - q(f) = g(X_i) \). Proposition N.12 shows that for \( 0 \leq t < (1 - \lambda)n/(5c) \),

\[
E_q \left[ \exp \left( \frac{t}{n} \sum_{i=1}^{n} g(X_i) \right) \right] \leq \exp \left[ \frac{n\sigma^2}{c^2} \left( e^{ct/n} - 1 - \frac{ct}{n} \right) + \frac{\lambda \sigma^2 t^2}{n(1 - \lambda - 5ct/n)} \right],
\]

where \( \sigma^2 = \sigma^2(f) \). We define

\[
\epsilon_n(f, X_i^n) = \frac{t}{n} \sum_{i=1}^{n} g(X_i) - \left[ \frac{n\sigma^2}{c^2} \left( e^{ct/n} - 1 - \frac{ct}{n} \right) + \frac{\lambda \sigma^2 t^2}{n(1 - \lambda - 5ct/n)} \right],
\]

By inequality (N.12) and Markov’s inequality, we have that for any distribution \( P_0 \) on the function class \( \mathcal{F} \), the random variable \( \epsilon_n(f, X_i^n) \) induced by the Markov chain \( \{X_i\}_{i=1}^{n} \) satisfies

\[
P_q \left( E_{\mathcal{F} \sim P_0} \left[ \exp \left( \epsilon_n(f, X_i^n) \right) \right] \geq \frac{2}{\delta} \right) \leq \frac{\delta}{2},
\]

where the probability is taken with respect to the Markov chain with initial distribution \( q \).

Setting \( g(f) = \epsilon_n(f, X_i^n) \) in Theorem M.1, we have

\[
\mathbb{E}_Q[\epsilon_n(f, X_i^n)] \leq KL(Q \| P_0) + \log \mathbb{E}_{P_0} \left[ \exp \left( \epsilon_n(f, X_i^n) \right) \right].
\]

Substituting inequality (N.13) into inequality (N.14), we have that with probability at least \( 1 - \delta/2 \)

\[
\mathbb{E}_Q \left[ \frac{t}{n} \sum_{i=1}^{n} g(X_i) - \left[ \frac{n\sigma^2}{c^2} \left( e^{ct/n} - 1 - \frac{ct}{n} \right) + \frac{\lambda \sigma^2 t^2}{n(1 - \lambda - 5ct/n)} \right] \right] \leq KL(Q \| P_0) + \log \frac{2}{\delta}.
\]
Set $t/n = (1 - \lambda)/(10c)$. Since $e^x - 1 - x \leq ax^2$ for all $x \in [0, \log 2a]$, the left-hand side of inequality (N.15) can be upper bounded as

$$
\mathbb{E}_Q\left[\frac{1}{n} \sum_{i=1}^{n} g(X_i)\right] \\
\leq \left[\frac{n}{c^2 t} \cdot C t^2 n^2 + \frac{\lambda t}{n(1 - \lambda - 5ct/n)}\right] \mathbb{E}_Q[\sigma^2(f)] + \frac{1}{t} \text{KL}(Q\|P_0) + \frac{1}{t} \log \frac{2}{\delta}
$$

$$
= C + \frac{(2 - C)\lambda}{10c} \mathbb{E}_Q[\sigma^2(f)] + \frac{10c}{(1 - \lambda)n} \left[\text{KL}(Q\|P_0) + \log \frac{2}{\delta}\right],
$$

where the $C$ in the second inequality is a constant that $C \leq e^{(1-\lambda)/10} < e^{1/10}$, the equality follows from substituting the value of $t$ into the second inequality, and the expectation in $\mathbb{E}_Q[\sigma^2(f)]$ is taken with respect to the distribution $Q$ on the set of function class $\mathcal{F}$. From symmetry, we can show that the with probability (taken with respect to the Markov chain initialized with the stationary distribution) at least $1 - \delta$

$$
\mathbb{E}_Q\left[\frac{1}{n} \sum_{i=1}^{n} g(X_i)\right] \leq C + \frac{(2 - C)\lambda}{10c} \mathbb{E}_Q[\sigma^2(f)] + \frac{10c}{(1 - \lambda)n} \left[\text{KL}(Q\|P_0) + \log \frac{2}{\delta}\right],
$$

where $0 < C < e^{1/10}$ is an absolute constant.

**Step 2: Extend inequality (N.16) to an arbitrarily initialized Markov chain.**

To extend the results to an arbitrarily initialized Markov chain, we make use of the following result in Paulin [2015].

**Proposition N.13** (Proposition 3.15 in Paulin [2015]). Let $\{X_i\}_{i=1}^{\infty}$ be a time homogeneous Markov chain with state space $\Omega$, and stationary distribution $q$. Suppose that $g : \Omega^n \rightarrow \mathbb{R}$ is a real-valued measurable function. Then

$$
P_{q_0}(g(X_1, \cdots, X_n) \geq t) \leq N(q_0, q)^{1/2} \cdot \left[P_q(g(X_1, \cdots, X_n) \geq t)\right]^{1/2},
$$

where $q_0$ is any distribution on $\Omega$, and $P_{q_0}$ and $P_q$ are the probability measures with respect to the Markov chains with initial state $X_1 \sim q_0$ and $X_1 \sim q$ respectively.

Combining Proposition N.13 and inequality (N.16), we have that with probability (taken with respect to the arbitrarily initialized Markov chain) at least $1 - \delta$

$$
\mathbb{E}_Q\left[\frac{1}{n} \sum_{i=1}^{n} g(X_i)\right] \leq C + \frac{(2 - C)\lambda}{10c} \mathbb{E}_Q[\sigma^2(f)] + \frac{10c}{(1 - \lambda)n} \left[\text{KL}(Q\|P_0) + \log \frac{2N(q_0, q)}{\delta^2}\right].
$$

(N.17)

This concludes the proof of Proposition N.11. □


**O Experiments**

Although the main aim of this paper is primarily theoretical, we provide some experiments of the model-free algorithms to illustrate the superiority of the transformer in homogeneous MARL.

**O.1 Simulation Environment**

In the experiments, we evaluate the performance of the algorithms on the MPE [Lowe et al., 2017, Mordatch and Abbeel, 2018]. We focus on the cooperative navigation task, where $N$ agents move cooperatively to cover $L$ landmarks in the environment. Given $N$ agent positions $x_i \in \mathbb{R}^2$ for $i \in [N]$ and $L$ landmark positions $y_j \in \mathbb{R}^2$ for $j \in [L]$, the agents receive the reward

$$r = -\sum_{j=1}^{L} \min_{i \in [N]} \|y_j - x_i\|_2.$$  

This reward encourages the agents to move closer to the landmarks. We set the number of agents as $N = 3, 6, 15, 30$ and the number of landmarks as $L = N$. To collect an offline dataset, we learn a policy in the online setting, and the dataset is collected from the induced stationary distribution of such policy.

In the training process, we use the Titan RTX and Intel(R) Core(TM) i7-6900K CPU @ 3.20GHz to train the neural networks. The size of the offline dataset is $60000 \times 25$, where we simulate 60000 episodes and implement 25 steps in each episode. The learning rate is set to $10^{-3}$. The batch size is 1024. The discount factor is $\gamma = 0.95$.

**O.2 Simulation Results**

We respectively adopt the MLP, deep sets, GCN [Liu et al., 2020] and set transformer to estimate the value function. We note that the deep sets, GCN, and set transformer are permutation invariant functions. We use the code in Zaheer et al. [2017] for the implementation of the deep sets and set transformer. To implement the model-free algorithm specified in Eqn. (4.1), we optimize the policy and the action-value function in an alternating fashion. In addition, instead of imposing the hard constraint on the Bellman error $\mathcal{E}(f, \pi; \mathcal{D})$, we added a Lagrangian multiplier to account for this inequality constraint.

In Figure 4, we plot the performances of the model-free RL algorithms that adopt different neural networks to estimate the action-value function. When the number of agents are small, as shown in Figure 4(a), the performances of different neural networks are similar. As shown
in Theorem 3.1, relational reasoning abilities of the deep sets and the MLP are worse than that of the set transformer. As a consequence, when the number of agents increases, as shown in Figures 4(b) to 4(d), the superiority of the algorithm that adopts the set transformer to estimate the action-value function becomes obvious. This strongly corroborates our theoretical results in Theorems 3.1 and 4.5.