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CLASSIFICATION OF ANGULAR CURVATURE MEASURES AND A PROOF OF THE ANGULARITY CONJECTURE

By Thomas Wannerer

Abstract. This article is concerned with the interplay between the theory of smooth valuation on manifolds and Riemannian geometry. We confirm the angularity conjecture formulated by A. Bernig, J. H. G. Fu, and G. Solanes which sheds new light on the geometric meaning of the Lipschitz-Killing valuations. The proof relies on a complete classification of translation-invariant angular curvature measures on \( \mathbb{R}^n \), a result of independent interest.

1. Introduction. Over the last decade it has become clear that the theory of valuations on convex bodies, a classical line of research in convex geometry, admits a natural continuation in the setting of general smooth manifolds. According to the pioneering work of Alesker [4, 5, 6, 7, 8, 11], to each smooth manifold \( M \) is associated the commutative filtered algebra of smooth valuations \( \mathcal{V}(M) \) on \( M \), with the Euler characteristic \( \chi \) as multiplicative identity. Loosely speaking, smooth valuations on \( M \) are finitely additive set functions satisfying a smoothness condition and the Alesker product of valuations reflects the operation of intersection of subsets of \( M \). It was soon realized that this new structure can be used to solve classical problems in integral geometry: the description of explicit kinematic formulas in complex space forms—a problem first taken up by Blaschke and his school [18, 45, 56] in the 1930s with special cases solved by Santaló [46], Gray [30], Shifrin [53], and others—had to wait until 2015 when it was finally found by Bernig, Fu, and Solanes [15, 16] using the new tools from valuation theory introduced by Alesker.

This paper is concerned with the interplay between valuation theory and Riemannian geometry. This new line of research originated from the observation that in order to identify structures that help in the investigation of the integral geometry of all isotropic spaces it is fruitful to study canonical classes of valuations on general Riemannian manifolds (see [28]). The intrinsic volumes of a convex body play a fundamental role in convex geometry. Their extension to Riemannian manifolds, the Lipschitz-Killing valuations, will be our primary focus in this paper. Their existence is non-trivial: Alesker first observed that it follows from a classical theorem of H. Weyl [57] on the volume of tubes in combination with the Nash embedding theorem; an alternative approach in the spirit of Chern’s intrinsic proof...
of the Gauss-Bonnet theorem can be found in [28]. The closely related Lipschitz-Killing curvatures of \( M \) have remarkable properties; they arise for example in the asymptotic expansion of the trace of the heat kernel [20] and they converge under approximations of a Riemannian manifold by a piecewise linear one [19]. The conjectures presented in the next paragraph shed new light on the geometric meaning of the Lipschitz-Killing valuations.

Smooth valuations may be localized, albeit non-uniquely. The resulting space of smooth curvature measures on \( M \), denoted by \( \mathcal{C}(M) \), is naturally a module over \( \mathcal{V}(M) \) with respect to the Alesker product. Bernig, Fu, and Solanes [16] observed that a Riemannian metric on \( M \) induces a canonical isomorphism

\[
\tau : \mathcal{C}(M) \to \Gamma \left( \text{Curv}(TM) \right)
\]

between smooth curvature measures on \( M \) and smooth sections of the bundle of translations-invariant smooth curvature measures on the tangent spaces of \( M \). Following [16] this allows us to make the following definition: a curvature measure on \( M \) is called angular if \( \tau_p \Phi \) is angular for every point \( p \in M \). Here a translation-invariant curvature measure \( \Psi \) on \( \mathbb{R}^n \) is called angular if it behaves in the simplest possible way on polytopes. More precisely, there exist functions \( f_k \) on the Grassmannian \( \text{Gr}_k(\mathbb{R}^n) \) of \( k \)-dimensional linear subspaces in \( \mathbb{R}^n \) such that

\[
(1) \quad \Psi(P, U) = \sum_k \sum_{\dim F = k} f_k(F) \gamma(F, P) \text{vol}_k(F \cap U)
\]

for every polytope \( P \subset \mathbb{R}^n \) and Borel set \( U \subset \mathbb{R}^n \), where the first sum extends over all integers \( k = 0, 1, \ldots, n \), the second sum is over all \( k \)-faces of \( P \), \( F \) is the translate of the affine hull of \( F \) containing the origin, and \( \gamma(F, P) \) is the external angle of \( P \) at the face \( F \). Let \( \mathcal{A}(M) \) denote the space of angular curvature measures on \( M \).

Motivated by their results on the integral geometry of complex space forms, Bernig, Fu, and Solanes [16] formulated the following:

**Angularity Conjecture.** Let \( M \) be a Riemannian manifold. Then \( \mathcal{A}(M) \) is invariant under the action of the Lipschitz-Killing algebra,

\[
\mathcal{LK}(M) \cdot \mathcal{A}(M) \subset \mathcal{A}(M).
\]

Here \( \cdot \) denotes the Alesker product. We call a valuation \( \mu \) angular if \( \mu \cdot \mathcal{A}(M) \subset \mathcal{A}(M) \). The angularity conjecture states that the Lipschitz-Killing valuations are angular. Bernig, Fu, and Solanes [16] conjecture that this property even characterizes the Lipschitz-Killing valuations:

**Conjecture 1.1.** The algebra of angular valuations on \( M \) equals \( \mathcal{LK}(M) \).
In the presence of additional invariance assumptions the angularity conjecture is known to be true in the following special cases: translation-invariant curvature measures on $\mathbb{R}^n$ and isometry-invariant curvature measures in complex projective space $\mathbb{C}P^n$. Both results are contained in [16]. Also for Conjecture 1.1 the integral geometry of complex space forms provides evidence [17].

The main result of this paper is

**Theorem 1.2.** The angularity conjecture is true.

The basic idea of the proof of Theorem 1.2 is to reduce the general case to $M = \mathbb{R}^n$ by first showing that the class of angular curvature measures is invariant under pullback by isometric immersions. The latter is an immediate consequence of the following result that seems to be also of independent interest. We call a smooth curvature measure $\Psi$ on $M$ angular at $p$ if $\tau_p \Psi$ is angular.

**Theorem 1.3.** Let $f : M \to \overline{M}$ be an isometric immersion of Riemannian manifolds and let $p \in M$. If $\Psi \in C(\overline{M})$ is angular at $f(p)$, then $f^* \Psi$ is angular at $p$.

The proofs of Theorems 1.2 and 1.3 rely on a complete classification of translation-invariant angular curvature measures on $\mathbb{R}^n$, Theorem 1.4 below. The analogous question for translation-invariant valuations on $\mathbb{R}^n$ was asked in [12, Problem 2.3.13]. In the case of curvature measures the problem is equivalent to characterizing those functions $f$ on $\text{Gr}_k(\mathbb{R}^n)$ for which the weighted sums

$$
\Phi(P, U) = \sum_{\dim F = k} f(F) \gamma(F, P) \text{vol}_k(F \cap U),
$$

where $P \subset \mathbb{R}^n$ is a polytope and $U \subset \mathbb{R}^n$ a Borel set, extends to a translation-invariant smooth curvature measure on $\mathbb{R}^n$.

It is a remarkable fact that many constructions of central importance to convex geometry associating to a convex body $K \subset \mathbb{R}^n$ an object such as a number, a measure or another convex body, all have the property of being valuations, i.e., additive in the sense that

$$
\Phi(K \cup L) + \Phi(K \cap L) = \Phi(K) + \Phi(L)
$$

whenever $K \cup L$ is again convex; see, e.g., [34, 35, 36, 37, 38, 39, 52, 51, 47, 48, 32]. Arguing as in [41] it is not difficult to see that the expression (2) is a valuation for any function $f$.

Clearly, every angular curvature measure (2) is even in the sense that $\Phi(-P, -U) = \Phi(P, U)$. It is not difficult to see that for $k = n - 1$ this is the only restriction and thus (2) extends for every smooth function $f$ to a smooth curvature measure. Choosing $f$ to be constant yields the well-known curvature measures introduced by Federer [23]. Further examples of angular curvature measures of degree $k < n - 1$ are harder to come by. As observed by Bernig, Fu,
and Solanes [16, Lemma 2.30], a whole family of examples can be constructed as follows: if \( \omega \in \bigwedge^n (\mathbb{R}^n \oplus \mathbb{R}^n)^* \subset \Omega^n (\mathbb{R}^n \oplus \mathbb{R}^n) \) is a constant coefficient form, then
\[
\Phi(P, U) = \int_{N_1(P) \cap \pi^{-1}(U)} \omega
\]
is an angular smooth curvature measure. Here \( N_1(P) \subset \mathbb{R}^n \times D^n \) is the normal disc current of \( P \) formed by the outward normals of \( P \) of length at most 1 (see Section 3.1 for details). Following Bernig, Fu, and Solanes [16] we call such curvature measures constant coefficient curvature measures. In the sense of currents \( N_1(A) \) exists for a wide class of subsets of \( A \subset \mathbb{R}^n \), see [24, 44, 27].

Let \( \widetilde{\text{Gr}}_k(\mathbb{R}^n) \) denote the oriented Grassmannian, the manifold of oriented \( k \)-dimensional linear subspaces of \( \mathbb{R}^n \). We call a function on \( \widetilde{\text{Gr}}_k(\mathbb{R}^n) \) even if it is invariant under change of orientation. Note that even functions on the oriented Grassmannian \( \widetilde{\text{Gr}}_k(\mathbb{R}^n) \) correspond bijectively to functions on \( \text{Gr}_k(\mathbb{R}^n) \). The oriented Grassmannian smoothly embeds into the exterior power \( \bigwedge^k \mathbb{R}^n \) as \( E \mapsto \vec{E} \), where \( \vec{E} = e_1 \wedge \cdots \wedge e_k \) for some positively oriented orthonormal basis of \( E \). This map is called the Plücker embedding.

**Theorem 1.4.** Let \( 0 \leq k < n - 1 \) be an integer and \( f \) be a function on \( \text{Gr}_k(\mathbb{R}^n) \). Then (2) extends to a translation-invariant smooth curvature measure on \( \mathbb{R}^n \) if and only if \( f \) is the restriction of a 2-homogeneous polynomial to the image of the Plücker embedding. Consequently, the space of translation-invariant angular curvature measures of degree \( k \) has dimension
\[
\frac{1}{n - k + 1} \binom{n}{k} \binom{n + 1}{k + 1}
\]
and coincides with the space of constant coefficient curvature measures.

2. Preliminaries.

2.1. Convex geometry. For later use we collect here several facts on convex cones and external angles. An excellent reference for this material is [49].

2.1.1. Intrinsic volumes. The intrinsic volumes of a convex body \( A \subset \mathbb{R}^n \) arise (up to normalization) in Steiner’s formula
\[
\text{vol}_n(A, \varepsilon) = \sum_{k=0}^{n} \omega_{n-k} \varepsilon^{n-k} V_k(A), \quad \varepsilon > 0,
\]
for the volume of an \( \varepsilon \)-neighborhood of a convex body. Here \( \omega_i \) denotes the volume of the \( i \)-dimensional Euclidean unit ball. If \( A \subset \mathbb{R}^n \) is more generally a compact set of positive reach, then, as was shown by Federer [23], the expansion (3) persists for sufficiently small \( \varepsilon > 0 \) and defines the intrinsic volumes of such \( A \).
2.1.2. Convex cones. Let $V$ be a finite-dimensional real vector space. If $C \subset V$ is a closed convex cone, then the largest linear subspace contained in $C$ is called the lineality space of $C$ and denoted by $L(C)$. It is not difficult to see that $L(C) = C \cap (-C)$. If $L(C) = \{0\}$ then the cone is called pointed. The polar cone to $C$ is

$$C^\circ = \{ \xi \in V^* \colon \xi(x) \leq 0 \text{ for } x \in C \}.$$ 

A face of a convex set $A \subset V$ is a convex subset $F \subset A$ such that $x, y \in A$ and $(x + y)/2 \in F$ implies $x, y \in F$. An extreme ray of $C$ is a ray that is also a face of $C$. An $n$-dimensional convex cone is called simplicial if it has precisely $n$ extreme rays. A cone is called polyhedral if it is spanned by finitely many rays.

**Lemma 2.1.** For every polyhedral cone $C \subset V$ there exist closed convex cones $C_1, \ldots, C_m \subset V$ that have the same lineality space $L$ as $C$ such that

$$C = C_1 \cup \cdots \cup C_m,$$

each $pr_{V/L}(C_i)$ is simplicial where $pr_{V/L} : V \rightarrow V/L$ denotes the canonical projection, and each intersection $C_i \cap C_j$ is a face of both $C_i$ and $C_j$.

**Proof.** Note that the cone $pr_{V/L}(C)$ is pointed. Hence there exists a hyperplane $H$ in $V/L$ such that $P = H \cap pr_{V/L}(C)$ is a convex polytope that spans $pr_{V/L}(C)$. Write $P = S_1 \cup \cdots \cup S_m$ as a union of simplices such that $S_i \cap S_j$ is a face both $S_i$ and $S_j$. Let $C_i' \subset V/L$ be the cone spanned by $S_i$. The cones $C_i = pr^{-1}_{V/L}(C_i')$ have the desired property. 

The tangent cone of a polytope $P \subset V$ at $x \in P$ is the closed convex cone

$$T_x P = \overline{\bigcup_{t>0} t(P-x)}$$

The lineality space of $T_x P$ is the linear subspace generated by the unique face $F$ of $P$ containing $x$ in its relative interior. Note also that $T_x P = T_y P$ if $x, y$ belong to the relative interior of the same face $F$; we denote this common cone by $T_F P$.

2.1.3. **The external angle.** Let $\langle x, y \rangle$ denote the Euclidean inner product on $\mathbb{R}^n$, $|x|$ the corresponding norm, and $S^{n-1}$ the unit sphere. The external angle of a closed convex cone $C \subset \mathbb{R}^n$ equals the fraction of $L(C)^\perp$ taken up by $C^\circ$. More precisely,

$$\gamma(C) = \frac{\text{vol}_{n-k-1}(S^{n-1} \cap C^\circ)}{\text{vol}_{n-k-1}(S^{n-k-1})}, \text{ with } k = \dim L(C)$$

The external angle of a polytope $P$ at a face $F$ is denoted $\gamma(F, P) = \gamma(T_F P)$. An important property of the external angle is that it is independent of the ambient space: If $C \subset \mathbb{R}^m \subset \mathbb{R}^n$, then $\gamma(C)$ is the same whether computed in $\mathbb{R}^m$ or $\mathbb{R}^n$. 
It is a well-known fundamental fact, see, e.g., [50, Theorem 6.5.5], that there exist constants \( c_0, \ldots, c_n \) such that

\[
\text{vol}_{n-1}(S^{n-1} \cap C^\circ) = \sum_{k=0}^{n-1} c_k V_k(C \cap S^{n-1}) + c_n
\]

for every closed convex cone \( C \subset \mathbb{R}^n \). This was first proved by McMullen [40] and was apparently independently discovered by Milnor [42, p. 213]. It follows that the external angle is continuous if the distance between two cones \( C_1, C_2 \) is defined as the Hausdorff distance between \( C_1 \cap S^{n-1} \) and \( C_2 \cap S^{n-1} \) and that the external angle is finitely additive in the sense that

\[
\gamma(C_1 \cup \cdots \cup C_m) = \sum_{j=1}^{m} (-1)^{j-1} \sum_{1 \leq i_1 < \cdots < i_j \leq m} \gamma(C_{i_1} \cap \cdots \cap C_{i_j}).
\]

whenever \( C_1, \ldots, C_m \) have the same lineality space and \( C_1 \cup \cdots \cup C_m \) is convex.

2.2. Curvature measures and valuations. Although the theory of smooth valuations on a manifold \( M \) developed by Alesker [4, 5, 11, 7, 8] is entirely independent of orientation or orientability, it will be convenient to assume that \( M \) is oriented. Since Theorem 1.2 and Theorem 1.3 are local statements, this will result in no loss of generality.

2.2.1. Normal cycles and smooth valuations. Let \( M \) be an oriented smooth manifold of dimension \( n \). The (co-)normal cycle of a closed submanifold with corners \( P \subset M \) is a canonically oriented Lipschitz submanifold of the cosphere bundle \( SM \) of \( M \); as a set

\[
N(P) = \coprod_{p \in P} (T_pP)^\circ \setminus \{0\} / \sim,
\]

where \( T_pP \subset T_pM \) denotes the tangent cone of \( P \) at \( p \), \( (T_pP)^\circ \subset T_p^*M \) is its polar cone, and \( \xi \sim \eta \) if and only if \( \xi = \lambda \eta \) for some positive real number \( \lambda \). If \( M \) carries a Riemannian metric we will usually work with the sphere bundle instead of cosphere bundle. An important property of the normal cycle is finite additivity when regarded as an \((n-1)\)-current,

\[
N(A \cup B) = N(A) + N(B) - N(A \cap B)
\]

where the existence of normal cycles for any three of \( A, B, A \cap B, A \cup B \) implies its existence for the fourth.

To each pair \((\psi, \phi) \in \Omega^{n-1}(SM) \oplus \Omega^n(M)\) one may assign the smooth curvature measure \( \Psi \) that associates to every closed submanifold with corners \( P \) the
signed measure

$$\Psi(P,U) = \int_{N(P) \cap \pi^{-1}(U)} \psi + \int_{P \cap U} \phi,$$

where $U \subset M$ is a Borel subset and $\pi : SM \to M$ denotes the canonical projection. The space of all such curvature measures on $M$ is denoted by $C(M)$. Such a pair $(\psi, \phi)$ determines also a valuation given by $\mu(P) = \int_{N(P)} \psi + \int_P \phi$ for compact submanifolds with corners $P$. The space of all such set functions is denoted by $V(M)$. We denote $\text{glob} : C(M) \to V(M)$ the globalization map $(\text{glob} \Psi)(P) = \Psi(P, P)$.

It was first observed by Zähle [58] that the Federer’s curvature measures may be described in terms of canonical invariant differential forms $\kappa_0, \kappa_1, \ldots, \kappa_{n-1}$ on the sphere bundle of $\mathbb{R}^n$,

$$\Phi_i(P, U) = \int_{N(P) \cap \pi^{-1}(U)} \kappa_i.$$

Thus they are smooth curvature measures and their globalizations $V_i = \text{glob} \Phi_i$, the intrinsic volumes, are smooth valuations.

The normal cycle is a device from Geometric Measure Theory to extend Federer’s theory of curvature measures [23] to sets too singular for tubular approximation to work [24, 26, 27, 44]. As a consequence, smooth valuations and curvature measures may be evaluated on subsets of $M$ much more general than compact submanifolds with corners. Smooth valuations and curvature measures on $\mathbb{R}^n$ may in particular be evaluated on convex bodies and turn out to be continuous valuations in the classical sense of convex geometry. We have the following deep result of Alesker:

**THEOREM 2.2 ([1]).** Any translation-invariant continuous valuation on convex bodies in $\mathbb{R}^n$ may be approximated uniformly on compact sets by translation-invariant smooth valuations.

**2.2.2. Algebraic structures on smooth valuations.** One of the salient features of the space of smooth valuations on a manifold is that it has naturally the structure of a filtered, commutative algebra with a multiplicative identity.

If $f : M \to \overline{M}$ is a smooth embedding then the pullback maps $C(\overline{M}) \to C(M)$ and $V(\overline{M}) \to V(M)$, both of which we denote by $f^*$, are defined by

$$f^*\Psi(P, U) := \Psi(f(P), f(U)), \quad f^*\mu(P) := \mu(f(P)).$$

Since smooth valuations and curvature measures are sheaves and locally every smooth immersion is an embedding, this defines the pullback also for smooth immersions. The main properties of the Alesker product of valuations that we use in
this paper are summarized in the following Theorem. For a gentler introduction to the subject we recommend [12].

**THEOREM 2.3 ([8, 10, 11, 16, 25]).** Let $M$ be a smooth manifold.

1. The space $\mathcal{V}(M)$ admits a natural commutative multiplication (the Alesker product), with the Euler characteristic $\chi$ acting as the multiplicative identity. Furthermore $\mathcal{V}(M)$ acts on $\mathcal{C}(M)$ in a natural way, compatible with the product of valuations, i.e., if $\mu \in \mathcal{V}(M)$, $\Psi \in \mathcal{C}(M)$ then $\text{glob}(\mu \cdot \Psi) = \mu \cdot \text{glob}(\Psi)$. If $f$ is a smooth immersion as above then $f^*$ is an algebra and module homomorphism, i.e., if $\mu, \nu \in \mathcal{V}(M)$, $\Psi \in \mathcal{C}(M)$ then

   $$(f^* \mu) \cdot (f^* \nu) = f^*(\mu \cdot \nu), \quad (f^* \mu) \cdot (f^* \Psi) = f^*(\mu \cdot \Psi).$$

2. Suppose $X \subset M$ is a compact submanifold with corners, and $T \times M \to M$ is a smooth proper family of diffeomorphisms $\varphi_t : M \to M$, $t \in T$, equipped with a smooth measure $dt$. Suppose further that the map $T \times S^* M \to S^* M$, induced by the derivative maps $\varphi_t^* : S^* M \to S^* M$, is a submersion. Then $\mu(P) = \int_T \chi(\varphi_t(X) \cap P) \, dt$ defines a smooth valuation on $M$. Given $\nu \in \mathcal{V}(M)$, $\Psi \in \mathcal{C}(M)$ we have

   $$(\mu \cdot \nu)(P) = \int_T \nu(\varphi_t(X) \cap P) \, dt,$$
   $$(\mu \cdot \Psi)(P,E) = \int_T \Psi(\varphi_t(X) \cap P, E) \, dt.$$

The Crofton formula [23], a classical fact from integral geometry, expresses the $k$th intrinsic volume of a compact submanifold with corners $P \subset \mathbb{R}^n$ as an integral over the affine Grassmannian of $(n-k)$-planes in $\mathbb{R}^n$

$$V_k(P) = \int_{\text{Gr}_{n-k}} \chi(P \cap E) \, dE,$$

where $dE$ is a suitably normalized Haar measure.

The next lemma is an immediate consequence of Theorem 2.3, item (2). Since it is important for our proof of Theorem 1.2, but does not seem to have been explicitly stated in the literature, we give a proof.

**LEMMA 2.4.** For every smooth curvature measure $\Psi \in \mathcal{C}(\mathbb{R}^n)$

(9) $$ (V_k \cdot \Psi)(P, U) = \int_{\text{Gr}_{n-k}} \Psi(P \cap E, U) \, dE $$

for all compact submanifolds with corners $P$ and Borel subsets $U \subset \mathbb{R}^n$. In particular, up to a constant $V_k$ equals the $k$th power of $V_1$. 
Proof. Let $D^{n-k} \subset \mathbb{R}^{n-k} \subset \mathbb{R}^{n-k} \oplus \mathbb{R}^k$ denote the unit disc and put

$$\varphi(P) = \int_{\text{SO}(n) \times \mathbb{R}^k} \chi(P \cap g(D^{n-k} + x)) \, dg \, dx.$$ 

By Theorem 2.3, item (2), we have $\varphi \in \mathcal{V}(\mathbb{R}^n)$. One immediately checks that $\varepsilon^{-i} \varphi(\varepsilon P) \to 0$ for every integer $0 \leq i < k$ and $\varepsilon^{-k} \varphi(\varepsilon P) \to V_k(P)$ as $\varepsilon \to 0$. Repeating the argument of [54, Section 3], it follows that $\varepsilon^{-k} \varphi(\varepsilon \cdot) \to V_k$ in $\mathcal{V}(\mathbb{R}^n)$. By the continuity of the Alesker product and Theorem 2.3, item (2) we have

$$(V_k \cdot \nu)(P) = \lim_{\varepsilon \to 0} \int_{\text{SO}(n) \times \mathbb{R}^k} \nu(P \cap g(\varepsilon^{-1} D^{n-k} + x)) \, dg \, dx$$

$$= \int_{\sigma_{n-k}} \nu(P \cap E) \, dE$$

for every smooth valuation $\nu$. The corresponding statement for curvature measures now follows by approximating the indicator function of $U$ by smooth functions, see [16]. \qed

2.2.3. Intrinsic volumes on Riemannian manifolds. A fundamental fact from convex geometry is that the intrinsic volumes of a convex body are independent of the ambient space: If $K \subset \mathbb{R}^m \subset \mathbb{R}^n$ then $V_i(K)$ is the same whether computed in $\mathbb{R}^m$ or $\mathbb{R}^n$, see, e.g., [33]. A generalization of this is the theorem Weyl [57] that the intrinsic volumes of a compact submanifold with corners $P$ depend only on the metric induced on $P$. As first observed by Alesker [6], this in combination with the embedding theorem of Nash, yields the existence of smooth valuations $V_i^M \in \mathcal{V}(M)$ on $M$, called intrinsic volumes or Lipschitz-Killing valuations, characterized by the property that for every isometric embedding $f : M \to \mathbb{R}^N$

$$V_i^M = f^* V_i,$$

where $V_i$ the $i$th intrinsic volume on $\mathbb{R}^N$. Let $\mathcal{LK}(M)$ denote the span of the intrinsic volumes on $M$. Since the pullback of valuations is a morphism of algebras, we have the following:

**Theorem 2.5 ([6]).** The map $t \mapsto V_i^M$ descends to an isomorphism of algebras from the truncated polynomial algebra $\mathbb{R}[t]/(t^{\dim M+1})$ to $\mathcal{LK}(M)$.

For a construction of the intrinsic volumes on a Riemannian manifold that does not rely on the existence of isometric embeddings of $M$ into Euclidean space and a generalization of the above result, see [28]; for applications to integral geometry of isotropic spaces see [16, 28, 54]; for a similar notion in pseudo-Riemannian and contact geometry see [13, 21, 22].
2.3. Fiber integration. Let \( \pi : E \to B \) be a smooth fiber bundle with fibers \( F_p = \pi^{-1}(p) \). Let \( n \) denote the dimension of the base \( B \) and \( r \) the dimension of the fibers. If \( \alpha \) is a smooth differential form on \( E \) of degree \( k \geq r \), then the restriction of \( \alpha \) to the fiber \( F_p \) is a smooth \( r \)-form \( r_p(\alpha) \) on \( F_p \) with values in \( \wedge^{k-r}T_p^*B \) defined by

\[
  r_p(\alpha)(X_1, \ldots, X_{k-r}) = (\tilde{X}_1 \wedge \cdots \wedge \tilde{X}_{k-r} \wedge \alpha) \bigg|_{F_p}
\]

where \( X_1, \ldots, X_{k-r} \in T_pB \) and \( \tilde{X}_i \) is an arbitrary lift of \( X_i \) to \( F_p \). If \( \alpha \) has degree less than \( r \), then \( r_p(\alpha) = 0 \) by definition.

If \( \pi_E : E \to B \) and \( \pi_F : F \to C \) are fiber bundles with fibers of the same dimension, and \( \varphi : E \to F \) is a bundle map, i.e., \( \pi_F \circ \varphi = f \circ \pi_E \) for some smooth map \( f : B \to C \), then

\[
  (\varphi^* \otimes f^*)(r_{f(p)}\alpha) = r_p(\varphi^*\alpha).
\]

Let \( P \subset M \) be a compact submanifold with corners of dimension \( d \). By definition, there exists for each \( q \in P \) an open neighborhood \( U \) of \( q \) in \( M \) and a diffeomorphism \( \varphi : U \to \mathbb{R}^n \) such that \( \varphi(q) = 0 \) and

\[
  \varphi(P \cap U) = [0, \infty)^{d-k} \times \mathbb{R}^k \times 0_{\mathbb{R}^{n-d}}.
\]

The integer \( 0 \leq k \leq n \) is called the type of \( q \in P \); the type of a point does not depend on the choice of chart.

**Lemma 2.6.** Let \( M \) be a Riemannian manifold, \( P \subset M \) a compact submanifold with corners, and let \( F \subset M \) be an oriented \( k \)-dimensional embedded submanifold consisting only of points of \( P \) of type \( k \). Let \( j : \nu F \to SM \) denote the inclusion of the unit normal bundle to \( F \) into \( SM \). If \( \omega \in \Omega^{n-1}(SM) \), then

\[
  \int_{N(P) \cap \pi^{-1}(p)} r_p(j^*\omega)
\]

depends smoothly on \( p \in F \) and

\[
  \int_{N(P) \cap \pi^{-1}(F)} \omega = \int_F \int_{N(P) \cap \pi^{-1}(p)} r_p(j^*\omega).
\]

Here \( r_p(j^*\omega) \) denotes the restriction of \( j^*\omega \) to the fibers of \( \nu F \).

**Proof.** Let \( N^*(P) \subset S^*M \) denote the conormal cycle of \( P \). Since a choice of a Riemannian metric on \( M \) induces a bundle isomorphism between normal and conormal bundles it suffices by (10) to prove the lemma for the conormal cycle of \( P \).

Suppose \( P \) has dimension \( d \). For each \( q \in F \) there exist an open neighborhood \( U \) of \( q \) and a diffeomorphism \( \varphi : U \to \mathbb{R}^n \) such that \( \varphi(q) = 0 \) and

\[
  \varphi(P \cap U) = [0, \infty)^{d-k} \times \mathbb{R}^k \times 0_{\mathbb{R}^{n-d}}.
\]
Moreover, since the type of a point of $P$ is invariant under diffeomorphisms, we have

$$\varphi(F \cap U) \subset 0_{\mathbb{R}^{d-k} \times \mathbb{R}^k} \times 0_{\mathbb{R}^{n-d}}.$$ 

It suffices to prove the lemma for forms $\omega$ compactly supported in $U$. We denote by $\tilde{\varphi}: \pi^{-1}(U) \to S^*\mathbb{R}^n$ the induced diffeomorphism and write $p = \varphi^{-1}(x)$. Using (10) we compute

$$\int_{N^*(P) \cap \pi^{-1}(F)} \omega = \int_{N^*(\varphi(P \cap U)) \cap \pi^{-1}(\varphi(F \cap U))} (\tilde{\varphi}^{-1})^* \omega$$

$$= \int_{\varphi(F \cap U)} \int_{\left(\left(-\infty, 0\right] \times 0_{\mathbb{R}^k} \times \mathbb{R}^{n-d}\right)/\sim} \left(\tilde{\varphi}^{-1}\right)^* r_x \left(j^* (\tilde{\varphi}^{-1})^* \omega\right)$$

$$= \int_{\varphi(F \cap U)} \left(\varphi^{-1}\right)^* \int_{\left(\left(-\infty, 0\right] \times 0_{\mathbb{R}^k} \times \mathbb{R}^{n-d}\right)/\sim} \left(\tilde{\varphi}^{-1}\right)^* r_p \left(j^* \omega\right)$$

$$= \int_{\varphi(F \cap U)} \left(\varphi^{-1}\right)^* \int_{N(P) \cap \pi^{-1}(p)} r_p \left(j^* \omega\right)$$

$$= \int_{F} \int_{N(P) \cap \pi^{-1}(p)} r_p \left(j^* \omega\right).$$

□

2.4. Riemannian geometry.

2.4.1. Riemannian submanifolds. Let $M \subset \overline{M}$ be an embedded submanifold of $\overline{M}$ with induced Riemannian metric. We denote the Levi-Civita connections on $M, \overline{M}$ by $\nabla, \overline{\nabla}$ and by $h$ the second fundamental form of $M \subset \overline{M}$. If $X, Y$ are vector fields on $M$ extended arbitrarily to a neighborhood of $M$ in $\overline{M}$, then the decomposition into normal and tangential parts

$$\nabla_X Y = \nabla_X Y + h(X, Y)$$

along $M$ is called the Gauss formula. This decomposition adapted to vector fields tangent to $M$ along curves $\gamma$ in $M$ yields

$$\nabla_{\gamma'} Y = \nabla_{\gamma'} Y + h(\gamma', Y),$$

see [43, p. 102]. In particular, if $\exp_{\overline{M}}(T_p M \cap B(0, \varepsilon)) \subset M$ for some $\varepsilon > 0$, where $\exp_{\overline{M}}$ denotes the exponential map of $\overline{M}$, the second fundamental form of $M$ vanishes at $p$.

If $X, \eta$ are vector fields on $M$ with $X$ always tangent to $M$ and $\eta$ always normal to $M$ extended arbitrarily to a neighborhood of $M$ in $\overline{M}$, then there exists an analogous decomposition into a normal and tangential parts

$$\nabla_X \eta = S_\eta(X) + \nabla^\perp_X \eta,$$
where \( S_\eta : T_pM \to T_pM \) is the shape operator \( \langle S_\eta(X), Y \rangle = \langle h(X, Y), \eta \rangle \) and \( \nabla^\perp \) the normal connection. This decomposition adapted to vector fields normal to \( M \) along curves \( \gamma \) in \( M \) yields

\[
\nabla_{\gamma'} \eta = S_\eta(\gamma') + \nabla^\perp_{\gamma'} \eta.
\]

(13)

2.4.2. **Horizontal lifts.** Let \( M \) be a Riemannian manifold and denote by \( \pi : SM \to M \) the sphere bundle of \( M \). The horizontal lift of a tangent vector \( X \in T_pM \) to a point \( u \) of the sphere bundle with \( \pi(u) = p \) is by definition

\[
\tilde{X} = Y'(0) \in TuSM,
\]

where \( Y \) is a vector field of unit length along a curve \( \gamma \) in \( M \) such that

\[
\begin{align*}
\gamma(0) &= p, \quad \gamma'(0) = X, \\
Y(0) &= u, \quad \nabla_{\gamma'} Y|_0 = 0.
\end{align*}
\]

(14)

Similarly, if \( M \subset \overline{M} \) is an embedded submanifold of \( \overline{M} \) with induced Riemannian metric and \( \pi : \nu M \to M \) denotes the unit normal bundle to \( M \), then the horizontal lift of a tangent vector \( X \in T_pM \) to a point \( \xi \) of the normal bundle \( \pi(\xi) = p \) is by definition

\[
\tilde{X} = Y'(0) \in T_{\xi}\nu M,
\]

where \( Y \) is a unit length vector field always normal to \( M \) along a curve \( \gamma \) in \( M \) such that

\[
\begin{align*}
\gamma(0) &= p, \quad \gamma'(0) = X, \\
Y(0) &= \xi, \quad \nabla^\perp_{\gamma'} Y|_0 = 0,
\end{align*}
\]

(15)

where \( \nabla^\perp \) denotes the normal connection.

**Lemma 2.7.** Let \( M \subset \overline{M} \) be an embedded submanifold of \( \overline{M} \) with induced Riemannian metric. If \( \exp^{\overline{M}}(T_pM \cap B(0, \varepsilon)) \subset M \) for some \( \varepsilon > 0 \), then the horizontal lift of \( X \in T_pM \) to a direction \( u \) in \( SM \) normal to \( M \) coincides with the horizontal lift of \( X \) to \( u \) in the unit normal bundle of \( M \subset \overline{M} \).

**Proof.** This is an immediate consequence of (13). \( \square \)

The horizontal lift of a tangent vector \( X \in T_pM \) to a point \( \xi \) of the tangent bundle \( TM \) with \( \pi(\xi) = p \) is

\[
\tilde{X} = Y'(0) \in T_{\xi}TM,
\]

where \( Y \) is a vector field along a curve \( \gamma \) in \( M \) such that (14) holds. The horizontal lift to normal bundle \( TM^\perp \) of \( M \subset \overline{M} \) is defined similarly, but now the conditions on \( Y \) and \( \gamma \) are (15). As before we have:
Lemma 2.8. Let $M \subset \overline{M}$ be an embedded submanifold of $\overline{M}$ with induced Riemannian metric. If $\exp^M(T_p M \cap B(0, \varepsilon)) \subset M$ for some $\varepsilon > 0$, then the horizontal lift of $X \in T_p M$ to $\xi$ in $T \overline{M}$ normal to $M$ coincides with the horizontal lift of $X$ to $\xi$ in the normal bundle of $M \subset \overline{M}$.

2.5. Representation theory.

2.5.1. Representations of the general and special linear groups. We first recall that the isomorphism classes of irreducible representations of $GL(n, \mathbb{C})$ may be parametrized by nonincreasing integer sequences $\lambda_1 \geq \ldots \geq \lambda_n$. A nonincreasing sequence $\lambda = (\lambda_1, \ldots, \lambda_m)$ of nonnegative integers is a called a partition with at most $m$ parts. The transpose partition $\lambda'$ is defined by $\lambda'_i = |\{\lambda_j : \lambda_j \geq i\}|$. The irreducible representations of $SL(n, \mathbb{C})$ are parametrized by partitions with at most $n - 1$ parts, see [29, §15.5]. If $\lambda, \mu$ are nonincreasing integer sequences and there exists an integer $k$ with $\lambda_i = \mu_i + k$ for $i = 1, \ldots, n$, then the restrictions of the corresponding representations to $SL(n, \mathbb{C})$ are isomorphic. More precisely, the restriction of the irreducible $GL(n, \mathbb{C})$-representation $\lambda_1 \geq \ldots \geq \lambda_n$ to $SL(n, \mathbb{C})$ is the representation $\mu_1 \geq \ldots \geq \mu_{n-1}$ with $\mu_i = \lambda_i - \lambda_n$ for $i = 1, \ldots, n - 1$. For example, the representations $\wedge^i V$ for $i = 1, \ldots, n$, where $V = \mathbb{C}^n$ is the standard representation of $GL(n, \mathbb{C})$ correspond to

$$
\lambda_1 = \cdots = \lambda_i = 1 \quad \text{and} \quad \lambda_{i+1} = \cdots = \lambda_n = 0.
$$

Sometimes it is more convenient to parametrize the irreducible representations of $SL(n, \mathbb{C})$ in terms of their highest weights

$$
m_1 \varpi_1 + \cdots + m_{n-1} \varpi_{n-1}
$$

where $m_1, \ldots, m_{n-1}$ are nonnegative integers and the $\varpi_i$ are the fundamental weights of $SL(n, \mathbb{C})$, i.e., the highest weights of the irreducible representations $\wedge^i V$. This parametrization is related to the former by $\lambda_i = m_i + \cdots + m_{n-1}$ for $i = 1, \ldots, n - 1$.

Lemma 2.9. Let $1 \leq k \leq n - 1$. The $SL(n, \mathbb{C})$-representations

$$
\wedge^k V^* \otimes \wedge^{n-k} V \quad \text{and} \quad \wedge^{k-1} V^* \otimes \wedge^{n-k-1} V
$$

differ by precisely one irreducible submodule of highest weight $2 \varpi_{n-k}$. Moreover, only this representation can occur as a common irreducible submodule of

$$
\text{Sym}^2(\wedge^k V^*) \quad \text{and} \quad \text{Sym}^k(\text{Sym}^2 V^*).
$$

Proof. Since

$$
\wedge^k V^* \cong \wedge^{n-k} V
$$

(16)
as $\text{SL}(n, \mathbb{C})$-representations, to prove the first assertion it is enough to show that $\wedge^i V \otimes \wedge^i V$ and $\wedge^{i+1} V \otimes \wedge^{i-1} V$ differ for each $i = 1, \ldots, n - 1$ by precisely one irreducible subrepresentation of highest weight $2 \varpi_i$. But this follows immediately from the Littlewood-Richardson rule described in Section 2.5.3 below.

To prove the second assertion, observe that

$$V^* \otimes V^* \cong \wedge^2 V^* \oplus \text{Sym}^2 V^*.$$ 

Hence using again (16) and the Littlewood-Richardson rule, we find that $\text{Sym}^2 V^*$ is the irreducible representation with highest weight $2 \varpi_{n-1}$. Next, since

$$\text{Sym}^k (\text{Sym}^2 V^*) \subset (\text{Sym}^2 V^*)^\otimes k,$$

the Littlewood-Richardson rule implies that all the integer partitions $\lambda$ with at most $n - 1$ parts that correspond to irreducible subrepresentations $\text{Sym}^k (\text{Sym}^2 V^*)$ must satisfy $\lambda'_1, \lambda'_2 \geq n - k$. But

$$\text{Sym}^2 (\wedge^k V^*) \subset (\wedge^k V^*)^\otimes 2$$

and so it follows again from (16) and the Littlewood-Richardson rule that all the integer partitions $\lambda$ with at most $n - 1$ parts that correspond to irreducible subrepresentations $\text{Sym}^2 (\wedge^k V^*)$ must satisfy $\lambda'_1 + \lambda'_2 \leq 2n - 2k$. Thus only the irreducible representation with highest weight $2 \varpi_{n-k}$ can occur as a submodule of both $\text{Sym}^2 (\wedge^k V^*)$ and $\text{Sym}^k (\text{Sym}^2 V^*)$. $\square$

By the Weyl dimension formula for $\text{SL}(n, \mathbb{C})$, the dimension of the irreducible representation $\Gamma_{\lambda} = \Gamma_{\lambda_1, \ldots, \lambda_{n-1}}$ is given by

$$\dim(\Gamma_{\lambda}) = \prod_{1 \leq i < j \leq n} \frac{\lambda_i - \lambda_j + j - i}{j - i},$$

where $\lambda_n = 0$, see, e.g., [29, §15.3].

2.5.2. Representations of the orthogonal groups. Next we recall the parametrizations of the complex orthogonal groups. The irreducible representations of $O(n, \mathbb{C})$ are parametrized by partitions with at most $n$ parts satisfying

$$\lambda'_1 + \lambda'_2 \leq n,$$

see [29, Theorem 19.19]. The description of the representations of the special orthogonal group is sensitive to the parity of the dimension $n$. The irreducible representations of $\text{SO}(2m + 1, \mathbb{C})$ are parametrized by integer sequences $(\lambda_1, \ldots, \lambda_m)$ with

$$\lambda_1 \geq \ldots \geq \lambda_m \geq 0;$$
the irreducible representations of $\text{SO}(2m, \mathbb{C})$ are parametrized by integer sequences $(\lambda_1, \ldots, \lambda_m)$ with

$$\lambda_1 \geq \cdots \geq \lambda_m \quad \text{with} \quad \lambda_{m-1} \geq |\lambda_m|. \quad (19)$$

Two partitions $\lambda$ and $\mu$ with at most $n$ parts are called associated if $\lambda'_i + \mu'_i = n$ and $\lambda'_i = \mu'_i$ for $i > 1$. Representations of $O(n, \mathbb{C})$ corresponding to associated partitions restrict to isomorphic representations of $\text{SO}(n, \mathbb{C})$. Note that at least one of each pair of associated partitions will have at most $\frac{1}{2}n$ parts. If $n = 2m+1$ is odd, then these restrictions are irreducible and the restricted representation is given by (18). The same holds if $n = 2m$ is even, and $\lambda_m = 0$. But if $\lambda_m > 0$, then the restriction is the sum of two irreducible $\text{SO}(n, \mathbb{C})$-representations

$$\lambda_1 \geq \cdots \geq \lambda_{m-1} \geq \lambda_m \quad \text{and} \quad \lambda_1 \geq \cdots \geq \lambda_{m-1} \geq -\lambda_m.$$ 

For example, the representations $\wedge^i V$ for $i = 1, \ldots, n$, where $V = \mathbb{C}^n$ is the standard representation of $O(n, \mathbb{C})$ correspond to

$$\lambda_1 = \cdots = \lambda_i = 1 \quad \text{and} \quad \lambda_{i+1} = \cdots = \lambda_n = 0.$$ 

In particular, when restricted to $\text{SO}(n, \mathbb{C})$ these representations are irreducible when $n$ is odd; the same holds if $n$ is even and $i < n$, but $\wedge^n V$ is not irreducible: the eigenspaces of the Hodge star operator are the irreducible subrepresentations.

### 2.5.3. Littlewood-Richardson coefficients and the Littlewood restriction rule.

If $\Gamma_\lambda$ and $\Gamma_\mu$ are irreducible representations of $\text{GL}(n, \mathbb{C})$ corresponding to integer partitions $\lambda, \mu$ with at most $n$ parts, then their tensor product decomposes into irreducible components as

$$\Gamma_\lambda \otimes \Gamma_\mu = \bigoplus N_{\lambda\mu\nu} \Gamma_\nu,$$

where the sum is over integer partitions $\nu$ with at most $n$ parts and the numbers $N_{\lambda\mu\nu}$ are the Littlewood-Richardson coefficients. These are determined by the Littlewood-Richardson rule (see, e.g., [29, Appendix A]): To each partition $\lambda$ is associated a Young diagram

```
    |   |
  +---+---+---
  |   |   |   
  +---+---+---
    |   |
  +---+---
  |   |   
  +---
```

with $\lambda_i$ boxes in the $i$th row and the rows of boxes lined up on the left. A $\mu$-expansion of $\lambda$ is a partition obtained from $\lambda$ by first adding $\mu_1$ boxes and putting the integer 1 in each new box; then adding $\mu_2$ boxes with a 2, continuing until finally $\mu_k$ boxes with the integer $k$ in each box are added. In each step, the boxes are added such that no two are in the same column. The $\mu$-expansion is called strict
if, when the integers in the boxes are listed from right to left, starting with the top row and working down, one looks at the first $t$ entries in this list (for any $t$ between 1 and $\mu_1 + \cdots + \mu_k$), each integer $p$ between 1 and $k - 1$ occurs at least as many times as the next integer $p + 1$. The Littlewood-Richardson coefficient is the number of ways the Young diagram $\lambda$ can be expanded to the Young diagram $\nu$ by a strict $\mu$-expansion.

For the $\lambda$ in the so-called stable range, the decomposition into irreducible components of the restriction from $GL(n, \mathbb{C})$ to $O(n, \mathbb{C})$ is well known. By the Littlewood restriction rule, see, e.g., [31], if $\lambda$ is a partition with at most $\lfloor n/2 \rfloor$ parts, then

$$\text{Res}_{O(n, \mathbb{C})}^{GL(n, \mathbb{C})} (\Gamma_\lambda) = \bigoplus N_{\lambda \mu} \Gamma_\mu$$

where the sum is over all $\mu = (\mu_1 \geq \cdots \geq \mu_n \geq 0)$ with $\mu_1 + \mu_2 \leq n$, where

$$N_{\lambda \mu} = \sum N_{\delta \mu \lambda}$$

with $N_{\delta \mu \lambda}$ the Littlewood-Richardson coefficient, where the sum is over all partitions $\delta$ with all $\delta_i$ even.

It is not difficult to adapt the above to representations of the special linear group. Given representations of $SL(n, \mathbb{C})$ corresponding to integer partitions $\lambda, \mu$ with at most $n - 1$ parts, consider the representations of $GL(n, \mathbb{C})$ with $\lambda_1 \geq \cdots \geq \lambda_{n - 1} \geq \lambda_n = 0$ and $\mu_1 \geq \cdots \geq \mu_{n - 1} \geq \mu_n = 0$. Decomposing their tensor product using the Littlewood-Richardson rule and restricting back to $SL(n, \mathbb{C})$ gives the result for the special linear group. The same works for the Littlewood restriction rule.

**Lemma 2.10.** If $k \leq n/2$ and

$$\lambda_1 = \cdots = \lambda_k = 2 \quad \text{and} \quad \lambda_{k+1} = \cdots = \lambda_{n-1} = 0,$$

then

$$\text{Res}_{SO(n, \mathbb{C})}^{SL(n, \mathbb{C})} (\Gamma_\lambda) = \bigoplus \Gamma_\mu$$

where the sum is over all sequences $\mu = (\mu_1, \ldots, \mu_k, 0, \ldots, 0)$ of even integers satisfying $|\mu_1| \leq 2$ in addition to (18) and (19).

**Proof.** Let $\delta$ be a partition into at most $n$ parts consisting only of even integers. Suppose that $\lambda$ is a strict $\mu$-expansion of $\delta$. Since clearly $\lambda_i \geq \delta_i$ we must have

$$\delta_1 = \cdots = \delta_i = 2 \quad \text{and} \quad \delta_{i+1} = \cdots = \delta_n = 0$$

for some $i \leq k$. Since no two boxes can be added to one column of $\delta$, each row of $\mu$ contains at most 2 boxes. Now $\lambda$ is a strict $\mu$-expansion, so each nonzero row of $\mu$ consists of precisely two boxes. This proves that if $\delta$ is even, then $N_{\delta \mu \lambda} = 1$ if
and only if $\delta' + \mu' = \lambda'$. Therefore the Littlewood restriction rule implies

$$\text{Res}^{SL(n, \mathbb{C})}_{O(n, \mathbb{C})}(\Gamma_{\lambda}) = \bigoplus \Gamma_{\mu}$$

where the sum is over all partitions $\mu$ with

$$\mu_1 = \cdots = \mu_i = 2 \quad \text{and} \quad \mu_{i+1} = \cdots = \mu_n = 0.$$ 

for some $i \leq k$. □

3. Angular curvature measures.

3.1. Translation-invariant curvature measures. Let $\text{Curv}(\mathbb{R}^n) \subset C(\mathbb{R}^n)$ denote the subspace of translation-invariant curvature measures. Recall that $\text{Curv}(\mathbb{R}^n)$ is graded by degree of homogeneity,

$$\text{Curv}(\mathbb{R}^n) = \bigoplus_{k=0}^{n} \text{Curv}_k(\mathbb{R}^n).$$

Following [16, Section 2.2] we associate to each $\Psi \in \text{Curv}(\mathbb{R}^n)$ a function $c_{\Psi}$ on closed convex cones in $\mathbb{R}^n$

$$c_{\Psi}(C) = \lim_{r \to 0} \frac{1}{\omega_k r^k} \Psi(C, L \cap B(0, r)),$$

where $L$ is the lineality space of $C$, $k = \dim L$, and $B(0, r)$ denotes the closed ball of radius $r$ centered at 0. An immediate consequence of the finite additivity of the normal cycle is that $c_{\Psi}$ is finitely additive on the set of cones having the same lineality space.

If $\Psi$ is given by differential forms $(\psi, \theta) \in \Omega^{n-1}(S\mathbb{R}^n) \oplus \Omega^n(\mathbb{R}^n)$ and $k = \dim L(C) \leq n - 1$, then a direct computation shows that

$$c_{\Psi}(C) = \int_{C \cap S^{n-1}} \tilde{L} \cdot \psi$$

where $\tilde{L} = u_1 \wedge \cdots \wedge u_k$ for some suitably oriented orthonormal basis of $L$.

The following characterization of angularity will be important for us.

**Lemma 3.1.** A curvature measure $\Psi \in \text{Curv}(\mathbb{R}^n)$ is angular if and only if there is a function $f : \bigsqcup_k \text{Gr}_k(\mathbb{R}^n) \to \mathbb{R}$ such that for every closed convex cone $C \subset \mathbb{R}^n$ with lineality space $L(C) = L$

$$c_{\Psi}(C) = f(L) \gamma(C),$$

where $\gamma(C)$ is the external angle of $C$, see (4).
Proof. The Lemma is an immediate consequence of the following fact: for every polytope $P \subset \mathbb{R}^n$

$$\Psi(P, E) = \sum_{k=0}^n \sum_{F \in \mathcal{F}_k(P)} c_{\Psi}(T_F P) \operatorname{vol}_k(F \cap E),$$

where $\mathcal{F}_k(P)$ denotes the set of $k$-faces of $P$. To see the latter, just observe that if $\Psi$ is given by differential forms $(\psi, \theta)$

$$\Psi(P, E) = \sum_{k=0}^{n-1} \sum_{F \in \mathcal{F}_k(P)} \int_{(F \cap E) \times (T_F P) \cap S^{n-1}} \psi + \int_{P \cap E} \theta.$$

If the forms $(\psi, \theta)$ are translation-invariant then comparing with (20) yields (21).

If a differential form $\omega \in \Omega^{n-1}(S\mathbb{R}^n)$ is extended to $T\mathbb{R}^n \supset S\mathbb{R}^n$ then by Stokes’ theorem

$$\int_{N(P)} \omega = \int_{N_1(P)} d\omega$$

where

$$N_1(P) = m_*((0, 1] \times N(P)) + [P] \times \pi [0]$$

with $m: (0, \infty) \times S\mathbb{R}^n \to T\mathbb{R}^n, m(u, t) = t u$, is the normal disc current, see [14, 15]. Recall from the introduction that a curvature measure $\Psi \in \operatorname{Curv}(\mathbb{R}^n)$ is said to be a constant coefficient curvature measure if there exists a constant coefficient form $\omega \in \wedge^n(\mathbb{R}^n \oplus \mathbb{R}^n)^* \subset \Omega^n(\mathbb{R}^n \oplus \mathbb{R}^n)$ such that

$$\Psi(P, U) = \int_{N_1(P) \cap \pi^{-1}(U)} \omega$$

for all compact submanifolds with corners $P \subset \mathbb{R}^n$ and all Borel sets $U \subset \mathbb{R}^n$.

A direct computation shows the following:

**Lemma 3.2 ([16, Lemma 2.30]).** Every constant coefficient curvature measure is angular.

### 3.2. Curvature measures on Riemannian manifolds

Let $M$ be a Riemannian manifold. The paper [16] describes a linear isomorphism $\tau$ between $\mathcal{C}(M)$ the space of smooth curvature measures on $M$ and the smooth sections of the bundle $\operatorname{Curv}(TM) = \bigsqcup_{p \in M} \operatorname{Curv}(T_p M)$ of translation-invariant smooth curvature measures on the tangent spaces of $M$. Let us recall its construction. The tangent spaces of $SM$ split into subspaces of horizontal and vertical tangent vectors $T_\xi SM \cong H \oplus V, \xi \in S_p M$. Since every $X_p \in T_p M$ has a unique horizontal lift, $T_p M$ may be canonically identified with $H$ and so

$$T_\xi SM \cong T_p M \oplus \langle \xi \rangle^\perp.$$
This identification induces an isomorphism

$$\wedge^k T_\xi SM \cong \bigoplus_{i=0}^k \wedge^i T_p M \otimes \wedge^{k-i} T_\xi S_p M$$

for each $\xi \in S_p M$.

Consequently, fixing $p \in M$ and letting $\xi \in S_p M$ vary, these identifications yield a map

$$\Omega^k (SM)|_{S_p M} \to \Omega^k (ST_p M)^{tr}$$

to the space of translation-invariant $k$-forms on the sphere bundle of $T_p M$. Letting $p \in M$ vary we obtain an isomorphism $\tau: \Omega^k (SM) \to \Gamma(\Omega^k (STM)^{tr})$ between smooth $k$-forms on $SM$ and smooth sections of the bundle $\Omega^k (STM)^{tr}$ of smooth translation-invariant $k$-forms on $ST_p M$.

Let $\bar{\alpha}$ denote the canonical contact 1-form on $ST_p M$. It was shown in [16, Proposition 2.5] that $\alpha, d\alpha$ correspond to $\bar{\alpha}, d\bar{\alpha}$ under the above identification. Thus $\tau$ descends to a well-defined isomorphism

$$\tau: \mathcal{C}(M) \to \text{Curv}(TM).$$

We will also write $\tau_p \Phi$ instead of $\tau(\Phi)_p$.

Recall from the introduction that a smooth curvature measure $\Phi$ on $M$ is called angular if $\tau_p \Phi \in \text{Curv}(T_p M)$ is angular for all $p \in M$. The subspace of angular curvature measures is denoted by $A(M)$. The curvature measure $\Phi$ is called angular at $p \in M$ if $\tau_p \Phi$ is angular.

**Lemma 3.3.** A smooth curvature measure $\Psi \in \mathcal{C}(M)$ is angular at $p$ if and only if there exists a function $f: \bigcup_k \text{Gr}_k (T_p M) \to \mathbb{R}$ such that for every closed convex cone $C$ in $T_p M$ with lineality space $L(C) = L$

$$c_{\tau_p \Psi}(C) = f(L)\gamma(C).$$

**Proof.** This is an immediate consequence of Lemma 3.1. \hfill \Box

**4. Proof of Theorem 1.4.**

**Lemma 4.1.** For $0 \leq k < n - 1$ the dimension of the space of $k$-homogeneous constant coefficient curvature measures on $\mathbb{R}^n$ is

$$\text{(24)} \quad \frac{1}{n-k+1} \left( \begin{array}{c} n \\ k \end{array} \right) \left( \begin{array}{c} n+1 \\ k+1 \end{array} \right).$$

**Proof.** Let $\Psi$ be a $k$-homogeneous constant coefficient curvature measure, say

$$\Psi(P,U) = \int_{N_1(P) \cap \pi^{-1}(U)} \omega,$$
where \( \omega \in \bigwedge^k \mathbb{R}^{n*} \otimes \bigwedge^{n-k} \mathbb{R}^{n*} \). If \( P \subset \mathbb{R}^n \) is a polytope, then

\[
\Psi(P, U) = \sum f(F) \gamma(F, P) \operatorname{vol}_k(F \cap U)
\]

where the sum is over all \( k \)-dimensional faces \( F \) of \( P \) and the number \( f(F) \) depends only on the unique \( k \)-dimensional linear subspace \( F \) parallel to the affine hull of \( F \). Moreover, as functions on \( \operatorname{Gr}_k(\mathbb{R}^n) \), \( f \) and

\[
E \mapsto \int_{B_E \times B_{E^\perp}} \omega,
\]

where \( B_E \) is the \( k \)-dimensional Euclidean unit ball in \( E \), differ only by a constant nonzero multiple. Hence \( \Psi = 0 \) if and only if \( \omega|_{E \oplus E^\perp} = 0 \) for all \( k \)-dimensional linear subspaces \( E \subset \mathbb{R}^n \). Let \( U \) denote the subspace of all \( \omega \in \bigwedge^k \mathbb{R}^{n*} \otimes \bigwedge^{n-k} \mathbb{R}^{n*} \) with this property. To prove the Lemma it suffices to determine the dimension of \( U \).

Let \( V \) be an \( n \)-dimensional real vector space and let \( E^o \subset V^* \) denote the annihilator of a linear subspace \( E \subset V \). We introduce another subspace \( W \), namely the subspace of all \( \omega \in \bigwedge^k V^* \otimes \bigwedge^{n-k} V \) with the property that \( \omega|_{E \oplus E^\perp} = 0 \) for all \( k \)-dimensional subspaces \( E \) of \( V \). Observe that a choice of Euclidean inner product on \( V \) yields a linear isomorphism from \( W \) onto \( U \).

Note that \( W \) is an invariant subspace for the natural action of \( \operatorname{SL}(n, \mathbb{R}) \) on \( \bigwedge^k V^* \otimes \bigwedge^{n-k} V \); its complexification \( W^C \) consists of all complex-valued \( n \)-covectors on \( V \oplus V^* \) of bidegree \( (k, n-k) \) vanishing on \( E \oplus E^o \) for all \( k \)-dimensional subspaces \( E \) of \( V \). If \( \omega \) is a multiple of the standard symplectic form on \( V \oplus V^* \), then \( \omega \in W^C \). Since moreover multiplication by the symplectic form is an isomorphism \( \bigwedge^{n-2}(V^* \oplus V) \to \bigwedge^n(V^* \oplus V) \), we conclude that \( W^C \) contains an \( \operatorname{SL}(n, \mathbb{C}) \)-submodule isomorphic to

\[
(\bigwedge^{k-1}V^* \otimes \bigwedge^{n-k-1}V)^C = \bigwedge^{k-1}(V^C)^* \otimes \bigwedge^{n-k-1}(V^C)
\]

Here we have used that complexification commutes with taking exterior powers and duals. As \( \operatorname{SL}(n, \mathbb{C}) \)-modules, (25) and \( \bigwedge^k(V^C)^* \otimes \bigwedge^{n-k}(V^C) \) differ according to Lemma 2.9 by precisely one irreducible component. This proves that \( W^C \) coincides with (25). Hence

\[
\operatorname{codim}U = \operatorname{codim}W = \left( \begin{array}{c} n \\ k \end{array} \right)^2 - \left( \begin{array}{c} n \\ k-1 \end{array} \right) \left( \begin{array}{c} n \\ k+1 \end{array} \right) = \frac{1}{n-k+1} \left( \begin{array}{c} n \\ k \end{array} \right) \left( \begin{array}{c} n+1 \\ k+1 \end{array} \right),
\]

as required. \( \square \)
Let $V$ be an $n$-dimensional real vector space and let $\text{Gr}_k(V)$ denote the Grassmannian of $k$-dimensional linear subspaces of $V$. Recall that the Plücker embedding, $\psi: \text{Gr}_k(V) \to \mathbb{P}(\wedge^k V)$, is defined by

$$\psi(E) = [e_1 \wedge \cdots \wedge e_k]$$

where $e_1, \ldots, e_k$ is a basis of $E$. We will need the following well-known description of the restriction of 2-homogeneous polynomials to the image of the Plücker embedding, see, e.g., [29, §15.4]. For the convenience of the reader we include the short proof.

**Lemma 4.2.** Under the natural action of $\text{SL}(n, \mathbb{C})$ the vector space

$$\text{Sym}^2(\wedge^k V^*)^C / \{ p \equiv 0 \text{ on } \text{Im } \psi \}^C$$

is irreducible with highest weight $2\varpi_{n-k}$. In particular, its dimension is

$$(26) \quad \frac{1}{n-k+1} \binom{n}{k} \binom{n+1}{k+1}.$$ 

**Proof.** Note that each $p \in \text{Sym}^2(\wedge^k V^*)$ defines a quadratic polynomial

$$(v_1, \ldots, v_k) \mapsto p(v_1 \wedge \cdots \wedge v_k)$$

on $V^k$ that is 2-homogeneous in each argument and symmetric. Thus we have a natural map

$$f: \text{Sym}^2(\wedge^k V^*) \to \text{Sym}^k(\text{Sym}^2 V^*)$$

Obviously, $\ker f = \{ p \equiv 0 \text{ on } \text{Im } \psi \}$.

Since complexification commutes with taking symmetric powers, exterior powers, and duals, the complexification of $f$ is a homomorphism of $\text{SL}(n, \mathbb{C})$-modules

$$f^C: \text{Sym}^2(\wedge^k (V^C)^*) \to \text{Sym}^k(\text{Sym}^2 (V^C)^*)$$

Note that $f^C = (\ker f)^C$. Lemma 2.9 implies that $\text{Sym}^2(\wedge^k (V^C)^*)$ and $\text{Sym}^k(\text{Sym}^2 (V^C)^*)$ have precisely one common $\text{SL}(n, \mathbb{C})$-submodule, namely the one with highest weight $2\varpi_{n-k}$; the Weyl dimension formula (17) yields the desired conclusion. \qed

Recall from the introduction that $\tilde{\text{Gr}}_k(\mathbb{R}^n)$ denotes the oriented Grassmannian and that we call a function on $\tilde{\text{Gr}}_k(\mathbb{R}^n)$ even if it is invariant under change of orientation. The oriented Grassmannian smoothly embeds into $\wedge^k \mathbb{R}^n$ as $E \mapsto \hat{E}$, where $\hat{E} = e_1 \wedge \cdots \wedge e_k$ for some positively oriented orthonormal basis of $E$. We also call this map the Plücker embedding. Observe that it respects the natural actions of $\text{SO}(n)$ on $\tilde{\text{Gr}}_k(\mathbb{R}^n)$ and $\wedge^k \mathbb{R}^n$. Forgetting about orientations gives a map $\tilde{\text{Gr}}_k(\mathbb{R}^n) \to \text{Gr}_k(\mathbb{R}^n)$. 

LEMMA 4.3. The subspace of $C(\tilde{\text{Gr}}_k(\mathbb{R}^n))$ of restrictions of 2-homogeneous polynomials on $\Lambda^k \mathbb{R}^n$ to $\tilde{\text{Gr}}_k(\mathbb{R}^n)$ decomposes under the natural action of $\text{SO}(n)$ precisely into the irreducible representation with highest weights $(2m_1, 2m_2, \ldots, 2m_{\lfloor n/2 \rfloor})$ satisfying $|m_1| \leq 1$ and $m_i = 0$ for $i > \min(k, n - k)$.

Proof. By taking orthogonal complements, we may assume without loss of generality that $k \geq \lfloor n/2 \rfloor$. The space of restrictions of 2-homogeneous polynomials to $\tilde{\text{Gr}}_k(\mathbb{R}^n)$ is $\text{SO}(n)$-equivariantly isomorphic to $\text{Sym}^2(\Lambda^k V^*)/\{p \equiv 0 \text{ on } \text{Im}(\psi: \text{Gr}_k(V) \to \mathbb{P}(\Lambda^k V))\}$, where $V = \mathbb{R}^n$. By Lemma 4.2, the complexification of this space is precisely the restriction of the $\text{SL}(n, \mathbb{C})$-representation with highest weight $2\varpi_{n-k}$ to $\text{SO}(n)$. An application of Lemma 2.10 completes the proof of the lemma. □

The assumption $k < n - 1$ in Theorem 1.4 is needed for the following:

PROPOSITION 4.4. Let $1 \leq k < n - 1$ and $f$ be an even continuous function on $\tilde{\text{Gr}}_k(\mathbb{R}^n)$. Suppose that for every nonzero $v \in \mathbb{R}^n$ there exists a 2-homogeneous polynomial $q$ on $\Lambda^k v^\perp$ such that $f = q$ on $\tilde{\text{Gr}}_k(v^\perp) \subset \Lambda^k v^\perp$. Then there exists a globally defined 2-homogeneous polynomial $q$ on $\Lambda^k \mathbb{R}^n$ such that $f = q$ on $\tilde{\text{Gr}}_k(\mathbb{R}^n) \subset \Lambda^k \mathbb{R}^n$.

Proof. Let $W \subset C(\tilde{\text{Gr}}_k(\mathbb{R}^n))$ be the subspace of all even continuous functions $f$ on $\tilde{\text{Gr}}_k(\mathbb{R}^n)$ with the property that for every nonzero $v \in \mathbb{R}^n$ there exists a 2-homogeneous polynomial $q$ on $\Lambda^k v^\perp$ such that $f = q$ on $\tilde{\text{Gr}}_k(v^\perp) \subset \Lambda^k v^\perp$. We have to show that $W$ coincides with the space of restrictions of 2-homogeneous polynomials on $\Lambda^k \mathbb{R}^n$ to $\tilde{\text{Gr}}_k(\mathbb{R}^n)$.

To begin with, the subspace $W$ is invariant under the natural action of $\text{SO}(n)$ and hence decomposes into certain irreducible subrepresentations. The highest weights occurring in the representation $C(\text{Gr}_k(\mathbb{R}^n))$ are well known. According to Strichartz [55] they all have multiplicity 1 and are of the form $(2m_1, \ldots, 2m_{k'}, 0, \ldots, 0)$, $k' = \min(k, n - k)$, with integers satisfying

$$m_1 \geq \ldots \geq m_{k'-1} \geq |m_{k'}| \quad \text{and} \quad 2k' < n, \quad m_{k'}' \geq 0.$$

By Lemma 4.3, the proof will be finished if we can show that only the highest weights with

$$|m_1| \leq 1$$

can occur in $W$. For this it will suffice to show that for all other highest weights the corresponding highest weight vector $f_{m_1, \ldots, m_{k'}}$ is not element of $W$. This step will be based on an explicit description of the highest weight vectors given by Strichartz [55] (see also [2]).
In the following we may assume without loss of generality $k \leq \lfloor n/2 \rfloor$; indeed, if $k > \lfloor n/2 \rfloor$, then $f_{m_1, \ldots, m_k} \circ \perp$ is a highest weight vector for the irreducible subrepresentation of highest weight $(2m_1, \ldots, 2m_k, 0, \ldots, 0)$ and we may repeat the argument given below for the case $k \leq \lfloor n/2 \rfloor$ with $E \perp$.

For any subspace $E \in \tilde{\text{Gr}}_k(\mathbb{R}^n)$ choose an orthonormal basis $X^1, \ldots, X^k$ of $E$ and consider the corresponding $n \times k$ matrix

\[
\begin{pmatrix}
X_1^1 & \cdots & X_1^k \\
\vdots & & \vdots \\
X_n^1 & \cdots & X_n^k
\end{pmatrix}
\]

of coordinates with respect to the standard basis $e_1, \ldots, e_n$ of $\mathbb{R}^n$. Let $X_j$ denote the $j$th row of this matrix. For $l \leq \lfloor n/2 \rfloor$ let $A(l)$ be the $l \times k$ matrix whose $j$th row is $X_{2j-1} + \sqrt{-1} X_{2j}$, $j = 1, \ldots, l$. Note that the $l \times l$ matrix $A(l) A(l)^t$ is independent of the choice of the orthonormal basis of $E$.

A highest weight vector of the irreducible subrepresentation of $C(\tilde{\text{Gr}}_k(\mathbb{R}^n))$ with highest weight $(2m_1, \ldots, 2m_k, 0, \ldots, 0)$ is given by

1. if $m_k \geq 0$,
\[
f_{m_1, \ldots, m_k} = \prod_{l=1}^{k} \det \left( A(l) A(l)^t \right)^{m_l - m_{l+1}},
\]

where we set $m_{k+1} = 0$;

2. if $m_k < 0$,
\[
f_{m_1, \ldots, m_k} = \prod_{l=1}^{k-1} \det \left( A(l) A(l)^t \right)^{m_l - |m_{l+1}|} \det \left( A(k) A(k)^t \right)^{|m_k|}.
\]

If $n \geq 4$ we evaluate the highest weight vectors on $k$-planes of the form

$E = \langle \cos \phi e_1 + \sin \phi e_4 \rangle \oplus \langle e_3, e_5, \ldots, e_{2k-1} \rangle \subset e_2^\perp$.

If $n = 3$ we choose $E = \langle \cos \phi e_1 + \sin \phi e_3 \rangle$. Now

\[
\det \left( A(l) A(l)^t \right) = \cos^2 \phi
\]

for $l = 1, \ldots, k$. Hence

\[
f_{m_1, \ldots, m_k}(E) = (\cos \phi)^{2m_1},
\]

which is not the restriction of a quadratic polynomial if $|m_1| > 1$.

\[ \square \]

**Proof of Theorem 1.4.** Since the case $k = 0$ is trivial, we consider here only $1 \leq k < n - 1$. Let $\Phi$ be an angular curvature measure given by a translation-invariant $(n-1)$-form $\varphi$ of bidegree $(k, n-k-1)$. By (20) and Lemma 3.1 there
exists an even smooth function $f$ on the oriented Grassmannian $\tilde{\text{Gr}}_k(\mathbb{R}^n)$ such that

$$f(E) \text{vol}_{n-k-1}(S^{n-1} \cap C) = \int_{S^{n-1} \cap C} \vec{E} \cdot \varphi$$

for every full-dimensional closed convex cone $C$ in $E^\perp$. Letting $C$ shrink to a ray we obtain

$$f(E) = \langle \vec{E} \cdot \varphi_p, \vec{E} \cdot \text{vol}_{S^{n-1},p} \rangle$$

for all $E \perp p$, since $\vec{E} \cdot \text{vol}_{S^{n-1},p} = \text{vol}_{S(E^\perp),p}$. The right-hand side of (27) is clearly a 2-homogeneous polynomial on the subspace $\wedge^k p^\perp \subset \wedge^k \mathbb{R}^n$ restricted to the image of the Plücker embedding of $\tilde{\text{Gr}}_k(p^\perp)$. Proposition 4.4 implies that $f$ is the restriction of a 2-homogeneous polynomial on $\wedge^k \mathbb{R}^n$ to $\tilde{\text{Gr}}_k(\mathbb{R}^n)$. The dimension of the space of all such restrictions is given by (26). Since $f$ determines $\Phi$ as we have already seen in (21), the space of angular curvature measures coincides by Lemma 4.1 with the space of constant coefficient curvature measures. □

5. Proof of Theorem 1.3. Our point of departure is a description of the transfer map $\tau$ mentioned already in [16, p. 415].

**Lemma 5.1.** Let $M$ be a Riemannian manifold, $\Psi$ a smooth curvature measure on $M$, and $C \subset T_p M$ a closed convex cone with lineality space $L$ such that $pr_{T_p M/L}(C)$ is simplicial. For sufficiently small $\varepsilon > 0$,

$$c_{\tau_p, \Psi}(C) = \lim_{r \to 0} \frac{1}{\omega_k r^k} \Psi\left( \exp\left( C \cap B(0, \varepsilon) \right), \exp\left( L \cap B(0, r) \right) \right),$$

where $k = \dim L$.

**Proof.** Since the case $k = n$ is trivial, we consider only $k < n$. Suppose that

$$\Psi(P, U) = \int_{N(P) \cap \pi^{-1}(U)} \omega$$

with $\omega \in \Omega^{n-1}(SM)$ and put $F = \exp(L \cap B(0, \varepsilon))$. Since $\exp(C \cap B(0, \varepsilon))$ is for sufficiently small $\varepsilon > 0$ a compact smooth submanifold with corners, an application of Lemma 2.6 shows

$$\Psi\left( \exp\left( C \cap B(0, \varepsilon) \right), \exp\left( L \cap B(0, r) \right) \right)$$

$$= \int_{F \cap B(0, r)} \int_{N(\exp(C \cap B(0, \varepsilon)) \cap \pi^{-1}(q))} r_q(j^* \omega),$$
where \( j : \nu F \to SM \) is the inclusion of the unit normal bundle of \( F \) into \( SM \) and \( r \) denotes restriction to the fibers of \( \nu F \). Dividing by \( \omega_k r^k \) and passing to the limit gives

\[
\lim_{r \to 0} \frac{1}{\omega_k r^k} \Psi\left( \exp \left( C \cap B(0, \varepsilon) \right), \exp \left( L \cap B(0, r) \right) \right) = T_p F \int_{C \cap \pi^{-1}(U)} r_p (j^* \omega)
\]

where \( T_p F = X_1 \wedge \cdots \wedge X_k \) for some suitably oriented orthonormal basis of \( T_p F \); the last equality follows from \( d \exp_0 = \text{id} \). By Lemma 2.7 the horizontal lifts \( \tilde{X}_1, \ldots, \tilde{X}_k \) of \( X_1, \ldots, X_k \) to the unit normal bundle \( \nu F \) of \( F \subset M \) coincide with the horizontal lifts to the sphere bundle \( SM \). Thus if \( V_1, \ldots, V_{n-k} \) are tangent to the fiber \( \nu F_p \) at \( \xi \in \nu F_p \), then

\[
T_p F \cdot r_p (j^* \omega)(V_1, \ldots, V_{n-k}) = \omega_\xi(V_1, \ldots, V_{n-k}, \tilde{X}_1, \ldots, \tilde{X}_k)
\]

by the definition of \( \tau_p \omega \). Comparing with (20) concludes the proof. \( \square \)

Decomposing \( T_\xi TM \) into horizontal and vertical subspaces, we get a canonical isomorphism

\[
T_\xi TM = H_\xi \oplus V_\xi \cong T_p M \oplus T_p M
\]

for every \( \xi \in TM \) with \( \pi(\xi) = p \). Similar to the discussion below (23) we see that this decomposition induces an isomorphism

\[
\tau : \Omega^k(TM) \to \Gamma(\Omega^k(TTM)^{tr})
\]

between smooth \( k \)-forms on \( TM \) and smooth sections of the bundle \( \Omega^k(TTM)^{tr} \) of translation-invariant \( k \)-forms on \( TTM_p \).

If \( \omega \) is a smooth \( n \)-form on \( TM \), we denote by \( [\omega] \) the induced curvature measure on \( M \),

\[
[\omega](P, U) = \int_{N_1(P) \cap \pi^{-1}(U)} \omega.
\]

Similarly, if \( \eta \) is a smooth section of the bundle \( \Omega^n(TTM)^{tr} \), we denote by \( [\eta] \) the induced smooth section of \( \text{Curv}(TM) \).

**Lemma 5.2.** \( \tau[\omega] = [\tau \omega] \) for every \( \omega \in \Omega^n(TM) \).

For the proof of the Lemma we will need the following version of Lemma 2.6 with the normal cycle of \( P \) replaced by the normal disc current of \( P \).
Lemma 5.3. Let $M$ be a Riemannian manifold, $P \subset M$ a compact submanifold with corners, and let $F \subset M$ be an oriented $k$-dimensional embedded submanifold consisting only of points of $P$ of type $k$. Let $j : TF^\perp \to TM$ denote the inclusion of the normal bundle of $F$ into the tangent bundle of $M$. If $\omega \in \Omega^n(TM)$, then

$$\int_{N_1(P) \cap \pi^{-1}(p)} r_p(j^*\omega)$$

depends smoothly on $p \in F$ and

$$\int_{N_1(P) \cap \pi^{-1}(F)} \omega = \int_F \int_{N_1(P) \cap \pi^{-1}(p)} r_p(j^*\omega).$$

Here $r_p(j^*\omega)$ denotes the restriction of $j^*\omega$ to the fibers of $TF^\perp$.

Proof. Observe that the Riemannian metric gives a map $m : (0, \infty) \times S^*(M) \to TM$ such that $N_1(P) = m_*((0,1] \times N^*(P)) + [P] \times \pi [0]$. The rest of the proof is now parallel to the proof of Lemma 2.6. \hfill \Box

Proof of Lemma 5.2. By (21) it suffices to show that $c_{\tau_p}[\omega]$ equals $c_{[\tau \omega]}_p$ for each $p \in M$. Put $\Psi = [\omega]$. By Lemma 5.1, we have for all closed convex cones $C \subset T_pM$ with $pr_{T_pM/L}(C)$ simplicial and sufficiently small $\varepsilon > 0$

$$c_{\tau_p}[\omega](C) = \lim_{r \to 0} \frac{1}{\omega_k r^k} \Psi(\exp(C \cap B(0,\varepsilon)), \exp(B(0,r) \cap L)).$$

Here $L = L(C)$ is the lineality space of $C$ and $k = \dim L$. Repeating the computation of Lemma 5.1 with the normal disc current $N_1(\exp(C \cap B(0,\varepsilon)))$ in place of the normal cycle $N(\exp(C \cap B(0,\varepsilon)))$ and using Lemma 5.3, we obtain further that

$$c_{\tau_p}[\omega](C) = \bar{T}_pF \cdot \int_{C^\varepsilon \cap D^n} r_p(j^*\omega).$$

As in the proof of Lemma 5.1, but now using Lemma 2.8, we see that

$$\bar{T}_pF \cdot r_p(j^*\omega)(V_1, \ldots, V_{n-k}) = \bar{T}_pF \cdot \tau_p\omega(V_1, \ldots, V_{n-k})$$

if $V_1, \ldots, V_{n-k}$ are tangent to the fiber $\nu F_p$. This finishes the proof. \hfill \Box

Note that the transfer map $\tau : C(M) \to \text{Curv}(TM)$ induces a natural grading on $C(M)$. Neither pullback nor Alesker product respect this grading, but both are compatible with the filtration

$$C_0(M) \supset \cdots \supset C_n(M)$$

where

$$C_i(M) = \{ \text{curvature measures of degree } k \geq i \},$$

see [54, Section 3]. We denote by $\pi_k$ the projection to the degree $k$ component of $C(M)$. 
Next we use the characterization of angular curvature measures established in Theorem 1.4 to prove the following:

**Lemma 5.4.** Let $M$ be a Riemannian manifold of dimension $n$. If $\Psi \in \mathcal{C}(M)$ has degree different from $n - 1$ and is angular at $p$, then there exists $\psi \in \Omega^n(TM)$ with $\Psi = [\psi]$ such that $\tau_p \psi$ has constant coefficients.

**Proof.** As in the translation-invariant case one sees that there exists $\omega \in \Omega^n(TM)$ with $\Psi = [\omega]$. Since $\tau_p \Psi$ is angular, there exists by Theorem 1.4 a constant coefficient form $\theta$ on $TT_p M$ representing $\tau_p \Psi$. Choose a geodesic coordinate neighborhood $U$ around $p$ to obtain for each $q \in U$ via parallel transport along the unique geodesic connecting $p$ with $q$ a linear isometry $P_q : T_q M \to T_p M$. Now $\eta_q = (P_q \oplus P_q)^* (\theta - \tau_p \omega)$ defines a smooth local section of $\Omega^n(TM)^{tr}$; modify $\eta$ by a smooth cut-off function to get a smooth global section. By construction, $\eta$ induces the zero curvature measure on each tangent space to $M$. Put $\psi = \omega + \tau^{-1}(\eta)$. Then $\tau_p \psi$ has constant coefficients and $[\psi] = \tau^{-1}[\tau \omega + \eta] = \tau^{-1}[\tau \omega] = \Psi$ by Lemma 5.2. □

**Proof of Theorem 1.3.** By Lemma 3.1 it suffices to show that there exists a number $g(L)$ such that for every closed convex cone $C$ in $T_p M$ with lineality space $L = L(C)$

$$c_{\tau_p (\iota^* \Psi)}(C) = g(L) \gamma(C).$$

Let $C \subset T_p M$ be some fixed closed convex cone. By continuity and finite additivity (Lemma 2.1 and (5)), we may assume without loss of generality that $pr_{T_p M/L}(C)$ is a simplicial cone. We may also assume that $f$ is the inclusion map $M \hookrightarrow \overline{M}$. By Lemma 5.4 we may further assume that

$$\Psi(P, U) = \int_{N_1(P) \cap \pi^{-1}(U)} \omega$$

with $\omega \in \Omega^n(\overline{TM})$ where $\tau_p \omega$ has constant coefficients.

Put $F = \exp^M(L \cap B(0, \varepsilon))$, where $\exp^M : T_p M \to M$ denotes the exponential map, and let $j : TF^\perp \to \overline{TM}$ denote the inclusion of the normal bundle of $F \subset \overline{M}$ into the tangent bundle of $\overline{M}$. Denote by $r_q(j^* \omega)$ the restriction of $j^* \omega$ to the fibers of $TF^\perp$. By Lemma 5.1, Equation (8), and Lemma 5.3, we obtain

$$c_{\tau_p (\iota^* \Psi)}(C) = \lim_{r \to 0} \frac{1}{\omega_{k r^k}} \Psi\left(\exp^M\left(C \cap B(0, \varepsilon)\right), \exp^M\left(L \cap B(0, r)\right)\right)$$

$$= \lim_{r \to 0} \frac{1}{\omega_{k r^k}} \int_{F \cap B(0, r)} \int_{N_1(\exp^M(C \cap B(0, \varepsilon))) \cap \pi^{-1}(q)} r_q(j^* \omega)$$
\[
\begin{aligned}
&= \tilde{T}_p F \bigcap \int_{N_1 \left( \exp^M \left( C \cap B(0, \varepsilon) \right) \right) \cap \pi^{-1}(p)} r_p(j^* \omega) \\
&= \tilde{T}_p F \bigcap \int_{C \cap D^n} r_p(j^* \omega)
\end{aligned}
\]

where \( \tilde{T}_p F = X_1 \wedge \cdots \wedge X_k \) for some suitably oriented orthonormal basis of \( T_p F \).

Let \( \nabla, \overline{\nabla} \) denote the Levi-Civita connections of \( M \subset \overline{M} \). Using parallel transportation with respect to the normal connection of \( F \subset \overline{M} \), we extend the tangent vectors \( X_1, \ldots, X_k \) to a local orthonormal frame of \( X_1, \ldots, X_n \) around \( p \) in \( \overline{M} \) with

\[
X_1, \ldots, X_k \in T_q F \quad \text{and} \quad X_{k+1}, \ldots, X_n \in T_q F^\perp
\]

along \( F \) and such that

\[(28) \quad pr_{T_p F^\perp} (\nabla X_i X_j) = \nabla^\perp_{X_i} X_j = 0, \quad i = 1, \ldots, k, \quad j = k+1, \ldots, n\]

at \( p \). Here \( pr_{T_p F^\perp} \) denotes the orthogonal projection onto \( T_p F^\perp \).

Fix \( \xi \in TF^\perp \) and extend \( \xi \) to local section of \( TF^\perp \) by declaring \( \xi = \sum_{i=k+1}^n \xi^i X_i \) with constant coefficients \( \xi^{k+1}, \ldots, \xi^n \) Let \( c_i : \mathbb{R} \to F \) be a smooth curve with \( c_i(0) = p, \dot{c}_i(0) = X_i, i = 1, \ldots, k \). Then

\[
\tilde{X}_i := \frac{d}{dt} \bigg|_{t=0} \xi \circ c_i \in T_\xi TF^\perp, \quad i = 1, \ldots, k,
\]

is a lift of \( X_i \in T_p F \) to the normal bundle. Now

\[(29) \quad T_\xi TF^\perp \subset T_\xi T\overline{M} = H_\xi \oplus V_\xi \cong T_p \overline{M} \oplus T_p \overline{M}\]

and thus each lift \( \tilde{X}_i \) decomposes as \( X_i + X_i^V \) into horizontal and vertical components.

Let the frame \( X_1, \ldots, X_n \) together with some coordinate system \( (x^1, \ldots, x^n) \) around \( p \in \overline{M} \) define coordinates \( x^1, \ldots, x^n, y^1, \ldots, y^n \) on \( T\overline{M} \). In terms of these coordinates, the horizontal subspace \( H_\xi \) is spanned by

\[
\frac{\partial}{\partial x^i} + \sum_{j=1}^n \langle \xi, \nabla_{\partial x^i} X_j \rangle \frac{\partial}{\partial y^j}, \quad i = 1, \ldots, n.
\]

Using (28), the vertical component of the lift \( \tilde{X}_i \) is thus given by

\[
X_i^V = - \sum_{j=1}^k \langle \xi, \nabla X_i , X_j \rangle \frac{\partial}{\partial y^j}.
\]
If $\xi \in T_p F^\perp \cap T_p M$, then by the Gauss formula (11)

$$X_i^V = - \sum_{j=1}^{k} \langle \xi, \nabla X_i X_j \rangle \frac{\partial}{\partial y^j} = - \sum_{j=1}^{k} \langle \xi, \nabla X_i X_j \rangle \frac{\partial}{\partial y^j} = 0,$$

where the last equality holds since the second fundamental form of $F \subset M$ vanishes at $p$ by the discussion surrounding (12). If $\xi \in T_p M^\perp$, then

$$X_i^V = - \sum_{j=1}^{k} \langle \xi, \nabla X_i X_j \rangle \frac{\partial}{\partial y^j} = \sum_{j=1}^{k} \langle \xi, h(X_i, X_j) \rangle \frac{\partial}{\partial y^j}$$

where $h \in \text{Sym}^2(T^*_p F) \otimes T_p F^\perp$ denotes the second fundamental form of $F \subset M$ at $p$. We conclude that

(30) $$X_i^V = \sum_{j=1}^{k} \langle pr_{T_p M^\perp}(\xi), h(X_i, X_j) \rangle \frac{\partial}{\partial y^j}$$

for all $\xi \in T_p F^\perp$.

By what was already said, the proof will be complete if we can show that there exists some constant $g(L)$ such that

$$\vec{T}_p F^\perp \int_{C^o \cap D^n} r_p(j^* \omega) = g(L) \gamma(C)$$

for every closed convex cone $C \subset T_p M$ with lineality space equal to $L$. Now by the definition of $\tau_p \omega$ and (29) we have

$$\vec{T}_p F^\perp r_p(j^* \omega) \left( \frac{\partial}{\partial y^{k+1}}, \ldots, \frac{\partial}{\partial y^n} \right)$$

$$= \omega_{\xi} \left( \frac{\partial}{\partial y^{k+1}}, \ldots, \frac{\partial}{\partial y^n}, \tilde{X}_1, \ldots, \tilde{X}_k \right)$$

$$= \tau_p \omega \left( \frac{\partial}{\partial y^{k+1}}, \ldots, \frac{\partial}{\partial y^n}, X_1 + X_1^V, \ldots, X_k + X_k^V \right)$$

Since $\tau_p \omega$ has constant coefficients, the last expression is by (30) evidently a polynomial function $f(\xi)$ depending only on $pr_{T_p M^\perp}(\xi)$. Using that $C^o = C' \oplus T_p M^\perp$,
where $C'$ is the polar cone of $C$ relative to $T_p M$, we compute

$$
\overline{T}_p F \int_{C \cap D^n} r_p(j^* \omega) = \int_{(C' \oplus T_p M^+) \cap D^n} f(\xi) d\xi \\
= \int_{\{\eta \in C^n : |\eta| \leq 1\}} \int_{\{\xi \in T_p M^+ : |\xi|^2 \leq 1 - |\eta|^2\}} f(\xi) d\zeta d\eta \\
= \left( \int_0^1 \int_{\{\xi \in T_p M^+ : |\xi|^2 \leq 1 - r^2\}} f(\zeta) d\zeta r^{m-k-1} dr \right) \\
\times \vol_{k-1} \left( \{ \eta \in C'^n : |\eta| = 1 \} \right) \\
= g(L) \gamma(C). \quad \Box
$$

6. Proof of Theorem 1.2. With Theorem 1.3 and Theorem 1.4 at our disposal we are now ready to give a proof of the angularity conjecture. Our starting point is Lemma 6.2 below which is a slight generalization of [16, Theorem 2.8]. First we need a simple lemma on cones.

**Lemma 6.1.** Let $C \subset \mathbb{R}^n$ be a closed convex cone with lineality space $L$. If $v \in S^{n-1}$ is not orthogonal to $L$, then for every $s \in \mathbb{R}$

$$
(31) \quad C \cap (v^\perp + sv) = (C \cap v^\perp) + su,
$$

where $u = pr_L(v)/|pr_L(v)|^2$. Moreover, the lineality space of $C \cap v^\perp$ is $L \cap v^\perp$ and if $pr_{\mathbb{R}^n/L}(C)$ is simplicial then also $pr_{\mathbb{R}^n/(L \cap v^\perp)}(C \cap v^\perp)$ is simplicial.

**Proof.** It is straightforward to verify the inclusions $C \cap (v^\perp + sv) \supset (C \cap v^\perp) + su$ and $C \cap (v^\perp + sv) - su \subset (C \cap v^\perp)$; this implies (31). It is obvious that the lineality space of $C \cap v^\perp$ is $L \cap v^\perp$.

Next we claim that $pr_{\mathbb{R}^n/L}(C) = pr_{\mathbb{R}^n/L}(C \cap v^\perp)$. To see this, given $x \in C$ put $s = \langle x, v \rangle$. But then $x \in (C \cap v^\perp) + su$ by (31) and so $pr_{\mathbb{R}^n/L}(C) \subset pr_{\mathbb{R}^n/L}(C \cap v^\perp)$. Since the reverse inclusion trivially holds, we have reached the desired conclusion. As a consequence, if $pr_{\mathbb{R}^n/L}(C)$ is simplicial, then there exist elements $v_1, \ldots, v_m \in C \cap v^\perp$ that linearly independent modulo $L$ such that every $x \in C \cap v^\perp$ can be expressed as $x = \sum_{i=1}^m \lambda_i v_i + l$ with $l \in L$ and nonnegative numbers $\lambda_1, \ldots, \lambda_m$. It follows that $l \in L \cap v^\perp$ and hence $pr_{\mathbb{R}^n/(L \cap v^\perp)}(C \cap v^\perp)$ is simplicial. \Box

**Lemma 6.2.** Let $\Psi \in C(\mathbb{R}^n)$ be a smooth curvature measure. If $\Psi$ is angular at $p$, then $V_1 \cdot \Psi$ is angular at $p$ as well.

**Proof.** By Lemma 3.1 the assumption implies that there exists a constant $f(L)$ such that

$$
c_{r_p} \Psi(C) = f(L) \gamma(C)
$$
for every closed convex cone \( C \subset \mathbb{R}^n \) with \( L = L(C) \). We have to show that there exists a constant \( h(L) \) such that
\[
c_{\tau_p}(V_1 \cdot \Psi)(C) = h(L)\gamma(C)
\]
for every closed convex cone \( C \subset \mathbb{R}^n \) with \( L = L(C) \). By continuity and finite additivity (Lemma 2.1 and (5)), we may assume without loss of generality that \( pr_{\mathbb{R}^n/L}(C) \) is a simplicial cone and that \( p = 0 \).

By Lemma 5.1 and (9)
\[
c_{\tau_p}(V_1 \cdot \Psi)(C) = \lim_{r \to 0} \frac{1}{\omega_n r^k} \int_{\mathbb{R}^n_{n-1}} \Psi(C \cap H, B(0, r) \cap L \cap H) \, dH
\]
(32)
\[
= \frac{1}{2\omega_{n-1}} \int_{S^{n-1}} \lim_{r \to 0} \frac{1}{\omega_k r^k} \int_{\mathbb{R}} \Psi(C \cap H_s, B(0, r) \cap L \cap H_s) \, ds \, dv
\]
where \( H_s = sv + v^\perp \). Assume now that \( v \) is not orthogonal to \( L \). By Lemma 6.1 the cone \( C \cap H_s \) is a submanifold with corners and so we may apply Lemma 2.6 and (31) to obtain that the inner integral in (32) equals
\[
\int_{\mathbb{R}} \int_{L \cap B(0, r) \cap H_s} \left( L \cap v^\perp \right) \int_{N(C \cap v^\perp)} \tau_{y-su}(j^* \beta_{su}^* \omega) \, dy \, ds,
\]
where \( r_x \) denotes the restriction to the fibers of the unit normal bundle of \( L \cap v^\perp \subset \mathbb{R}^n \), \( u = pr_L(v) / |pr_L(v)|^2 \), and \( \beta_{su} : \mathbb{R}^n \to \mathbb{R}^n \) denotes translation by \( su \). Since
\[
\int_{\mathbb{R}} \int_{L \cap B(0, r) \cap H_s} \cos \theta = \int_{L \cap B(0, r)} \cos \theta,
\]
with \( \theta \) denoting the angle between \( v \) and \( L \), passing to the limit yields
\[
c_{\tau_p}(V_1 \cdot \Psi)(C) = \frac{1}{2\omega_{n-1}} \int_{S^{n-1}} \cos \theta \left( L \cap v^\perp \right) \int_{N(C \cap v^\perp)} r_0(j^* \omega) \, dv
\]
\[
= \frac{1}{2\omega_{n-1}} \int_{S^{n-1}} \cos \theta c_{\tau_p}(C \cap v^\perp) \, dv
\]
\[
= \frac{1}{2\omega_{n-1}} \int_{S^{n-1}} \cos \theta f(L \cap v^\perp) \gamma(C \cap v^\perp) \, dv.
\]
Now the same computation as in the proof of [16, Theorem 2.8] shows that there exists a constant \( h(L) \) so that the latter integral equals \( h(L)\gamma(C) \) for every closed convex cone \( C \) with lineality space \( L \). This completes the proof. \( \square \)

**Lemma 6.3.** Let \( M \) be a Riemannian manifold of dimension \( n \). If \( \Psi \) is an angular curvature measure on \( M \) of degree different from \( n - 1 \), then there exists \( \psi \in \Omega^n(TM) \) with \( \Psi = [\psi] \) such that \( \tau_p \psi \) has constant coefficients for all \( p \in M \).
Proof. Choose a local orthonormal frame for $M$, to obtain a local trivialization $\varphi: \pi^{-1}(U) \to U \times \mathbb{R}^n$ of the tangent bundle of $M$ which is a linear isometry when restricted to the fibers. Consider also the corresponding trivialization $\widetilde{\varphi}: \text{Curv}(TM)|_U \to U \times \text{Curv}(\mathbb{R}^n)$. By hypothesis, $\tau \Psi$ is a smooth section of $\text{Curv}(TM)$ such that each $\tau_p \Psi$ is angular. In terms of our local trivialization, this gives angular curvature measures $\widetilde{\varphi}(\tau_p \Psi)$ on $\mathbb{R}^n$ which depend smoothly on $p$. By Theorem 1.4, we may choose elements $\theta_p \in \wedge^k(\mathbb{R}^n \oplus \mathbb{R}^n)^*$ which depend smoothly on $p$ and satisfy $\theta_p = \tau_p \Psi$. Put $\psi = \tau^{-1} \theta$.

Recall that $\pi_k$ denotes the projection to the degree $k$ component of $C(M)$.

**Lemma 6.4.** Let $\iota: M \to \overline{M}$ be a (not necessarily isometric) immersion of Riemannian manifolds and let $\Psi \in C_k(\overline{M})$. Then

$$\pi_k \circ \tau \circ \iota^*(\Psi) = (d\iota)^* \circ \tau \circ \pi_k(\Psi).$$

**Proof.** Recall from [54] the canonical map $\Lambda'_k: C_k(M) \to \Gamma(\text{Curv}_k(TM))$ defined as follows. Let $p \in M$, and fix a local diffeomorphism $\phi: T_p M \to M$ with $\phi(0) = p$, $d\phi_0 = \text{id}$. For $t \in \mathbb{R}$ let $h_t(y) = ty$, $y \in T_p M$. For $\Psi \in C_k(M)$ set

$$\Lambda'_k(\Psi)|_x := \lim_{t \to 0} \frac{1}{t^k} (\phi \circ h_t)^* \Psi.$$ 

By [54, Proposition 3.5] we have

$$\pi_k \circ \tau(\Psi) = \Lambda'_k(\Psi).$$

Thus we will reach the desired conclusion if we can prove

$$\Lambda'_k \circ \iota^*(\Psi) = (d\iota)^* \circ \Lambda'_k(\Psi).$$

for every immersion $\iota: M \to \overline{M}$. Now in the case where $\iota: \mathbb{R}^m \to \mathbb{R}^n$ is the standard inclusion the validity of (33) is clear. The general case can be reduced to this situation if (33) is already established for diffeomorphisms. This case is straightforward to verify.

**Lemma 6.5.** Let $\iota: M \to \mathbb{R}^n$ be an isometric embedding of an $m$-dimensional Riemannian manifold $M$ and let $q$ be some fixed point of $M$. If $\Phi$ is an angular curvature measure on $M$, then there exists $\Psi \in C(\mathbb{R}^n)$ which is angular at all points of $M$ such that $\iota^* \Psi$ coincides with $\Phi$ up to an element of $C_{m-1}(M)$ in an open neighborhood of $q$.

**Proof.** It clearly suffices to prove the lemma for curvature measures of pure degree. If $\Phi$ has degree $m - 1$ or $m$, then there is nothing to prove. Assume therefore that $\Phi$ has degree $k < m - 1$ and that the lemma has already been established.
for curvature measure of degree greater than $k$. Since $\Phi$ is angular and has degree $k < m - 1$, there exists by Lemma 6.3 an $m$-form $\phi \in \Omega^m(TM)$ such that $\Phi = [\phi]$ and $\tau_p \phi \in \Omega^m(T_p M \oplus T_p M)^{tr}$ has constant coefficients for all $p \in M$.

Choose $\theta_p \in \bigwedge^{n-m}(T_p M) \neq 0$ depending smoothly on $p$ and with $|\theta_p| = 1$ in some neighborhood of $q$. Now put

$$\omega_p = (pr_{T_p M} \times pr_{T_p M})^* \theta_p \phi \wedge (\pi_2 \circ pr_{T_p M})^* \theta_p \in \bigwedge^n (T_p \mathbb{R}^n \oplus T_p \mathbb{R}^n)^{tr}.$$ 

Here $pr_{T_p M} : T_p \mathbb{R}^n \to T_p M$ denotes the orthogonal projection and $\pi_2 : T_p \mathbb{R}^n \oplus T_p \mathbb{R}^n \to T_p \mathbb{R}^n$ the projection to the second factor. By construction, $\omega_p$ has constant coefficients. Now choose some smooth form $\tilde{\omega} \in \bigwedge^n (T\mathbb{R}^n)$ of bi-degree $(k, n-k)$ such that $\tau_p \tilde{\omega}$ has constant coefficients at points of $M$ and coincides with $\omega_p$ in some neighborhood of $U \subset M$ of $q$. Let $\Psi$ be the curvature measure on $\mathbb{R}^n$ defined by $\tilde{\omega}$.

The normal disc current of $P \subset T_p M$ inside $T_p \mathbb{R}^n$ can be constructed from the normal disc current of $P$ inside $T_p M$ via

$$N_{1}^{T_p \mathbb{R}^n}(P) = \{(x, u + v) : (x, u) \in N_{1}^{T_p M}(P), v \in T_p M^\perp, |v|^2 \leq 1 - |u|^2\}.$$ 

Hence, if $f(x, u, v) = (x, u + \sqrt{1 - |u|^2} v)$, then

$$N_{1}^{T_p \mathbb{R}^n}(P) = f_*(N_{1}^{T_p M}(P) \times D^{n-m})$$

and so, by Lemma 5.2, for $P \subset T_p M$

$$\tau_p \Psi(P, V) = \int_{N_{1}^{T_p \mathbb{R}^n}(P) \cap \pi^{-1}(V)} \tau_p \tilde{\omega} = \int_{N_{1}^{T_p M}(P) \cap \pi^{-1}(V)} f^* \omega = \omega_{n-m} \int_{N_{1}^{T_p M}(P) \cap \pi^{-1}(V)} (1 - |u|^2)^{(n-m)/2} \tau_p \phi.$$ 

Since $\tau_p \phi$ has constant coefficients, the last integral is a nonzero constant multiple of $\Phi(P, V)$. Adjusting $\Psi$ by some nonzero constant, we get

$$\tag{34} (dt_p)^* \tau_p \Psi = \tau_p \Phi, \quad \text{for all } p \in U.$$ 

By Theorem 1.3, $\iota^* \Psi - \Phi$ is angular and, since the pullback preserves the filtration on curvature measures, lies in $\mathcal{C}_k(M)$. But by Lemma 6.4 and (34), $\iota^* \Psi - \Phi$ has no non-trivial component of degree less than $k + 1$. By induction, this finishes the proof.

**Proof of Theorem 1.2.** Choose an isometric embedding of $M$ into some Euclidean space $\mathbb{R}^n$. Fix some point $q$ in $M$. By Lemma 6.5 there exist $\Psi \in \mathcal{C}(\mathbb{R}^n)$ and $\Xi \in \mathcal{C}_{m-1}(M)$ such that $\Psi$ is angular at points of $M$ and $\Phi$ coincides with
$\iota^*\Psi + \Xi$ in some neighborhood $W \subset M$ of $q$. By Theorem 2.3 the Alesker product commutes with pullback and hence

$$(V_1 \cdot \Phi)|_W = V_1|_W \cdot \Phi|_W$$

$$= V_1|_W \cdot (\iota^*\Psi + \Xi)|_W$$

$$= (V_1 \cdot \iota^*\Psi)|_W + (V_1 \cdot \Xi)|_W$$

$$= (\iota^*(V_1 \cdot \Psi) + V_1 \cdot \Xi)|_W,$$

where the last equality follows from the invariance of the Lipschitz-Killing valuations under pullback by isometric immersions. Since the Alesker product preserves the filtration on curvature measures and every curvature measure in $C_{m-1}(M)$ is angular, we conclude that $V_1 \cdot \Xi$ is angular. Lemma 6.2 implies that $V_1 \cdot \Psi$ is angular at points of $M$. Together with Theorem 1.3 this implies that $\iota^*(V_1 \cdot \Psi)$ is angular. We conclude that $V_1 \cdot \Phi$ is angular in $W$. Since $q$ was arbitrary and $V_k = \frac{2^k}{k!\omega_k} V^k_1$,

this completes the proof.

\[ \square \]
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