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Abstract

Human action recognition in computer vision has been widely studied in recent years. However, most algorithms consider only certain action specially with even high computational cost. That is not suitable for practical applications with multiple actions to be identified with low computational cost. To meet various application scenarios, this paper presents a unified human action recognition framework composed of two modules, i.e., multi-form human detection and corresponding action classification. Among them, an open-source dataset is constructed to train a multi-form human detection model that distinguishes a human being's whole body, upper body or part body, and the followed action classification model is adopted to recognize such action as falling, sleeping or on-duty, etc. Some experimental results show that the unified framework is effective for various application scenarios. It is expected to be a new application-driven AI paradigm for human action recognition.

1. Introduction

In actual applications, various scenarios require the monitoring of human actions. In scenarios involving safety supervision, surveillance cameras obtain image information of the safety supervisors’ work area to monitor whether safety supervisors are on duty or even whether they are sleeping. In some scenarios, the number of personnel needs to be limited, such as statistics on workers in the work areas of the factory assembly line where the number of personnel should within a compliant range. In the environment of chemical plants, fall detection can find the unusual human body in time to alert possible gas leakage accidents. Therefore, human action recognition has important research significance for reducing safety accidents in many scenarios.

There are many studies on human action recognition. Two-stream RNN/LSTM framework [44, 47, 49] takes different input features extracted from the RGB videos for Human Action Recognition (HAR) and gets human action results through fusion strategies. However, the computational complexity of the two-stream framework is huge compared to a single CNN framework, and it relies on continuous image input. 3D CNN framework [39, 40, 54] extends 2D CNNs to 3D structures, to simultaneously model the spatial and temporal context information in videos. But this kind of algorithm is also computationally intensive and relies also on continuous image input. Skeleton based methods [27, 30, 34, 63] extract skeleton sequences to encode the trajectories of human body joints, which characterize informative human motions. However, these algorithms are not only computationally intensive, but also unstable in actual monitoring scenarios. Numerous works [9, 21, 26] has made great contributions to the improvement of dl-based object detection algorithms. Regression based algorithm [17] directly estimates the count of pedestrian. The method [41] detects fall actions via SVM. And skeleton based and human key-points based algorithms [37, 58] are proposed for fall detection.

Generally, human action recognition depends on captured visual information sincerely. As shown in Figure 1, some scenes need the whole body to make a decision, e.g., fall detection, and some scenes need the upper body to make a decision, e.g., sleeping detection, while some other scenes need only part of body to make a decision, e.g., person counting for on-duty detection. Now, most algorithms consider each kind of scene independently, while a unified framework is expected to support various scenes simultaneously. Additionally, inspired by the fact that humans may need a single instance of visual information to recognize human actions, it is possible to realize accurate identification with a single frame of a video, which may reduce the computational cost on temporal sequence processing.
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To address the above mentioned issues, we propose a unified human action recognition framework composed of multi-form human detection module and action classification module. With a single image as input, the multi-form human detection module localizes the whole body, upper body and parts of body simultaneously with various labels. And then, the localized human bodies are fed to corresponding action classifications which identify corresponding actions in the image. The scheme accepts input images frame by frame, and assigns action labels based on individual frame. Combining the results for a time period, the human actions are predicted. The contributions of paper include mainly two aspects: 1) A unified human action recognition framework is proposed as a new application-driven AI paradigm; 2) The multi-form human detection model is proposed and the corresponding dataset is open-sourced; 3) Some experiments are done to show the proposed paradigm’s effectiveness.

The rest of the paper is arranged as follows. In Section 2, some related works are introduced. The proposed AI paradigm is presented in detail in Section 3. In Section 4, the constructed multi-form human detection dataset is presented in detail. Some experiments are done and results are given to show the effectiveness of the proposed AI paradigm in Section 5. Finally, in Section 6, some conclusions are drawn.

2. Related Works

Human Action Recognition (HAR), i.e., recognizing and understanding human actions, is crucial for a number of real-world applications. It can be used in visual surveillance systems [20] to identify dangerous human activities, and autonomous navigation systems [25] to perceive human behaviors for safe operation. Besides, it is important for a number of other applications, e.g., video retrieval.

In the early days, most of the works focused on using RGB or gray-scale videos as input for HAR [42], due to their popularity and easy access. Recent years have witnessed an emergence of works [50, 57, 59], using other data modalities, such as skeleton, infrared sequence, point cloud, event stream, audio, acceleration, radar. This is mainly due to the development of different kinds of accurate and affordable sensors.

Multi-frame dense optical flow is primarily used to train two-stream CNN [27], of which temporal and spatial stream deals with motion in form of dense optical flow and still video frames respectively. The two-stream 2D CNN framework [44, 47, 49] generally contains two 2D CNN branches taking different input features extracted from the RGB videos for HAR, and the final result is usually obtained through fusion strategies. Additionally, RNNs can be used to analyze temporal data due to the
recurrent connections in their hidden layers. Most of the existing methods have adopted gated RNN architectures, such as Long-Short Term Memory (LSTM) [60, 62], to model the long-term temporal dynamics in video sequences.

Plenty of researches [39, 40, 54] have extended 2D CNNs to 3D structures, to simultaneously model the spatial and temporal context information in videos that is crucial for HAR. Transformer [64] is a novel deep learning model leading the machine learning field recently. Transformer is composed of an encoder and a decoder. This design enables Transformer to perform well concerning long-term dependency modeling, multi-modal fusion, and multi-task processing [53, 65].

Skeleton based algorithms encode the trajectories of human body joints, which characterize informative human motions. Therefore, skeleton data is also a suitable modality for HAR. The skeleton data can be acquired by applying pose estimation algorithms on RGB videos [30, 63]. Most of recent works on skeleton based HAR used skeleton data obtained from RGB videos [56].

For human detection, human detectors are mainly divided into one-stage object detectors [21, 28, 29] and two-stage object detectors [9, 10, 31]. One-stage human detectors mainly have two kinds: anchor-based [4, 18, 22, 35] and anchor-free [5, 13, 14, 36, 46]. At present, the more accurate real-time one-stage human detectors are anchor-based EfficientDet [35], YOLOv4 [4], and PP-YOLO [22].

For person counting, early approaches are based on detections [26, 43, 45]. The regression-based approach directly estimates the pedestrian count of the image [17, 23, 24], hindering its extension to localization study. Most recently, person counting via density map estimation has emerged as a promising approach, where the input image is processed to a crowd density map, which is simply integrated to obtain the number of people in a pixel of the image [6, 11, 33, 48].

For sleep detection and fall detection, early approaches are based on SVM [38, 41], KNN [16, 32] and feature-threshold [15, 19], and they use foreground extraction through background subtraction. CNN based approaches [51, 52, 61] obtain features through convolutional network. Skeleton based or human key-points based approaches are also popular [37, 58], and they extract information from the positions, angles and scales of skeletal points and use the information to characterize human actions.

For efficient human action recognition in various scenarios, it is straightforward to do action recognition with the method in Figure 2, where the human detection is applied to an input image followed by the action recognition. Intuitively, different action require different human body information to make a decision. For example, the whole body detection is required for fall detection, the upper body detection for sleep detection, and the part body detection for on-duty detection. Thus, different human detection needs to be setup for different action recognition. In this paper, the general human detection is proposed for supporting various actions and thus used to construct a unified human action recognition framework. Additionally, the method is extended from a single image as input to a video sequence in the computation-effective way.

Figure 2. The straightforward human action recognition scheme with different human detection for different action scenario: (a) fall detection, (b) sleep detection, and (c) on-duty detection.
3. The Proposed Application-Driven AI Paradigm

3.1. System overview

The proposed application-driven AI paradigm for human action recognition, as shown in Figure 3, is composed of two stages: one for multi-form human detection and the other for action classification. In the first stage, the human body regions with three kinds of label are identified from an input image. Then in the second stage, the corresponding kind of human body regions are used to recognize certain action with an action classifier. Thus, for each input image, the system tells the confidence score or action label of each considered action type. For the video sequence composed of temporal image frames, the global action label is acquired by finding the most frequent action label. Instead of dealing with whole video, periodic frames from the video sequence are processed. Also, in most of the cases, a single frame is sufficient for recognition of action in the video. In the present work, we utilize minimum number of frames thus reducing computational time.
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Figure 3. The application-driven AI paradigm for human action recognition. With images as input, the multi-form human detection model produces three kinds of human body regions. Then, various action classifiers are followed corresponding to certain kind of human body regions.

3.2. Multi-form human detection

In the proposed multi-form human detection, three kinds of human body regions, i.e., the whole body, upper body and part of body, are localized from an input image. These human body forms may cover nearly all potential application scenarios. For example, such case as on-duty detection or pedestrian tracking requires only the part of body to make a decision, while such case as sleep detection or sit detection often requires the upper body to make a decision. Furthermore, such case as fall detection, jump detection, running detection or standing detection usually requires the whole body to make a decision.

Generally, an object detection model can be used for multi-form human detection. Here, we use YOLOv5 [4], an object detection algorithm that divides an image into a grid system, where each cell in the grid is responsible for detecting objects within itself. For its backbone, we use new CSP-Darknet53 module [12], and use SPPF [7], New CSP-PAN [8] as neck module. Due to the overall trade-off of actual speed requirements, memory consumption and accuracy, we use the m version of the yolov5 model with a resolution of 640x640, which can reach 20fps in a non-GPU deployment environment such as Intel i7-1185g7. And when we use the integrated GPU of Intel CPU, the speed of our algorithm will be increased by 50% to
reach 30fps. For training the object detection model, a new dataset is constructed based on COCO2017 [1], which will be presented in detail in Section 4.

3.3. Action classification

In action classification, the action classifier decides whether each of the detected human body region corresponds to certain action. Here, various action recognition scenarios can be supported so long as the corresponding action classifiers are provided. Noted that different action scenario may need different kind of human body region. For example, fall detection works on the whole body region, sleep detection on both upper body region and whole body region, while on-duty detection on either part of body region, upper body region or whole body region.

Generally, to design the action classifier, the deep learning based image classification model can be adopted. However, some tricks should be carefully considered when preparing the training dataset. For example, in the case of sleep detection, we need to extend the two classes of sleep/nosleep to three classes of sleep/sit/nosleep or more, because the normal posture of the upper sitting body may be very close to the posture of lying on table sleeping. In another case such as fall detection, the posture of person sitting on bed/chair/sofa may be close to falling, so we need to extend the number of classes of the classifier to reduce false positives as far as possible. In this work, we use resnet18 [66] as the classification model considering the trade-off of accuracy and speed. Differently, for on-duty detection, the person counting based on person detection may be enough to tell whether the number of person is reasonable on work.

4. Open-Source of Multi-form Human Detection Dataset

To train the proposed multi-form human detection model, we construct an open-source dataset with two means: Based on COCO2017 [1] dataset, we distinguish three kinds of human body labels, i.e., the whole body, upper body and part of body. In addition to this, we collect and annotate 700 videos from actual applications containing human bodies with different poses in various scenarios to improve the algorithm performance. Totally, we have collected 70k images containing 275,000 human bodies. This dataset covers the whole/upper/partial human bodies with various angles, illuminations, sizes and qualities, and is manually labeled by a number of people in numerous rounds. As shown in Table 1, there are totally 275000 annotations, 102000 for whole bodies, 68000 for upper bodies and 105000 for part of bodies.

| Annotation strategy | Whole body | Upper body | Part of body |
|---------------------|------------|------------|--------------|
| Quantity            | 102000     | 68000      | 105000       |

4.1. Annotation for whole human bodies

For the whole body’s annotation, we set the strategy that the torso part and the legs are mostly not occluded. Specifically, different from the upper body annotation in Section 4.2, the labeling of the whole body focuses more on the torso and lower limbs. Even if the head and hands are occluded, if the torso and lower limbs of the person are visible, we still annotate it as the whole body. Finally, we got 102000 whole body annotations. Some samples are shown in Figure 4, where only the whole bodies are annotated in yellow.
Figure 4. Examples of whole human body annotations. Among these pictures, seven whole human bodies are annotated in yellow.

4.2. Annotation for upper human bodies

For the upper body’s annotation, we set the strategy that at least the head and shoulder need to be seen. However, according to COCO’s labeling standard, a large proportion of the data will be labeled as partial body while not upper body. Therefore, some work needs to be done to update the labels of COCO dataset. Such a training data update finally leaves us with 68000 upper human body labels. Figure 5 shows some examples of upper body annotation in green.

Figure 5. Examples of upper human body annotations. Among these pictures, six upper human bodies are annotated in green.

4.3. Annotation for partial human bodies

For COCO2017 dataset, the partial body annotations are obtained after the whole body annotation in Section 4.1 and the upper body annotation in Sections 4.2. For the data collected from the actual applications, we annotate the human bodies according to the same labeling rules. Finally, we obtain a total of 105000 partial human body annotations. Some examples are shown in Figure 6 with partial bodies annotated in blue.
4.4. Annotation for action classification

Based on the annotated human bodies, we setup the action subsets for training action classifiers. As examples, Figure 7 shows the subsets corresponding to standing, jumping, falling, sleeping and sitting, respectively. Based on the subsets, some action classifiers can be trained.

Figure 7. Examples of action subsets: Stand, Jump and Fall denote the standing posture, jumping posture and falling posture respectively based on the whole body, and Sleep and Sit denote the sleeping posture and sitting posture based on the upper body.

5. Experiments

5.1. Implementation details

For the yolov5 model in multi-form human body detection, we disable mosaic which will produce incomplete human body labels. Copy-paste and random affine (Rotation, Scale, Translation and Shear) are still being used. For rotation parameter, we
expand the default (-5, 5) random sampling range to (-90, 90) degrees, which could greatly improve recall rate of inclined human body. For Multi-scale parameter which controls how images scale in training, we set it to (1~1.5x).

For the resnet18 model in action classification, we modify the input 224x224 to 384x128, which is effective for classification model training when the human body is the input. During the training min-batch, we dynamically balance the number of samples in each category.

5.2. Experiments on public dataset

**Dataset and Metric:** We evaluate our method on public dataset UR Fall Detection Dataset (UR) [2] and Fall detection Dataset (FDD) [3]. UR Fall Detection Dataset contains 70 (30 falls + 40 activities of daily living) sequences. Out of total datasets of 22636 images, 16794 images can be used for training, 3299 images can be used for validation and 2543 images can be used for the test. When training our network, we follow the original partition. And, we show the quantitative comparison results with sensitivity (true positive rate) and specificity (true negative rate) as metric.

Taking fall detection for example, we compare the original detection-classification method and state of the art methods [51, 62, 93] with our method which using our paradigm. In the original detection-classification method, the original YOLO is adopted for human body detection, which produces the undistinguishable human bodies for action classification. As can be seen from the results in Table II, compared with original detection-classification process, our paradigm greatly improves on the specificity and also improves significantly on the sensitivity. Combining two metrics, our paradigm achieves the best performance compared to other algorithms. With respect to the specificity, it is reasonable that the whole human body is more suitable for fall classification than the upper body or partial body.

| Methods                  | Sensitivity | Specificity |
|--------------------------|-------------|-------------|
| Original YOLO + classification | 97.9%       | 85.3%       |
| SVM [51]                 | 91.1%       | 87.3%       |
| CNN [62]                 | 92.8%       | 96.1%       |
| CNN + human key points [93] | **99.5%**   | 98.7%       |
| Our method               | 99.4%       | **99.2%**   |

5.3. Experiments on our dataset

We collect video data from actual scenarios for action analysis as our own datasets. The duration of video data is 13 hours, which is made up of 200 video segments. When training our model, two-thirds of the dataset is used for training, while the rest for testing. Figure 8 shows an instance on work status surveillance, which is able to recognize four human actions including standing, sitting, similar to sleeping and sleeping at work.
Figure 8. Examples of human action recognition in working environment. In addition to the detection of worker, the system also identifies the action of sleeping at work, and even classifies non-sleeping actions such as standing, sitting, and the one similar to sleeping.

For multi-form human detection, we evaluate our detector with the original YOLO detection. In Table III, we show the quantitative comparison results with precision and recall as metric. Comparing to original detection, we loss little recall rate, but has a boost in precision rate. It shows that to detect human body in three forms respectively can obtains higher precision rate than to detect in only one form.

| DETECTORS’ EXPERIMENTS ON OUR DATASET |
|----------------------------------------|
| Methods | Precision | Recall |
|----------|-----------|--------|
| Orginal YOLO | 95.9% | 92.2% |
| Multi-form human detector | 97.1% | 91.6% |

For action classification, we evaluate our algorithms with the original detection-classification method. In Table IV, we also show the quantitative comparison results of four different action classifications with precision and recall as metric. Comparing to the original detection-classification, we have a slight decrease of recall rate in three applications, and a slight increase in the recall rate of sleep detection. We improve precision rate of all applications, especially for difficult tasks such as fall detection and sleep detection, and the improvement is significant. As is shown that the action classification based on the three forms of human bodies produced by multi-form human body detection obtains higher precision rate than the action classification based on only one form of human body produced by the general person detection such as YOLO.

| CLASSIFIERS’ EXPERIMENTS ON OUR DATASET |
|-----------------------------------------|
| Methods | Fall detection | Sleep detection | Jump detection | On-duty detection |
|----------|----------------|----------------|----------------|------------------|
|          | Precision | Recall | Precision | Recall | Precision | Recall | Precision | Recall |
| Original YOLO + classification | 83.4 | 99.2 | 77.5 | 96.1 | 95.5 | 98.7 | 95.9 | 94.5 |
| Multi-form human detection + classification (our method) | 97.5 | 99.0 | 93.1 | 96.9 | 98.1 | 97.9 | 98.8 | 94.0 |
6. Conclusion

We propose an application-driven AI paradigm for human action recognition with a combination of multi-form human detection and action classification. The multi-form human detection model, trained with a new dataset, localizes three forms of human bodies including the whole body, upper body and partial body simultaneously. Based on the localized human bodies, various action classifiers can be used to identify corresponding actions. The new open-source dataset is constructed based on both existing open-source dataset and own-collected data, which is annotated into three forms of human bodies covering nearly all potential applications. Experiment results on public dataset and our dataset confirm that our system has a great value in real-world applications. Additionally, the proposed paradigm has the potentiality on low-cost implementation which will be investigated in future.
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