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ABSTRACT
Power iteration is a fundamental algorithm in data analysis. It extracts the eigenvector corresponding to the largest eigenvalue of a given matrix. Applications include ranking algorithms, principal component analysis, PageRank algorithm. Power iteration is described by the update equation or recurrence relation

$$b \leftarrow \frac{Ab}{\|Ab\|}, \quad (1)$$

where $\|\cdot\|$ represents the Euclidean norm. It is well-known that (1) converges to the eigenvector of $A$ corresponding to the dominant eigenvalue. Note that the normalization can be omitted, i.e., $b \leftarrow Ab$ results in the same direction as the dominant eigenvector.

A primary application of the power iteration (1) is conventional (or, $L^2$) principal component analysis (PCA): Suppose that we collect members of a zero-mean $D$-dimensional dataset $\{x_1, \ldots, x_N\} \subset \mathbb{R}^D$ to a $D \times N$ matrix $X = [x_1 \ x_2 \ldots \ x_N] \in \mathbb{R}^{D \times N}$. Consider the corresponding sample covariance matrix

$$C = \frac{1}{N}XX^T. \quad (2)$$

The first principal vector, say $p_1$, is then the dominant eigenvector of $C$. The eigenvector $p_1$ can be extracted via the power iteration in (1) applied with the substitution $A = C$. The $i$th principal vector can then be extracted via power iteration on $(I - \sum_{k=1}^{i-1} p_k p_k^T)C$.

In the process of computing the PCA of $C$ through (1), one effectively computes the Euclidean inner product of the candidate principal vector $b$ with the dataset elements $x_1, \ldots, x_N$ at each iteration. The fundamental underlying operation for each such Euclidean inner product is the multiplication of the components of $b$ with the components of $x_i$. On the other hand, it is well-known that multiplication operation will overamplify the effects of outliers or noise in the dataset. To increase robustness, our idea is to replace the Euclidean inner products that appear in (1) with Multiplication Avoiding Vector Products (MAVPs), which were originally developed in the context of neural networks [16]. Two of the MAVPs satisfy the Mercer-type kernel requirement [7]. The resulting multiplication-avoiding power iteration (MAPI) becomes a power iteration in the Reproducing Kernel Hilbert Space (RKHS) defined by the kernel. Our MAVPs utilize the sign information of vector components to preserve the correlation properties of multiplication; see [1] for another work that utilizes the related idea of sign regression.

Energy efficiency and improved computational complexity provides another major motivation for utilizing MAVPs in lieu of ordinary power iteration. In fact, MAVPs rely only on minimum operations and sign changes, and avoid the energy consuming multiplication operation. Therefore, compared to an Euclidean inner product, an MAVP can be executed in an energy efficient manner in many processors. The same benefits transfer to MAPI, which utilize MAVPs.

We reemphasize that RPI and MAPI will result in different vectors upon convergence; i.e. they are not equivalent. We expect MAPI to be more robust than RPI as it utilizes MAVPs that induce the $\ell_1$-norm. We also expect the MAPI to be more energy- and computationally-efficient as it avoids the multiplication operation.

Kernel-PCA was introduced by Scholkopf et al. [8, 10]. It has been applied to many signal and image processing problems [11-14]. Related work includes recursive $\ell_1$-PCA and PCA methods using the similarity measures related with the $\ell_1$-norm [15, 18]. However all of the above mentioned methods are computationally costly in large covariance matrices because they either require the eigen-decomposition of the covariance matrix or the solution of a complex optimization problem. To the best of our knowledge, this paper is the first paper describing power iterations in the kernel domain. This is probably due to the fact that other kernel PCA methods require costly kernel computations compared to the regular vector dot product. On the other hand, MAPI kernel operations are more energy efficient than the dot product. In the context of PCA, MAPI can not only improve robustness but provide significant improvements in computational complexity. MAPI provides similar benefits in other applications in which the power iteration is used. Examples will be provided throughout the paper.

The rest of the paper is organized as follows: In Section 2 we formally introduce the MAPI. In Section 3 we describe applications
of MAPI and report corresponding results. Finally, in Section 4 we draw our main conclusions.

2. METHODOLOGY

In this section, we provide an overview of the MAVPs, and formally introduce the MAPI method that utilizes MAVPs.

2.1. Multiplication-Avoiding Vector Products (MAVPs)

MAVPs were first studied in [1, 23] to develop a robust region covariance matrix. They were used in computationally efficient neural networks. In this work, we will utilize the MAVP as

\[ w^T \odot x \triangleq \sum_{i=1}^{n} \text{sign}(w_i x_i) \min(|w_i|, |x_i|). \]  

We define another related dot-product as follows:

\[ w^T \odot_m x \triangleq \sum_{i=1}^{n} \mathbf{1}(\text{sign}(w_i) = \text{sign}(x_i)) \min(|w_i|, |x_i|) \]  

where \( \mathbf{1}(\cdot) \) is the indicator function. We call \( \odot \) as min1 operation and \( \odot_m \) as min2 operation. In the following sessions, we will denote the two min-operations as \( \odot = (\odot, \odot_m) \). Note that unlike an ordinary Euclidean inner product, \( \odot \) and \( \odot_m \) do not contain any multiplication operations. Energy efficiency of \( \odot \) operation varies from processor to processor. For example, multiplication-based regular dot-product operation consumes about 4 times more energy compared to the multiplication avoiding dot product operations defined in \( \odot \) and \( \odot_m \) in (8). Note that MAVPs induce the \( \ell_1 \)-norm as \( x^T \odot x = \sum_{i=1}^{n} \min(|x_i|, |x_i|) = ||x||_1 \).

The MAVPs can be extended to matrix multiplications as follows: Let \( \mathbf{W} = [w_1 \cdots w_m] \in \mathbb{R}^{n \times m} \) and \( \mathbf{X} = [x_1 \cdots x_p] \in \mathbb{R}^{n \times p} \) be arbitrary matrices. We define \( \mathbf{W}^T \odot \mathbf{X} \) as an \( n \times p \) matrix whose entry in the \( i \)-th row, \( j \)-th column is \( w^T_i \odot x_j \). Thus, the definition is similar to matrix multiplication \( \mathbf{W}^T \mathbf{X} \) by only changing the element-wise product to element-wise MAVP.

We have shown in [2] that the resulting “Min-PCA” provides better resilience against impulsive noise than regular PCA in image reconstruction experiments.

2.2. Multiplication-Avoiding Power Iteration (MAPI)

We are now ready to introduce the MAPI. We replace the standard products in [1] with a MAVP. To further reduce the computational complexity, we replace the normalization by \( \ell_2 \)-norm by a normalization by \( \ell_1 \)-norm. Note that the calculation of the \( \ell_2 \)-norm requires multiplications while \( \ell_1 \)-norm can be calculated via additions only. Our revisions yield the iteration

\[ w \leftarrow \frac{\mathbf{A} \odot w}{||A \odot w||_1}. \]

We have observed that such a change of normalization does not affect the final performance greatly; also see [24, 25] for studies that utilize an \( \ell_1 \) normalization. The final MAPI algorithm is shown in Algorithm 1. For applications to PCA, we can normalize the final \( w_t \) by its \( \ell_2 \)-norm for extraction of subsequent principal vectors.

**Algorithm 1 MAPI**

**Input:** \( \mathbf{A} \in \mathbb{R}^{N \times N} \), iteration times \( T \).

1. Initialize \( w_0 \) as a random vector with \( ||w_0|| = 1 \);
2. for \( t = 0, 1, \ldots, T - 1 \) do
3. \( w_{t+1} = \mathbf{A} \odot w_t \);\n4. \( w_{t+1} \leftarrow w_{t+1}/||w_{t+1}||_1 \);
5. end for
6. (optional) \( w_T = w_T/||w_T||_2 \);
7. return dominant pseudo-eigenvector \( w_T \).

Each step of the MAPI defined in (6) corresponds to a transformation in the RKHS. As a result the convergence of MAPI depends on the matrix \( \mathbf{A} \). Since we normalize the iterations in (8) at each step, the iterates are bounded and they satisfy \( ||w_t||_1 = 1 \). We have observed that the MAPI in Algorithm 1 converges in all experiments that we have tried and the resulting vector can be used in practical applications. For certain MF operators, convergence can even be proved analytically. In particular, let

\[ w^T \odot x \triangleq \sum_{i=1}^{n} (\text{sign}(x_i)y_i + x_i\text{sign}(y_i)) \]

The operator \( \odot \) has proved very useful for neural network applications [2]. The convergence behavior of the MAPI is particularly simple, at least in the case of positive entries. Let \( \mathbf{A} = [a_1 \cdots a_N] \).

**Proposition 1.** For any initial vector \( w \) and matrix \( \mathbf{A} \) with positive entries, the iterations \( w \leftarrow \frac{\mathbf{A} \odot w}{||\mathbf{A} \odot w||_1} \) converges to the vector

\[ \frac{1 + ||a_1|| + \cdots + ||a_N||_1}{\sum_{i=1}^{n}(1 + ||a_i||_1)} \]

in at most two iterations.

**Proof.** The proof is by calculation. After the first iteration, one obtains a vector \( \mathbf{c} = \mathbf{A} \odot w = [c_1 \cdots c_N]^T \) whose \( i \)-th component is

\[ c_i \triangleq \frac{a_i^T \odot \mathbf{b}}{\sum_{j=1}^{n}(a_j^T \odot \mathbf{b})} = \frac{||a_i||_1 + ||b||_1}{\sum_{j=1}^{n}(||a_j||_1 + ||b||_1)}. \]

Note that \( ||c||_1 = 1 \). Therefore, after the second iteration, we obtain a vector whose \( i \)-th component is

\[ \frac{||a_i||_1 + ||c||_1}{\sum_{j=1}^{n}(||a_j||_1 + ||c||_1)}. \]

The result follows since \( ||c||_1 = 1 \). \( \square \)

The general case for different operators and arbitrary entries for matrices is left as future work.

Note that MAPI only requires \( N \) divisions per iteration as opposed to the RPI, which requires \( N^2 \) multiplications and \( N \) divisions. Therefore, we expect MAPI to consume significantly less energy compared to RPI in most processors.
3. APPLICATIONS AND NUMERICAL RESULTS

3.1. Image Reconstruction Example

We consider image reconstruction example studied in [15]. Our experiment follows the same structure in [15]. We use regular power iteration (RPI) and MAPI to compare the image reconstruction results of the MAPI. In this experiment, the image size $D \times D = 128 \times 128$, and the pixel values are in the range of $[0, 1]$. Suppose that we want to reconstruct a grayscale image (Fig. 1a) from $N = 10$ occluded versions. As Fig. 1b shows, the corrupted images are created by partitioning the original image into sixteen tiles of size $32 \times 32$ and replacing three arbitrarily selected tiles by $32 \times 32$ grayscale noise patches. The pixel values of the noise patches are independent and identically distributed random variables that are uniform on $[0, 1]$. The reconstruction algorithm is described in Algorithm 2. In particular, in Step 5 and Step 6, we obtain the first two dominant generalized eigenvectors of the min-covariance matrix of images via MAPI. We then reconstruct the image using these two generalized eigenvectors in Line 8.

Algorithm 2 Image Reconstruction via MAPI

Input: $N$ corrupted versions of an image: $I_1, I_2, ..., I_N \in \mathbb{R}^{D \times D}$, pixels are in range of $[0, 1]$.

1: Reshape $I_i$ to vector $v_i \in \mathbb{R}^{D^2 \times 1}$ for $i = 1, ..., N$;
2: $V = [v_1, v_2, ..., v_N] \in \mathbb{R}^{D^2 \times N}$;
3: Reduce mean: $m = \text{mean}(V, 2) \in \mathbb{R}^{D^2 \times 1}$, $V = V - m$;
4: Construct the min-covariance matrix $C = \frac{1}{N-1} V \odot V^T \in \mathbb{R}^{D^2 \times D^2}$ of $V$;
5: Perform MAPI on $C$ to obtain the dominant eigenvector $w_1 \in \mathbb{R}^{D^2 \times 1}$;
6: Perform MAPI on $C - (w_1 \odot w_1^T)C$ to obtain the second dominant eigenvector $w_2 \in \mathbb{R}^{D^2 \times 1}$;
7: $w = [w_1, w_2] \in \mathbb{R}^{D^2 \times 2}$;
8: Reconstruct image: $\hat{v} = (w \odot w^T)(v_i - m) + m$;
9: Reshape $\hat{v}$ back to the matrix form $\hat{I}$;
10: return reconstructed image $\hat{I}$.

In Table 1 we compare the peak signal-to-noise ratio (PSNR) performances provided by different algorithms. As Fig. 1a and 1c show, MAPI provides higher PSNRs than RPI, globally. The average PSNR of min2-PI, which represents MAPI via the min2 operator in [26], is 1.62 dB higher than RPI. The MAPI based reconstruction (24.8 dB) is also superior to recursive $\ell_1$-PCA (24.2 dB). Thus, based on the experimental PSNR results in Table 1, we can conclude that MAPI is as robust as $\ell_1$-PCA based restoration. We also expect the computational cost MAPI to be much lower than $\ell_1$-PCA methods. In fact, for an $N \times N$ covariance matrix, RPI needs $O(N^2)$ multiplications per iteration while MAPI avoids a quadratic number of multiplications and needs $O(N^2)$ additions only. Note that $\ell_1$-PCA utilizes regular power iteration updates and need $O(N^2)$ multiplications also. We also experimentally validated in Matlab that to compute the first principal vector, the recursive $\ell_1$-PCA and MAPI methods need 4.54 and 3.24 seconds, respectively.

| Image    | Occluded | Recursive $\ell_1$-PCA | RPI | Min1-PI | Min2-PI |
|----------|----------|-------------------------|-----|---------|---------|
| Statue 1 | 17.67    | 26.86                   | 26.67 | 27.12  | 27.08  |
| Statue 2 | 16.87    | 25.02                   | 24.61 | 25.45  | 25.34  |
| Earth    | 14.91    | 21.74                   | 22.13 | 20.78  | 25.03  |
| Pikachu  | 15.29    | 22.71                   | 18.86 | 22.70  | 22.58  |
| Flower   | 16.40    | 24.41                   | 21.22 | 24.59  | 24.44  |
| Orange   | 15.77    | 23.69                   | 23.59 | 22.50  | 26.27  |
| Cat      | 16.91    | 24.82                   | 24.80 | 24.28  | 24.52  |
| Lenna    | 16.77    | 24.71                   | 22.86 | 25.59  | 24.73  |
| Food     | 15.94    | 23.85                   | 22.72 | 23.68  | 23.70  |
| Car      | 15.42    | 23.37                   | 23.15 | 23.43  | 23.41  |
| Cobra    | 16.81    | 25.10                   | 22.31 | 25.02  | 25.57  |
| River    | 17.27    | 25.23                   | 24.50 | 25.07  | 25.88  |
| Butterfly| 16.66    | 24.91                   | 24.40 | 23.93  | 23.92  |
| Bridge   | 15.66    | 22.91                   | 22.23 | 22.55  | 24.34  |

Average 16.31 24.24 23.15 24.05 24.77

3.2. Comparison with Stochastic PCA Method

We now compare the MAPI with the stochastic power iteration method on a synthetic dataset as in [26]. The synthetic dataset $X \in \mathbb{R}^{10^4 \times 10}$ is generated using singular value decomposition. In detail, for a diagonal matrix $\Sigma = \text{diag}(1, \sqrt{0.9}, ..., \sqrt{0.9}) \in \mathbb{R}^{10 \times 10}$ and random orthogonal matrices $U \in \mathbb{R}^{10^4 \times 10}$, $V \in \mathbb{R}^{10 \times 10}$, it is guaranteed that the matrix $C = X^T X$ has an eigen-gap of 0.1, where $X = U \Sigma V^T$.

MAPI method can be also implemented into the mini-batch power method with momentum algorithm [26] Algorithm 1]. We apply MAPI on $A = X^T \otimes X$ with the same mini-batch strategy, as Algorithm 3 shows. The difference between Algorithm 3 in this paper and Algorithm 1 in [26] is that we change all regular multiplications operations with our min1 operation (i) and normalize the iterates using the $\ell_1$-norm. At the end of iterations we normalize the final vector using the $\ell_2$-norm of the vector. In this experiment, we cannot use min2-PI operation because the min2 operation (ii) cannot return negative entries. The vector $u_1$ can have negative entries.

In Fig. 2 we compute $(1 - (w_i^2 / |w_i|^2))$ at each iteration, where $u_1$ is the dominant eigenvector obtained from eigendecomposition as in [26]. The MAPI iteration converges to a vector very close to the actual eigenvector because $(1 - (w_i^2 / |w_i|^2))$ is very close to zero as shown in Fig. 2 for $t$ greater than 20. Such preservation of the eigenvector information can be considered as a direct analogue of Bussgang’s theorem [27, 28]. However, we obtained using the MAPI method is not exactly the same as the eigenvector $v_1$ as we see from Fig. 2 whose vertical axis has a different range from Fig. 2a. This is expected because we perform the iterations in the RKHS domain. Nevertheless, based on our observation, ranks of the entries of $w_T$ obtained from the min1-PI are the same as the ranks obtained from $w_T$ of the RPI. After 100 iterations, $w_T = [-0.143, 0.417, -0.117, 0.386, 0.129, -0.132, -0.433, -0.210, -0.577, -0.211]$ from the RPI and $w_T = [-0.165, 0.417, -0.137, 0.389, 0.148, -0.151, -0.431, -0.236, -0.536, -0.237]$ from the min-PI. When we order from the largest to the smallest, both vectors produce the same
Convergence Curve to the matrix of the inlinking page \[^{30}\]. Specifically, it relies on applying power inlinks into a page as a recommendation of that page from the author.

Data

Algorithm 3

Input: Data \(X \in \mathbb{R}^{N \times D}\), iteration times \(T\), batch size \(s\), momentum parameter \(\beta\).

```
1. Initialize \(w_0\) as a random vector with \(\|w_0\| = 1\);
2. for \(t = 0, 1, \ldots, T - 1\) do
3.    Generate a mini batch of independent and identically distributed samples \(B = \{\tilde{A}_t, \ldots, \tilde{A}_s\}\)
4.    \(w_{t+1} = (\frac{1}{s} \sum_{i=1}^s \tilde{A}_i) \odot w_t - \beta w_{t-1}\);
5.    \(w_t = w_t/||w_t||, w_{t+1} = w_{t+1}/||w_{t+1}||\);
6. end for
7. (optional) \(w_T = w_T/||w_T||\);
8. return dominant pseudo-eigenvector \(w_T\).
```

3.3. PageRank Algorithm Using MAPI

PageRank algorithm uses the hyperlink structure of the web to view inlinks into a page as a recommendation of that page from the author of the inlinking page \[^{30}\]. Specifically, it relies on applying power iteration to the matrix

\[
G = \alpha H + \frac{1 - \alpha}{N} 1
\]

where \(H\) is the network adjacent matrix, \(1\) is an all-ones matrix, and \(\alpha = 0.85\) is known as a damping factor.

We first execute the PageRank algorithm with RPI or MAPI on the network graph in Fig. 3. We compute \(||w_t - w_{t-1}||\) after each iteration to compare the convergence.

We apply one \(\ell_2\)-normalization after the final iteration for easier comparison. After 20 iterations, RPI yields \(w_T = [0.634, 0.345, 0.434, 0.535]\), and MAPI provides \(w_T = [0.568, 0.349, 0.520, 0.535]\). Consequently, although the weights are different, both power iteration methods provide the same index ranks \(\{1, 4, 3, 2\}\).

We further use the PageRank algorithm with both RPI and MAPI on Gnutella08 \[^{31}\] and Gnutella09 \[^{32}\] peer-to-peer network datasets. Gnutella08 contains 6,301 nodes with 20,777 edges, and Gnutella09 contains 8,114 nodes with 26,013 edges. The convergence curves are shown in Fig. 4. MAPI still converges remarkably faster than RPI for both networks. However, because the size of the networks are very large, the ranks provided by the two methods are not the same. After 10 iterations, from Gnutella08, the top-10 ranks of the indices from the RPI are \{367, 249, 145, 264, 266, 123, 127, 122, 1317, 5\}, while the MAPI yields \{266, 123, 367, 127, 424, 249, 145, 264, 427, 251\}. On the other hand, from Gnutella09, the top-10 ranks of the indices from the RPI are \{351, 563, 822, 534, 565, 825, 1389, 1126, 356, 530\}, while the MAPI returns \{351, 822, 51, 1389, 563, 565, 530, 825, 356, 1074\}. Therefore, there are 7 common top-10 ranks of indices \{367, 249, 145, 264, 266, 123, 127\} from the 6,301-node dataset Gnutella08 and 8 common top-10 ranks of indices \{351, 563, 822, 565, 825, 1389, 356, 530\} from the 8,114-node dataset Gnutella09. Therefore, if we implement the MAPI in the page-rank-based web search system, the links displayed on the first page is very close to the conventional page-rank based system. The search time can also be reduced significantly.
4. CONCLUSION

We proposed two types of multiplication-avoiding power iteration (MAPI) algorithms which replace the standard vector product operations in regular power iteration (RPI) with multiplication-free vector products. The MAPI is energy efficient because it significantly reduces the number of multiplication operations, which are known to be costly in terms of energy consumption in many processors. MAPI is as robust as $\ell_1$ principal component analysis as its kernels are related with the $\ell_1$-norm. According to our graph-based ranking experiment, the MAPI is also superior to the RPI in terms of convergence speed and energy efficiency. Though the final ranking obtained from the MAPI is not always exactly identical to the ranking obtained from the RPI but they are very close to each other.
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