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Abstract—In this paper we carry out a joint optimization of probabilistic (PS) and geometric shaping (GS) for four-dimensional (4D) modulation formats in long-haul coherent wavelength division multiplexed (WDM) optical fiber communications using an auto-encoder framework. We propose a 4D 10 bits/symbol constellation which we obtained via end-to-end deep learning over the split-step Fourier model of the fiber channel. The constellation achieved 13.6% reach increase at a data rate of approximately 400 Gbits/second in comparison to the ubiquitously employed polarization multiplexed 32-QAM format at a forward error correction overhead of 20%.
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I. INTRODUCTION

Joint optimization of transmitter and receiver digital signal processing (DSP) blocks, such as coding, modulation, and equalization, can be challenging in optical communications. One possible way of jointly optimizing these blocks is using an autoencoder structure, as first proposed for wireless communications in [1]. In the context of optical fiber communications, autoencoders were first introduced and experimentally demonstrated for highly-nonlinear dispersive short-reach links [2]. The concept was then also applied for long-haul coherent fiber systems, optimizing the modulation format using a simple approximated model of the nonlinear channel for 2D constellations [3]-[5]. Deep learning was also used for obtaining 4D modulation formats in [6], where optimization was performed in the linear regime and the performance was tested for the nonlinear optical fiber channel for 7 bits/symbol and constant modulus constellations. Beyond deep learning, many strategies for geometric shaping (GS) optimization have been proposed in the literature. In [7], 4D 7 bits/symbol modulation formats were also considered.

In addition to optimizing the modulation format, another technique for improving data rates is to optimize the symbol probabilities. In [8], symbol probabilities for polarization-multiplexed (PM) quadrature amplitude modulation (QAM) constellations were optimized on a simplified model and then tested on the nonlinear fiber channel. Finding the optimal modulation format geometry and symbol probabilities is a challenging task and an open problem in optical fiber communications [9]. On the other hand, as shown in [10], [11] for the wireless channels, deep learning and artificial neural networks (ANN) can provide viable alternatives to the conventional approaches and enable joint GS and probabilistic shaping (PS), which is called hybrid GS and PS.

In this paper, we perform hybrid GS and PS for optical fiber communications using the split-step Fourier method (SSFM) for dual polarization as our channel model. SSFM is one of the most accurate representations of the nonlinear propagation in optical fibers and has already been used in the autoencoder framework [12]. However, in [12], the waveform is optimized together with a 2D constellation format. The optimized constellations in this paper are in 4D and have no constraints in terms of energy or symmetries. This is the first time, to the best of our knowledge, that a 4D 10 bits/symbol constellation has been optimized for the nonlinear optical channel using SSFM data. The results are validated via generalized mutual information (GMI) [13]. The optimized constellation demonstrates gains in terms of GMI and transmission distance with respect to both PM-32QAM and PM-64QAM, which are 10 and 12 bits/symbol constellations, respectively.

II. END-TO-END SYSTEM AND PERFORMANCE METRIC

The GS and PS optical fiber system considered in this paper is shown in Fig. 1 (a), where the input bits are associated with a transmitted symbols drawn from a certain symbol distribution. These symbols can use a different GS scheme for each transmission case. For example, regular QAM formats or deep learning optimized constellations can be used in the transmission. These symbols are upsampled at 16 samples per symbol and pulse-shaped by a root-raised cosine filter with 0.01 roll-off. The resulting filtered waveform is scaled to achieve a given launch power and propagated in the fiber. The fiber is modeled by the Manakov equation for dual polarization...
The blocks for probabilistic shaping, geometric shaping, and demapper are built using dense neural networks. A Softmax estimator [15] outputs OHVs sampled according to distribution sampling based on the straight-through Gumbel-soft vector (OHV) representing each possible symbol. The joint distribution of the transmitted bits. In the system of Fig. 1 (a), the symbols are the input of a set of ANNs, labeled as Demapper, where each of them estimates the bit probabilities \( p(b_i = 1 | y) \) for a specific bit \( i \). Each channel has its own set of Demapper ANNs. This bit probability estimation is similar to the procedure described in [5], in which \( p(b_i = 1 | y) \) is used to estimate the GMI via [5] Eq. (2)

\[
\text{GMI} \approx H(X) + \frac{1}{K} \sum_{k=1}^{K} \sum_{i=1}^{m} h_b(b_{i,k}, r_{i,k}),
\]

where \( H(X) \) is the entropy of the random vector \( X \) of the transmitted symbols, \( b_{i,k} \) is the \( i \)-th bit of the \( k \)-th transmitted symbol, \( r_{i,k} \) is the estimated probability \( p(b_{i,k} = 1 | y_k) \) given the received symbol \( y_k \), \( m \) is the number of bits per symbol, and \( K \) is the number of transmitted symbols. In (2), we use the function \( h_b \) given by

\[
h_b(b_{i,k}, r_{i,k}) = b_{i,k} \log(r_{i,k}) + (1 - b_{i,k}) \log(1 - r_{i,k}).
\]
used (2) for the optimization process. On the other hand, since (2) demands an ANN to compute the bit probabilities, the adaptation of [13, Eq. (36)] for different a priori probabilities is used to compare the performance of the different modulation formats.

In our system, the geometric shaping ANN has 3 layers with ReLU activation and a final layer with linear activation, all densely connected and with 256 nodes. The probabilistic shaping ANN has a similar structure, but with 2 layers with ReLU activation instead of 3, and also an output layer with linear activation function. We use a linear activation function for the output layer since first we obtain the logits and then the symbol probabilities. The \( m \) demapper ANNs are composed by 4 densely connected layers with 256 nodes each, where the first three activation functions are ReLU and the last one is a sigmoid, since their outputs are bit probabilities. We sum the GMI estimation of each channel and use the result as the loss function for the system. The training was performed using an ADAM optimizer as in [2] with learning rate 0.0005, and exponential decays for first- and second-order moments given by 0.9 and 0.999, respectively. The batch size was 2 and the optimization process was performed using the ADAM optimizer as in [2] with learning rate 0.0005, and exponential decays for first- and second-order moments given by 0.9 and 0.999, respectively. The batch size was 2 and the number of symbols per channel per mini-batch was 213. The simulations were run in single precision for approximately 300000 optimization iterations. The low batch size, number of symbols per channel, and the choice of single precision was due to memory limitations in the simulation.

We used two different systems, one for transmission and one for optimization. This is to emphasize that the ANNs present in the optimization are only used to obtain the symbol probabilities and constellation points. Therefore, the system complexity is the same as a standard 4D transmission.

III. RESULTS

Fig. 2 shows the normalized constellations in X and Y polarizations obtained via the autoencoder structure of Fig. 1(a) for X and Y polarizations at optimum launch power and 4000 km (left). Energy per symbol index (right) for the optimized constellation and PM-32QAM.

(b). The illustrated constellation is respective to one of the outer channels. Although these constellations suggest symmetries in each polarization, these patterns were all learned by the system without any constraint applied. Interestingly, the probabilities for the learned constellations of all channels converged to uniform probabilities. This uniform distribution might indicate that the geometry of the constellation is more important than its probability distribution at optimum launch power for this relatively large number of constellation points in 4D. Fig. 2 also depicts the energy of each symbol for the learned constellation and for PM-32QAM, which also has 10 bits/4D-symbol. As shown in Fig. 2 the symbols have a wide energy variation, indicating that an energy constrain might not be necessary when optimizing for the nonlinear optical channel. The learned constellation is not polarization-multiplexed as in the case of PM-32QAM. The energy of two specific symbols (A and B) is also highlighted.

Fig. 3 depicts the average GMI over the 5 channels for the optimized constellation and traditional QAM constellations. For these results, all channels were propagated with same launch power since using the different learned launch powers per channel by the autoencoder did not provide additional gains. The left part of Fig. 3 shows the GMI versus distance at 4000 km (\( N_S = 50 \) spans). At this distance, the proposed constellation achieves an average of approximately 400 Gbits/symbol or 8 bits/symbol, which yields a spectral efficiency of approximately 7.76 bits/s/Hz. The proposed constellation also outperforms PM-32QAM by 0.3 bits/symbol at optimum launch power. In addition, this constellation shows better performance than PM-32QAM in the linear regime. The performance of the optimized constellation is close to the performance of PM-32QAM for \( N_S = 44 \) spans (3520 km), which indicates a 13.6% reach increase.

Fig. 3 (right) shows the net rate per channel versus distance for the optimized constellation, PM-32QAM, PM-64QAM, and PM-PS64QAM. The latter modulation format corresponds to probabilistic-shaped PM-64QAM using a Maxwell–Boltzmann distribution. These results show that the optimized constellation outperforms both PM-16QAM and
PM-32QAM for all the displayed distances, and outperforms PM-64QAM for distances higher than 3500 km. Between 4000 and 4800 km, the forward error correction (FEC) overhead (OH) to obtain the data rate given by the optimized constellation is between 20% and 25%, while for PM-64QAM, a FEC OH between 32% and 37% is necessary to obtain similar data rates. At 6000 km, PM-64QAM can achieve approximately 334 Gbits/symbol with a respective FEC OH of 44%. For the same net rate, the optimized constellation has a reach increase of approximately 520 km (8.7%) with respect to PM-64QAM and 340 km (5.5%) with respect to PM-PS64QAM, while demanding a FEC OH of 33%. The increased distance indicates a better nonlinear tolerance for the optimized constellation, while also keeping a lower FEC complexity than PM-64QAM.

Other 4D modulation formats can be found in the literature, for example in [16]. However, as reported in [17], these constellations perform suboptimally in terms of GMI when compared to PM-3M/QAM formats with the same number of bits/symbol. In addition, finding a binary labeling for those 4D constellations is challenging [17].

IV. CONCLUSIONS

We have presented a 4D 10 bits/symbol modulation format which outperforms standard PM-32QAM and PM-64QAM at distances greater than 3500 km. The proposed constellation was obtained via an autoencoder structure, where the split-step Fourier method was used as the channel model. The gains were mainly driven by geometric shaping, since the symbol probabilities converged to a uniform distribution. The resulting symbols had a wide energy variation, contradicting forced constant energy approaches used in the literature. Future works include developing 4D modulation formats with even more than 10 bits/symbol and to include additional fiber impairments.
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