CREDANNO+: ANNOTATION EXPLOITATION IN SELF-EXPLANATORY LUNG NODULE DIAGNOSIS
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ABSTRACT

Recently, attempts have been made to reduce annotation requirements in feature-based self-explanatory models for lung nodule diagnosis. As a representative, cRedAnno achieves competitive performance with considerably reduced annotation needs by introducing self-supervised contrastive learning to do unsupervised feature extraction. However, it exhibits unstable performance under scarce annotation conditions. To improve the accuracy and robustness of cRedAnno, we propose an annotation exploitation mechanism by conducting semi-supervised active learning with sparse seeding and training quenching in the learned semantically meaningful reasoning space, to jointly utilise the extracted features, annotations, and unlabelled data. The proposed approach achieves comparable or even higher malignancy prediction accuracy with 10x fewer annotations, meanwhile showing better robustness and nodule attribute prediction accuracy under the condition of 1% annotations. Our complete code is open-source available: https://github.com/diku-dk/credanno.
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1. INTRODUCTION

Effective lung cancer screening requires accurate characterisation of pulmonary nodules in CT images [1]. Amongst recent efforts in explainable AI, post-hoc approaches that attempt to interpret well-performing “black boxes” [2] are not deemed trustworthy enough in clinical practice [3, 4]. In contrast, feature-based self-explanatory methods are trained to use a set of well-known human-understandable concepts to explain and derive their decisions [5, 6]. Although such semantic matching towards clinical knowledge is especially valuable in medical applications [7], the additional annotation requirements for features still limit the applicability of this approach.

The recently proposed cRedAnno [8] addresses this problem by introducing self-supervised contrastive learning [9] to alleviate the burden of learning most parameters from annotations. Albeit cRedAnno [8] achieves competitive performance using hundreds of nodule samples and considerably reduced annotations, its robustness awaits improvement when labelled samples are extremely scarce (Fig. 1), whereas the unlabelled data are not adequately utilised yet [10].

This paper aims to improve the prediction accuracy and robustness of cRedAnno [8] under scarce annotation conditions. We address this by conducting semi-supervised active learning [11] in the learned latent space that complies with radiologists’ reasoning for nodule malignancy. More specifically, we propose an efficient annotation exploitation mechanism, composing seeding by clustering [12], uncertainty sampling [13], and pseudo labelling [14] to jointly utilise the extracted features, annotations, and unlabelled data, facilitated by a quenching technique to update the pseudo labels and reinitialise the weights of predictors, as shown in Fig. 2.

Compared with cRedAnno [8], the proposed cRedAnno+ achieves comparable or even higher malignancy prediction accuracy with 10x fewer annotations while reaching simultaneously above 90% mean accuracy in predicting all nodule attributes, meanwhile being more robust under the condition of 1% annotations (Fig. 1).
Fig. 2. Concept illustration. The proposed annotation exploitation mechanism conducts semi-supervised active learning with sparse seeding and training quenching in the semantically meaningful space learned in Stage 1, to jointly exploit the extracted features, annotations, and unlabelled data.

2. METHOD

As illustrated in Fig. 2, the proposed approach enriches cRedAnno [8] by replacing its second-stage supervised predictor training using random samples with an annotation exploitation mechanism. Therefore, here we only outline what is inherited from cRedAnno, whilst detailing the proposed approach and focusing on their differences.

2.1. Recapitulation of cRedAnno

The original cRedAnno [8] uses two-stage training, replacing the end-to-end training paradigm in previous works. In Stage 1, the majority of parameters are trained using self-supervised contrastive learning [9] as an encoder to map the input images to a latent space that complies with radiologists’ reasoning for nodule malignancy. In Stage 2, a small random portion of labelled samples is used to train a hierarchical set of predictors \{G_{cls}, G_{exp}\}, including a predictor \(G_{exp}\) for each nodule attribute \(i\), and a malignancy predictor \(G_{cls}\) whose input is the concatenation of extracted features \(f\) and the predicted human-understandable nodule attributes.

**Limitations of cRedAnno [8].** The high prediction accuracy exhibited by cRedAnno [8] can attribute to the extracted features being highly separable in the learned space. Nevertheless, when only very few annotations are available, the random selection is likely biased and even risks not covering enough label space, which may lead to severe performance degradation. Furthermore, for training the predictors on the self-supervised model, randomly selected annotations are not necessarily informative enough [11]. In addition, the unlabelled data are not adequately used in training the predictors.

**Fig. 3. t-SNE visualisation of features extracted from testing images.** Data points are coloured using ground truth annotations. Whilst malignancy shows highly separable and semantically correlates with the nodule attributes, a random selection of few samples may risk not covering enough label space.

2.2. Annotation exploitation mechanism

To jointly utilise the extracted features, annotations, and unlabelled data, we propose an annotation exploitation mechanism (Fig. 2) integrating the following components to address the aforementioned limitations.

**Sparse seeding.** To mitigate potential bias and randomness, we select seed samples by clustering [12] the extracted features in the learned space, which was underutilised in the previous cRedAnno [8]. The extracted features are clustered into \(n\) clusters, where \(n\) equals the number of seed samples to select. Then the sample closest to each cluster centroid (based on cosine similarity) is selected as \(y_{seed}\), whose annotations \(y_{seed} = \{y_{cls}, y_{exp}\}\) are used to train the predictors from the initial status \(s_0\) to the seeded status \(s_1\):

\[
G_{cls}^{s_1} = \arg\min_{\{G_{cls}, G_{exp}\}} \mathcal{L}\left(y_{seed}, \text{softmax}\left(G_{cls}(f_{seed})\right)\right), \tag{1}
\]

where \(\mathcal{L}\) denotes the cross-entropy loss.

**Semi-supervised active learning.** Semi-supervised learning and active learning are conducted simultaneously [14] to exploit the available data. We adopt the classic yet effective uncertainty sampling by least confidence as acquisition strategy [13] to request annotations \(y_{request}\) for the uncertain/informative samples \(f_{request}\). Concurrently, other samples with relatively high confidence are assigned with pseudo annotations \(y_{pseudo}(s_t)\) by the prediction of \(G_{cls}^{s_t}\) at status \(s_t\).

**Quenching.** To facilitate training under the restrictions of limited samples and complex annotation space, we propose "quenching" as a training technique. Similar to Curriculum Pseudo Labelling [17, 18], at a certain status \(s_t\), since \(s_t\), the predictor weights are reinitialised to \(G_{cls}^{s_0}\) to avoid potential confirmation bias [19]. Meanwhile, the pseudo annotations
Table 1. Prediction accuracy (%) of nodule attributes and malignancy. The best in each column is bolded for full/partial annotation respectively. Dashes (-) denote values not reported by the compared methods. Results of our proposed cRedAnno+ and the previous cRedAnno [8] are highlighted. Observe that with 1% annotations, cRedAnno+ reaches competitive accuracy in malignancy prediction and over 90% accuracy simultaneously in predicting all nodule attributes, meanwhile using the fewest nodules and no additional information.

| Partial annotation | Full annotation | Nodule attributes | Malignancy | #nodules | No additional information |
|-------------------|----------------|------------------|-----------|---------|--------------------------|
| WeakSup (1:3)     | 93.62 ± 0.61   | 95.88 ± 0.15     | 97.23 ± 0.20 | 96.23 ± 0.23 | 93.93 ± 0.87 | 94.06 ± 0.60 | 97.01 ± 0.26 | 87.56 ± 0.61 | 730 |
| WeakSup (1:5)     | 96.06 ± 2.02   | 93.76 ± 0.85     | 95.97 ± 0.69  | 94.37 ± 0.79  | 93.06 ± 0.27  | 93.15 ± 0.33  | 95.49 ± 0.85  | 86.65 ± 1.39  | 730 |
| cRedAnno+ (1%)    | 96.23 ± 0.45   | 92.72 ± 1.66     | 95.71 ± 0.47  | 90.03 ± 3.68  | 93.89 ± 1.41  | 93.67 ± 0.64  | 92.41 ± 1.05  | 87.86 ± 1.99  | 730 |
| cRedAnno+ (10%)   | 93.98 ± 0.99   | 89.68 ± 3.52     | 94.02 ± 2.30  | 91.94 ± 1.17  | 91.03 ± 1.72  | 90.81 ± 1.56  | 93.63 ± 0.47  | 80.02 ± 8.56  |       |
| cRedAnno (1%)     | 95.84 ± 0.34   | 92.67 ± 1.24     | 95.97 ± 0.45  | 91.03 ± 4.65  | 93.54 ± 0.87  | 92.72 ± 1.19  | 92.67 ± 1.50  | 86.22 ± 2.51  |       |

* 1 : N indicates that \( \frac{1}{N} \) of training samples have annotations on nodule attributes. (All samples have malignancy annotations.)

\[ G^{m+1} = \arg\min_{G_m, G_p} \mathcal{L}\left(\{y_{\text{request}}, y_{\text{pseudo}}(a_i)\}\right), \]

\[ \text{softmax}(G^m(\{f_{\text{request}}, f_{\text{pseudo}}\})), \]

to preserve the learned information and resume training.

3. EXPERIMENTAL RESULTS

Data pre-processing. The data pre-processing remains the same as in cRedAnno [8], following the common pre-processing procedure of the LIDC dataset [20] summarised in [21], resulting in 276/242 benign/malignant nodules for training and 108/104 benign/malignant nodules for testing.

Training settings. Our training settings in Stage 1 remain the same as in cRedAnno [8]. In Stage 2, K-means are used for clustering to select 1% annotation as seed samples. The predictors \( G^{(1)} \) and \( G_{\text{cls}} \), each consisting of one linear layer, are first jointly trained using the seed samples for 100 epochs with SGD optimisers with momentum 0.9 and batch size 128. The learning rate follows a cosine scheduler with initial value 0.00025. After reaching the seeded status \( G^m \), the predictors and optimisers are quenched for the first time. The training then resumes using the requested and dynamic pseudo annotations for 50 more epochs, where quenching happens every 10 epochs.

3.1. Analysis of extracted features in the learned space

The reduction of annotations relies heavily on the separability and semantic information of the learned feature space. We use t-SNE to visualise the learned feature as a qualitative evaluation. Feature \( f \) extracted from each testing image is mapped to a data point in 2D space. Fig. 3a to 3h correspond to these data points coloured by the ground truth annotations of malignancy to nodule attribute “texture”, respectively.

Fig. 3 intuitively demonstrates the underlying correlation between malignancy and nodule attributes. For instance, the cluster in Fig. 3c indicates that solid calcification negatively correlates with nodule malignancy. Similarly, Fig. 3f and Fig. 3g indicate that lobulation is associated with spiculation, both of which are positively correlated with malignancy. These semantic correlations coincide with the radiologists’ diagnostic process [1] and thereby further support the potential of the proposed approach as a trustworthy decision support system.

More importantly, Fig. 3a shows that even in this 2D space...
The performance is evaluated quantitatively in terms of prediction accuracy of nodule attributes and malignancy. The evaluation procedure is the same as in the previous cRedAnno [8]: each annotation is considered independently [5]; the predictions of nodule attributes are considered correct if within \pm 1 of aggregated radiologists’ annotation [6]; attribute “internal structure” is excluded from the results because its heavily imbalanced classes are not very informative [2, 5, 6, 15, 16].

Table 1 summarises the overall prediction performance of other compared methods, their not reported values are all assumed to be 100% accuracy. It can be seen that cRedAnno+ demonstrates a more prominent probability of simultaneously predicting all 8 nodule attributes correctly. The probability of correctly predicting at least 7 attributes is higher than 90%, even under the extreme 1% annotation condition. In contrast, WeakSup(1:5), [16] despite achieving 82.4% accuracy in malignancy prediction, shows no significant difference in predicting nodule attributes compared to random guessing, which we consider to be the opposite of trustworthiness.

### 3.3. Ablation study

We validate the proposed annotation exploitation mechanism by ablating each component as a row shown in Tab. 2. The standard deviation when using 1% annotations shows that sparse seeding plays a crucial role in stabilising performance. The sum entropy [13] integrating malignancy and all nodule attributes was also experimented with as an alternative acquisition strategy, but exhibits impaired prediction accuracy. Quenching, which enables dynamic pseudo labelling, also proves necessary for the boosted performance.

### 4. CONCLUSION

In this paper, we propose cRedAnno+ to improve the prediction accuracy and robustness of the previous work in self-explanatory lung nodule diagnosis. Our experiments show that the proposed annotation exploitation mechanism enables comparable or even higher accuracy with 10x fewer annotations, meanwhile being more robust. Furthermore, cRedAnno+ is the first to reach over 90% accuracy simultaneously in predicting all nodule attributes with only hundreds of samples and 1% of their annotations, which adds significantly to the trustworthiness. The limitations of this work remain in its simple predictor architecture and not carefully-tuned hyperparameters, and its generalisability is yet to be verified on other suitable datasets.
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