Hierarchical Latent Relation Modeling for Collaborative Metric Learning

VIET-ANH TRAN*, Deezer Research, France
GUILLAUME SALHA-GALVAN, Deezer Research & LIX, École Polytechnique, France
ROMAIN HENNEQUIN, Deezer Research, France
MANUEL MOUSSALLAM, Deezer Research, France

Collaborative Metric Learning (CML) recently emerged as a powerful paradigm for recommendation based on implicit feedback collaborative filtering. However, standard CML methods learn fixed user and item representations, which fails to capture the complex interests of users. Existing extensions of CML also either ignore the heterogeneity of user-item relations, i.e. that a user can simultaneously like very different items, or the latent item-item relations, i.e. that a user’s preference for an item depends, not only on its intrinsic characteristics, but also on items they previously interacted with. In this paper, we present a hierarchical CML model that jointly captures latent user-item and item-item relations from implicit data. Our approach is inspired by translation mechanisms from knowledge graph embedding and leverages memory-based attention networks. We empirically show the relevance of this joint relational modeling, by outperforming existing CML models on recommendation tasks on several real-world datasets. Our experiments also emphasize the limits of current CML relational models on very sparse datasets.
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1 INTRODUCTION

Nowadays, it is common for users to face the situation of “too much content, too little time” when listening to music or watching videos on streaming services with large catalogs [5, 24], or when purchasing products on e-commerce websites [23]. These online services heavily rely on recommender systems to address this information overload, by identifying the most relevant content for each user. They are known to be key components to attract and engage users, and are also central to all enjoyable passive experience relying on generated content [3, 24, 35].

A prevalent paradigm to recommend personalized content on these services is Collaborative Filtering (CF). Operating on implicit feedback data, such as streams or skips for music streaming, CF methods assume that users who had similar interests in the past will tend to share similar interests in the future [3, 17]. In particular, Matrix Factorization (MF) remains one of the most popular CF baselines [12, 17, 22]. It consists in learning low-dimensional vector representations
of users and items from the factorization of an interaction matrix summarizing feedback data, and subsequently modeling the future user–item similarities from inner products between these vectors.

However, MF has recently been competed by metric learning methods [6, 7, 11, 14, 21, 32, 36, 38] such as Collaborative Metric Learning (CML) [11], where similarities are instead measured by Euclidean or Hyperbolic distances [31]. Specifically, CML adopts a triplet loss strategy [27, 33] to learn vector representations ensuring, as explained in Section 2, that distances between users and their negative items (which they did not interact with) are larger than distances between users and their positive items (which they interacted with). Relying on the assumption that users should be closer to items they like, this approach implicitly learns user-user and item-item similarities by satisfying the triangle inequality [11].

CML nonetheless suffers from an inherent limitation: each user is represented by a single vector, which does not fit the many-to-many nature of real-world recommendation problems [20, 30, 37, 38]. In particular:

- Standard CML fails to capture the heterogeneity in user-item relations [20, 30, 38]. Indeed, due to the triangular inequality, a user cannot be simultaneously represented as close to two items that are themselves distant. This is undesirable as, in reality, a same user could simultaneously like very different movies or music genres.
- Moreover, CML does not model the fact that a user’s preference for an item depends, not only on its intrinsic characteristics, but also on items they previously interacted with [37], which we refer to as item-item relations.

While some extensions of CML, described thereafter in Section 2, aimed at modeling user-item relations [20, 30, 38], they did not consider the item-item ones. On the contrary, recent efforts on item-item relations-aware CML [37] ignored user-item relations. In this paper, we argue that jointly modeling both user-item and item-item relations can actually help revealing the underlying spectrum of user preferences, and thus lead to better performances in recommendation. More specifically, our work builds upon the assumption, presented in Section 3, that there exists a hierarchical structure in different relation types, and that user-item relations are built on top of item-item relations.

This assumption is materialized in the form of a neural architecture, named Hierarchical Latent Relation (HLR), that leverages the recent advances in attention mechanisms, augmented memory networks as well as metric learning to explicitly learn adaptive user-item and item-item relations lurked in implicit feedback data. We provide comprehensive experiments on four real-world datasets, demonstrating the relevance of our proposed approach and its empirical effectiveness, in terms of recommendation accuracy, ranking quality, and popularity bias [24]. Along with this paper, we also publicly release our source code on GitHub to ensure the reproducibility of our results.

This paper is organized as follows. In Section 2, we formulate our recommendation problem more precisely, and recall key concepts on CML and its existing extensions. In Section 3, we present our hierarchical system to jointly model user-item and item-item relations. We report and discuss our experiments in Section 4, and we conclude in Section 5.

2 BACKGROUND

2.1 Problem Formulation

In this paper, we consider a top-K recommendation problem on an online service, with a set of users \( \mathcal{U} \) and a set of recommendable items \( \mathcal{V} \). We observe some positive implicit and binary user feedback (e.g., clicks, streams or view history logs) on items, gathered in a set \( \mathcal{S} = \{(u, v) | u \in \mathcal{U}, v \in \mathcal{V}\} \). If we interpret \( \mathcal{U} \) and \( \mathcal{V} \) as two disjoint and independent sets of vertices in a bipartite user-item graph \( \mathcal{G} \), then \( \mathcal{S} \) represents the ensemble of edges that connect a vertex in \( \mathcal{U} \) to one in \( \mathcal{V} \). Missing interactions do not necessarily imply a negative feedback; in most cases, the user is simply unaware of the items’ existence. We use \( \mathcal{N}_u \subseteq \mathcal{V} \) to denote the set of items that user \( u \) previously interacted with.
In such a setting, we aim at recommending $K > 0$ items $v \in \mathcal{V} \setminus \mathcal{N}_u$ to each user $u$, for which they should positively interact with. The problem can thus be framed as a missing link prediction task in the bipartite graph $\mathcal{G}$.

2.2 Collaborative Metric Learning

To address this top-$K$ recommendation problem, CML \cite{zhang2018collaborative} learns a metric space encoding $\mathcal{S}$ and representing both users and items as low-dimensional vectors. In such a space, user-item similarities are measured with the Euclidean distance $d(u, v) = ||p_u - q_v||_2^2$, where $||\cdot||_2$ denotes the L2-norm, and where $p_u$ and $q_v$ are the respective representation vectors of user $u$ and item $v$ in the metric space. At its heart, CML aims at pulling closer matching user-item pairs in $\mathcal{S}$, and at pushing away non-matching pairs, up to a certain margin $m > 0$. Formally, let us denote by $\mathcal{T}$ the ensemble of triplets $(u, v, v^-)$ such that the user $u$ interacted with item $v$ and did not interact with item $v^-$, i.e. $(u, v) \in \mathcal{S}$ and $(u, v^-) \notin \mathcal{S}$. Let us denote by $p_u$, $q_v$ and $q_{v^-}$ their respective vectors. Then, CML essentially aims at solving:

$$\min_{\mathcal{T}} \sum_{(u,v,v^-) \in \mathcal{T}} \left( ||p_u - q_v||_2^2 - ||p_u - q_{v^-}||_2^2 + m \right)_+$$  \hspace{1cm} (1)

where $m > 0$ is a fixed margin hyperparameter, and $[x]_+ = \max(0, x)$ denotes the standard hinge loss. Finally, the top-$K$ items recommended to the user $u$ will correspond to its $K$ closest ones in the resulting space.

2.3 Modeling User-Item Relations

2.3.1 On the Limits of Single Vector Representations.

Despite promising results against popular alternatives including MF \cite{ji2015collaborative, koren2009matrix, he2017neural}, standard CML suffers from the fact that each user is represented by a single vector in the metric space. As mentioned in Section 1, the heterogeneity in user preferences can not be satisfactorily handled under such restriction, as the triangular inequality imposes that $p_u$ cannot be simultaneously close to two items that are distant. For instance, a user could simultaneously like metal and classical music, whereas songs from these two music genres are likely to be far from each other in a CML-based metric space. Also, a single distance hardly captures the fact that a user might like a song or a movie for multiple reasons, such as its genre, its director, or its casting.

2.3.2 User Translation in Vector Space.

To overcome these limitations, recent works \cite{tay2019latent, tay2019translating} leveraged the concept of translation in vector space to learn an adaptive relation vector $r_{uv}$ for each user-item pair $(u, v)$. This concept takes inspiration from reasoning over semantics in a Knowledge Graph (KG) embedding \cite{bordes2013translating}, where some entities and relations from a KG are represented in a vector space. As an example, let us consider a KG connecting geographical entities such as countries and cities. Given a fact/an edge (e.g. "u is the capital of v"), the semantic relation ("capital") would be captured by a translation vector $r$, in the sense that the embedding vectors of $u$ and $v$, say $p_u$ and $p_v$, would verify $p_u + r \approx p_v$. Then, the plausibility of a semantic link between two new entities (e.g. "is w the capital of x"?) is measured from the distance between $p_w + r$ and $p_x$. TransE \cite{bordes2013translating} is a famous example of such a translational distance model.

2.3.3 User-Item Relation Modeling for CML.

Transposing this concept to recommendation, extensions of CML \cite{tay2019latent, tay2019translating} proposed to learn metric spaces by minimizing $||p_u + r_{uv} - q_v||_2^2$ terms in equation (1), with a relation vector $r_{uv}$ for each user-item interaction. Notably, Tay et al. \cite{tay2019translating} introduced Latent Relation Metric Learning (LRML), which learns $r_{uv}$ vectors by means of a weighted adaptive translation over an augmented memory via neural attention. This permits translating a user $u$’s vector ($p_u \rightarrow p_u + r_{uv}$) based on the candidate item $v$, and therefore capturing heterogeneities in user preferences contrary to CML. Zhou et al. \cite{zhou2019hierarchical} then further extended this idea to multiple user-item relation types.
Another related model is Collaborative Translational Metric Learning (TransCF) [20], whose authors argued that the above approach might be prone to overfitting due to the large number of parameters involved, and that it does not allow the collaborative information to be explicitly modeled as no parameters are shared among users and items. Authors of TransCF instead took inspiration from neighborhood–based CF algorithms [13, 16], that assume that similar users display similar item preferences and that similar items are consumed by similar users. TransCF employs the neighborhood information of users and items to learn translation vectors \( r_{uv} \). More precisely, each item is regarded as the average taste of users having interacted with that item. Likewise, each user’s taste can be represented by the average representation of items this user interacted with. Given the respective representations of an item and a user from the neighborhood perspective, the relation vector \( r_{uv} \) is modeled by a simple element-wise vector product of these two vectors.

### 2.4 Modeling Item-Item Relations

#### 2.4.1 On the Limits of Single Vector Representations

Besides user-item relations, single vector representations also fail to capture latent item-item relations. This refers to situations where a user’s preference for an item depends, not only on its characteristics, but also on items they previously interacted with [37]. For instance, some users could decide to interact with an item because of its similarity with several items in their favorites. The aforementioned LRML and TransCF extensions of CML also ignore this aspect. As they focus on a single user-item interaction at a time, they cannot capture relations between a candidate item and items that a user previously interacted with.

#### 2.4.2 Item-Item Relation Modeling for CML

Recent efforts from Zhang et al. [37] aimed at learning adaptive relation vectors \( r_{uv} \) that capture such latent item-item relations. Authors proposed Adaptive Collaborative Metric Learning (AdaCML), an extension of the popular FISM model [13]. As in FISM, users are represented by a linear combination of the items they interacted with in the past. However, while FISM considers that all items contribute equally when estimating the similarity between a user and a target item, AdaCML learns the impact of each historical item via an attention mechanism. Attention weights depend on each target item and are derived from inner products of this item with historical items in users’ favorite lists. The final relation vector \( r_{uv} \) is then derived from a weighted sum of all historical items that the user interacted with. We emphasize that AdaCML only concentrates on item-item relations, and does not model the heterogeneity lurking in each user-item interaction.

### 3 Hierarchical Latent Relation Modeling

In this section, we introduce our proposed Hierarchical Latent Relation (HLR) model, and its extension HLR++, to jointly learn user-item and item-item relations. Their overall architectures are summarized in Figure 1 and Figure 2.

#### 3.1 Motivations

From Sections 2.3 and 2.4, we conclude that existing extensions of CML capturing user-item relations [20, 30] did not consider the item-item ones. Simultaneously, extensions capturing item-item relations [37] did not consider the user-item ones. In this paper, we argue that user-item and item-item relations can actually complement and influence each other. This would imply that jointly learning both relations could help reveal fine-grained user preferences, leading to better performances in recommendation.

In the remainder of this section, we leverage attention mechanisms and augmented memory networks to learn user-item and item-item relations in CML. Our approach is based on the assumption that there exists a hierarchical structure in different relation types and, more specifically, that user-item relations are built on top of item-item relations.
The assumption is motivated by the idea that users might predominantly forge their opinion about a new item from this item’s relations to others they already interacted with. For instance, some users’ opinion on a new French rap song released on a music streaming service could be influenced by their former interactions with French and rap songs.

3.2 HLR

Following the notations of Section 2.2, we continue to denote by $p_u$ and $q_v$ the respective low-dimensional representation vectors of some user $u$ and item $v$. These vectors are of dimension $d$, with $d \ll |U|$ and $d \ll |V|$.

3.2.1 Item-Item Modeling. Following the above assumption, our proposed HLR starts by modeling latent item-item relations. When recommending a candidate item to a user, relations between this item and the user’s previous interactions with items will be cornerstones of HLR; they are represented as $M$ in Figures 1 and 2. We model these relations through a key-value memory network, as proposed in [30]. At this stage, we introduce $N$ keys vectors $k_i \in \mathbb{R}^d$, stacked up in the matrix $K \in \mathbb{R}^{N \times d}$, and that HLR will learn. Here, $N$ is a hyperparameter representing the number of keys which, in a nutshell, should represent different possible “types of relations”. We also introduce the memory vectors $m_i \in \mathbb{R}^d$, stacked up in the matrix $M \in \mathbb{R}^{N \times d}$. They are the corresponding value vectors of these relation types, as described thereafter.

Key Addressing $K$. First, HLR learns which relations exist between two items, as follows:

1. Given an item pair $(v_1, v_2)$, a Hadamard product\(^1\) is used to extract the joint embedding between these items:

$$s_{v_1, v_2} = q_{v_1} \odot q_{v_2}$$  \hfill (2)

where the generated joint embedding vector $s_{v_1, v_2} \in \mathbb{R}^d$ is of the same dimension as $q_{v_1}$ and $q_{v_2}$.

\(^1\)We note that other options are also viable to compute joint embedding vectors $s_{v_1, v_2}$, such as some vector averaging or a multi-layer perceptron processing $q_{v_1}$ and $q_{v_2}$. In this work, we use Hadamard products for consistency with LRML [30], who underlined the empirical effectiveness of this simple approach.
We recall that where, as in equation (1),

where we recall that \( k_i \) are the \( d \)-dimensional key vectors from \( \mathbf{K} \). Then, attention weights in \( w_{\alpha,\beta} \) are normalized into a probability distribution, using the softmax function. This permits assessing the relative importance of each of the \( N \) relations types for a given item pair \((\alpha, \beta)\).

**Latent Relations via Memories \( \mathbf{M} \).** We use the attention vector \( w_{\alpha,\beta} \) to compute a weighted sum of memory vectors \( m_i \in \mathbb{R}^d \) from the matrix \( \mathbf{M} \in \mathbb{R}^{N \times d} \). Each \( m_i \) corresponds to the representation vector (to learn) for the relation type \( k_i \in \mathbf{K} \). They are building blocks selected to form the latent relation vector \( r_{\alpha,\beta} \) for each item pair \((\alpha, \beta)\).

Formally, the latent relation vector \( r_{\alpha,\beta} \) of the \((\alpha, \beta)\) pair will be:

\[
r_{\alpha,\beta} = \sum_{i=1}^{N} w_{\alpha,\beta}^T m_i.
\]

### 3.2.2 User-Item Modeling

Then, we learn latent user-item relations, on top of the item-item ones. More specifically, HLR incorporates an user attention module, responsible for constructing an adaptive latent relation vector \( \mathbf{r}_{u,v} \in \mathbb{R}^d \) between each user \( u \) and item \( v \), as follows:

\[
\mathbf{r}_{u,v} = \sum_{j \in \mathcal{N}_u} \mathbf{v}(u,v,j) \mathbf{r}_{u,j}.
\]

We recall that \( \mathcal{N}_u \subseteq \mathcal{V} \) is the set of items that user \( u \) previously interacted with. In equation (5), \( \mathbf{v}(u,v,j) \in [0,1] \) denotes the attention weight which aims at capturing the contribution of the item-item relation \( r_{u,j} \) to the final user-item latent relation between user \( u \) and item \( v \). More precisely, we define \( \mathbf{v}(u,v,j) \) with the standard softmax function:

\[
\mathbf{v}(u,v,j) = \frac{e^{r_{u,j}^T \mathbf{r}_{u,v}}}{\sum_{h \in \mathcal{N}_u} e^{r_{u,h}^T \mathbf{r}_{u,v}}}.
\]

A large \( \mathbf{v}(u,v,j) \) indicates a high influence of the relation \( r_{u,j} \) in the final representation of the user-item relation \( \mathbf{r}_{u,v} \). Finally, for recommendation tasks, user-item similarities for each item pair \((u, v)\) will be evaluated as follows:

\[
d(u,v) = \left| \left| \mathbf{p}_u + \mathbf{r}_{u,v} - \mathbf{q}_v \right| \right|^2_2.
\]

### 3.2.3 Optimization

As other CML-based methods \([10, 20, 30]\), we minimize a triplet loss pulling closer matching user-item pairs in \( \mathcal{S} \), and pushing away non-matching pairs up to an \( m > 0 \) distance. Equation (1) is redefined as:

\[
\mathcal{L} = \sum_{(u,v, v') \in \mathcal{T}} \left[ \left| \left| \mathbf{p}_u + \mathbf{r}_{u,v} - \mathbf{q}_v \right| \right|^2_2 - \left| \left| \mathbf{p}_u + \mathbf{r}_{u,v'} - \mathbf{q}_{v'} \right| \right|^2_2 + m \right]^+.
\]

where, as in equation (1), \( \mathcal{T} \) denotes the ensemble of triplets \((u, v, v')\) such as \((u, v) \in \mathcal{S} \) and \((u, v') \notin \mathcal{S} \). Intuitively, such a loss penalizes deviations of \( \mathbf{p}_u + \mathbf{r}_{u,v} \) from the vector \( \mathbf{q}_v \). In practice, latent vectors, keys \( \mathbf{K} \) and memories \( \mathbf{M} \) are learned by iteratively minimizing \( \mathcal{L} \), using gradient descent \([8]\), and a triplet sampling scheme described in Section 4.3.

### 3.3 HLR++

In our work, we also consider an extension of HLR, denoted HLR++. As illustrated in Figure 2, HLR++ adds an item attention module on top of HLR. It acts as a symmetric component w.r.t. the user attention module from Section 3.2.2. This
module is responsible for additionally building item-item relations on top of user-item relations. It is motivated by the following postulate: some items might be related, not only because of their characteristics, but also because some users consider them together in a specific context. For instance, a user might listen to specific songs while running. In HLR++:

- First, we model item-item relations by memory networks, as in HLR.
- Then, the item attention module, together with the pre-existing user attention module, symmetrically construct two user-item relation vectors, say $r^I_{u,v}$ and $r^U_{u,v}$, as in Section 3.2.2 - but averaging over users of a same item for $r^I_{u,v}$.
- Finally, the adaptive relation vector $r_{u,v}$ between a user $u$ and a candidate item $v$ is derived by summing up the outputs of both user and item attention modules:

$$r_{u,v} = r^I_{u,v} + r^U_{u,v}.$$  \[(9)\]

4 EXPERIMENTAL EVALUATION

In this section, we empirically evaluate and discuss the performance of our HLR and HLR++ models on recommendation.

4.1 Datasets

For our experimental evaluation, we consider four real-world datasets covering various domains:

- MovieLens [9]: this dataset gathers user ratings for movies, collected from a movie recommendation service. We binarize explicit rating data on a 5-star scale, keeping the ratings of 4 or higher as positive implicit feedback.
- Echonest [1]: the Echo Nest Taste Profile dataset contains user playcounts for songs from their Million Song Dataset (MSD). The playcount data is binarized by considering values of six streams or higher as implicit feedback.
- Yelp [34]: online reviews of businesses on a 5-star scale. Ratings of 4 or 5 are binarized and are implicit feedback.
- Amazon book [19]: a dataset of consumption records with reviews from Amazon.com. We use 5-star ratings from the book category. Ratings are binarized by keeping ratings of 4 and 5 as implicit feedback.
Table 1. Datasets statistics after pre-processing

| Dataset       | Number of users | Number of items | Number of ratings | Density   | Median number of interactions per user |
|---------------|-----------------|-----------------|-------------------|-----------|---------------------------------------|
| MovieLens     | 129 757         | 11 508          | 9 911 879         | 0.664%    | 98                                    |
| Echonest      | 131 495         | 39 874          | 2 476 013         | 0.047%    | 24                                    |
| Yelp          | 82 166          | 71 949          | 2 077 093         | 0.035%    | 23                                    |
| Amazon        | 109 730         | 96 421          | 1 405 671         | 0.030%    | 16                                    |

We implement a \( k \)-core pre-processing step on each dataset, consisting in a recursive filter until all users and items have at least \( k \) interactions, as proposed in [29]. Specifically, we set \( k = 10 \) for all datasets except for Yelp (\( k = 5 \)). Table 1 reports some statistics on our four datasets, after this pre-processing step. They are ordered by density of the user-item interaction matrix, which is a commonly used factor to assess the difficulty of the recommendation task [26].

4.2 Evaluation Methodology

We assess the performance of HLR and HLR++ on these four datasets, for the top-\( K \) recommendation task introduced in Section 2.1, with \( K = 10 \). We closely follow the evaluation protocol proposed by Sun et al. [29]. Specifically, datasets are splitted as follows: 80% of user interactions are used for training, 10% for validation and the last 10% for test. Models must correctly recommend an ordered list of \( K = 10 \) items for which each user should interact with positively, in the validation or test set. We report five standard evaluation metrics: the Precision and the Recall, for prediction accuracy, as well as the Normalized Discounted Cumulative Gain (NDCG), Mean Average Precision (MAP) and Mean Reciprocal Rank (MRR) scores as measures of ranking quality. Last, as collaborative filtering is known to be prone to popularity biases [28], consisting in recommending more popular content, we furthermore report the median popularity of recommended items. The popularity of an item is defined as the number of users who interacted with it.

4.3 Models

4.3.1 List of Baselines. We compare our proposed HLR and HLR++ to several baselines. Foremost, we consider MF-ALS [16], a standard MF method modeling the user-item relations using inner products, from the factorization of the training interaction matrix using alternating least squares (ALS) [17]. We also consider CML [11], the standard collaborative metric learning approach which does not include any relational translation between user and item vectors. Then, we consider the LRML and TransCF extensions of CML, described in Section 2.2, and capturing heterogeneities in user-item interactions. Last, we implement AdaCML [37], described in Section 2.3, which models item-item relations.

4.3.2 Implementation Details. We use Adam optimizer [15] for all models. To avoid reconstructing all triplets in \( L \), we adopt a standard triplet sampling strategy [11] that approximates losses: specifically, each training instance \((u, v)\) is paired with a single negative sample \((u, v^-)\) randomly picked among all items \( v^- \) with which the user \( u \) did not interact.

Models are trained for a maximum of 100 epochs. Parameters on the best epoch, i.e. parameters with minimum loss on the validation set, are used for final models. The embedding size \( d \) is fixed to 100 while the batch size is set to 1000. Other hyperparameters are tuned on the validation set by grid search: learning rates are amongst \( \{0.0002, 0.0005, 0.00075, 0.001\} \); the number of memory slices \( N \) is in \( \{5, 10, 20, 50\} \); the margin \( m \) is in \( \{0.2, 0.5, 0.75, 1.0\} \).
Table 2. Top-10 item recommendation using HLR, HLR++ and baseline models.

| Datasets       | Metrics @10 (in %) | MF-ALS | CML | LRML | TransCF | AdaCML | HLR  | HLR++ |
|---------------|---------------------|--------|-----|------|----------|--------|------|-------|
| MovieLens     | MAP                 | 8.41 ± 0.09 | 7.82 ± 0.08 | 9.40 ± 0.05 | 2.94 ± 0.04 | 10.62 ± 0.08 | 10.97 ± 0.06 | 11.36 ± 0.06 |
|               | MRR                 | 55.32 ± 0.53 | 48.70 ± 0.39 | 56.54 ± 0.24 | 22.07 ± 0.21 | 63.38 ± 0.24 | 66.01 ± 0.29 | 67.85 ± 0.24 |
|               | NDCG                | 20.05 ± 0.28 | 18.29 ± 0.12 | 20.28 ± 0.06 | 8.36 ± 0.07 | 23.47 ± 0.09 | 24.31 ± 0.13 | 25.07 ± 0.10 |
|               | Precision           | 15.22 ± 0.17 | 14.94 ± 0.17 | 16.37 ± 0.05 | 7.01 ± 0.06 | 18.47 ± 0.09 | 18.80 ± 0.11 | 19.29 ± 0.07 |
|               | Recall              | 13.98 ± 0.29 | 13.22 ± 0.08 | 13.53 ± 0.05 | 6.04 ± 0.05 | 16.96 ± 0.12 | 17.63 ± 0.19 | 18.26 ± 0.25 |
|               | Popularity          | 47.71 ± 5.5 | 1214.8 ± 45.3 | 10144 ± 18.0 | 1895.5 ± 28.9 | 835.1 ± 19.7 | 827.8 ± 20.3 | 853.4 ± 7.4 |
| Echonest       | MAP                 | 1.62 ± 0.03 | 1.97 ± 0.05 | 1.95 ± 0.06 | 1.82 ± 0.07 | 2.72 ± 0.05 | 3.04 ± 0.04 | 3.28 ± 0.04 |
|               | MRR                 | 13.44 ± 0.20 | 15.82 ± 0.3 | 15.70 ± 0.33 | 14.38 ± 0.52 | 21.25 ± 0.33 | 23.92 ± 0.3 | 25.70 ± 0.27 |
|               | NDCG                | 7.12 ± 0.10 | 8.85 ± 0.15 | 8.60 ± 0.13 | 7.90 ± 0.26 | 11.78 ± 0.15 | 13.13 ± 0.16 | 13.88 ± 0.13 |
|               | Precision           | 3.13 ± 0.04 | 4.12 ± 0.07 | 4.02 ± 0.04 | 3.59 ± 0.09 | 5.48 ± 0.05 | 6.18 ± 0.07 | 6.31 ± 0.04 |
|               | Recall              | 8.48 ± 0.11 | 11.29 ± 0.16 | 10.74 ± 0.06 | 9.81 ± 0.27 | 14.89 ± 0.16 | 16.59 ± 0.28 | 16.98 ± 0.19 |
|               | Popularity          | 511.7 ± 22 | 51.0 ± 14 | 56.4 ± 0.5 | 55.0 ± 0.6 | 41.4 ± 0.8 | 33.0 ± 0.0 | 35.3 ± 0.4 |
| Yelp          | MAP                 | 0.44 ± 0.01 | 0.52 ± 0.01 | 0.54 ± 0.02 | 0.15 ± 0.01 | 0.57 ± 0.02 | 0.63 ± 0.02 | 0.63 ± 0.01 |
|               | MRR                 | 4.10 ± 0.12 | 4.75 ± 0.1 | 4.99 ± 0.17 | 1.43 ± 0.06 | 5.22 ± 0.17 | 5.80 ± 0.20 | 5.74 ± 0.11 |
|               | NDCG                | 2.57 ± 0.07 | 2.37 ± 0.08 | 2.45 ± 0.08 | 0.97 ± 0.04 | 2.58 ± 0.04 | 2.83 ± 0.08 | 2.83 ± 0.04 |
|               | Precision           | 1.13 ± 0.02 | 1.49 ± 0.04 | 1.51 ± 0.05 | 0.48 ± 0.02 | 1.60 ± 0.03 | 1.68 ± 0.02 | 1.67 ± 0.03 |
|               | Recall              | 3.64 ± 0.10 | 2.89 ± 0.13 | 2.90 ± 0.11 | 1.53 ± 0.07 | 3.13 ± 0.06 | 3.35 ± 0.10 | 3.35 ± 0.09 |
|               | Popularity          | 385.7 ± 11 | 45.2 ± 0.4 | 46.4 ± 0.5 | 44.2 ± 0.4 | 40.2 ± 0.4 | 68.0 ± 1.1 | 75.2 ± 1.3 |
| Amazon        | MAP                 | 0.98 ± 0.03 | 1.12 ± 0.05 | 1.06 ± 0.03 | 0.57 ± 0.01 | 1.33 ± 0.03 | 1.11 ± 0.03 | 1.03 ± 0.03 |
|               | MRR                 | 8.27 ± 0.20 | 9.45 ± 0.45 | 9.03 ± 0.19 | 4.93 ± 0.09 | 11.02 ± 0.23 | 9.29 ± 0.4 | 8.71 ± 0.26 |
|               | NDCG                | 3.84 ± 0.11 | 4.72 ± 0.18 | 4.45 ± 0.11 | 2.61 ± 0.06 | 5.49 ± 0.33 | 4.59 ± 0.20 | 4.39 ± 0.14 |
|               | Precision           | 2.10 ± 0.05 | 2.64 ± 0.07 | 2.47 ± 0.06 | 1.48 ± 0.04 | 2.99 ± 0.05 | 2.54 ± 0.08 | 2.46 ± 0.02 |
|               | Recall              | 4.11 ± 0.17 | 5.47 ± 0.17 | 5.09 ± 0.13 | 3.21 ± 0.08 | 6.32 ± 0.16 | 5.26 ± 0.26 | 5.13 ± 0.20 |
|               | Popularity          | 222.7 ± 27 | 53.0 ± 0.9 | 55.6 ± 0.5 | 26.6 ± 0.5 | 31.0 ± 0.0 | 64.0 ± 1.8 | 47.6 ± 0.8 |

Along with this paper, we publicly release our source code\(^3\) to ensure the reproducibility of our results. Our repository includes an exhaustive table reporting the best hyperparameters for all models. It also reports running times on our machines, showing that HLR/HLR++ behave on par with the other item-item based model AdaCML.

4.4 Experimental Results

Table 2 reports average performances of all models, along with standard deviations over five runs to measure randomness in the training process. Overall, our approach reaches competitive results on three datasets out of four (MovieLens, Echonest and Yelp), while the AdaCML baseline ranks first on the Amazon dataset. We thereafter interpret these results.

4.4.1 On the Relevance of Relation Modeling. We observe that most methods incorporating relation modeling (LRML, AdaCML and our HLR and HLR++) significantly outperform those who do not (MF-ALS and CML) on the densest MovieLens dataset. AdaCML and, even more, HLR and HLR++, remain consistently superior on the sparser Echonest and Yelp datasets. For instance, HLR++ reaches top MRR and NDCG scores of 25.70% and 13.88% respectively on Echonest, vs. 15.82% and 8.85% for the standard CML. Our experiments also emphasize how the empirical benefits of relation modeling tend to decrease on sparser datasets. Specifically, it is narrowed on Yelp and, on Amazon, relation modeling did not bring any benefit (apart for AdaCML - see after). We postulate that, on such datasets with few feedback, modeling user-item or item-item relations by latent memories could actually bring noise and be more prone to overfitting.

4.4.2 On User-Item Modeling vs Item-Item Modeling. AdaCML, modeling only item-item relations, outperforms LRML and TransCF, modeling only user-item relations, on all four datasets (e.g. with a 10.62% MAP score on MovieLens, vs. 9.40% for LRML and 2.94% for TransCF on this same dataset). Learning latent relations between items thus seems to

\(^3\)https://github.com/deezer/recsys21-hlr
better complement the existing user-item interactions from original data, for this recommendation task. This highlights how user preferences for some items can indeed strongly depend on items they previously interacted with.

4.4.3 On Hierarchical Latent Relation Modeling. HLR and HLR++ outperform all baselines on the MovieLens, Echonest and Yelp datasets. This emphasizes the benefits of jointly modeling both user-item and item-item latent relations. This also tends to confirm the relevance of our assumption (i.e. that user-item relations are built on top of item-item relations) and therefore of our proposed hierarchical architecture. Nevertheless, we acknowledge that, on the very sparse Amazon dataset, HLR and HLR++ are outperformed by AdaCML. Our explanation is twofold. First of all, modeling user-item relations might be unhelpful - not to say harmful - on this last dataset. This would explain why LRML and TransCF also fail to surpass a standard CML, contrary to AdaCML that only focuses on item-item relations. Secondly, AdaCML adopts a relatively simple strategy (relying on unweighted averages of inner products) that, despite being surpassed by HLR and HLR++ on the three other datasets, might be less prone to overfitting in very sparse settings such as Amazon.

4.4.4 On HLR++ vs HLR. The additional item attention module of HLR++ provides visible gains compared to HLR on MovieLens and Echonest (e.g. with a 18.26% Recall on MovieLens, vs 17.63% for HLR). This tends to show that items relations could also be built upon user-item ones, for example when considering specific contexts (see Section 3.3). Regarding Yelp and Amazon, however, this item attention module does not show any improvement. These datasets might be less prone to contextual interactions, w.r.t. MovieLens (on movies) and Echonest (on music). Indeed, music consumption highly depends on the listening context which may be linked to emotions and mood, time of the day, season, event, location, weather, and user activity [18, 25]. In the case of movies, watching context can also be considered an important aspect of consumption [2]. However, in domains such as business products and books, the influence of these contexts to user behaviors could be lesser, considering that consumption times are higher than for movies and songs (several days to several weeks instead of several minutes or a couple of hours). Such a result is also in line with our previous findings on the limits of complexifying models when dealing with very sparse feedback data.

4.4.5 On Popularity. We observe that MF-ALS is more prone to popularity biases [28] than CML methods on all datasets. HLR and HLR++ tend to recommend less popular content w.r.t. other CML extensions on MovieLens and Echonest, which is often viewed as a desirable property [24, 28]. On the contrary, they recommend slightly more popular content on Yelp and Amazon; they nonetheless preserve significant reductions in popularity biases w.r.t. standard MF methods (e.g. with a 47.6 median popularity on Amazon for HLR++, above the 26.6 of TransCF but way below the 222.7 of MF-ALS).

5 CONCLUSION

In this paper, we introduced a hierarchical CML model that, contrary to previous efforts, jointly models latent user-item and item-item relations from implicit data. Our approach leverages memory-based attention networks and builds upon the assumption that user-item relations are built on top of the item-item ones in a hierarchical manner. We emphasized the empirical effectiveness of our approach at capturing the complex interests of users for recommendation, outperforming popular alternatives in terms of prediction accuracy and ranking quality on several real-world datasets. On the other hand, we also pointed out that relation modeling does not always improve standard CML, especially on sparse datasets with very few interaction data. This leaves the door open for future research on such a challenging setting, where we believe simple approaches might surpass complex models in providing more reliable recommendations.
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