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ABSTRACT. We prove that the class of resonances of Dirac operators on the half-line with compactly supported potentials is closed with respect to \( \ell^1 \) perturbations. We also prove that the potential depends continuously on such perturbations. We show that similar results hold true for the Jost functions and Hermite-Biehler functions associated with Dirac operators.

1. INTRODUCTION AND MAIN RESULTS

1.1. Introduction. We consider the self-adjoint Dirac operator \( H \) on \( L^2(\mathbb{R}_+, \mathbb{C}^2) \) given by

\[ Hy = -i\sigma_3 y' + i\sigma_3 Q y, \quad y = \begin{pmatrix} y_1 \\ y_2 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 0 & 1 \\ 0 & -1 \end{pmatrix}, \]

with the Dirichlet boundary condition

\[ y_1(0) - y_2(0) = 0. \]

The potential \( Q \) has the following form

\[ Q = \begin{pmatrix} 0 & q \\ \overline{q} & 0 \end{pmatrix}, \quad q \in \mathcal{P}, \]

where the class \( \mathcal{P} \) is defined for some \( \gamma > 0 \) fixed throughout this paper by

**Definition.** \( \mathcal{P} = \mathcal{P}_\gamma \) is a metric space of all functions \( q \in L^2(\mathbb{R}_+) \) such that sup supp \( q = \gamma \) equipped with the metric

\[ \rho_p(q_1, q_2) = \| q_1 - q_2 \|_{L^2(0, \gamma)}, \quad q_1, q_2 \in \mathcal{P}. \]

It is well known that \( \sigma(H) = \sigma_{ac}(H) = \mathbb{R} \) (see, e.g., [29]). For any \( z \in \mathbb{C} \), we introduce the \( 2 \times 2 \) matrix-valued Jost solution \( f(x, z) = \begin{pmatrix} f_{11} & f_{12} \\ f_{21} & f_{22} \end{pmatrix}(x, z) \) of the Dirac equation

\[ f'(x, z) = Q(x)f(x, z) + iz\sigma_3 f(x, z), \quad (x, z) \in \mathbb{R}_+ \times \mathbb{C}, \]

which satisfies the standard condition for compactly supported potentials:

\[ f(x, z) = e^{ixz\sigma_3}, \quad \forall \ (x, z) \in [\gamma, +\infty) \times \mathbb{C}. \]

We define a Jost function \( \psi : \mathbb{C} \to \mathbb{C} \) for the operator \( H \) by

\[ \psi(z) = f_{11}(0, z) - f_{21}(0, z), \quad z \in \mathbb{C}. \]

It is well-known that \( \psi \) is entire, \( \psi(z) \neq 0 \) for any \( z \in \overline{\mathbb{C}_+} \) and it has zeros in \( \mathbb{C}_- \), which are called resonances and a multiplicity of a resonance is a multiplicity of the zero of \( \psi \) (see, e.g., [16]). Moreover, it was shown in [16] that the resonances are also zeros of the Fredholm
determinant and poles of the resolvent of the operator $H$. We introduce a scattering matrix $S : \mathbb{R} \to \mathbb{C}$ for the operator $H$ by

$$S(z) = \frac{\overline{\psi(z)}}{\psi(z)} = e^{-2i\arg \psi(z)}, \quad z \in \mathbb{R}.$$  

The function $S$ admits a meromorphic continuation from $\mathbb{R}$ onto $\mathbb{C}$, since $\psi$ is entire. Moreover, poles of $S$ are zeros of $\psi$ and then they are resonances. Note that we sometimes write $\psi(\cdot, q)$, $S(\cdot, q)$, ... instead of $\psi(\cdot)$, $S(\cdot)$, ... when several potentials are being dealt with.

An inverse problem for operator $H$ consists of recovering the potential $q$ in specified class by some spectral data. As spectral data one can consider, for instance, the scattering matrix $S$; the Jost function $\psi$ or resonances. The inverse problem for operator $H$ in terms of the scattering matrix is intensively studied in connection with the non-linear Schrödinger equation (see, e.g., \cite{36, 1, 7, 9}). Inverse problems for the operator $H$ in terms of resonances and the Jost function have been studied much less. For the potentials $q \in \mathcal{P}$ these problems were considered in \cite{26}. Moreover, in this paper, the characterization of the scattering matrix for $q \in \mathcal{P}$ was given. In order to present these results, we introduce the Fourier transform $\mathcal{F}$ on $L^2(\mathbb{R})$ by

$$(\mathcal{F}g)(k) = \int_{\mathbb{R}} g(s)e^{2iks}ds, \quad k \in \mathbb{R}.$$  

Then its inverse $\mathcal{F}^{-1}$ on $L^2(\mathbb{R})$ is given by

$$(\mathcal{F}^{-1}g)(s) = \frac{1}{\pi} \int_{\mathbb{R}} g(k)e^{-2iks}dk, \quad s \in \mathbb{R}.$$  

We will use the notation $\hat{g} = \mathcal{F}^{-1}g$. Note that if we apply the direct or inverse Fourier transform to a function $g$ defined on $I \subset \mathbb{R}$, then we extend $g$ to the whole line by making it zero outside $I$. Now, we introduce a class of Jost functions from \cite{26}.

**Definition.** $\mathcal{J} = \mathcal{J}_\gamma$ is a metric space of all entire functions $\psi$ such that

$$\psi(z) = 1 + \mathcal{F}g(z), \quad z \in \mathbb{C},$$

for some $g \in \mathcal{P}$ and $\psi(z) \neq 0$ for any $z \in \mathbb{C}_+$ equipped with the metric

$$\rho_{\mathcal{J}}(\psi_1, \psi_2) = \|\mathcal{F}^{-1}(\psi_1 - \psi_2)\|_P, \quad \psi_1, \psi_2 \in \mathcal{J}.$$  

We define the circle $\mathbb{S}^1 = \{ z \in \mathbb{C} \mid |z| = 1 \}$. Let $g : \mathbb{R} \to \mathbb{S}^1$ be a continuous function such that $g(x) = C + o(1)$ as $x \to \pm\infty$ for some $C \in \mathbb{S}^1$. Then $g = e^{-2i\phi}$ for some continuous $\phi : \mathbb{R} \to \mathbb{R}$. We introduce a winding number $W(g) \in \mathbb{Z}$ by

$$W(g) = \frac{1}{\pi} \left( \lim_{x \to +\infty} \phi(x) - \lim_{x \to -\infty} \phi(x) \right),$$

i.e., $W(g)$ is a number of revolutions of $g(x)$ around 0, when $x$ runs through $\mathbb{R}$. Now, we introduce class of scattering matrices from \cite{26}.

**Definition.** $\mathcal{S} = \mathcal{S}_\gamma$ is a metric space of all continuous functions $S : \mathbb{R} \to \mathbb{S}^1$ such that:

i) $W(S) = 0$;

ii) $S(z) = 1 + \mathcal{F}F(z), \ z \in \mathbb{R}$, for some $F \in L^1(\mathbb{R}) \cap L^2(\mathbb{R})$ such that $\inf \text{supp} F = -\gamma$; equipped with the metric

$$\rho_{\mathcal{S}}(S_1, S_2) = \|\mathcal{F}^{-1}(S_1 - S_2)\|_{L^2(-\gamma, +\infty)} + \|\mathcal{F}^{-1}(S_1 - S_2)\|_{L^1(-\gamma, +\infty)}, \quad S_1, S_2 \in \mathcal{S}.$$


We need the following results from [26] about inverse problem for the operator $H$ in terms of the Jost function, the scattering matrix and resonances.

**Theorem 1.1.**

i) The mapping $q \mapsto S(\cdot, q)$ from $\mathcal{P}$ to $\mathcal{S}$ is a homeomorphism;

ii) The mapping $q \mapsto \psi(\cdot, q)$ from $\mathcal{P}$ to $\mathcal{J}$ is a homeomorphism;

iii) The potential $q \in \mathcal{P}$ is uniquely determined by zeros of $\psi(\cdot, q) \in \mathcal{J}$.

This theorem solves the inverse problem in terms of resonances (uniqueness and characterization) in the following way: the potential $q \in \mathcal{P}$ is uniquely determined by resonances, which are zeros of some $\psi \in \mathcal{J}$. That is, the sequence $(k_n)_{n \geq 1}$ such that $k_n \in \mathbb{C}_-$, $n \geq 1$, are the sequence of resonances for some $q \in \mathcal{P}$ if and only if $(k_n)_{n \geq 1}$ are zeros of some $\psi \in \mathcal{J}$. Moreover, it was shown in [26], how to recover the Jost function and the scattering matrix from resonances and then we can recover the potential using the Gelfand-Levitan-Marchenko equations.

The next question that can be posed is a stability of this inverse problem. That is, how the resonances for some $q_o \in \mathcal{P}$ can be perturbed such that we also obtain the sequence of resonances for some $q \in \mathcal{P}$. And related question is a continuity of this inverse problem. That is, does the potential depends continuously in some sense on the perturbation of resonances.

In paper [26], these problems were solved for the perturbation of a finite number of resonances. Namely, it was shown that if we have a sequence of resonances for some $q \in \mathcal{P}$ and we arbitrarily shift a finite number of resonances, then we obtain the sequence of resonances which is associated with another potential from $\mathcal{P}$ and the potential depends continuously on a distance between resonances.

Our main goal is to solve the global stability and continuity problems for the resonances of operator $H$, when infinitely many resonances are involved.

### 1.2. Main result

In order to formulate main result, we introduce the Banach space $\ell^1$ as a set of all sequences of complex numbers $\zeta = (\zeta_n)_{n \geq 1}$ equipped with the norm $\|\zeta\|_{\ell^1} = \sum_{n \geq 1} |\zeta_n|$.

Let $\kappa = (k_n)_{n \geq 1}$ be a sequence of numbers from $\mathbb{C}_-$ such that $|k_1| \leq |k_2| \leq \ldots$. Then, by $q(\cdot, \kappa)$, we denote the potential such that $(k_n)_{n \geq 1}$ are its resonances, if such potential exists. Now, we give our main result.

**Theorem 1.2.** Let $\kappa^o = (k_n^o)_{n \geq 1}$ be zeros of $\psi(\cdot, q_o)$ for some $q_o \in \mathcal{P}$ arranged that $0 < |k_1^o| \leq |k_2^o| \leq \ldots$ and let $g = (g_n)_{n \geq 1} \in \ell^1$ be such that $k_n = k_n^o + g_n \in \mathbb{C}_-$ for each $n \geq 1$. Then there exists a unique $q \in \mathcal{P}$ such that $\kappa = (k_n)_{n \geq 1}$ are zeros of $\psi(\cdot, q)$. Moreover, if $\|g\|_{\ell^1} \to 0$, then we have $\|q - q_o\|_{\mathcal{P}} \to 0$.

**Remark.** 1) Firstly, this theorem solve the global stability problem for resonances. Namely, it shows that the set of resonances for $q \in \mathcal{P}$ is closed with respect to $\ell^1$ perturbations. Secondly, it shows that the potential depends continuously on such perturbations.

2) In case of Schrödinger operators on the half-line with compactly supported potentials, the similar result was obtained by Korotyaev in [20]. It was shown in this paper that the space of resonances is closed under perturbations $(q_n)_{n \geq 1}$ such that $\sum_{n \geq 1} |q_n|^2 n^{2\varepsilon} < \infty$ for some $\varepsilon > 1$.

Albeit the methods of this paper are similar to those from [20], they need some adaptation. In particular, we used the methods from the Banach algebras theory. This is due to the following differences between Dirac and Schrödinger cases:
(i) The resonances of Dirac operators are not symmetric with respect to the imaginary line.
(ii) Roughly speaking, the spectral problem for Dirac operators corresponds to spectral problem for Schrödinger operators with distributions.
(iii) The second term in the asymptotic expansion of the Jost function of Dirac operators decrease more slowly as spectral parameter goes to infinity. Maybe it is the main point.

The stability of inverse problem in terms of resonances for Schrödinger operators on the half-line with compactly supported potentials was also considered by Marletta, Shterenberg and Weikard \[31\] in a different form. They showed that two potentials are close to each other if their resonances in the circle with a radius $R$ are close to each other. Namely, in this work, the norm $\sup_{x \in [0, \gamma]} \left| \int_0^x (q(t) - \tilde{q}(t)) dt \right|$ was estimated through $R$ and $\varepsilon$, where $|z_n(q) - z_n(\tilde{q})| < \varepsilon$ for any $n \geq 1$ such that $|z_n(q)| < R$. Such results are possibly preferable for numerical applications since they answer on the question how many resonances we need to know to recover the potential with a given accuracy.

An extension of this method for Schrödinger operators on the real line with compactly supported potentials was obtained by Bledsoe in \[2\]. The inverse resonance problem in this case was studied by Korotyaev in \[21\], where was shown that in this case resonances does not uniquely determine a potential and then we need to add some additional data to obtain the uniqueness.

1.3. Canonical systems. It is well-known that the Dirac operators are associated with canonical systems (see, e.g., \[12\]). We consider a canonical system given by

$$Jy'(x,z) = zh(x)y(x,z), \quad (x,z) \in \mathbb{R}_+ \times \mathbb{C}, \quad J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix},$$

with the Dirichlet boundary condition

$$y_1(0,z) = 0, \quad y(x,z) = \begin{pmatrix} y_1 \\ y_2 \end{pmatrix}(x,z),$$

where $h : \mathbb{R}_+ \to \mathcal{M}_2^+(\mathbb{R})$ is a Hamiltonian and by $\mathcal{M}_2^+(\mathbb{R})$, we denote the set of $2 \times 2$ positive-definite self-adjoint matrices with real entries. Now, we introduce the class of Hamiltonians associated with the Dirac operators. By $\mathcal{M}_2(\mathbb{R})$ we denote the set of $2 \times 2$ matrices with real entries.

**Definition.** $\mathcal{G} = \mathcal{G}_\gamma$ is the set of functions $h : \mathbb{R}_+ \to \mathcal{M}_2^+(\mathbb{R})$ such that

$$h' \in L^2(\mathbb{R}_+, \mathcal{M}_2(\mathbb{R})), \quad \sup \text{supp} h' = \gamma, \quad h(0) = I_2$$

and $h$ has the following form

$$h = \begin{pmatrix} a & b \\ b & \frac{1+b^2}{a} \end{pmatrix},$$

where $a : \mathbb{R}_+ \to \mathbb{R}_+$ and $b : \mathbb{R}_+ \to \mathbb{R}$.

**Remark.** If $h \in \mathcal{G}$, then it follows from (1.4) that

$$h^*(x) = h(x), \quad \det h(x) = 1, \quad a(x) > 0, \quad \forall x \in \mathbb{R}_+$$

and $h(x)$ is a constant matrix for any $x \geq \gamma$. 

The canonical system (1.2), (1.3) with the Hamiltonian $\mathfrak{h} \in \mathcal{G}$ corresponds to an self-adjoint operator

$$K_{\mathfrak{h}} = \mathfrak{h}^{-1} J \frac{d}{dx}$$

in the weighted Hilbert space $L^2(\mathbb{R}_+, \mathbb{C}^2, \mathcal{H})$ equipped with the norm

$$\|f\|_{L^2(\mathbb{R}_+, \mathbb{C}^2, \mathfrak{h})}^2 = \int_{\mathbb{R}_+} (\mathfrak{h}(x)f(x), f(x))dx, \quad f \in L^2(\mathbb{R}_+, \mathbb{C}^2, \mathfrak{h}),$$

where $(\cdot, \cdot)$ is the standard scalar product in $\mathbb{C}^2$ (see, e.g., [34]). Moreover, we need the following result from [26] (see also [27]).

**Theorem 1.3.** For any $q \in \mathcal{P}$ there exists a unique $\mathfrak{h} \in \mathcal{G}$ and for any $\mathfrak{h} \in \mathcal{G}$ there exists a unique $q \in \mathcal{P}$ such that the operators $H(q)$ and $K(\mathfrak{h})$ are unitary equivalent.

Recall well-known result about inverse problem for the canonical system (1.2), (1.3) in terms of de Branges space (see Theorem 40 in [4] or Theorems 10, 13 in [34]). For any canonical system there exists a Hermite-Biehler function $E$ such that $E$ is entire and $|E(z)| > |E(\overline{z})|$ for each $z \in \mathbb{C}_+$ and the associated de Branges space $B(E)$ is given by

$$B(E) = \left\{ F : \mathbb{C} \to \mathbb{C} \mid F \text{ is entire}, \frac{F}{E}, \frac{F^*}{E} \in \mathcal{H}^2(\mathbb{C}_+) \right\},$$

where $F^*(z) = \overline{F(\overline{z})}$ and $\mathcal{H}^2(\mathbb{C}_+)$ is the Hardy space in the upper half-plane. Moreover, from a de Branges space, one can recover the associated canonical system.

We say that a Hermite-Biehler function is **Dirac-type** if it is associated with the canonical system with the Hamiltonian $\mathfrak{h} \in \mathcal{G}$. It follows from Theorem 1.3 that there exists a correspondence between Dirac-type Hermite-Biehler functions and Jost functions. We need the following result from [26].

**Theorem 1.4.** A Hermite-Biehler function $E$ is Dirac-type if and only if

$$E(k) = -ie^{-i\kappa k} \psi(k), \quad k \in \mathbb{C}, \quad (1.5)$$

for some $\psi \in \mathcal{J}$.

**Remark.** Recall that Jost function is uniquely determined by its zeros. Thus, it follows from (1.5) that Dirac-type Hermite-Biehler function is also uniquely determined by its zeros. Moreover, other properties of zeros of Jost functions hold true for Dirac-type Hermite-Biehler functions, see details in [26].

Now, using this correspondence, we show that the zeros of the Dirac-type Hermite-Biehler function can be perturbed by $\ell^1$ sequence and the function depends continuously on this perturbation.

**Theorem 1.5.** Let $E_o$ be a Dirac-type Hermite-Biehler function with zeros $\kappa_o = (k_{n_o})_{n_o \geq 1}$ arranged that $0 < |k_1| \leq |k_2| \leq \ldots$ and let $q = (\vartheta_n)_{n \geq 1} \in \ell^1$ be such that $k_n = k_{n_o} + \vartheta_n \in \mathbb{C}_-$ for each $n \geq 1$. Then there exists a unique Dirac-type Hermite-Biehler function $E$ such that $\kappa = (k_n)_{n \geq 1}$ are zeros of $E$. Moreover, if $\|\vartheta\|_{\ell^1} \to 0$, then we have $\|F^{-1}(E - E_o)\|_{L^2(-\frac{\pi}{2}, \frac{\pi}{2})} \to 0$.

**Remark.** Note that it follows from the Plancherel theorem (see, e.g., Theorem IX.6 in [33]) that $\|F^{-1}(E - E_o)\|_{L^2(-\frac{\pi}{2}, \frac{\pi}{2})} \to 0$ if and only if $\|E - E_o\|_{L^2(\mathbb{R})} \to 0$. 

1.4. Literature survey. We shortly discuss the known results about resonances. Resonances are considered in the different settings, see articles [10, 13, 19, 35, 37] and the book [8] and the references therein. Recall that the inverse resonance problem for Schrödinger operators with compactly supported potentials was solved by Korotyaev in [21] for the case of the real line and in [19] for the case of the half-line, see also Zworski [38] and Brown, Knowles and Weikard [5] concerning the uniqueness. Moreover, there are other results about perturbations of the following model (unperturbed) potentials by compactly supported potentials: step potentials was considered by Christiansen [6], periodic and linear potentials was considered by Korotyaev in [22] and [25]. Note also that Schrödinger operators with linear potentials are one-dimensional Stark operators and in [25] the inverse resonance problem for Stark operators perturbed by compactly supported potentials was solved. The asymptotics of the counting function of resonances for Schrödinger operators on the real line with compactly supported potentials was first obtained by Zworski in [37]. The results about the Carleson measures for resonances were obtained by Korotyaev in [24].

Global estimates of resonances for the massless Dirac operators on the real line were obtained by Korotyaev in [23]. Resonances for Dirac operators was also studied by Iantchenko and Korotyaev in [16] for the massive Dirac operators on the half-line and in [15] for the massless Dirac operators on the real line under the condition \( q' \in L^1(\mathbb{R}) \). In [17], Iantchenko and Korotyaev considered the radial Dirac operator. The inverse resonance problem for the massless Dirac operators with compactly supported potentials was solved by Korotyaev and Mokeev in [26] for the case of the half-line and in [27] for the case of the real line. There is a number of papers dealing with other related problems for the one-dimensional Dirac operators, for instance, the resonances for Dirac fields in black holes was described, see, e.g., Iantchenko [14].

As we have showed above, Dirac operators can be rewritten as canonical systems and for these systems, the inverse problem can be solved in terms of de Branges spaces, which can be parametrized by the Hermite-Biehler functions (see [4, 34]). There exist many papers devoted to de Branges spaces and canonical systems. In particular, they are used in the inverse spectral theory of Schrödinger and Dirac operators (see, e.g., [32]). In our paper we have used the connection between Jost and Hermite-Biehler functions. Similar connection in case of the Schrödinger operators was given by Baranov, Belov and Poltoratski in [8] (see also Makarov and Poltoratski [30]). In [26, 27], the canonical systems associated with Dirac operators on the half-line and on the real line was considered. In particular, it was shown how to recover the potential of the Dirac operator by the Hamiltonian of the unitary equivalent canonical system.

2. Preliminary

Before we prove the main theorem, we recall some well-known facts about entire functions and Banach algebras, prove several technical lemmas and recall properties of the resonances of the operator \( H \).

2.1. Entire functions. Recall that an entire function \( f(k) \) is said to be of exponential type if there exist constants \( \tau, C > 0 \) such that \( |f(k)| \leq Ce^{\tau|k|} \), \( k \in \mathbb{C} \). We introduce the Cartwright classes of entire functions \( \mathcal{E}_{\text{Cart}}(\alpha, \beta) \) by
Definition. For any $\alpha, \beta \in \mathbb{R}$, $\mathcal{E}_{\text{Cart}}(\alpha, \beta)$ is a class of entire functions of exponential type $f$ such that
\[
\int_{\mathbb{R}} \log(1 + |f(k)|) \frac{1}{1 + k^2} \, dk < \infty, \quad \tau_+(f) = \alpha, \quad \tau_-(f) = \beta,
\]
where $\tau_\pm(f) = \limsup_{r \to +\infty} \frac{\log|f(\pm ir)|}{r}$. Let also $\mathcal{E}_{\text{Cart}} = \mathcal{E}_{\text{Cart}}(0, 2\gamma)$.

If $f \in \mathcal{E}_{\text{Cart}}(\alpha, \beta)$ for some $\alpha, \beta \in \mathbb{R}$, then it has the Hadamard factorization (see, e.g., pp. 127-130 in [28]). Let $p \geq 0$ be the multiplicity of zero $k = 0$ of $f$. We denote by $(k_n)_{n \geq 1}$ zeros of $f$ in $\mathbb{C} \setminus \{0\}$ counted with multiplicity and arranged that $0 < |k_1| \leq |k_2| \leq \ldots$. Then $f$ has the Hadamard factorization
\[
f(k) = Ck^p e^{ixk} \lim_{r \to +\infty} \prod_{|k_n| \leq r} \left(1 - \frac{k}{k_n}\right), \quad k \in \mathbb{C},
\]
where the product converges uniformly on compact subsets of $\mathbb{C}$ and
\[
\kappa = \frac{\beta - \alpha}{2}, \quad C = \frac{f^{(p)}(0)}{p!}, \quad \sum_{n \geq 1} \frac{|\text{Im} k_n|}{|k_n|^2} < +\infty, \quad \exists \lim_{r \to +\infty} \sum_{|k_n| \leq r} \frac{1}{k_n} \neq \infty.
\]

For functions from $\mathcal{E}_{\text{Cart}}(\alpha, \beta)$ there is the Levinson’s theorem about distribution of their zeros (see, e.g., p. 58 in [18]). For any $f \in \mathcal{E}_{\text{Cart}}(\alpha, \beta)$, $\alpha, \beta \in \mathbb{R}$, we introduce the counting function of its zeros $n(r, f)$ into a circle of radius $r \geq 0$ by
\[
n(r, f) = \#\{k \in \mathbb{C} \mid f(k) = 0, |k| \leq r\}.
\]

Theorem 2.1 (Levinson). Let $f \in \mathcal{E}_{\text{Cart}}(\alpha, \beta)$ for some $\alpha, \beta \in \mathbb{R}$. Then we have
\[
n(r, f) = \frac{\alpha + \beta}{\pi} r + o(r)
\]
as $r \to +\infty$.

We also need the following Lindelöf’s theorem (see, e.g., p. 21 in [18]).

Theorem 2.2 (Lindelöf). Let $(k_n)_{n \geq 1}$ be arranged that $0 < |k_1| \leq |k_2| \leq |k_3| \leq \ldots$ and let
\[
n(r) = \#\{k_m, m \geq 1 \mid |k_m| \leq r\}.
\]
Suppose that $n(r) \leq Kr$ for some $K \geq 0$ and for any $r \geq 0$ and suppose that
\[
|\sum_{|k_n| \leq r} \frac{1}{k_n}|
\]
remain bounded as $r \to \infty$. Then the product
\[
C(k) = \lim_{r \to +\infty} \prod_{|k_n| \leq r} \left(1 - \frac{k}{k_n}\right), \quad k \in \mathbb{C},
\]
is an entire function of exponential type.

Remark. Using this theorem, we can construct the entire functions of exponential type by its zeros. Note that the Lindelöf theorem is usually formulated for the canonical product of the form
\[
C_1(k) = \prod_{n \geq 1} \left(1 - \frac{k}{k_n}\right) e^{\frac{x}{k_n}}, \quad k \in \mathbb{C}.
\]
We have replaced $C_1$ by $C$ using the standard arguments (see, e.g., p. 130 in [28]).

We also need the following simple lemma about asymptotic of the counting function of sequence with bounded perturbation.

**Lemma 2.3.** Let the sequences $(k_n)_{n \geq 1}$ and $(k_n^o)_{n \geq 1}$ be arranged that

$$0 < |k_1| \leq |k_2| \leq |k_3| \leq \ldots, \quad 0 < |k_1^o| \leq |k_2^o| \leq |k_3^o| \leq \ldots,$$

and let

$$n(r) = \#\{k_m, m \geq 1 \mid |k_m| \leq r\}, \quad n_o(r) = \#\{k_m^o, m \geq 1 \mid |k_m^o| \leq r\}.$$

Suppose also that

(i) $\sup_{n \geq 1} |k_n - k_n^o| = s < \infty$,

(ii) $n_o(r) = Cr + o(r)$ as $r \to \infty$ for some $C \in \mathbb{R}$.

Then we have $n(r) = Cr + o(r)$ as $r \to \infty$.

**Proof.** Since $\sup_{n \geq 1} |k_n - k_n^o| = s$, we have

$$n_o(r - 2s) \leq n(r) \leq n_o(r + 2s),$$

for any $r > 0$. Using $n_o(r) = Cr + o(r)$ as $r \to \infty$, we get

$$C(r - 2s) + o(r) \leq n(r) \leq C(r + 2s) + o(r)$$

as $r \to \infty$, which yields that $n(r) = Cr + o(r)$ as $r \to \infty$. \qed

2.2. **Resonances.** Recall that resonances of the operator $H$ are zeros of the associated Jost function, which is entire function of exponential type. Moreover, using the Paley-Wiener theorem (see, e.g., p.30 in [18]), we have that an entire function having form (1.1) belongs to the Cartwright class. Thus, the resonances and the Jost function of the operator $H$ have all properties, which was discussed above, and we have the following corollary (see Corollary 1.2 in [26]).

**Corollary 2.4.** Let $q \in \mathcal{P}$. Then we have $\psi(\cdot, q) \in \mathcal{E}_{\text{Cart}}$ and it satisfies (2.7-2.3).

We also need the following result about position of resonances (see Theorem 1.3 in [26]).

**Theorem 2.5.** Let $q \in \mathcal{P}$ and let $(k_n)_{n \geq 1}$ be its resonances. Let $\varepsilon > 0$. Then there exists a constant $C = C(\varepsilon, q) \geq 0$ such that the following inequality holds true for each $n \geq 1$:

$$2\gamma \text{Im} k_n \leq \ln \left(\varepsilon + \frac{C}{|k_n|}\right). \quad (2.4)$$

In particular, for any $A > 0$, there are only finitely many resonances in the strip

$$\{ k \in \mathbb{C} \mid 0 > \text{Im} k > -A \}. \quad (2.5)$$

**Remark.** This theorem describe so called forbidden domain for resonances. Moreover, if $q' \in L^1(\mathbb{R}_+)$, then estimate (2.4) and the forbidden domain (2.5) can be given in more detailed form (see Theorem 2.7 in [16]).

Using Theorem 2.5 we obtain the following useful corollary.

**Corollary 2.6.** Let $q \in \mathcal{P}$ and let $(k_n)_{n \geq 1}$ be its resonances. Then we have $\text{Im} k_n \to -\infty$ as $n \to \infty$. 
2.3. Banach algebras. Recall that we have introduced the Fourier transform $\mathcal{F}$ and its inverse $\mathcal{F}^{-1}$ on $L^2(\mathbb{R})$ by

$$ (\mathcal{F}g)(k) = \int_{\mathbb{R}} g(s)e^{2iks}ds, \quad k \in \mathbb{R}, $$

$$ \mathcal{F}^{-1}g(s) = \frac{1}{\pi} \int_{\mathbb{R}} g(k)e^{-2iks}dk, \quad s \in \mathbb{R}. $$

Moreover, we have introduced the notation $\hat{g} = \mathcal{F}^{-1}g$. We introduce the following Banach space

$$ \mathcal{L}_+ = L^2(\mathbb{R}_+) \cap L^1(\mathbb{R}_+), \quad \| \cdot \|_{\mathcal{L}_+} = \| \cdot \|_{L^2(\mathbb{R}_+)} + \| \cdot \|_{L^1(\mathbb{R}_+)} $$

and the following Banach algebras with pointwise multiplication

$$ \hat{\mathcal{L}}_+ = \{ \mathcal{F}g \mid g \in \mathcal{L}_+ \}, \quad \| \mathcal{F}g \|_{\hat{\mathcal{L}}_+} = \|g\|_{\mathcal{L}_+}, $$

$$ \mathcal{W}_+ = \{ c + g \mid (c, g) \in \mathbb{C} \times \hat{\mathcal{L}}_+ \}, \quad \|c + g\|_{\mathcal{W}_+} = |c| + \|g\|_{\mathcal{L}_+}. $$

It is well-known that $\mathcal{W}_+$ is unital Banach algebra (see, e.g., Chapter 17 in [11]). Moreover, due to Paley-Wiener theorem and the Riemann-Lebesgue lemma (see, e.g., Theorem IX.7 in [33]), each element of $\hat{\mathcal{L}}_+$ or $\mathcal{W}_+$ is bounded continuous function on $\mathbb{T}_+$. The spectrum of $f \in \mathcal{W}_+$ is given by

$$ \sigma(f) = \{ f(k) \mid k \in \overline{\mathbb{T}}_+ \} \cup \{ \lim_{k \to \infty} f(k) \}. $$

Thus, $f \in \mathcal{W}_+$ is invertible in $\mathcal{W}_+$ if and only if $f(k) \neq 0$ for any $k \in \overline{\mathbb{T}}_+$ and $\lim_{k \to \infty} f(k) \neq 0$. Recall that in each Banach algebra there exists a holomorphic functional calculus, that is the following theorem holds true (see, e.g., Chapter 6 in [11]).

**Theorem 2.7.** Let $\varphi$ be an analytic function on some open domain $D$ and let $f \in \mathcal{W}_+$ such that $\sigma(f) \subset D$. Suppose that $\Gamma \subset D$ is a closed rectifiable curve such that $\sigma(x)$ is contained in the interior of the domain bounded by $\Gamma$. Then there exists a unique $\varphi(f) \in \mathcal{W}_+$ given by

$$ \varphi(f) = \frac{1}{2\pi i} \int_{\Gamma} (\lambda - f)^{-1} \varphi(\lambda)d\lambda, $$

where the integral does not depend on the choice of $\Gamma$, subject only to the conditions stated, and $\varphi(f)$ depends continuously on $f \in \mathcal{W}_+$ such that $\sigma(f)$ is contained in the interior of the domain bounded by $\Gamma$.

**Remark.** The continuity of this mapping follows from the resolvent identity

$$(\lambda - f_1)^{-1} - (\lambda - f_2)^{-1} = (\lambda - f_1)^{-1}(f_1 - f_2)(\lambda - f_2)^{-1}, \quad f_1, f_2 \in \mathcal{W}_+. $$

Using Theorem 2.7, we can consider analytic functions on $\mathcal{W}_+$. In particular, we introduce the logarithm and the exponential mappings on some subspaces of $\mathcal{W}_+$. We introduce the following subspaces of $\mathcal{W}_+$:

$$ \mathcal{W}_{\text{log}} = \{ f = 1 + g \mid g \in \hat{\mathcal{L}}_+, f(x) \notin \mathbb{R}_- \cup \{0\}, x \in \mathbb{T}_+ \}, $$

$$ \mathcal{W}_{\text{exp}} = \{ f = 1 + g \mid g \in \hat{\mathcal{L}}_+, |f(x)| > 0, x \in \mathbb{T}_+ \}. $$

Let $\exp : f \mapsto e^{f(\cdot)}, f \in \hat{\mathcal{L}}_+$, and $\log : f \mapsto \log(f(\cdot))$, where the branch of the logarithm is fixed by the condition $\log(x) \in \mathbb{R}$ for any $x \in \mathbb{R}$. Thus, we get the following corollary of Theorem 2.7.
Corollary 2.8. The mappings \( \log : \mathcal{W}_{\log} \to \hat{\mathcal{L}}_+ \) and \( \exp : \hat{\mathcal{L}}_+ \to \mathcal{W}_{\exp} \) are continuous.

Moreover, we estimate the norm of the logarithm mapping.

Lemma 2.9. Let \( f \in \hat{\mathcal{L}}_+ \) be such that \( \| f \|_{\hat{\mathcal{L}}_+} < \frac{1}{4} \). Then we have \( \log(1 + f) \in \hat{\mathcal{L}}_+ \) and
\[
\| \log(1 + f) \|_{\hat{\mathcal{L}}_+} < C \| f \|_{\hat{\mathcal{L}}_+},
\]
there \( C > 0 \) does not depend on \( f \).

Proof. Let \( \| f \|_{\hat{\mathcal{L}}} = r < \frac{1}{4} \) and let \( \Gamma = \{ z \in \mathbb{C} \mid |z| = 2r \} \). Since \( |\lambda| \leq \| f \|_{\hat{\mathcal{L}}} \) for any \( \lambda \in \sigma(f) \), we have that \( \sigma(f) \) is contained in the interior of the domain bounded by \( \Gamma \). Recall that the analytic branch of the logarithm \( \log(\cdot) \) on \( \mathbb{C} \setminus (-\infty, 0] \) is fixed by the condition \( \log(z) \in \mathbb{R} \) for any \( z > 0 \). Due to \( r < \frac{1}{4} \), we have \( 1 + \lambda \in \mathbb{C} \setminus (-\infty, 0] \) for any \( \lambda \in \Gamma \). Thus, using Theorem 2.7, we have
\[
\log(1 + f) = \frac{1}{2\pi i} \int_{\Gamma} (\lambda - f)^{-1} \log(1 + \lambda) d\lambda,
\]
which yields
\[
\| \log(1 + f) \|_{\hat{\mathcal{L}}_+} = \frac{1}{2\pi} \int_{\Gamma} \| (\lambda - f)^{-1} \|_{\hat{\mathcal{L}}_+} \| \log(1 + \lambda) \| d|\lambda|.
\]
(2.6)

Firstly, we estimate \( \| (\lambda - f)^{-1} \|_{\hat{\mathcal{L}}_+} \). Since \( |\lambda| = 2r \) for any \( \lambda \in \Gamma \), we have
\[
\| (\lambda - f)^{-1} \|_{\hat{\mathcal{L}}_+} = \frac{1}{|\lambda|} \left\| \left( \frac{1 - \frac{f}{\lambda}}{1 - \frac{f}{|\lambda|}} \right)^{-1} \right\|_{\hat{\mathcal{L}}_+} \leq \frac{1}{|\lambda|} \left( \frac{1}{1 - \frac{r}{|\lambda|}} \right) = \frac{1}{2r} \left( \frac{1}{1 - \frac{r}{2}} \right) = \frac{1}{r}, \quad \lambda \in \Gamma.
\]
(2.7)

Secondly, we estimate \( |\log(1 + \lambda)| \). Since \( \log(1 + \lambda) = \lambda + o(\lambda) \) as \( \lambda \to 0 \), there exists a constant \( C > 0 \) such that
\[
|\log(1 + \lambda)| \leq C|\lambda| \quad \text{for any } \lambda \in \mathbb{C} \text{ such that } |\lambda| < 1/2.
\]
(2.8)

Substituting (2.7) and (2.8) in (2.6) and using \( |\lambda| = 2r \) for any \( \lambda \in \Gamma \), we get
\[
\| \log(1 + f) \|_{\hat{\mathcal{L}}_+} \leq \frac{1}{2\pi} \int_{\Gamma} \frac{1}{r} C |\lambda| d|\lambda| = \frac{C}{2\pi} \int_{\Gamma} |\lambda| d|\lambda| = 2Cr = 2C\| f \|_{\hat{\mathcal{L}}_+}.
\]

\[ \square \]

3. Proof of the main theorem

Firstly, we consider simple function, which will be used in the proof of the main theorem.

Lemma 3.1. Let \( k_1, k_2 \in \mathbb{C}_-, \varrho = k_2 - k_1 \) and let
\[
g(k) = 1 + \frac{\varrho}{k_1 - k}, \quad k \in \mathbb{C} \setminus \{k_1\}.
\]

Then we have \( g \in \mathcal{W}_+ \), \( g(k) \notin (-\infty, 0] \) for any \( k \in \mathbb{C}_+ \) and
\[
\| g - 1 \|_{\hat{\mathcal{L}}_+} = \frac{|\varrho|}{|\text{Im} k_1|^{\frac{1}{2}}} \left( 1 + \frac{1}{|\text{Im} k_1|^{\frac{1}{2}}} \right).
\]
**Proof.** Firstly, we show that \( g(k) \not\in (-\infty, 0] \) for any \( k \in \mathbb{C}_+ \) by contradiction. Let
\[
g(k) = 1 + \frac{g}{k_1 - k} = \frac{k_2 - k}{k_1 - k} = -c
\]
for some \( c \in [0, +\infty) \) and \( k \in \mathbb{C}_+ \). Then we have
\[
k_2 - k = -c(k_1 - k).
\]
Considering the imaginary part of this identity and using \( c \in \mathbb{R} \), we get
\[
\text{Im } k_2 - \text{Im } k = -c(\text{Im } k_1 - \text{Im } k).
\]
Due to \( c, \text{Im } k \geq 0 \) and \( \text{Im } k_2 < 0 \), we have
\[
\text{Im } k_2 - \text{Im } k < 0, \quad -c(\text{Im } k_1 - \text{Im } k) \geq 0,
\]
which yields
\[
\text{Im } k_2 - \text{Im } k \neq -c(\text{Im } k_1 - \text{Im } k)
\]
and then we have a contradiction.

Secondly, we show that \( g \in W_+ \). Using the Jordan lemma and \( k_1 \in \mathbb{C}_- \), we obtain
\[
\mathcal{F}^{-1}(g - 1)(s) = \frac{c}{\pi} \int_{\mathbb{R}} e^{-2ik_1 s} dk = 2i\varphi e^{-2ik_1 s} \vartheta(s), \quad s \in \mathbb{R}.
\]
Let \( k_1 = x_1 + iy_1 \). Then we have
\[
|\mathcal{F}^{-1}(g - 1)(s)| = 2|\varphi|e^{2iy_1 s} \vartheta(s), \quad s \in \mathbb{R}. \tag{3.1}
\]
Using (3.1) and the fact that \( y_1 < 0 \), we get
\[
\|\mathcal{F}^{-1}(g - 1)\|_{L^1(\mathbb{R})} = 2|\varphi| \int_0^\infty e^{2iy_1 s} ds = \frac{|\varphi|}{|y_1|}. \tag{3.2}
\]
Similarly we obtain
\[
\|\mathcal{F}^{-1}(g - 1)\|_{L^2(\mathbb{R})} = 2|\varphi| \left| \int_0^\infty e^{4iy_1 s} ds \right|^\frac{1}{2} = \frac{|\varphi|}{|y_1|^\frac{1}{2}}. \tag{3.3}
\]
Combining (3.2) and (3.3), we have
\[
\|g - 1\|_{\mathcal{L}_w} = \frac{|\varphi|}{|y_1|^\frac{1}{2}} \left( 1 + \frac{1}{|y_1|^\frac{1}{2}} \right).
\]

Secondly, we show the stability of Jost functions in \( J \) under \( \ell^1 \) perturbation of their zeros.

**Theorem 3.2.** Let \( f_o \in J \) with zeros \( (k_n^o)_{n \geq 1} \) arranged that \( 0 < |k_1| \leq |k_2| \leq \ldots \) and let \( \varphi = (\varphi_n)_{n \geq 1} \in \ell^1 \) be a sequence of complex numbers such that \( k_n = k_n^o + \varphi_n \in \mathbb{C}_- \) for any \( n \geq 1 \). Then there exists a unique \( f \in J \) such that \( (k_n)_{n \geq 1} \) are its zeros. Moreover, if \( \|\varphi\|_{\ell^1} \to 0 \), then we have \( g_J(f, f_o) \to 0 \).
Proof. We show that there exists an entire function, which zeros are \((k_n)_{n\geq 1}\). Let
\[
n(r) = \# \{ k_m, m \geq 1 \mid |k_m| \leq r \}.
\]
Due to Theorem 2.4, we have \(n_o(r) = \frac{2\pi}{r} r + o(r)\) as \(r \to \infty\). Since \(g \in \ell^1\), we have
\[
\sup_{m \geq 1} (k_m - k_o) = \sup_{m \geq 1} g_m = s < \infty.
\]
Thus, using Lemma 2.3, we get \(n(r) = \frac{2\pi}{r} r + o(r)\) as \(r \to \infty\).

Now, we show that \(\sum_{|k_n| \leq r} \frac{1}{k_n} \) is bounded as \(r \to \infty\). Firstly, we consider the imaginary part of this sum. Using \(k_n = k_o + g_n\), we get
\[
\left| \text{Im} \sum_{|k_n| \leq r} \frac{1}{k_n} \right| \leq \sum_{|k_n| \leq r} \left| \frac{\text{Im} k_n}{|k_n|^2} \right| = \sum_{|k_n| \leq r} \left| \frac{\text{Im} k_o}{|k_o|^2} \right| \left| \frac{\text{Im} k_n}{|k_n|^2} \right|^2
\]
\[
= \sum_{|k_n| \leq r} \left| \frac{\text{Im} k_o}{|k_o|^2} \right| + \frac{\text{Im} g_n}{\text{Im} k_n} \left| 1 + \left( \frac{\text{Im} g_n}{\text{Im} k_n} \right)^2 \right| = \sum_{|k_n| \leq r} \left| \frac{\text{Im} k_o}{|k_o|^2} \right| \zeta_n, \tag{3.4}
\]
where we have introduced \(\zeta_n = \left| 1 + \left( \frac{\text{Im} g_n}{\text{Im} k_o} \right)^2 \right|^{-1}\), \(n \geq 1\). Due to Corollary 2.6, we have \(|k_o| \to \infty\) and \(|\text{Im} k_o| \to \infty\) as \(n \to \infty\). Recall that \(\sup_{n \geq 1} g_n = s < \infty\). Hence, we obtain
\[
\left| \frac{\text{Im} g_n}{\text{Im} k_o} \right| \to 0, \quad \left| \frac{\text{Im} g_n}{\text{Im} k_o} \right| \to 0
\]
as \(n \to \infty\) and then there exists \(C \in \mathbb{R}\) such that \(|\zeta_n| < C\) for any \(n \geq 1\). Substituting this estimate in (3.4), we get
\[
\left| \text{Im} \sum_{|k_n| \leq r} \frac{1}{k_n} \right| < C \sum_{|k_n| \leq r} \left| \frac{\text{Im} k_o}{|k_o|^2} \right|.
\]
Using (2.2) and Corollary 2.4, we have \(\sum_{n \geq 1} \left| \frac{\text{Im} k_o}{|k_o|^2} \right| < \infty\) and then the sum \(\sum_{|k_n| \leq r} \left| \frac{\text{Im} k_o}{|k_o|^2} \right|^2\) is bounded as \(r \to \infty\). Thus, the sum \(\left| \text{Im} \sum_{|k_n| \leq r} \frac{1}{k_n} \right|\) is bounded as \(r \to \infty\).

Secondly, we consider the real part of this sum.
\[
\left| \text{Re} \sum_{|k_n| \leq r} \frac{1}{k_n} \right| \leq \left| \text{Re} \sum_{|k_n| \leq r} \frac{1}{k_o} \right| + \sum_{|k_n| \leq r} \left| \frac{1}{k_o} - \frac{1}{k_n} \right|.
\]
Due to (2.2) and Corollary 2.4, the sum \(\sum_{|k_n| \leq r} \frac{1}{k_o}\) converges as \(r \to \infty\) and then \(\left| \text{Re} \sum_{|k_n| \leq r} \frac{1}{k_o} \right|\) is bounded as \(r \to \infty\). Using \(k_n = k_o + g_n\), we get
\[
\sum_{|k_n| \leq r} \left| \frac{1}{k_o} - \frac{1}{k_n} \right| = \sum_{|k_n| \leq r} \frac{|g_n|}{|k_n||k_o|} \leq \sum_{|k_n| \leq r} \frac{|g_n|}{1 + \frac{|g_n|}{|k_o|}} \frac{1}{|k_o|^2}.
\]
Since \( \sup_{n \geq 1} \varrho_n = s < \infty \) and \( |k_n^o| \to \infty \) as \( n \to \infty \), we have \( \frac{|\varrho_n|}{|k_n^o|} \to 0 \) as \( n \to \infty \) and then there exists \( C \in \mathbb{R} \) such that
\[
\frac{|\varrho_n|}{1 + \frac{k_n^o}{k_n}} < C, \quad n \geq 1.
\]

By Corollary 2.6 we have \( \text{Im} k_n^o \to \infty \) as \( n \to \infty \). Hence, it follows from \( \sum_{n \geq 1} \frac{|\text{Im} k_n^o|}{|k_n^o|^2} < \infty \) that the series \( \sum_{n \geq 1} \frac{1}{|k_n^o|^2} \) converges and then \( \sum_{|k_n| \leq r} \frac{1}{|k_n|^2} \) is bounded as \( r \to \infty \). Using these estimates, we see that \( \sum_{|k_n| \leq r} \left| \frac{1}{k_n} - \frac{1}{k_n^o} \right| \) is bounded as \( r \to \infty \), which yields that \( \text{Re} \sum_{|k_n| \leq r} \frac{1}{k_n} \) is bounded as \( r \to \infty \).

Now, it follows from Theorem 2.2 that the function \( f : \mathbb{C} \to \mathbb{C} \) given by
\[
f(k) = f(0)e^{ik\gamma} \lim_{r \to \infty} \prod_{|k_n| \leq r} \left( 1 - \frac{k}{k_n} \right), \quad k \in \mathbb{C},
\]
is an entire function of exponential type, where \( f(0) = f_o(0) \lim_{r \to +\infty} \prod_{|k_n| \leq r} \frac{k_n}{k_n^o} \). The last product converges, since
\[
\sum_{n \geq 1} \left| 1 - \frac{k_n}{k_n^o} \right| = \sum_{n \geq 1} \left| \frac{\varrho_n}{k_n^o} \right| \leq \left( \sum_{n \geq 1} \left| \varrho_n \right|^2 \right)^{\frac{1}{2}} \left( \sum_{n \geq 1} \frac{1}{|k_n|^2} \right)^{\frac{1}{2}} \leq \sum_{n \geq 1} \left| \varrho_n \right| \left( \sum_{n \geq 1} \frac{1}{|k_n|^2} \right)^{\frac{1}{2}} < \infty.
\]

Here we used the Hölder inequality, \( \varrho \in \ell^1 \subset \ell^2 \) and \( \sum_{n \geq 1} \frac{1}{|k_n|^2} < \infty \).

Now, we show that \( f \in W_+ \). Since \( f_o \in W_+ \) and \( f = f_o f_o \), it is sufficient to show that \( f_o \in W_+ \). In order get this result, we introduce
\[
F(k) = \log \left( \frac{f(k)}{f_o(k)} \right), \quad k \in \mathbb{R}, \quad (3.5)
\]
Using the Hadamard factorization for \( f \) and \( f_o \), we have
\[
F(k) = \log \left( \frac{f(0)}{f_o(0)} \lim_{r \to +\infty} \prod_{|k_n| \leq r} \frac{1 - \frac{k}{k_n}}{1 - \frac{k}{k_n}} \right) = \log \left( \lim_{r \to +\infty} \prod_{|k_n| \leq r} \left( 1 + \frac{\varrho_n}{k_n^o - k} \right) \right)
\]
\[
= \lim_{r \to +\infty} \sum_{|k_n| \leq r} \log \left( 1 + \frac{\varrho_n}{k_n^o - k} \right)
\]
for any \( k \in \mathbb{R} \). Now, we show that this series converges absolutely in \( \hat{L}_+ \). By Lemma 3.1 we have
\[
\left\| \frac{\varrho_n}{k_n^o - k} \right\|_{\hat{L}_+} = \frac{|\varrho_n|}{\text{Im} \frac{k_n^o}{k_n^o}^{\frac{1}{2}}} \left( 1 + \frac{1}{\text{Im} \frac{k_n^o}{k_n^o}^{\frac{1}{2}}} \right), \quad (3.7)
\]
Recall that $|\text{Im} k_n^o| \to \infty$ and $g_n \to 0$ as $n \to \infty$. Thus, it follows from (3.7) that $\left\| \frac{g_n}{k_n^o - k} \right\|_{\hat{L}_+} \to 0$ as $n \to \infty$. Let $N \in \mathbb{N}$ be such that $\left\| \frac{g_n}{k_n^o - k} \right\|_{\hat{L}_+} < \frac{1}{4}$ for any $n > N$. Thus, using Lemma 2.9 and estimate (3.7), we obtain

$$\left\| \log \left( 1 + \frac{g_n}{k_n^o - k} \right) \right\|_{\hat{L}_+} < C|g_n| \left( 1 + \frac{1}{|\text{Im} k_n^o|^\frac{2}{L}} \right)$$

for any $n > N$, where the constant $C > 0$ does not depend on $n$. Using (3.6), we get

$$\sum_{n \geq 1} \left\| \log \left( 1 + \frac{g_n}{k_n^o - k} \right) \right\|_{\hat{L}_+} \leq \sum_{n=1}^{N} \left\| \log \left( 1 + \frac{g_n}{k_n^o - k} \right) \right\|_{\hat{L}_+} + \sum_{n > N} C|g_n| \left( 1 + \frac{1}{|\text{Im} k_n^o|^\frac{2}{L}} \right). \quad (3.8)$$

Since $|\text{Im} k_n^o| \to \infty$ as $n \to \infty$ and $|\text{Im} k_n^o| \neq 0$ for any $n \geq 1$, there exist a constant $C_1 > 0$ such that

$$\frac{1}{|\text{Im} k_n^o|^\frac{2}{L}} \left( 1 + \frac{1}{|\text{Im} k_n^o|^\frac{2}{L}} \right) < C_1 \quad (3.9)$$

for any $n \geq 1$. Due to Lemma 3.3 and Corollary 2.8 we have $\log \left( 1 + \frac{g_n}{k_n^o - k} \right) \in \hat{L}_+$ and then there exists a constant $C_2 > 0$ such that

$$\left\| \log \left( 1 + \frac{g_n}{k_n^o - k} \right) \right\|_{\hat{L}_+} < C_2 \quad (3.10)$$

for any $1 \leq n \leq N$. Substituting (3.9) and (3.10) in (3.8), we obtain

$$\sum_{n \geq 1} \left\| \log \left( 1 + \frac{g_n}{k_n^o - k} \right) \right\|_{\hat{L}_+} \leq NC_2 + CC_1 \sum_{n > N} |g_n|. \quad (3.11)$$

Since $(g_n)_{n \geq 1} \in \ell^1$, we have $\sum_{n > N} |g_n| < \infty$ and then the series in (3.11) converges. Thus, we have $F \in \hat{L}_+$. Now, it follows from Corollary 2.8 that $\exp(F) \in \mathcal{W}_{\text{exp}}$. Recall that $f_o \in \mathcal{W}_{\text{exp}}$. Thus, using (3.5), we get $f = \exp(F)f_o \in \mathcal{W}_{\text{exp}}$.

Now, we show that $f \in \mathcal{J}$. Since $f \in \mathcal{W}_{\text{exp}}$, it is bounded on $\mathbb{R}$ and then

$$\int_{\mathbb{R}} \frac{\log(1 + |f(k)|)}{1 + k^2} \, dk < \infty.$$

Recall that $f$ is an entire function of exponential type, which yields that $f \in \mathcal{E}_{\text{Cart}}(\alpha, \beta)$ for some $\alpha, \beta \in \mathbb{R}$. Moreover, we have $n(r, f) = \frac{2\alpha}{\beta} r + o(r)$ as $r \to \infty$. Due to Theorem 2.1 we have $\tau_+(f) + \tau_-(f) = 2\gamma$. Since $f \in \mathcal{W}_{\text{exp}}$, it follows from the Paley-Wiener theorem that $\tau_+(f) = 0$ and then we have $\tau_-(f) = 2\gamma$. Hence, we get $\tau_+(f - 1) = 0$ and $\tau_-(f - 1) = 2\gamma$. Moreover, we have showed above that $f - 1 \in \hat{L}_+$ and then, by the Plancherel theorem, we get $f - 1 \in L^2(\mathbb{R})$. Thus, using the Paley-Wiener theorem, we obtain

$$f(k) - 1 = \int_{\mathbb{R}} g(s)e^{2iks} \, ds, \quad k \in \mathbb{R},$$

for some $g \in \mathcal{P}$. Due to $f \in \mathcal{W}_{\text{exp}}$, we have $f(k) \neq 0$ for any $k \in \mathbb{C}_+$, which yields that $f \in \mathcal{J}$. 
Finally, we show that \(q_\mathcal{J}(f, f_0) \to 0\) as \(\|q\|_{\ell^1} \to 0\). If \(\|q_n\|_{\ell^1} < \varepsilon\), then we have \(|q_n| < \varepsilon\) for any \(n \geq 1\). Using Lemma 3.1 and estimate (3.9), we get
\[
\left\| \frac{q_n}{k_n^\alpha - k} \right\|_{\mathcal{L}_+} = \left\| \frac{q_n}{\text{Im} k_n^\alpha} \right\|_{\mathcal{L}_+} \left( 1 + \frac{1}{\left| \text{Im} k_n^\alpha \right|^2} \right) < \varepsilon \left( 1 + \frac{1}{\left| \text{Im} k_n^\alpha \right|^2} \right) < C_1 \varepsilon
\]
for any \(n \geq 1\) and then we get
\[
\left\| \frac{q_n}{k_n^\alpha - k} \right\|_{\mathcal{L}_+} < \frac{1}{4}
\]
for any \(n \geq 1\) and \(\varepsilon < \frac{1}{4C_1}\). Thus, we can choose \(N = 0\) in (3.11) for \(\varepsilon < \frac{1}{4C_1}\), which yields
\[
\|F\|_{\mathcal{L}_+} \leq \sum_{n=1}^{\infty} \|\log \left( 1 + \left| \frac{q_n}{k_n^\alpha - k} \right| \right)\|_{\mathcal{L}_+} \leq CC_1 \sum_{n=N}^{\infty} |q_n| = CC_1 \|q\|_{\ell^1}. \quad (3.12)
\]
It follows from Corollary 2.8 that the mapping \(F \mapsto \exp(F)\) from \(\mathcal{L}_+\) to \(\mathcal{W}_{\exp}\) is continuous. Since \(\exp(0) = 1\), we have \(\|\exp(F) - 1\|_{\mathcal{L}_+} \to 0\) as \(\|F\|_{\mathcal{L}_+} \to 0\) and then it follows from inequality (3.12) that \(\|\exp(F) - 1\|_{\mathcal{L}_+} \to 0\) as \(\|q\|_{\ell^1}\). Now, we consider \(q_\mathcal{J}(f, f_0)\). By the definition of the metric \(q_\mathcal{J}\), we have
\[
q_\mathcal{J}(f, f_0) = \|f - f_0\|_{\mathcal{L}_+} = \|\exp(F)f_o - f_o\|_{\mathcal{L}_+} \leq \|f_0\|_{\mathcal{W}_{\exp}} \|\exp(F) - 1\|_{\mathcal{L}_+}.
\]
Thus, it follows from this inequality that \(q_\mathcal{J}(f, f_0) \to 0\) as \(\|q\|_{\ell^1} \to 0\). □

**Proof of Theorem 1.2** Let \(\kappa^\alpha = (k_n^\alpha)_{n=1}^{\infty}\) be zeros of \(\psi_o = \psi(\cdot, q_o)\) for some \(q_o \in \mathcal{P}\) arranged that \(0 < |k_1^\alpha| \leq |k_2^\alpha| \leq \ldots\) and let \(q = (q_n)_{n=1}^{\infty} \in \ell^1\) be such that \(k_n = k_n^\alpha + q_n \in \mathbb{C}_-\) for each \(n \geq 1\). Due to Theorem 1.1 we have \(\psi_o \in \mathcal{J}\) and then, by Theorem 3.2, there exists a unique \(\psi_1 \in J\) such that \((k_n)_{n=1}^{\infty}\) are zeros of \(\psi_1\). Now, it follows from Theorem 1.1 that there exists a unique \(q \in \mathcal{P}\) such that \(\psi_1 = \psi(q)\). Moreover, if \(q_\mathcal{J}(\psi_1, \psi_o) \to 0\) then we have \(q_\mathcal{P}(q, q_o) \to 0\). Due to Theorem 3.2, we have \(q_\mathcal{J}(\psi_1, \psi_o) \to 0\) as \(\|q\|_{\ell^1} \to 0\), which yields \(q_\mathcal{P}(q, q_o) \to 0\). □

**Proof of Theorem 1.3** Let \(E_o\) be Dirac-type Hermite-Biehler function, let \(\kappa^\alpha = (k_n^\alpha)_{n=1}^{\infty}\) be its zeros arranged that \(0 < |k_1^\alpha| \leq |k_2^\alpha| \leq \ldots\) and let \(q = (q_n)_{n=1}^{\infty} \in \ell^1\) be such that \(k_n = k_n^\alpha + q_n \in \mathbb{C}_-\) for each \(n \geq 1\). We introduce \(\psi_o(k) = ie^{\gamma k}E_o(k), k \in \mathbb{C}\). Due to Theorem 1.1, the function \(\psi \in \mathcal{J}\) and then, by Theorem 3.2, there exists a unique \(\psi \in \mathcal{J}\) such that \((k_n)_{n=1}^{\infty}\) are zeros of \(\psi\) and \(q_\mathcal{J}(\psi, \psi_o) \to 0\) as \(\|q\|_{\ell^1} \to 0\). Thus, it follows from Theorem 1.1 that there exists a unique Dirac-type Hermite-Biehler function \(E\) such that \(\kappa = (k_n)_{n=1}^{\infty}\) are zeros of \(E\) and given by \(E(k) = -ie^{-\gamma k}\psi(k), k \in \mathbb{C}\).

Now, we show the continuity. Using well-known properties of the Fourier transform, we get
\[
\|F^{-1}(E - E_o)\|_{L^2(-\frac{\pi}{2}, \frac{\pi}{2})} = \|F^{-1}(e^{igk}(\psi - \psi_o))\|_{L^2(-\frac{\pi}{2}, \frac{\pi}{2})} = \|F^{-1}(\psi - \psi_o)\|_{L^2(0, \gamma)} = q_\mathcal{J}(\psi, \psi_o),
\]
which yields that \(\|F^{-1}(E - E_o)\|_{L^2(-\frac{\pi}{2}, \frac{\pi}{2})} \to 0\) as \(\|q\|_{\ell^1} \to 0\). □
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