Suppression of spin beats in magneto-oscillation phenomena in two-dimensional electron gas
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Theory of magneto-oscillation phenomena has been developed for two-dimensional electron systems with linear-in-$k$ spin splitting. Both Dresselhaus and Rashba contributions are taken into account. It has been shown that the pattern of the magneto-oscillations depends drastically on the ratio between the above terms. The presence of only one type of the $k$-linear terms gives rise to the beats, i.e. two close harmonics corresponding to the spin-split subbands. However, if the strengths of both contributions are comparable, the third (central) harmonics appears in the spectrum of the magneto-oscillations. For equal strengths of the contributions, only the central harmonic survives, and the oscillations occur at a single frequency, although the $k$-linear terms remain in the Hamiltonian. Such suppression of the spin beats is studied in detail by the example of the Shubnikov-de Haas effect.

I. INTRODUCTION

Spin-dependent transport phenomena in two-dimensional electron systems is of broad interest at present time. The peculiar property of the two-dimensional systems based on quantum wells is linear in the wave vector $k$ spin-dependent terms in the effective Hamiltonian $\hat{H}_{A}$. These terms are caused by spin-orbit interaction that couples spin states and space motion of conduction electrons and governs the whole class of spin phenomena. Among them are spin relaxation, spin transport controlled with an external electric field by the Rashba effect, circular photogalvanic and spin-galvanic effects, electric current-induced spin orientation and precession, intrinsic spin Hall effect, etc.

Experimentally one of the most efficient methods for determination of the spin splitting in 2D conducting structures is measurements of oscillations of the magnetoresistivity (Shubnikov-de Haas effect). The quantum oscillations are highly sensitive to the fine structure of the energy spectrum of carriers, so that even small spin splitting, small as compared to the Fermi energy but commensurable with the energy distance between Landau levels, qualitatively modifies the oscillation behavior. The linear in the wave vector terms in the effective Hamiltonian remove the degeneracy in the carrier spectrum. In a magnetic field, the spin splitting at the Fermi surface gives rise to the oscillations with close frequencies, i.e. to beats $\hat{H}_{A}$. Such a behavior was observed and attributed to the zero-field spin splitting in 2D electron gas under study of the Shubnikov-de Haas oscillations in InAs/GaSb $\hat{H}_{A}$, InGaAs/InAlAs $\hat{H}_{A}$, InGaAs/InP $\hat{H}_{A}$, AlGaAs/GaAs $\hat{H}_{A}$, InAs/AlSb $\hat{H}_{A}$, and InGaN/GaN-based $\hat{H}_{A}$ structures, and microwave radiation-induced magnetoresistance oscillations in GaAs/AlGaAs heterostructures $\hat{H}_{A}$. The analysis of the oscillations was applied for determination of the spin splitting at the Fermi level. However, recently it was pointed out that the simple analysis of the beating pattern may lead to an incorrect conclusion on the spin splitting $\hat{H}_{A}$. In particularly, it was shown that the $k$-linear contribution introduced by heteropotential asymmetry (Rashba term) and the contribution originated from the cubic terms of a bulk material lacking inversion center (Dresselhaus term) interfere in the magneto-oscillation phenomena $\hat{H}_{A}$. The presence of only one type of the linear terms gives rise to the beats. However, if the strengths of both contributions are equal, the oscillations occur only at a single frequency and the beats disappear, although the $k$-linear terms remain in the Hamiltonian.

In this communication we present a theory of magneto-oscillation phenomena in two-dimensional electron gas in the presence of $k$-linear spin splitting. Both $k$-linear contributions originated form a heteropotential asymmetry and the lack of the inversion center in a bulk semiconductor are taken into account. We take the Shubnikov-de Haas effect as an example to study the suppression of the spin beats in detail. The magnetoresistance is calculated for arbitrary ratio between the Rashba and Dresselhaus contributions. The Zeeman splitting of electronic levels is neglected for simplicity, since it is small compared to the spacing between the Landau levels in the magnetic field perpendicular to the quantum well plane in the majority of semiconductor structures based on the III-V compounds.

II. THEORY

Generally, appearance of the $k$-linear terms is connected with reduction of the system symmetry as compared to the bulk material. In (001)-grown quantum wells based on zinc-blende-lattice semiconductors, there are two types of the linear contributions to the effective Hamiltonian of 2D electrons. First, they originate from the lack of the inversion center in the bulk material (BIA term) $\hat{H}_{D}$ (or from the asymmetry of the chemical bonds at interfaces (IIA term) $\hat{H}_{A}$). This so-called Dresselhaus contribution has the form

$$\hat{H}_{D} = \alpha (\sigma_{x} k_{y} + \sigma_{y} k_{x}) ,$$

where $\sigma_{i}$ ($i = x, y$) are the Pauli matrices and the axes $x$ and $y$ are assumed to be parallel to the crystallographic
the solution of the Eq. (4) has the form

\[ \mathcal{H}_R = \beta (\sigma_x k_y - \sigma_y k_x). \] (2)

Experimental data evidence that the intensities of the Dresselhaus and Rashba terms can be comparable in real 2D structures based on quantum wells. Furthermore, the relative intensities of the contributions can be controlled tuning the heteropotential asymmetry with an external electric field normal to the quantum well plane.

In two-dimensional systems small magneto-oscillations occur in moderate magnetic fields, when \( \omega_c \tau \leq 1 \), where \( \omega_c = eB/m^*c \) is the cyclotron frequency, \( \tau \) is the scattering time, \( e \) is the elementary charge, \( B \) is the applied magnetic field, \( m^* \) is the effective electron mass, and \( c \) is the light velocity. The corresponding parameter that determines the amplitude of the oscillations appears to be \( \exp (-\pi/\omega_c\tau) \). We assume that the inequality \( E_F \tau/h \gg 1 \) providing good conductivity is fulfilled, and the spin splitting at the Fermi surface is much less than the Fermi energy \( E_F \) but exceeds the spacing between the Landau levels, \( h\omega_c \ll \sqrt{\alpha^2 + \beta^2} k_F \ll E_F \), where \( k_F \) is the Fermi wave vector. Then, in the self-consistent Born approximation, the single-particle electron Green’s function under electron scattering by short-range defects has the form

\[ \hat{G}_\varepsilon (r, r') = \sum_{n,k_y} \Psi_{nk_y}(r) \Psi_{nk_y}^\dagger (r') / (\varepsilon + E_F - E_n - X\varepsilon), \] (3)

where \( \Psi_{nk_y}(r) \) are the spinor wave functions for an electron subjected to the magnetic field \( B \parallel z \) with the vector potential taken in the Landau gauge, \( A = (0, Bx, 0) \), \( E_n \) are the electron levels, \( X\varepsilon \) is the self-energy part of the Green’s function, \( k_y \) is the \( y \)-component of the wave vector, and \( n \) is the quantum number enumerating both the Landau levels and the spin states. We note, that the Green’s function is a \( 2 \times 2 \) matrix in the spin indices. The self-energy part obeys, for the large numbers \( n \sim 2E_F/h\omega_c \), the following equation

\[ X\varepsilon = \frac{\hbar^2 \omega_c}{4\pi \tau} \sum_n \frac{1}{\varepsilon + E_F - E_n - X\varepsilon}. \] (4)

Quantum oscillations are determined, to the first order in the parameter \( \exp (-\pi/\omega_c\tau) \), by the imaginary part of the self-energy. The real part of \( X\varepsilon \) can be assumed to be included in the Fermi energy \( E_F \). Within this accuracy the solution of the Eq. (4) has the form

\[ X\varepsilon = -i \frac{\hbar^2 \omega_c}{8\pi \tau} \sum_n \frac{\text{sign} \varepsilon}{(\varepsilon + E_F - E_n)^2 + (\hbar/2\tau)^2}. \] (5)

The eigen wave functions \( \Psi_{nk_y}(r) \) and the energies \( E_n \) are determined from the solution of the Schrödinger equation, with the terms \( \mathcal{H}_D \) and \( \mathcal{H}_R \) being included in the Hamiltonian. In the presence of only one type of the linear terms (either Dresselhaus or Rashba), electron states in the magnetic field can be conveniently characterized by two indices \( n = (m, s) \), where the index \( s = \pm \) denotes spin states. Then the electron energies are given by

\[ E_{m,\pm} = \hbar \omega_c m \pm \sqrt{4\alpha^2 m^2/\lambda_B^2 + (\hbar \omega_c)^2}/4, \] (6)

where \( \lambda_B = \sqrt{\hbar c/\epsilon B} \) is the magnetic length. It is the splitting \( E_{m,+} - E_{m,-} = 4\alpha\sqrt{m}/\lambda_B \approx 2\alpha k_F \) that gives rise to the beats in magneto-oscillations. In the other limiting case, \( |\alpha| = |\beta| \), the orbital motion and the spin states can be separated, and the electron levels become double-fold degenerate

\[ E_{m,\pm} = \hbar \omega_c (m + 1/2) - 2m^* \alpha^2/\hbar^2. \] (7)

The \( k \)-linear terms, although being present in the Hamiltonian, do not lead to the splitting of the Landau levels, and the beats in the magneto-oscillations do not occur.

For the arbitrary strengths of the Dresselhaus and Rashba terms the electron spectrum in the magnetic field can be calculated numerically. Fig. 1 presents the dependence of the arrangement of the Landau levels on the ratio \( \beta/\alpha \) calculated for the value \( m^*\alpha^2/(2\omega_c h^3) = 0.045 \) that is an estimation for GaAs/AlGaAs structures in the magnetic field 1 T. One can see that the dependence of the energy spectrum on \( \beta/\alpha \) is rather complicated. At arbitrary ratio \( \beta/\alpha \) the electron states are non-degenerate, and one can expect the complicated pattern of the Shubnikov-de Haas oscillations. However, when \( \alpha = \beta \) the spectrum is a set of the equidistant Landau levels with the energy distance \( h\omega_c \), and the oscillations occur at a single frequency.

The Green’s function allows us to calculate various kinetic and thermodynamic coefficients. We demonstrate it taking the Shubnikov-de Haas effect as an example.

FIG. 1: The positions of the Landau levels at different ratio \( \beta/\alpha \) for the fixed magnetic field and \( m^*\alpha^2/(2\omega_c h^3) = 0.045 \).
The conductivity tensor at a frequency of the external electric field $\omega$ is expressed in the terms of the Green’s function by

$$\sigma_{ij}(\omega) = \frac{iNe^2}{m^*\omega} \delta_{ij} + \frac{1}{\omega} \text{Tr} \int \int d\mathbf{r} d\mathbf{r}' \int_{-\infty}^{\infty} \frac{d\varepsilon}{2\pi i} \left[ \hat{J}_i(r) \hat{G}_e + \hbar \omega(r, r') \right] \left[ \hat{J}_j(r') \hat{G}_e(r', r) \right].$$  \tag{8}

Here $N$ is the carrier concentration, $\delta_{ij}$ is the Kroneker symbol, $\hat{J}_i$ is the current density operator that, in general case, is a $2 \times 2$ matrix in the spin indices, $i, j = x, y$ are the in-plane co-ordinates, and the trace $\text{Tr}$ implies summation over the spin indices. Below we are interested in the static conductivity, and therefore consider the frequency $\omega$ to be a small value and reduce it to zero in the final expressions.

The analysis shows that the oscillations of the longitudinal conductivity are determined by the integral $\int_{-\hbar\omega}^{\hbar\omega} d\varepsilon \sigma_{xx} = \alpha_{x\omega}^2$ in Eq. (5), where the self-energy parts $X_\varepsilon$ and $X_{\varepsilon+\hbar\omega}$ have the opposite signs $\begin{cases} 10, 21 \end{cases}$. The other regions of the integration over $\varepsilon$ in Eq. (5), $-\infty < \varepsilon < -\hbar\omega$ and $0 < \varepsilon < \infty$, compensate the gauge term $iNe^2/m^*\omega$. To the first order in the parameter $\exp(-\pi/\omega_c\tau)$ the longitudinal conductivity is given by

$$\sigma_{xx} = \frac{m^*\omega_c}{4\pi^2} \sum_{nn'} |(J_x)_{nn'}|^2 (E_F - E_n - X_{0+})(E_F - E_{n'} - X_{0}) \csc$$  \tag{9}

where $(J_x)_{nn'}$ are the matrix elements of the current density operator, and $X_{0\pm}$ are the limits of the self-energy parts at $\varepsilon \to 0$, $X_{0\pm} = \lim_{\varepsilon \to 0\pm} X_\varepsilon$. The oscillations of the Hall conductivity $\sigma_{xy}$ are determined by the whole range of the integration over $\varepsilon$ in Eq. (5), from $-\infty$ to $+\infty$. To the first order in the parameter $\exp(-\pi/\omega_c\tau)$ the Hall conductivity is derived to be

$$\sigma_{xy} = \frac{m^*\omega_c}{4\pi^2} \sum_{nn'} (J_x)_{nn'} (J_y)_{nn'} \csc$$  \tag{10}

where $(J_x)_{nn'}$ and $(J_y)_{nn'}$ are the matrix elements of the Green’s function. It allows one to avoid divergency at $n \to \infty$ in $\sigma_{xx}$ and $\sigma_{xy}$ that is caused by the increase of the matrix element $(J_i)_{nn'}$ with $n$. The similar summation “over residua” in numerical calculations can be performed substituting the matrix elements $(J_i)_{nn'}$ by $\sqrt{2E_F/(\hbar\omega_c)} (J_i)_{nn'}$.

III. RESULTS AND DISCUSSION

Figure 2 displays the magnetic-field dependence of the resistivity $\rho_{xx}$ for different ratios of Rashba to Dresselhaus terms, $\beta/\alpha = 0, 0.5, 0.7, 1$, at fixed Fermi energy $E_F\tau/\hbar = 50$ and fixed Dresselhaus splitting $\alpha x_F\tau/\hbar = 3$. The insets present the Fourier spectra of the corresponding dependencies $\rho_{xx}$ on $1/\omega_c\tau$. Figure 2(a) shows the magnetic-field dependence of the resistivity $\rho_{xx}$ for the parameters $\beta/\alpha = 0$, $\beta/\alpha = 0.7$, and $\beta/\alpha = 0.5$. The insets present the Fourier spectra of the corresponding dependencies $\rho_{xx}$ on $1/\omega_c\tau$. The results are calculated numerically following Eqs. (5-10) for various ratios of Rashba to Dresselhaus spin-splitting constants, $\beta/\alpha$. The ratio $\beta/\alpha$ was varied modifying the strength.
of Rashba term, while the Dresselhaus term was kept constant. The insets in the Figures present the Fourier spectra of the corresponding dependencies $\rho_{xx}$ on $1/\omega_c \tau$.

For the case of only one type of the $k$-linear terms ($\beta = 0$, Fig. 2a) the Shubnikov-de Haas oscillations demonstrate the pronounced beats. The phase of the oscillations reverses at the node points. As shown in the inset, the spectrum of the oscillations consists of two harmonics, with the spectral positions corresponding to the energies of the spin subbands, $E_F \pm \alpha k F$. The oscillating part of the resistivity is described analytically by $\exp \left(-\frac{\pi}{\omega_c \tau} \cos (2\pi \alpha k F/\hbar \omega_c) \cos (2\pi E_F/\hbar \omega_c)\right)$.

In the presence of both Rashba and Dresselhaus contributions of comparable strengths the pattern of the magneto-oscillations modifies (Figs. 2b, 2c). As can be seen in the insets the central peak arises in the Fourier spectrum. For the parameter set presented in the Figure caption, the oscillations at $\beta/\alpha = 0.5$ (Fig. 2b) demonstrate the beat pattern similar by sight to that at $\beta = 0$ (Fig. 2a), although the Fourier spectrum shows clearly the mixture of three harmonics. Further increase of the ratio $\beta/\alpha$ to 1 results in the noticeable modification of the magneto-oscillations (Fig. 2c). The beats become irregular, the reverse of the oscillation phase at nodes disappears, and with further approaching of $\beta/\alpha$ to 1 the nodes disappear.

In the case of the equal strengths of the Rashba and Dresselhaus terms, the beats vanish completely and the magneto-oscillations occur at a single frequency, although the $k$-linear spin splitting remains for the most of the directions of the wave vector $k$. In this particular case the oscillations are described by $\exp \left(-\frac{\pi}{\omega_c \tau} \cos (2\pi E'_F/\hbar \omega_c)\right)$, where $E'_F = E_F + 2m^*\alpha^2/\hbar^2$ is the Fermi level measured from the bottom of the spin subbands.

Such a behavior of the magneto-oscillations at various $\beta/\alpha$ can be understood qualitatively considering the simple semiclassical picture. In the framework of the semiclassical treatment the frequencies of the magneto-oscillations correspond to the Bohr-Sommerfeld quantization of an electron motion over the classical cyclotron orbits (Fig. 3). For the case when the spin-orbit splitting exceeds the cyclotron energy $\hbar \omega_c$, the electrons move over the cyclotron orbits, with the spins adiabatically oriented parallel or antiparallel to the effective magnetic field $B_{so}$ induced by the spin-orbit coupling. The orbits corresponding to the spins oriented along and opposite to $B_{so}$ are split in $k$-space. In the presence of the Dresselhaus term only (Fig. 3a), the electron spectrum in zero external field has the form

$$E_{k,\pm} = \hbar^2 k^2 / 2m^* \pm \alpha k.$$  

Quantization of cyclotron orbits corresponding to the spins oriented parallel and antiparallel to $B_{so}$ gives rise to two harmonics in the magneto-oscillations, i.e. the beating pattern.

In the presence of both Rashba and Dresselhaus contributions of comparable strengths (Fig. 3b) the electron spectrum becomes strongly anisotropic. The condition of adiabatic spin orientation along the cyclotron orbit is broken in certain points in the $k$-space where the spin splitting is small. In the vicinity of the points the electron spin does not follow adiabatically the effective field $B_{so}$, and electron transitions from one spin orbit to the other become possible. The magnetic breakdown occurs, i.e. the electron tunneling between the close cyclotron orbits. The transitions corresponding to the magnetic breakdown between the orbits are shown in Fig. 3b with dotted lines. Quantization of the cyclotron motion with the transitions between the orbits results in appearance of the third (central) harmonics in the magneto-oscillations. The increase of the ratio $\beta/\alpha$ to 1 leads to increase of the probability of the tunneling between the orbits, i.e. to enhancement of the central harmonic and depression of the low- and high-frequency harmonics.

In the case of the equal strengths of the Rashba and Dresselhaus terms, the Fermi surface consists of two identical circles shifted relative to each other in the $k$-space. For $\alpha = \beta$ the circles are shifted along $k_y$ and characterized by the spin states $| \pm 1/2 \rangle$ onto the $x$-axis (Fig. 3c). In this particular case electrons within each spin subband are quantized identically in the external magnetic field, and only one (central) harmonics remains in the spectrum of the magneto-oscillations. The magnetic breakdown between the subbands does not occur, because the electron spins in the subbands are opposite directed. The
electron spin initially oriented parallel or antiparallel to \( B_\parallel \) keeps the orientation during the electron motion over the cyclotron orbit because the effective magnetic field is collinear to \( z \)-axis independent of the wave vector.

The situation when the Rashba contribution to the spin splitting is larger than the Dresselhaus term, \( \beta/\alpha > 1 \), is similar to the case of \( \beta/\alpha < 1 \) considered above. Increase of the ratio \( \beta/\alpha \) from 1 leads to appearance of the three harmonics in the spectrum of the magneto-oscillations again. When the Rashba contribution dominates, only two harmonics corresponding to the spin-split subbands remain in the spectrum and the pattern of the magneto-oscillations is similar to that presented in Fig. 2a.
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