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Abstract

In this paper, we study a class of bilevel programming problem where the inner objective function is strongly convex. More specifically, under some mild assumptions on the partial derivatives of both inner and outer objective functions, we present an approximation algorithm for solving this class of problem and provide its finite-time convergence analysis under different convexity assumption on the outer objective function. We also present an accelerated variant of this method which improves the rate of convergence under convexity assumption. Furthermore, we generalize our results under stochastic setting where only noisy information of both objective functions is available. To the best of our knowledge, this is the first time that such (stochastic) approximation algorithms with established iteration complexity (sample complexity) are provided for bilevel programming.

1 Introduction

We focus on the algorithms and complexity of bilevel programming problem given by

\[
\min_{x \in X} f(x; y^*(x))
\]
\[
\text{s.t. } y^*(x) = \arg \min_{y \in \mathbb{R}^m} g(x, y)
\]

where \(f\) and \(g\) are continuously differentiable functions and \(X \subseteq \mathbb{R}^n\) is a closed convex set. In the above problem, to minimize the outer (upper-level) function \(f\) with respect to (w.r.t) \(x\), one needs to first minimize the inner (lower-level) function \(g\) w.r.t its corresponding decision variable \(y\) which depends on the outer variable \(x\). This makes problem (1.1) intrinsically hard to solve. This class of problems was first introduced by Bracken and McGill in 70’s [3]. Later, a more general form of problem (1.1) involving joint constraints of outer and inner variables was considered in [2]. Generally, there are a few well-known approaches for solving bilevel optimization problems. The first one is to reduce the bilevel problem to a single level problem by replacing the inner optimization problem with its optimality conditions as constraints (see e.g., [11, 17]). However, this approach has two major drawbacks. If the inner problem is large-scale, then the reduced problem will have too many constraints. Also, unless \(g\) has a special structure like the quadratic
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form, its optimality conditions typically bring nonconvexity into the feasible set of the reduced problem. Moreover, the complementarity constraints are combinatorial in nature, which lead to a mixed integer programming problem.

The second approach is to use iterative algorithms for directly solving bilevel optimization problems. Examples include descent methods using approximate descent feasible directions (see e.g., [12, 9]), penalty methods solving penalized inner objective function (see e.g., [2, 4]), and trust-region methods with mixed integer from of subproblems (see e.g., [13, 5]). Two surveys of existing works can be found in [6, 18].

To the best of our knowledge, none of the existing works provide complexity results i.e., finite-time convergence of their algorithms. In this paper, we focus on developing faster methods and provide their convergence/complexity analysis. To do so, we need to make some smoothness assumptions about functions $f, g,$ and their partial derivatives. Generally, the smoothness assumption is defined as follows.

**Definition 1.1** A function $h : \mathbb{R}^{n_1} \mapsto \mathbb{R}^{n_2 \times n_3}$ is Lipschitz continuous with constant $L_h$ if

$$
\|h(z_1) - h(z_2)\| \leq L_h \|z_1 - z_2\| \quad \forall z_1, z_2 \in \mathbb{R}^n,
$$

where $\|\cdot\|$ denotes Euclidean norm of a vector or matrix depending on the value of $n_3$.

We now present two sets of assumptions on objective functions of the outer and inner problems in the form of (1.1).

**Assumption 1** Function $f$ has the following properties.

a) For any $\bar{x} \in X$, $\nabla_x f(\bar{x}; y)$ and $\nabla_y f(\bar{x}; y)$ are Lipschitz continuous (w.r.t $y$) with constants $L_{fx} \geq 0$ and $L_{fy} > 0$.

b) For any $\bar{x} \in X$ and $\bar{y} \in \mathbb{R}^m$, we have $\|\nabla_y f(\bar{x}; \bar{y})\| \leq C_{fy}$ for some $C_{fy} > 0$.

c) For any $\bar{y} \in \mathbb{R}^m$, $\nabla_y f(x; \bar{y})$ is Lipschitz continuous (w.r.t $x$) with constant $L_{fy} > 0$.

**Assumption 2** Function $g$ has the following properties.

a) For any $x \in X$ and $y \in \mathbb{R}^m$, $g$ is continuously twice differentiable in $(x, y)$.

b) For any $\bar{x} \in X$, $\nabla_y g(\bar{x}, y)$ is Lipschitz continuous (w.r.t $y$) with constant $L_g > 0$.

c) For any $\bar{x} \in X$, $g(\bar{x}, y)$ is strongly convex w.r.t $y$ with parameter $\mu_g > 0$ i.e., $\mu_g I \preceq \nabla^2_y g(\bar{x}, y)$.

d) For any $\bar{x} \in X$, $\nabla^2_{xy} g(\bar{x}, y)$ and $\nabla^2_{yy} g(\bar{x}, y)$ are Lipschitz continuous (w.r.t $y$) with constants $L_{g_{xy}} > 0$ and $L_{g_{yy}} > 0$.

e) For any $\bar{x} \in X$ and $\bar{y} \in \mathbb{R}^m$, we have $\|\nabla^2_{xy} g(\bar{x}, \bar{y})\| \leq C_{g_{xy}}$ for some constant $C_{g_{xy}} > 0$.

f) For any $\bar{y} \in \mathbb{R}^m$, $\nabla^2_{xy} g(x, \bar{y})$ and $\nabla^2_{yy} g(x, \bar{y})$ are Lipschitz continuous (w.r.t $x$) with constants $L_{g_{xy}} > 0$ and $L_{g_{yy}} > 0$. 
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We also consider the stochastic bilevel optimization problem which is a variant of problem (1.1) taking the form

$$\min_{x \in X} f(x; y^*(x)) = \mathbb{E}[F(x; y^*(x), \xi)]$$

s.t. $$y^*(x) = \arg \min_{y \in \mathbb{R}^m} g(x, y) = \mathbb{E}[G(x, y, \zeta)]$$,  \hspace{1cm} (1.3)

where expectations are taken with respect to independent random vectors $$\xi, \zeta$$ whose probability distributions are supported on $$\Xi \subset \mathbb{R}^{d_1}$$ and $$\Omega \subset \mathbb{R}^{d_2}$$, respectively. Since the above expectations are analytically hard to compute when $$d_1, d_2 \geq 5$$, we assume that two stochastic oracles are available for each expectation such that given $$(x, y)$$ as an input, they output noisy partial first-order derivatives of $$f, g$$, and second-order derivatives of $$g$$. In particular, we make the following assumption on the output of the oracles.

**Assumption 3** For any given $$(x, y) \in \mathbb{R}^{n \times m}$$, the stochastic oracles output $$\nabla_x F(x; y, \xi), \nabla_y F(x; y, \xi), \nabla_y G(x, y, \zeta^{(1)}), \nabla^2_{xy} G(x, y, \zeta^{(2)}), \text{ and } \nabla^2_{yy} G(x, y, \zeta^{(3)})$$ such that

a) $$\xi, \zeta^{(1)}, \zeta^{(2)}, \text{ and } \zeta^{(3)}$$ are independent random vectors.

b) $$\mathbb{E}[\nabla_x F(x; y, \xi)] = \nabla_x f(x; y)$$ and $$\mathbb{E}[\|\nabla_x F(x; y, \xi) - \nabla_x f(x; y)\|^2] \leq \sigma^2_x$$.

c) $$\mathbb{E}[\nabla_y F(x; y, \xi)] = \nabla_y f(x; y)$$ and $$\mathbb{E}[\|\nabla_y F(x; y, \xi) - \nabla_y f(x; y)\|^2] \leq \sigma^2_y$$.

d) $$\mathbb{E}[\nabla_G(x, y, \zeta^{(1)})] = \nabla_Y g(x, y)$$ and $$\mathbb{E}[\|\nabla_F(x; y, \zeta^{(1)}) - \nabla_y g(x, y)\|^2] \leq \sigma^2_y$$.

e) $$\mathbb{E}[\nabla^2_{xy} G(x, y, \zeta^{(2)})] = \nabla^2_{xy} g(x, y)$$ and $$\mathbb{E}[\|\nabla^2_{xy} G(x, y, \zeta^{(2)}) - \nabla^2_{xy} g(x, y)\|^2] \leq \sigma^2_{xy}$$.

f) $$\mathbb{E}[\nabla^2_{yy} G(x, y, \zeta^{(3)})] = \nabla^2_{yy} g(x, y)$$ and $$\mathbb{E}[\|\nabla^2_{yy} G(x, y, \zeta^{(3)}) - \nabla^2_{yy} g(x, y)\|^2] \leq \sigma^2_{yy}$$.

Several iterative algorithms have been also proposed for solving bilevel problems when objective functions are given in the forms of finite sum of many functions (see e.g., [7, 8]). These works consider specific examples of the objective function in (1.1), so that they can be reduces and solved by variants of the classical stochastic approximation method. Asymptotic convergence of these methods are established under certain stepsize policies. However, no finite-sample convergence analysis is provided for the general case.

We should point out that Assumptions [1] and [2] will be made throughout the paper either for functions $$f$$ and $$g$$ (in the case of problem (1.1)) or for $$F$$ and $$G$$ (in the case of problem (1.3)). In the latter case, Assumption [3] will be also made.

We now present some examples of bilevel optimization.

- **Model selection and parameter tuning.** The first example is the selection of model parameters in learning problems. More specifically, assume that a training data set $$T = \{(x_i, y_i)\}^T_{i=1}$$ is available to find a predictor which classifies the data points into two groups and has the least error over a validation set $$V = \{(x_j, y_j)\}^V_{j=1}$$. Machine learning practitioners often formulate the empirical risk minimization problem given by

$$\min_\theta \left\{ \frac{\lambda}{T} \sum_{i=1}^T l_i(\theta, x_i, y_i) + R(\theta) \right\},$$

where $$l_i(\theta, x_i, y_i)$$ is the loss function of the predictor at point $$(x_i, y_i)$$ and $$R(\theta)$$ is the regularization term.
where $l_i$ is a loss function, $R(\theta)$ is a (strongly) convex regularization term, and $\lambda > 0$ is a regularization parameter. The role of $\lambda$ is to balance the loss-regularization trade-off, in order to avoid overfitting the predictor over the training data set. The right choice of $\lambda$ is not known. Training the model for different values of $\lambda$ and choosing the one which has the least loss function over the validation set is a common practice. This approach requires making multiple full passes over the training and validation data sets, which is computationally expensive or even prohibited for large scale problems. Instead, one can reformulate the above learning problem as the following bilevel optimization problem (see e.g., [10]).

$$\min_{\lambda \in [0, \lambda_{\text{max}}]} f(\lambda; \theta) = \frac{1}{V} \sum_{j=1}^{V} l_j(\theta(\lambda), x_j, y_j)$$

s.t. $\theta(\lambda) = \arg \min_{\theta \in \mathbb{R}^n} g(\lambda, \theta) = \frac{\lambda}{T} \sum_{i=1}^{T} l_i(\theta, x_i, y_i) + R(\theta)$. 

If the loss function has bounded gradient and Hessian, like the logistic function, the above $f$ and $g$ satisfy Assumptions 1 and 2.

- **Stackelberg game model.** The second example is related to the Stackelberg model of multi-firm competition. In particular, assume that there are $N_l$ and $N_f$ firms acting as leaders and followers, respectively. Each firm wants to maximize its own profit by choosing the best amount of production. The set of leaders first act simultaneously and non-cooperatively, then the set of followers choose their own decisions. Denoting the production levels chosen by the leaders and followers by $x$ and $y$, respectively, the model can be formulated as

$$\min_{x \in \mathbb{R}^{N_l}} f(x; y) = \sum_{i=1}^{N_l} f_i(x, \tilde{y}(x))$$

s.t. $\tilde{y}(x) = \arg \min_{y \in \mathbb{R}^{N_f}} g(x, y) = \sum_{j=1}^{N_f} g_j(x, y)$,

where $f_i$ and $g_j$ are the negative profit functions for the $i$-th leader and the $j$-th follower, respectively. Some well-known models can be chosen for the profit functions like the quadratic ones which make each $g_i$ strongly convex with respect to $y_j$ and satisfy our assumption on $f$ and $g$.

For the sake of simplicity, we define the following quantities representing complexity of finding an $\epsilon$-optimal solution (or an $\epsilon$-stationary solution) of the bilevel problem (1.1) i.e., $\tilde{x} \in X$ such that $f(\tilde{x}, y^*(\tilde{x})) - f^* \leq \epsilon$ (or $\|\nabla f(\tilde{x}, y^*(\tilde{x}))\|^2 \leq \epsilon$ when $f$ is possibly nonconvex and $X = \mathbb{R}^n$). In the case of problem (1.3), we consider the optimality errors as $\mathbb{E}[f(\tilde{x}, y^*(\tilde{x}))] - f^*$ or $\mathbb{E}[\|\nabla f(\tilde{x}, y^*(\tilde{x}))\|^2]$.

**Definition 1.2** Complexity notations.

a) $GC(f, \epsilon)$ ($SGC(f, \epsilon)$) denotes the total number of partial (stochastic) gradients of $f$ required to find an $\epsilon$ solution of problem (1.1) (1.3).

b) $GC(g, \epsilon)$ ($SGC(g, \epsilon)$) denotes the total number of partial (stochastic) gradients of $g$ required to find an $\epsilon$ solution of problem (1.1) (1.3).
Our contributions are the following.

1) First, we present an approximation algorithm for solving problem (1.1) and show that when both \( f \) and \( g \) are strongly convex, then this algorithm exhibits the following complexities.

\[
GC(f, \epsilon) = HC(g, \epsilon) = O \left( \log \frac{1}{\epsilon} \right), \quad GC(g, \epsilon) = O \left( \log^2 \frac{1}{\epsilon} \right).
\]

To the best of our knowledge, this is the first complexity result of an iterative algorithm for solving bilevel programming. When \( f \) is only convex, the above complexity bounds are changed to

\[
GC(f, \epsilon) = HC(g, \epsilon) = O \left( \frac{1}{\epsilon} \right), \quad GC(g, \epsilon) = O \left( \frac{1}{\epsilon^4} \right).
\]

Also, when \( f \) is possibly nonconvex, this algorithm achieves the following bounds.

\[
GC(f, \epsilon) = HC(g, \epsilon) = O \left( \frac{1}{\epsilon} \right), \quad GC(g, \epsilon) = O \left( \frac{1}{\epsilon^4} \right).
\]

2) Second, we present an accelerated variant of the above method to further improve the aforementioned complexity bounds when \( f \) is convex. In this case, our method possesses the complexity bounds of

\[
GC(f, \epsilon) = HC(g, \epsilon) = O \left( \frac{1}{\sqrt{\epsilon}} \right), \quad GC(g, \epsilon) = O \left( \frac{1}{\epsilon^2} \right).
\]

which are better than the aforementioned ones. This acceleration scheme does not change the complexity bounds when \( f \) is strongly convex or possibly nonconvex.

3) Third, we present a stochastic variant of our algorithm for solving problem (1.3) and show that the complexity of this algorithm to find an \( \epsilon \) solution of this problem, when both \( f \) and \( g \) are strongly convex, is bounded by

\[
SGC(f, \epsilon) = O \left( \frac{1}{\epsilon} \right), \quad SGC(g, \epsilon) = O \left( \frac{1}{\epsilon^2} \right), \quad SHC(g, \epsilon) = O \left( \frac{1}{\epsilon} \log \frac{1}{\epsilon} \right).
\]

When \( f \) is only convex, the above bounds are changed to

\[
SGC(f, \epsilon) = O \left( \frac{1}{\epsilon^2} \right), \quad SGC(g, \epsilon) = O \left( \frac{1}{\epsilon^4} \right), \quad SHC(g, \epsilon) = O \left( \frac{1}{\epsilon^2} \log \frac{1}{\epsilon} \right).
\]

If \( f \) is possibly nonconvex, then this algorithm exhibits the following complexity bounds.

\[
SGC(f, \epsilon) = O \left( \frac{1}{\epsilon^2} \right), \quad SGC(g, \epsilon) = O \left( \frac{1}{\epsilon^3} \right), \quad SHC(g, \epsilon) = O \left( \frac{1}{\epsilon^2} \log \frac{1}{\epsilon} \right).
\]
Rest of the paper is organized as follows. In Section 2, we present an approximation method and its accelerated variant together with their convergence analysis for solving problem (1.1). In Section 3, we generalize our results for solving problem the stochastic optimization problem given in (1.3). Some concluding remarks are also presented in Section 4.

Notation. For a differentiable function $h(x, y): \mathbb{R}^{n_1 \times n_2} \mapsto \mathbb{R}$ in which $y \equiv y(x): \mathbb{R}^{n_1} \mapsto \mathbb{R}^{n_2}$, we denote its partial derivatives w.r.t $x$ and $y$ by $\nabla_x h$ and $\nabla_y h$, respectively. Moreover, $\nabla h$ is used to show the gradient of $h$ as a function of $x$. We use $D_X$ as the diameter of the feasible set whenever it is assumed to be bounded i.e., $D_X = \max_{x, y \in X} \|x - y\|$. $f^*$ also denotes the optimal value of the outer objective function in problem (1.1).

2 Deterministic Approximation Methods for Bilevel Programming

In this section, we present algorithms for solving problem (1.1) when exact information of the objective functions are available. In Subsection 2.1, we provide a deterministic approximation method and its convergence analysis for solving the bilevel programming problem. We also present an accelerated variant of this method in Subsection 2.2 and show that it possesses better complexity results when the outer objective function in the bilevel programming problem is convex.

2.1 The Bilevel Approximation Method

To provide an iterative algorithm for solving problem (1.1), we typically need to compute the gradient of $f$ at a given point $x \in X$ which requires knowing $y^*(x)$. However, $y^*(x)$ is not available unless the inner problem has a closed-form solution which is only possible for very specific choices of function $g$. Therefore, we assume that for any $x \in X$, we have an approximation of $y^*(x)$ which is used to estimate the gradient of $f$ at $x$. More specifically, for any $\bar{x} \in X$ and $\bar{y} \in \mathbb{R}^m$, we define the gradient approximation of $f$ as

$$\nabla f(\bar{x}; \bar{y}) := \nabla_x f(\bar{x}; \bar{y}) - M(\bar{x}, \bar{y}) \nabla_y f(\bar{x}; \bar{y}), \quad \text{where} \quad M(\bar{x}, \bar{y}) := \nabla_{xx}^2 g(\bar{x}, \bar{y}) [\nabla_{yy}^2 g(\bar{x}, \bar{y})]^{-1}. \tag{2.4}$$

We discuss the above definition in more details after formally presenting our first approximation method.
Algorithm 1 The Bilevel Approximation (BA) Method

Input: $x_0 \in X$, $y_0 \in \mathbb{R}^m$ nonnegative sequences $\{\alpha_k\}_{k \geq 0}$, $\{\beta_t\}_{t \geq 0}$, and integer sequence $\{t_k\}_{k \geq 0}$. Set $k = 0$ and $\bar{y}_0 = y_0$.

For $k = 0, 1, \ldots$:

For $t = 0, 1, \ldots, t_k - 1$:

Set $y_{t+1} = y_t - \beta_t \nabla_y g(x_k, y_t)$.

End

Set $\bar{y}_k = y_{t_k}$ and

$$x_{k+1} = \arg\min_{u \in X} \left\{ \langle \nabla f(x_k; \bar{y}_k), u \rangle + \frac{1}{2\alpha_k} \|u - x_k\|^2 \right\},$$  

(2.6)

where $\nabla f$ is defined in (2.4).

We now add a few remarks about the above algorithm. First, note that Algorithm 1 consists of two iterative loops. The outer loop indexed by $k$, counts the number of inexact projected gradient performed on function $f$ in (1.1) over the feasible set of the outer variable $x \in X$. The inner one indexed by $t$, shows steps of the gradient method with respect to the inner variable and function $y$ and $g$, respectively. Second, the number of iterations of the inner loop plays a key role in the convergence analysis of the above algorithm and it should be specified at each iteration of the outer loop. In particular, the larger this number is, the more accurate one solves the inner minimization problem in (1.1). On the other hand, accuracy of the output solution from the inner loop affects the total complexity of Algorithm 1. We will discuss this issue later. Finally, note that the error in gradient approximation of $f$ defined in (2.4) should be controlled appropriately to enable us providing convergence analysis of Algorithm 1. In the next couple of technical results, we show that how this approximation relates to the true gradient of $f$ and its error can be controlled by the solution of the inner loop in the above algorithm.

Lemma 2.1 Suppose that Assumptions 2.a) and .b) hold.

a) For any $\bar{x} \in X$, $y^*(\bar{x})$ is unique and differentiable and we have

$$\nabla y^*(\bar{x}) = -M(\bar{x}, y^*(\bar{x}))^\top,$$  

(2.7)

where matrix $M$ is defined in (2.4).

b) For any $\bar{x} \in X$, gradient of $f$ as a function of $x$, is given by

$$\nabla f(\bar{x}; y^*(\bar{x})) = \nabla_x f(\bar{x}; y^*(\bar{x})) - M(\bar{x}, y^*(\bar{x})) \nabla_y f(\bar{x}; y^*(\bar{x})).$$  

(2.8)

Proof. The above results have been well-known from properties of implicit functions. For the sake of completeness, we provide briefly their proofs. Due to the definition of $y^*(x)$ in (1.1), we have
\[ \nabla_y g(\bar{x}, y^*(\bar{x})) = 0 \] due to the optimality condition of the inner problem. Then, by taking derivative on both sides, using the chain rule, and the implicit function theorem, we obtain
\[
\nabla^2_{yy} g(\bar{x}, y^*(\bar{x})) + \nabla^2_{yy} g(\bar{x}, y^*(\bar{x})) \nabla y^*(\bar{x}) = 0,
\]
which under Assumption 2.c) and in the view of (2.4), imply (2.7). Part b) then follows immediately due to the chain rule.

Our next result measures the error in estimation of gradient of \( f \).

**Lemma 2.2** The following statements hold.

a) Suppose that \( \bar{x} \in X \) and \( \bar{y} \in \mathbb{R}^m \) are given and Assumptions 1 and 2 hold. Then, we have
\[
\|
\nabla f(\bar{x}; \bar{y}) - \nabla f(\bar{x}; y^*(\bar{x}))\|
\leq C\|y^*(\bar{x}) - \bar{y}\|,
\tag{2.9}
\]
where \( C = L_{f_x} + \frac{L_{f_y} C_{gxy}}{\mu_g} + C_{f_y} \left[ \frac{L_{gxy}}{\mu_g} + \frac{L_{gyy} C_{gxy}}{\mu_g^2} \right] \).

b) Under Assumptions 2.c) and e), \( y^*(x) \) is Lipschitz continuous in \( x \) with constant \( C_{gxy}/\mu_g \).

c) Under Assumptions 1 and 2, \( \nabla f \) is Lipschitz continuous in \( x \) with constant \( L_f \) i.e., for any given \( \bar{x}_1, \bar{x}_2 \in X \), we have
\[
\|
\nabla f(\bar{x}_2; y^*(\bar{x}_2)) - \nabla f(\bar{x}_1; y^*(\bar{x}_1))\|
\leq L_f \|\bar{x}_2 - \bar{x}_1\|,
\tag{2.10}
\]
where \( L_f = \frac{(L_{f_x} + C_{gxy}) C_{gxy}}{\mu_g} + L_{f_x} + C_{f_y} \left[ \frac{L_{gxy} C_{f_y}}{\mu_g} + \frac{L_{gyy} C_{gxy}}{\mu_g^2} \right] \).

**Proof.** First, denoting
\[
\begin{align*}
\Delta_k &= \nabla f(\bar{x}; \bar{y}) - \nabla f(\bar{x}; y^*(\bar{x})), \\
\Delta_k^1 &= \nabla_x f(\bar{x}; \bar{y}) - \nabla_x f(\bar{x}; y^*(\bar{x})), \\
\Delta_k^2 &= M(\bar{x}, \bar{y}) \nabla_y f(\bar{x}; \bar{y}) - M(\bar{x}, y^*(\bar{x})) \nabla_y f(\bar{x}; y^*(\bar{x})), \\
\Delta_k^3 &= M(\bar{x}, \bar{y}) \{ \nabla_y f(\bar{x}; \bar{y}) - \nabla f(\bar{x}; y^*(\bar{x})) \}, \\
\Delta_k^4 &= \{ M(\bar{x}, \bar{y}) - M(\bar{x}, y^*(\bar{x})) \} \nabla_y f(\bar{x}; y^*(\bar{x})), \\
\Delta_k^5 &= \{ \nabla^2_{y} g(\bar{x}; \bar{y}) - \nabla^2_{xy} g(\bar{x}; y^*(\bar{x})) \} \left[ \nabla^2_{yy} g(\bar{x}; \bar{y}) \right]^{-1}, \\
\Delta_k^6 &= \nabla^2_{yx} g(\bar{x}; y^*(\bar{x})) \left[ \left[ \nabla^2_{yy} g(\bar{x}; \bar{y}) \right]^{-1} - \left[ \nabla^2_{yy} g(\bar{x}; y^*(\bar{x})) \right]^{-1} \right].
\end{align*}
\]
and in the view of (2.4) and \( (2.8) \), we obtain
\[
\Delta_k = \Delta_k^1 - \Delta_k^2 + \Delta_k^3 - \Delta_k^4 = \Delta_k^1 - \Delta_k^3 - (\Delta_k^5 + \Delta_k^6) \nabla_y f(\bar{x}, y^*(\bar{x})).
\tag{2.11}
\]
Now, under Assumptions 1 and 2 we have
\[
\begin{align*}
\|\Delta_k^1\| &\leq L_{f_x} \|y^*(\bar{x}) - \bar{y}\|, \\
\|\nabla_x f\| &\leq C_{f_y}, \\
\|\Delta_k^2\| &\leq \frac{L_{gxy} C_{f_y}}{\mu_g} \|y^*(\bar{x}) - \bar{y}\|, \\
\|\nabla_y f\| &\leq C_{f_y}, \\
\|\Delta_k^3\| &\leq \frac{L_{gxy} C_{gxy}}{\mu_g} \|y^*(\bar{x}) - \bar{y}\|, \\
\|\Delta_k^4\| &\leq \frac{L_{gyy} C_{gxy}}{\mu_g^2} \|y^*(\bar{x}) - \bar{y}\|, \\
\|\Delta_k^5\| &\leq \frac{L_{gyy} C_{gxy}}{\mu_g} \|y^*(\bar{x}) - \bar{y}\|, \\
\|\Delta_k^6\| &\leq \frac{L_{gyy} C_{gxy}}{\mu_g^2} \|y^*(\bar{x}) - \bar{y}\|,
\end{align*}
\tag{2.12}
\]
where the last inequality follows from the fact that
\[
\|H_2^{-1} - H_1^{-1}\| = \|H_1^{-1}(H_1 - H_2)H_2^{-1}\| \leq \|H_1^{-1}\|\|H_2^{-1}\|\|H_1 - H_2\|
\]
for any invertible matrices \(H_1\) and \(H_2\). Combining (2.11) and (2.12) with Cauchy-Schwarz inequality, we obtain (2.9).

Second, noting (2.7) and (2.12), we have
\[
\|\nabla y^*(\bar{x})\| = \|M(\bar{x}, y^*(\bar{x}))\| \leq C_{gxy} \mu_{g},
\]
which clearly implies part b).

Third, noting (2.4), we have
\[
\|\nabla f(\bar{x}_2; y^*(\bar{x}_2)) - \nabla f(\bar{x}_1; y^*(\bar{x}_1))\| \leq \|\nabla f(\bar{x}_2; y^*(\bar{x}_2)) - \bar{\nabla} f(\bar{x}_2; y^*(\bar{x}_1))\| + \|\bar{\nabla} f(\bar{x}_2; y^*(\bar{x}_1)) - \nabla f(\bar{x}_1; y^*(\bar{x}_1))\|.
\]
Then, (2.10) follows similarly to part a) by noting part b).

It should be mentioned that results of Lemma 2.2.b) and .c) have been also shown in [7] under slightly different assumptions for the special case of problem (1.1) where \(x\) does not explicitly appear in the definition of \(f\). Next result establishes convergence of the inner loop in Algorithm I, which essentially follows from convergence analysis of the classical the gradient method.

**Lemma 2.3** Let \(\{y_t\}^k_{t=0}\) be the sequence generated at the \(k\)-th iteration of Algorithm I. Assumptions (3 b), and (3 c) hold. If \(\beta_t = 2/(\mu_g + L_g)\ t \geq 0,\) we have
\[
\|y_{tk} - y^*(x_k)\| \leq \left(\frac{Q_g - 1}{Q_g + 1}\right)^{tk} \|y_0 - y^*(x_k)\|, \tag{2.13}
\]
where \(Q_g = L_g/\mu_g\) denote the condition number of the inner function \(g\).

**Proof.** Note that \(y^*(x_k)\) is the optimal solution of inner problem in (1.1) when \(x = x_k\). Then, (2.13) follows from the standard proofs for the gradient descent method when applied to smooth strongly convex problems (see e.g., [15]).

The above results show that there is a trade-off between inexactness of the gradient estimation of \(f\) in (2.4) and accuracy of the solution obtained by the inner loop of Algorithm I. We are now ready to present the main convergence results of this algorithm.

**Theorem 2.1 (Convergence results for the BA algorithm)** Suppose that \(\{\bar{y}_k, x_k\}^k_{k=0}\) is generated by Algorithm I. Assumptions I and II hold, and stepsizes are chosen such that
\[
\beta_t = \frac{2}{L_g + \mu_g} \forall t \geq 0, \quad \alpha_k \leq \frac{1}{L_f} \forall k \geq 0. \tag{2.14}
\]

a) If \(f\) is strongly convex with parameter \(\mu_f > 0\), we have, for any \(N \geq 1\),
\[
f(x_N; y^*(x_N)) - f^* \leq \Gamma_N \left[ f(x_0; y^*(x_0)) - f^* + \frac{C^2}{2} \sum_{k=0}^{N-1} \frac{\alpha_k A_k}{\Gamma_{k+1}} \right], \tag{2.15}
\]
where
\[ A_k = \|y_0 - y^*(x_k)\|^2 \left( \frac{Q_g - 1}{Q_g + 1} \right)^{2k}, \] (2.16)
\[ \Gamma_1 := \begin{cases} 1, & \gamma_0 = 1, \\ 1 - \gamma_0, & \gamma_0 < 1, \end{cases} \]
\[ \Gamma_k := \Gamma_1 \prod_{i=1}^{k-1} (1 - \gamma_i) \quad \forall k \geq 2, \] (2.17)
and
\[ 0 < \gamma_k \leq \alpha_k \mu_f \quad \forall k \geq 0. \] (2.18)

b) If \( f \) is convex and \( X \) is bounded, we have
\[ f(\bar{x}_N; y^*(\bar{x}_N)) - f^* \leq \frac{1}{N} \sum_{k=0}^{N-1} \left( \frac{1}{2\alpha_k} \left[ \|x^* - x_k\|^2 - \|x^* - x_{k+1}\|^2 \right] + CD_X \sqrt{A_k} \right), \] (2.19)
where
\[ \bar{x}_N = \frac{\sum_{k=1}^{N} x_k}{N}. \] (2.20)

c) If \( f \) is possibly nonconvex, \( X = \mathbb{R}^n \) (for simplicity), and stepsizes are chosen such that \( \alpha_k < 1/(2L_f) \), we have
\[ \sum_{k=0}^{N-1} \frac{\alpha_k}{2} \left( 1 - 2L_f \alpha_k \right) \| \nabla f(x_k; y^*(x_k)) \|^2 \leq f(x_0; y^*(x_0)) - f^* + \frac{C^2}{2} \sum_{k=0}^{N-1} \left[ \alpha_k (1 + 2L_f \alpha_k) A_k \right]. \] (2.21)

**Proof.** We first show part a). Noting that subproblem (3.67) is strongly convex, we have
\[ \langle \nabla f(x_k; \bar{y}_k), x_{k+1} - u \rangle \leq \frac{1}{2\alpha_k} \left[ \|u - x_k\|^2 - \|u - x_{k+1}\|^2 - \|x_{k+1} - x_k\|^2 \right] \quad \forall u \in X. \]
Moreover, noting the smoothness of \( f \) due to Lemma 2.2c), we have
\[ f(x_{k+1}; y^*(x_{k+1})) \leq f(x_k; y^*(x_k)) + \langle \nabla f(x_k; y^*(x_k)), x_{k+1} - x_k \rangle + \frac{L_f}{2} \| x_{k+1} - x_k \|^2. \]
Adding the above inequalities, denoting \( \Delta_k = \nabla f(x_k; \bar{y}_k) - \nabla f(x_k; y^*(x_k)) \), and re-arranging the terms, we obtain
\[ f(x_{k+1}; y^*(x_{k+1})) \leq f(x_k; y^*(x_k)) + \langle \nabla f(x_k; y^*(x_k)), u - x_k \rangle + \frac{1}{2\alpha_k} \left[ \|u - x_k\|^2 - \|u - x_{k+1}\|^2 \right] \]
\[ - \left( \frac{1 - L_f \alpha_k}{2\alpha_k} \right) \| x_{k+1} - x_k \|^2 + \langle \Delta_k, u - x_{k+1} \rangle \quad \forall u \in X, \] (2.22)
which together with the choice of \( \alpha_k \) in (2.14) and the fact that
\[ \langle \Delta_k, u - x_{k+1} \rangle \leq \| \Delta_k \| \cdot \|u - x_{k+1}\| \leq \frac{a}{2} \| \Delta_k \|^2 + \frac{1}{2a} \| u - x_{k+1} \|^2, \] (2.23)
Letting \( u = \theta_k x^* + (1 - \theta_k) x_k \) for some \( \theta_k \in [0, 1] \) in the above inequality, noting strong convexity of \( f \), the choice of \( \beta_k \) in (2.13), (2.13), and (2.9) we have

\[
\begin{align*}
f(x_{k+1}; y^*(x_{k+1})) &\leq (1 - \theta_k) f(x_k; y^*(x_k)) + \theta_k [ f(x_k; y^*(x_k)) + \langle \nabla f(x_k; y^*(x_k)), u - x_k \rangle + \frac{1}{2\alpha_k} \| u - x_k \|^2 + \frac{\alpha_k}{2} \| \Delta_k \|^2 ] \\
&\quad + \frac{\theta_k^2}{2\alpha_k} \| x^* - x_k \|^2 + \frac{\alpha_k}{2} \| \Delta_k \|^2 \tag{2.24}
\end{align*}
\]

where the last equality follows from choosing \( \theta_k = \alpha_k \mu_f \) which is less than 1 due to (2.14). Subtracting \( f(x^*; y^*(x^*)) \) from both sides of the above inequality, noting (2.16), and (2.18), we have

\[
f(x_{k+1}; y^*(x_{k+1})) - f(x^*; y^*(x^*)) \leq (1 - \gamma_k)[ f(x_k; y^*(x_k)) - f(x^*; y^*(x^*)) ] + C \frac{\alpha_k A_k}{2},
\]

dividing both sides by \( \Gamma_{k+1} \), summing them up by noting (2.17), we obtain (2.15).

We now show part b). Setting \( u = x^* \) in (2.22), noting convexity of \( f \), and boundedness of \( X \), the first inequality in (2.23), and after re-arranging the terms, we obtain

\[
f(x_{k+1}; y^*(x_{k+1})) - f(x^*; y^*(x^*)) \leq (1 - \gamma_k)[ f(x_k; y^*(x_k)) - f(x^*; y^*(x^*)) ] + C \frac{\alpha_k A_k}{2}.
\]

Summing up both sides of the above inequality and then dividing them by \( N \), we obtain (2.19) in the view of (2.20) due to the convexity of \( f \).

Finally, we show part c). If \( f \) is possibly nonconvex and \( X = \mathbb{R}^n \), then by (3.67), we have \( x_{k+1} = x_k - \alpha_k \nabla f(x_k; y_k) \) which together with the choice of \( u = x_{k+1} \) in (2.22), imply that

\[
\begin{align*}
f(x_{k+1}; y^*(x_{k+1})) &\leq f(x_k; y^*(x_k)) - \alpha_k \| \nabla f(x_k; y^*(x_k)) \|^2 - \alpha_k \langle \nabla f(x_k; y^*(x_k)), \Delta_k \rangle \\
&\quad + \frac{L \alpha_k^2}{2} \| \nabla f(x_k; y^*(x_k)) \|^2 + \frac{\alpha_k}{2} \| \Delta_k \|^2 \\
&\leq f(x_k; y^*(x_k)) - \frac{\alpha_k}{2} (1 - 2L \alpha_k) \| \nabla f(x_k; y^*(x_k)) \|^2 + \frac{\alpha_k}{2} (1 + 2L \alpha_k) \| \Delta_k \|^2. \tag{2.25}
\end{align*}
\]

Summing up both sides of the above inequality, re-arranging the terms, noting that \( \alpha_k < 1/(2L) \), (2.13), (2.9), and (2.16), we obtain (3.74).
Corollary 2.1 Suppose that \( \{y_k, x_k\}_{k \geq 0} \) is generated by Algorithm 1. Assumptions 1 and 2 hold, \( \beta_k \) is set to (2.14), and
\[
\alpha_k = \frac{1}{3L_f} \quad \forall k \geq 0.
\] (2.26)

a) If \( f \) is strongly convex with parameter \( \mu_f > 0 \), and \( t_k = k + 1 \), we have, for any \( N \geq 1 \),
\[
f(x_N; y^*(x_N)) - f^* \leq (1 - \gamma)^N \left[ f(x_0; y^*(x_0)) - f^* + \frac{(Q_g - 1)M^2C^2}{6L_f} \right],
\] (2.27)
where
\[
\gamma_k = \gamma = \min \left( \frac{\mu_f}{3L_f}, \frac{2}{Q_g + 1} \right) \quad \forall k \geq 0, \quad M = \max_{x \in X} \|y_0 - y^*(x)\|.
\] (2.28)

b) If \( f \) is convex, \( X \) is bounded, and \( t_k = \lfloor \sqrt{k+1} \rfloor \), we have
\[
f(x_N; y^*(x_N)) - f^* \leq \frac{18L_fD^2_kN}{N} + \frac{(Q_g - 1)^2(Q_g + 1)^6C^2M^2}{75L_fN}.
\] (2.29)

c) If \( f \) is possibly nonconvex, \( X = \mathbb{R}^n \) (for simplicity), and \( t_k = \left\lfloor \frac{\sqrt{k+1}}{2} \right\rfloor \), we have
\[
\mathbb{E} \left[ \|\nabla f(x_{R}; y^*(x_{R}))\|^2 \right] \leq \frac{18L_f[f(x_0; y^*(x_0)) - f^*] + 5(Q_g - 1)(Q_g + 1)^3C^2M^2}{N},
\] (2.30)
where the expectation is taken with respect to the integer random variable \( R \) uniformly distributed over \( \{0, 1, \ldots, N-1\} \).

Proof. First, note that choices of \( \alpha_k, \gamma_k \) in (2.26), (2.28) satisfy (2.14), (2.18), and together with (2.17) and choice of \( t_k = 2k+1 \), we have
\[
\Gamma_k = (1 - \gamma)^N \geq \left( \frac{Q_g - 1}{Q_g + 1} \right)^N,
\]
\[
\sum_{k=0}^{N-1} \frac{\alpha_k A_k}{\Gamma_{k+1}} \leq \frac{M^2}{3L_f} \sum_{k=0}^{N-1} \left( \frac{Q_g - 1}{Q_g + 1} \right)^{2k-1} \leq \frac{M^2}{3L_f} \sum_{k=0}^{N-1} \left( \frac{Q_g - 1}{Q_g + 1} \right)^{k+1} \leq \frac{(Q_g - 1)M^2}{6L_f},
\] (2.31)
which together with (2.15), imply (2.27). Second, observe that with the choice of \( \alpha_k \) in (2.26) and for any \( \rho \in (0, 1) \), we have
\[
\sum_{k=0}^{N-1} \frac{1}{2\alpha_k} \left[ \|x^* - x_k\|^2 - \|x^* - x_{k+1}\|^2 \right] \leq \frac{3L_f}{2} \|x^* - x_0\|^2,
\]
\[
\sum_{k=0}^{N-1} \rho^{4k+1} \leq \sum_{k=1}^{\lceil \sqrt{k+1} \rceil} [(k+1)^4 - k^4] \rho^k \leq \frac{15\rho}{(1 - \rho)^4},
\] (2.32)
where the equality follows from (2.17). Combining the above observations with the choice of \( t_k = \lfloor \sqrt{k+1} \rfloor \) in (2.19), we obtain (2.19). Third, noting (2.26) and the choices of \( t_k = \lfloor \sqrt{k+1}/2 \rfloor \)
we have
\[\frac{N-1}{2} (1 - 2L_f \alpha_k) = \frac{N}{18L_f},\]
\[\frac{N-1}{2} \sum_{k=0}^{N-1} \alpha_k (1 + 2L_f \alpha_k) A_k \leq \frac{5M^2}{9L_f} \sum_{k=0}^{N-1} \left( \frac{Q_g - 1}{Q_g + 1} \right)^{\frac{1}{2k+1}} \leq \frac{25(Q_g - 1)(Q_g + 1)^3 M^2}{96L_f},\]
where the last inequality follows similarly to (2.32). Combining the above relations with (2.30), and in the view of
\[\mathbb{E} \left[ \|\nabla f(x_R; y^*(x_R))\|^2 \right] = \frac{\sum_{k=0}^{N-1} \|\nabla f(x_k; y^*(x_k))\|^2}{N},\]
we obtain (3.74).

we make a few remarks about the above results in Corollary 2.1. First, observe that the total number of iterations performed by the inner loop till the k-th iteration of the outer loop is \(\sum_{i=0}^{k} t_i\), which together with the choice of \(t_k = k+1\), (2.27), and (2.28) imply that the iteration complexities of Algorithm 1 to find an \(\epsilon\) solution of problem (1.1), in the view of Definition 1.2, are bounded by
\[\text{GC}(f, \epsilon) = \text{HC}(g, \epsilon) = \max \left\{ L_f D_X^2, \frac{Q_g^8 C^2 M^2}{L_f} \right\} O \left( \frac{1}{\epsilon} \right), \quad \text{GC}(g, \epsilon) = \text{GC}(f, \epsilon)^5, \quad (2.33)\]
when \(f\) is strongly convex. Note that \(\text{GC}(f, \epsilon)\) is in the same order of the optimal complexity bound for smooth strongly convex optimization. Second, similarly (2.29) implies that the above bounds are change to
\[\text{GC}(f, \epsilon) = \text{HC}(g, \epsilon) = \max \left\{ L_f D_X^2, \frac{Q_g^4 C^2 M^2}{L_f} \right\} O \left( \frac{1}{\epsilon} \right), \quad \text{GC}(g, \epsilon) = \text{GC}(f, \epsilon)^5, \quad (2.34)\]
when \(f\) is only convex. Note that \(\text{GC}(f, \epsilon)\) similar to the complexity bound of the gradient descent applied to convex programming. Third, when \(f\) is possibly nonconvex, to find an \(\epsilon\) solution in terms of where the expectation is taken with respect to the uniform distribution, Algorithm 1 exhibits complexity bounds in the order of
\[\text{GC}(f, \epsilon) = \text{HC}(g, \epsilon) = \max \left\{ L_f D_X^2, \frac{Q_g^4 C^2 M^2}{L_f} \right\} O \left( \frac{1}{\epsilon} \right), \quad \text{GC}(g, \epsilon) = \text{GC}(f, \epsilon)^5, \quad (2.35)\]
Fourth, note that the aforementioned complexity bounds are obtained through a unified analysis in the sense that Algorithm 1 is using one stepsize policy and is implemented regardless of the convexity of \(f\). However, its complexity behaviour clearly depends on the convexity of \(f\). To the best of our knowledge, this is the first time that iteration complexity bounds are provided for iterative algorithms when applied to bilevel optimization problems.

Finally, note that the first complexity bound in (2.34) (in terms of gradient computation of \(f\)) does not match the lower bound of \(O(1/\sqrt{\epsilon})\) for convex programming [14]. This motivates us to use an acceleration scheme, similar to the classic convex programming, to improve this complexity bound.

13
2.2 The Accelerated Bilevel Approximation Method

In this subsection, we first present an accelerated variant of Algorithm 1 and then present its convergence analysis.

Algorithm 2 The Accelerated Bilevel Approximation (ABA) Method

Input: $x_0 \in X$, $y_0 \in \mathbb{R}^m$, nonnegative sequences $\{\theta_k\}_{k \geq 0} \in (0, 1]$, $\{\alpha_k\}_{k \geq 0}$, $\{\lambda_k\}_{k \geq 0}$, $\{\beta_k\}_{k \geq 0}$, and integer sequence $\{t_k\}_{k \geq 0}$.

Set $k = 0$, $x_{0ag} = x_0$, and $\bar{y}_0 = y_0$.

For $k = 0, 1, \ldots$:

Set $\eta_k = \frac{\theta_k(\mu_f + \lambda_k) - \theta_k^2 \mu_f}{\mu_f + \lambda_k - \theta_k^2 \mu_f}$ and $x_{md}^k = \eta_k x_k + (1 - \eta_k)x_{ag}^k$. \hfill (2.36)

For $t = 0, 1, \ldots, t_k - 1$:

Set $y_{t+1} = y_t - \beta_t \nabla_y g(x_{md}^k, y_t)$. \hfill (2.37)

End

Set $\bar{y}_k = y_{t_k}$ and compute $\nabla f(x_{md}^k; \bar{y}_k)$ according to (2.4) and set

$$x_{k+1} = \arg\min_{u \in X} \left\{ \langle \nabla f(x_{md}^k; \bar{y}_k), u \rangle + \frac{\mu_f}{4} \|u - x_{md}^k\|^2 + \frac{(1 - \theta_k) \mu_f + \lambda_k}{4 \theta_k} \|u - x_k\|^2 \right\} \hfill (2.38)$$

$$x_{ag}^{k+1} = \arg\min_{u \in X} \left\{ \langle \nabla f(x_{md}^k; \bar{y}_k), u \rangle + \frac{1}{2 \alpha_k} \|u - x_{md}^k\|^2 \right\} \hfill (2.39)$$

End

Note that if $\nabla f(x_{md}^k; \bar{y}_k) = \nabla f(x_{md}^k; y^\star(x_{md}^k))$, then (2.36), (2.38), and (2.39) form a variant of the accelerated gradient method proposed by Nesterov [15]. Moreover, the above algorithm similarly to Algorithm 1 has two nested loops where the inner ones are the same. Indeed, the acceleration scheme is implemented through the outer loop. Since the inner function $g$ in problem (1.1) is always assumed to be strongly convex, incorporating acceleration scheme into the inner loop of Algorithm 2 only improves the complexity bounds in terms of the dependence on the condition number of $g$. Hence, for sake of simplicity, we still apply the gradient method in the inner loop of Algorithm 2. Below, we present the main convergence properties of this algorithm.

Theorem 2.2 (Convergence results for the ABA algorithm) Suppose that $\{\bar{y}_k, x_k, x_{md}^k, x_{ag}^k\}_{k \geq 0}$ is generated by Algorithm 2. Assumptions 1 and 2 hold, step sizes are chosen such that (2.14) holds, and

$$\theta_k^2 \leq \frac{\alpha_k(\mu_f + \lambda_k)}{4} \forall k \geq 0. \hfill (2.40)$$

a) If $f$ is strongly convex with parameter $\mu_f > 0$ and

$$\frac{\lambda_0}{\Gamma_1} = \frac{\lambda_1}{\Gamma_2} = \ldots, \hfill (2.41)$$
we have, for any $N \geq 1$,
\[
f(x_{N}^{ag}; y^*(x_{N}^{ag})) - f^* \leq \Gamma_N \left[ f(x_0; y^*(x_0)) - f^* + \frac{\mu_f + \lambda_0}{4} \|x^* - x_0\|^2 + \frac{C^2}{2\mu_f} \sum_{k=0}^{N-1} \frac{(6\theta_k + \alpha_k\mu_f)A_k}{\Gamma_{k+1}} \right],
\]
where $A_k$ is given by (2.16) and $\Gamma_k$ is defined in (2.17) with
\[
0 < \gamma_k \leq \frac{\sqrt{\alpha_k\mu_f}}{2} \quad \forall k \geq 0.
\]

b) If $f$ is convex, $X$ is bounded, and (2.41) holds, we have
\[
f(x_{N}^{ag}; y^*(x_{N}^{ag})) - f^* \leq \Gamma_N \left[ (1 - \gamma_0) [f(x_0; y^*(x_0)) - f^*] + \frac{\lambda_0}{\Gamma_1} \|x^* - x_0\|^2 \right.
\]
\[
+ \left. \sum_{k=0}^{N-1} \frac{C}{\Gamma_{k+1}} \left( \theta_k D_X \sqrt{A_k} + \frac{C\alpha_k A_k}{2} \right) \right],
\]
where $\Gamma_k$ is defined for $\gamma_k = \theta_k$.

Proof. We first show part a). Noting strong convexity of subproblems (2.38) and (2.39), we have
\[
\langle \nabla f(x_k^{md}; \tilde{y}_k), x_{k+1} - x \rangle \leq \frac{\mu_f}{4} \left[ \|x - x_k^{md}\|^2 - \|x - x_{k+1}\|^2 - \|x_{k+1} - x_k^{md}\|^2 \right]
\]
\[
+ \frac{(1 - \theta_k)\mu_f + \lambda_k}{4\theta_k} \left[ \|x - x_k\|^2 - \|x - x_{k+1}\|^2 - \|x_{k+1} - x_k\|^2 \right] \quad \forall x \in X, \quad (2.45)
\]
\[
\langle \nabla f(x_k^{md}; \tilde{y}_k), x_{k+1}^{ag} - u \rangle \leq \frac{1}{2\alpha_k} \left[ \|u - x_k^{md}\|^2 - \|u - x_{k+1}^{ag}\|^2 - \|x_{k+1}^{ag} - x_k^{md}\|^2 \right] \quad \forall u \in X. \quad (2.46)
\]
Setting $u = (1 - \theta_k)x_{k}^{ag} + \theta_kx_{k+1}$, noting (2.36), and convexity of $\| \cdot \|^2$, we have
\[
\|u - x_{k+1}^{md}\|^2 = \left\| \eta_k (1 - \theta_k) (x_{k+1} - x_k) + \frac{\theta_k - \eta_k}{1 - \eta_k} (x_{k+1} - x_k^{md}) \right\|^2
\]
\[
\leq \left[ \frac{\eta_k (1 - \theta_k)}{1 - \eta_k} \|x_{k+1} - x_k\|^2 + \frac{\theta_k (\theta_k - \eta_k)}{1 - \eta_k} \|x_{k+1} - x_k^{md}\|^2 \right]
\]
\[
= \theta_k^2 \left[ \left( 1 - \frac{\theta_k \mu_f}{\mu_f + \lambda_k} \right) \|x_{k+1} - x_k\|^2 + \frac{\theta_k \mu_f}{\mu_f + \lambda_k} \|x_{k+1} - x_k^{md}\|^2 \right]. \quad (2.47)
\]
Moreover, noting the smoothness of $f$ due to Lemma 2.2(c), we have
\[
f(x_{k+1}^{ag}; y^*(x_{k+1}^{ag})) \leq f(x_{k}^{md}; y^*(x_{k}^{md})) + \langle \nabla f(x_{k}^{md}; y^*(x_{k}^{md})), x_{k+1}^{ag} - x_{k}^{md} \rangle + \frac{L_f}{2} \|x_{k+1}^{ag} - x_{k}^{md}\|^2. \quad (2.48)
\]
Multiplying (2.45) by $\theta_k$, adding it up with (2.49) and (2.48) by noting (2.47), and denoting
\[ \Delta_{k}^{md} \equiv \nabla f(x_{k}^{md}; \tilde{y}_{k}) - \nabla f(x_{k}^{md}; y^{*}(x_{k}^{md})) \], we obtain
\[ f(x_{k+1}^{ag}; y^{*}(x_{k+1}^{ag})) \leq (1 - \theta_{k})f(x_{k}^{ag}; y^{*}(x_{k}^{ag})) + \langle \nabla f(x_{k}^{md}; y^{*}(x_{k}^{md})), x_{k}^{ag} - x_{k}^{md} \rangle \\
+ \theta_{k}[f(x_{k}^{md}; y^{*}(x_{k}^{md})) + \langle \nabla f(x_{k}^{md}; y^{*}(x_{k}^{md})), x - x_{k}^{md} \rangle + \frac{\mu_{f}}{4}\|x - x_{k}^{md}\|^2] \\
- \frac{\theta_{k}\mu_{f}}{4}\|x - x_{k+1}\|^2 - \frac{1}{4}\left(1 - \frac{2\theta_{k}^{2}}{\alpha_{k}(\mu_{f} + \lambda_{k})}\right) [\theta_{k}\mu_{f}\|x_{k+1} - x_{k}^{md}\|^2 + ((1 - \theta_{k})\mu_{f} + \lambda_{k})\|x_{k+1} - x\|^2] \\
- \frac{1}{2\alpha_{k}}\left[(1 - L_{f}\alpha_{k})\|x_{k+1}^{ag} - x_{k}^{md}\|^2 + \|u - x_{k+1}^{ag}\|^2\right] + \frac{(1 - \theta_{k})\mu_{f} + \lambda_{k}}{4}\left[\|x - x_{k}\|^2 - \|x - x_{k+1}\|^2\right] \\
+ (\Delta_{k}^{md}, \theta_{k}(x_{k+1} - x) + x_{k+1}^{ag} - u), \quad (2.49) \]
which together with (2.40), strong convexity of \( f \), the fact that
\[ \langle \Delta_{k}^{md}, \theta_{k}(x_{k+1} - x) + x_{k+1}^{ag} - u \rangle = \langle \Delta_{k}^{md}, \theta_{k}(x_{k+1} - x_{k}^{md}) + \theta_{k}(x_{k}^{md} - x) + x_{k+1}^{ag} - u \rangle \]
\[ \leq \left(\frac{3\theta_{k}}{\mu_{f}} + \frac{\alpha_{k}}{2}\right)\|\Delta_{k}^{md}\|^2 + \frac{\theta_{k}\mu_{f}}{4}\left[\frac{1}{2}\|x_{k+1} - x_{k}^{md}\|^2 + \|x - x_{k}^{md}\|^2\right] + \frac{1}{2\alpha_{k}}\|u - x_{k+1}\|^2, \]
imply that
\[ f(x_{k+1}^{ag}; y^{*}(x_{k+1}^{ag})) \leq (1 - \theta_{k})f(x_{k}^{ag}; y^{*}(x_{k}^{ag})) + \theta_{k}f(x) + \frac{(1 - \theta_{k})\mu_{f} + \lambda_{k}}{4}\|x - x_{k}\|^2 \\
- \frac{\lambda_{k} + \mu_{f}}{4}\|x - x_{k+1}\|^2 + \frac{6\theta_{k}\mu_{f}\alpha_{k}}{2\mu_{f}}\|\Delta_{k}^{md}\|^2. \quad (2.50) \]
Letting \( x = x^{*} \) in the above inequality, subtracting \( f(x^{*}; y^{*}(x^{*})) \) form both sides, noting (2.40), (2.43), and after re-arranging the terms, we obtain
\[ e_{k+1} \leq (1 - \gamma_{k})e_{k} + \frac{\lambda_{k}}{4}\left[\|x - x_{k}\|^2 - \|x - x_{k+1}\|^2\right] + \frac{6\theta_{k} + \mu_{f}\alpha_{k}}{2\mu_{f}}\|\Delta_{k}^{md}\|^2, \]
where \( e_{k} = f(x_{k}^{ag}; y^{*}(x_{k}^{ag})) - f(x^{*}; y^{*}(x^{*})) + \frac{\mu_{f}}{4}\|x - x_{k}\|^2. \) Dividing both sides of the above inequality by \( \Gamma_{k+1} \), noting (2.41), (2.13), (2.9), and summing them up, we obtain (2.42).
We now show part \( b \). If \( f \) is convex, then setting \( \mu_{f} = 0 \) in (2.49) and similar to (2.50), we obtain
\[ f(x_{k+1}^{ag}; y^{*}(x_{k+1}^{ag})) \leq (1 - \theta_{k})f(x_{k}^{ag}; y^{*}(x_{k}^{ag})) + \theta_{k}f(x; y^{*}(x)) + \frac{\lambda_{k}}{4}\left[\|x - x_{k}\|^2 - \|x - x_{k+1}\|^2\right] \\
+ \theta_{k}\|x - x_{k+1}\|\|\Delta_{k}^{md}\| + \frac{\alpha_{k}}{2}\|\Delta_{k}^{md}\|^2. \quad (2.51) \]
Noting (2.41) and boundedness of \( X \), (2.43) follows similarly to part \( a \).}

In the next result, we specialize the rates of convergence of Algorithm 2 by properly choosing the algorithm parameters.

**Corollary 2.2** Suppose that \( \{\tilde{y}_{k}, x_{k}^{md}, x_{k}^{ag}\}_{k \geq 0} \) is generated by Algorithm 2. Assumptions 1 and 2 hold, stepsizes are chosen according to (2.14), (2.26), and
\[ \lambda_{k} = \frac{8\Gamma_{k+1}}{\alpha_{k}} \quad \forall k \geq 0. \quad (2.52) \]
a) If $f$ is strongly convex with parameter $\mu_f > 0$, $t_k = k + 1$, and

$$\theta_k^2 = \frac{\alpha_k \mu_f}{4} + \tilde{\Gamma}_{k+1}, \quad (2.53)$$

where $\tilde{\Gamma}_k = \Gamma_k$ with the choice of $\gamma_k = \theta_k$, we have, for any $N \geq 1$,

$$f(x_N; y^*(x_N)) - f^* \leq (1 - \gamma)^N \left[ f(x_0; y^*(x_0)) - f^* + \left( \frac{\mu_f + 12L_f}{4} \right) \|x^* - x_0\|^2 + \frac{7(Q_g - 1)M^2C^2}{4\mu_f} \right], \quad (2.54)$$

where

$$\gamma_k = \gamma = \min \left( \frac{1}{2} \sqrt{\frac{\mu_f}{3L_f}}, \frac{2}{Q_g + 1} \right) \quad \forall k \geq 0. \quad (2.55)$$

b) If $f$ is convex, $X$ is bounded, $t_k = \sqrt{k + 1}$, and

$$\gamma_k = \theta_k = \frac{2}{k + 2} \quad \forall k \geq 0, \quad (2.56)$$

we have

$$f(x_N; y^*(x_N)) - f^* \leq \frac{2}{N(N + 1)} \left[ 15L_fD_X^2 + \frac{16(Q_g - 1)^2(Q_g + 1)^6C^2M^2}{L_f} \right]. \quad (2.57)$$

Proof. First, we show that the stepsizes are well-defined. Observe that by (2.17), (2.52), (2.53), and (2.55), we have

$$\gamma_k \leq \theta_k, \quad \tilde{\Gamma}_{k+1} \leq \Gamma_{k+1}, \quad \frac{\lambda_k}{\tilde{\Gamma}_{k+1}} = \frac{4}{\alpha_k} \quad \forall k \geq 0$$

which ensures conditions (2.40) and (2.41) due to the choice of $\alpha_k$ in (2.26). Moreover, we have

$$\theta_k^2 = \alpha_k \mu_f/4 + (1 - \theta_k)\tilde{\Gamma}_k \quad \forall k \geq 0,$n which implies that

$$\theta_k = \frac{-\tilde{\Gamma}_k + \sqrt{\tilde{\Gamma}_k^2 + 4\tilde{\Gamma}_k + \alpha_k \mu_f}}{2} \quad \forall k \geq 0, \quad (2.58)$$

and $\theta_k \in (0, 1)$. Now, noting (2.31), (2.55), the fact that $6\theta_k + \alpha_k \mu_f \leq 7$, and (2.42), we obtain (2.54).

Second, noting (2.17) and (2.56), for any $\rho \in (0, 1)$, we have

$$\Gamma_N = \frac{2}{N(N + 1)} \quad \forall N \geq 1,$n

$$\sum_{k=0}^{N-1} \frac{1}{\tilde{\Gamma}_{k+1}} \left( \theta_k \rho \sqrt{\Gamma_{k+1}} + \frac{\alpha_k}{2} \rho^2 \sqrt{k+1} \right) = \sum_{k=1}^{N} \left( k \rho \sqrt{\Gamma_k} + \frac{k(k+1)}{12L_f} \rho^2 \sqrt{k+1} \right) \leq \frac{288\rho}{(1 - \rho^2)^4} + \frac{840\rho^2}{L_f(1 - \rho^2)^6}, \quad (2.59)$$
which together with (2.44), imply (2.57).

Note that (2.54) implies that when $f$ is strongly convex, Algorithm 2 can slightly improve the iteration complexity bounds of Algorithm 1 in (2.33) to

$$GC(f, \epsilon) = HC(g, \epsilon) = \max\left\{ \sqrt{L_f \mu_f}, \sqrt{L_g \mu_g} \right\} \mathcal{O} \left( \frac{1}{\epsilon} \log \frac{1}{\epsilon} \right), \quad GC(g, \epsilon) = GC(f, \epsilon)^2. \quad (2.60)$$

Moreover, (2.57) implies that the accelerated variant of Algorithm 1 can significantly improve its complexity bounds in (2.34) to

$$GC(f, \epsilon) = HC(g, \epsilon) = \max\left\{ \sqrt{L_f D^2 X}, \frac{Q^4 CM}{\sqrt{L_f}} \right\} \mathcal{O} \left( \frac{1}{\sqrt{\epsilon}} \right), \quad GC(g, \epsilon) = GC(f, \epsilon)^2, \quad (2.61)$$

when $f$ is only convex. It should be mentioned that since the acceleration does not change the complexity bounds in (2.35) when $f$ is possibly nonconvex and hence we do not repeat that result.

### 3 Stochastic Approximation Methods for Bilevel Programming

In this section, we study the bilevel programming problem under the stochastic setting. In particular, we consider the problem of the form (1.3) and suppose that Assumption 3 holds. To do so, we first need to compute a stochastic approximation of $[\nabla^2_{yy} g]^{-1}$. Noting the following well-known result about matrices, we can provide a subroutine to approximate inverse of the Hessians of the inner expectation function in (1.3).

**Lemma 3.1** Let $A$ be a symmetric positive definite matrix such that $\|A\| < 1$. Then, we have

$$A^{-1} = \sum_{i=0}^{\infty} [I - A]^i.$$

Noting the above result, we can provide the following subroutine to compute an approximation for $[\nabla^2_{yy} g]^{-1}$. It should be mentioned that such approximation has been previously used in different forms (see e.g., [1]).

**Algorithm 3** The Hessian Inverse Approximation (HIA) Subroutine

Input: $\bar{x} \in X$, $\bar{y} \in \mathbb{R}^m$, smoothness parameter $L_g$, and positive integer number $b$.

Choose $p \in \{0, \ldots, b - 1\}$ randomly.

For $i = 1, \ldots, p$:

- Compute Hessian approximations $\nabla^2_{yy} G_i \equiv \nabla^2_{yy} G(\bar{x}, \bar{y}, \zeta_i)$, where $\{\zeta_i\}_{i \geq 0}$ are i.i.d samples from $\zeta$.

End

Set

$$H_{yy} \equiv H_{yy}(\bar{x}, \bar{y}, \zeta[p]) = \begin{cases} \frac{b}{L_g} \prod_{i=1}^{p} \left[ I - \frac{1}{L_g} \nabla^2_{yy} G_i \right], & p \geq 1, \\ \frac{b}{L_g} I, & p = 0. \end{cases} \quad (3.62)$$

In the next result, we evaluate the quality of the above Hessian inverse approximation.
Lemma 3.2 Let $H_{yy}$ be the output of the HIA subroutine. Then, under Assumptions 2 and 3 we have

$$
\|\frac{1}{\nabla^2_{yy}g(\bar{x}, \bar{y})} - \mathbb{E}[H_{yy}]\| \leq \frac{1}{\mu_g} \left( \frac{Q_g - 1}{Q_g} \right)^b,
$$

$$
\mathbb{E}[\|\frac{1}{\nabla^2_{yy}g(\bar{x}, \bar{y})} - H_{yy}\|] \leq \frac{2}{\mu_g},
$$

where the expectation is taken with respect to both $p$ and $\zeta$.

**Proof.** First, note that by (3.62), independency of $p$ and $\zeta$, and under Assumption 3, we have

$$
\mathbb{E}[H_{yy}] = \mathbb{E}_p \left[ \mathbb{E}_{\zeta}[H_{yy}(\bar{x}, \bar{y}, \zeta)] \right] = \frac{b}{L_g} \mathbb{E}_r \left[ \prod_{i=1}^{p} \left[ I - \frac{1}{L_g} \nabla^2_{yy} G(\bar{x}, \bar{y}, \zeta_i) \right] \right]
$$

$$
= \frac{b}{L_g} \mathbb{E}_r \left[ I - \frac{1}{L_g} \nabla^2_{yy}g(\bar{x}, \bar{y}) \right]^p = \frac{b}{L_g} \sum_{i=0}^{b-1} \left[ I - \frac{1}{L_g} \nabla^2_{yy}g(\bar{x}, \bar{y}) \right] i,
$$

(3.64)

where the last equality follows from the uniform distribution of $p$. Second, noting the fact that $I \succeq \frac{1}{L_g} \nabla^2_{yy}g \succeq \frac{\mu_g}{L_g}$ due to Assumptions 2(b), 2(c), and in the view of Lemma 3.1 we have

$$
\frac{1}{\nabla^2_{yy}g(\bar{x}, \bar{y})} = \frac{1}{L_g} \sum_{i=0}^{\infty} \left[ I - \frac{1}{L_g} \nabla^2_{yy}g(\bar{x}, \bar{y}) \right] i = \mathbb{E}[H_{yy}] + \frac{1}{L_g} \sum_{i=0}^{\infty} \left[ I - \frac{1}{L_g} \nabla^2_{yy}g(\bar{x}, \bar{y}) \right] i,
$$

which implies that

$$
\|\frac{1}{\nabla^2_{yy}g(\bar{x}, \bar{y})} - \mathbb{E}[H_{yy}]\| \leq \frac{1}{L_g} \sum_{i=0}^{\infty} \left\| I - \frac{1}{L_g} \nabla^2_{yy}g(\bar{x}, \bar{y}) \right\|^i \leq \frac{1}{\mu_g} \left( 1 - \frac{\mu_g}{L_g} \right)^b,
$$

$$
\mathbb{E}[\|H_{yy}\|] = \frac{b}{L_g} \mathbb{E}_r \left[ \prod_{i=1}^{r} \left\| I - \frac{1}{L_g} \nabla^2_{yy} G(\bar{x}, \bar{y}, \zeta_i) \right\| \right] = \frac{b}{L_g} \mathbb{E}_r \left[ \left[ 1 - \frac{\mu_g}{L_g} \right]^r \right] = \frac{1}{L_g} \sum_{i=0}^{b-1} \left[ 1 - \frac{\mu_g}{L_g} \right] i \leq \frac{1}{\mu_g}.
$$

Hence, (3.53) follows immediately in the view of condition number of $g$ and the triangle inequality for the norms. \hfill \blacksquare

Note that the above result show that $H_{yy}$ as the output the subroutine HIA is a biased estimation for $\frac{1}{\nabla^2_{yy}g}$ with bounded variance and the biased term can be decreased by taking more samples of the Hessian. We are now ready to present a stochastic variant of Algorithm 4 for solving problem (1.3).
Algorithm 4 The Bilevel Stochastic Approximation (BSA) Method

Input: $x_0 \in X$, $y_0 \in \mathbb{R}^m$ nonnegative sequences $\{\alpha_k\}_{k \geq 0}$, $\{\beta_t\}_{t \geq 0}$, and integer sequences $\{t_k\}_{k \geq 0}$ and $\{b_k\}_{k \geq 0}$.

Set $\bar{y}_0 = y_0$.

For $k = 0, 1, \ldots$:

For $t = 0, 1, \ldots, t_k - 1$:

Call the stochastic oracle of function $g$ to compute its stochastic partial gradient $G(x_k, y_t, \zeta^{(1)}_t)$ and set

$$y_{t+1} = y_t - \beta_t \nabla_y G(x_k, y_t, \zeta^{(1)}_t).$$  \hfill (3.65)

End

Set $\bar{y}_k = y_{t_k}$. Call both stochastic oracles of functions $f$ and $g$ to compute the stochastic gradient approximation of $f$ given by

$$\tilde{\nabla} f(x_k; \bar{y}_k, \omega_k) := \nabla_x F(x_k; \bar{y}_k, \xi_k) - \tilde{M}(x_k, \bar{y}_k) \nabla_y F(x_k; \bar{y}_k, \xi_k),$$

$$\tilde{M}(x_k, \bar{y}_k) := \nabla^2_{xy} G(x_k, \bar{y}_k, \zeta^{(2)}_k) H_{yy}(x_k, \bar{y}_k, \zeta^{(3)}_k),$$

where $\omega_k = (\xi_k, \zeta^{(1)}_k, \zeta^{(2)}_k, \zeta^{(3)}_k)$ and $H_{yy}$ is computed according to (3.62) in Algorithm 3 with $b = b_k$. Set

$$x_{k+1} = \arg \min_{u \in X} \left\{ \langle \tilde{\nabla} f(x_k; \bar{y}_k, \omega_k), u \rangle + \frac{1}{2\alpha_k} \|u - x_k\|^2 \right\},$$  \hfill (3.67)

End

Note that while the above algorithm has the same framework as of Algorithm 1, it has two major differences. First, its inner loop runs essentially a stochastic gradient method to approximately find a solution to the inner problem of (1.3). Second, to compute the gradient estimation in (3.66), we need to estimate the Hessian inverse as well. Hence, more parameters should be appropriately chosen to establish the rate of convergence of the algorithm. To do so, we first present the well-known convergence result of of the inner loop in Algorithm 4 as a variant of the stochastic gradient method.

Lemma 3.3 Let $\{y_t\}_{t=0}^{t_k}$ be the sequence generated at the $k$-th iteration of Algorithm 4. If $\beta_t = 1/\mu_g(t+2)$, then we have

$$\|y_k - y^*(x_k)\| \leq \sqrt{\frac{2}{t_k + 2}} \max \left\{ \|y_0 - y^*(x_k)\|, \frac{\sigma_{g_{yy}}}{\mu_g} \right\} := \bar{A}_k.$$

We now present the main convergence results for Algorithm 4.

Theorem 3.1 (Convergence results for the BSA algorithm) Suppose that $\{\bar{y}_k, x_k\}_{k \geq 0}$ is generated by Algorithm 4. Assumptions 4, 5, 6 hold, and stepsizes are chosen such that

$$\beta_t = \frac{1}{\mu_g(t+2)} \forall t.$$  \hfill (3.69)
a) Assume that $f$ is strongly convex with parameter $\mu_f > 0$, there exists $C_{f_x} > 0$ such that for any $\bar{x} \in X$ and $\bar{y} \in \mathbb{R}^m$, $\|\nabla_x f(\bar{x}; \bar{y})\| \leq C_{f_x}$. Then for any $N \geq 1$, we have

$$\mathbb{E}[f(\bar{x}_N; y^*(\bar{x}_N))] - f^* \leq \Gamma_N \sum_{k=0}^{N-1} \frac{\gamma_k}{\Gamma_{k+1}} \left[ \frac{1}{2\alpha_k} \left( \|x^* - x_k\|^2 - \|x^* - x_{k+1}\|^2 \right) + \alpha_k \sigma_f^2 + L_f C^2 \sigma_k^2 \right] + \left( \frac{1 + \alpha_k \mu_f}{\mu_f} + 2L_f \alpha_k \right) C^2 \bar{A}_k^2 + \left( \frac{1}{\mu_f} + L_f \alpha_k \right) \bar{A}_k^2, \quad (3.70)$$

where $\bar{C}$, $\bar{A}_k$, $\bar{\sigma}_f$, $\Gamma_k$ are, respectively, defined in (3.79), (3.68), (3.75), (3.76), (2.17), and

$$\dot{x}_N = \Gamma_N \sum_{k=1}^{N} \frac{\gamma_k - 1}{\Gamma_k} \bar{x}_k, \quad (3.71)$$

for some $\{\gamma_k\}_{k \geq 1} \in (0, 1)$ with $\gamma_0 = 1$.

b) If $f$ is convex, $X$ is bounded, and

$$\alpha_k \leq \frac{1}{2L_f} \quad \forall k \geq 0, \quad (3.72)$$

we have

$$\mathbb{E}[f(\bar{x}_N; y^*(\bar{x}_N))] - f^* \leq \frac{1}{N} \sum_{k=0}^{N-1} \left[ \frac{1}{2\alpha_k} \left( \|x^* - x_k\|^2 - \|x^* - x_{k+1}\|^2 \right) + D_X(\bar{A}_k + \bar{\Delta}_k) + \alpha_k \sigma_f^2 \right], \quad (3.73)$$

where $\bar{x}_N$, is defined in (2.24).

c) If $f$ is possibly nonconvex, $X = \mathbb{R}^n$ (for simplicity), and (3.72) holds, we have

$$\sum_{k=0}^{N-1} \frac{\alpha_k}{2} (1 - 2L_f \alpha_k) \mathbb{E}[\|\nabla f(x_k; y^*(x_k))\|^2] \leq f(x_0) - f^* + \sum_{k=0}^{N-1} \left[ \alpha_k \left( \bar{A}_k^2 + \bar{\Delta}_k^2 \right) + L_f \alpha_k^2 (\bar{A}_k^2 + \sigma_f^2) \right]. \quad (3.74)$$

Proof. We first show part a). Denoting $\bar{\Delta}_k \equiv \nabla f(x_k; \bar{y}_k, \omega_k) - \nabla f(x_k; y^*(x_k))$ and $\delta_k = \nabla f(x_k; \bar{y}_k, \omega_k) - \nabla f(x_k; \bar{y}_k)$, we have $\Delta_k = \delta_k + \Delta_k$, where $\Delta_k$ is defined in the proof of Theorem 2.1. Hence, under Assumptions 11, 2, 8 and in the view of Lemma 3.2, we have

$$\mathbb{E}[\delta_k] = \mathbb{E}[\nabla_x F(x_k; \bar{y}_k, \xi_k) - \nabla_x f(x_k; \bar{y}_k)]$$

$$+ \mathbb{E}[\nabla^2_{xy} G(x_k; \bar{y}_k, \zeta_k^{(2)}) H_{yy}(\bar{x}, \bar{y}, \zeta_k^{(3)}) \nabla_y F(x_k; \bar{y}_k, \xi_k) - \nabla^2_{xy} g(x_k; \bar{y}_k) [\nabla^2_{yy} g(x_k; \bar{y}_k)]^{-1} \nabla_y f(x_k; \bar{y}_k)]$$

$$= \nabla^2_{xy} g(x_k; \bar{y}_k) \left( \mathbb{E}[H_{yy}(\bar{x}, \bar{y}, \zeta_k^{(3)})] - \nabla^2_{yy} g(x_k; \bar{y}_k) \right)^{-1} \nabla_y f(x_k; \bar{y}_k)$$

$$= \nabla^2_{xy} g(x_k; \bar{y}_k) B_k \nabla_y f(x_k; \bar{y}_k),$$

$$\|\mathbb{E}[\delta_k]\| \leq \frac{C_{g_{xy}} C_{f_y}}{\mu_g} \left( \frac{Q_g - 1}{Q_g} \right)^{b_k} := \bar{A}_{k}, \quad (3.75)$$

$$\mathbb{E}[\|\delta_k\|^2] \leq 2\sigma_{f_x}^2 + \frac{4}{\mu_g^2} \left( \frac{C_{g_{xy}}^2 \sigma_{f_y}^2 + 2C_{f_y}^2 \sigma_{g_{xy}}^2 + 2C_{g_{xy}}}{\mu_g} \right) := \sigma_{f_y}^2. \quad (3.76)$$
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Moreover, observe that

\[ f(x_{k+1}; y^*(x_{k+1})) \leq f(x_k; y^*(x_k)) + \langle \nabla f(x_k; y^*(x_k)), x^* - x_k \rangle + \frac{1}{2\alpha_k} \left[ \|x^* - x_k\|^2 - \|x^* - x_{k+1}\|^2 \right] - \frac{(1 - L_f \alpha_k)}{2\alpha_k} \|x_{k+1} - x_k\|^2 + \langle \hat{\Delta}_k, x^* - x_{k+1} \rangle. \]  

(3.77)

Multiplying both sides by \( 2\alpha_k \), noting strong convexity of \( f \), and re-arranging the terms, we have

\[ (1 + \alpha_k \mu_f)\|x^* - x_{k+1}\|^2 \leq (1 - \alpha_k \mu_f)\|x^* - x_k\|^2 - (1 - L_f \alpha_k)\|x_{k+1} - x_k\|^2 + 2\alpha_k \langle \hat{\Delta}_k, x^* - x_{k+1} \rangle \]  

(3.78)

Moreover, observe that

\[ \|\nabla f(x_k; y^*(x_k))\| \leq C_{fs} + \frac{C_{gs} C_{fy}}{\mu_g} := C, \]  

(3.79)

\[ \mathbb{E}[\|x_{k+1} - x_k\|^2] \leq \alpha_k^2 \mathbb{E}[\|\nabla f(x_k; y_k, \omega_k)\|^2] \leq 2\alpha_k^2 (2\mathbb{E}[\|\Delta_k\|^2] + 2\mathbb{E}[\|\delta_k\|^2] + \|\nabla f(x_k; y^*(x_k))\|^2), \]  

\[ \mathbb{E}[\langle \hat{\Delta}_k, x^* - x_{k+1} \rangle] = \langle \Delta_k, x^* - x_{k+1} \rangle + \mathbb{E}[\langle \delta_k, x^* - x_k \rangle] + \mathbb{E}[\langle \delta_k, x_k - x_{k+1} \rangle] \leq \frac{1}{2\mu_f} \left[ \|\Delta_k\|^2 + 2\mathbb{E}[\|\delta_k\|^2] \right] + \frac{\mu_f}{4} \left[ 2\|x^* - x_{k+1}\|^2 + \|x^* - x_k\|^2 \right] + \frac{\alpha_k}{2} \mathbb{E}[\|\delta_k\|^2] + \frac{1}{2\alpha_k} \|x_{k+1} - x_k\|^2, \]  

(3.80)

where the first inequality follows from (2.14) and boundedness assumptions on the partial derivative of \( f \) and \( g \), the second inequality follows from the fact that the Euclidean projection is non-expansive, and the last inequality follows from Cauchy-Schwarz inequality. Combining the above observations with (3.75), (3.76), and (3.78), we obtain

\[ \|x^* - x_{k+1}\|^2 \leq \left( 1 - \frac{\alpha_k \mu_f}{2} \right) \|x^* - x_k\|^2 + \frac{\alpha_k}{\mu_f} \left[ C^2 \tilde{A}_k^2 + 2\tilde{A}_k^2 \right] + \alpha_k^2 \sigma_f^2 + 2L_f \alpha_k^3 \left( 2C^2 \tilde{A}_k^2 + 2\tilde{A}_k^2 + \tilde{M}^2 \right). \]  

(3.81)

Similarly, we obtain

\[ \mathbb{E}[f(x_{k+1}; y^*(x_{k+1}))] - f^* \leq \frac{1}{2\alpha_k} \left[ \|x^* - x_k\|^2 - \|x^* - x_{k+1}\|^2 \right] + \frac{1}{\mu_f} (C^2 \tilde{A}_k^2 + \tilde{A}_k^2) + \alpha_k (\sigma_f^2 + C^2 \tilde{A}_k^2) + L_f \alpha_k^2 \left( 2C^2 \tilde{A}_k^2 + 2\tilde{A}_k^2 + \tilde{M}^2 \right). \]  

(3.82)

Multiplying both sides by \( \gamma_k \Gamma_N \) for some \( \{\gamma_k\}_{k \geq 1} \in (0, 1) \) with \( \gamma_0 = 1 \), summing them up, noting the fact that \( \Gamma_N \sum_{k=0}^{N-1} \gamma_k = 1 \) due to (2.17), (strong) convexity of \( f \), and in the view of (3.74), we obtain (3.70).

We now show part b). Observe that by boundedness of \( X \) and similar to (3.80), we obtain

\[ \mathbb{E}[\langle \hat{\Delta}_k, x^* - x_{k+1} \rangle] \leq D_X(\tilde{A}_k + \hat{A}_k) + \alpha_k \sigma_f^2 + \frac{1}{4\alpha_k} \|x_{k+1} - x_k\|^2. \]

Hence, taking expectation form both sides of (3.77), noting the above observation, convexity of \( f \), (3.69), and after re-arranging the terms, we obtain

\[ \mathbb{E}[f(x_{k+1}; y^*(x_{k+1}))] - f^* \leq \frac{1}{2\alpha_k} \left[ \|x^* - x_k\|^2 - \|x^* - x_{k+1}\|^2 \right] + D_X(\tilde{A}_k + \hat{A}_k) + \alpha_k \sigma_f^2. \]
Summing up both sides of the above inequality, dividing them by $N$, and noting (3.73), we obtain (3.73).

To show part c), note that if $f$ is nonconvex and $X = \mathbb{R}^n$, then similar to (2.25) and (3.80), we obtain

$$
\mathbb{E}[f(x_{k+1}; y^*(x_{k+1}))] \leq \mathbb{E}[f(x_k; y^*(x_k))] - \frac{\alpha_k}{2} (1 - 2L_f \alpha_k) \|\nabla f(x_k; y^*(x_k))\|^2 + \alpha_k (\|\Delta_k\|^2 + \|\mathbb{E}[\delta_k]\|^2)
$$

$$
+ L_f \alpha_k^2 (\|\Delta_k\|^2 + \|\mathbb{E}[\delta_k]\|^2)
$$

$$
\leq \mathbb{E}[f(x_k; y^*(x_k))] - \frac{\alpha_k}{2} (1 - 2L_f \alpha_k) \|\nabla f(x_k; y^*(x_k))\|^2 + \alpha_k \left( A_k^2 + \hat{A}_k^2 \right)
$$

$$
+ L_f \alpha_k^2 \left( A_k^2 + \sigma_f^2 \right).
$$

Rest of the proof is similar to that of Theorem 3.1 and hence, we skip the details.

In the next result, we specialize rates of convergence of Algorithm 4 when applied to different class of problems given by (1.3).

**Corollary 3.1** Suppose that $\{\tilde{y}_k, x_k\}_{k \geq 0}$ is generated by Algorithm 4. Assumptions 1, 2, and 3 hold. Also, assume that $\beta_k$ is set to (3.69).

a) Assume that $f$ is strongly convex with parameter $\mu_f > 0$, $t_k = k$, $b_k = \left\lceil \frac{1}{2} \log_{1-1/Q_g} k + 2 \right\rceil$, and

$$
\alpha_k = \frac{4}{\mu_f (k + 2)} \quad \forall k \geq 0.
$$

Then, for any $N \geq 1$, we have

$$
\mathbb{E}[f(\tilde{x}_N; y^*(\tilde{x}_N))] - f^* \leq \frac{\mu_f}{2N(N + 1)} \|x^* - x_0\|^2 + \frac{2}{\mu_f^2 (N + 1)} \left[ C_1^2 + (8L_f + 3\mu_f)C_1^2 \right]
$$

$$
+ (4L_f + \mu_f)C_2^2 + 4\mu_f \sigma_f^2 + \frac{16L_f C_2^2 \ln N}{N}.
$$

where

$$
C_1 = C \max \left\{ \max_{x \in X} \|y_0 - y^*(x)\|, \frac{\sigma_{guv}}{\mu_g} \right\}, \quad C_2 = \frac{C_{guv} C_{fuv}}{\mu_g},
$$

$$
C_3^2 = \frac{2(32L_f + \mu_f)(C_1^2 + C_2^2) + 16L_f C_2^2}{\mu_f} + 4\sigma_f^2.
$$

b) If $f$ is convex, $X$ is bounded, an iteration limit $N$ is given, $t_k = [k+1]$, $b_k = \left\lceil \log_{1-1/Q_g} \sqrt{k + 1} \right\rceil$, and

$$
\alpha_k = \frac{1}{2L_f \sqrt{N + 1}} \quad \forall k = 0, 1, \ldots, N
$$

for any given $N \geq 1$, we have

$$
\mathbb{E}[f(\tilde{x}_N; y^*(\tilde{x}_N))] - f^* \leq \frac{1}{\sqrt{N}} \left[ 2L_f \|x_0 - x^*\|^2 + 3D_X \left( \sqrt{2}M_1 + M_2 \right) + \frac{\sigma_f^2}{2L_f} \right].
$$
c) If $f$ is possibly nonconvex, $X = \mathbb{R}^n$ (for simplicity), $\alpha_k$ is set to (3.86), $t_k = [\sqrt{k} + 1]$, and $b_k = \lfloor \frac{1}{2} \log_{1/q} \sqrt{k + 1} \rfloor$, we have

$$
\mathbb{E} \left[ \left\| \nabla f(x_R; y^*(x_R)) \right\|^2 \right] \leq \frac{8}{\sqrt{N}} \left[ 4L_f[f(x_0; y^*(x_0)) - f^*] + 36M_1 + 6M_2^2 + \sigma_f^2 \right],
$$

(3.88)

where the expectation is taken with respect to the integer random variable $R$ uniformly distributed over $\{1, \ldots, N - 1\}$.

Proof. First, note that by (3.81), (3.83), (3.85), and choices of $t_k$ and $b_k$, we have

$$
\left\| x^* - x_{k+1} \right\|^2 \leq (1 - \gamma_k) \left\| x^* - x_k \right\|^2 + \gamma_k^2 M_3^2 \mu_f^2,
$$

where $\gamma_k = 2/(k + 2)$ and $M_3$ is defined in (3.85). Dividing both sides of the above inequality by $\Gamma_{k+1}$, summing them up and noting (2.17), we obtain

$$
\left\| x^* - x_N \right\|^2 \leq \frac{4M_2^2}{\mu_f^2 (N + 1)} \quad \forall N \geq 1.
$$

(3.89)

Second, noting the above bound on the generated sequences, (3.83), and choice of $\gamma_k$ same as above, we have

$$
\sum_{k=0}^{N-1} \gamma_k \left[ \left\| x^* - x_k \right\|^2 - \left\| x^* - x_{k+1} \right\|^2 \right]
\leq \frac{\mu_f}{4} \left\| x^* - x_0 \right\|^2 + \sum_{k=1}^{N-1} \left( \frac{\gamma_k}{2\alpha_k \Gamma_{k+1}} - \frac{\gamma_{k-1}}{2\alpha_{k-1} \Gamma_k} \right) \left\| x^* - x_k \right\|^2 - \frac{\gamma_{N-1}}{2\alpha_N \Gamma_N} \left\| x^* - x_N \right\|^2
\leq \frac{\mu_f}{4} \left\| x^* - x_0 \right\|^2 + \frac{M_2^2 N}{\mu_f},
$$

$$
\sum_{k=0}^{N-1} \frac{\gamma_k}{\Gamma_{k+1}} \left( \frac{1}{\mu_f} + 2L_f \alpha_k^2 \right) C^2 \bar{A}_k^2 \leq \frac{(8L_f + 3\mu_f)M_1^2 N}{\mu_f^2},
$$

$$
\sum_{k=0}^{N-1} \frac{\gamma_k}{\Gamma_{k+1}} \left( \frac{1}{\mu_f} + L_f \alpha_k^2 \right) C^2 \bar{A}_k^2 \leq \frac{(4L_f + \mu_f)M_2^2 N}{\mu_f^2},
$$

$$
\sum_{k=0}^{N-1} \frac{\gamma_k \alpha_k \sigma_f^2}{\Gamma_{k+1}} \leq \frac{4\sigma_f^2 N}{\mu_f},
\sum_{k=0}^{N-1} \frac{\gamma_k \alpha_k^2 L_f M_2^2}{\Gamma_{k+1}} \leq \frac{16L_f M^2 \ln N}{\mu_f^2},
$$

(3.90)

which together with (3.70), imply (3.84).

Third, noting (3.83), (3.75), (3.68), and with the choices of $t_k = k+1$ and $b_k = \lfloor \log_{1/q} \sqrt{k + 1} \rfloor$, we have

$$
\sum_{k=0}^{N-1} \frac{1}{2\alpha_k} \left[ \left\| x^* - x_k \right\|^2 - \left\| x^* - x_{k+1} \right\|^2 \right] = L_f \sqrt{N + 1} \left[ \left\| x^* - x_0 \right\|^2 - \left\| x^* - x_N \right\|^2 \right] \leq 2L_f \sqrt{N} \left\| x^* - x_0 \right\|^2,
$$

$$
\sum_{k=0}^{N-1} \bar{A}_k \leq 3\sqrt{2NM_1},
\sum_{k=0}^{N-1} \bar{A}_k \leq M_2 \sum_{k=0}^{N-1} \frac{1}{\sqrt{k + 1}} \leq 3M_2 \sqrt{N},
\sum_{k=0}^{N-1} \alpha_k \leq \frac{\sqrt{N}}{2L_f},
$$
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which together with (3.73), imply (3.87).

Finally, noting (3.86), the choices of $t_k = \lceil \sqrt{k + 1} \rceil$, and $b_k = \lfloor 0.5 \log_{1-Q_g^{-1}} \sqrt{k + 1} \rfloor$, we have

$$\sum_{k=0}^{N-1} \alpha_k \frac{1}{2} (1 - 2L_f \alpha_k) \geq \frac{\sqrt{N}}{32L_f},$$

$$\sum_{k=0}^{N-1} \alpha_k (1 + L_f \alpha_k) \hat{A}_k^2 \leq \frac{9}{L_f} \max \{ \|y_0 - y^*(x_k)\|^2, \frac{\sigma_y^2}{\mu_g^2} \},$$

$$\sum_{k=0}^{N-1} \alpha_k \hat{A}_k^2 \leq \frac{3}{2L_f} \left( \frac{L_g C_f g}{\mu_g} \right)^2,$$

$$\sum_{k=0}^{N-1} L_f \sigma_f^2 \alpha_k^2 \leq \frac{\sigma_f^2}{4L_f}. \quad (3.91)$$

Rest of the proof is similar to that of Lemma (3.1c).

We make a few remarks about the above results. First, note that (3.84) and (3.85) imply that sample complexities of Algorithm 4 for finding an $\epsilon$ solution of problem (1.3) are bounded by

$$SGC(f, \epsilon) = \mathcal{O} \left( \sqrt{\frac{\mu_f \|x^* - x_0\|^2}{\epsilon} + \frac{M_f^2}{\mu_f \epsilon}} \right),$$

$$SGC(g, \epsilon) = SGC(f, \epsilon)^2, \quad SGC(g, \epsilon) = SGC(f, \epsilon)^2,$$

$$SHC(g, \epsilon) = SGC(f, \epsilon) \log SGC(f, \epsilon), \quad (3.92)$$

when $f$ is strongly convex. Furthermore, when $f$ is only convex, the above bounds are change to

$$SGC(f, \epsilon) = \mathcal{O} \left( L_f D_X^2 + \frac{M_f^2}{L_f} \right) \frac{1}{\epsilon^2},$$

$$SHC(g, \epsilon) = SGC(f, \epsilon) \log SGC(f, \epsilon), \quad (3.93)$$

due to (3.87). Finally, when $f$ is possibly nonconvex, (3.88) implies that sample complexities of Algorithm 4 are in the order of

$$SGC(f, \epsilon) = \mathcal{O} \left( L_f \|x(0) - f^*\| + M_f^2 \right) \frac{1}{\epsilon^2},$$

$$SHC(g, \epsilon) = SGC(f, \epsilon) \log SGC(f, \epsilon), \quad (3.94)$$

To the best of our knowledge the above results seem to be the first finite-sample complexity bounds for the stochastic bilevel programming problem. Moreover the above bounds in (3.92) and (3.93) for $SGC(f, \epsilon)$ when $f$ is (strongly) convex match the well-known sample complexity results for the class of three stage stochastic optimization problem (see e.g., [16]).

4 Concluding Remarks

We have presented iterative algorithms for solving bilevel optimization problems where the inner problem is strongly convex. Under mild assumptions on the partial derivatives of both objective function, we also provide finite-time convergence analysis of proposed algorithm and established its iteration complexity under different convexity assumptions on the outer objective function. Using an acceleration scheme, we recover (nearly) optimal iteration complexity of the single level problems for the bilevel problem. Moreover, we have developed a randomized stochastic approximation algorithm that work in the stochastic setting where both objective functions are given in the form of expectations. Convergence analysis and sample complexity bounds of this algorithm, are also provided. To the best of our knowledge, this is the first time that iterative algorithms with established iteration (sample) complexities are presented for solving bilevel optimization problems.
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