Mapping Forest Types in China with 10 m Resolution Based on Spectral–Spatial–Temporal Features
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Abstract: The comprehensive application of spectral, spatial, and temporal (SST) features derived from remote sensing images is a significant technique for classifying and mapping forest types. Facing limitations in the availability of detailed forest type identification processes for large regions, a forest type classification framework based on SST features was developed in this study. The advantages of Sentinel-2 and Landsat series imagery were used to extract SST forest type classification features, using red-edge bands, a gray-level co-occurrence matrix, and harmonic analysis, with the assistance of the Google Earth Engine platform. Considering four representative Chinese geographic regions—middle and high latitudes, complex mountainous areas, cloudy and rainy areas, and the N–S climate transition zone—our method was proven to be effective, with overall classification accuracies > 85%. The scheme to assess the importance of SST features for forest classification in various regions was designed using the Gini criterion in the random forest algorithm and revealed that spectral features were more effective in classifying forest types with complex compositions. Temporal features were found to be favorable for identifying forest types with obvious evergreen and deciduous growth patterns, while spatial features produced better classification results for forest types with different spatial structures, such as needle- or broad-leaved forests. The findings of this study can provide a reference for feature selection in remote sensing forest type classification processes, and identifying forest types in this way could provide support for the accurate and sustainable management of forest resources.
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1. Introduction

Forests perform various functions, including soil and water conservation, carbon sequestration, air purification, and moderating the global climate. According to the Global Forest Resources Assessment 2015, published by the United Nations Food and Agriculture Organization [1], the global forest area decreased by approximately 129 million hectares from 1990 to 2015, equivalent to the entire area of South Africa, reaching an annual net loss rate of 0.13% [1]. The UN formally released 17 sustainable development goals in 2015 [2]; goal 15 was to ensure the sustainable development of terrestrial ecosystems, including forests—and the response to this requires improvements to the conservation and management of forest resources at an unprecedented level. It is now urgent that timely, effective, and accurate forest monitoring methods are established in order to achieve sustainable forest resources management.
Remote sensing and digital image processing enable the observation, identification, classification, and monitoring of forests at a range of spatial, temporal, and thematic scales [3]. Liu et al. achieved forest type classification for Wuhan, China, using a machine learning algorithm and spectral and spatial features derived from multi-source remote sensing data [4]. Zhang et al. (2010) calculated spectral features using NIR and infrared bands and identified shrub forests in higher altitude areas located in Dingri County (Tibet Autonomous Region, China) [5]. Pasquarella et al. (2018) combined spectral and temporal features obtained from Landsat time series images and were able to extract forest type information for the western portion of Massachusetts [6]. Grabska et al. (2019) calculated temporal–spectral features and used them to retrieve information on various forest types, based on Sentinel-2 time series remote sensing images [7], while Cheng and Wang identified temporal patterns of different forest types and then combined them with spectral indexes and bands to identify forest types in Hunan, China, accurately and in detail [8]. Although these studies achieved forest type classification using spectral or temporal features at a local scale, these methods cannot be extended to large-scale forest type mapping owing to the limitations of remote sensing data acquisition, storage, and analysis capabilities [9,10]. Remote sensing cloud computing platforms have powerful geo-big data processing capabilities, which can effectively solve these limitations [11]. However, there is still an urgent challenge concerning how to use current big data processing platforms (such as Google Earth Engine) to design a general method that combines spectral, spatial, and temporal features suitable for large-scale forest type classification.

Using data from Landsat 7 long time series imagery, Hansen et al. (2013) produced global forest area change maps for 2000–2012 [12], while the Japanese Aviation Administration released a global forest/non-forest cover product at a spatial resolution of 25 m [13]; however, neither of these exceptional studies contained information on varying forest types. With the growth of cloud-computing technology, such as the Google Earth Engine (GEE) [11], and machine learning algorithms, the limitations of intensive data processing present for traditional remote sensing image classification have been effectively resolved [14]. In addition, publicly available medium- and high-resolution remote sensing data sources, such as Landsat and Sentinel satellite images, are becoming increasingly abundant, providing an unprecedented opportunity for data-intensive approaches to remote sensing forest type classification at larger scales.

Therefore, the overarching goal of this study was to explore forest type discrimination for large-scale mapping using spectral, spatial, and temporal (SST) features derived from earth observation big data. Through our research, we want to provide a general and reliable forest type classification method and reveal relative SST feature contributions to different geographical areas.

2. Materials and Methods

2.1. Study Area

Four regions which have been identified as the main forested areas in China [15–18]—the northeast (NE), southwest (SW), south (SO), and south–north transition (SNT) regions, as shown in Figure 1—were selected for forest type classification. The NE region belongs to the mid- and high-latitude zone in China, extending between 118–135° E and 48–55° N. It straddles the temperate and cold temperate zones from S–N and has a temperate monsoon climate, with an annual precipitation in the 300–1000 mm range. NE forest areas are mostly distributed in the Daxing'an, Xiaoxing'an and Changbai Mountains and consist mainly of needle-leaved, mixed, and deciduous broad-leaved forests.

The SW region is a complex mountainous area in southwest China, with a wide and balanced distribution of various geomorphic forms, and is located between 83–107° E and 21–30° N. It has a humid, subtropical monsoon climate, with an annual precipitation range of 800 mm–1600 mm. The forest areas in this region are concentrated in the Hengduan Mountains, at the junction of Sichuan, Yunnan, and Tibet, including the Yarlung Zangbo
River great bend area, and the southern slope of the Himalayas in the SE Tibetan Plateau. It primarily comprises sub-alpine, needle-leaved forests.

Figure 1. Study area and reference data distribution.

The SO region has the highest rainfall in China, with an average annual precipitation of 6558 mm, and enjoys a tropical and subtropical monsoon climate. It is located between 102–127° E and 15–25° N. The SO forests cover a very large area to the south of the Qinling–Huaihe area and to the east of the Yunnan–Guizhou plateau, which mainly includes artificial, natural, and cash-crop forests.

The SNT zone spans the warm temperate and subtropical zones, and is the most important geological–ecological transition zone on the Chinese mainland, with a high degree of environmental complexity, biodiversity, and climate sensitivity [18]. It has mostly evergreen broad-leaved, deciduous broad-leaved, and deciduous needle-leaved forests [18,19].

2.2. Data
2.2.1. Spectral Remote Sensing Imagery

Sentinel-2 Top-of-Atmosphere (TOA) data from 2015–2019, available on the GEE cloud platform, were organized into composite, seamless, cloud-free 10 m resolution images and temporal features of red edge bands were extracted. We only took advantage of imagery obtained between the growing and deciduous seasons, which allowed us to use the monthly average normalized difference vegetation index (NDVI) for the forested regions. Cloudy pixels were masked using Sentinel-2 QA60 band [20].

Landsat Surface Reflectance (SR) data collections, with <80% cloud cover, covering the period 1985–2019, and including Landsat 5, 7, and 8 imagery available on the GEE cloud platform, were used to derive temporal features for forest type classification. Cloud cover was removed using the pixel QA band of the Landsat SR data.
2.2.2. Reference Data

Reference data included field survey data, global validation samples, and forest inventory data, which were collected in three ways:

(1) field survey data: extensive field surveys in 2013, 2014, and 2018 were conducted to survey land-cover types, with 3556 ground samples collected, covering various forest types and non-forest areas;

(2) global validation samples: this dataset was provided by the research team from Tsinghua University (http://data.ess.tsinghua.edu.cn/, accessed on 1 March 2020) and included 1076 data samples [21];

(3) forest inventory data: these data were downloaded from the Chinese Forest Scientific Data Center (http://www.cfsdc.org/, accessed on 1 March 2020).

We randomly generated samples using ArcGIS 10.4 software and labeled the forest types using the nomenclature of the forest type inventory map. The distribution of all samples can be seen in Figure 1.

All forest type classification reference data acquired from the three sources above have been listed in Table 1. Among these, two-thirds of the training dataset were used for model training and one-third of the training dataset was used for testing to obtain the optimal feature set. The validation data were used to validate the classification map.

| Class  | NE   | SW   | SO   | SNT  |
|--------|------|------|------|------|
|        | Training Subset | Validation Subset | Training Subset | Validation Subset | Training Subset | Validation Subset | Training Subset | Validation Subset | Training Subset | Validation Subset |
| DBF    | 180  | 90   | 116  | 58   | 178  | 88   | 95   | 48   |
| DNF    | 360  | 180  | 0    | 0    | 90   | 44   | 0    | 0    |
| ENF    | 142  | 71   | 160  | 80   | 163  | 82   | 143  | 72   |
| EBF    | 0    | 0    | 368  | 184  | 525  | 262  | 61   | 30   |
| MIF    | 400  | 200  | 179  | 89   | 142  | 70   | 85   | 43   |
| NOF    | 348  | 174  | 410  | 205  | 537  | 269  | 219  | 109  |
| Total  | 1430 | 715  | 1233 | 616  | 1635 | 815  | 603  | 302  |

Note: DBF, deciduous broad-leaved forest; DNF, deciduous needle-leaved forest; ENF, evergreen needle-leaved forest; EBF, evergreen broad-leaved forest; MIF, mixed forest; NOF, non-forested area.

2.2.3. Auxiliary Data

Ancillary data included digital elevation model (DEM) data from the Shuttle Radar Topography Mission (SRTM), at a resolution of 1 arcsec (~30 m). To prepare this data, we initially applied mosaic and clip functions to SRTM data on GEE, and acquired the subset covering the study area. Then, we derived the slope and aspect features based on the resampled SRTM data, using a 10 m spatial resolution.

2.3. Methods

Our methodology involved the following steps (shown in Figure 2):

(1) image composition to create new images of growing and deciduous forests without cloud cover was undertaken using Sentinel-2 (TOA data for image composition) and Landsat (surface reflectance data to determine growing and deciduous season timing) time series imagery;

(2) spectral–spatial–temporal feature selection was undertaken (see Section 2.3.2 for more details);

(3) forest type classifications for different regions were established using the GEE platform and random forest (RF) algorithms and evaluations;

(4) an SST feature-importance assessment was conducted using the Gini criterion.
Figure 2. Methodology workflow for mapping forest types using a 10 m resolution and based on spectral–spatial–temporal features.
2.3.1. Image Composition

(1) Image composition period: the image composition period was obtained by using monthly average NDVI values for the period 1985–2019. The lengths of the growing season and deciduous season were determined by the months with an average NDVI $\geq 95\%$ for the peak value of greenness [22,23]. This presented the period from June to October as the growing season and the months from November to April of the next year as the deciduous season in the NE forest region. For the SW forest region the growing season was from July to September and the deciduous season was between December and March of the next year. For the SO forest region the growing season was from June to October and the deciduous season was between December and April of the next year. For the SNT forest region the growing season was from June to September and the deciduous season was from December to next year’s March. Temporal weight was calculated using a Gaussian function. The pixels whose acquisition date represented the date at which the maximum (for growing season) or minimum (deciduous season) average NDVI value was reached were assigned a value of 1 while pixels obtained at the beginning or end of the image composition period were assigned a value of 0.1.

(2) Image composition years: in order to obtain high-quality remote sensing images covering the study area to the greatest extent and minimizing the impact of land class changes, the image composition years were set to three years from 2017 to 2019. Specifically, the highest weights were assigned to the pixels from 2018.

(3) Distance to clouds and cloud shadows: we first masked “opaque” and “cirrus” pixels (bits 10 and 11 from the QA60 band) and then expanded these masks by 1200 m to exclude cloud edges from the images. Then, we computed a cost–distance function for the data to define the distance to clouds for all unclouded pixels and then assigned weights to the unclouded pixels based on this distance, using the sigmoid function. This s-shaped curve provided full weight to unclouded pixels, with a distance $\geq 1500$ m to the clouds, and the weights then decreased, according to the sigmoid function, for pixels closer to the clouds or cloud shadows [24,25].

(4) Quality assessment of pixel reflectance: NIR bands were used to perform pixel reflectance quality assessment [26]. Specifically, the median pixel-level NIR value of all image dates for the composition period was calculated to define the optimal quality of the NIR value. Pixels with an NIR value equivalent to the median NIR value were assigned the highest weight of 1, pixels with the largest absolute deviation from the median were given the lowest weight of 0, and pixels with intermediate NIR values were linearly weighted based on their absolute deviation from the median. Then, the image composition was determined by calculating the arithmetic mean of the temporal, cloud distance, and quality weights. We selected the highest mean value pixels to establish composites for each forest region [26].

2.3.2. SST Feature Selection for Forest Type Classification

(1) SST Features

Four types of feature sets were derived under the SST framework, including spectral, spatial, temporal, and auxiliary features. Table 2 shows the composition of the features and the associated data sources and calculation methods. The SST framework in this study involved 114 features.

- Spectral features were derived from composited images, which included two types. One type was the original band from the Sentinel-2 image, including seven bands from blue to NIR, which were proved efficient for vegetation identification [27], while the other was the vegetation index calculated by a combination of different bands, namely, NDVI, the normalized difference water index (NDWI), the modified soil-adjusted vegetation index (MSAVI), and the enhanced vegetation index (EVI). Three additional vegetation indices were based on derived normalized difference red-edge 1, 2, and 3 bands (NDVIre1, NDVIre2, and NDVIre3, respectively).
Spatial features were represented by the contrast (Con), entropy (Ent), correlation (Cor), and variance (Var) of the texture features for each selected spectral feature band, based on a gray-level co-occurrence matrix (GLCM). Temporal features were extracted from Landsat imagery covering 1985–2019. Harmonic analysis (HANTS) was used to fit the blue, green, red, and NIR bands and the vegetation indices (NDVI and EVI). Three temporal features—including annual amplitude, phase, and root mean square error (RMSE)—were derived to describe phenological changes in different forest types. As Landsat data did not include red-edge bands, the available Sentinel-2 2015–2019 imagery was used to extract temporal features for red-edge bands.

In addition to the SST features above, auxiliary features, including elevation, slope, and aspect, were added. We implemented all of the above operations in GEE and resampled 114 features to 10 m to ensure a consistent spatial resolution.

### Table 2. Descriptions of the features set in the spectral, spatial, and temporal (SST) framework.

| Type              | Index                                                                 | Data Source                                                                 | Method |
|-------------------|----------------------------------------------------------------------|----------------------------------------------------------------------------|--------|
| Spectral features | Blue, green, red, red_edge1, red_edge2, red_edge3, and NIR bands    | The composited images of growing and deciduous seasons                     | Band math |
|                   | NDVI, NDWI, MSAVI, EVI NDVire1, NDVire2, NDVire3                   |                                                                            |        |
| Spatial features  | Con                                                                  | The composited images of growing and deciduous seasons                     | GLCM   |
|                   | Ent                                                                  |                                                                            |        |
|                   | Cor                                                                  |                                                                            |        |
|                   | Var                                                                  |                                                                            |        |
| Temporal features | Annual amplitude                                                     | Landsat images from 1985–2019 for blue, green, red, and NIR bands, for NDVI and EVI indices, and for Sentinel2 red-edge bands | HANTS   |
|                   | Phase                                                                |                                                                            |        |
|                   | RMSE                                                                 |                                                                            |        |
|                   | Elevation                                                           |                                                                            |        |
| Auxiliary features| Slope                                                                | SRTM data                                                                  |        |
|                   | Aspect                                                               |                                                                            |        |

(2) Feature Selection

One hundred and fourteen features were obtained under the SST framework; however, redundant information existed among these features, causing an overfitting problem in model training. Accordingly, a random forest-recursive feature elimination (RF-RFE) algorithm was applied to execute feature selection and was implemented using Python software. Four steps were included in this process: (1) training of the RF model to obtain the importance of each feature; (2) sorting by feature importance; (3) removal of the least important feature; (4) repeat of steps 1–3 until all features have been either selected or removed [19].

2.3.3. Classification, Accuracy, and Feature Importance Assessments

Based on the optimal SST feature set, the RF algorithm on GEE was used to classify forest types for each region, building ensembles of 100 trees, while the other RF parameters were set to default values. The confusion matrix was calculated to evaluate the classification results, using the independently validated samples (Table 1). The overall accuracy (OA), producer’s accuracy (PA), and user’s accuracy (UA) were derived through the confusion matrix and were used to perform accuracy assessments.

Feature importance assessment was used to determine which SST features contributed more to the classification of various forest types in each region. This was performed using the Gini criterion in the RF algorithm, which could quantify feature contributions (as a value in the range zero to one). For the five forest types (EBF, DBF, ENF, DNF, and MIF), a total of 11 evaluation scenarios were designed to determine the importance of SST features in each paired forest type classification. They consisted of EBF paired with DBF (EBF vs.
3. Results

3.1. SST Features

The optimal number of SST features for different regions was obtained by executing RF-RFE 20 times [19,27], as shown in Figure 3 and Table 3.

NE (Figure 3a): the highest accuracy (0.8693) occurred when the number of features was 14, and as the number of features increased beyond this, classification accuracy dropped. Closer examination revealed that in this region (Table 3), the spectral features mainly included redE1, NDVIre1, and NDVIre2 for the growing season, and redE2, NDVIre2, and EVI for the deciduous season. Only three spatial features remained, namely, red_con and redE1_ent from the growing season and nir_var from the deciduous season. The temporal features remaining were NDVI_amp, NDVI_rmse, EVI_pha, and redE2_rmse, with the elevation indicator derived from the DEM also retained.

SW (Figure 3b): the best accuracy (0.8905) occurred when the number of features reached 24, and it showed a similar trend to NE, although with different remaining features (Table 3). Among all the features, the number of spectral features was apparently more than that of the other feature types and included the blue, redE1, and NIR bands, and the NDVIre1, NDVI, and EVI indices, from the growing season, along with the green, redE3, and NIR bands, and the NDVIre3 and EVI indices, from the deciduous season. The spatial features remaining were derived from the red, nir, and redE1 bands and included red_con, red_cor, and nir_ent, derived from the growing season, and redE1_var and nir_con from the deciduous season. Temporal features in the SW for forest type classification included redE1_rmse, redE2_rmse, NDVI_amp, NDVI_rmse, EVI_pha, and NDVI_pha, and, except for elevation, the auxiliary features were also retained for this aspect.

SO (Figure 3c): the best-fit number for forest type classification in the SO was 16, with an accuracy of 0.8632. In the determined feature list (Table 3), spectral features included the blue and redE1 bands, together with the NDVIre1 and NDVIre2 indices for the growing season, along with the blue and redE3 bands and the NDVIre3 index from the deciduous season. The number of spatial features remained the smallest among the SST features, with only three—nir_con and nir_cor from the growing season and red_var from the deciduous season. The temporal features remaining in this region were redE1_amp, redE1_pha, NDVI_pha, and EVI_pha, while for the auxiliary features, elevation and slope remained, affecting the forest type classification.

SNT (Figure 3d): the peak classification accuracy (0.8630) corresponded to a feature quantity of 21. The detailed feature list indicated that spectral features constituted the largest number, including green, red, nir, NDVI, and EVI for the growing season and blue, green, red, nir, and NDVI for the deciduous season (Table 3). The only spatial features retained were nir_con and red_con from the growing season and nir_con and red_cor from the deciduous season. The temporal features were all derived from EVI and NDVI indices and included EVI_pha, NDVI_pha, EVI_amp, NDVI_amp, EVI_rmse, and NDVI_rmse, while only elevation remained in the auxiliary feature set.
Figure 3. Optimal numbers of features and SST feature lists for the (a) northeast (NE); (b) southwest (SW); (c) south (SO); and (d) south–north transition (SNT) regions.

Table 3. Optimal SST feature list for the four studied regions.

| Region | Season | Spectral Features | Spatial Features | Temporal Features | Auxiliary Features |
|--------|--------|-------------------|------------------|------------------|-------------------|
| NE     | Growing Deciduous | redE1, NDVire1, NDVire2 redE2, NDVire2, EVI blue, redE1, nir, NDVire1, NDVI, EVI | red_con, redE1_enr nir_var | NDVI_amp, NDVI_rmse, EVI_pha, redE2_rmse | Elevation |
| SW     | Growing Deciduous | green, redE3, nir, NDVire3, EVI blue, redE1, NDVire1, NDVire2 redE3, NDVire3 | redE1_var, nir_con nir_cor red_var | redE1_rmse, redE2_rmse, NDVI_amp, NDVI_rmse, EVI_pha, NDVI_pha | Elevation, aspect |
| SO     | Growing Deciduous | green, red, nir, NDVI, EVI blue, green, red, nir, NDVI | nir_con, nir_red con | nir_con, nir_red cor | Elevation, slope |
| SNT    | Growing Deciduous | green, red, nir, NDVI, EVI blue, green, red, nir, NDVI | nir_con, nir_red con | nir_con, nir_red cor | Elevation |

Notes: the features redE1 and redE3 represent red-edge bands 1 and 3 from Sentinel-2 images; nir represents the NIR band; con, cor, ent, and var represent the contrast, correlation, entropy, and variance, respectively; amp, pha, and rmse represent the amplitude, phase, and the RMSE, respectively.

3.2. Forest Cover Map

The classification results are shown in Figure 4. The forest cover rate and areal proportion for each forest type were calculated and are presented in Figure 5.

NE (Figure 4a): forest types mainly included MIF, DBF, and DNF, which were mostly distributed around the Daxing’an and Xiaoxing’an Mountains and around Changbai Mountain. It was apparent that the proportion of DNF in NE China was significantly higher than in the other three regions examined, and was distributed in the east and north of the Daxing’an Mountains. This was consistent with the fact that NE China is the largest DNF-producing area nationally [28]. It could also be seen that forest resources in NE were mainly concentrated in the border areas (adjacent to Russia, North Korea,
and Mongolia), which included more forests than other areas. The forest coverage rate in NE was approximately 30.95%, with MIF contributing 56.07% of this, followed by DBF (~30.16%). The results showed that ENF contributed the least, accounting for just 4.86%.

SW (Figure 4b): the forest types in the SW region included ENF, EBF, DNF, DBF, and MIF. ENF and EBF were found distributed around the Hengduan Mountains, in the center, west, and south of the SW region. The amounts of MIF and DNF were relatively small, and were concentrated in the eastern part of the region, while the DBF was located mainly in the south-central region. Forest coverage rate in the SW was found to be approximately 39.09%, with ENF representing the largest portion, accounting for 54.62%. MIF and EBF followed, with 21.39% and 19.12%, respectively, with DBF having the smallest coverage, at approximately 4.88%.

SO (Figure 4c): EBF, ENF, MIF, DBF, and DNF forest types were seen to occur in SO, and were mostly concentrated in the southern and eastern areas of the region, with a forest-cover rate of 57.17%. The amount of EBF accounted for 38.85% of the forest area, followed by MIF and ENF (28.57% and 27.95%, respectively), with DBF covering the smallest area, at 4.63%.

SNT (Figure 4d): the forest resources here were found to be mainly distributed near the Qinling Mountains, in the central and western areas of this region. The forest types were mainly MIF, EBF, and DBF, and were concentrated in mountainous areas at higher elevations, such as Taibai Mountain of the Qinling Mountains area. The forest coverage rate in this zone was approximately 26.08%, with MIF accounting for 63.42% of the total, followed by EBF, at 32.14%, and then DBF and ENF, which covered 4.19% and 0.25% of the area, respectively.

Figure 4. Cont.
Figure 4. Cont.
3.3. Accuracy Assessment

In the NE area, 715 field validation samples were used to assess result accuracy and the OA was found to be 91.47% (Table 4). Among all the forest types, DBF had the highest PA and UA (98.89% and 100%, respectively), which suggested that almost all DBFs in this region had been mapped accurately.

In the SW, 616 field validation samples were employed to assess the accuracy, giving an OA of 86.85%, as shown in Table 5. Here, EBF acquired relatively high PA (97.44%) and UA (82.61%) results, which suggested that this forest type had been classified with fewer omission and commission errors than the others, and that EBF coverage had been provided at a relatively high accuracy level in this region.

In the SO, 815 field validation samples were used to evaluate classification accuracy, and the confusion matrix (Table 6) showed that the regional OA was 93.50%. The most accurate classification result here was obtained for EBF, with both PA and UA > 90%.

For the SNT, 302 field validation samples were obtained and, as shown in Table 7, the OA here was found to be 92.38%. ENF achieved PA and UA values of >90%, showing that the ENF area in the SNT region had been provided with a relatively high level of accuracy.
Table 4. Accuracy assessment confusion matrix for the NE forest type map.

| Classified Data | DBF | ENF | DNF | MIF | NON |
|-----------------|-----|-----|-----|-----|-----|
| DBF             | 89  | 0   | 0   | 0   | 0   |
| ENF             | 0   | 67  | 0   | 0   | 0   |
| DNF             | 0   | 1   | 149 | 25  | 0   |
| MIF             | 1   | 3   | 31  | 175 | 0   |
| NON             | 0   | 0   | 0   | 0   | 174 |

| Reference Data | PA  | UA  | OA  |
|----------------|-----|-----|-----|
| DBF            | 98.89% | 100.00% | 91.47% |
| ENF            | 94.37% | 100.00% | 91.47%
| DNF            | 82.78% | 85.14% | 91.47%
| MIF            | 87.50% | 83.33% | 91.47%
| NON            | 100.00% | 100.00% | 91.47%

Table 5. Accuracy assessment confusion matrix for the SW forest type map.

| Classified Data | DBF | EBF | ENF | MIF | NOF |
|-----------------|-----|-----|-----|-----|-----|
| DBF             | 36  | 0   | 0   | 0   | 0   |
| EBF             | 2   | 152 | 0   | 2   | 3   |
| ENF             | 4   | 6   | 68  | 8   | 1   |
| MIF             | 15  | 26  | 8   | 79  | 1   |
| NOF             | 1   | 0   | 4   | 0   | 200 |

| Reference Data | PA  | UA  | OA  |
|----------------|-----|-----|-----|
| DBF            | 62.07% | 100.00% | 86.85% |
| EBF            | 82.61% | 95.60% | 86.85% |
| ENF            | 85.00% | 78.16% | 86.85% |
| MIF            | 88.76% | 61.24% | 86.85% |
| NOF            | 97.56% | 97.56% | 86.85% |

Table 6. Accuracy assessment confusion matrix for the SO forest type map.

| Classified Data | DBF | DNF | EBF | ENF | MIF | NOF |
|-----------------|-----|-----|-----|-----|-----|-----|
| DBF             | 75  | 0   | 0   | 0   | 0   | 0   |
| DNF             | 13  | 44  | 0   | 0   | 0   | 0   |
| EBF             | 0   | 248 | 7   | 0   | 5   | 0   |
| ENF             | 0   | 0   | 62  | 0   | 0   | 0   |
| MIF             | 0   | 13  | 13  | 69  | 0   | 0   |
| NOF             | 0   | 1   | 0   | 1   | 0   | 264 |

| Reference Data | PA  | UA  | OA  |
|----------------|-----|-----|-----|
| DBF            | 85.23% | 100.00% | 93.50% |
| DNF            | 94.65% | 95.38% | 93.50% |
| EBF            | 75.61% | 100.00% | 93.50% |
| ENF            | 98.57% | 98.57% | 93.50% |
| MIF            | 98.14% | 98.14% | 93.50% |
| NOF            | 98.57% | 98.57% | 93.50% |

Table 7. Accuracy assessment confusion matrix for the SNT forest type map.

| Classified Data | ENF | EBF | DBF | MIF | NOF |
|-----------------|-----|-----|-----|-----|-----|
| ENF             | 69  | 2   | 0   | 2   | 0   |
| EBF             | 1   | 27  | 4   | 0   | 1   |
| DBF             | 2   | 0   | 40  | 5   | 0   |
| MIF             | 0   | 0   | 4   | 36  | 1   |
| NOF             | 0   | 1   | 0   | 0   | 107 |

| Reference Data | PA  | UA  | OA  |
|----------------|-----|-----|-----|
| ENF            | 95.83% | 90.00% | 92.38% |
| EBF            | 83.33% | 85.11% | 92.38% |
| DBF            | 83.72% | 87.80% | 92.38% |
| MIF            | 83.72% | 87.80% | 92.38% |
| NOF            | 98.17% | 99.07% | 92.38% |
3.4. Feature Importance Assessment

Feature importance represented differences in contribution when classifying various forest types in the four regions (Figure 6). Overall, when the classifier was trained on all forest types, it was found that the importance of the SST features was analogous and that the performance of each feature was relatively average, with no apparent mutation. However, when discriminating between any two forest types, the contributions from the features represented significant differences.

NE: temporal features played a vital role in discriminating between evergreen and deciduous forests, which were the main forest types in this region and were significantly seasonal. Spectral features contributed more to the classification of mixed forests with complex forest types, whereas spatial features played a more significant role in the classification of needle-leaved and broad-leaved forests.

SW: spectral and temporal characteristics were relatively more important in this region, with spatial characteristics being slightly less for all forest type divisions. Temporal features played a significant role in the classification of evergreen and deciduous forests, while spectral features were better suited to classifying all forest types and mixed forests. In addition, the auxiliary features of this region also made contributions, particularly with respect to the complex regional topography, as exemplified by Hengduan Mountain.

SO: the prominent feature here was the elevation feature of auxiliary features, which played a significant role in classifying all forest types and specific forest types, indicating that forest type distribution here was largely correlated with elevation. Temporal features played a greater role in the classification of evergreen and deciduous forests, while spectral features were generally more uniform, maintaining a stable role in identifying forest types. The contribution made by spatial features was insignificant compared with that made by other feature types.

SNT: spectral features contributed the most to forest type classifications here, accounting for the largest percentage in most assessment results and having the greatest significance in classifying evergreen and deciduous forests. This was followed by temporal features, particularly in the classification of evergreen and deciduous forests; spectral features had the greatest significance, with spatial features playing a lesser role, affecting only ENF and EBF classification. Auxiliary features were significant in the SNT region, which indicated that the forest types here were greatly affected by elevation—as was expected, given the significant vertical distribution of vegetation types in this area.

![Figure 6. Cont.](a)
| Spectral Feature | Row 1 | Row 2 | Row 3 | Row 4 |
|------------------|-------|-------|-------|-------|
| Growing_blue     | 0.0383 | 0.0436 | 0.0164 | 0.0135 |
| Growing_EV1      | 0.0207 | 0.0554 | 0.0177 | 0.0182 |
| Growing_NDVI_r1  | 0.0611 | 0.0484 | 0.0235 | 0.0093 |
| Growing_NDVI     | 0.0424 | 0.0427 | 0.0198 | 0.0140 |
| Growing_Nir      | 0.0610 | 0.0093 | 0.0380 | 0.0153 |
| Growing_redE1    | 0.0489 | 0.1067 | 0.0624 | 0.0092 |
| Deciduous_EV1    | 0.0695 | 0.0924 | 0.1406 | 0.0994 |
| Deciduous_green  | 0.0468 | 0.0224 | 0.0139 | 0.0220 |
| Deciduous_NDVI_r3| 0.0297 | 0.0140 | 0.0245 | 0.0111 |
| Deciduous_nir    | 0.0520 | 0.0071 | 0.0142 | 0.0407 |
| Deciduous_redE3  | 0.0664 | 0.0081 | 0.0236 | 0.0486 |

| Spatial Feature | Row 1 | Row 2 | Row 3 | Row 4 |
|-----------------|-------|-------|-------|-------|
| Growing_nir_ent | 0.0237 | 0.1809 | 0.0350 | 0.1288 |
| Growing_red_con | 0.0337 | 0.0310 | 0.0116 | 0.0652 |
| Growing_red_corr| 0.0264 | 0.1497 | 0.0269 | 0.0082 |
| Deciduous_nir_con| 0.0367 | 0.0339 | 0.0339 | 0.0717 |
| Deciduous_redE1_var| 0.0244 | 0.0184 | 0.0155 | 0.0106 |

| Temporal Feature | Row 1 | Row 2 | Row 3 | Row 4 |
|------------------|-------|-------|-------|-------|
| EVIpha | 0.0317 | 0.0086 | 0.0371 | 0.0123 |
| NDVI_amp | 0.0434 | 0.0366 | 0.0464 | 0.0345 |
| NDVIpha | 0.0309 | 0.0070 | 0.0284 | 0.0254 |
| NDVI_rms | 0.0279 | 0.0140 | 0.1402 | 0.0397 |
| redE1_rms | 0.0405 | 0.0080 | 0.2002 | 0.0440 |
| redE2_rms | 0.0402 | 0.0055 | 0.0275 | 0.0093 |

| Auxiliary Feature | Row 1 | Row 2 | Row 3 | Row 4 |
|-------------------|-------|-------|-------|-------|
| aspect elevation  | 0.0282 | 0.0148 | 0.0150 | 0.0099 |
|                  | 0.0756 | 0.0353 | 0.0230 | 0.1350 |

| Scenario | ALL | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs |
|----------|-----|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
|          |     | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs |
|          |     | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs |
|          |     | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs |
|          |     | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs |
|          |     | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs |
|          |     | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs |
|          |     | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs |
|          |     | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs |
|          |     | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs |
|          |     | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs |
|          |     | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs |
|          |     | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs |
|          |     | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs |
|          |     | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs |
|          |     | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs |
|          |     | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs |
|          |     | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs | DBF vs |
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(c) Figure 6. Cont.
4. Discussion

4.1. Image Composition Method

Obtaining high quality and reliable composite images is an important prerequisite for studying the SST feature set and its application in the use of remote sensing data in forest classifications. In this study, we adopted a method for pixel-based, multi-rule compositing of Sentinel-2 archive data to generate cloud-free images for the four studied regions. The adopted image composition method made full use of pixels over the same period for many years and assigned weights according to set rules, making the composition results more reliable. The image composition method presented is flexible and the rules can be adjusted for different information needs.

Four parameters—image composition years, image composition period, distance to clouds and cloud shadows, and quality assessment of pixel reflectance—were used to obtain synthetic images of the growing and deciduous seasons in the four different regions [25, 26, 29]. The image composition years were set to three in this study, allowing composite images covering the growing and deciduous seasons to be obtained for the four regions. The image composition period was determined using those months with an average NDVI ≥ 95% of the peak greenness value [22, 23, 26], and the resulting periods for the four regions can be seen in Table 8. Distances to clouds/cloud shadows were calculated to determine the suitability of each pixel for the composition. The assessment of the pixel reflectance was performed to avoid oversaturation, clouds, or shadowed pixels that were omitted in the cloud masking. These pixels were included in the NIR image composite, as it showed the least noise over forested areas [22].

Furthermore, in order to assess the composition results, 500 sample points were randomly selected from a single image, withholding the most cloud-free pixels as a reference, to evaluate the consistency of the synthesis results for the four regions on GEE. The as-
assessment result was as shown in Figure 7. The surface reflectance values in the composite image for the four regions exhibited strong correspondence with the reference images in the blue, green, red, and NIR bands, with R² values ranging from 0.69–0.93.

Table 8. The image composition periods for growing and deciduous seasons.

| Region | Growing Season | Deciduous Season        |
|--------|----------------|-------------------------|
| NE     | June–October   | November–April of the following year |
| SW     | July–September | December–March of the following year |
| SO     | June–October   | December–April of the following year |
| SNT    | June–September | December–March of the following year |

Figure 7. Quality assessments for NE, SW, SO, and SNT composite images; surface reflectance values from a reference image are plotted against composite surface reflectance values (reflectance values are scaled by 10,000).
4.2. SST Forest Types Classification Framework

Forests can grow in many different climates, from the tropics to cold temperate zones, and forest compositions and types are diverse—which poses many challenges when using remote sensing technology for large-scale forest mapping. In previous studies, single classification methods and coarse resolution remote sensing images were used for forest classification and mapping on a large scale, often ignoring differences in forest distribution in different climate zones [21].

The SST forest type classification framework applied here comprehensively took account of the distribution characteristics of forests in different climates or latitudes, and registered differences between forest types from spectral, spatial, and temporal perspectives. This was the first study to make full use of the characteristics available in Landsat and Sentinel-2 time series data for application in forest classification, and we collected as much spectral, spatial, and temporal feature data as possible from them. The results showed the SST classification framework to be effective for mapping large-scale forest areas, especially across climate zones.

With regard to spectral features, we considered the fact that Sentinel-2 data include more spectral information than Landsat data and used the Sentinel-2 spectral feature set with the original bands and vegetation indices. Previous studies have shown that these features are all suitable for forest classification [6,7,19]. Considering the unique red-edge bands in Sentinel-2, we replaced the NIR band with the red-edge band, based on the theoretical NDVI, acquiring three red-edge indices (NDVIre1, NDVIre2, and NDVIre3). The evaluation results for feature importance also showed that various types of features related to the red-edge bands showed greater significance, indicating that the red-edge bands could make a relatively important contribution to forest type classifications.

Spatial features were derived from Sentinel-2 images composited using their high spatial resolution and were described using the texture index calculated using the GLCM method. We adopted this approach as the texture features could show basic attributes (size, density, and reflectance) of internal canopy shadows and leaves [30]. We selected the contrast (con), entropy (ent), correlation (cor), and variance (var) of the texture features for each selected band to represent spatial features, these having been previously shown to be effective in discriminating forest types [19,27,31–33].

Temporal features were extracted using the HANTS method, using the long NDVI and EVI time series derived from Landsat time series data. NDVI and EVI time series have been shown to reflect forest growth indicators and have been widely used in temporal feature extraction [19,34–36].

4.3. Feature Importance for Forest Type Classification

In the feature importance assessment, the indices ranked highly were mostly from the temporal feature set, suggesting that the time series indices were generally more helpful for forest type classification—which is consistent with the findings of Pasquarella [6]. Furthermore, our study found that in areas with different geographic characteristics, the features which were most important for forest type classification varied. In the middle- and high-altitude areas of NE China, the indicators in the temporal feature set played a significant role. For complex mountainous areas in SW China, the importance of spectral feature indicators increased, being significantly higher than that in other areas. In terms of cloudy and rainy southern regions, spectral and temporal features played a similar role, while spatial features clearly played a larger role in SW China than in the other studied regions. For the climate transition zone in China, elevation, from the auxiliary features set, played a relatively important role in classifying each forest type. We also saw that the role of time features was most important here, especially for separating evergreen and deciduous forests.

In terms of the general feature importance, spectral feature importance accounted for the majority of the ratio (Figure 8) in the four regions, suggesting that spectral features derived from remote sensing images remained the most important in forest type classifi-
cation processes. We saw that spectral features performed particularly well in classifying complex forest types, such as MIF. The importance of temporal features was second only to spectral features in most scenarios (Figure 8), being particularly evident with regard to the classification of evergreen and deciduous forest types with significant differences in growth patterns, where temporal features were found to have major significance.

![Figure 8. Importance of individual features from the SST feature set in the (a) NE; (b) SW; (c) SO; and (d) SNT regions.](image)

Although some features in the spatial features set had higher values—for example, in classifying DBF and DNF in the SW region, the spatial features Growing_nir_ent and Growing_red_cor presented the greatest significance among all the features—the overall effect produced by spatial features was the smallest among the SST features in most schemes, which may be related to their limited number. For some forest types with distinct spatial structural differences, however, such as needle-leaved and broad-leaved forests, spatial features produced optimal effects (Figure 8b). We found that topography was one of the major factors influencing forest type classification, especially in mountainous areas and areas with large elevation transitions, with forest type often affected by terrain elevation, slope, and aspect, as has been previously reported [19].

Overall, for forest type classification, although a single feature sometimes played a significant role (e.g., NDVI amplitude in the temporal feature set), the optimal result was often obtained through a combination of SST features. Hence, the power of SST features in our work depended on the combination of features which characterized SST variability in reflectance properties. This was illustrated by the results of the feature importance assessment and suggested that SST features all played significant roles in the forest type classification process.
5. Conclusions

In this study, we conducted a detailed classification of forest types, using characteristics available from multi-source time series remote sensing sources, particularly high spatial resolution image data for large areas. Based on the GEE cloud computing platform and machine learning algorithms, we established an extraction framework for the SST features of forest type classification. Considering four typical Chinese geographic regions (middle and high latitudes, complex mountainous areas, cloudy and rainy areas, and the SNT zone) as examples, the accuracy of the method was verified and a forest type map for 2018 was obtained with a 10 m spatial resolution. The results achieved an overall classification accuracy of > 85%, which indicated that the proposed method was reliable.

The feature indicators that affected the forest type classifications differed with geographical location. We found that when classifying each forest type, spectral features were more important in classifications involving complex compositions, with our feature importance assessment demonstrating that red-edge bands were very useful in forest type classification. Temporal features could be very important in identifying forest types with distinct evergreen and deciduous growth patterns, while spatial features produced better classification results for forest types with different spatial structures, such as needle- and broad-leaved forests. We also saw that topographic factors were indispensable indicators for classifying forest types in mountainous areas or areas with large elevation transitions.
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