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Abstract

In certain biological contexts, such as the plumage patterns of birds and stripes on certain species of fishes, pattern formation takes place behind a so-called “wave of competency”. Currently, the effects of a wave of competency on the patterning outcome is not well-understood. In this study, we use Turing’s diffusion-driven instability model to study pattern formation behind a wave of competency, under a range of wave speeds. Numerical simulations show that in one spatial dimension a slower wave speed drives a sequence of peak splittings in the pattern, whereas a higher wave speed leads to peak insertions. In two spatial dimensions, we observe stripes that are either perpendicular or parallel to the moving boundary under slow or fast wave speeds, respectively. We argue that there is a correspondence between the one- and two-dimensional phenomena, and hypothesize that (as others have) pattern formation behind a wave of competency can account for the pattern organization observed in many biological systems.
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1. Introduction

The diffusion-driven instability (DDI) mechanism proposed by Turing [1] has been used as a canonical model for pattern formation in mathematical biology [2]. Originally, the model was proposed as a mechanism for cell fate specification, but it has since been adopted to describe a wide range of biological phenomena [3, 4, 5]. In this framework, cell fate is hypothesised to be determined by underlying spatially pre-patterned chemical cues. Turing termed these chemicals morphogens, and proposed that different rates of diffusion of the morphogens in the system destabilize a spatially homogeneous steady state, leading to spatially inhomogeneous chemical profiles (patterns). The basic applications of DDI models are on fixed domains, with kinetic parameters constant throughout the entire domain (see e.g. [2, Ch. 2.1]).

There have been many extensions to the basic DDI model proposed in order to obtain a richer, and more robust range of patterning behaviours, reflecting those observed in biology [6]. One such extension is domain growth. The most basic form of growth, where the underlying tissue grows uniformly, results in dilution effects on the morphogens, which can lead to interesting behaviours not found on a fixed domain, as reported by [7, 8, 9, 10, 11], among others. However, in many cases, tissue growth happens on a much slower timescale compared to pattern formation, therefore the effects of domain growth are ignored as they are not biologically relevant.

In contrast, it has been hypothesized that, in certain cases, a related mechanism called a “wave of competency” may serve as a more biologically relevant way to generate interesting patterning behaviours. In this setting, the overall domain size is fixed, but it is divided
into two subdomains by a propagating front representing the so-called wave of competency. Patterning can take place only in the subdomain that lies behind the propagating wave of competency, and this subdomain expands as the wave advances. In the context of patterning via a DDI, we assume that the model parameters are such that the sub-system behind the wave of competency is capable of displaying a DDI, while that ahead of the wave is not. The goal of this paper is to understand the behaviour of the patterning sub-system under different speeds of propagation of the wave of competency.

One possible biological interpretation for the wave of competency is as follows. The overall fixed domain represents the entirety of the underlying tissue. The subdomain in front of the wave represents immature tissue that cannot support patterning until it matures further, i.e. becomes “competent”; and the subdomain behind the wave represents mature tissue, forming the effective domain of patterning. Experimental support for the existence of a wave of competency comes from the plumage patterning of birds, for example Bailleul et al. [12] argued that early mesodermal development leads to the formation of feather fields (the patterning subdomains), which expand on a similar time scale to that of pattern formation.

In an earlier study, Jung et al. [13] identified possible molecular candidates encoding the wave of competency for feather formation, and Jiang et al. [14] provided further experimental evidence. Mou et al. [15] examined a similar mechanism that restricts feather formation to one side of a front. The study [12] found that while a DDI model on a fixed domain could reproduce the final pattern of follicles in birds, it was not able to reproduce the correct sequence of emergence of the feather follicles, nor the consistent orientation of the stripe-shaped transient structures known as feather tracts, which exist prior to the formation of follicles. This is because with a biologically realistic initial condition, which is usually taken
to be a homogeneous steady state plus a noisy perturbation, patterns emerge simultaneously throughout the domain. Hence, they proposed a model which combined chemotaxis and DDI mechanisms by coupling the dynamics of two morphogens with the evolution of cell density. In their model, the cell population undergoes logistic growth and diffusion, in addition to responding chemotactically to one of the morphogens. The morphogen concentrations are governed by a DDI model, which is coupled to the cell density model via the reaction terms. If the cell density is assumed to be a constant parameter, then the DDI system possesses a stable spatially uniform steady state, which becomes unstable when the cell density becomes sufficiently high. This means that the region of high cell density forms the patterning subdomain, which is initially small, but expands outwards under the effects of chemotaxis and diffusion. This model exhibits sequential pattern formation behaviour, in agreement with observations of feather formation.

Here, we seek to better understand this type of patterning scenario by isolating the effect of increases in the size of the patterning subdomain on the dynamics of a model capable of exhibiting a DDI. The resulting model can be viewed as a classical DDI model with a minimal modification that represents a wave of competency, which is analogous to cell density in the feather model developed by [12]. In essence, the wave of competency takes the form of a moving boundary which divides the domain into two subdomains. Within each subdomain, the system behaves as a classical reaction-diffusion system, but the dynamics differ between the subdomains, with a DDI only possible for the subdomain that lies behind the moving boundary. We are interested to understand whether such a modification could enable the model to reproduce sequential pattern formation.

In the classical fixed domain setting, typical patterns arising from DDI in two spatial
dimensions take the form of spots, stripes, or labyrinths. We will focus on understanding the
effect of a wave of competency on stripe or labyrinthine patterns, since stripe patterns can
exhibit greater variation through their directionality and alignment than typically observed in
spot patterns. Further, in the natural world, some stripe patterns exhibit certain preferential
directions, and stripes may or may not be aligned throughout the domain. To illustrate stripe
directionality and alignment, we use pigmentation patterns on fishes as an example. As
shown in Fig. 1, the stripes on a zebrafish are always aligned head-to-tail, along the antero-
posterior axis, whereas some other fish species, such as the banded trevally and certain
types of angelfish, have their stripes aligned vertically instead, along the dorso-ventral axis.
However, certain catfish species can develop stripe patterns that are not strictly aligned,
but nonetheless display a preference for directionality. It is still an open question as to the
precise mechanisms driving the alignment of these patterns. For zebrafish, Kondo and Asai
[16] suggest that the stripes are the result of a Turing mechanism, however [17, 18, 19] suggest
an alternative mechanism based upon cell-cell interactions. Here, we will use Turing’s DDI
model to explore stripe directionality and alignment in general.

In contrast to the aligned stripes and consistent directionality seen in nature, the typical
patterns produced by a DDI model under spatial perturbations to a homogeneous steady
state, however, tend to be disordered labyrinthine patterns without clear alignment or di-
rectionality (examples can be seen in Fig. 7, last column). This raises the question of how,
and whether, aligned stripes and consistent directionality might be achieved. In this pa-
per, we suggest that expansion of the patterning subdomain behind a wave of competency,
where different wave speeds select different preferred directions, can effectively control pattern
alignment and directionality.
Figure 1: Example of fishes with different pigmentation stripe orientations. The Zebrafish has horizontal stripes [20], whereas the Golden Trevally has vertical stripes ([21], image under CC-BY license), and a certain species of catfish has a more complex pattern where the stripes are not strictly aligned (figure reprinted with permission from [22]).

There have been several other proposed mechanisms for pattern alignment. Shoji et al. [23] showed that anisotropic diffusion can account for directionality, while Hiscock and Megason [24] showed that a gradient in the reaction parameters, or anisotropic growth, can do the same, and Nakamasu et al. [25] were able to produce aligned stripes with a specific initial condition. Page et al. [26] considered parameters that vary across space in more complicated ways, and showed that the DDI model, is, in this case, able to produce a larger variety of patterns. Finally, Frohnhöfer et al. [19] suggested prepatterning as another mechanism. We will compare the patterns arising from implementations of these different mechanisms with the one we are proposing in the discussion.

Although the main motivation behind the study of DDI models comes from biology, it is very challenging to experiment directly with proposed DDI systems in this context due to the complexity of living tissues. Therefore, chemical systems have been used to experimentally validate DDI models, since their dynamics are better understood, and more amenable to manipulation. In Konow et al. [27], the authors experimentally observed and simulated the
CDIMA (chlorine dioxide-iodine-malonic acid) reaction, which is capable of displaying DDI, on a patterning subdomain bounded by a circular boundary. This boundary is then made to expand radially outward, serving as an analogue of a wave of competency. In both the chemical experiment and numerical simulations of the corresponding mathematical model, Konow et al found that the stripes produced behind such a wave of competency tend to be concentric circles aligned parallel to the moving boundary if the expansion speed is fast, and radial stripes aligned perpendicular to the boundary if the expansion speed is slow.

In this paper, we seek to determine whether this effect is specific to the setting in [27], or if it is generalizable to a wider range of scenarios. We will mainly consider Schnakenberg kinetics [28], a simple model that allows insight into the observed dynamics, as well as the CDIMA kinetics. We will show that for the CDIMA model, we can replicate the behaviours observed in [27]. Considering both models allows us to draw conclusions on whether the observed phenomena are particular to the CDIMA model, or may be observed more generally in models that can exhibit a DDI. By comparing the behaviours of these models in one dimension versus two dimensions, we are also able to provide insight into why variations in the wave speed affect stripe directionality and alignment. We also define a speed for the natural propagation of patterns, and illustrate its significance in determining patterning outcome. This has, to our knowledge, not been considered in previous studies.

In Section 2, we describe the models to be used, and provide details of how the wave of competency and the expanding subdomain are implemented. In Section 3, we use a series of numerical simulations to explore the behaviour of the model, and to identify and distinguish the cases where different wave speeds lead to qualitatively distinct patterns. Finally, we summarize our findings in Section 4.
2. Models and methods

The basic two-morphogen DDI model in two spatial dimensions, with an imposed wave of competency, can be written as the following system of partial differential equations (PDEs),

\[
\begin{align*}
\frac{\partial u}{\partial t} &= D_u \nabla^2 u + f(u, v, W), \quad (x, y) \in \Omega, \ t > 0, \\
\frac{\partial v}{\partial t} &= D_v \nabla^2 v + g(u, v, W), \quad (x, y) \in \Omega, \ t > 0, \\
W &= W(x, y, t), \quad (x, y) \in \Omega, \\
\frac{\partial u}{\partial n} &= \frac{\partial v}{\partial n} = 0, \quad (x, y) \in \partial \Omega, \\
u(x, y, 0) &= u_0(x, y), \quad v(x, y, 0) = v_0(x, y),
\end{align*}
\]  

(1a) (1b) (1c)

where \(u(x, y, t)\) and \(v(x, y, t)\) are the concentrations of the morphogens U and V, respectively, \(D_u\) and \(D_v\) are their respective diffusion coefficients, and \(f\) and \(g\) the reaction functions, which differ for the two models we consider. We use the function \(W(x, y, t)\) to encode the effects of a wave of competency. We impose zero-flux boundary conditions, since in most applications the morphogen cannot cross the boundary of the domain. The model is said to display a DDI (also known as a Turing instability) if it possesses a spatially homogeneous steady state that is stable in the absence of diffusion, but can be destabilized in the presence of diffusion by a spatially non-homogeneous perturbation [1]. A necessary condition for a DDI is that the diffusion coefficients must be different, and, without loss of generality, we take \(D_u \ll D_v\).

We model the wave of competency as a piecewise constant function \(W\), such that \(W = 0\) on the patterning-competent subdomain \(\Omega'(t)\), and \(W = W_{\text{max}}\) on the patterning-incompetent subdomain \(\Omega \setminus \Omega'(t)\). The wavefront represents the boundary separating the two subdomains. The values for \(W_{\text{max}}\) and the other model parameters are chosen to ensure that the system
is capable of undergoing a DDI in $\Omega'(t)$, but not in $\Omega \setminus \Omega'(t)$. The domain and subdomains are illustrated in Fig. 2.

Figure 2: Illustration of the effective patterning domain, $\Omega'$, which is bounded by the wave of competency at $x = \rho(t)$ that propagates towards the right with constant speed $\alpha$. (PF – pattern forming)

In [27], $\Omega'$ was chosen to be a circular region with the radius increasing linearly with time, at constant speed $\alpha$. Naturally, we expect the system to be attracted to its homogeneous steady state in $\Omega \setminus \Omega'$ and Turing patterns to form inside $\Omega'$, with the patterns expanding outwards in synchrony with the expansion of the region $\Omega'$. Both chemical experiments and numerical simulations carried out by [27] observed this expected behaviour. The interesting observation is that the type of pattern that forms depends on the wave speed, $\alpha$, which determines the rate of expansion of $\Omega'$. For the CDIMA chemical reaction system (see later in this section) on a circular expanding subdomain, the authors mainly observed the formation of concentric ring patterns at higher wave speeds, and stripes perpendicular to the circular front at slower wave speeds, with a mixture of the two behaviours for intermediate
values of $\alpha$. The same behaviours are observed in numerical simulations of a DDI model for this reaction. A reproduction of the numerical simulation results can be found in Fig. C.12.

The impact of the wave speed, $\alpha$, upon the pattern structure is the motivation of our study. We hypothesize that the relation between the rate of domain expansion and the rate of pattern formation is the key to distinguishing between the different behaviours.

It is known that a curved domain boundary can impact pattern formation [29, 30, 31]. Intuitively, zero-flux boundary conditions force any stripes near the boundary to be either perpendicular or parallel to it, therefore a curved boundary is likely to result in curved stripes, which will impact pattern formation in the interior. Thus, in order to remove any potential boundary curvature effects, in this work we will simulate the DDI model described in Eq. (1) on a rectangular domain. We take

$$\Omega = [-L_x, L_x] \times [-L_y, L_y], \quad \Omega'(t) = [-L_x, \rho(t)] \times [-L_y, L_y], \quad \rho(t) = \min(-L_x + \alpha t, L_x), \quad (2)$$

and recall that

$$W(x, y, t) = \begin{cases} 0 & \text{if } (x, y) \in \Omega'(t), \\ W_{\text{max}} & \text{otherwise.} \end{cases}$$

This choice of domain is illustrated in Fig. 2. Mathematically, the function $W$, together with Eq. (1), forms a non-autonomous reaction-diffusion system on a fixed domain.

In this paper we consider two specific sets of reaction kinetics: those for the Schnakenberg model, and those that describe the CDIMA reaction, in order to explore whether the effect of the wave of competency depends on the form of the reaction kinetics, or the phase of the patterns. For the Schnakenberg model, the profiles for $u$ and $v$ are out-of-phase, whereas for the CDIMA model they are in-phase.
**Schnakenberg model.** The model we will primarily focus on is the Schnakenberg model, which was proposed by Schnakenberg [28] for a hypothetical reaction system, as a special case of the Gierer–Meinhardt model [32]. It consists of very simple kinetics, and it is one of the most well-studied DDI models [33]. The non-dimensional reaction terms can be written as

\[ f(u, v) = a - u + u^2v + W, \]
\[ g(u, v) = b - u^2v. \]

Using linear stability analysis (see Appendix B) and simulations on two-dimensional fixed domains as a guide, we take as default parameters:

\[ D_u = 1, \quad D_v = 20, \quad a = 0.05, \quad b \in \{1.4, 1.6\}, \quad L = 100, \quad W_{\text{max}} = 1. \]

In this model, \( u \) and \( v \) represent the concentrations of some abstract morphogens, and we take \( W \) to represent an increase in the production rate of \( u \). The system possesses the following unique homogeneous steady state when \( W \) is treated as a constant,

\[ u_* = a + b + W, \quad v_* = b/(a + b + W)^2, \]

which cannot exhibit a DDI when \( W = W_{\text{max}} = 1 \), but can display a DDI when \( W = 0 \).

We consider two values for \( b \), while all other parameters are kept fixed. On a fixed domain without a wave of competency, with all other parameters taking the values in Eq. (4), selecting \( b = 1.4 \) tends to give rise to patterns that consist of a mixture of spots and stripes on a fixed square two-dimensional domain, while selecting \( b = 1.6 \) mostly gives rise to patterns that consist of stripes (see Fig. 7, right-most column). The conditions which favour spots over stripes or vice versa have been investigated on a fixed two-dimensional domain in [34, 35].
Here we are interested to see if imposing a wave of competency can change this behaviour, and whether the wave of competency interacts differently with spots and stripes.

**CDIMA model.** We also consider the kinetics derived for a model of the CDIMA (chlorine dioxide–iodine–malonic acid) chemical reaction taken from Konow et al. [27], which is a modified version of the model by Lengyel and Epstein [36]. The non-dimensional form of the model is

\[
\begin{align*}
    f(u, v) &= a - u - \frac{4uv}{1 + u^2} - W, \\
    g(u, v) &= \sigma b \left( u - \frac{uv}{1 + u^2} + W \right),
\end{align*}
\]

with default parameter values taken from [27]:

\[
D_u = 1, \quad D_v = \sigma, \quad a = 12, \quad b = 0.31, \quad d = 1, \quad \sigma = 50, \quad L_x = L_y = 100, \quad W_{\text{max}} = 1.5.
\]

Physically, \(u\) and \(v\) represent the concentrations of two of the chemical species in the CDIMA reaction, and \(W\) represents the amount of illumination applied onto the reactor. This model assumes that the reactant \(U\) turns into \(V\) at a constant rate, and \(U\) and \(V\) are consumed together in a reaction that is inhibited by an abundance of \(U\). When \(W < a/5\) is treated as a constant, this system possesses a unique positive homogeneous steady state at

\[
\begin{align*}
    u_* &= \frac{a - 5W}{5}, \quad v_* = \frac{(u_* + W)(1 + u_*^2)}{u_*},
\end{align*}
\]

which cannot exhibit a DDI when \(W = 0\), but can undergo DDI when \(W = W_{\text{max}} = 1.5\).

This model is able to capture the patterning behaviours of the CDIMA chemical system, qualitatively matching the orientation and alignment of the stripes [27]. Since the illumina-
tion can be readily controlled, as opposed to the physical size of the reactor, manipulating the illumination provides an easy way of observing DDI behind a wave of competency.

*Artificial noise.* Throughout this work, we will add noise to the models throughout their simulation, at each time step. The reasons for this are as follows.

Firstly, there is intrinsic noise present in almost all biological systems, therefore adding noise enables us to better reflect reality. Secondly, there have long been criticisms that in many situations, the DDI model is very sensitive to noise and changes in the initial conditions, and so the patterns it produces are unreliable [37]. By adding noise to model simulations, we can ensure that our observations and conclusions are robust to noise, and applicable to biologically-realistic situations.

Finally, it is known that for the type of models we are analysing, the numerical scheme chosen for their simulation can have an impact on both the transient behaviour and the final pattern [8], with lower-order methods prone to produce aliasing artifacts [38]. In fact, as we will see in Section 3.2, the choice of mesh can also have an impact on the qualitative behaviour. However, with the addition of sufficient noise, the effects of numerical noise can be subsumed as part of the overall noise.

In the next section, we will present and compare results first from simulations without, then with, on-going noise. For noisy simulations, we add noise to $u$ at each grid point and each time step, independently and identically distributed as $N(0, \mu)$, with $\mu = 0.01$. These are generated with Matlab’s `normrnd` function. All solutions presented are produced with the Mersenne Twister algorithm with seed set to 0, which is the default setting. We found that this magnitude of noise is sufficiently strong to break symmetries and provide
new behaviours compared to the noiseless case, and sufficiently weak so that it does not overwhelm the system, i.e. solutions known to be stable on a fixed domain persist in the presence of this noise. See Appendix D for details.

3. Numerical simulations

In this section, we carry out numerical simulations of the models outlined in Section 2. We use a standard finite difference scheme for the spatial discretization, where we put equally spaced mesh points at $x_n = -L_x + n\Delta x$, with $\Delta x = 0.5$, and similarly for the $y$ direction in two dimensions. For the time stepping, we use an implicit-explicit scheme (IMEX) [38, 39, 40], where we implement the diffusion term using the implicit Crank–Nicolson method, and use the explicit Euler method for the nonlinear reaction term, with $\Delta t = 0.01$. The Crank–Nicolson scheme has been shown to be stable even in the presence of noise [41, 42]. We have verified that all described behaviour still occurs for a much finer time-stepping with $\Delta t = 0.00125$ or a finer grid size with $\Delta x = 0.25$, and that the numerical scheme indeed converges as $\Delta t$ is decreased. Model simulations are implemented in Matlab, with the code, as well as the animations corresponding to the solutions, provided in the supplementary materials and on Github at github.com/liuyue002/turing_expanding_domain.

In Section 3.1, we begin with simulating the models on a one-dimensional domain to identify and understand the basic behaviours of the model and guide our choice for the range of wave speeds, and then in Section 3.2 we move to two-dimensional domains in order to explore the full range of possibilities for pattern behaviours. Finally, in Section 3.3 we use a very narrow two-dimensional domain to closely examine the structure of the stripes in the patterns observed in the earlier simulations. The dynamics on this narrow two-dimensional
domain are effectively one-dimensional, which allows us to explain the differences between the distinct patterns observed under varying speeds of propagation of the wave of competency in two dimensions, by relating them to behaviours in one dimension.

### 3.1. Simulations in one spatial dimension

Although the focus of this study is on two-dimensional pattern structures, we begin in one dimension, where the pattern and the transient behaviours are simpler to visualize and understand. We simulate the PDE system (1) on the one-dimensional domain $\Omega = [-L, L]$. Analogous to the two-dimensional case, the patterning subdomain is defined as $\Omega'(t) = [-L, \rho(t)]$, where $\rho(t)$ is given in Eq. (2). For comparison, we also run simulations in the classical (fixed domain) set up without an expanding patterning subdomain, so that $\Omega' = \Omega$ and $W \equiv 0$.

For the noiseless case, we initialize the system at its homogeneous steady state $u = u_*$, $v = v_*$ (Eq. (5)), with a perturbation to $u$ at the left-hand boundary, created by setting $u(-L, 0) = 2u_*$. For simulations with an expanding subdomain, we found that for the range of $\alpha$ we tested, this initial condition produces the same behaviour as for the simulations when a noisy perturbation is added to the initial condition across the whole domain $\Omega$. This is because at the beginning of the simulation, most of the domain is not capable of supporting a pattern, so the noise far from the left-hand boundary simply decays away and has no further impact. The simulation is run up to 100 time units after the patterning subdomain, $\Omega'$, has expanded to cover the entire domain, $\Omega$, which we found, by visual inspection, is sufficient time for the pattern to evolve to its steady state in both models.

In one spatial dimension, in the regime where $D_u/D_v \ll 1$, the only possible patterns in
both the Schnakenberg and CDIMA models are multi-spike solutions which consist of a series of \( N \) equally-spaced, tall, localized peaks, known as spikes (Fig. 3). The stability properties of multi-spike solutions for the Schnakenberg model have been well-studied with asymptotic analysis \([33]\). Notably, for a given domain length, there is a range of integers \( N \) for which the \( N \)-spike solutions are stable.

![Figure 3: A typical multi-spike steady state solution of the Schnakenberg model (Eq. (3)) in one dimension. Notice that \( u \) and \( v \) are exactly out-of-phase, so we will only consider the profile of \( u \) henceforth. This simulation is produced with parameters from Eq. (4) with \( b = 1.4 \) on a fixed domain (i.e. \( \Omega' = \Omega, W = 0 \)) without on-going noise. The development of the system over time leading up to this pattern is illustrated in Fig. 4(d).](image)

This means that the final pattern, regardless of the wave speed, \( \alpha \), will be a multi-spike solution. Indeed, we found that in one dimension, with expanding patterning subdomains, the final patterns for different wave speeds \( \alpha \) are all multi-spike patterns, which are qualitatively similar to the pattern shown in Fig. 3, except with possibly different numbers of spikes. Despite the fact that the form of pattern does not depend on \( \alpha \), we will show that the transient behaviour changes as \( \alpha \) varies. This transient behaviour will be relevant when we relate the one-dimensional behaviours to two-dimensional behaviours in Section 3.3, and it is also interesting from a biological perspective since the transient distribution of the morphogens
may have consequences on developmental processes. We will first discuss the transient behaviours for the Schnakenberg model, shown in Fig. 4, and then note the differences between these and those exhibited by the CDIMA model. In one dimension, the behaviour of the Schnakenberg model is qualitatively very similar when $b = 1.4$ and $b = 1.6$, therefore for brevity we only present the results for $b = 1.4$. 
Figure 4: Kymograph representation of $u$ in the solution of the Schnakenberg model (Eq. (3)) and the CDIMA model (Eq. (6)) in one spatial dimension, with parameters from Eq. (4) and $b = 1.4$, in the absence of on-going noise. Each yellow horizontal stripe corresponds to a spike, the red stripes correspond to the valleys between them, and regions of solid colours represent places where the system is locally spatially homogeneous. The system is initialized at the homogeneous steady state with a fixed perturbation at the left-hand boundary, as detailed in the text. Notice that there is a clear divide between the patterning subdomain $\Omega'(t)$ on the lower right (orange with yellow/red stripes), and the non-patterning part of the domain $\Omega \setminus \Omega'(t)$ on the upper left (solid yellow for Schnakenberg, dark red for CDIMA), with the dark blue dashed line representing the wave of competency at $x = \rho(t) = -L + \alpha t$ separating them. The green dashed line in (A,D) is $x = -L + \nu t$, where the natural speed of pattern propagation is $\nu \approx 1.2428$ for the Schnakenberg model, and $\nu \approx 1.5564$ for the CDIMA model, see text for details. In all four cases, the final pattern is a multi-spike pattern similar to that in Fig. 3.

First, let us consider the behaviour of the system on a fixed domain without a wave of competency, that is, with $\Omega' = \Omega$ (Fig. 4(D)), to provide a comparison to later simulations. This is simply a standard, classical reaction-diffusion model exhibiting a DDI. Here the spikes naturally form in sequence, one after another, at a steady rate, hence the pattern propagates
away from the initial perturbation at a finite speed. We thus refer to this speed, \( \nu \), as the speed of natural pattern propagation as it measures the speed at which an initial perturbation to a homogeneous steady state spreads. This is an intrinsic property of the PDE system and its parameter values, independent of the wave of competency which will be imposed later. We estimate \( \nu \) from the fixed domain simulation as follows. We use \( \tau \), the first time at which \( |u(L, \tau) - u_*| > 0.5 \), as a measure of the amount of time it takes for the pattern to cover the entire domain. We find \( \tau = 160.93 \), and with a domain length of \( 2L = 200 \), we thus estimate \( \nu = 2L/\tau \approx 1.2428 \). This steady speed of spike propagation is visualized by the green dashed line in Fig. 4(D).

Next, we implement a wave of competency advancing at a constant speed \( \alpha \), located at \( \rho(t) = -L + \alpha t \). We will consider a range of values of \( \alpha \) relative to the natural pattern propagation speed, \( \nu \). First we consider the case where the wave of competency moves more quickly than the natural speed of propagation, \( \alpha > \nu \), as in Fig. 4(A). In this case, the subdomain \( \Omega' \) expands so rapidly that spike formation, which propagates at speed \( \nu \), lags behind the wave of competency, leaving a part of \( \Omega' \) (which has width \( (\alpha - \nu)t \)) just behind the moving boundary momentarily devoid of pattern. This region corresponds to the small region of solid orange in the plot that sits in between the green and blue dashed lines. In this case, we see that the moving boundary has no meaningful impact upon the formation of the pattern. Consequently, we observe that the rate and manner of spike formation, represented by the time of emergence and the shape of the stripes in Fig. 4(A), is nearly identical to what we observe in Fig. 4(D), except near the right-hand boundary \( (x = 100) \). Here we see that when the front reaches the boundary at \( t = 100 \), the higher level of \( u \) in the vanishing region \( \Omega \setminus \Omega' \) acts as a perturbation to the homogeneous steady state, triggering the formation of a
sequence of spikes from right to left.

Next, we consider a moderately high wave speed, $0 < \alpha \lesssim \nu$ (denoting a value of $\alpha$ that is below, but close to, $\nu$), as in Fig. 4(B). In this case, the pattern propagates at the same speed as the wave speed $\alpha$, since pattern formation is restricted to behind the moving front. Here new spikes form via insertion between the moving front and the previous leading spike, and remain mostly static after their formation. In contrast, with an even slower wave speed, $\alpha \ll \nu$, as in Fig. 4(C), there is a leading spike that travels at the same speed, $\alpha$, as the moving front, and new spikes form behind it by splitting off the leading spike. After the split, the leading spike continues to move in tandem with the moving boundary. For an intermediate range of wave speeds $0.2 < \alpha < 0.3$, we observe a mixture of behaviours, where both peak insertion and splitting occurs. We therefore define $\alpha_c \approx 0.25$ to be a threshold that approximately separates the two cases.

We denote these observed behaviours cases A, B, and C, and summarize them in Table 1, including the fixed domain case (case D) for comparison. In all of these cases, the final pattern is the same, and we observe sequential formation of spikes from left to right (except near the right-hand boundary, where potential boundary effects may disturb the pattern), either at speed $\nu$ or $\alpha$, whichever is slower. However, there are important differences in the transient behaviours. In Fig. 4(A), we have a part of the domain that momentarily remains at the homogeneous steady state after it has become capable of supporting a pattern, whereas in Fig. 4(B,C) the pattern always fills the entirety of $\Omega'$.

The results for the CDIMA model are largely similar to the observations described above for the Schnakenberg model. We were able to estimate $\nu \approx 1.5564$ for the CDIMA model for the parameter values in Eq. (7), which separates case A from cases B and C in a similar way.
One key difference is that in both cases B and C, the CDIMA model exhibits peak splitting behaviour similar to case C of the Schnakenberg model. It does not appear to exhibit peak insertion behaviours for any of the tested value of $\alpha$ within the relevant range. This means that we can only observe one, instead of two, distinct behaviours for the range $0 < \alpha < \nu$, in the CDIMA model.
Table 1: Summary of the four cases identified for the Schnakenberg model in Section 3.1, and their behaviours observed in simulations on one-dimensional domains (without on-going noise (Fig. 4), and with on-going noise (Fig. 5)), and two-dimensional domains, with on-going noise (Fig. 7, 8). Two critical thresholds separate the cases: $\nu$, the natural speed of pattern propagation defined in Section 3.1, and $\alpha_c$, which was estimated using a parameter sweep.

Next, we consider the impact of on-going noise, as discussed in Section 2. In case A, as well as the fixed domain case D, we would expect this noise to trigger the formation of new spikes in the region of $\Omega'$ where the system would remain close to the homogeneous steady state in the absence of noise, disrupting the orderly sequential formation of spikes. On the
other hand, in cases B and C, we do not expect this additional noise to have a major effect. This is because the pattern always fills the entirety of $\Omega'$, so the noise decays in $\Omega'$ because the multi-spike solution is stable, and it also decays in $\Omega \setminus \Omega'$ due to the spatially uniform steady state being stable in that subdomain.

The numerical results from our simulations confirm our expectations. In Fig. 5, we observe that, indeed, the sequence of spike formation is disrupted in case A. Once again, the behaviour in this case closely resembles the behaviour on a fixed domain (D), where the pattern fills the patterning subdomain $\Omega'$, which coincides with entire domain $\Omega$ in the latter case. In contrast, the behaviours in cases B and C remain virtually unchanged compared to the noiseless case in Fig. 4, as predicted. In the presence of on-going noise, spike formation is initiated everywhere in the patterning-competent subdomain $\Omega'$ simultaneously, instead of spreading outward from a single point at speed $\nu$. Nonetheless, $\nu$ remains the separator of the distinct behaviours in cases A and B, since the size of $\alpha$ relative to $\nu$ determines whether the pattern always fills $\Omega'$. 
Figure 5: Solution of the Schnakenberg and CDIMA models, with the same parameters, wave speeds and initial conditions as in Fig. 4, except with on-going noise. The blue dashed lines indicate the boundary of $\Omega'(t)$. Observe that in (A) and (D), the spikes no longer form in an orderly sequence, whereas (B,C) are virtually identical to the corresponding cases in Fig. 4.

The same behaviours are observed for the CDIMA model in the noisy case, except for the difference noted before, where peak splitting is observed instead of peak insertion in case B.

From the numerical simulations in one dimension, we are able to draw the following conclusions for the Schnakenberg model. First, if the wave speed, $\alpha$, which determines the rate of expansion of the patterning subdomain, is faster than the natural speed of pattern propagation, $\nu$ (case A), then there will be little interaction between the moving front and the pattern forming mechanism, in which case we expect similar behaviour to the case where the whole domain can undergo DDI. However, for $\alpha < \nu$ we can have very different behaviours. A high wave speed, $\alpha$, leads to the formation of new spikes via the insertion of peaks behind the moving front (case B), whereas for a sufficiently low wave speed, $\alpha$, the spikes form via
the splitting of a leading, moving spike (case C). Moving forward into two dimensions, these observations suggest that in the presence of on-going noise, case A will lead to disorganized patterns, matching the behaviour on a fixed domain, whereas cases B and C may lead to the formation of more organized, but possibly distinct, patterns, following the wave of competency. These predictions apply to the CDIMA model as well, except we might expect fewer differences in behaviour between cases B and C.

3.2. Simulations in two spatial dimensions

With the knowledge gained from the four cases observed in one dimension, we now investigate whether we observe the same distinct behaviours in two dimensions, and if the cases in one and two dimensions have any correspondence between them. We run all simulations long enough for $\Omega'$ to expand to cover the entire domain $\Omega$, plus a further 200 time units. By numerical experimentation, we found that this is sufficient time for the system to reach a steady state. For comparison, we also run simulations where we set $\Omega' = \Omega$ (that is, the whole domain is capable of undergoing DDI immediately), in which case we run the simulations until $t = 200$. We present only the final profile for $u$ in the two-dimensional simulations, since the profile for $v$ is either in- or out-of-phase with respect to $u$, depending on the kinetic terms, so the alignment and orientation of the stripes will be the same for both morphogens. We will first briefly mention the observations in the noiseless case, then investigate how the results change with the addition of on-going noise.

For both the Schnakenberg and CDIMA models, we use the domain described in Section 2, with the parameters from Eqs. (4) and (7), and we initialize the system by perturbing $u$ on the left-hand boundary by setting $u(x = -L, y) = 2u_*$. This choice is consistent with the
initial condition used in the one-dimensional simulations, which can be recovered by taking any horizontal cross-section with $y$ constant. By observing the simulation on a fixed domain (Fig. 6, see supplementary materials for the corresponding animation), we found the same value of $\nu$ as we did in one dimension. Without on-going noise, we found that for the range of wave speeds $0.1 \leq \alpha \leq 2$, the system always displays vertical stripes parallel to the moving boundary for both models (Fig. 6). Even if we consider a larger perturbation to the initial condition, e.g. adding uniformly distributed noise in $(-0.3, 0.3)$ to each point in the domain, the behaviour remains the same. The reason for this result is that since initially $\Omega'$, the subdomain capable of supporting Turing patterns, is very small, the noise in the initial condition decays, similar to what we have found in Section 3.1, leaving the system essentially at its homogeneous steady state in $\Omega \setminus \Omega'$. This, combined with the regular square mesh employed in the numerical simulations, means that there is no symmetry breaking mechanism in the $y$–direction. Consequently, the patterns we obtain are simply the multi-spike pattern in the $x$–direction, but constant in the $y$–direction. This reduces the system back to the one-dimensional case. While we do observe differences in the transient behaviour as $\alpha$ changes, analogous to the observations in Section 3.1, the final pattern is always the same.
Figure 6: The final pattern produced with the Schnakenberg model on a two-dimensional domain with parameters from Eq. (4) and $b = 1.4$, $\alpha = 0.75$, initialized by perturbing the homogeneous steady state at each mesh point, without any on-going noise. The resulting pattern is a series of perfectly vertical stripes. Similar results were obtained for other values of $\alpha$ in the range $[0.1, 2]$, as well as on a fixed domain, and for the CDIMA model.

We also attempted to recover the results of [27] for the CDIMA model, which uses a circular domain that grows radially. The simulations without on-going noise were only able to produce circular rings parallel to the growing boundary, and not the other patterns observed in [27]. Once again, this is an artifact of the regularity of the mesh used; [27] used a finite element method with an irregular mesh, which naturally acts as a symmetry-breaking mechanism. However, simulating the model with on-going noise, we can reproduce all patterns from [27] (see Appendix C).

For the simulations with on-going noise, we first simulate the system of PDEs (1) with both sets of kinetics, initialized at the homogeneous steady state. We add the same perturbation on the left-hand boundary to the initial condition as before for consistency, however we note that the specific form of perturbation makes little difference in this case, and we recover
the same final patterns if the initial condition is perturbed in a different way, e.g. by adding a uniformly distributed noise at each mesh point in the domain. As explained before, we expect the initial condition to have little influence on the final pattern since it almost entirely decays away before the onset of pattern formation. The results are shown in Fig. 7, where the rows correspond to the different kinetics, and the columns are arranged in the order of decreasing wave speed, $\alpha$. In the first column, which is the case $\alpha > \nu$, corresponding to case A in Table 1, we can observe that the pattern initially takes the form of vertical stripes, but quickly transitions to become disordered and labyrinthine, matching the behaviour on a fixed domain (case D), as shown in the fifth column. This is reminiscent of the one-dimensional behaviour for the same case in Fig. 5(A), where the sequential formation of spikes is disrupted and the pattern becomes disordered, matching the behaviour in Fig. 5(D).

In the second column of Fig. 7, we have $0 < \alpha \lesssim \nu$, corresponding to case B in Table 1. With a moderately high $\alpha$, for both the CDIMA and Schnakenberg models, multiple repeated simulations with different random seeds produced only stripes aligned vertically, parallel to the moving boundary of the patterning subdomain representing the wave of competency. This strongly suggests that vertical stripes are the only pattern possible in this case.

For sufficiently small values of $\alpha$, as in the fourth column, corresponding to case C in Table 1, the stripes may be aligned horizontally, or at a slanted angle (most clearly visible in the Schnakenberg $b = 1.4$ pattern). The CDIMA model tends to form a few, large regions where the stripes are in alignment, where there are two main regions, one with vertical stripes, and the other horizontal stripes. In comparison, the Schnakenberg model tends to exhibit a greater number of such regions. For both models, the final pattern is highly dependent on the noise. The number and location of these regions containing aligned stripes, as well as the
direction of stripes within them, can be completely different when a different random seed is used. The third column appears to exhibit a mixture of its two neighbouring columns. The Schnakenberg model produced some slanted stripes, but not as many as in the fourth column.

We also observe in Fig. 7 that the Schnakenberg model with $b = 1.4$ is much more prone to producing spots interspersed between stripes than the same model with $b = 1.6$, or the CDIMA model. However, with an expanding patterning subdomain, the model tends to produce more aligned stripes compared to a fixed domain.
Figure 7: Examples of the steady state patterns produced by the Schnakenberg model (3), and the CDIMA model (6), with choice of domain as given in Eq. (2), and the wave speed decreasing from left to right. The last column shows the fixed domain case. For both models, $\alpha = 3, 0.75, 0.5, 0.2$. Notice that in the first column, corresponding to case A in Table 1, the pattern begins as vertically aligned stripes on the left side, but quickly transitions to a labyrinthine pattern as pattern formation lags behind the wave of competency. The second column corresponds to case B, and the patterns mostly take the form of vertical stripes. The third column, corresponding to an intermediate regime between cases B and C, exhibits a mixture of the behaviours from the second and fourth columns, while the fourth column (corresponding to case C) contains regions where the stripes are slanted or horizontal. Finally, the last column shows the labyrinthine patterns produced for the case where $\Omega' = \Omega$.

These results suggest that the vertical stripe pattern is the only stable pattern in case B (moderately high $\alpha$), while in case C (low $\alpha$), we observe multi-stability where stripes aligned at a variety of angles are possible, including horizontal stripes. This leads us to ask
whether the horizontal stripes are stable at low $\alpha$, and if so, how high does $\alpha$ need to be for the horizontal stripes to become unstable?

To answer this question, we simulate the same models, but using initial conditions chosen as horizontal stripes in the form of cosines, with the amplitude and period set to the estimated values from the final steady state of the previous simulations. Specifically, we set

$$u(x, y, 0) = m_u + A_u \cos(qy), \quad v(x, y, 0) = m_v + A_v \cos(qy),$$  \hspace{1cm} (9)

where $m_u, A_u, m_v, A_v$, and $q$ are estimated to match the patterns in the second column of Fig. 7 by measuring the average wave length and amplitude of the final patterns. For the CDIMA model, we used

$$m_u = 2.41, \quad A_u = 1.16, \quad m_v = 6.67, \quad A_v = 0.71, \quad q = 0.91.$$  

For the Schnakenberg model, we used

$$m_u = 1.45, \quad A_u = 0.98, \quad m_v = 0.65, \quad A_v = -0.20, \quad q = 0.57.$$  

This set of initial conditions, unsurprisingly, leads to the same pattern as before, for the aforementioned reason that, with our choice of $\rho(t)$, the initial condition decays to the homogeneous steady state before pattern formation can take place. Therefore, instead of the form of $\rho(t)$ as defined in Eq. (2), we take

$$\rho(t) = \min(-L_x + L_0 + \alpha \max(t - t_0, 0), L_x), \quad L_0 = 0.2L_x, \quad t_0 = 50,$$

meaning that the wave of competency remains at $L_0$ up to time $t_0$, allowing a pattern to develop inside $\Omega'$ before the wave begins to advance at constant speed $\alpha$.  
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Figure 8: Examples of the steady state patterns produced by the Schnakenberg model (3), and the CDIMA model (6), where the wave speed decreases from left to right. The parameter values and wave speeds are the same as in Fig. 7, except the initial conditions are set to horizontal stripes, as described in the text. In the first column, for high $\alpha > \nu$, we observe disordered labyrinthine patterns, as before. In the second column, at moderately high $\alpha$, the pattern abruptly switches to vertical stripes for both models, once again suggesting that this is the only stable pattern at this wave speed. In the third column, a medium value of $\alpha$ leads to a mixture of behaviours. In the CDIMA model, the stripes curve smoothly to become more vertical, while the Schnakenberg model with $b = 1.4$ forms an abundance of spots, which separates regions of aligned stripes. However, for $b = 1.6$, a similar pattern without spots is produced by the Schnakenberg model. In the fourth column, where $\alpha$ is low, we see that horizontal stripes persist for both models, although in the Schnakenberg model the stripes may bend away at a slanted angle. Finally, in the fifth column, unsurprisingly, we observe that the horizontal stripes persist in the fixed domain case.

The results are shown in Fig. 8. For $\alpha > \nu$ (first column, corresponding to case A), we observe the same disordered labyrinthine patterns as we did in Fig. 7, since the initial stripe
pattern in $\Omega \setminus \Omega'$ quickly decays to the homogeneous steady state, essentially recreating the same initial conditions as in the earlier simulations. For $0 < \alpha \lesssim \nu$ (second column, case B), both models produce vertical stripes, and the transition from horizontal stripes to vertical stripes is abrupt. Some spots appear near the transition, but in both the CDIMA model and the Schnakenberg model with $b = 1.6$, the spots are eventually absorbed into new stripes.

For $\alpha \ll \nu$ (fourth column, case C), the horizontal pattern persists for the CDIMA model and for the Schnakenberg model with $b = 1.4$. For the Schnakenberg model with $b = 1.6$, the stripes bend away in some parts of the domain and align at an angle, but nonetheless horizontal stripes dominate. Whether or not this bending occurs is noise-dependent and differs between realisations. For medium $\alpha$ (third column), in both the CDIMA model and the Schnakenberg model with $b = 1.6$, the stripes curved away smoothly from horizontal to become more vertical. For the Schnakenberg model with $b = 1.4$, the curved stripes are replaced with spots.

For the fixed domain case (fifth column, case D), the on-going noise (recall that the noise has magnitude $\mu = 0.01$) was unable to destabilize the initial stripe pattern. This is the only scenario where we obtain different outcomes in cases A and D. However, for the fixed domain case, the pattern can be destroyed if the noise strength is increased sufficiently, see Appendix D for details. Note that in both Fig. 7 and Fig. 8, some of the stripes are not perfectly straight, but rather are a little curved. This is a consequence of the noise added at each time step.

We also note that with an extremely low speed, $\alpha$, below the value used in case C, the timescale for pattern formation is much shorter than the timescale for the expansion of the competent subdomain $\Omega'$, so the dynamics inside $\Omega'$ can be seen as quasi-static. Therefore,
the effect of the wave of competency decouples from the pattern formation process. Over the long time it takes for the wave of competency to traverse the full domain, the pattern will eventually be destabilised by the on-going noise and become disordered. This effect is more easily seen for the Schnakenberg model with $b = 1.4$ since, compared to the CDIMA model or the Schnakenberg model with $b = 1.6$, it has a greater tendency to exhibit stripes that break up into spots, and therefore the stripe pattern is more easily destabilised by the on-going noise. An example is given in Fig. 9 where, for a very low value of $\alpha$, the initial horizontal stripes do not persist very far beyond the left-hand boundary, and the final pattern consists of a mixture of disordered spots and stripes, similar to the fixed domain case with uniform initial conditions (Fig. 7, final column). Since we are mostly interested in cases where the two timescales are comparable, we will not consider this case further.

These simulations show a clear correspondence with the cases in one dimension. First, for case A ($\alpha < \nu$; first column in Figs. 7,8), for both sets of initial conditions, we obtain
labyrinthine patterns similar to case D with homogeneous initial conditions (Fig. 7, final column). This is analogous to the results observed in one dimension, where similar transient behaviours were observed in cases A and D. For case B \((0 < \alpha \lesssim \nu)\), our simulations suggest that the only stable pattern is vertical stripes parallel to the moving front, whereas for case C \((\alpha \ll \nu)\), patterns that are transverse to the moving front, including horizontal and slanted stripes, appear to be stable.

Moreover, for the Schnakenberg model, we found that the switch between cases B and C happens at approximately the same critical value of \(\alpha\) in both one and two dimensions, suggesting that the distinction between peak insertion and peak splitting in one dimension may correspond to the distinction between vertical stripes and transversal stripes in two dimensions. For the CDIMA model, despite our observations that it exhibits the same qualitative behaviour in cases B and C in one dimension, we find it exhibits different outcomes in two dimensions that largely agree with the behaviour of the Schnakenberg model, where the preferred directionality of the stripes changes. While this is a surprising contrast to the one-dimensional behaviours, it is consistent with the results in [27], where distinct patterns analogous to those we have observed at different values of \(\alpha\) were also observed.

While the critical threshold between cases A and B appears to be at \(\alpha = \nu\), the threshold between cases B and C is much less clear. We will explore how these two cases can be distinguished, at least for the Schnakenberg model, in the next section.

3.3. Single stripes on a narrow two-dimensional domain

The simulations so far on one- and two-dimensional domains have allowed us to identify three distinct patterning regimes under the effect of a wave of competency, denoted by cases
Figure 10: Snapshot of the simulation corresponding to the pattern presented in Fig. 8, for the Schnakenberg model with $b = 1.4, \alpha = 0.2$, taken at $t = 550$. Here the spot structure at the head of each stripe is clearly visible.

A, B, and C. While a promising candidate for the critical value of $\alpha$ separating cases A and B has been found, we still need to delineate cases B and C.

By examining animations of the simulations in two dimensions, we observe that during the formation of stripes transversal to the moving front (including horizontal and slanted stripes), there is usually a spot-like structure trailing right behind the front, with the rest of the stripe extending behind it. This structure can be seen in the snapshot presented in Fig. 10. Since this behaviour is observed for horizontal stripes and slanted stripes, we will classify both of these orientations together as the same type of pattern henceforth. In contrast, a vertical stripe forms spontaneously when the space between existing stripes and the front becomes sufficiently large. This behaviour is common to both models. It turns out that, for the Schnakenberg model, the key to distinguishing cases B and C is to look closely at the structure of the stripe as it lengthens.

To do so, we modify the subdomain capable of undergoing a DDI to be a narrow rectangle
that elongates over time. That is, we now consider

\[ \Omega' = [-L_x, \rho(t)] \times [-0.1L_y, 0.1L_y], \]

(10)

where \( \rho(t) \) is as before. We will focus on the Schnakenberg model with \( b = 1.4 \), then describe how the behaviour of the CDIMA model differs. The narrow width of the patterning subdomain means that no more than one horizontal stripe can be supported. We also found that the stripe does not break up into a row of spots for either model, and the final pattern is a single horizontal stripe for all \( \alpha \) in the range \([0.1, 0.75]\). Typical snapshots of the pattern can be found in Fig. 11. We will focus on the transient behaviour during the process of stripe formation, just like we have done in one dimension.

In this case, on-going noise is not necessary to capture the interesting part of the behaviours. In fact, we obtain the same qualitative results regardless of the presence of the on-going noise. This is not surprising since, just as discussed for the one-dimensional case (Section 3.1), with \( \alpha < \nu \) the pattern always fills \( \Omega' \) in the noiseless simulations. Without any freedom to extend the pattern in the \( y \)-direction, the noise has little effect on the pattern. Therefore, we will only present the results from simulations without noise.

We illustrate the transient behaviour with a kymograph of \( u \) along the horizontal cross-section at \( y = 0 \), along the ridge of the single stripe. The results are presented in Fig. 11. We have also included a snapshot of the stripe during its formation for visualization.
Figure 11: Simulations of the Schnakenberg model (Eq. (3)) with $b = 1.4$ on a narrow patterning subdomain as in Eq. (10), represented with kymographs of $u$ along the cross-section $y = 0$, and a snapshot of the two-dimensional stripe during its formation. The vertical blue line indicates where the snapshot was taken. For $\alpha = 0.75$, which corresponds to case B, we can observe the formation of a series of spots via insertion between the moving boundary and the trailing stripe. They persist for only a short time before being absorbed into the stripe. In contrast, for $\alpha = 0.1$, which corresponds to case C, we observe a moving spot travelling at the same speed as the moving boundary, forming a travelling wave solution along the cross-section $y = 0$.

For sufficiently slow wave speeds, $\alpha \ll \alpha_c$, for some critical threshold $\alpha_c$, there is a single leading spot right next to the moving boundary, as in the earlier simulations in two dimensions, which moves in tandem with the front, with the rest of the stripes trailing behind it, remaining a constant distance away from the leading spot. This can be seen in Fig. 11 (right), where the two white diagonal lines, representing the location of the front and the leading spot, are parallel to each other. The solution along the horizontal cross-section at
the middle of the domain, \( y = 0 \), is effectively a travelling wave, moving at the same speed, \( \alpha \), as the moving boundary.

In contrast, for faster wave speeds, \( \alpha \gg \alpha_c \), the leading spot remains stationary, and the trailing stripe expands by engulfing the spot. New leading spots are inserted periodically between the moving boundary and the previous leading spot, as the space between them becomes sufficiently large. We can see this in Fig. 11 (left), where the locations of all local maxima stay roughly fixed. We performed a parameter sweep, simulating the system for a range of values of \( \alpha \), and found that travelling-wave-like behaviour is observed for \( \alpha < 0.31 \), while spot-insertion behaviour occurs for \( \alpha > 0.45 \). For the intermediate values of \( \alpha \) lying between these values, we observe a mixture of behaviours. Our analysis allows us to make a crude estimate of the threshold \( \alpha_c \approx 0.37 \) for the Schnakenberg model in this context. Notice that this value for \( \alpha_c \) is higher than what we found with simulations on one-dimensional domains. This difference is likely due to the diffusion in the \( y \)-direction having a non-trivial impact on the dynamics at the cross-section. This value of \( \alpha_c \) serves as a rough guide to delineate cases B and C for the Schnakenberg model. In a sufficiently wide two-dimensional domain (as in Section 3.2), we expect stripes parallel to the moving front to form if \( \alpha \gg \alpha_c \), and stripes transverse to the moving front to arise if \( \alpha \ll \alpha_c \). Just as we have seen in Section 3.2, the boundary between the two cases is not clear-cut, as we observe mixed behaviours for \( \alpha \) near \( \alpha_c \) in the third column.

For the CDIMA model, in the narrow two-dimensional domain described in Eq. (10), we observe the same travelling wave-like behaviour in both cases B and C, which is consistent with the observations made in one dimension.
4. Discussion

The aim of this work was to explore the impact of a wave of competency upon DDI models of pattern formation, taking as exemplar kinetics the Schnakenberg and CDIMA models. Through extensive numerical exploration, we have shown that the speed of the wave of competency can be used to select the resulting pattern. Specifically, the alignment and directionality of striped patterns in two dimensions can be selected to be either parallel or perpendicular to the wave of competency by appropriate choice of the wave speed. Moreover, this phenomenon holds true for both the CDIMA and Schnakenberg kinetics, with minor differences in the model behaviours in one dimension. The agreement between the two models suggests that our results for two-dimensional behaviours may possibly be generalized to a larger class of models capable of exhibiting a DDI, i.e. that the phenomenon does not depend on the specific form of the reaction terms, nor on whether the morphogens are in- or out-of-phase. Our observations are robust to the addition of noise, which gives us confidence that the results on stripe alignment and directionality are robust.

We have observed three main patterning regimes on expanding patterning subdomains with respect to the value of the wave speed $\alpha$. These cases (A,B,C), along with the behaviour on the fixed domain (case D) for comparison, are summarized in Table 1. We have defined the natural speed of pattern propagation, $\nu$, as the natural speed at which a pattern spreads from a spatially localised perturbation on a fixed domain. Our first main conclusion, which holds for both models, is that in order for stripe patterns in two dimensions to align in the presence of noise, the wave speed must be slower than the speed at which the pattern propagates naturally, that is $\alpha < \nu$, otherwise we obtain labyrinthine patterns that are
essentially the same as those observed on fixed domains.

Our second main conclusion, again holding for both models, is that given $\alpha < \nu$, a higher $\alpha$ leads to stripes that are parallel to the moving front. These stripes arise as a two-dimensional analogue of peak insertion between the moving front and the existing pattern. In contrast, a lower $\alpha$ permits the formation of stripes that are transverse to the moving boundary, either perpendicular or at a slanted angle. Along the ridges of the stripes, the extension of the stripes as the front moves forward can be seen as a two-dimensional analogue of a travelling wave. For the Schnakenberg model, we were able to obtain an estimate for $\alpha_c$, the threshold for $\alpha$ that separates these two cases, by observing the structure of the stripe that evolves when the region competent to form a pattern is restricted in the $y$-direction, so that it admits complicated patterns only in the $x$-direction. However, the separation between the two patterning regimes is not clear-cut, as we observe mixed behaviours for $\alpha \approx \alpha_c$. Moreover, despite its agreement in behaviour with the Schnakenberg model on broad two-dimensional domains, the CDIMA model does not display the peak splitting behaviour observed in the Schnakenberg model in one-dimensional and narrow two-dimensional domains.

Moreover, we found that in a model where both spot and stripe patterns are possible (e.g. Schnakenberg with $b = 1.4$), spots appear mainly when the stripes bend and break apart. Since in cases B and C the wave of competency favours the formation of straighter, more aligned stripes, spots appear less often with these wave speeds.

In future, it will be interesting to understand why the two models behave differently on one-dimensional domains, but nonetheless exhibit similar behaviours on non-narrow two-dimensional domains. Another research direction, beyond the scope of this study, is to analytically determine the value of the critical threshold $\alpha_c$. We speculate that this could
be done by approximating the dynamics of the two-dimensional system along a stripe as a modified one-dimensional system, and using a wavelet analysis to determine the existence of a travelling wave solution.

We now compare the pattern selection mechanism investigated in this paper with other mechanisms proposed in earlier works. In our model, we have chosen a wave of competency that advances in the $x$-direction only. However, the conclusions regarding alignment of the stripes with respect to the wave remain the same if the pattern subdomain expands isotropically (such as an expanding circle, see Appendix C), meaning that this mechanism does not rely on any anisotropy. In contrast, for the anistropic diffusion mechanism considered by Shoji et al. [23], where the two morphogens have potentially differing preferred directions of diffusion, the anisotropy is essential for alignment. Hiscock and Megason [24] considered two mechanisms for pattern alignment, which were the existence of spatial gradients in the kinetic parameters, and anisotropies in diffusion or growth, which was also considered by Krause et al. [43], along with the geometric curvature of the underlying domain. These mechanisms were able to select between disordered labyrinthine patterns and one particular alignment for the stripes, but not between multiple possible directions, as our mechanism is capable of doing. Therefore, the mechanism we have proposed behaves differently compared to the previously proposed mechanisms for controlling the alignment and directionality of stripes.

We would also like to compare the wave of competency mechanism with DDI models posed on growing domains. While the expanding competent subdomain behind a wave of competency might be conceptually similar to growing domain models, they have different biological motivations, are not mathematically equivalent, and differ in behaviours. Models
with isotropic growth, such as those studied in [9, 11, 44, 45], consider a scenario where the tissue underlying the patterns is itself expanding. This mechanism results in a dilution effect which acts on every point in the domain, causing patterns in the interior to continue to change as the domain grows. In contrast, a wave of competency only affects patterns near the boundary between the competent and incompetent subdomains, and interior patterns remain static once the wavefront has moved sufficiently far away. In one spatial dimension, Crampin et al. [9] showed that the multi-spike pattern in the Schnakenberg model with exponential domain growth undergoes frequency-doubling, where every spike splits into two once the domain has grown sufficiently large. This is in contrast to the behaviour behind a wave of competency, where only the leading spike can split. In two spatial dimensions, Van Gorder et al. [11] showed that the Schnakenberg model with linear domain growth was able to produce disorganised, mixed spot-stripe patterns at low growth rate, and stripes parallel to the domain boundary at high growth rate. This behaviour is largely similar to our cases A and B. However, they did not observe stripes perpendicular to the domain boundary (our case C). Crampin et al. [10] considered apical growth, which is a form of non-uniform growth that only happens near the domain boundary. Although apical growth bears some resemblance to the wave of competency, and produces similar behaviours in one dimension, it is not mathematically equivalent to the wave of competency model, and it remains to be seen whether these models have similar behaviours in two dimensions.

Further generalizations of the wave of competency model are possible. In this paper, the wave of competency has a simple shape, and its movement is independent of the morphogen concentrations. In a real biological system, the wave speed and the shape of the wave front may be coupled with the morphogen concentrations. For example, in [46], the patterning
domain is interpreted as the interior of a cell, and the morphogens, through interactions with
the actin cytoskeleton, deform the cell. It would be interesting to compare behaviours in this
kind of dynamic domain under zero-flux boundary conditions, with behaviours in a domain
bounded by a moving wave of competency.

In summary, we have demonstrated that modulation of the speed of propagation of a wave
of competency can robustly select patterns in DDI models. These results have implications
for patterning in a number of biological systems where a wave of competency has been either
identified, or could exist. Our results also pave the way for future studies that aim to control
the directionality and alignment of DDI patterns by modulating the wave speed. More
complex patterns may be obtained by also varying the shape of the wave front.
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Appendix A. Supplementary materials

Animations corresponding to the solutions presented in all figures, as well as the Matlab
code used to produce the figures and animations, are provided as supplementary materials
available to be downloaded from the journal website. The code and animations are also
provided on Github at github.com/liuyue002/turing_expanding_domain.
Appendix B. Linear stability analysis

In this appendix we perform a linear stability analysis of the Schnakenberg model. We use these results to guide parameter value selection. The methods employed here follow Turing [1], are entirely standard, and presented for completeness.

Firstly, we linearise the system of PDEs (Eq. (1)) around a spatially uniform steady state \((u_*, v_*)\) by letting \((U, V) = (u, v) - (u_*, v_*)\). The linearized system can be written as

\[
\frac{\partial}{\partial t} \begin{bmatrix} U \\ V \end{bmatrix} = D \frac{\partial^2}{\partial x^2} \begin{bmatrix} U \\ V \end{bmatrix} + J \begin{bmatrix} U \\ V \end{bmatrix},
\]

where \(D = \text{diag}(D_u, D_v)\), and \(J\) is the Jacobian of the system at \((u_*, v_*)\). For a DDI, we require that \((u_*, v_*)\) is stable in the absence of diffusion, that is, the eigenvalues of \(J\) must have negative real parts, but is unstable in the presence of diffusion. To investigate linear stability, we impose an ansatz,

\[
U = a \exp[\sigma t + i(k_x x + k_y y)],
\]

\[
V = b \exp[\sigma t + i(k_x x + k_y y)].
\]

The zero-flux boundary conditions imply that only modes with

\[
k_x = \frac{n^2 \pi^2}{L_x^2}, \quad k_y = \frac{m^2 \pi^2}{L_y^2},
\]

for some integers \(m, n\) (where at least one of these is non-zero) are admissible. The real part of \(\sigma\) determines the linear stability of \((u_*, v_*)\), that is, if a non-trivial solution with \(Re(\sigma) > 0\) exists for any admissible \(k_x, k_y\), then \((u_*, v_*)\) is linearly unstable, and a DDI can occur.

If we let \(k^2 = k_x^2 + k_y^2\), then it can be shown that \(\sigma = \sigma(k^2)\) is the eigenvalue of \(M = J - k^2 D\), and the condition for a DDI can be written as (for detailed derivation, see [47,
\[ J_{11}D_v + J_{22}D_u > 2\sqrt{D_vD_u} \det(J), \]  

(B.2)

where \( J_{ij} \) denote the \((i,j)^{th}\) entry of the Jacobian \( J \).

For the Schnakenberg model (Eq. (3)), where the uniform steady state \((u_*, v_*)\) is given in Eq. (5), we find that the inequality (B.2) simplifies to

\[
\frac{2D_v b / u_* - D_u u_*^2 - D_v}{2\sqrt{D_vD_u}} - u_* > 0,
\]

which holds for the parameter values given in Eq. (4) with \( W = 0 \), but does not hold when \( W = W_{\text{max}} \). This is the desired property for our choice of the parameters. Similar calculations can be done for the CDIMA model.

Moreover, in the case where a DDI is possible, by plotting the real parts of the eigenvalues of \( M \) as a function of \( k \), we can determine the range of wave numbers \( k \) for which the corresponding mode is unstable. These are the only modes that will initially grow from the initial conditions. For the Schnakenberg model with \( b = 1.4 \), the range is \( k \in (0.40, 0.82) \), and with \( b = 1.6 \), the range is \( k \in (0.16, 0.24) \).

Appendix C. Simulations on two-dimensional circular patterning subdomain

In this appendix we simulate the CDIMA (Eq. (6)) and Schnakenberg models (Eq. (3)) on a circular patterning subdomain that expands radially at constant speeds, that is,

\[
\Omega'(t) = \{(x, y)|x^2 + y^2 \leq \rho(t)^2\}, \quad \rho(t) = \min(\alpha t, L_x/2, L_y/2), \quad (C.1)
\]

instead of the rectangular patterning subdomain used in the main text. This choice matches the experimental and simulation set up of Konow et al. [27], which enable us to compare our results.
The steady state patterns are shown in Fig. C.12. For simulations without on-going noise, the resulting patterns are concentric rings regardless of the wave speed \( \alpha \). With on-going noise, for the CDIMA model, we observe mostly concentric rings when the wave speed \( \alpha \) is sufficiently fast, and mostly stripes transversal to the circular boundary when the wave speed is low. This is consistent with the observations from [27].

The Schnakenberg model with \( b = 1.6 \) exhibit mostly the same qualitative behaviour as the CDIMA model. An interesting difference is that, with a low wave speed \( \alpha \), despite producing a pattern similar to the CDIMA model at first, the stripes near the circular boundary eventually evolves to rings once the wave of competency stops, while the stripes in the center of the domain remain in a radial direction. With \( b = 1.4 \), the Schnakenberg model tends to produce more spots. These are consistent with our observations in Section 3 on a rectangular patterning subdomain, where the vertical stripes parallel to the linear wave front plays the same role as the rings in the circular setting.
Figure C.12: The steady state pattern produced with a circular patterning subdomain, as described in Eq. (C.1). The system is initialized by perturbing the homogeneous steady state with noise. In the first column, without on-going noise, the final pattern takes the form of concentric rings regardless of the value of $\alpha$ (the plot shown is produced with $\alpha = 0.75$). In the second and third columns, with the on-going noise we observe different qualitative behaviours for different values of $\alpha$.

Appendix D. Simulations with higher magnitude of noise

In this appendix we show the effect of higher levels of on-going noise on the pattern. We simulate the Schnakenberg model on a fixed domain (that is, $\Omega' = \Omega$), with $b = 1.4$, and other parameter values from Eq. (4). We initialize the system with horizontal stripes as described in Eq. 9.
When the noise is sufficiently strong, the system does not settle to a steady state, so in Fig. D.13 we chose to present snapshots of the system at $t = 350$, which gives sufficient time for a steady state pattern to develop from perturbations to the homogeneous steady state in a fixed domain without on-going noise. Since on a two-dimensional domain, the system is multi-stable, over an infinitely long time scale even weak noise will eventually perturb the pattern into another steady state, disrupting the initial regular pattern. However, in biology cells have a finite time window in which to respond to morphogen signals, and model behaviour over an infinite time span is therefore not biologically relevant. As such, we terminate the simulation on a time scale comparable to that of pattern formation from a perturbed uniform state to final steady state in a noiseless setting.

We observe that with noise strength $\mu = 0.01$, the initial horizontal pattern persists mostly undisturbed, only becoming slightly bent in certain places. With a stronger noise $\mu = 0.03$, the horizontal stripes are still recognizable but significantly disrupted, and with $\mu = 0.05$ the stripes are entirely unrecognizable, and the pattern evolves to a mess of spots and stripes that constantly change and shift as time continue to progress. We chose $\mu = 0.01$ for the simulations in the main text so that the noise does not overwhelm the system.
Figure D.13: Snapshots of the simulations for the Schnakenberg model on a fixed domain, initialized at horizontal stripes, with $b = 1.4$ and varying noise strength $\mu$, taken at $t = 350$. From left to right: $\mu = 0, 0.01, 0.03, 0.05$.
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