ON THE RLWE/PLWE EQUIVALENCE FOR CYCLOTOMIC NUMBER FIELDS

IVÁN BLANCO-CHACÓN

ABSTRACT. We study the equivalence between the Ring Learning With Errors and Polynomial Learning With Errors problems for cyclotomic number fields, namely: we prove that both problems are equivalent via a polynomial noise increase as long as the number of distinct primes dividing the conductor is kept constant. We refine our bound in the case where the conductor is divisible by at most three primes and we give an asymptotic subexponential formula for the condition number of the attached Vandermonde matrix valid for arbitrary degree.

1. INTRODUCTION

The Ring Learning With Errors problem in its several fashions (primal, dual and polynomial, decisional or search) constitutes the basis of some of the most promising and versatile public key cryptosystems, signature and key exchange protocols for the postquantum era. This is easily seen in the list of the surviving contenders (at the time of writing) in the last NIST public contest, which started in November 2017: in January 2019, the results of its second round were made public and taking into account the attacks and feedback to the surviving proposals of the first round, 26 proposals passed this new sieve. The numbers of remaining proposals within each category are listed in Table 1.

As we can see, the lattice-based category, and within it, the RLWE/PLWE subcategory remains the strongest contender in terms of number of surviving proposals. These numbers justify the enormous interest in the investigation of the various open ends in RLWE. One of these open ends is the relation between two of its versions: the RLWE problem, which is formulated in terms of rings
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of integers of algebraic number fields and the PLWE version, in terms of rings of polynomials. Even when the number field is monogenic, namely, the rings defining the two problems are isomorphic, the error distributions can be very different in both scenarios. Although equivalences between dual/primal RLWE, dual/primal PLWE, decisional/search RLWE and decisional/search PLWE have been established, the equivalence between RLWE and PLWE has only been shown for a restricted although infinite class of number fields (see [16] and [7]). Even in the cyclotomic case, which backs the seminal papers [17] and [11], very little is known -or formally proved and published- apart from the power-of-two case, used in [17], and for which the distortion between the canonical and the coordinate embedding is a scaled isometry, as we recall in Section 3.

This problem, even for the cyclotomic cases seems a difficult one. The ideas in [7] can be applied to show the equivalence for cyclotomic number fields of degree $2^k p$ or $2^k pq$ with $p, q$ primes and $q < p$. But apart from these cases and the ad-hoc family constructed in [16] nothing else is known on PLWE/RLWE equivalence at the time of writing. And there is a good reason to be interested in such an equivalence: in [4], it is shown how the arithmetic of several polynomials rings leads to very efficient cryptographic designs, making the polynomial rings more amenable for computer implementations than ideals in rings of integers of number fields.

Our contribution is as follows: first, we prove that RLWE and PLWE are equivalent via a polynomial noise increase as long as the number of distinct primes dividing the conductor is constant. Moreover, by using results due to Bang ([1]) and Bloom ([5]), we can give a sharper upper bound in the cases where the conductor is the product of at most four primes and show that the general power case can be reduced to the square-free case in a surprising way: up to a square factor in the degree, only the radical contributes to the noise increase.
Secondly, we give a proof of a general asymptotic subexponential equivalence. Our methods are different from those in [7], since we purely use several known algebraic properties of the cyclotomic polynomials, some arithmetic estimates for the divisor function and a careful analysis of the coefficients of the cyclotomic polynomials in terms of the roots via Vieta’s formulas, an idea which was used in [16], but the precise shape of the polynomials they start with makes the use of Vieta’s formulas more or less direct, something which does not happen in the cyclotomic case.

The organisation of our work is as follows: in Section 2 we give a brief summary of the key concepts of algebraic number theory necessary to introduce the RLWE/PLWE, what we do afterwards. We focus on the study of cyclotomic number fields for obvious reasons. We also recall what is understood by equivalence, and how it relates to the condition number. In Section 3 we start by recalling the equivalence in the power of two cyclotomic case (proof included for the convenience of the reader) and for the family studied in [16]. After that, in Theorem 3.10 we give a general asymptotic bound for the condition number in terms of the maximum of the coefficients of the cyclotomic polynomial in absolute value and the degree of the cyclotomic field. This bound is polynomial in the degree when the number of prime factors is constant (Corollary 3.11). Section 4 refines the former results when the number of different prime factors of the degree is at most 3 and Section 5 closes our study by proving that in general, the growth of the condition number is at most subexponential (Theorem 5.4) in the degree, thanks to an asymptotic upper bound for the maximal coefficient, due to Bateman, and some asymptotic estimates for the prime divisor function $\omega$.

Finally, the author must express his gratitude to the anonymous referee for the careful review of our preliminary version. His corrections and suggestions have significantly strengthened our main results and helped re-organise the manuscript into a version which is more amenable and comfortable to read.

2. Prolegomena

We start with the definition of lattice that we will use in our work:

**Definition 2.1.** A lattice in $\mathbb{R}^n$ is a subgroup $\Lambda$ of the additive group $(\mathbb{R}^n, +)$ which is isomorphic to $\mathbb{Z}^n$ and such that $\Lambda \otimes \mathbb{Z} \mathbb{R} = \mathbb{R}^n$.

This definition has implicit the feature of being of full rank and hence, all lattices will be full rank for us. There are more general definitions but this will be enough for us.

**Problem 2.2** (The approximate Shortest Vector Problem). For $\gamma > 0$, the $\gamma$-approximate shortest vector problem ($\gamma$-SVP) is, on input of a full rank arbitrary
lattice $\Lambda$ together with a $\mathbb{Z}$-basis, to determine a non-zero vector $x \in \Lambda$ with length smaller than $\gamma \lambda_1(\Lambda)$.

It is proved in \cite{6} that $\gamma$-SVP is NP-hard for small enough $\gamma$. In \cite{15}, Regev introduced the Learning With Errors Problem (LWE) and established a quantum polynomial time reduction from $\gamma$-SVP to LWE but for much larger approximation factors than in \cite{6}. Moreover Regev’s cryptosystem presents a quadratic overhead in the size of the public key which renders it unfeasible in scenarios where high speed computations are required over a very large plaintext set, such as election systems (e-voting/i-voting). To tackle this unfeasibility, Stehlé et al \cite{17} and Lyubashevsky et al \cite{11} introduced the PLWE and RLWE problems, whose security is backed on a restricted version of SVP, as we will recall in Section 2.2.

2.1. Relevant facts of algebraic number theory. Readers who are familiar with this material can safely skip it as all our notations are standard. Only definitions and facts which are essential for our proofs are recalled here; in particular we have omitted the definitions of trace, norms and discriminants. Readers who are not so familiar with this material are referred to \cite{13}, Chapter 2 or to any standard first year textbook in algebraic number theory.

2.1.1. Algebraic number fields. An algebraic number field is a field extension $K = \mathbb{Q}(\theta) / \mathbb{Q}$ of some finite degree $n$, where $\theta$ satisfies a relation $f(\theta) = 0$ for some irreducible polynomial $f(x) \in \mathbb{Q}[x]$, which is monic without loss of generality. The polynomial $f$ is called the minimal polynomial of $\theta$, and $n$ is also the degree of $f$. Notice that $K$ is in particular an $n$-dimensional $\mathbb{Q}$-vector space and the set $\{1, \theta, \ldots, \theta^{n-1}\}$ is a $\mathbb{Q}$-basis of $K$ called a power basis. Notice that associating $\theta$ with the indeterminate $x$ yields a natural isomorphism between $K$ and $\mathbb{Q}[x]/f(x)$.

A number field $K = \mathbb{Q}(\theta)$ of degree $n$ has exactly $n$ field embeddings (field monomorphisms) fixing the base field $\mathbb{Q}$, which we denote $\sigma_i : K \rightarrow \overline{\mathbb{Q}}$, where $\overline{\mathbb{Q}}$ stands for an algebraic closure of $\mathbb{Q}$, fixed from now on. These embeddings map $\theta$ to each of the roots of its minimal polynomial $f$. The number field is said to be Galois if $K$ is the splitting field of $f$, or equivalently if the images of all the embeddings coincide.

An embedding whose image lies in $\mathbb{R}$ is called a real embedding; otherwise it is called a complex embedding. Since non-real roots of $f$ come in conjugate pairs, so do the complex embeddings. The number of real embeddings is denoted $s_1$ and the number of pairs of complex embeddings is denoted $s_2$, so we have $n = s_1 + 2s_2$. If $s_2 = 0$ ($s_1 = 0$) then $K$ is said to be totally real (totally imaginary).

The canonical embedding $\sigma : K \rightarrow \mathbb{R}^{s_1} \times \mathbb{C}^{2s_2}$ is defined as $\sigma(x) = (\sigma_1(x), \ldots, \sigma_n(x))$. 
Definition 2.3. An algebraic integer is an element of $\mathbb{Q}$ whose minimal polynomial over $\mathbb{Q}$ has integer coefficients.

Let $\mathcal{O}_K \subset K$ denote the set of all algebraic integers in $K$. This set forms a ring under addition and multiplication in $K$ ([18], Theorem 2.9), called the ring of integers of $K$. It happens that $\mathcal{O}_K$ is a free $\mathbb{Z}$-module of rank $n$, i.e., it is the set of all $\mathbb{Z}$-linear combinations of some (non-unique) basis $\mathcal{B} = \{b_1, ..., b_n\} \subset \mathcal{O}_K$ of $K$ ([18], Theorem 2.16). Such a set $\mathcal{B}$ is called an integral basis.

2.1.2. Ideal lattices. By a discrete ring we mean a ring which is free of finite rank as abelian group. An ideal lattice in $\mathbb{R}^n$ is a lattice of the form $\sigma(I)$ where $I$ is an ideal in a discrete ring $R$ (of rank $n$) and $\sigma: R \cong \mathbb{Z}^n$ is a group isomorphism. By construction, apart from the additive structure, an ideal lattice $\sigma(I)$ has also a product, inherited from the product in $R$.

When $R = \mathcal{O}_K$ for a number field $K$, the canonical embedding $\sigma$ provides in a natural way an ideal lattice for each ideal $I$ of $R$. For the canonical embedding, multiplication and addition are preserved component-wise. This is not true for the coordinate embedding: for instance, for the ring $\mathbb{Z}[x]/(x^m + 1)$, for $m = 2^l$, multiplying by $x$ is equivalent to shifting the coordinates and negate the independent term. This is one of several advantages of using the canonical embedding.

2.1.3. Cyclotomic fields. Let $n > 1$ be an integer. The set of primitive $n$-th roots of unity (those of the form $\theta_k = \exp(2\pi i)k/n$, with $1 \leq k \leq n$ coprime to $n$) forms a multiplicative group of order $m = \phi(n)$. The $n$-th cyclotomic polynomial is

$$\Phi_n(x) = \prod_{k \in \mathbb{Z}_n^*} (x - \theta_k).$$

This is the minimal polynomial of $\theta_k$ for each $k$, so that $K = \mathbb{Q}(\theta_k)$ is an algebraic number field of degree $m$. It can be proved ([18] Chap 3) that $\mathcal{O}_K = \mathbb{Z}[\theta]$ with $\theta = \theta_k$ for each $k$.

**Proposition 2.4.** Let $p$ be any prime. Then:

a) If $p = 2$, then for any $k \geq 2$, it holds that

$$\Phi_{2^k}(x) = x^{2^{k-1}} + 1.$$

b) If $p > 2$, then for any $k \geq 1$, it holds that

$$\Phi_{p^k}(x) = \sum_{i=0}^{p-1} x^{ip^{k-1}}.$$
Proof. For \( p = 2 \), the polynomial \( x^{2k} - 1 \) is irreducible via Eisenstein criterion after change of variable \( x = y + 1 \). Likewise, this polynomial vanishes at each \( 2^k \)-th primitive root of unity. A similar argument holds for \( p > 2 \) and \( k = 1 \), and using properties of the geometric series, we can reduce to this argument for each \( k \geq 1 \). For details, check [20] Ch. II. \( \square \)

The following result will also be useful later on:

**Proposition 2.5** ([20] Ch. II). Let \( m = pr \) with \( p \) prime and \( r \) not divisible by \( p \). Then

\[
\Phi_m(x) = \Phi_r(x^p)/\Phi_r(x).
\]

In addition, if we write \( m = p_1^{r_1} \cdots p_l^{r_l} \) with \( p_1, \ldots, p_l \) different primes and denote \( \text{rad}(m) := p_1 \cdots p_l \), then

\[
\Phi_m(x) = \Phi_{\text{rad}(m)}(x^{\frac{m}{\text{rad}(m)}}).
\]

**Definition 2.6.** A number field \( K \) such that, like in the cyclotomic case, \( \mathcal{O}_K = \mathbb{Z}[\alpha] \) for some \( \alpha \in K \) is said to be monogenic.

2.2. **Ring/Polynomial Learning With Errors.** Let \( K = \mathbb{Q}(\alpha) \) be a number field of degree \( n \) and let \( \mathcal{O}_K \) be its ring of integers.

2.2.1. **Statement of the problems.** Assume that \( K \) is the splitting field of a monic irreducible polynomial \( f(x) \in \mathbb{Z}[x] \) with \( f(\alpha) = 0 \) and consider the ring \( \mathcal{O} = \mathbb{Z}[x]/(f(x)) \). The ring \( \mathbb{Z}[\alpha] \cong \mathcal{O} \) has finite index in \( \mathcal{O}_K \), and the restriction of the canonical embedding to \( \mathcal{O} \) provides a lattice. A very common choice is \( f(x) = \Phi_p(x) \), and even more common is the choice \( p = 2 \) (see [17]).

**Definition 2.7** (The RLWE/PLWE problem). Let \( \chi \) be a discrete random variable with values in \( \mathcal{O}_K/q\mathcal{O}_K \) (resp. \( \mathcal{O}/q\mathcal{O} \)). The RLWE (resp. PLWE) problem for \( \chi \) is defined as follows:

For an element \( s \in \mathcal{O}_K/q\mathcal{O}_K \) (resp. \( \mathcal{O}/q\mathcal{O} \)) chosen uniformly at random, if an adversary is given access to arbitrarily many samples \( \{(a_i, a_is + e_i)\}_{i \geq 1} \) of the RLWE (resp. PLWE) distribution, where for each \( i \geq 1 \), \( a_i \) is uniformly chosen at random and \( e_i \) is sampled from \( \chi \), the adversary must recover \( s \) with non-negligible advantage.\(^2\)

\(^2\)This is the definition of RLWE/PLWE in search version. As all this material is nowadays well known to the specialist we are sparing as many details as possible. We are taking this
In [17], a polynomial time reduction is given from worst case SVP over ideal lattices to the PLWE problem for power-of-two cyclotomic fields. Later, in [11] ideal-SVP polynomial time reduction was established for RLWE over cyclotomic fields under flexible conditions on the security parameters and further, in [14] the polynomial reduction was extended to non-cyclotomic Galois number fields building on the same number-theoretical kind of arguments as in [11].

2.2.2. Equivalence between the formulations. For a number field \( K \), we say that RLWE and PLWE are equivalent for \( K \) if every solution for the first can be turned in polynomial time into a solution for the second (and viceversa), incurring in a noise increase which is polynomial in the number field degree. In [16], the equivalence between RLWE and PLWE is proved for the following family of polynomials:

\[ \text{Theorem 2.8 (16, pag. 4 and Theorem 4.7). There is a polynomial time reduction algorithm from RLWE over } K_{f_{n,p}} \text{ to PLWE for } f_{n,p}(x) \text{ where } K_{f_{n,p}} \text{ is the splitting field of } f_{n,p}(x) = x^n + xp(x) - r \text{ where } n \geq 1, p(x) \text{ runs over polynomials with } \deg(p(x)) < n/2 \text{ and } r \text{ runs over primes such that } 25||p||_1^2 \leq r \leq s(n), \text{ with } s(x) \text{ a polynomial. Notice that there is a trivial reduction from PLWE to RLWE.} \]

The argument to prove this theorem is, first, to consider the family of polynomials \( \phi_{n,a}(x) := x^n - a \), with \( a \in \mathbb{Z} \setminus \{0\} \) square-free. Denoting by \( K_{\phi_{n,a}} \) the splitting field of \( \phi_{n,a}(x) := x^n - a \), the authors check in first place the equivalence for \( K_{\phi_{n,a}} \) and they show, via a careful use of Rouche theorem, that when \( \phi_{n,a}(x) \) is perturbed by adding another polynomial with degree smaller than \( n/2 \) the roots of both polynomials are close enough.

2.2.3. Distortion between embeddings: the condition number. For a monic irreducible polynomial \( f(x) \in \mathbb{Z}[x] \) and \( \theta \) a root of \( f(x) \), consider the subring \( \mathbb{Z}[x]/(f(x)) \cong \mathbb{Z}[\theta] \subseteq \mathcal{O}_K \). As lattices, \( \mathbb{Z}[x]/(f(x)) \) is endowed with the coordinate embedding while \( \mathbb{Z}[\theta] \) is endowed with the canonical embedding inherited version as starting point, as it is more suitable for our argument. We refer the reader to [11] for the decisional version of the problem.

\[ 3 \text{For } p(x) = \sum_{i=0}^{n} p_i x^i \in \mathbb{R}[x], \text{ the 1-norm is defined as } ||p||_1 = \sum_{i=0}^{n} |p_i| \]
from $\mathcal{O}_K$, and the evaluation-at-$\theta$ morphism causes a distortion between both. Explicitly, the transformation between the embeddings is given by

$$V_f : \mathbb{Z}[x]/(f(x)) \to \sigma_1(\mathcal{O}_K) \times \cdots \times \sigma_n(\mathcal{O}_K)$$

$$\sum_{i=0}^{n-1} a_i \bar{x}^i \mapsto \begin{pmatrix} 1 \theta_1 \cdots \theta_1^{n-1} \\ 1 \theta_2 \cdots \theta_2^{n-1} \\ \vdots \vdots \vdots \\ 1 \theta_n \cdots \theta_n^{n-1} \end{pmatrix} \begin{pmatrix} a_0 \\ a_1 \\ \vdots \\ a_{n-1} \end{pmatrix},$$

where $\bar{x}$ is the class of $x$ modulo $f(x)$ and $\theta = \theta_1, \theta_2, ..., \theta_n$ are the Galois conjugates of $\theta$. Namely, the transformation $V_f$ is given by a Vandermonde matrix (which we denote also by $V_f$) acting on the coordinates.

For any matrix $A = (a_{ij}) \in M_{n \times n}(\mathbb{C})$, denote by $A^*$ its transposed conjugate and recall that its Frobenius norm is defined as

$$\|A\| := \sqrt{\text{Tr}(AA^*)} = \sqrt{\sum_{i,j=1}^{n} |a_{ij}|^2}.$$

The noise growth caused by $V_f$ will remain controlled whenever $\|V_f\|$ and $\|V_f^{-1}\|$ remain so, and as justified in [16], a reasonable measure of how both quantities are controlled is given by $\|V_f\||V_f^{-1}|$.

**Definition 2.9.** The condition number of an invertible matrix $A \in M_n(\mathbb{C})$ is defined as $\text{Cond}(A) := \|A\||A^{-1}|$.

Hence, in the monogenic case, the problem of the equivalence is reduced to show that $\text{Cond}(V_f) = O(n^r)$ for some $r$ independent of $n$. The non-monogenic case needs an intermediate reduction that we do not discuss here as our results deal with cyclotomic number fields. But even in the monogenic case the difficulty in our problem is that Vandermonde matrices are in general very ill conditioned.

Indeed, for a sequence of real nodes $s = \{1, s_1, ..., s_{n-1}\}$, the corresponding Vandermonde matrix is exponentially conditioned at least in the following cases ([10]):

- When all the nodes are positive. In this case $\text{Cond}(V_s) > 2^{n-1}$.
- When the nodes are symmetrically located with respect to the origin. In this case $\text{Cond}(V_s) > 2^{n/2}$. 
- For some special but large families: harmonic nodes, rational families of nodes in \([0, 1]\) and \([-1, 1]\), roots of Chebyshev polynomials and other orthogonal families...

The situation in the complex case, however, is very different. For instance, for a sequence of complex nodes \(s = \{1, s_1, \ldots, s_{n-1}\}\), the corresponding Vandermonde matrix tends to be badly conditioned unless the nodes are more or less equally spaced on or about the unit circle ([13]).

Example 2.10. For \(n > 1\), let \(s = \{1, \theta_n, \theta_n^2, \ldots, \theta_n^{n-1}\}\) be the set of all the \(n\)-th roots of 1, not just the primitive ones. Then \(\text{Cond}(V_s) = n\) indeed, according to Eq. 2.2 \(||V_s|| = n\). On the other hand, it is easy to check that

\[
V_s V_s^* = n \text{Id},
\]

hence \(V_s^{-1} = n^{-1} V_s^*\), and since \(||V_s^*|| = ||V_s|| = n\), then \(||V_s^{-1}|| = 1\).

So, intuitively, and according with this philosophy, the difficulty of bounding the condition number for cyclotomic number fields, is that even if Vandermonde matrices of full systems of \(n\)-th roots are linearly conditioned, Vandermonde matrices attached to cyclotomic polynomials contain only the primitive roots, which are not equally spaced on the unit circle. In particular, when the modulus is the product of a large number of prime factors, the geometric distribution of the roots in the unit circle can vary in a very chaotic manner.

Example 2.11. Another piece of bad news is that polynomial condition numbers do not behave well under restriction to subextensions, in the following sense:

As we will prove in the next section, there is a polynomial upper bound for the condition number of cyclotomic polynomials whose conductor has a fixed number of prime factors and whose maximal coefficient (in absolute value) is polynomially bounded.

However, for \(n > 2\), if \(\theta_n\) denotes a primitive \(n\)-th root, the maximal totally real subextension of the cyclotomic field \(K_n\), denoted by \(K_n^+\), is also a monogenic number field of degree \(\phi(n)/2\) ([20]). Indeed, \(\mathcal{O}_{K_n^+} = \mathbb{Z}[\psi_n]\), with \(\psi_n = \theta_n + \theta_n^{-1} = \cos \left(\frac{2\pi}{n}\right) > 0\) if \(n > 4\). Hence, for the Vandermonde matrix attached to the sequence \(s = \{1, \psi_n, \psi_n^2, \ldots, \psi_n^{\phi(n)/2-1}\}\) corresponding to the transformation between the canonical and coordinate embeddings we have, according to [10] as
recalled above:

\[ \text{Cond}(V_s) > 2^{\phi(n)/2-1}. \]

3. ASYMPTOTIC BOUNDS FOR THE DISTORTION

From now on, let us denote by \( \Phi_n \) the \( n \)-th cyclotomic polynomial, by \( K_n \) the \( n \)-th cyclotomic field and as usual, \( \mathcal{O}_{K_n} \) its ring of integers, isomorphic to \( \mathbb{Z}[x]/(\Phi_n(x)) \) via evaluation in a primitive root \( \zeta \). Denote also \( m := \phi(n) \), the degree of \( \Phi_n \). Recall from the previous section that the transformation between the canonical and coordinate embeddings is given by the Vandermonde matrix

\[
V_{\Phi_n} = \begin{pmatrix}
1 & \zeta_1 & \cdots & \zeta_1^{m-1} \\
1 & \zeta_2 & \cdots & \zeta_2^{m-1} \\
\vdots & \vdots & \ddots & \vdots \\
1 & \zeta_m & \cdots & \zeta_m^{m-1}
\end{pmatrix},
\]

whose condition number measures the distortion between the embeddings.

Since, thanks to Eq. 2.2 \( ||V_{\Phi_n}|| = m \), our task is to study the quantity \( ||V_{\Phi_n}^{-1}|| \). But before entering into the computations, we give the proof of one of the very few cases where equivalence is known in a fully satisfactory manner.

**Theorem 3.1.** For \( n = 2^k \), the map \( V_{\Phi_n} \) is a scaled isometry. In addition, \( \text{Cond}(V_{\Phi_n}) = m \).

**Proof.** The proof follows the same reasoning as in Example 2.10 but we give the full details for the convenience of the reader, to highlight that this phenomenon is particular to this situation. So, to see that \( V_{\Phi_n} \) is a scaled isometry, observe that when we multiply \( V_{\Phi_n} \) by its conjugate transposed, the elements over the diagonal in the product matrix are identically \( m \), and outside the diagonal, the element in position \((i, j)\) in the product matrix equals

\[
\sum_{k=0}^{m-1} \zeta_i^k \overline{\zeta_j^k} = \frac{1 - \zeta_i^m \overline{\zeta_j^m}}{1 - \zeta_i \overline{\zeta_j}}.
\]

But since \( \zeta_i \) are \( n \)-primitive roots (and so are \( \overline{\zeta_i} \)), then \( \zeta_i^m = -1 \) and the sum vanishes. Hence, we have that

\[ V_{\Phi_n} V_{\Phi_n}^* = m \text{Id}, \]
and $m^{-1/2}V_{\Phi_n}$ is an isometry. For the condition number, we write $V_{\Phi_n}^{-1} = m^{-1}V_{\Phi_n}^*$, hence $\|V_{\Phi_n}^{-1}\| = 1$. By Lemma 2.2, the result follows.

3.1. General bounds. A useful expression of the inverse $V_{\Phi_n}^{-1}$ is as follows:

**Lemma 3.2.** Notations as before, $V_{\Phi_n}^{-1} = (w_{ij})$ with

$$w_{ij} = (-1)^{m-i} \frac{e_{m-i}(\zeta_j)}{\prod_{k \neq j} (\zeta_j - \zeta_k)},$$

where $e_{m-i}$ is the elementary symmetric polynomial of degree $m - i$ in $m - 1$ variables and $\bar{\zeta_j} = (\zeta_1, \zeta_2, ..., \zeta_j - 1, \zeta_j + 1, ..., \zeta_m)$.

**Proof.** Starting with the definition of the product matrix and the inverse, we have

$$\sum_{k=1}^m w_{kj} \zeta_i^{k-1} = \delta_{ij},$$

hence, the polynomial $P_j(x) = \sum_{k=1}^m w_{kj} x^{k-1}$ is the $j$-th Lagrange basis polynomial for the Vandermonde nodes and the $j$-th row of $V_{\Phi_n}^{-1}$ consists of the coefficients of $P_j$. The result holds from identifying the coefficients of the Lagrange basis polynomials

$$P_j(x) = \prod_{k \neq j} \frac{x - \zeta_m}{\zeta_j - \zeta_m}.$$

**Remark 3.3.** Notice that for each $1 \leq i \leq m$, up to sign, the denominator of $w_{ij}$ equals $\Phi_n'(\zeta_j)$.

Another useful result:

**Lemma 3.4.** Let $E_i(\zeta)$ denote the symmetric function of degree $i$ in all the roots $\zeta_k$ for $1 \leq k \leq m$ of an irreducible polynomial of degree $m$. Then

$$E_1(\zeta) = \zeta_j + e_1(\zeta_j),$$

$$E_i(\zeta) = \zeta_j e_{i-1}(\zeta_j) + e_i(\zeta_j) \text{ for } 2 \leq i \leq m - 1,$$

$$E_m(\zeta) = \zeta_j e_{m-1}(\zeta_j).$$

**Proof.** For $i = 1, m$ the result is obvious, as $E_1(\zeta)$ and $E_m(\zeta)$ are respectively the trace and norm of any of the $\zeta_k$. For $1 < i < m$, $E_i(\zeta)$ is the sum of a) products of polynomial expressions in the roots of degree $i$ containing $\zeta_j$, namely $\zeta_j e_{i-1}(\zeta_j)$ and b) products of expressions, also of degree $i$ not containing $\zeta_j$, namely $e_i(\zeta_j)$. 

□
We use this result to bound the numerators of the $w_{ij}$ in terms of the coefficients of the cyclotomic polynomial.

**Definition 3.5.** For $n \geq 2$, let $A(n)$ denote from now on the maximum coefficient of $\Phi_n(x)$ in absolute value.

**Proposition 3.6.** For $n \geq 2$, $m = \phi(n)$ and $1 \leq k \leq m$, we have the upper bound
\[
|e_{m-k}(\zeta_j)| \leq (k-1)A(n) + 1.
\]

**Proof.** By induction, we start observing that $|E_m(\zeta)| = 1$ (as it is the product of all primitive roots) and from Lemma 3.4 we have $|e_{m-1}(\zeta)| = 1$. Now assuming the result for $k$, since $|E_{m-k}(\zeta)| \leq A(n)$, we have again by Lemma 3.4
\[
|e_{m-(k+1)}(\zeta_j)| \leq |e_{m-k}(\zeta_j)| + |E_{m-k}(\zeta)| \leq kA(n) + 1.
\]

As we show next, to obtain a satisfactory bound of $w_{ij}$, we can reduce lower bounds for $|\Phi_n'(\zeta_j)|$ to lower bounds for $|\Phi_{\text{rad}(n)}'(\zeta_j^{n/\text{rad}(n)})|$.

**Proposition 3.7.** For $n \geq 2$, the following upper bound is valid:
\[
|w_{ij}| \leq \text{rad}(n) \frac{A(n) + 1}{|\Phi_{\text{rad}(n)}'(\zeta_j^{n/\text{rad}(n)})|}.
\]

**Proof.** Using Proposition 2.5 we express $\Phi_n(x) = \Phi_{\text{rad}(n)}(x^{n/\text{rad}(n)})$, taking derivative and evaluating at $\zeta_j$ gives
\[
|\Phi_n'(\zeta_j)| = \frac{n}{\text{rad}(n)} |\Phi_{\text{rad}(n)}'(\zeta_j^{n/\text{rad}(n)})|.
\]

Using now Proposition 3.6 the result follows.

Hence we are confined to lower bound $|\Phi_n'(\zeta_j)|$ for $n$ square-free, what we do next. The main ingredient is the following result:

**Theorem 3.8** (Bateman, [3]). Let $n = p_1...p_k$ with $p_1 < ... < p_k$. Then
\[
A(n) \leq n^{2^k-1}.
\]
With this remarkable result at hand we can prove this technical lemma:

**Lemma 3.9.** Let \( n = p_1 \ldots p_k \) with \( p_1 < \ldots < p_k \). Then

\[
\frac{1}{|\Phi'_n(\zeta_j)|} \leq n^{2k + k}.
\]

**Proof.** For \( k = 1 \), writing \( \Phi_p(x) = \frac{x^{p-1}}{x-1} \) we have that \( 1/|\Phi'_p(\zeta_j)| = \frac{|\zeta_j-1|}{p} \leq \frac{2}{p} \), so the result is clear.

Now, for \( k > 1 \), use Lemma 2.5 to write:

\[
\Phi_{p_1 \ldots p_k}(x) = \Phi_{p_1 \ldots p_k-1}(x^{p_k}) / \Phi_{p_1 \ldots p_k-1}(x).
\]

Taking the derivative at \( \zeta_j \) and observing that \( \zeta_j^{p_k} \) is a \( p_1 \ldots p_k-1 \)-th primitive root, we have:

\[
\frac{1}{|\Phi'_n(\zeta_j)|} \leq \frac{|\Phi_{p_1 \ldots p_k-1}(\zeta_j)|}{p_k |\Phi'_{p_1 \ldots p_k-1}(\zeta_j^{p_k})|} \leq \frac{2A(p_1 \ldots p_k-1)\phi(p_1 \ldots p_k-1)}{p_k |\Phi'_{p_1 \ldots p_k-1}(\zeta_j^{p_k})|},
\]

which by Theorem 3.8 can be upper bounded as

\[
\frac{1}{|\Phi'_n(\zeta_j)|} \leq \frac{2n^{2k-1+1}}{p_k |\Phi'_{p_1 \ldots p_k-1}(\zeta_j^{p_k})|} \leq \frac{n^{2k-1+1}}{|\Phi'_{p_1 \ldots p_k-1}(\zeta_j^{p_k})|}.
\]

Repeating the argument for \( 1/|\Phi'_{p_1 \ldots p_k-1}(\zeta_j^{p_k})| \), iterating \( k - 1 \) times and summing up the geometric series in the exponent of \( n \) yields the result.

\[
\frac{1}{|\Phi'_n(\zeta_j)|} \leq n^{2k+k}.
\]

\[\square\]

We can now prove the main result of this section:

**Theorem 3.10.** Denote \( m = \phi(n) \) as usual. If \( \text{rad}(n) = p_1 \ldots p_k \), then:

\[
\text{Cond}(V_{\Phi_n}) \leq 2\text{rad}(n)n^{2k+k+2}A(n).
\]

**Proof.** We start using Prop. 3.7

\[
|w_{ij}| \leq \frac{2\text{rad}(n)A(n)}{|\Phi'_{\text{rad}(n)}(\zeta_j^{n/\text{rad}(n)})|}.
\]
Next, by Lemma 3.9 we can write
\[ |w_{ij}| \leq 2 \text{rad}(n)n^{2^k+k}A(n) \]
and the result now follows. □

**Corollary 3.11.** Let \( k \geq 1 \) be fixed. If \( n \) is the product of at most \( k \) different primes, then \( \text{Cond}(V_{\Phi_n}) \) is polynomial in \( n \). More in general, let \( F_k \) be a family of cyclotomic polynomials whose degree is divisible by at most \( k \) different primes. Assume that \( A(n) = \mathcal{O}(n^r) \) for polynomials in \( F_k \). Then,
\[ \text{Cond}(V_{\Phi_n}) = \mathcal{O}(n^{2^k+k+3+r}). \]

**Proof.** If \( \text{rad}(n) \) is the product of at most a \( k \), combining Theorem 3.8, Proposition 2.5 (observing that \( A(n) = A(\text{rad}(n)) \)), and Theorem 3.10 we can upper bound \( \text{Cond}(V_{\Phi_n}) \) by \( 2 \text{rad}(n)n^{2^k+k+2+r} \), from which the result becomes straightforward. □

For instance, when \( n = p^k \) the coefficients of \( \Phi_n(X) \) are 0, 1. This is immediate for \( k = 1 \) and it follows from Prop. 2.4 for \( k > 1 \). In this case, the general bound for \( \text{Cond}(V_{\Phi_n}) \) of Cor. 3.11 is \( \mathcal{O}(n^5) \).

When \( n \) is the product of at most two odd prime factors, due to a 1883 result by Migotti, the coefficients of the cyclotomic polynomial belong to the set \( \{0, \pm 1\} \) and likewise, from Prop. 2.5 the same holds for \( n = p^r q^l \) with \( r, l > 1 \). In this case, the general bound for \( \text{Cond}(V_{\Phi_n}) \) of Cor. 3.11 is \( \mathcal{O}(n^8) \).

Further, for \( n = p^m q^l r^s \) with \( p < q < r < s \), we have \( A(n) < n \). As before, the argument is reduced to the square free case via Prop. 2.5 and the square free case is due to Bang (11) for products of three primes and to Bloom (5) for products of four primes. Hence, in this case, the general bound in these cases is at most \( \mathcal{O}(n^{23}) \).

We can refine these polynomial bounds for \( k = 1, 2, 3 \) in the next section, but the moral of Theorem 3.10 is clear: whenever one finds that cyclotomic polynomials whose degree is divisible by at most a fixed number of primes has an explicit polynomially bounded \( A(n) \), one immediately has an rough but still polynomial bound for the distortion of the corresponding RLWE/PLWE-problem.
4. Sharper bounds for $k \leq 3$.

In this section we obtain more precise bounds for the condition numbers $V_{\Phi_n}$ where $\text{rad}(n)$ is product of $k$ primes with $k \leq 3$. Our arguments can be easily generalised to other cases where $A(n)$ is still polynomial. Denote as usual $m = \phi(n)$.

4.1. The case $k = 1$. For $n = p^l$, $p > 2$, let us apply Prop.3.7 to obtain:

\begin{equation}
|w_{i,j}| \leq \frac{2p}{|\Phi'_p(\zeta_j)|} \leq 4.
\end{equation}

In particular, for $l = 1$ we have:

$$\text{Cond}(V_{\Phi_p}) \leq 4(p - 1)^2.$$ 

Next, we tackle the case $l > 1$.

**Theorem 4.1.** Let $n = p^l$, $m = \phi(n)$ and $l > 1$. Then

$$\text{Cond}(V_{\Phi_n}) \leq 4(p - 1)m.$$

**Proof.** Instead of using Prop.3.7 we provide a finer bound. We start by writing

$$|w_{i,j}| = \frac{|e_{m-i}(\zeta_j)|}{|\Phi'_p(\zeta_j)|}.$$

To bound the numerator, observe first that for $1 \leq s < p^{l-1}$ and for $1 \leq r < p - 1$, we have $E_{p^{l-1}(p-r)-s} = 0$ and $|E_{p^{l-1}(p-r)}| = 1$. Using Lem.3.4 we obtain

$$|e_{m-i}(\zeta_j)| \leq p - 1.$$

Now, since $\Phi_p(x) = \Phi_p(x^{p^{l-1}})$, taking derivative at $\zeta_j$ gives

$$|w_{i,j}| \leq \frac{2(p - 1)}{p^l} \leq \frac{2}{p^{l-1}},$$

thus $||V_{\Phi_n}^{-1}|| \leq 2(p - 1)$ and the result follows. \qed
4.2. The case $k = 2$. For $n = pq$, we again apply Prop. 3.7 together with Mogotti’s theorem $A(n) \in \{0, \pm 1\}$ to obtain:

\[(4.2) \quad |w_{i,j}| \leq \frac{2m}{|\Phi_p'(\zeta_j)|}.
\]

Since $\Phi_{pq}(x) = \Phi_p(x^q)$, one has

\[|w_{i,j}| \leq \frac{2m|\Phi_p(\zeta_j)|}{q|\Phi_p'(\zeta_j^q)|} \leq \frac{4m(p-1)}{pq} \leq 4m.
\]

and $\text{Cond}(V_{\Phi_n}) \leq 4m^3$.

**Remark 4.2.** If $n = 2pq$, for odd $p$ and $q$, it is easy to see that $\Phi_n(x) = \Phi_{pq}(-x)$, so a minor modification of our previous analysis still applies.

And another finer bound for $n = p^r q^l$ is as follows:

**Theorem 4.3.** Let $n = p^r q^l$, with odd primes $p$ and $q$ and $m = \phi(n)$. Then

\[\text{Cond}(V_{\Phi_n}) \leq 2\phi(rad(n))m^2.
\]

**Proof.** We use Prop. 2.5

\[\Phi_n(x) = \Phi_{pq}(x^{p^r q^l - 1}),
\]

hence by using recursively Lemma 3.4 we have upper bound:

\[|e_i(\zeta_j)| \leq m \text{ for } 1 \leq i \leq m - 1.
\]

Hence

\[|w_{ij}| \leq \frac{m}{p^r q^l - 1|\Phi_{pq}'(\zeta_j^{p^r q^l - 1})|},
\]

which by Prop. 2.4 equals $\frac{m|\Phi_p(\zeta_j^{p^r q^l - 1})|}{p^r q^l - 1|\Phi_p'(\zeta_j^{p^r q^l - 1})|}$, hence

\[|w_{ij}| \leq \frac{2m|\Phi_p(\zeta_j^{p^r q^l - 1})|}{p^r q^l - 1} \leq \frac{2m}{p^r q^l - 1},
\]

hence $||V_{\Phi_n}^-|| \leq 2\phi(rad(n))m$ and the result follows. \[\square\]
4.3. The case $k = 3$. The starting point is the following result:

**Theorem 4.4** (Bang, [1]). For three different odd prime numbers $p < q < r$, it holds that

$$A(pqr) \leq p - 1.$$ 

In this case, we have:

**Proposition 4.5.** For $n = pqr$ it holds that $\text{Cond}(V_{\Phi_n}) \leq 2m^4$.

**Proof.** Applying recursively Lemma 3.4 and Theorem 4.4 we obtain:

$$|e_i(\zeta_j)| \leq (m - i)(p - 1).$$

To bound the denominators we apply Proposition 2.5, which in this case gives:

$$\Phi_{pqr}(X) = \Phi_{qr}(X^p)\Phi_r(X) = \Phi_q(X^{pr})\Phi_r(X)\Phi_{qr}(X).$$

Now, taking the derivative and evaluating at $\zeta_j$, we obtain:

$$\Phi'_{pqr}(\zeta_j) = \frac{pr\zeta_j^{pr-1}\Phi'_q(\zeta_j^{pr})\Phi_r(\zeta_j)}{\Phi'_{qr}(\zeta_j)\Phi_q(\zeta_j)},$$

hence, $1/|\Phi'_{pqr}(\zeta_j)| \leq 2q/p$ and

$$|w_{ij}| \leq 2q(m - 1) \leq 2(m - 1)^2,$$

Thus $\text{Cond}(V_{\Phi_n}) \leq 2m^4$. \qed

**Theorem 4.6.** For $n = p'q^s r^t$, it holds that $\text{Cond}(V_{\Phi_n}) \leq 2\phi(\text{rad}(n))^2 m^2$.

**Proof.** As in previous case we have:

$$|e_i(\zeta_j)| \leq mp.$$ 

As for the denominator, from Prop. 2.5

$$|\Phi'_n(\zeta_j)| = p^{l-1}q^{s-1}r^{t-1}|\Phi'_{pqr}(\zeta_j^{p^{l-1}q^{s-1}r^{t-1}})|,$$

and since $\zeta_j^{p^{k-1}q^{l-1}r^{t-1}}$ is a primitive $pqr$-root of unity, by Equation 4.3 we have:

$$|w_{ij}| \leq \frac{2mprq^2}{p'q^sr^t} \leq \frac{2mq}{p^{l-1}q^{s-1}r^{t-1}} \leq 2\phi(\text{rad}(n))^2$$

and the result follows. \qed
5. A subexponential asymptotic bound

In sum and discouragingly to prove that the condition number is polynomially bounded, we currently have to impose that the number of prime factors of the conductor is fixed, to ensure that \( A(n) \) is polynomial in \( n \) (with \( k \) kept fixed). The reason is that, in general, the coefficients of cyclotomic polynomials tend to increase very fast. The following result shows in particular that \( A(n) \) is a superpolynomial function:

**Theorem 5.1** (Maier [12]). For any \( N > 0 \), there are \( c(N) > 0 \) and \( x_0(N) \geq 1 \) such that for all \( x \geq x_0(N) \), we have a lower bound

\[
|\{n \leq x : A(n) \geq n^N\}| \geq c(N)x.
\]

But even worse, Erdős showed in [9] that there exist infinitely many \( n \) such that \( A(n) \geq e^{c \log(n)/\log \log(n)} \) where \( c \) can be taken to be \( \log(2) \) ([19]).

These results highlight how difficult is to control the condition number of cyclotomic fields (not to mention the case of arbitrary Galois number fields), at least with the current available techniques. For the moment, we content ourselves with a suboptimal result to close our study: namely, that, in general, condition numbers of cyclotomic polynomials grow subexponentially in the degree. We need the following result:

**Theorem 5.2** (Bateman [2]). For any \( \varepsilon > 0 \), there exists \( n_0 \geq 2 \) such that for \( n \geq n_0 \) we have

\[
A(n) \leq e^{n(1+\varepsilon) \log(2)/\log \log(n)}.
\]

To give our final result we need the following:

**Definition 5.3** (The prime-divisor function). For \( n \in \mathbb{N}, \) \( \omega(n) := \) number of different primes dividing \( n \).

It is well known that \( \omega(n) = O(\log(n)/\log \log(n)) \). An argument for this is as follows: for any \( x \in \mathbb{R} \) denote by \( x^\# \) its primorial, namely, the product of all the primes below \( x \). Then

\[
(5.1) \quad \omega(n) \leq \omega(\log(n)^\#) = \pi(\log(n)) \approx \frac{\log(n)}{\log \log(n)}.
\]
where $\pi(n)$ stands for the number of primes below $n$ and the asymptotic last approximation is due to the Prime Number Theorem. We can now close with the following result:

**Theorem 5.4.** For $n \geq 2$, we have

$$\text{Cond}(V_{\Phi_n}) = O\left(n^{\frac{1}{\log \log(n)}} \log(n) + 3e^{\frac{1}{n \log \log(n)}}\right).$$

**Proof.** First, from Theorem 3.10 we have

$$\text{Cond}(V_{\Phi_n}) = O(\text{rad}(n)n^{2k+2})A(n).$$

Secondly, from Theorem 5.2 choosing $\varepsilon$ small enough, we can write

$$\text{Cond}(V_{\Phi_n}) = O(n^{2k+2}e^{n\log(2)/\log \log(n)})$$

Finally, since $k = \omega(n)$, from Eq. 5.1 the result follows. $\square$
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