Instrument policy mix and firm size: is there complementarity between R&D subsidies and R&D tax credits?
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Abstract
Nowadays, a rising number of evaluations investigates a multifaceted concept of the policy mix. Our study specifically focuses on the mix of two most frequently used supply-side instruments–R&D subsidies and R&D tax credits. Drawing on the longitudinal sample of Spanish manufacturing firms, we investigate whether there is a complementary interaction between these policy instruments with respect to product and process innovations. Moreover, by employing a dynamic random-effects probit estimator, we account for the persistence of innovation and endogeneity of public support. The results, that are separately estimated for SMEs and large firms, uniformly show evidence of no interplay between two policy instruments either in SMEs or large firms. However, among factors that influence the propensity to product and process innovations, by far, the largest effect is generated by true state dependence. These findings provide some policy implications for fostering product and process innovations in the long run.
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1 Introduction
This study investigates the instrument policy mix between R&D subsidies and R&D tax credits in the context of output additionality. In the last few decades, the evolution of contemporary policies for fostering and stimulating innovation has resulted in an increasingly
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complex mix of policies and programmes. For instance, the INNO-policy Trendchart database of innovation policy measures in Europe has reached more than 1000 measures in 2009, compared to less than 200 in 1995 (European Commission, 2009). Governments direct large sums of public funds towards expanding the base of scientific and technological knowledge to reduce uncertainty, to substitute inefficient markets by sharing risks and costs and to devise ways to overcome inappropriability issues (Cunningham, Edler, et al., 2016; Cunningham, Gök, et al., 2016). A variety of tax incentives and R&D subsidy measures were introduced with the intention of encouraging private firms to undertake R&D projects at their own expense (David et al., 2000). During the 2000–2013 period, for example, government financial support instruments to promote R&D have accounted for nearly 70% of all R&D cost performed in OECD countries in the form of grants, purchase of R&D services and R&D tax incentives (Appelt et al., 2016).

The main reason for this increased complexity is the co-existence of two policy rationales; alongside the neoclassical market-failure rationale, an evolutionary-systemic rationale has emerged as a complementary basis for justifying public intervention in the domain of innovation. Whilst the market-failure rationale emphasizes the importance of investing in science and technology, the evolutionary-systemic rationale focuses on the interaction of organizations and institutions within systems of innovation. A direct consequence of the widening of policy rationales is the introduction and implementation of a large number of policy instruments. Besides traditional, hard innovation policy instruments, stemming from the neoclassical, market-failure approach (such as R&D subsidies and R&D tax credits), a set of soft and non-coercive policy instruments has been implemented, reflecting the proliferation of evolutionary, systemic policies. Examples of soft instruments are standards, best practices, codes of conduct, public–private partnerships based on cost-sharing etc. These instruments are increasingly used since the 1990s, and most recently are focused on the establishment and maintenance of innovation networks. Freitas (2007) identified more than 80 soft instruments implemented in the UK since the 1990s. Therefore, the evolution of policy rationales (from the market failure to systemic failure rationale) encompassed the implementation of new instruments but existing instruments were seldom abolished (Boekholt, 2010; Magro & Wilson, 2013). That is why nowadays a large number of public measures (e.g. hard and soft instruments, supply-side and demand-side instruments) exists. In summing up, the innovation policy domain is characterized by the existence of complementary policy rationales, accompanied by a complementary mix of policy instruments. To reflect the widening of policy rationales and a proliferation of various policy instruments, the concept of the innovation policy mix has recently emerged (Flanagan et al., 2011; Magro & Wilson, 2013, 2018; Meissner & Kergroach, 2021).

In this study, we investigate the interaction between two most frequently used supply-side policy measures–R&D subsidies and R&D tax credits on product and process innovations in Spanish manufacturing firms. Both policy instruments have distinctive objectives which are complementary (Elschner et al., 2011; Tassey, 2007). Concerning R&D
tax incentives, their main advantage is that they are market neutral, which means that firms can choose which R&D projects to pursue (Atkinson, 2007; Elschner et al., 2011; Tassey, 2007). Their effect is reflected in reduced marginal cost of R&D investment (Castellacci & Lie, 2015). Market neutrality of R&D tax incentives can also be regarded as their weakness, given that in some situations it might be socially optimal for a government to support those industries and innovation activities that have a potential to produce large spillover effects (Baghana & Mohnen, 2009). The government objective when using this policy instrument is to influence the overall level of industry R&D activities, rather than to change its composition, which can be done via R&D subsidies (Atkinson, 2007; Elschner et al., 2011; Tassey, 2007). This can be particularly effective in the case of SMEs, because raising a level of R&D activities through R&D tax credits can, at least partly, reduce financial constraints that are pertinent to small businesses (Baghana & Mohnen, 2009; Elschner et al., 2011).

Unlike tax incentives, R&D subsidies are not market neutral as R&D tax credits, because they usually target particular sectors, technologies or stages of the R&D cycle (Engel et al., 2019; Tassey, 2007). Regarding the latter, R&D subsidies can predominantly be beneficial in early stages of research that entail higher costs (Atkinson, 2007; Tassey, 2007). While tax incentives reduce the marginal cost of R&D, a direct government support via R&D subsidies results in an increase of the marginal rate of return of R&D (Castellacci & Lie, 2015). Unlike tax incentives that target all R&D performers, a direct government support is subject to the approval of a subsidy application that a firm submits to an awarding public agency. Therefore, the preparation of a project proposal is not costless, as it requires the use of time of qualified personnel (Busom et al., 2014). In summing up, while tax incentives are market neutral such that all R&D performers would qualify, only firms that engage in highly innovative R&D, that are of high risk and/or have a potential of large spillover effects would qualify for a subsidy (Busom et al., 2014; 2017).

The study offers several contributions to the policy evaluation literature. First, empirical evidence on the instrument policy mix in the context of output additionality is very limited. Most empirical evaluations, whether on the individual effects of R&D subsidies or tax credits or their joint effectiveness, investigate input additionality, i.e. the policy effects on innovation inputs, such as R&D expenditures (Castellacci & Lie, 2015; Dimos & Pugh, 2016). An important issue in innovation analysis is how firms transform innovation inputs into marketable products and improvements in productivity. Consequently, evaluation of public support should go beyond the examination of its effectiveness on innovation inputs, and provide evidence whether public support facilitates firms in transforming R&D (and non R&D) innovation investments into new products (and thus increased profitability) and/or new processes (and thus increased productivity). Therefore, research in this study contributes to very limited empirical evidence on the impact of instrument policy mix–individual effects of R&D subsidies or tax credits or their joint effectiveness—in the context of output additionality. Increasing complexity of policy instruments and objectives brings forward the need for policy evaluation that will support the design of optimal, evidence-based policies (Meissner & Kergroach, 2021). Existing policy mixes have emerged from a random policy layering rather than from a planned policy design (Howlett et al., 2015; Schmidt & Sewerin, 2019). Therefore, impact studies of policy mixes contribute to the evidence-based policy and provide empirical evidence whether a theorised complementarity within policy mixes occur in practice.

Second, most previous studies use binary indicators for policy treatments (Dimos & Pugh, 2016). Our study reports empirical findings for both cases—when the policy variables are continuous and when they are binary. With this practice, we want to check if our
findings change depending on the operationalisation of policy variables. Third, by estimating dynamic probit models, we are able to account for a number of econometric issues identified in the innovation evaluation literature, but mostly not accounted for because of lack of data. Namely, the adopted empirical strategy takes into account the persistence of innovation (by including a lagged dependent variable) and unobserved heterogeneity. These issues cannot be addressed in cross-sectional studies, which dominates this stream of research. Finally, we analyse SMEs and large firms separately. Given well-known differences in innovation activities in these firms, we explore whether the instrument policy mix could have a differentiated effect in SMEs compared to large firms.

Regarding empirical results, we find no evidence of the joint impact of R&D subsidies and R&D tax credits on innovation activities related to new products and process development in Spanish manufacturing firms, but find strong evidence with respect to the highest impact of the past innovation activities on the present engagement in product and process innovations. Furthermore, we find a strong evidence of spurious state dependence given the positive impact of initial engagement in product and process innovations on their current adoption and a stronger past dependence for product than process innovations. Similar results occur for SMEs and large firms separately, with the only difference related to R&D subsidies: highly significant impact for SMEs and insignificant for large firms. Our study is among the first to estimate the impact of both propensity and intensity of receiving direct and indirect support, demonstrating that support to firms with a potential for innovation might have strong policy effects, but support to firms that are already innovating might not produce optimal results. Our findings provide valuable insights to policy makers on how to design an effective supply-side innovation policy in Spain.

This study is organised as follows. Section 2 discusses the supply-side innovation policy in the context of Spain. Section 3 reviews background literature on the effectiveness of tax incentives relative to R&D subsidies and grants, the concept of the instrument policy mix, previous empirical evidence on this topic and types and sources of persistence of innovation. Section 4 gives an overview of the empirical strategy, data and sample used in the study, and the model specification. Section 5 presents our results while Sect. 6 discusses key policy implications and suggestions for further research.

2 Context of the study

To stimulate business R&D activities, both R&D subsidy schemes and R&D tax incentives have been simultaneously available to firms in Spain since 1980s (Busom et al., 2017) and were further developed in 2004 and 2014. Tax relief is provided through a hybrid (volume-based and incremental) R&D tax credits and social security contribution exemptions for qualified full-time R&D personnel (40% tax reduction to employers’ social security contributions). Compared to other OECD or EU countries, R&D tax incentives in Spain in 2018 were one of the most generous, although generosity has declined over the 2008–2018 period (due to the global financial crisis). From 2002 to 2016, the government support through tax incentives remained more or less stable–oscillated around 0.03% of GDP–reaching the magnitude of EUR 356 million (in 2010 prices) in 2016 and the share of tax incentives in total government funding amounted to 36 percent. In 2018, a marginal tax subsidy rate for profitable SMEs as well as for profitable large enterprises is estimated at 0.33. The rate for SMEs is slightly over OECD median of 0.20 and substantially higher for large enterprises than OECD median of 0.13 (OECD, 2019).
Direct government funding for business R&D and innovation activities is channelled through an elaborated system of public agencies, such as the Spanish Research Agency and the Centre for Industrial Technological Development. From 2009 to 2014, the total government financial support to business R&D and innovation activities oscillated between 64 and 51 percent (a fall mainly due to the global financial crisis). In 2015, the volume of government funding amounted to EUR 5959 million. A comparison between government direct funding vs. tax credit indicates that the main instrument for supporting business R&D and innovation activities in Spain is a direct government funding.

3 Literature review

3.1 On the relative effectiveness of using tax incentives compared to subsidies and grants

Government support for R&D can be direct or indirect. Grants, subsidies and loans are instruments of so-called direct government support, while tax incentives, especially tax credits are instruments of so-called indirect government support. These are also the most common proxies for government support in empirical evaluations of the causal impact of policy intervention.1 The balance of direct and tax support for R&D varies from country to country and can changed over time since both measures stimulates different types of R&D (Appelt et al., 2016). Governments steer direct support in the form of grants, subsidies and loans, towards R&D projects that are considered as most likely having the largest gap between social and private rates of return (Klette et al., 2000; Wallsten, 2000). On the other hand, tax incentives are typically directed to all firms (Busom et al., 2014, 2017). Besides, tax credit does not alter a firm’s choice of R&D projects and the support is not affected by the selection bias often linked to the R&D projects funded by public agencies (David et al., 2000). Tax incentives do not usually condition the provision of support other than implied by a pre-defined tax rule (Appelt et al., 2016).2 This implies that potentially many categories of firms can be reached since tax credit is easily to claim for a recipient as it can be deducted from all tax and social security liabilities, providing that firms have enough tax and social security liabilities to benefit from the full value of the tax credit and that rules are not overly restrictive.

Both measures have limitations. A disadvantage of grants and subsidies is that are highly dependent on discretionary decision of government bodies and/or public agencies, their effectiveness on the information available to the policy makers that manage R&D programmes, and on the strategic priorities set by them. In addition, firms might successfully lobby for subsidies that are in their interest, possibly diverting subsidies in ways that are not conducive to innovation (Mazzucato, 2018a).

A disadvantage of tax credit support is that firms receiving funding for R&D projects ex-post, must be able to finance the projects in advance (Busom et al., 2014) which can be especially problematic for innovative young SMEs as those firms often face financial constraints, both internal and external (Hajivassiliou & Savignac, 2011). The use of tax credits for R&D projects having the largest gap between social and private rates of return is not
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1 Governments can influence R&D activities also by public investments, or by funding private sector research through loans and contracts.

2 Although some countries require a pre-approval or accreditation (Appelt et al., 2016).
the most appropriate policy instrument, as such projects are financially very demanding, time-consuming and would therefore require large tax changes. Further, in case of frequent changes of tax incentives, firms’ planning of R&D investment becomes difficult, which, in turn, can marginalize the effect of tax incentives.

To conclude, the use of tax incentive compared to subsidies and grants is after all the choice of individual country and its policy objectives. However, there appears a broad consensus that direct support (grants and subsidies), is more suitable for supporting high risky research and for supporting projects that generate public goods. In contrast, tax incentives are more suitable for R&D activities which outcomes can be brought on the market within a reasonable time frame (Appelt et al., 2016).

3.2 Instrument policy mix

Contemporary innovation policy is characterised by a combination of policy instruments designed to promote firms’ innovation activities, which is termed the instrument policy mix. A proliferation of various policy instruments is a result of policy efforts to mitigate two groups of failures in relation to innovation. The first is a well-known neoclassical market failure argument, while the second is associated with systemic failures arising from the interaction of organizations and institutions within systems of innovation. Consequently, the interactions and interdependence between different policy instruments calls for a type of policy evaluation that will take into account a joint impact of various policy instruments on firm’s innovation performance (OECD, 2010; Uyarra, 2010; Flanagan et al., 2011; Magro & Wilson, 2013; Cunningham, Gök, et al., 2016; Cunningham, Edler, et al., 2016; Flanagan & Uyarra, 2016). The reason for this is twofold: first, the main feature of innovation policy is its complexity, and second, because of the relative failure of European R&D and innovation policy to close the productivity gap between Europe, on the one side, and the USA and Japan on the other (Cunningham, Edler, et al., 2016; Cunningham, Gök, et al., 2016; Radicic & Pugh, 2017). However, the evidence on the effectiveness of policy mix is very scarce, because of the difficulties in conducting such evaluation (most prominently due to the lack of data) and because it is argued that policy makers show lack of interest for this kind of evaluation (Cunningham, Edler, et al., 2016; Cunningham, Gök, et al., 2016).

Theoretically, the interaction in the policy mix could result in: a) complementary or synergistic effects; b) trade-offs, such that one instrument reduces the effectiveness of the other(s); and c) no interactions between instruments (Cunningham, Gök, et al., 2016; Cunningham, Edler, et al., 2016; Magro & Wilson, 2013; Martin, 2016; OECD, 2010). The innovation effects of policy instrument mixes occur at the firm level. If the complementary effects are absent, managers in innovative firms might not necessary be aware of the lack of the policy mix effectiveness. That is, if their firm is eligible, managers would apply for different government support programmes, assuming that individual and joint innovation effects of the programmes will be positive. In contrast, government agencies conduct impact evaluation whose purpose is to investigate whether a particular government policy or instrument (or a mix of them) produces expected effects. In case of the instrument mix, it is expected that the joint effect of two (or more) policy instruments is complementary. However, suboptimal outcomes of policy mixes are very common in cases of policy
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3 Innovation policy mix is a broader term and encompasses not only the instrument policy mix, but also a multi-governance policy mix (at different governance levels) and a policy mix across space and time (Flanagan et al., 2011). The focus of our study is on the instrument policy mix.
layering, i.e. adding new policy tools and objectives to old ones (Howlett et al., 2015). If the objective of policy makers is to achieve an optimal policy mix, rather than the optimal outcome of individual instruments and objectives, then policy mechanisms should be jointly implemented, rather than individually (del Río, 2014). Moreover, policy coordination is needed so duplication and overlap of efforts can be either minimized or completely avoided. However, the lack of coordination is quite common between isolated government departments that design and implement related policies (Magro et al., 2014). Therefore, all three outcomes of the policy mix (complementarity, substitution or no interaction) could be potentially reported when conducting a quantitative evaluation.

### 3.3 Previous empirical evidence

Most of the empirical policy evaluations concentrate on input additionality (Castellacci & Lie, 2015; Dimos & Pugh, 2016), testing the crowding-in and crowding-out hypothesis, i.e. on the nature of the effect of government funding of R&D on private firms own R&D expenditure. Two other types of additionality - output and behavioural, are subject of a smaller number of empirical studies. Output additionality, in particular, is a diverse topic, as innovation outputs and firm performance are proxied by a wide array of measures: patents, various types of innovation (product, process, organizational and marketing), innovative sales, productivity, profitability, employment, etc.

Concerning policy instruments, researchers have mostly studied the causal effect of subsidies, while studies examining the impact of tax credits are more limited, in spite the use of tax credits as policy instrument has significantly increased after 2000. Dimos and Pugh (2016), in their meta-analysis of R&D subsidies regarding input and output additionality, conclude that most studies report positive, but small policy effects. Castellacci and Lie (2015) conduct a meta-analysis of the effectiveness of R&D tax credits in supporting firms’ innovation activities, but only in the context of input additionality, as there are very few studies investigating output additionality.

Empirical evidence on the joint impact of R&D subsidies and R&D tax credits is also rather limited (Testa et al., 2019) and most of the studies focus on input additionality (for a review see Dumont, 2017). Investigating their joint impact in our study contributes to two important concepts in innovation evaluation studies. First, considering their individual and joint effectiveness, we avoid a hidden treatment bias (Dumont, 2017; Guerzoni & Raiteri, 2015). The bias refers to potential overestimation of the policy effect when a single policy instrument (either R&D subsidies or R&D tax credits are analysed separately). Second, by estimating a joint effect, our study adds to the empirical evidence in relation to the innovation policy mix.

Among few studies investigating the instrument policy mix, the following two focus on input additionality. Dumont (2017) analysed the policy mix in Belgium and reported robust evidence of the lack of additional effects. The author argues that this finding could be explained by the lack of policy coordination. Marino et al. (2016), in the context of French firms, found a substitution effect when firms received larger R&D subsidies as well as R&D tax credits. Berubé and Mohnen (2009) is among very few studies that investigate the instrument policy mix with respect to output additionality. They report that Canadian
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4 This section is partly based on Petrin (2018).

5 Today tax incentives present the major source of allocation of public funds to SMEs in OECD countries (Cunningham et al., 2016a, 2016b; OECD, 2014).
firms are more likely to introduce product innovation and have higher innovative sales if they claim tax credits and also receive subsidies. However, the authors apply a propensity score matching, which means that unobserved heterogeneity could not be controlled for. Moreover, given the use of a cross-section data, it was not possible to control for the persistence of innovation. Both of these are accounted for in our study.

Furthermore, we looked at studies that separately investigated SMEs and large firms. We could not find any that report the findings in the context of the instrument policy mix, so we briefly review studies examining individual policy instruments. Most of the reviewed studies evaluating the effect of direct public support on the innovation performance of SME have found positive output additionality effect. Foreman-Peck (2013) has estimated the UK innovation policy impact on a large sample of both service and manufacturing SMEs. Propensity score matching indicates that SMEs receiving UK state support for innovation were more likely to introduce product and process innovations than unsupported comparable enterprises. Bronzini and Piselli (2016), in case of the Northern Italy innovation programme during early 2000s, found a significant impact on the number of patent applications, particularly in the case of smaller firms. It also increased their likelihood of applying for a patent. Czarnitzki and Delanote (2015) evaluated the current focus of EU policy on independent young SMEs in high tech sectors and found that current policy focus is effective. Positive effect of R&D subsidies was also found by Radicic et al. (2016) who performed analysis of treatment effect on a wide range of innovation outputs in European SMEs. They found positive effects of innovation support programmes, typically increasing the probability of innovation and its commercial success by around 15%. Radicic and Pugh (2017) report positive impact of national and international programmes on innovative behaviour of European SMEs—positive treatment effect was found for the propensity for patent application, but not on innovative sales. Guo et al. (2016) in the case of Chinese government Innovation Fund for SME support found that it generated higher number of patents and sales from new products and exports.

Dechezleprêtre et al. (2016), analysing the impact of tax change on both patenting and R&D expenditure on the UK SMEs, found a significant impact of tax change on both R&D expenditure and patenting: R&D approximately doubled in the treated group from a subpopulation of SMEs and patenting rose about 60 per cent. Results show also that the R&D generated by tax policy crates spillovers on innovation of technologically related firms. Regarding the instrument policy mix, we could not find any empirical studies focusing specifically on SMEs.

Pless (2021) investigates the policy mix of R&D subsidies and R&D tax credits separately for small and large firms in the United Kingdom. She reports a complementary effect in small firms, but a substitution effect in larger firms. However, these results cannot be compared to ours, as Pless (2021) examines input additionality (impact of public support on R&D expenditure) and output additionality with respect to productivity. In addition, the definitions of small and large firms are different; while small firms in Pless (2021) are defined as having between 20 and 80 employees, we adopt the definition of the European Commission (2008), according to which SMEs have less than 250 employees.

In summary, the evidence presented on output additionality at the firm level suggests that direct government support such as grants, subsidies or tax credit may positively impact innovation outcomes firms with greater impact on firm innovation output generally found for SMEs than for large firms. This finding can be explained by financial constraints small firms are facing which prohibits them to undertake more risky investment like innovations. A large body of empirical evidence suggests that small firms primarily finance new investments with internal funds, implying a relatively high cost of external financing of R&D.
investment compared to internal funding. The evidence also supports the important role of venture capital for bridging financial constraints due to a limited access to debt financing, and that government funds are playing a significant role in facilitating the growth of small firms through preferential R&D tax treatments, as well as in the form of direct support such as grants and subsidies (Revest & Sapio, 2012). A direct financial support is seen as more effective for SMEs, since it is usually provided up front compared to R&D tax credits of which the benefits can be obtained after the completion of the innovation project. Alternatively, the large effects for small firms can be explained if sunk cost of R&D are high and capital has relatively low salvage value and thus also limited resale value (Dosi, 1990). In such cases the provision of R&D subsidies might help small companies to overcome this threshold and decide for risky innovation investments (González and Pazó, 2008).

4 Methodology

4.1 Persistence of innovation

Although the focus of the study is on the effectiveness of innovation policy mix, our empirical strategy incorporates an important dimension of innovation persistence that is often overlooked in empirical studies. To take into account the persistence of innovation, our empirical strategy encompasses dynamic models of product and process innovations. Concerning product innovation, several theoretical arguments support its persistence. The first relates to sunk costs (Sutton, 1991) associated with firms’ initial R&D investments, such as the establishment of R&D department and hiring R&D staff (Antonelli et al., 2012; Clausen et al., 2011; Ganter & Hecker, 2013; Haned et al., 2014; Peters, 2009; Triguero & Córcoles, 2013). The second is the ‘success breeds success’ argument, whereby a successful introduction of new product in one period enables firms to gain market power, which, in turn, increases the likelihood of future successful innovation (Flaig and Stadler, 1998). The third potential explanation for the persistence of product innovation arises from the appropriation theory. Following Tavassoli and Karisson (2015), new products are more likely to be protected using formal mechanisms of Intellectual Property Rights (IPRs), than other types of innovation. This is due to a tacit nature of knowledge embedded in other types of innovation, which makes them harder to protect and easier to imitate.

Besides product innovation, another type of innovation that is characterized by a persistent occurrence is process innovation. Firms engage in this type of innovation to reduce unit costs and enhance productivity through changes in techniques, equipment and software (Hwang et al., 2015). The literature advances several arguments as to why firms might persistently engage in process innovation. The first argument is common with product innovation and associated with R&D sunk costs, insofar as new products require changes in production methods. In addition, Clausen et al. (2011) note that the persistence of process innovation is conditional on industry characteristics, i.e. it often occurs in mature industries, in which the importance of process innovation is reflected in a firm’s efforts to implement more efficient production methods, rather than new products.

In general, persistence of any process can be divided into two categories. The first is true state dependence or path dependence, which, in the context of innovation activities, means that firms that introduced innovation in the previous period (period t-1) are more likely to introduce innovation in the current period t (Antonelli et al., 2013; Ayllon and Radicic, 2019). The second type of persistence is termed spurious or past dependence,
whereby firm characteristics, including initial conditions, affect the probability of observed persistence. Past dependence can be associated with firms’ internal resources and their impact on innovation as elaborated in the resource-based view and the dynamic capacities approach (Antonelli et al., 2013).

4.2 Empirical strategy

In the literature on innovation policy evaluation, there is a prevalence of matching estimators in the context of a cross-sectional data analysis (Czarnitzki & Lopes-Bento, 2013; Czarnitzki et al., 2011). The main advantage of matching estimators, from the perspective of econometric strategy, is that they do not require an exclusion restriction(s), as finding them is a very challenging task in innovation evaluation studies (Czarnitzki & Lopes-Bento, 2013; Czarnitzki et al., 2011; Henningsen et al., 2015). That is the reason why the instrumental variable (IV) approach (and selection models) is seldom applied in this stream of research (Ichimura & Taber, 2001). With respect to a panel data analysis, two recommended estimators are a difference-in-differences and a regression discontinuity method (Imbens & Wooldridge, 2009). We are unable to use these estimators because we do not know when firms received R&D subsidies, thus we do not know when the treatment started (i.e. when the change of subsidy status occurred, which is necessary for a difference-in-differences estimator) and policy instruments under investigation do not have a threshold value (which is necessary for a regression discontinuity method (Imbens & Wooldridge, 2009)). Consequently, evaluation studies analysing a longitudinal panel data often use other panel estimators. Henningsen et al. (2015) use a fixed effects (FE) panel estimator to estimate input additionality in Norwegian firms. The authors comment why they cannot use the regression discontinuity estimator. Similar to our case, they do not have a threshold value (which is a single variable that the granting agency constructs to sums up the quality of the proposal). Dumont (2017) is another example of the study in which a panel data analysis is used for impact evaluation. The author explores the impact of the instrument policy mix on input additionality in Belgium. Empirical strategy adopted in the study includes a fixed effects (FE) estimator and a generalized methods of moments (GMM) estimator. Given that our dependent variables are not continuous, we are unable to use these estimators. Huergo et al. (2016) is the study that adopts the same empirical strategy as in our study, whereby the authors estimate a random effects dynamic probit model to explore input additionality in Spanish SMEs and large firms.

Given the above discussion, we draw on the innovation persistence literature (Peters, 2009; Tavassoli & Karlsson, 2015) and model the innovation knowledge function using a dynamic probit specification. A dynamic specification is used because of persistence, which is termed state dependence, i.e. firms that are innovating in the any given period are more likely to innovate in the next period. We assume that firms can be characterized by a latent product or process innovation propensity ($y^*_it$) such that:

$$y^*_it = \alpha y^*_{it-1} + \beta_1 \text{Subsidies}_{it-1} + \beta_2 \text{Tax}_it + \beta_3 \text{Subsidies}_{it-1} \ast \text{Tax}_it + \gamma Z_{it-1} + c_i + u_{it}$$

(1)

The latent outcome variable $y^*_it$ captures the probability of introducing product or process innovation, while $y^*_{it}$ is the observed binary variable. $y^*_{it-1}$ represents product or process innovation in the previous period, $Z_{it-1}$ is a set of time-varying lagged explanatory variables.
that are considered exogenous; \( \text{Subsidies}_{t-1} \) and \( \text{Tax}_t \) are the variables of interest (R&D subsidies and R&D tax credits respectively and their interaction term \( \text{Subsidies}_{t-1} \star \text{Tax}_t \)); \( c_i \) captures unobserved firm heterogeneity\(^6\); and \( u_{it} \) is the idiosyncratic error term (Grotti & Cutuli, 2018). The coefficient \( \alpha \) captures the degree of true or genuine state dependence of the dependent variable (either product or process innovation). That is, \( \alpha \) measures the extent to which engaging in product or process innovation in period \( t-1 \) affects the likelihood of current product or process innovation in period \( t \). Furthermore, we assume \( y_{it} = I(y^*_it > 0) \), that is, binary indicator functions that are equal to 1 if the latent propensity is positive and 0 otherwise. The subscripts \( i \) and \( t \) refer to cross-sectional units (firms in our case \( i=1,\ldots,) \) and time periods (\( t=2001,\ldots,2016 \)) respectively. Our main interest lies in the coefficient on the interaction term \( \beta_3 \). In the literature which investigates complementarity between variables or public policies, this is known as the interaction approach (for a detailed discussion see Guisado-González et al., 2018).\(^7\) The sign and the significance of the coefficient on the interaction term (\( \beta_3 \) in our models) is used to evaluate whether two policy instruments are complementary. Specifically, if the coefficient \( \beta_3 \) is positive and statistically significant, that can be interpreted as the evidence of complementarity. In contrast, if the coefficient is negative and statistically significant, two policy instruments are substitutes. Finally, a statistically insignificant coefficient suggests that there is no relation between policy instruments (Guisado-González et al., 2018).

To estimate a dynamic probit model specified in Eq. 1, we need to make the assumptions about the initial status of product (or process) innovation \( y_{i1} \), which is the status of a firm at the beginning of the sample period, and its correlation with the unobserved firm heterogeneity term \( c_i \). If we assume the initial innovation status to be exogenous, the standard random effects probit estimator can be used for model estimation. However, the innovation status of a firm, \( y_{it} \) is not observed from its beginning. Therefore, treating it as exogenous variable in the estimation of a random effects probit model would results in biased parameter estimates because the lagged product (or process) innovation would be correlated with the unobserved firm heterogeneity term \( c_i \) (Antonelli et al., 2012). This is known as the initial condition problem. As mentioned above, the coefficient \( \alpha \) in Eq. 1 shows true state dependence, which is defined as a causal effect of previous engagement in product and process innovations on their propensity in the following period. However, besides true state dependence, another type of state dependence can occur if unobserved effects are correlated over time. This is known as a spurious state dependence. If initial conditions are treated as exogenous, then spurious dependence could be misinterpreted as a true dependence (Le Bas & Scellato, 2014). That is why initial conditions need to be estimated and we follow the proposal by Wooldridge (2005) as shown in Eq. 2:

\[
c_i = \delta_1 y_{i1} + \delta_2 \bar{X}_i + \delta_3 X_{i1} + \epsilon_i
\]

\(^6\) Unobserved firm heterogeneity refers to entrepreneurial attitude toward risk, managerial abilities and other firm-specific (idiosyncratic) characteristics that are not included in the model.

\(^7\) Complementarity in the R&D literature is often thought as a complementarity test as in Cassiman and Veugelers (2006). The test is different to our approach, as in the former, potentially complementarity innovation activities (“make” and “buy”) are measured as dummy variables. As we have both dummy and continuous variables of interest (R&D subsidies and R&D tax credits) we maintain the same empirical approach in both cases. In addition, to address the endogeneity issue, Cassimam and Veugelers (2006) use a two-step approach that requires exclusion restrictions. For these, the authors use two variables- Basic R&D Reliance and appropriation conditions. However, for our variables of interest (R&D subsidies and R&D tax credits), the literature does not suggest any valid exclusion restrictions (as noted in Czarnitzki and Lopes-Bento 2013; Czarnitzki et al., 2011; Henningsen et al., 2015).
The unobserved specific effects \( \epsilon_i \) are the function of the dependent variable in the initial period \( (y_{it}) \), the initial values of all time-varying explanatory variables \( (X_{it}) \) and the within-firm averages of the explanatory variables \( (\bar{X}_i) \), where the averages are based on all periods \( t = 2001, \ldots, 2016 \). \( \epsilon_i \) is a firm-specific time-constant error term, normally distributed with mean 0 and variance \( \sigma^2_\epsilon \) (Grotti & Cutuli, 2018). In other words, the distribution of the unobserved effects is conditional on the initial and average values of all explanatory variables and also on the introduction of product (or process) innovation in the first period in the sample. This approach produces a new unobserved heterogeneity term \( \epsilon_i \) that is uncorrelated with the initial value of the dependent variable \( y_{i1} \).

Thus, the dynamic model to be estimated is written as:

\[
y_{it}^* = a y_{it-1} + \beta_1 \text{Subsidies}_{t-1} + \beta_2 \text{Tax}_t + \beta_3 \text{Subsidies}_{t-1} \ast \text{Tax}_t + \gamma Z_{it-1} + \delta_2 \bar{X}_i + \delta_3 X_{i1} + \epsilon_i + u_{it}
\]

(3)

The added components \( \delta_2 \bar{X}_i \), which are the average values across firms and years of panel data, address endogeneity arising from the correlation between explanatory variables and the error terms (Wen & Maani, 2019; Wooldridge, 2010). When endogeneity is accounted for, the coefficients \( \beta_1, \beta_2, \beta_3 \) and \( \gamma \) are unbiased fixed effects estimates. This is particularly relevant for the variables of interest. Since the seminal paper by David et al. (2000), it has been recognized that the evaluation of R&D and innovation policy, in particular R&D subsidies and tax credits, needs to take into account the endogeneity of public support, due to self-selection of firms and because public agencies might be following the “picking the winner” strategy (see also Czarnitzki & Delanote, 2017; Henningsen et al., 2015).

4.3 Data

The dataset used in the study is the Spanish Business Strategies Survey (SBSS). This is a longitudinal survey conducted annually from 1990, covering all manufacturing sectors in Spain based on the NACE Rev.1 classification. The dataset is gathered by the Public Enterprise Foundation and sponsored by the Spanish Ministry of Industry, Energy and Tourism. Although the survey gathers information on firms’ performance and characteristics in general, many studies have used the SBSS data to analyse innovation-related research questions (e.g. Ayllón & Radicic, 2019; Martínez-Ros & Labeaga, 2009; Radicic & Balvac, 2019; Santamaría et al., 2009). The sample is representative of Spanish manufacturing firms, and the sampling methodology is contingent on firm size. That is, firms with more than 10 and fewer than 200 employees are selected on the basis of a random stratified sample, while all firms with more than 200 employees are included in the survey (Triguero & Córcoles, 2013).

Our sample is an unbalanced panel covering the period from 2001 to 2016. It excludes the period from 1990 to 2000, partly because more detailed information on innovation activities were first introduced in the 1998 survey (Santamaría et al., 2009). We limit our sample to R&D performers (i.e. firms with a positive R&D expenditure, see e.g. Marino et al., 2016; Romero- Jordán et al. 2014; Sterlacchini & Venturini, 2019), given our focus

---

8 For more information, see [https://www.fundacionsepi.es/](https://www.fundacionsepi.es/).
on the impact of R&D subsidies and R&D tax credits on innovation performance. Regarding firm size categories, micro-sized firms are defined as those with fewer than 10 employees, small firms with more than 10 and fewer than 50 employees and medium-sized firms with more than 50 and fewer than 250 employees. This definition is consistent with the European Commission (2008) guideline.

Table 1 shows variable description and descriptive statistics. In the full sample, less than a half (43.2%) of firms introduced product innovation, while slightly more than a half (53.8%) engaged in process innovation. On average, firms received around EUR 400,000 of R&D subsidies and around EUR 230,000 of R&D tax credits. Market share on average is 13.7%. Concerning cooperative activities, the largest number of firms cooperated with suppliers, HEIs and customers (59.3%, 56.3% and 50.2% respectively), while a small number of firms (7.7%) cooperated with competitors. The average firm size measured as a headcount is 486 employees, while the average firm age is 43 years. These descriptive statistics suggest that the data is skewed towards larger and older firms (which is similar to a sample of Belgian firms in Dumont, 2017). Given that we focus on R&D performers, we would expect that larger firms are more pronounced in their R&D investments than smaller firms. Older firms could be more represented in our sample, given that older firms are often larger firms as well. Moreover, the sampling strategy of the ESEE data is to collect information on all larger firms, while SMEs are selected through a random stratified sampling.

Most firms are exporters (84.7%), while only a small number of firms searched for finance unsuccessfully (7.2%). With respect to absorptive capacity, firms, on average, invested EUR 2.6 m in R&D, while 65% of firms have their separate R&D department or committee. Concerning human capital and innovation, almost a half of firms employed engineers and used advisors (45.8% and 45.2% respectively), while only 14.3% of firms employed staff with previous R&D experience.

Looking at SMEs and large firms separately, while a similar number of both types of firms introduced product innovation on average (42% of SMEs and 45% of large firms), a significantly larger number of large firms engaged in process innovation (49% of SMEs and 60% of large firms). As expected, large firms are recipients of much larger amounts in terms of R&D subsidies and R&D tax credits. A smaller number of SMEs cooperate with any type of partner than large firms, although the largest difference is with respect to cooperation with HEIs (46% of SMEs versus 70% of large firms).

4.4 Model specification

The dependent variables in our models are Product innovation, a binary indicator equal to 1 if the firm introduced new or significantly improved goods or services in period $t$ (and zero otherwise) and Process innovation, a binary variable equal to 1 if the firm bought new machinery, and/or introduced new methods of organizing production and new software related to industrial processes in period $t$ (and zero otherwise). The variables of interests are two continuous variables, $R&D\ subsidies_{t-1}$ and $R&D\_tax_{t}$. The former is lagged one period to account for the policy effect with a time lag (in natural

---

9 The reasons for focusing on R&D performers are twofold. First, in line with previous studies (Aschhoff and Sofka 2009; Cassiman and Veugelers 2006; Grimpe and Kaiser 2010; Krzeminska and Eckert 2016; Lach 2002; Marino et al., 2016; Radicic and Balavac 2019; Schmiedeberg 2008), our aim to mitigate a potential selection bias due to firms self-selecting themselves into R&D subsidies and R&D tax credits. Second, only R&D performing firms are eligible to apply for R&D subsidies and R&D tax credits.

10 All control variables are lagged one period to mitigate the problem of endogeneity.
Table 1  Variable description and summary statistics—mean and standard deviation (in parentheses)

| Variable name          | Variable description                                                                 | Full sample N = 6769 | SMEs N = 3742 | Large firms N = 3027 |
|------------------------|----------------------------------------------------------------------------------------|----------------------|----------------|-----------------------|
| Product innovation<sub>t</sub> | DV = 1 if a firm introduced product innovation in period t; zero otherwise                | 0.432 (0.495)        | 0.417 (0.493) | 0.451 (0.498)         |
| Process innovation<sub>t</sub> | DV = 1 if a firm introduced process innovation in period t; zero otherwise               | 0.538 (0.499)        | 0.488 (0.500) | 0.602 (0.490)         |
| R&D subsidies<sub>t-1</sub> | Total R&D subsidies from regional, national and EU administration in period t-1         | 391,552.4 (3,831,476) | 84,095.29 (422,823.4) | 781,808.9 (5,701,588) |
| R&D tax credit<sub>t</sub> | Value of R&D deductions applied to the company tax in period t                          | 226,524.1 (1,339,176) | 43,154.41 (143,490.6) | 459,276 (1,986,819) |
| Market share<sub>t-1</sub> | Weighted sum of a firm's market shares in markets in which it sells its products       | 13.740 (19.079)      | 10.843 (17.263) | 17.418 (20.583)       |
| Coop_customers<sub>t-1</sub> | DV = 1 if a firm cooperated with customers in period t-1; zero otherwise                 | 0.502 (0.500)        | 0.464 (0.499) | 0.550 (0.498)         |
| Coop_suppliers<sub>t-1</sub> | DV = 1 if a firm cooperated with suppliers in period t-1; zero otherwise                | 0.593 (0.491)        | 0.539 (0.499) | 0.662 (0.473)         |
| Coop_competitors<sub>t-1</sub> | DV = 1 if a firm cooperated with competitors in period t-1; zero otherwise              | 0.077 (0.267)        | 0.054 (0.226) | 0.106 (0.308)         |
| Coop_HEIs<sub>t-1</sub> | DV = 1 if a firm cooperated with HEIs and/or technological parks in period t-1; zero otherwise | 0.563 (0.496)        | 0.459 (0.498) | 0.695 (0.460)         |
| Own R&D<sub>t-1</sub> | Total (internal and external) R&D expenditures in period t-1 minus total R&D subsidies in period t-1 | 2,634,274 (16,600,000) | 287,268.1 (649,601.5) | 5,613,337 (24,700,000) |
| R&D department<sub>t-1</sub> | DV = 1 if a firm has technological or R&D department or committee in period t-1; zero otherwise | 0.649 (0.478)        | 0.599 (0.490) | 0.713 (0.452)         |
| Export intensity<sub>t-1</sub> | The ratio of exports to sales in period t-1                                            | 0.847 (0.253)        | 0.811 (0.289) | 0.893 (0.187)         |
| Firm size<sub>t-1</sub> | Number of employees in period t-1                                                      | 486.2 (1,131.4)      | 113.53 (78.2) | 959.2 (1,580.4)       |
| Firm age<sub>t-1</sub> | Firm age in period t-1                                                                 | 42.5 (22.7)          | 39.5 (20.2) | 46.3 (25.03)          |
| Search finance<sub>t-1</sub> | DV = 1 if a firm unsuccessfully searched for external financing for innovation in period t-1; zero otherwise | 0.072 (0.258)        | 0.080 (0.271) | 0.062 (0.242)         |
| Hiring R&D staff<sub>t-1</sub> | DV = 1 if a firm hired staff with corporate experience in R&D in period t-1; zero otherwise | 0.143 (0.350)        | 0.095 (0.294) | 0.204 (0.403)         |
| Advisors<sub>t-1</sub> | DV = 1 if a firm used advisors and/or experts for getting information about technology; zero otherwise | 0.452 (0.498)        | 0.396 (0.489) | 0.524 (0.500)         |
| Hiring engineers<sub>t-1</sub> | DV = 1 if a firm hired recently graduated engineers or other new graduates; zero otherwise | 0.458 (0.498)        | 0.310 (0.462) | 0.646 (0.478)         |
logarithm) (Czarnitzki & Delanote, 2017; Dumont, 2017), while the latter is measured in period \( t \), thus capturing an instantaneous effect (Castellacci & Lie, 2015; Romero-Jordán et al., 2014). Following David et al. (2000), the use and the impact of R&D subsidies and R&D tax credits is dictated by the conditions under which these instruments are provided to firms. Given that firms that are eligible for R&D tax credits can choose innovation projects, they are more likely to use this type of incentive to engage in projects that are expected to generate higher private rates of returns and those profit would be generated in the short run. For this reason, we assume that the impact of R&D tax credits on innovation activities will materialise instantaneously (in the same year). In contrast, projects with higher social rates of return and long-run projects are more likely to be supported by R&D subsidies. Therefore, we assume that the impact of R&D subsidies will not materialise instantaneously, but with a lag.

Control variables are lagged one period to take into account that the impact of firms’ internal and external factors on innovation is not instantaneous, but rather occurs with a time lag (Busom et al., 2017; Radicic & Pinto, 2019; Un & Asakawa, 2015). They include a range of variables capturing firm and market characteristics. With respect to the latter, we control for a firm’s market share, defined as the weighted sum of market shares in markets in which a firm sells its products (Marin, 2014). R&D activities are particularly relevant determinants of product and process innovations and of absorptive capacity (Huang et al., 2010; Radicic & Balavac, 2019). Concerning types of innovation, product innovation usually requires a certain degree of R&D activities (Huang et al., 2010), while process innovation is more affected by non-R&D activities (Polder et al., 2010; Rouvinen, 2002) and by collaboration with suppliers (Huang et al., 2010; Radicic & Pinto, 2019). To operationalize absorptive capacity, we include more than one indicator, as suggested by previous studies (Hervas-Oliver et al., 2011, 2015). Accordingly, we model three variables as a proxy for absorptive capacity. The first is variable \( \text{Own R&D}_{t-1} \), which measures total (internal and external) net R&D investment (in natural logarithm) (Marino et al., 2016). The second is a binary variable equal to 1 if a firm has technological or R&D department or committee, and zero otherwise (variable \( \text{R&D department}_{t-1} \)) (Hervas-Oliver et al., 2011). The third is \( \text{Hiring R&D experienced staff}_{t-1} \) which is a binary variable equal to 1 if a firm hired R&D experienced staff, and zero otherwise.

Firms’ international activities are captured by the variable \( \text{Export intensity}_{t-1} \), as the ratio of exports to sale (Czarnitzki & Hussinger, 2018; Marino et al., 2016; Torugsa & Arundel, 2013). Variable \( \text{Firm size}_{t-1} \) measures a number of employees (Hervas-Oliver et al., 2011; Torugsa & Arundel, 2013; Un & Asakawa, 2015). Variable \( \text{Firm age}_{t-1} \) accounts for firms’ experience and learning (Hottenrott & Lopes-Bento, 2016; Santamaria et al., 2009). To model coupled open innovation strategies, we include binary indicators for cooperation with four types of partners. The variable \( \text{Cooperation with customers}_{t-1} \) is equal to 1 if a firm cooperation for innovation with customers in period \( t-1 \), and zero otherwise. The variable \( \text{Cooperation with suppliers}_{t-1} \) is equal to 1 if a firm cooperated with suppliers in period \( t-1 \), and zero otherwise. The variable \( \text{Cooperation with competitors}_{t-1} \) is equal to 1 if a firm cooperated with competitors in period \( t-1 \), and zero otherwise. Finally, the variable \( \text{Cooperation with HEIs}_{t-1} \) is equal to 1 if a firm cooperated with universities and/or technological canters in period \( t-1 \), and zero otherwise. Finally, other firm characteristics that might affect firms’ innovation activities are captured by variables \( \text{Search finance}_{t-1}, \text{Advisors}_{t-1} \) and \( \text{Hiring engineers}_{t-1} \) (see Table 1 for their descriptions). Industry heterogeneity is modelled by the inclusion of dummy variables for 20 sectors (see Table 1 for the list of sectors).
5 Empirical results

First we interpret the models with product innovation as the dependent variable when R&D subsidies and R&D tax credits are measured as continuous variables (see Table 2). For each sample (full sample, SMEs and large firms), we first estimated models without the interaction term to evaluate the individual effects of R&D subsidies and tax credits without taking into account their potential synergistic effect. The results are uniform across all three samples—while we find significant and positive effects of R&D tax credits on the probability of product innovation, there is no such effect of R&D subsidies. Similarly, with respect to the interaction term, our results suggest no interactive effect between R&D subsidies and tax credits in any sample.11

Concerning control variables, we find heterogenous effects depending on firm size. Two common factors affect the propensity of product innovation across both SMEs and large firms: a large and highly statistically significant ($p < 0.01$) effect of the lagged product innovation ($\text{Product innovation}_{t-1}$) and a large and highly significant ($p < 0.01$) effect of the initial condition with respect to product innovation. Accordingly, we report a positive autocorrelation between past and current product innovation; that is, the fact that a firm engaged in product innovation in the previous period is a powerful predictor of the current probability of product innovation. The fact that this result is robust even after controlling for unobserved heterogeneity suggests that there is true state dependence in the propensity to product innovation. Furthermore, once we control for the true and spurious state dependence, these effects dominate the impact of any other factor, whether those related to public support or to firm observed characteristics.

With respect to control variables that have a differing effect depending on firm size, for SMEs, we find a positive effect of cooperation with suppliers ($\beta = 0.243, p < 0.01$), absorptive capacity proxied by the existence of R&D department ($\beta = 0.169, p < 0.05$) and firm size (i.e. larger SMEs are more likely to introduce product innovation) ($\beta = 0.003, p < 0.05$), while in large firms, hiring R&D experienced staff has a positive and highly significant effect on the propensity to product innovation ($\beta = 0.322, p < 0.01$). Finally, in terms of initial conditions other than those on product innovation, our results show a negative and highly significant ($p < 0.01$) effect of R&D subsidies in the initial period on contemporaneous product innovation in large firms. In other words, while we find no effect of receiving R&D subsidies in the previous period $t-1$ on the propensity of product innovation in period $t$, those large firms which received R&D support in the initial period are less likely to engage in product innovation in the current period.

Next we focus on the models with process innovation as a dependent variable (see Table 3). With respect to the individual effects of the variables of interest (models without interaction terms), receiving R&D subsidies has uniformly no effect on the propensity of process innovation, while R&D tax credits have a significant effect in the full sample ($p < 0.05$), but only marginally significant ($p < 0.1$) and very small effect in large firms. Similar to the models with product innovation, we find no evidence on the interactive effect of the joint R&D subsidies and tax credits on the propensity of process innovation.

In terms of state dependence, the magnitude and significance ($p < 0.01$) of true state dependence is qualitatively the same as in the case of product innovation in all three

11 Correlation coefficients for the full sample as well as for SMEs and large firms separately are presented in Online Resource (Tables S1–S3). All correlation coefficients are low to moderate suggesting that multicollinearity is unlikely to occur.
**Table 2** Results for the models with *product innovation* as the dependent variable and policy instruments (R&D subsidies and tax credits) measured as continuous variables

| Independent variables                          | Full sample Without interaction | With interaction | SMEs Without interaction | With interaction | Large firms Without interaction | With interaction |
|-----------------------------------------------|---------------------------------|------------------|---------------------------|------------------|---------------------------------|------------------|
| Product innovation$_{t-1}$                    | 1.110*** (0.053)                | 1.109*** (0.053) | 0.991*** (0.072)         | 0.990*** (0.072) | 1.189*** (0.078)                | 1.189*** (0.078)  |
| R&D subsidies$_{t-1}$                         | −0.003 (0.005)                  | −0.000 (0.006)  | −0.003 (0.007)           | −0.002 (0.009)  | −0.001 (0.007)                  | 0.003 (0.008)    |
| R&D tax credits$_{t}$                         | 0.020*** (0.006)                | 0.022*** (0.006) | 0.022** (0.009)         | 0.024** (0.010) | 0.019** (0.008)                 | 0.023*** (0.008) |
| Subsidies$_{t-1}$ * Tax credits$_{t}$         | −0.000 (0.001)                  | −0.000 (0.001)  | 0.000 (0.001)            | −0.002 (0.001)  | −0.002 (0.001)                  | 0.000 (0.001)    |
| Market share$_{t-1}$                          | 0.000 (0.002)                   | −0.000 (0.002)  | 0.002 (0.004)            | 0.002 (0.004)  | −0.002 (0.003)                  | 0.000 (0.003)    |
| Coop suppliers$_{t-1}$                        | 0.161*** (0.055)                | 0.162*** (0.055) | 0.242*** (0.070)       | 0.243*** (0.071) | 0.062 (0.088)                   | 0.062 (0.088)    |
| Coop customers$_{t-1}$                        | −0.109 (0.098)                  | −0.107 (0.098)  | −0.118 (0.158)          | −0.117 (0.158)  | −0.120 (0.131)                  | −0.119 (0.131)   |
| Coop competitors$_{t-1}$                      | −0.004 (0.053)                  | −0.006 (0.053)  | 0.033 (0.071)           | 0.032 (0.071)  | −0.032 (0.082)                  | −0.032 (0.082)   |
| Coop HEI$_{t-1}$                              | 0.028 (0.055)                   | 0.028 (0.055)  | 0.057 (0.074)           | 0.057 (0.074)  | 0.026 (0.083)                   | 0.027 (0.082)    |
| Firm age$_{t-1}$                              | −0.001 (0.001)                  | −0.001 (0.001)  | 0.001 (0.002)           | 0.001 (0.002)  | −0.003 (0.002)                  | −0.003 (0.002)   |
| R&D department$_{t-1}$                        | 0.115** (0.052)                 | 0.114** (0.052) | 0.169** (0.069)        | 0.169** (0.069) | 0.083 (0.083)                   | 0.082 (0.083)    |
| Own R&D$_{t-1}$                               | 0.025 (0.026)                   | 0.025 (0.026)  | 0.011 (0.038)           | 0.012 (0.038)  | 0.035 (0.042)                   | 0.035 (0.041)    |
| Firm size$_{t-1}$                             | −0.000 (0.000)                  | −0.000 (0.000)  | 0.003** (0.038)        | 0.003** (0.038) | −0.000 (0.04)                   | −0.000 (0.041)   |
Table 2 (continued)

| Independent variables | Full sample | SMEs | Large firms |
|-----------------------|-------------|------|-------------|
|                       | Without interaction | With interaction | Without interaction | With interaction | Without interaction | With interaction |
| Export intensity$_{t-1}$ | (0.000) | (0.000) | (0.000) | (0.000) | 0.110 | 0.109 |
|                       | (0.225) | (0.225) | (0.294) | (0.294) | 0.077 | 0.076 |
| Search finance$_{t-1}$ | 0.008 | 0.009 | −0.127 | −0.127 | 0.176 | 0.176 |
|                       | (0.082) | (0.082) | (0.111) | (0.112) | (0.132) | (0.132) |
| Hiring R&D staff$_{t-1}$ | 0.201*** | 0.202*** | 0.030 | 0.028 | 0.318*** | 0.322*** |
|                       | (0.071) | (0.071) | (0.111) | (0.111) | (0.092) | (0.092) |
| Advisors$_{t-1}$ | −0.007 | −0.008 | −0.046 | −0.047 | 0.015 | 0.015 |
|                       | (0.049) | (0.049) | (0.066) | (0.066) | (0.074) | (0.074) |
| Engineers$_{t-1}$ | 0.038 | 0.037 | 0.112 | 0.112 | −0.033 | −0.035 |
|                       | (0.053) | (0.053) | (0.070) | (0.070) | (0.084) | (0.084) |
| Constant | −2.122*** | −2.126*** | −2.775*** | −2.777*** | −1.628*** | −1.627*** |
|                       | (0.265) | (0.265) | (0.378) | (0.379) | (0.573) | (0.574) |
| Pseudo R$^2$ | 0.423 | 0.423 | 0.453 | 0.453 | 0.395 | 0.395 |
| No of observations | 6769 | 6769 | 3742 | 3742 | 3027 | 3027 |

Robust standard errors in parentheses; ***(p < 0.01), **(p < 0.05), *(p < 0.1. Each model includes initial conditions and group mean variables, but they are not presented for the sake brevity. These results are available upon request.
| Independent variables | Full sample | SMEs | Large firms |
|-----------------------|------------|------|-------------|
|                       | Without interaction | With interaction | Without interaction | With interaction | Without interaction | With interaction |
| Process innovation$_{t-1}$ | 1.049*** (0.049) | 1.050*** (0.049) | 1.028*** (0.067) | 1.029*** (0.067) | 0.990*** (0.069) | 0.991*** (0.069) |
| R&D subsidies$_{t-1}$ | 0.007 (0.005) | 0.012** (0.006) | 0.011 (0.007) | 0.013 (0.009) | 0.002 (0.006) | 0.009 (0.008) |
| R&D tax credit$_{t}$ | 0.011 ** (0.005) | 0.015** (0.006) | 0.012 (0.008) | 0.013 (0.009) | 0.013* (0.007) | 0.020** (0.009) |
| Subsidies$_{t-1}$ * Tax credit$_{t}$ | -0.001 (0.001) | -0.000 (0.001) | -0.001 (0.001) | -0.000 (0.001) | -0.001 (0.001) | -0.000 (0.001) |
| Market share$_{t-1}$ | 0.004* (0.002) | 0.004* (0.002) | 0.006* (0.003) | 0.006* (0.003) | 0.003 (0.003) | 0.003 (0.004) |
| Coop_suppliers$_{t-1}$ | 0.161*** (0.050) | 0.162*** (0.050) | 0.206*** (0.067) | 0.207*** (0.067) | 0.107 (0.078) | 0.108 (0.078) |
| Coop customers$_{t-1}$ | -0.075 (0.087) | -0.072 (0.087) | 0.037 (0.138) | 0.037 (0.138) | -0.130 (0.122) | -0.127 (0.122) |
| Coop competitors$_{t-1}$ | -0.004 (0.051) | -0.006 (0.052) | 0.052 (0.067) | 0.051 (0.067) | -0.088 (0.083) | -0.087 (0.083) |
| Coop HEI$_{t-1}$ | 0.030 (0.051) | 0.032 (0.051) | -0.062 (0.071) | -0.062 (0.071) | 0.164** (0.077) | 0.164** (0.077) |
| Firm age$_{t-1}$ | 0.001 (0.001) | 0.001 (0.001) | 0.000 (0.002) | 0.000 (0.002) | 0.002 (0.002) | 0.002 (0.002) |
| R&D department$_{t-1}$ | -0.014 (0.050) | -0.015 (0.050) | 0.010 (0.068) | 0.010 (0.068) | -0.018 (0.082) | -0.020 (0.082) |
| Own R&D$_{t-1}$ | 0.018 (0.023) | 0.018 (0.023) | -0.012 (0.032) | -0.012 (0.032) | 0.050 (0.033) | 0.048 (0.033) |
| Firm size$_{t-1}$ | -0.000 (0.000) | -0.000 (0.000) | 0.002 (0.002) | 0.002 (0.002) | -0.000 (0.000) | -0.000 (0.000) |
| Independent variables | Full sample | SMEs | Large firms |
|-----------------------|-------------|------|-------------|
|                       | Without interaction | With interaction | Without interaction | With interaction | Without interaction | With interaction |
| Export intensity\(_{t-1}\) | (0.000) | (0.000) | (0.001) | (0.001) | (0.000) | (0.000) |
|                       | (0.209) | (0.209) | (0.255) | (0.255) | (0.432) | (0.427) |
| Search finance\(_{t-1}\) | (0.081) | (0.081) | (0.109) | (0.110) | (0.127) | (0.127) |
|                       | (0.069) | (0.069) | (0.099) | (0.099) | (0.099) | (0.099) |
| Hiring R&D staff\(_{t-1}\) | 0.086* | 0.085* | 0.018 | 0.018 | 0.200*** | 0.200*** |
|                       | (0.045) | (0.045) | (0.061) | (0.061) | (0.070) | (0.070) |
| Advisor\(_{t-1}\) | 0.165*** | 0.164*** | 0.228*** | 0.228*** | 0.101 | 0.096 |
|                       | (0.050) | (0.050) | (0.068) | (0.068) | (0.080) | (0.080) |
| Constant | −1.493*** | −1.501*** | −1.941*** | −1.941*** | −1.265*** | −1.269*** |
|                       | (0.250) | (0.250) | (0.358) | (0.357) | (0.483) | (0.482) |
| Pseudo R\(^2\) | 0.422 | 0.422 | 0.454 | 0.454 | 0.388 | 0.388 |
| No of observations | 6769 | 6769 | 3742 | 3742 | 3027 | 3027 |

Robust standard errors in parentheses; ***p < 0.01, **p < 0.05, *p < 0.1. Each model includes initial conditions and group mean variables, but they are not presented for the sake brevity. These results are available upon request.
samples. Similarly, the coefficients on initial conditions for process innovation ($\text{Process innovation}_{t0}$), are large and highly significant in all three samples.

Focusing on control variables in SMEs, we find a marginally positive effect of market share ($\beta=0.006, p < 0.10$), a highly significant positive effect ($\beta=0.207, p < 0.01$) of cooperation with suppliers and hiring engineers ($\beta=0.228, p < 0.01$). In large firms, cooperation with customers has a positive and significant effect ($\beta=0.164, p < 0.05$) and using advisors ($\beta=0.200, p < 0.01$).

We conducted an additional analysis by replacing continuous variables of interest with binary variables (that is, whether firms received R&D subsidies and applied for R&D tax credits). This exercise has a two-fold task: a) to check whether the interaction between policy instruments varies when the propensity to public support (i.e. receiving R&D subsidies and tax incentive) is modelled, instead of its intensity; b) whether the effectiveness of individual policy instruments changes, as these results might provide insightful policy recommendations in terms of propensity versus intensity of public support.

Table 4 shows the results for models with product innovation as the dependent variable. Three important findings are reported. First, similar to results in Table 2 (with continuous policy instruments), we find no individual effects of R&D subsidies in any of the models. Second, the impact of R&D tax credits on the probability of product innovation is positive and significant, which is in line with the results in Table 2, but the magnitude of estimated coefficients in Table 4 is much higher (a difference by one order of magnitude) from the corresponding coefficients in Table 2. Therefore, although qualitatively the results are the same whether R&D tax credits are captured by a dummy variable or a continuous variable, the magnitude of the impact is much higher in the case of the former. Third, we find no evidence of the joint impact of R&D subsidies and tax credits in the full sample as well as in the subsample of SMEs and large firms. Finally, with respect to persistence of innovation and the impact of control variables on the probability of product innovation, as expected, they are quantitatively the same in Table 4 as in Table 2.

Now we focus on our final models with process innovation as the dependent variable and the policy instruments modelled as binary variables (see Table 5). Regarding individual effects of R&D subsidies and R&D tax credits, the results are somewhat different compared to results in Table 3 (with binary policy instruments). Here we find a positive and significant ($\beta=0.121, p < 0.05$) effect of R&D subsidies on the propensity of process innovation in the full sample. This finding is also reported for SMEs (although only marginally significant, $\beta=0.142; p < 0.1$), while not for large firms. Looking at the results for R&D tax credits, we note two differences between these results and those reported in Table 3. First, in the model for SMEs, the impact of R&D tax credits is positive and significant ($\beta=0.161, p < 0.05$), while the corresponding coefficient in Table 3 is not statistically significant at any conventional level. Second, the impact of R&D tax credits on process innovation in SMEs is now positive and significant ($\beta=0.161, p < 0.05$), unlike the corresponding coefficient in Table 3, which is not statistically significant at any conventional level. Moreover, all the coefficients on R&D tax credits are a one order of magnitude larger in Table 5 than in Table 3. These results might suggest that those studies that use binary measures of policy instruments might be overestimating the magnitude of policy effects. Finally, with respect to the instrument policy mix, we find no evidence of the consistence between R&D subsidies and R&D tax credits in models shown in Table 5, which is in line with findings from Table 3.

We conduct three types of robustness checks which produced a large number of additional results which can be found in Online Resource. The first robustness check includes the estimation of models without initial conditions (Tables S4–S7). The second robustness
Table 4 Results for the models with *product innovation* as the dependent variable and policy instruments (R&D subsidies and tax credits) measured as binary variables

| Independent variables | Full sample Without interaction | With interaction | SMEs Without interaction | With interaction | Large firms Without interaction | With interaction |
|-----------------------|---------------------------------|------------------|--------------------------|------------------|---------------------------------|------------------|
|                       |                                 |                  |                          |                  |                                 |                  |
| Product innovation_{t-1} | 1.117***                      | 1.116***         | 1.011***                 | 1.011***         | 1.180***                       | 1.179***          |
|                       | (0.053)                        | (0.053)          | (0.071)                  | (0.071)          | (0.078)                        | (0.078)           |
| R&D subsidies_{t-1}   | 0.035                          | 0.093            | 0.007                    | 0.077            | 0.018                          | 0.060            |
|                       | (0.052)                        | (0.071)          | (0.076)                  | (0.100)          | (0.075)                        | (0.108)           |
| R&D tax credits_{t}   | 0.223***                      | 0.273***         | 0.232***                 | 0.290***         | 0.227***                       | 0.264***          |
|                       | (0.052)                        | (0.062)          | (0.073)                  | (0.084)          | (0.079)                        | (0.096)           |
| Subsidies_{t-1} * Tax credits_{t} | −0.131                  |                     | −0.171                   |                     | −0.087                         |                     |
|                       | (0.101)                        |                  | (0.146)                  |                  | (0.148)                        |                  |
| Market share_{t-1}    | −0.000                         | −0.000           | 0.000                    | 0.000            | −0.002                         | −0.002            |
|                       | (0.002)                        | (0.002)          | (0.004)                  | (0.004)          | (0.003)                        | (0.003)           |
| Coop suppliers_{t-1}  | 0.164***                      | 0.165***         | 0.238***                 | 0.240***         | 0.076                          | 0.077            |
|                       | (0.054)                        | (0.054)          | (0.069)                  | (0.069)          | (0.090)                        | (0.090)           |
| Coop customers_{t-1}  | −0.102                         | −0.100           | −0.113                   | −0.114           | −0.097                         | −0.096           |
|                       | (0.096)                        | (0.096)          | (0.153)                  | (0.153)          | (0.130)                        | (0.131)           |
| Coop competitors_{t-1}| 0.009                         | 0.008            | 0.020                    | 0.018            | 0.001                          | 0.003            |
|                       | (0.053)                        | (0.053)          | (0.069)                  | (0.069)          | (0.083)                        | (0.084)           |
| Coop HEI_{t-1}        | 0.027                         | 0.028            | 0.055                    | 0.056            | 0.038                          | 0.038            |
|                       | (0.054)                        | (0.054)          | (0.073)                  | (0.073)          | (0.085)                        | (0.085)           |
| Firm age_{t-1}        | −0.001                         | −0.001           | 0.001                    | 0.001            | −0.003*                        | −0.003*           |
|                       | (0.001)                        | (0.001)          | (0.002)                  | (0.002)          | (0.002)                        | (0.002)           |
| R&D department_{t-1}  | 0.115**                       | 0.114**          | 0.175**                  | 0.175**          | 0.065                          | 0.064            |
|                       | (0.051)                        | (0.052)          | (0.069)                  | (0.069)          | (0.083)                        | (0.083)           |
| Own R&D_{t-1}         | 0.022                         | 0.022            | 0.005                    | 0.005            | 0.037                          | 0.037            |
|                       | (0.026)                        | (0.026)          | (0.037)                  | (0.037)          | (0.042)                        | (0.042)           |
| Firm size_{t-1}       | −0.000                         | −0.000           | 0.003**                  | 0.003**          | −0.000                         | −0.000           |
Table 4 (continued)

| Independent variables | Full sample          | SMEs           | Large firms       |
|------------------------|----------------------|----------------|------------------|
|                        | Without interaction | With interaction | Without interaction | With interaction | Without interaction | With interaction |
| Export intensity<sub>t-1</sub> | 0.104 (0.223)       | 0.101 (0.223)  | 0.161 (0.291)    | 0.156 (0.290)    | 0.072 (0.423)       | 0.073 (0.421)   |
| Search finance<sub>t-1</sub> | 0.004 (0.080)       | 0.006 (0.080)  | -0.113 (0.110)   | -0.111 (0.110)   | 0.143 (0.132)       | 0.144 (0.132)   |
| Hiring R&D staff<sub>t-1</sub> | 0.199*** (0.070)   | 0.198*** (0.070) | 0.031 (0.109)   | 0.023 (0.110)    | 0.320*** (0.093)   | 0.321*** (0.093) |
| Advisors<sub>t-1</sub>       | -0.016 (0.048)      | -0.017 (0.048) | -0.057 (0.066)   | -0.061 (0.066)   | -0.003 (0.075)      | -0.002 (0.075)  |
| Engineers<sub>t-1</sub>       | 0.033 (0.052)       | 0.032 (0.052)  | 0.094 (0.068)    | 0.094 (0.068)    | -0.025 (0.085)      | -0.027 (0.085)  |
| Constant                 | -2.162*** (0.261)   | -2.168*** (0.261) | -2.753*** (0.367) | -2.748*** (0.369) | -1.962*** (0.579) | -1.965*** (0.581) |
| Pseudo R<sup>2</sup>        | 0.417 (0.417)       | 0.417 (0.417)  | 0.445 (0.445)    | 0.445 (0.445)    | 0.391 (0.391)       | 0.391 (0.391)   |
| No of observations        | 6842 (6842)         | 3799 (3799)    | 3799 (3043)      | 3799 (3043)      | 3043 (3043)         | 3043 (3043)     |

Robust standard errors in parentheses; **<sup>p</sup> < 0.01, *<sup>p</sup> < 0.05, *<sup>p</sup> < 0.1. Each model includes initial conditions and group mean variables, but they are not presented for the sake of brevity. These results are available upon request.
Table 5  Results for the models with process innovation as the dependent variable and policy instruments (R&D subsidies and tax credits) measured as binary variables

| Independent variables                        | Full sample |                      | SMEs                      |                      | Large firms |                      |
|---------------------------------------------|-------------|-----------------------|---------------------------|-----------------------|-------------|-----------------------|
|                                             | Without interaction | With interaction | Without interaction | With interaction | Without interaction | With interaction |
| Process innovation\_t-1                    | 1.043***    | 1.044***              | 1.021***                  | 1.021***              | 0.982***    | 0.983***              |
|                                             | (0.049)     | (0.049)               | (0.067)                   | (0.067)               | (0.070)     | (0.070)               |
| R&D subsidies\_t-1                         | 0.121**     | 0.160**               | 0.142*                    | 0.151                 | 0.095       | 0.180*                |
|                                             | (0.053)     | (0.064)               | (0.076)                   | (0.095)               | (0.075)     | (0.093)               |
| R&D tax credit\_t                         | 0.164***    | 0.196***              | 0.161**                   | 0.169**               | 0.125*      | 0.196**               |
|                                             | (0.048)     | (0.059)               | (0.068)                   | (0.081)               | (0.073)     | (0.090)               |
| Subsidiest\_t-1 * Tax credits\_t           | −0.092      | −0.025                | −0.180                    |                      |             |                      |
|                                             | (0.089)     | (0.128)               | (0.130)                   |                      |             |                      |
| Market share\_t-1                          | 0.004*      | 0.004*                | 0.005*                    | 0.005*                | 0.004       | 0.003                 |
|                                             | (0.002)     | (0.002)               | (0.003)                   | (0.003)               | (0.003)     | (0.003)               |
| Coop suppliers\_t-1                        | 0.161***    | 0.162***              | 0.205***                  | 0.205***              | 0.109       | 0.110                 |
|                                             | (0.050)     | (0.050)               | (0.067)                   | (0.067)               | (0.079)     | (0.079)               |
| Coop customers\_t-1                        | −0.070      | −0.069                | 0.032                     | 0.032                 | −0.118      | −0.116                |
|                                             | (0.087)     | (0.087)               | (0.135)                   | (0.135)               | (0.121)     | (0.121)               |
| Coop competitors\_t-1                      | 0.004       | 0.003                 | 0.053                     | 0.053                 | −0.073      | −0.070                |
|                                             | (0.050)     | (0.050)               | (0.064)                   | (0.064)               | (0.082)     | (0.082)               |
| Coop HEI\_t-1                              | 0.028       | 0.029                 | −0.070                    | −0.070                | 0.172**     | 0.172**               |
|                                             | (0.051)     | (0.051)               | (0.070)                   | (0.070)               | (0.078)     | (0.078)               |
| Firm age\_t-1                              | 0.000       | 0.000                 | −0.000                    | −0.000                | 0.002       | 0.002                 |
|                                             | (0.001)     | (0.001)               | (0.002)                   | (0.002)               | (0.002)     | (0.002)               |
| R&D department\_t-1                         | −0.009      | −0.009                | 0.022                     | 0.022                 | −0.023      | −0.024                |
|                                             | (0.050)     | (0.050)               | (0.068)                   | (0.068)               | (0.082)     | (0.082)               |
| Own R&D\_t-1                                | 0.017       | 0.016                 | −0.015                    | −0.015                | 0.053       | 0.051                 |
|                                             | (0.023)     | (0.023)               | (0.032)                   | (0.032)               | (0.033)     | (0.033)               |
| Firm size\_t-1                             | −0.000      | −0.000                | 0.002                     | 0.002                 | −0.000      | −0.000                |
| Independent variables          | Full sample | SMEs | Large firms |
|-------------------------------|-------------|------|-------------|
|                               | Without interaction | With interaction | Without interaction | With interaction | Without interaction | With interaction |
| Export intensity$_{t-1}$     | (0.000)     | (0.000)     | (0.001)     | (0.001)     | (0.000)     | (0.000)     |
|                               | -0.086      | -0.086     | -0.033      | -0.033      | -0.398      | -0.398      |
|                               | (0.210)     | (0.209)     | (0.256)     | (0.256)     | (0.425)     | (0.420)     |
| Search finance$_{t-1}$        | -0.041      | -0.040     | 0.038       | 0.038       | -0.119      | -0.119      |
|                               | (0.081)     | (0.081)     | (0.108)     | (0.108)     | (0.127)     | (0.127)     |
| Hiring R&D staff$_{t-1}$      | -0.011      | -0.011     | -0.067      | -0.068      | -0.016      | -0.014      |
|                               | (0.068)     | (0.068)     | (0.097)     | (0.097)     | (0.099)     | (0.099)     |
| Advisors$_{t-1}$              | 0.083*      | 0.082*     | -0.020      | -0.020      | 0.187***    | 0.186***    |
|                               | (0.045)     | (0.045)     | (0.061)     | (0.061)     | (0.071)     | (0.071)     |
| Engineers$_{t-1}$             | 0.172***    | 0.171***   | 0.232***    | 0.232***    | 0.108       | 0.103       |
|                               | (0.049)     | (0.049)     | (0.067)     | (0.067)     | (0.080)     | (0.080)     |
| Constant                      | -1.599***   | -1.604***  | -1.931***   | -1.932***   | -1.624***   | -1.619***   |
|                               | (0.248)     | (0.248)     | (0.348)     | (0.348)     | (0.498)     | (0.499)     |
| Pseudo R$^2$                  | 0.414       | 0.414      | 0.444       | 0.444       | 0.383       | 0.383       |
| No of observations            | 6841        | 6841       | 3799        | 3799        | 3042        | 3042        |

Robust standard errors in parentheses; ***$p < 0.01$, **$p < 0.05$, *$p < 0.1$. Each model includes initial conditions and group mean variables, but they are not presented for the sake of brevity. These results are available upon request.
check includes the estimation using a linear probability model (LPM) without firm fixed effects (Tables S8–S11). The third robustness check is the estimation of panel Fixed Effects (FE) models (Tables S12–S15). Empirical results from three types of robustness checks are qualitatively the same as the main results.

6 Conclusions and policy implications

This study explores the interplay between two key policy instruments and their individual and joint impacts on product and process innovations in Spanish manufacturing firms. To account for two pertinent issues—innovation persistence and endogeneity of public support, we estimate a dynamic probit model. In addition, to explore whether the magnitude of public support might produce different policy effects compared to the propensity of public support, we report two sets of models, with continuous variables of interest and with binary measures. We report five main findings.

First, we found no evidence of the joint impact of R&D subsidies and R&D tax credits. This suggests that the instrument policy mix, although theoretically assumed to be complementary, in practice is absent. As noted in Sect. 3.2, all three potential outcomes (complementarity, substitution and no interaction) can be expected in empirical policy evaluations, given that innovation policies are not coordinated. Our empirical findings could arise from a policy coordination failure due to the lack of coordination between isolated government departments that design and implement related policies (Dumont, 2017; Magro et al., 2014). Although the potential substitutability occurs at the firm level, managers of firms might not be aware of this or might not be concerned with this. That is, managers would use available government support if their firm is eligible for it, regardless of its potential substitution effect on a firm’s innovation performance. On the other hand, government agencies often conduct internal or external impact evaluations, to explore whether a particular government intervention achieves an intended goal. Applied in the case of the policy mix, it means that policy instruments introduced to stimulate firm’s innovation performance should be complementary, otherwise adding a new policy instrument to the existing set of instruments is not effective, i.e. a new policy instruments, in combination with existing instruments, does not increase innovation performance.

Consequently, if substitutability is due to a failure in policy coordination, then policy coherence and coordination should theoretically result in the optimal policy mix. This is indeed currently in the focus of policy makers (Flanagan & Uyarra, 2016). However, it should be pointed out that policy coordination, when achieved, might not produce expected results, because innovation policy is a dynamic, evolutionary process that entails changes in policy goals, rationales and instruments. The reality of conducting a contemporary innovation policy is so complex that policy coordination and a consequent theorized complementary effect might not materialize in practice (Flanagan & Uyarra, 2016).

Second, our findings indicate a uniformly positive and, with respect to the magnitude, the highest impact of the past innovation activities on the present engagement in product and process innovations. In other words, although our models control for a large number of internal and external factors that can affect product and process innovations, by far the

---

12 The only exception is the sample of large firms in Table 4 (with product innovation as the dependent variable and dummy policy variables). However, the substitution effect reported in the table is only marginally significant (at the 10% significance level), so we do not attempt to interpret it as a finding with relevant policy implications.
largest influence is found with respect to true state dependence. Furthermore, we find a strong evidence of spurious state dependence given the positive impact of initial engagement in product and process innovations on their current adoption. Overall, if we take the first and second results together, although the findings are not optimistic in terms of the hypothesized policy mix, the evidence of strong path as well as past dependence provides valuable insights to policy makers on how to continue supporting Spanish manufacturing firms. If firms that have a potential to innovate are supported by public funding, it will give them a significant impetus to continue innovating.

Third, in comparing our results across SMEs and large firms, our main results regarding the lack of the joint policy instrument effects and strong persistence of innovation are qualitatively the same for both firm size categories. The only significant difference between them is reported with respect to control variables and initial conditions related to R&D subsidies (highly significant for SMEs and insignificant for large firms, Tables 2 and 4). Therefore, public support should encourage start-ups and SMEs, by providing support for increasing their innovative capabilities and to lessen their financial constraints to start innovating. Once these categories of firms begin to innovate, the largest positive effect on the likelihood of innovation will come from path dependence.

Fourth, comparison of results across types of innovation (product versus process) again reveals very similar results concerning the variables of interest and the magnitude of true state dependence. Differences arise when we look at the impact of control variables, including initial conditions. Here we want to comment on the difference in the impact of initial innovation activities on their current probability. Namely, while the magnitude of true state dependence (i.e. path dependence) is statistically the same for both product and process innovations, the magnitude of initial conditions is statistically larger for product than for process innovation (in terms of latter, it is even insignificant in large firms). This suggests that past dependence is stronger for product than for process innovations.

Fifth, our study is among the first to estimate the impact of both propensity and intensity of receiving direct and indirect support. While our main results about the lack of their joint impact and a strong persistence in innovation are confirmed with respect to both measures of public support (binary and continuous), the key differences are highly significant impact of R&D subsidies and much larger coefficients on R&D tax credits in the case when propensity rather than intensity of these policy instruments is accounted for. These findings provide some policy implications. If policy makers want to encourage firms to begin innovating, then the provision of public support to firms with a potential for innovation might have a strong policy effect. However, increasing the amount of public support to firms that are already innovating might not produce optimal results.

The results obtained question the effectiveness of the supply side policy instruments i.e. R&D subsidies and R&D tax credits for enhancing Spanish economy’s innovation performance. The EU Innovation scoreboard classifies Spain in the group of moderate innovators, despite relative generosity of supply side instruments compared to other EU countries. To enhance Spanish innovative performance, a “mission” oriented research and innovation should be considered as a complement to the existing innovation policy framework. Innovation-led ‘smart’ growth requires certain types of long-run strategic investments which in turn require public policies that aim to create markets rather than just

---

13 The gap vis-a-vis the EU average is particularly visible with respect to firms’ investment in R&D and innovation, the number of SMEs introducing product/process and marketing innovation and the number of SME cooperation with other enterprises or institution of innovation (RIO Country Report 2016: Spain, [https://rio.jrc.ec.europa.eu/sites/default/files/riowatch_country_report/RIO_CR_ES2016_1.pdf](https://rio.jrc.ec.europa.eu/sites/default/files/riowatch_country_report/RIO_CR_ES2016_1.pdf)).
‘fixing’ market and systems failures (Mazzucato, 2016, 2018b). Because innovation is a collective, cumulative and highly uncertain activity with a long lead time, it requires a specific type of finance. Uncertainty means that finance must be willing to bear high risks; the long-run nature of innovation and its cumulativeness imply that the kind of finance should be patient. By nature, financial returns from investment in innovative activities are not always assured, and it usually takes time before they can materialize (Lazonick & Petrin, 2018 2018).

Our study has some limitations that can serve as suggestions for future research. First, we do not distinguish between radical and incremental innovations, as information available in our dataset do not provide information about them. Álvarez-Ayuso et al., (2018) note that public grants are particularly appropriate for supporting radical innovation, given the high level of risk that this type of innovation entails. In contrast, tax credits can be used to support incremental innovations, which are characterized by a lower level of risk than radical innovation. Second, we do not report results from a sector analysis. Castellacci & Lie (2015) argue that this type of analysis provides valuable insights to policy makers on how to avoid “one-for-all-policy” and provide differentiated support to firms operating in sectors at different level of technological development. Third, in terms of external validity, our results can be generalized to other European countries that are moderate innovators, like Spain. Analysis in the context of other countries, at different levels of innovation performance, might produce different results. Fourth, policy evaluators have been limited by the lack of information about the amounts of subsidies in the Community Innovation Survey (CIS), the main large-scale survey used in innovation studies (Dimos & Pugh, 2016). If the amounts of subsidies would be included in the CIS questionnaire, the community of policy evaluators could build a body of empirical evidence on this issue, for the purpose of the comparison of results and evidence-based policy making. Finally, our analysis is focused on R&D performing firms. Based on descriptive statistics, these firms are older and larger. Future studies could analyse for instance, gazelles, as young, innovative and fast-growing small firms.

Appendix 1

See Table 6.

---

14 A government can provide the means to focus on research, innovation and investment in novel and uncertain projects “far from the market” resulting in positive spillovers across many sectors, or, in case of SMEs, supporting potentially innovative companies that face barriers to innovate.
Table 6  List of manufacturing sectors in the sample and their summary statistics

| Variable name                      | Variable description                                      | Full sample N=6,769 | SMEs N=3,742 | Large firms N=3,027 |
|-----------------------------------|-----------------------------------------------------------|---------------------|--------------|---------------------|
| Meat products                     | DV = 1 if a firm operates in sector “Meat products”; zero otherwise | 0.025 (0.156)       | 0.026 (0.160) | 0.023 (0.150)       |
| Food and tobacco                  | DV = 1 if a firm operates in sector “Food and tobacco”; zero otherwise | 0.055 (0.227)       | 0.060 (0.238) | 0.048 (0.213)       |
| Beverage                          | DV = 1 if a firm operates in sector “Beverage”; zero otherwise | 0.050 (0.219)       | 0.044 (0.205) | 0.059 (0.235)       |
| Textiles and clothing             | DV = 1 if a firm operates in sector “Textiles and clothing”; zero otherwise | 0.052 (0.222)       | 0.027 (0.163) | 0.083 (0.276)       |
| Leather, fur and footwear         | DV = 1 if a firm operates in sector “Leather, fur and footwear”; zero otherwise | 0.080 (0.270)       | 0.090 (0.286) | 0.066 (0.248)       |
| Timber                            | DV = 1 if a firm operates in sector “Timber”; zero otherwise | 0.096 (0.295)       | 0.123 (0.329) | 0.063 (0.242)       |
| Paper                             | DV = 1 if a firm operates in sector “Paper”; zero otherwise | 0.043 (0.202)       | 0.049 (0.217) | 0.034 (0.183)       |
| Printing                          | DV = 1 if a firm operates in sector “Printing”; zero otherwise | 0.067 (0.250)       | 0.066 (0.248) | 0.068 (0.252)       |
| Chemicals and pharmaceuticals    | DV = 1 if a firm operates in sector “Chemicals and pharmaceuticals”; zero otherwise | 0.094 (0.292)       | 0.061 (0.239) | 0.136 (0.343)       |
| Plastic and rubber products       | DV = 1 if a firm operates in sector “Plastic and rubber products”; zero otherwise | 0.033 (0.178)       | 0.033 (0.178) | 0.033 (0.178)       |
| Nonmetal mineral products         | DV = 1 if a firm operates in sector “Nonmetal mineral products”; zero otherwise | 0.038 (0.190)       | 0.047 (0.211) | 0.026 (0.158)       |
| Basic metal products              | DV = 1 if a firm operates in sector “Basic metal products”; zero otherwise | 0.087 (0.282)       | 0.076 (0.265) | 0.100 (0.300)       |
| Fabricated metal products         | DV = 1 if a firm operates in sector “Fabricated metal products”; zero otherwise | 0.008 (0.089)       | 0.009 (0.094) | 0.007 (0.081)       |
| Machinery and equipment           | DV = 1 if a firm operates in sector “Machinery and equipment”; zero otherwise | 0.022 (0.148)       | 0.016 (0.126) | 0.030 (0.171)       |
| Computer products, electronics and optical | DV = 1 if a firm operates in sector “Computer products, electronics and optical”; zero otherwise | 0.052 (0.221)       | 0.074 (0.262) | 0.023 (0.150)       |
| Electric materials and accessories | DV = 1 if a firm operates in sector “Electric materials and accessories”; zero otherwise | 0.016 (0.125)       | 0.026 (0.160) | 0.003 (0.050)       |
### Table 6 (continued)

| Variable name              | Variable description                                      | Full sample N = 6,769 | SMEs N = 3,742 | Large firms N = 3,027 |
|----------------------------|----------------------------------------------------------|-----------------------|----------------|-----------------------|
| Vehicles and accessories   | DV = 1 if a firm operates in sector “Vehicles and accessories”; zero otherwise | 0.016 (0.126)         | 0.018 (0.134)  | 0.014 (0.116)         |
| Other transport equipment  | DV = 1 if a firm operates in sector “Other transport equipment”; zero otherwise | 0.021 (0.144)         | 0.020 (0.140)  | 0.022 (0.148)         |
| Furniture                  | DV = 1 if a firm operates in sector “Furniture”; zero otherwise | 0.008 (0.089)         | 0.007 (0.083)  | 0.009 (0.095)         |
| Other manufacturing        | DV = 1 if a firm operates in sector “Other manufacturing”; zero otherwise | 0.137 (0.347)         | 0.128 (0.333)  | 0.153 (0.361)         |
Supplementary Information The online version contains supplementary material available at https://doi.org/10.1007/s10961-021-09908-8.
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