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ABSTRACT

In collaborative intelligence, an artificial intelligence (AI) model is typically split between an edge device and the cloud. Feature tensors produced by the edge sub-model are sent to the cloud via an imperfect communication channel. At the cloud side, parts of the feature tensor may be missing due to packet loss. In this paper we propose a method called Content-Adaptive Linear Tensor Completion (CALTeC) to recover the missing feature data. The proposed method is fast, data-adaptive, does not require pre-training, and produces better results than existing methods for tensor data recovery in collaborative intelligence.

Index Terms— Collaborative intelligence, tensor completion, deep feature transmission, deep learning, packet loss concealment, missing data imputation.

1. INTRODUCTION

Collaborative intelligence (CI) [1, 2] has emerged as a promising way to bring “AI to the edge.” In CI, typically, a Deep Neural Network (DNN) is split between an edge device and the cloud. The input signal (image, video, ...) is processed by the edge sub-model, which usually consists of the initial layers (front-end) of a DNN. The resulting feature tensor is transmitted to the cloud, where the remaining DNN layers (back-end) complete the analysis task. Such an approach has shown potential for latency and energy savings compared to purely cloud-based or edge-based analysis solutions [1,2].

To make efficient use of the communication channel in CI, the features produced by the edge sub-model should be compressed. The topic of intermediate feature compression has attracted considerable interest in recent years [3,4,5,6,7], and is being explored in the standardization community under the title “Video Coding for Machines” (VCM) [8], as well as JPEG-AI [9].

The focus of this work, however, is on error/loss resilience in CI. The communication channel across which the intermediate feature tensor is transmitted is imperfect. This will result in bit errors at the physical layer, which will turn into packet loss at the transport/application layer. Missing feature data will affect the accuracy of the analysis performed by the back-end. The topic of error/loss resilience in CI is still largely unexplored. Among the existing work on the topic, [10,11] studied bit error resilience at the physical layer via joint source-channel coding of intermediate features. In [12], packet-based feature transmission was considered, and several simple packet loss recovery schemes, such as nearest-neighbor and bilinear interpolation, were explored.

In [13], more advanced methods for missing feature data recovery were explored. Specifically, two generic tensor completion methods called Simple Low Rank Tensor Completion (SiLRTC) and High accuracy Low Rank Tensor Completion (HaLRTC) [14] were adapted to recover missing packets in a deep feature tensor. In addition, a method called Adaptive Linear Tensor Completion (ALTeC) was proposed, and shown to be much faster and at least as accurate as SiLRTC and HaLRTC. However, one issue with ALTeC is that it needs to be pre-trained for a specific intermediate feature tensor of a specific DNN model. Applying it to another layer or another DNN model requires re-training.

In this paper, we propose a new method called Content Adaptive Linear Tensor Completion (CALTeC) for the recovery of missing data in deep feature tensors. CALTeC manifests both the generic nature of SiLRTC/HaLRTC and the speed characteristics of ALTeC. CALTeC is based on estimating a linear (or, more precisely, an affine) relationship between the missing feature packet and an available, spatially collocated, feature packet in the most similar channel of the feature tensor. The estimated relationship enables approximate recovery of the missing feature packet.

The paper is organized as follows. Section 2 establishes the notation and gives the background information needed for the remainder of the paper. The proposed method is presented in Section 3. Experiments are described in Section 4, followed by conclusions in Section 5. An implementation of the proposed method is also provided.

2. PRELIMINARIES

A feature tensor with height $h$, width $w$, and the number of channels $c$ will be denoted $X \in \mathbb{R}^{h \times w \times c}$. An illustration of a feature tensor extracted from layer add_1 of ResNet-18 [15]...
Fig. 1. A tensor from layer add_1 of ResNet-18. Several consecutive rows in each channel form a feature data packet.

is shown in Fig. 1. Layer add_1 corresponds to the output of the shortcut connection and element-wise addition applied to the final output of the conv2,i layers as denoted in [15]. Feature data packets are formed by partitioning each tensor channel into groups of r rows, as indicated by green lines in the figure. Such packetization is inspired by common practice in video streaming where video frames are encoded into packets in rows of macroblocks [16]. In our experiments we used \( r \in \{4, 8\} \). If the number of rows \((h)\) in a channel is not divisible by \( r \), the last packet is zero-padded to \( r \) rows.

The \( i \)-th packet in the \( j \)-th tensor channel is denoted \( \mathbf{X}^{(j)} \in \mathbb{R}^{r \times w} \), for \( j \in \{0, 1, \ldots, c-1\} \). The vectorized version of the packet is denoted \( \mathbf{x}^{(j)}_i = \text{Vec} \left( \mathbf{X}^{(j)} \right) \in \mathbb{R}^{(r \times w) \times 1} \).

In our simulations, the tensors were min-max quantized [3] to 8 bits/element. Further compression of the data in each packet is possible, but since our focus here is not on compression, no further quantization or entropy coding is used.

The Gilbert-Elliott (GE) channel model [17] is used to simulate the packet loss. This is a two-state Markov model with a good (G) and a bad (B) state. It can be parameterized by the burst loss probability \( P_B \) and the average burst length \( L_B \). The conversion from \( P_B \) and \( L_B \) to state transition probabilities is as follows: \( p_{B \rightarrow G} = 1/L_B \), \( p_{G \rightarrow B} = P_B/(L_B(1 - P_B)) \), \( p_{B \rightarrow B} = 1 - p_{B \rightarrow G} \), and \( p_{G \rightarrow G} = 1 - p_{G \rightarrow B} \).

When a feature tensor is transmitted, some of its packets will be lost, depending on the channel realization. The received packets are used to reconstitute the available part of the tensor. The available data is inverse quantized, and the missing data is recovered using one of the tensor completion methods. Next, we describe our proposed method for missing data recovery.

3. PROPOSED METHOD

Recovering missing values in a corrupted deep feature tensor leads to more tensor data that can be exploited by the back-end sub-model, which generally improves inference accuracy [13]. As seen in Fig. 1, there is a considerable amount of redundancy among tensor channels, which can be used to recover missing data, at least approximately. To recover missing data, the proposed CALTeC proceeds as follows.

Let \( \mathbf{x}^{(j)}_i \) be a missing packet in channel \( j \), and let \( \mathbf{x}^{(j)}_{i'} \) be its spatially-closest correctly received neighboring packet in the same channel. If there are two equally close available neighbors (above and below), the one below is selected. If a missing packet does not have any available spatial neighbors in the same channel, i.e. when the entire tensor channel is lost, then all elements in that channel are simply set to zero. This is a rare event, except for large values of \( L_B \) and \( P_B \).

The idea behind CALTeC is to find the another channel \( k \) in the tensor that is locally similar to channel \( j \), and transform its data to recover the missing data in channel \( j \). To measure local similarity, we use the Pearson correlation coefficient. A search is executed over all channels \( k \) in which both packets \( i \) and \( i' \) are available, as

\[
k^* = \arg \max_k \frac{\left( \mathbf{x}^{(j)}_{i'} - \mu^{(j)}_{i'} \right) \top \left( \mathbf{x}^{(k)}_i - \mu^{(k)}_i \right)}{\sigma^{(j)}_{i'} \sigma^{(k)}_i},
\]

where \( \mu^{(j)}_{i'} \) and \( \mu^{(k)}_i \) are the sample means of values in packets \( \mathbf{x}^{(j)}_{i'} \) and \( \mathbf{x}^{(k)}_i \), respectively, and \( \sigma^{(j)}_{i'} \) and \( \sigma^{(k)}_i \) are their standard deviations.

Once the locally most similar channel \( k^* \) is found, we compute the coefficients of an affine transformation that approximates \( \mathbf{x}^{(j)}_i \approx a \cdot \mathbf{x}^{(k^*)}_{i'} + b \). The coefficients are found by least-squares minimization

\[
(a^*, b^*) = \arg \min_{(a,b)} \left\| \mathbf{x}^{(j)}_i - (a \cdot \mathbf{x}^{(k^*)}_{i'} + b) \right\|_2^2.
\]

Equation (2) has a closed-form solution, which can be easily seen once we re-write the cost function. First, let \( a = [a, b] \top \), and define \( \mathbf{Y} = \left[ \mathbf{x}^{(k^*)}_{i'} | \mathbf{1} \right] \in \mathbb{R}^{(r \times w) \times 2} \), where \( \mathbf{1} \in \mathbb{R}^{(r \times w) \times 1} \) is a column vector of all ones. Then (2) becomes

\[
a^* = \arg \min_a \left\| \mathbf{x}^{(j)}_i - \mathbf{Y} a \right\|_2^2,
\]

which has a well-known solution

\[
a^* = \left( \mathbf{Y} \top \mathbf{Y} \right)^{-1} \mathbf{Y} \top \mathbf{x}^{(j)}_i.
\]

Finally, when the affine parameters \( a^* = [a^*, b^*] \top \) are computed, the missing packet \( \hat{x}^{(j)}_i \) is estimated as the affine transformation of the collocated packet in channel \( k^* \):

\[
\hat{x}^{(j)}_i = a^* \cdot \mathbf{x}^{(k^*)}_{i'} + b^*.
\]

The above process is repeated for all missing packets in all channels.
To illustrate the process, Fig. 2 shows a missing packet (black rectangle) in channel $j = 0$ of a deep feature tensor from layer $\text{add}_1$ of ResNet-18. Packets are indexed starting from 0, so the missing packet is $x_1^{(0)}$. Its neighboring packet, $x_2^{(0)}$, is used to find the most locally similar channel according to (1), which in this example is channel $k^* = 9$. Then the affine transformation between $x_1^{(0)}$ and $x_2^{(9)}$ is estimated according to (2)-(4). Finally, the missing packet $x_3^{(0)}$ is estimated from $x_3^{(9)}$ according to (5) and is used to fill the gap in the damaged channel.

4. EXPERIMENTS

Experiments were run on the same 882 images used in [12]. These images come from 10 classes of the ImageNet [18] test set. Experiments were based on a pre-trained ResNet-18 model [3]. Two split points were considered: $\text{add}_1$ and $\text{add}_3$, which correspond to the outputs of the shortcut connection and element-wise addition applied to the final output of the $\text{conv}2\times$ and $\text{conv}3\times$ layers, respectively, as denoted in [15] Table 1. The feature tensor at the output of $\text{add}_1$ has dimensions $56 \times 56 \times 64$, and the tensor output by $\text{add}_3$ has dimensions $28 \times 28 \times 128$. Tensors were quantized to 8 bits per tensor element. To packetize tensor elements, we used $r = 8$ rows/packet for the $\text{add}_1$ tensor and $r = 4$ rows/packet for the $\text{add}_3$ tensor. In both cases this gave 7 packets per tensor channel.

The deep feature tensor packet transmission simulator DFTS [12] was updated for compatibility with TensorFlow 2 and Python 3.6 in this study. Monte Carlo experiments were run on the Compute Canada cluster Cedar. Identical hardware resources were requested in all experiments: 6 CPU cores (Intel E5-2650 v4 Broadwell @ 2.2GHz) and 1 NVIDIA P100 Pascal GPU. The CPU and GPU RAM reserved were, respectively, 32 GB and 12 GB. Speed measurements in Table 2 were limited to the tensor completion step of a packet transmission experiment. Tensor completion with all four methods is done on the CPU only.

Transmission of packets was simulated using the GE channel model [17] with burst loss probabilities $P_B \in \{0.01, 0.10, 0.20, 0.30\}$ and average burst lengths of $L_B \in \{1, 2, \ldots, 7\}$. These can be converted to GE transition probabilities as explained in Section 2. In particular, 10 channel realizations across our test set of 882 images were simulated for each pair of $(P_B, L_B)$ values. Each corrupted tensor was saved and then presented to each tensor completion method, so that each method had to deal with the same loss patterns.

Four tensor completion methods were compared: SiLRTC [14], HaLRTC [14], ALTeC [13], and the proposed CALTeC. Their main characteristics are shown Table 1 [1]. Originally, ALTeC was described for packets consisting of one row of tensor elements per packet [14]. To run in our simulation scenario, we trained ALTeC for $r \in \{4, 8\}$ rows of 8-bit (inverse) quantized tensor data per packet, depending on the split layer. In the results that follow, ‘No Loss’ is the performance of the system without packet loss or quantization, i.e., the performance of the baseline model (ResNet-18) without splitting into edge and cloud sub-models. ‘No Completion’ means no tensor completion, that is, tensor elements from missing packets are simply set to zero.

Top-1 accuracy at each $P_B \in \{0.01, 0.10, 0.20, 0.30\}$ is shown in Fig. 3. The value for each $P_B$ represents the average over 70 Monte Carlo runs (10 for each $L_B$). The figure shows two sets of results for each split point: default settings and speed-matched. Default settings correspond to running SiLRTC and HaLRTC for 50 iterations, which was observed in [13] to be sufficient for their convergence. ALTeC and CALTeC are non-iterative, and generally much faster, as seen in Table 2. Speed-matched results correspond to the case where each method is allowed to run for the amount of time that it takes CALTeC to complete its work. Iterative methods are allowed to complete the iteration in which their execution time exceeds that of CALTeC, i.e., they are allowed to run a bit longer. The entries for ALTeC do not include the several hours needed for pre-training, which is performed before operation of the system. ALTeC is faster than CALTeC, so it is able to complete its work in that amount of time. However, SiLRTC and HaLRTC are only able to complete one itera-

![Fig. 2. Illustration of CALTeC repairs on corrupted channel 0 of a deep feature tensor.](https://github.com/qubvel/classification_models)
Fig. 3. Top-1 classification accuracy averaged over 70 Monte Carlo simulation runs under various conditions. In (b), SiLRTC curve is behind the ‘No Completion’ curve.

Looking at default-settings results in Fig. 3(a) and (c), we see that all four tensor completion methods bring improvement compared to ‘No Completion,’ except SiLRTC in Fig. 3(c). Among the four completion methods, SiLRTC has the worst performance. CALTeC and HaLRTC offer very similar, almost identical, performance. ALTeC is slightly worse than CALTeC and HaLRTC on add_1 tensors in Fig. 3(a), and slightly better on add_3 tensors in Fig. 3(c). However, keep in mind that ALTeC requires pre-training, whereas the other three methods do not.

In speed-matched results in Fig. 3(b) and (d), the advantage of CALTeC and ALTeC over SiLRTC and HaLRTC is obvious. CALTeC and ALTeC are non-iterative, and are able to recover missing data much faster than SiLRTC and HaLRTC. Especially HaLRTC needs around 10-15 iterations to produce reasonable output; after just 1-2 iterations, the “recovered” data is of such poor quality that the resulting tensor virtually never produces the correct classification, so the Top-1 accuracy is near zero. The first 1-2 iterations of SiLRTC give better results, but still noticeably worse than CALTeC and ALTeC. Since inference latency is an important factor in collaborative intelligence, CALTeC and ALTeC have a clear advantage here over the other two methods. In addition, CALTeC does not require pre-training, so it combines the best properties of ALTeC (speed and accuracy) and those of SiLRTC/HaLRTC (no need for pre-training).

Fig. 4 shows an example of a damaged add_1 layer tensor channel (specifically, channel 1 from Fig. 1) and how it is repaired by various methods. CALTeC, ALTeC, and HaLRTC do a fairly good job of recovering the missing data, with starfish outlines clearly visible in their outputs. On the other hand, SiLRTC performs poorly in this example. ALTeC in Fig. 4(d) appears to be most successful in recovering the underlying texture here, but note that CALTeC yields better overall Top-1 accuracy on add_1 layer tensors over the whole test set, as shown in Fig. 3(a).

5. CONCLUSIONS

We presented Content-Adaptive Linear Tensor Completion (CALTeC), a method for recovering missing feature tensor data in collaborative intelligence. CALTeC takes advantage of intra- and inter-channel similarity in feature tensors to find the best candidates in other channels to fill the gaps in feature tensors, and then applies an affine transformation estimated from the same channel to properly adjust recovered data. In doing so, CALTeC combines the best properties of methods previously used for this purpose: speed, accuracy, and no need for pre-training. Experiments demonstrated CALTeC’s competitive performance compared to other methods.
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