Numerical integration over implicitly defined domains with topological guarantee
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Abstract

Numerical integration over the implicitly defined domains is challenging due to topological vari-ances of implicit functions. In this paper, we use interval arithmetic to identify the boundary of the integration domain exactly, thus getting the correct topology of the domain. Furthermore, a geometry-based local error estimate is explored to guide the hierarchical subdivision and save the computation cost. Numerical experiments are presented to demonstrate the accuracy and the potential of the proposed method.
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1 Introduction

In recent years, the rapid development of 3D printing drives the study of related topics on modeling and analysis. Since implicit representation is convenient in describing the slicing structures of objects [1], there has been increasing attention paid to representation in this form. Certain properties related to implicit geometries are specifically beneficial for 3D printing. For example, the inside/outside point position test can be applied naturally using an implicit function. Detecting the place of each point in the domain is crucial for the modern layer by layer printing process. Moreover, material features such as coloring can be incorporated implicitly in the object using blending operations which is ideal for biological 3D painting applications (e.g. in [2]). Building on such capabilities, implicit representation can provide in many cases a 3D printing friendly geometrical models with straightforward constructions.

Integrating CAD and CAE will reduce the huge percent of time cost in the communications between the two processes, thus it has been the goal considered in some work [3][7]. Numerical integration forms an important part of such approaches [8]. Several quadrature techniques have been proposed to ensure an accurate implementation for analysis [9][11]. For merits of the same idea, the analysis for shapes defined in implicit representation should also be kept in the implicit form. This invokes the classical problem of numerical integration in analysis. The only difference is that the domain here is defined implicitly.
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When considering the numerical integration over an implicitly defined domain, two problems need to be solved. The first problem is the correct topology of the integration domain due to the topology variance of implicit representation. Generally, finer partitions are used to preserve the correct topology, but it is time-consuming. The second problem is how to get an accurate result of integration. Since many methods consider the approximated mesh as the exact domain to facilitate the calculation, the approximated region leads to significant errors. The boundary condition for analysis through this way is not satisfied exactly.

In this paper, we use the implicit representation itself during the integration process, and try to get the correct topology automatically. The contributions of the paper are as follows:

- Tackle the topological problem: we employ interval arithmetic in the hierarchical frame to attain the correct topology of the implicitly defined domain.

- Save the integration points: a geometry-based local error estimate is proposed to guide the hierarchical subdivision. Such a criterion saves the numbers of integration points when achieving the same accuracy compared with methods not using criterion. Furthermore, the pessimistic error estimate leads to results always smaller than the given tolerance. In this way, we somehow know the “distance” to the exact integral.

- Theoretical error estimate: a theoretical error estimate is given, where the integration error is caused by the approximation to the boundary of the domain.

The organization of the remaining sections is as follows. In Section 2, we review strategies for integrals on implicitly defined geometry. The proposed method is presented in Section 3. In Section 4, several numerical experiments are presented to show the accuracy and efficiency. Concluding remarks and possible future researches are given in Section 5.

2 Related work

Numerical integration over domains defined by iso-values of implicit functions have been considered in many methods in science and engineering computing methods. For example, in weighted extended B-splines method [6], immersed boundary methods [12–14], extended finite element methods [15–17], etc. In this section, we will briefly review the main ideas concerning this topic. For results concerning the numerical integration over rectangular shapes, the readers are refered to [18–20].

There are mainly three kinds of ideas to tackle such integration. The first is to use the divergence theorem thus rewriting the original integral as a boundary integral [21]. The second idea is to use Monte Carlo method [22, 23], which can be used for integration over an arbitrary domain. Another idea is to modify the integration domain, either by converting the original domain into a rectangular domain enclosing it with the help of discrete Dirac delta function or Heaviside functions [24], or by explicitly reconstructing the boundary [17, 25, 27].

Moment fitting method is widely used under the first kind of idea [21], where the numerical coefficients are obtained with a group of given integration points and divergence free functions. In [26, 28], moment fitting method is performed over a simplified homeomorphic domain, then shape sensitivity analysis is taken to improve the results. However, polygonal divergence free function basis must be provided. Also, the quadrature weights may not be positive, thus leading to unstable stiffness matrix in analysis.

Monte Carlo integration method only requires the signs of the function values and avoids the curse of dimensionality, so it can be used for integration over arbitrary domains and higher
dimensional spaces [22]. However, due to its probability background, it requires large numbers of points and also exhibits slow convergence. Therefore, this method is not appropriate if accurate results are required [23].

Using discrete Dirac delta function or Heaviside function to smear the domain into a larger regular one leads to easier calculations. Since there are many ways to get the integration value over a regular domain. However, it depends on local representations and sometimes does not derive accurate results because of the discontinuous function in the integrand [24].

When explicitly reconstructing the implicit boundary, piecewise linear interpolations are frequently used [25,29]. For better approximating the domain, higher order of approximations to the boundary or hierarchical partition are adopted [17]. However, all the methods mentioned above only considered techniques over the simplified polygon. In [30], a topology preserving marching cube is proposed, which still considers the discrete level-set function as the exact geometry. In [31], the integration results are obtained by firstly deriving the intersection points in each direction recursively, then adopting numerical quadrature at the explicit region. Both the shape and the topology are considered in recent work [32], where specific corrections are added to increase the accuracy, but there are still some limitations or prescribed feature assumptions. That is, the topology could not be well preserved by the initial approximation and later corrections are made. In [33] and [34], the integration over hyperrectangles and hypersurfaces are considered, respectively.

Here we introduce a bit more details about integration obtained by explicitly reconstruction with hierarchy. The result is the summation of numerical integration over subdivided cells. Cells are classified into three categories: interior, boundary, and exterior cells. Each cell is classified according to the signs of function values at the four corner points. The boundary cells will be recursively partitioned until some criteria are satisfied. At the last level of subdivision, different numerical schemes will be taken according to the type of the cell. The termination criterion is set either by the posterior error or doing recursive subdivisions until predefined subdivision depth is reached [22,35].

In this paper, a numerical integration method based on the hierarchical subdivision is put forward. It tackles the topology problem in implicitly defined domain, by using interval arithmetic. Besides, it uses the implicit representation itself instead of using the discrete mesh approximation to the boundary of the domain. The new termination criterion saves the number of integration points compared with hierarchy-based methods using subdivisions to a predefined level.

3 Method

Given an implicit function \( f : \mathbb{R}^2 \to \mathbb{R} \), which defines a domain \( \Omega = \{(x, y)| f(x, y) \geq 0\} \), our goal is to keep the correct topology while obtaining the numerical result of \( \int_{\Omega} F(x, y)dxdy \), where \( F(x, y) \) is a smooth integrand. During the process, a tolerance \( \tau \) is also given to guide the accuracy of the integration.

The hierarchical idea is employed together with two tools. The first is interval arithmetic, which helps to maintain the completeness of integration region, while the second is the subdivision criterion, which attempts to save the number of subdivisions. In this section, we will firstly introduce interval arithmetic, then list the main steps of the proposed method.

3.1 Interval arithmetic

Interval arithmetic was introduced by Ramon E.Moore in the 1960s and is widely used in numerical analysis, computer graphics, geometric modeling and global optimization [36–38]. One
important use of interval arithmetic is in rendering implicit curves and surfaces [39] with several improvements on the original algorithm [40]. The idea is to use interval instead of simple numbers to make accurate computations [41,42].

An interval number \( X \) defines a set of numbers:

\[
X = [x_a, x_b] = \{ x | x_a \leq x \leq x_b, x_a \leq x_b \}.
\]

Given two interval numbers \( A = [a, b] \) and \( B = [c, d] \), the corresponding rules for the four basic operations are:

- **Addition**: \( A + B = [a + c, b + d] \)
- **Subtraction**: \( A - B = [a - d, b - c] \)
- **Multiplication**: \( A \cdot B = [\min\{a \cdot c, a \cdot d, b \cdot c, b \cdot d\}, \max\{a \cdot c, a \cdot d, b \cdot c, b \cdot d\}] \)
- **Division**: \( A/B = [\min\{a/c, a/d, b/c, b/d\}, \max\{a/c, a/d, b/c, b/d\}], 0 \notin [c,d] \)

In scientific computing, interval quadrature has also been considered, where the remainder of Taylor series is taken on intervals to get the accurate integral [36]. Different with this usage, we employ interval arithmetic to detect the small feature in implicitly defined domains. As will be seen in the next section, interval arithmetic is used to find enclosures for the ranges of functions in each cell [43,44], thus getting its correct sign.

### 3.2 Sub-cell classification

Before we explore in more detail, let us first get the correct classifications of the cells at each level of the subdivision.

In hierarchy-based schemes, the type of a cell is usually determined by function values at its four corner vertices. That is, if all the function values are positive (negative), then this cell is an interior (exterior) cell; or else, it is a boundary cell. However, judgments using corner function values are not enough to tell the right types of cells sometimes, especially for cells in implicitly defined domains.

Figure 1 shows two cells with misjudged types. Take the figure on the left as an example. It shows a boundary cell, as we can see that there is a small circle inside. But when just using corner values, we could not get the correct sign even subdividing the cell twice. The wrong classifications will lead to inaccurate integration results. In this paper, interval arithmetic is adopted to locate the boundary better.

It proceeds as follows: Assume that the boundary of the domain is defined by \( f(x, y) = 0 \), and \( C = [a, b] \times [c, d] \) is a cell whose sign is to be determined. Let \( X = [a, b], Y = [c, d] \), we calculate the interval number \( Z = f(X,Y) \). If \( Z \) is a positive (negative) interval, then \( C \) is an interior (exterior) cell; otherwise, it is a boundary cell. What important is that, if \( 0 \in Z \), the boundary of the domain is indicated to cross this cell, hence \( C \) is a boundary cell. This property guarantees that the boundary will not be missed. Now applying this strategy to the domains in Figure 1, both intervals of function values straddle zero, thus we clarify that both cells are boundary cells.

Having derived the correct classifications of the cells, accurate numerical integration could be obtained over interior cells following the tensor product Gaussian quadrature. We now turn our attention to numerical integration over boundary cells.
3.3 Boundary approximation

To make the integration over a boundary cell accurate, we shall first get an appropriate representation of the boundary curve. Usually, approximation in explicit form facilitates the repeated numerical integration since it avoids the mass root-finding process in implicit representation.

For a clear understanding, three different ways are described when approximating the boundary curve over a boundary cell. As illustrated in Figure 2, the simplest way is to connect the two intersections directly, thus deriving the linear polynomial approximation. After using another point \( P_3 \) together, a quadratic approximation is achieved. Furthermore, a quadratic Bézier approximation can be determined by using control points \( P_i, i = 0, 1, 2 \).

In fact, implicit function theorem indicates the derivative information locally at the two intersections (if \( \partial f / \partial y \neq 0 \)). Moreover, the interpolation property and the derivative relation at the endpoints \( P_0 \) and \( P_2 \) convey that \( P_1 \) is just the intersection point of the tangents at these two points [45]. Bézier form also leads to convenient calculations, as we will see in the next subsection.

Note that the Bézier approximation could also handle the case if there are singular points at the boundary (if the singular points could be known in advance). The method is to split the domain at the singular points and getting the tangents at different subregions with the help of blow up [46]. An example will be taken to show this singular case.
3.4 Local error estimate guiding further subdivisions over boundary cells

Both linear and quadratic approximation above are usually carried out under a given level of subdivisions, thus leading to excessive computations. To avoid this, a geometrically based subdivision rule is proposed to decrease the numbers of calculation.

To be more specific, let us take a close look at a specific boundary cell. Figure 3 (left) shows a boundary cell, where \( P_0 \) and \( P_2 \) are intersections of the domain to the cell grid. The domain in this cell is partitioned into three parts \( D_0, D_1 \) and \( D_2 \), where \( D_0 \) is a rectangle inside the domain, \( D_1 \) is a curved rectangle and \( D_2 \) is the region enclosed by the boundary curve and the approximated one. The former two regions will be considered during the numerical integration process. However, \( D_2 \) will be missed totally. This process leads to errors not only caused by numerical integration schemes, but also by the approximation. Here, the integration over \( D_2 \) is considered as the error guiding the subdivision.

According to the mean value theorem for integral, the error estimate over \( D_2 \) can be formulated as the following:

\[
E_2 = \iint_{D_2} |F| d\Omega \leq M \cdot S_{D_2},
\]

where \( M \) is the upper bound of absolute value of the integrand function \( F \), and \( S_{D_2} \) is the area of \( D_2 \). Since \( F \) is continuous, the upper bound \( M \) can always be obtained. Hence, our task turns to calculating the area of \( D_2 \).

A narrow band is used to give a pessimistic estimate on the area of \( S_{D_2} \). As in Figure 3 (right), the arc length of the Bézier curve in this cell is the length of the narrow band. To obtain the width of the band, the geometric distance between the boundary curve and the Bézier curve at several sample points are calculated, and the largest distance is chosen as the approximated width. To facilitate computation of width, Sampson distance is employed, which is the first order approximation to the geometric distance.

When the error estimate satisfies the scaled tolerance:

\[
E_2 < \omega \tau
\]

then no more subdivisions are needed. The scale \( \omega \) is the percentage of the area of the boundary cell occupies in the bounding box of the whole integration domain.

Figure 3: Process of obtaining the area of \( D_2 \) (green). Left: Three sample points with their corresponding geometric distances \( r_i, i = 0, 1, 2 \). Right: Area of \( D_2 \) is approximated by a narrow band. Its width is the longest geometric distance (\( r_0 \) on the left). The boundary of integration domain (blue), bézier approximation to the boundary curve (magenta).
Algorithm 1 Get the numerical integration over implicitly defined domain $\int_{\Omega \cap C} F$

**Input:** Domain $\Omega$ enclosing in $C = [a, b] \times [c, d]$, the smooth integrand $F$; Tolerance $\tau$ (to guide the accuracy of the integral).

**Output:** The numerical result of $s = \int_{\Omega} F$

1: $C$ is the cells in the support set of the basis functions associated with $Pt$
2: Initialization: let cell $C = [a, b] \times [c, d]$, $h = \max\{b - a, d - c\}$, we want to derive.
3: Initialization: set $h = b - a$, $g = d - c$, $s = 0$.
4: while $\max\{h, g\} \geq \epsilon$ do
5: Classification of cell type (using interval arithmetic)
6: if $C$ is an interior cell then
7: Computing the integral over $C$, add the value to $s$;
8: else if $C$ is a boundary cell then
9: Using quadratic Bézier approximation to the implicit boundary,
10: Derive the local error estimate $E_2$ over this cell.
11: if error criteria [1] is satisfied then
12: Computing the integral with isoparametric integration, add it to $s$;
13: else
14: Subdivide $C$ into equal four subcells $C_i$, $i = 1, 2, 3, 4$;
15: Go to step 1 calculate $\int_{\Omega \cap C_i} F$, add the four values to $s$.
16: end if
17: end if
18: end while
19: end
20: return $s$.

To conclude the method section, we here illustrate the main routine of the proposed method represented by Algorithm 1. The process begins with the overall bounding box of the full domain, clarifies the cell type. Once the specific type is determined, different types of cells lead to separate subroutines, following the subsequent approximations and error estimating criteria. In order to improve the efficiency of the proposed method, one may combine corner classification together with interval classification to improve the efficiency.

4 Numerical Experiments

In this section, we will investigate the accuracy and performance of the proposed method, which uses interval arithmetic, the quadratic Bézier approximation to the boundary curve and a geometry-based local error estimate to guide the subdivision.

Four different domains are tested: annulus, a domain defined by splines, a cardioid domain and a cassini oval domain. Among them, the first two consider domains with smooth boundaries, while the third concerns the domain with a singular point at its boundary, and the fourth examines a self-intersected domain. We will test integrals with and without interval arithmetic to see the effect of interval arithmetic in preserving the correct topology of the domain of integration.

Comparisons are taken with another two methods. Both the two methods are hierarchy-based, with the prescribed subdivision length $1.2 \cdot h/2^k$, where $h$ is the width of the bounding box of the domain, and $k$ shows the level of subdivision. Since linear and quadratic Bézier curves are used to approximate the boundary curve, respectively. Let us label the two methods separately as L and Q.
In our method, the guiding tolerance \( \tau = 0.1^m, m \in \mathbb{N}^+ \). Accuracy of each method is quantified by the absolute error with the exact value, i.e., \( |I - I_h| \), where \( I_h \) is the numerical result and \( I \) is the exact value obtained through Mathematica.

**Example 1.** Firstly, we will test the area of an annulus. The boundary of the annulus is defined by the zero level set of the implicit function \( f(x, y) = 0.04 - (\sqrt{x^2 + y^2} - 0.6)^2 \) on \([-1, 1]^2\). The integrand is a unity function and the exact value of the integral is \( \frac{12\pi}{25} \).

The integration domain is highlighted in Figure 4 (a). It can be seen clearly that, all the function values at corner points after subdividing the domain once are smaller than zero. This indicates that the subcells are exterior cells and hence the integration result is zero. However, with the help of interval arithmetic, the four subdomains are all boundary cells and the correct topology is thus attained.

A group of comparison results (with the absolute error at magnitude \( 1E^{-5} \)) are depicted in Figure 4 (b-d). It can be seen that both Q and our method use relatively smaller numbers of integration points compared with L method. In addition, since our method is error guided subdivision, the distribution of integration points is more adaptive compared with Q method (from the part enclosing the interior circle).

Now consider the integration over the annulus domain with integrand function \( F(x, y) = x^3y - xy + 2.5 \). With two Gaussian points chosen in each direction, integrations over the interior cells are still accurate. In this way, the integration error is caused by the approximation to the boundary and the numerical quadrature over the boundary cells. Comparisons of different methods with absolute error at level \( 1E^{-7} \) are shown in Figure 5. From the figure we can see that our method uses the least numbers of integration points calculated among the three methods.

Besides, the results of our method always satisfy the given guiding tolerances, as shown in Table 1. That is, the pessimistic error estimate of our method leads to more accurate results (with
absolute error smaller than the guiding tolerances), although there is no theoretical guarantee on the accuracy. This is different from L and Q, where the smallest length is given to guide the uniform subdivision. Owing to this fact, we do not know how accurate the numerical integration derives. In the sense that we know how far the numerical method achieves, our method is better than the other two methods.

As to the efficiency, here, we introduce a ratio to examine whether the geometry-based subdivision rule in our method works and the extent. Since the judgment (1) is either true (no more subdivisions) or false (take another subdivision), we count the numbers of both cases of the condition (1). Then let Cr be the ratio of the numbers of the satisfied error condition takes up in the whole judging process. In this way, the obtained Cr measures the calculations saved by the subdivision rule (the satisfied error condition do not need more levels of subdivisions).

Table 1: Integration over annulus with different integrands. Cr is the ratio of the number of times when the condition (1) is satisfied to the number of times of judgments on the condition (1).

| Tolerance  | Error     | Time(ms) | # In | # Bd | Cr  | Error     | Time(ms) | # In | # Bd | Cr  |
|------------|-----------|----------|------|------|-----|-----------|----------|------|------|-----|
| $1.00E - 01$ | $2.31E - 03$ | 0.2      | 24   | 0.86 |     | $5.78E - 03$ | 0.25     | 0    | 24   | 0.86 |
| $1.00E - 02$ | $1.10E - 04$ | 0.45     | 8    | 56   | 0.74 | $2.75E - 04$ | 0.55     | 8    | 56   | 0.74 |
| $1.00E - 03$ | $1.17E - 05$ | 0.8      | 32   | 104  | 0.67 | $2.89E - 05$ | 1        | 32   | 104  | 0.67 |
| $1.00E - 04$ | $5.18E - 06$ | 1.45     | 72   | 168  | 0.63 | $4.25E - 07$ | 2.7      | 132  | 264  | 0.61 |
| $1.00E - 05$ | $3.83E - 08$ | 3.3      | 196  | 376  | 0.60 | $2.73E - 07$ | 4.15     | 220  | 472  | 0.61 |
| $1.00E - 06$ | $5.81E - 09$ | 5.85     | 380  | 728  | 0.60 | $3.32E - 07$ | 8.55     | 508  | 1048 | 0.61 |

It is seen from Table 1 that all the values of Cr are not less than 0.6. This indicates that the error-guided subdivision scheme saves calculation of more than half percent of cells compared with Q to the same level of subdivision.

Example 2. Next, we explore the integration over a domain defined by a bi-quadratic tensor product B-spline function with two different integrands. The knot sequence in each direction is \\{0, 0, 0, 0.3, 0.7, 1.0, 1.0, 1.0, 1.0\}, from which we get an initial partition of the domain, as depicted in Figure 6(a) and (b). The function is represented as

$$f(x, y) = \sum_{i=0}^{4} \sum_{j=0}^{4} P_{ij} N_i^3(x) N_j^3(y),$$

where $N_i^3(t)$ is B-spline function, and the coefficients matrix is

$$P = (P_{ij})_{5 \times 5} = \begin{bmatrix} -1 & -1.5 & 1 & -8 & -4 \\ -1 & 2 & 1 & 3.2 & -1 \\ -2 & 3 & -2.2 & 2.5 & -1 \\ -1 & -1 & 2 & 3 & 0.8 \\ -0.2 & 1.5 & -1 & 0.8 & 0.3 \end{bmatrix}.$$  

Let us firstly set the integrand to be 1 and consider the area of the domain. Figure 6(c-e) show the cell partitions and integration points of L without using interval arithmetic. It is easily observed that two boundary cells (in the middle and in the middle right of the domain) are misjudged as interior cells thus no more subdivisions are taken. (f) is the result of L with interval arithmetic (IA) corresponding to (d). Clearly, we see that the integration domain is kept complete. Furthermore, (f-h) depict the results of L, Q and our method with absolute error at $1E - 4$ using...
interval arithmetic. It is observed that all the three methods achieve correct topology. What is more, our method uses the least numbers of integration points.

Detailed comparisons for integrations over the spline domain with and without interval arithmetic (IA) are listed in Table 2 and Table 3, respectively. Different integrands are tested, and each case derives the consistent results. In the former table, all the results have large errors (magnitude $10^{-2}$) due to the incorrect boundary detection; while in the latter table, since interval arithmetic is used, errors will decrease.

Table 2: Comparisons of integration over the spline domain with different integrands (no IA).

| Method   | Integrand: $1$ | Error | Error |
|----------|----------------|-------|-------|
| L        | $2.39E-02$     | $2.40E-02$ | $5.68E-02$ |
| Q        | $2.40E-02$     | $2.40E-02$ | $5.68E-02$ |
| Our method | $2.39E-02$     | $2.40E-02$ | $5.67E-02$ |

Table 3: Comparisons of integration over the spline domain with different integrands.

| Method   | Integrand: $x^3y - xy + 2.5$ | Error | Error | Time(ms) | # In | # Bd |
|----------|-----------------------------|-------|-------|----------|------|------|
| L        | $2.41E-06$                  | $133.05$ | $2962$ | $2856$  | 1.18E-05 | 67   | 1458 | 1429 |
| Q        | $2.09E-06$                  | $83.7$   | $721$  | $718$   | 1.53E-05 | 43   | 359  | 360  |
| Our method | $3.21E-06$                  | $28.05$  | $126$  | $168$   | 2.51E-05 | 22   | 108  | 132  |

From Table 3, we also find that, among the three methods for most cases, L is the most time consuming and calculates the highest numbers of cells, and that of Q is smaller than L. However, our method is always the least time-consuming and saves the calculation numbers of cells most.

Table 4 tabulates the results of our method under different guiding tolerances. From the table, we can see that the errors of our method in all tests are smaller than the given tolerances. What is
Table 4: Integration over the spline domain with different integrands and tolerances.

| Tolerance | Integrand: 1 | Integrand: $x^3y - xy + 2.5$ |
|-----------|-------------|--------------------------------|
|           | Error | Time(ms) | # In | # Bd | Cr          | Error | Time(ms) | # In | # Bd | Cr          |
| $1.00E-01$| 4.25E-04 | 8.45    | 38   | 52   | 0.64       | 1.97E-03 | 12     | 54   | 74   | 0.62       |
| $1.00E-02$| 1.39E-04 | 16.6    | 78   | 98   | 0.59       | 2.51E-05 | 23     | 108  | 132  | 0.58       |
| $1.00E-03$| 3.21E-06 | 28.05   | 126  | 168  | 0.58       | 1.98E-06 | 41     | 181  | 235  | 0.57       |
| $1.00E-04$| 9.87E-07 | 56.2    | 258  | 337  | 0.57       | 2.07E-06 | 76     | 337  | 456  | 0.57       |
| $1.00E-05$| 1.32E-06 | 109.25  | 462  | 669  | 0.57       | 2.43E-06 | 142    | 573  | 871  | 0.58       |

more, all the values of $Cr$ for different cases presented in the table are larger than 0.56, showing that the subdivision rule saves more than half numbers of subdivisions. It thus demonstrates the efficiency of our local error estimate.

**Example 3.** We now examine the numerical integration with two integrands over the cardioid domain. There is a singular point at the boundary curve, as shown in Figure 7 (a). With the background lines, it is easy observed that the cell partition just using the corner points, even together with center points is not enough to get the correct shape.

![Domain of integration](image1)

![L, subdivision level: 12.](image2)

![Q, subdivision level: 8.](image3)

![Ours, guiding tolerance: 1E-4.](image4)

Figure 7: Integration over cardioid using different approximations to the boundary with interval arithmetic.

*Figure 7(b-d) illustrate the results of absolute errors at $1E-6$ using different methods. Since there are two branches at the singular point $(0,0)$ and both tangents at the point are zero, we just split the domain into four parts, and handle each case separately. As we can see, the number of integration points of our method is the smallest.*

Table 5: Integration over the cardioid domain with different integrands and tolerances.

| Tolerance | Integrand: 1 | Integrand: $x^3y - xy + 3$ |
|-----------|-------------|-----------------------------|
|           | Error | Time(ms) | # In | # Bd | Cr          | Error | Time(ms) | # In | # Bd | Cr          |
| $1.00E-01$| 1.47E-02 | 0.1   | 12  | 22   | 0.58       | 9.94E-03 | 0.1   | 22   | 32   | 0.57       |
| $1.00E-02$| 2.48E-04 | 0.1   | 40  | 50   | 0.58       | 6.98E-04 | 0.2   | 56   | 60   | 0.57       |
| $1.00E-03$| 1.09E-04 | 0.3   | 80  | 72   | 0.47       | 3.50E-05 | 0.5   | 110  | 126  | 0.50       |
| $1.00E-04$| 3.05E-06 | 0.9   | 192 | 182  | 0.48       | 2.65E-06 | 1.4   | 302  | 264  | 0.45       |
| $1.00E-05$| 8.48E-08 | 1.7   | 404 | 380  | 0.45       | 1.71E-07 | 2.7   | 642  | 570  | 0.42       |
| $1.00E-06$| 2.05E-08 | 3.5   | 916 | 754  | 0.36       | 1.99E-08 | 5.9   | 1512 | 1164 | 0.32       |

The detailed results of our method under different tolerances are presented in Table 5. It can be seen that our method yields errors smaller than the required tolerances in all tests.

As to the efficiency, different from the cases of the above two smooth domains, the results here have smaller $Cr$. The reason is that the geometry may vary much near the singular points, which causes more levels of subdivisions to satisfy the local error condition. Since $Cr$ is larger than 0.3, it indicates that although the ratio is not that large, it still saves calculations for the singular case.
Example 4. In this example, we consider the numerical integration over a cassini oval domain with self-intersection boundary, as depicted in Figure 8 (a). The function defining the domain is \( f(x, y) = 0.98(x^2 - y^2) - (x^2 + y^2)^2 \). The integrands are the same with the above cardioid test. From the blue background lines in the figure, it can be seen that all the function values of the corner points of the four subcells are not larger than zero. Therefore, if not using interval arithmetic, all the subcells are indicated to be exterior subcells. Hence, we could only get integration value zero, no matter what the integrand is. However, with interval arithmetic, the four subcells are recognized as boundary cells, which suggests more levels of calculations. In this way, the correct topology is preserved and accurate integration results are derived.

![Domain of integration](a)  
![Subdivision level: 10](b)  
![Subdivision level: 6](c)  
![Guiding tolerance: 1E-4](d)

Figure 8: Integration over cassini oval using different methods with interval arithmetic.

Figure 8 (b-d) show the results of area test with absolute errors at \( 1E \rightarrow 6 \) using different methods. Following the same fashion as the former example, all the three methods lead to accurate results, and our method uses the least number of integration points.

Table 6 tabulates the comparison of results with different integrands and different methods with interval arithmetic. The results show that our method behaves better than L and Q. That is, for the same integrand, to the same grade of absolute error, our method usually uses the smallest number of integration points, well costs the shortest time.

| Method  | Integrand: \( 1 \) | Integrand: \( x^3y - xy + 3 \) |
|---------|---------------------|---------------------------------|
|         | Error   | Time(ms) | # In | # Bd | Error   | Time(ms) | # In | # Bd |
| L       | 4.55E-05 | 1.55     | 840  | 860  | 1.37E-04 | 1.55     | 840  | 860  |
| Q       | 5.46E-05 | 0.3      | 76   | 104  | 1.64E-04 | 0.3      | 76   | 104  |
| Our method | 3.11E-05 | 0.25     | 20   | 92   | 1.09E-04 | 0.3      | 12   | 72   |
| L       | 2.64E-06 | 6.65     | 3568 | 3460 | 7.93E-06 | 6.1      | 3568 | 3460 |
| Q       | 3.53E-06 | 0.6      | 184  | 216  | 1.20E-06 | 1.25     | 408  | 432  |
| Our method | 1.15E-06 | 0.55     | 52   | 180  | 6.45E-06 | 0.45     | 40   | 144  |

5 Conclusion

We have developed a method for numerical integration over implicitly defined domains. In this method, interval arithmetic is adopted under the hierarchical frame, together with a geometric based local error estimate to guide the subdivision. The results show that this method preserves the correct topology, and leads to accurate and efficient results for continuous integrands. We believe that this work gives one way for accurate integration that considering the geometry information.

There are several directions for further research. The extension of this idea to 3D integration is straightforward. Considering that affine arithmetic is efficient when detecting the boundary of
an implicit domain, an interesting future topic would be to adopt it when performing numerical quadrature. Besides, more careful error estimate could be taken to further improve the accuracy and efficiency. Applications in engineering would also be one of the potential directions.
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