Microreversibility and quantum transport in Aharonov-Bohm rings
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The consequences of microreversibility for the linear and nonlinear transport properties of systems subjected to external magnetic fields are systematically investigated in Aharonov-Bohm rings connected to two, three, and four terminals. Within the independent electron approximation, the cumulant generating function, which fully specifies the statistics of the nonequilibrium currents, is expressed in terms of the scattering matrix of these circuits. The time-reversal symmetry relations up to the third responses of the currents and the fourth cumulants are analytically investigated and numerically tested as a function of the magnetic flux. The validity of such relations is thus firmly confirmed in this class of open quantum systems.

I. INTRODUCTION

Nonlinear transport properties manifest themselves if the thermodynamic forces driving the system away from equilibrium are applied over distances shorter than the mean free path of the particles. This is for instance the case in mesoscopic electronic circuits where electrons have ballistic motion, so that transport properties strongly deviate from Ohm’s law of proportionality between currents and voltage differences [1, 2].

Moreover, multi-terminal circuits allow the coupling between several electric currents. In the vicinity of equilibrium, this coupling is described by the conductance coefficients, which are proportionality factors between the electric currents and the applied voltage differences between the terminals [3]. As a consequence of microreversibility, i.e., the symmetry of the microscopic dynamics under the time-reversal transformation, these coefficients obey the well-known Onsager-Casimir reciprocal relations and the fluctuation-dissipation theorem [4–7]. Their domain of validity is restricted to the linear regime close to equilibrium. However, large voltage differences can be implemented into mesoscopic electronic circuits, hence making the latter typically operate in nonlinear regimes far away from equilibrium. In this context, the question arises about the consequences of microreversibility on the nonlinear transport properties, beyond Ohm’s law.

Remarkably, great advances have been achieved about this issue [8–11], especially, with the advent of the so-called fluctuation relations, which are time-reversal symmetry relations among the probability distributions of opposite fluctuations in transport properties [12–22]. Furthermore, these relations have been extended to the full counting statistics of all the currents flowing across an open system [23–31]. Such multivariate fluctuation relations allow us to deduce not only the Onsager-Casimir reciprocal relations and the fluctuation-dissipation theorem, but also their generalizations beyond the linear regime for currents in the absence or the presence of an external magnetic field [25, 26, 30, 32–36]. Recently, these generalized time-reversal symmetry relations have been analyzed at arbitrarily high orders in the thermodynamic forces, also called affinities, that generate the currents [37–39].

In this paper, our purpose is to investigate systematically these generalized relations between the first, second, third, and fourth cumulants and their responses to nonequilibrium constraints in the specific case of Aharonov-Bohm rings connected to several terminals. The generalized relations have already been obtained and explicitly written down up to third cumulants for two-terminal circuits with a single current driven by a single affinity, as well as for multi-terminal circuits where two affinities are varied and the cumulants of the two corresponding currents are considered [25]. These relations have been theoretically studied in a two-terminal Aharonov-Bohm interferometer up to third cumulants [40]. Moreover, coherent quantum transport in two-terminal Aharonov-Bohm rings has also been experimentally probed up to the second response of the current and the first response of the diffusivity [41, 42]. However, the theoretical study of the generalized relations at arbitrary orders shows an alternance between even and odd orders [37–39]. In this regard, it is important to investigate together the nonlinear properties associated with the second and third responses of the currents, or the third and fourth cumulants, and in circuits with more than two or three terminals, which is here our aim.

The plan of the paper is the following. In Sec. II, the cumulant generating function is deduced for open systems of non-interacting fermions in terms of the scattering matrix describing quantum transport of single fermions in the presence of an external magnetic field. Moreover, the multivariate fluctuation relation satisfied by this generating function as a consequence of microreversibility is presented. In Sec. III, the consequences of the multivariate fluctuation relation on the transport properties of the system are then systematically analyzed up to the third responses of the currents and the fourth cumulants. These results are applied to Aharonov-Bohm rings in Sec. IV. Conclusions are finally drawn in Sec. V.
II. QUANTUM TRANSPORT OF INDEPENDENT ELECTRONS IN
MULTI-TERMINAL CIRCUITS

In this section, we recall some of the features of quantum transport that prove relevant for our subsequent analysis. We begin in Subsec. II A with a brief review of the class of systems known as multi-terminal circuits. The assumption of independent electrons allows us to describe their dynamics within such a system by means of a mere one-body Hamiltonian operator. A multi-terminal circuit is a prototypical example of a nonequilibrium system, in which currents of energy or particles occur. The latter having a statistical origin, they are intrinsically random variables that require a stochastic description, as we discuss in Subsec. II B. We introduce in particular the generating function of the statistical cumulants, which is seen in Subsec. II C to satisfy a multivariate fluctuation relation.

A. Multi-terminal circuits

We consider a system formed by independent electrons that are subjected to an external static magnetic field \( \mathbf{B} \). The many-body Hamiltonian operator \( \hat{H}(\mathbf{B}) \) that governs the dynamics of the system can be decomposed into the position representation as (see e.g. Ref. [43])

\[
\hat{H}(\mathbf{B}) = \sum_{\sigma = \pm} \int d\mathbf{r} \hat{\psi}_\sigma^\dagger(\mathbf{r}) \hat{h}(\mathbf{B}) \hat{\psi}_\sigma(\mathbf{r}) \tag{1}
\]

in terms of the anticommuting field operators \( \hat{\psi}_\sigma(\mathbf{r}) \), with the vector \( \mathbf{r} \) representing the position in three-dimensional space and \( \sigma \) labelling the two possible values of the spin of an electron. The expression (1) of the total Hamiltonian only involves the one-body Hamiltonian operator \( \hat{h}(\mathbf{B}) \) as a result of the independence of the electrons. We have

\[
\hat{h}(\mathbf{B}) = \frac{1}{2m} \left[-i\hbar \nabla + e \mathbf{A}(\mathbf{r}; \mathbf{B})\right]^2 + u(\mathbf{r}), \tag{2}
\]

with \( m \) and \( -e \) the mass and the electric charge, respectively, of an electron, \( \mathbf{A}(\mathbf{r}; \mathbf{B}) \) the vector potential associated with the magnetic field \( \mathbf{B} \), i.e., such that \( \mathbf{B} = \nabla \times \mathbf{A} \), and \( u(\mathbf{r}) \) an additional potential that constrains the dynamics of the electron. We consider the case where the total system forms a so-called multi-terminal circuit, as illustrated in Fig. 1.

A multi-terminal circuit consists in \( r \geq 2 \) reservoirs of electrons, which are supposed to be prepared in their state of thermodynamic equilibrium at the temperatures \( T_j \) and the chemical potentials \( \mu_j \) with \( j = 1, \ldots, r \). We consider ideal (infinitely large) reservoirs, so that their thermodynamic properties do not change in the course of time. These \( r \) reservoirs are coupled through \( r \) terminals to a central region where the electrons can be scattered into the different terminals. This scattering region can represent various physical devices, typical examples in quantum transport being a quantum point contact, a quantum dot, or an Aharonov-Bohm ring. The external magnetic field \( \mathbf{B} \) is taken to act only within the scattering region. In particular, we thus have \( \mathbf{B} = 0 \) both in the reservoirs and the terminals. For brevity, we gather in the sequel the reservoirs with the terminals, and will generically refer to them as terminals. Therefore, the one-body Hamiltonian operator (2) can be written in the form

\[
\hat{h}(\mathbf{B}) = \begin{cases}
\hat{h}_{\text{scat}}(\mathbf{B}) = \frac{1}{2m} \left[-i\hbar \nabla + e \mathbf{A}(\mathbf{r}; \mathbf{B})\right]^2 + u(\mathbf{r}), & \text{in the scattering region,} \\
\hat{h}_j = -\frac{\hbar^2}{2m} \nabla^2 + u_j(\mathbf{r}), & \text{in the terminal } j.
\end{cases}
\tag{3}
\]

The terminals act as waveguides for the transport of electrons. We assume that the motion of an electron in...
each terminal is unbounded in the longitudinal direction \(x\) and confined by a potential \(u_j(x) = u_\perp(y, z)\) in the transverse directions \(y\) and \(z\). The electron is then taken to behave as a free particle in the longitudinal direction \(x\) along the terminal. We emphasize that the directions \(x, y\) and \(z\) are specific to each terminal \(j\) \((j = 1, \ldots, r)\). In particular, all the terminals have their longitudinal direction oriented along a semi-infinite axis that is denoted by \(x\), with \(x \in [0, \infty)\). The Hamiltonian operator \(\hat{h}_j\) in Eq. (3) hence reduces to

\[
\hat{h}_j = \frac{\hbar^2}{2m} \nabla^2 + u_\perp(y, z), \quad \text{in each terminal } j. \tag{4}
\]

Since the Hamiltonian operator (4) is separable in the longitudinal and transverse directions \(x\) and \((y, z)\), respectively, it admits eigenstates of the form (see e.g. Ref. [2])

\[
\hat{h}_j \psi_j(x) \phi_{n_y, n_z}(y, z) = (\varepsilon_k + E_{n_y, n_z}) \psi_j(x) \phi_{n_y, n_z}(y, z), \tag{5}
\]

with the free-particle eigenenergy \(\varepsilon_k = \hbar^2 k^2 / 2m\). The longitudinal eigenstates \(\psi_j(x)\) are mere linear combinations of plane waves, i.e.,

\[
\psi_j(x) = a_j e^{-ikx} + b_j e^{ikx}, \tag{6}
\]

while the transverse eigenstates \(\phi_{n_y, n_z}(y, z)\), as well as the corresponding energies \(E_{n_y, n_z}\), depend on the specific form of the confining potential \(u_\perp(y, z)\). An important point however is that, while the wavenumber \(k\) is continuous, the two indices \(n_y\) and \(n_z\) are typically discrete.

The transverse motion of an electron in a terminal is thus quantized into modes, a mode corresponding to a specific pair of indices \(\{n_y, n_z\}\). In the context of quantum transport, a mode is often referred to as a transport channel. The minimum energy of the channel \(\{n_y, n_z\}\) is given by \(E_{n_y, n_z}\), since \(\varepsilon_k \geq 0\). An electron of energy \(E\) can only be in a superposition of the eigenstates (5) that satisfy \(\varepsilon_k + E_{n_y, n_z} \leq E\). In particular, any channel \(\{n_y, n_z\}\) for which \(E_{n_y, n_z} > E\) is said to be closed. Accordingly, the transport only concerns the accessible, so-called open channels. Here and in the sequel, we consider the case where only a single channel is open. This description of the transport process is of course only valid in the terminals, i.e., far from the scattering region. The effect of the latter is to scatter an electron between the different terminals.

The scattering region can be described by means of the scattering unitary operator \(\hat{S}(\varepsilon; B)\), which depends on the magnetic field \(B\). Most generically, the scattering operator relates, in a one-to-one way, the asymptotic state after the scattering event to the asymptotic state before the scattering event [44]. As we stated above, the system considered in this work is a \(r\)-terminal circuit with a separable potential and a single open channel in each of the terminals. In this context, the scattering operator \(\hat{S}(\varepsilon; B)\) is a \(r \times r\) matrix that expresses the coefficients \(b_j\) of the longitudinal eigenstates (6) in terms of the coefficients \(a_j\). In other words, it relates the plane waves propagating away from the scattering region [namely, \(\exp(i k x)\)] to the plane waves incoming the scattering region [i.e., \(\exp(-i k x)\)]. An important feature of this scattering matrix is that it can be used to determine the statistical properties of the currents of energy and electrons that take place within the circuit, as we now discuss.

### B. Full counting statistics

The differences of temperatures \(T_j\) and chemical potentials \(\mu_j\) with \(j = 1, \ldots, r\) in the reservoirs make the \(r\)-terminal circuit here considered to operate out of equilibrium. One of the reservoirs is taken as the reference reservoir, for instance the \(r\)th reservoir. The nonequilibrium state is characterized by the occurrence of currents of energy and electrons between the reservoirs. These currents are driven by the thermodynamic forces defined by

\[
A_{jE} = \frac{1}{k_B T_j} - \frac{1}{k_B T}, \tag{7}
\]

\[
A_{jN} = \frac{\mu_j}{k_B T_j} - \frac{\mu_r}{k_B T_r}, \tag{8}
\]

with \(j = 1, 2, \ldots, r-1\) and \(k_B\) the Boltzmann constant. These thermodynamic forces are commonly referred to as affinities in the literature [45–48], a terminology that we use throughout this paper. The thermal and chemical affinities (7) and (8), respectively, can be gathered into the vector

\[
\mathbf{A} = (A_{1E}, \ldots, A_{r-1E}, A_{1N}, \ldots, A_{r-1N}) \tag{9}
\]

with \(2(r-1)\) components giving all the possible control parameters driving the currents across the circuit. These affinities are vanishing at equilibrium where the temperature and the chemical potential are uniform in the whole system (i.e., \(T_j = T\) and \(\mu_j = \mu_r\) for \(j = 1, 2, \ldots, r-1\)).

At the microscopic level of description, the currents have a statistical origin and are thus random variables. These currents can be evaluated through the widely-used two-point measurement scheme [19, 26, 27]. The latter assumes that the reservoirs are coupled during some time interval \([0, t]\) with \(t > 0\). Measurements of energy and electron number are performed in each reservoir before the initial time \(\tau = 0\) and after the final time \(\tau = t\). The amounts \(\Delta E_j\) and \(\Delta N_j\) of energy and electrons exchanged between the \(j\)th reservoir with \(j = 1, \ldots, r-1\) and the reference reservoir \(j = r\) during the time interval \([0, t]\) as a result of the coupling are then obtained by taking the differences of the corresponding eigenvalues obtained in the two measurements.

All the \(2(r-1)\) quantities \(\{\Delta E_j\}^{r-1}_{j=1}\) and \(\{\Delta N_j\}^{r-1}_{j=1}\) are collectively denoted by

\[
\Delta \mathbf{X} \equiv (\Delta E, \Delta N) = (\Delta E_1, \ldots, \Delta E_{r-1}, \Delta N_1, \ldots, \Delta N_{r-1}). \tag{10}
\]
These random variables are described by the probability distribution \( p_t(\Delta X, A; B) \), which embeds all the statistical properties of the currents of energy and electrons that take place in the nonequilibrium system specified by the affinities (9). For this reason, we say that it characterizes the full counting statistics. The latter can be alternatively described by the generating function \( G_t \) of the statistical moments [49], related to the probability distribution through the Laplace transform

\[
G_t(\lambda, A; B) \equiv \int p_t(\Delta X, A; B) \exp(-\lambda \cdot \Delta X) \, d\Delta X,
\]

which is a function of the so-called counting parameters (or counting fields)

\[
\lambda = (\lambda_{rE}, \ldots, \lambda_{r-1,E}, \lambda_1N, \ldots, \lambda_{r-1,N})
\]

associated with the energy differences \( \Delta E \) and electron number differences \( \Delta N \). We then consider the long-time limit \( t \to \infty \) and construct the function \( Q \) defined by

\[
Q(\lambda, A; B) \equiv -\lim_{t \to \infty} \frac{1}{t} \ln G_t(\lambda, A; B),
\]

which is hence nothing but the generating function of the statistical cumulants.

For systems of non-interacting fermions, using methods developed in Refs. [50, 51], it can be shown [30, 31, 34] that the function defined by Eq. (13) is given by

\[
Q(\lambda, A; B) = -g_s \int \frac{d\varepsilon}{2\pi \hbar} \ln \det \left\{ 1 + \hat{f}(\varepsilon) \left[ \hat{S}^\dagger(\varepsilon; B) \exp[\varepsilon \hat{E}_E + \lambda_N] \hat{S}(\varepsilon; B) \exp[-\varepsilon \hat{E}_E - \lambda_N] - 1 \right] \right\},
\]

where \( g_s \) denotes the spin multiplicity of the particles involved in the nonequilibrium currents, i.e., \( g_s = 2 \) here for electrons [2], and \( \hat{S}^\dagger(\varepsilon; B) \) is the adjoint of the scattering matrix \( \hat{S}(\varepsilon; B) \). In Eq. (14), the quantity \( \hat{f}(\varepsilon) \) is the \( r \times r \) diagonal matrix

\[
\hat{f}(\varepsilon) = \left( f_j(\varepsilon) \delta_{jj'} \right)_{1 \leq j, j' \leq r},
\]

with \( \delta_{jj'} \) the Kronecker delta, and whose elements are the Fermi-Dirac distributions of the reservoirs, namely

\[
f_j(\varepsilon) = \frac{1}{\exp[(\varepsilon - \mu_j)/(k_B T_j)] + 1}.
\]

Moreover, \( \exp(\varepsilon \hat{E}_E + \lambda_N) \) denotes the diagonal matrix

\[
e^{\varepsilon \hat{E}_E + \lambda_N} = \left( e^{\varepsilon \lambda_{rE} + \lambda_N} \delta_{jj'} \right)_{1 \leq j, j' \leq r}
\]

with \( \lambda_{rE} = 0 \) and \( \lambda_1N = 0 \) for the reference reservoir. The symbols \( \hat{E}_E = (\lambda_{rE} \delta_{jj'})_{1 \leq j, j' \leq r} \) and \( \hat{N} = (\lambda_1N \delta_{jj'})_{1 \leq j, j' \leq r} \) are thus the \( r \times r \) matrices containing on their diagonal, respectively, the counting parameters \( \lambda_{rE} \) for energy exchanges and \( \lambda_1N \) for electron transfers.

The expression (14) of the cumulant generating function is equivalent to the Levitov-Lesovik formula [52], as can be checked for two-terminal circuits [34].

It is worth noting that the dependence of the function \( Q \) on the variables \( \lambda \) and \( A \) defined by Eqs. (12) and (9), respectively, can be readily seen from its expression (14). In particular, the \( \lambda \)-dependence is rooted in the fact that the \( r \times r \) determinant in Eq. (14) is invariant under the transformations \( \exp[\varepsilon \hat{E}_E + \lambda_N] \to \exp[\varepsilon \hat{E}_E + \lambda_N + \chi(\varepsilon) \hat{1}] \), where \( \chi(\varepsilon) \) is an arbitrary function of the energy \( \varepsilon \) and \( \hat{1} \) denotes the \( r \times r \) identity matrix. Each particular function \( \chi(\varepsilon) \) allows the definition of a particular set of \( 2(r-1) \) independent currents of energy and electrons by taking another reference reservoir than \( j = r \), as is for instance done in Ref. [26].

C. The time-reversal symmetry and the multivariate fluctuation relation

In the presence of an external magnetic field \( B \) and for spinless particles (or for each spin component in systems without spin-orbit interaction), the time-reversal symmetry implies that the scattering matrix satisfies [3, 53]

\[
\hat{S}^\dagger(\varepsilon; B) = \hat{S}(\varepsilon; -B),
\]

the superscript \( \dagger \) denoting the transpose. Consequently, the cumulant generating function (14) obeys the following time-reversal symmetry:

\[
Q(\lambda, A; B) = Q(A - \lambda, A; -B),
\]

which is the expression of the multivariate fluctuation relation [30]. Its consequences on the linear and nonlinear transport properties of the system are given below in Sec. III.

III. LINEAR AND NONLINEAR TRANSPORT PROPERTIES

The multivariate fluctuation relation (19) generates a hierarchy of time-reversal symmetry relations between the response coefficients and the cumulants of the random currents in the presence of the external magnetic field \( B \). Remarkably, such relations can be systematically analyzed at an arbitrary order in the nonequilibrium constraints, as shown in Refs. [38, 39]. Here, we consider these relations at low orders to apply them thereafter to Aharonov-Bohm rings in Sec. IV. The cumulants of lowest orders and their responses to the affinities are defined
in Subsec. III A below. We then discuss in Subsec. III B the particular relations satisfied by these quantities as a consequence of microreversibility. Finally, we show in Subsec. III C how the expression (14) of the cumulant generating function \( Q \) can be adequately used in order to compute these cumulants.

### A. Cumulants and response coefficients

The first, second, and higher cumulants are defined as

\[
J_{\alpha}(A; B) = \left. \frac{\partial Q(\lambda, A; B)}{\partial \lambda_\alpha} \right|_{\lambda = 0},
\]

\[
D_{\alpha\beta}(A; B) = -\frac{1}{2} \left. \frac{\partial^2 Q(\lambda, A; B)}{\partial \lambda_\alpha \partial \lambda_\beta} \right|_{\lambda = 0},
\]

\[
C_{\alpha\beta\gamma}(A; B) = \left. \frac{\partial^3 Q(\lambda, A; B)}{\partial \lambda_\alpha \partial \lambda_\beta \partial \lambda_\gamma} \right|_{\lambda = 0},
\]

\[
B_{\alpha\beta\gamma\delta}(A; B) = \left. \frac{\partial^4 Q(\lambda, A; B)}{\partial \lambda_\alpha \partial \lambda_\beta \partial \lambda_\gamma \partial \lambda_\delta} \right|_{\lambda = 0},
\]

Here and in the sequel, the Greek characters \( \alpha, \beta, \gamma \) and \( \delta \) take any value between 1 and 2\( (r-1) \). We hence emphasize that the counting parameter \( \lambda_\alpha \) can, depending on the actual value of the subscript \( \alpha \), either be a thermal counting parameter \( \lambda_{jE} \) (for \( \alpha = 1, \ldots, r \) or a chemical counting parameter \( \lambda_{jN} \) for \( \alpha = r+1, \ldots, 2(r-1) \)).

The first cumulants \( J_{\alpha} \) merely correspond to the mean currents. They are in general nonlinear functions of the affinities, which are vanishing together at equilibrium. The response coefficients are introduced by expanding the mean currents in powers of the affinities as

\[
J_{\alpha}(A; B) = \sum_{\beta} L_{\alpha,\beta}(B) A_\beta + \frac{1}{2} \sum_{\beta,\gamma} M_{\alpha,\beta\gamma}(B) A_\beta A_\gamma + \frac{1}{6} \sum_{\beta,\gamma,\delta} N_{\alpha,\beta\gamma\delta}(B) A_\beta A_\gamma A_\delta + \cdots,
\]

where the coefficients \( L_{\alpha,\beta} \) characterize the linear response of the system to the nonequilibrium constraints, while the quantities \( M_{\alpha,\beta\gamma}, N_{\alpha,\beta\gamma\delta}, \ldots \) describe the nonlinear response.

Similarly, the second cumulants \( D_{\alpha\beta} \) commonly referred to as the diffusivities, are in general nonlinear functions of \( A \) as well. The coefficients \( \partial D_{\alpha\beta}/\partial A_\gamma, \ldots \) of the power series expansion of \( D_{\alpha\beta} \) then define the responses of the diffusivities to the affinities. The same applies to the higher order cumulants \( C_{\alpha\beta\gamma}, B_{\alpha\beta\gamma\delta}, \ldots \).

### B. Time-reversal symmetry relations for cumulants and response coefficients

Differentiating twice the symmetry relation (19) with respect to \( \lambda \) or \( A \) yields the Onsager-Casimir reciprocity relations, namely

\[
L_{\alpha,\beta}(B) = L_{\beta,\alpha}(-B),
\]

as well as

\[
D_{\alpha\beta}(0; B) = \frac{1}{2} [L_{\alpha,\beta}(B) + L_{\alpha,\beta}(-B)] = D_{\alpha\beta}(0; -B),
\]

for the diffusivities.

Similar relations valid beyond the linear response regime can also be obtained. Taking third derivatives of the symmetry relation (19) leads to the following formulas:

\[
C_{\alpha\beta\gamma}(0; B) = -C_{\alpha\beta\gamma}(0; -B),
\]

\[
C_{\alpha\beta\gamma}(0; B) = 2 \frac{\partial D_{\alpha\beta}}{\partial A_\gamma}(0; B) - 2 \frac{\partial D_{\alpha\beta}}{\partial A_\gamma}(0; -B),
\]

\[
M_{\alpha,\beta\gamma}(B) + M_{\alpha,\beta\gamma}(-B) = 2 \frac{\partial D_{\alpha\beta}}{\partial A_\gamma}(0; B) + 2 \frac{\partial D_{\alpha\beta}}{\partial A_\gamma}(0; -B),
\]

\[
C_{\alpha\beta\gamma}(0; B) = - (M_{\alpha,\beta\gamma} + M_{\beta,\gamma\alpha} + M_{\gamma,\alpha\beta})_B + 2 \left( \frac{\partial D_{\alpha\beta}}{\partial A_\gamma} + \frac{\partial D_{\beta\alpha}}{\partial A_\gamma} + \frac{\partial D_{\gamma\alpha}}{\partial A_\beta} \right)_{A=0; B}.
\]

These formulas correspond respectively to Eqs. (20), (22), (23), and (24) of Ref. [38] and they confirm results obtained in Ref. [30].

The third cumulants (22) characterize the magnetic-field asymmetry of the fluctuations [54, 55]. At equilibrium where \( A = 0 \), they are odd with respect to the magnetic field because of Eq. (27), so that this magnetic-field asymmetry disappears in the absence of a magnetic field, i.e., for \( B = 0 \), and the third cumulants then vanish at equilibrium, \( C_{\alpha\beta\gamma}(0; 0) = 0 \). Moreover, Eq. (28) shows that the third cumulants can be expressed in terms of the first responses of the diffusivities (21) with respect to the affinities. Furthermore, the third cumulants are fully given in terms of the second response coefficients
according to

$$C_{\alpha\beta\gamma}(\mathbf{0};\mathbf{B}) = (M_{\alpha\beta\gamma} + M_{\beta\gamma\alpha} + M_{\gamma\alpha\beta})_B$$

$$- (M_{\alpha\beta\gamma} + M_{\beta\gamma\alpha} + M_{\gamma\alpha\beta})_{-\mathbf{B}},$$

which is deduced using Eq. (30) for \( \pm \mathbf{B} \) combined with Eqs. (27) and (28).

If \( \alpha = \beta = \gamma \), we recover relations obtained in Ref. [25] giving the unidirectional third cumulants and the sensitivity of the diffusivities in terms of the unidirectional response coefficients, i.e.,

$$C_{\alpha\alpha\alpha}(\mathbf{0};\mathbf{B}) = 3[M_{\alpha\alpha\alpha}(\mathbf{B}) - M_{\alpha\alpha\alpha}(-\mathbf{B})],$$

and

$$\frac{\partial D_{\alpha\alpha}}{\partial A_\alpha}(\mathbf{0};\mathbf{B}) = 2M_{\alpha\alpha\alpha}(\mathbf{B}) - M_{\alpha\alpha\alpha}(-\mathbf{B}).$$

Reciprocally, Eq. (30) with \( \alpha = \beta = \gamma \) implies that the unidirectional response coefficients are related to the previous quantities as

$$M_{\alpha\alpha\alpha}(\mathbf{B}) = 2 \frac{\partial D_{\alpha\alpha}}{\partial A_\alpha}(\mathbf{0};\mathbf{B}) - \frac{1}{3} C_{\alpha\alpha\alpha}(\mathbf{0};\mathbf{B}).$$

Equations (29)-(31) concern the general case where \( \alpha \neq \beta \neq \gamma \).

From the fourth derivatives of the symmetry relation (19), we similarly deduce that

$$B_{\alpha\beta\gamma\delta}(\mathbf{0};\mathbf{B}) = B_{\alpha\beta\gamma\delta}(\mathbf{0};-\mathbf{B}),$$

$$B_{\alpha\beta\gamma\delta}(\mathbf{0};\mathbf{B}) = \frac{1}{2} \frac{\partial C_{\alpha\beta\gamma}}{\partial A_\delta}(\mathbf{0};\mathbf{B}) + \frac{1}{2} \frac{\partial C_{\alpha\beta\gamma}}{\partial A_\delta}(\mathbf{0};-\mathbf{B}),$$

$$\frac{\partial^2 D_{\alpha\beta}}{\partial A_\gamma \partial A_\delta}(\mathbf{0};\mathbf{B}) - \frac{1}{2} \frac{\partial^2 D_{\alpha\beta}}{\partial A_\gamma \partial A_\delta}(\mathbf{0};-\mathbf{B}) = \frac{\partial^2 D_{\alpha\beta}}{\partial A_\gamma \partial A_\delta}(\mathbf{0};\mathbf{B}) - \frac{1}{2} \frac{\partial C_{\alpha\beta\delta}}{\partial A_\gamma}(\mathbf{0};-\mathbf{B}),$$

$$B_{\alpha\beta\gamma\delta}(\mathbf{0};\mathbf{B}) = \frac{1}{2}(N_{\alpha\beta\gamma\delta} + N_{\beta\gamma\delta\alpha} + N_{\gamma\delta\alpha\beta} + N_{\delta\alpha\beta\gamma})_B$$

These formulas correspond respectively to Eqs. (31), (32), (33), (35), and (36) of Ref. [38].

In the absence of a magnetic field, \( \mathbf{B} = \mathbf{0} \), these relations simplify to [32, 33]

$$B_{\alpha\beta\gamma\delta}(\mathbf{0};\mathbf{0}) = \left( \frac{\partial C_{\alpha\beta\delta}}{\partial A_\delta} \right)_{A=0; B=0},$$

$$N_{\alpha\beta\gamma\delta}(\mathbf{0}) = \left( \frac{\partial^2 D_{\alpha\beta}}{\partial A_\gamma \partial A_\delta} + \frac{\partial^2 D_{\alpha\gamma}}{\partial A_\beta \partial A_\delta} + \frac{\partial^2 D_{\alpha\delta}}{\partial A_\gamma \partial A_\beta} - \frac{1}{2} B_{\alpha\beta\gamma\delta} \right)_{A=0; B=0}.$$
sion (14) of \( Q \) in terms of the scattering unitary matrix \( \hat{S}(\varepsilon; B) \) can be used in order to compute the cumulants and their responses.

C. Computing the cumulants from their generating function

In order to obtain the cumulants, we write the cumulant generating function (14) as the trace [56]

\[
Q(\lambda, A; B) = -g_s \int \frac{d\varepsilon}{2\pi\hbar} \begin{array}{l}
\text{tr} \left[ \ln \left( 1 + \hat{R}(\varepsilon; \lambda, A; B) \right) \right]
\end{array}
\]  

(42)

with the notations \( \partial_{\alpha} \equiv \partial/\partial\lambda_{\alpha}, \ldots \) and the convention that these partial derivatives only apply to the operator \( \hat{R} \) or \((1 + \hat{R})^{-1}\) (and possibly derivatives of them) immediately on its right-hand side. It is worth noting that the quantities \( \partial_{\alpha}Q, \partial_{\alpha}\partial_{\beta}Q, \partial_{\alpha}\partial_{\beta}\partial_{\gamma}Q, \ldots \) are invariant under any permutation of the indices \( \alpha, \beta, \gamma, \ldots \) of the derivatives that act on the cumulant generating function \( Q \). This can be explicitly checked from the power series expression \((1 + \hat{R})^{-1} = \sum_{n=0}^{\infty}(-1)^n\hat{R}^n\). Now, we have that

\[
\begin{align*}
\partial_{\alpha} \frac{1}{1 + \hat{R}} &\bigg|_{\lambda = 0} = -\hat{R}_{\alpha}, \\
\partial_{\alpha}\partial_{\beta} \frac{1}{1 + \hat{R}} &\bigg|_{\lambda = 0} = -\hat{R}_{\alpha\beta} + \hat{R}_{\alpha} \hat{R}_{\beta} + \hat{R}_{\beta} \hat{R}_{\alpha}, \\
\partial_{\alpha}\partial_{\beta}\partial_{\gamma} \frac{1}{1 + \hat{R}} &\bigg|_{\lambda = 0} = -\hat{R}_{\alpha\beta\gamma} + \hat{R}_{\alpha\beta} \hat{R}_{\gamma} + \hat{R}_{\alpha\gamma} \hat{R}_{\beta} + \hat{R}_{\alpha} \hat{R}_{\beta\gamma} + \hat{R}_{\beta\gamma} \hat{R}_{\alpha} + \hat{R}_{\beta} \hat{R}_{\alpha\gamma} + \hat{R}_{\gamma} \hat{R}_{\alpha\beta} \\
&\quad - \hat{R}_{\alpha} \hat{R}_{\beta} \hat{R}_{\gamma} - \hat{R}_{\alpha} \hat{R}_{\gamma} \hat{R}_{\beta} - \hat{R}_{\beta} \hat{R}_{\alpha} \hat{R}_{\gamma} - \hat{R}_{\gamma} \hat{R}_{\alpha} \hat{R}_{\beta} - \hat{R}_{\beta} \hat{R}_{\gamma} \hat{R}_{\alpha} - \hat{R}_{\gamma} \hat{R}_{\beta} \hat{R}_{\alpha}. 
\end{align*}
\]  

(47, 48, 49)
with the notations

\[
\hat{R}_\alpha = \partial_\alpha (\hat{R})_{\lambda=0} = \varepsilon^{\nu_\alpha} f (S^\dagger \hat{P}_{\kappa_\alpha} \hat{S} - \hat{P}_{\kappa_\alpha}) ,
\]

\[
\hat{R}_{\alpha\beta} = \partial_\alpha \partial_\beta (\hat{R})_{\lambda=0} = \varepsilon^{\nu_\alpha} \varepsilon^{\nu_\beta} f (\delta_{\alpha\beta} (S^\dagger \hat{P}_{\kappa_\alpha} \hat{S} + \hat{P}_{\kappa_\alpha}) - S^\dagger \hat{P}_{\kappa_\alpha} \hat{S} \hat{P}_{\kappa_\beta} - S^\dagger \hat{P}_{\kappa_\beta} \hat{S} \hat{P}_{\kappa_\alpha}) ,
\]

\[
\hat{R}_{\alpha\beta\gamma} = \partial_\alpha \partial_\beta \partial_\gamma (\hat{R})_{\lambda=0} = \varepsilon^{\nu_\alpha} \varepsilon^{\nu_\beta} \varepsilon^{\nu_\gamma} f \left[ \delta_{\alpha\beta} \delta_{\alpha\gamma} \left( S^\dagger \hat{P}_{\kappa_\alpha} \hat{S} - \hat{P}_{\kappa_\alpha} \right) - \delta_{\alpha\beta} \left( S^\dagger \hat{P}_{\kappa_\alpha} \hat{S} \hat{P}_{\kappa_\beta} - S^\dagger \hat{P}_{\kappa_\beta} \hat{S} \hat{P}_{\kappa_\alpha} \right) \right] ,
\]

where the quantities \(\nu_\alpha\) and \(\kappa_\alpha\) are defined by

\[
\nu_\alpha = \begin{cases} 1, & \text{if } \alpha = 1, \ldots, r-1, \\ 0, & \text{if } \alpha = r, \ldots, 2(r-1), \end{cases}
\]

and

\[
\kappa_\alpha = \begin{cases} \alpha, & \text{if } \alpha = 1, \ldots, r-1, \\ \alpha - r + 1, & \text{if } \alpha = r, \ldots, 2(r-1), \end{cases}
\]

while \(\hat{P}_{\kappa_\alpha}\) is the projector on the reservoir \(\kappa_\alpha\) defined by the \(r \times r\) matrix with a single non-vanishing element equal to one on the diagonal at the \(\kappa_\alpha\) row and \(\kappa_\alpha\) column. Indeed, note that, in view of its definition (54), the integer \(\kappa_\alpha\) takes values between 1 and \(r-1\) for any value of \(\alpha = 1, \ldots, 2(r-1)\). Therefore, combining Eqs. (44)-(46) with Eqs. (47)-(49), we find that

\[
\frac{\partial Q}{\partial \lambda_\alpha}_{\lambda=0} = -g_s \int \frac{d\varepsilon}{2\pi \hbar} \text{tr} \hat{R}_\alpha ,
\]

\[
\frac{\partial^2 Q}{\partial \lambda_\alpha \partial \lambda_\beta}_{\lambda=0} = -g_s \int \frac{d\varepsilon}{2\pi \hbar} \text{tr} \left( \hat{R}_{\alpha\beta} - \hat{R}_\alpha \hat{R}_\beta \right) ,
\]

\[
\frac{\partial^3 Q}{\partial \lambda_\alpha \partial \lambda_\beta \partial \lambda_\gamma}_{\lambda=0} = -g_s \int \frac{d\varepsilon}{2\pi \hbar} \text{tr} \left( \hat{R}_{\alpha\beta\gamma} - \hat{R}_{\alpha\beta \gamma} \hat{R}_\gamma - \hat{R}_{\alpha \gamma \beta} \hat{R}_\beta - \hat{R}_{\alpha \gamma \beta} \hat{R}_\beta + \hat{R}_\alpha \hat{R}_\beta \hat{R}_\gamma + \hat{R}_\alpha \hat{R}_\beta \hat{R}_\gamma + \hat{R}_\alpha \hat{R}_\gamma \hat{R}_\beta + \hat{R}_\alpha \hat{R}_\gamma \hat{R}_\beta \right) ,
\]

At equilibrium, all the reservoirs share the same temperature and chemical potential, so that the affinities (7)-(8) are all equal to zero, i.e., \(A = 0\). In this case, the matrix of Fermi-Dirac distributions is proportional to the identity matrix, e.g., \(f = f_r \cdot 1\) if the reservoirs all have the temperature \(T_r\) and chemical potential \(\mu_r\) of the \(r\)th reservoir. Using the unitarity of the \(S\)-matrix, Eqs. (50) and (55) imply that the mean currents (20) are vanishing at equilibrium, i.e., \(J_{\alpha}\big|_{\lambda=0} = 0\), as expected. Similarly, Eqs. (50)-(52) and (57) imply that the third cumulant (22) for a single current is also vanishing at equilibrium, i.e., \(C_{\alpha\alpha\alpha\alpha}\big|_{\lambda=0} = 0\).

If the system is at equilibrium and furthermore at zero absolute temperature, the equilibrium Fermi-Dirac distribution is given by the Heaviside step function \(f_r(\varepsilon) = \theta(\mu_r - \varepsilon)\), where \(\mu_r\) is the common chemical potential of all the reservoirs, so that \(f_r(\varepsilon) = 1\) if \(\varepsilon < \mu_r\) and \(f_r(\varepsilon) = 0\) if \(\varepsilon > \mu_r\), giving \(\text{tr} \ln(1 + \hat{R}) = 0\) under both conditions in Eq. (42) because of Eq. (43). In this case, the cumulant generating function (42) is identically equal to zero, \(Q(\lambda; 0; B)_{\lambda=0} = 0\), so that all the cumulants are vanishing and there is no fluctuation at zero absolute temperature.

**IV. APPLICATION TO AHARONOV-BOHM RINGS**

The above considerations are valid for a generic multi-terminal circuit. In the present section, we illustrate them on a particular system where the scattering region consists in an Aharonov-Bohm ring. We describe the general setup in Subsec. IV A, before we make a detailed analysis of the specific cases where the ring is connected to 2, 3 and 4 terminals in Subsecs. IV B, IV C, and IV D, respectively. We emphasize that, throughout this section, we consider an isothermal system, which means that all reservoirs share the same temperature \(T\) but still have different chemical potentials. Therefore, only currents of electrons flow within the circuit. The counting parameters \(\lambda\) and affinities \(A\) hence merely have \(r - 1\) components, and they are here given by

\[
\lambda = (\lambda_1, \ldots, \lambda_{r-1})
\]
and
\[ \mathbf{A} = (A_{1N}, \ldots, A_{r-1,N}) , \] (59)
where \( A_{jN} = (\mu_j - \mu_r) / (k_B T) \) in view of Eq. (8).

A. General set up

We consider a circular Aharonov-Bohm ring of radius \( R \) connected to \( r \) terminals, with a static magnetic field \( \mathbf{B} = Bu_z \) perpendicular to the plane of the ring. We have \( B \neq 0 \) only inside the ring. The magnetic flux through the section area \( \Sigma = \pi R^2 \) enclosed by the ring is equal to \( \Phi = B \Sigma \). The corresponding dimensionless magnetic flux is denoted by
\[ \phi = \frac{e}{\hbar} \Phi = \frac{e}{\hbar} B \Sigma , \] (60)
which will be taken to assume values between \( -\pi \) and \( \pi \) in Subsecs. IV B-IV D. The vector potential \( \mathbf{A}(r; \mathbf{B}) \) associated with the magnetic field \( \mathbf{B} \) is oriented along the orthoradial unit vector \( u_\theta \) of the cylindrical coordinates (adapted to the description of the ring), and we have
\[ \mathbf{A}(r; \mathbf{B}) = A_\theta \mathbf{u}_\theta = \frac{\Phi}{2\pi R} \mathbf{u}_\theta . \] (61)
The wires forming the ring and the terminals are supposed to be one-dimensional. Following the discussion of Subsec. II A, this assumption for the terminals can be understood as representing the limit case of a waveguide that has a very narrow spatial extension in the transverse directions. Substituting the expression (61) of the vector potential into the expression (3) of the Hamiltonian operator \( \hat{\mathcal{H}}_{\text{scat}}(\mathbf{B}) \) [where we take the potential \( u(r) \) to be zero] and writing the Laplacian in cylindrical coordinates, we see that the Hamiltonian operator \( \hat{\mathcal{H}}_{\text{ring}} \) on the ring takes the form
\[ \hat{\mathcal{H}}_{\text{ring}} = -\frac{\hbar^2}{2m R^2} \left( \frac{d}{d\theta} + i \frac{\Phi}{\Phi_0} \right)^2 , \] (62)
with \( \theta \) the polar angle of the cylindrical coordinates and the quantum magnetic flux
\[ \Phi_0 = 2\pi \frac{\hbar}{e} . \] (63)
Note that both quantities \( \Phi \) and \( \Phi_0 \) are independent of the variable \( \theta \). We now change the independent variable describing the ring from the polar angle \( \theta \) to the position \( x \) along the ring, with \( x = R\theta \). The Hamiltonian operator (62) hence reads
\[ \hat{\mathcal{H}}_{\text{ring}} = -\frac{\hbar^2}{2m} \left( \frac{d}{dx} + if \right)^2 , \] (64)
where the quantity \( f \) is related to the fluxes \( \Phi \) and \( \Phi_0 \) through
\[ f = \frac{\Phi}{R\Phi_0} = \frac{\phi}{2\pi R} , \] (65)
in the terminal \( j \), the Hamiltonian operator \( \hat{\mathcal{H}}_j \) is merely the free-particle one, that is
\[ \hat{\mathcal{H}}_j = -\frac{\hbar^2}{2m} \frac{d^2}{dx^2} , \] (66)
where the \( x \)-axis is oriented toward infinity. As was already discussed in Subsec. II A, \( x \) denotes the position along each of the \( r \) terminals. The latter are thus semi-infinite wires extending from \( x = 0 \) to \( x = \infty \) and connected to the ring at some angles \( \theta_j \), \( j = 1, \ldots, r \). In conclusion, the Aharonov-Bohm Hamiltonian operator \( \hat{\mathcal{H}}_{\text{AB}} \) that describes the circuit considered here is precisely of the form (3), and we have
\[ \hat{\mathcal{H}}_{\text{AB}} = \begin{cases} \hat{\mathcal{H}}_{\text{ring}} = -\frac{\hbar^2}{2m} \left( \frac{d}{dx} + i f \right)^2 , & \text{on the ring}, \\ \hat{\mathcal{H}}_j = -\frac{\hbar^2}{2m} \mathbf{R}^2 , & \text{in the terminal } j . \end{cases} \] (67)
We now solve the time-independent Schrödinger equation
\[ \hat{\mathcal{H}}_{\text{AB}} \psi = \varepsilon \psi \] (68)
separately in each terminal \( j = 1, \ldots, r \), and on the ring.

The solution of the Schrödinger equation \( \hat{\mathcal{H}}_j \psi_j(x) = \varepsilon \psi_j(x) \) is given by
\[ \psi_j(x) = a_j e^{-ikx} + b_j e^{ikx} , \] (69)
in the terminal \( j \) and thus for \( x > 0 \), where the wave number \( k \) is related to the energy \( \varepsilon \) through \( \varepsilon = \hbar^2 k^2 / 2m \). We emphasize that, because we solve the full Schrödinger equation (68), we must have a fixed energy \( \varepsilon \) and thus, by extension, a fixed wave number \( k \) over the whole circuit. That is, the wave functions \( \psi_j \) have the same wave number \( k \) in each reservoir \( j \). Now, the solution of the Schrödinger equation \( \hat{\mathcal{H}}_{\text{ring}} \psi_{j,j+1}(x) = \varepsilon \psi_{j,j+1}(x) \) is
\[ \psi_{j,j+1}(x) = a_{j,j+1} e^{ik(f-j)x} + b_{j,j+1} e^{-ik(f-j)x} , \] (70)
on the ring between the terminals \( j \) and \( j + 1 \), and thus for \( R\theta_j < x < R\theta_{j+1} \). Here again, we emphasize that the wave number \( k \) in Eq. (70) is the same as in the terminal eigenstates (69). The expressions (70) are valid for values \( j = 1, \ldots, r \) under the condition that we identify the value \( j = r + 1 \) to actually mean \( j = 1 \). The wave function of an electron in the entire circuit is thus completely characterized by the \( 4r \) unknown quantities \( \{a_j, b_j, a_{j,j+1}, b_{j,j+1}\} \) \( j = 1, \ldots, r \).

At the vertex between the terminal \( j \) and the point \( x = R\theta_j \) of the ring, the wave function is required to be continuous and to obey Neumann boundary conditions, so that we have
\[ \psi_j(0) = \psi_{j-1,j}(R\theta_j) = \psi_{j,j+1}(R\theta_j) \] (71)
for the wave function, and
\[ \frac{d\psi_j}{dx}(0) - \left( \frac{d}{dx} + if \right) \psi_{j-1,j}(R\theta_j) \]
\[ + \left( \frac{d}{dx} + if \right) \psi_{j,j+1}(R\theta_j) = 0 \] (72)
for the derivative of the wave function. These conditions hold for $j = 1, ..., r$ by identifying $j = 0$ with $j = r$, and $j = r+1$ with $j = 1$. Hence, we have $2r$ relations (71) and $r$ relations (72), that is a total of $3r$ conditions imposed on the wave function. Apparently, $r$ conditions are missing in order to uniquely determine the $4r$ unknowns of the problem. However, such additional conditions are not needed since our aim is to derive the scattering matrix of the Aharonov-Bohm ring connected to the terminals. The rationale of restricting our attention to the scattering matrix rises from the fact that it fully specifies the cumulant generating function $Q$, as is clear on the expression (14) [or equivalently (42)] of the latter. We recall that $Q$ expresses the full counting statistics of the electron currents that take place within the circuit. Therefore, the knowledge of the scattering matrix provides us with a complete description of the transport properties of the Aharonov-Bohm circuit considered here. Now, as we already stated at the end of Subsec. IV A, the scattering matrix is the $r \times r$ unitary matrix $(S_{jj'})_{1 \leq j,j' \leq r}$ that expresses each coefficient $b_j$ of the terminal eigenstates (69) in terms of their coefficients $a_j$, that is

$$b_j = \sum_{j'}^{r} S_{jj'} a_{j'}, \quad (73)$$

for $j = 1, \ldots, r$. The $3r$ conditions (71)-(72) are thus precisely sufficient in order to unambiguously obtain the scattering matrix. This is done in Subsecs. IV B, IV C, and IV D below in the cases of 2, 3, and 4 terminals, respectively.

The $3r$ linear Eqs. (71)-(72) can be exactly solved in order to obtain an analytic expression for the scattering matrix. The latter will be seen to be a function $\hat{S}_k(f)$ of $k$ and $f$, i.e., of the energy $\varepsilon$ and the magnetic flux $\Phi$ in view of $\varepsilon = \hbar^2 k^2 / 2m$ and the expression (65) defining $f$, respectively. It will of course also depend on the radius $R$ of the ring and on the angles $\theta_j$, but these quantities will be treated as mere parameters. We then use the resulting expression of $\hat{S}_k(f)$ to obtain the cumulants, as well as their responses to the nonequilibrium constraints, by means of numerical evaluations of the integrals (55)-(57) (in which we make use of the relation $\varepsilon = \hbar^2 k^2 / 2m$) and of their derivatives with respect to the affinities. This is done for different values of the magnetic flux $\phi$, i.e., of the magnetic field $B$ in view of Eq. (60), which hence allows us to illustrate some of the relations obtained in Sec. III as a direct consequence of the multivariate fluctuation relation (19). We emphasize that the time-reversal symmetry relations discussed in Sec. III involve the cumulants and their responses at equilibrium, i.e., for $A = 0$, where the reservoirs all share the same chemical potential $\mu$ (and of course the same temperature $T$ since we consider an isothermal system). We hence compute the integrals (55)-(57) for values of $T$ and $\mu$ that are the same in each of the reservoirs. Additional details about the numerical methods used in the computations are given in Appendix A.

**B. Aharonov-Bohm ring with 2 terminals**

Let us first consider an Aharonov-Bohm ring connected to two terminals located at the angles $\theta_1 = 0$ and $\theta_2 = \vartheta$, as is illustrated in Fig. 2 in the particular case of an angle $\vartheta = \pi$.

![Fig. 2. Schematic representation of an Aharonov-Bohm ring with 2 terminals forming an angle $\vartheta = \pi$.](image)

In this case, the scattering matrix is a $2 \times 2$ matrix. As we discussed in Subsec. IV A above, we use the boundary conditions (71)-(72) for $j = 1, 2$ to express the coefficients $\{b_1, b_2\}$ in terms of the coefficients $\{a_1, a_2\}$. This allows us to explicitly derive $\hat{S}_k(f)$, and we have

$$\hat{S}_k(f) = \begin{pmatrix} r_k(f) & t_k(f) \\ t_k(-f) & r_k(f) \end{pmatrix} = \hat{S}_k^T(-f), \quad (74)$$

with

$$r_k(f) = \frac{6 \cos 2\pi k R + 2 \cos(\pi - \vartheta) k R - 8 \cos 2\pi R f}{-10 \cos 2\pi k R + 2 \cos(\pi - \vartheta) k R + 8 \cos 2\pi R f + i \sin 2\pi k R} = r_k(-f), \quad (75)$$

and

$$t_k(f) = \frac{i 8 \left[ \sin(2\pi - \vartheta) k R + \cos(2\pi - \vartheta) R f \right] e^{i\vartheta R f}}{-10 \cos 2\pi k R + 2 \cos(2\pi - \vartheta) k R + 8 \cos 2\pi R f + i \sin 2\pi k R}. \quad (76)$$

It is worth noting that the time-reversal symmetry (18) satisfied by the scattering matrix can be readily checked on Eqs. (74)-(76).

We now substitute the expressions (74)-(76) into the derivatives (50)-(52) in order to numerically evaluate the integrals (55)-(57), which yields the cumulants (20)-(23).
This is done for a wide range of values of the dimensionless magnetic flux $\phi$ between $-\pi$ and $\pi$, allowing for a detailed study of the behavior of the cumulants with respect to the magnetic field [since the latter is related to $\phi$ through Eq. (60)]. We are thus able to illustrate some of the relations discussed in Sec. III. We repeat this analysis for different values of the temperature or of the angle $\theta$ between the terminals.

We begin in Fig. 3 by taking an angle $\theta = \pi$ between the two terminals and a temperature such that $k_B T = 0.1 \mu$. We first consider the relation (26) between the (unique) diffusivity $D_{11}$ at equilibrium and the first response coefficient $L_{1,1}$, which merely reads here, in view of the Onsager-Casimir relation (25),

$$D_{11}(0; B) = L_{1,1}(B).$$  \hspace{1cm} (77)

The line $L$ in Fig. 3 plots the coefficient $L_{1,1}$, while the open circles correspond to the diffusivity $D_{11}$ in Eq. (77). The latter relation is thus perfectly confirmed by the numerical results. In addition, the symmetry of the curve $L = D(0)$ with respect to the axis $\phi = 0$ clearly illustrates the fact that both $D_{11}(0; B)$ and $L_{1,1}(B)$ are even functions of the magnetic field. Figure 3 also illustrates higher-order relations valid beyond the linear response regime, namely relations (34) and (36), as well as the vanishing of the (unique) third cumulant $C_{111}$ of this circuit. The latter property is indeed clearly demonstrated by the straight horizontal line. This readily simplifies the relation (34), which merely reads here

$$M_{1,11}(B) = 2 \left( \frac{\partial D_{11}}{\partial A_1}(0; B) \right).$$  \hspace{1cm} (78)

The left-hand side of this relation corresponds to the line $M$ and the right-hand side to the filled circles $2 \partial D/\partial A(0)$ in Fig. 3, which perfectly match each other. Hence, this confirms the validity of Eq. (78). Finally, the relation (36) is illustrated by the line $B(0)$ and the filled squares $\partial C/\partial A(0)$, respectively depicting its left- and right-hand sides, and perfectly matching each other. This demonstrates in particular a symmetry property satisfied by the response $\partial C/\partial A(0)$ of the magnetic asymmetry $C_{111}$ to the (unique) affinity $A_1$ in the context of an Aharonov-Bohm ring connected to two terminals. Indeed, substituting the expression (74) of the scattering matrix into Eq. (57) with $\alpha = \beta = \gamma = 1$, differentiating with respect to the affinity $A_1$, and setting $A = 0$ in the resulting expression, we find that

$$\frac{\partial C_{111}}{\partial A_1}(0; B) = \frac{\partial C_{111}}{\partial A_1}(0; -B),$$  \hspace{1cm} (79)

thus giving $B(0) = B_{1111}(0; B)$ according to Eq. (36).

We then repeat the exact same analysis in Fig. 4 and Fig. 5 for values $(\theta = \pi, k_B T = \mu)$, and $(\theta = 2\pi/3, k_B T = 0.1 \mu)$, respectively. Here again, the numerical results fully confirm the predictions drawn from
the symmetries (\(\text{(22)}\)) and (\(\text{(26)}\)), together with the vanishing of the third cumulant (\(\text{(22)}\)) at equilibrium for \(k_B T = 0.1 \mu\), versus the dimensionless magnetic flux (\(\text{(60)}\)). The lines depict the left-hand side of the shown relations and the symbols their right-hand side.

\[
\begin{align*}
 r_k(f) &= \frac{6 \cos 2\pi k R + 2 \cos \frac{2\pi k R}{3} - 8 \cos 2\pi R f - i 3 \sin 2\pi k R - i 3 \sin \frac{2\pi k R}{3}}{-14 \cos 2\pi k R + 6 \cos \frac{2\pi k R}{3} + 8 \cos 2\pi R f + i 13 \sin 2\pi k R - i 3 \sin \frac{2\pi k R}{3}} = r_k(-f) \\
 t_k(f) &= \frac{i 8 \sin \frac{2\pi k R}{3} (2 \cos \frac{2\pi k R}{3} - i \sin \frac{2\pi k R}{3} + e^{-i 2\pi R f}) e^{i \frac{2\pi R f}{3}}}{-14 \cos 2\pi k R + 6 \cos \frac{2\pi k R}{3} + 8 \cos 2\pi R f + i 13 \sin 2\pi k R - i 3 \sin \frac{2\pi k R}{3}},
\end{align*}
\]

where the time-reversal symmetry (\(\text{(18)}\)) is again evident. Similarly to Subsec. IV B, we substitute the expressions (\(\text{(80)}\))- (\(\text{(82)}\)) into the derivatives (\(\text{(55)}\))- (\(\text{(57)}\)) in order to obtain the cumulants (\(\text{(20)}\))- (\(\text{(23)}\)) for a range of values of \(\phi\) between \(-\pi\) and \(\pi\). This again allows us to test various relations discussed in Sec. III. All the numerical calculations presented in this subsection have been done for \(k_B T = 0.1 \mu\).

We first illustrate in Fig. 7 the symmetries (\(\text{(25)}\)) and (\(\text{(26)}\)). The solid lines respectively show the behavior of \(L_{1,1}(B), L_{1,2}(B),\) and \(D_{12}(0,B)\) with respect to the magnetic field [embedded in the dimensionless magnetic flux \(\phi\) according to Eq. (\(\text{(60)}\))], while the symbols depict the other members of the illustrated relations. It is clearly seen that the symmetry \(L_{1,1}(B) = L_{1,1}(-B)\), i.e., precisely Eq. (\(\text{(25)}\)) for \(\alpha = \beta = 1\), is indeed satisfied.

the multivariate fluctuation relation (\(\text{(19)}\)), i.e., from microreversibility in the presence of an external magnetic field.

C. Aharonov-Bohm ring with 3 terminals

The previous results are extended to an Aharonov-Bohm ring with three terminals separated by angles \(2\pi/3\). That is, the angles \(\theta_j, j = 1, 2, 3\), are here given by \(\theta_1 = 0, \theta_2 = 2\pi/3,\) and \(\theta_3 = 4\pi/3\), as depicted in Fig. 6.

The scattering matrix is here given by a \(3 \times 3\) matrix. We then follow the exact same strategy as above, i.e., we solve the boundary conditions (\(\text{(71)}\))- (\(\text{(72)}\)) for \(j = 1, 2, 3\) and express the coefficients \(\{b_1, b_2, b_3\}\) in terms of the coefficients \(\{a_1, a_2, a_3\}\). This readily yields the scattering matrix \(\hat{S}_k(f)\), and

\[
\hat{S}_k(f) = \begin{pmatrix}
 r_k(f) & t_k(f) & t_k(-f) \\
 t_k(-f) & r_k(f) & t_k(f) \\
 t_k(f) & t_k(-f) & r_k(f)
\end{pmatrix} = \hat{S}_k^T(-f),
\]

with

\[
1 \quad \Phi \quad 2 \quad 3
\]

Fig. 6. Schematic representation of an Aharonov-Bohm ring with 3 terminals separated by angles \(2\pi/3\).

Incidentally, the relation (\(\text{(26)}\)) for \(\alpha = \beta = 1\) actually
read as Eq. (77). The diffusivity \( D_{11}(0; B) \) is depicted by open squares, which confirms the symmetry (77). Furthermore, the diffusivity \( D_{11}(0; -B) \) for a reversed magnetic field is depicted by pluses. The even behavior of \( D_{11} \) with respect to the magnetic field is then obvious from the plot. Moreover, the filled circles show \( L_{2,1}(-B) \) and they are superimposed on the solid line representing the first response coefficient \( L_{1,2}(B) \). This again confirms the Onsager-Casimir reciprocity relation (25) for \( \alpha, \beta = 1, 2 \). For these values of \( \alpha \) and \( \beta \), the relation (26) now reads, also with Eq. (25),

\[
D_{12}(0; B) = \frac{1}{2} [L_{1,2}(B) + L_{2,1}(B)].
\]

(83)

This relation is fully confirmed since the open circles [representing the right-hand side of Eq. (83)] perfectly match the solid line showing the diffusivity \( D_{12}(0; B) \). Finally, the even behavior of the latter with respect to the magnetic field is illustrated by plotting \( D_{12}(0; -B) \) with pluses.

We then illustrate in Fig. 8 the relation (30) between nonlinear transport properties for different values of the indices \( \alpha, \beta, \) and \( \gamma \). Taking first \( \alpha = \beta = \gamma = 1 \) into Eq. (30) yields

\[
M_{1,11}(B) = 2 \frac{\partial D_{11}}{\partial A_1}(0; B) - \frac{1}{3} C_{111}(0; B).
\]

(84)

The solid line showing the second response coefficient \( M_{1,11}(B) \) coincides with the filled squares depicting the right-hand side of Eq. (84). We can thus readily see that Eq. (84) is indeed satisfied. In addition, we test the relation (30) for \( \alpha = \beta = 1 \) and \( \gamma = 2 \), namely

\[
2M_{1,12}(B) + M_{2,11}(B) = 2 \frac{\partial D_{11}}{\partial A_2}(0; B) + 4 \frac{\partial D_{12}}{\partial A_1}(0; B) - C_{112}(0; B),
\]

(85)

and for \( \alpha = 1 \) and \( \beta = \gamma = 2 \), namely

\[
M_{1,22}(B) + 2M_{2,12}(B) = 4 \frac{\partial D_{12}}{\partial A_2}(0; B) + 2 \frac{\partial D_{12}}{\partial A_1}(0; B) - C_{122}(0; B),
\]

(86)

since the quantities \( M_{\alpha,\beta,\gamma} \) and \( D_{\beta,\gamma} \) are invariant under a permutation of the indices \( \beta \) and \( \gamma \). The left-hand sides of Eqs. (85) and (86) are shown by the solid lines with superimposed up and down triangles depicting their right-hand sides. The two above relations are thus again satisfied.

Figure 9 then tests various properties of the third cumulants \( C_{\alpha,\beta,\gamma}(0; B) \). It first illustrates the fact that they are odd with respect to the magnetic field, which corresponds to the property (27). The lines with filled squares and circles show that the relation (27) holds for \( (\alpha, \beta, \gamma) = (1, 2) \) and \( (\alpha = 1, \beta = 2) \). Moreover,
the solid lines with open circles and triangles confirm for 
$\alpha = \beta = \gamma = 1$ and $(\alpha = \beta = 1, \gamma = 2)$ the validity of

\[
C_{\alpha\beta\gamma}(0; B) - 4 \frac{\partial D_{\alpha\beta}}{\partial A_{\gamma}}(0; B) = C_{\alpha\beta\gamma}(0; -B) - 4 \frac{\partial D_{\alpha\beta}}{\partial A_{\gamma}}(0; -B), \tag{87}
\]

which is deduced by combining Eq. (28) with Eq. (27). This clearly shows that these quantities are even with respect to the magnetic field. Similarly, combining Eq. (31) with Eq. (27) gives

\[
C_{\alpha\beta\gamma}(0; B) = (M_{\alpha,\beta,\gamma} + M_{\beta,\gamma,\alpha} + M_{\gamma,\alpha,\beta})_{B} - C_{\alpha\beta\gamma}(0; -B) = (M_{\alpha,\beta,\gamma} + M_{\beta,\gamma,\alpha} + M_{\gamma,\alpha,\beta})_{-B}, \tag{88}
\]

which are confirmed by the solid lines (showing left-hand sides) with the open squares and open diamonds (depicting right-hand sides), respectively for $(\alpha = \beta = \gamma = 1)$ and $(\alpha = \beta = 1, \gamma = 2)$. The two quantities are again seen to be the same.

Figure 10 further tests some of the properties of the third cumulants $C_{111}(0; B)$ and $C_{112}(0; B)$. First, we note that the cumulant $C_{111}$ vanishes identically, as is expected and confirmed by the straight horizontal line. The other line then shows the cumulant $C_{112}$. These cumulants can be alternatively expressed in terms of the quantities $M$ and/or $\partial D/\partial A$ according to expressions (28), (30), or (31) for $(\alpha = \beta = \gamma = 1)$ or $(\alpha = \beta = 1, \gamma = 2)$.

These relations are fully confirmed, as we note that their...
We begin in Fig. 12 with the symmetries (25) and (26). The solid line with the open squares represents the first responses $\partial^2 D/\partial A^2$ of the third cumulants. The lines with filled squares, circles, and diamonds test the relations (37) respectively for $(\alpha = \beta = \gamma = \delta = 1)$, $(\alpha = \beta = \gamma = 1, \delta = 2)$, and $(\alpha = \beta = 1, \gamma = \delta = 2)$, which clearly demonstrates their validity.

Finally, Fig. 12 tests the relations (36), (38), and (39), which alternatively express the fourth cumulants $B$ in terms of the quantities $\partial C/\partial A$, $N$, and/or $\partial^2 D/\partial A^2$. The solid lines show the cumulants $B_{1111}$, $B_{1112}$ and $B_{1122}$. The right-hand sides of the corresponding expressions (36), (38), and (39) of these cumulants are depicted by open squares, crosses and pluses, respectively, which are readily seen to perfectly match each of the corresponding solid lines. This demonstrates the validity of the expressions (36), (38), and (39).

### D. Aharonov-Bohm ring with 4 terminals

We conclude our analysis by considering an Aharonov-Bohm ring with four terminals forming right angles, as schematically represented in Fig. 13. That is, the terminals are attached to the ring at the angles $\theta_1 = 0$, $\theta_2 = \pi/2$, $\theta_3 = \pi$, and $\theta_4 = 3\pi/2$. Here again, we solve the boundary conditions (71)-(72) for $j = 1, 2, 3, 4$ and express the coefficients $\{b_1, b_2, b_3, b_4\}$ in terms of $\{a_1, a_2, a_3, a_4\}$ to get the $4 \times 4$ scattering matrix

$$
\hat{S}_k(f) = \begin{pmatrix}
   r_k(f) & s_k(f) & t_k(f) & s_k(-f) \\
   s_k(-f) & r_k(f) & s_k(f) & t_k(f) \\
   t_k(-f) & s_k(-f) & r_k(f) & s_k(f) \\
   s_k(f) & t_k(-f) & s_k(-f) & r_k(f)
\end{pmatrix} = \hat{S}_k^T(-f),
$$

(89)

with

$$
r_k(f) = \frac{3 - 15 \cos 2\pi kR - 4 \cos \pi kR + 16 \cos 2\pi Rf + i \ 12 \sin 2\pi kR + i \ 8 \sin \pi kR}{-5 + 41 \cos 2\pi kR - 20 \cos \pi kR - 16 \cos 2\pi Rf - i \ 40 \sin 2\pi kR + i \ 16 \sin \pi kR} = r_k(-f),
$$

(90)

$$
t_k(f) = \frac{-16 \cos \pi Rf \ (1 - \cos \pi kR + i \ 2 \sin \pi kR)}{-5 + 41 \cos 2\pi kR - 20 \cos \pi kR - 16 \cos 2\pi Rf - i \ 40 \sin 2\pi kR + i \ 16 \sin \pi kR} = t_k(-f),
$$

(91)

and

$$
s_k(f) = \frac{-i \ 4 \sin \pi kR \ (2 + 10 \cos \pi kR - i \ 8 \sin \pi kR + 4 e^{-i2\pi Rf}) e^{i\pi Rf}}{-5 + 41 \cos 2\pi kR - 20 \cos \pi kR - 16 \cos 2\pi Rf - i \ 40 \sin 2\pi kR + i \ 16 \sin \pi kR}.
$$

(92)
The relation (\(D L\)) is readily confirmed by our numerical results, as the diffusivities yield properties for

\[
\begin{align*}
\alpha &= 1, \\
\beta &= 2.
\end{align*}
\]

This readily demonstrates the validity of the Onsager-Casimir relation (25) for \(\alpha = \beta = 1\), i.e., that \(L_{1,1}\) is even with respect to the magnetic field. A direct consequence is that the relation (26) for \(\alpha = \beta = 1\) yields

\[
D_{11}(0; B) = L_{1,1}(B) = D_{11}(0; -B).
\]

This is readily confirmed by our numerical results, as the diffusivities \(D_{11}(0; B)\) and \(D_{11}(0; -B)\), depicted by crosses and pluses, respectively, indeed perfectly match the corresponding solid line. The Onsager-Casimir relation (25) is then illustrated for \(\alpha = 1\) and \(\beta = 2\). The coefficients \(L_{1,2}(B)\) and \(L_{2,1}(-B)\) are represented by the solid line with filled circles and they overlap perfectly. Here again, the relation (26) for \(\alpha, \beta = 1, 2\) can be written as Eq. (83), which is confirmed since the open diamonds and the pluses, respectively depicting \(D_{12}(0; B)\) and \(D_{12}(0; -B)\), are superimposed on the line giving \([L_{1,2}(B) + L_{2,1}(B)]/2\). Moreover, for \(\alpha = 1, \beta = 3\), the angle between the terminals is equal to \(\theta_3 - \theta_1 = \pi\). As a consequence, \(L_{1,3}(B) = L_{3,1}(B) = L_{1,3}(-B)\) is even in the magnetic field, as can be explicitly checked. Indeed, substituting the expression (89) of the scattering matrix into the expression (55), setting \(\alpha = 1\) and then \(\alpha = 3\), differentiating with respect to the affinity \(A_3\) and then \(A_1\), setting \(A = 0\) in the resulting expressions and exploiting the symmetry \(t_k(f) = t_k(-f)\) [see Eq. (91)] shows that \(L_{1,3}(B) = L_{3,1}(B)\). This readily implies \(L_{1,3}(B) = L_{1,3}(-B)\) in view of the Onsager-Casimir relation (25) for \(\alpha = 3\) and \(\beta = 1\). This is clearly seen in Fig. 14 where the lines depicting \(L_{1,3}(B)\) and \([L_{1,3}(B)+L_{3,1}(B)]/2\) are the same. Here, the validity of the relations (25) and (26) for \(\alpha = 1\) and \(\beta = 3\) is thus demonstrated by the coincidence of the symbols with the solid line.

We then illustrate in Fig. 15 the relation (88) between the third cumulants \(C\) and the second response coefficients \(M\) in the case of 4 terminals, respectively for \((\alpha, \beta, \gamma) = (1, 1, 1), (\alpha, \beta, \gamma) = (1, 1, 2), (\alpha, \beta, \gamma) = (1, 2, 2), (\alpha, \beta, \gamma) = (2, 2, 2)\).
by considering the relations between nonlinear transport properties for \( k_B T = 0.1 \mu \) versus the dimensionless magnetic flux (60). The lines depict the third cumulants (22). The right-hand sides of the aforementioned relations are respectively depicted as pluses, open squares, and crosses.

(1, 1, 3) and \((\alpha, \beta, \gamma) = (1, 2, 3)\). The solid lines show the left-hand sides of Eq. (88) for a magnetic field \( B \). The corresponding quantities are then depicted, for a reversed magnetic field \(-B\), by the filled circles, up triangles, down triangles, and diamonds, respectively. The two quantities are here again seen to be the same.

Figure 16 first shows, with the straight horizontal line, that the cumulant \( C_{111} \) vanishes identically. The other solid line then shows the cumulant \( C_{112} \). These two cumulants are alternatively given by the expressions (28), (30), or (31) for \((\alpha = \beta = \gamma = 1)\) or \((\alpha = \beta = 1, \gamma = 2)\). The validity of each of these relations, whose right-hand sides are depicted by pluses, open squares and crosses, respectively, is here again fully confirmed. Again, the third cumulants are vanishing at equilibrium: \( C_{111} = C_{222} = C_{333} = 0 \).

We now analyze in Fig. 17 the relation (37) for four different sets of values of the indices \(\alpha, \beta, \gamma, \text{ and } \delta\). The solid lines show the left-hand side of the relation (37) for \((\alpha, \beta, \gamma, \delta) = (1, 1, 1, 1), (\alpha, \beta, \gamma, \delta) = (1, 1, 1, 2), (\alpha, \beta, \gamma, \delta) = (1, 1, 2, 2), \) and \((\alpha, \beta, \gamma, \delta) = (1, 1, 2, 3)\). The corresponding right-hand sides are depicted by squares, circles, diamonds, and down triangles, respectively. Thus, the validity of the relation (37) is here also demonstrated.

We conclude in Fig. 18 by considering the relations (36), (38), and (39) with the same sets of values of \(\alpha, \beta, \gamma\) and \(\delta\) as in Fig. 17 above. We recall that these

FIG. 16. Aharonov-Bohm ring with 4 terminals: Tests of the relations (28), (30), and (31) between nonlinear transport properties for \( k_B T = 0.1 \mu \), versus the dimensionless magnetic flux (60). The lines depict the third cumulants (22). The right-hand sides of the aforementioned relations are respectively depicted as pluses, open squares, and crosses.

FIG. 17. Aharonov-Bohm ring with 4 terminals: Tests of the relation (37) between nonlinear transport properties for \( k_B T = 0.1 \mu \), versus the dimensionless magnetic flux (60). The lines depict the relations for \( B \) and the symbols those for \(-B\).

FIG. 18. Aharonov-Bohm ring with 4 terminals: Tests of the relations (36), (38), and (39) between nonlinear transport properties for \( k_B T = 0.1 \mu \), versus the dimensionless magnetic flux (60). The lines depict the fourth cumulants (23). The right-hand sides of the aforementioned relations are respectively depicted as open squares, crosses, and pluses.
relations are alternative expressions of the fourth cumulants $B$ in terms of the quantities $\partial C/\partial A$, $N$, and/or $\partial^2 D/\partial A^2$. The solid lines show the cumulants $B_{1111}$, $B_{1112}$, $B_{1122}$, and $B_{1123}$. The right-hand sides of the expressions (36), (38), and (39) of these cumulants are then depicted by open squares, crosses and pluses, respectively. Here again, our analysis confirms the validity of the relations (36), (38), and (39).

V. CONCLUSION

In this paper we analyzed the implications of microreversibility on quantum transport in multi-terminal circuits. The latter consist in $r \geq 2$ reservoirs of electrons, coupled through a central region that acts as a scatterer for the electrons. We assume the presence of a nonzero external magnetic field $B$ within the scattering region. Differences of temperatures and chemical potentials in the reservoirs make such a circuit operate out of equilibrium.

The nonequilibrium state is characterized by the occurrence of mean currents of energy and electrons, which are random variables at the microscale. The statistical properties of the currents in the long-time limit are fully specified by the generating function $Q(\lambda, A; B)$ of the statistical cumulants. The latter is a function of the counting parameters $\lambda$ and the affinities $A$ that drive the currents, as well as of the magnetic field $B$.

An interesting feature of the cumulant generating function in multi-terminal circuits is that it can be expressed in terms of the scattering matrix, which describes the scattering processes at the basis of transport. For the kind of systems considered throughout this work the scattering matrix is a $r \times r$ unitary matrix, which is symmetric under the time-reversal transformation. As a consequence, the function $Q$ obeys a particular symmetry relation known as a multivariate fluctuation relation. The latter generates a hierarchy of time-reversal symmetry relations satisfied by the cumulants and their responses to the affinities at arbitrary orders in the deviations from equilibrium.

We illustrated such relations for the first, second, third and fourth cumulants (and their responses) in the particular case of a circuit consisting in $r$ terminals connected through an Aharonov-Bohm ring. A noteworthy advantage of considering such a circuit is that the scattering matrix can be analytically derived. We obtained explicit expressions of the latter in the cases of a ring, connected to two, three and four terminals. The knowledge of the scattering matrix then allowed us to construct the cumulants by means of numerical evaluations of integrals. We performed a detailed numerical analysis in order to test the relations between cumulants that are inferred from the fluctuation relation. Our numerical calculations thus fully confirm the validity of such time-reversal relations in the case of an Aharonov-Bohm ring.

Fluctuation relations constitute an important tool for nonequilibrium statistical mechanics, as they are one of the rare exact results that hold arbitrarily far from equilibrium. A deeper understanding of such relations is thus both of fundamental and practical interest. On the fundamental level, we think that our analysis contributes to strengthen the validity of fluctuation relations. Indeed, it has been firmly confirmed on the particular case of Aharonov-Bohm rings. The latter are in addition relevant on the practical level, as they belong to this class of systems that are experimentally realizable in condensed-matter physics. In this perspective, we believe that our work could be of interest for experimental investigations of fluctuation relations based on Aharonov-Bohm rings.
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Appendix A: Numerical methods

At equilibrium, the chemical potential is common to all the reservoirs and it is fixed to the value $\mu = 1$ in our numerical calculations, which are then performed for different values of the temperature. The cumulants are obtained by integrating (55)-(57) over the energy $\varepsilon = p^2/(2m)$ with the mass $m = 1$ and Planck’s constant $\hbar = 1$ in de Broglie’s formula $p = \hbar k$. In the units where $\mu = 1$, $m = 1$, and $\hbar = 1$, the perimeter length of the Aharonov-Bohm ring is taken to be $L = 2\pi R = 8$. Numerical integration is performed by steps $\Delta p = 8/N_p$ with $N_p = 20000$, which has been checked to be large enough for effective convergence. The response coefficients are obtained by differentiating numerically the cumulants with respect to the affinities using the standard formulas [57]:

\begin{align}
\partial_x f & \simeq \frac{1}{2\hbar} (f_1 - f_{-1}), \\
\partial_x^2 f & \simeq \frac{1}{\hbar^2} (f_1 - 2f_0 + f_{-1}), \\
\partial_x^3 f & \simeq \frac{1}{2\hbar^3} (f_2 - 2f_1 + 2f_{-1} - f_{-2}), \\
\partial_x \partial_y f & \simeq \frac{1}{4\hbar^2} (f_{1,1} - f_{1,-1} - f_{-1,1} + f_{-1,-1}),
\end{align}

where $f_{j,k} \equiv f(x + jh, y + kh)$, $f_{j,k} = f(x + jh, y + kh)$, and $h = \Delta x = \Delta y$. For differentiating with respect to the affinities, the step $h = \Delta A = \Delta \mu/(k_B T)$ is taken for every affinity $A_\alpha$ considered. The step value $\Delta \mu = 10^{-6}$ is used to obtain the response coefficients $L_{\alpha,\beta}$ and $M_{\alpha,\beta\gamma}$, as well as for the first derivatives of the cumulants $D_{\alpha,\beta}$ and $C_{\alpha,\beta\gamma}$, with respect to the affinities. The value $\Delta \mu = 10^{-3}$ is used for the response coefficients $N_{\alpha,\beta\gamma\delta}$ and for the second derivatives of the cumulants $D_{\alpha,\beta}$ with
respect to the affinities. All the quantities are computed for values of the dimensionless magnetic flux separated by $\Delta \phi = 10^{-2}$.
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