Two-dimensional hybrid model of gradient drift instability and enhanced electron transport in a Hall thruster
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An axial-azimuthal two-dimensional Hall thruster discharge model was developed for analyzing gradient drift instability (GDI) and cross-field electron transport enhancement induced solely by the GDI. A hybrid particle-fluid model was used for the partially ionized plasma, where the inertialess electron fluid in the quasineutral plasma was assumed. A nonoscillatory numerical method was proposed for the potential solver in the electron fluid model to avoid numerical instability and analyze the physics of GDI accurately. A simulation is performed for a 1 kW-class anode-layer-type Hall thruster, and the flow field with plasma instability is presented. Plasma instability with vortex-like structures is observed in the acceleration and plume regions. The generated plasma instability enhances the cross-field electron transport in the axial direction around the channel exit and in the plume region. Grid convergence is confirmed regarding the effect of electron transport enhancement, which indicates that cross-field electron transport enhancement is based on the plasma instability. Furthermore, the comparison between the simulation results and linear perturbation analyses demonstrates that the simulated plasma instability reflects the theory of GDI. Thus, it is concluded that the hybrid model is useful for the analyses of GDI, and the GDI can enhance the cross-field electron transport in Hall thrusters.

I. INTRODUCTION

Numerical modeling technology of partially ionized plasma flow has advanced, and computer-aided-engineering (CAE) is now used in the development processes of plasma sources. A Hall thruster is an efficient electron propulsion system with a cross-field configuration of the axial electric field and radial magnetic field. Hall thrusters essentially have two variants: a stationary plasma thruster (SPT) and a thruster with anode layer (TAL).\textsuperscript{1,2} In comparison to the SPT, the TAL is characterized by a short discharge channel with a length of a few millimeters and conducting channel walls biased at the cathode potential. Owing to recent experimental studies on design optimization, a 5 kW-class TAL attained high performance that was competitive with the performance of SPT-type thrusters at the same power level.\textsuperscript{3} A high-fidelity plasma flow simulation is essential to develop Hall thrusters, including SPT and TAL, and to further improve performance.

A challenge in the numerical modeling of Hall thruster discharge is the self-consistent modeling of anomalous electron transport. It is well known that discharge current and plasma property distributions observed in experiments cannot be reproduced by numerical simulations if one assumes only the classical diffusion theory for the cross-field electron transport. Further, in the axisymmetric modeling of Hall thrusters, a numerical solution of stable plasma discharge cannot be obtained with only the classical diffusion.\textsuperscript{4} Therefore, it is necessary to add an ad-hoc function for the “anomalous” part in the electron transport to match the numerical simulation results with measurements. For SPTs, there have been several studies on the empirical expression for the anomalous electron transport.\textsuperscript{5,6} However, for TALs, experimental data to obtain the anomalous electron transport property are lacking, and an empirical model is not available. Because the channel wall and magnetic field configuration of TAL is significantly different from that of an SPT, the electron transport property in a TAL is hardly predictable based on the knowledge of SPTs. In fact, the issue of anomalous electron transport has been found in other plasma sources with $E \times B$ configurations such as the Penning discharge and magnetron sputtering devices, and this issue entails a general scientific concern.\textsuperscript{7} A self-consistent (nonempirical) model is desired for characterizing anomalous electron transport to achieve further high-fidelity numerical simulations for SPT, TAL, and other $E \times B$ plasma sources.

One hypothesis for the mechanism of anomalous electron transport is associated with plasma instability that develops in the cross-magnetic field ($E \times B$) directions. According to recent experimental and theoretical studies, anomalous electron transport is attributed to two types of plasma instabilities: electron cyclotron drift instability (ECDI) and gradient drift instability (GDI).

The ECDI is induced by the difference in the flow velocities of the ions and electrons, and hence, this instability is supposed to be the Kelvin–Helmholtz type.\textsuperscript{8} In Hall thrusters, because the difference in the flow velocity originates from the azimuthal flow velocity of the electron, the ECDI is generated around the channel exit and plume regions where the Hall parameter is high. The characteristics of ECDI have been investigated using kinetic particle-in-cell (PIC) simulations because this instability is induced by kinetic electron flow. A pioneering research of the PIC simulation for ECDI was achieved by Hirakawa\textsuperscript{9} for the radial-azimuthal ($R-\theta$) plane of the Hall thruster. Several particle simulations were performed for the axial-azimuthal ($Z-\theta$) coordinate, and coherent plasma structures propagating in the azimuthal direction were observed.\textsuperscript{10,11} In addition, it was confirmed that the ECDI increased the cross-field electron transport, and its contribution was greater than that of the classical diffusion theory.\textsuperscript{12}

The GDI is caused by gradients of plasma density and magnetic flux density; therefore, the GDI belongs to the Rayleigh–
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This instability can also be considered as a collisionless Simon–Hoh instability. In Hall thrusters, the GDI is believed to be induced in the acceleration region, where the axial gradients of the plasma and magnetic flux densities are both negative toward the downstream. This region practically coincides with the region where the ECDI arises, and the mixed ECDI and GDI can be generated in the acceleration region. The characteristics of the GDI in the Hall thruster discharge have been investigated by perturbation theories, including linear models nonlinear models with the electron inertia and gyroviscosity effects and global stability analyses. Most of these models are derived from the fluid equations of ions and electrons. Perturbation models are powerful tools for analyzing the characteristics of the GDI, such as the frequency and growth rate.

However, numerical plasma flow modeling is useful for simulating the interaction between the steady-state solution and the instabilities. Several numerical simulations related to the GDI have been conducted for the Z-θ coordinate of the Hall thruster. Lam et al. performed a hybrid particle-fluid simulation, where complex plasma fluctuations were induced in both ±E×B directions. Similar hybrid kinetic-fluid simulations were performed by Fernandez et al. and Hara et al., and they reported the issue of numerical instability in the potential calculations.

A conclusive physical explanation for the effect of GDI on electron transport is lacking. The abovementioned numerical study mentioned that the effect of electron transport enhancement by the GDI was insignificant compared with the transport properties observed in the experiments. However, the fully kinetic simulation in Ref. mentioned that the cross-field electron transport is strongly affected by the GDI in addition to ECDI. Further detailed numerical simulations are required to clarify the characteristics of GDI and its effects on cross-field electron transport. Based on previous numerical simulation studies, a hybrid model with nonoscillatory numerical methods should be developed for the analysis of the GDI, and it should be carefully examined if the developed model yields the enhanced cross-field electron transport.

The objective of this study is to develop a hybrid particle-fluid simulation that resolves the GDI on the Z-θ coordinate and examine if the simulation yields enhanced cross-field electron transport. Unlike the fully particle model, the electron fluid model used in the hybrid simulation does not yield the kinetic ECDI. Therefore, electron transport enhancement induced solely by the GDI is modeled using a hybrid model. In Ref. we performed a hybrid simulation for analyzing the rotating spokes in an SPT assuming the empirical cross-field electron transport property. In this study, the hybrid model is applied to a TAL, with the electron transport model based only on classical diffusion theory. A nonoscillatory scheme was developed for the magnetized electron fluid calculation to avoid the numerical instability arising in the potential calculation, and therefore, the simulation reflects the physics of the GDI. The effects of the instability on the cross-field electron transport were examined through the analyses of the effective electron mobility and Hall parameters.

II. AXIAL-AZIMUTHAL HYBRID MODEL

The simulation setup for the Z-θ two-dimensional model is shown in Fig. 1. The coordinate system was converted from (Z, θ, R) to (x, y, z), neglecting the effects of the curvature of the annular discharge channel. The x- and y-axes correspond to the axial and azimuthal directions of the discharge channel, respectively. A quasineutral particle-fluid hybrid model is used wherein ions and neutral particles are modeled as particles, and electrons are approximated as a fluid in the plasma. In the numerical simulations of the Hall thrusters, the hybrid model has been used because of the fidelity of the modeling and the reasonable computational cost. Compared to the fully kinetic models, the major assumptions considered in the present hybrid model are:

1) Maxwellian electron velocity distribution function (fluid approximation),
2) quasineutrality (plasma approximation)
3) inertialess electrons (drift-diffusion model)

As explained in Ref. this type of hybrid model is advan-
tageous for long-time simulations of plasma flow in large domains. In this study, the basics of this model are explained briefly.

A. Ion and neutral particles

Ion and neutral particle flows are calculated using the PIC method. A cloud of \( \sim 10^6 \) particles is treated as one macroparticle, and the motion of each macroparticle is tracked by calculating the equation of motion. The effects of ion magnetization are neglected for simplicity. Thus, the ions are accelerated only electrostatically. The time integration for the equation of motion is implemented via a second-order leapfrog scheme. The ionization and electron-neutral scattering collision frequencies are calculated using reaction rate coefficients, which are provided as empirical functions of electron temperature, electron density, electron velocity, and ionization rate, respectively. It is assumed that electrons are sufficiently mobile to achieve quasineutrality instantaneously, and the time-derivative term is omitted from the equation. Further, \( S_{\text{ion}} \) is azimuthally averaged, and all other quantities such as \( \Omega \), \( n_e \), \( T_e \), and \( \mu \) are treated in two dimensions in Eq. (5). This model corresponds to the diffusion coefficient of the classical diffusion theory as

\[
\frac{\partial}{\partial t} \left( \frac{3}{2} n_e T_e \right) + \nabla \cdot \left( \frac{5}{2} \Gamma_{e,\text{ave}} T_e - \kappa \nabla T_e \right) = \Gamma_{e,\text{ave}} \cdot \nabla \phi - \alpha_e \epsilon_{\text{ion}} S_{\text{ion}}.
\]

where \( \Gamma_{e,\text{ave}} \) is the azimuthally averaged electron flux, \( \alpha_e \) is a dimensionless coefficient accounting for energy losses caused by inelastic collisions and radiation, and it is modeled as \( \alpha_e = 2.0 + 0.254 \exp(2 \epsilon_{\text{ion}}/3T_e) \). \( \Gamma_{e,\text{ave}} \) is the azimuthally averaged electron flux. As shown in Sec. V A, electron flow is highly oscillatory, and the numerical simulation occasionally becomes unstable if the two-dimensional \( \Gamma_e \) is used in the electron energy equation. Hence, the azimuthal (y-direction) average is used for \( \Gamma_{e,x} \) and \( \Gamma_{e,y} \) for simplicity.

The electron energy conservation is described for the electron internal energy as

The cross-field electron mobility expressed in Eq. (4) is called the classical electron mobility. No artificial collision frequency or electron mobility model is used to account for the anomalous electron transport, because this simulation aims to analyze the anomalous electron transport induced by the GDI.

The electron energy conservation is described for the electron internal energy as

\[
\frac{\partial}{\partial t} \left( \frac{3}{2} n_e T_e \right) + \nabla \cdot \left( \frac{5}{2} \Gamma_{e,\text{ave}} T_e - \kappa \nabla T_e \right) = \Gamma_{e,\text{ave}} \cdot \nabla \phi - \alpha_e \epsilon_{\text{ion}} S_{\text{ion}}.
\]

where \( \Omega_e \), \( \kappa \), and \( \epsilon_{\text{ion}} \) are the electron number flux, coefficient for the heat conductivity, and the ionization potential, respectively. \( \alpha_e \) is a dimensionless coefficient accounting for energy losses caused by inelastic collisions and radiation, and it is modeled as \( \alpha_e = 2.0 + 0.254 \exp(2 \epsilon_{\text{ion}}/3T_e) \). \( \Gamma_{e,\text{ave}} \) is the azimuthally averaged electron flux. As shown in Sec. V A, electron flow is highly oscillatory, and the numerical simulation occasionally becomes unstable if the two-dimensional \( \Gamma_e \) is used in the electron energy equation. Hence, the azimuthal (y-direction) average is used for \( \Gamma_{e,x} \) and \( \Gamma_{e,y} \) for simplicity.

In the previous hybrid models for the axial-azimuthal simulations, the azimuthal average was used for all quantities in the electron energy equation \cite{21,22}. In the present model, only \( \Gamma_e \) is azimuthally averaged, and all other quantities such as \( \phi \) and \( T_e \) are treated in two dimensions in Eq. (5). This model continues to yield a solution of electron temperature that is essentially one-dimensional in the x-(axial) direction. Hence, the effects of plasma instability on electron energy flow are partially included in the present model.

The coefficient for heat conduction is modeled as a scalar quantity as

\[
\kappa = \frac{5}{2} n_e T_e \mu \parallel.
\]

The use of \( \mu \parallel \) corresponds to the diffusion coefficient of the magnetized electrons. In the axial-radial models for Hall thrusters, the coefficient for heat conduction is modeled in a tensor form to account for anisotropic heat conduction in the parallel and perpendicular directions of the magnetic lines of force \cite{22,29}. In the present model for the axial-azimuthal coordinate, the heat conductivity is modeled as an isotropic scalar quantity. The heat fluxes carried by the azimuthal Hall current are included in the convection term in Eq. (5).

B. Electron fluid

The electron fluid model assumes the inertialess electrons in a quasineutral plasma. The mass conservation equation is

\[
\nabla \cdot (n_e \vec{u}_e) = S_{\text{ion}},
\]

where \( n_e \), \( u_e \), and \( S_{\text{ion}} \) denote the electron number density, electron velocity, and ionization rate, respectively. It is assumed that electrons are sufficiently mobile to achieve quasineutrality instantaneously, and the time-derivative term is omitted from the equation. Further, \( S_{\text{ion}} \) is the source term of ionization, and the same amount of ions and electrons are generated in the PIC and electron fluid parts, respectively.

Electron momentum conservation is written in the form of the drift-diffusion equation. In the x-y plane with magnetic fluxes in the z-direction, the equation is written as

\[
\mu \parallel \left[ \frac{1}{\Omega_e} \vec{\Omega}_e \right] (n_e \vec{u} - \nabla (n_e T_e)) = n_e \vec{u}_e,
\]

where \( \phi \), \( T_e \), and \( \mu \parallel \) denote the plasma potential, electron temperature, and cross-field electron mobility, respectively. The electron Hall parameter \( \Omega_e \) is

\[
\Omega_e = \frac{eB_e}{m_e v_{\text{col}}},
\]

where \( e \), \( B_e \), \( m_e \), and \( v_{\text{col}} \) denote the elementary charge, magnetic flux density, electron mass, and total collision frequency, respectively. Further, \( v_{\text{col}} \) is simply modeled using the empirical functions of the electron–neutral scattering collision frequency \cite{29}. The electron–ion Coulomb collision is neglected. The cross-field electron mobility is expressed via the classical diffusion theory as

\[
\mu \parallel = \frac{1}{1 + \Omega_e^2} \cdot \frac{e}{m_e v_{\text{col}}}.
\]

The TAL-type Hall thruster uses metallic channel walls and a hollow anode as the lateral wall. The relationship between the simulation domain and the walls is shown in Fig. 2. The ion flux lost to the inner and outer channel walls and the hollow anode is modeled using the electrostatic sheath theory, as

\[
\Gamma_{\text{wall}} = 2 \times n_e \exp(-0.5) \sqrt{\frac{eT_e}{m_i}}.
\]
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The volumetric source term for the ion wall loss is written as

\[ \delta_{\text{wall}} = \frac{I_{\text{wall}}}{w}, \]

where \( w \) denotes the width of the discharge channel or hollow anode. In each computational grid, a fraction of ions is changed to neutral particles corresponding to the ion wall recombination of \( S_{\text{wall}} \). Neutral particles generated in this process have initial velocities of the Maxwellian distribution function of the wall temperature.

It is assumed that the electrons are not lost to the inner and outer channel walls. In TALs, the metallic channel walls are biased at the cathode potential, and the sheath in front of the walls repels most electrons. Thus, the electron and electron energy fluxes flowing to the channel walls are assumed to be negligibly small. Electrons flow into the hollow anode from the discharge plasma. This means that electrons contained in the plasma near the hollow anode smoothly flow out from the simulation domain. To reflect the effect of the hollow anode, the plasma near the hollow anode is assumed to be initially cold (\( \eta = 0 \)).

III. NUMERICAL METHOD FOR ELECTRON FLUID

A. Potential solver

In the electron fluid model with the quasineutrality assumption, the plasma potential is obtained from electron fluid equations but not from Poisson’s equation. The conservation equations of mass in Eq. (1) and momentum in Eq. (2) were utilized to calculate the plasma potential. There are two numerical approaches: the elliptic-equation (EE) approach and the hyperbolic-system (HS) approach. The EE approach uses a diffusion equation obtained by inserting Eq. (2) into Eq. (1). This approach is a common method for calculating the plasma potential in a two-dimensional hybrid model for Hall thrusters\(^{21,28,33}\). The HS approach uses a hyperbolic-equation system obtained by adding the pseudo-time advancement terms to Eqs. (1) and (2). This approach was developed by the authors for the robust computation of magnetized electron fluids\(^{34,35}\). Further, the HS approach was used to calculate the axial-azimuthal electron fluid model for Hall thrusters\(^{26,36}\) in a stable manner. In this study, by using the knowledge of the HS approach, a stable numerical method for the EE approach is reconsidered.

The EE approach handles the second-order elliptic equation obtained from Eqs. (1) and (2) as

\[
\nabla \cdot \left( -n_e \mu_\perp \left[ \begin{array}{c} \frac{1}{\Omega_e} \\ \frac{1}{1} \end{array} \right] \nabla \phi \right) = \left( -n_e \right) \phi \left[ \begin{array}{c} \mu_\perp \left[ \begin{array}{c} 1 \\ \frac{1}{1} \end{array} \right] + \mu_\parallel \left[ \begin{array}{c} 0 \\ -\frac{1}{\Omega_e} \end{array} \right] \end{array} \right] - S_{\text{ion}}. 
\]

This equation is solved for \( \phi \) as a boundary value problem. First, the isotropic diffusion and drift terms are separated as

\[
\mu_\perp \left[ \begin{array}{c} 1 \\ \frac{1}{\Omega_e} \end{array} \right] = \mu_\perp \left[ \begin{array}{c} 1 \\ \frac{1}{1} \end{array} \right] + \mu_\parallel \left[ \begin{array}{c} 0 \\ -\frac{1}{\Omega_e} \end{array} \right] = \begin{bmatrix} \mu_\perp & 0 \\ 0 & \mu_\parallel \end{bmatrix} \quad \text{.} 
\]

The diffusion terms with \( \left[ \mu_\perp \right] \) are isotropic diffusion, and simple second-order central differences can be used for these terms. The discretization method is the same as that commonly used for Poisson’s equation solvers; thus, it is not described here.

The discretization method for the drift terms with \( \left[ \mu_\parallel \right] \) is considered. This term is a so-called anisotropic diffusion, and it is known that the computation becomes unstable if central differencing is simply applied to this term\(^{26}\). Instead, we propose an approach that converts anisotropic diffusion terms into first-order space-derivative terms. For instance, the drift term for \( \phi \) can be mathematically modified as

\[
\nabla \cdot \left( -n_e \mu_\perp \left[ \begin{array}{c} \frac{1}{\Omega_e} \\ 0 \end{array} \right] \nabla \phi \right) = \nabla \cdot \left( -n_e \frac{\partial \phi}{\partial y} \sigma_i \frac{\partial \phi}{\partial x} \right) = \nabla \cdot \left( \left[ -\phi \right] \nabla \sigma_i \right) \quad \text{.}
\]

where \( \sigma_i \equiv n_e \mu_\perp \Omega_e \). In this process, the second-order space derivative is switched from \( \phi \) to \( \sigma_i \), and the anisotropic diffusion for \( \phi \) is avoided. This process is called differential operator switching (DOS). In the present simulation, DOS is the key to achieving stable plasma potential computation.

After applying DOS, the term is discretized in the form of the finite volume method as

\[
\nabla \cdot \left( \left[ -\phi \right] \nabla \sigma_i \right) = \frac{1}{\Delta x} \left( F_{x,i+\frac{1}{2},j} - F_{x,i-\frac{1}{2},j} \right) + \frac{1}{\Delta y} \left( F_{y,i,j+\frac{1}{2}} - F_{y,i,j-\frac{1}{2}} \right) \quad \text{.}
\]
The numerical flux $F$ in the $x$-direction at the cell boundary is regarded as an advection term for $\phi$; thus, it is evaluated by the upwind method as

$$F_{x,i+1/2,j} = \left( \frac{\partial \sigma_\wedge}{\partial y} \phi \right)_{i+1/2,j} + \frac{1}{2} \left[ \left( \frac{\partial \sigma_\wedge}{\partial y} \phi \right)_{i,j} + \left( \frac{\partial \sigma_\wedge}{\partial y} \phi \right)_{i+1,j} \right] \cdot \left( \phi_{i+1,j} - \phi_{i,j} \right).$$

The second term on the right-hand side of Eq. (12) represents numerical diffusion to avoid numerical instabilities associated with this advection term. The coefficient for the numerical diffusion term at the cell interfaces is evaluated as

$$\left( \frac{\partial \sigma_\wedge}{\partial y} \right)_{i+1/2,j} = \max \left( \left( \frac{\partial \sigma_\wedge}{\partial y} \right)_{i,j}, \left( \frac{\partial \sigma_\wedge}{\partial y} \right)_{i+1,j} \right).$$

With this evaluation method, the numerical diffusion term in Eq. (12) becomes sufficiently large for stable computation. In Eqs. (12) and (13), the gradient of $\sigma_\wedge$ is evaluated by applying central differencing as

$$\left( \frac{\partial \sigma_\wedge}{\partial y} \right)_{i,j} = \left. \frac{1}{2\Delta y} \left( \sigma_{\wedge,i,j+1} - \sigma_{\wedge,i,j-1} \right) \right|_{i,j}.$$

The numerical flux $F$ in the $y$-direction is evaluated in a similar manner.

In the above explanation, we discussed the discretization method for the diffusion term of the potential. The diffusion term of the pressure on the right-hand side of Eq. (6) is discretized using the same method. However, for the pressure diffusion term, the numerical diffusion in Eq. (12) is not used because it does not affect the computational stability of the potential solver.

As written in Eq. (12), the numerical flux for the drift component at the cell boundary $i+1/2$ is provided with regard to $\phi_{i,j}$ and $\phi_{i+1,j}$. The numerical flux for the isotropic drift component is written with $\phi_{i,j}$ and $\phi_{i+1,j}$, if one applies the standard central differencing. Therefore, the left-hand side of Eq. (9) is written in a linear algebraic form with coefficients for $\phi$ at five stencils ($\phi_{i+1,j}, \phi_{i,j+1}, \phi_{i,j}, \phi_{i-1,j}, \phi_{i,j-1}$). The linear algebraic equation can be solved by direct or iterative methods. In the present simulation, a direct matrix inversion method based on Gaussian elimination is used to ensure the strict electron flux conservation and minimal residuals.

### B. Electron flux calculation

Electron flux at the cell interfaces must be calculated in a manner consistent with the potential solver. The electron flux $\Gamma_e$ can be divided into the diffusion and drift components as

$$\tilde{\Gamma}_e = \tilde{\Gamma}_{e,\text{diffusion}} + \tilde{\Gamma}_{e,\text{drift}} = n_e [\mu]_{\text{diffusion}} \nabla \phi + n_e [\mu]_{\text{drift}} \nabla \phi.$$  

The evaluation method for the diffusion component is the same as the standard central difference method, and thus, the explanation is omitted here.

The drift component of the electron flux is expressed as

$$\tilde{\Gamma}_{e,\text{drift}} = |\mu|_{\text{drift}} \left( ne \nabla \phi - \nabla (ne T_e) \right).$$

Here, we consider the term with $\phi$ for the convenience of explanation. The drift component of the electron flux in the $x$-direction can be converted as

$$\Gamma_{e,x,\text{drift}} = \sigma_\wedge \frac{\partial \phi}{\partial y} = \frac{\partial \sigma}{\partial y} (\sigma_\wedge \phi) - \frac{\partial \sigma \wedge}{\partial y} \phi.$$  

This conversion process corresponds to DOS in Eq. (10). The electron flux at the cell interface $i+1/2$ is evaluated as

$$\Gamma_{e,x,\text{drift},i+1/2,j} = \frac{1}{2} \left[ \left( \frac{\partial \sigma_\wedge}{\partial y} \right)_{i,j} \left| \phi_{i,j} \right| + \left( \frac{\partial \sigma_\wedge}{\partial y} \right)_{i+1,j} \left| \phi_{i+1,j} \right| \right]$$

$$- \frac{1}{2} \left[ \left( \frac{\partial \sigma_\wedge}{\partial y} \right)_{i,j} \phi_{i,j} + \left( \frac{\partial \sigma_\wedge}{\partial y} \right)_{i+1,j} \phi_{i+1,j} \right]$$

$$- \frac{1}{2} \left[ \left( \frac{\partial \sigma_\wedge}{\partial y} \right)_{i+1/2,j} \left( \phi_{i+1,j} - \phi_{i,j} \right) \right].$$

The evaluation method for the coefficient of the numerical diffusion term (the third term on the right-hand side) is the same as that in Eq. (13). Gradients of $\sigma_\wedge$ and $\sigma$ are evaluated by the central differences in Eq. (14). The drift component of the electron flux in the $y$-direction was also evaluated in a similar manner. The expression for the electron flux in Eq. (18) is different from the numerical flux $F_{x,i+1/2,j}$ in Eq. (12). As explained in Sec. VIB, the electron flux calculated by Eq. (18) strictly conserves the electron flux in the calculation domain.

### C. Electron temperature solver

Electron energy conservation in Eq. (5) is calculated as a time-dependent problem. The discretization is implemented in the form of a finite volume method. The heat flux $Q$ in the $x$-direction at the cell interface is expressed as

$$Q_{x,i+1/2,j} = \left( \frac{5}{2} \Gamma_{e,\text{ave},x} T_e - \frac{k}{\partial x} \right)_{i+1/2,j}.$$  

The convection term is evaluated by using the upwind method. The electron fluxes were originally evaluated at the cell interfaces as shown in Eq. (18); hence, no interpolation is required. To interpolate $T_e$ at the cell interfaces, the monotonic upstream-centered scheme for conservation laws (MUSCL) technique is used to obtain the second-order spatial accuracy. The diffusion term for heat conduction is evaluated using second-order central differencing.

The source term in Eq. (5) was evaluated at the cell centers. The Joule heating term is calculated using the splitting method.
as
\[
\vec{F}_{e,ave} \cdot \nabla \phi = \frac{1}{2} \left( \Gamma_{e,ave, x} \frac{\partial \phi}{\partial x} \right)_{i+\frac{1}{2}, j} + \left( \Gamma_{e,ave, x} \frac{\partial \phi}{\partial x} \right)_{i-\frac{1}{2}, j} + \frac{1}{2} \left( \Gamma_{e,ave, y} \frac{\partial \phi}{\partial y} \right)_{i, j+\frac{1}{2}} + \left( \Gamma_{e,ave, y} \frac{\partial \phi}{\partial y} \right)_{i, j-\frac{1}{2}}, \tag{20}
\]
where the gradients of \( \phi \) at the cell interfaces are evaluated by the central differences between the two neighboring cells.

Time advancement is implemented using the fully implicit method based on the delta-implicit form. The energy conservation equation is rewritten for the central differences between the two neighboring cells.

The magnetic flux density \( B \) is assumed to have only the z-direction. The cathode-side potential \( \phi_c \) is imposed on the boundary under Dirichlet conditions. Neutral particles corresponding to the anode mass flow rate were uniformly injected from the anode-side boundary. The right-hand-side boundary corresponds to the anode side. The anode potential \( \phi_a \) is imposed on the boundary under Dirichlet conditions. Neutral particles corresponding to the anode mass flow rate were uniformly injected from the anode-side boundary. The right-hand-side boundary is the downstream cathode side. The cathode-side potential \( \phi_c \) is also uniformly assumed, and ions and neutral particles flow out from this boundary. The periodic boundary condition is assumed on the top and bottom boundaries. The magnetic flux density \( B \) is assumed to have only the z-(radial) component. \( B \) has a distribution in the x-direction, while it is assumed to be uniform in the y-direction. The magnetic field distribution is fixed during the simulation.

The relationship between the calculation domain and thruster walls is shown in Fig. 2. The zero-point in the x-direction is defined at the tip of the hollow anode. The simulation domain is extended to 10 mm inside the hollow anode and 30 mm downstream of the hollow anode tip. The experimental observations indicated that the main acceleration region exists in the region of 0 mm < x < 30 mm.

Parameters assumed for the simulation are listed in Table I. It was reported that the breathing-mode oscillation was small under this operation condition. This operation point was selected in this study to focus on the present study on the analysis of the GDI. The discharge voltage, anode mass flow rate, and magnetic flux density were set based on the experimental conditions. The potential and electron temperature at the cathode-side boundary \( (x = 30 \text{ mm}) \) are assumed based on the probe measurement results.

### IV. SIMULATION CONDITION

An anode-layer-type Hall thruster, UT58, is assumed as the simulation target. The full cylinder of the channel centerline is used and unwrapped to create the x-y two-dimensional calculation domain. The calculation domain and boundary conditions are shown in Fig. 1. The left-hand-side boundary corresponds to the anode side. The anode potential \( \phi_a \) is imposed on the boundary under Dirichlet conditions. Neutral particles corresponding to the anode mass flow rate were uniformly injected from the anode-side boundary. The right-hand-side boundary is the downstream cathode side. The cathode-side potential \( \phi_c \) is also uniformly assumed, and ions and neutral particles flow out from this boundary. The periodic boundary condition is assumed on the top and bottom boundaries. The magnetic flux density \( B \) is assumed to have only the z-(radial) component. \( B \) has a distribution in the x-direction, while it is assumed to be uniform in the y-direction. The magnetic field distribution is fixed during the simulation.

### V. RESULTS AND DISCUSSION

#### A. Plasma instability

The simulation was started with the initial condition of azimuthally uniform plasma property distributions. After approximately 1 \( \mu \text{s} \), plasma instabilities arose, and after approximately 5 \( \mu \text{s} \), the instabilities were saturated. The temporal two-dimensional plasma property distributions after 200 \( \mu \text{s} \) are shown in Fig. 3 (Multimedia view). The behavior of the plasma instability can be clearly observed in the videos. These videos show the plasma characteristics during the 25 \( \mu \text{s} \) after taking the snapshots in Fig. 3. Although the thruster operation condition of small breathing-mode oscillation was selected for the thruster used in this simulation, a breathing-mode with a frequency of 30 kHz was still observed. The gradual change in the ion number density shown in the video was due to breathing-mode ionization oscillation. The neutral number density, ionization rate, and electron temperature were relatively stationary. The distributions of these properties were almost uniform in the \( y \)- (azimuthal) direction. The quiet behaviors of the neutral number density and ionization rate indicated that the instability simulated in this study had little relevance to the ionization oscillation.

The ion number density and plasma potential presented strong instabilities. The behaviors of these instabilities were complicated. In the region of \(-10 \text{ mm} < x < 2 \text{ mm} \), which was upstream of the acceleration zone, the plasma potential was almost uniform in the \( y \)-direction. Around the accelera-
tion zone of $5 \text{ mm} < x \leq 15 \text{ mm}$, the plasma potential became unstable with apparently random structures. The ion flow was also unstable, and the accelerated ion flow in the downstream plume region of $15 \text{ mm} < x \leq 30 \text{ mm}$ was intermittent. A temporal structure of ion number density in the downstream plume region is visualized in Fig. 4. The intermittent plasma structure was supposed to consist of several waves of different wave numbers, as discussed in Sec. V D. The mixed-wave structure essentially moves in the $+x$-direction according to the accelerated ion velocity. Because the ionization zone of high $q_{\text{ion}}$ did not move in the $x$-direction during the instability, the intermittent structure was caused by the interplay of plasma density and potential fluctuations, rather than the ionization.

Owing to the unstable plasma potential, the $x$- and $y$-electric fields also fluctuated. The amplitude of the fluctuation in $E_x$ is on the order of $10^4 \text{ V/m}$. In the Hall thruster discharge, the axial electric field in the acceleration zone was typically $\sim 10^4 \text{ V/m}$. Therefore, the magnitude of the fluctuation in $E_x$ was on the same order as the stationary part, and the instability had a significant effect on the ion motion. The amplitude of the fluctuation in $E_y$ is on the order of $10^3 \text{ V/m}$, and it is smaller than the amplitude of $E_x$ by one order of magnitude.

The magnetized electron flow is strongly affected by the instability. Both the $x$-electron velocity and $y$-electron velocity are highly oscillatory because of the fluctuating electric fields.
and electron pressure \((en Tx)\). This instability is induced in the acceleration zone and plume region, where 5 mm < x < 30 mm. In these regions, ∂B/∂x < 0 and ∂ne/∂x < 0, and the criterion for the induction of GDI is satisfied. The magnitude of the oscillatory \(u_{ex}\) is \(10^3\) m/s, and the magnitude for \(u_{ey}\) is \(10^6\) m/s. This magnitude relationship is opposite from that for the electric field because the oscillatory part of \(u_{ex}\) is induced by \(E_y\), whereas \(u_{ey}\) is affected by \(E_x\) because of the E×B drift. An oscillation was observed in the very upstream region of x ≤ 5 mm. In this region, ∂B/∂x > 0 and ∂ne/∂x > 0, and thus, a small GDI is supposed to be induced. However, as shown in Sec. V B, the instability in this upstream region has little influence on the cross-field electron transport.

The fluctuation amplitudes of various plasma properties were quantitatively evaluated at x-positions of 0 mm, 8 mm, and 24 mm, as listed in Table II. These three x-positions correspond to the locations of the peak plasma density, acceleration, and plume zones, respectively. For instance, the fluctuation amplitude and equilibrium value of the plasma potential were respectively calculated as

\[
\bar{\phi} = \sqrt{\frac{1}{2\pi} \int_0^{2\pi} \phi^2 dy},
\]

\[
\bar{\phi} = \frac{1}{2\pi} \int_0^{2\pi} \phi dy.
\]

Furthermore, the oscillatory and stationary quantities were respectively averaged during 30 µs. In Table II, the fluctuation amplitudes were normalized by the equilibrium quantities, whereas the amplitude of the y- (azimuthal) electric field \(\bar{E}_y\) was not normalized because \(\bar{E}_x \approx 0\). It was found that the oscillatory part of the electron flow velocity was much larger than the stationary part at x-positions of 8 mm and 24 mm. Thus, the electron flow was significantly affected by the plasma instability, especially in the acceleration and plume regions.

The electron flow exhibits vortex-like structures as visualized in the videos. This flow field is different from the simulation results of the kinetic ECDI in Hall thrusters, in which a specific mode of azimuthal wave is typically observed. The present hybrid particle-fluid simulation is targeted to the fluidic GDI, and the obtained vortex-like flow field reflects the characteristics of the GDI, as discussed in Sec. V D. The spatial scale of the vortex-like structures is considered in Sec. V C.

Azimuthally averaged plasma property distributions in the x- (axial) direction are shown in Fig. 5. The peak ion number density is on the order of \(10^{18}\) m\(^{-3}\) at x = 1 mm (middle of the discharge channel). The ion flow velocity becomes negative in the upstream region of the discharge. These properties are similar to the typical Hall thruster discharge characteristics. The acceleration zone and peak of the electron temperature exist downstream of the channel exit. These characteristics have been observed in the measurement results of anode-layer-type Hall thrusters.

| x        | 0 mm (peak density) | 8 mm (acceleration) | 24 mm (plume) |
|----------|---------------------|---------------------|--------------|
| \(\bar{n}_i/\bar{n}_i\) | 0.24                | 0.21                | 0.53         |
| \(\bar{\phi}/\bar{\phi}\) | 5.7 × 10\(^{-3}\) | 0.050               | 0.044        |
| \(\bar{T}_e/\bar{T}_e\) | 7.2 × 10\(^{-3}\) | 5.4 × 10\(^{-3}\) | 0.016        |
| \(\bar{E}_y\) | 290 V m\(^{-1}\) | 1600 V m\(^{-1}\) | 420 V m\(^{-1}\) |
| \(\bar{u}_{ex}/|\bar{u}_{ex}|\) | 1.2                 | 18                  | 16           |

The azimuthally averaged \(u_{ex}\) is on the order of \(10^4\) m/s, which is smaller than the oscillatory part of \(u_{ex}\) shown in Fig. 5(h) by one-order of magnitude. The azimuthally averaged \(u_{ey}\) is small in the plume region, where magnetic confinement is relatively strong, whereas the amplitude of the instability becomes large in this region. Azimuthally averaged \(u_{ey}\) is on the order of \(10^3\) m/s, and this is smaller than the nonaveraged \(u_{ey}\) in Fig. 5(i) by one-order of magnitude. Azimuthally averaged \(u_{ey}\) shows a double-peak structure at approximately...
$x = 5 \text{ mm}$, which indicates that there is a shear in the azimuthal electron motion. This location is consistent with the region where instability arises. This type of velocity shear was observed in other numerical simulations in the axial-azimuthal domain, and the shear was considered to be related to the stabilization and saturation of the instability. The formation process and physical meaning of the double-peak structure in the Hall thruster discharge plasma will be considered in a subsequent study.

In summary, plasma instability in the axial-azimuthal domain of a Hall thruster is simulated by a hybrid model with a nonoscillatory electron fluid calculation. The plasma instability exhibits a complicated plasma structure, which is considered to consist of several waves of different wave numbers. Perturbation analyses are useful for investigating the characteristics of the plasma instability, such as the growth rate. Therefore, we performed linear perturbation analyses of the simulated plasma properties in Sec. V D. The simulation results were compared with perturbation theories to validate the present numerical model for the GDI.

### B. Electron transport enhancement

The effects of the simulated plasma instability on the axial cross-field electron transport are discussed in this section. Because the kinetic ECDI is not included in the hybrid model used in this study, the electron transport enhancement induced solely by the GDI was analyzed. In the drift-diffusion equation for the electron fluid, the electron current density in the x- (axial) direction $j_{e,x}$ is expressed as

$$ j_{e,x} = j_{e,x,\text{diffusion}} + j_{e,x,\text{drift}} $$

$$ = \mu_\perp \left( -e n_e \frac{\partial \phi}{\partial x} + \frac{\partial}{\partial x} (e n_e T_e) \right) $$

$$ + \mu_\parallel \Omega_e \left( -e n_e \frac{\partial \phi}{\partial y} + \frac{\partial}{\partial y} (e n_e T_e) \right), \tag{23} $$

where $j_{e,x,\text{diffusion}}$ is induced from the x- (axial) gradients, and it corresponds to classical diffusion. $j_{e,x,\text{drift}}$ is from the y- (azimuthal) gradients, and it corresponds to the $E \times B$ and diamagnetic drifts. By taking the azimuthal average of Eq. (23), the net electron current density can be defined as

$$ \overline{j_{e,x}} = \overline{j_{e,x,\text{diffusion}}} + \overline{j_{e,x,\text{drift}}}. \tag{24} $$

If one considers the net electron current flowing in the x-direction, the effect of diamagnetic drift (pressure gradient in the y-direction) is canceled when it is integrated in the y- (azimuthal) direction. Thus, only the $E \times B$ drift (potential gradient in the y-direction) contributes to $\overline{j_{e,x,\text{drift}}}$. Furthermore, the effective electron mobility is considered based on the simulation results. In axisymmetric simulations of $E \times B$ plasma devices, one cannot handle the gradients in the azimuthal direction. In this case, the cross-field electron mobility is artificially modified to include the effects of electron transport enhancement induced by $E \times B$ drift, which is known as the effective electron mobility $\mu_{\perp,\text{eff}}$. It would be valuable to extract $\mu_{\perp,\text{eff}}$ based on the present simulation results.

In Fig. 6, contributions from the diffusion and drift effects are also plotted. [Associated dataset available at http://dx.doi.org/10.5281/zenodo.4695404 (Ref. 42).]

The x-distribution of the net electron current density $\overline{j_{e,x}}$ is shown in Fig. 6. The $\overline{j_{e,x}}$ at the right-hand side boundary corresponds to the electrons coming from the cathode to the calculation domain. Here, the net electron flow is oriented toward the anode. After passing through the main ionization zone around the channel exit, $\overline{j_{e,x}}$ increases. Finally, electrons flow out to the anode at the left-hand side boundary, which is the main factor of the discharge current. Electron flux conservation is strictly calculated in the present simulation. The balance among the cathode-side electron current, anode-side electron current, and the generated electron amount per unit time is strictly satisfied with an error of less than $10^{-5} \text{ A}$, while the discharge current is around 2.5 A.

In Fig. 6 contributions from the diffusion effect ($\overline{j_{e,x,\text{diffusion}}}$) and drift effect ($\overline{j_{e,x,\text{drift}}}$) are also plotted. Inside the hollow anode, the diffusion effect is predominant in the electron transport because the neutral atom density is large inside the hollow anode, and the classical electron diffusion yields sufficient electron transport toward the anode. At around the channel exit, $\overline{j_{e,x,\text{drift}}}$ starts to increase downstream, whereas $\overline{j_{e,x,\text{diffusion}}}$ decreases. In the acceleration and plume regions where $5 \text{ mm} < x$, the drift effect overweights the diffusion effect, and the $\overline{j_{e,x,\text{drift}}}$ is the predominant factor in the cross-field electron current. The drift effect is caused by the
y-electric field that is generated solely by plasma instability. Further, it is shown that a significant cross-field electron flux is induced by plasma instability in the acceleration and plume regions.

The effective electron mobility is shown in Fig. 7 as a function of the x-position. For reference, the azimuthally averaged classical electron mobility obtained from the simulation is also plotted. Similar to the electron current density, the cross-field electron transport inside the hollow anode is well represented by the classical electron mobility. The classical electron mobility continues to decrease from the channel exit towards downstream because of the strong magnetic flux density and depleted neutral atom density. The effective electron mobility becomes greater than the classical mobility in accordance with plasma instability induction. In the downstream region, where the drift effect overwhelms the diffusion effect, the effective electron mobility is greater than the classical mobility by one order of magnitude. The trend of the effective electron mobility obtained in this study is qualitatively similar to the empirical data 

The effective Hall parameters are shown in Fig. 8 as a function of the x-position. Here, the azimuthally averaged classical Hall parameter, expressed as Eq. (3), is also plotted. The effective Hall parameter is almost the same as that of the classical diffusion, in the region inside the hollow anode. However, the effective Hall parameter is smaller than the classical Hall parameter in the acceleration zone and plume regions downstream of the channel exit. The reduced Hall parameters indicate that the magnetic confinement of the electrons is weakened with respect to the theoretical expectation of the classical diffusion theory. In the case of the Z-θ simulation of Hall thrusters, the magnitude of non-diagonal elements in the mobility tensor is not so large ($Ω_e ≈ 10^3$). However, the discretization error may result in the inaccurate analysis of the cross-field electron transport. In addition, numerical diffusion is introduced in the potential solver as described in Sec. III A. Thus, it is necessary to evaluate the grid convergence in terms of the instability and electron transport properties.

C. Grid convergence

The computational accuracy on the electron transport property is considered. The governing equation for solving the potential in Eq. (3) is the so-called anisotropic diffusion equation, and it is known that a calculation for this type of equation tends to include a large discretization error 

In summary, the plasma instability simulated by the hybrid particle-fluid model enhances the cross-field electron transport in the axial direction, especially in the downstream plume region. In addition, the plasma instability reduces the effective Hall parameter, which indicates that the magnetic confinement of electrons is weakened. To simulate the cross-field electron transport more accurately and reproduce the experimental measurement, radial effects including diffusive ion flow in the plume region need to be considered. In the present study, the effects of the radial expansion of the plasma are neglected to focus the model on axial-azimuthal instability. Further detailed quantitative validation of the cross-field electron transport should be conducted in a future study, such as that in Ref. 32, and it should include the radial effects.

FIG. 7. Effective electron mobility distribution. The electron mobility from classical diffusion is plotted for comparison. [Associated dataset available at http://dx.doi.org/10.5281/zenodo.4695404] (Ref. 42).
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The GDI shows a dependence on the grid, and a grid convergence is not obtained. There is a possibility that the model for providing the minimum scale of the vortices is not included in the present model. Because plasma instability is generated in the magnetized electron flow, the scale of the vortex structures may be related to the electron Larmor radius. However, the finite Larmor radius effect is not included in the electron fluid model. In turbulent flow simulations, the minimum scale of the vortex is called the Kolmogorov scale, which is dependent on the viscosity of the flow. The present electron fluid model is based on the simplified drift-diffusion equation, and the viscosity tensor is not included. In Ref. 19, the authors reported that the finite electron Larmor radius effects on the GDI can be considered via electron gyroviscosity. Therefore, if the gyroviscosity tensor is included in the electron fluid model, the Kolmogorov scale of GDI may appear in the simulation of the hybrid model.

Another finding in Fig. 9 is that the amplitude of the oscillatory $E_y$ and $u_{e,x}$ do not significantly differ among the different grid-resolution cases. The fact that the amplitude of $E_y$ does not change implies that in the coarse grid of $48 \times 48$, the plasma potential $\phi$ has a relatively large oscillation amplitude with a large spatial scale, whereas the results of fine grid systems show small $\phi$ oscillations with small spatial scales. Because the amplitude of $u_{e,x}$ depends on $E_y$, $u_{e,x}$ also shows a small dependence on the grid resolution.

The distributions of effective electron mobility $\mu_{\perp,eff}$ in Eq. 25 are plotted in Fig. 10 for several grid systems. In all the results of the different grid systems, the cross-field electron transport is significantly enhanced from the classical electron mobility. As shown in the results of the coarse grid systems of $48 \times 48$ and $60 \times 60$, the $\mu_{\perp,eff}$ is underestimated in all calculation regions, compared with the results of the finer grid systems. This is because the coarse grid systems cannot resolve small-scale instabilities, and thus, the effect of electron transport enhancement is partially obscured. Simulations with fine grid systems of $90 \times 90$, $108 \times 108$, and $126 \times 126$ yield consistent distributions of $\mu_{\perp,eff}$. As shown in Fig. 9, the scale of the vortices that can be resolved in these grid systems is slightly different. However, the very small vortices whose sizes are the sub-grid scale of $90 \times 90$ have little effect on the electron transport enhancement. From this result, one can consider that resolving the minimum scale of the instability may not be necessary for analyzing effective electron transport; further, the simulation for large eddies can be used for electron transport analysis.

The grid convergence of $\mu_{\perp,eff}$ observed in Fig. 10 indicates that the effect of the numerical diffusion is not significant in the cases of fine grid systems, and the simulated electron transport property is based on the physics of the GDI. The fact that the enhanced electron transport property is obtained with a reasonable number of grids in the whole circumference domain indicates the possibility of further use of the Z-$\theta$ hybrid model. First, the obtained electron transport property is used as an anomalous electron transport model in Z-R axisymmetric simulations. One can also consider a coupled simulation of the Z-$\theta$ and Z-R models for high-fidelity simulations of the Hall thruster discharge with the small com-
putational load of the hybrid model. Further, the entire circumference simulation may enable in-depth analyses of long-wavelength rotating spokes and thruster operations with artificial inhomogeneities.

D. Comparison with perturbation theories

The simulation results were compared with perturbation theories to investigate the relationship between the simulated plasma instability and the theory of GDI. Linear perturbation analyses were performed based on the stationary plasma profiles obtained from the simulation. The growth of the simulated plasma instability was compared to that obtained by linear analyses. Procedures for applying linear analysis are as follows. (1) The axial profile of the time-averaged plasma distributions is assumed to be the zeroth-order stationary profile. (2) The azimuthal wave mode number is obtained by applying a fast Fourier transform (FFT) analysis to the plasma instability in the numerical simulation. (3) The zeroth-order stationary profile is inserted into the dispersion relations based on the GDI theory, which are evaluated locally. (4) The local growth rate of the dispersion relation was assessed for the assumed azimuthal wave mode number.

In this study, linear and local perturbation models proposed by Esipchuk and Tilinin and Frias et al. were used for perturbation analyses. The dispersion relations in these perturbation models were summarized in Ref. In brief, Esipchuk’s model is based on a model of quasineutral, two-fluid, and collisionless plasma without electron inertia. This model reflects the fundamental characteristics of the GDI, driven by a combination of magnetic flux and plasma density gradients. Frias’s model is also a GDI model that assumes quasineutral, two-fluid, and inertialless electrons, which considers the compressibility of electrons. The dispersion relations in these models analyze perturbative solutions that grow on the stationary profile of the plasma properties for an assumed wave mode number. The x- (axial) distributions of the time-averaged simulation results shown in Fig. were assumed as the stationary zeroth-order profile.

In addition, the azimuthal wave mode number \( m \) was obtained from the simulation results. \( m \) corresponds to the number of waves in the full circumference of the discharge channel. An FFT was applied to the y- (azimuthal) direction of \( E_y \) to estimate the wave mode number. The spectral density was obtained for each temporal distribution of \( E_y \), and then time-averaged quantities were obtained for the dataset during 5 \( \mu \)s. The spectral densities of various azimuthal wave modes and x-position are shown in Fig. with an arbitrary unit. A high spectral density was observed in the region of \( 6.5 \text{ mm} < x < 9.5 \text{ mm} \), which corresponds to the acceleration zone. The existence of various mode numbers ranging \( 5 < m < 40 \) was confirmed. As discussed in Sec. the simulation showed a complicated plasma structure. The FFT results indicate that the plasma flow consists of several waves with various wave numbers. However, the peak was detected at \( m = 16 \) in the FFT result, and this wave mode was considered to be the primary component of the instability. Hence, the azimuthal wave mode number was assumed to be \( m = 16 \) for the perturbation analyses.

Figure shows the growth rate distributions obtained by the linear perturbation models. Note that only the points with positive growth rates are plotted in this figure. The perturbation models indicate that the GDI rises in the acceleration and plume regions where \( x > 6.6 \text{ mm} \). The peak growth rates
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FIG. 12. Growth rate distributions obtained from the linear GDI models. Only positive growth rate points are plotted.

FIG. 13. Time history of $\tilde{E}_y$ during the initial evolution of the simulated GDI. The growth rates obtained from the linear GDI models were plotted for comparison.

were 0.32 MHz at $x = 6.6$ mm and 0.39 MHz at $x = 7.7$ mm in the results of Esipchuk and Frias models, respectively. These points are the origin of the GDI in the perturbation models. Furthermore, these points are included in the high-spectral-density region in Fig. 11. Therefore, it was concluded that the GDI observed in the numerical simulation agreed with the perturbation theory in terms of the source location of the instability.

The growth rates were compared between the numerical simulation and perturbation models. To analyze the growth of the instability in the numerical simulation, the simulation was restarted with an initial condition of a uniform plasma property in the $y$-direction, with the $x$-distributions of the stationary plasma profile in Fig. 5. The amplitude of the simulated oscillation was evaluated by the $\tilde{E}_y$. $\tilde{E}_y$ was calculated in the same manner as the one in Table II. Then, $\tilde{E}_y$ was averaged in the region of $6.5 \text{ mm} < x < 9.5 \text{ mm}$, where the spectral density was high, as shown in Fig. 11.

The time history of $\tilde{E}_y$ after restarting with an azimuthally uniform profile is shown in Fig. 13. The initial value of $\tilde{E}_y$ is assumed to be caused by the statistical noise on the ion particle model. Although the time history of $\tilde{E}_y$ is not monotonic, one can recognize that the oscillation grew during the initial phase of 2.0 $\mu$s. The growth rate of the simulated instability was evaluated by fitting a line to the data of $\tilde{E}_y$ in the initial 2.0 $\mu$s. The growth rate of the instability in the numerical simulation was estimated as $\gamma = 0.35$ MHz. This value quantitatively agrees with the growth rates obtained from the Esipchuk and Frias perturbation models. An agreement was confirmed between the present numerical simulation and perturbation models in terms of the growth rate.

The grid convergences of the plasma instability and effec-
tive electron mobility are analyzed. The size of the vortex-like structures in the instability shows a dependence on the grid system. Small-size vortices were resolved in the fine grid systems. However, the amplitude of the induced azimuthal electric field and axial electron velocity did not differ significantly depending on the grid resolution. The grid convergence was confirmed in the effective electron mobility distribution.

The comparison between the simulation results and the perturbation analyses clearly demonstrated that the simulated plasma instability agrees with the theory of GDI. The FFT analysis of the simulated instability showed that the instability was induced in the acceleration region. This region is consistent with the locations of high growth rates predicted by the perturbation models. In addition, the growth rate of the simulated instability was estimated as 0.35 MHz, which quantitatively agreed with those obtained from the perturbation analyses. The hybrid particle-fluid model was useful for the analyses of the GDI and the cross-field electron mobility could be significantly enhanced by the GDI.
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