Dissecting global air traffic data to discern different types and trends of transnational human mobility
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Abstract

Human mobility across national borders is a key phenomenon of our time. At the global scale, however, we still know relatively little about the structure and nature of such transnational movements. This study uses a large dataset on monthly air passenger traffic between 239 countries worldwide from 2010 to 2018 to gain new insights into (a) mobility trends over time and (b) types of mobility. A time series decomposition is used to extract a trend and a seasonal component. The trend component permits—at a higher level of granularity than previous sources—to examine the development of mobility between countries and to test how it is affected by policy and infrastructural changes, economic developments, and violent conflict. The seasonal component allows, by measuring the lag between initial and return motion, to discern different types of mobility, from tourism to seasonal work migration. Moreover, the exact shape of seasonal mobility patterns is extracted, allowing to identify regular mobility peaks and nadirs throughout the year. The result is a unique classification of trends and types of mobility for a global set of country pairs. A range of implications and possible applications are discussed.
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1 Introduction

Human mobility across national borders is one of the key phenomena of our time. Yet, at the global scale, our knowledge about the structure and nature of such transnational movements is still limited. Conventional studies often rely on administrative data and surveys gathered by international organizations such as the United Nations, the World Bank, or the World Tourism Organization. However, these sources tend to focus on specific types of mobility such as migration, tourism, or asylum-seeking and have some limitations regarding coverage and accuracy. For the study of many issues related to planet-scale human mobility, from the spread of epidemics [1] and microbial mass movement [2] to climate change [3] and the emergence of global systemic risks [4], more fine-grained information on cross-border mobility in all its facets is needed [5].

A new strand of research has drawn on mobile-phone data to detect patterns of human mobility [6–11]. However, such studies are usually restricted to the local or, at best, national scale. A global dataset based on such data is hard to obtain due to the limited...
coverage of single mobile-phone service providers and the confined dissemination of specific smartphone-based navigation apps among the global population. Several studies have used email traffic [12] or social networks such as Facebook [13, 14], Twitter [15, 16], Google+ [17], or LinkedIn [18] to make inferences about global mobility. While these approaches are certainly valuable and have led to important new insights, the reliability of such digital trace data to obtain a comprehensive picture of global mobility can be questioned in a world where smartphone user penetration will only reach 38.5 percent in 2020 [19], half the world population is still offline today [20], and social media usage rates vary across countries depending on age and sex [14]. It is thus desirable to gather information from further sources to see whether different approaches lead to similar estimates.

Here, we propose to use air traffic data as a valuable alternative resource to make inferences about trends in and types of transnational human mobility. We use a large dyadic dataset that covers monthly air passenger traffic between 239 countries and territories worldwide from January 2010 to March 2018. This dataset is quite unique in both its temporal granularity, spatial scope and completeness. It provides estimates of the number of passengers on commercial flights operated globally and covers more than four million ties of transnational human mobility. While we acknowledge that this is still a partial take on global cross-border mobility, as people employ other transportation means (trains, buses, private vehicles, ships, ferries, or even their own feet) to move from one country to another, recent research comparing this source with world tourism data indicates that 44 percent of registered cross-border travels occur through commercial flights, and that this proportion increases at rising distances between countries [21]. Differently from studies relying on digital trace data, which are unable to estimate which part of the universe of journeys they cover, we know that we include almost half of all international travels worldwide, and the whole of air-based travels. Moreover, the significant decline of flying costs relative to other transportation means (particularly, ships, trains and private vehicles) since the late 20th century [22, 23] entails an ongoing democratization of access to air travel.

While earlier studies have already drawn on such air passenger data [24, 25], we argue that past research has not made full use of what is perhaps the most specific and valuable feature of this data: its fine-grained chronological resolution, i.e., the fact that it is available monthly. Our study exploits this unique asset and presents two major innovations that promise to advance the field. This is possible through a time-series decomposition that is used to extract a trend and a seasonal component. The trend component permits—in more temporal detail than previous sources—to examine the development of mobility between countries and to test how it is affected by policy and infrastructural changes, economic crises, violent conflicts, and similar events and processes. The second innovation is possible through the seasonal component, which allows, by measuring the lag between initial and return motion, to discern different types of mobility, from tourism to seasonal work migration, that dominate between specific country pairs. The exact shape of seasonal mobility patterns permits to identify, for each pair of countries, regular mobility peaks and nadirs throughout the year. The result is a unique classification of trends and types of mobility for a global set of country pairs that is publicly accessible via the KCMD Dynamic Data Hub, which we invite interested readers to explore: https://bluehub.jrc.ec.europa.eu/migration/app/?state=5d6005b30045242cabd750a2.

This article is structured as follows. We first further describe the data and methods used. Next, we present the results, focusing first on the analysis of the trend component and then
on the analysis of the seasonal component. We close with a summary and discussion of the implications and limitations of the study.

2 Data and methods

The analysis is based on an air passenger dataset provided by Sabre, a private company that collects data directly from the airline industry [26]. The dataset contains information on air traffic, in terms of the number of passengers per month, traveling from one country to another. It covers worldwide air traffic from January 2010 to March 2018 between 239 countries and territories, resulting in a network of 45,444 country pairs. Overall, we are thus able to analyze the size and structure of more than four million ties of transnational human mobility.

The dataset covers historical origin-destination traffic as a measure of the total number of passengers flying between any two points, regardless of whether the flights are direct or indirect. Sabre produces the data using proprietary algorithms and does not report potential biases or incompleteness of the data. The commercially available dataset was accessed by the European Commission’s Joint Research Centre, which pre-processed the data and ran the time-series decomposition as described in the next section. While the raw data is not freely available, a set of derived indicators is accessible online (see Availability of Data and Materials section at the end of this article). Furthermore, there is an open-access dataset of annual country-to-country travel estimates that are derived from the air passenger trend data we describe below, merged with tourism data and adjusted for distance [21]. This data can be openly accessed for further analysis and research.

2.1 Data preparation and time-series decomposition

The main innovations of this study are possible through a time-series decomposition that allows to dissect the raw overall air passenger flow between two countries into a trend component and a seasonal component. This technique, implemented via the Python library statsmodels [27], allows to separate and extract clean signals from the raw data. Figure 1 illustrates the outcome of this method in the example case of air traffic from
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**Figure 1** Decomposing the data into three components. The graph shows the example case GBR→ITA. The decomposition treats the series as a combination of trend, seasonal, and noise components. The trend time-series decomposition is based on a moving window, which results in the removal of the first and the last six months of the time series. The seasonal component reoccurs each year.
Great Britain to Italy (GBR→ITA). Figure 1(A) shows the original time series, which is characterized by both an increase in mobility over time and a certain regularity that re-occurs every year. The decomposition of the time series allows to separate and extract these trend (Fig. 1(B)) and seasonal (Fig. 1(C)) components, together with a residual component (Fig. 1(D)). Due to the nature of the technique, which uses a moving window, the first and the last six months of the trend time series are removed. The seasonal component consists of 12 data points, one for each month, representing the average across years. The residuals are white noise (i.e., their distribution is Gaussian), which indicates that the decomposition correctly approximates the actual time series. Throughout this study, we will ignore the residuals and focus on the trend and seasonal components to gain new insights into over-time developments and types of mobility.

With respect to the seasonal component, it has to be considered that between most country pairs globally no meaningful seasonal patterns exist, since the number of people moving between these countries is not high enough. Therefore, there is a need to define thresholds from which seasonal components are actually considered to be meaningful due to their size, both in absolute and relative terms. With respect to the absolute size, we treat a seasonal component as meaningful if the highest peak (i.e., the month in the year during which most people move regularly) is $\geq 500$ passengers. This threshold corresponds to the 90th percentile of the rank-ordered distribution of peaks. While this limit is of course arbitrary by nature, manual inspection of cases just above the 500-passenger threshold shows that such seasonal patterns are meaningful (see e.g., the cases of BOL→PER and ARG→THA in Fig. 9 and their discussion below). For cases below the 500-passenger threshold, we argue that they are too susceptible to fluctuations to be considered meaningful and stable seasonal patterns. With regard to the relative size of the seasonal effect, we compute the ratio between the number of people moving during the peak month and the mean overall number of passengers per year (henceforth peak ratio), to get an understanding of the relevance of the seasonal component.

Figure 2 shows the resulting distribution of peak ratios. We exclude a small number of odd outliers with a peak ratio $\geq 3.9$. The remaining cases in the distribution are meaningful, with larger values indicating that the seasonal effect is dominant compared to the overall amount of mobility occurring between two countries, while smaller values suggest that the seasonal component constitutes only a small share of the total air passenger flow. After applying the two thresholds (i.e., a peak $\geq 500$ passengers and a peak ratio $\leq 3.9$), around 4500 country pairs (out of 45,444) remain in the analysis of the seasonal component.
2.2 Methods used to analyze the trend component

In the analysis of the trend component, we aim to address the following questions:

1. Does the mobility between countries increase or decrease over time?
2. How strong is this change typically?
3. Can we detect how sociopolitical and economic events and processes affect mobility flows?
4. How is air passenger traffic related to migration flows?

To answer question (1), we describe and classify the trend using the Spearman's rank correlation $r_s$ between the trend (i.e., the number of air passengers in a given year) and time (i.e., the year). This allows to see if the trend is monotonously increasing (values close to $r_s = 1$ with $p < 0.05$), decreasing (values close to $r_s = -1$ with $p < 0.05$), or rather stable or fluctuating (with $p \geq 0.05$) across the years under study [28].

To answer question (2), we compute the difference between the number of passengers travelling between $A$ and $B$ in the first and the last year under study (i.e., the 2016 value minus the 2011 value), divided by the population size of the country of origin (to make numbers comparable across countries of different sizes). Values greater than 0 denote an increase; values smaller than 0 denote a decrease, and values = 0 denote no change between the two years.

To answer question (3), we draw on a more qualitative approach, using external information to look at several example cases to study how policy and infrastructural changes, economic crises, and conflicts affect mobility between countries. While this analysis is not exhaustive, we hope it will provide valuable starting points for further research in this direction.

To answer question (4), we make use of the bi-directional nature of the data. In specific, we compute the difference in the cumulative sum of passengers over the years for both directions ($A \rightarrow B$ minus $A \leftarrow B$). We test whether a divergence between the two might indicate that some of the passengers stay in the surplus country to become migrants. If successful, this step may contribute to better estimating the size of “shadow populations” [29], i.e. the amount of illegal, undocumented migration, which is by definition hard to measure. In addition, we test whether there is a correlation between the trend in air passenger traffic and the trend in migrant flows between countries across the years under study. To make these comparisons, we draw on OECD migration flow data [30].

2.3 Methods used to analyze the seasonal component

To analyze structural similarities and chronological divergences between incoming and outgoing seasonal traffic between countries in a systematic way, we draw on cross-correlations. This method allows to test the similarity between two series, taking the displacement of one relative to the other into account. Cross-correlations are applied in many scientific contexts, from signal processing in echolocating mammals [31] and radar systems [32] to electron tomography [33] and biometric fingerprint matching [34]. Here, we use this method to measure how many months are needed to shift one seasonal time series in such a way that the incoming and outgoing traffic between a pair of countries are best aligned.

Figure 3 illustrates how this works. Subgraph (a) shows an example case (ESP $\leftarrow\rightarrow$ ITA) where both time series (i.e., mobility from Spain to Italy and from Italy to Spain) are perfectly aligned ($corr = 1.0, p < 0.05$) without having to shift one time series by one or
Figure 3 Measuring asynchronicity in mobility between country pairs via cross-correlations. The lag indicates the months needed to best align the incoming and outgoing traffic. Subgraph (a) shows an example of perfect alignment without having to shift one relative to the other. Subgraph (b) shows an example where a shift of 3 months is needed to best align the two. The lag is a reasonable estimate of the average duration of the trip.

more months relative to the other (lag = 0). By contrast, Fig. 3(b) shows an example case (EGY ←→ MYS), where the two time series (i.e., mobility from Egypt to Malaysia and from Malaysia to Egypt) best align only after one of the two series is shifted (or “turned” to use a term that better fits the round radar-plot illustration) relative to the other by 3 months. We argue that the lag that corresponds to the highest cross-correlation for a given country pair provides an indication of the average duration of the trip, with higher lags suggesting longer stays abroad. In the example, trips between Egypt and Malaysia would thus typically last longer than trips between Spain and Italy. Furthermore, we argue that this lag allows to classify seasonal components into different patterns that correspond to different types of mobility. In specific, we will demonstrate that a lag of 0 months indicates mass tourism, a lag of 1 month suggests individual tourism over longer distances, and a longer lag hints to seasonal work migration dominating the seasonal mobility between the two countries.

3 Results
In the following, we subsequently discuss the analysis of the trend component and the seasonal component.

3.1 Trend analysis

3.1.1 Identifying ascending and descending trends
Did transnational human mobility typically increase or decrease in the time frame under study? To answer this question, Fig. 4(a) shows the distribution of Spearman's rank correlations, from $r_s = -1$ (perfect monotonous decrease) to $r_s = 1$ (perfect monotonous increase) in steps of 0.1. They reveal that significant monotonous increases (with $r_s$ in between 0.8 and 1 and $p < 0.05$) occur far more frequently than monotonous decreases (with $r_s$ in between −1 and −0.8 and $p < 0.05$). The cases between (with $r_s$ in between −0.7 and
Figure 4 Assessing change in mobility trends over time. The Spearman’s rank correlations shown in subgraph (a) allow to infer whether a trend is monotonously increasing, decreasing, or stable/fluctuating. The cumulative distribution of the population-size-adjusted difference between the 2016 and the 2011 trend value shown in subgraph (b) illustrates the sizes of the changes. Negative values denote decreases, positive values denote increases. A value of 0.025 for instance denotes an increase in air passenger travels that corresponds to 2.5 percent of the sender-country population. A small number of extreme outliers are excluded.

0.7) hint to stable or fluctuating trends. In specific, around 13,000 country pairs experienced a significant ($p < 0.05$) monotonous increase but only around 2300 country pairs saw a significant monotonous decrease. Thus, monotonous increases occurred 5.7 times more often than monotonous decreases during the observed time frame.$^f$

To get an idea of the typical size of the change, Fig. 4(b) shows the distribution of the population-size-adjusted difference between the number of passengers travelling between $A$ and $B$ in the first and the last year under study (i.e., the 2016 value minus the 2011 value). There are around 30,000 country pairs that experienced more air passenger mo-
bility in 2016 than in 2011 (difference larger than 0), while around 12,000 country pairs experienced less (difference smaller than 0), and around 3000 country pairs had the same number of passengers.

As the figure reveals, the distribution is highly unequal. For the vast majority of country pairs, changes in the amount of passengers were rather minor (as can be seen from the strong clustering of cases around 0 in Fig. 4(b)). However, a small number of country pairs experienced very large increases over time, and an even smaller number of country pairs saw considerable decreases in mobility. For example, among the strong increases, there are 269 observations with a value of \( \sim 0.01 \), which denotes an increase in air passenger travels that corresponds to around 1 percent of the sender-country population. Moving even further towards the top end, there are also five observations with a value of \( \sim 0.1 \), or around 10 percent of the sender-country population. Moreover, the range in the graph is artificially set to \([-0.1, 0.1]\) to be able to better visualize that the distribution is skewed to the right (which makes sense, since increases dominate). This means that a small number of extreme outliers are excluded from the graph. On the negative end, 12 cases with values smaller than \(-0.1\) are omitted, while at the top end, 35 cases with values greater than 0.1 are not shown. The largest decrease corresponds to 23 percent of the sender-country population (U.S. Virgin Islands \( \rightarrow \) United States), while the largest increase corresponds to 4 times the sender-country population (Turks and Caicos Islands \( \rightarrow \) United States).

Table 1 shows the 10 country pairs with the highest decreases and those with the highest increases in mobility in absolute terms (in million passengers) between 2011 and 2016. It reveals that many of the strongest decreases involve passenger traffic to and from Syria, a clear result of the civil war (cf. Fig. 5(f) and its discussion below). The strongest decrease in absolute numbers, however, occurred between Great Britain and Egypt, possibly a result of increased perceived threats of terrorism in Egypt that deter British (and Russian, see ranks 7 and 8) tourists. The UK Government's Foreign Travel Advice for Egypt, for example, states that "Terrorists are very likely to try to carry out attacks in Egypt" [35]. A more detailed analysis of the decrease of mobility between Russia and Egypt follows below (cf. Fig. 5(d)). Notably, most of the highest increases of cross-border mobility between 2011 and 2016 occurred in Asia, specifically between China and Thailand, China and Korea, and Taiwan and Japan. Mobility between Mexico and the U.S. also increased starkly, as did travel between Great Britain and Spain.

| Rank | Highest decrease | Highest increase |
|------|------------------|------------------|
| | Origin | Destination | Difference | Origin | Destination | Difference |
| 1 | EGY | GBR | -0.40 | CHN | THA | 5.6 |
| 2 | GBR | EGY | -0.40 | THA | CHN | 5.6 |
| 3 | SYR | ARE | -0.36 | GBR | ESP | 5.3 |
| 4 | ARE | SYR | -0.35 | ESP | GBR | 5.2 |
| 5 | SAU | SYR | -0.35 | MEX | USA | 4.6 |
| 6 | SYR | SAU | -0.33 | KOR | CHN | 4.5 |
| 7 | RUS | EGY | -0.29 | USA | MEX | 4.2 |
| 8 | EGY | RUS | -0.29 | CHN | KOR | 4.2 |
| 9 | ARE | CIV | -0.22 | TWN | JPN | 3.6 |
| 10 | YEM | SAU | -0.19 | JPN | TWN | 3.6 |
3.1.2 Effects of policy and infrastructural changes, economic crises, and conflict

The trend data can also be used to look at the effect of specific events such as policy changes (e.g., the introduction of visa waiver agreements or the lift of a travel ban), alterations in travel infrastructure (e.g., new airline connections), sudden political instability (e.g., a coup d’état), as well as longer processes such as economic crises (e.g., depressions) and violent conflicts (e.g., civil wars) on the mobility of people. Six examples are shown in Fig. 5. The first four look at the effect of specific events that can be pinpointed to a precise date (indicated by solid arrows in the graphs). The last two examples investigate longer processes that evolve over several years (indicated by dashed horizontal arrows). While the plots alone do not allow us to prove causal effects, we believe that they are able to illustrate several plausible relations and provide a good starting point for further, more
systematic analyses across a larger number of country pairs as well as in-depth analyses of specific cases.

The first example (Fig. 5(a)) shows the effect of a visa waiver agreement between Cape Verde and the European Union on mobility from the African island state to Italy (CPV → ITA). The agreement entered into force on December 1st, 2014 [36] and its effect is clearly visible, with a stark increase of passenger traffic to Italy almost immediately after the liberalization. The second example (Fig. 5(b)) demonstrates the effect of a ban of Russian charter flights to Turkey being lifted at the end of August 2016. The ban had been imposed in 2015 after a Russian combat plane had been shot down by the Turkish air force on the border to Syria, triggering a diplomatic crisis between the two countries [37, 38]. After the ban was lifted, a steep increase in passenger mobility occurred, as visible in the figure.

The next two cases are a bit more complex. The third example (Fig. 5(c)) looks at the possible effect of a new airline connection. In June 2014, budget airline Wizz Air introduced new inexpensive flights between Dortmund in Germany and Tuzla in Bosnia and Herzegovina [39]. This event appears to have had a positive effect on the number of passengers, as Fig. 5(c) reveals. However, the causal relations between demand and supply may be less straightforward in this case: there was already an increase in mobility from 2013 to 2014, before the new connection was introduced (possibly due to a visa liberalization introduced in 2010, see below). It is thus well possible that the airline reacted to rising demand when introducing the new connection. This new connection then led to broader and cheaper supply, which subsequently spurred further demand. Such self-reinforcing effects are well-documented in research on road infrastructure expansion [40].

The fourth example, mobility between Russia and Egypt, illustrates the effects of several violent events in combination (Fig. 5(d)). The initial drop in 2011 may be connected to the Arab spring and the Egyptian revolution, which took place on January 25th, 2011. The second drop in the middle of the time series seems to be due to the coup d’état, which took place on July 3rd, 2013. Two years later, on October 31st, 2015, an Airbus A321-231, operated by the Russian airline Metrojet, exploded shortly after it departed from Sharm El Sheikh, Egypt. The crew and all 224 passengers, most of whom were Russian tourists, died. The consequences of this attack on the perceived security of Egypt as a destination for Russian travellers may partly explain the third sharp drop in Fig. 5(d), when air traffic from Russia to Egypt fell to the lowest levels in the time frame under study. This link is not entirely clear though, since mobility already started to drop before the date in question.

As mentioned above, the final two cases relate to processes rather than events. The fifth example (Fig. 5(e)) shows the effect of the economic depression in Venezuela on air passenger traffic to the United States. The country’s crisis began in 2010, when President Chávez declared “economic war” on speculators in response to rising food prices [41]. As one can see, air passenger mobility from Venezuela to the United States first increased from 2011 to 2013, possibly due to well-off citizens leaving the country via plane. However, when the Venezuelan economy started to rapidly deteriorate and eventually collapse in 2013, the amount of air passengers flying from Venezuela to the U.S. began do drop quickly in 2014 and 2015 and reached very low levels in 2018. This does not mean, of course, that fewer people left Venezuela after 2013 to escape economic hardship. However, rather than flying to more distant countries such as the U.S., many of the recent migrants and refugees, more than 2 million, drove or even walked to neighboring countries in South America [42–44].
A second explanation for the stark decline is the fact that foreign visitors to the country (whose return flights we should see in this graph) may have been increasingly deterred by the unfolding crisis.

The sixth and final example (Fig. 5(f)) illustrates the consequences of a violent conflict, the civil war in Syria, on transnational human mobility. It shows the case of air passenger mobility from Spain, which rapidly decreases as the Syrian civil war escalates from March 2011 onward until it ceases entirely in late 2013.

These example cases show that, compared to conventional sources of global mobility with their yearly or even decadal updates, the high temporal resolution of the air passenger data (i.e., its monthly updates) facilitates the analysis of how specific events and processes affect mobility flows between countries. This highlights the potential of air traffic data to reveal specific sociopolitical and economic drivers behind human mobility across nation-state borders. Potential applications are manifold and range from testing the effects of policies (e.g., changes in visa requirements) on transnational mobility flows to examining the economic consequences of violence (e.g., via the deterrence of tourism after terrorist attacks).

3.1.3 What is the relation between air passenger traffic and migration?

To answer this question, we first look at the cumulative sum of passengers over the years for both directions ($A \rightarrow B$ and $A \leftarrow B$), to test whether a divergence between the two might indicate that some of the passengers stay in the country with the surplus in passengers to become migrants. Figure 6 shows the cumulative distribution of the discrepancies expressed as ratios ($A \rightarrow B$ over $A \leftarrow B$). It indicates that deviations are quite substantial overall. For about 80 percent of cases, the deviation lies below 25 percent (= a ratio of 1.25), but in about 20 percent of the cases, the difference is even larger, with a maximum ratio of 150.

This implies that it is indeed the case that not all passengers who travel via plane to one country return directly to the country of origin. But does this also mean that these people stay on to become migrants? To answer this question, we combined this information with data on migration flows between OECD countries [30]. Results do, however, not show a clear correlation and we conclude that this surplus in mobility in one direction over the other cannot easily be used as an indicator of migration.

We propose three possible explanations for why it is not feasible to carve out such a clear correlation. First, it is difficult to align temporally the inbound and outbound movements to calculate the surplus. Since air passengers data does not allow to track individual passengers or specific cohorts on the basis of their date of entry, the surplus method relies on assumptions about the length of stay of the passengers. The surplus between arrivals
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and departure at the aggregate level may represent migrants with arbitrary combinations of length of stay rather than corresponding to the fixed length of stay above 12 months used as threshold to define a migrant in the official statistics. Also using the differences in cumulative sums like in our case does not solve entirely the problem since it leaves open the question on how to account for the passengers arriving and leaving at the end-points of the period considered for the cumulative sums.

Second, there is a distortion in the data due to existence of hub airports and open jaw flights: people may fly to one central airport (e.g., to Paris, France) and then change air carrier, go by car or train to visit other countries (e.g., in Europe) or even return to their home country from a different hub airport (e.g., Moscow). This phenomenon may also result in discrepancies between the cumulative sum in the two opposite directions ($A \rightarrow B$ vs $A \leftarrow B$) if some hubs are popular entry gates and others are popular exit gates.

The third, and probably most important issue, is linked to the high difference in magnitude between the flows of air passengers and migration. Since the number of air passengers between two countries is several orders of magnitude higher than the number of migrants, any noise or bias in the estimate of the surplus from the air passengers’ data could have disproportionate consequences on the estimates of much smaller migration flows.

The negative result for the use of the surplus method to estimate migration, however, does not mean that there is no relation between air passenger mobility and migration at all. In fact, at the aggregate level of annual bilateral data, we found a strong correlation between the overall number of air passengers moving between a pair of countries (in both directions) and the flows of migrants from OECD statistics ($r = 0.77$, $p < 0.001$, using logarithmic transformed values in both cases).

To illustrate this association, we draw again on the example case of Bosnia and Herzegovina and Germany that was introduced in the previous section. Figure 7 shows the trend in air passenger mobility that we saw earlier, combined with information on migration flows between the two countries. As can be seen, the shapes of the two trends are extremely similar, with the growth in migration flows preceding the proportional growth in air passenger traffic by about three years. The growth of migration flows seems to be (at least partially) attributable to a visa liberalization agreement between Bosnia and Herzegovina and the EU that entered into force in late 2010 [45]. The lagged parallel increase of air passenger traffic three years later seems to demonstrate that many of these migration flows do not take the form of ‘classic’ international migration, consisting of a one-time move to
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**Figure 7** The relation between migration and air passenger mobility in the example case of Bosnia and Herzegovina and Germany
a destination country into which the migrant then fully integrates without ever returning to his or her place of origin. Rather, it seems to follow the newer ideal type of transnational migration, where migrants continue to move back and forth between country of origin and destination, with experiential and cognitive horizons (what philosophers and sociologists call ‘life-worlds’ after Edmund Husserl and Alfred Schütz) spanning across a transnational space that encompasses both countries [46–49]. Hence, the rise in airline traffic after the rise in migration took place is likely due to people from Bosnia and Herzegovina who migrated to Germany returning to their country of origin to visit family and friends, thereby increasing air passenger traffic between the two countries (which may then lead airline companies to install new connections, which reinforces the trend, see above).

The high correlation between the flows of air passengers and of migrants, as reported in OECD statistics, could be determined by the presence of migrants among air passengers but also indicative of the fact that both the flows of air passengers and the flows of migrants between given combinations of countries are influenced by the same geographic and socioeconomic and structural factors that define preferential ties between countries. The anecdotal example of Bosnia and Herzegovina and Germany shows the establishment of these stronger relations through the two events of a visa liberalization at the end of 2010 and the opening of new airline routes a few years later. Although with different lags, these events, which are probably interconnected, determine both the increase of flows of migrants and of air passengers. The strong correlation for the whole dataset and the example of Bosnia and Herzegovina and Germany show the importance of considering migration and transnational human mobility as part of a unique phenomenon shaped by the same forces of modernization and globalization that are at the basis of the established network of international relations between countries.

The fact that both the flows of migrants and of air passengers tend to follow the same preferential bilateral pathways between countries leaves open the possibility of exploiting global air passenger data to get to an estimate of migratory flows especially in the areas of the world less covered by official statistics on migration. One conclusion of our attempt to estimate migration from the air passenger data is that rather than trying to extract the absolute number of migrants (understood as travellers who stay) from the surplus between inbound and outbound flows at different lags, the air passenger data can work as a method of estimation by allowing to quantify the strength of bilateral corridors which both define the movement of migrants and other forms of international mobility such as tourism, business trips and temporary work migration.

3.2 Seasonal analysis

The cross-correlations between the seasonal pattern from A to B and from B to A allow to discern three different patterns that appear to hint to different types of mobility dominating the movements between the country pair in question. The classification into the three patterns depends on the significance of the correlation (p-value), the degree of (a-)synchronicity (lag in months), and the peak ratio (i.e., the relative importance of the seasonal component, see above). The higher the correlation, the clearer the case, in all three patterns.

Figure 8 shows the distribution of lags for all country pairs with a meaningful seasonal effect (in line with the two thresholds introduced above). In the majority of cases, the series are aligned (lag = 0), but for some country pairs, they are not (lag > 0). We will see
that despite being relatively rare, these asynchronous cases are very interesting because they appear to be connected to different kinds of mobility than the synchronous ones. A peculiarity is the fact that only lags of 0 and 6 months are unambiguous. All other cases have two interpretations: a lag of 1 month equals a lag of 11 months when the opposite direction of mobility is considered, 2 months correspond to 10, 3 to 9, 4 to 8, and 5 to 7. From the seasonal air passenger data alone, it is not possible to understand which interpretation is more meaningful. Only further, external information about the direction of the flows may help to make such interpretations. We will look at several examples below, including a case where a lag of 1 or 11 months is connected to mobility where individuals tend to spend one month abroad (DEU ←→ VNM) and another where people actually stay 11 months abroad (PHL ←→ SWE). In the following, we first describe the three patterns and give three country-pair examples for each (cf. Fig. 9). Then, we present the systematic, overall picture, looking at structural differences between these patterns globally.

3.2.1 Pattern I: mass tourism ($p < 0.05$, lag = 0)
The first pattern occurs when there is a significant correlation between the two directions ($p < 0.05$) and a high synchronicity (lag = 0). The seasonal pattern of country pairs falling into this category appears to be dominated by mass tourism, visits, and business travel within world regions. Three examples are visible in Fig. 9(A). The first example case is mobility between Great Britain and Italy (GBR ←→ ITA) on the left-hand side. The correlation is high ($r = 1$, $p < 0.05$) and synchronous (lag = 0). The peak season takes place during the European summer months and the flow from Great Britain to Italy is slightly ahead of the reverse flow from Italy to Great Britain (visible from the small divergence in April/May on the one hand and September/October on the other). Both factors taken together seem to suggest that this seasonal pattern is dominated by holiday tourists from Great Britain travelling to Italy during the summer.

The second example (center graph in Fig. 9(A)) shows the flows between Germany and the Dominican Republic (DEU ←→ DOM). The pattern is very similar to the one observed for GBR ←→ ITA, except for the fact that the peak season now occurs during the European winter months. Taking common knowledge about the geographic and socio-economic specificities of the two countries into account, we can assume that this pattern is predominantly driven by German tourists travelling to the Dominican Republic to catch some sun during the cold winter months. Note that this flow spans two world regions and is thus rather exceptional for this pattern.

The third example (right-hand side in Fig. 9(A)) shows the flows between Bolivia and Peru (BOL ←→ PER). While the season is spread relatively evenly across the year, the peak
months are now during the spring of the southern hemisphere (September–November). The flow from Bolivia to Peru seems to slightly precede the reverse flow from Peru to Bolivia, indicating that the majority of the movements likely originate there.

In all three examples for Pattern I, the peak ratio is relatively low (between 0.16 for BOL ←→ PER and 0.32 for DEU ←→ DOM), indicating that while these seasons exist and are meaningful in absolute terms, they constitute a relatively small share of all mobility be-
between the countries involved. For example, while the main season for travelling between the UK to Italy is during the summer months, there is also a lot of mobility all year round.

3.2.2 Pattern II: individual tourism ($p < 0.05$, lag = 1)

The second pattern requires that there is a significant correlation between the two directions ($p < 0.05$) and a slight asynchronicity (lag = 1). The seasonal pattern of country pairs falling into this category seems to be dominated by individual tourism over large distances. Three examples are visible in Fig. 9(B).

The first example is Germany and Vietnam (DEU $\leftrightarrow$ VNM) on the left-hand side. Apart from being slightly asynchronous (lag = 1), the pattern is also different from the ones observed so far in that it has two seasons instead of one: a first one peaking in January and March and a second one with peaks in July and August. The January–March peak corresponds to one of the two seasons that are best to travel Vietnam, with moderate temperatures and low rainfall. The second peak is in line with the main holiday season in Germany, but also partially overlaps with the second pleasant season, weather-wise, in Vietnam (August–October) [50].

The second example is Germany and Nepal (DEU $\leftrightarrow$ NPL, center graph in Fig. 9(B)). Again, there is a lag of 1 month and, since the mobility from Germany to Nepal precedes the return mobility from Nepal to Germany, this seasonal pattern appears to be driven by German tourists going to Nepal in October to return in November and in March to return in April. In theory, it could of course also be possible that the pattern is driven by Nepalese going to Germany for an 11-month stay, but Germany is not a typical destination for Nepalese migrant workers (in contrast to Qatar, see below). The October–November peak coincides with “the best season for trekking in Nepal” [51], while the March–April peak corresponds to the second tourist season in Nepal, when excursions to Mount Everest take place [51]. This case is thus quite similar to the seasonal pattern between Germany and Vietnam. However, it is notable that whereas the seasonal component for DEU $\leftrightarrow$ VNM is rather small relative to the overall mobility between the two countries (peak ratio: 0.33), the seasonal component for DEU $\leftrightarrow$ NPL is extremely dominant (peak ratio: 1.43). This means that Germans almost only travel to Nepal during the two peak seasons, but their travels to Vietnam are more evenly spread throughout the year.

The third example is Argentina and Thailand (ARG $\leftrightarrow$ THA) on the right-hand side of Fig. 9(B). This is a case of long-distance travel with a lag of 1 but only one season (in contrast to the previous two examples). Argentinians tend to travel to Thailand during the summer of the Southern hemisphere (mainly January–March), which coincides with the cool and dry season in Thailand that is considered the “best time to travel” [52], and return to Argentina with one month delay. In this case, too, a large share of the overall mobility between the two countries occurs during this main season (peak ratio: 0.96).

3.2.3 Pattern III: seasonal work migration ($p < 0.05$, lag > 1)

The third pattern exists when there is a significant correlation between the two directions ($p < 0.05$) and a major asynchronicity (lag > 1). The seasonal pattern of country pairs falling into this category seems to be dominated by temporary migrant workers, usually over longer geographic distances. Three examples are given in Fig. 9(C). The first one is Spain and Senegal (ESP $\leftrightarrow$ SEN) on the left-hand side. The correlation is high ($r = 0.87$, $p < 0.05$) and asynchronous with a lag of 4 or 8 months. Senegalese form an increasingly
large part of the seasonal migrant worker population in Spain as Eastern Europeans become less willing to do the temporary, poorly paid jobs. Following a 2007 memorandum of understanding between Spain and Senegal, they are often hired directly in Senegal to work in the Spanish fishing industries and agriculture, e.g., to harvest non-mechanized crops such as strawberries. Most of the Senegalese hired are women with social obligations (e.g., with young children), who are expected to be more likely to return to Senegal after the seasonal work is done, and not to stay on to become irregular migrants [53, 54].

The second example is the Philippines and Sweden (PHL ←→ SWE, center graph). Ten percent of the Filipino population work abroad and 28 percent of seafarers worldwide are Filipinos [55]. Furthermore, from the early 2000s, there has been an increased interest among shipping companies to change to Swedish flag due to Sweden’s shipping policy and, simultaneously, Sweden increased the number of work visas it gives to Filipinos [56]. According to a spokesman of the Swedish Shipowners Association, “shipping is an international business where Swedish ship owners turn to the world’s largest sailor manpower pool, the Philippines, to man their vessels” [56]. It is thus highly plausible that the seasonal pattern observed here is predominantly driven by Filipino seafarers who fly to Sweden in January to sign up on a ship under Swedish flag, stay on the ship for most of the year and return to their home country only in December, for a short holiday. The result is the particularly asynchronous pattern with a lag of 11 (or 1, depending on the perspective) month(s), and a high correlation ($r = 0.97, p < 0.01$).

The third example is Nepal and Qatar (NPL ←→ QAT) on the right-hand side. Since the mid-1990s, the number of Nepalese workers in Qatar increased steadily and in March 2005, a labour agreement was signed between the two countries. It is estimated that between 1.3 and 2.6 million Nepalese migrants work in the Gulf countries, and Qatar hired 34 percent of all Nepalese migrants in 2008 [57]. More than 95 percent of Nepalese migrants are unskilled or semiskilled workers, and even the Nepalese embassy in Doha advertises their cheap hiring costs as an important asset: “Nepalese workers are comparatively cost effective and their hiring cost is lower as compared to other labour exporting countries” [57]. The correlation is again relatively high ($r = 0.7, p < 0.01$) and asynchronous with a lag of 10 (or 2) months.

Overall, Fig. 9 thus reveals that a single indicator, the lag between initial and return mobility, allows to discern three different types of mobility that drive the cross-border movement of people around the world: mass tourism, individual tourism, and seasonal work migration. Going beyond these single case studies, we now attempt to outline the resulting global picture.

3.2.4 Toward a global classification of country pairs by mobility type

The two maps in Fig. 10 show where the country pairs dominated by these different types of mobility are predominantly situated and how the seasonal patterns lead to structurally different networks at the global scale. Red lines indicate intraregional mobility, while black lines stand for interregional mobility (based on a classification from CEPII’s GeoDist dataset [58]). There is a clear contrast between the two maps. The network of ties classified as falling under Pattern 1 (lag = 0), i.e. country pairs with seasonal patterns dominated by mass tourism, visits and business travel (Fig. 10(a)) resembles a densely interconnected, decentralized web, with many ties occurring within world regions (visible by the clusters of red ties). There are particularly strong intraregional clusters within Eu-
rope and within Southeast Asia. By contrast, the network of ties with lag $\geq 1$ (Patterns II and III, Fig. 10(b)), i.e., of individual tourism and temporary work migration, is more organized in a star structure with many ties going from countries in the Global South on one end to Europe, the U.S., the Middle East, and Australia on the other, but with almost no connections within the Global South or within the Global North (visible through an overwhelming dominance of black ties).\footnote{This result is consistent with previous findings.}

While the former structure (Fig. 10(a)) is thus more regionalized, the latter (Fig. 10(b)) resembles the global core-periphery structure that has been described in world-systems theory [59, 60]. Comparing the two figures, this is clearly discernible through the dominance of red ties in Fig. 10(a) and their absence in Fig. 10(b). Even the very few red lines in Fig. 10(b) are mostly long-distance ties across Asia that could equally be classified as “interregional”. The difference is particularly visible when looking at Southeast Asia: whereas almost all Southeast Asian countries are connected to each other in Fig. 10(A), none of them are in Fig. 10(B). This visual impression can be backed up with statistics. Using the
Figure 11  Categorisation of the ties between countries on the basis of the seasonal patterns (light grey: pattern I; dark grey: pattern II and III). The size of the ties is proportional to the annual average flow of passengers in the period 2010–2018 in both directions. For each seasonal pattern the top flows are shown ordered by world region. For a list of country-code abbreviations, please see the end of the article.

Assignment of countries to world regions (America, Asia, Africa, Europe, and Pacific) from CEPII’s GeoDist dataset [58], it can be established that while 54.7 percent of all ties of Pattern I connect countries that are situated in the same region, this is true for only 19.4 percent of all ties of Patterns II and III. The vast majority of ties in Patterns II and III is thus interregional, which holds only for a minority of ties in Pattern I. This confirms our classification and fits the idea that most mass tourism occur over short distances [61, 62], whereas individual tourism and the market for cheap labor migrants are globalized.

Figure 11 shows the mobility ties between country pairs with the largest seasonal components, ordered by world region (denoted by different colors). Synchronous ties (with lag = 0) are shown in light grey, whereas asynchronous ties (with lag ≥ 1) are shown in dark grey. The size of the ties is proportional to the annual average flow of passengers in the period 2010–2018 in both directions. The graph reveals that the largest flows with no lag take place between countries that are comparatively well-off economically and where one country is indeed a traditional tourism destination (e.g., Spain or Italy), and/or between neighboring countries with large populations (Mexico ←→ USA, Canada ←→ USA, South Korea ←→ Japan). The largest ties characterised by a prolonged stay (lag ≥ 1, dark grey), by contrast, are country pairs that can plausibly be connected to flows of seasonal workers (e.g., flows between Pakistan, India, and Egypt as providers of cheap labor and the United Arab Emirates and Saudi Arabia as buyers of that labor). Individual tourism with
a lag of one month, however, is not clearly visible in Fig. 11, likely because its volume is smaller than the largest seasonal work migration flows.

4 Summary and discussion

Despite its significance as a driver of globalization, with major socioeconomic, cultural, political, and environmental effects, transnational human mobility is rarely empirically grappled with on a global scale. In this article, we dissected monthly data on air passenger flows between countries worldwide from 2010 to 2018 to get new insights into trends and types of human cross-border mobility.

Regarding trends in transnational mobility, the main substantive findings are:

- In the bulk of country pairs, the volume of international travels was on the rise in the period under consideration. Persistently growing flows were almost six times more frequent than persistently declining flows.
- The uniquely detailed, monthly passenger data allows to link increases and declines in mobility between countries to specific events, from changes in visa regulations to economic downturns to socio-political crises and violent conflict.
- Mobility between country pairs is typically not identical in size in both directions. However, our hypothesis that a surplus in passengers in one direction could be related to migration-oriented travels could not be corroborated with migration figures from other sources.

The latter finding demands further inquiry with different data and methods. Regarding types of transnational mobility, the monthly nature of the dataset allowed us to extract a seasonal component of flows. Analyzing this seasonal component, we found that:

- The lag between incoming and outgoing air passenger traffic indicates the type of mobility (mass tourism, individual tourism, or seasonal work migration) that dominates the flow of people between a given country pair.
- While country pairs connected by mass tourism tend to lie on the same continent, those connected by individual tourism and seasonal work migration overwhelmingly span across continents.
- A novel global typology of seasonal mobility was created that could serve as an important resource for further exploration in future research, through case- or area-studies and matching with other global information.

Taken together, these findings promise to advance the field by creating a more detailed account of how and why people move around the world. Yet, several caveats remain. A first limitation of this study is inherent in the data that was used. Air passenger traffic covers a substantial part, but not the entirety of transnational human travels. By relying on this source we are thus prone to underestimate mobility between geographically close countries (and adjacent countries in particular), since a lot of this mobility occurs through road and railway traffic. Water transportation can also be significant in some cases (e.g., ferries between Estonia and Finland).

A second limitation inherent in the data is that we lack individual-level information—who travelled, for what reasons, for how long. We also lack information on whether mobility events were one way or return flights. While this ensures that the privacy of specific individuals is protected and no inferences about the itineraries of concrete persons can be made, this also limits the capacity to use the dataset to infer migration flows. Nonetheless, the time-lagged component of the data permitted us to discern country pairs in which
seasonal transnational mobility equates mostly with mass tourism from others in which either individual tourism or temporary work migration stand out. We could single out these cases in a typology and map their occurrences globally. Such a data-driven classification is not exhaustive and entirely clear-cut, being based on a time-based component only, which is an imperfect indicator of the underlying types, and we employed external qualitative knowledge to validate it. This classification must therefore be seen as a mere first step to be enriched introducing additional information.

Overall, our analysis has several meaningful implications and points to directions of future research. The trend analysis corroborated existing evidence on the continuing, uninterrupted rise of international travels, in particular using flight transportation. This raises important questions about the environmental sustainability of this trend. Furthermore, the inequality in this regard, with mobility increasing between many country pairs, but stagnating or even dropping between others, calls for further inquiries into the global stratification of access to cross-border mobility and its opportunities.

In the analysis of the seasonal component, one of our more specific findings was the asynchronicity of movements on a monthly basis in a relevant proportion of cases. This may have implications in terms of equity between passengers, the environmental impact of air traffic, and the spread of epidemics. If mobility is synchronized in both directions, it is likely not a problem for airlines to fill seats on both ways. However, if mobility is highly seasonal and occurs with a large lag, the question arises of whether passengers are charged for the empty return seat on top of their own mobility costs. In other words, is it possible that seasonal migrant workers (high lag between initial and return mobility), in contrast to tourists (no or very small lag), have the financial burden of the asynchronicity of their transnational movements? Environmentally, this also raises the question of whether asynchronicity entails suboptimally used flights with negative externalities in terms of overall airplane emissions. A further question concerns possible implications of such lags for pandemic spreading. While the global air travel network has been used in past research to explore the relation between human cross-border mobility and the spread of diseases [63–65], to the best of our knowledge no studies have examined the role of such seasonal patterns and structural asymmetries in the movement of pathogens. All these questions could be scrutinized in future research.

Furthermore, the methods used in this article may encourage to explore: (a) the subnational dimension of air passenger travels, which might reveal different trends and types of mobility; (b) the interaction of aviation-based mobility with mobility based on other transportation means, to dissect their relative weight and geographical distribution; (c) a larger time-frame, to highlight continuities and changes in transnational human mobility.

Given its observed and substantial rise, transnational human mobility will likely continue to be a salient topic in the coming decades, demanding further explorations of where people move for which reasons, and what the social, political, and environmental consequences are for the planet. We hope that the methods, data and analyses presented in this paper will be helpful for future research that may aim at tackling some of these questions.
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Endnotes

a In this study, we use the term “transnational” in the meaning it has in the field of international relations, where it is used to describe any movement by non-state actors that spans across national borders [66]. We are aware that in the field of migration studies, “transnational” has a more demanding meaning that involves the regular movement of the same individuals across certain borders [47].
b The original data is at the airport level. Here, we draw on an aggregated country-to-country flow level version.
c We removed the labels from the y-axis in this graph and re-scaled axes in following graphs through normalization for the sake of parsimony as the analysis in this paper focuses on trends and patterns rather than absolute numbers of passengers.
d Note that in some cases, the residual may actually contain meaningful information. This occurs when exceptional (i.e., unique or irregular) events have an effect on mobility between countries. Examples include the soccer world cup, which takes place in a different location every four years, or the Hajj. In this latter case, Saudi Arabia attracts air passengers from Muslim countries (e.g., Nigeria) during this pilgrimage, but since the date of the Hajj changes each year in the Gregorian calendar, its effect is not well-captured in the seasonal component. To study the effect of such exceptional events, one would thus have to examine the residual or the raw observations. Doing so would, however, go beyond the scope of this article.

f As an additional test, we ran this analysis taking the development of the population size during the time span under study into account. Overall the results (available upon request) look very similar to those presented in Fig. 4(a). However, increases are slightly less common and decreases slightly more common in the population-size-adjusted version. This is, of course, highly plausible, since the population also grew in most countries during this time span. Thus, if we adjust for population size, the growth in mobility has to be larger than the growth in population to count as an ‘actual’ increase. In any case, the general picture is unaffected: Increases dominate, regardless of whether mobility trends are considered in absolute terms or relative to the population size.

g For this calculation, we removed all pairs (a,b) where a or b = 0, since the ratio is undefined when the denominator is zero.

h Cases with a large and meaningful seasonal component but a low and non-significant cross-correlation might be a consequence of open-jaw flights and multi-lateral connections between countries (see above).
In theory, lags ≥ 12 months are also possible if people stayed a year or longer. Thus, a lag of 0 could also mean 12.6 may actually mean 18. However, given the tailored distribution in Fig. 8, we assume there is a decreasing number of occurrences as the time lag increases, even beyond 6 months. In other words, we assume that time lags greater than 6 months are less likely to be observed with respect to $\text{lags} \in [0, 6]$, and for this reason we only consider time lags $\in [0, 11]$.

Due to the difficulty of discerning seasonal patterns with a lag of 1 month from those with a lag of 11 months from within the data itself, we present Patterns II and III combined as a single graph. Looking at the structure of the global networks of ties with a lag of 1 and 11 months versus those with a lag of 2 to 10 months shows that these networks are structurally rather similar, with a large share of long-distance mobility in both cases.
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