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Abstract

In this paper, we investigate how to measure the intelligence of systems under specific structures. Two indicators are adopted to characterize the intelligence of a given structure, namely the function diversity of the structure, and the ability to generate order under specific environments. A measure of intelligence degree is proposed, with which the intelligence degree of several basic structures is calculated. It is shown that some structures are indeed “smarter” than the others under the proposed measure. The results add a possible way of revealing the evolution mechanism of natural life and constructing life-like structures with high intelligence degree.

1 Introduction

Who is smarter between a rock and an E. coli? The answer seems obvious, E. coli is smarter than rocks. However, this conclusion comes from intuition. To answer this question rigorously, we need to be able to quantitatively measure the intelligence of an object. This paper mainly studies the measurement of system intelligence.

The intelligent behavior of a system can be attributed to the intelligence of its functions. In this paper, when we say that a system has intelligent functions, we mean that the system has two characteristics. First, the function of the system has possibilities of evolution, which first means that the system has a high functional reserve. For different states, the system can produce different macro outputs (that is, functions). Second, the system is capable of generating purposeful order; that is, in a specific environment, the system can achieve specific functions.

Considering the correspondence between function and structure, the above two characteristics of the intelligent function of a system can be transformed into the same two characteristics of the system structure. The question is how can the intelligence of a given structure be measured? Corresponding to the above two characteristics, we will consider two indicators of the intelligence of system structure: first, the function diversity of a system structure, which means the evolution possibility of system function; second, the ability of system structure to generate order. To measure the intelligence of a given structure, we need to calculate the above two indicators. The first indicator, we define the concept of functional entropy, which is used to measure the diversity of the reserve functions of a system structure, that is, the evolutionary potential of system functions; for the second indicator, namely the ability of attaining order under specific environment, we consider the thermal motion of particles as targeted environment since this is the most fundamental environment of life in nature. And we measure the ability of
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a system to generate order through the *Boltzmann entropy* by adding the system structure to a closed particle system with thermal motion. Of course, we can also measure the ability of a system structure to attain different orders by putting them in different environments, while in this paper we only consider the environment of random thermal motion.

In the following, we first introduce the two types of entropy, then give the formula of intelligence degree of a given structure, and finally measure the intelligence of several basic structures.

## 2 Definitions of two types of entropy

### 2.1 Functional entropy

In this part, we define functional entropy to measure the diversity of macro outputs produced by the system for different initial states. Consider a dynamical system \((X, \mathcal{U}, \mu, F, \mathbb{Z}^+)\), where \((X, \mathcal{U}, \mu)\) is a probability space, \(\mathcal{U}\) is a \(\sigma\)-algebra, \(\mu\) is a probability measure, \(F: X \to X\) is a measurable transformation of \(X\) which represents the structure of the evolutionary system, and \(\mathbb{Z}^+\) is the set of positive integer for \(F\) iterating on \(X\). Let \(P\) be a finite measurable partition of \(X\), and then \(F^{-1}(P)\) is also a finite measurable partition of \(X\).

**Definition 2.1.** Denote \(F^{-t}(P) = F^{-1}(F^{-(t-1)}(P))\), \(t \in \mathbb{Z}^+\), then

\[
h_{\mu}(F) = \sup_{P} \lim_{t \to \infty} - \sum_{A \in F^{-t}(P)} \mu(A) \ln \mu(A) \tag{2.1}
\]

is called functional entropy of the structure \(F\) under measure \(\mu\).

The larger the functional entropy \(h_{\mu}(F)\) is, the larger the output diversity of \(F\) is. Compared to topological entropy, \(X\) is not required to be compact, and compared to measure entropy, \(F\) is not required to preserve the measure. Hence Definition 2.1 of functional entropy can be applied to a wider range of dynamical systems.

For a given structure, functional entropy may be different under different measure \(\mu\). At the same time, according to actual situation, if the macro structure of partition is determined in advance, a specific type of functional entropy can also be defined. Here we introduce two special types of functional entropy.

**Definition 2.2.** Let \(\mu\) be a probability measure equivalent to Lebesgue measure, \(D_r = \{x \in \mathbb{R}^n | |x_i| \leq \frac{r}{2}\}\) be a \(n\)-dimensional cube of side length \(r > 0\) in \(\mathbb{R}^n\), and \(\mathcal{P}_C = \mathbb{R}^n - D_r\). Given \(\epsilon > 0\), consider a net partition \(\mathcal{P}_{D_r}^\epsilon\) of \(D_r\) with side length \(\epsilon\), then \(\mathcal{P}_r = \mathcal{P}_{D_r}^\epsilon \cup \mathcal{P}_C^\epsilon\) is a finite partition of \(\mathbb{R}^n\). Define

\[
h_{\epsilon}(F) = \lim_{r \to \infty} \lim_{t \to \infty} - \frac{1}{\ln |\mathcal{P}_r^\epsilon|} \sum_{A \in F^{-(t)}(\mathcal{P}_r^\epsilon)} \mu(A) \ln \mu(A), \tag{2.2}
\]

then \(h_{\epsilon}(F)\) is called \(\epsilon\)-standard functional entropy of the structure \(F\). Here, \(|\cdot|\) denotes the cardinality of a set.

In Definition 2.2 the state space is the whole space. Since \(\mu\) is a probability measure, it is not uniform in the whole space, so it is not suitable to compare the functional entropy of different structures. The following is a case where the state space is bounded and closed.
Definition 2.3. Let $\mu$ be a Lebesgue measure on the unit n-cube $D_1$, and $P_\epsilon$ be a uniform net partition with a given side length $\epsilon > 0$ of $D_1$. Define
\[
h(F) = \lim_{\epsilon \to 0} \lim_{t \to \infty} -\frac{1}{\ln |P_\epsilon|} \sum_{A \in F^{-t}(P_\epsilon)} \mu(A) \ln \mu(A), \tag{2.3}
\]
then $h(F)$ is called standard functional entropy of the structure $F$.

Standard functional entropy $h(F)$ is based on a given probability measure with a uniform distribution function and uniform partition, which can be used to compare the functional entropy of different structures. Since the systems in reality are mainly considered in bounded real space, we mainly use the standard functional entropy defined in (2.3) to study the intelligence degree of a given structure in this paper.

For the standard functional entropy defined in (2.3), we have

Theorem 2.4. Let $\mu$ be a probability measure, then $h(F) \in [0, 1]$.

First we need the following lemma:

Lemma 2.5. Let $P_m = (p_1, p_2, \ldots, p_m), m \geq 1$ where $p_i \geq 0 (i = 1, \ldots, m), \sum_{i=1}^m p_i = 1$, and denote the entropy function $H(P_m) = -\sum_{i=1}^m p_i \ln p_i$, then $\sup_{P_m} H(P_m) = \ln m$.

Proof of Theorem 2.4. Given any $\epsilon > 0, t > 0$, and the partition $P_\epsilon$, we have
\[
|F^{-t}(P_\epsilon)| \leq |P_\epsilon|. \tag{2.4}
\]
Then by Lemma 2.5 (2.3) and (2.4)
\[
h(F) = \lim_{\epsilon \to 0} \lim_{t \to \infty} -\frac{1}{\ln |P_\epsilon|} \sum_{A \in F^{-t}(P_\epsilon)} \mu(A) \ln \mu(A)
\leq \lim_{\epsilon \to 0} \lim_{t \to \infty} \frac{1}{\ln |P_\epsilon|} \ln |F^{-t}(P_\epsilon)|
\leq \lim_{\epsilon \to 0} \lim_{t \to \infty} \frac{1}{\ln |P_\epsilon|} \ln |P_\epsilon|
= 1.
\]
This completes the proof.

Theorem 2.6. For any structure $F$, if $\{ \lim_{t \to \infty} F^t(x) | x \in D_1 \}$ is a set consisting of finite points in $D_1$, then its standard functional entropy $h(F) = 0$.

Proof. Let $\mathbb{K} = \{ \lim_{t \to \infty} F^t(x) | x \in D_1 \}$, then there exists $M < \infty$ such that $|\mathbb{K}| = M$ and for any $S \subset D_1 - \mathbb{K}$, we have
\[
\lim_{t \to \infty} F^{-t}(S) = \emptyset. \tag{2.5}
\]
Given $\epsilon > 0$ and the uniform net partition $P_\epsilon$, by (2.5),
\[
\lim_{t \to \infty} |F^{-t}(P_\epsilon)| \leq \lim_{t \to \infty} |F^{-t}(\mathbb{K})| \leq M. \tag{2.6}
\]
Notice $|\mathcal{P}_\epsilon| \to \infty$, as $\epsilon \to 0$, then by Lemma 2.5 and (2.6), we have

$$h(F) = \lim_{\epsilon \to 0} \lim_{t \to \infty} \frac{1}{\ln |\mathcal{P}_\epsilon|} \sum_{A \in F^{-t}(\mathcal{P}_\epsilon)} \mu(A) \ln \mu(A)$$

$$\leq \lim_{\epsilon \to 0} \lim_{t \to \infty} \frac{1}{\ln |\mathcal{P}_\epsilon|} \ln |F^{-t}(\mathcal{P}_\epsilon)|$$

$$\leq \lim_{\epsilon \to 0} \frac{1}{\ln |\mathcal{P}_\epsilon|} \ln M$$

$$= 0.$$

This completes the proof. □

Next there are standard functional entropy of several systems with specific structures.

**Proposition 2.7.** Given $x_0 \in D_1$, if $F(x) \equiv x_0, x \in D_1$, then $h(F) = 0$.

**Proposition 2.8.** If $F(x) \equiv x, x \in D_1$, then $h(F) = 1$.

**Proposition 2.9.** Consider the system with feedback structure

$$\dot{x}(t) = Ax(t), \quad x(0) \in D_1.$$  \hspace{1cm} (2.7)

When all eigenvalues of $A$ satisfy $\text{Re}(\lambda_i(A)) < 0$, the system (2.7) is called pure negative feedback structure, and denote as $F_-$; When all $\text{Re}(\lambda_i(A)) > 0$, the system is called pure positive feedback structure, and denote as $F_+$. Then $h(F_-) = 0, h(F_+) = 0$.

**Proof.** For pure negative feedback structure $F_-$, it is obvious that $\lim_{t \to \infty} F_-^t(x) = 0, x \in D_1$. By Theorem 2.6 we have $h(F_-) = 0$. For the pure positive feedback structure $F_+$, by the theory of differential equations, we know

$$\lim_{t \to \infty} F_+^t(x) = 0, \quad x = 0$$

$$|| \lim_{t \to \infty} F_+^t(x) || = \infty, \quad x \neq 0.$$  \hspace{1cm} (2.8)

Given $\epsilon > 0$ and the uniform net partition $\mathcal{P}_\epsilon$, from (2.8) we have

$$\lim_{t \to \infty} F_-^{-t}(\mathcal{P}_\epsilon) = \{0\}.$$  \hspace{1cm} (2.9)

Since $\mu$ is Lebesgue measure, then

$$\mu(\{0\}) = 0.$$  \hspace{1cm} (2.10)

By (2.3), (2.9) and (2.10), we have

$$h(F) = \lim_{\epsilon \to 0} \lim_{t \to \infty} \frac{1}{\ln |\mathcal{P}_\epsilon|} \sum_{A \in F^{-t}(\mathcal{P}_\epsilon)} \mu(A) \ln \mu(A)$$

$$= \lim_{\epsilon \to 0} \frac{1}{\ln |\mathcal{P}_\epsilon|} \mu(\{0\}) \ln \mu(\{0\})$$

$$= 0.$$

This completes the proof. □

**Proposition 2.10.** Consider the discrete linear system

$$x(t+1) = Ax(t), \quad x(0) \in D_1, \quad t \geq 0,$$  \hspace{1cm} (2.11)

and let $\lambda_i(A)$ be the eigenvalues of $A$. If all $|\lambda_i(A)| < 1$ or $|\lambda_i(A)| > 1$, then the standard functional entropy $h(F) = 0$.
2.2 Boltzmann entropy

We will use Boltzmann entropy to measure the ability of a structure $F$ to generate order in an environment of random thermal motion. Boltzmann entropy is a quantity that describes the number of microscopic states corresponding to the macroscopic states of a closed thermal system, as defined below

$$S = k \ln \Omega.$$ (2.12)

Here $S$ is Boltzmann entropy, $k$ is Boltzmann constant, and $\Omega$ is the number of microscopic states in the equilibrium.

Intuitively, the higher the Boltzmann entropy, the more disordered the system. The second law of thermodynamics states that a closed thermal system of particles without interaction eventually approaches a state of maximum entropy. If a specific interaction is added among particles, that is, a specific structure is given to the system, it will generate certain kind of order. So the Boltzmann entropy in the equilibrium state of a new system decreases, that is, the microscopic number of macroscopic states is reduced, and the reduced amount can be used to measure the ability of the structure to generate order.

3 Measure of Intelligence

3.1 Intelligence degree

For a system, its intelligence can be measured by the functional entropy of its structure $F$ and the Boltzmann entropy in equilibrium state. Intuitively, the higher the functional entropy $h(F)$ is, the greater the macro output diversity of the structure is. The lower the Boltzmann entropy $B(F)$ in equilibrium state, the stronger the ability of system to generate order. An intelligent structure should have high macro output diversities and strong order-generating ability.

**Definition 3.1.** Let $B_0$ be the maximum Boltzmann entropy of a given number of particles without interaction in a closed thermal system, and denote

$$D(F) = h(F) \left(1 - \frac{B(F)}{B_0}\right),$$ (3.1)

then $D(F)$ can be regarded as the intelligence degree of structure $F$.

Hence, if a structure $F$ possesses higher functional entropy $h(F)$ as well as lower Boltzmann entropy $B(F)$, it owns higher intelligence degree. It seems high functional entropy is contradictory to low Boltzmann entropy, however, later in the paper, we will show a structure with both higher functional entropy and low Boltzmann entropy.

3.2 Intelligence degree of several typical structures

Using the formula of intelligence degree defined above, we will examine the intelligence degree of several typical structures, where the standard functional entropy is chosen in (2.3).

3.2.1 Closed thermal particle system

Closed thermal particle system is a fundamental and classical physical system and also a basic research object of thermodynamics. An ideal system of particles with thermal motion can be considered as a random walk system with no interaction among particles. The second law of
thermodynamics states that the system will eventually approach a state of maximum Boltzmann entropy $B_0$, i.e. $B(F) = B_0$, a weakest order-generating ability. Meanwhile, Proposition 2.8 shows that closed thermal particle system has the maximum functional entropy of 1, a strongest ability of function diversity. According to the definition of intelligence degree (3.1), the intelligence degree of closed thermal particle system is 0.

### 3.2.2 Solid structure

The immobile individuals in a system of solid structure can be described by a constant mapping $F_I(x) \equiv x_0, x \in D_1$ where $x_0$ is a fixed point in $D_1$. According to Proposition 2.7, the functional entropy of constant mapping is $h(F_I) = 0$. And the Boltzmann entropy satisfies $B(F_I) = 0$. Thus by (3.1), we know $D(F_I) = 0$. As the other extreme structure compared to closed thermal particle system, it indicates that solid structure has a strongest ability of generating order, but no possibility of function evolution, so its intelligence is 0. This also indicates that a stone has an intelligence degree of 0 under the definition (3.1).

### 3.2.3 The multi-agent system with fixed topological structures

Consider a typical multi-agent system consisting of $n$ individuals

$$x(t + 1) = Ax(t), \quad x(0) \in D_1, \quad t \geq 0,$$

where $A \in \mathbb{R}^{n \times n}$ is a random matrix, i.e., all elements of $A$ are non-negative and the row sum is 1. $A$ represents the interaction between agents, that is, the topology of the system. $A$ can be either time-varying or time-invariant. Such topological relations are determined in advance, so we call such system structures fixed topological structures. Here, we just consider of $A$ which is time invariant.

For the standard functional entropy of the system (3.2), we consider two different structures of $A$. First, $A$ is irreducible, implying the topology of the system is strongly connected; Second, $A$ is reducible, implying that the topology of the system is not strongly connected.

**Lemma 3.2.** Consider the system (3.2) and denote $F_1(x) = Ax, x \in D_1$. If the stochastic matrix $A$ is irreducible, then the standard functional entropy of the system

$$h(F_1) \in \left(0, \frac{1}{n}\right].$$

**Proof.** Since $A$ is irreducible, then the topological graph of the system is strongly connected, and from [2], the system will reach consensus, namely

$$\lim_{t \to \infty} x(t) = c(x(0))1.$$

Here, $c(x(0))$ is a constant vector depending on $x(0)$. Given $\epsilon > 0$ and the uniform partition $\mathcal{P}_\epsilon$ in (2.3), let $L = \{x \in D_1 | x_1 = x_2 = \ldots = x_n\}$ and denote

$$L \bigwedge \mathcal{P}_\epsilon = \{L \cap A | A \in \mathcal{P}_\epsilon\},$$

it is not hard to show that

$$|L \bigwedge \mathcal{P}_\epsilon| = |\mathcal{P}_\epsilon|^{1/n}.$$  

(3.5)

Meanwhile, for any $t > 0$ and the partition $\mathcal{P}$, we have

$$|F_1^{-t}(\mathcal{P})| \leq |\mathcal{P}|.$$  

(3.6)
By Lemma 2.5, (3.5), (3.6) and Definition 2.3, we obtain
\[ h(F_1) = \lim_{\epsilon \to 0} \lim_{t \to \infty} \frac{1}{\ln |P_\epsilon|} \sum_{A \in F_1^{-t}(P_\epsilon)} \mu(A) \ln \mu(A) \leq \lim_{\epsilon \to 0} \lim_{t \to \infty} \frac{1}{\ln |P_\epsilon|} \ln |F_1^{-t}(L \bigwedge P_\epsilon)| \leq \lim_{\epsilon \to 0} \frac{1}{\ln |P_\epsilon|} \ln |L \bigwedge P_\epsilon| = \frac{1}{n}. \]

This completes the proof. \(\Box\)

Lemma 3.2 shows that the standard functional entropy of the structures with strongly connected fixed interaction does not exceed \(\frac{1}{n}\) (\(n\) is the agent number of system). So, the larger amount of population in a system with fixed connected structure, the lower its functional entropy may be. In other words, large population size is not beneficial to function evolution of a system with fixed connected interactions.

When \(A\) is reducible, the topological graph of the structure \(F\) is not strongly connected, and denoted as \(F'_1\). Since \(A\) is a stochastic matrix, we know that the standard functional entropy
\[ h(F_1) \leq h(F'_1). \] (3.7)
This shows that the function diversity of strongly connected structure is not higher than that of unconnected topologies.

For the Boltzmann entropy of the system (3.2) in equilibrium, we also need consider the two connected structures of \(A\).

Let \(A\) act on a thermal system consisting of \(n\) particles, and the system equation is
\[ x(t + 1) = Ax(t) + \xi(t + 1), \quad x(t) \in \mathbb{R}^n, \quad t \geq 0, \]
where \(\xi(t), t \geq 1\) are i.i.d. random variables, and \(\|\xi(t)\| \leq \delta, a.s., t \geq 0, \delta\) is arbitrary small positive real number.

Let the Boltzmann entropy in equilibrium of the system (3.3) with a strongly connected topology be \(B_1\), the corresponding number of microstates be \(\Omega_1\), and the Boltzmann entropy of the non-strongly connected topology be \(B'_1\), the corresponding number of microstates be \(\Omega'_1\). By (3), the system with strongly connected topology will reach robust consensus, while the non-strongly connected structure cannot. So \(\Omega_1 < \Omega'_1 \leq \Omega\) (\(\Omega\) is the number of microstates in equilibrium for the same thermal particles without interaction), and therefore
\[ B_1 < B'_1. \] (3.9)
This shows that the structure with strongly connected topology possesses stronger ability of generating order than the structure of non-strongly connected topology.

Let the intelligence degree of the strongly connected structure is \(D_1\), and the intelligence degree of the non-strongly connected structure is \(D'_1\), then from the definition of intelligence degree (3.1) and (3.3),
\[ D_1 = h(F_1) \left( 1 - \frac{B_1}{B_0} \right) \in \left( 0, \frac{1}{n} \right), \quad D'_1 = h(F'_1) \left( 1 - \frac{B'_1}{B_0} \right). \] (3.10)
3.2.4 The self-organizing system with state-dependent local interaction

In this section, we consider a self-organizing system whose structure is determined by state-dependent local interaction,

\[
x_i(t + 1) = \frac{1}{|N_i(t)|} \sum_{j \in N_i(t)} x_j(t), \quad i \in \mathcal{V} = \{1, \ldots, n\}, \quad x(0) \in D_1
\]

where

\[
N_i(t) = \{ j \in \mathcal{V} \mid |x_j(t) - x_i(t)| \leq \rho \}
\]

is the neighbor set of agent \( i \), \( \rho \in [0, 1] \) is the neighbor radius of agents. The system (3.11) is called Hegselmann-Krause model [4] and, like the structure (3.2), is a structure based on averaging mechanism. This state-dependent locally interacting structure captures a self-organizing mechanism which exists ubiquitously in real complex systems, biological and neural networks for instance, and is included in many models, such as the classic Vicsek model. But quite different from the structure (3.2), the topology of system (3.11) is not predetermined though time-varying, and it heavily depends on the current state of system.

Now let’s consider the standard functional entropy of system (3.11), denoted as \( h(F_{HK}) \). For system (3.11), the following conclusion holds:

**Proposition 3.3.** For every \( 1 \leq i \leq n \) in the system (3.11), \( x_i(t) \) will converge to the static state \( x^*_i \), and for each \( i, j \), it holds \( x^*_i = x^*_j \) or \( |x^*_i - x^*_j| > \rho \).

Obviously, when \( \max_{i,j \in \mathcal{V}} |x_i(0) - x_j(0)| \leq \rho \), we have \( x^*_1 = x^*_2 = \ldots = x^*_n = \frac{1}{n} \sum_{i \in \mathcal{V}} x_i(0) \), and when \( \min_{i,j \in \mathcal{V}} |x_i(0) - x_j(0)| > \rho \), we have \( x^*_i = x_i(0), i \in \mathcal{V} \).

**Proposition 3.4.** Given neighbor radius \( \rho \), denote \( h(F_{HK\rho}) \) as the standard functional entropy of the system (3.11), then

\[
h(F_{HK1}) = \frac{1}{n}, \quad h(F_{HK0}) = 1,
\]

and

\[
\frac{1}{n} < h(F_{HK\rho}) \leq 1, \quad 0 < \rho < 1.
\]

**Proof.** When \( \rho = 0 \), there is no interaction between the particles of the system, then by Proposition 2.8, we know \( h(F_{HK0}) = 1 \). By equations of (3.11) and Proposition 3.3, when \( \rho = 1 \), we have \( x^*_1 = x^*_2 = \ldots = x^*_n = \frac{1}{n} \sum_{i \in \mathcal{V}} x_i(0) \). Since \( \mu \) is Lebesgue measure, then by the proof of Lemma 3.2 we obtain \( h(F_{HK1}) = \frac{1}{n} \).

Now consider the case of \( 0 < \rho_0 < 1 \), and arbitrarily given \( \epsilon > 0 \) and uniform net partition \( \mathcal{P}_\epsilon \). By properties of model (3.11), we can prove that, for two groups of initial states \( x(0), y(0) \), if \( \sum_{i=1}^{n} x_i(0) = \sum_{i=1}^{n} y_i(0) \), then \( x^* = y^* \). Hence, for sufficiently small \( \epsilon \), say, when \( \epsilon \to 0 \), there exists \( A' \in L \mathcal{V} \mathcal{P}_\epsilon \) (refer to (3.2)), such that \( \lim_{t \to \infty} F_{HK\rho_0}^{-t}(A) \subseteq \lim_{t \to \infty} F_{HK1}^{-t}(A') \) for any \( A \in \mathcal{P}_\epsilon \).

Moreover, \( |F_{HK\rho_0}^{-t}(\mathcal{P}_\epsilon)| > |F_{HK1}^{-t}(\mathcal{P}_\epsilon)| \), then by the subadditivity of entropy function [1], we have

\[
- \sum_{A \in F_{HK\rho_0}^{-t}(\mathcal{P}_\epsilon)} \mu(A) \ln \mu(A) > - \sum_{A' \in F_{HK1}^{-t}(\mathcal{P}_\epsilon)} \mu(A') \ln \mu(A')
\]
it then follows
\[ h(F_{HK\rho}) = \lim_{\epsilon \to 0} \lim_{t \to \infty} -\frac{1}{\ln |P_{\epsilon}|} \sum_{A \in F_{HK\rho}(P_{\epsilon})} \mu(A) \ln \mu(A) \]
\[ > \lim_{\epsilon \to 0} \lim_{t \to \infty} -\frac{1}{\ln |P_{\epsilon}|} \sum_{A' \in F_{HK1}(P_{\epsilon})} \mu(A') \ln \mu(A') \]
\[ = h(F_{HK1}) = \frac{1}{n}. \]

This completes the proof. \(\square\)

Now consider the Boltzmann entropy of system (3.11) in equilibrium state. Let \(F_{HK\rho}\) act on a closed thermal system, and the system equation is
\[ x_i(t + 1) = \frac{1}{|N_i(t)|} \sum_{j \in N_i(t)} x_j(t) + \xi_i(t), \quad i \in V = \{1, \ldots, n\} \quad (3.13) \]
where \(|\xi_i(t)| \leq \delta \leq \rho/2, a.s., i \in V, t \geq 1, \delta\) is an arbitrarily small positive real number and \(0 < \rho < 1\). Denote Boltzmann entropy of the system (3.13) as \(B_{HK\rho}\). From [5], we know the system (3.11) will reach quasi-consensus. This indicates that the structure \(F_{HK}\) possesses a same ability of generating order with the structure of strongly connected fixed topology \(F_1\), i.e., \(B_{HK\rho} = B_1\). Meanwhile, by Proposition 3.4 we have \(h(F_{HK\rho}) > \frac{1}{n} \geq h(F_1)\), then by Definition 3.1 we know the intelligence degree of system (3.11) satisfies
\[ D(F_{HK\rho}) = h(F_{HK\rho}) \left(1 - \frac{B_{HK\rho}}{B_0}\right) > h(F_1) \left(1 - \frac{B_1}{B_0}\right) = D(F_1). \quad (3.14) \]
This implies that the intelligence degree of the structure with state-dependent local interaction is higher than that with strongly connected fixed interactions. Roughly speaking, \(F_1\) possesses strong interaction among agents, and hence strong ability of generating order but weak function evolvability; while \(F_{HK}\) possesses weaker interaction among agents, and hence higher function evolvability but parallel strong ability of generating order. Though the structures \(F_1\) and \(F_{HK\rho}\) appears in existing multi-agent models with no special distinction, the results here show that there exists an essential difference between them.

### 3.2.5 Feedback structure

Consider the following system with pure feedback structure.
\[ \dot{x}(t) = Ax(t), \quad x(0) \in D_1 \quad (3.15) \]
If all the eigenvalues of \(A\) satisfy \(\text{Re}(\lambda_i(A)) < 0\), the system (3.15) is called pure negative feedback structure, and denoted by \(F_-\). By Proposition 2.9 we know the standard functional entropy \(h(F_-) = 0\). Next we check the Boltzmann entropy of the system in equilibrium state. Consider the following system with random drive,
\[ dy_t = Ay_t + \delta dD_t, \quad x(0) \in D_1 \quad (3.16) \]
where \(B_t, t \geq 0\) is Brownian motion. By the theory of stochastic differential equations, we know the solution \(y(t)\) of the system (3.16) and the solution \(x(t)\) of the system (3.15) satisfy
\[ \lim_{\delta \to 0} \mathbb{E}\left(\max_{t \leq T} |y(t) - x(t)|^2 \right) = 0, \quad \forall T > 0. \]
Since \( \lim_{t \to \infty} x(t) = 0 \), then when \( \delta \) is sufficiently small, the Boltzmann entropy of the system in equilibrium state is also quite small. It means the structure of pure negative feedback possesses very strong ability to generate order. However, as the standard functional entropy of the system is 0, the system function lack evolvability. Then by Definition 3.1 we know the intelligence degree of the system (3.15) with pure negative feedback structure is 0.

When all \( \Re(\lambda_i(a)) > 0 \), the system is pure positive feedback structure, and denoted by \( F_+ \). Similarly, by Proposition 2.9 we know the standard functional entropy \( h(F_+) = 0 \). By Definition 3.1 the intelligence degree of the system (3.15) with pure positive feedback structure is 0.

The above conclusions show that the intelligence degree of both pure positive and pure negative feedback structures is 0. However, for the system composed of positive and negative feedback, such as Lorentz chaotic system, the standard functional entropy is positive. In other words, by adding positive feedback to negative feedback structure, the standard function entropy of system can be increased and the function diversity of system can be improved. But for chaotic system, its Boltzmann entropy is also very high, so its intelligence may be very weak. But it still indicates that to achieve intelligent systems, a combination of positive and negative feedback structures is necessary. And one can choose different positive and negative feedback combination modes, to improve the intelligence of system.

At last of the section, we summarize the intelligence degree of the above basic structures.

| Structures (F)                     | Functional entropy (h(F)) | Boltzmann entropy (B(F)) | Intelligence degree (D(F)) |
|------------------------------------|---------------------------|--------------------------|----------------------------|
| No interaction                     | 1                         | 0                        | 0                          |
| Solid                              | 0                         | 0                        | 0                          |
| Connected fixed topology           | \( h_1 \in (0, \frac{1}{2}) \) | \( B_1 \)                | \( h_1(1 - \frac{B_1}{B_0}) \) |
| Self-organizing with local interaction | \( h_2 \in \left( \frac{1}{2}, 1 \right) \) | \( B_1 \)                | \( h_2(1 - \frac{B_1}{B_0}) \) |
| Pure negative feedback             | 0                         | \( B_N \)                | 0                          |
| Pure positive feedback             | 0                         | \( B_P \)                | 0                          |

4 Conclusions

This paper discusses the measurement of intelligence of system structures, defines function entropy to measure function diversity of system, and uses standard function entropy and Boltzmann entropy to define the intelligence degree of a given structure. Then, the intelligence degree of several basic structures is examined. Under the definition, the intelligence degree of closed thermal particle system, solid structure and pure positive or negative feedback structure is 0, while the intelligence degree of the structure based on local interaction is higher than that of fixed strongly connected topology. At the same time, neither positive feedback nor negative feedback alone can produce intelligent structure, which implies only a structure combined with positive and negative feedbacks can produce intelligent behavior.

Since natural life is a self-organizing process of different materials under different interacting structures, the results in this paper provide possibilities of mimicking the evolution process of natural intelligent life, especially biological intelligence, through self-organizing integrations of different basic structures under specific environments. Also, we can expect to explore diverse intelligent constructions finally based on the results in this paper.
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