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Introduction. The article continues a series of publications on the linguistics of relations (hereinafter referred to as R-linguistics) and is devoted to the study of the functioning of logical connectives with verbs. The article is the first part of the discussion of internal logic, which examines the use of logical connectives within sentences. This research involves the formation of semantic logic, that is, logic that takes into account the semantics of sentences.

Methodology and sources. The results obtained in the previous parts of the series are used as research tools. To develop the necessary mathematical representations in the field of internal logic, the previously formulated semantic concepts and operations are used.

Results and discussion. The use of logical connectives with verbs is analyzed. It is shown that these connectives actually refer to external logic, although in some cases it is necessary to adjust part of sentence, taking into account the semantics of the linguistic model. The concept of semantic substitution is defined and the first rule of substitution for verbs is formulated and justified.

Conclusion. Abandoning the traditional view of natural language logic means abandoning logical operations and logical inference. This forces us to consider logical operations that now take into account semantics, since they are related to the structure of the linguistic model. Analysis of the functioning of logical connectives with verbs shows that they are related to the linguistic model, which leads to the need for various semantic transformations of the text when such connectives are used. In particular, the use of logical connectives can lead to the loss of the meaning of the text. The rejection of logical inference is compensated by the appearance of semantic substitution rules, one of which is considered in this paper.
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Введение. Статья продолжает серию публикаций по лингвистике отношений (далее R-лингвистика) и посвящена изучению функционирования логических связок с глаголами. Статья представляет собой первую часть обсуждения внутренней логики, которая изучает использование логических связок внутри предложений. Это исследование предполагает формирование семантической логики, т. е. логики, учитывающей семантику предложений.

Методология и источники. В качестве инструментов исследования используются результаты, полученные в предыдущих частях серии. Для разработки необходимых математических представлений в области внутренней логики используются сформулированные ранее семантические понятия и операции.

Результаты и обсуждение. Проанализировано использование логических связок с глаголами. Показано, что эти связи фактически относятся к внешней логике, хотя в некоторых случаях требуется корректировка членов предложения, учитывая семантику лингвистической модели. Определено понятие семантической подстановки и для глаголов сформулировано и обосновано первое правило подстановки.

Заключение. Отказ от традиционного взгляда на логику естественного языка означает отказ от логических операций и логического вывода. Это принуждает к рассмотрению логических операций, которые теперь учитывают семантику, поскольку связаны со структурой лингвистической модели. Анализ функционирования логических связок с глаголами показывает, что они связаны с лингвистической моделью, что приводит к необходимости различных семантических трансформаций текста, когда такие связи применяются. В частности, использование логических связок может приводить к потере смысла текста. Отказ от логического вывода компенсируется появлением правила семантической подстановки, одн из которых рассмотрено в данной работе.
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Introduction. This article continues a series of publications devoted to the introduction to the linguistics of relations (R-linguistics) – a formal direction in linguistics. Here we will continue the conversation about logic within the framework of R-linguistics representations.

In [1], the problems of the approach to the logic of natural language from the point of view of mathematical logic were considered. It was also shown that the traditional logical approach to language has many disadvantages, so a new approach is needed, which naturally follows from the nature of the linguistic model and language constructions. Abandoning the use of traditional logic means abandoning the concepts of truth and falsity, and with it the rejection of traditional logical operations and logical inference. Nevertheless, in [1] an attempt was made to formulate some
logical representations based on the most general semantic view and natural properties of the text. There were also obtained some results about the conditions for the loss of text semantics. All those manifestations of logic that are associated with the operation of attributing sentences one after another, we call external logic, because it describes the interaction of the sentences themselves and leaves out of sight what happens inside the sentences.

In [2], the questions of external logic were considered by examples and on this basis some conclusions were made about the order of semantic interpretation of the text in the framework of R-linguistics. To understand the logic that operates within sentences (internal logic), it is necessary to consider the functioning of logical connectives (conjunctions) within sentences. To do this, we will consider the use of connectives for verbs and nouns with adjectives. Due to the volume, this review will have to be done in two stages. It should be noted at once that logical connectives perform other functions in sentences besides logical functions, for example, functions of communicative semantics [3]. This aspect of their functioning is well described and will not be considered here. In addition, we will define some semantic substitutions that are not related to truth, but rather to the semantic identity of phrases. These substitutions are in a sense a substitute for logical productions.

**Methodology and sources.** The results obtained in the previous parts of the series are used as research tools. To develop the necessary mathematical representations in the field of internal logic, the previously formulated semantic concepts and operations are used.

**Results and discussion.**

**Logical operations with verbs.**

In the previous article [2], we only touched on the question of compound sentences, when simple sentences are combined into one with the use of conjunctions And and OR. Do logical connectives (actions) in a language always mean only logical operations with language sentences? In other words, can logical operations in a language always be interpreted (translated) into operations between sentences? The use of these conjunctions concerns primarily verbs, since they are combined into some new compound verb, so in this article we will start with verbs, and in the next we will continue for other parts of speech. In cases where other members of the sentence are not affected by unions, such a union can simply be reduced to an attribution operation from [2] with or without branching. For example, the sentence “It rained and I stayed home” is semantically equivalent to two consecutive sentences (“It rained. I stayed at home”). But what happens when other members of the sentence are involved in the connection of two sentences (round and square brackets from article [2])?

As it was shown in [2], simple narrative affirmative sentences ultimately get the form of relations when interpreted in the model. If we look at relations as ordinary sets whose elements are pairs or triples of objects, it may seem that the logical connectives “AND”, “OR” correspond to the intersection or union of these relations, which at first glance should lead to classical logic with a classical set-theoretic model and operations of intersection, union and complement of relations. This, however, is not so, since verbs of different arity can be connected by logical connectives in a sentence.

For example, in the sentence “the man was not young and in love with his neighbor on the porch”, one verb is unary (“the man was not young”), since it describes the man's ability to be not young, and the other is binary (“the man was in love with his neighbor in entrance”). It is clear that classical actions cannot be performed with such relations.
These two sentences are combined into one to show that we are talking about the same person in the MAN category.

In these sentences, the common is the universe of subjects.

But even if these relationships were in the same universe, and then the classical approach has been called into question. In Figures a and b, respectively, show two relations of the same arity on the same universes, as well as their spaces and co-spaces. Figures c and d, respectively, show the union and intersection of these relations, as ordinary sets, and the corresponding spaces. Figure e shows the resulting spaces for mixing and intersecting spaces.

As can be seen from the figures, the space for relations union and the mixing space are significantly different. The same can be said about spaces of intersection of relations and intersection of spaces. This is due to the fact that during operations with relationships, new relationships are obtained, in which there is no memory of the previous relationship. On the contrary, when operating with spaces in the language, only temporary spaces are obtained, while the initial spaces are preserved, since their categories determine the model. Logical operations with verbs are defined by the systematization space [4] with the operations of mixing (which corresponds to the OR operation) and the intersection of spaces (which corresponds to the AND operation) specified on it. Moreover, due to Proposition 8 [4], division is defined in this space.

Actions with linguistic spaces in logical operations with verbs

The use of several verbs connected by logical connectives in a sentence means that verbs have one common universe, so actions in the systematization space are defined correctly regardless of the arity of relations corresponding to verbs.
In the future, we will identify the open and closed forms of the language [5], bearing in mind that in the closed form, names are replaced by the values of signs and are usually not pronounced. Thus, there are no formal differences between these forms. After creating a recognition system, there is no need to literally store the linguistic space in the form of categories with an enumeration of the contents of each category. The structure of names (feature values) itself preserves the structure of the space, so the model actually stores structures with names (signs values) and verbal references to other names.

As was shown in [4], due to the independence of signs, their analysis has the form of a conjunction, so that the sequence of their analysis does not matter. They can be analyzed in parallel. We keep here the usual way of depicting linguistic space and recognition solely for the sake of convenience of presentation. Finally, we recall that from the definition of a sign and the way its values are assigned, it follows that a category can have only one non-zero value for each sign that characterizes it. Now consider the content of logical connectives with verbs.

The logical connective OR. So, mixing spaces corresponds to the operation OR with verbs of the language. By the definition of mixing spaces, the missing intersections of the categories of the two spaces must be added to the resulting space in addition to the categories of the original spaces. This means that for some categories X and Y from the original spaces, when connecting verbs with a connective OR, it is necessary to make a refinement (take the intersection) of the original categories. The intersection of categories corresponds to the addition of signs (category names). Thus, the newly arising category cannot be $\Sigma$-generator. In addition, by theorem 5 [5] in the language space of $\Sigma$-generators and $\cup$-forming the same, so the characteristics for a new category is obtained simply by union the meanings of categories signs that contains this intersection. To recognize the new category, you can take the name of the X category and add the missing signs values to it. In other words, for example, to the name (set of values of signs) of category X, it is necessary to add several adjectives characterizing the missing characteristics from category Y, or vice versa. So, during operations with verbs, new spaces are not specially constructed in the language. The categories are simply clarified online: by adding the necessary adjectives, the matter is limited. Before proceeding to the example, let us draw the reader's attention: without the mentioned property of Theorem 5 [5], this would be impossible! It is language, by equalizing the generators, that opens the way to these logical representations.

As an example, consider the phrase: “foreign workers must find work or be deported from the country”. This sentence is based on the action of two verbs in the phrases “workers must find work” and “immigrants will be deported out of the country”. Here there is a mixing of spaces with the categories of WORKERS and IMMIGRANTS in the universe of PEOPLE, so the category in the general phrase requires clarification. We can to clarify the category of WORKERS or the category of IMMIGRANTS. For the category of WORKERS, such a clarification is the adjective FOREIGN. After clarification of the category of WORKERS narrowed, and the phrase acquires a finished look. Of course, it is not always necessary to use a apply connective OR refinements. This follows from the definition of mixed spaces. Since spaces are mixed only on the universe of PEOPLE, we consider action OR only on this universe. The co-spaces remain unchanged, keeping the complements in their original meaning.
The logical connective AND corresponds to the intersection of spaces representing verbs connected by the connective. As follows from the definition of this operation, only the categories that are present simultaneously in the intersected spaces remain in the resulting space. As a result, some of the categories of source spaces drop out of the list of acceptable for use, since the sentence losing sense. This is something like the phrase: “students died and went to work out on simulators”.

When using the connective AND, no qualifying signs are added to the sentence. As for OR, the speaker also does not do any special actions to form a new space. He does not even need to memorize the categories that are “out of the game” in the resulting space. This problem is again solved by the recognition system. The values of the parameters and signs of the recognition system in dead students and cheerful jocks contradict each other, which is a signal that the category is unsuitable. For example, these two categories may have different nonzero values of the same sign (and this is impossible by the definition of a sign), or they may not have common signs at all.

The fact that the nature of the appearance of logical connectives in the language is the operation of attribution [1] is manifested in the fact that these connectives, in contrast to the logical interpretation, are non-commutative. Our comic example is meaningless AND makes sense if the verbs are rearranged, since this actually changes the order of writing simple sentences in the text, and therefore the semantics of the text. Also, note that the sentence “students went to exercise on simulators” in the semantic sense is a negation of the first sentence, since $\Psi (\emptyset, \text{“Students died”} \ast \text{“Students went to exercise on simulators”}) = \emptyset$. In other words, in order to be a negation, it is not necessary to contain the verbal “not” in its composition. In addition, it follows that if $s \ast s^{-1} = e$, then it is not necessarily $s^{-1} \ast s = e$.

In [6], Noam Chomsky laid the foundations of the theory of generative grammars. But already in the fifth section, he formulates problems due to which even the power of the grammar of immediate components may not be enough to describe the syntax of a natural language. In particular, he shows this on the example of the operation of the verbal AND. Combining sentences with the help of the verbal AND, he discovers that sometimes the result turns out to be meaningful (the students drank the juice and went to exercise on the simulators) and, therefore, grammatically correct, and sometimes it turns into some kind of nonsense (the students died and went to exercise on simulators).

We will not discuss here his attempts to explain this situation. From the point of view of R-linguistics, the essence of the matter is that the semantic interpretation of a language in a linguistic model obeys the principles of building this model, so that sometimes there is a meaning, and sometimes it is not. As a result, it turns out that for the same grammatical rule outside the grammar there is some information that determines the applicability of this rule. This fact in relation to natural languages destroys the very basis of generative grammar, since, according to this theory, all grammatical effects must be explained (generated) through the grammar itself.

We are faced here with the fundamental impossibility of applying generative grammars to natural languages without taking into account the peculiarities of the formation of meanings. This does not depend in any way on our resourcefulness or lack of sophistication in such matters. And the reason for this lies in the fact that language does not exist by itself. It exists only insofar as it can be interpreted in a model that simply does not exist in formal grammars.
The logical connective NOT does deny the very relationship between the categories, that is, all pairs (triples) included in the Cartesian product of the subject and complement. It was defined in the previous part of this series [1, 2] when discussing the semantics of the text.

Since, by virtue of Proposition 8 [4], there is a division operation for verbs in the systematization space, then, at first glance, if the largest space (Boolean of the universe) is chosen as the dividend, then the quotient, in a sense, could be considered as a candidate for negating the divisor. However, such a definition of negation would require the use of the entire systematization space of verbs. At the same time, the considered connective have a local character in the sense that their result is determined without referring to the entire systematization space. That is why they turn out to be applicable in the language. The verbal NOT (or NOT external logic, which is the same), in contrast to classical logic, does not mean that within the framework of the systematization space, instead of one verb, some other verb should be considered – its negation: it is simply the absence of action between two categories or objects.

Verbal substitution. Let us remind that linguistic (semantic) substitution (“if…, then”) means the following statement: “if we can say so…, then we can say so…”. We will represent it with the symbol \(\Rightarrow\). It has nothing to do with the truth of judgments, and only outwardly resembles a logical syllogism. In particular, for example, the substitution \(A \Rightarrow B\) is not equivalent to \(B \Rightarrow A\), where \(A\) and \(B\) are some sentences. This happens because linguistic verbal negation means the absence of a connection of a certain kind, which destroys the equivalence with the substitution “by contradiction”. Substitutions are related to the correctness of language transformations in terms of the meaning they generate. Likewise, linguistic identity (\(\Leftrightarrow\)) means: “say so… also what to say so…”. Identical expressions can be substituted one for the other, since they have an unconditional identical meaning, and not truth. In addition, linguistic identity is expressed through two linguistic substitutions in one direction and the other (by definition of linguistic identity). From the point of view of [2] for the semantics of single sentences, linguistic syllogism means that the set of pairs (“triplets” for ternary verbs) described by one phrase belongs to the set of pairs (triplets) described by another phrase.

Verbal Substitution Rule 1 looks like this:

If the space and co-space of verb 1 is less than the space and co-space of verb 2, then any meaningful sentence with verb 1 has the same meaning as a sentence with verb 2.

In other words, if \(\mathbb{P}_1\) is the space of the verb \(S_1\), and \(\mathbb{P}_2\) is the space of the verb \(S_2\), and \(\mathbb{P}_1 \subseteq \mathbb{P}_2\), then for any categories \(X, Y\) from \(U\) and \(V\), respectively, we have \(XS_1Y \Rightarrow XS_2Y\). Indeed, by the definition of rule 1, if the category \(X\) belongs to the space \(\mathbb{P}_1\), then \(X \in \mathbb{P}_2\). The same for \(Y\). Thus, if \(X \times Y \subseteq S_1\), then \(X \times Y \subseteq S_2\).

For example, the verb ПРИСТРАИВАТЬ is less than the verb СТРОИТЬ, since any category in the space of the verb ПРИСТРАИВАТЬ is included in the space of the verb СТРОИТЬ. Thus, the phrases “рабочие пристраивают веранду” and “рабочие строят веранду” have the same meaning. In other words, if we can say “рабочие пристраивают веранду”, then we can say “рабочие строят веранду”. Conversely, if we can say “рабочие строят веранду”, then we can say “рабочие пристраивают веранду” provided that the categories “рабочие” and “веранда” make sense in the space and co-space of the verb ПРИСТРАИВАТЬ.
Conclusion. So, we looked at various options for using logical connectives for verbs and the first verbal semantic substitution. Logical connectives for verbs refer to external logic, which means that these connectives describe the order of attribution and its interpretation. At the same time, as we have seen, the appearance of these bundles within sentences may require some modifications of the sentence members following from the essence of the linguistic model, and even lead to the loss of meaning. We will look at the reasons why logical connectives are carried inside sentences in the next article. In addition, we introduced the first rule of semantic substitution, which allows you to transform text without breaking semantics.
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