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We review results on GKSL-type equations with multi-modal generators which are quadratic in bosonic or fermionic creation and annihilation operators. General forms of such equations are presented. The Gaussian solutions are obtained in terms of equations for the first and the second moments. Different approaches for their solutions are discussed.

1 Introduction

Generators of quantum Markov semi-groups which are quadratic in bosonic or fermionic operators for both unitary and irreversible evolution are a starting point for other considerations both exact and approximate. Thus, it is useful to review main results on them and collect main formulae in one concise text and in the same notation to simplify their application for the readers. We consider GKSL generators, but unitary evolutions could be considered as a particular case. We consider the case with a finite, but arbitrary number of bosonic or fermionic modes because of its applications in quantum optics and quantum information.

This work is organized as follows. We separate an historical and literature review in Sec. 2 in such a way that if the reader is not interested in it and just wants to find a specific formula, then he could freely skip this section. Then the bosonic and fermionic case are considered in Sec. 3 and 4, respectively. These sections are also mostly independent. Nevertheless, Sec. 3 and 4 are organized in similar subsections and could be read in parallel.

Subsections 3.1 and 4.1 introduce the basic formulae for calculations with quadratic and linear forms in creation and annihilation operators. Such calculations are widely used and could be useful by themselves not only for the aims considered here. Subsections 3.2 and 4.2 consider superoperators, in particular, Gorini-Kossakowski-Sudarshan-Lindblad (GKSL) generators which also have only quadratic and linear terms. In Subsec. 3.3 and 4.3 we define the Gaussian states and consider several representations of them.

The main results are presented in Subsec. 3.4 and 4.4 where the solutions of GKSL equations with quadratic generators are obtained in terms of equations for the second and the first moments. Several representations of these equations are discussed which lead to different approaches to their solutions.

In the final section we sum up the results presented in this article and suggest possible directions of the further study.

2 Historical and literature review

Irreversible quadratic quantum evolutions are direct generalization of unitary dynamics with quadratic generators. Unitary dynamics with quadratic generators of general form were systematically studied by K. O. Friedrichs\footnote{This work is supported by the Russian Science Foundation under grant 19-11-00320.} and F. A. Berezin\footnote{Steklov Mathematical Institute of Russian Academy of Sciences, ul. Gubkina 8, Moscow 119991, Russia E-mail:taemsu@mail.ru}. Further study of unitary dynamics
was developed in the works by I. A. Malkin, V. I. Man’ko and V. V. Dodonov [3, 4, 5]. Some modern studies on unitary dynamics with quadratic Hamiltonians could be found in works by A. M. Chebotraev and T. V. Tlyachov [7, 8, 9]. One of the main areas of application of quadratic multi-modal Hamiltonians is quantum optics, especially in case of parametric approximation (see Ref. [10], Ch. II, Ref. [11], Ch. 16, or Ref. [12], Sec. 7.1.2). Coherent states for multi-modal parametric systems were considered in Ref. [13]. Modern applications could be found in works by A. S. Chirkin et al [14, 15, 16, 17, 18, 19]. Also quadratic Hamiltonians arise in opto-mechanical problems [20, 21]. Another source of such Hamiltonians is the approximate quantization method by N. N. Bogolyubov [22]. (See also Ref. 80 for contemporary discussion.) Discussion of the unitary dynamics with non-stationary (time-dependent) Hamiltonians could be found in Refs. [24]–[26]. Physical applications of such Hamiltonians were discussed in Ref. [27]. Quantum evolution with a quadratic generator is also closely related to the classical one, which was studied in the general case by J. Williamson [28, 29, 30]. The quasi-classical approximation for squeezed states was discussed in Ref. [31]. More detailed bibliography for bosonic unitary evolution could be found in Refs. [5] and [32]. The fermionic case without dissipation was considered in Ref. [2] by F. A. Berezin. The unified approach both for the bosonic reversible dynamics and the fermionic one was considered by V. I. Man’ko and V. V. Dodonov [33].

We consider reversible (non-unitary) evolution with quadratic generators. From the historical point of view one should mention Ref. [34] by L. D. Landau, which is famous for the first appearance of the concept of the density matrix. What is interesting for this review is that equations for irreversible quantum evolution of the density matrix were also introduced there. As it was mentioned on p. 183 in Ref. [5] and in Sec. 23.1 of Ref. [35] in the harmonic oscillator case one has (in modern notation)

\[ \dot{\rho}_t = \gamma \left( \hat{a} \rho_t \hat{a}^\dagger - \frac{1}{2} \hat{a}^\dagger \hat{a} \rho_t - \frac{1}{2} \rho_t \hat{a} \hat{a}^\dagger \right) . \]

The next important step was done by N. M. Krylov and N. N. Bogolubov in Ref. [36], see formula (147) which in the case of oscillators takes the form

\[ \dot{\rho}_t = -i\omega [\hat{a}^\dagger \hat{a}, \rho_t] + \gamma (N + 1) \left( \hat{a} \rho_t \hat{a}^\dagger - \frac{1}{2} \hat{a}^\dagger \hat{a} \rho_t - \frac{1}{2} \rho_t \hat{a} \hat{a}^\dagger \right) \]

In fact it is a high temperature limit \((N \gg 1)\) of the widely known model of a damped oscillator (see Ref. [37], Subsec. 6.1.1 or Ref. [38], Subsec. 3.4.6)

\[ \dot{\rho}_t = -i\omega [\hat{a}^\dagger \hat{a}, \rho_t] + \gamma (N + 1) \left( \hat{a} \rho_t \hat{a}^\dagger - \frac{1}{2} \hat{a}^\dagger \hat{a} \rho_t - \frac{1}{2} \rho_t \hat{a} \hat{a}^\dagger \right) \]

In fact it is a high temperature limit \((N \gg 1)\) of the widely known model of a damped oscillator (see Ref. [37], Subsec. 6.1.1 or Ref. [38], Subsec. 3.4.6)

\[ \dot{\rho}_t = -i\omega [\hat{a}^\dagger \hat{a}, \rho_t] + \gamma (N + 1) \left( \hat{a} \rho_t \hat{a}^\dagger - \frac{1}{2} \hat{a}^\dagger \hat{a} \rho_t - \frac{1}{2} \rho_t \hat{a} \hat{a}^\dagger \right) \]

At arbitrary temperatures in the explicit form this model was studied by R. Bausch and A. Stahl in Ref. [39].

We consider generators of GKSL form. It was shown in Ref. [40] for systems in finite-dimensional Hilbert space and in Ref. [41] for the case of the bounded generator in the infinite-dimensional Hilbert space that this is the most general form of completely positive trace-preserving
semigroup generators. The equation for the density matrix $\rho_t$ with a GKSL generator has the form

$$\dot{\rho}_t = -i[\hat{H}, \rho_t] + \sum_i \left( \hat{C}^{(i)} \rho_t (\hat{C}^{(i)})^\dagger - \frac{1}{2} (\hat{C}^{(i)})^\dagger \hat{C}^{(i)} \rho_t - \frac{1}{2} \rho_t (\hat{C}^{(i)})^\dagger \hat{C}^{(i)} \right),$$

where $\hat{H} = \hat{H}^\dagger$ and $\hat{C}^{(i)}$ are operators. We consider the case where $\hat{H}$ are quadratic and $\hat{C}^{(i)}$ are linear in creation and annihilation operators. GKSL equations have the clearest physical meaning and mathematical properties. They describe quantum Markovian dynamics and could be derived from microscopical equations in some important cases (see Ref. [38], Sec. 3.2). A brief historical review of GKSL equations could be found in Ref. [42]. The mathematically rigorous theory of derivation of GKSL-type equations from the stochastic limit of full Hamiltonian evolutions in the weak coupling and low density cases was developed by L. Accardi, A. Frigerio, Yu. G. Lu, I. V. Volovich et al. (see Refs. [43]–[45] for these results and wider bibliography). Some important results for the derivation of the weak coupling limit of reduced evolutions by projective techniques were obtained by E. B. Davies (see Ref. [46], Ch. 10) in the weak coupling limit case and by Dümcke in the low density case [106]. Interesting results for derivation of GKSL generators based on non-Wiener quantum stochastic equations were recently obtained by A. M. Basharov [47, 48, 49]. The modern view on derivation of GKSL equations and the main directions for future studies in this area could be found in the L. Accardi review [50]. GKSL equations also have very natural thermodynamics features [51, 52]. Some important results in this area could be found in works by I. V. Volovich and A. S. Trushechkin [53, 54].

Multimodal bosonic evolution with GKSL-type generators in the Wigner representation was studied by V. I. Man’ko, V. V. Dodonov, O. V. Man’ko [4, 55, 56]. Some specific examples of such equations were studied in Refs. [57]–[59]. In some special cases multimodal bosonic GKSL-type equations are solved in Ref. [60]. The equilibrium state for coupled oscillators interacting with heat baths at different temperatures were considered by R. J. Glauber and V. I. Man’ko [61].

One-parameter semigroups correspondent to the quadratic generators are closely related with bosonic and fermionic Gaussian channels which play an important role in quantum information theory [62, 63, 64]. Modern results in this area could be found in Refs. [65]–[68] by A. S. Holevo. It should be mentioned that not every channel could be represented as a one-parameter semigroup at fixed time [69]. In the bosonic case such a possibility was discussed by T. Heinosaari, A. S. Holevo and M. M. Wolf [70].

Modern interest in fermionic Gaussian states originates in Ref. [71] by K. E. Cahill and R. J. Glauber. Irreversible fermionic quantum dynamics was considered in Refs. [72], [73]. In Ref. [74] it was done by an analog of canonical transformations. In Ref. [75] the unitary dilation was used. See further discussion of these results in Ref. [76].

The multi-modal fermionic GKSL equation could also be treated as finite-dimensional matrix equation and solved by general methods for such equations [77]. However, such an approach needs a solution of systems of linear equations, the number of which depends exponentially on $n$. In this work we obtain the linear equations, the number of which grows linearly in $n$.

Quadratic fermionic GKSL evolution is closely related to the quantum Gaussian fermionic channels. Ref. [78] by S. Bravyi, where the representation of these channels by integral nuclei in fermionic variables was discussed, should be noted here. This work developed the concept of ”fermionic linear optics” introduced in Refs. [79], [80]. Before it the application of quadratic fermionic generators in the quantum information was also studied by A. Yu. Kitaev [81]. The
connection between the calculations with fermionic modes and qubit calculations was discussed in Ref. [82]. The systematic discussion of fermionic Gaussian channels and literature review could be found in Ref. [64].

3 Bosonic case

We consider the Hilbert space $\otimes_{j=1}^{n} \ell_2$. One could define $n$ pairs of creation and annihilation operators acting in such a space (see, for example, Ref. [11], Sec. 1.1.2)

$$\hat{a}_i|\nu_1, \ldots, \nu_i, \ldots, \nu_n\rangle = \sqrt{\nu_i}|\nu_1, \ldots, \nu_i - 1, \ldots, \nu_n\rangle,$$

$$\hat{a}_i^\dagger|\nu_1, \ldots, \nu_i, \ldots, \nu_n\rangle = \sqrt{\nu_i + 1}|\nu_1, \ldots, \nu_i + 1, \ldots, \nu_n\rangle,$$

where $|\nu_1, \ldots, \nu_i, \ldots, \nu_n\rangle$, $\nu_i \in \mathbb{Z}_+$ is a certain basis in $\otimes_{j=1}^{n} \ell_2$. Such operators satisfy canonical commutation relations (CCRs)

$$[\hat{a}_i, \hat{a}_j^\dagger] = \delta_{ij} I_{\ell}, \quad [\hat{a}_i, \hat{a}_j] = [\hat{a}_i^\dagger, \hat{a}_j^\dagger] = 0,$$

where $I_{\ell}$ is an identity matrix in $\otimes_{j=1}^{n} \ell_2$. For simplicity hereinafter we write just $\lambda$ instead of $\lambda I_{\ell}$, where $\lambda \in \mathbb{C}$, for example $[\hat{a}_i, \hat{a}_j^\dagger] = \delta_{ij}$. For operators from $\otimes_{j=1}^{n} \ell_2$ we denote hermitian conjugation by $\dagger$.

As we work with quadratic and linear combinations of these operators, then it is useful to define the $2n$-dimensional vector $a = \left(\hat{a}_1, \ldots, \hat{a}_n, \hat{a}_1^\dagger, \ldots, \hat{a}_n^\dagger\right)^T$ of annihilation and creation operators and

$$f^T a \equiv a^T f \equiv \sum_{i=1}^{n} (f_i \hat{a}_i + f_{i+n-1} \hat{a}_i^\dagger), \quad \forall f \in \mathbb{C}^{2n},$$

$$a^T K a \equiv \sum_{i=1}^{n} \sum_{j=1}^{n} (K_{i,j} \hat{a}_i \hat{a}_j + K_{i+n,j} \hat{a}_i^\dagger \hat{a}_j + K_{i,j+n} \hat{a}_i \hat{a}_j^\dagger + K_{i+n,j+n} \hat{a}_i^\dagger \hat{a}_j^\dagger), \quad \forall K \in \mathbb{C}^{2n \times 2n}.$$

Let us emphasize that this definition does not assume the normal ordering. We denote the normally ordered form by the colons, e.g.

$$a^T K a : \equiv \sum_{i=1}^{n} \sum_{j=1}^{n} (K_{i,j} \hat{a}_i \hat{a}_j + (K_{i+n,j} + K_{i,j+n}) \hat{a}_i^\dagger \hat{a}_j + K_{i+n,j+n} \hat{a}_i^\dagger \hat{a}_j^\dagger), \quad \forall K \in \mathbb{C}^{2n \times 2n}.$$

The hermitian conjugation of the matrices $K \in \mathbb{C}^{2n \times 2n}$ we denote by $\dagger$. Let us also introduce the following $2n \times 2n$-matrices:

$$J = \begin{pmatrix} 0 & -I_n \\ I_n & 0 \end{pmatrix}, \quad E = \begin{pmatrix} 0 & I_n \\ I_n & 0 \end{pmatrix}, \quad I = \begin{pmatrix} I_n & 0 \\ 0 & I_n \end{pmatrix}, \quad (1)$$

where $I_n$ is an identity matrix in $\mathbb{C}^{n \times n}$. Then the CCRs take the form

$$[f^T a, a^T g] = -f^T J g, \quad \forall g, f \in \mathbb{C}^{2n}.$$

Let us introduce the following definition in order to express the hermitian conjugation of the quadratic and linear forms in terms of their coefficients.
Definition 1. $\sim$-conjugation of vectors and matrices is defined by the following formulae
\[
\tilde{g} = E\overline{g}, \quad g \in \mathbb{C}^{2n}, \quad \tilde{K} = E\overline{K}E, \quad K \in \mathbb{C}^{2n \times 2n},
\]
where the overline is an (elementwise) complex conjugation and the matrix $E$ is defined by (1).

Then the hermitian conjugation of the quadratic and linear forms could be calculated by the formulae $(g^T a)^\dagger = \tilde{g}^T a$, $(a^T K a)^\dagger = a^T \tilde{K}^T a$, $\forall g \in \mathbb{C}^{2n}, K \in \mathbb{C}^{2n \times 2n}$. In particular, $(a^T K a)^\dagger = a^T \tilde{K} a$ in the case when $K = K^T$. Let us note that $\sim$-conjugation is an involution $\tilde{K} = K$, $\tilde{g} = g$, $K \in \mathbb{C}^{2n \times 2n}$ and it is semi-linear i.e.
\[
(\lambda_1 K_1 + \lambda_2 K_2)^\sim = \overline{\lambda}_1 \tilde{K}_1 + \overline{\lambda}_2 \tilde{K}_2, \quad \forall K_1, K_2 \in \mathbb{C}^{2n \times 2n}, \quad \lambda_1, \lambda_2 \in \mathbb{C}.
\]

In addition, let us mention that $\tilde{J} = -J$ and $\tilde{E} = E$.

The set of the trace-class operators in $\otimes_{j=1}^n \ell_2$ we denote by $\mathcal{T}(\otimes_{j=1}^n \ell_2)$. We call a self-adjoint non-negatively defined operator with trace 1 a density matrix. We use the notation $\text{tr}$ for the trace with respect to $\otimes_{j=1}^n \ell_2$ and $\text{Tr}$ for the one with respect to $\mathbb{C}^{2n}$.

### 3.1 Basic calculations with quadratic and linear forms

In this subsection we present basic formula for computations with quadratic and linear forms in bosonic creation and annihilation operators. It could be used as reference information even out of the context of our article. The proofs of them could be found in Refs. [83] and [84].

Lemma 1. (Symmetrization) Let $K \in \mathbb{C}^{2n \times 2n}$, then
\[
a^T K a = a^T \frac{1}{2} (K + K^T) a - \frac{1}{2} \text{Tr} K^T J = a^T \frac{1}{2} (K + K^T) a + \frac{1}{2} \text{Tr} K J.
\]

Lemma 2. (Normal ordering) Let $K = K^T \in \mathbb{C}^{2n \times 2n}$, then
\[
a^T K a =: a^T K a : + \frac{1}{2} \text{Tr} E K.
\]

Lemma 3. (Commutation relations for linear and quadratic forms) Let $K = K^T, M = M^T \in \mathbb{C}^{2n \times 2n}$ and $g, f \in \mathbb{C}^{2n}$, then:
\[
\left[\frac{1}{2} a^T K a + g^T a, \frac{1}{2} a^T M a + f^T a \right] = \frac{1}{2} a^T (MJK - KJM) a + (f^T JK - g^T JM) a - g^T J f.
\]

Lemma 4. (Quadratic and linear forms sandwiched by exponentials.) Let $K = K^T, M = M^T \in \mathbb{C}^{2n \times 2n}$ and $g, f \in \mathbb{C}^{2n}$, then:
\[
e^{\frac{1}{2} a^T K a + g^T a} \left(\frac{1}{2} a^T M a + f^T a\right) e^{-\frac{1}{2} a^T K a - g^T a} =
\]
\[
= \frac{1}{2} a^T e^{-JK} M e^{JK} a + \left( e^{-JK} M \frac{e^{I K}}{JK} J g + e^{-JK} f \right)^T a +
\]
\[
+ \left( \frac{1}{2} g^T J \frac{e^{-JK} - I}{JK} M + f^T \right) e^{JK} - I \frac{JK}{JK} J g.
\]
Lemma 5. (Derivative of exponential.) Let $K_t = K_t^T \in \mathbb{C}^{2n \times 2n}$ be differentiable function with respect to $t$ for $t \in \mathbb{R}_+$, then:

\[
\left( \frac{d}{dt} e^{\frac{1}{2} a^T K_t a + g_t a + c_t} \right) e^{-\frac{1}{2} a^T K_t a - g_t a - c_t} = \frac{1}{2} a^T e^{-K_t} \frac{d}{dt} e^{K_t} J^{-1} a + a^T e^{-K_t} J^{-1} \frac{d}{dt} e^{K_t} J^{-1} \left( \frac{e^{K_t} J - I}{K_t J} g_t \right) \frac{d}{dt} \left( \frac{e^{K_t} J - I}{K_t J} g_t \right) + \frac{1}{2} g_t^T J \left( \sinh(K_t J) - K_t J \right) \frac{1}{K_t J} g_t + c_t \]

and the matrix $e^{-K_t} \frac{d}{dt} e^{K_t} J^{-1}$ is symmetric.

This result is based on the Feynman-Wilcox formula\[85\].

3.2 Quadratic superoperators

In this subsection we define the GKSL generators which are quadratic in bosonic creation and annihilation operators.

Definition 2. We call an unbounded operator $\mathcal{L} : \mathcal{T}(\otimes_{j=1}^n \ell_2) \to \mathcal{T}(\otimes_{j=1}^n \ell_2)$ of the form

\[
\mathcal{L}(\hat{X}) = a^T \Gamma \hat{X} a + a^T \Gamma \hat{a} \hat{X} + \hat{X} a^T \Gamma_R a + \hat{X} g_R a + \hat{X} g_L a \hat{X} + \lambda \hat{X},
\]  

where $\Gamma, \Gamma_L = \Gamma_L^T, \Gamma_R = \Gamma_R^T \in \mathbb{C}^{2n \times 2n}, g_L, g_R \in \mathbb{C}^{2n}, \lambda \in \mathbb{C}$, a quadratic bosonic superoperator.

Definition 3. Let $\mathcal{L}$ be a quadratic superoperator of form \[2\]. Let us define a superoperator $\mathcal{L}^*$ by the formula

\[
\text{tr}((\mathcal{L}^*(\hat{X}))^\dagger \rho) = \text{tr}(\hat{X}^\dagger \mathcal{L}(\rho)),
\]

where $\rho$ is a density matrix and $\text{tr}(\rho) < \infty$, $\text{tr}(a^T \rho) < \infty$, $\hat{X}$ is a (possibly unbounded) operator in $\otimes_{j=1}^n \ell_2$.

Definition 4. Let $\mathcal{L} : \mathcal{T}(\otimes_{j=1}^n \ell_2) \to \mathcal{T}(\otimes_{j=1}^n \ell_2)$ be a quadratic superoperator of form \[2\]. Let us define a superoperator by the formula

\[
\mathcal{L}^+(\rho) = (\mathcal{L}^*(\rho^\dagger))^\dagger,
\]

Lemma 6. Let $\mathcal{L}$ be a quadratic superoperator of form \[2\], then

\[
\mathcal{L}^+(\rho) = a^T \hat{\Gamma}^T \rho a + a^T \hat{\Gamma}_R a \rho + \rho a^T \hat{\Gamma}_L a + \rho g_L^T a + \hat{\Gamma} \rho,
\]

\[
\mathcal{L}^*(\hat{X}) = a^T \hat{\Gamma} \hat{X} a + a^T \hat{\Gamma}_L a \hat{X} + \hat{X} a^T \hat{\Gamma}_R a + \hat{X} g_R a + \hat{X} g_L a \hat{X} + \lambda \hat{X}.
\]

Let us note that the coefficients $\Gamma, \Gamma_L = \Gamma_L^T, \Gamma_R = \Gamma_R^T \in \mathbb{C}^{2n \times 2n}, g_L, g_R \in \mathbb{C}^{2n}, \lambda \in \mathbb{C}$ of superoperator \[2\] are uniquely defined.

Lemma 7. The quadratic superoperator $\mathcal{L}$ of form \[2\] satisfies the conditions $\mathcal{L}^+ = \mathcal{L}$ and $\mathcal{L}^*(I) = 0$ on its domain if and only if

\[
\mathcal{L}(\rho) = \mathcal{L}_{H, \Gamma, f}(\rho) \equiv -i \left[ \frac{1}{2} a^T H a + f^T a, \rho \right] + a^T \rho \Gamma a - \frac{1}{2} a^T \Gamma^T a \rho - \frac{1}{2} \rho \ a^T \Gamma^T a,
\]

where $H = H^T = \hat{H}, \Gamma^T = \hat{\Gamma}, f = \hat{f}$.
We are interested in GKSL generators of the form

\[ \mathcal{L}(\rho) = -i[\hat{H}, \rho] + \sum_i \left( \hat{C}^{(i)} \rho (\hat{C}^{(i)})^\dagger - \frac{1}{2} (\hat{C}^{(i)})^\dagger \hat{C}^{(i)} \rho - \frac{1}{2} \rho (\hat{C}^{(i)})^\dagger \hat{C}^{(i)} \right), \]  

(4)

where \( \hat{H} \) contains quadratic and linear terms in creation and annihilation operators, \( \hat{C}_i \) contains linear and scalar terms. Let us stress that actually both theorems from Refs. [40] and [41] are not applicable to the case of unbounded generators, moreover, actually interesting non-GKSL examples are presented in literature.[94]

Lemma 8. Let \( \hat{H} = \frac{1}{2}a^T H a + h^T a \) (\( H = H^T = \hat{H}, h = \tilde{h} \)) and \( \hat{C}^{(i)} = \gamma_i^T a + c_i \), then generator (4) takes the form (3) where

\[ \Gamma = \sum_i \gamma_i \gamma_i^T, \quad l = \sum_i \overline{c}_i \gamma_i, \quad f = h + i \frac{l - \tilde{l}}{2}. \]  

(5)

Moreover, \( \Gamma \) and \( f \) can be presented in form (5) if and only if

\[ \Gamma^T = \tilde{\Gamma}, \quad \Gamma E \geq 0, \quad f = \tilde{f}. \]  

(6)

Thus, all linear terms could be absorbed by \( \hat{H} \) and \( c_i \) could be omitted. Actually, it could be done for arbitrary GKSL generators (see Ref. [87], p. 70 or Ref. [38], p. 123).

The quadratic GKSL generator is a special case of (3) with the additional condition \( \Gamma E \geq 0 \). But in general case (3) the condition \( (\Gamma E)^+ = \Gamma E \) allows one to decompose \( \Gamma E = \sum_i \gamma_i \gamma_i^T - \sum_j \beta_j \beta_j^T \) and, hence, to represent (3) as a difference of two GKSL generators of form (3)–(6) with \( \Gamma_1 = \sum_i \gamma_i \gamma_i^T \) and \( \Gamma_2 = \sum_j \beta_j \beta_j^T \). The terms of \( \hat{H} \) could be absorbed by the first as well as by the second generator.

The generators (4) can coincide for different \( \hat{C}^{(i)} \), but form (3) is unique. The fact that an arbitrary non-negative definite Hermitian matrix could be diagonalized allows one to decompose \( \Gamma E = \sum_{i=1}^{2n} \gamma_i \gamma_i^T \). So one could represent the GKSL generator in form (4), where \( i \) takes no more than \( 2n \) values.

In the case \( \hat{C}^{(i)} = (\hat{C}^{(i)})^\dagger \) the GKSL generator takes the form

\[ \mathcal{L}(\rho) = -i[\hat{H}, \rho] - \frac{1}{2} \sum_i [\hat{C}^{(i)}, [\hat{C}^{(i)}, \rho]]. \]

Such generators are closely related to the classical diffusion. First of all this is a direct analog of the generator of the classical Fokker–Planck equation, where the adjacent action of \( \hat{H}, \hat{C}^{(i)} \), i.e. \( [\hat{H}, .] \) and \( [\hat{C}^{(i)}, .] \), plays the role of the derivatives. Moreover, the terms \( \frac{1}{2} [\hat{C}^{(i)}, [\hat{C}^{(i)}, \rho]] \) could arise as averaging with respect to the (classical) Wiener process (see Ref. [88], p. 82). The matrix \( \Gamma \) in (6) satisfies the condition \( \Gamma = \Gamma^T \) in this case.

Lemma 9. The adjoint superoperator for (3) has the form

\[ \mathcal{L}_{H, \Gamma, f}^*(\hat{X}) = i \left[ \frac{1}{2} a^T H a + f^T a, \hat{X} \right] + a^T \hat{X} \Gamma^T a - \frac{1}{2} a^T \Gamma^T a \hat{X} - \frac{1}{2} \hat{X} a^T \Gamma^T a, \hat{X} \in \mathcal{B}(\otimes_{j=1}^n \ell_2). \]
The adjoint GKSL quadratic bosonic generators themselves are GKSL quadratic bosonic generators up to a constant.

**Corollary 1.** Let $\rho$ be a density matrix, then the adjoint generator $\mathcal{L}_{H,\Gamma,f}^*$ is related to $\mathcal{L}_{-H,\Gamma^T,-f}$ by the formula

$$\mathcal{L}_{H,\Gamma,f}^*(\rho) = \mathcal{L}_{-H,\Gamma^T,-f}(\rho) - \frac{1}{2}(\text{Tr} \ \Gamma^T J)\rho.$$

The following proposition is not used further but it could be used to investigate the dissipative analogs of conservation laws.

**Proposition 1.** The commutator of two quadratic superoperators of form (3) on appropriate domain could be defined by the formula

$$[\mathcal{L}_{H_1,\Gamma_1,f_1}, \mathcal{L}_{H_2,\Gamma_2,f_2}] = \mathcal{L}_{H_{12},\Gamma_{12},f_{12}},$$

where

$$H_{12} = i \left( [H_1 J, H_2 J] + \left[ \frac{\Gamma_2 - \Gamma_2^T}{2}, \frac{\Gamma_1 - \Gamma_1^T}{2} J \right] \right) J,$$

$$\Gamma_{12} = i([H_1 J, \Gamma_2 J] - [H_2 J, \Gamma_1 J] + \frac{i}{2}(\{\Gamma_1^T J, \Gamma_2 J\} - \{\Gamma_1 J, \Gamma_2^T J\})), J,$$

$$f_{12} = i \left( H_1 + i \frac{\Gamma_1 - \Gamma_1^T}{2} \right) J f_2 - \left( H_2 + i \frac{\Gamma_2 - \Gamma_2^T}{2} \right) J f_1.$$

Thus, superoperators (3) form a Lie algebra. For further study it is interesting to understand relation between exact solutions of GKSL equations and Lie algebras of superoperators of certain form.

### 3.3 Gaussian states

In this section we define the Gaussian states and represent them in different forms which are usually used in literature.

**Definition 5.** Let us define the mean vector $m$ and the matrix $D$ of the second central moments for the density matrix by the formulae

$$m = \text{tr} \ (a \rho), \quad D = \text{tr} \ ((a - m)(a - m)^T \rho). \quad (7)$$

**Definition 6.** We call the symmetric part of the matrix of the second central moments

$$C = \frac{D + D^T}{2}. \quad (8)$$

the covariance matrix.

The antisymmetric part of the matrix $D$ is defined by CCRs as $D - D^T = -J$ and carries no information about the state. The matrix $D$ could be uniquely defined by $C$ as $D = C - J/2$. 
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Definition 7. We call the function
\[ \chi_W(z) \equiv \text{tr} (\rho e^{iz^T a}) \]
the characteristic function.

This function is defined for every density matrix \( \rho \) and uniquely defines this matrix (see Ref. [62], Subsec. 12.3.1).

Definition 8. A density matrix \( \rho \) is called Gaussian state if its characteristic function has the form
\[ \chi_W(z) = e^{-\frac{1}{2}z^T Cz + i z^T m}. \]  
(9)

One could also define the Gaussian state as a state the characteristic function \( \chi_W(z) \) of which is exponential of sum of linear and quadratic forms. And only then one could prove that its coefficients are exactly the mean vector and the covariance matrix defined by (7) and (8). But we have already absorbed this fact in our definition. Thus, any Gaussian state is uniquely defined by \( m \) and \( C \) (or by \( m \) and \( D \)). But it is natural to ask what conditions are imposed on \( m \) and \( D \).

Proposition 2. The vector \( m \in \mathbb{C}^{2n} \) and the matrix \( D \in \mathbb{C}^{2n \times 2n} \) satisfy the conditions
\[ m = \tilde{m}, \quad D^T = \tilde{D}, \quad DE \geq 0, \quad D - D^T = -J \]  
(10)
if and only if there exists a (unique) Gaussian state with the mean vector \( m \) and the matrix of the second central moments \( D \).

The proof of this proposition could be found on p. 286 in Ref. [62]. Moreover, conditions (10) are held for arbitrary states for which moments (7) are defined.

The subscript \( W \) of the function \( \chi_W(z) \) refers to the Weyl-ordering. Normally and anti-normally ordered characteristic functions are also frequently used (see Ref. [91], Ch. 4). In the case of Gaussian states they take the form
\[ \chi_N(z) \equiv \text{tr} (\rho e^{iz^T \frac{I + E}{2} a e^{iz^T \frac{I - E}{2} a}}) = e^{-\frac{1}{2}z^T \left( C + \frac{1}{2} E \right) z + i z^T m}, \]
\[ \chi_A(z) \equiv \text{tr} (\rho e^{iz^T \frac{I - E}{2} a e^{iz^T \frac{I + E}{2} a}}) = e^{-\frac{1}{2}z^T \left( C - \frac{1}{2} E \right) z + i z^T m}. \]

Non-pure Gaussian states could be also represented in the exponential form
\[ \rho = e^{\frac{1}{2}a^T K a + \frac{1}{2}g^T a + c}, \]  
(11)
where \( K = K^T = \tilde{K} \in \mathbb{C}^{2n \times 2n} \) is such that \( KE < 0 \), \( g = \tilde{g} \in \mathbb{C}^{2n} \) and
\[ e^s = \sqrt{\det (e^{KJ - I})} e^{\frac{i}{2}g^T \frac{1}{2}g}, \]  
(12)
in accordance with results on p. 289 in Ref. [62] in our notation. Formula (12) is mainly based on the following result (see Ref. [62], p. 280 or Ref. [89]).

Proposition 3. Let \( K = K^T = \tilde{K} \in \mathbb{C}^{2n \times 2n} \) and \( KE < 0 \), then there exists a symplectic matrix \( S \) (\( SJST^T = J \), \( S = \tilde{S} \)) such that \( K \) takes the bidiagonal form
\[ K = -S \begin{pmatrix} 0 & \Lambda \\ \Lambda & 0 \end{pmatrix} S^T, \]
where \( \Lambda = \text{diag} (\lambda_1, \ldots, \lambda_n) \) is a real diagonal matrix with strictly positive \( \lambda_i > 0 \).
Form (11) is related to form (9) by the following proposition. It is also the direct result of proposition 3.

**Proposition 4.** Let $K = K^T = \tilde{K} \in \mathbb{C}^{2n \times 2n}$ and $KE < 0$ and $g = \tilde{g}$, then there exists the Gaussian state of form (11) with the mean vector $m$ and the matrix of the second central moments $D$ defined by the formulae

$$m = -K^{-1}g, \quad D = Je^{KJ}(I - e^{KJ})^{-1}.$$

The normally ordered form is also frequently used. It could be obtained by the following proposition. Its proof could be found in Ref. [84].

**Proposition 5.** Let $K = K^T = \tilde{K} \in \mathbb{C}^{2n \times 2n}$ be such that $KE < 0$, $g = \tilde{g} \in \mathbb{C}^{2n}$, and $s \in \mathbb{R}$ is defined by the normalization condition, i.e. by formula (12), then the normal symbol of the density matrix equals $e^{\frac{1}{2}q^TRz + q^Tz + r}$, where

$$R = -2 \left(E + J \frac{I + e^{KJ}}{I - e^{KJ}}\right)^{-1}, \quad q = RK^{-1}g, \quad e^r = \sqrt{\text{det}(ER)e^\frac{1}{2}q^TR^{-1}q}.$$

### 3.4 Dynamics of moments and Gaussian solutions

In this section we obtain the Gaussian solutions of the equation

$$\frac{d}{dt}\rho_t = \mathcal{L}_{H_t, \Gamma_t, f_t}(\rho_t), \quad (13)$$

where $H_t, \Gamma_t, f_t$ are continuous functions in $t$ on $\mathbb{R}_+$ satisfying the conditions $H_t = H_t^T = \tilde{H}_t$, $\Gamma_t^T = \tilde{\Gamma}_t$, $\Gamma_t E \geq 0$, $f_t = \tilde{f}_t$ for all $t \in \mathbb{R}_+$.

**Lemma 10.** The action of the adjoint generator in creation and annihilation operators and their products is defined by the formulae

$$\mathcal{L}_{H, \Gamma, f}^* (\mathbf{a}) = J \left(iH + \frac{\Gamma T - \Gamma}{2}\right) \mathbf{a} + iJf,$$

$$\mathcal{L}_{H, \Gamma, f}^* (\mathbf{a} \mathbf{a}^T) = J \left(iH + \frac{\Gamma T - \Gamma}{2}\right) \mathbf{a} \mathbf{a}^T + \mathbf{a} \mathbf{a}^T \left(-iH + \frac{\Gamma T - \Gamma}{2}\right) J + J\Gamma^T J + iJf \mathbf{a}^T - i\mathbf{a} f^T J.$$

This lemma is a direct corollary of lemma 9.

**Theorem 1.** Let the density matrix $\rho_t$ satisfy Eq. (13) and have the finite moments $m_t$ and the second central moments $D_t$, then the mean vector and the second central moments satisfy

$$\frac{d}{dt}m_t = J \left(iH_t + \frac{\Gamma_t T - \Gamma_t}{2}\right) m_t + iJf_t, \quad (14)$$

$$\frac{d}{dt}D_t = J \left(iH_t + \frac{\Gamma_t T - \Gamma_t}{2}\right) D_t + D_t \left(-iH_t + \frac{\Gamma_t T - \Gamma_t}{2}\right) J + J\Gamma_t^T J. \quad (15)$$

Here $m_t$ and $D_t$ are defined by formulae (7).
The proof could be obtained by substituting (11) into (13) and using lemmas 3–5 [83, 84] or by averaging formulae from lemma 10 [86]. The former approach is applicable only in the case of the Gaussian solutions, while the latter is applicable in the general case of density matrices with finite first and second moments.

If one symmetrizes Eq. (15), one obtains the equation for the covariance matrix.

**Proposition 6.** Let the matrix \( D_t \) satisfy Eq. (15), then the covariance matrix \( C_t = (D_t + D_t^T)/2 \) satisfies the equation

\[
\frac{d}{dt} C_t = J \left( iH_t + \frac{\Gamma_t^T - \Gamma_t}{2} \right) C_t + C_t \left( -iH_t + \frac{\Gamma_t^T - \Gamma_t}{2} \right) J + J \Gamma_t + \frac{\Gamma_t^T J}{2}.
\]

(16)

If, in addition, the matrix \( D_0 \) satisfies the condition \( D_0 - D_0^T = -J \), then \( D_t - D_t^T = -J \) for all \( t > 0 \).

The solution of Eqs. (14), (15), (16) could be expressed in terms of the solution of Eq. (14) without inhomogeneity by the following proposition.

**Proposition 7.** Let \( G_t \) be a solution of the Cauchy problem

\[
\dot{G}_t = J \left( iH_t + \frac{\Gamma_t^T - \Gamma_t}{2} \right) G_t, \quad G_0 = I.
\]

Then the solutions of Eqs. (14), (15), (16) could be represented in the form

\[
m_t = G_t m_0 + i \int_0^t G_t G_v^{-1} J f_v dt',
\]

\[
D_t = G_t D_0 G_t^T + \int_0^t G_t G_v^{-1} J \Gamma_v T J (G_t G_v^{-1})^T dt',
\]

\[
C_t = G_t C_0 G_t^T + \int_0^t G_t G_v^{-1} J \Gamma_v + \frac{\Gamma_v^T J}{2} J (G_t G_v^{-1})^T dt'.
\]

Eqs. (15), (16) could be considered as linear differential equations in \((2n)^2 \times (2n)^2\) variables. The following proposition allows one to represent their solution in terms of solutions of a linear differential equation in \(4n\) variables. The proof of the proposition analogous to the following one and further discussion could be found in Ref. [84].

**Proposition 8.** If \( m_t \) satisfies Eq. (14), then the following differential equation is held

\[
\frac{d}{dt} \begin{pmatrix} m_t \\ 1 \end{pmatrix} = \begin{pmatrix} J \left( iH_t + \frac{\Gamma_t^T - \Gamma_t}{2} \right) & iJ f_t \\ 0 & 0 \end{pmatrix} \begin{pmatrix} m_t \\ 1 \end{pmatrix}.
\]

The solution of Eq. (15) could be represented in the form \( D_t = X_t Y_t^{-1} \), where the matrices \( X_t \) and \( Y_t \) are defined by the following differential equation

\[
\frac{d}{dt} \begin{pmatrix} X_t \\ Y_t \end{pmatrix} = \begin{pmatrix} J \left( iH_t + \frac{\Gamma_t^T - \Gamma_t}{2} \right) & J \Gamma_t \Gamma_t^T J \\ 0 & \left( iH_t - \frac{\Gamma_t^T - \Gamma_t}{2} \right) J \end{pmatrix} \begin{pmatrix} X_t \\ Y_t \end{pmatrix}.
\]
with an arbitrary initial condition such that $X_0Y_0^{-1} = D_0$. In particular, one could assume $X_0 = D_0, Y_0 = I$.

Similarly, the solution of Eq. (16) could be represented in the form $C_t = X_t'Y_t^{-1}$, where the matrices $X_t'$ and $Y_t$ are defined by the following proposition and the evolution of mean could be defined by the semiclassical laser field with varying amplitude. In such a case the evolution of the second moments is defined by the previous proposition and the evolution of mean could be defined by the following differential equation

$$\frac{d}{dt} \begin{pmatrix} X'_t \\ Y'_t \end{pmatrix} = \begin{pmatrix} J \left( iH_t + \frac{\Gamma_T - \Gamma_t}{2} \right) & J\frac{\Gamma_T + \Gamma_t}{2} \\ 0 & \left( iH_t - \frac{\Gamma_T - \Gamma_t}{2} \right) J \end{pmatrix} \begin{pmatrix} X'_t \\ Y'_t \end{pmatrix}$$

with an arbitrary initial condition such that $X'_0Y_0^{-1} = C_0$. In particular, one could assume $X'_0 = C_0, Y_0 = I$.

For the case of constant coefficients proposition 7 could be represented in more explicit form.

**Proposition 9.** If the functions $H_t, \Gamma_t, f_t$ in (14) are constants $H, \Gamma, f$ and the matrix $iH + \frac{\Gamma_T - \Gamma}{2}$ is non-degenerate, then the solution of Eq. (14) takes the form

$$m_t = e^{J(iH + \frac{\Gamma_T - \Gamma}{2})t}m_0 + i e^{J(iH + \frac{\Gamma_T - \Gamma}{2})t} - I J f.$$

If the functions $H_t, \Gamma_t$ in (15) are constants $H, \Gamma$, then the solution of Eq. (15) takes the form

$$D_t = e^{J(iH + \frac{\Gamma_T - \Gamma}{2})t}D_0e^{-iH + \frac{\Gamma_T - \Gamma}{2}} \mathcal{J}_t + \int_0^t e^{J(iH + \frac{\Gamma_T - \Gamma}{2})t'} J\Gamma T \mathcal{J} e^{-iH + \frac{\Gamma_T - \Gamma}{2}} \mathcal{J}_t \mathcal{J}_t' dt'.$$

If the functions $H_t, \Gamma_t$ in (16) are constants $H, \Gamma$, then the solution of Eq. (16) takes the form

$$C_t = e^{J(iH + \frac{\Gamma_T - \Gamma}{2})t}C_0e^{-iH + \frac{\Gamma_T - \Gamma}{2}} \mathcal{J}_t + \int_0^t e^{J(iH + \frac{\Gamma_T - \Gamma}{2})t'} J\Gamma + \frac{\Gamma_T}{2} \mathcal{J} e^{-iH + \frac{\Gamma_T - \Gamma}{2}} \mathcal{J}_t \mathcal{J}_t' dt'.$$

The case of constant $H_t, \Gamma_t$, but time-dependent $f_t$ naturally arises in physical applications for the semiclassical laser field with varying amplitude. In such a case the evolution of the second moments is defined by the previous proposition and the evolution of mean could be defined by the following proposition.

**Proposition 10.** If the functions $H_t, \Gamma_t$ in (14) are constants $H, \Gamma$ and $f_t$ is a continuous function, then the solution of Eq. (14) takes the form

$$m_t = e^{J(iH + \frac{\Gamma_T - \Gamma}{2})t}m_0 + i \int_0^t e^{J(iH + \frac{\Gamma_T - \Gamma}{2})(t-t')} J f_t \mathcal{J}_t dt'.$$ \hspace{1cm} (17)

If, in addition, the function $f_t$ has the form $f_t = \sum_{k=1}^N \tilde{f}_k e^{i\omega_k t}$ and $\det \left( J \left( iH + \frac{\Gamma_T - \Gamma}{2} \right) - i\omega_k I \right) \neq 0, \forall k$ (the absence of resonances), then (17) takes the form

$$m_t = e^{J(iH + \frac{\Gamma_T - \Gamma}{2})t}m_0 + i \sum_k \frac{e^{J(iH + \frac{\Gamma_T - \Gamma}{2})t} - e^{i\omega_k t} I J \tilde{f}_k}{J \left( iH + \frac{\Gamma_T - \Gamma}{2} \right) - i\omega_k I}.$$
The evolution map for Eq. (13) at fixed time is closely related to the bosonic quantum Gaussian channels. They could be defined by the triple \((G, l, \alpha)\) defining the transformation of the vector of means and the covariance matrix (see Ref. [62], p. 299):

\[
m' = Gm + l, \quad C' = GCG^T + \alpha.
\]

**Proposition 11.** The Gaussian channel defined by the map \(e^{tH + tf}I\) in the case of the non-degenerate matrix \(iH + \frac{tf - tf}{2}\) is characterized by the triple \((G_t, l_t, \alpha_t)\)

\[
G_t = e^{J(tH + \frac{tf - tf}{2})t}, \quad l_t = e^{J(tH + \frac{tf - tf}{2})t} - IJf,
\]

\[
\alpha_t = \int_0^t e^{J(tH + \frac{tf - tf}{2})(t - t')}J\Gamma + \frac{tf}{2}J e^{(-iH + \frac{tf - tf}{2})(t - t')} dt'.
\]

### 4 Fermionic case

We consider the Hilbert space \(\mathbb{C}^2\) \(\otimes\oplus_{j=1}^n\mathbb{C}^2 = \mathbb{C}^{2n}\). It is possible to introduce \(n\) pairs of fermionic creation and annihilation operators (see, for example, Ref. [90], p. 309 or Ref. [92], p. 312) by the formulae

\[
c_i = (\otimes_{j=1}^{i-1}I_2) \otimes \sigma^- \otimes (\otimes_{j=i+1}^n I_2), \quad i = 1, \ldots, n,
\]

\[
c_i^\dagger = (\otimes_{j=1}^{i-1}I_2) \otimes \sigma^+ \otimes (\otimes_{j=i+1}^n I_2), \quad i = 1, \ldots, n,
\]

where \(\sigma_3, \sigma^-, \sigma^+\) are Pauli matrices and \(I_2\) is the identity matrix

\[
\sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \sigma^- = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}, \quad \sigma^+ = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad I_2 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.
\]

The fermionic creation and annihilation operators satisfy the canonical anticommutation relations (CARs)

\[
\{c_i^\dagger, c_j\} = \delta_{ij}, \quad \{c_i, c_j\} = 0.
\]

Let us define the \(2n\)-dimensional vector \(c = (c_1, \ldots, c_n, c_1^\dagger, \ldots, c_n^\dagger)^T\) of annihilation and creation operators and

\[
f^T c \equiv \sum_{i=1}^n (f_i c_i + f_{i+n-1} c_i^\dagger), \quad \forall f \in \mathbb{C}^{2n},
\]

\[
c^T K c \equiv \sum_{i=1}^n \sum_{j=1}^n (K_{i,j} c_i c_j + K_{i+n,j} c_i^\dagger c_j + K_{i,j+n} c_i c_j^\dagger + K_{i+n,j+n} c_i^\dagger c_j^\dagger), \quad \forall K \in \mathbb{C}^{2n \times 2n}.
\]

Then CARs take the form

\[
\{f^T c, g^T c\} = f^T E g, \quad \forall f, g \in \mathbb{C}^{2n},
\]

where the matrix \(E\) is defined by \((11)\). One could also represent it in the form

\[
[f^T c, g^T c] = 2 f^T c g^T c - f^T E g
\]
which is useful for computation of commutators.

We preserve definition \( \sim \) for the \( \sim \)-conjugation but in the fermionic case the Hermitian conjugation of linear and quadratic forms could be calculated by the formulae \( (g^T c)^\dagger = \tilde{g}^T c \) and \( (c^T K c)^\dagger = -c^T \tilde{K} c \), where \( K = -K^T \). Analogously to the bosonic case we use \( \text{tr} \) for the trace with respect to \( \otimes_{j=1}^n \mathbb{C}^2 \) and \( \text{Tr} \) for the trace with respect to \( \mathbb{C}^{2n} \). We also call a self-adjoint non-negatively defined matrix in \( \mathbb{C}^{2n} \) with trace 1 a density matrix.

### 4.1 Basic calculations with quadratic and linear forms

One could antisymmetrize a quadratic form by the formula

\[
c^T A c = c^T A - A^T c + \frac{1}{2} \text{Tr} A E,
\]

which allows one to use only antisymmetric forms in calculations.

The proofs of the following lemmas could be found in Ref. [76].

**Lemma 11.** (Commutation relations for linear and quadratic forms) Let \( A = -A^T, B = -B^T \in \mathbb{C}^{2n \times 2n}, g, f \in \mathbb{C}^{2n} \), then

\[
\left[ \frac{1}{2} c^T A c + f^T c, \frac{1}{2} c^T B c + g^T c \right] = \frac{1}{2} c^T (AEB - BEA) c + c^T (AEg - BEf) + c^T (fg^T - gf^T) c.
\]

**Lemma 12.** (Quadratic and linear forms sandwiched by exponentials.) Let \( A = -A^T, B = -B^T \in \mathbb{C}^{2n \times 2n} \) and \( f \in \mathbb{C}^{2n} \), then

\[
e^{\frac{1}{2} c^T A c} \left( \frac{1}{2} c^T B c + g^T c \right) e^{-\frac{1}{2} c^T A c} = \frac{1}{2} c^T e^{AE} B e^{-EA} c + g^T e^{-EA} c.
\]

**Lemma 13.** (Derivative of exponential.) Let \( K_t = K_t^T \in \mathbb{C}^{2n \times 2n} \) be a differentiable function with respect to \( t \) for \( t \in \mathbb{R}_+ \), then

\[
\left( \frac{d}{dt} e^{\frac{1}{2} c^T K_t c} \right) e^{-\frac{1}{2} c^T K_t c} = \frac{1}{2} c^T \left( \frac{d}{dt} e^{K_t E} \right) e^{-K_t E} E c,
\]

and the matrix \( \left( \frac{d}{dt} e^{K_t E} \right) e^{-K_t E} E \) is antisymmetric.

Similar to lemma [5] this result is also based on the Feynman-Wilcox formula[85].

### 4.2 Quadratic superoperators

In this subsection we define the GKSL generators which are quadratic in fermionic creation and annihilation operators.

**Definition 9.** We call the linear operator \( \mathcal{L} : \mathbb{C}^{2n \times 2n} \to \mathbb{C}^{2n \times 2n} \) of the form

\[
\mathcal{L}(\rho) = c^T \Gamma \rho c + c^T \Gamma_L c \rho + \rho c^T \Gamma_R c + \rho g_R^T c + g_L^T c \rho + \lambda \rho,
\]

where \( \Gamma, \Gamma_L = -\Gamma_L^T, \Gamma_R = -\Gamma_R^T \in \mathbb{C}^{2n \times 2n}, g_L, g_R \in \mathbb{C}^{2n}, \lambda \in \mathbb{C} \), a quadratic fermionic superoperator.
Definition 10. Let $L : \mathbb{C}^{2^n \times 2^n} \to \mathbb{C}^{2^n \times 2^n}$ be a quadratic superoperator of form (20). Let us define a superoperator $L^* : \mathbb{C}^{2^n \times 2^n} \to \mathbb{C}^{2^n \times 2^n}$ by the formula
\[
\text{tr} \left( (L^*(\hat{X}))^\dagger \rho \right) = \text{tr} \left( \hat{X}^\dagger L(\rho) \right).
\]

Definition 11. Let $L : \mathbb{C}^{2^n \times 2^n} \to \mathbb{C}^{2^n \times 2^n}$ be a quadratic superoperator of form (20). Let us define a superoperator $L^+ : \mathbb{C}^{2^n \times 2^n} \to \mathbb{C}^{2^n \times 2^n}$ by the formula
\[
L^+(\rho) = (L(\rho^*))^\dagger.
\]

Lemma 14. Let $L$ be a quadratic superoperator of form (20), where
\[
L^+(\rho) = c^T \hat{\Gamma}^T \rho c - c^T \hat{\Gamma}_R \rho c + \rho c^T \hat{\Gamma}_L \rho c + \rho \hat{g}_L^T c + \hat{g}_R^T c + \hat{\lambda} \rho,
\]
\[
L^*(\hat{X}) = c^T \hat{\Gamma} \hat{X} c - c^T \hat{\Gamma}_L \hat{X} c - \hat{X} c^T \hat{\Gamma}_R \rho c + \hat{X} \hat{g}_R^T c + \hat{g}_L^T c + \hat{\lambda} \hat{X}.
\]

Lemma 15. The superoperator $L$ of form (20) satisfies the conditions $L^+ = L$ and $L^*(I) = 0$ if and only if
\[
L(\rho) = L_{H,\Gamma,f}(\rho) \equiv -i \left[ \frac{1}{2} c^T H c + f^T c, \rho \right] + c^T \rho \Gamma c - \frac{1}{2} c^T \Gamma^T c \rho - \frac{1}{2} \rho c^T \Gamma^T c,
\]
where $H = -H^T = -\hat{H}$, $\Gamma^T = \hat{\Gamma}$.

Lemma 16. If $\hat{H} = \frac{1}{2} c^T H c + h^T c$ ($H = H^T$, $H = -\hat{H}$, $h = \hat{h}$) and $\hat{C}^{(i)} = \gamma_i^T c$, then the GKSL generator (1) takes the form (21), where
\[
\Gamma = \sum_i \gamma_i \gamma_i^T, \quad l = \sum_i \overline{c_i} \gamma_i, \quad f = h + i \frac{l - \hat{l}}{2}.
\]
Moreover, it is possible to represent $\Gamma$ and $f$ in form (22) if and only if
\[
\Gamma^T = \hat{\Gamma}, \quad \Gamma E \geq 0, \quad f = \hat{f}.
\]

Lemma 17. The adjoint superoperator for (21) has the form
\[
L_{H,\Gamma,f}^*(\hat{X}) = i \left[ \frac{1}{2} c^T H c + f^T c, \hat{X} \right] + c^T \hat{X} \Gamma^T c - \frac{1}{2} c^T \Gamma^T c \hat{X} = \frac{1}{2} \hat{X} c^T \Gamma^T c, \hat{X} \in \mathbb{C}^{2^n \times 2^n}.
\]

4.3 Gaussian states

In this subsection we define the even fermionic Gaussian state. The main distinction from the bosonic case consists in the fact that we consider only even Gaussian state, i.e. only quadratic terms without linear ones participate in the exponentials defining the states. From the physical point of view it is a result of superselection rules.\[93\]

Definition 12. We define the matrix of the second moments $D$ for the density matrix $\rho$ by the formula
\[
D = \text{tr} \left( c c^T \rho \right).
\]
Definition 13. We call the antisymmetric part of the matrix $D$ of the second moments

$$A = \frac{D - D^T}{2}$$

the anticovariance matrix.

Sometimes in literature it is called the covariance matrix for fermionic states [61], but it is inconsistent with general definition of the covariance matrix (see Ref. [62], p. 21), so we prefer the term above. The symmetric part of $D$ is defined by CARs [18] as $D + D^T = E$, then $D = A + E/2$.

One could also define the characteristic function, but in such a case one has to extend the CARs algebra to the CARs-Grassmann algebra with generators anticommuting with each other and with generators of the CARs algebra (see Ref. [92], Subsec. 11.5.1):

$$\{\theta_i, \theta_j\} = 0, \{\theta_i, \overline{\theta}_j\} = 0, \{\theta_i, c_j\} = 0, \{\theta_i, c_j^\dagger\} = 0, \{\overline{\theta}_i, c_j\} = 0, \{\overline{\theta}_i, c_j^\dagger\} = 0,$$

where $i, j = 1, \ldots, n$. The characteristic function is a Grassmann variable function. It could be considered as a function in a Banach space [72, 73], but it could also be considered as an element of the Grassmann algebra rather than a true function (see Ref. [90], Ch. 7, § 2). The latter (pure algebraic) approach is sufficient for our purposes.

Definition 14. We define the characteristic function by the formula

$$\chi_W(\theta) \equiv \text{tr} (\rho e^{\theta^T E c})$$

where $\theta = (\theta_1, \ldots, \theta_n, \overline{\theta}_1, \ldots, \overline{\theta}_n)^T$.

In the algebraic approach the trace here could be regarded as partial trace with respect to the $\mathbb{C}^{2^n}$ for matrix representation of the CARs-Grassmann algebra. Now one could define even Gaussian states similar to definition 9.

Definition 15. The state $\rho$ is called an even Gaussian state if its characteristic function has the form

$$\chi_W(\theta) \equiv \text{tr} (\rho e^{\theta^T E c}) = e^{\frac{1}{2} \theta^T A \theta}.$$ 

Proposition 12. The matrix $D \in \mathbb{C}^{2n \times 2n}$ satisfies the conditions

$$(DE)^+ = DE \geq 0, \quad D + D^T = E$$

if and only if there exists a (unique) even Gaussian state with the matrix of the second moments $D$.

As in the bosonic case the conditions (23) are satisfied for the arbitrary density matrix.

Normally and anti-normally ordered characteristic functions could be also defined (see Ref. [71], Sec. VIII):

$$\chi_N(\theta) \equiv \text{tr} (\rho e^{\theta^T E - \frac{1}{2} c e \theta^T E + \frac{1}{2} c}) = e^{\frac{1}{2} \theta^T (A + \frac{1}{2} J) \theta},$$

$$\chi_A(\theta) \equiv \text{tr} (\rho e^{\theta^T E + \frac{1}{2} c e \theta^T E - \frac{1}{2} c}) = e^{\frac{1}{2} \theta^T (A - \frac{1}{2} J) \theta}.$$
Non-pure Gaussian states could be also represented in the exponential form

$$\rho = e^{\frac{1}{2}K^TKc+s} ,$$  \hspace{1cm} (24)

where \( K = -\tilde{K} \in \mathbb{C}^{2n\times2n} \) and \( s \in \mathbb{R} \) is defined by

$$e^s = \left( \sqrt{\det(e^{KE} + I)} \right)^{-1} .$$  \hspace{1cm} (25)

Formula (25) is based on the following result (see Ref. [33], p. 154 or Ref. [64], p. 15).

**Proposition 13.** The matrix \( K = -K^T = -\tilde{K} \in \mathbb{C}^{2n\times2n} \) could be bidiagonalized

$$K = O \begin{pmatrix} 0 & -\Lambda \\ \Lambda & 0 \end{pmatrix} O^T$$

by orthogonal transform \( O^T \Omega O = O, \tilde{O} = O \).

**Proposition 14.** Let \( K = -K^T = -\tilde{K} \in \mathbb{C}^{2n\times2n} \), then there exists the Gaussian state (24) with the matrix of the second moments \( D \) defined by the formula

$$D = E(I + e^{KE})^{-1}.$$

Let us denote the normal symbol (see Ref. [2], Ch. II, Sec. 5) of the density matrix \( \rho \) by \( \rho(\theta) \) and connect it with the parameters in exponential (24) by the following proposition. Its proof could be found in Ref. [76].

**Proposition 15.** Let \( K = -K^T = -\tilde{K} \in \mathbb{C}^{2n\times2n} \), and \( s \) be defined by the normalization condition, i.e. by formula (25), then the normal symbol is defined by the formula \( \rho(\theta) = e^{\frac{1}{2}\theta^T R \theta + r} \), where

$$R = 2 \left( J + E e^{KE} + I \right)^{-1}, \quad e^r = \frac{1}{\sqrt{\det R}}.$$

4.4 Dynamics of moments and Gaussian solutions

In this subsection we obtain the Gaussian solutions of the equation

$$\frac{d}{dt} \rho_t = \mathcal{L}_{H,\Gamma,\theta}(\rho_t),$$  \hspace{1cm} (26)

i.e. we assume \( f = 0 \). From the physical point of view the equations of such a type only are considered because the evolution preserves the even Gaussian states in such a case, but we have to mention that there is a mathematical reason for this. Namely, for \( f = 0 \) we obtain the following lemma which is fully similar to lemma [10] for the bosonic case.

**Lemma 18.** The action of the adjoint generator on the pair-wise products of creation and annihilation operators is defined by the formula

$$\mathcal{L}^*_{H,\Gamma,\theta}(c c^T) = E \left( -iH - \frac{\Gamma^T + \Gamma}{2} \right) c c^T + c c^T \left( iH - \frac{\Gamma^T + \Gamma}{2} \right) E + E \Gamma^T E.$$
For \( f \neq 0 \) the formula for \( \mathcal{L}_{H,F,f}^t(c \, c^T) \) contains the terms which are cubic in \( c \) and, hence, does not allow one to close the equation for the second moments. Lemma 18 follows immediately from lemma 17.

**Theorem 2.** Let the density matrix \( \rho_t \) satisfy Eq. (26), then the matrix of the second moments satisfies

\[
\frac{d}{dt} D_t = E \left( -iH_t - \frac{\Gamma^T + \Gamma_t}{2} \right) D_t + D_t \left( iH_t - \frac{\Gamma^T + \Gamma_t}{2} \right) E + E \Gamma^T_t E. \tag{27}
\]

Similar to the bosonic case it could be proved by substitution of (24) into (26) and applying lemmas 11–15 for Gaussian states or by averaging the formula from lemma 18.

**Proposition 16.** Let the matrix \( D_t \) satisfy Eq. (27), then the anticovariance matrix \( A_t = (A_t + A_t^T)/2 \) satisfies the equation

\[
\frac{d}{dt} A_t = E \left( -iH_t - \frac{\Gamma^T + \Gamma_t}{2} \right) A_t + A_t \left( iH_t - \frac{\Gamma^T + \Gamma_t}{2} \right) E + E \frac{\Gamma^T_t - \Gamma_t}{2} E. \tag{28}
\]

If, in addition, the matrix \( D_0 \) satisfies the condition \( D_0 + D_0^T = E \), then \( D_t + D_t^T = E \) for all \( t > 0 \).

As for the bosonic case several representations of Eqs. (27), (28) could be obtained (See Ref. [76] for proof and discussion).

**Proposition 17.** Let \( G_t \) be a solution of the Cauchy problem

\[
\dot{G}_t = -E \left( iH_t + \frac{\Gamma^T + \Gamma_t}{2} \right) G_t, \quad G_0 = I.
\]

Then the solutions of Eqs. (27), (28) could be represented in the form

\[
D_t = G_t G_0^{-1} + \int_0^t G_t G_0^{-1} E \left( \Gamma^T + \Gamma_t \right) E(G_t G_0^{-1})^T dt',
\]

\[
A_t = G_t A_0 G_t^T + \int_0^t G_t G_0^{-1} E \frac{\Gamma^T_t - \Gamma_t}{2} E(G_t G_0^{-1})^T dt'.
\]

**Proposition 18.** The solution of Eq. (27) could be represented in the form \( D_t = X_t Y_t^{-1} \), where the matrices \( X_t \) and \( Y_t \) are defined by the following differential equation

\[
\frac{d}{dt} \begin{pmatrix} X_t \\ Y_t \end{pmatrix} = \begin{pmatrix} E \left( -iH_t - \frac{\Gamma^T_t + \Gamma_t}{2} \right) & \frac{E \Gamma^T_t E}{2} \\ 0 & \left( -iH + \frac{\Gamma^T_t + \Gamma_t}{2} \right) E \end{pmatrix} \begin{pmatrix} X_t \\ Y_t \end{pmatrix}
\]

with an arbitrary initial condition such that \( X_0 Y_0^{-1} = D_0 \). In particular, one could assume \( X_0 = D_0, Y_0 = I \).

Similarly, the solution of Eq. (28) could be represented in the form \( A_t = X_t' Y_t^{-1} \), where the matrices \( X_t' \) and \( Y_t \) are defined by the following differential equation

\[
\frac{d}{dt} \begin{pmatrix} X_t' \\ Y_t \end{pmatrix} = \begin{pmatrix} E \left( -iH_t - \frac{\Gamma^T_t + \Gamma_t}{2} \right) & \frac{E \Gamma^T_t D_t E}{2} \\ 0 & \left( -iH + \frac{\Gamma^T_t + \Gamma_t}{2} \right) E \end{pmatrix} \begin{pmatrix} X_t' \\ Y_t \end{pmatrix}
\]

with an arbitrary initial condition such that \( X_0' Y_0^{-1} = A_0 \). In particular, one could assume \( X_0' = A_0, Y_0 = I \).
Proposition 19. If the functions $H_t, \Gamma_t$ in (27) are constants $H, \Gamma$, then the solution of Eq. (27) takes the form

$$D_t = e^{E\left(-iH - \frac{\Gamma T + \Gamma}{2}t\right)t}D_0e^{\left(iH - \frac{\Gamma T + \Gamma}{2}t\right)Et} + \int_0^t e^{E\left(-iH - \frac{\Gamma T + \Gamma}{2}t\right)t'}E\Gamma^T E\left(iH - \frac{\Gamma T + \Gamma}{2}\right)E' dt'.$$

If the functions $H_t, \Gamma_t$ in (28) are constants $H, \Gamma$, then the solution of Eq. (28) takes the form

$$A_t = e^{E\left(-iH - \frac{\Gamma T + \Gamma}{2}t\right)t}A_0e^{\left(iH - \frac{\Gamma T + \Gamma}{2}t\right)Et} + \int_0^t e^{E\left(-iH - \frac{\Gamma T + \Gamma}{2}t\right)t'}E\frac{\Gamma^T - \Gamma}{2}E\left(iH - \frac{\Gamma T + \Gamma}{2}\right)E' dt'.$$

The parity-preserving Gaussian fermionic channel[64] is defined by the pair $(G, \alpha)$ leading to the following transform of the second moments

$$A' = GAG^T + \alpha.$$

Proposition 20. The Gaussian channel defined by the map $e^{LH, \Gamma, \alpha}$ in the case of the non-degenerate matrix $iH - \frac{\Gamma T + \Gamma}{2}$ is characterized by the pair $(G_t, \alpha_t)$

$$G_t = e^{E\left(-iH - \frac{\Gamma T + \Gamma}{2}t\right)t}, \quad \alpha_t = \int_0^t e^{E\left(-iH - \frac{\Gamma T + \Gamma}{2}t\right)t'}E\frac{\Gamma^T - \Gamma}{2}E\left(iH - \frac{\Gamma T + \Gamma}{2}\right)E' dt'.$$

5 Conclusion

We have presented the solutions of GKSL equations with generators which are quadratic in bosonic or fermionic creation and annihilation operators. The solutions are expressed in terms of equation for the second and the first moments which are presented in several forms. The solutions with constant coefficients are implemented in our package. Its source code could be found in Ref. [95].

One of possible directions of further development is the generalization of the above results to the different models of non-Markovian evolution which are widely discussed now (see Refs. [96]–[99]). The non-GKSL time-dependent generators could appear in such a case (see Ref. [38], Ch. 10). In particular, the time-convolutionless master equation approach leads to such generators (see Ref. [100] or Ref. [38], Ch. 9). Non-GKSL evolution of a one-dimensional quantum Brownian particle was considered in Refs. [101] and [102]. Non-GKSL generators lead to positive but non-completely positive maps which are also actively discussed[103, 104, 105, 107, 108]. The master equations with time-non-local generators and their relations to the time-local equations are also intensively studied now[109, 110, 111, 112].

Unitary symmetries for GKSL generators were widely studied[113, 115, 114]. So another direction for further study is understanding analogs for non-unitary conservation laws for the GKSL case, which is inspired by proposition 1.
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