Demystifying the nonlocality problem in Aharonov-Bohm effect
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Abstract: In this paper, we present a novel semi-classical theory of the electrostatic and magnetostatic fields and explain the nonlocality problem in the context of the Aharonov-Bohm effect [1]. Specifically, we show that the electrostatic and the magnetostatic fields possess a quantum nature that manifests if certain conditions are met. In particular, the wave amplitudes of the fields are seen to exist even in the regions where the classical fields vanish and they operate on the electron wave functions locally as unitary phases. This formulation also sheds light on the quantisation of electric charges and magnetic flux.
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1. Introduction

The Aharonov-Bohm effect [1] asserts that the charged particles, e.g. electrons, can be affected by the classical potential in a region where the classical field is zero. When it was first conceptualised, it implied that the potentials were more fundamental quantities than the fields in the quantum domain, in spite of the fact that the former entities are not unique. This raised considerable debates about the type of interaction (local or non-local?) of the electrons with the classical fields which vanish in the regions accessible to the electrons. These discussions are alive even in recent times [2–4]. There is another issue. Though the magnetic Aharonov-Bohm effect has been experimentally confirmed [5], the electrostatic Aharonov-Bohm effect has not been experimentally observed yet [6–8], since the effect of the classical force could not be completely removed. This led to suspicion from the scientific community [9] that this effect may not exist. It remains a very controversial issue even today. Some recent works suggest new experimental techniques to test the electrostatic Aharonov-Bohm effect [10,11]. Therefore, we can safely say that the complete understanding of Aharonov-Bohm effect is yet to be achieved.

In this work, we take a fresh perspective to the problem. In classical physics, an electron is characterised by a charge $-e$ and it can feel a force $|F| = eE$. But in quantum mechanics, the same electron is characterised by a wave function $\psi_e$. So, perhaps it is unwise to expect that the classical prescription about how an electron feels a field will hold true. We must use some equivalent to the wave functions (or operators) of the fields to understand the transformation of the electron states when it is subjected to a static field.

Such a quantum theoretical description is provided by the quantum electrodynamics which is an elegant relativistic quantum field theory of the electromagnetic fields. In this formalism, one can recover the
Maxwell’s equations of electrodynamics by performing Euler-Lagrange variation of the electromagnetic Lagrangian, with respect to the four potential $A^\mu = (\phi, A^\nu)$, in Coulomb gauge, the vector potential $A$, satisfies the wave equation and has plane wave solutions of the form $\exp[i(k \cdot r - \omega_k t)]$ for the angular frequency $\omega_k$ and the wave vector $k$. The field $A$ can be quantised by imposing periodic boundary conditions over a volume $V$. This enables one to express $A$ (and hence, physical electromagnetic fields) in this volume as a Fourier sum over all the discrete independent plane wave modes with the corresponding polarisation states. The Hamiltonian of this system is the sum of Hamiltonian of all such modes, which individually can be expressed as sum of the squares of the coordinates and the squares of conjugate momenta. One can, therefore, treat electromagnetic field as an ensemble of quantum harmonic oscillators. Thus, quantisation of the electromagnetic fields can be achieved by canonical quantisation of these modes. The resulting electric and magnetic field operators are expressed as:

$$\hat{\mathbf{E}} = \sum_{\alpha=1,2} \sum_k \sqrt{\frac{2\pi\hbar\omega_k}{V}} \left[ a_{k\alpha} e^{i(k \cdot r - \omega_k t)} - a_{k\alpha}^\dagger e^{-i(k \cdot r - \omega_k t)} \right] \hat{e}_\alpha(k)$$

$$\hat{\mathbf{B}} = \sum_{\alpha=1,2} \sum_k \sqrt{\frac{2\pi\hbar\omega_k}{V}} \left[ a_{k\alpha} e^{i(k \cdot r - \omega_k t)} - a_{k\alpha}^\dagger e^{-i(k \cdot r - \omega_k t)} \right] (\hat{k} \times \hat{e}_\alpha(k))$$

(1)

Does this theory apply to the situation, where only the electric field or only the magnetic field is present, as happens in the case of the Aharonov-Bohm effect? We notice that the interpretation of the electromagnetic field as an ensemble of the harmonic oscillators is possible, only if we add the contributions from both electric and magnetic fields. In the absence of any one of them, we cannot express the Hamiltonian as the Hamiltonian of the simple harmonic oscillator.

In general, if we have a time-varying electric field, that automatically implies the existence of a rotational magnetic field and vice versa. Therefore, Eq. [1] is directly applicable in this case. For static fields, it is not that apparent. In fact, it may appear a little counter-intuitive that even static fields can also be represented as a sum over the travelling wave states, as in Eq. [1]. After all, there is no question of frequency in electrostatic or magnetostatic fields. However, there is no contradiction because the coefficients of the plane waves in the sum can be selected in such a way that one can effectively construct a static field.

It will probably be, however, physically more intuitive to have a theory of the electrostatic or magnetostatic fields that does not require any component travelling waves. Photon description of the fields in quantum electrodynamics (as in Eq. [1]) is Lorentz-covariant and has the information about polarisation. However, such considerations do not come into the discussion when talking about classical static fields. Hence, it will be no surprise if the an alternative quantum description of the fields do not have these features.

We approach the problem using a novel variational principle in electrostatics $\delta \int \mathbf{E} \cdot d\mathbf{s} = 0$, in the context of a pedagogical problem (method of images) [12]. In this principle, the line integral must be performed along a curve $C$ which is always superimposed with the local direction of the electrostatic field. Of course, the value of the integral $\int_{A}^{B} \mathbf{E} \cdot d\mathbf{s}$ is stationary along any curve connecting the two fixed points $A$ and $B$. However, if we integrate along the curve $C$, then one can verify that the Euler-Lagrange equation for this principle is consistent with the paths for which we have $\nabla \times \mathbf{E} = 0$. This is the significance of explicitly stating the principle $\delta \int \mathbf{E} \cdot d\mathbf{s} = 0$.

There is no way one can miss the strong analogy of this principle to the Fermat’s principle in optics,
\[
\delta \int n \, ds = 0, \text{ where } n \text{ denotes the refractive index of the medium. It is possible to develop a Hamiltonian formulation of geometrical optics, based on the Fermat’s principle [13]. Light ray follows the paths obtained by the Euler-Lagrange variation of the Fermat’s principle. A quantum theory of light rays was constructed by Gloge et al. [14], based on this Hamiltonian formulation of optics. In this work, the probability wave amplitudes of the time-independent reduced wave equation were called the ‘wave functions’ of the light. It was also argued that geometrical optics emerges in the limit } \lambda \to 0 \text{ where } \lambda \text{ denotes the wavelength of the light. This suggests that a similar analytical treatment on } \delta \int \mathcal{E} \, ds = 0 \text{ should be possible and this should lead to the corresponding time-independent wave equation of the electrostatic field (similar to the reduced wave equation (Eq.(7)) in [14]), whose solutions may describe the wave amplitudes of the electrostatic fields.}
\]

Now, there is nothing special about the electrostatic fields. One can easily check that a similar variational principle \( \delta \int \mathcal{F} \, ds = 0 \) can be conceived for any curl-free field \( \vec{\mathcal{F}} \), when the integral is performed along a curve that is superimposed with the local direction of \( \vec{\mathcal{F}} \). Thus, this will also hold true in somewhat special situations in magnetostatics, e.g. (a) \( \delta \int \mathcal{H} \, ds = 0 \) when free current density \( \vec{J}_{\text{free}} = 0 \) (from Ampere’s law \( \nabla \times \vec{H} = \vec{J}_{\text{free}} = 0 \)), and (b) \( \delta \int \mathcal{A} \, ds = 0 \) for the electromagnetic vector potential \( \vec{A} \), if the magnetic field \( \vec{B} \) itself is zero in a region, i.e. \( \nabla \times \vec{A} = \vec{B} = 0 \). In all these cases, it is understood that the integral is evaluated along a curve always superimposed with the local direction of the corresponding fields. Therefore, it is apparent that in all these cases, one can develop the Lagrangian or Hamiltonian formulations, in the same way Hamiltonian formulation of optics is developed.

This paper is organised in the following manner. In the next section 2, we develop the semi-classical theory of the electrostatic and magnetostatic fields. In this section, we also introduce concepts corresponding to Bohr-Sommerfeld quantisation rule. In the following section 3 we apply the concepts to resolve the nonlocality problem in the Aharonov-Bohm effect. In the final section 4 we apply the semi-classical theory to several other questions, including the quantisation of electric charges. It is shown that in general, electric charges must be a rational multiple of the elementary electric charge and its conception does not require the existence of magnetic monopoles.

2. Hamiltonian formulation and quantization procedure

In this section, we shall derive the scalar wave equation of the electrostatic fields [Eq.(5) in the following]. This can also be derived using the method adopted in [14].

2.1. Electrostatic case
2.1.1. Hamiltonian formulation

In terms of a dimensionless stepping parameter \( a \) the electrostatic variational principle can be expressed as

\[
\delta \int \mathcal{E} \left( \frac{ds}{da} \right) \, da = 0 \tag{2}
\]

-where Eq.2 corresponds to the Lagrangian \( \mathcal{E} \left( \frac{ds}{da} \right) \) which has the dimension of electrostatic potential. It can be written as:

\[
L(x, y, z, x', y', z', a) = \mathcal{E}(x, y, z) \sqrt{(x'^2 + y'^2 + z'^2)}
\]
-where \( x' = \frac{dx}{ds} \) etc. Hence, the conjugate momenta can be calculated as:

\[
p_x = \frac{\partial L}{\partial x'} = \mathcal{E} \frac{x'}{\sqrt{x'^2 + y'^2 + z'^2}} = \mathcal{E} \frac{dx}{ds} = \mathcal{E}_x
\]

\[
p_y = \frac{\partial L}{\partial y'} = \mathcal{E} \frac{y'}{\sqrt{x'^2 + y'^2 + z'^2}} = \mathcal{E} \frac{dy}{ds} = \mathcal{E}_y
\]

\[
p_z = \frac{\partial L}{\partial z'} = \mathcal{E} \frac{z'}{\sqrt{x'^2 + y'^2 + z'^2}} = \mathcal{E} \frac{dz}{ds} = \mathcal{E}_z
\]

The Hamiltonian can be evaluated as follows:

\[
H(x, y, z, p_x, p_y, p_z, a) = x' p_x + y' p_y + z' p_z - L
\]

\[
= \mathcal{E} \frac{x'^2}{\sqrt{x'^2 + y'^2 + z'^2}} + \mathcal{E} \frac{y'^2}{\sqrt{x'^2 + y'^2 + z'^2}} + \mathcal{E} \frac{z'^2}{\sqrt{x'^2 + y'^2 + z'^2}} - L
\]

\[
= \mathcal{E} \sqrt{x'^2 + y'^2 + z'^2} - \mathcal{E} \sqrt{x'^2 + y'^2 + z'^2}
\]

\[
= 0
\]

In the Hamiltonian formulation, the electrostatic configuration of a system can be represented by a phase space \((x, y, z, \mathcal{E}_x, \mathcal{E}_y, \mathcal{E}_z)\). A field point in the real field is represented by a unique point in this phase space. Classically, we see a continuum of points each one of which has \( H = 0 \).

### 2.1.2. Transition to quantum domain

The transition to classical to quantum theory requires that the momenta \( p_x, p_y, p_z \) are treated as operators:

\[
p_x' \rightarrow \hat{p}_x = -i \frac{\gamma}{2\pi} \frac{\partial}{\partial x}
\]

\[
p_y' \rightarrow \hat{p}_y = -i \frac{\gamma}{2\pi} \frac{\partial}{\partial y}
\]

\[
p_z' \rightarrow \hat{p}_z = -i \frac{\gamma}{2\pi} \frac{\partial}{\partial z}
\]

operating on a wave amplitude \( \psi_E \) of the electrostatic field. In Eq.1, \( \gamma \) is independent of the spatial coordinates \((x, y, z)\) and has the dimension of the electrostatic potential. It plays the role of Planck’s constant in this equation. That is, the quantum aspect of the electrostatic field is only visible in the limit when \( \gamma \) cannot be negligible with respect to the potentials in the problem \((\gamma \not\to 0)\). On the other hand, in the limit \( \gamma \to 0 \), we have classical electrostatics, in the same way the limit \( \hbar \to 0 \) denotes the transition from quantum mechanics to classical mechanics and the limit \( \lambda \to 0 \) represents the transition from wave optics to geometrical optics. So, the theory we could have for electrostatics can probably be called wave electrostatics.

We define \( \psi_E \) through the eigenvalue equation \( \hat{p}_x \psi_E = \mathcal{E}_x \psi_E \) etc.\(^1\) Therefore, \( \hat{p}_x^2 \psi_E = \mathcal{E}_x \hat{p}_x \psi_E = \mathcal{E}_x^2 \psi_E \) (here \( \hat{p}_x \) does not operate on \( \mathcal{E}_x \), which is an eigenvalue and not a state). This should be equal to:

\[
\hat{p}_x^2 \psi_E = -\gamma^2 \frac{\partial^2}{\partial x^2} \psi_E
\]

\(^1\)Then, \( \hat{p}_x \psi_E = -i \frac{\gamma}{2\pi} \nabla \psi_E = (\hat{x} \hat{p}_x + \hat{y} \hat{p}_y + \hat{z} \hat{p}_z) \psi_E = (\hat{x} \mathcal{E}_x + \hat{y} \mathcal{E}_y + \hat{z} \mathcal{E}_z) \psi_E = \mathcal{E} \psi_E \).
where \( \bar{\gamma} = \frac{2\pi}{\alpha} \). Similar equations hold true for the other coordinates. Thus, summing over all the coordinates, we find:

\[
\mathcal{E}^2 \psi_E = -\bar{\gamma}^2 \nabla^2 \psi_E
\]

\[\implies \bar{\gamma}^2 \nabla^2 \psi_E + \mathcal{E}^2 \psi_E = 0 \tag{5}\]

This equation is the scalar wave equation of the wave amplitude of the electrostatic field. The assertion that \( \gamma \neq 0 \) in a given problem signifies that the continuum structure of points in the phase space \( (x, \hat{p}_x = \mathcal{E}_x, y, \hat{p}_y = \mathcal{E}_y, z, \hat{p}_z = \mathcal{E}_z) \) does not hold any longer. Hence, the electrostatic configuration of a system can be best determined up to a minimum value \( \gamma \) that represents the area of an elementary cell in the phase space. We can easily check that \( \hat{x} \) and its conjugate momentum \( \hat{p}_x \) do not commute.

In this semi-classical model of the electrostatic field, one can find the allowed quantised states \( \psi_E \) of a system by requiring that these are the states which follow the Bohr-Sommerfeld quantisation condition in this context:

\[
\oint \mathcal{E}_x \, dx = N_x \gamma, \quad \oint \mathcal{E}_y \, dy = N_y \gamma, \quad \oint \mathcal{E}_z \, dz = N_z \gamma \quad \implies \oint \bar{\mathcal{E}} \cdot d\mathbf{s} = (N_x + N_y + N_z) \gamma \tag{6}
\]

-where \( N_{x,y,z} \in [1,2,...] \). The last integral shown in Eq.(6), \( \oint \bar{\mathcal{E}} \cdot d\mathbf{s} \), classically evaluates to zero since \( \gamma \to 0 \).

Eq.(5) shows that the wave amplitude \( \psi_E \) of the electrostatic field can be thought of as the scalar wave or disturbance that represents the electrostatic field somewhat similar to the Huygen’s wavelets used in wave optics. Let us take an example: a point charge is placed at the origin of a frame. The charge is at rest and the electrostatic field drops according to inverse square law in this frame. Now, \( \mathcal{E} \to \infty \) as \( r \to 0 \). So, we see that Eq.(5) dictates that \( \psi_E \equiv 0 \) at the location of the source charge. So, the waves representing electrostatic field are distributed radially in all directions with a common concurrent node at the origin. Now, let us take the example of two static point charges. In this case, we can visualise \( \psi_E \) as the waves along the electrostatic field lines between the two charges, in such a way that nodes always occur at the locations of both the charges (this is somewhat like the vibrations in a non-stretchable string fixed at both the ends).

In a region where the source charge density \( \rho = 0 \), a simple solution to Eq.(5) is given by \( \psi_E(\mathbf{r}) = \frac{1}{\sqrt{2\pi}} e^{i \mathcal{E} \mathbf{r}} \). Absorbing the constant coefficient, \( \psi_E \) can be expressed as \( e^{\pm i \Phi(\mathbf{r})} \), where \( \Phi \) denotes the electrostatic potential at \( \mathbf{r} \). This is the form of the Huygen’s planar wavelet for the electrostatic field under semi-classical conditions. It can mediate the local action of the electrostatic field. Since it has the form of a phase or plane wave, it is not normalisable. However, we can find a general solution \( \psi'_E = \int a(\mathcal{E}) e^{\pm i \Phi(\mathbf{r})} d\mathcal{E} \) to Eq.(5) with non-zero \( \mathcal{E} \) by superposing several such plane waves; this resulting wave packet \( \psi'_E \) can be normalised. It could denote the virtual photons of the electrostatic field which have never been directly observed.

\[\text{Aharonov and Bohm, in their original paper} \text{, used the “gauge transformed” electron wave function: } \psi_e \to \psi'_e = e^{\pm i \Phi} \psi_e. \text{ However, with normalised wave packets of electrostatic field, the electron wave function would transform as: } \psi_e \to \psi''_e = \left( \int a(\mathcal{E}) e^{\pm i \Phi} d\mathcal{E} \right) \psi_e \text{ (with the knowledge of } \hat{\gamma} \text{). Now, in case of the electrostatic Aharonov-Bohm effect, } \mathcal{E} = 0 \text{ and thus, } a(\mathcal{E}) \text{ is constant. So, it makes more sense to use } \psi'_e \text{ instead of } \psi''_e. \]

In section 2 of the paper \[1\], Aharonov and Bohm showed that \( \psi'_e \) is the solution of the Schrödinger’s equation with a Hamiltonian \( H_0 + V(t) \), where \( \psi_e \) is the solution of the Schrödinger’s equation with Hamiltonian \( H_0 \). Next, they superposed...
Let us now calculate $\gamma$. The Lagrangian of a charge $q$ in a potential free condition is $L_0 = \int T \, dt$. Now, an electrostatic potential $\Phi$ is turned on. The change in classical action $S$ is $\Delta S = \int L \, dt - \int L_0 \, dt = \int (T - V) \, dt - \int T \, dt = -q \int_0^1 \Phi \, dt = -q\Phi \, t$. For an elementary electric charge $-e$ (so that $|q| > |e|$), we get $\Delta S = e\Phi t$. Now, if we define $\gamma$ as the minimum unit of the electrostatic potential $\Phi$ allowed by the nature, corresponding to the minimum action $\hbar$, then $\gamma = \frac{\hbar}{e}$. Therefore, the expression of the wave amplitude of the electrostatic field is given by $\psi_E = e^{i\frac{q\Phi}{\gamma}}$ which has a form of $e^{i\omega(r)t}$ where $\omega(r)$ is the angular frequency, dependent on the spatial coordinates. At a given location $r_0$, it oscillates in time with a fixed frequency $\omega(r_0)$. At a fixed time, the frequency becomes smaller, as $\Phi$ drops over distance. As expected, $\psi_E$ is not a travelling wave. When we talk about a charge $q$, the above expression changes to

$$\psi_E(q, \Phi) = e^{-i\frac{q\Phi}{\gamma}}.$$ 

Is $\psi_E = e^{i\frac{\Phi}{\gamma}}$ still a solution, if the electrostatic field vanishes ($E = 0$), in which case Eq. (5) reduces to $\nabla^2 \psi_E = 0$? We find that:

$$\ln(\psi_E) = i\frac{\Phi}{\gamma} \quad \quad \implies \frac{\nabla \psi_E}{\psi_E} = i\frac{\Phi}{\gamma} \nabla \Phi$$

$$\implies \frac{\nabla^2 \psi_E}{\psi_E} - \frac{\nabla \psi_E \cdot \nabla \psi_E}{\psi_E^2} = i\frac{\Phi}{\gamma} \nabla^2 \Phi \quad \quad (7)$$

Thus, for $|E| = |\nabla \Phi| = 0$, $e^{i\frac{\Phi}{\gamma}}$ will be a solution of $\nabla^2 \psi_E = 0$, if $\nabla \psi_E = 0$. However, as we have already seen (in the footnote of pp. 5), the condition $E = 0$ automatically implies $\nabla \psi_E = 0$. So, we can assert that the wave amplitude $\psi_E = e^{i\frac{\Phi}{\gamma}}$ remains a valid wave amplitude of electrostatic field in a classically field free region. Therefore, the description may be relevant in the context of the Aharonov-Bohm effect.

2.2. Magnetostatic case

2.2.1. Magnetostatic wave equation

In the introduction, it was mentioned that if the free source current density $\mathcal{J}_{free} = 0$, one can conceive the principle: $\delta \int \mathcal{H} \, ds = 0$. Hence, following the argument of section 2, we see that it is possible to devise the scalar wave equation:

$$\tilde{\kappa}^2 \nabla^2 \psi_M + \mathcal{H}^2 \psi_M = 0 \quad \quad (8)$$

where $\tilde{\kappa} = \frac{\kappa}{2\pi}$ is a real number with the dimension of $\int \mathcal{H} \, ds$, i.e. that of electric current. Therefore, a simple solution of Eq. (8) can be given by $\psi_M = e^{i\frac{H_{data}}{\gamma}}$ (using the condition of non-existence of magnetic

$\psi_M'$ and $\psi_M''$ from the two separate streams of electrons.

We can check that $\psi_M''$ is a solution of the Schrödinger’s equation with a Hamiltonian $H_0 + V(t)$:

$$i\hbar \frac{\partial \psi_M''}{\partial t} = i\hbar \left( \int a(E) e^{i\Phi t} \, dE \right) \frac{\partial \psi_M}{\partial t} + i\hbar \left( \int a(E) e^{i\Phi t} \, dE \right) \frac{i}{\hbar} e\Phi \psi_M = \left( i\hbar \frac{\partial}{\partial t} - e\Phi \right) \psi_M'' = (H_0 + V(t)) \psi_M''$$

But this is relevant only if $\mathcal{E} \neq 0$. Under such circumstances, the electrons from the two separate streams must be superposed as:

$$\Psi_e = \left( \int a_1(E) e^{i\Phi t} \, dE \right) \psi_e^1 + \left( \int a_2(E) e^{i\Phi t} \, dE \right) \psi_e^2$$

This is correct when the electric field cannot be reduced exactly to zero. But if the field $\mathcal{E} = 0$, then we must use the non-normalisable wave amplitude $\psi_E = e^{i\Phi t}$. 
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monopole: $\nabla \cdot \vec{H} = 0$). This wave amplitude can be meaningful when the value of $\kappa$ cannot be neglected with respect to the dimension of $\int \mathcal{A} \, ds$ in the problem.

Another possibility of a variational principle arises within the domain of magnetostatics, if the field $\vec{H} \propto \nabla \times \vec{A} = 0$. In this case, we can conceive the variational principle $\delta \int \mathcal{A} \, ds = 0$. A treatment similar to the one shown in section 2 leads to:

$$\bar{\eta}^2 \nabla^2 \psi_A + \mathcal{A}^2 \psi_A = 0$$  \hspace{1cm} (9)

-where $\bar{\eta} = \frac{n}{2\pi}$ is a real number having the dimension of $\int \mathcal{A} \, ds$. In Eq.(9), $\psi_A$ denotes the wave amplitude of the vector potential $\vec{A}$ and is locally given by (under the Coulomb gauge condition $\nabla \cdot \vec{A} = 0$): $\psi_A = e^{i \frac{\mathcal{A} \cdot ds}{\hbar}}$. The description is relevant only when the factor $\bar{\eta}$ is non-negligible with respect to the dimension of $\int \mathcal{A} \, ds$ in the problem. The wave amplitude $\psi_A$ vanishes only in a special situation when $\vec{A}$ diverges in a pathological condition. Before we proceed further, we note that the proposed form of solutions $\psi_M = e^{i \frac{\vec{B} \cdot ds}{\hbar}}$ and $\psi_A = e^{i \frac{\mathcal{A} \cdot ds}{\hbar}}$ are not normalisable. One can, in principle, construct normalisable wave packets superposing several plane waves with appropriate weighting factors to explain general magnetostatic phenomena. But in the context of the magnetic Aharonov-Bohm effect where the magnetic field is zero, the non-normalisable wave amplitudes should be used.

The factor $\bar{\eta}$ can be calculated by keeping track of the change in action of an electric charge $q = -e$ placed in an electromagnetic vector potential. Now, when a charge $q$ enters a magnetic field, its momentum changes from $mv$ to $(mv - e\vec{A})^2$, where $\vec{A}$ represents the electromagnetic vector potential.

So, from the Maupertuis’s principle, the change in action is given by $\Delta S = -e \int \vec{A} \cdot d\vec{s}$. We can arrive the same result by considering the change in the Lagrangian $L = \left(\frac{1}{2}mv^2 - e\Phi\right) \rightarrow L' = \left(\frac{1}{2}mv^2 - e\Phi - ev \cdot \vec{A}\right)$, as a charge $-e$ enters a region with vector potential $\vec{A}$. Now, if we agree to denote the minimum allowed value of $\int \mathcal{A} \, ds$ as $\bar{\eta}$, corresponding to the minimum action $\bar{\eta}$, we find that: $\bar{\eta} = -\frac{\hbar}{e}$. This means that the wave amplitude of magnetic field takes the form $\psi_A(\vec{r}) = e^{-i \frac{\mathcal{A} \cdot ds}{\hbar}}$. We note that this wave amplitude is also a non-travelling wave and is non-normalisable. It does not vanish, even when magnetic field $\vec{B}$ is zero. For a charge $q$ ($|q| > |e|$), this phase will take the form: $e^{i \eta \frac{\mathcal{A} \cdot ds}{\hbar}}$.

3. Application to Aharonov-Bohm effect

3.1. Influence of $\psi_E$ and $\psi_A$ on electron states

Since the energy of a charge $q$ placed in an electric potential $\Phi$ increases by $W = q\Phi$ and the expression of wave amplitude $\psi_E$ is of the form of a time translation unitary operator $U_t = e^{-\frac{i}{\hbar} W t}$, one can easily understand that the transformation of electron states in a potential $\Phi$ is given by $\psi_e \rightarrow \psi'_e = \psi_E(\vec{r})\psi_e(\vec{r}) = e^{\frac{i}{\hbar} \mathcal{E}(\vec{r})t}\psi_e$. So, the wave amplitude of the field acts locally on the electron state in such a way that it has traditionally been understood as the local unitary gauge transformation of electron state. The discussion in the previous

---

2The convention used in the manuscript is consistent with the convention used in Feynman lectures – Volume III(21) The Schrödinger Equation in a Classical Context: A Seminar on Superconductivity [Eq.(21.15)], or in Volume II(15) – The Vector Potential. However, if we use the conventions used in the Advanced Quantum Mechanics by Sakurai [Eq. (1.84) at pp.15], then the linear momentum changes by $(\frac{\mathcal{A}}{c})\vec{A}$ where $c$ denotes the speed of light in vacuum. In this convention, if we set $c = 1$ and note that $e$ is used as a negative constant in his book, we get back expression consistent with Feynman.
section gives a new interpretation to the phase factor. The transformation \( \psi'_e = \psi_E \psi_e \) can be assumed to be quantum version of the force \( \vec{F} \) experienced by a charge \( q \) in an electric field \( E \).

Similarly, as the linear momentum of a charge \( q \) in an electromagnetic vector potential \( \vec{A} \) is given by \( m \vec{v} + q \vec{A} \) and the expression of wave amplitude \( \psi_A \) is of the form of the spatial translation unitary operator \( U_{\vec{a}} = e^{i\vec{p} \cdot \vec{a}/\hbar} \), we can make out that the transformation of the electron states in \( \vec{A} \) is given by \( \psi_e \rightarrow \psi'_e = \psi_A (\vec{r}) \psi_e (\vec{r}) = e^{-ie \int \vec{A} \cdot d\vec{s}/\hbar} \psi_e \). Thus, the wave amplitude of the electromagnetic vector potential acts locally on the electron state in such a way that it has been interpreted as the gauge transformation of the electron state. While that understanding is perfect, this work presents a way to reinterpret the physical meaning of the phase factor. In this case, however, the force interpretation does not make any sense, since the statement \( \delta \int A ds = 0 \) and Eq. (9) are valid only when magnetic field \( \vec{B} \) is zero and there is no magnetic force on the charge \( q \). It is interesting to note that if a charge is placed in both the electrostatic and magnetostatic fields, then the transformation of the state \( \psi_q \) of a charge \( q \) is given by \( \psi_q \rightarrow \psi'_q = e^{i\int A \cdot d\vec{s} - \Phi / \hbar} \psi_e \), which has the desirable travelling wave characteristic.

Figure 1: Schematic diagrams of the experimental realisation of the (a) electrostatic Aharonov-Bohm effect and (b) magnetostatic Aharonov-Bohm effect.

3.2. Explanation of the electrostatic Aharonov-Bohm effect

The schematic diagram of the experiment is shown in the above Fig. 13: the incident electrons are divided into two streams and are passed through the metal tubes maintained at constant but different potentials. The focus is to ensure that the electric field is exactly zero within these tubes. This is difficult to achieve for many reasons: first of all, it is practically impossible to ensure that fringing field is zero near the terminals of the tubes. Secondly, the electrons passing through the tube give rise to an electric field that induces a surface current [15] on the inner wall of the tubes. This current could also generate electric field on the passing electrons. In real experiment, all these factors complicate the confirmation of the electrostatic Aharonov-Bohm effect.

Here we note that the electron wave functions along the two paths (1) and (2) transform as: \( \psi_e^{(1)} (\vec{r}) = e^{i\int A^{(1)} \cdot d\vec{s}} / \hbar} \psi_e (\vec{r}) \) and \( \psi_e^{(2)} (\vec{r}) = e^{i\int A^{(2)} \cdot d\vec{s}} / \hbar} \psi_e (\vec{r}) \). Therefore, the transformed electron wave functions could, in principle, interfere and lead to interference pattern. The key point is to ensure that the difference \( |\Phi^{(1)} - \Phi^{(2)}| \) between two streams, including all experimental conditions should be of the same order of magnitude as \( \hbar / e \sim 10^{-15} \text{ V-s} \). If this quantity becomes \( \gg 10^{-15} \text{ V-s} \), then the wave amplitude \( \psi_E \) of the electrostatic field will lose its relevance and classical electrostatics will predominate manifesting a vanishing electric field which suggests that there is no force on the electron.
3.3. Explanation of the magnetic Aharonov-Bohm effect

The experiment configuration of the magnetostatic Aharonov-Bohm effect is shown in the above figure 1b. It is tempting to consider Eq.(8) as a starting point. However, since the presence of the solenoid renders the space accessible to the electrons as a non-simply connected region, the concept of magnetic scalar potential cannot be used in this context. Therefore, the use of \( \psi_M = e^{i \Phi B / \hbar} \) appears to be improper.

In this case, Eq.(8) reduces to \( \nabla^2 \psi_M = 0 \). We also note that the condition of \( \mathcal{H} = 0 \) signifies that \( \nabla \psi_M = 0 \) (see the footnote in pp. 5). On the other hand, in this case the vector potential can be expressed as a gradient of a scalar potential: \( \vec{A} = -\nabla \psi \) and it satisfies the Coulomb gauge condition \( \nabla \cdot \vec{A} = -\nabla^2 \psi = 0 \). We find that \( \psi_M \) and \( \psi \), in the absence of magnetic field, are related in a way similar to \( \psi_E \) and \( \Phi \) in absence of electric field, which we already discussed in Eq.(7). Following that discussion, we see that the relevant wave amplitude in this case, can be given by \( e^{i \Phi B / \hbar} \psi \), where \( \Phi \) is a number with the dimension of \( \int \vec{A} \cdot d\vec{s} \). From the discussion following Eq.(9), we can deduce that \( \Phi \) and \( \hbar \) are identical parameters.

This can be seen more directly in the following way. Though the electron does not come in contact of classical magnetic field, it does encounter the classical vector potential, so Eq.(9) applies. The electron wave function is transformed as: \( \psi_e \rightarrow \psi'_e = e^{i \Phi B / \hbar} \psi_e \). Following our previous discussion, we can deduce that the relevant transformation of electron state in magnetic Aharonov-Bohm effect is \( \psi_e \rightarrow \psi'_e = \psi_A(r) \psi_e(r) = e^{-i \Phi B / \hbar} \psi_e \). Then, the phase difference along two different electron paths \( C_1 \) and \( C_2 \) around the solenoid is proportional to:

\[
\Delta \psi = \int_{C_1} \vec{A} \cdot d\vec{s} - \int_{C_2} \vec{A} \cdot d\vec{s} = \int_S \vec{A} \cdot d\vec{s} = \nabla \psi \times \vec{A} \cdot d\vec{s} = \Phi_B \tag{10}
\]

Clearly, the quantity \( \Phi_B = \oint \vec{A} \cdot d\vec{s} \) must be of the same order of magnitude as the flux quantum \( \frac{\Phi}{\hbar} \) which we have identified as \( \hbar \) in our formalism\(^3\). We note that the author of [16] mentioned that the flux \( \Phi_B \) should be of the order of \( 10^{-15} \) Wb which is also the same order of magnitude as \( \Phi / \hbar \), for the effect to manifest. If the magnetic field is non-zero in a region, then one can prove that the wave amplitude \( \psi_M \) of the field acts on a particle with magnetic dipole moment \( \vec{\mu} \) as: \( \psi_M \rightarrow \psi'_M = \psi_M(\vec{\mu} \psi_e = e^{-i \Phi B / \hbar} \psi_e \). A torque is exerted on the particle and the angular momentum comes from the magnetic field. However, if \( \vec{\mu} = 0 \) or \( \vec{B} = 0 \), a particle of charge \( -e \) acquires a linear momentum that comes from the underlying electromagnetic vector potential. We saw that for \( \vec{B} = 0 \), \( \psi_M \) reduces to \( \psi_A = e^{-i \Phi B / \hbar} \psi_e \). So, in the semi-classical description of magnetostatics, the wave amplitude of the magnetic field depends on the wave amplitude of the electromagnetic vector potential. This is different from the case in electrostatics. We conjecture the magnetic Aharonov-Bohm effect can also be considered as a local phenomenon although it is mediated by \( \psi_A \), the wave amplitude of the vector potential (not that of the field), since (i) in this case \( \psi_M \equiv \psi_A \) and (ii) \( \psi_A \) carries the linear momentum to the regions where classical field vanishes.

3.4. Aharonov-Casher effect

Aharonov-Casher effect is a quantum mechanical phenomenon which asserts that a neutral particle with a non-zero magnetic dipole moment (fluxon, an infinitely thin solenoid or idealised line of flux [17]), like neutrons, should experience a phase shift when diffracted around a line of charge. This effect is dual to the

\(^3\)In Sakurai’s notation, where \( c \) is not set to 1, the expression for flux quantum would be \( \hbar / e \)
Aharonov-Bohm effect and has been experimentally observed \[18\]. In this case, the dipole moves under an electrostatic force field. Though there is a non-zero force here, the two effects are in fact the same phenomena in two dimension with a charge and a fluxon, only the reference frames are different. However, the wave amplitude $\psi_E$ cannot be expressed as $\psi_E = e^{-i\frac{2q\Phi}{\hbar}}$ in this electrostatic environment, because neutron does not possess electric charge and the concept of potential is not as relevant. So, there must be an alternative explanation.

We note that a magnetic dipole moment $\vec{\mu}$ at rest in an electrostatic field carries a linear momentum even when it is not moving. This momentum is called ‘hidden momentum’, and is expressed as $p_{hid} = \vec{\mu} \times \vec{E}$ when it experiences an electrostatic field $\vec{E}$ \[19, 20\]. It has been shown that for static fields, $p_{hid}$ equals the negative of the electromagnetic momentum, i.e. $p_{EM}$ \[21\]. But curl of $p_{EM}$ is zero, because it can be expressed as a gradient of an action. It follows that the curl of the hidden momentum is zero as well. Therefore, the treatment of the section 2 will be valid and the wave amplitude should have the form $\psi_{\mu E} = e^{i\frac{\vec{\mu} \times \vec{E}}{\hbar} \cdot \vec{r}}$, where $\xi$ is a parameter like $\gamma$ and the integral is taken along the local direction of the hidden momentum $\vec{\mu} \times \vec{E}$. We can calculate the value of $\xi$ in the following manner: the Lagrangian of a magnetic dipole $\vec{\mu}$ in the electric field $\vec{E}$ is expressed as \[22, 23\]: $L = \frac{1}{2} m v^2 + \vec{v} \cdot (\vec{\mu} \times \vec{E})$. Now, clearly the introduction of the electric field changes action by $\Delta S = \int \vec{v} \cdot (\vec{\mu} \times \vec{E}) dt = \int (\vec{\mu} \times \hat{E}) \cdot d\vec{s}$. Let us agree that $\xi = h$, the naturally allowed minimum unit of action. Then, the wave amplitude must be expressed as $\psi_{\mu E} = e^{i\frac{\vec{\mu} \times \vec{E}}{\hbar} \cdot \vec{r}}$.  

3.5. He-McKellar-Wilkens Effect

Another quantum mechanical phenomenon that is engendered due to the conception of the Aharonov-Bohm effect, is the He-McKellar-Wilkens effect which can be called the dual of the Aharonov-Casher effect. In this case, an electric dipole in the vicinity of the magnetic field is predicted to acquire a phase given by $\Phi_{HMW} = \frac{i}{\hbar} \int (\vec{B} \times \vec{d}) \cdot ds$ \[24, 25\]. We note that the vector field $(\vec{B} \times \vec{d})$ is not a hidden momentum, but it comprises a part of the canonical momentum of an electric dipole moving in an electromagnetic field [Eq.(4)in \[25\]]. This momentum has also been termed as latent momentum in \[26\]. Under the conditions that the permanent dipole $\vec{d}$ does not change with time (i.e. $\vec{d} = 0$) and that the electric field does not vary in the dipole direction, i.e. $(\vec{d} \cdot \nabla)\vec{E} = 0$, Wilkens finds the equation of motion of the dipole [Eq(7) of \[25\] ]:

$$M \ddot{\vec{R}} = \vec{v} \times \nabla \times (\vec{B} \times \vec{d})$$

Further, Wilkens argues that with an appropriately chosen magnetic field, the force and torque acting on dipole are zero, but the $\Phi_{HMW}$ is not. He brings the instance of a hypothetical system of infinite straight line of the magnetic monopoles with constant magnetic charge per unit length. The magnetic field due to this configuration has cylindrical symmetry and falls radially, i.e. $\vec{B} \propto \frac{\vec{e}_r}{r}$.

It is further shown that if the electric dipole $\vec{d}$ is parallel to the direction of the magnetic line charge, then this configuration yields $\nabla \times (\vec{B} \times \vec{d}) \propto \delta(r) \vec{d}$- where $\delta(r)$ denotes the Dirac delta function, which suggests that the force acting on the dipole is zero except at $r = 0$, i.e. at the location of the line charge. Thus, as long as the dipole is confined at $r > 0$, the vector field $(\vec{B} \times \vec{d})$ is curl-free and we can talk about the wave amplitude $\psi_{dB}$ acting on it, which can be expressed as:

$$\psi_{dB} = e^{i\frac{\Phi_{dB} \delta r}{\hbar}}$$  \[11\]

\[4\] The same authors call $\vec{\mu} \times \vec{E}$ as the magnetic hidden momentum and $\vec{B} \times \vec{d}$ as the electric hidden momentum in \[26\].
Using the Lagrangian [Eq.(3) of [25]] of the dipole in magnetic field, we can easily establish that the factor
\[ \bar{\chi} = \hbar \] if we use the convention \( c = 1 \). With this, the effective wave amplitude acting on the dipole around
the magnetic line charge can be shown to be equal to the He-McKellar-Wilkens phase itself.

3.6. Quantum phases of the relativistic dipoles in electromagnetic fields

The phases or wave amplitudes that appear in the context of the Aharonov-Bohm effect, Aharonov-Casher
effect and the He-McKellar-Wilkens effect are not the only ones that could possibly emerge in the theory.
In particular, one pertinent question is how do the quantum phases modify if these charges or dipoles move
at the relativistic speeds. This may be relevant in the context of experiments trying to determine possible
non-zero electric dipole moment of muon [27, 28]. Kholmetskii et al. [29] derived these additional quantum
phases, other than the ones responsible for the Aharonov-Casher effect and the He-McKellar-Wilkens effect,
using the covariant Lagrangian for the dipole in an electromagnetic field (assuming \( c = 1 \)):

\[
\delta dE = \frac{1}{\hbar} \int \gamma v (d0|| \cdot \vec{E}) \vec{v} \cdot ds
\]
\[
\delta µB = \frac{1}{\hbar} \int \gamma v (µ0|| \cdot \vec{B}) \vec{v} \cdot ds
\]

(12)

-where \( \gamma v = \frac{1}{\sqrt{1-(v/c)^2}} \) and the subscripts \( 0 \) and \( || \) denote the component of the proper electric (\( \bar{\vec{d}} \)) or magnetic (\( \bar{\vec{µ}} \)) dipole moments parallel to the velocity vector. They also derived the expressions of the phases of the
charges, superposition of which might lead to the above expressions of the phases of the dipoles. The phases
are dependent on the speed \( v \) of the dipoles, since the quantum effects of the static fields, as seen by the
dipoles, are modified by their speeds and the directions of motion. Kholmetskii, in an earlier paper, obtained
the force on a dipole in an electromagnetic field [Eq(18) of [26]]:

\[
\vec{F} = \frac{d}{dt} (\gamma v m \vec{v})
\]
\[
= \nabla (\vec{d} \cdot \vec{E}) + \nabla (\vec{µ} \cdot \vec{B}) + \frac{d}{dt} (\gamma v (d0|| \cdot \vec{E}) \vec{v}) + \frac{d}{dt} (\gamma v (µ0|| \cdot \vec{B}) \vec{v}) - \frac{d}{dt} (\vec{B} \times \vec{d}) - \frac{d}{dt} (\vec{µ} \times \vec{E})
\]

(13)

-where we again used the convention that \( c = 1 \). We have seen earlier that the phases in the context of the
Aharonov-Casher effect and the He-McKellar-Wilkens effect could be explained using the semi-classical
model of the static curl-free fields. The last two terms of Eq.(13) are ‘hidden momentum’ terms that we
found to be curl-free vector fields in the regions accessible to the dipoles. One may perhaps anticipate that
the vector fields \( (\gamma v (d0|| \cdot \vec{E}) \vec{v}) \) and \( (\gamma v (µ0|| \cdot \vec{B}) \vec{v}) \), which are momenta of dipoles, should be curl-free under
appropriate conditions.

3.7. Connection to vacuum fluctuations

The preceding discussion inevitably brings the question forth whether the Aharonov-Bohm effect is an
instance of the vacuum fluctuations. Though this idea appears very appealing, the current author thinks
that this idea may be over-simplifying and needs to be scrutinised very carefully. Specifically, the electrostatic
and the magnetostatic configurations prohibit one from attributing a harmonic oscillator description to the
field. Therefore, ‘vacuum fluctuations’ and zero point energy appear to be an ill-defined concept in this
context. However, the situation has some similarity with vacuum fluctuations.
4. Real world examples

4.1. I: Quantisation of electric charge

It is well-known that Dirac introduced magnetic monopoles [30], to explain the empirically known fact that electric charge is quantised. However, no magnetic monopole has been observed so far. Some authors attempted to address this question in the context of the magnetic Aharonov-Bohm effect [31]. However, the invocation of the magnetic Aharonov-Bohm effect seems to be a desperate attempt to explain the quantisation. After all, this feature is known well within the context of electrostatics and there should be some explanation within this domain itself. In the following, we shall try to throw some light to this question.

Classically speaking, the electric field remains the same if the potential is changed by a constant. If we insist that the same should happen in quantum domain, then that means \[ \psi_E(q, \Phi) = \psi_E(q, \Phi + \Phi_0) \]

\[ \Rightarrow e^{-i \frac{q \Phi t}{\hbar}} = e^{-i \frac{q(\Phi + \Phi_0) t}{\hbar}} \]  

(14)

Collecting the cosine part of the phase, we find:

\[ \cos \left( \frac{q(\Phi + \Phi_0) t}{\hbar} \right) = \cos \left( \frac{q \Phi t}{\hbar} \right) \]

\[ \Rightarrow \frac{q(\Phi + \Phi_0) t}{\hbar} = \frac{q \Phi t}{\hbar} + 2n\pi \]  

(15)

-where \( n \) is an integer \([n \in \mathbb{N}]\). From Eq.(15), it follows that

\[ q \Phi_0 t = n \ 2\pi \hbar = n \ 2\pi e \frac{\gamma}{2\pi} t \]

\[ \Rightarrow q = ne \frac{\gamma}{\Phi_0} = \frac{n}{N} e \]  

(16)

-where in the last equality, we have used the condition that \( \Phi_0 = N\gamma \). Eq.(16) states that electric charge should be a rational multiple of the elementary charge of an electron. This is not the proof of quantisation of charge, but is consistent with the observation that particles with fractional charges appear in the domains of particle physics (quarks) and in fractional quantum Hall effect.

We note that in quantum domain, potential is no longer a continuous function and its minimum unit is \( \gamma \). We comment that under the delicate experimental conditions in which potential changes bit by bit, due to transfer of the electrons one at a time, \( N \) equals 1 corresponding to the minimum of \( \Phi_0 \) and in such cases, the quantised nature of \( q \) is manifested. The examples are Millikan’s oil drop experiment, or basic chemical reactions.

4.2. II: Flux quantisation

We consider the situation relevant in the context of magnetic Aharonov-Bohm effect where the magnetic field vanishes. The Hamiltonian formulation, in this case, has a phase space with momentum \( \mathbf{A}_{x,y,z} \) along the vertical axis, and the coordinates \((x, y, z)\) along the horizontal axis. The unit area in this phase space is \( \bar{\eta} = \oint \mathbf{A} \cdot d\mathbf{s} = -\frac{2\pi}{e} \).

Now, let us insist that the wave amplitude \( \psi_A \) should not change when the electromagnetic
vector potential is transformed by a constant \( \vec{A}_0 \): \( \vec{A} \rightarrow \vec{A} + \vec{A}_0 \):

\[
e^{-i\frac{e}{\hbar} \int (\vec{A} + \vec{A}_0) \cdot d\vec{s}} = e^{-i\frac{e}{\hbar} \int \vec{A} \cdot d\vec{s}}
\]

Collecting the argument of the cosine part of both sides of the above equation, we find that:

\[
\left( e^{\frac{e}{\hbar} \int (\vec{A} + \vec{A}_0) \cdot d\vec{s}} \right) = \left( e^{\frac{e}{\hbar} \int \vec{A} \cdot d\vec{s}} \right) + 2k\pi \quad \text{...........where } k \in \mathbb{N}
\]

\[
\Rightarrow e^{\frac{e}{\hbar} \int \vec{A}_0 \cdot d\vec{s}} = k \frac{2\pi}{h} = k \hbar
\]

\[
\Rightarrow \int \vec{A}_0 \cdot d\vec{s} = k \frac{\hbar}{e}
\]

The above exercise demonstrates that the flux is quantised.

### 5. Summary and Discussions

In this paper, we demonstrated that a not-so-well-recognised variational principle of the curl-free vector fields can be used to develop a semi-classical non-relativistic theory of the electrostatic and the magnetostatic fields that can used to explain the non-locality problem of the Aharonov-Bohm effect. We showed that the wave amplitudes of the fields intrinsically have the form of a unitary phase even in the regions where classical field is zero. So, in Aharonov-Bohm effect, an effect similar to the vacuum fluctuations of the classical static fields is at play. The wave amplitudes act on the electron states in a fashion which has, hitherto, been interpreted as the gauge transformation of the electron wave function. Additionally, we made important observations about the quantisation of charge: that electric charges must occur as a rational multiple of the elementary charge of electrons. This manifests as the usual ‘quantisation of electric charge’ in the experiments where \( N = 1 \). One implication of this study is that there are no magnetic monopoles. Apart from this, we also saw its implication in the context of flux quantisation. Finally, we comment that these wave amplitudes of the curl-free static fields do not have polarisation, which is evident from the form of the wave equations, in that they bear striking similarity to the Klein-Gordon equation.

### 6. Acknowledgements

The author is very grateful to Prof. Debapriyo Syam for providing critical review about the meaning of the wave amplitudes; to Dr. Tanmay Das and Dr. Nur Jaman for valuable discussions; and to Dr. Tamali Sikder for her precious support. The valuable comments by the reviewers are also appreciated. Finally, this work is dedicated to the memory of my loving mother, Tapati Bhattacharya, who recently left us.

### 7. References

References

[1] Yakir Aharonov and David Bohm. Significance of electromagnetic potentials in the quantum theory. *Physical Review*, 115(3):485, 1959.

[2] Lev Vaidman. Role of potentials in the aharonov-bohm effect. *Physical Review A*, 86(4):040101, 2012.
[3] Yakir Aharonov, Eliahu Cohen, and Daniel Rohrlich. Nonlocality of the aharonov-bohm effect. Physical Review A, 93(4):042110, 2016.

[4] Kicheon Kang. Proposal for locality test of the aharonov-bohm effect via andreev interferometer without a loop. Journal of the Korean Physical Society, 71(9):565–570, 2017.

[5] Akira Tonomura, Nobuyuki Osakabe, Tsuyoshi Matsuda, Takeshi Kawasaki, Junji Endo, Shinichiro Yano, and Hiroji Yamada. Evidence for aharonov-bohm effect with magnetic field completely shielded from electron wave. Physical Review Letters, 56(8):792, 1986.

[6] Giorgio Matteucci and Giulio Pozzi. New diffraction experiment on the electrostatic aharonov-bohm effect. Physical review letters, 54(23):2469, 1985.

[7] S Washburn, H Schmid, D Kern, and Richard A Webb. Normal-metal aharonov-bohm effect in the presence of a transverse electric field. Physical review letters, 59(16):1791, 1987.

[8] Alexander Van Oudenaarden, Michel H Devoret, Yu V Nazarov, and JE Mooij. Magneto-electric aharonov–bohm effect in metal rings. Nature, 391(6669):768–770, 1998.

[9] Allan Walstad. A critical reexamination of the electrostatic aharonov-bohm effect. International Journal of Theoretical Physics, 49(11):2929–2934, 2010.

[10] Young-Wan Kim and Kicheon Kang. Electric aharonov–bohm effect without a loop in a cooper pair box. New Journal of Physics, 20(10):103046, 2018.

[11] Thomas C Bachlechner and Matthew Kleban. Proposal for testing the electric aharonov-bohm effect with superconductors. Physical Review B, 101(17):174504, 2020.

[12] Kolahal Bhattacharya. A novel variational principle in electrostatics and its consequences. Journal of Electrostatics, 71(5):926–930, 2013.

[13] Hans Adolph Buchdahl. An introduction to Hamiltonian optics. Courier Corporation, 1993.

[14] D Gloge and D Marcuse. Formal quantum theory of light rays. JOSA, 59(12):1629–1631, 1969.

[15] Rui-Feng Wang. Absence of the electric aharonov-bohm effect due to induced charges. Scientific reports, 5:14279, 2015.

[16] Keith J Kasunic. Magnetic aharonov-bohm effects and the quantum phase shift: A heuristic interpretation. American Journal of Physics, 87(9):745–751, 2019.

[17] Y Aharonov and D Rohrlich. Quantum paradoxes: Quantum theory for the perplexed. 2005.

[18] A Cimmino, GI Opat, AG Klein, H Kaiser, SA Werner, M Arif, and R Clothier. Observation of the topological aharonov-casher phase shift by neutron interferometry. Physical review letters, 63(4):380, 1989.

[19] Alexander L Kholmetskii. On” hidden momentum” of magnetic dipoles. Apeiron, 12(3):309, 2005.
[20] David J Griffiths. A catalogue of hidden momenta. *Philosophical Transactions of the Royal Society A: Mathematical, Physical and Engineering Sciences*, 376(2134):20180043, 2018.

[21] David Babson, Stephen P Reynolds, Robin Bjorkquist, and David J Griffiths. Hidden momentum, field momentum, and electromagnetic impulse. *American Journal of Physics*, 77(9):826–833, 2009.

[22] Jeeva Anandan. Classical and quantum interaction of the dipole. *Physical Review Letters*, 85(7):1354, 2000.

[23] Alexander Kholmetskii, Oleg Missevitch, and T Yarman. Electric/magnetic dipole in an electromagnetic field: force, torque and energy. *The European Physical Journal Plus*, 129(10):215, 2014.

[24] Xiao-Gang He and Bruce HJ McKellar. Topological phase due to electric dipole moment and magnetic monopole interaction. *Physical Review A*, 47(4):3424, 1993.

[25] Martin Wilkens. Quantum phase of a moving dipole. *Physical review letters*, 72(1):5, 1994.

[26] Alexander Kholmetskii, Oleg Missevitch, and Tolga Yarman. Force law in material media and quantum phases. *EPL (Europhysics Letters)*, 113(1):14003, 2016.

[27] GW Bennett, B Bousquet, HN Brown, G Bunce, RM Carey, P Cushman, GT Danby, PT Debevec, M Deile, H Deng, et al. Improved limit on the muon electric dipole moment. *Physical Review D*, 80(5):052008, 2009.

[28] M Abe, S Bae, G Beer, G Bunce, H Choi, S Choi, M Chung, W Da Silva, S Eidelman, M Finger, et al. A new approach for measuring the muon anomalous magnetic moment and electric dipole moment. *Progress of Theoretical and Experimental Physics*, 2019(5):053C02, 2019.

[29] AL Kholmetskii, T Yarman, OV Missevitch, and M Arik. Quantum phases for moving charges and dipoles in an electromagnetic field and fundamental equations of quantum mechanics. *Scientific reports*, 8(1):1–7, 2018.

[30] Paul Adrien Maurice Dirac. Quantised singularities in the electromagnetic field. *Proceedings of the Royal Society of London. Series A, Containing Papers of a Mathematical and Physical Character*, 133(821):60–72, 1931.

[31] Fabricio Barone Rangel. A remark on the aharonov-bohm potential and a discussion on the electric charge quantization. *PoS*, page 038, 2005.