SOME NEW RESULTS ON AUTOMATIC IDENTIFICATION OF VIETNAMESE FOLK SONGS CHEO AND QUANHO
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Abstract. Vietnamese folk songs are very rich in genre and content. Identifying Vietnamese folk tunes will contribute to the storage and search for information about these tunes automatically. The paper will present an overview of the classification of music genres that have been performed in Vietnam and abroad. For two types of very popular folk songs of Vietnam such as Cheo and Quanho, the paper describes the dataset and Gaussian Mixture Model (GMM) to perform the experiments on identifying some of these folk songs. The GMM used for experiment with 4 sets of parameters containing Mel Frequency Cepstral Coefficients (MFCC), energy, the first and the second derivatives of MFCC and energy, tempo, intensity, and fundamental frequency. The results showed that the parameters added to the MFCCs contributed significantly to the improvement of the identification accuracy with the appropriate values of Gaussian component number M. Our experiments also showed that, on average, the length of the excerpts was only 29.63% of the whole song for Cheo and 38.1% of the whole song for Quanho, the identification rate was only 3.1% and 2.33% less than the whole song for Cheo and Quanho, respectively. The identification of Cheo and Quanho was also tested with i-vectors.
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1. INTRODUCTION

The researches related to music data mining are very diverse and have been going on for many years in various ways: genre classification, artist/singer identification, emotion/mood detection, instrument recognition, music similarity searching... However, the research on music genre classification is the most complex and very difficult problem to solve.

There were so many researches which have been done in music genre classification with the various approach to problem-solving, such as Naïve Bayes Classifier (NBC) [1,2], Decision Tree Classifier (DTC) [3], K Nearest Neighbor (KNN) [4,5], Hidden Markov Model (HMM) [6–8], GMM [9–11], Support Vector Machine (SVM) [12, 13] and Artificial Neural Network (ANN) [14–16].

The general architecture diagram of a music genre classification is as shown in Figure 1 [17]. In general, researches in this field can be divided into two steps. The first step is to extract the features from the music signal, and the second step is to use machine learning...
algorithms for training and testing. The accuracy rate depends on the variants, parameters of the algorithm, and the number of features used.

Vietnam is a multi-ethnic country with a long history of culture, so Vietnamese folk songs are multifarious. The Vietnamese folk songs are available in many regions with different genres: In the North, we have Quanho Bac Ninh, Cheo, Xoan singing, Vi singing, Trong Quan singing, Do singing ...; there are singing such as Vi Dam, Ho Hue, Ly Hue, Sac bua in the Middle...; In the South, there are Ly, Ho, poetry speaking...; In the northern mountainous region there are folk songs of Thai, H'Mong, and Muong ethnic groups; In the Highlands, there are folk songs of Gia Rai, Ede, Ba Na, Xo Dang... each has their own identity.

There are many types of folk songs in Vietnam, but Cheo and Quanho are two very popular types, and their number of songs is richer than others. According to the statistics in [18], there are 213 songs of Quanho, and from composer Mai Thien’s statistics [19–23] and his notes, there are 190 songs of Cheo.

In our published paper [24], we performed the identification experiment with 10 Quanho folk songs on the dataset including 100 files using the WEKA toolkit with SMO (Implements John Platt’s sequential minimal optimization algorithm for training a support vector classifier), multilayer perceptron and multiclass classifier (A metaclassifier for handling multi-class datasets with 2-class classifiers) algorithms. The results showed that the average accuracy rate for these algorithms is 89%, 86%, and 71% respectively. Also, in this dataset, we have tested on GMM model [25] and the highest average accuracy rate was 79%. In the most recently published paper [26], we used the GMM model for classification and identification on the dataset including 1000 files of two types of folk songs Cheo and Quanho, each type of 500 files of 25 folk songs. The classification accuracy of two types of Cheo and Quanho folk songs is 91.0%, and the highest identification rates are 81.6% for Cheo folk songs and 85.60% for Quanho folk songs. In this paper, we present the results of the Cheo and Quanho identification using different parameter sets for the full length of audio files and the short excerpts with variable lengths.

This paper is organized as follows: Section 2 is an overview of music genre classification, Section 3 describes the dataset and GMM for our experiments, Section 4 gives the experiment results. Finally, the conclusion is done in Section 5.
2. AN OVERVIEW OF MUSIC GENRE CLASSIFICATION

Although researches on music data mining have been going on for a long time, however, research scale is still limited. Based on ongoing researches from around in the world, the International Symposium on Music Information Retrieval (ISMIR) was officially launched on October 23-25, 2000, in Massachusetts, USA. Since then the symposium has been held annually and is the world’s leading research forum on the processing, searching, organization, and extraction of information directly related to music.

One of the most cited papers in music genre classification is that of Tzanetakis et al. [27]. In this paper, the authors conducted a classification experiment on a dataset of six genres (Classical, Country, Disco, Hip Hop, Jazz, Rock) with nine features (Mean-Rolloff, Mean-Flux, Mean-Zero Crossings, Std-Centroid, Std-Rolloff, Std-Flux, Std-Zero Crossings, Low Energy). The results of the experiment have the highest accuracy rate of 58.67%. The same experiment was conducted in 2003 by Tao Li et al., but they have proposed a new extraction feature method called DWCH (Daubechies Wavelet Coefficient Histograms). This method has improved the accuracy rate up to 78.5%.

In 2002, George Tzanetakis had completed the dataset named GTZAN [28]. It consists of 10 genres (Blues, Classical, Country, Disco, Hip Hop, Jazz, Metal, Pop, Reggae, and Rock), each genre has 100 excerpts, and length of each excerpt is 30 seconds. Tzanetakis & Cook [29] had experimented with classification on this dataset with sets of features including 30-dimensional features vector (19 FFT, 10 MFCC, the rhythmic content features (6 dimensions) and the pitch content features (5 dimensions)). The result has improved the average accuracy rating to 61%. This dataset has been using by many authors for music genre classification experiments with different features.

West & Cox [30] conducted an assessment of the factors affecting the automatic classification of musical signals. Firstly, they describe and evaluate the classification performance of two different evaluation methods based on spectral shape characteristics, Mel frequency filters, and spectral contrast characteristics. Secondly, their study time models of selected features from music and finally minimize the number of dimensions in the characteristic vector. It was then used to train and evaluate the performance of different classifiers and the results showed an increase of accuracy rate.

Mohd et al. [31] used Marsyas software to extract the same features as Tzanetakis et al. in 2001. Using the J48 classifier in WEKA software (a tool for preprocessing, classifying, clustering, selection of features and modeling) [32] and the dataset is Malaysian music. The results show that factors affecting classification results include features, classifiers, size of the dataset, length of the excerpts, the location of the excerpt in the original and parameters in classifiers.

Bergstra et al. [33] suggested that it would be better to classify the features synthesized from a set of audio signals by using a generic vector for each song or classification into individual features vectors. They focus on synthesizing frame-level features into appropriate segments and classifying and experimenting with the segment itself. Their software won the first prize in the MIREX 2005 competition for the music information retrieval. They used two datasets, with about 1500 original songs. Features are extracted in frames of 1024 samples and \( m \) frames are synthesized. With \( m = 300 \) for each segment of 13.9s, the accuracy rate was 82.3%. They conducted the experiment on the GTZAN dataset with the same parameters set, the accuracy rate reached 82.5%.
Table 1. A summary of the experimental results on the GTZAN dataset

| Authors                          | Year | Accuracy Rate |
|----------------------------------|------|---------------|
| Tzanetakis, Cook                 | 2002 | 61.00%        |
| Li et al.                        | 2003 | 78.50%        |
| Bergstra et al.                  | 2006 | 82.50%        |
| Lidy et al.                      | 2007 | 76.80%        |
| Panagakis, Benetos, and Kotropoulos | 2008 | 78.20%        |
| Panagakis et al.                 | 2009 | 91.00%        |
| Panagakis, Kotropoulos           | 2010 | 93.70%        |
| Jin S. Seo                       | 2011 | 84.09%        |
| Shin-Chelon Lim et al.           | 2012 | 87.40%        |
| Baniya et al.                    | 2016 | 87.90%        |
| Christine Senac, Thomas Pellegrini et al. | 2017 | 91.00%        |
| Chun Pui Tang, Ka Long Chui et al. | 2018 | 52.975%       |

The results of classification by Panagakis et al in 2009 and 2010 on the GTZAN dataset were 91% and 93.7%. In 2009, they used SRC (Sparse Representation-based Classifier) technique to reduced dimensions of represent information. By 2010, the authors used TNPMF (Topology Preserving Non-Negative Matrix Factorization) to reduce dimensions instead of the SRC. Nowadays, the GTZAN dataset is still widely used by researchers in music classification by genre. Table 1 is a summary of the experimental results on the GTZAN dataset from 2002 to 2018 (sorted by ascending of the year).

The first research with folk songs was conducted by Wei Chai and Barry Vercoe [34] in the Multimedia Laboratory of the Massachusetts Institute of Technology in 2001. The dataset includes 187 Irish folk songs, 200 German folk songs, and 104 Austrian folk songs. This dataset was collected from (1) Helmut Schaffrath’s folk collection Essen (Germany) and (2) an Irish music collection by Donncha Ó Maidín. The authors used the HMM tool with the scale of data for training and testing assigned to 70% and 30%. The highest accuracy rate when using binary classification between the union of three music genres including Irish - Germany, Irish - Austrian, and Germany - Austrian was 75%, 77%, and 66%. The result of the classification of the three music genres has the highest accuracy rate of 63.0%.

Until 2015, Nikoletta Bassiou and his colleagues [35] experimented with the classification of Greek folk songs into two genres by using CCA (Canonical Correlation Analysis) technique between the lyrics and the sound. The dataset for experiment includes 98 songs from Pontus and 94 songs from Asia Minor, in which 75% data for training and 25% data for testing. Using the cross-evaluation method, the accuracy result is an average of 5 times testing and achieved 97.02%.

In 2016, Rajesh, Betsy, and DG Bhalke [36] conducted the classification Tamil folk songs (Southern India) on a dataset of 216 songs (103 traditional songs + 113 folk songs) with 30 seconds duration for each song. The data for training in each type is 70 songs and the data for testing is 33 songs and 43 songs for each type. The classifier is KNN, the accuracy rate is 66.23%, and with the SVM classifier, the accuracy rate is 84.21%. For Chinese folk songs, in 2017 Juan Li, Jianhang Ding, and Xinyu Yang proposed the GMM-CRF (Conditional Random Field) [37–39] model and used it for music classification by region on the dataset including 344 Chinese folk songs (109 Shaanxi, 101 Jiangsu and 134 Hunan). On average, the highest accuracy rate reached 83.72% [40].
Most recently in 2018, Juan Li et al. [41] overcame the limitations of the GMM-CRF model (improving calculation accuracy when the number of Gauss components is restricted) by proposing the GMM-RBM (Restricted Boltzmann Machine) model [42, 43] for the classification experiment by region on the Chinese folk songs dataset including 297 folk songs from Northern Shaanxi, 278 from Jiangsu, and 262 from Hunan. The experiment results showed that the GMM-RBM model gives the better results (84.71%) than the GMM-CRF model (83.72%) [40].

In Vietnam, Phan Anh Cang and Phan Thuong Cang [44] conducted a music genre classification experiment on the GTZAN dataset. They used the discrete wavelet transform to extract 19 timbral features, 6 beat features, and 5 pitch features. The experiment used $k$-NN classifier (with $k = 4$), the highest accuracy result is 83.5%.

The Zalo AI Challenge [45] was first held in Vietnam in 2018. In this competition, the group of Dung Nguyen Ba used CNN model for music genre classification on the Vietnam’s music dataset including ten classes with 867 files. As a result, they won the first prize in this competition.

The following sections will describe dataset, GMM for our experiment on Cheo and Quanho classification and the classification results.

### 3. DATASET AND GAUSSIAN MIXTURE MODEL

#### 3.1. Vietnamese folk songs dataset

Our dataset has a total of 1000 audio files equally distributed between two types of folk songs Cheo and Quanho, each file duration is of 45-60 seconds with a sample rate at 16kHz and 16 bits per sample. Cheo’s dataset is extracted from 25 songs, each song has 20 audio files. Quanho’s dataset is also extracted from 25 songs with 20 audio files for each song. The average full length of Cheo songs is 54 seconds and this value is 43 seconds for Quanho songs.

#### 3.2. Gaussian mixture model

In image and speech processing and some other areas, neural networks with deep learning techniques have enabled significant results. However, traditional models and classifiers are still used in the pattern recognition field. The GMM model was used in studies related to music data processing and music genre classification [46,51]. Over the last few years and so far, GMM has continued to be used for music genre recognition, indexing, and retrieval of music [52–60]. This is because the GMM model is characterized by the parameters related averages and variance of data also allow modeling of data distribution with optional precision. In the same way, GMM proved appropriate for the problem of recognizing information contours such as speaker recognition, dialect recognition, language identification, emotion recognition, and music genre identification [61–67]. On the other hand, in terms of model implementation, GMM allows for training in a much shorter time than ANN, leading to unnecessary use of complex and expensive hardware configurations including GPUs. Therefore, for our research, in addition to our research on the ANN model [68], GMM has been selected as one of the models or classifiers to identify music genres.
The GMM model with mixed Gaussians distribution can be considered as a linear superposition of Gaussian distributions in the form [10]

\[
p(x) = \sum_{k=1}^{M} \pi_k \mathcal{N}(x|\mu_k, \Sigma_k).
\] (1)

When using GMM for classification Vietnamese folk songs, \(x\) in (1) is the data vector that contains the set of features vector of each folk song in which each element of the set has \(D\) dimensions. \(\pi_k (k = 1...M)\) are the weights of the mixture that satisfy the condition \(\sum_{k=1}^{M} \pi_k = 1\). Each Gaussian density function is a component of the mixture with mean \(\mu_k\) and covariance \(\Sigma_k\)

\[
\mathcal{N}(x|\mu_k, \Sigma_k) = \frac{1}{(2\pi)^{D/2} |\Sigma_k|^{1/2}} \exp\left\{ -\frac{1}{2}(x - \mu_k)^T \Sigma_k^{-1}(x - \mu_k) \right\}.
\] (2)

The complete GMM model is described by a set of three parameters \(\lambda = \{\pi_k, \mu_k, \Sigma_k\}, k = 1...M\). To identify a folk song that has been modeled by \(\lambda\), it is necessary to determine the likelihood \(p(X, \lambda)\)

\[
p(X, \lambda) = \prod_{n=1}^{N} p(x_n|\lambda),
\] (3)

where \(N\) is the number of feature vectors and also the number of segments of the audio file for each folk song. In fact, \(\lambda\) is a statistical model, so we have to use the Expectation-Maximization (EM) algorithm [10] to determine \(\log p(X|\lambda)\) such as it get the maximum.

4. EXPERIMENT RESULTS

4.1. The test results with GMM

Our experiments used Spro [69], Praat [70], and Matlab [71, 72] tools to extract a set of 63 parameters including 60 parameters related to MFCC and energy (19 MFCCs + energy = 20, the first and the second derivatives of these 20 parameters), tempo, intensity and fundamental frequency (F0). In musical terminology, the tempo is the speed or pace of a given piece. The tempo is often defined in units of beats per minute (BPM). The beat is often defined as the rhythm listeners would tap their toes to when listening to a piece of music [73]. The 63 parameters are divided into 4 sets of parameters in our experiments as in Table 2.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Sets of Parameters & Content & Sets of Parameters & Content \\
\hline
S1 & 60 parameters & S3 & S1 + F0 + intensity \\
S2 & S1 + tempo & S4 & S3 + tempo \\
\hline
\end{tabular}
\end{table}

The ALIZE toolkits [74, 75] were used to implement the GMM model for classification with Gaussian component number \(M\) varied as a power of 2, from 16 to 4096.

The experiments were conducted in 2 cases: In the first case (Figure 2), a cross-evaluation was performed for two datasets Cheo and Quanho with the full length of the songs. In
this case, 80% dataset is used for training, and 20% dataset for testing. The purpose of this experiment is to consider the effect of tempo, intensity, and F0 parameters on the identification results.

Figure 2. Diagram of the classification of Cheo and Quanho for the full length of audio files.

Figure 3 is the result of testing on the Quanho dataset in the first case with 4 sets of parameters. In general, the addition of parameters increases the identification rate. The average accuracy rate of identification for S1 is 96.62%, meanwhile for S2, S3, and S4 these rates are 96.67%, 96.76%, and 96.69% respectively, and higher than the average identification rate of S1 (Figure 4).

The results of the experiment on the Cheo dataset shown in Figure 5 also give a similar conclusion as above. The average accuracy rate of identification for the set of parameters S1 is 93.91%. For S2, S3, and S4 these rates are 94.00%, 94.20%, and 94.18% respectively (Figure 6). The experimental results on the Quanho dataset for the full length of the songs are higher (about 2 to 3%) in comparison with the Cheo dataset and this is also true for the corresponding excerpt as we can see below.

In the second case, the data for training use the full length of audio files, but the data for testing use only the short excerpts extracted from the dataset (Figure 7). These excerpts vary in length from 4, 6, 8 . . . to 16 seconds (the excerpts were extracted randomly from the dataset). The purpose of this experiment is to determine how the accuracy rate will change when changing the length of the excerpts.

For the experiment results in the second case, within the scope of this paper, we present only the results corresponding to the three values of \( M = 512, 1024, \) and 2048. These values of \( M \) show more clearly the effect of parameters such as tempo, intensity, and F0 on the identification results for both Cheo and Quanho dataset.

Figure 8 is the results of the Cheo’s excerpts with three values of \( M \) mentioned above. It can be seen that when the length of the excerpts is short, the parameters such as tempo, intensity, and F0 have no significant influence on the identification rate. With \( M = 512 \) (Figure 8a), the effect of these additional parameters is more noticeable when the length of
Figure 3. The identification rates correspond to 4 sets of parameters with the different values of $M$ on the Quanho dataset.

Figure 4. The average identification rates with 4 sets of parameters on the Quanho dataset.
Figure 5. The identification rates correspond to 4 sets of parameters with the different values of $M$ on the Cheo dataset.

Figure 6. The average identification rates with 4 sets of parameters on Cheo dataset.
Figure 7. Diagram of the classification of Cheo and Quanho for the short excerpts of audio files

The experimental results on Quanho’s excerpts with three values of $M = 512$, 1024, and 2048 are shown in Figures 9a), 9b) and 9c) respectively. In this case, the additional parameters have also a positive effect on the identification results as in the experiment on the Cheo’s excerpts. When $M = 2048$, this effect becomes more obvious (Figure 9c).

The results show that with 16-seconds excerpt length, on average, the identification rate reaches 91.09% compared to 94.18% when using the entire length of Cheo songs. With 16-
Figure 8. The identification rate based on lengths of Cheo’s excerpts with \( M = 512, 1024, \) and 2048.

seconds excerpt length for Quanho songs, this identification rate reaches 94.44% compared to 96.89% for the full length of audio files.
a) $M = 512$

b) $M = 1024$
4.2. The test results with i-vectors

The i-vectors and x-vectors are both capable of representing feature parameters of a speech signal in a compact form (as a vector of fixed size, regardless of the length of the utterance). These vectors have been suggested to be suitable for speaker recognition [76, 77]. The x-vector concept is newer and these vectors are used in the neural network to recognize a speaker.

The i-vectors have been used for the GMM model for speaker recognition and the following is a brief description of the i-vector and the experimental result using i-vector together with the GMM model to classify the Vietnamese folk-music *Cheo* and *Quanho*.

An important problem posed to the speaker recognition system is how to model the inter-speaker variability and to compensate for channel/session variability in the context of GMM. In Joint Factor Analysis (JFA) [78–80], the speaker’s utterance is represented by the \( M \) supervector that includes additional components in the speaker and the channel/session subspace. In particular, the speaker-dependent supervector \( \mathbf{M} \) is defined as follows [76]

\[
\mathbf{M} = \mathbf{m} + \mathbf{V}_y + \mathbf{U}_x + \mathbf{D}_z. \tag{4}
\]

Here, \( \mathbf{m} \) is the session and speaker independent supervector (generally from the Universal Background Model (UBM)), \( \mathbf{V} \) and \( \mathbf{D} \) define the subspace of speaker (which are the eigenvoice matrix and diagonal residual, respectively), \( \mathbf{U} \) defines the session subspace and is the eigenchannel matrix. The vectors \( x, y, \) and \( z \) are session and speaker dependent factors in their respective subspaces, and each vector is assumed to be a random variable with normal distribution \( N(0, I) \).
In [81] the author proposed a new space and this new space is only a single space, instead of two separate spaces. This new space is called the “total variability space”, and contains the channel and speaker variabilities simultaneously. With this new space, equation (4) is rewritten as follows

\[ M = m + T_w, \] (5)

where, \( m \) is the session and speaker independent supervector, which can be taken from UBM, \( T \) is a rectangular matrix of low rank, \( w \) is a random vector with standard distribution \( N(0, I) \). The components of the vector \( w \) are the total factors and these vectors are identity vectors or i-vectors. Alize has provided the tool to define i-vectors [74,75] from the set of parameter S1, and these vectors were used to classify the Vietnamese folk-music Cheo and Quanho in our case.
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Figure 10. The average of identification rates for PLDA, SphNormPLDA using i-vectors, and for GMM using the set of parameters S1 on Cheo dataset

Figures 10, 11 are the identification rates for PLDA (Probabilistic Linear Discriminant Analysis) [76,82–86] and SphNormPLDA (Spherical Normalization PLDA) [82,87–89] using i-vectors and for GMM using the set of parameters S1 on the Cheo and Quanho dataset.

The following is a comment on the above result. In general, the accuracy obtained with i-vectors is lower. These results can be interpreted as follows. As mentioned above, the i-vectors are in a compact form with a fixed size, regardless of the length of the utterance, and feature very well for the speaker. However, for music genre classification, the rhythmic factors that change over time are very important. Because the compact nature of the i-vector does not take into account time-varying factors such as frame-by-frame processing, the result is of lower accuracy.
Figure 11. The average of identification rates for PLDA, SphNormPLDA using i-vectors and for GMM using the set of parameters S1 on Quanho dataset

5. CONCLUSIONS

The paper presents the experimental results of identification for some of the Vietnamese folk songs Cheo and Quanho using GMM for which the length of excerpts used for identification is multiples of 2s, from 4s to 16s compared to the full length of audio files and the number of Gaussian components \( M \) changes as powers of 2 from 16 to 4096. With the appropriate \( M \) values, the identification results showed the important effects of tempo, intensity, and fundamental frequency on the increase of identification accuracy rate. On average, when the excerpt length is 16s (29.63\% compared to full length for Cheo, 37.2\% compared to full length for Quanho), the identification rate was only 3.1\% and 2.33\% less than the whole song for Cheo and Quanho respectively. In the case of music genre identification, rhythm feature is an important parameter, so the use of i-vectors proved to be not real efficiency versus speaker recognition.

Our forthcoming research direction is to identify Vietnamese folk songs using other models or classifiers including various artificial neural network models.
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