TRANSCENDENTAL SOLUTION TO LINEAR COEFFICIENT NON-HOMOGENEOUS SECOND ORDER RECURRENCE RELATION WITH CONSTANT NON-HOMOGENEITY.
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Abstract. Second order recurrence relations of real numbers arise for various applications in discrete time dynamical systems as well as in the context on Markov chains. Solutions to the recurrence relations are fully defined by the first two initial values as well as the recurrence formula. We calculate in this work explicitly as a function of \( a_1 \) the minimal positive solution \( (a_i)_{i \in \mathbb{N}} \) to non-homogeneous second order recurrence relation with affine coefficients when the non-homogeneity is constant and negative, and the first initial value equals \( a_0 = 0 \). We show that rational coefficients lead to a sequence of transcendental numbers.

Additionally, we prove that this sequence is the only bounded solution when varying \( a_1 \), converges to 0 and obtain the convergence speed in \( O(i^{-1}) \). We comment in the last section further on the choice of rational parameters in the recurrence relation and we make a link to the impossibility of obtaining computer based visualizations of the minimal positive solution \( (a_i)_{i \in \mathbb{N}} \).
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1. Introduction

Non-homogeneous second order recurrence relations with constant non-homogenity of sequences of real numbers \((a_i)_{i \in \mathbb{N}}\) have the general form

\[
\begin{cases}
(a_0, a_1) = (q, a) \\
\tilde{\lambda}_i a_{i+1} = \alpha + \tilde{\omega}_i a_i - \tilde{\mu}_i a_{i-1}, \quad i \geq 1
\end{cases}
\tag{1.1}
\]

where \( q, a, \alpha \in \mathbb{R} \) and \((\tilde{\lambda}_i)_{i \in \mathbb{N}}, (\tilde{\mu}_i)_{i \in \mathbb{N}}, (\tilde{\omega}_i)_{i \in \mathbb{N}}\) sequences of real numbers. Minimal positive solutions to second order recurrence relations come into play, when considering a family of sequences \( \mathcal{A} = \left\{ (a_i^{(a)})_{i \in \mathbb{N}} \mid a \in \mathbb{R}^+ \right\} \) defined by the same recurrence relation (1.1) but with only the first initial value \( a_0^{(a)} \geq 0 \) being fixed and the second one \( a_1^{(a)} = a \) being variable but positive. A minimal positive solution \((\hat{a}_i)_{i \in \mathbb{N}}\) of the recurrence relation (1.1) then satisfies \( \hat{a}_i > 0 \) for all \( i \geq 1 \) and for any other sequence \((a_i)_{i \in \mathbb{N}} \in \mathcal{A}\) with \( a_i > 0 \) for all \( i \geq 1 \) also \( a_i \geq \hat{a}_i \) is satisfied for all \( i \geq 1 \). In particular, we find a link to transcendental numbers.
**Definition 1.1** (Algebraic and Transcendent Numbers, [Ono90]). A number $z \in \mathbb{C}$ is called algebraic, if it is a non-zero root of some rational polynomial $p(z) = \sum_{n=0}^{N} q_n z^n$, i.e., $q_n \in \mathbb{Q}$ for all $n = 0, \ldots, N$. Otherwise, the number $z$ is called a transcendental number.

In what follows, we specify the recurrence relation of interest for us in this work. We investigate the behavior of the sequence $(a_i)_{i \in \mathbb{N}}$ defined by the recurrence relation (1.1) assuming $q = 0$, $a > 0$, $\alpha \leq 0$ and write $\alpha = -\xi$ for some $\xi \geq 0$ and $\tilde{\omega}_i > \tilde{\lambda}_i + \tilde{\mu}_i$. Due to this assumption we can rewrite $\tilde{\omega}_i = \tilde{\gamma}_i + \tilde{\lambda}_i + \tilde{\mu}_i$ for some positive $\tilde{\gamma}_i$ and for all $i \in \mathbb{N}$. From this we obtain the following form of the recurrence relation (1.1)

$$
\begin{cases}
(a_0, a_1) = (0, a) \\
\tilde{\lambda}_i a_{i+1} = -\xi + (\tilde{\lambda}_i + \tilde{\mu}_i + \tilde{\gamma}_i) a_i - \tilde{\mu}_i a_{i-1}, & i \geq 1.
\end{cases} 
$$

(1.2)

For all quantitative results in this work, in particular, the rates of convergences for the the sequences resulting from (1.2) we assume the following form of the concerned sequences $(\tilde{\lambda}_i)_{i \in \mathbb{N}}, (\tilde{\mu}_i)_{i \in \mathbb{N}}, (\tilde{\omega}_i)_{i \in \mathbb{N}}$.

**Assumption 1.2.** Let

1. $n \in \mathbb{N}^*$, $\gamma, \lambda, \mu > 0$, $\xi \geq 0$,
2. $\tilde{\gamma}_i = \gamma (i + n)$, $\tilde{\lambda}_i = \lambda (i + n)$ and $\tilde{\mu}_i = \mu (i + n)$ for $i \in \mathbb{N}$.

We discussed generalizations under reduced assumptions on the coefficients in the Outlook.

## 2. Results on the minimal positive solution

We make a distinction between two cases, which behave qualitatively completely differently, the case $\xi = 0$ and the case $\xi > 0$. The following Theorem considers the case $\xi = 0$ and describes fully the sequence defined in (1.2). The case $\xi = 0$ corresponds effectively the homogeneous case and is, therefore, easily treatable and can be covered with straightforward arguments. We need them as preliminary results in the following section. The case $\xi > 0$, which we consider in this work, is more intricate but we obtain, nonetheless, the explicit form of all solutions. In particular, we obtain the following result on transcendental solutions which correspond to minimal positive solutions of Equation (1.2).

**Theorem 2.1.** Denote by $\hat{a} \in \mathbb{R}^+$ the initial value $a_1$, such that the resulting solution is the positive minimal solution to (1.2). Suppose $\gamma, \lambda, \mu > 0$ and let $a < \hat{a}$ be the distinct real zeros of the polynomial

$$
X \mapsto \mu X^2 - (\lambda + \mu + \gamma)X + \lambda.
$$

Under assumption 1.2, either $\gamma, \lambda, \mu \in \mathbb{Q}$ or $\hat{a} \in \mathbb{Q}$ but not both.

Theorem 2.1 is based on our complete analysis of the solutions to (1.2), in which we find the necessary and sufficient condition for the minimal positive solution as well as a complete description of the limit behavior of the minimal positive solution as $i \to \infty$ as well as for all other solutions.

**Theorem 2.2.** Denote by $a, \bar{a} \in (0, 1)$ with $a < \bar{a}$ the real zeros of the polynomial

$$
X \mapsto \mu X^2 - (\lambda + \mu + \gamma)X + \lambda.
$$
Under Assumption 1.2 any solution \((a_i)_{i \in \mathbb{N}}\) to equation (1.2) with initial value \((0, x)\) where \(x > 0\) has the form
\[
a_i = \lambda x c \left( \frac{1}{a^i} - \frac{1}{a^i} \right) - \sum_{k=1}^{i-1} \frac{c\xi}{k + n} \left( -\frac{1}{a^{i-k}} + \frac{1}{a^{i-k}} \right),
\]
with \(c = (\sqrt{(\lambda + \mu + \gamma)^2 - 4\lambda\mu})^{-1}\).

Since a sequence \((a_i)_{i \in \mathbb{N}}\) defined by a recurrence relation of order 2 is fully defined by its initial values \(a_0\) and \(a_1\) and having fixed \(a_0 = 0\), the minimality of the solution to (1.2) is solely dependent on \(a_1\). The following Theorem 2.3 gives explicitly the form of said initial value and shows the behavior of \(a_i\) as \(i \to \infty\).

**Theorem 2.3.** Under Assumption 1.2 and defining
\[
\hat{a} := \frac{\xi}{\lambda} \left( \sum_{k=0}^{\infty} \frac{a^k}{n + k} - n^{-1} \right)
\]
the sequence \((a_i)_{i \in \mathbb{N}}\) satisfying (1.2) with initial value \((a_0, a_1) = (0, \hat{a})\) is the minimal positive solution to (1.2) and \(a_i = O(i^{-1})\) as \(i \to \infty\).

Indeed, the proof of this result leads to the conclusion that the only initial value \(a_1\) for which the solution to (1.2) is bounded. The value \(\hat{a}\) separates the real line into initial values \(a'_1 < \hat{a}\) for which \(a'_i \to -\infty\) as \(i \to \infty\) and values \(a'_1 > \hat{a}\) for which \(a'_i \to \infty\) as \(i \to \infty\).

We discuss, in the following section, the proofs of the Theorems 3.1 to 2.3 as well as additional properties and supplementary results.

### 3. Proof of Theorems

In this section we prove the main theorems presented in Section 1 and present as well as prove a couple of preliminary results which are, in particular, the preparation for the proofs of Theorems 2.2 and 2.3.

**Proposition 3.1.** Under Assumption 1.2 with \(\xi = 0\) consider for \(a > 0\) the sequence \((a_i)_{i \in \mathbb{N}}\) defined by the recurrence relation (1.2) with \(\xi = 0\).
\[
\begin{align*}
(a_0, a_1) &= (0, a) \\
\hat{\lambda}_i a_{i+1} &= (\hat{\lambda}_i + \hat{\mu}_i + \hat{\gamma}_i) a_i - \hat{\mu}_i a_{i-1}, \quad i \geq 1.
\end{align*}
\]
Then \((a_i)_{i \in \mathbb{N}}\) is non-decreasing and \(\lim_{i \to \infty} a_i = \infty\).

Indeed, we can quantify the speed of divergence for the sequence \((a_i)_{i \in \mathbb{N}}\) defined in Proposition 3.1 by the following Proposition 3.2.

**Proposition 3.2.** Under Assumption 1.2 with \(\xi = 0\) consider for \(a > 0\) the solution \((a_i)_{i \in \mathbb{N}}\) to the recurrence relation (3.1) with initial condition \((0, a)\). Then the sequence \((a_i a_{i+1}^{-1})_{i \in \mathbb{N}}\) converges to the smaller real zero \(a \in (0, 1)\) of the polynomial
\[
X \mapsto \mu X^2 - (\lambda + \mu + \gamma)X + \lambda.
\]

We start with the proof of Proposition 3.1.
Proof of Proposition 3.1. Note that (3.1) is equivalent to
\[ \tilde{\lambda}_i(a_{i+1} - a_i) = \tilde{\mu}_i(a_i - a_{i-1}) + \tilde{\gamma}_i(a_i - a_0). \]
First, \( a_1 - a_0 = a > 0 \) by assumption. Fix \( i \geq 1 \) and suppose that for \( j \leq i - 1 \) the inequality \( a_{j+1} - a_j \geq 0 \) holds. Hence, in particular, \( a_i \geq 0 \). Moreover
\[ \tilde{\lambda}_i(a_{i+1} - a_i) = \tilde{\mu}_i(a_i - a_{i-1}) + \tilde{\gamma}_i \sum_{j=1}^{i} (a_j - a_{j-1}) \geq 0. \]
By induction \( (a_i)_{i \in \mathbb{N}} \) is non-decreasing and, thus, \( a_i \geq 0 \) for all \( i \in \mathbb{N} \). Moreover, knowing now that for all \( i \in \mathbb{N} \) it holds \( a_i \geq a_{i-1} \geq 0 \) we obtain \( \tilde{\lambda}_i a_{i+1} \geq (\tilde{\lambda}_i + \tilde{\gamma}_i) a_i \). Hence, for all \( i \in \mathbb{N} \) it holds
\[ a_{i+1} \geq \frac{\tilde{\lambda}_i + \tilde{\gamma}_i}{\lambda_i} a_i = \left(1 + \frac{\gamma_i}{\lambda_i}\right) a_i \geq \ldots \geq \left(1 + \frac{\gamma_1}{\lambda_1}\right)^i a \]
and, thus, \( \lim_{i \to \infty} a_i = \infty \) with at least a geometric rate. \( \square \)
Indeed, the proof can be extend to any case where \( \inf_{i \in \mathbb{N}} \tilde{\gamma}_i \tilde{\lambda}_i^{-1} > C \) for some positive constant \( C > 0 \). The assumption on the explicit form of the rates can, therefore, be loosened.
Next, we consider the proof of Proposition 3.2, exploiting the form of the coefficients given by Assumption 1.2.
Proof of Proposition 3.2. It holds for \( i \geq 2 \) under Assumption 1.2
\[ a_{i-1}a_i^{-1} = \frac{\tilde{\lambda}_{i-1}a_{i-1}}{(\tilde{\lambda}_{i-1} + \tilde{\gamma}_{i-1} + \tilde{\mu}_{i-1})a_{i-1} - \tilde{\mu}_{i-1}a_{i-2}} = \frac{\lambda a_{i-1}}{(\lambda + \gamma + \mu)a_{i-1} - \mu a_{i-2}}. \]
Set \( z_i = a_i a_{i+1}^{-1} \) for \( i \geq 1 \) we therefore have
\[ z_1 = \frac{\lambda}{\lambda + \gamma + \mu}, \quad z_i = \frac{\lambda}{\lambda + \gamma + \mu - \mu z_{i-1}}. \]
Consider the map \( \phi : [0, 1] \to [0, 1] \) defined by \( \phi(x) = \frac{\lambda}{\lambda + \gamma + \mu - \mu x} \). Since \( 0 < \phi(0) < \phi(1) < 1 \) and \( \phi \) is strictly increasing \( \phi \) has a unique fixed point \( a \in (0, 1) \) such that \( z_i \to a \) as \( i \to \infty \) and we obtain \( \lambda = (\lambda + \mu + \gamma)a - \mu a^2 \). The value \( a < 1 \) is thus given by
\[ a = \frac{\lambda + \mu + \gamma - \sqrt{(\lambda + \mu + \gamma)^2 - 4\lambda \mu}}{2\mu}. \] \( \square \)
To prove Theorem 2.2 and Theorem 2.3 we first need to consider a couple of preliminary results. We focus firstly on the dependence of the solution of (1.2) with respect to the initial value \( (0, a) \) for \( a \in \mathbb{R} \).

**Proposition 3.3.** Under Assumption 1.2 let \( (a_i)_{i \in \mathbb{N}} \) be a solution to (1.2). Then there is at most one initial value \( (0, a) \) with \( a \in \mathbb{R} \) such that \( (a_i)_{i \in \mathbb{N}} \) is bounded.
Proof. Consider two solutions \((a_i)_{i \in \mathbb{N}}\) and \((a'_i)_{i \in \mathbb{N}}\) of the recurrence relation (1.2) for initial conditions \((0, a)\) and \((0, x')\), respectively, with \(x > x'\). The sequence \((\Delta_i)_{i \in \mathbb{N}} := (a_i - a'_i)_{i \in \mathbb{N}}\) satisfies relation (3.1) with initial condition \((0, x - x')\). By Proposition 3.1, \((\Delta_i)_{i \in \mathbb{N}}\) is a non-decreasing sequence tending to \(\infty\) as \(i \to \infty\). If there were two bounded sequences for different initial values \(x\) and \(x'\) also their difference would be bounded which is a contradiction. \(\square\)

The following lemmas yield step by step an initial value \((0, \hat{a})\) for which the solution \((a_i)_{i \in \mathbb{N}}\) is in fact bounded.

Lemma 3.4. Under Assumption 1.2 consider the solution \((a_i)_{i \in \mathbb{N}}\) to the recurrence relation (1.2). There exists a value \(\hat{a} > 0\) such that,

\[
\begin{align*}
(1) & \text{ if } a_1 < \hat{a}, \lim_{i \to \infty} a_i = -\infty, \\
(2) & \text{ if } a_1 > \hat{a}, \lim_{i \to \infty} a_i = +\infty.
\end{align*}
\]

Proof. Consider all unbounded solutions \((a_i)_{i \in \mathbb{N}}\) to (1.2). Recall that for solutions \((a_i)_{i \in \mathbb{N}}\) and \((a'_i)_{i \in \mathbb{N}}\) of (1.2) with initial values \(x, x' \in \mathbb{R}\) satisfying \(x > x'\) we define the sequence \((\Delta_i)_{i \in \mathbb{N}} = (a_i - a'_i)_{i \in \mathbb{N}}\). Since \((\Delta_i)_{i \in \mathbb{N}}\) is by Proposition 3.2 non-decreasing we obtain that if for two initial values \(x, x' \in \mathbb{R}\) the inequality \(a_1 = x > x' = a'_1\) holds then \(a_i > a'_i\) for all \(i \geq 1\).

Consider the case where there is a \(i_0 \in \mathbb{N}\) such that \(a_{i_0} < 0\) and \(a_{i_0 - 1} \geq 0\). Note that if there is a \(k \in \mathbb{N}\) such that \(a_k < 0\) such a pair \((a_{i_0}, a_{i_0 - 1})\) may always be found since \(a_0 = 0\). Then, because \(\tilde{\gamma}_i > 0\) for all \(i \in \mathbb{N}\), we have

\[
\tilde{\lambda}_i (a_{i_0 + 1} - a_{i_0}) = -\xi + \tilde{\gamma}_i a_{i_0} + \tilde{\mu}_i (a_{i_0} - a_{i_0 - 1}) < 0. 
\]

Thus, \(a_{i_0 + 1} < a_{i_0} < 0\) and, because \(\tilde{\gamma}_{i_0} < \tilde{\gamma}_{i_0 + 1}\), we have

\[
0 > \tilde{\gamma}_{i_0} a_{i_0} > \tilde{\gamma}_{i_0} a_{i_0 + 1} > \tilde{\gamma}_{i_0 + 1} a_{i_0 + 1}.
\]

Hence, inductively we see that starting from \(i_0\) the sequence \((a_i)_{i \geq i_0}\) is decreasing and negative. In particular, multiplying the recurrence relation (3.2) with \(-1\) we obtain that for all \(i \geq i_0\)

\[
- (a_{i+1}) > \frac{\xi}{\lambda_i} + \frac{\tilde{\lambda}_i + \tilde{\gamma}_i}{\lambda_i} (-a_i) = \frac{\xi}{\lambda_i} + \left(1 + \frac{\gamma}{\lambda}\right) (-a_i)
\]

such that \((a_i)_{i \geq i_0}\) diverges to \(-\infty\) as \(i \to \infty\). In particular, once the sequence \((a_i)_{i \in \mathbb{N}}\) becomes negative, it stays negative.

Secondly, consider a positive solution \((a'_i)_{i \geq 0}\) of (1.2). Then, by the unboundedness assumption, it holds that for all \(C > 0\) there is a \(I \in \mathbb{N}\) such that \(a'_i \geq C\) and \(a'_i < C\) for all \(i < I\). Let \(C > 0\) be sufficiently large. There is a \(I \in \mathbb{N}\) with \(C \tilde{\gamma}_I > 1\) and \(a'_i \geq C\) as well as \(a'_i < C\) for all \(i < I\). Then, by the recurrence relation (1.2) we obtain

\[
\tilde{\lambda}_I (a'_{I+1} - a'_I) = \tilde{\mu}_I (a'_I - a'_{I-1}) + \tilde{\gamma}_I a'_I - \xi > \tilde{\gamma}_I C - \xi > 0.
\]

Hence, \(a'_{I+1} > a'_I\) and, thus, \(\tilde{\gamma}_{I+1} a'_{I+1} > \tilde{\gamma}_I a'_I > 1\). Furthermore, there is a \(\varepsilon > 0\) such that \(a'_{i+1} \geq C + \varepsilon\) and \(a'_i < C + \varepsilon\). Applying the same arguments to \(a'_{I+1}\) with a new constant \(C'\) set to \(C + \varepsilon\) yields inductively that \((a'_i)_{i \geq N}\) is strictly increasing, by assumption unbounded and, therefore, divergent to \(+\infty\).

Therefore, since two solutions preserve the order of their initial values over time and by the fact that by Proposition 3.3 there is at most one bounded solution to (1.2), there is a \(\hat{a} > 0\) such that for \(a_1 > \hat{a}\), the solution to (1.2) tends to \(\infty\), while for \(a_1 < \hat{a}\) it tends to \(-\infty\). \(\square\)
In fact, we can find explicitly the unique initial value \( a_1 = \hat{a} \) such that the resulting solution to (1.2) is bounded. We employ generating functions to approach this question.

**Lemma 3.5.** Under Assumption 1.2 and with \( q = \lambda + \mu + \gamma \) consider the solution \((a_i)_{i \in \mathbb{N}}\) to the recurrence relation (1.2) with initial value \((0, a)\) for \( a \in \mathbb{R}\). Its generating function \( E(z) := \sum_{i=0}^{\infty} a_i z^i \) satisfies

\[
E(z) = \frac{z \lambda x - z \xi \sum_{k=1}^{\infty} \frac{z^k}{k+n}}{\lambda + \mu z^2 - qz}
\]

within its radius of convergence \( R \in [0, \infty) \).

**Proof.** Set \( q = \lambda + \gamma + \mu \) and \( \hat{q}_i = q(i + n) \) such that (1.2) becomes for \( i \geq 1 \),

\[
\hat{q}_i a_i = \lambda_i a_{i+1} + \tilde{\mu}_i a_{i-1} + \xi.
\]

By exploiting this form of the recurrence relation (1.2) for \( i \geq 1 \) we obtain the following.

\[
E(z) = \sum_{i=1}^{\infty} a_i z^i = \sum_{i=1}^{\infty} \hat{q}_i a_i \frac{z^i}{\hat{q}_i} = \sum_{i=1}^{\infty} \left( \lambda_i a_{i+1} + \tilde{\mu}_i a_{i-1} + \xi \right) \frac{z^i}{\hat{q}_i}
\]

\[
= \frac{\lambda}{q} \sum_{i=1}^{\infty} a_{i+1} z^i + \frac{\mu}{q} \sum_{i=1}^{\infty} a_{i-1} z^i + \xi \sum_{i=1}^{\infty} \frac{z^i}{\hat{q}_i}
\]

\[
= \frac{\lambda}{qz} (E(z) - xz) + \frac{\mu}{q} z E(z) + \xi \sum_{i=1}^{\infty} \frac{z^i}{\hat{q}_i}
\]

Equivalently, we have

\[
E(z) = \frac{z \lambda x - z \xi \sum_{k=1}^{\infty} \frac{z^k}{k+n}}{\lambda + \mu z^2 - qz}.
\]

Based on the explicit form of the generating function we derive an explicit expression of the coefficients by differentiating in 0. To justify this approach we have to establish that \( E \) converges within a positive radius of convergence.

**Lemma 3.6.** Under Assumption 1.2 consider the solution \((a_i)_{i \in \mathbb{N}}\) to the recurrence relation (1.2) with initial value \((0, a)\) for \( a > 0 \). Its generating function \( E \) has a positive radius of convergence \( R \).

**Proof.** Let \( \hat{a} \) as in Lemma 3.4. Consider solutions \((a_i)_{i \in \mathbb{N}}\) and \((a'_i)_{i \in \mathbb{N}}\) to (1.2) with initial conditions \((0, a)\) and \((0, a')\), respectively, where \( a > \hat{a} \) as well as \( a' < \hat{a} \). Recall \( (\Delta_i)_{i \in \mathbb{N}} = (a_i - a'_i)_{i \in \mathbb{N}}\). Since there is a \( i_0 \in \mathbb{N} \) such that \( a'_i < 0 \) for all \( i \geq i_0 \) it follows for \( i \geq i_0 \)

\[
\Delta_i \geq \max\{a_i, |a'_i|\}
\]

Additionally \((\Delta_i)_{i \in \mathbb{N}}\) satisfies (3.1) so according to Proposition 3.2 it grows like \( \Delta_i \sim a^{-i} \) as \( i \to \infty \). We obtain that \((a_i)_{i \in \mathbb{N}}\) and \((a'_i)_{i \in \mathbb{N}}\) grow at most with speed \( a^{-i} \) as \( i \to \infty \). Note that
the solution \((\hat{a}_i)_{i \in \mathbb{N}}\) of (1.2) with initial value \((0, \hat{a})\) cannot grow faster than \(a^{-i}\) as \(i \to \infty\) by positiveness of \(\Delta_i\) for all \(i \geq 1\). Thus, the series
\[
E(z) = \sum_{i=1}^{\infty} a_i z^i
\]
converges for any initial value at least within the radius of convergence \(R = a\).

Having established a positive radius of convergence we proceed with a direct calculation of the coefficients. Recall that \(g < \bar{a}\) are the distinct real zeros of the polynomial \(X \mapsto \mu X^2 - (\lambda + \mu + \gamma)X + \lambda\).

**Proof of Theorem 2.2.** According to 3.5 and 3.6 the introduced generating function \(E\) has a positive radius of convergence and the general form
\[
E(z) = z \frac{f(z)}{g(z)}.
\]
Note first, that by that form we have
\[
\partial_z^i E(z) \bigg|_{z=0} = i \partial_z^{i-1} \frac{f(z)}{g(z)} \bigg|_{z=0} = i \sum_{k=0}^{i-1} \binom{i-1}{k} \left( \partial_z^k f(z) \partial_z^{i-k-1} (g(z)^{-1}) \right) \bigg|_{z=0}.
\]
Set \(c = (\sqrt{(\lambda + \mu + \gamma)^2 - 4\lambda \mu})^{-1}\). Then we have for \(g(z) = \lambda - qz + \mu z^2\) the expression
\[
g(z)^{-1} = \frac{c}{z - \bar{a}} - \frac{c}{z - a},
\]
which gives canonically any derivative of order \(n\) of \(g(z)^{-1}\) at 0, namely,
\[
\partial_z^i g(z)^{-1} \bigg|_{z=0} = ci! \left( -\frac{1}{a^{i+1}} + \frac{1}{a^{i+1}} \right).
\]
Considering the numerator \(f(z) = \lambda x - \xi \sum_{k=1}^{\infty} \frac{z^k}{k+n}\), we find that for \(i \geq 1\) we have
\[
\partial_z^i f(z) \bigg|_{z=0} = -\xi \sum_{k=1}^{\infty} \frac{z^{k-i}}{k+n} k \cdot (k-1) \ldots (k-i+1) \bigg|_{z=0} = -\xi \frac{i!}{i+n}.
\]
Hence,
\[
\partial_z^i E(z) \bigg|_{z=0} = i \partial_z^{i-1} \frac{f(z)}{g(z)} \bigg|_{z=0} = i \left( \lambda x (i-1)! c \left( \frac{1}{a^i} - \frac{1}{a^i} \right) \right.
\]
\[
- \sum_{k=1}^{i-1} \binom{i-1}{k} \frac{k! \xi}{k+n} c (i-1-k)! \left( -\frac{1}{a^{i-k}} + \frac{1}{a^{i-k}} \right) \bigg)
\]
\[
= i! \left( \lambda x c \left( \frac{1}{a^i} - \frac{1}{a^i} \right) - \sum_{k=1}^{i-1} \frac{c \xi}{k+n} \left( -\frac{1}{a^{i-k}} + \frac{1}{a^{i-k}} \right) \right).
\]
Since $a_i = i^{-1} \partial_z^i \mathcal{E}(z)\bigg|_{z=0}$, we find that for any $i \geq 1$

$$a_i = \lambda x c \left( \frac{1}{a^i} - \frac{1}{a^i} \right) - \sum_{k=1}^{i-1} \frac{c \xi}{k+n} \left( - \frac{1}{a^{i-k}} + \frac{1}{a^{i-k}} \right).$$

To improve readability, we use the following notation. For $z \in \mathbb{R}$ with $|z| < 1$ and $n \in \mathbb{N}, n \geq 1$ we use the notation

$$\Phi_n(z) := \sum_{k=0}^{\infty} \frac{z^k}{n+k},$$

leaning on the Lerch transcendent $\Phi(n, 1, z)$, see [Ler00].

**Lemma 3.7.** Under Assumption 1.2 any sequence $(a_i)_{i \in \mathbb{N}}$ satisfying (1.2) with initial values $x_0 = 0$ and $a_1 < \hat{a}$ where

$$\hat{a} := \frac{\xi}{\lambda} \left( \Phi_n(a) - n^{-1} \right).$$

tends to $-\infty$ as $i \to \infty$.

**Proof.** Assume that $a_1 < \frac{1}{\lambda} \left( \Phi_n(a) - n^{-1} \right)$, i.e., there is a $\delta > 0$ such that

$$a_1 = \frac{\xi}{\lambda} \left( \Phi_n(a) - n^{-1} \right) - \delta. \tag{3.8}$$

Since $\Phi_n(\cdot)$ is continuous and $a < 1$, we find that its left limit for $z \nearrow a$ exists such that

$$\forall \varepsilon > 0 \exists \delta > 0 \forall z : a - z < \delta \Rightarrow \Phi_n(a) - \Phi_n(z) < \varepsilon.$$

Note that $\mu z^2 - qz + \lambda > 0$ for all $z < a$. Choose $\varepsilon = \frac{\delta \lambda}{2q}$ such that for all $z \in [0, a) \cap (a - \delta, a)$ we obtain by (3.8) that

$$\mathcal{E}(z) = z \left( \xi \Phi_n(a) - \xi n^{-1} - \lambda \delta - \xi \Phi_n(z) + \xi n^{-1} \right)$$

$$< \frac{z(\xi \varepsilon - \lambda \delta)}{\lambda + \mu z^2 - qz} = \frac{z \lambda \delta}{2(\lambda + \mu z^2 - qz)} < 0.$$

Since positivity of the sequence $(a_i)_{i \in \mathbb{N}}$ would imply that $\mathcal{E}(z) > 0$ for all $z > 0$ we find that for $a_1 < \frac{1}{\lambda} \left( \Phi_n(a) - n^{-1} \right)$ there is an index $i_0 \in \mathbb{N}$ such that $x_{i_0} < 0$. Consequently, $a_i$ tends to $-\infty$ as $i \to \infty$ by Lemma 3.4. \hfill \Box

The necessity of $\xi > 0$ becomes evident in the choice of $\varepsilon$ in the proof. In fact, it turns out that the value $\hat{a}$ yields the minimal positive solution of (1.2) because any other smaller initial value leads to a sequence diverging to $-\infty$. 

Proof of Theorem 2.3. Take \((a_0, a_1) = (0, \hat{a})\). In Theorem 2.2 the following identity is given.

\[
a_i = \lambda \hat{a} c \left( \frac{1}{a^i} - \frac{1}{\hat{a}^i} \right) - \sum_{k=1}^{i-1} \frac{c \xi}{k + n} \left( -\frac{1}{a^{i-k}} + \frac{1}{\hat{a}^{i-k}} \right) \\
= \sum_{k=1}^{\infty} \frac{a^k}{k + n} c \xi \left( \frac{1}{a^i} - \frac{1}{\hat{a}^i} \right) - \sum_{k=1}^{i-1} \frac{c \xi}{k + n} \left( -\frac{1}{a^{i-k}} + \frac{1}{\hat{a}^{i-k}} \right). \tag{3.9}
\]

Define for \(i \geq 1\) the sequence \((b_i)_{i \geq 1}\) with \(b_i = \sum_{k=1}^{i-1} \frac{\hat{a}^k}{k + n}\). Then

\[
\sum_{k=1}^{i-1} \frac{1}{k + n} \frac{1}{a^{i-k}} = \frac{1}{a^i} \sum_{k=1}^{i-1} \frac{\hat{a}^k}{k + n} = \frac{b_i}{\hat{a}^i}.
\]

Furthermore, it holds

\[
\frac{b_{i+1} - b_i}{\hat{a}^{i+1} - \hat{a}^i} = \frac{1}{\hat{a}^i(a-1) i + n} = \frac{1}{(a-1)(i+n)} \rightarrow 0, \quad i \rightarrow \infty. \tag{3.10}
\]

Using \(\hat{a} > 1\) and employing the Stolz-Césaro theorem we find that

\[
\frac{1}{a^i} \sum_{k=1}^{i-1} \frac{\hat{a}^k}{k + n} \rightarrow 0, \text{ as } i \rightarrow \infty,
\]

as well. Thus, the limiting behavior of \((a_i)_{i \geq 0}\) is the same as of

\[
\frac{c}{a^i} \left( \lambda \hat{a} - \sum_{k=1}^{\infty} \frac{\xi a^k}{k + n} \right) = \frac{c}{a^i} \sum_{k=i}^{\infty} \frac{\xi a^k}{k + n} \geq \frac{c \xi}{i + n}. \tag{3.11}
\]

Secondly, using the integral comparison, it holds

\[
\sum_{k=i}^{\infty} \frac{a^k}{k + n} \leq \frac{a^i}{i + n} + \int_i^{\infty} \frac{a^s}{s + n} ds \\
\leq \frac{2^{i-n}}{i + n} + \frac{a^{i-n}}{i + n} \int_{i+n}^{\infty} \exp(\log a s) ds \\
= \frac{a^i}{i + n} + \frac{a^i}{(i + n)(-\log a)}.
\]

Hence, \(\frac{c \xi}{a^i} \sum_{k=i}^{\infty} \frac{a^k}{k + n} \rightarrow 0\) as \(i \rightarrow \infty\) such that \(a_i \rightarrow 0\) as \(i \rightarrow \infty\) and moreover \(a_i > 0\) for all \(i \in \mathbb{N}\), since otherwise \(a_i \rightarrow -\infty\) as \(i \rightarrow \infty\) by Lemma 3.7. Moreover, by the lower bound from (3.11) and the upper bound of order \(O(i^{-1})\) it follows that \(a_i = O(i^{-1})\) as \(i \rightarrow \infty\). Finally by Lemma 3.4, every solution starting from a smaller \(a_1\) tends to \(-\infty\), such that \((a_i)_{i \geq 0}\) with initial value \((0, \hat{a})\) is the minimal positive solution to (1.2). \(\square\)
4. Issues with Simulating the Minimal Positive Solution

This section is dedicated to the proof of Theorem 2.1 and to the stability analysis of said recurrence relation with respect to perturbations of the value \( \hat{a} \) and its implication on simulation results. To make our point, we recall a preliminary lemma and an important theorem on the nature of algebraic and transcendental numbers. They can be found in [Ono90] together with the respective proofs.

Lemma 4.1 (Properties Algebraic & Transcendent Numbers, [Ono90]). The algebraic and transcendental numbers satisfy the

a) Any \( p \in \mathbb{Q} \) is algebraic.

b) The sum of a transcendental number and an algebraic number is transcendental.

c) The product of a transcendental number by a nonzero algebraic number is transcendental.

Additionally, we employ a theorem on the relation of algebraic and transcendental numbers via the logarithm. It can be found including the proof in [Küh15].

Theorem 4.2 (Logarithm of Algebraic Numbers, [Küh15]). Let \( z \neq 1 \) be an algebraic complex number. Then \( \log(z) \) is transcendental.

The combination of both, together with the explicit form of solutions, which we obtained previously, leads to the following proof of Theorem 2.1.

Proof. Assume \( \hat{a} \in \mathbb{Q} \) and \( \gamma, \lambda, \mu \in \mathbb{Q} \). Thus, \( \hat{a} \) is algebraic and, therefore, also \( 1 - \hat{a} \) is algebraic by Lemma 4.1. We have

\[
\sum_{i=1}^{\infty} \frac{(a)^{i+1}}{i+n} = \frac{1}{a} \sum_{i=1}^{\infty} \frac{(a)^{i+1}}{i+n} = \frac{1}{a} \left( \sum_{i=1}^{\infty} \frac{(a)^{i}}{i-1+n} - \frac{a}{n} \right)
\]

\[
= \frac{1}{a} \left( \frac{1}{a} \left( \sum_{i=1}^{\infty} \frac{(a)^{i}}{i-2+n} - \frac{a}{n-1} \right) - \frac{a}{n} \right)
\]

\[
= \frac{1}{a} \left( \frac{1}{a} \left( \cdots \left( \sum_{i=1}^{\infty} \frac{(a)^{i}}{i+1} - \frac{a}{2} \right) \cdots - \frac{a}{n} \right) \right).
\]

Consider the term

\[
\sum_{i=1}^{\infty} \frac{(a)^{i}}{i+1} = \frac{1}{a} \sum_{i=1}^{\infty} \frac{(a)^{i+1}}{i+1} = \frac{1}{a} \int_{0}^{a} \frac{1}{1-x} - 1 dx
\]

\[
= \frac{1}{a} (-\ln(1-a)) - 1.
\]

By Theorem 4.2, since \( 1 - a \neq 1 \), we obtain that \( \sum_{i=1}^{\infty} \frac{(a)^{i}}{i+1} \) is transcendental. Due to \( a \) being algebraic, the term \( \sum_{i=1}^{\infty} \frac{(a)^{i}}{i+n} \) is transcendental by the previous reasoning and lemma 4.1.
Thus,

\[ \lambda \hat{a} = \sum_{i=1}^{\infty} \frac{(a)^i}{i + n} \]

is transcendent, but by assumption \( \lambda \hat{a} \in \mathbb{Q} \) and, therefore, algebraic, such that we arrive at a contradiction. \( \square \)

Figure 1 shows the simulation of a few trajectories based on the recurrence relation (1.2) with varying values of \( a > 0 \). Therein, we choose \( a \) close to \( \hat{a} \), for which the sequence stays bounded in view of Theorem 2.3. We show in Theorem 2.1 that a simulation with \( a_1 = \hat{a} \) is not feasible. The key problem is that a computer only has finite accuracy. From Theorem 2.3 follows, that there is exactly one initial value \( a \), such that the solution of the recurrence relation (1.2) stays bounded. Thus, to simulate the solution \( \hat{a} \) has to be interpreted exactly by the computer, i.e., it should at least be rational.

In the case of \( \gamma, \lambda \) or \( \mu \) being irrational, we cannot initialize the simulation exactly. The same is true, if \( \hat{a} \) is irrational. Thus, in order to attempt a simulation without an error we need at least \( \hat{a} \in \mathbb{Q} \) and \( \gamma, \lambda, \mu \in \mathbb{Q} \) to simulate the minimal positive solution \( (a_i)_{i \in \mathbb{N}} \).

Theorem 2.1 underlines the observation made in Figure 1 that it is not possible to simulate the minimal positive solution correctly. This concludes our analysis of the recurrence relation (1.2) and the minimal positive solution when fixing \( a_0 = 0 \) under Assumption 1.2.
5. Outlook

Having found explicit results under Assumption 1.2, natural extensions come to mind by generalizing the form of the parameters. Indeed, they are twofold. Firstly, considering the most general form of the non-homogeneity \( \xi \) as a function of \( i \in \mathbb{N} \), which could be called \( \xi_i \), give identical qualitative results on the form of the minimal solution by changing the terms \( \xi \Phi_n(z) \) to

\[
\Psi_n(\xi_i)_{i \in \mathbb{N}}(z) = \sum_{i=0}^{\infty} \frac{\xi_i z^i}{i + n}.
\]

This yields identical results as in Theorems 2.2 and 2.3 for the form of the resulting sequence \((a_i)_{i \in \mathbb{N}}\). Nonetheless, the quantitative result on the convergence speed cannot be proven in the same way and will depend on the behavior of \((\xi_i)_{i \in \mathbb{N}}\). In particular, the link to the natural logarithm used in Equation (3.12) is no longer valid. Methods from Analytic Combinatorics as discussed, for example, in [FS09] might shed light on the question of the link between the limit behaviors of \((a_i)_{i \in \mathbb{N}}\) and \((\xi_i)_{i \in \mathbb{N}}\) when keeping the remaining assumptions in Assumption 1.2.

On the other hand, using more general forms for \((\tilde{\lambda}_i)_{i \in \mathbb{N}}, (\tilde{\mu}_i)_{i \in \mathbb{N}}, (\tilde{\gamma}_i)_{i \in \mathbb{N}}\) will render the calculations more difficult or even unfeasible, as soon as their quotients are not independent of \( i \). The particular affine form, which we chose in Assumption 1.2, is only a first step and a useful when looking for explicit forms of the solution.
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