Hybrid Neural Networks and Boosted Regression Tree Models for Predicting Roadside Particulate Matter
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Abstract This paper examines the application of artificial neural network (ANN) and boosted regression tree (BRT) methods in air quality modelling. The methods were applied to developing air quality models for predicting roadside particle mass concentration (PM$_{10}$, PM$_{2.5}$) and particle number counts (PNC) based on air pollution, traffic and meteorological data from Marylebone Road in London. Elastic net, Lasso and principal components analysis were used as feature selection methods for the ANN models to reduce the number of predictor variables and improve their generalisation. The performance of the ANN with feature selection (ANN hybrid) and the BRT models was evaluated and compared using statistical performance metrics. The performance parameters include root mean square error (RMSE), fraction of prediction within a factor of two of the observation (FAC2), mean bias (MB), mean gross error (MGE), the coefficient of correlation (R) and coefficient of efficiency (CoE) values. The input variables selected by the elastic net produced the best performing ANN models. The ANN hybrid produced models performed only slightly better than the BRT models. The $R$ values of the ANN elastic net and BRT models were 0.96 and 0.95 for PM$_{10}$, 0.96 and 0.96 for PM$_{2.5}$ and 0.89 and 0.87 for PNC, respectively. Their corresponding CoE values were 0.72 and 0.70 for PM$_{10}$, 0.74 and 0.76 for PM$_{2.5}$ and 0.81 and 0.71 for PNC respectively. About 80–99% of all the model predictions are within a factor of two of the observed particle concentrations. The BRT models offer more advantages regarding model interpretation and permit feature selection. Therefore, the study recommends the use of BRT over ANN where the model interpretation is a priority.
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1 Introduction

Air pollution from transport and other sources in urban areas is one of the major concerns that affect human health and the urban environment. Several studies have shown that there is a correlation between asthma, bronchitis, pneumonia, and respiratory infections and settlements located near major roads [1–5]. Brunekreef et al. [6] revealed that long-term exposure to traffic-related gaseous and particulate matter pollutants has a strong link to respiratory mortality. The long-term exposure to particulate matter, particularly fine particles (PM$_{2.5}$ or less), is often associated with premature death which accounts for most of the cost of air pollution [7–9].

The effects of traffic-derived air pollution can be effectively controlled by providing adequate and efficient air quality control and mitigation measures that can be designed and tested with the aid of air quality models. Air quality regulatory agencies have to complement measurements of air quality with models that can accurately predict pollutant
concentrations and determine the cause of the air quality problems. The models are calibrated using historical air pollution data and are used to forecast the likely air quality scenarios for the future. Air quality models currently used by regulatory agencies are mostly deterministic and are built on simple assumptions about atmospheric processes and involve high computational cost which limits their applications. They also require knowledge of the relationships between the variables involved and meteorological conditions. The deterministic models are not only constrained by the accurate characterisation of the dynamics of the natural phenomena but also on the model configuration options, e.g. default parameters and lack of real observations with the same spatial resolution with which to compare the model outputs [10, 11]. Steady-state Gaussian plume models are the most widely used air quality models and have been applied successfully in many air quality studies. However, despite their successful application, they are limited by assumptions regarding change of wind and source emission over time and do not include the detailed chemistry of particle pollutants [12]. In contrast, artificial neural network (ANN) and boosted regression tree (BRT) can be used to build air quality models with comparable prediction accuracy at a lesser computational cost and with no assumption of the atmospheric processes involved [13]. ANNs are capable of handling complex and robustly nonlinear relationships that exist between air quality variables [14] and produce models that can perform extremely well in predicting unseen data. ANN models can handle multivariate inputs, nonlinearity and uncertainty, but they require additional algorithms to perform feature selection. Also, they are regarded by many as black boxes because they estimate input(s)-output(s) relationships internally and give out the final results without revealing the contribution of the respective predictor variables as these are obtained with classical regression methods. However, several researchers have devised means of extracting information from trained neural networks. Olden and Jackson [15] reviewed and compared methods to study the relative importance of variables in the ANN they applied to ecological modelling. However, these methods have been rarely applied in air quality studies [16] and have not yet been incorporated into the widely used ANN toolboxes and packages. The BRT method, on the other hand, is far from being a black box as it provides partial dependence plots. These plots describe the interaction between the input variables and the target variables which are useful in interpreting the models. BRT is also equipped with algorithms that can perform feature selection and produce a plot that shows the relative influence of the input variables in the model development.

The aim of this paper is to examine the application of two machine learning methods (ANN and BRT) in modelling roadside particulate matter. This goal is achieved through (a) investigating the use of principal component analysis, Lasso and elastic-net regressions for determining suitable predictor variables for the ANN models; and (b) developing ANN and BRT models for predicting roadside particle concentrations including PM$_{10}$, PM$_{2.5}$ and particle number counts (PNC) and comparing their performance. The prediction performance of the models is evaluated using model evaluation functions provided through an open source software for air quality data analysis [17]. In the rest of this paper, Section 2 briefly describes the data, the feature selection techniques and the modelling methods used in the study. The findings of the study are discussed in Section 3, and Section 4 presents the conclusions.

2 Materials and Methods

2.1 Data Collection

The data for this study was obtained from two of the UK’s Automatic Urban and Rural Network (AURN) air quality monitoring sites, London Marylebone Road and London Bloomsbury. The Marylebone Road monitoring station is located approximately 1.5 m to the southern side of a busy road in a street canyon aligned on an axis of 75°–255° [18] in Central London. The road consists of three lanes in each direction with an average traffic flow of about 80,000 vehicles per day. There is a light-controlled pedestrian crossing, and a junction located at about 50 and 150 m to the west of the monitoring site respectively [19]. The data comprises hourly traffic flow, air pollutants and meteorological variables for the period between 2000 and 2007. The traffic flow was aggregated into heavy-duty vehicles (HDV) and light-duty vehicles (LDV). The air pollutant variables include PM$_{10}$, PM$_{2.5}$, PNC, CO, SO$_2$, NOx, NO and NO$_2$ concentrations. Meteorological parameters included are wind speed, wind direction, temperature, solar radiation, relative humidity, barometric pressure and rainfall. The London Marylebone Road site traffic data was collected using induction loops buried in each lane, for counting and classification [19]. London Bloomsbury air quality monitoring site is located in the southeast corner of Russell Square Gardens in Central London [20] and approximately 2 km from the London Marylebone Road site. PM$_{2.5}$ and PM$_{10}$ concentrations at the sites were monitored using two similar tapered element oscillating microbalances (TEOM), Model 1400AB with different sampling head designs [20]. The TEOM comprises a filter, tapered hollow glass tube and PM$_{10}$ impactor inlet for measuring PM$_{10}$ mass. Also, a sharp cut cyclone is attached to the TEOM for measuring PM$_{2.5}$ concentrations. The PNC data was collected using scanning mobility particle sizer spectrometer (SMPS) system that comprises electrostatic classifier (EC) model 3071A and a condensation particle counter (CPC) model 3022A for measuring the particle sizes and the particle concentration,
respectively [20]. Data from these sites were made available through the London Air Archives [21] and UK Air Quality Archive [22] for download. A graphical representation and descriptive statistics of some of the data for the Marylebone Road site are shown in Fig. 1.

2.2 Air Quality Prediction Models

This section describes the modelling techniques and the general method followed in this study for developing the models for roadside particulate matter prediction. Figure 2 shows the flow chart of the modelling tasks carried out in this study. The data for the modelling was divided into 80 % training and 20 % testing subsets. The training data subset was first used to select the most relevant predictor variables for ANN models using principal components analysis, Lasso and elastic-net regression methods. Subsequently, the data for the selected variables was extracted from the training dataset and then used to train the ANN models. The BRT models have an inbuilt feature selection algorithm in their formulations. Therefore, the whole training data including all the variables was used for their training. When each model was sufficiently trained, it was then tested using the test data set and subsequently its performance was evaluated using various model performance evaluation functions. The final task was the comparison of the performances of the best ANN model and the BRT models for each target pollutant.

2.3 Feature Selection

Feature or variable selection is one of the most important steps in model building. It is required to remove irrelevant model input variables thereby reducing the computational complexity, learning difficulty, memory requirements and model part of each rectangle. The minimum, maximum, number and percent of missing data, mean, median and the 95th percentile for each variable plotted are also shown in black. The panels to the right are the density plots indicating the distribution of the data over the selected period. The PM$_{10}$ and PM$_{2.5}$ concentrations were measured in $\mu g/m^3$, PNC in number/cm$^3$, and traffic flow in veh/h.
complexity. It is also possible to improve the prediction accuracy as well as the ability to generalise the model [23, 24]. In this paper, three feature selection methods including principal components analysis (PCA), Lasso, and elastic-net regressions were used. The methods were applied to select the predictor variables with high predictive ability among the available variables prepared for the ANN modelling. ANN with PCA (ANNPCA), ANN with Lasso regression (ANNLASSO) and ANN with elastic-net regressions (ANNELASTICNET) are the three hybrid ANN models developed as a result of the application of the feature selection methods. BRT models have an inbuilt feature selection algorithm in their modelling process. Therefore, the three feature selection methods were applied only to ANN models.

2.3.1 Principal Component Analysis

PCA derives its strength in its ability to transform, using singular value decomposition (SVD), the input space into a set of orthogonal vectors called principal components (PCs). These PCs are then used as predictor variables for ANN models in place of the original input variables. The PCs are derived such that the first PC accounts for the highest variability in the input space followed by the second PC and the subsequent PCs, respectively. The first few PCs that explain most of the variation of the variables are retained, and the remaining PCs discarded. PCA has low noise sensitivity, and the reduction of the dimension of the input space decreases the requirements for capacity and memory. Also, it increases the efficiency of the model training given the processes are taking place in smaller dimensions. The main disadvantages of PCA are that it is hard to evaluate the covariance matrix with the desired accuracy, and even modest invariance could not be captured by the PCA unless the information is explicitly provided in the training data [25, 26]. This method is popular, and it has since been incorporated in many commercial and open source software platforms. Here, the pcaNNet function of the caret package [27] of R software [28] was used for developing the ANNPCA.

2.3.2 Lasso and Elastic-Net Regressions

Ridge regression is the backbone of Lasso and elastic-net regressions, and it shares similarities with the least square estimate, but its coefficients are estimated using a different quantity. For example, given the training data \((x_{ij}, y_i)\) consisting of input variables \(x_{ij}\) and the target variables \(y_i\), the method of least square estimates the coefficients \(\beta_0, \beta_1, \ldots, \beta_p\) using values that minimise the residual sum of squares (RSS) shown in Eq. 1,

\[
RSS = \sum_{i=1}^{n} \left( y_i - \beta_0 - \sum_{j=1}^{p} x_{ij} \beta_j \right)^2
\]

where \(i=1, 2, 3 \ldots n, j=1, 2, 3 \ldots p, \beta_0\) is the intercept, and \(\beta_j\) are the coefficients.

The ridge regression coefficient estimates \((\tilde{\beta}_{\text{ridge}})\) are obtained using Eq. 2,

\[
\tilde{\beta}_{\text{ridge}} = \sum_{i=1}^{n} \left( y_i - \beta_0 - \sum_{j=1}^{p} x_{ij} \beta_j \right)^2 + \lambda \sum_{j=1}^{p} \beta_j^2
\]

where \(\lambda \geq 0\) is a tuning parameter to be determined separately using cross-validation and the term \(\lambda \sum_{j=1}^{p} \beta_j^2\), is called a shrinkage penalty. The shrinkage penalty is small when the coefficients \(\beta_1, \ldots, \beta_p\) are close to zero thereby having the effect of shrinking the \(\beta_j\) estimates towards zero. The regularisation parameter \(\lambda\) regulates the impact of the two terms in Eq. 2. When \(\lambda = 0\), the shrinkage penalty has no effect and the ridge regression is reduced to a least square. However,
as $\lambda \to \infty$, the impacts of the penalty shrinkage grows and the ridge regression coefficient estimates will shrink towards zero [29]. Lasso is a shrinkage method which takes the advantages of ridge regression and feature selection techniques by shrinking the regression coefficients and forcing some to zero. In that way, the models so developed can be easily interpreted (less number of input variables). Lasso minimises the residual sum of squares, subject to a constraint that the sum of the absolute values of the coefficients should be less than or equal to a certain constant [24]. When applied to new data, Lasso would have smaller mean square error than ordinary least-squares estimates. The difference between Lasso and ridge regression is the penalty term, as the ridge regression uses $L_2$ norm, i.e. $\left( \sum_{j=1}^{p} \beta_j^2 \right)$ as its penalty term, Lasso uses $L_1$ norm, i.e. $\sum_{j=1}^{p} |\beta_j|$ as shown in Eqs. 2 and 3, respectively.

Mathematically, Lasso regression can be estimated using Eq. 3.

$$\hat{\beta}_{\text{lasso}} = \sum_{i=1}^{n} \left( y_i - \beta_0 - \sum_{j=1}^{p} x_{ij} \beta_i \right)^2 + \lambda \sum_{j=1}^{p} |\beta_j|$$

(3)

The elastic-net regression is the generalisation of Lasso where the advantages of the ridge and Lasso regressions are sought after as shown in Eq. 4. The elastic net performs shrinkage as well as subset selection where both the penalties are tuned to achieve optimal performance.

$$\hat{\beta}_{\text{elasticnet}} = \sum_{i=1}^{n} \left( y_i - \beta_0 - \sum_{j=1}^{p} x_{ij} \beta_j \right)^2 + \lambda_1 \sum_{j=1}^{p} \beta_j^2$$

$$+ \lambda_2 \sum_{j=1}^{p} |\beta_j|$$

(4)

Fig. 3 The typical structure of a multilayer neural network. The suffix bg in some of the variable names indicates background concentration

where $i = 1, 2, 3, \ldots, n; j = 1, 2, 3, \ldots, p$.

$\beta_0$ is the intercept, $\beta_j$ are the coefficients, $\lambda_1$ and $\lambda_2$ are tuning parameters. The methods are themselves modelling tools that could be used to develop the prediction models, but here, they were used as feature selection methods. In this study, the Lasso and elastic-net regressions shown in Eqs. 3 and 4 were implemented through glmnet package [30] of the R statistical software [28]. The cv.glmnet function uses k-fold cross-validation to calculate the regularisation path for the Lasso or elastic-net penalty at a grid of values for the regularisation parameter lambda ($\lambda$). The user specifies a value of alpha (the elastic-net mixing parameter, with $0 \leq \alpha \leq 1$) if elastic net was to be used to fit the model [30]. Lasso or elastic-net models with the lowest MSE were selected as the final models. After fitting the Lasso and elastic-net models, the input variables with zero or nearly zero coefficients in the resulting regression models were discarded and the data for the remaining variables were extracted in the training data and then used for the training of the ANN models.

2.4 Artificial Neural Network Models

ANN models are designed to mimic the behaviour of the human brain which comprises interconnected synaptic neurons capable of learning and storing information about their environment [31]. A neuron model comprises three elements, the connecting links characterised by their strength, a linear combiner which combines the weighted input signals and an activation function for limiting the amplitude range of the neuron’s output to some finite value. Mathematically, a neuron can be represented by Eq. 5.

$$U_k = \sum_{j=1}^{m} w_{kj} x_j \quad j = 1, 2, 3, \ldots, \quad (5)$$

$$y_k = f(U_k + b_k) \quad (6)$$
where $k$ represent a neuron, $x_1, \ldots, x_m$ are the input signals, $w_{k1}, \ldots, w_{km}$ are synaptic weights of neuron $k$, $U_k$ is the linear combiner, $b_k$ is the bias, $f(.)$ is an activation function (Eq. 7) and $y_k$ is the output signal of the neuron $k$.

$$f(x) = \frac{1}{1 + e^{-x}} \quad (7)$$

The neural network model architecture consists of three distinct and interconnected layers of neurons; input layer, hidden layer and output layer (Fig. 3). It processes information sequentially in the order in which the layers are arranged (i.e. from input layers to hidden layers and lastly to the output layer). The output of each layer serves as an input to the next layer [32]. The ANN models are designed to perform a certain task through training on historical data, and the goal of the training is not limited to learning and accurate representation of the sets of training data, but to model statistically the process that generates the data which is necessary for generalisation and accurate prediction [31]. There exist many variants of ANN models; however, in this paper, the multilayer perceptron network (MLP) was selected due to its popularity and availability on various commercial and open source software platforms. The training data set containing the variables selected during feature selection was used to train the ANN models using a supervised back-propagation algorithm. In this type of training, two major processes are involved (forward and backward passes). In a forward pass, the input variables, e.g. air pollutants, traffic and meteorological variables as shown in Fig. 3, are received by the input neurons and passed through connecting links of various weights with which the inputs are weighted. The weighted inputs are then summed up by a linear combiner (Eq. 5) and transmitted forward to the hidden layer neurons. The outputs of the hidden layer estimated by its activation function (Eq. 7) are then passed to the output layer where the final output of the network will be estimated using the output layer activation function as shown in Eq. 6.

The activation function limits the amplitudes of the outputs to certain threshold values to reduce the computational loads of the network and to keep the values of the outputs within a certain margin of the target variables, i.e. particulate matter in this case. The network outputs are then compared with the target output, and their difference is taken as the network error, which will then be propagated backward through the network, to update various weights within the network. The iteration continues until the minimum error is obtained using the gradient descent technique [33, 34]. In this study, the ANN training was implemented using nnet [35] and caret [27] packages of the R software for statistical analysis [28]. The train function of the caret package was used to search for the optimum model parameters (number of hidden neurons and weight decay) using 10-fold cross-validation. In this process, several ANN models were trained with three weight decay parameters (0.001, 0.01 and 0.1) while incrementing the number of hidden neurons up to a predetermined number of hidden neurons (50 in this case). The function then selects the ANN model with the minimum mean square error (MSE) as the final model. The final model for each target pollutant was then tested using the testing data, and the test results were evaluated using various model evaluation functions provided in the R openair package [17].

2.5 Boosted Regression Trees Models

BRT derives its strength from two different algorithms; regression trees and gradient boosting. Regression trees are simple models that fit a response variable to predictor variables by partitioning the feature space using a series of partition rules, e.g. binary split, to identify regions in the data having the most consistent responses to predictors. A constant is then fitted to each region (e.g. mean response for observations in a particular region, in a regression problem). Gradient boosting, on the other hand, combines the output of weak learners (regression trees) to produce a more powerful and improved predictive performance. Therefore, the final model (BRT) would be a combination of several individual regression trees fitted in a forward stage-wise manner [36]. BRT for function approximation can be applied to a typical predictive learning system consisting of a set of predictor variables $X = \{x_1, \ldots, x_n\}$ and a response variable $y$. For example, using a training sample $\{y_i, X_i\}, i = 1, \ldots, N$ of known $y$ and $X$ values and we wish to find a function $F^*(X)$ that maps $X$ to $y$, such that it minimises the expected value of a specified loss function (Eq. 8) over the joint distribution of all the values of $(y, X)$ [37, 38]. The Gradient boosting approximates $F^*(X)$ using Eq. 9,

$$F^*(X) = \psi(y, F(X)) \quad (8)$$

$$F(X) = \sum_{m=0}^{M} F_m(X) = \sum_{m=0}^{M} \beta_m g(X; \alpha_m) \quad (9)$$

Where $g(X; \alpha_m)$ represents a regression tree at a particular node, $\alpha_m$ describes the tree parameters (i.e. splitting variables and split points), $\beta_m$ are the expansion coefficients, $m = 1, \ldots, M$. During each iteration $m$, the $X$ space is split into $N$-disjointed regions $\{R_m\}$, $n = 1, \ldots, N$ and predicts a separate constant in each one. In this study, the BRT algorithm was implemented using the following steps through the gbm package [39] of R software.

The user should first select the BRT tuning parameters including a loss function (distribution), the number of iterations, $T(n.tree)$, the depth of each tree, $K$ (interaction.depth), the learning rate parameter $\lambda$ (shrinkage) and the subsampling rate, $p$ (bag.fraction)
1. Initialise $F(X)$ to be a constant.
2. For $m = 1$ to $M$ do as follows:
   a. Calculate the residuals $r = -\partial \psi(y_i, F_m(X_i)) / \partial F(X_i)$
      $f_m(X) = F_{m-1}(X), i = 1, \ldots, N$.
   b. Randomly select $p \times N$ samples from the training data without replacement.
   c. Fit a least squares regression tree to $r$ in 2a with $K$ terminal nodes to get the estimate $\alpha_m$ of $\beta g(X; \alpha)$ using only randomly selected observations in (b).
   d. Get the estimates $\beta_m$ by minimising the loss function
      $\psi(y; F_{m-1}(X)) + \beta g(X; \alpha_m)$
   e. Update $F_m(X) = F_{m-1}(X) + \beta_m g(X; \alpha_m)$
3. Calculate $F(X) = \sum_{m=0}^{M} f_m(X)$ [40]

Although boosting enhances the capabilities of regression trees, the BRT is susceptible to overfitting, therefore, a learning rate $\lambda$ is introduced to control the situation by dampening the learning process as shown in Eq. 9.

$$F_m(X) = F_{m-1}(X) + \lambda \beta_m g(X; \alpha_m)$$

(10)

Also, inspired by the concept of ‘Bagging’ [41], Friedman [37] modified the gradient boosting algorithm with random sub-sampling of the training data to improve its prediction accuracy and computational resource requirement. The gbm package allows for the selection of a suitable sub-sampling rate (bag fraction) to implement this modification.

The optimum BRT tuning parameters in this work were determined using the `train` function of the caret package. The function uses cross-validation to determine the optimum combination of the tuning parameters. For each pollutant, five different learning rates 0.001, 0.01, 0.05, 0.1 and 0.5, the number of trees from 1 to 10,000, tree complexities from 1 to 10 and a fixed bag fraction of 0.5 were tested. The model with the combination of tuning parameters that gives the lowest RMSE value was taken to be the final model in each case. The final models were then tested and evaluated with the same testing data used for testing ANN models.

### 2.6 Model Evaluation

The following model performance metrics provided in openair by Carslaw and Ropkins [17] were used for evaluating the ANN and the BRT prediction models developed in this study.

1. Root mean square error (RMSE): RMSE is a measure of the average error produced by a model, and is among the best measures of overall model performance that can be easily interpreted since they carry the same unit as the modelled and observed values. Although it is sensitive to extreme values, it reveals the actual size of the error produced by the model, unlike $R^2$ which is affected by the higher and low standard deviations of both observed and modelled values. However, it does not reveal the types or sources of the error which will assist greatly in refining the models [42, 43]. The RMSE is formulated as follows:

$$\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (M_i - O_i)^2}$$

(11)
2. The fraction of predictions within a factor of two of the observations (FAC2) measures the fraction of the model prediction that satisfies the condition in Eq. 11. A model which satisfies the condition would have a value of FAC2 equal to 1. Chang and Hanna [44] described FAC2 as a robust performance measure since it is not affected by outliers.

\[ \text{FAC2} = 0.5 \leq \frac{M_i}{O_i} \leq 2.0 \]  

(12)

3. Mean bias (MB): This is the measure of the model under or over prediction estimated as the difference between the mean observed and the mean predicted values. MB values range from \(-\infty\) to \(+\infty\) with zero being the MB value for an ideal model. Although MB is being used as a model performance measure, its major weakness is that it does not provide more diagnostic value than the mean values of observed and predicted. Cort J. Willmott [42] suggested that the mean values of observed and predicted should be reported instead of MB since they are more familiar to researchers and contain little more information than MB. NMB is a normalised version of MB, and it is often used when comparing different pollutant concentration scales. MB is estimated using Eq. 12.

\[ \text{MB} = \frac{1}{N} \sum_{i=1}^{N} (M_i - O_i) \]  

(13)

4. Coefficient of efficiency (CoE): CoE is a measure of model efficiency that is robust and easy to interpret [45]. This measure has interpretation for zero and negative values. A perfect model has CoE value of one. Zero values of CoE indicate that the model’s prediction accuracy is not more than the observed mean values of the data and negative CoE values indicate that the model’s prediction accuracy is worse than the observed mean. CoE can be estimated using Eq. 13.

\[ \text{CoE} = 1 - \sum_{i=1}^{N} \left| \frac{M_i - O_i}{O_i - \overline{O_i}} \right| \]  

(14)

5. Graphical functions which include scatter plots, conditional quantile plots, time variation plots and polar annulus plots provided in the openair package were also used to explore the strengths and weaknesses of the ANN and BRT models developed.

3 Results and Discussion

3.1 ANN Modelling Results

The feature selection methods described in Section 2.3 were used in selecting the most relevant predictor variables for the training of the ANN models. Three hybrid ANN models each with a different feature selection method were expected as a result of using the feature selection methods. The hybrid models include ANN with principal components analysis (ANNPCA), ANN with Lasso regression (ANNLASSO) and ANN with elastic-net regression (ANNELASTICNET). However, it was only for the PM10 prediction that the three hybrid ANN models were obtained because Lasso and elastic net selected the same set of variables in the case of PM2.5 and PNC prediction. Moreover, the ANNPCA and standalone ANN models require all the input variables for their training. Figure 4 shows the comparison between the variables selected by the feature selection methods. Lasso and elastic-net methods produce regression coefficients from which the decision to keep or remove the variables is taken based on their contribution to the models.

| Models          | Pollutants         | Decay | NHN size | RMSE  | \(R^2\) |
|-----------------|--------------------|-------|----------|-------|--------|
| ANN             | PM10 (\(\mu g/m^3\)) | 0.01  | 19       | 12.64 | 0.69   |
| ANNPCA          | PM10 (\(\mu g/m^3\)) | 0.001 | 13       | 11.24 | 0.76   |
| ANNLASSO        | PM10 (\(\mu g/m^3\)) | 0.01  | 16       | 11.43 | 0.76   |
| ANN ELASTICNET  | PM10 (\(\mu g/m^3\)) | 0.001 | 21       | 11.67 | 0.75   |
| ANN             | PM2.5 (\(\mu g/m^3\)) | 0.1   | 14       | 3.064 | 0.91   |
| ANNPCA          | PM2.5 (\(\mu g/m^3\)) | 0.1   | 16       | 3.226 | 0.90   |
| ANNLASSO/ ELASTICNET | PM2.5 (\(\mu g/m^3\)) | 0.1   | 20       | 3.144 | 0.91   |
| ANN             | PNC (number/cm^3)  | 0.001 | 20       | 3937  | 0.97   |
| ANNPCA          | PNC (number/cm^3)  | 0.001 | 11       | 8155  | 0.91   |
| ANNLASSO/ ELASTICNET | PNC (number/cm^3)  | 0.001 | 16       | 7141  | 0.90   |

\(NHN\) number of hidden neurons
The samples of the resulting regression models with the selected input variables for PM$_{10}$, PM$_{2.5}$ and PNC predictions are shown in Eqs. 14 to 17, respectively.

$$\text{PM}_{10} = 0.027(\text{nox}) + 0.028(\text{no2}) + 0.053(\text{no})$$

$$+ 0.157(\text{so2}) - 0.825(\text{co}) - 0.013(\text{noxbg}) - 0.054(\text{nobg})$$

$$- 0.019(\text{so2bg}) - 0.324(\text{cobg})$$

$$+ 0.838(\text{PMbg}) - 1.701(\text{rain}) + 0.095(\text{temp})$$

$$+ 0.023(\text{Rhum}) + 0.101(\text{ws}) + 0.075(\text{T. speed})$$

$$+ 0.030(\text{LDV emission})$$

(16)

$$\text{PM}_{2.5} = 0.020(\text{nox}) + 0.026(\text{no}) - 1.156(\text{co})$$

$$- 0.011(\text{so2bg}) - 0.044(\text{so2bg}) - 2.817(\text{cobg})$$

$$+ 0.972(\text{PMbg}) + 0.0270(\text{rain})$$

$$+ 0.155(\text{temp}) - 0.0228(\text{Bp}) + 0.033(\text{Rhum})$$

$$+ 0.019(\text{ws}) + 0.018(\text{LDV emission})$$

(17)

$$\text{PNC} = -294(\text{no2}) + 179 - 86(\text{so2}) + 5780(\text{co})$$

$$+ 48(\text{no2bg}) - 141(\text{nobg}) + 364(\text{so2bg}) - 898(\text{cobg})$$

$$+ 10(\text{solRad}) + 4616(\text{rain}) + 1128(\text{temp}) - 207(\text{Bp})$$

$$+ 112(\text{Rhum}) - 782(\text{ws}) - 68(\text{LDV}) - 76(\text{HDV})$$

$$+ 74(\text{T. speed}) + 834(\text{LDV emission})$$

(18)

The most selected input variables were NOx, CObg, PMbg and the temperature, while the second most selected variables that were chosen in all cases except one were CO, NO, NO$_2$, SO$_2$, NObg, Noxbg, wind speed, rainfall, traffic speed and LDV emission. No2bg, HDV emission and barometric pressure were selected only in two cases while date and wind direction were only selected once. This selection shows that the roadside and background pollutants are the most significant predictors of the roadside particles, and temperature and wind speed were the most important meteorological variables identified by the methods. LDV and HDV emission rates are the traffic variables that were selected by at least two methods while traffic flow, HDV and LDV traffic were not selected in any case. The exclusion of the traffic flow and its composition might be because of their high correlation with their corresponding emission rates.

The hybrid ANN models were trained using 10-fold cross-validation repeated five times to determine appropriate model parameters including a number of hidden neurons (NHN), weight decay and the number of principal components for the PCA method. The training performance of the models and their corresponding parameters are shown in Table 1.

Considering the RMSE and $R^2$-squared values for PM$_{10}$ prediction models, the ANN models with feature selection have shown similar training performances, but a slightly better training performance than the standalone ANN. The RMSE values for the hybrid ANN models are approximately 1.0 μg/m$^3$ less than the RMSE value of the standalone ANN. Also, the $R^2$-squared values of the hybrid ANN models are higher by approximately 0.6. The PM$_{2.5}$ prediction models show similar training performance while the standalone ANN for PNC performed better in training than the ANN models with feature selection. After the training, the models were tested with the holdout data set. Testing the models using the holdout data, provides confidence in their generalisation ability. The test results of the models are shown in Table 2.

The performance of the hybrid ANN models compares favourably with the standalone ANN models despite the reduction in the dimension of the variables in the case of the PCA method or reduction of the number of variables in the case of the Lasso and elastic-net methods. ANN/ELASTICNET models for the prediction of PM$_{2.5}$ and PNC produced slightly better predictions than the ANN/PCA considering all the performance metrics while they show similar performance in the case of PM$_{10}$ prediction. The ANN/PCA models had similar performance to standalone ANN in the case of PM$_{10}$ and PM$_{2.5}$ models but performed poorly in the case of PNC models (Fig. 5).

Table 2 Test performance of the neural network models

| Model               | Pollutant | FAC2 | MB  | NMB | RMSE | $R$  | COE | IOA |
|---------------------|-----------|------|-----|-----|------|------|-----|-----|
| ANN                 | PM$_{10}$ | 0.99 | 0.23| 0.01| 12.46| 0.85 | 0.68| 0.84|
| ANNPCR             | PM$_{10}$ | 0.99 | 0.20| 0.00| 9.61 | 0.90 | 0.69| 0.84|
| ANNLASSO           | PM$_{10}$ | 0.99 | 0.08| 0.00| 10.74| 0.88 | 0.69| 0.85|
| ANNELASTICNET     | PM$_{10}$ | 0.99 | 0.11| 0.00| 10.02| 0.89 | 0.70| 0.85|
| ANN                 | PM$_{2.5}$| 0.99 | 0.00| 0.00| 3.16 | 0.95 | 0.73| 0.86|
| ANNPCA             | PM$_{2.5}$| 0.99 | 0.00| 0.00| 3.11 | 0.95 | 0.73| 0.87|
| ANNELASTICNET     | PM$_{2.5}$| 1.00 | 0.02| 0.00| 3.03 | 0.96 | 0.74| 0.87|
| ANN                 | PNC       | 0.92 | 30.17| 0.00| 5735.24| 0.97 | 0.82| 0.91|
| ANNPCR             | PNC       | 0.89 | $-255.03$| $-0.01$| 8468.64| 0.95 | 0.77| 0.88|
| ANNELASTICNET     | PNC       | 0.87 | 547.27| 0.02| 8081.09| 0.96 | 0.81| 0.91|
The ANNELASTICNET models for PM\textsubscript{10} and PM\textsubscript{2.5} predictions have more of their predictions within a factor of two of the observed concentrations than the remaining models, and they captured the higher values of the concentrations more accurately (Fig. 5). In the case of PNC predictions, hybrid ANN models have shown similar scatter with the standalone ANN, but with the greater tendency of predicting the higher concentrations accurately. The ANNELASTICNET could be taken as the best performing ANN model because of its outstanding performance in all the cases considered.

### 3.2 BRT Modelling Results

The BRT models development began with the determination of the three model parameters (i.e. learning rate, the number of trees and tree complexity) using 10-fold cross-validation and the result is shown in Table 3. These parameters were then used to train the BRT models for predicting the concentrations of PM\textsubscript{10}, PM\textsubscript{2.5} and PNC.

Table 3 shows the BRT model parameters and their training performances. The BRT model for PM\textsubscript{10} prediction has shown better training performance than its corresponding ANN models as indicated by the RMSE and R-squared values of 8.9 \(\mu\text{g/m}^3\) and 0.83 respectively. However, for the PM\textsubscript{2.5} and PNC predictions, the BRT models have shown slightly poorer performance than their corresponding ANN models (Table 4).

| Model parameter | PM\textsubscript{10} (\(\mu\text{g/m}^3\)) | PM\textsubscript{2.5} (\(\mu\text{g/m}^3\)) | PNC (\(\mu\text{g/m}^3\)) |
|-----------------|---------------------------------|----------------------|----------------------|
| Number of trees  | 1000                            | 1000                  | 1000                  |
| Tree complexity  | 9                               | 9                     | 9                     |
| Learning rate    | 0.01                            | 0.05                  | 0.05                  |
| RMSE             | 8.90                            | 4.78                  | 9424                  |
| R-squared        | 0.83                            | 0.88                  | 0.88                  |

The advantage of the BRT method over the standalone ANN method is that it can perform feature selection during the training and rank the input variables according to their contribution to the development of the BRT model. Here the BRT training was carried out in three stages: First, the whole set of variables were used for the training of the BRT models and, second, the six least contributing variables were tested for dropping in each case where four variables were finally dropped without compromising the predictive performance of the models. In the third step, the remaining variables were used to train the final models. Figure 6 shows the relative influence of the variables used in developing the final BRT models. The most important variable for PM\textsubscript{10} prediction was roadside NO\textsubscript{x} and closely followed by background particle concentrations. However, in the prediction of PM\textsubscript{2.5}, the background concentration of PM\textsubscript{2.5} was the most contributing variable followed by roadside NO.

For the PNC prediction, the date was the highest contributing variable, and this might be as a result of the sensitivity of PNC to temporal variation. In all the three cases, the roadside pollutant which contributed most was oxides of Nitrogen while the background pollutant contributing most was background concentrations of particles, and together they are more important than the traffic and meteorological variables. This behaviour is much expected since traffic is the major urban source of oxides of nitrogen and it also contributes to the formation of secondary particles. The contribution of traffic variables was less compared to the roadside oxides of nitrogen and the background particle concentrations, and this might occur due to the high correlation between these pollutants and the traffic variables. Traffic flow parameters are more important than the traffic speed in predicting PM\textsubscript{10} concentration. Also, they have a comparable contribution to predicting PM\textsubscript{2.5} concentrations, and the least contributing variable in predicting PNC was the HDV traffic. Temperature and barometric pressure are the most contributing meteorological parameters for PM\textsubscript{2.5} and PNC predictions while Barometric...
Pressure and solar radiation are more important for PM$_{10}$ predictions. The BRT algorithm is less sensitive to the correlated predictor variables than the Lasso and elastic-net algorithms, it assigns nearly equal contributions to the most correlated variables. However, Lasso and elastic-net methods can either drop the highly correlated variables or forced them to have zero contribution.

One important feature of the BRT method is the partial dependence plot that displays the effect of an input variable on the target variable while taking into account the average impact of all other variables in the BRT model [38, 46]. Although the integrity of the plots is affected by highly correlated variables, they provide a useful basis for interpreting the models [36, 47]. Figures 7, 8 and 9 show the partial dependence plots for the input variables used in the development of the BRT models for the prediction of roadside particles.

The partial dependence plots revealed that the roadside particle concentrations increase with the corresponding increase in roadside NOx concentrations. The approximate linear line graphs shown in Fig. 7 described this relationship. The pattern of the relationship is somewhat different with PNC concentration where the slope of the line in the plot flattened when the NOx concentration was around 300 μg/m$^3$ and becomes steep again at around 1000 μg/m$^3$ where the PNC concentration increases without a corresponding increase in the NOx concentrations. The NO$_2$ concentrations show a parabolic relationship with the PM$_{10}$ and PM$_{2.5}$ concentrations, and they increased with the commensurate increase in NO$_2$ concentrations up to around 200 μg/m$^3$ of the NO$_2$ and then decreased with further increase in the NO$_2$ concentrations. However, the NO$_2$ concentration shows a negative linear relationship with the PNC and all the particle concentrations show positive linear relationships with the NO and background particle concentrations. Moreover, the PM$_{10}$ and PNC concentrations decreased with corresponding increases in the background concentrations of NOx, NO$_2$ and NO, while the PM$_{2.5}$ concentrations increase with a corresponding increase in their concentrations. The roadside SO$_2$ concentration shows a linear relationship with the PM$_{10}$ and PM$_{2.5}$ when its concentration was between 0 and 20 μg/m$^3$ and then the relationship remained constant over the remaining range of the concentrations.

### Table 4: Test performance of the BRT models

| Pollutants     | Models | FAC2   | MB    | MGE   | NMB   | NMGE  | RMSE  | $R$  | CoE   |
|----------------|--------|--------|-------|-------|-------|-------|-------|------|-------|
| PNC (number/cm$^3$) | BRT    | 0.80   | -57.87| 5369.95| 0.00  | 0.23  | 8292.93| 0.95 | 0.71  |
| PM$_{2.5}$ (μg/m$^3$) | BRT    | 1.00   | 0.03  | 1.87  | 0.00  | 0.09  | 2.81  | 0.96 | 0.76  |
| PM$_{10}$ (μg/m$^3$) | BRT    | 0.99   | -0.05 | 4.70  | 0.00  | 0.11  | 11.45 | 0.87 | 0.72  |

Fig. 6 Relative influence of the input variables in BRT models
However, the PNC concentrations decrease with corresponding increases in SO$_2$ concentrations up to 20 μg/m$^3$ of SO$_2$ and then the relationship changes to positive linear up to around 35 μg/m$^3$ and then remained constant for the rest of the values. The BRT model shows that the PM$_{10}$ and PM$_{2.5}$ concentrations have negative linear relationships with the CO concentrations while having a positive linear relationship with the PNC. The positive relationships between the particles and most of the gaseous pollutants show that the gaseous pollutants play a vital role in the formation of the particles, or they share common sources. This information could give a clue to the intricate relationship between gaseous and the particle pollutants and will help in taking an urgent decision before conducting a detailed laboratory analysis of the relationships.

The BRT models also show that the higher particle concentrations are more associated with the winds coming from the south, southwest and southeast. These are the directions of the dominant winds at the site where the data was collected. Also, these directions coincide with the side of the road where the monitoring unit is located which suggests that Canyon recirculation vortices delivered most of the particle concentrations to the monitoring unit. This information is also useful as it provides a clue to whether the monitoring unit was in a right position or not. The relationship between the wind speeds and the concentrations of PM$_{2.5}$ and PNC was shown to be negative linear. This relationship is expected because when the wind speed is high, the ventilation in the street increases and then most of the particle concentrations are removed from the street. However, the PM$_{10}$ concentrations show the opposite where they increased with the corresponding increase in wind speed. The possible explanation for this relationship is that the higher winds might carry dust and other larger size particles especially non-exhaust particles which could have raised the concentrations of the PM$_{10}$.

The temperature and relative humidity show a nearly positive linear relationship with the PM$_{10}$ and PM$_{2.5}$ while the PNC concentrations show nearly linear relationships with temperature and an almost constant relationship with relative humidity. The positive association between the particle
concentrations and the temperature did not agree with the findings of the previous studies by Dos Santos-Juusela et al. [48]. However, Barmpadimos et al. [49] reported positive relationships between the temperature and PM10 concentrations in the summer and Tai et al. [50] found a positive correlation between most of the components of PM2.5 except for nitrate which shows a negative association. A linear correlation between the temperature and the particle concentrations was also estimated, and the coefficients of correlations between them were found to be 0.15, 0.14 and 0.26 for PM10, PM2.5 and PNC, respectively. Moreover, the elastic-net models also show a positive relationship with the temperature. This relationship needs to be further investigated especially to find out the seasonal relationship between the temperature and the particles and the levels at which the relationship changes.

The traffic flow and the HDV traffic show a negative linear relationship with the concentrations of PM2.5 which is not in agreement with the fact that the concentration increases with the corresponding increase in traffic flow. However, it might explain the stop and go situation at the site, where the emission is high when the vehicles are not moving and during acceleration and then reduces as the flow becomes normal. However, in the case of PM10 and PNC, the concentrations remain relatively constant when the traffic flow was between 2000 and 4000 veh/h and then suddenly increased to higher concentrations and then remained constant as shown in Fig. 9. This behaviour could explain the situation when the road reaches its capacity where the concentration increases as a result of high numbers of vehicles. The HDV and LDV traffic captured the hourly variation of the concentrations of PM10 and PNC. HDV traffic shows strong association with the average PNC concentration, and it has a bimodal distribution which suggests that it keeps track of the temporal variation of the PNC in the model.

The positive linear relationship shown by most of the variables is an indication of the sign of their contribution in determining the appropriate prediction. For example, the positive correlation might be excitatory while the negative correlation might be inhibitory in deciding the final predicted value; therefore, both the input variables with the positive and negative relationships are vital in determining the final prediction of the model. The analysis of the partial dependence plots could help the model user to have a fair understanding of the type of the relationship between the predictor variables and the particle concentrations. The information gained could inform several management decisions related to the control of
air quality. For example, any control measure taken to reduce the roadside oxides of nitrogen will have a significant impact on the particle concentrations due to their strong relationship explained by the BRT models. Moreover accurate determination of the levels of oxides of nitrogen could yield better BRT models for the prediction of the roadside particles.

3.3 Comparison of the performance of ANN and BRT prediction models

In this section, the performance of the ANN and BRT models are compared to allow for drawing conclusions on whether one method could be recommended over the other. Statistical performance metrics (FAC2, MB, MGE, NMB, NMG, RMSE, R and CoE), conditional quantile plots and polar annulus plots were used for the comparison.

The ANN and BRT models show similar performance as indicated by their performance statistics in Table 5. The main difference observed was in the PNC prediction models where the ANN model performed better than the BRT model. The models have their normalised mean bias ranging between 0.00 and 0.02, which is an indicator of whether the models are over-predicting or under predicting the particle concentrations. The prediction errors of the models measured by the RMSE values were found to be 10 and 11.5 μg/m³, 3.03 and 2.81 μg/m³ for ANN and BRT models for the prediction of PM₁₀ and PM₂.₅ respectively. About 99 to 100 % of the PM₁₀ and PM₂.₅ model predictions were within a factor of two of their respective observed concentrations while the ANN and BRT models for PNC prediction have 87 and 80 % of their predictions within a factor of two of the observed PNC concentrations respectively. The Coefficient of Efficiency (CoE) that indicates the accuracy of the model prediction is between 0.7 and 0.81. CoE is the measure of the model efficiency that is robust and easy to interpret [45], and it has an interpretation for zero and negative values. A perfect model has CoE value of one, and zero values of CoE show that the model’s prediction accuracy is not more than the mean values of the observed concentrations. Negative CoE values show that the model’s
prediction accuracy is worse than the observed mean. Here, the ANN and BRT models performed well above their respective observed mean values. The conditional quantile plots shown in Fig. 10 compare the performance of the standalone ANN, ANNELASTICNET and BRT models for the prediction of PM$_{10}$ respectively. The standalone ANN could only predict PM$_{10}$ concentrations up to 100 $\mu$g/m$^3$ accurately and deviates significantly from the perfect model line (smooth line) towards the region of higher concentrations. However, its predictions improved when the elastic-net regression was used for selecting the most relevant variables for the modelling as shown in the middle panel. The ANNELASTICNET is better regarding the agreement between the observed and predicted values. Its predictions (bumpy line) matched the perfect model line more accurately than the remaining models. However, the BRT model shows better data coverage though not so accurate in the prediction of

Fig. 9 Partial dependence plots, showing the effects of traffic variables on the BRT model predictions of roadside particle concentrations

| Pollutants | Models   | FAC2  | MB  | MGE  | NMB  | NMGE  | RMSE  | $R$   | CoE  |
|------------|----------|-------|-----|------|------|-------|-------|------|-----|
| PM$_{10}$  | BRT      | 0.99  | -0.05 | 4.70 | 0.00 | 0.11  | 11.45 | 0.87 | 0.72 |
|            | ANN      | 0.99  | 0.11  | 4.98 | 0.00 | 0.12  | 10.01 | 0.89 | 0.70 |
| PM$_{2.5}$ | BRT      | 1.00  | 0.03  | 1.87 | 0.00 | 0.09  | 2.81  | 0.96 | 0.76 |
|            | ANN      | 1.00  | 0.02  | 2.08 | 0.00 | 0.10  | 3.03  | 0.96 | 0.74 |
|            | ELASTICNET | 1.00 | 0.00 | 1.87 | 0.00 | 0.09 | 2.81 | 0.96 | 0.76 |
| PNC        | BRT      | 0.80  | -57.87 | 5369.95 | 0.00 | 0.23 | 8292.93 | 0.95 | 0.71 |
|            | ANN      | 0.87  | 547 | 4376 | 0.02 | 0.18 | 8081.09 | 0.96 | 0.81 |
|            | ELASTICNET | 0.87 | 547 | 4376 | 0.02 | 0.18 | 8081.09 | 0.96 | 0.81 |
the higher concentrations. The same conclusion could be made for the PM$_{2.5}$ and PNC models as shown in Figs. 11 and 12 respectively.

The polar annulus plots shown in Figs. 13 and 14 were drawn to explore how accurate the ANNElasticNet and BRT models for PM$_{10}$ predictions captures the trend, seasonal and temporal variation that exists in the observation data. Considering the upper left panel of Fig. 13 (Trend), the ANNElasticNet model accurately captures the reduction in the level of PM$_{10}$ concentrations between 2003 and 2007 and the high concentrations associated with northerly winds in 2006. Also, the high concentrations associated with the southerly winds in summer and winter are captured by the model prediction though with slight under-prediction. The PM$_{10}$ concentrations were higher when the wind was coming from the southeast, south and southwest, this has also been adequately taken care of by the model predictions. The daily and hourly variation in the test data has been altered, but the model adequately reflects the alteration in its prediction. For example, the analysis of the data not shown here indicates that the particle concentrations are higher on weekdays and in the daytime while lower at weekends and night times. These properties have not been captured in the test data, and the model also did not show them despite the fact that they existed in the training data. For the BRT method, the models captured accurately the higher concentrations associated with the north and south
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Fig. 10 Comparison between ANNElasticNET, ANN and BRT PM$_{10}$ model predictions

Fig. 11 Comparison between ANNElasticNET, ANN and BRT PM$_{2.5}$ model predictions

---
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winds in 2003 and the missing data for the rest of the year (see Fig. 14). Moreover, they show the seasonal variations indicated by the observed data especially the higher concentrations associated with easterly and southerly winds in the winter. The daily and hourly variations were seriously altered by the random nature of the data division but still the BRT models capture the properties of the test data. The most valuable property that was captured accurately by the model was the association of the higher concentrations with the winds coming from south and southeast which indicates the effect of Canyon recirculation since the monitoring station was located in a street.

**Fig. 12** Comparison between ANNEALSTICNET, ANN and BRT PNC model predictions. Figures 10, 11 and 12 show conditional quantile plots indicating the agreement between the models prediction and the observed PMs concentrations. The model prediction and observation values were divided into bin pairs of equal length, and the median, 25/75th and 10/90th percentiles of each bin, was estimated and then plotted. The smooth line represents an ideal model, and the bumpy line represents the median of the predicted values, the shading shows the quantile intervals of the predictions and the histograms display the counts of the predicted values.

**Fig. 13** Comparison between the observed and ANNEALSTICNET-predicted PM$_{10}$ concentrations.
4 Conclusions

This paper used air pollution, meteorological and traffic data collected at Marylebone Road and Bloomsbury sites in London to study the use of ANN and BRT methods for modelling roadside particulate matter. The effects of feature selection on the prediction accuracy of the ANN models were also investigated. Elastic-net regression selected predictor variables that yielded the best roadside particle prediction models among the three methods investigated. The prediction accuracy of the ANN and BRT models was compared using FAC2, MB, MGE, NMB, NMGE, RMSE, R, and CoE values. About 87–99% percent of the model predictions are within a factor of two of the observed data which shows good agreement between the model predictions and the particle observations. The CoE values of the models were found to be between 0.70 and 0.81 showing that the models can predict particle concentrations much more accurately than the mean of the observed concentrations. The ANN models were found to be only slightly more accurate than the BRT models. For example, the prediction errors of PM$_{10}$ and PM$_{2.5}$ models measured by the RMSE values differed by only 1 μg/m$^3$ and the RMSE values of the PNC models differed with only about 200 number/cm$^3$. Also, both the ANN and BRT models show nearly zero bias in their predictions as indicated by NMB values. They also show similar $R$ values ranging between 0.86 and 0.96 showing high correlation with the particle observations. However, despite their similarities in performance statistics, BRT models can perform feature selection and give valuable information about the relationships between the input variables and the target variables. The analysis of the BRT relative influence and partial dependence plots revealed that the background particle concentrations and the oxides of nitrogen are the most relevant predictor variables and have strong positive relations with the particle concentrations. They also show that Temperature is more important in predicting PM$_{2.5}$ and PNC than PM$_{10}$. It was also discovered that the traffic variables keep track of the particles temporal variations in the models. The study concluded that both ANN and BRT methods can be used to develop air quality models for the prediction of roadside particles with good model—observation agreement with preference to BRT models when model interpretation is more important than the prediction accuracy.
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