Programming patchy particles to form three-dimensional dodecagonal quasicrystals
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Model patchy particles have been shown to be able to form a wide variety of structures, including symmetric clusters, complex crystals and even two-dimensional quasicrystals. Here, we investigate whether we can design patchy particles that form three-dimensional quasicrystals, in particular targeting a quasicrystal with dodecagonal symmetry that is made up of stacks of two-dimensional quasicrystalline layers. We obtain two designs that are able to form such a dodecagonal quasicrystal in annealing simulations. The first is a one-component system of 7-patch particles but with wide patches that allow them to adopt both 7- and 8-coordinated environments. The second is a ternary system that contains a mixture of 7- and 8-patch particles, and is likely to be more realizable in experiments, for example, using DNA origami. One interesting feature of the first system is that the resulting quasicrystals very often contain a screw dislocation.

I. INTRODUCTION

Quasicrystals are characterized by long-range order (exemplified by sharp Bragg peaks in their diffraction patterns) in the absence of translational periodicity, and often exhibit symmetries not feasible in periodic crystals. The initial examples were found in metallic alloy systems with the most common symmetries being icosahedral1 and decagonal,2 but with metastable octagonal3 and dodecagonal4 quasicrystals also being observed. More recently, an increasing number of soft-matter quasicrystals have been discovered,5 nearly all of which are dodecagonal; these include polymeric micelles,6–8 and nanoparticle superlattices.9,10

Why do quasicrystals, rather than periodic crystals, sometimes form, and what are the key features of the interparticle interactions that cause this? Theory and simulations can play an important role in answering these questions. Quasicrystals have been most commonly observed in simulations for isotropic potentials with multiple features in the potential whose positions are tuned to favour quasicrystalline order.11–18 For ultrasoft potentials (i.e. particles without a hard repulsive core), it can be shown more rigorously that quasicrystals with a particular symmetry can be favoured when the ratio of two inverse length scales in the Fourier transform of the potential has a specific value.19–21

Simulation examples that are exceptions to this “two-length-scale” stabilization mechanism include quasicrystals formed from hard particles (tetrahedra22,23 and triangular bipyramids24 can form dodecagonal quasicrystals) and from “patchy” particles with directional bonding;25–27 the latter are the focus of this paper. In particular, two-dimensional patchy particles with five and seven regularly arranged patches have been found to form dodecagonal quasicrystals that are square-triangle tilings where the bonds are equally likely to be oriented along twelve equivalent directions.25

The 5-patch system has become a model system to better understand quasicrystal behaviour. For example, phase diagrams have been computed, showing that the dodecagonal quasicrystal is the thermodynamically stable phase for an intermediate range of temperature and patch width, and its stabilization is due to its greater entropy compared to crystalline approximants.28

The growth dynamics of this quasicrystal have also been studied.29

A key structural motif in these two-dimensional dodecagonal quasicrystals is the dodecagon shown in Fig. 1(a). The 5- and 6-coordinate environments in the dodecagon are both feasible when the particles’ patches are sufficiently wide. To realize such a quasicrystal, for particles with instead a fixed maximum number of interaction partners, requires a mixture of 5- and 6-patch particles,26 this being achieved experimentally in systems of multi-arm DNA tiles on a surface.32

Here, we extend this approach to obtain 3D dodecagonal quasicrystals, exploring the additional complexities

---

(a) A dodecagonal motif that is a key motif in two-dimensional dodecagonal quasicrystalline square-triangle tilings. (b) Three possible local motifs in square-triangle tilings. The labels mirror those used for Frank-Kasper phases.30,31
that the added dimension brings. It is noteworthy that many of the dodecagonal quasicrystals previously observed in simulations have been for 2D\textsuperscript{12-14,25,26} or quasi-2D\textsuperscript{17,33} systems.

II. METHODS

A. Potential

The interaction between particles is described using the patchy-particle model introduced in Refs. 34 and 35.

\[
V_{ij}(r_{ij}, \Omega_i, \Omega_j) = \begin{cases} 
V'_{LJ}(r_{ij}) & \text{max patch pairs } \alpha, \beta \left[ \varepsilon_{\alpha\beta} V_{\text{ang}}(\hat{r}_{ij}, \Omega_i, \Omega_j) V_{\text{tor}}(\hat{r}_{ij}, \Omega_i, \Omega_j) \right] : r_{ij} < \sigma'_{LJ} \\
V_{LJ}''(r_{ij}) & : r_{ij} \geq \sigma'_{LJ} 
\end{cases}
\]

where \(r_{ij}\) is the interparticle vector, \(\alpha\) and \(\beta\) are patches on particles \(i\) and \(j\), respectively, \(\Omega_i\) is the orientation of particle \(i\), \(V'_{LJ}(r)\) is a cut-and-shifted Lennard-Jones (LJ) potential and \(\sigma'_{LJ}\) corresponds to the distance at which \(V_{LJ}''\) passes through zero. We set the cutoff distance \(r_{\text{cut}} = 2.5\sigma_{LJ}\). \(\varepsilon_{\alpha\beta}\) is a measure of the relative strength of the interactions between patches \(\alpha\) and \(\beta\); \(\varepsilon_{\alpha\beta}\) is set to zero for patches that do not interact.

The angular modulation term \(V_{\text{ang}}\) is a measure of how directly the patches \(\alpha\) and \(\beta\) point at each other, and is given by

\[
V_{\text{ang}}(\hat{r}_{ij}, \Omega_i, \Omega_j) = \exp \left(-\frac{\theta^2_{\alpha\beta}}{2\sigma^2_{\text{ang}}} \right) \exp \left(-\frac{\theta^2_{\beta\alpha}}{2\sigma^2_{\text{ang}}} \right),
\]

where \(\theta_{\alpha\beta}\) is the angle between the patch vector \(\hat{\alpha}\), representing the patch \(\alpha\), and \(\hat{r}_{ij}\). \(\sigma_{\text{ang}}\) is a measure of the angular width of the patch.

The torsional modulation term \(V_{\text{tor}}\) describes the variation in the potential as either of the particles is rotated about the interparticle vector \(r_{ij}\) and is given by

\[
V_{\text{tor}}(\hat{r}_{ij}, \Omega_i, \Omega_j) = \exp \left(-\frac{1}{2\sigma^2_{\text{tor}}} \left[ \min_{\phi_{\alpha\beta}} \left( \phi_{\alpha\beta} - \phi_{\text{offset}} \right) \right]^2 \right)
\]

where \(\phi_{\text{offset}}\) is the preferred value of the torsional angle \(\phi\). To define the torsional angle \(\phi_{\alpha\beta}\), a unique reference vector (here, this is always one of the other patch vectors) is associated with each patch. In order to capture the symmetry of an environment, one or more equivalent offset angle can be defined; in these cases we find the minimum value of \(\phi - \phi_{\text{offset}}\) across the set of equivalent offset angles. To turn off the torsional component of a particular interaction we set \(V_{\text{tor}} = 1\). We use \(\sigma_{\text{tor}} = 2\sigma_{\text{ang}}\) throughout.

We use \(\sigma_{LJ}\) as our unit of length, and the LJ well depth \(\varepsilon_{LJ}\) as our unit of energy. Values of \(\sigma_{\text{ang}}\) and \(\sigma_{\text{tor}}\) are given in radians. Temperatures are given in reduced form, \(T^* = k_BT/\varepsilon_{LJ}\). Full details of each patchy particle model that we study are tabulated in the Supporting Information.

B. Simulations

We use Metropolis Monte Carlo to simulate the patchy-particle systems in the canonical ensemble. The diffusive dynamics this algorithm generates is appropriate for modelling the dynamics of colloidal particles in solution. To simulate the larger systems we use a GPU-enabled code that uses the parallelization strategy introduced in Ref. 36. Like in Ref. 35, assembly is achieved by slow annealing simulations in which the temperature is linearly decreased with time. The system is initiated from a disordered, low-density (\(\rho = 0.1\sigma_{LJ}^{-3}\)) fluid state at a temperature just above that for which nucleation of a condensed-state cluster can occur on the simulation time scales.

C. Structural characterization

We analyse the structure of the clusters that grow in a number of ways. To identify the different local particle environments we use a common-neighbour analysis,\textsuperscript{26,37} focussing on those environments that are relevant to the target dodecagonal quasicrystals. In particular, we identify the three-dimensional equivalents of the local environments in Fig. 1(b), where the in-plane bonding is the same as in the figure, but with out-of-plane bonding to particles directly above and below the particle of interest. Environments not matching these three are labelled as U (unidentified); this category will include surface particles with incomplete bonding and particles at defect sites. To
identify neighbours we use a distance criterion, namely those pairs of particles separated by less than 1.35σLJ, where this distance represents the first minimum in the radial distribution function. In-plane bonds were distinguished from out-of-plane bonds by orienting the cluster along the 12-fold symmetry axis, so that in-plane bonds approximately lie on a plane perpendicular to this axis whereas the inter-plane bonds are parallel to it.

The orientational order of the cluster is analyzed by measuring the bond-orientational order diagram. In these diagrams the nearest coordination shell of each particle are plotted on a unit sphere. This sphere is then projected onto a plane perpendicular to the symmetry axis using the area-preserving Lambert projection.

To identify quasicrystallinity, we compute diffraction patterns for our assembled structures. Dodecagonal quasicrystallinity is indicated by a 12-fold symmetric pattern when viewed from a direction perpendicular to the quasicrystalline layers. Specifically, we compute the real part of the structure factor $S(q)$:

$$S(q) = \frac{1}{N} \sum_{j=1}^{N} \sum_{k=1}^{N} e^{-i q \cdot r_{kj}}. \quad (4)$$

We define the normal to the layers as the average direction of the axial patches on the particles in a cluster, and, after orienting this direction along $z$, we evaluate the structure factor for $q = (q_x, q_y, 0)$. We evaluate the diffraction patterns averaged over a set of configurations at the end of our annealing runs.

### III. RESULTS

The basic design approach that we use is to target structures that are stacked crystalline or quasicrystalline layers, where atoms in adjacent layers lie directly above each other. The patch designs that mediate interactions within the layers will be similar to the previous two-dimensional examples. In addition, axial patches perpendicular to the above mediate interactions between the layers. The torsional component of the interactions facilitates the layer formation. Specifically, for the reference vector of the equatorial patches we use one of the axial patches with preferred offset angles of 0 or 180°.

#### A. Stacked-σ crystal design

We first illustrate our approach for a crystal made of stacked “σ-layers”, where each particle has an in-plane environment identical to the σ environment in Fig. 1(b). The crystal is tetragonal with space group $P4/mmbm$ (127) with the 4g Wyckoff sites occupied. As each environment in the crystal is equivalent, only one particle type is needed. Three types of equatorial patches are used for the three unique types of in-plane bonds, with the inter-patch angles exactly matching those of the σ environment, i.e. they are 60° or 90° if they are part of in-plane triangles or squares, respectively (Fig. 2(a)). This design fully specifies the target crystal and, as expected, the crystal forms straightforwardly in annealing simulations for moderately narrow patches (we use $\sigma_{ang} = 0.3$) where 7-fold coordination is clearly favoured. An example crystallite is illustrated in Fig. 2(b); note the anisotropic crystal shape reflects the greater stabilization provided by the larger number of in-plane bonds.

#### B. One-component quasicrystal design

We next consider a potential one-component quasicrystal-forming design. The particle design is
very similar to the above, but all five equatorial patches are now equivalent and regularly-spaced in the equatorial plane, i.e. the in-plane inter-patch angles are $72^\circ$ (Fig. 3(a)).

We first consider assembly at $\sigma_{\text{ang}} = 0.3$ where we expect a strong preference for 7-fold coordination (5-fold coordination in the layers); $\sigma$ environments are more likely than $H$ environments because the $\sigma$ environment has a slightly better match to the inter-patch angles.\textsuperscript{25} The crystallites resulting from our annealing simulations are similar to those in Section III A, but with some particles in $H$ or defective environments (see Supplementary Fig. S1).

The more interesting behaviour is anticipated for larger $\sigma_{\text{ang}}$, because, as the potential becomes less anisotropic, an increasing propensity for 6-fold in-plane coordination is expected. For the previously studied 2D systems, this leads to a small region of stability for the dodecagonal quasicrystal in the $(\sigma_{\text{ang}}, T)$ phase diagram, sandwiched between regions where the fluid, $\sigma$ crystal or hexagonal crystal is most stable.\textsuperscript{25} On annealing, two types of assembly pathways were seen for this 2D system depending on the value of $\sigma_{\text{ang}}$. At lower $\sigma_{\text{ang}}$, the quasicrystal assembled directly from the fluid, whereas at slightly larger $\sigma_{\text{ang}}$, the system first formed a hexagonal crystal before transforming into a quasicrystal at lower temperature.

We find somewhat similar behaviour in the annealing simulations for our 3D systems, observing both direct and indirect pathways for quasicrystal assembly. For example, at $\sigma_{\text{ang}} = 0.49$ a quasicrystalline cluster grows directly from the fluid with the order increasing as the temperature decreases (Fig. 3(e)). By contrast, at $\sigma_{\text{ang}} = 0.52$ the cluster that first assembles from the gas phase has a much higher proportion of hexagonal in-plane environments and unidentified environments and a much lower fraction of $\sigma$ environments. The cluster in this temperature regime exhibits significant disorder both within the layers and in terms of a reduced tendency to form planar layers. However, at low temperature the cluster then transforms into a quasicrystal with the final cluster having a very similar distribution of environments to the quasicrystals that grow directly from the gas phase.

Diffraction patterns for the final clusters from two of the annealing runs are shown in Fig. 3(c); they have clear 12-fold symmetry confirming the quasicrystalline character. From the top view of this configuration (Fig. 3(b)) the planar layers can be seen to be tilings of squares and triangles, with the different local environments and the dodecagonal motifs of Fig. 1 evident. Although there is no translational order, orientational order is maintained through the whole system with the in-plane bonds equally likely in twelve equivalent directions (as confirmed by the bond-orientational order diagram in Fig. 3(d)).

The dodecagonal motifs are often seen to share edges, forming larger motifs such as square or triangular arrangements of dodecagons; also present in the structure are examples where the dodecagons overlap. The network of interconnected dodecagons propagates through the whole structure. For the edge-sharing dodecagons, there is a preference for the hexagons in the centres of adjacent dodecagons to have the same orientation (Fig. S4). The resulting longer-range correlations means that for the example structure in Fig. 3, there is an excess of dodecagons with one of the two orientations. This excess would be expected to disappear in larger clusters.

To further characterize the assembled structures, we calculated the ratio of in-plane triangles to squares. As particles near the sides of the cluster typically have greater structural disorder, we restricted this analysis to particles less than $15 \sigma_{\text{LJ}}$ from an axis passing through the centre of mass that is parallel to the 12-fold symmetry axis. The value obtained for the configuration in Fig. 3 is 2.326. This value is somewhat higher than that obtained for the previous two-dimensional patchy-particle examples (2.303) and for an ideal dodecagonal quasicrystal based on the dodecagonal motif (2.309).\textsuperscript{38} However, it is important to note that the order in the cluster is still increasing at the end of the annealing simulation (Fig. 3(e)) and the triangle-square ratio has not reached its limiting value (Fig. S5). For a square-triangle tiling only consisting of the motifs in Fig. 1(b), the ratio of triangles to squares is $2 + 4n_Z/(n_\sigma + n_H)$. Applying this formula (i.e. ignoring the $U$ environments) gives 2.297, and provides an estimate of the triangle-square ratio in the zero-defect limit.

C. Ternary quasicrystal design

One disadvantage of the above one-component system is that the quasicrystal only forms for a relatively small range of $\sigma_{\text{ang}}$ in which multiple coordination environments compete as the potential becomes less anisotropic. Instead, it is probably experimentally easier to realize patchy particles with well-defined valence. Therefore, we also explored quasicrystal formation for multi-component designs where the environments with different coordination numbers are achieved by particles with different numbers of patches. These systems are somewhat analogous to the 2D examples studied in Ref. 26. Such systems have the advantage that quasicrystal formation is likely to be relatively insensitive to the precise value of the patch width; we choose to use $\sigma_{\text{ang}} = 0.3$; this is in the regime where directional bonding is dominant. However, multi-component designs also have potential disadvantages. Having multiple components is likely to have some adverse affects on the kinetics. Assembly is likely to be somewhat slower as particles must search for their correct partners, and rearrangements of the particles when in the condensed state may be significantly slower due to the greater selectivity in the bonding. Also, there is the potential that the particles might prefer to phase-separate rather than form an ordered phase that involves all particle types.

After exploratory testing of different models, the most
promising design that we then studied in more detail is given in Fig. 4(a). The system has three particle types. Particle type 3 has six in-plane patches and is designed to be at the centre of the dodecagonal motif. The other two particle types have five in-plane patches. One (type 2) is designed to bind around the eight-patch particle to form the hexagonal motif at the centre of the dodecagon. The other (type 1) is geometrically equivalent to the particle studied in the above one-component example, with all equatorial patches equivalent, and will typically be located on the outside of the dodecagonal motifs. Two patch types can bind to multiple partners. This flexibility allows the particles to organize in multiple ways, reducing the tendency for crystalline structures to form. The magenta patches on particle type 2, as well as bonding to the equatorial patches of particle 1, can also self-interact. The latter allows overlapping dodecagonal motifs to form. Similarly, the equatorial patches on particle
FIG. 4. Ternary dodecagonal quasicrystal assembly. (a) The three types of patchy particles, their relationship to the basic dodecagonal motif, and the interaction matrix. (b) An example final configuration from an annealing run at $\sigma_{\text{ang}} = 0.3$ for a system of $N = 20,007$ particles. The relative proportions of particle types 1, 2 and 3 were 6/13, 6/13 and 1/13, respectively. The annealing rate for the temperature was $5 \times 10^{-5}$ per $10^3$ MC cycles. The colors match the particle types in (a). (c) The diffraction pattern and (d) bond-orientational order diagram for this configuration viewed perpendicular to the stacked layers. (e) The number of particles in the largest cluster broken down by particle type. Snapshots of the growth of this quasicrystalline cluster are given in Supplementary Figure S3.

Thus, particle type 1 can potentially form a fully-bonded $\sigma$-crystal on its own, and particle types 2 and 3 could together form a crystal of overlapping dodecagons without particle type 1. Therefore, this system has the potential to demix rather than form an ordered ternary phase. In the previous sections, all attractive patch-patch interactions were of equal strength (i.e. $\varepsilon_{\alpha\beta} = 1$). Here, we used the values of $\varepsilon_{\alpha\beta}$ to tune the behaviour of the system to prevent phase separation. In particular, we reduced the strength of the self-interactions of patches 2 and 6 by 10% (i.e. $\varepsilon_{22} = \varepsilon_{66} = 0.9$ and $\varepsilon_{26} = 1$), to slightly favour bonding between particle types 1 and 2. Without this change, the initial clusters tended to predominantly involve particles 1, with particles 2 and 3 only being added to the outside of the clusters once the concentration of particles 1 in the fluid phase had significantly diminished.

In this model we also reduced the strength of the axial interactions on all particles by 5% (i.e. $\varepsilon_{11} = \varepsilon_{33} = \varepsilon_{77} = 0.95$). This design choice was simply to change the shape of the assembled clusters, so that they had a greater lateral extent, thus allowing easier identification of the potential quasicrystalline order. As in Ref. 26, the composition was chosen to match that for a triangular crystal of edge-sharing dodecagonal units.

Fig. 4(b) shows one of the clusters resulting from our annealing simulations, and its diffraction pattern. Again, the diffraction pattern has clear 12-fold order confirming its quasicrystalline character (Fig. 4(c)). Examination of the top view of the configuration shows that the planes are square-triangle tilings, with dodecagons being a common motif although somewhat less prevalent than
for the one-component system. The bond-orientational order diagram again confirms the equal likelihood of the twelve directions for the in-plane bonds. However, the separation between the peaks in this diagram is slightly less well-defined than for the one-component system suggesting a somewhat greater degree of in-plane disorder. The triangle to square ratio (for a centred cylindrical volume of radius $12 \sigma_{111}$) for the configuration in Fig. 4(b) is 2.432, and that based on only including the $\sigma$, $H$ and $Z$ environments is 2.271. That this difference is larger than for the one-component quasicrystal is likely due to the larger proportion of $U$ environments in the ternary system.

While the system clearly naturally forms a ternary cluster — the hexagonal motifs are distributed throughout the cluster — the composition seems to be slightly higher in particle type 1 towards the centre of the planes. This tendency is also evident in Fig. 4(e): the number of particles of type 2 in the growing cluster somewhat lags that of type 1, even though there are equal numbers in the simulation. The initial nucleation event always occurred around a small hexagonal stack (Supplementary Fig. S6).

**D. Screw dislocations**

An especially interesting feature of the assembled one-component quasicrystals was the ubiquitous presence of screw dislocations. They were present in the final configurations for all clusters assembled at $\sigma_{\text{ang}} = 0.43$ and 0.46, and many at 0.49 and 0.52. Their lower likelihood of occurrence at larger $\sigma_{\text{ang}}$ suggests their formation is somewhat suppressed when the quasicrystal does not form direct from the fluid, but rather via an intermediate condensed state.

Two examples are shown in Fig. 5. The screw dislocation runs through the clusters roughly perpendicular to the quasicrystalline planes and leads to a ledge on the top and bottom surfaces of the quasicrystal at the exit point of the dislocation. During growth the ledge spirals around the defect core, leading to continuous growth without the need for the secondary nucleation of an island on top of a flat layer. For this reason, screw dislocations are associated with enhanced crystal growth rates.

In a crystal, the Burgers vector is parallel to the screw dislocation and perpendicular to the plane of the Burgers circuit. In quasicrystals, the description of dislocations is more complex and requires the use of higher-dimensional crystallography.\textsuperscript{39,40} For example, the Burgers vector for a 3-dimensional dodecagonal quasicrystal is 5-dimensional. However, as the screw dislocations are associated with the crystalline dimension in our case, the only non-zero component of the Burgers vector for the screw dislocations is in the axial direction perpendicular to the quasicrystalline layers and has a length of one layer spacing.

To aid the visualization of the dislocations, the final configurations from the annealing simulations were quenched to reduce thermal noise (by simulating the systems at $T^* = 0.01$ for $5 \times 10^5$ MC cycles). The particles were then colored according to their potential energy. This leads to expected differences in color between particles in bulk, surface or edge sites, but also allows the path of the screw dislocation to be easily identified in cuts through the structures. This color scheme also highlights other defects that are present in the bulk of the structures, but these are not our focus here.

The first example in Fig. 5(a) has two screw dislocations passing through the cluster with the ledges where they emerge on the top surface visible. Consequently, there is a noticeable tilt to the layers. The cut clearly shows the helical pattern of bonds around the dislocation core. The stress associated with the dislocations is quite localized, with clear deviations from the bulk energy only noticeable close to the dislocation core. The screw dislocations are generally very straight but with occasional jogs or kinks. Thus, the screw dislocation in the cut in Fig. 5(a) is only in the plane of the cut for the top third of the cluster, whereas for the example in Fig. 5(b) it is visible passing through the entire structure.

Why do screw dislocations occur for the one-component quasicrystal but not the ternary example? It is probably for two reasons. Firstly, the wide patches that we use in the one-component case (to facilitate multiple environments) give rise to smaller energetic penalties for the deformed bonds around the dislocation core. When we performed simulations for this system with $\sigma_{\text{ang}} = 0.3$, we never observed screw dislocations. By contrast, when we simulated larger systems of the stacked $\sigma$ crystal at $\sigma_{\text{ang}} = 0.3$, screw dislocations sometimes formed (Fig. 5(c)). In this case, the more anisotropic shape of the crystals may be relevant as the total energetic cost of the dislocation will be proportional to the crystal thickness, thus partially offsetting the greater local cost of the screw dislocation. Secondly, it may be harder to create a pattern of bonding at a dislocation core that is compatible with the greater specificity of the interactions in the ternary case.

Another important question is why and at what stage do the screw dislocations form. Clearly, for systems of this size, it is very unlikely that screw dislocation formation is thermodynamically favourable, because the entropy gain from their presence is unlikely to outweigh their unfavourable energy. For the same reason, they are unlikely to be present in pre-critical nuclei which are in quasi-equilibrium with the fluid. This is especially so given the critical nucleus size is likely to be small at the temperatures at which we see spontaneous nucleation in our simulations. Therefore, it is likely that they become incorporated into growing post-critical clusters. The question then is what happens when, during the growth, a local structural perturbation forms on the surface of the cluster that could potentially lead to a fully-formed screw dislocation: does it get annealed out because of its less favourable energy, or does it get in-
FIG. 5. Configurations exhibiting screw dislocations for one-component quasicrystals formed at (a) $\sigma_{\text{ang}}=0.43$, and (b) $\sigma_{\text{ang}}=0.46$, and (c) for the stacked $\sigma$-crystal at $\sigma_{\text{ang}}=0.3$. On the left are the complete clusters with the exit points of the screw dislocations highlighted by orange circles (where visible). On the right are sections through the clusters that allow the path of the dislocation through the structures to be seen (highlighted by the orange ellipses). In (a) and (c), although the dislocations pass through the complete clusters, only a section of their paths can be seen in these cuts because the dislocations are not completely straight. These configurations were prepared by taking the final configuration from an annealing simulation, and then quenching it to $T^* = 0.01$ to remove thermal noise. The particles are colored according to their potential energy per patch.
corporated and locked in due to the boost it provides to the growth kinetics? Under some conditions the latter seems to happen sufficiently frequently that the resulting quasicrystals invariably include screw dislocations.

Analysis of the growing clusters indicates that the screw dislocations generally form in the early stages of cluster growth. Fig. 6(a) shows a cluster with just over 500 particles that has a screw dislocation near to the edge of the cluster. The larger cluster in Fig. 6(b) (around 2000 particles) already has two screw dislocations passing through the complete cluster. It is likely that as the clusters grow larger it becomes less likely that new screw dislocations are incorporated, because of the increased formation costs due to the greater thickness of the clusters.

Even once fully formed, the screw dislocations can potentially be removed if they diffuse to the edge of the clusters and are then expelled. However, dislocation motion was slow on our computational time scales, so we rarely saw this occur.

**IV. CONCLUSIONS**

We have shown that patchy particles can be programmed to form 3D dodecagonal quasicrystals. We have introduced two designs that achieve this. The first is a one-component system with wide patches that enable the particles to adapt to multiple environments, in particular ones with different coordination numbers. The second is a ternary mixture, where particles with seven and eight patches explicitly match the different coordination environments in the quasicrystal; the well-defined valence of these particles is likely to make them easier to realize experimentally. In this system, the patch-patch interaction strengths had to be tuned in order to prevent phase separation of the ternary mixture. The quasicrystallinity of both systems was confirmed by the 12-fold symmetry of their diffraction patterns.

One interesting feature of the one-component systems was that the majority of the quasicrystals that we grew had screw dislocations passing through the structures in the axial direction. The features of this system that facilitated their formation were the wide patches and the layer-like structure. This behaviour contrasts with predictions that growth via screw dislocations is less likely for icosahedral quasicrystals than crystals,\(^4^1\) the difference being that the screw dislocations here are associated with crystalline dimension of these axial quasicrystals. The screw dislocations were incorporated into the quasicrystals in the early stages of growth. In these instances, when the initial structural perturbation at the cluster surface that could potentially lead to a screw dislocation occurred, the tendency for the screw dislocation to facilitate growth must have won out over the tendency for the defect to be annealed out because of its less favourable potential energy. It is perhaps noteworthy that, although there have been many simulations of screw dislocations,\(^4^2\) we are unaware of any simulation studies where screw dislocations have spontaneously appeared during crystal growth.

The quasicrystals that have been observed for soft matter systems have almost invariably been of dodecagonal symmetry.\(^5\) Thus, it would be particularly interesting if patchy particle designs could be developed that form three-dimensional quasicrystals with other symmetries. We have now very recently achieved this for icosahedral quasicrystals, where the target quasicrystalline structures were generated by projection from six-dimensional cubic lattices.\(^2^7\) Generating appropriate target structures for other axial quasicrystals, however, may be challenging. In this study, the task was made easier firstly be-
cause we chose the simplest way one could conceive of making a 3D axial quasicrystal, namely by a simple stacking of two-dimensional quasicrystalline layers. Secondly, the square-triangle character of the dodecagonal quasicrystalline layers is straightforwardly compatible with a particle model because the edges of the tiling are all of the same length. Thirdly, we also already knew that two-dimensional patchy particles could form such quasicrystalline layers.\textsuperscript{25,26}

Experimental examples for which the structure of the quasicrystal has been solved may provide one source of target structures.\textsuperscript{43} However, the high coordination numbers typically present in metallic alloys may present additional challenges for a patchy-particle approach. Another potential source of target structures is from simulation studies where 3D axial quasicrystals have formed in particle-based models with complex isotropic potentials. These include dodecagonal quasicrystals that have a Frank-Kasper-like particle decoration of square and triangular prismatic units,\textsuperscript{11,18} two decagonal examples\textsuperscript{16,17} and one octagonal example.\textsuperscript{17}

How might such patchy particles be realized experimentally? Although there has been much progress in synthesizing colloidal analogues of patchy particles,\textsuperscript{44–46} the degree of control over the geometry of the patches is not yet sufficient to realize particles like those envisaged here. An alternative might be to use the techniques of DNA nanotechnology.\textsuperscript{47} For example, DNA origami polyhedra\textsuperscript{48} whose vertices have been decorated with short DNA single strands that facilitate inter-vertex binding have been used to form a variety of simple crystal structures.\textsuperscript{49} For this system, the inter-vertex binding is quite flexible, but we have also proposed an approach in which a helix bundle extends from each vertex to provide more directional and torsionally specific interactions between the DNA origami.\textsuperscript{27} The sequences of the single strands that allow inter-origami binding can be tuned to provide the requisite specificity, and it would be relatively straightforward to choose the type of polyhedron and tune their edge lengths to match the geometry of the patchy particle. As the origami particles would have a well-defined maximum number of binding partners, they would be more appropriate for realizing the ternary quasicrystal. For example, in this scheme, a hexagonal bipyramidal DNA origami would be used to create an analogue of particle type 3 with its six in-plane and two out-of-plane patches, and pentagonal bipyramidal DNA origamis would be used for particle types 1 and 2 (see Sect. S3).
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