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Abstract

We continue here to study simple matrix models of quantum mechanical Hamiltonians. The eigenvalues and eigenfunctions were associated energy levels and wave functions. Whereas previously we considered the weak coupling limits of our models, we here address the more difficult strong coupling limits. We find that the wave functions fall into two classes and we can assign a quantum number to distinguish them. Implications for transition rates are also discussed.

1 Introduction

In previous works we studied the properties of simple tridiagonal and pentadiagonal matrices [1][2][3][4][5]. We here show the complete pentadiagonal matrix with 2 parameters, $v$ and $w$. We can reduce it to a tridiagonal case by simply setting $w$ to zero. Indeed in this work we will focus only on tridiagonal matrices.

\[
H_c = \begin{pmatrix}
0 & v & w & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
v & E & v & w & 0 & 0 & 0 & 0 & 0 & 0 \\
w & v & 2E & v & w & 0 & 0 & 0 & 0 & 0 \\
0 & w & v & 3E & v & w & 0 & 0 & 0 & 0 \\
0 & 0 & w & v & 4E & v & w & 0 & 0 & 0 \\
0 & 0 & 0 & w & v & 5E & v & w & 0 & 0 \\
0 & 0 & 0 & 0 & w & v & 6E & v & w & 0 \\
0 & 0 & 0 & 0 & 0 & w & v & 7E & v & w \\
0 & 0 & 0 & 0 & 0 & 0 & w & v & 8E & v & w \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & w & v & 9E & v \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & w & v & 10E
\end{pmatrix}
\] (1.1)

Part of the motivation was the observation of an exponential decrease in calculated magnetic dipole strength [6] in a realistic calculation with the NushellX program [7] and the GXPF1A interaction [8]. We show what is mean by showing two figures which are based on the work of Kingan, Ma, and Zamick [6]. In Figure 1, we show the B(M1)’s from the lowest $J = 0 \ T = 0$ state in $^{44}$Ti to the lowest $205 \ J = 1^+ \ T = 1$ states. There is much scatter in the results, but on a log plot (base $e$) we can crudely see an exponential decrease in strength with increasing excitation energy. In Figure 2, we obtained the summed strength in 0.5 MeV bins. This shows much less scatter and a least fit straight line with a negative slope is drawn through the data. In ref. [9] several other nuclei and several other $[J_i \ T_i]$ to $[J_f \ T_f]$ channels are considered and they all show exponential decreases in B(M1) strengths after binning.
Somewhat motivated by the above binning results, we defined two different transition operators for use with the matrix $[1.1]$. To do this we first introduce the symbol $a(m, n)$. When matrix diagonalization is performed the outputs are eigenvalues which we associate with energy levels and eigenfunctions who we associate with wave functions. The amplitude of the $n$th component of the $m'$th eigenfunction is denoted as $a(m, n)$. Note the normalization and orthogonality conditions:

$$\sum_n |a(m, n)|^2 = 1$$

$$\sum_n a(m, n)a(m', n) = \delta(m, m').$$

We define two types of transition operators $T_1$ and $T_2$. For transitions from state $m$ to state $n$ the
respective transition amplitudes are as follows:

\[
T_1 : O(m,n) = a(m,0)a(n,1) + ... + a(m,9)a(m,10) \\
+ a(m,1)a(n,0) + ... + a(m,10)a(n,9) \\
T_2 : O(m,n) = a(m,0)a(n,1)\sqrt{1} + ... + a(m,9)a(n,10)\sqrt{10} \\
+ a(m,1)a(n,0)\sqrt{1} + ... + a(m,10)a(n,9)\sqrt{10} .
\] (1.2)

The transition rate from state \(m\) to \(n\) is then \(O(m,n)^2\). As an example of we show in Figure 3 a log plot of transition rates from the ground state to excited states both for small \(v \,(0.1)\) and large \(v \,(10,000)\) using the T1 transition operator. This is taken from ref. [2] and shows for small \(v\) the exponential decrease of transient strength with excitation energy. However as \(v\) becomes larger, it becomes more evident that their is an even-odd effect, with transitions from ground to odd \(n\) states being much stronger than to even \(n\) states.

We get two exponential decay lines.

Figure 3: Log plot of transition rates from the lowest to all excited states state both in the weak coupling case \((v = 0.1)\) and the strong coupling case \((v = 10000)\).

The difference between T1 and T2 is best shown for the case \(v = 0, w = 0\) where we show figures of the \((m + 1)\) to \(m\) transitions rates. As seen in Figure 3 (left) for T1, the curve is horizontal (flat) with all \((m + 1)\) to \(m\) transition rates equal to one. For T2 which we call harmonic we have in Figure 3 (right), we have a straight line such that the \((m + 1)\) to \(m\) rates is simply \((m + 1)\).

In this initial work of Kingan and Zamick [1], it was noted that the strength distribution, \(O(0,n)^2\) vs. \(n\) showed an exponential decrease with \(n\), reminiscent of the above mentioned binning behavior of ref. [6]. This lead to the thought that these simple matrix models were worth further study.

In ref. [4] besides excitation energy plots we also consider top-down transitions. That is to say, we start with the highest energy state and calculate the cascade of transitions until the ground states is reached. On a log plot we show the average transition strength as a function of the number of energy intervals that are crossed. This is motivated by experiments and theories by several groups [9][10][11][12][13]. In previous works [3][4][5] we studied the weak coupling limit of our model \((v much smaller than \(E)\). This is shown by comparing Figure 2 and Figure 3. In the Figure 2s log plot, we see close to a single line with a negative slope. This is for a small value, \(v = 0.1\). But for \(v = 10,000\) we see close to two lines, one for even \(n\) and one for odd \(n\), which is an even-odd effect. In this work we will study this problem more in depth. That is to say we study the strong coupling limit of our model. At first thought this should be much more difficult to handle than weak coupling and to a large extent it is. However we shall show that there are some simple and striking systematics even here.
Figure 4: The transition strength $O^2$ for the flat case (left) and the harmonic case (right). Here the horizontal axis is with respect to the energy difference $E(n+1) - E(n)$.

2 The matrix model and symmetric patterns

As mentioned in the introduction our model consists of a Hamiltonian represented by the 11 by 11 matrix as Eq (1.1). We know that different values of $v$ might lead to different values of the wave function. We can reach the strong coupling limit by setting the diagonal terms of our matrix to zero. We will here limit ourselves to a tridiagonal matrix with only one parameter $v$, as shown in Eq (2.1):

$$H_a = \begin{pmatrix}
0 & v & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
v & 0 & v & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & v & 0 & v & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & v & 0 & v & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & v & 0 & v & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & v & 0 & v & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & v & 0 & v & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & v & 0 & v & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & v & 0 & v & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & v & 0 & v \\
\end{pmatrix} \quad (2.1)$$

In Table 1 we show the wave functions for the Hamiltonian Eq (2.1) i.e. for the strong coupling limit for positive $v$. Note that the diagonal terms are zero in (2.1). The wave functions do not depend on what $v$ is. But the energy levels do and we show them for $v = 10^4$.

Table 1: Wave functions $a(m, n)$ in the strong coupling limit (independent of positive $v$) and energy levels for $v = 10^4$, $w = 0$, given by solutions for Hamiltonian (2.1).

| State | Eigenvalue | $a_0$ | $a_1$ | $a_2$ | $a_3$ | $a_4$ | $a_5$ | $a_6$ | $a_7$ | $a_8$ | $a_9$ | $a_{10}$ |
|-------|------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|--------|
| 0     | -19338.5   | 0.05662 | 0.204124 | 0.286875 | 0.353553 | -0.394338 | 0.408248 | -0.394338 | 0.353553 | -0.286875 | 0.204124 | -0.105662 |
| 1     | -17320.5   | -0.204124 | 0.353553 | -0.408248 | 0.353553 | -0.204124 | 0 | 0.204124 | -0.353553 | 0.408248 | -0.353553 | 0.204124 |
| 2     | -14142.1   | -0.286875 | 0.408248 | -0.286875 | 0 | 0.286875 | -0.408248 | 0.286875 | 0 | -0.286875 | 0.408248 | -0.286875 |
| 3     | -10000.0   | 0.353553 | -0.353553 | 0 | 0.353553 | -0.353553 | 0 | 0.353553 | -0.353553 | 0 | 0.353553 | -0.353553 |
| 4     | -5176.38   | 0.394338 | -0.204124 | -0.286875 | 0.353553 | 0.105662 | -0.408248 | 0.105662 | 0.353553 | -0.286875 | -0.204124 | 0.394338 |
| 5     | 0          | -0.408248 | 0 | 0.408248 | 0 | -0.408248 | 0 | 0.408248 | 0 | 0.408248 | 0 | 0.408248 |
| 6     | 5176.38    | 0.394338 | 0.204124 | -0.286875 | -0.353553 | 0.105662 | 0.408248 | 0.105662 | -0.353553 | -0.286875 | 0.204124 | 0.394338 |
| 7     | 10000.0    | 0.353553 | 0.353553 | 0 | -0.353553 | -0.353553 | 0 | 0.353553 | 0.353553 | 0 | 0.353553 | -0.353553 |
| 8     | 14142.1    | -0.286875 | -0.408248 | -0.286875 | 0 | 0.286875 | 0.408248 | 0.286875 | 0 | -0.286875 | -0.408248 | -0.286875 |
| 9     | 17320.5    | 0.204124 | 0.353553 | 0.408248 | 0.353553 | 0.204124 | 0 | -0.204124 | -0.353553 | -0.408248 | -0.353553 | -0.204124 |
| 10    | 19338.5    | 0.105662 | 0.204124 | 0.286875 | 0.353553 | 0.394338 | 0.408248 | 0.394338 | 0.353553 | 0.286875 | 0.204124 | 0.105662 |
Next, in Table 2 we get the corresponding wave functions for the full Hamiltonian (1.1). Here the diagonal terms \( nE \) are present with \( E = 1, \quad v = 10^4 \) and \( w = 0 \). We now have strong coupling but we are not at the strong coupling limit.

**Table 2**: Wave functions and energy levels for the Hamiltonian (1.1) with \( v = 10^4, \quad w = 0, \quad E = 1 \).

| State | Eigenvalue | \( a_0 \) | \( a_1 \) | \( a_2 \) | \( a_3 \) | \( a_4 \) | \( a_5 \) | \( a_6 \) | \( a_7 \) | \( a_8 \) | \( a_9 \) | \( a_{10} \) |
|-------|------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| 0     | -19.1351   | -0.105491 | 0.204543 | -0.240116 | 0.353929 | -0.394552 | 0.408249 | -0.394122 | 0.353177 | -0.288234 | 0.203736 | -0.105434 |
| 1     | -17.3551   | -0.204223 | 0.353635 | -0.408142 | 0.353165 | -0.203488 | -0.00073489 | 0.20476 | -0.353941 | 0.408354 | -0.353472 | 0.204018 |
| 2     | -14.3717   | -0.288736 | 0.40819 | -0.288369 | -0.00041826 | 0.289022 | -0.408248 | 0.288328 | 0.000416935 | -0.288981 | 0.408306 | -0.288614 |
| 3     | -9.9954    | 0.353589 | -0.353412 | -0.00318172 | 0.35373 | -0.353341 | -0.00404264 | 0.353765 | 0.353376 | -0.00318225 | 0.353695 | -0.353518 |
| 4     | -5.1713    | 0.394354 | -0.203935 | -0.288771 | 0.353379 | 0.106019 | -0.408248 | 0.105306 | 0.353727 | -0.288479 | 0.204313 | -0.394321 |
| 5     | 5.        | 0.408249 | 0.000204124 | -0.408248 | -0.000206399 | 0.408249 | 0.000206423 | -0.408248 | -0.000206399 | 0.408249 | 0.000204124 | -0.408249 |
| 6     | 5.1833     | 0.394321 | 0.204313 | -0.288479 | -0.353727 | 0.105306 | 0.408248 | 0.106019 | -0.353379 | -0.288479 | 0.204313 | 0.394354 |
| 7     | 10.005     | -0.353518 | -0.353669 | -0.00318225 | 0.353736 | 0.353765 | 0.000416935 | -0.353341 | -0.353376 | -0.00318225 | 0.353412 | -0.353509 |
| 8     | 14.1871    | 0.288614 | 0.408356 | 0.288981 | 0.000416935 | -0.288328 | -0.408248 | 0.289022 | -0.000416935 | 0.288328 | 0.408219 | -0.288776 |
| 9     | 17.3255    | -0.204018 | 0.353547 | -0.408354 | -0.353941 | -0.20476 | 0.000734896 | 0.204348 | 0.353165 | 0.408142 | 0.353635 | 0.20423 |
| 10    | 19.3235    | 0.105434 | 0.203736 | 0.288234 | 0.353177 | 0.394122 | 0.408249 | 0.394552 | 0.353929 | 0.289116 | 0.204513 | 0.105891 |

In Table 2 we show the wave functions for \( v = 10^4 \), and the diagonal terms \( E_n = nE \) (with \( E = 1 \)). We no longer have the symmetry where e.g. the magnitude of \( a_0 \) is equal to the magnitude of \( a_{10} \). The former is 0.105891 while the latter is 0.105434. However there still are some symmetries. The magnitudes of \( a_0(n, n) \) are the same as the magnitudes \( a_{10}(10 - n, 10 - n) \) where \( n \) is less than or equal to 5. For instance, \( a_{0}(0, 1) \) and \( a_{10}(9) \) have the same magnitude of 0.204513. In other words, ignoring the phases the wave function components for \( m = 10 \) are in reverse order as those for \( m = 0 \); likewise \( m = 9 \) and 2, 8 and 3, etc.

We note the wave functions fall into 2 classes. Let \( m \) represent the \( m \)’th wave function. For even \( m \) wave functions we have \( a(m, 1) = a(m, 10) \); for odd \( m \) wave functions we have \( a(m, 1) = -a(m, 10) \). In more detail for even \( m \), \( a(m, n) = a(10 - m, 10 - n) \); while for odd \( m \), \( a(m, n) = -a(10 - m, 10 - n) \). Here \( n \) is less than or equal to 5.

What this shows is that in the strong coupling limit there is an interlacing of 2 types of wave functions. We can thus define an asymptotic quantum number

\[
s(m) = \frac{a(m, 10)}{a(m, 0)}. \tag{2.2}
\]

There are 2 possible values: +1 for even \( m \) and −1 for odd \( m \).

### 3 The quantum number under strong coupling

From Eq 2.1 we see that the transition amplitude from the ground state to state \( m \) is

\[
O(m) = \sum_{n=0}^{9} a(0,n)a(m, n+1) + \sum_{n=0}^{9} a(0,n+1)a(m, n).
\]

Here we use the abbreviated notation \( O(m) = O(0, m) \), as we will be only discussing transitions from the ground state. The wave functions \( a \) are based on the values from Table 2. Note for each \( O(m) \), the summation always starts from state 0. We also call this as an operator \( T_1 \), as what have done in the previous section and previous works [1][2][3][4][5].

Let us first discuss transitions with the \( T_1 \) operator in the asymptotic limit. The results are very simple – all transitions vanish. This has been discussed before in refs. [1][2]. One that the asymptotic Hamiltonian (2.1) has no diagonal elements. Indeed we see that the transient operator \( T_1 \) is proportional to the asymptotic Hamiltonian. Hence we have the commutation relationship

\[
[H_a, T_1] = 0
\]

This easily leads to the conclusion that there are no transitions.
To see how the quantum number \( s(m) \) in Eq. (2.2) come into play, we have to retreat from the extremes asymptotic condition. This is done in Table 3 where we will go back to eigenfunctions of the full Hamiltonian (1.1) and present results for \( O(m) \) for various \( v \)'s. Note that the initial state is the lowest state (i.e. ground state) the one with \( m = 0 \).

**Table 3:** The transition amplitude \( O \) is the summation from different wave functions. \( O(1) \) means the sum from state 0 to state 1, \( O(2) \) means the sum from state 0 to state 2, etc. Note the values in the last row are all equal to zeros.

| \( v \)  | 1,000,000 | 100,000 | 10,000 | 1,000 | 100 | 10 | 1 | 0.1 |
|-------|----------|---------|--------|------|------|----|---|-----|
| \( O(1) \) | 2.161E-6 | 2.161E-5 | 2.161E-4 | -2.169E-3 | -2.136E-2 | 1.414E-1 | -6.190E-1 | 9.901E-1 |
| \( O(2) \) | 1.081E-1 | 1.081E-9 | 1.081E-7 | -1.081E-5 | -1.061E-3 | 3.904E-2 | 7.330E-2 | 3.257E-4 |
| \( O(3) \) | -1.720E-7 | -1.720E-6 | -1.720E-5 | 1.729E-4 | 1.729E-3 | 1.851E-2 | -1.388E-2 | 4.101E-6 |
| \( O(4) \) | 1.837E-12 | -1.837E-10 | -1.837E-8 | -1.836E-6 | -1.813E-4 | -9.344E-3 | -2.314E-3 | 5.485E-8 |
| \( O(5) \) | 4.623E-8 | -4.623E-7 | -4.623E-6 | -4.623E-5 | -4.650E-4 | 5.579E-3 | -3.293E-4 | 6.867E-10 |
| \( O(6) \) | -5.915E-13 | -5.892E-11 | -5.892E-9 | 5.891E-7 | -5.821E-5 | 3.149E-3 | -1.491E-5 | 7.857E-12 |
| \( O(7) \) | -1.738E-8 | 1.738E-6 | 1.738E-4 | 1.738E-2 | 1.746E-1 | 1.942E-3 | 4.505E-6 | 8.190E-14 |
| \( O(8) \) | -2.110E-13 | 2.125E-11 | -2.125E-9 | 2.125E-7 | -2.095E-5 | 8.989E-4 | -4.258E-7 | 0 |
| \( O(10) \) | 6.426E-9 | -6.426E-7 | 6.426E-5 | 6.375E-5 | 3.070E-4 | -2.834E-8 | 0 |

Note that for large \( v \), say from 100 up there is a simple behavior of the \( O(m) \)'s. If we increase \( v \) by a factor of 10 e.g from 100 to 1,000, the values of \( O(m) \) for odd \( m \) decreases by about factor of 10 but for even \( m \) they decrease by about a factor of 100. This is not true for small \( v \). This only emerges asymptotically. Another striking observation from Table 3 is the odd-even staggering of the values of \( O(m) \). The odd \( O(m) \)'s are much larger than the even ones. One can generalize this by saying that transitions involving a change of \( s(m) \) are much larger than those that do not involve such a change.

If we replace \( v \) by \(-v\) we get the same magnitudes for all the \( O \)'s, but not always the same phases. However that does not matter because the transition rate goes as \( O^2 \). The fact that \( O(10) \) vanishes has been discussed before in [1] and [2]. This last point deviates from the exponential falloff and indeed has not been included in the figures in these references.

**Table 4:** Similar comparison with Table 3 but for energy eigenvalues. In this case \( E_n \) are not the summations but the individual values.

| \( v \) | 1,000,000 | 100,000 | 10,000 | 1,000 | 100 | 10 | 1 | 0.1 |
|-------|----------|---------|--------|------|------|----|---|-----|
| \( E_0 \) | -1.9319E5 | -1.9318E5 | -1.9314E4 | -1.9269E3 | -1.8842E2 | -1.6005E1 | -7.4619E-1 | -9.5065E-3 |
| \( E_1 \) | -1.7321E5 | -1.7320E5 | -1.7316E4 | -1.7270E3 | -1.6814E2 | -1.2289E1 | 7.8932E-1 | 1.9995E-1 |
| \( E_2 \) | -1.4142E5 | -1.4142E5 | -1.4137E4 | -1.4092E3 | -1.3639E2 | -8.8662E1 | 1.9611 | 2.000 |
| \( E_3 \) | -9.9995E5 | -9.9996E5 | -9.9995E4 | -9.9950E3 | -9.4983E2 | -4.8288 | 2.9960 | 3.000 |
| \( E_4 \) | -5.1763E5 | -5.1757E4 | -5.1714E3 | -5.1264E2 | -4.6756E1 | -1.0104E1 | 3.9998 | 4.000 |
| \( E_5 \) | 5.0000 | 5.0000 | 5.0000 | 5.0000 | 5.0000 | 5.0000 | 5.0000 | 5.0000 |
| \( E_6 \) | 5.1764E5 | 5.1769E4 | 5.1814E3 | 5.2264E2 | 5.6756E1 | 1.0101E1 | 6.0002 | 6.000 |
| \( E_7 \) | 1.0000E6 | 1.0000E5 | 1.0000E4 | 1.0000E3 | 1.0000E2 | 1.0000E1 | 1.0000E0 | 1.0000E0 |
| \( E_8 \) | 1.4142E5 | 1.4143E5 | 1.4147E4 | 1.4192E3 | 1.4639E2 | 1.8866E1 | 8.0389 | 8.000 |
| \( E_9 \) | 1.7321E5 | 1.7321E5 | 1.7326E4 | 1.7370E3 | 1.7814E2 | 2.2389E1 | 9.2107 | 9.000 |
| \( E_{10} \) | 1.9321E5 | 1.9319E5 | 1.9324E4 | 1.9369E3 | 1.9842E2 | 2.6005E1 | 1.0746E1 | 1.0001E1 |

As shown in Table 4 the energies are approximately proportional to \( v \) for very large \( v \) (this is not the case for small \( v \)).

### 4 Perturbation theory in the strong coupling limit

In previous works [3, 4, 5] we considered perturbation theory in the weak coupling limit. That meant that the \( v \)'s and \( w \)'s were small compared to \( nE \). For example, in the tridiagonal case we found for the ground state that

\[
a(0, n) = \frac{(-1)^m v^n}{n!}
\]

where \( v' = v/E \). Selected results for the pentadiagonal case [5] are: \( a(0, 0) = 1, a(0, 1) = -v', a(0, 2) = v'^2/2 - w'/2, a(0, 3) = -v'^2/6 + v'w'/2 \). We were able to get analytic expressions for the \( a(m, n) \)’s in terms
of the \(v\)'s and \(w\)'s. We were able to go further and display analytically the exponential behaviors seen in the figures.

We now wish to consider perturbation theory in the strong coupling limit. We will limit ourselves to the tridiagonal case. Our motivation for doing this is to explain the striking results in the previous section that are seen as we increasingly vary \(v\). From Table 3 we have noted that the energies for all states increase linearly with \(v\). From Table 4 we see that for transitions from the ground state to odd \(n\) states the T1 transition amplitudes \(O_n\) are linear in \(v\) whilst transitions from ground to even \(n\) states appear to be quadratic in \(v\). We will now demonstrate that those results can be explained by using what we call strong coupling perturbation theory.

To this end we turn things around and say that the diagonal terms \(nE\) are small compared to the \(v\)'s. We further utilize the fact that for T1 all transitions for the Hamiltonian \(H_a\) (the one for which the diagonal terms are set to zero) vanish. We note that although the matrix elements of \(H_a\) depend on \(v\), the eigenfunctions do not. The reason for this is that \(H_a\) can be written as \(vH'_a\) and the latter matrix does not depend on \(v\). Rather \(H'_a\) consist of “ones” on the two off-diagonals. The eigenfunctions of \(H_a\) are the same as those of \(H'_a\) while the eigenvalues of \(H_a\) are \(v\) times those of \(H'_a\). This explains the results of Table 4. In that table we have not reached the extreme limit of \(H_a\) but as we approach the results become increasingly qualitatively the same.

For the first order perturbation theory,

\[
|f\rangle \cong |f^0\rangle + \sum \frac{\langle s|V_{pert}|f^0\rangle}{E_f - E_s}|s\rangle
\]

(4.1)

where \(|f^0\rangle\) are the eigenstates of \(H_a\) of Eq (2.1). For conventions, here \(f\) means fixed and \(s\) means summed index. Also, the \(V_{pert}\) here is the matrix with \(nE\) along the diagonal and nothing else. Note that the numerator \(\langle s|V_{pert}|f^0\rangle\) does not depend on \(v\). All the \(v\) dependence is in the energy denominator.

In Table 4 we show the eigenvalues of \(H_c\) of Eq (1.1). Of course for \(v = 0\) they will be the diagonal terms \(E_n = nE\) (with \(E\) taken to be one). The behavior for small \(v\) is somewhat complicated but for large \(v\) they are almost exactly proportional to \(v\). Thus the energy denominators in Eq (4.1) are also proportional to \(v\) for large \(v\).

Now we are going to consider the energy denominators in Eq (4.1). Setting \(E = 1\) for convenience, so that \(nE = n\). We first do the states 0, 1, 2:

\[
\langle 0|V_{pert}|1\rangle = \sum_{n}^{10} a(0,n)a(1,n)nE
\]

\[
\langle 0|V_{pert}|2\rangle = \sum_{n}^{10} a(0,n)a(2,n)nE
\]

(4.2)

Here \(V_{pert}\) means the perturbative coupling parameter. We employ the results from Table 1 and then obtain

\[
\langle 0|V_{pert}|1\rangle = -2.16113
\]

\[
\langle 0|V_{pert}|2\rangle = 0
\]

(4.3)

More generally we have the striking fact that \(\langle m|V_{pert}|m'\rangle\) vanishes for all cases where the quantum number \(s(m)\) is the same as \(s(m')\). Indeed the non-vanishing value of \(\langle n|V_{pert}|m\rangle\) are those for which \(n\) and \(m\) have different quantum numbers. This can explain why the \(O(0 to m)\)'s in Table 3 are proportional to \(1/v\) for odd \(m\) and \(1/v^2\) for even \(m\). The energy denominators in Eq (4.1) are approximately proportional to \(v\) for large \(v\). This explains the \(1/v\) behavior of \(O(m)\) for odd \(m\). But since \(\langle 0|V_{pert}|m\rangle\) vanishes for even \(m\) we have to go beyond first order perturbation theory to get any effect. In second order perturbation theory we have two energy denominators and so we pick up next’s factor of \(1/v\) – hence \(1/v^2\). Also since we get no contribution to \(O\) in zero and first order perturbation theory, the magnitude of \(O(0, m)\), i.e. a transition from the ground state to the \(m\)'th excited state is much smaller for even \(m\) than for odd \(m\) – hence even-odd staggering. Note that for positive \(v\) the coupling term \(\langle 0|V_{pert}|m\rangle\) is independent of \(v\). This is because the eigenfunctions therein are from the Hamiltonian \(H_a\).
Armed with the perturbation expression Eq (4.1), we can then construct the new wave functions, denoted by $d(N, n)$ and satisfies

$$|m⟩ = \sum_{n=0}^{10} d(m, n)|n⟩ \quad (4.4)$$

Note the $m$ values are fixed from 0 to 10. Alternatively, for individual $d(m, n)$, we can simply express as:

$$d(m, n) = a(m, n) + \langle m|V_{pert}|n⟩ \quad (4.5)$$

The results we get for the new wave functions derived from perturbation theory are shown as Table 5. Compared with Table 2, we find that both wave functions are pretty similar and almost like the same. It suggests that our perturbation method can give sufficiently accurate results.

**Table 5:** The new wave functions $d(m, n)$ for $v = 10^4$, $w = 0$, constructed by the perturbation calculations Eq (4.5).

| State | Eigenvalue | $d_0$ | $d_1$ | $d_2$ | $d_3$ | $d_4$ | $d_5$ | $d_6$ | $d_7$ | $d_8$ | $d_9$ | $d_{10}$ |
|-------|------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|--------|
| 0     | -19.3135   | -0.15881 | 0.205595 | -0.28116 | 0.35311 | -0.39452 | 0.408245 | -0.394122 | 0.353178 | -0.288234 | 0.203736 | -0.105434 |
| 1     | -17.3155   | -0.205312 | 0.353635 | -0.407408 | 0.353165 | -0.203505 | -0.00073485 | 0.204757 | -0.353941 | 0.408353 | -0.353472 | 0.204018 |
| 2     | -14.3171   | -0.288737 | 0.407496 | -0.288369 | 0.000123627 | 0.289022 | -0.408565 | 0.288328 | 0.000464836 | 0.288981 | 0.408307 | -0.288614 |
| 3     | -9995.59   | 0.353607 | -0.353412 | 0.000256377 | 0.35373 | -0.353594 | 0.000452458 | 0.353781 | -0.353376 | 0.000351323 | 0.353609 | -0.353517 |
| 4     | -0.35737   | 0.394054 | -0.203937 | 0.288471 | 0.352682 | 0.106019 | -0.407184 | 0.105306 | 0.353711 | -0.288479 | -0.294136 | 0.394321 |
| 5     | 0.408225   | 0.000204217 | -0.408232 | 0.000326504 | 0.407784 | 0.000367423 | -0.407784 | 0.0003026593 | 0.408269 | 0.000201427 | -0.408246 |
| 6     | 0.518138   | 0.394321 | 0.204316 | -0.288479 | 0.353743 | 0.105306 | 0.407784 | 0.106019 | 0.353576 | -0.288871 | 0.203917 | 0.394454 |
| 7     | 0.0605     | 0.353519 | 0.353995 | -0.000321126 | 0.353376 | 0.353781 | 0.000424528 | -0.352844 | -0.353737 | -0.00089262 | 0.353412 | 0.35357 |
| 8     | 0.21471    | 0.288614 | 0.408307 | 0.288981 | 0.000459033 | -0.288328 | -0.408265 | -0.289022 | 0.00012623 | 0.288369 | 0.407456 | 0.288736 |
| 9     | 0.73255    | -0.204018 | 0.353472 | -0.408355 | -0.353941 | -0.204757 | -0.00073485 | 0.203505 | 0.353165 | 0.408876 | 0.353635 | 0.203148 |
| 10    | 0.93235    | 0.105434 | 0.203736 | 0.288234 | 0.353177 | 0.394122 | 0.408245 | 0.394552 | 0.353948 | 0.289115 | 0.205395 | 0.105981 |

In the weak coupling model the quantum number for the state is $n$ and the energy is $nE$. In our strong coupling limit the new quantum number is given in Eq (2.2), $s(m) = a(m, 10)/a(m, 0)$. There are other examples where there are changes in quantum numbers as we go from weak coupling to strong coupling. For example, there is the Zeeman effect for atomic hydrogen. In the $1\ p$ shell in the limit of a weak magnetic field the good quantum numbers are $J = m_J$. The $1\ p_2$ shell and $1\ p_1$ shell are well separated. In the strong coupling limit, i.e. large magnetic field, the good quantum numbers are $m_l$ and $m_s$. Most states consist of admixtures of both $J = \frac{1}{2}$ and $J = \frac{3}{2}$.

5 Conclusion remarks

We have shown in this and previous works [1][2][3][4][5] we can get very interesting outcomes from rather simple matrices-both in the weak coupling and the strong coupling limits. In this paper, we demonstrated the symmetric patterns among the values and introduced a quantum number to classify the odd-even results under strong coupling. Moreover, we showed that for large $v$, a transition from the ground state to an even $m$ excited state was much larger than to a neighboring even $m$ state. Meanwhile, showed that the effects would disappear when decreasing the coupling parameter from 100 to 10 and below. Eventually, we performed the first-order perturbation theory and confirmed that our results are sufficiently consistent. In the near future, we hope to consider other examples, e.g. more work with pentadiagonal matrices in the strong coupling limit. We hope others will follow our example. Several of the works cited here can also be found in the archives under Zamick: arXiv:2009.04463 arXiv:1907.11528 arXiv:1902.03119 arXiv:1811.02562 arXiv:1807.08552 and arXiv:1803.00645.
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