Solitary wave propagation in media with step-like inhomogeneities
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We consider the wave propagation in media with step-like inhomogeneities. We choose two different protocols: (I) a step-like spatial dependence of the coupling constant that physically corresponds to the junction of two systems and (II) the step-like time-dependence of the coupling constant that corresponds to a quench protocol. In both scenarios, we study the propagation of the solitary wave in $\varphi^4$ and the sine-Gordon model. Due to topological protection, the solitary wave retains its form. This allows us to give model-independent predictions about its final velocity, which can be interpreted as the “hyperbolic” Snell’s law.

Solitary waves are remarkable phenomena of non-linear physics. Their investigation started back in 1834 with the famous J.S. Russell’s observation of the wave traveling for miles along the Union Canal near Edinburgh, Scotland, without altering its shape or speed \cite{1}. The theory of integrable non-linear equations was developed as an attempt to understand this phenomenon \cite{2, 3}. The persistence of the wave is attributed to the existence of the infinite number of conserved quantities. Another remarkable result is the existence of two and more solitary waves with elastic scattering properties. These waves were dubbed solitons. They are now known to occur and play an important role in almost all areas of physics, including particle physics \cite{4}, cosmology \cite{5, 6}, (non-linear) optics \cite{7, 8}, condensed-matter theory \cite{9–11}, Josephson-junction arrays \cite{12, 13}, magnetic materials \cite{14}, convecting nematic fluids \cite{15}, biophysics \cite{16}, and the analysis of seismic data \cite{17}.

Another way to get a solitary wave is to consider topologically protected solutions of the non-linear equation \cite{18}. These waves are termed either topological solitons, or more specifically, depending on the model as kinks, skyrmions, instantons, and so on \cite{19}. Contrary to the integrable solitons, these waves can be found in higher dimensions, however, exact multisoliton solutions are usually impossible.

In reality, integrable systems are always perturbed, but for small perturbations, the soliton maintains its integrity to some degree \cite{20}. A sudden large perturbation of the coupling constant (a quench) may result in the splitting of the solitons even if the system remains integrable \cite{21–27}. Similar results are expected for solitons propagating in inhomogeneous media. Indeed, due to the localized form of a soliton and its relatively high velocity, one can expect that the soliton would “self-quench” while traveling between regions with different coupling constants. For the Korteweg-de Vries (KdV) waves this results in the gradient-induced fission of solitons \cite{28–30}. For the non-linear Schrodinger (NLS) solitons, similar behavior of solitons was predicted for interfaces in optical fibers \cite{31, 32} and for beams of light reflected from and transmitted to the dielectric media \cite{33–36}.

We consider a similar setup for the topologically protected solitons that are present in the $\varphi^4$ model and the sine-Gordon model. We demonstrate that both for the quench protocol and the propagation in the inhomogeneous media the particle-like nature of the solitary wave in unaltered even in the highly non-perturbative regime. This allows us to give a quantitative prediction for the wave dynamics.

Model. We consider a classical, real, scalar field $\varphi(t, x)$ in $(1 + 1)$-dimensional space-time with a step-like inhomogeneity of the coupling constant. The corresponding Lagrangian reads as

$$\mathcal{L} = \frac{1}{2} \varphi_t^2 - \frac{1}{2} \varphi_x^2 - \Theta(t, x) U(\varphi).$$  \hspace{1cm} (1)

Here and below $\varphi_x = \partial \varphi / \partial x$ and $\varphi_t = \partial \varphi / \partial t$. We study two different types of inhomogeneity. In case I, we put

$$\Theta^I(t, x) = \zeta_1 \theta(-x) + \zeta_2 \theta(x), \hspace{0.5cm} -\infty < t < \infty,$$ \hspace{1cm} (2)

where $\theta$ denotes the Heaviside step function. Physically, this corresponds to two semi-infinite intervals, with different prefactors $\zeta_1$ and $\zeta_2$, forming a junction at the point $x = 0$. In case II,

$$\Theta^{II}(t, x) = \zeta_1 \theta(-t) + \zeta_2 \theta(t), \hspace{0.5cm} -\infty < x < \infty.$$ \hspace{1cm} (3)

This corresponds to a quench of the coupling constant at the moment $t = 0$ from $\zeta_1$ to $\zeta_2$, homogeneously in the entire space. We consider $\zeta_1, \zeta_2 \geq 0$ to remain in the class of non-negative potentials $U(\varphi)$.

We choose the sine-Gordon and the $\varphi^4$ models with the potentials $U_{SG} = 1 - \cos \varphi$ and $U_{\varphi^4} = (1 - \varphi^2)^2/4$, respectively. The first model is integrable resulting in the elastic scattering of the solitons. For the second one dynamics of kinks is much more complicated and can be determined only approximately \cite{37}.
As the initial state, we consider a solitary wave that is a solution of the equation of motions that corresponds to Eq. (1), for the homogeneous case $\zeta_2 = \zeta_1$. It has a form

$$\varphi^{(0)}(x,t) = F\left(\sqrt{\zeta_1} \frac{x - x_0 - v_{in} t}{\sqrt{1 - v_{in}^2}}\right), \quad (4)$$

where $x_0$ is the initial position and $0 \leq v_{in}^2 < 1$ is the initial velocity of the solitary wave. The exact profile has a form of soliton for the sine-Gordon model $F_{SG}(x) = 4 \arctan(\exp(x))$ and the kink $F_{\varphi^4}(x) = \tanh(x/\sqrt{2})$ for the $\varphi^4$ model.

For both models, we numerically study the evolution of the solitary wave using a method of finite-difference for open boundary conditions [38] with the continuity equation verification on each time step. To characterize the wave evolution we calculate the final velocity $v_f$ by studying the position of the center as a function of $t$ to obtain $v_f$. A systematic error for $v_f$ is less than 2.2%, so we do not put error-bars on the plots below.

**Junction.** We start our consideration with the spatially inhomogeneous case $I$ (see Eq. (2)). We initialize the moving soliton/kink far from the boundary $x_0 \ll -1/\sqrt{\zeta_1}$ with the positive initial velocity $v_{in}$. Qualitatively we observe that depending on the values of $v_{in}$ and $\zeta_2$ the wave is either elastically reflected from the boundary or completely transmitted. In all considered cases the solitary wave keeps its form and the radiation modes have very small amplitude.

To describe this phenomenon quantitatively we use the conservation of the energy of the system

$$E[\varphi] = \int_{-\infty}^{+\infty} \left[ \frac{1}{2} \varphi_t^2 + \frac{1}{2} \varphi_x^2 + \Theta(t,x) U(\varphi) \right] dx, \quad (5)$$

and assume that the contribution of the radiation modes is negligible. So taking into account Eq. (4) we can approximate with the accuracy $O(e^{-|x_0\sqrt{\zeta_1}|})$ energy in the initial moment of time as

$$E^{(0)} = \frac{\sqrt{\zeta_1} M}{\sqrt{1 - v_{in}^2}}, \quad M = \int_{-\infty}^{+\infty} dx \left[ \frac{1}{2} F_x^2 + U(F(x)) \right]. \quad (6)$$

This is nothing but an energy of a relativistic particle moving with velocity $v_{in}$. When the solitary wave is completely transmitted to the area with the coupling constant $\zeta_2$, the energy evaluated with the same accuracy reads

$$E_x = \frac{\sqrt{\zeta_2} M}{\sqrt{1 - v_f^2}}, \quad (7)$$

Imposing energy conservation in this form we obtain

$$v_f = \sqrt{\frac{\zeta_2}{\zeta_1} (v_{in}^2 - 1)} + 1. \quad (8)$$

We see that Eq. (8) always has solutions for $\zeta_1 > \zeta_2$, meaning that the wave is always transmitted to the less “dense” domain. For $\zeta_1 < \zeta_2$ the wave will be completely reflected if the initial velocity $v_{in}$ is lower than the critical value

$$v_{cr} = \sqrt{1 - \frac{\zeta_1}{\zeta_2}}. \quad (9)$$

This formula has already appeared in Ref. [39] (see Eq. (5.23) there) and later in Ref. [40] and book [41] with a typo that we correct in this manuscript. We check numerically for both models how the critical velocity depends on the jump of the coupling constants and find remarkable coincidence with the theoretical prediction Eq. (9) (see Fig. 1). Notice that contrary to [39–41] the agreement holds even in the non-perturbative regime. We also check predictions of the perturbation theory [42]. The corresponding critical velocity is shown as a dashed line in Fig. 1. We see that, surprisingly, even for the large perturbations $\zeta_2 \gg \zeta_1$ the perturbation theory results are qualitatively correct, and quantitatively applicable for $\zeta_2 \sim \zeta_1$.

![Figure 1. The critical velocity $v_{cr}$ dependence on the coupling constant jump ($\zeta_1 = 1$). The solid line shows theoretical curve Eq. (9), red stars and green circles represent the numerical results for the sine-Gordon and the $\varphi^4$ models, respectively. The dashed line shows results from the perturbation theory see (Eq. (S25) in [42]).](image-url)

Let us discuss the properties of the transmitted wave. For $\zeta_1 > \zeta_2$, it immediately follows from Eq. (8) that $v_f > v_{in}$. Moreover, $v_f \neq 0$ even for $v_{in} = 0$, which means that the static solitary wave placed at the boundary is “pulled” into the less “dense” area. The case $\zeta_2 = 0$ corresponds to the tunneling into a vacuum. In this case, the wave accelerates to the highest possible value $v_f = 1$ regardless of the initial $v_{in}$. The profile keeps its soliton/kink-like form to assure the conservation of the topological charge

$$Q = \int_{-\infty}^{+\infty} \varphi x \, dx = \varphi(+\infty) - \varphi(-\infty). \quad (10)$$
The exact form can be found by taking limit $\zeta_2 \to 0$ and $v_{in} \to 1$ in Eq. (4). In Fig. 2 we compare theoretical predictions for the final velocity for the fixed generic ratio $\zeta_1/\zeta_2$ for different $v_{in}$ with the results of numerical simulations. We see the perfect agreement, which confirms the validity of our assumptions and robustness of the particle structure.

For $\zeta_1 < \zeta_2$ a small initial velocity does not allow the wave to be transmitted to the more “dense” area, resulting in the elastic reflection with a final velocity $v_f = -v_{in}$. The turning point lies close to the junction and depends on the initial velocity $v_{in}$. In some cases, the turning point might be even in the more “dense” part. For $v_{in} > v_{cr}$ the wave is completely transmitted and continues its propagation independently. We compare prediction by the theoretical formula Eq. (8) with the numerical simulations in Fig. 2. Contrary to the perfect match for the $v_{cr}$, we observe small deviations between theoretical and numerical value when the initial velocity is close to the critical. Indeed, the self-consistency of our approach fails as for $v_{in} = v_{cr} + 0$ the solitary wave should stick to the boundary as $v_f \approx 0$ forming some kind of the static profile. But in this case, the main assumption that the profile is situated on either side is violated and more refined analysis is needed. One can check analytically that there is no static solution with the prescribed boundary conditions and for $v_{in} = v_{cr}$ the soliton is reflected from the junction. Below we demonstrate what happens if the initially static soliton is placed exactly at the boundary between two media.

**Figure 2.** The final velocity $v_f$ as a function of the initial velocity $v_{in}$, for $\zeta_2/\zeta_1 = 0.5$ (upper set of points) and for $\zeta_2/\zeta_1 = 1.5$ the lower set of points. The solid lines show theoretical predictions Eq. (8), red stars and green circles represent the numerical results for the sine-Gordon and the $\varphi^4$ models, respectively. The dashed line shows results from the perturbation theory Eq. (S24) in [42].

**Wave on the border.** We consider the initial profile consisting of two static solutions ($v_{in} = 0$) in each part of the system glued together at the junction. For the $\zeta_1 \neq \zeta_2$ the profile starts moving to the less “dense” region, i.e. with lower potential energy, while keeping the form of a kink. Namely, for $\zeta_1 > \zeta_2$ the profile will move to the right part and for $\zeta_1 < \zeta_2$ to the left, in contrast to [43], when for similar setup the wave would stick near the junction point. Again, assuming that to satisfy the topological constraint the profile in the uniform part will take the form given by Eq. (4) we can predict its velocity from the energy conservation law

$$\frac{M}{2} \left( \sqrt{\zeta_1} + \sqrt{\zeta_2} \right) = \frac{M \sqrt{\min[\zeta_1, \zeta_2]}}{\sqrt{1 - v_f^2}}. \tag{11}$$

The sign for $v_f$ has to be chosen such that the wave moves in the less “dense” area, then the final velocity can be presented as

$$v_f = \text{sgn}[\zeta_1 - \zeta_2] \sqrt{1 - \frac{4\min[\zeta_1, \zeta_2]}{(\sqrt{\zeta_1} + \sqrt{\zeta_2})^2}}. \tag{12}$$

This result again turns out to be model-independent. Comparison of the numerically obtained $v_f$ with the theoretical prediction in Fig. 3 shows the perfect agreement. Note that the existence of a force pushing the fluxons in Josephson junction in the direction of smaller self-energy in the presence of a temperature gradient can be seen in experiments [44].

**Locked wave.** By designing specific heterostructures one can achieve even more exotic behavior of a solitary wave. For instance, let us consider a “sandwich” structure with two junctions dividing the space into three regions, that are described by the modified Eq. (2) as follows

$$\Theta^I(t, x) = \zeta_2 \theta(|x| - b) + \zeta_1 \theta(b - |x|), \quad -\infty < t < \infty. \tag{13}$$

Here, $b > 0$ defines the boundaries of the sections and is assumed to be much larger than the width of solitary waves. We set the initial profile in the middle section in
a form of the soliton or the kink moving with the sub-critical velocity \( 0 < v_{in} < v_{cr} \) given in Eq. (9). For such a choice of \( v_{in} \) the solitary wave would reflect from the boundaries at \( x = \pm b \) unable to escape the middle region and moves freely inside similar to a photon between two mirrors. We check this behavior for both models (see Fig. 4) and observe that the form and the velocity of the profile remain unchanged even after multiple reflections, which proves the negligible role of the radiation modes. Note also that for the layered structures for NLS systems there are static solutions for certain parameters [45–47]. Similar solutions also exist for the piece-wise time-dependence for Toda chain and NLS [48–50]. We address time dependent for our systems below.

Figure 4. The solitary wave locked in the “sandwich” structure with the inner section (10 < |x|) corresponding to \( \zeta_1 = 1 \) and the outer sections |x| > 10 with \( \zeta_2 = 5 \). The numerical simulations are done for the \( \varphi^4 \) model. The inset shows time-dependence for the field in the middle (\( x = 0 \)). The black line shows numerical results for the \( \varphi^4 \) model and the red dashed line stands for the scaled (\( \varphi(t, x = 0)/(2\pi) \)) data for the sine-Gordon model.

**Quench.** We consider the protocol given by Eq. (3) that corresponds to the instant change of coupling constant from \( \zeta_1 = 1 \) to some finite value \( \zeta_2 > 0 \). This quench is equivalent to the re-scaling of \( t \) and \( x \), similar to Ref. [21]. As the initial condition we consider a solitary wave Eqs. (4) moving with the initial velocity \( v_{in} > 0 \). The dynamics of the sine-Gordon model after the quench is still integrable and can be addressed by means of the inverse scattering transformation technique (IST) [3] (see the Supplementary Materials [42]). Even though this method is an exact one, the corresponding computations are technically involved and the closed results can be obtained only for the certain initial profiles. Namely, we will find that if there exists a positive integer \( n \), such that

\[
(2n + 1)^2 = v_{in}^2 + \zeta_2(1 - v_{in}^2)
\]

then the resulting profile will consist of the soliton moving with the velocity

\[
v_f = \frac{v_{in}}{2n + 1}
\]

and \( n \) breathers with the zero velocity. It is interesting to notice that for the similar quench for the \( \varphi^4 \) model no breathers appear, but only the regular moving kink.

To describe a generic \( \zeta_2 \) and address the \( \varphi^4 \) model we proceed analogously to the spatially inhomogeneous case. We notice that the total momentum of the field

\[
P = \int_{-\infty}^{+\infty} \varphi_t \varphi_x \, dx
\]

is conserved in both models. Assuming that the total value of the momentum is saturated mainly by the soliton (kink) i.e. neglecting the radiation modes, and using the profile from Eq. (4), we obtain

\[
P_{1,2} = \frac{-\sqrt{\zeta_{1,2}} v_{1,2}}{\sqrt{1 - v_{1,2}^2}} \int_{-\infty}^{+\infty} F'(X) \, dX,
\]

where \( P_1 \) and \( P_2 \) are total momenta before and after the quench, respectively. From the conservation law \( P_1 = P_2 \) we immediately obtain model independent prediction for the final velocity (\( \zeta_1 = 1 \))

\[
v_f = \frac{v_{in}}{\sqrt{v_{in}^2 + \zeta_2(1 - v_{in}^2)}}.
\]

This result coincides with the one obtained from the IST given by Eq. (15) for a particular value of the parameters in Eq. (14). For generic values \( \zeta_2 \) we compare these predictions with the numerical results in Fig. 5 and see the perfect match.

**The hyperbolic Snell’s law.** It is interesting to note that the soliton’s center trajectory plotted in (\( x, t \)) plane reminds the light refraction between the two media. The velocity is related to the angle \( \theta \) measured from the normal as \( v = \cot \theta \) for the spatial junction (see Fig. 6). The corresponding range of angles is \( \theta \in [\pi/4, \pi/2] \). The
Figure 6. The schematic presentation for the center of the solitary wave trajectory. The shaded parts show the regions with the altered coupling constant. The left panel corresponds to the junction and the right to the quench protocol.

temporal inhomogeneity (quench) covers the rest of angles $\theta \in [0, \pi/4]$; the relation to the velocity reads as $v = \tan \theta$. Further, we may identify the refractive index of the material as $n = \sqrt{\zeta}$. The traditional Snell’s law

$$n_1 \sin \theta_1 = n_2 \sin \theta_2$$

would imply the following relations

$$\frac{\zeta_1}{1 + v_1^2} = \frac{\zeta_2}{1 + v_2^2}, \quad \frac{\zeta_1 v_1^2}{1 + v_1^2} = \frac{\zeta_2 v_2^2}{1 + v_2^2}$$

for the junction and quench protocols, respectively. To get an observed final velocities Eqs. (8) and (18) from the Snell’s law, one has to replace $v_1^2 \rightarrow -v_{1m}^2$ and $v_2^2 \rightarrow -v_{2f}^2$, which is consistent with the Wick rotation $t \rightarrow -i\tau$ that renders the time as a genuine spatial coordinate.

Conclusion and outlook. To conclude, we have studied the propagation of solitary waves in the sine-Gordon and $\varphi^4$ field theories in the presence of spatial inhomogeneity in the form of a junction, and under a quench protocol. We have argued that solitary waves remain robust under these non-equilibrium conditions. This fact allowed us to describe their dynamics in a universal way. In particular, we have demonstrated that the relation between the final and the initial velocities of the solitary wave can be cast in the form of the hyperbolic analog of the Snell’s law. We have corroborated our general results by model-specific exact calculations in the framework of the inverse scattering approach, by extensive numerical simulations and by perturbative calculations. Interestingly, the predictions of the perturbation theory appear to be qualitatively correct even beyond its formal range of applicability.

Let us emphasize that the robustness is guaranteed by the topological nature of the waves, and the “quantized” value of the overall phase. For comparison, in the NLS equation, the overall phase is conserved but can take arbitrary values, so the radiation can accumulate the finite phase difference over the system, leading to the destruction of the soliton [22, 23].

Perhaps, the easiest way to experimentally see the presented phenomena is in the non-uniform Josephson junctions described in terms of the non-uniform sine-Gordon model [51, 52]. Earlier, the motion of solitary waves in the Josephson junction that can be controlled or modulated by a magnetic field was discussed in [44, 53], both for experimental and theoretical setups. All the mentioned results are looking quite promising for implementing in telecommunications or rapid single flux quantum logic through a fluxon diode.
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S1. SINE-GORDON INVERSE SCATTERING TRANSFORMATION APPROACH

Let us briefly review the inverse scattering transformation approach (IST) for the \((1 + 1)\)-dimensional sine-Gordon equation. We follow mainly Ref. \cite{S1}. The sine-Gordon equation

\[ \varphi_{tt} - \varphi_{xx} + \zeta \sin \varphi = 0 \]  
(S1)

is equivalent to the zero curvature condition

\[ U_t - V_x + [U, V] = 0, \]  
(S2)

where

\[ U = \frac{1}{4i} \left( \varphi_x \sigma_3 + \sqrt{\zeta} (\lambda + 1/\lambda) \sigma_1 \sin \frac{\varphi}{2} + \sqrt{\zeta} (\lambda - 1/\lambda) \sigma_2 \cos \frac{\varphi}{2} \right), \]  
(S3)

\[ V = \frac{1}{4i} \left( \varphi_t \sigma_3 + \sqrt{\zeta} (\lambda + 1/\lambda) \sigma_1 \sin \frac{\varphi}{2} + \sqrt{\zeta} (\lambda - 1/\lambda) \sigma_2 \cos \frac{\varphi}{2} \right), \]  
(S4)

where \( \sigma_1, \sigma_2 \) and \( \sigma_3 \) are the standard Pauli matrices and \( \lambda \) is an arbitrary complex number called the spectral parameter. Further, we focus mainly on \( \zeta = 1 \). The Jost solutions \( T_\pm(x) \) are defined as the solutions of the auxiliary linear problem

\[ \frac{dT_\pm(x)}{dx} = UT_\pm(x), \]  
(S5)

specified by the following asymptotic behavior

\[ T_-(x \to -\infty) = \mathcal{E} e^{-ix\sigma_3(\lambda^2-1)/(4\lambda)}, \quad T_+(x \to +\infty) = \begin{cases} (-1)^{Q/2} \mathcal{E} e^{-ix\sigma_3(\lambda^2-1)/(4\lambda)}, & Q \text{ even}, \\ (-1)^{(Q-1)/2} i \sigma_3 \mathcal{E} e^{-ix\sigma_3(\lambda^2-1)/(4\lambda)}, & Q \text{ odd}, \end{cases} \]  
(S6)

where the matrix \( \mathcal{E} \) and the topological charge \( Q \) are given by

\[ \mathcal{E} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & i \\ i & 1 \end{pmatrix}, \quad Q = \frac{1}{2\pi} \int_{-\infty}^{\infty} dx \varphi_x(x). \]  
(S7)

The Jost solutions are related by the transfer matrix \( T(\lambda) \), whose elements are called the scattering data

\[ T_-(x, \lambda) = T_+(x, \lambda) T(\lambda), \quad T(\lambda) = \begin{pmatrix} a(\lambda) & -b^*(\lambda) \\ b(\lambda) & a^*(\lambda) \end{pmatrix}. \]  
(S8)

The evolution given by the sine-Gordon equation looks extremely simple on the scattering data

\[ a(\lambda, t) = a(\lambda, 0), \quad b(\lambda, t) = b(\lambda, 0) e^{it(\lambda^2+1)/(2\lambda)}. \]  
(S9)

Additionally, the scattering data should be supplemented by the discrete spectrum that consists of the zero of \( a(\lambda) \) in the upper half complex plane. The solitons correspond to the purely imaginary zeroes \( a(i\alpha_k) = 0, \alpha_k > 0 \) and the
breathers to the symmetric pairs of zeroes $\lambda_k$ and $-\lambda_k^*$, with $\text{Im}\lambda_k, \text{Re}\lambda_k > 0$. The associated scattering data is the proportionality coefficient between the first column of $T_-$ and the second column of $T_+$, namely

$$T_+^{(1)}(x, \lambda_k) = \gamma_k T_+^{(2)}(x, \lambda_k), \quad k = 1, \ldots, n. \quad (S10)$$

Here, $n$ is a number of zeros and the upper indices indicate the corresponding columns in the matrices.

The dynamics of the proportionality coefficient is given by

$$\gamma_k(t) = e^{i(\lambda_k^2 + 1)/(2\lambda_k)}\gamma_k(0). \quad (S11)$$

For instance, the one-soliton solution from the dynamical variables can be presented as

$$\varphi(x, t) = -4 \arctan \frac{e^{\frac{x^2}{(x^2 + 1)/(2\lambda_k)}\gamma(t)}}{\gamma(t)} = 4 \arctan \frac{x - vt - x_0}{\sqrt{1 - v^2}}, \quad (S12)$$

where parameters $v$ (defined as $v_m$ in the main text) and $x_0$ are related to $\alpha$ and $\gamma(0)$ as

$$v = \frac{1 - \alpha^2}{1 + \alpha^2}, \quad -e^{x_0/\sqrt{1 - v^2}} = \gamma(0). \quad (S13)$$

The corresponding Jost solutions are

$$T_+ = \frac{\mathcal{E}}{\sqrt{1 + e^{2\xi}}} \left( \frac{\lambda + i \alpha}{\lambda - i \alpha} \right) e^{i \sigma_3 \xi \frac{\lambda^2 - 1}{2}}, \quad T_- = \frac{\mathcal{E}}{\sqrt{1 + e^{2\xi}}} \left( \frac{1 - i \alpha}{\lambda + i \alpha} \right) e^{-i \sigma_3 \xi \frac{\lambda^2 - 1}{2}}, \quad (S14)$$

where $\xi = (x - x_0 - vt)/\sqrt{1 - v^2}$, which means $e^\xi = -e^{\frac{x^2}{(x^2 + 1)/(2\lambda_k)}\gamma(t)}$. The transfer matrix $T(\lambda)$ is diagonal for this case (see Eq. (S8))

$$a(\lambda) = \frac{\lambda - i \alpha}{\lambda + i \alpha}, \quad b(\lambda) = 0. \quad (S15)$$

**S2. Perturbation Theory**

In this section, we consider the perturbation theory based on the IST [S2, S3] (for a general review see Ref. [S4]). The sine-Gordon equation with the spatial inhomogeneity reads as

$$\varphi_{tt} - \varphi_{xx} + \sin \varphi = -\left(\zeta - 1\right)\theta(x) \sin \varphi = -i \delta \theta(x) \sin \varphi. \quad (S16)$$

Here, $\theta(x)$ is the Heaviside step function. If we choose $U$ and $V$ as in Eq. (S3) then the zero curvature condition will transform into

$$U_t - V_x + [U, V] = -\frac{\left(\zeta - 1\right)}{4i} \theta(x) \sigma_3 \sin \varphi \equiv \mathcal{P}[\varphi]. \quad (S17)$$

The continuous and discrete scattering data evolves as

$$T_+(\lambda) - i \lambda^2 + 1 \frac{\mathcal{E}}{4\lambda} [\sigma_3, T(\lambda)] = \int_{-\infty}^{\infty} dz T_+^{(1)}(z) \mathcal{P}[\varphi(z)] T_-(z), \quad (S18)$$

$$\frac{d\gamma}{dt} = 1 - \frac{\alpha^2}{2\alpha} \gamma = \frac{i}{a(i \alpha)} \int_{-\infty}^{\infty} dz \left[ T_+^{(1)}(z) - \gamma T_+^{(2)}(z) \right]^T \sigma_2 \mathcal{P}[\varphi(z)] T_-(z), \quad (S19)$$

$$i \frac{da}{dt} = \frac{i}{a(i \alpha)} \int_{-\infty}^{\infty} dz \left[ T_+^{(2)}(z) \right]^T \sigma_2 \mathcal{P}[\varphi(z)] T_-(z). \quad (S20)$$
The LHS of Eqs. (S19) and (S20) should be evaluated at $\lambda = i\alpha$. Replacing transfer matrix by its one-soliton value given by Eq. (S14) yields

$$\frac{dx}{dt} = \frac{2(\zeta - 1)x^2}{1 + x^2} \frac{\gamma^2}{(1 + \gamma^2)^2},$$

(S21)

$$\frac{d\gamma}{dt} = \frac{1 - x^2}{2x} \gamma \left(1 - 2(\zeta - 1) \frac{x^2}{(1 + x^2)^2} \frac{\gamma^2}{1 + \gamma^2}\right).$$

(S22)

This dynamical system has an integral of motion

$$I(t) = \frac{1 + x^2}{2x} + (\zeta - 1) \frac{x}{1 + x^2} \frac{\gamma^2}{1 + \gamma^2}, \quad \frac{dI(t)}{dt} = 0.$$  

(S23)

At the initial moment, the soliton is localized far from the border, which means that $\gamma(0) \approx 0$, if the soliton is transmitted then $\gamma(+\infty) \rightarrow -\infty$. From this, we can determine the finite velocity

$$v_f = \frac{2\sqrt{1 - 2(\zeta - 1)(1 - v^2)}}{\sqrt{1 - 2(\zeta - 1)(1 - v^2) + 1}} \sqrt{1 - \frac{4(1 - v^2)}{\left(\sqrt{1 - 2(\zeta - 1)(1 - v^2) + 1}\right)^2}},$$

(S24)

The critical velocity can be determined from the condition that $v_f$ is real, which for $\zeta > 1$ reads as

$$v_{cr} = \frac{\sqrt{(\zeta - 1)(\zeta + 3)}}{\zeta + 1} \theta(\zeta < 3) + \theta(\zeta > 3) \sqrt{\frac{2\zeta - 3}{2(\zeta - 1)}}.$$  

(S25)

**S3. QUENCH**

In this section, we compute scattering data that corresponds to the quench protocol. This requires solving linear system Eq. (S5) with the connection given by Eq. (S3) with arbitrary $\zeta$, evaluated on $\zeta = 1$ one-soliton solution Eq. (S12). We set $t = 0$, $x_0 = 0$ and introduce variables

$$y = \frac{x}{\sqrt{1 - v^2}}$$

$$k_\lambda = \frac{\sqrt{\zeta} \sqrt{1 - v^2}}{4\lambda} (\lambda^2 - 1), \quad \omega_\lambda = \frac{\sqrt{\zeta} \sqrt{1 - v^2}}{4\lambda} (\lambda^2 + 1).$$

(S26)

The linear problem then reads as

$$\cosh(y) \frac{dT}{dy} = i \left( \frac{v\sigma_3}{2} - \omega_\lambda \sigma_1 + k_\lambda \sinh(y) \sigma_2 \right) T,$$

(S27)

$$\cosh(y) \frac{dT}{dy} = i \left( \frac{v\sigma_3 - \sqrt{\zeta} \sqrt{1 - v^2}}{2\lambda} (\lambda^2 + 1) \sigma_1 + \frac{\sqrt{\zeta} \sqrt{1 - v^2}}{2\lambda} (\lambda^2 - 1) \sinh(y) \sigma_2 \right) T.$$  

(S28)

We perform the following change of variables

$$z = \frac{1 + \tanh(y)}{2}, \quad T = \frac{\mathcal{E}}{\cosh(y) e^{ik_\lambda}} \begin{pmatrix} 0 & e^y \\ 1 & 0 \end{pmatrix} \psi$$

(S29)

to present the linear system in the form

$$\frac{d\psi}{dz} = \begin{pmatrix} A_0 & A_1 \end{pmatrix} \psi$$

(S30)

with

$$A_0 = -\frac{1}{2} \begin{pmatrix} 0 & 0 \\ v + 2i\omega_\lambda & 1 + 2ik_\lambda \end{pmatrix}, \quad A_1 = \frac{1}{2} \begin{pmatrix} 0 & v - 2i\omega_\lambda \\ 2ik_\lambda - 1 \end{pmatrix}.$$  

(S31)
These matrices are diagonalizable by the similarity transformation with matrices $G_i$, i.e. $A_i = G_i \text{diag}(0, \lambda_i) G_i^{-1}$. Therefore, the asymptotic behavior of $\psi$ is fixed up to constant matrices $C_i$ as

$$\psi(x \to -\infty) = G_0 \begin{pmatrix} 1 & 0 \\ 0 & e^{-y-2ik\lambda y} \end{pmatrix} C_0, \quad \psi(x \to +\infty) = G_1 \begin{pmatrix} 1 & 0 \\ 0 & e^{-y+2ik\lambda y} \end{pmatrix} C_1.$$  \hspace{1cm} (S32)

Comparing with Eq. (S14) one obtains $C_0$ and $C_1$ and using Ref. [S5] we recover the scattering data from Eq. (S8)

$$a(\lambda) = \frac{(v/2 - i\omega\lambda)\Gamma(1/2 - ik\lambda^2)}{\Gamma(1 - i k\lambda + \Omega/2)\Gamma(1 - i k\lambda - \Omega/2)}, \quad b(\lambda) = \frac{-\cos \pi\Omega/2}{\sinh(\pi k\lambda)} \hspace{1cm} (S33)$$

with

$$\Omega = \sqrt{v^2 + \zeta (1 - v^2)}. \hspace{1cm} (S34)$$

Let us find zeros of $a(\lambda)$ in the upper half-plane. For $0 < \Omega < 2$ the only zero is determined by the numerator

$$\lambda_0 = i\frac{(\Omega - v)}{\sqrt{1 - v^2}} = i\omega_0. \hspace{1cm} (S35)$$

It corresponds to a soliton with velocity

$$v_f = \frac{1 - a_0^2}{1 + a_0^2} = \frac{v}{\Omega}. \hspace{1cm} (S36)$$

For $\Omega = 1$ the whole profile consists of this soliton. For $\Omega > 2$ additional zeroes appear due to the presence of Gamma functions in the denominator, which corresponds to additional breathers. One can check that the velocities of these breathers are zero, thus, they do not contribute to the total momentum. Due to the symmetry $\lambda \to 1/\lambda$ the contribution of the radiation modes to the total momentum is also zero

$$P_r = \frac{1}{\pi} \int_0^\infty \ln(1 - |b(\lambda)|^2)(1 - 1/\lambda^2)d\lambda = 0. \hspace{1cm} (S37)$$

For odd values of $\Omega$ the radiation is completely absent. For instance, for $\Omega = 3$ the quench parameter is $\zeta = (9 - v^2)/(1 - v^2)$ and the scattering data reads

$$a(\lambda) = \frac{\lambda - i\sqrt{(3 - v)/(3 + v)} \lambda^2 - 2i\lambda/\sqrt{9 - v^2} - 1}{\lambda + i\sqrt{(3 - v)/(3 + v)} \lambda^2 + 2i\lambda/\sqrt{9 - v^2} - 1}, \quad b(\lambda) = 0. \hspace{1cm} (S38)$$

This corresponds to the soliton moving with the velocity $v_f = v/3$ and the breather with the zero velocity and the frequency $\omega_1 = \sqrt{8 - v^2}/\sqrt{1 - v^2}$, e.g., see Fig. 1.

Figure S1: The numerically obtained snapshot of the post quench profile for initial velocity $v = 0.2$ and $\zeta = (9 - v^2)/(1 - v^2)$. The inset shows oscillations in the initial point of the soliton center.
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