Article

Existence and Uniqueness of Zeros for Vector-Valued Functions with K-Adjustability Convexity and Their Applications

Wei-Shih Du

Department of Mathematics, National Kaohsiung Normal University, Kaohsiung 82444, Taiwan; wsdu@mail.nknu.edu.tw

Received: 28 June 2019; Accepted: 24 August 2019; Published: 2 September 2019

Abstract: In this paper, we introduce the new concepts of K-adjustability convexity and strictly K-adjustability convexity which respectively generalize and extend the concepts of K-convexity and strictly K-convexity. We establish some new existence and uniqueness theorems of zeros for vector-valued functions with K-adjustability convexity. As their applications, we obtain existence theorems for the minimization problem and fixed point problem which are original and quite different from the known results in the existing literature.

Keywords: K-convexity; strictly K-convexity; K-adjustability convexity; strictly K-adjustability convexity; nonlinear scalarization function; (e, K)-lower semicontinuous; zero for a vector-valued function; minimization problem; fixed point problem

MSC: 26B25; 47H10; 65K10

1. Introduction and Preliminaries

It is well known that convex analysis has played an important role in almost all branches of mathematics, physics, economics, and engineering. Convexity is an ancient and natural notion and the theory of convex functions is an essential part of the general subject of convexity.

Let \( V \) be a vector space. A nonempty subset \( A \) of \( V \) is called convex if for any \( x, y \in A \), \( \lambda x + (1 - \lambda) y \in A \) for all \( \lambda \in [0, 1] \). Let \( X \) be a nonempty convex subset of \( V \). A real-valued function \( f : X \rightarrow \mathbb{R} \) is called convex if

\[
 f(tx + (1 - t)y) \leq tf(x) + (1 - t)f(y)
\]

for all \( x, y \in X \) and \( t \in [0, 1] \). If the above inequality (1) is strict whenever \( x \neq y \) and \( 0 < t < 1 \), then \( f \) is called strictly convex. A function \( f : X \rightarrow \mathbb{R} \) is called concave (resp. strictly concave) if \( -f \) is convex (resp. strictly convex). A large amount of new notions of generalized convexity and concavity have been investigated by several authors; see, for example, ref. [1–15] and references therein.

The general vector optimization problem \((VOP)\) for a vector-valued function \( f : X \rightarrow V_2 \) can be formalized as follows:

\[
(VOP) \begin{cases} 
\text{Optimize } f(x), \\
\text{subject to } x \in X 
\end{cases}
\]

where \( V_1 \) and \( V_2 \) be vector spaces and \( X \) is a nonempty subset of \( V_1 \). Vector optimization problems have been intensively investigated, and various feasible methods have been proposed over a century and has made more important contributions to improve our understanding of the real world around us in various fields. Convex analysis and vector optimization has wide and significant applications in many areas of mathematics, including nonlinear analysis, finance mathematics, vector differential equations and inclusions, dynamic system theory, control theory, economics, game theory, machine
learning, multiobjective programming, multi-criteria decision making, game theory, signal processing, and so forth. For more details, see, e.g., ref. [1,7–10,16] and references therein.

In reality, we often encounter non-convex functions or non-concave functions when solving problems in the real world, so these known results for convex functions or concave functions are not easily applicable to work. Motivated by that reason, in this paper, we study and introduce the new concepts of $K$-adjustability convexity and strictly $K$-adjustability convexity (see Definition 1 below). A nontrivial example is given to illustrate that the concept of $K$-adjustability convexity is a real generalization of the concept of $K$-convexity. In Section 3, we establish some new existence and uniqueness theorems of zeros for vector-valued functions with $K$-adjustability convexity. As their applications, we obtain existence theorems for minimization problem and fixed point problem which are original and quite different from the known results in the literature.

2. New Concepts of $K$-Adjustability Convexity and Strictly $K$-Adjustability Convexity

Let $V$ be a topological vector space (t.v.s., for short) with its zero vector $\theta _{V}$. Let $A$ be a nonempty subset of $V$. We use the notations $\overline{A}$, $\text{co}(A)$ and $\text{cl}(A)$ to denote the closure, convex hull and closed convex hull (i.e., the closure of the convex hull) of $A$, respectively. A nonempty subset $K$ of $V$ is called a convex cone if $K + K \subseteq K$ and $\lambda K \subseteq K$ for $\lambda \geq 0$. A cone $K$ is pointed if $K \cap (-K) = \{\theta _{V}\}$.

For a given cone $K \subseteq V$, we can define a partial ordering $\preceq _{K}$ with respect to $K$ by

$$x \preceq _{K} y \iff y - x \in K.$$

$x \prec _{K} y$ will stand for $x \preceq _{K} y$ and $x \neq y$, while $x \ll _{K} y$ will stand for $y - x \in \text{int}K$, where $\text{int}K$ denotes the interior of $K$. A function $\varphi : V \rightarrow V$ is called to be $\preceq _{K}$-nondecreasing if $x, y \in V$ with $x \preceq _{K} y$ implies $\varphi (x) \preceq _{K} \varphi (y)$.

Let $X$ be a topological space. A real-valued function $h : X \rightarrow \mathbb{R}$ is lower semicontinuous (in short lsc) (resp. upper semicontinuous, in short usc) if $\{x \in X : h(x) \leq r\}$ (resp. $\{x \in X : h(x) \geq r\}$) is closed for each $r \in \mathbb{R}$.

Let $Y$ be a t.v.s. with its zero vector $\theta$, $K$ be a proper (i.e., $K \neq Y$), closed and convex pointed cone in $Y$ with $\text{int}K \neq \emptyset$, $e \in \text{int}K$, and $\preceq _{K}$ be a partial ordering with respect to $K$. A vector-valued function $f : X \rightarrow Y$ is said to be $(e, K)$-lower semicontinuous [9,17] if for each $r \in \mathbb{R}$, the set $\{x \in X : f(x) \in re - K\}$ is closed.

In this paper, we introduce the concepts of $K$-adjustability convexity and strictly $K$-adjustability convexity.

**Definition 1.** Let $V _{1}$ and $V _{2}$ be vector spaces, $X$ be a nonempty convex set in $V _{1}$, $K$ be a given convex cone in $V _{2}$ and $\mu : V _{2} \rightarrow V _{2}$ be a mapping. A vector-valued function $f : X \rightarrow V _{2}$ is called

(i) $K$-adjustability convex with respect to $\mu$ (abbreviated as $(K, \mu)$-adjconvex) if

$$\mu(tf(x) + (1 - t)f(y)) - f(tx + (1 - t)y) \in K$$

for all $x, y \in X$ and $t \in [0, 1]$. In particular, $f$ is called $K$-convex if $\mu$ is an identity mapping on $V _{2}$ and (2) becomes

$$tf(x) + (1 - t)f(y) - f(tx + (1 - t)y) \in K$$

for all $x, y \in X$ and $t \in [0, 1]$.

(ii) strictly $K$-adjustability convex with respect to $\mu$ (abbreviated as strictly $(K, \mu)$-adjconvex) if

$$\mu(tf(x) + (1 - t)f(y)) - f(tx + (1 - t)y) \in \text{int}K$$

for all $x, y \in X$ and $t \in [0, 1]$. 


for all \( x, y \in X \) with \( x \neq y \) and \( t \in (0, 1) \). In particular, \( f \) is called strictly \( K \)-convex if \( \mu \) is an identity mapping on \( V_2 \) and (3) becomes

\[
 tf(x) + (1 - t)f(y) - f(tx + (1 - t)y) \in \text{int} K
\]

for all \( x, y \in X \) with \( x \neq y \) and \( t \in (0, 1) \).

Here, we give an example where \( f \) is \( K \)-adjconvex but not \( K \)-convex.

**Example 1.** Let \( V_1 = \mathbb{R}, V_2 = \mathbb{R}^2, X = [-1, 1] \) and \( K = \mathbb{R}^2_+ := \{(x_1, x_2) \in \mathbb{R}^2 : x_i \geq 0, i = 1, 2\} \). Then \( X \) is a nonempty convex subset of \( V_1 \) and \( K \) is a convex cone in \( V_2 \). Let \( f : X \to V_2 \) be defined by

\[
 f(x) = \begin{cases} 
 (x, 0), & x \in [0, 1], \\
 (0, x), & x \in [-1, 0) . 
\end{cases}
\]

Take \( \bar{x} = \frac{1}{2} \) and \( \bar{y} = -\frac{1}{2} \). Thus, we get

\[
 \frac{1}{2} f(\bar{x}) + \frac{1}{2} f(\bar{y}) - f\left(\frac{1}{2}x + \frac{1}{2}y\right) = \left(-\frac{1}{4}, -\frac{1}{4}\right) - (0, 0) = \left(-\frac{1}{4}, -\frac{1}{4}\right) \notin K,
\]

which show that \( f \) is not \( K \)-convex. Now, let \( \mu : V_2 \to V_2 \) be defined by

\[
 \mu(x, y) = (\max \{|x|, |y|\}, 0) \quad \text{for} \,(x, y) \in V_2.
\]

We claim that \( f \) is \((K, \mu)\)-adjconvex. Let \( x, y \in X \) and \( t \in [0, 1] \) be given. We consider the following four possible cases:

**Case 1.** If \( x, y \in [0, 1] \), then \( tf(x) + (1 - t)f(y) = (a, 0) \) for some \( a \leq 0 \) and \( f(tx + (1 - t)y) = (b, 0) \) for some \( b \leq 0 \). Since \( \max \{|a|, |0|\} - b \geq 0 \), we obtain

\[
 \mu(tf(x) + (1 - t)f(y)) - f(tx + (1 - t)y) = (\max \{|a|, |0|\} - b, 0) \in K.
\]

**Case 2.** If \( x, y \in [-1, 0) \), then \( tf(x) + (1 - t)f(y) = (0, c) \) for some \( c \leq 0 \) and \( f(tx + (1 - t)y) = (0, d) \) for some \( d < 0 \). So \( \mu(tf(x) + (1 - t)f(y)) = (\max \{|0|, |c|\}, 0) \) and we get

\[
 \mu(tf(x) + (1 - t)f(y)) - f(tx + (1 - t)y) \in K.
\]

**Case 3.** Assume that \( x \in [0, 1] \) and \( y \in [-1, 0) \). Then \( tf(x) + (1 - t)f(y) = (m, n) \) for some \( m, n \leq 0 \).

- If \( tx + (1 - t)y \in [0, 1] \), then \( f(tx + (1 - t)y) = (\lambda, 0) \) for some \( \lambda \leq 0 \). Hence, we have

  \[
  \mu(tf(x) + (1 - t)f(y)) - f(tx + (1 - t)y) = (\max \{|m|, |n|\} - \lambda, 0) \in K.
  \]

- If \( tx + (1 - t)y \in [-1, 0) \), then \( f(tx + (1 - t)y) = (0, s) \) for some \( s < 0 \). Therefore, we get

  \[
  \mu(tf(x) + (1 - t)f(y)) - f(tx + (1 - t)y) = (\max \{|m|, |n|\}, -s) \in K.
  \]

**Case 4.** Assume that \( x \in [-1, 0) \) and \( y \in [0, 1] \). Following the same argument as Case 3, we can verify

\[
 \mu(tf(x) + (1 - t)f(y)) - f(tx + (1 - t)y) \in K.
\]

Therefore, by above cases, we prove that \( f \) is \((K, \mu)\)-adjconvex.

In Definition 1, if we take \( V = V_1, V_2 = \mathbb{R}, K = [0, +\infty) \subset \mathbb{R} \), then we obtain the following concepts.
Definition 2. Let $X$ be a nonempty convex subset of a vector space $V$ and $\mu : \mathbb{R} \to \mathbb{R}$ be a function. A real-valued function $f : X \to \mathbb{R}$ is called

(i) adjustability convex with respect to $\mu$ (abbreviated as $(\mu)$-adjconvex) if

$$f(tx + (1-t)y) \leq \mu(tf(x) + (1-t)f(y))$$

for all $x, y \in X$ and $t \in [0, 1]$. In particular, if $\mu$ is an identity mapping on $\mathbb{R}$, then $f$ is called convex.

(ii) strictly adjustability convex with respect to $\mu$ (abbreviated as strictly $(\mu)$-adjconvex) if

$$f(tx + (1-t)y) < \mu(tf(x) + (1-t)f(y))$$

for all $x, y \in X$ with $x \neq y$ and $t \in (0, 1)$. In particular, if $\mu$ is an identity mapping on $\mathbb{R}$, then $f$ is called strictly convex.

In the following, unless otherwise specified, we always suppose that $Y$ is a locally convex Hausdorff t.v.s. with its zero vector $\theta$, $K$ be a proper, closed and convex pointed cone in $Y$ with $\text{int}K \neq \emptyset$, $e \in \text{int}K$, and $\preceq_K$ be a partial ordering with respect to $K$. Recall that the nonlinear scalarization function $\tilde{\xi}_e : Y \to \mathbb{R}$ is defined by

$$\tilde{\xi}_e(y) = \inf\{r \in \mathbb{R} : y \in re - K\}, \text{ for all } y \in Y.$$ 

Obviously, $\tilde{\xi}_e(\theta) = 0$.

The following known result is very crucial in our proofs.

Lemma 1. (see [1,5,16,18–23]). For each $r \in \mathbb{R}$ and $y \in Y$, the following statements are satisfied:

(i) $\tilde{\xi}_e(y) \leq r \iff y \in re - K$;
(ii) $\tilde{\xi}_e(y) > r \iff y \notin re - K$;
(iii) $\tilde{\xi}_e(y) \geq r \iff y \not\in re - \text{int}K$;
(iv) $\tilde{\xi}_e(y) < r \iff y \not\in re - \text{int}K$;
(v) $\tilde{\xi}_e(\cdot)$ is positively homogeneous and continuous on $Y$;
(vi) if $y_1 \in y_2 + K$ (i.e., $y_2 \preceq_K y_1$), then $\tilde{\xi}_e(y_2) \leq \tilde{\xi}_e(y_1)$;
(vii) $\tilde{\xi}_e(y_1 + y_2) \leq \tilde{\xi}_e(y_1) + \tilde{\xi}_e(y_2)$ for all $y_1, y_2 \in Y$.

By Applying (i) of Lemma 1, one can easily verify the following result; see also [19,24].

Lemma 2. Let $X$ be a topological space and $f : X \to Y$ be a vector-valued function. Then $f$ is $(e, K)$-lower semicontinuous if and only if $\tilde{\xi}_e \circ f$ is lower semicontinuous.

3. New Existence Results and Their Applications to Minimization Problem and Fixed Point Problem

The following lemma is very important and will be used for proving our main results.

Lemma 3. Let $\mu : Y \to \mathbb{R}$ be a vector-valued function satisfying the following condition:

(A) For any $e > 0$, there exists $\gamma > 0$ such that

$$x \not\in -K \text{ and } x \preceq_K \gamma e \text{ implies } \mu(x) \preceq_K e e.$$

Then there exists a strictly decreasing sequence $\{\lambda_n\}_{n \in \mathbb{N}}$ of positive real numbers such that $\mu(\lambda_{n+1}e) \preceq_K \lambda_n e$ for all $n \in \mathbb{N}$ and $\lambda_n \downarrow 0$ as $n \to \infty$.

Proof. Given $\lambda_1 > 0$. Then, by (A), there exists $\delta_1 > 0$ such that

$$x \not\in -K \text{ and } x \preceq_K \delta_1 e \text{ implies } \mu(x) \preceq_K \lambda_1 e.$$  (4)
Let $\lambda_2 = \min \left\{ \frac{\delta_1}{2}, \frac{\lambda_1}{2} \right\}$ and take $w_1 = \lambda_2 e \in \text{int}K$. Then we have the following:

- $w_1 \not\in -K$;
- $w_1 \ll_K \delta_1 e$;
- $\lambda_2 < \lambda_1$.

So we have from (4) that

$$\mu(w_1) \ll_K \lambda_1 e.$$ 

For $\lambda_2$, it must exist $\delta_2 > 0$ such that

$$x \not\in -K \text{ and } x \ll_K \delta_2 e \text{ implies } \mu(x) \ll_K \lambda_2 e.$$ 

Put $\lambda_3 = \min \left\{ \frac{\delta_2}{2}, \frac{\lambda_2}{2} \right\}$ and $w_2 = \lambda_3 e \in \text{int}K$. Thus $\lambda_3 < \lambda_2$ and, by (5), we obtain

$$\mu(w_2) \ll_K \lambda_2 e.$$ 

Continuing this process, for $\lambda_j, j \in \mathbb{N}$ with $j \geq 2$, it must exist $\delta_j > 0$ such that

$$x \not\in -K \text{ and } x \ll_K \delta_j e \text{ implies } \mu(x) \ll_K \lambda_j e.$$ 

Take

$$\lambda_{j+1} = \min \left\{ \frac{\delta_j}{2}, \frac{\lambda_j}{2} \right\}$$ 

and

$$w_j = \lambda_{j+1} e \in Y.$$ 

Then we get from (6) and (7) that $\lambda_{j+1} < \lambda_j$ and $\mu(w_j) \ll_K \lambda_j e$. Therefore, we can construct a strictly decreasing sequences $\{\lambda_n\}$ of positive real numbers such that

$$\mu(\lambda_{n+1} e) \ll_K \lambda_n e \text{ for all } n \in \mathbb{N}.$$ 

By (7), we have $0 < \lambda_{n+1} \leq \frac{\lambda_n}{2}$ for $n \in \mathbb{N}$, which yields $\lambda_n \downarrow 0$ as $n \to \infty$. The proof is completed. \(\Box\)

The following result is immediate from Lemma 3 if we take $Y = \mathbb{R}$, $K = [0, +\infty) \subset \mathbb{R}$ and $e = 1$.

**Corollary 1.** Let $\mu : \mathbb{R} \to \mathbb{R}$ be a function satisfying the following condition:

$(A_{\mathbb{R}})$ For any $\epsilon > 0$, there exists $c > 0$ such that

$$0 < x < c \text{ implies } \mu(x) < \epsilon.$$ 

Then there exists a strictly decreasing sequence $\{\lambda_n\}_{n \in \mathbb{N}}$ of positive real numbers such that $\mu(\lambda_{n+1}) < \lambda_n$ for all $n \in \mathbb{N}$ and $\lambda_n \downarrow 0$ as $n \to \infty$.

**Corollary 2.** Let $\mu : \mathbb{R} \to \mathbb{R}$ be a function satisfying $\lim_{x \to 0^+} \mu(x) = 0$. Then there exists a strictly decreasing sequence $\{\lambda_n\}_{n \in \mathbb{N}}$ of positive real numbers such that $\mu(\lambda_{n+1}) < \lambda_n$ for all $n \in \mathbb{N}$ and $\lambda_n \downarrow 0$ as $n \to \infty$.

**Proof.** For any $\epsilon > 0$, since $\lim_{x \to 0^+} \mu(x) = 0$, there exists $\delta = \delta(\epsilon) > 0$ such that

$$0 < x < \delta \text{ implies } \mu(x) < \epsilon.$$ 

Therefore, the conclusion is immediate from Corollary 1. \(\Box\)

We now establish the following crucial and useful existence result which is one of the main results of this paper and will be applied to minimization problem and fixed point problem.
Theorem 1. Let \((E, ||\cdot||)\) be a normed linear space, \(Y\) be a locally convex Hausdorff t.v.s. with its zero vector \(\theta\), \(K\) be a proper, closed and convex pointed cone in \(Y\) with \(\text{int}K \neq \emptyset\), and let \(e \in \text{int}K\) be fixed. Let \(W\) be a nonempty weakly compact and convex subset of \(E\), \(\mu : Y \to Y\) be a \(\preceq_K\)-nondecreasing vector-valued function satisfying the condition (A) as in Lemma 3 and \(f : W \to Y\) be a vector-valued function. Assume that

(H1) for any positive real number \(\gamma\), \(\{x \in W : f(x) \in \gamma e - K\}\) is a nonempty closed subset of \(W\),

(H2) \(f\) is \((K, \mu)\)-adjconvex.

Then there exists \(v \in W\) such that \(f(v) \in -K\).

Proof. By applying Lemma 3, there exists a strictly decreasing sequence \(\{\lambda_n\}_{n \in \mathbb{N}}\) of positive real numbers such that

\[
\mu(\lambda_{n+1}e) \preceq_K \lambda_n e \quad \text{for all } n \in \mathbb{N},
\]

(8) and \(\lambda_n \downarrow 0\) as \(n \to \infty\). For any \(n \in \mathbb{N}\), let

\[C_n = \{x \in W : f(x) \in \lambda_n e - K\}.\]

Define \(F : W \to \mathbb{R}\) by

\[F(x) = \xi_e \circ f(x) \quad \text{for } x \in W.\]

Applying Lemma 1, we have

\[C_n = \{x \in W : F(x) \leq \lambda_n\}.\]

Thus, by (H1), \(C_n\) is a nonempty closed subset of \(W\). Clearly, \(C_{n+1} \subseteq C_n\) for all \(n \in \mathbb{N}\). We choose an arbitrary point \(z_n\) from \(C_n\) for all \(n \in \mathbb{N}\). For any \(m, n \in \mathbb{N}\) with \(m \geq n\), let

\[D_{m,n} = \{z_i : n + 1 \leq i \leq m + 1\}.\]

We verify that

\[\text{co}(D_{m,n}) \subseteq C_n \quad \text{for all } m, n \in \mathbb{N} \text{ with } m \geq n.\]

(9)

Indeed, let \(m, n \in \mathbb{N}\) with \(m \geq n\). If \(m = n\), then

\[\text{co}(D_{n,n}) = \{z_{n+1}\} \subseteq C_{n+1} \subseteq C_n\]

and (9) is true. For \(m \geq 2\) and \(n = m - 1\), \(\text{co}(D_{m,m-1}) = \text{co}\{z_m, z_{m+1}\}\). If \(x \in \text{co}(D_{m,m-1})\), then there exists \(t \in [0, 1]\) such that

\[x = tz_m + (1-t)z_{m+1}.\]

(10)

Since \(z_m, z_{m+1} \in C_m, f(z_m), f(z_{m+1}) \in \lambda_m e - K\). Since \(K\) is a convex cone, we get

\[tf(z_m) + (1-t)f(z_{m+1}) \in \lambda_m e - K.\]

Thus, there exists \(\xi \in K\) such that \(tf(z_m) + (1-t)f(z_{m+1}) = \lambda_m e - \xi\). Since \(\lambda_m e - \xi \preceq_K \lambda_m e\) and \(\mu\) is \(\preceq_K\)-nondecreasing, we obtain

\[
\mu(tf(z_m) + (1-t)f(z_{m+1})) = \mu(\lambda_m e - \xi) \preceq_K \mu(\lambda_m e)\]

(11)

Taking into account (H2), (8) and (11), we get

\[f(x) \preceq_K \mu(tf(z_m) + (1-t)f(z_{m+1})) \preceq_K \mu(\lambda_m e) \preceq_K \lambda_{m-1} e\]

\[\iff F(x) = \xi_e \circ f(x) < \lambda_{m-1} \quad \text{(by Lemma 1)}\]
which means that \( x \in C_{m-1} \). Hence \( \text{co}(D_{m,m-1}) \subseteq C_{m-1} \) and (9) is true for \( m \geq 2 \) and \( n = m - 1 < m \). Assume that (9) is valid for \( n = k < m \). Note first that

\[
\text{co}(D_{m,k-1}) = \text{co}(\{z_i : k \leq i \leq m + 1\}) = \text{co}(\{z_k\} \cup \{z_{k+1}, \ldots, z_{m+1}\}) = \text{co}(\{z_k\} \cup D_{m,k}).
\]

Let \( p \in \text{co}(D_{m,k-1}) \) be given. If \( p = z_i \) for some \( i_0 \in \{k, k+1, \ldots, m+1\} \), then \( p \in C_{i_0} \subseteq C_{k-1} \). Suppose \( p \neq z_i \) for all \( i \in \{k, k+1, \ldots, m+1\} \). Thus, there exist \( \gamma_k, \gamma_{k+1}, \ldots, \gamma_{m+1} \in [0, 1) \) with \( \sum_{i=k}^{m+1} \gamma_i = 1 \), such that \( p = \sum_{i=k}^{m+1} \gamma_i z_i \). Let

\[
w = \sum_{i=k+1}^{m+1} \frac{\gamma_i}{1-\gamma_k} z_i.
\]

Due to \( \sum_{i=k+1}^{m+1} \frac{\gamma_i}{1-\gamma_k} = 1 \) and applying the induction hypothesis, we know

\[
w \in \text{co}(D_{m,k}) \subseteq C_k
\]

and

\[
p = \sum_{i=k}^{m+1} \gamma_i z_i = \gamma_k z_k + (1-\gamma_k)w.
\]

Since \( z_k, w \in C_k \), we have \( f(z_k), f(w) \in \lambda_k e - K \) and hence

\[
\gamma_k f(z_k) + (1-\gamma_k) f(w) \in \lambda_k e - K.
\]

So \( \gamma_k f(z_k) + (1-\gamma_k) f(w) = \lambda_k e - \beta \) for some \( \beta \in K \). Since \( \mu \) is \( \gtrapprox \lambda_k \)-nondecreasing, by (H2), we obtain

\[
f(p) \gtrapprox \mu (\gamma_k f(z_k) + (1-\gamma_k) f(w)) = \mu (\lambda_k e - \beta) \gtrapprox K \mu (\lambda_k e) \lesssim K \lambda_{k-1} e
\]

which implies \( p \in C_{k-1} \). Hence \( \text{co}(D_{m,k-1}) \subseteq C_{k-1} \). Therefore, (9) is true by mathematical induction. For any \( n \in \mathbb{N} \), let

\[
U_n = \{x_i : i \geq n + 1\}.
\]

Then \( \text{co}(U_n) \subseteq C_n \) for all \( n \in \mathbb{N} \). Indeed, assume on the contrary that \( \text{co}(U_j) \not\subseteq C_j \) for some \( j^* \in \mathbb{N} \). So, there exist \( z_{k_1}, z_{k_2}, \ldots, z_{k_s} \in U_j \) and \( \alpha_1, \alpha_2, \ldots, \alpha_s \geq 0 \) with \( \sum_{i=1}^{s} \alpha_i = 1 \), such that

\[
\sum_{i=1}^{s} \alpha_i z_{k_i} \in \text{co}(D_{k_i-1,k_i-1}) \text{ and } \sum_{i=1}^{s} \alpha_i z_{k_i} \not\in C_j.
\]

On the other hand, since \( k_i \geq j^* + 1 \) for all \( 1 \leq i \leq s \), we have

\[
D_{k_i-1,k_i-1} \subseteq D_{k_i-1,j^*},
\]

and hence deduces from (9) that

\[
\text{co}(D_{k_i-1,k_i-1}) \subseteq \text{co}(D_{k_i-1,j^*}) \subseteq C_{j^*},
\]

which leads to a contradiction. Hence \( \text{co}(U_n) \subseteq C_n \) for all \( n \in \mathbb{N} \). By the closedness of \( C_n \), we get

\[
\sigma(U_n) \subseteq C_n \text{ for all } n \in \mathbb{N}.
\]
Since $\overline{co}(U_{n+1}) \subseteq \overline{co}(U_n)$ and $\overline{co}(U_n)$ is weakly compact for all $n \in \mathbb{N}$, $\{\overline{co}(U_n) : n \in \mathbb{N}\}$ is a family of closed subsets of the weakly compact set $\overline{co}(U_1)$ which has the finite intersection property. Therefore we deduce

$$\emptyset \neq \bigcap_{n \in \mathbb{N}} \overline{co}(U_n) \subseteq \bigcap_{n \in \mathbb{N}} C_n$$

and hence we can take $v \in \bigcap_{n \in \mathbb{N}} C_n \subseteq W$. So $F(v) \leq \lambda_n$ for all $n \in \mathbb{N}$. Since $\lambda_n \downarrow 0$ as $n \to \infty$, we get

$$F(v) \leq 0 \iff f(v) \in -K.$$  

The proof is completed.  

**Corollary 3.** Let $W$ be a nonempty weakly compact and convex subset of a normed linear space $(E, \|\cdot\|)$ with origin $\theta$, $\tau : \mathbb{R} \to \mathbb{R}$ be a nondecreasing function satisfying $\lim_{x \to 0^+} \tau(x) = 0$ and $h : W \to \mathbb{R}$ be a function.

Suppose that

(a) for any positive real number $\gamma$, $\{x \in W : h(x) \leq \gamma\}$ is a nonempty closed subset of $W$,
(b) $h$ is $(\tau)$-adjconvex.

Then there exists $v \in W$ such that $h(v) \leq 0$.

**Proof.** Take $Y = \mathbb{R}$, $K = [0, +\infty) \subset \mathbb{R}$ and $e = 1$. Then $Y$ is a locally convex Hausdorff t.v.s. with its zero vector $\theta = 0$, $K$ is a proper, closed and convex pointed cone in $Y$ with $intK = (0, +\infty) \neq \emptyset$, and $1 \in intK$. Define a partial ordering $\preceq_K$ with respect to $K$ by

$$x \preceq_K y \iff y - x \in K.$$  

Then $h$ is a mapping from $W$ into $Y$ and $\tau : Y \to Y$ is a $\preceq_K$-nondecreasing function satisfying the condition (A) as in Lemma 3. Clearly, conditions (a) and (b) respectively imply conditions (H1) and (H2) as in Theorem 1. Hence all the assumptions of Theorem 1 are satisfied and therefore the desired conclusion follows immediately from Theorem 1.

As a direct consequence of Theorem 1, we obtain the following existence result.

**Theorem 2.** In Theorem 1, if the condition (H1) is replaced with conditions (h1) and (h2), where

(h1) $f$ is $(e, K)$-lower semicontinuous;
(h2) for any positive real number $\gamma$, there exists $x \in W$ such that $f(x) \in \gamma e - K$.

Then there exists $v \in W$ such that $f(v) \in -K$.

**Proof.** For any positive real number $\gamma$, by (h1), (h2) and Lemma 2, the set

$$\{x \in W : f(x) \in \gamma e - K\}$$

is a nonempty closed subset of $W$. Therefore, the condition (H1) as in Theorem 1 holds. Applying Theorem 1, we can immediately obtain the conclusion.

**Corollary 4.** In Corollary 3, if the condition (a) is replaced with conditions (a1) and (a2), where

(a1) $h$ is lower semicontinuous;
(a2) for any positive real number $\gamma$, there exists $x \in W$ such that $h(x) \leq \gamma$.

Then there exists $v \in W$ such that $h(v) \leq 0$.

Applying Theorem 1, we can establish an existence theorem of zeros for vector-valued functions with $K$-adjustability convexity under an additional assumption.
Theorem 3. In Theorem 1, if we further assume that \( f(x) \in K \) for all \( x \in W \), then the equation \( f(x) = \theta \) has at least one root in \( W \).

Proof. By Theorem 1, there exists \( v \in W \) such that \( f(v) \in -K \). Therefore, by our hypothesis, we get

\[
f(v) \in K \cap (-K) = \{ \theta \},
\]

which deduces \( f(v) = \theta \). Hence \( v \) is a root of \( f(x) = \theta \). The proof is completed.

As an immediate consequence of Theorem 3, we obtain the following new existence theorem.

Corollary 5. In Corollary 3 (or Corollary 4), if we further assume that \( h(x) \geq 0 \) for all \( x \in W \), then the equation \( h(x) = 0 \) has at least one root in \( W \).

The following new existence and uniqueness theorem of zeros for vector-valued functions with strictly \((K, \mu)\)-adjconvexity is established by applying Theorem 3.

Theorem 4. In Theorem 1, if we further assume \( \mu(\theta) = \theta \), \( f(x) \in K \) for all \( x \in W \) and the condition (H2) is replaced with (H3), where

\[(H3) \ f \text{ is strictly } (K, \mu)\text{-adjconvex,} \]

then the equation \( f(x) = \theta \) has a unique root in \( W \).

Proof. Applying Theorem 3, the equation \( f(x) = \theta \) has at least one root in \( W \). Assume that \( u, v \in W \) are two distinct roots of \( f(x) = \theta \). Since \( W \) is convex and \( \mu(\theta) = \theta \), we have \( \frac{1}{2}u + \frac{1}{2}v \in W \) and \( \mu \left( \frac{1}{2}f(u) + \frac{1}{2}f(v) \right) = \theta \). By (H3), we get

\[
\mu \left( \frac{1}{2}f(u) + \frac{1}{2}f(v) \right) - f \left( \frac{1}{2}u + \frac{1}{2}v \right) \in int K
\]

which implies

\[
f \left( \frac{1}{2}u + \frac{1}{2}v \right) \in int K \cap K = \emptyset,
\]

a contradiction. Therefore, the equation \( f(x) = \theta \) has a unique root in \( W \). The proof is completed.

Corollary 6. In Corollary 3, if we further assume that \( \tau(0) = 0 \), \( h(x) \geq 0 \) for all \( x \in W \) and the condition (b) is replaced with

\[(b1) \ h \text{ is strictly } (\tau)\text{-adjconvex,} \]

then the equation \( h(x) = 0 \) has a unique root in \( W \).

As an interesting application of Corollary 5, we prove the following minimization theorem.

Theorem 5. Let \( W \) be a nonempty weakly compact and convex subset of a normed linear space \((E, \|\cdot\|)\) with origin \( \theta \) and \( g : W \to \mathbb{R} \) be a convex, lower semicontinuous and bounded below function. Then

\[
\arg\min_{x \in W} g(x) := \left\{ y \in W : g(y) = \inf_{z \in W} g(z) \right\} \neq \emptyset.
\]

Moreover, if \( g \) is strictly convex, then \( \arg\min_{x \in W} g(x) \) is a singleton set.

Proof. Since \( g \) is bounded below, \( \inf_{z \in W} g(z) \) exists. Let \( h : W \to \mathbb{R} \) be defined by

\[
h(x) = g(x) - \inf_{z \in W} g(z) \quad \text{for } x \in W.
\]
Clearly, the following hold:

- \( h(x) \geq 0 \) for all \( x \in W \),
- \( h \) is convex and lower semicontinuous.

Notice that for any \( \gamma > 0 \), there exists \( x_\gamma \in W \) such that \( g(x_\gamma) < \inf_{z \in W} g(z) + \gamma \). Thus, we have

- For any positive real number \( \gamma \), there exists \( x \in W \) such that \( h(x) \leq \gamma \).

Applying Corollary 5, there exists \( v \in W \) such that \( g(v) = \inf_{z \in W} g(z) \). Since \( W \) is convex, we have \( \frac{1}{2}u + \frac{1}{2}v \in W \). By the strict convexity of \( g \), we get

\[
\frac{1}{2}g(u) + \frac{1}{2}g(v) < \inf_{z \in W} g(z)
\]

which leads a contradiction. Therefore \( \arg \min_{x \in W} g(x) \) is a singleton set. The proof is completed.

Finally, by applying Theorem 5, we establish a new fixed point theorem which is original and quite different from the well-known generalizations in the literature.

**Theorem 6.** Let \( W \) be a nonempty weakly compact and convex subset of a normed linear space \((E, \|\cdot\|)\) with origin \( \theta \) and \( T : W \to W \) be an affine and continuous mapping. If \( \inf_{x \in W} \|Tx - x\| = 0 \), then \( T \) admits a fixed point in \( X \).

**Proof.** Define \( g : W \to [0, +\infty) \) by

\[
g(x) = \|Tx - x\| \quad \text{for} \ x \in W.
\]

Since \( T \) is affine and continuous, \( g \) is convex, continuous and bounded below function. By Theorem 5, \( \arg \min_{x \in W} g(x) \neq \emptyset \). Therefore, there exists \( v \in W \) such that

\[
\|Tv - v\| = g(v) = \inf_{z \in W} g(z) = \inf_{z \in W} \|Tz - z\| = 0.
\]

Hence, we get \( Tv = v \). The proof is completed.

**Remark 1.** Theorems 1–6 and Corollaries 1–6 are completely original and quite different from the known results in the relevant literature.

4. Conclusions

The convexity of functions or sets plays a significant role in almost all branches of mathematics, physics, economics and engineering. In this paper, we introduce the concepts of \( K \)-adjustability convexity and strictly \( K \)-adjustability convexity which respectively generalize and extend the concepts of \( K \)-convexity and strictly \( K \)-convexity. Some new existence and uniqueness theorems of zeros for vector-valued functions with \( K \)-adjustability convexity are established. As their applications, we obtain existence theorems for minimization problem and fixed point problem which are original and quite different from the known results in the relevant literature.
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