Using A Convolutional Neural Network Model To Derive Imaging Landmarks For Lumbar Spine Numbering On Axial MR Images
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Abstract

Background: Understanding the axial lumbar spine anatomy, including knowledge of the relationship between the lumbar spine level and other paraspinal structures, is important in diagnosing and treating disease. The purpose of this study was to validate the accuracy of a convolutional neural network (CNN) model in lumbar spine level numbering on axial MR images and to find the appropriate anatomic landmarks for numbering using a class activation map (CAM).

Methods: A total of 6055 axial MR images of the lumbar spine from L1–2 to L5–S1 disc levels were obtained to train and validate the CNN model. The MR images were acquired using three 3-Tesla machines. The algorithm was developed with three models, and the best-performing model was selected. The external validation set (n = 493) was obtained from other institutions using various machines. The accuracy of the numbering was analyzed using a confusion matrix and receiver operating characteristic curves. The CAMs were reviewed, and the identified anatomic structures were investigated. A reader study was performed by three radiologists, and their accuracy was compared with that of the model.

Results: The overall accuracy of the best-performing model for lumbar spine numbering was 0.98 on internal validation and 0.95 on external validation. For the CAM review, mappings concentrated on both paraspinal areas, including the kidney, back muscles, and ilium according to the level. Top-1 and top-2 accuracies of the reviewers ranged between 0.56–0.75, and 0.84–0.93, respectively. After reviewing the CAMs, the accuracy increased to 0.75–0.78 and 0.93–0.98, respectively.

Conclusion: A CNN model can accurately determine the level of the lumbar spine on axial MR images, and the configuration of muscles can be used to determine the lumbar level.

Introduction

For accurate diagnoses, proper treatment planning, and good communication among physicians, an understanding of the axial lumbar spine anatomy along with knowledge on how it relates with other paraspinal structures is important. Many anatomic landmarks have been reported for determining the level of the lumbar spine, including the aortic bifurcation, right renal artery, conus medullaris, and iliolumbar ligaments [1, 2]. Although axial images derived from magnetic resonance imaging (MRI) are provided with a navigator, which informs the level or section of the corresponding axial images over the sagittal or coronal plane, many experienced physicians can make an approximate estimation of the level of the axial images based on the neighboring structures such as the liver, kidneys, prevertebral vessels, paravertebral muscles, and iliac bone. However, on a lumbar MRI, the field of view (FOV) of the axial images is focused on the central canal and disc, which often leads to the FOV not including enough solid organ landmarks; this is especially true in patients with a larger body size.

With the advent of deep learning techniques and their application in medical imaging, promising results have been reported in radiologic tasks, including detection, segmentation, and classification [3]. In spine research, the application of this technique has been reported in many studies, and they cover topics such
as localization and labeling of spinal structures, segmentation of the spine, diagnosis of pathology, outcome prediction, clinical decision support, and analysis of biomechanics [4-6]. Although the unaccountability of this technique is a drawback, the class activation map (CAM) can be used to provide hints to obtain the result. By investigating the CAMs, researchers can confirm that the algorithm is working as expected, or inversely, they may discover new avenues to solve the task if the accuracy of the algorithm is guaranteed.

The purpose of this study was to validate the accuracy of a convolutional neural network (CNN) model in lumbar spine numbering on axial MR images and to find the applicable anatomic landmarks for numbering by investigating CAMs.

**Materials And Methods**

**Training and Internal Validation Set**

The institutional review board of the institution approved this retrospective study. The axial images of lumbar spine MRIs for disc levels L1–2 to L5–S1 that were performed from January 2017 to December 2019 were obtained from three 3-Tesla machines. The following exclusion criteria were applied:

- patients under 20 or over 60 years;
- images that show transition vertebra where the exact level could not be identified;
- anatomic distortion due to a tumor, infection, or trauma;
- images that show severe central canal stenosis of any kind (disc herniation, ligamentum flavum thickening, etc.).

A total of 6055 axial images (3179 male and 2870 female, mean age 48.5 ± 12 years) were selected: 978 images of L1–2, 1276 images of L2–3, 1344 images of L3–4, 1254 images of L4–5, and 1203 images of L5–S1. Image inclusion and exclusion were performed by a musculoskeletal radiologist with 13 years’ experience. The images were in DICOM format and were anonymized. The data set was randomly split into 70 percent for training, 10 percent for tuning, and 20 percent for the final evaluation.

**Test Set (External Validation)**

A separate test set was obtained from lumbar spine MRIs from other institutions using various machines with various magnetic strengths after the anonymization of the DICOM data. The same inclusion and exclusion criteria were applied as for the training set. The test set comprised 493 axial images (L1–2: 83, L2–3: 112, L3–4: 101, L4–5: 89, and L5–S1: 108). There were 42 images obtained with a 3-T machine, 337 images obtained with a 1.5-T machine, and 74 images obtained with machine below 1.5-T. The number of images used in this study is presented in Table 1. For the reader study, three radiologists (two board-certified musculoskeletal radiologists and one third-year radiology resident) blindly labeled 100 randomly selected cases (20 cases for each level) before and after reviewing the CAM results.
Model Implementation

We classified five classes (from L1–2 to L5–S1) on spine MR images using transfer learning with three pre-trained models. First, DenseNet [7], which was configured with three dense blocks involving four batch normalization rectified linear unit convolution layers. Second, InceptionResNetV2 [8, 9] had an Inception structure and residual block connections. Convolutional filters of various sizes were connected to a residual block defined as the Inception-ResNet block. Finally, Xception [10], which has a stronger hypothesis that underlies the Inception architecture, was proposed as a CNN architecture based on depth wise separable convolution layers. The mapping of cross-channel and spatial correlations in the feature maps of this network can be entirely distributed. It had 36 convolutional layers, including feature extraction of the network. External validation was performed using the model that delivered the highest accuracy during testing. Classification results and localization using Grad-CAM for lumbar spine numbering [11] were visualized after inference. The architectures of the different networks are shown in Figure 1.

The geometric augmentation including zoom, rotation, and shift, on the edges of the images were used to help alleviate scanner-specific biases and improve the robustness of the CNNs against additional sources of variability. The input images were rescaled to 512 × 512 pixels and converted into Numpy arrays in Python 3.6. These datasets were loaded on a GPU server with Ubuntu 20.04, CUDA 11.2, four 24 GB Titan RTXs and Quadro graphics cards, and cuDNN 11.2 (NVIDIA Corporation) with the Keras with backend Tensorflow framework 1.4.1. We used the ADAM optimizer with an initial learning rate of 0.001 for the classification of five classes (from L1–2 to L5–S1). The tuning errors for the selection of optimized models were minimized by running the back-propagation algorithm over 25 training epochs with a batch size of 8.

Statistical Analysis

The performance of each model was evaluated using a confusion matrix. Multiple classifications of lumbar spine level were evaluated in terms of recall, precision, and accuracy using the scikit-learn Python 3.0 library. The differences between the three models were compared using the Delong test with R software (version 1.1.456). ROC curves and AUC were evaluated, and the performances of the models were compared with those of the human reviewers.

Results

Internal and External Validation

Among the three trained models, the Xception model showed the highest accuracy (0.977) compared to InceptionResNetV2 (0.971) and DensNet169 (0.970%), although the difference was not significant (p = 0.304 and 0.386, respectively). For the Xception model, the AUC for each level (L1–2 to L5–S1) was 0.9998, 0.9985, 0.9990, 0.9984, and 0.9990, respectively. The accuracy of the Xception model for external validation was 0.947, with an AUC of 0.9987, 0.9978, 0.9933, 0.9969, and 0.9997 for each level,
respectively. The recall was 0.952, 0.938, 0.941, 0.921, and 0.981, and the precision was 0.975, 0.981, 0.888, 0.911, and 0.981 for each level, respectively. The performance of the model is presented in Table 2.

**CAM Evaluation**

The CAM results for all trained classes were visualized independently, and the CAMs of the ROIs were extracted individually. Most of the CAMs were located at both paramedian spaces, and included the kidney, retroperitoneal fat, psoas (Ps), quadratus lumborum (QL), erector spinae (ES), iliacus, and ilium according to the respective levels. The CAM results according to the respective levels are shown in Figure 2.

Based on the CAM reviews, a template for muscle configuration was derived. At L1–2, Ps is small and triangular; QL shows a thin and acute lateral margin; the lateral margin of the QL is far medial to that of the ES; the right kidney presents along with the renal pelvis. At L2–3, Ps is slightly enlarged, but still triangular; the lateral margin of the QL is similar or slightly medial to that of the ES; the inferior pole of the right kidney is revealed. At L3–4, Ps changes to a round shape; the QL is thicker, and the lateral margin is lateral to the lateral margin of the ES. At L4–5, Ps is large and round. The lateral margin of the QL is far lateral to that of the ES. At L5–S1, the iliac bone and iliacus are seen. Illustrations of each lumbar level are shown in Figure 3.

**Accuray of Human Reviewers**

The Top-1 and top-2 accuracies of the three human reviewers in 100 randomly selected cases ranged between 0.56–0.75 and 0.84–0.93, respectively, in the first session. The human reviewers referred to the kidneys, renal vein, aortic bifurcation, Ps, and iliac bone as landmarks for estimating the lumbar level. The labeling was performed again after the revision of the CAM results and the recognition that muscles could be an indicator for numbering of the spine level. In the second session, the top-1 and top-2 accuracies were increased to 0.75–0.78 and 0.93–0.98, respectively (Table 3). Among the level analyses, the analysis of L5–S1 level showed the highest accuracy among all the reviewers. The ROC curves of the model and human reviewers are presented in Figure 4.

**Discussion**

In this study, we confirmed that a CNN model could accurately determine the level of axial lumbar spine MR images, and the muscle configuration of the lumbar spine can be used to determine the lumbar level in addition to the solid organs, vessels, and ligaments usually referred to. Our results might be a natural outcome in a way; however, recognition of muscle configuration is an important factor in increasing the accuracy of level estimation on axial MR images.

With the advent of deep learning techniques in spine imaging, automatic segmentation using CNNs has been developed [4]. However, most segmentations are performed on the sagittal plane. Spine numbering is a basic and important issue in medical communication to convey disease localization and treatment
planning. Sometimes, there may be limited information available for spine level recognition (i.e., ultrasound-guided procedures) [12, 13]. In such cases, knowledge of anatomic landmarks is helpful in determining the right level. In addition, with the wide use of axial images such as MRI and CT, the necessity of anatomic landmarks to determine spine level on axial images has arisen. Many anatomic landmarks have been reported in the literature for defining the level of the lumbar spine on axial images, including the aortic bifurcation, inferior vena cava confluence, renal artery, conus medullaris, superior mesenteric artery, psoas muscles, pedicles, neural foramen, and iliolumbar ligaments [14-17]. Because of the convenience of automatic cross-link functions in PACS viewers, physicians usually do not have to determine the level of the spine on axial images themselves. In this regard, knowledge of anatomic landmarks that can indicate the spine level might be helpful in understanding the anatomy and analyzing the images. The axial anatomy of the back muscles according to the spinal level has been described in several studies [18-20]. Considering that intermuscular spaces are well demarcated on MRI and CT images and show differences according to the spinal level [20], the configuration of muscles might be a useful landmark for level determination. To the best of our knowledge, there have been no reports suggesting the use of muscle configuration as a landmark for lumbar level determination.

In this study, we compared three state-of-the-art deep learning networks (DenseNet169, InceptionResNetV2, and Xception), and chose the best performing model. Notably, the difference in accuracy among the models were not significant. All three networks similarly classified five classes (from L1–2 to L5–S1) on spine MR images and showed good performance. In a neural network model, despite some arguments, CAM shows evidence of the decision-making of the algorithm [21]. If the CAM tags are in inappropriate locations, there might be an error in the algorithm or bias in the training set. Conversely, if the accuracy of the algorithm is guaranteed, researchers can use CAMs to find new perspectives on solving a task. In this study, we focused on muscle configuration and showed that the accuracy of human reviewers increased after CAM reviews.

This study had several limitations. The first is the limited resolution of the retroperitoneal space and the organs in the lumbar MR image. This may have influenced our results. In patients with a large body size or those with rapid respiration, image quality of the upper portion of the axial MR images was low. This might decrease the importance of the aorta or renal vessels, which were suggested as landmarks in a CT-based study. In addition, there could be a minor mismatch of the lower lumbar level muscles and discs according to lumbar lordosis. Because axial lumbar MR images are obtained in a plane parallel to the lumbar disc, the muscles in the lower lumbar axial images are slightly higher than the disc. Second, we did not include the transition vertebra, which may comprise 4%–30% of the normal population [22]. Because the exact count of the spine from C2 was not possible in some cases with the ambiguous morphology of L5 or S1 due to a lack of the whole spinal sagittal image, we excluded cases with transitional vertebra. This may have influenced our results, leading to the high accuracy. Finally, although we found that muscle configuration could be the key to determining the lumbar spine level, further detailed quantification analysis for paraspinal muscles (i.e., area dimension or ratio) will be required.
Conclusion

A CNN model can accurately determine the level of the lumbar spine on axial MR images, and the muscle configuration can be used for accurate lumbar level determination.
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Tables

Table 1 The Number of Images for Each Lumbar Disc Level
| Level | Testing set (tuning set) | Internal validation | External validation |
|-------|--------------------------|---------------------|---------------------|
| L1-2  | 684 (98)                | 196                 | 83                  |
| L2-3  | 893 (128)               | 255                 | 112                 |
| L3-4  | 940 (135)               | 269                 | 101                 |
| L4-5  | 877 (126)               | 251                 | 89                  |
| L5-S1 | 842 (121)               | 240                 | 108                 |
| Total | 4236 (608)              | 1211                | 493                 |

**Table 2** Internal and External Validation Results of the Model for Lumbar Disc Level Classification

| Level | Recall  | Precision | AUC   | Recall  | Precision | AUC   |
|-------|---------|-----------|-------|---------|-----------|-------|
| L1-2  | 0.974   | 0.989     | 0.9998| 0.952   | 0.975     | 0.9987|
| L2-3  | 0.980   | 0.962     | 0.9985| 0.938   | 0.981     | 0.9978|
| L3-4  | 0.967   | 0.974     | 0.9990| 0.941   | 0.888     | 0.9933|
| L4-5  | 0.976   | 0.972     | 0.9984| 0.921   | 0.911     | 0.9969|
| L5-S1 | 0.988   | 0.992     | 0.9990| 0.981   | 0.981     | 0.9997|
| Acc   | 0.977   |           |       |         |           | 0.947 |

**Table 3** Top-1 and Top-2 Accuracy of Human Reviewers
|                | 1st session |               | 2nd session |               |
|----------------|-------------|---------------|-------------|---------------|
|                | Top-1 Accuracy | Top-2 Accuracy | Top-1 Accuracy | Top-2 Accuracy |
| Reviewer 1     |             |               |             |               |
| Total          | 0.56        | 0.84          | 0.75        | 0.93          |
| L1-2           | 0.55        | 0.80          | 0.90        | 1.00          |
| L2-3           | 0.50        | 0.85          | 0.50        | 0.75          |
| L3-4           | 0.55        | 0.95          | 0.75        | 0.90          |
| L4-5           | 0.45        | 0.65          | 0.75        | 1.00          |
| L5-S1          | 0.75        | 0.95          | 0.85        | 1.00          |
| Reviewer 2     |             |               |             |               |
| Total          | 0.75        | 0.93          | 0.78        | 0.94          |
| L1-2           | 0.90        | 1.00          | 0.80        | 0.95          |
| L2-3           | 0.50        | 0.75          | 0.75        | 0.95          |
| L3-4           | 0.75        | 0.90          | 0.85        | 1.00          |
| L4-5           | 0.75        | 1.00          | 0.70        | 0.90          |
| L5-S1          | 0.85        | 1.00          | 0.80        | 0.90          |
| Reviewer 3     |             |               |             |               |
| Total          | 0.58        | 0.84          | 0.76        | 0.98          |
| L1-2           | 0.40        | 0.50          | 0.90        | 1.00          |
| L2-3           | 0.50        | 0.80          | 0.70        | 1.00          |
| L3-4           | 0.85        | 0.90          | 0.80        | 0.90          |
| L4-5           | 0.70        | 0.95          | 0.40        | 1.00          |
| L5-S1          | 0.95        | 1.00          | 1.00        | 1.00          |

**Figures**
Figure 1

Network architecture of a DenseNet, b InceptionResNetV2, and c Xception.
Figure 2

Examples of CAMs at each lumbar level. Note the color mapping around the paraspinal space where the kidney, retroperitoneal fat, psoas, quadratus lumborum, erector spinae, iliacus, and ilium are included according to the level.
Figure 3

Illustrations for lumbar muscle configurations for each level (Green: Psoas, Orange: Quadratus lumborum, Orange dotted line: Lateral border of quadratus lumborum, Blue: Erector spinae, Blue dotted line: Lateral border of erector spinae, Grey: Multifidus, Navy: Iliacus, and Black: Ilium).
Figure 4

ROC curves for the model and the top-2 accuracy of human reviewers during first (red) and second (blue) sessions. Note the increase of accuracy in all reviewers in second session.