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Abstract
In this article, we investigate the estimation of the transient mold-slab heat flux in continuous casting molds given some thermocouples measurements in the mold plates. Mathematically, we can see this problem as the estimation of a Neumann boundary condition given pointwise state observations in the interior of the domain. We formulate it in a deterministic inverse problem setting. After introducing the industrial problem, we present the mold thermal model and related assumptions. Then, we formulate the boundary heat flux estimation problem in a deterministic inverse problem setting using a sequential approach according to the sequentiality of the temperature measurements. We consider different formulations of the inverse problem. For each one, we develop novel direct methodologies exploiting a space parameterization of the heat flux and the linearity of the mold model. We construct these methods to be divided into a computationally expensive offline phase that can be computed before the process starts, and a cheaper online phase to be performed during the casting process. To conclude, we test the performance of the proposed methods in two benchmark cases.

KEYWORDS
boundary condition estimation, continuous casting, data assimilation, heat transfer, inverse problem, optimal control

1 | INTRODUCTION

Most of the steel produced everyday worldwide is made by continuous casting (CC).\textsuperscript{1} Continuous casters have been around for many decades now and a long sequence of improvements have increased through the years their productivity (i.e., the casting speed) and the quality of the casted products.
The CC process starts by tapping the liquid metal from the ladle into the tundish. In the tundish, the metal flow is regulated and smoothed. Through the submerged entry nozzle (SEN), the metal is drained into a mold. The role of the mold is to cool down the steel until it has a solid skin which is thick and cool enough to be supported by rollers in the secondary cooling region.

At the outlet of the mold, the metal is still molten in its inner region. Supported by rollers, it is cooled until complete solidification by directly spraying water over it. At the end of this secondary cooling region, the casting is completed. This is just a brief overview on the CC process. We refer the interested reader to Irving’s monograph on the subject.2

In this work, we focus on CC of thin slabs, that is, slabs with rectangular cross section with thickness smaller than 70 mm and width between 1 and 1.5 m. Thanks to the small thickness, the solidification in the slab is relatively fast, consequently the casting speed is generally high, between 7 and 14 m per minute.

Thin slab molds are made of four different plates: two wide plates and two lateral plates, all made of copper (see Figure 1). In general, lateral plates can be moved or changed to modify the slab section dimensions. The geometry of these plates is more complex than one can expect: they have drilled channels where the cooling water flows, slots in the outside face for thermal expansion, thermocouples, and fastening bolts. To compensate the shrinkage of the slab with the cooling and minimize the gap, the molds are tapered. Moreover, the upper portion of the mold forms a funnel to accommodate the SEN.

Due to the high casting speed and the related strong thermal gradient, several complex and coupled phenomena related to steel flow, solidification, mechanics, and heat transfer appear in the mold region. This complexity makes the mold the most critical part of the CC process. Here, safety and productivity issues must be addressed.

For example, a common issue is the sticking of the steel to the mold. In this case, it is essential to quickly detect the problem and reduce the casting speed, otherwise it can lead to dangerous events that could force the shutdown of the caster. Less frequent but more catastrophic events are the liquid break-out and the excessive increase of the mold temperature. The former is due to a non-uniform cooling of the metal with the skin being so thin to break. The latter is generally considered the most dangerous event in a casting plant. In fact, if the mold temperature is high enough to cause the boiling of the cooling water, we have a dramatic decrease in the heat extraction. Then, the temperature in the mold quickly rises, that could cause the melting of the mold itself. Both these incidents are very dangerous and costly. In fact, they generally require the shutdown of the caster, the substitution of expensive components and an extended turnaround.

For all these reasons, the early detection of problems in the mold is crucial for a safe and productive operation of continuous casters. Their detection becoming more difficult as casting speed (thus productivity) of the casters increases.

Until now, operators faced all these problems by equipping the molds with sensors. Among other parameters, they measure the pointwise temperature of the mold by thermocouples (see Figure 1) and the cooling water temperature as well as its flow at the inlet and outlet of the cooling system. On one hand, thermocouples temperatures are used to have insight of the mold temperature field. On the other, the water temperature rise is used to approximate the heat extracted from the steel.

This approach allowed to run continuous casters for decades. Nevertheless, it has several drawbacks: it relies on the experience of operators, gives very limited information about the heat flux at the mold-slab interface, and is customized for each geometry so it requires new effort to be applied to new designs. So, with the always increasing casting speed of modern casters, a new and more reliable tool for analyzing the mold behavior is necessary.
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**Figure 1** Schematic of a horizontal section of the mold (the casting direction is perpendicular to the image)
According to CC operators and designers, knowing the local heat flux between mold and slab is the most important information in monitoring the mold. Moreover, we should estimate it in real-time for the early detection of issues and a proper monitoring. By considering the mold plates to be our domain and focusing our interest on its thermal behavior, the mold-slab heat flux can be seen as a Neumann Boundary Condition (BC) in the model. To compute its value, we pose the following inverse problem: given the temperature measurements provided by the thermocouples, estimate the boundary heat flux at the mold-slab interface. In a previous publication, we developed a novel methodology for the solution of this problem using a steady-state mold model. The present work is an extension of the previous one considering the more challenging unsteady-state case.

After deriving the mold heat transfer model in Section 2, we discuss in Section 3 the steel-mold heat flux estimation problem and propose novel methodologies for its solution. Finally, we design in Section 4 some numerical benchmark test cases that we use to study the performance of the proposed inverse solvers.

2 | MATHEMATICAL MODEL

A detailed description of the physical phenomena that occur in the mold region of a caster can be found in our previous work. Here, we only mention that these phenomena are extremely complex and tightly coupled (thermodynamic reactions, multiphase flow, free liquid surfaces and interfaces, solidification, etc.). Then, monitoring the casting by simulating all of them from the SEN to the secondary cooling region would be extremely complex and computationally expensive to deal with, especially for real-time applications.

According to CC operators, to monitor the mold behavior it is sufficient to know the mold-slab heat flux. Then, given the mold plates physical properties, its geometry and the cooling water temperature, our approach is to solve an inverse problem having as input data the temperature measurements made by the thermocouples that are buried inside the mold plates.

As mentioned, the mold solid plates are the computational domain while the mold-slab heat flux is a Neumann BC on a portion of its boundary to be determined as solution of an inverse problem. The direct problem corresponds to a model for the heat transfer in the mold plates. In the rest of this section, we describe this model and the related assumptions.

In modeling the thermal behavior of the mold, we consider the following well established assumptions:

- The copper mold is assumed a homogeneous and isotropic solid material.
- The thermal expansion of the mold and its mechanical distortion are negligible.
- The material properties are assumed constant.
- The boundaries in contact with air are assumed adiabatic.
- The heat transmitted by radiation is neglected.
- The cooling water temperature is known at the inlet and outlet of the cooling system. Moreover, it is assumed to be constant in time and linear with respect to the \( z \) coordinate (see Figure 2).
- No boiling in the water is assumed.

We refer to our previous work for the motivations related to these assumptions.

According to these assumptions, we consider an unsteady-state three-dimensional heat conduction model posed on the (solid) copper mold, with a convective BC in the portion of the boundary in contact with the cooling water, a Neumann BC in the portion of the boundary in contact with the steel, and adiabatic BC in the portion of the boundary in contact with air.

After introducing some notation and the computational domain, we devote the present section to the formulation of the mold model. As common when dealing with inverse problems, we refer to it as the direct problem. We conclude this section by discussing its numerical discretization.

2.1 | Computational domain and notation

Consider a solid domain, \( \Omega \), which is assumed to be an open Lipschitz bounded subset of \( \mathbb{R}^3 \), with smooth boundary \( \Gamma \) (see Figure 2). Let \( \Gamma = \Gamma_{\text{in}} \cup \Gamma_{\text{ex}} \cup \Gamma_{\text{sf}} \) where \( \Gamma_{\text{in}}, \Gamma_{\text{ex}}, \) and \( \Gamma_{\text{sf}} \) are disjoint sets. Moreover, given \( t_f \in \mathbb{R}^+ \), we consider the
time domain \((0, t_f]\). The Eulerian Cartesian coordinate vector is denoted by \(x \in \Omega\) and \(n(x)\) represents the unit normal vector that is directed outwards from \(\Omega\) at point \(x \in \Gamma\).

In this setting, \(\Omega\) corresponds to the region of the space occupied by the mold. The interface between the mold and the cooling system is denoted by \(\Gamma_{sf}\). While \(\Gamma_{sn}\) is the portion of the mold boundary in contact with the solidifying steel. Finally, we denote the remaining part of the mold boundary with \(\Gamma_{sex}\).

### 2.2 Direct problem

We shall assume all along the following assumptions on the data:

- (H1) The thermal conductivity is constant and strictly positive: \(k_s \in \mathbb{R}^+\).
- (H2) There is no heat source inside the mold domain.
- (H3) The density and specific heat are constant and strictly positive: \(\rho \in \mathbb{R}^+, C_p \in \mathbb{R}^+\).
- (H4) The heat transfer coefficient on \(\Gamma_{sf}\) is constant and strictly positive: \(h \in \mathbb{R}^+\).
- (H5) The cooling water temperature, \(T_f\), is known, constant in time, and belongs to \(L^q(\Gamma_{sf})\).
- (H6) The initial temperature, \(T_0\), is known and belongs to \(L^2(\Omega)\).
- (H7) The steel-mold heat flux, \(g\), belongs to \(L^r(0, t_f; L^q(\Gamma_{sm}))\).

In (H5), (H7) we assume that \(r, q \in (2, +\infty)\) and

\[
\frac{1}{r} + \frac{1}{q} < \frac{1}{2}.
\]  

(1)

Notice that it implies \(r, q > 2\).

Under the assumptions (H1)–(H7), we propose the following three-dimensional, unsteady-state, heat conduction model

**Problem 1.** Find \(T\) such that

\[
\rho C_p \frac{\partial T}{\partial t} - k_s \Delta T = 0, \quad \text{in} \; \Omega \times (0, t_f],
\]  

(2)
with BCs and Initial Condition (IC)

\[
\begin{align*}
-k_s \nabla T \cdot n &= g & \text{on } \Gamma_{in} \times (0, t_f], \\
-k_s \nabla T \cdot n &= 0 & \text{on } \Gamma_{in} \times (0, t_f], \\
-k_s \nabla T \cdot n &= h(T - T_f) & \text{on } \Gamma_{sf} \times (0, t_f], \\
T(\cdot, 0) &= T_0 & \text{in } \Omega.
\end{align*}
\]

A weak solution is now defined by testing against a smooth function and formally integrating by parts.

**Definition 1.** We say that a function \( T \in C([0, t_f]; L^2(\Omega)) \cap L^2(0, t_f; H^1(\Omega)) \) is a weak solution of Problem 1 on \([0, t_f]\) for some \( t_f > 0 \) if

\[
-\rho C_p \int_0^{t_f} \int_\Omega T(x, t) \frac{\partial \psi(x, t)}{\partial t} dx dt + k_s \int_0^{t_f} \int_\Omega \nabla T(x, t) \nabla \psi(x, t) dx dt + \int_0^{t_f} \int_{\Gamma_{in}} hT(x, t) \psi(x, t) d\Gamma dt \\
= \rho C_p \int_\Omega T(0)(\psi(x, 0) dx - \int_0^{t_f} \int_{\Gamma_{in}} g(x, t) \psi(x, t) d\Gamma dt + \int_0^{t_f} \int_{\Gamma_{sf}} hT_f(x) \psi(x, t) d\Gamma dt,
\]

for all \( \psi \in H^1(0, t_f; H^1(\Omega)) \) that satisfy \( \psi(\cdot, t_f) = 0 \) in \( \Omega \).

Thanks to Nittka\(^4\) (its Theorem 2.11 and Corollary 2.13), we have

**Theorem 1.** Let assumptions (H1)–(H7) and (1) hold. Then, there exists a unique weak solution of Problem 1 on \([0, t_f]\).

Finally, we recall Theorem 3.3 in Nittka\(^4\)

**Theorem 2.** Let assumptions (H1)–(H7) and (1) hold. Then, the weak solution \( T \) of Problem 1 is in \( C([0, t_f]; C(\overline{\Omega})) \). So, in particular, \( T(x, t) \rightarrow T_0(x) \) uniformly on \( \overline{\Omega} \) as \( t \rightarrow 0 \).

Regarding the numerical solution of Problem 1, we use the finite volume method for its discretization. Given a tessellation \( \mathcal{T} \) of the domain, \( \Omega \), we write the discrete unknown \( (T_C(t))_{C \in \mathcal{T}} \) as the real vector \( \mathbf{T}(t) \), belonging to \( \mathbb{R}^{N_h} \) with \( N_h = \text{size}(\mathcal{T}) \). Then, we write the spatially discretized problem as

\[
M \frac{d\mathbf{T}(t)}{dt} + A\mathbf{T}(t) = \mathbf{b}(t), \quad t \in (0, t_f],
\]

where \( M \in \mathbb{M}^{N_h \times N_h} \) is the mass matrix, \( A \in \mathbb{M}^{N_h \times N_h} \) is the conductivity matrix and \( \mathbf{b} \in \mathbb{R}^{N_h} \) the source term. The value of each element of \( M, A, \) and \( \mathbf{b} \) depends on the particular finite volume scheme for the discretization and the mesh used. Since our problem is a classic diffusion problem, we refer for further details regarding the finite volume discretization to the Eymard’s monograph.\(^5\)

To discretize (5) in time, we divide the time interval of interest into \( N_T \) regular steps

\[
t^0 = 0, \quad t^{n+1} = t^n + \Delta t, \quad n = 0, \ldots, N_T - 1, \quad \Delta t = \frac{t_f}{N_T}.
\]

From now on, we denote by \( f^i \) an approximation of a given function \( f(t) \) at time \( t^i \).

For the time discretization, we consider the implicit Euler scheme. It is a first-order implicit scheme. With this discretization, (5) becomes

\[
(M + \Delta t A)\mathbf{T}^{n+1} = M\mathbf{T}^n + \Delta t \mathbf{b}^{n+1}, \quad n = 0, \ldots, N_T - 1.
\]

Notice that, thanks to hypotheses (H1)–(H7), matrices \( A \) and \( M \) are time independent.

### 3 INVERSE PROBLEM

In this section, we discuss the formulation and solution of the boundary heat flux estimation problem. We state it in an inverse problem setting using data assimilation. We begin this section with a literature survey, then we discuss the mathematical formulation of the problem and, finally, the methodology that we developed for its solution.
3.1 | State of the art

The literature on inverse heat transfer problems is vast. 6-9 We refer to Alifanov’s, 10 Orlande’s, 11 Beck and Clair’s, 12 and Chang’s 13 works for a detailed review. In the literature, other researchers also investigated the particular problem of computing the mold-slab heat flux from temperature measurements in the mold. 14-17 From a mathematical point of view, the present problem fits in the framework of estimating a Neumann BC (the heat flux) having as data pointwise measurements of the state (the temperature) inside the domain. Such problems were also addressed in investigations not related to heat transfer. 15-20

The story of inverse heat transfer problems started in the 50 s when aerospace engineers were interested in knowing the thermal properties of heat shields and heat fluxes on the surface of space vehicles during re-entry. The first approach was purely heuristic, then in the 60 and 70 s, researchers moved to a more mathematically formal approach. In fact, most of the regularization theory that we use nowadays to treat ill-posed problems was developed during these years. 10,21-24

The first approach for estimating the boundary heat flux in CC molds was to select a heat flux profile, and then by trial and error adapt it to match the measured temperatures. 17 Pinheiro et al. 25 were the first to use an optimal control framework and regularization methods. They used a steady-state version of the 2D mold model proposed by Samarasekera and Brimacombe 26 and parameterized the heat flux with a piecewise constant function. Finally, they used Tikhonov’s regularization for solving the inverse problem and validated the results with experimental measurements. A similar approach was used more recently by Rauter et al. 15,27,28 They estimated the heat flux transferred from the solidifying steel to the mold wall both in a 2D and 3D domain. They used a steady-state heat conduction model for the mold and parameterized the heat flux with a piecewise linear profile in 2D and symmetric cosine profile in 3D. For the solution of the inverse problem, they used the Conjugate Gradient Method (CGM) and a mixed GA-SIMPLEX algorithm 29 in 2D while in 3D they only used the GA-SIMPLEX algorithm. Their results were also tested with experimental data.

Using a 3D unsteady-state heat conduction model in the strand and the mold with a Robin condition at the mold-strand interface, Hebi et al. 30,31 attempted to estimate the solidification in CC round billets. Similarly to the present work, they looked for the heat transfer coefficient that minimizes a distance between measured and computed temperatures at the thermocouples’ points. Assuming the heat transfer coefficient to be piecewise constant, they iteratively adapted each piece to match the measured temperature. However, in the validation with plant measurements, they did not obtain good agreement. A similar approach was used by Gonzalez et al. 32 and Wang et al., 33-36 the latter using a Neumann condition at the mold-strand interface.

Udayraj et al. 16 applied the conjugate gradient method with adjoint problem for the solution of the steady-state 2D mold-slab heat flux estimation problem. This methodology was first proposed by Alifanov 10 for the regularization of boundary inverse heat transfer problems without the need of parameterizing the heat flux. However, as we also proved in our previous work, 3 this method underestimates the heat flux away from the measurements. To overcome this issue, Udayraj et al. proposed to average the computed heat flux at each step and use the uniform averaged value as initial estimation for the following step. However, the obtained results were not satisfying.

Since the real-time requirement is common in industrial applications, real-time methodologies for the solution of these problems have already been investigated in the literature. In particular, Videcoq et al. 37 used a branch eigenmodes reduced model 38 for the real-time identification of the heat source strength variations in a 3D nonlinear inverse heat conduction problem. Later, for solving the same problem, Girault et al. 39 used the Modal Identification Method 40 for generating the reduced model. Finally, Aguado et al. 41 coupled classical harmonic analysis with recent model order reduction techniques (proper generalized decomposition) to solve in real-time the transient heat equation at monitored points, also showing the applicability of their method to inverse problems.

To conclude, also deep learning techniques were investigated. Wang and Yao 42 used the inverse problem solution technique developed by Hebi et al. 31 and a set of experimental temperature measurements to train a Neural Network (NN) for on-line computation. Similarly, Chen et al. 43 used the fuzzy inference method for estimating the mold heat flux. In both works, they modeled the mold with a 2D steady-state heat conduction model in the solid and parameterized the boundary heat flux.

Our contribution to the literature is the development of novel methods for solving the unsteady-state 3D inverse heat transfer problem in CC molds that exploits the parameterization of the heat flux. We propose different novel direct methodologies that exploit an offline-online decomposition. In fact, we divide them in a computationally expensive offline phase and an online phase whose computational cost is much smaller. The advantage is that we compute offline phase once and for all before starting the casting process. Then, while the machine is running, we only need to solve the cheap
online phase. Moreover, in this work, we design some benchmark cases for this application, and we use them to test the performances of the proposed methodologies.

3.2 Inverse problem formulation

Before proceeding with the mathematical formulation of the inverse problem, we do some technical considerations that will guide us in the process. First, the thermocouples measure the temperature at the sampling frequency $f_{\text{samp}}$. This sampling frequency is typically of 1 Hz and we will assume this value all along this investigation (notice that different values of $f_{\text{samp}}$ are compatible with the following discussion). Second, every sampling period $T_{\text{samp}} = 1/f_{\text{samp}} = 1$ s, the thermocouples provide a new set of measurements, so we have a regular sequence of measurements in time.

That said, we consider the problem of estimating the heat flux, $g$, on $\Gamma_{\text{sn}}$, in between the last acquired measurement instant and the previous one. In this way, we follow the sequentiality of the measured data in our solution procedure according to the monitoring purpose of this research.

We introduce the following notation. Let $\Psi := \{x_1, x_2, \ldots, x_P\}$ be a collection of points in $\Omega$ and $\Upsilon := \{t^0, t^1, \ldots, t^P\}$ a collection of points in $[0, t_f]$ such that $t^k = t^{kN_t}$ (see Figure 3). According to the introduced sequential approach, we consider the following restriction of Problem 1 to $(t^{k-1}, t^k)$, $1 \leq k \leq P_t$, as direct problem

**Problem 2.** Let $1 \leq k \leq P_t$ and $g^k(x, t)$ be a given heat flux on $\Gamma_{\text{sn}} \times (t^{k-1}, t^k)$. Find $T^k$ such that

$$\rho c_p \frac{\partial T^k}{\partial t} - k_s \Delta T^k = 0, \quad \text{in } \Omega \times (t^{k-1}, t^k),$$

with BCs and IC

$$\begin{cases}
-k_s \nabla T^k \cdot \mathbf{n} = g^k & \text{on } \Gamma_{\text{sn}} \times (t^{k-1}, t^k), \\
-k_s \nabla T^k \cdot \mathbf{n} = 0 & \text{on } \Gamma_{\text{sx}} \times (t^{k-1}, t^k), \\
-k_s \nabla T^k \cdot \mathbf{n} = h(T^k - T_f) & \text{on } \Gamma_{\text{sf}} \times (t^{k-1}, t^k), \\
T^k(\cdot, t^{k-1}) = T^{k-1}(\cdot, t^{k-1}) & \text{in } \Omega,
\end{cases}$$

where $T^0(\cdot, t^0) = T_0$, being $T_0$ the initial temperature.

So basically, we are dividing the time domain into chunks going from one measurement time to the next one in a way that facilitates the definition of the inverse problems below. Before formulating it, we introduce some further notation. We define the application $(x_i, t^k) \in \Psi \times \Upsilon \rightarrow \hat{T}(x_i, t^k) \in \mathbb{R}^+$, $1 \leq i \leq P, 1 \leq k \leq P_t$, $\hat{T}(x_i, t^k)$ being the experimentally measured temperature at $(x_i, t^k) \in \Psi \times \Upsilon$. Moreover, to simplify the notation, and if there is no room for error, we denote

$$\hat{T}^k(x_i) := \hat{T}(x_i, t^k), \quad 1 \leq i \leq P, 1 \leq k \leq P_t,$$

and we let $T^k[g]$ represent the solution of Problem 2 corresponding to heat flux $g$ on $\Gamma_{\text{sn}} \times (t^{k-1}, t^k)$.

At each measurement interval $k, 1 \leq k \leq P_t$, we propose an iterative procedure, assuming that, for $k \geq 1$, $g^l$ and $T^l[g^l]$, $0 \leq l \leq k - 1$, have been computed. Using a least square, deterministic approach, we state two different inverse problems for Problem 2. In the first one, we consider as functional to be minimized a distance between the measured and computed temperatures at the thermocouples. Then, we state it as

**FIGURE 3** Time line for the inverse problem
**Problem 3** (Inverse). Being \( g^l \) and \( T^l[g^l] \), \( 1 \leq l \leq k-1 \), known, and given the temperature measurements \( \hat{T}^k(x_i) \), \( 1 \leq i \leq P \), find \( g^k \in C(\tau^{k-1}, \tau^k; L^2(\Gamma_{s_n})) \) which minimizes the functional

\[
S^k_1[g^k] = \frac{1}{2} \sum_{i=1}^{P} [T^k[g^k](x_i, \tau^k) - \hat{T}^k(x_i)]^2.
\]  

(11)

Here, we denote \( T^0[g^0] = T_0 \).

The second inverse problem that we consider includes in the cost functional the \( L^2 \)-norm of the heat flux. Thus, we write it as

**Problem 4** (Inverse). Being \( g^l \) and \( T^l[g^l] \), \( 1 \leq l \leq k-1 \), known, and given the temperature measurements \( \hat{T}^k(x_i) \), \( 1 \leq i \leq P \), find \( g^k \in C(\tau^{k-1}, \tau^k; L^2(\Gamma_{s_n})) \) which minimizes the functional

\[
S^k_2[g^k] = \frac{1}{2} \sum_{i=1}^{P} [T^k[g^k](x_i, \tau^k) - \hat{T}^k(x_i)]^2 + p_g(g^k(\tau^k), g^k(\tau^k))_{L^2(\Gamma_{s_n})},
\]  

(12)

where \( p_g \, [ \text{K}^2/\text{W}^2] \) is a weight applied to the heat flux norm.

### 3.3 Inverse solver for \( S^k_1 \)

In this section, we discuss a novel methodology for solving Problem 3. In particular, we mimic the methodology developed by the authors for a steady-state mold model,\(^3\) starting it to the unsteady case.

We exploit a suitable parameterization of the heat flux, \( g^k \). To properly parameterize it, we start by considering that we want to parameterize an unknown function \( g^k \) in \( L(\tau^{k-1}, \tau^k; L^2(\Omega)) \), \( 1 \leq k \leq P \). Then, we notice that in thin slab casting molds, the thermocouples are all located few millimeters inward from \( \Gamma_{s_n} \). All together they form a uniform 2D grid on a surface parallel to the \( \Gamma_{s_n} \) boundary. Thus, a possible choice for the space parameterization of \( g^k \) is to use Radial Basis Functions (RBFs) centered at the projections of the thermocouples points on \( \Gamma_{s_n} \).\(^4\) By using this parameterization, we end up having as many basis functions as thermocouples. Note that the methodology is very well adapted to the application in use.

In particular, we parameterize \( g^k \) by Gaussian RBFs which allow us to separate the time and space dependence. These are continuous functions with global support in \( \Gamma_{s_n} \). However, the following discussion can be applied to other basis functions.

The parameterization of the boundary heat flux reads (see Prando’s appendix\(^5\))

\[
g^k(x, t) \approx g^k(x, t) = \sum_{i=1}^{P} g^k_i(t) \phi_i(x), \quad \text{for} \ t \in (\tau^{k-1}, \tau^k].
\]  

(13)

where the \( \phi_i(x) \) are \( P \) known basis functions, and the \( g^k_i(t) \) are the respective time dependent unknown weights.

To define the RBFs, let \( x_i, 1 \leq i \leq P \), be the projection of the point \( x_i \in \Psi \) on \( \Gamma_{s_n} \), that is, such that

\[
\xi_i = \arg\min_{\xi \in \Gamma_{s_n}} \| x_i - \xi \|_2, \quad x_i \in \Psi.
\]  

(14)

By centering the RBFs in these points, their expression is

\[
\phi_j(x) = e^{-\eta \| x - \xi_j \|_2^2}, \quad \text{for} \ j = 1, 2, \ldots, P,
\]  

(15)

where \( \eta \) is the shape parameter of the Gaussian basis. By increasing (decreasing) its values, the radial decay of the basis slows down (speeds up).

In this work, we explore two different approaches to the time parameterization. In the first one, we consider \( g^k_i \) independent of time

\[
g^k_i(t) = w^k_i, \quad \text{for} \ t \in (\tau^{k-1}, \tau^k], 1 \leq i \leq P.
\]  

(16)
being \( w_i^k \) real numbers. In this way, the heat flux is assumed to be piecewise constant, that is, constant between consecutive measurement instants.

The second approach is to consider the heat flux to be continuous piecewise linear in \((0, t_f]\), being a polynomial of degree 1 between the sampling times. Then, we assume the weights \( g_i^k(t) \) to be linear in time in the interval \((r_k^{-1}, r_k]\). Moreover, in this second case, the following continuity is assumed

\[
g_i^k(t)|_{t=r_k^{-1}} = g_i^{k-1}(t)|_{t=r_k^{-1}}. \tag{17}
\]

In turn, we characterize \( g_i^k(t) \) as

\[
g_i^k(t) = w_i^k - \frac{w_i^k - w_i^{k-1}}{r_k - r_k^{-1}}(t - r_k^{-1}), \quad \text{for} \ t \in (r_k^{-1}, r_k]. \tag{18}
\]

Notice that by doing parameterization \((13)\), we change the problem from estimating a function in an infinite dimensional space at each time interval \((t_{i-1})^N, t_i^N) = (r_k^{-1}, r_k]\), to estimating the vector \( \mathbf{w}^k = (w_1^k, w_2^k, \ldots, w_{P_i}^k)^T \) in \( \mathbb{R}^{P_i} \), for each \( 1 \leq k \leq P_i \).

Now, at each time interval \((r_k^{-1}, r_k]\), the objective of the inverse problem is to determine \( \mathbf{w}^k \) which identifies \( g^k \) once the elements of the basis \( \phi_i, i = 1, 2, \ldots, P \) are fixed. We state the inverse problem as

**Problem 5** (Inverse). Given the temperature measurements \( \hat{T}(\Psi, r^k) \), find \( \hat{\mathbf{w}}^k \in \mathbb{R}^{P_i}, 1 \leq k \leq P_i \), which minimizes the functional

\[
S_i^k[\mathbf{w}^k] = \frac{1}{2} \sum_{i=1}^{P_i} |T_i^k[\mathbf{w}^k](x_i, r^k) - \hat{T}_i^k(x_i)|^2, \tag{19}
\]

where if there is not room for confusion \( T_i^k[\mathbf{w}^k] \) denotes the temperature \( T_i^k[\mathbf{g}^k] \), with \( \mathbf{g}^k \) defined as in \((13)\) and \( g_i^k(t) \) given by \((16)\) or \((18)\).

For a later use, we define the general vector \( \mathbf{a}^k \in \mathbb{R}^{P_i} \) as the vector of the values of a general field \( a(x, t) \) at the measurement points and at the measurement time \( r^k \), such as

\[
(\mathbf{a}^k)_i = a(x_i, r^k). \tag{20}
\]

Moreover, given \( \mathbf{w}^k \), we define the residual vector \( \mathbf{R}^k[\mathbf{w}^k] \in \mathbb{R}^{P_i} \) as

\[
(\mathbf{R}^k[\mathbf{w}^k])_i := (T_i^k[\mathbf{w}^k])_i - (\hat{T}_i^k)_i, \quad i = 1, 2, \ldots, P. \tag{21}
\]

Thanks to \((21)\), we rewrite the cost functional \((19)\) as

\[
S_i^k[\mathbf{w}^k] = \frac{1}{2} \mathbf{R}^k[\mathbf{w}^k]^T \mathbf{R}^k[\mathbf{w}^k]. \tag{22}
\]

To minimize it, we write the critical point equation

\[
\frac{\partial S_i^k[\mathbf{w}^k]}{\partial w_j^k} = \sum_{i=1}^{P_i} (\mathbf{R}^k[\mathbf{w}^k])_i \frac{\partial (T_i^k[\mathbf{w}^k])_i}{\partial w_j^k} = 0, \quad \text{for} \ j = 1, 2, \ldots, P. \tag{23}
\]

Thus, for each \( k, 1 \leq k \leq P_i \), the solution of this equation will provide the weights vector \( \hat{\mathbf{w}}^k \) corresponding to a critical point of \( S_i^k \).

To explicitly obtain from \((23)\) an equation for the weights that minimize our functional \( S_i^k \), we exploit the linearity of Problem 2. To derive it, we consider separately the piecewise constant \((16)\) and the piecewise linear \((18)\) cases.

### 3.3.1 Piecewise constant approximation of the heat flux

Suppose to have the solutions to the following auxiliary problems
Problem 6. For each \( i, 1 \leq i \leq P \), find \( T_{\phi_i} \) such that
\[
\rho C_p \frac{\partial T_{\phi_i}}{\partial t} - k_s \Delta T_{\phi_i} = 0, \quad \text{in } \Omega \times (\tau^0, \tau^1],
\]
with BCs and IC
\[
\begin{align*}
- k_s \nabla T_{\phi_i} \cdot \mathbf{n} &= \phi_i \quad \text{on } \Gamma_{sa} \times (\tau^0, \tau^1], \\
- k_s \nabla T_{\phi_i} \cdot \mathbf{n} &= 0 \quad \text{on } \Gamma_{sa} \times (\tau^0, \tau^1], \\
- k_s \nabla T_{\phi_i} \cdot \mathbf{n} &= h T_{\phi_i} \quad \text{on } \Gamma_{sf} \times (\tau^0, \tau^1], \\
T_{\phi_i}(\cdot, \tau^0) &= 0 \quad \text{in } \Omega.
\end{align*}
\]

Problem 7. For each \( k, 1 \leq k \leq P_t \), find \( T_{IC}^k \) such that
\[
\rho C_p \frac{\partial T_{IC}^k}{\partial t} - k_s \Delta T_{IC}^k = 0, \quad \text{in } \Omega \times (\tau^{k-1}, \tau^k],
\]
with BCs and IC
\[
\begin{align*}
- k_s \nabla T_{IC}^k \cdot \mathbf{n} &= 0 \quad \text{on } (\Gamma_{sa} \cup \Gamma_{sa}) \times (\tau^{k-1}, \tau^k], \\
- k_s \nabla T_{IC}^k \cdot \mathbf{n} &= h (T_{IC}^k - T_f) \quad \text{on } \Gamma_{sf} \times (\tau^{k-1}, \tau^k], \\
T_{IC}^k(\cdot, \tau^{k-1}) &= T_{IC}^{k-1}(\cdot, \tau^{k-1}) \quad \text{in } \Omega,
\end{align*}
\]
with
\[
T_{IC}^1(\cdot, \tau^0) = T_0.
\]

Notice that Problem 6 does not depend on the measurement instants index \( k \). Then, we define it only in the first interval \((\tau^0, \tau^1]\) and, if needed, translate it such as
\[
T_{\phi_i}^k(x, t) = T_{\phi_i}(x, t - \tau^{k-1}), \quad \text{for } t \in (\tau^{k-1}, \tau^k].
\]

We can now state

**Theorem 3.** Given \( T_{IC}^k \) and \( w^k, 1 \leq k \leq P_t \) (and so \( g^k \) defined as (13)) and \( T_{\phi_i}, 1 \leq i \leq P \), the function defined as
\[
T^k[g^k] = \sum_{i=1}^P g_i^k T^k_{\phi_i} + T^k_{IC},
\]
is the solution to Problem 2 associated with the heat flux \( g(x, t) \) which in each measurement subinterval \((\tau^{k-1}, \tau^k]\) coincides with \( g^k(x, t) \) given by (13) with \( g_i^k(t) \) as in (16).

**Proof.** Substituting (30) in (8), taking into account (16) so \( g_i^k \) is constant in \((\tau^{k-1}, \tau^k]\), and considering (24) and (26), we have
\[
\rho C_p \left( \sum_{i=1}^P g_i^k T^k_{\phi_i} + T^k_{IC} \right) = \sum_{i=1}^P g_i^k \left( \rho C_p \frac{\partial T^k_{\phi_i}}{\partial t} - k_s \Delta T^k_{\phi_i} \right)
\]
\[
+ \rho C_p \frac{\partial T^k_{IC}}{\partial t} - k_s \Delta T^k_{IC} = 0 \quad \text{in } \Omega \times (\tau^{k-1}, \tau^k].
\]

Similarly, for the BCs we have
\[
- k_s \nabla \left( \sum_{i=1}^P g_i^k T^k_{\phi_i} + T^k_{IC} \right) \cdot \mathbf{n} = \sum_{i=1}^P g_i^k (-k_s \nabla T^k_{\phi_i} \cdot \mathbf{n}) = \sum_{i=1}^P g_i^k \phi_i = g^k, \quad \text{on } \Gamma_{sa} \times (\tau^{k-1}, \tau^k],
\]
\[-k_s \nabla \left( \sum_{i=1}^{P} g_i^{k} T_{\phi_i}^{k} + T_{IC}^{k} \right) \cdot \mathbf{n} = 0, \quad \text{on } \Gamma_{ex} \times (r^{k-1}, r^{k}], \]

and

\[-k_s \nabla \left( \sum_{i=1}^{P} g_i^{k} T_{\phi_i}^{k} + T_{IC}^{k} \right) \cdot \mathbf{n} = h \left[ \sum_{i=1}^{P} g_i^{k} T_{\phi_i}^{k} + T_{IC}^{k} \right] - h \left( T_{k}^{k} \left[ T_{\phi}^{k} \right] - T_{f}^{k} \right), \quad \text{on } \Gamma_{sf} \times (r^{k-1}, r^{k}]. \]  

With respect to the IC, at each interval we must proceed by induction. For \( k = 1 \), thanks to (28),

\[ T_{k}^{1} \left[ g_{1}^{1} \right] (\cdot, T_{0}) = T_{0}(\cdot). \]  

For \( k > 1 \), taking into account (25) and (27)

\[ T_{k}^{1} \left[ g_{1}^{1} \right] (\cdot, r^{k-1}) = \sum_{i=1}^{P} g_i^{k} T_{\phi_i}^{k}(\cdot, r^{k-1}) + T_{IC}^{k}(\cdot, r^{k-1}) = T_{k-1}^{k}(\cdot, r^{k-1}), \quad \text{in } \Omega. \]

This ends the proof.

Solving the minimization problem for \( S_{k}^{k} \) with piecewise constant approximation of the heat flux

Thanks to (29) and (30), (23) can be written as

\[ \sum_{i=1}^{P} \left( R_{k}^{k}[\hat{\mathbf{w}}_{j}^{k}]_{i} \right)_{l} \frac{\partial \left( \sum_{i=1}^{P} g_i^{k} T_{\phi_i}^{k} + T_{IC}^{k} \right)}{\partial w_{j}^{k}} = \sum_{i=1}^{P} \left( R_{k}^{k}[\hat{\mathbf{w}}_{j}^{k}]_{i} \right)_{l} \frac{\partial \left( \sum_{i=1}^{P} g_i^{k} T_{\phi_i}^{k} + T_{IC}^{k} \right)}{\partial w_{j}^{k}}, \]

\[ = R_{k}^{k}[\hat{\mathbf{w}}]^{T} \left( T_{\phi} \right) = 0, \quad \text{for } j = 1, 2, \ldots, \ P, \]

where \( (T_{\phi}) \) is the vector containing the values of the field \( T_{\phi}(x_i, \tau_1) \) at the measurement points. We recall that \( T_{\phi} \) is independent of \( k \).

Let us define the matrix \( \Theta \) in \( \mathbb{M}^{P \times P} \) such that

\[ \Theta_{ij} = T_{\phi}(x_i, \tau_1). \]  

Equation (37) can now be written as

\[ \Theta^{T} R_{k}^{k}[\hat{\mathbf{w}}^{k}] = 0. \]  

Using (30), the vector associated to the solution of the direct problem at the measurement points, \( T_{k}^{k}[\hat{\mathbf{w}}^{k}] \in \mathbb{R}^{P} \), for each \( k \), can be written as

\[ T_{k}^{k}[\hat{\mathbf{w}}^{k}] = \sum_{j=1}^{P} w_{j}^{k} T_{\phi_j}^{k} + T_{IC}^{k} = \Theta \hat{\mathbf{w}}^{k} + T_{IC}^{k}. \]

Recalling the definition of \( R_{k}^{k} \) and (40), we have

\[ \Theta^{T} R_{k}^{k}[\hat{\mathbf{w}}^{k}] = \Theta^{T} (\Theta \hat{\mathbf{w}}^{k} + T_{IC}^{k} - \hat{T}^{k}) = 0. \]

Therefore, for each \( k, 1 \leq k \leq P_{l} \), a solution of the inverse problem, \( \hat{\mathbf{w}}^{k} \), is obtained by solving the linear system

\[ \Theta^{T} \Theta \hat{\mathbf{w}}^{k} = \Theta^{T} (\hat{T}^{k} - T_{IC}^{k}). \]

It is important to notice that the system matrix, \( \Theta^{T} \Theta \), is \( k \)-independent.
Algorithm 1. Inverse solver for the solution of Problem 3 with piecewise constant parameterization in time of the heat flux, $g$

**OFFLINE**

**Input** RBF shape parameter, $\eta$; thermocouples measurement points and times, $\Psi$, $\Upsilon$

1: Setup RBF parameterization by (15)
2: Compute $T_{\phi_i}$ for $i = 1, 2, \ldots, P$ by solving Problem 6
3: Assemble matrix $\Theta$ by (38)

**ONLINE**

**Input** Initial condition, $T_0$

1: Set $k = 1$
2: while $k \leq P$ do
3: Read the thermocouples measurements, $\hat{T}^k$
4: Compute $T^k_{\phi_i}$ by solving Problem 7
5: Assemble $T^k_{IC}$
6: Compute $\hat{w}^k$ by solving (42)
7: Compute $g^k(t)$ by (16)
8: Compute the heat flux $g(x, t)$ for $t \in (\tau^{k-1}, \tau^k]$ by (13)
9: Use (30) to compute $T^k[g^k]$
10: $k = k + 1$
11: end while

Equation (42) is generally called the normal equation. By solving this linear system, we obtain the weights, $\hat{w}^k$, that correspond to a critical point of the functional $S^1$, defined by (19). As mentioned, $\Theta$ is constant. So, we can compute it once and for all in an offline phase.

The proposed methodology for the solution of the inverse Problem 3 is summarized in Algorithm 1. It is important to notice that, for each time interval $(\tau^{k-1}, \tau^k]$, $T_{\phi_i}$ and the related vector do not change but $T^k_{IC}$ does because its IC depends on the temperature field at time $\tau^{k-1}$.

Notice that, in this setting, (42) is an affine map from the observations, $\hat{T}^k$, to the heat flux weights, $\mathbf{w}^k$. Consequently, we have that the existence and uniqueness of the solution of the inverse problem depends on the invertibility of the matrix $\Theta^T \Theta$. We can easily see that the matrix is symmetric and positive semi-definite. In general, however, we cannot ensure that it is invertible. In fact, the invertibility depends on the choice of the basis function, the computational domain, and the BCs.

Before moving to the piecewise linear case, we recall the offline-online decomposition of Algorithm 1. In the offline phase, we compute $T_{\phi_i}$ for $i = 1, 2, \ldots, P$ by solving Problem 6 and assemble the related matrix $\Theta$. Then, in the online phase, we input the measurements $\hat{T}$, solve Problem 7 and the linear system (42).

For the choice made when selecting the basis functions, this linear system has the dimensions of the number of thermocouples (in the order of hundreds, in general). However, solution of Problem 7 involves the solution of a full order model whose computational cost depends on the discretization size. Consequently, this method is not suitable for real-time as it is. To achieve real-time performances, we need to apply model order reduction techniques. This will be the subject of our future work.

As a final remark, we notice, that for the application of this method, linearity of the direct problem is essential. In fact, it is a necessary condition for Theorem 3.

### 3.3.2 Piecewise linear heat flux

Suppose to have the solution to

**Problem 8.** For each $i$, $1 \leq i \leq P$, find $T_{d_i}$ such that

$$
\rho C_p \frac{\partial T_{d_i}}{\partial t} - k_d \Delta T_{d_i} = -\rho C_p T_{\phi_i}, \quad \text{in } \Omega \times (\tau^0, \tau^1),
$$

(43)
with BCs and IC

\[
\begin{align*}
-k_s \nabla T_d \cdot \mathbf{n} &= 0 \quad \text{on } (\Gamma_{s_a} \cup \Gamma_{s_b}) \times (r^0, r^1], \\
-k_s \nabla T_d \cdot \mathbf{n} &= hT_d \quad \text{on } \Gamma_f \times (r^0, r^1], \\
T_d(\cdot, r^0) &= 0 \quad \text{in } \Omega.
\end{align*}
\]

From the solution of this problem, we define

\[
T^k_d(x, t) = T_d(x, t - r^{k-1}), \quad \text{for } t \in (r^{k-1}, r^k].
\]

Then, we state

**Theorem 4.** Given \( T^k_{IC} \) and \( w^k \), \( 1 \leq k \leq P \) (and so \( g^k \) defined as (13)), \( T_d \) and \( T_\phi \), \( 1 \leq i \leq P \), then the function defined as

\[
T^k[g^k] = \sum_{i=1}^P \left( g^k_i T^k_{\phi_i} + g^{k'}_i T^k_{d_i} \right) + T^k_{IC},
\]

is the solution to Problem 2 associated with the heat flux \( g(x, t) \) which in each measurement subinterval \( (r^{k-1}, r^k) \) coincides with \( g^k(x, t) \) given by (13), with \( g^k(t) \) as in (18).

**Proof.** Substituting (46) in (8) and considering (24) and (26), we have

\[
\rho C_p \frac{\partial}{\partial t} \left[ \sum_{i=1}^P \left( g^k_i T^k_{\phi_i} + g^{k'}_i T^k_{d_i} \right) + T^k_{IC} \right] - k_s \Delta \left[ \sum_{i=1}^P \left( g^k_i T^k_{\phi_i} + g^{k'}_i T^k_{d_i} \right) + T^k_{IC} \right] = \rho C_p \left[ \sum_{i=1}^P g^{k'}_i T^k_{\phi_i} + \sum_{i=1}^P g^k_i \left( \frac{\partial T^k_{\phi_i}}{\partial t} - k_s \Delta T^k_{\phi_i} \right) \right] + \sum_{i=1}^P g^{k'}_i \left( \rho C_p \frac{\partial T^k_{d_i}}{\partial t} - k_s \Delta T^k_{d_i} \right) + \rho C_p \frac{\partial T^k_{IC}}{\partial t} - k_s \Delta T^k_{IC} = 0, \quad \text{in } \Omega \times (r^{k-1}, r^k].
\]

Similarly, for the BCs we have

\[
-k_s \nabla \left[ \sum_{i=1}^P \left( g^k_i T^k_{\phi_i} + g^{k'}_i T^k_{d_i} \right) + T^k_{IC} \right] \cdot \mathbf{n} = \sum_{i=1}^P g^k_i \left( -k_s \nabla T^k_{\phi_i} \cdot \mathbf{n} = \sum_{i=1}^P g^k_i \phi_i = g^k, \quad \text{on } \Gamma_{s_a} \times (r^{k-1}, r^k].
\]

\[
-k_s \nabla \left[ \sum_{i=1}^P \left( g^k_i T^k_{\phi_i} + g^{k'}_i T^k_{d_i} \right) + T^k_{IC} \right] \cdot \mathbf{n} = 0 \quad \text{on } \Gamma_{s_b} \times (r^{k-1}, r^k],
\]

and

\[
-k_s \nabla \left[ \sum_{i=1}^P \left( g^k_i T^k_{\phi_i} + g^{k'}_i T^k_{d_i} \right) + T^k_{IC} \right] \cdot \mathbf{n} = h \left[ \sum_{i=1}^P \left( g^k_i T^k_{\phi_i} + g^{k'}_i T^k_{d_i} \right) + T^k_{IC} - T_f \right] = h \left( T^k[g^k] - T_f \right),
\]

on \( \Gamma_f \times (r^{k-1}, r^k]. \)

With respect to the IC, at each interval we must proceed by induction. For \( k = 1, \)

\[
T^1[g^1](\cdot, r^0) = T^0(\cdot) \quad \text{in } \Omega.
\]

For \( k > 1 \), thanks to (25), (27), and (44), we deduce,

\[
T^k[g^k](\cdot, r^{k-1}) = \sum_{i=1}^P \left( g^k_i (r^{k-1}) T^k_{\phi_i}(\cdot, r^{k-1}) + g^{k'}_i T^k_{d_i}(\cdot, r^{k-1}) \right) + T^k_{IC}(\cdot, r^{k-1}) = T^{k-1}(\cdot, r^{k-1}), \quad \text{in } \Omega.
\]
Solving the minimization problem for $S^k_1$ with piecewise linear approximation of the heat flux

Thanks to Theorem 4, we have

$$\frac{\partial T^k[w^k]}{\partial w^k_j} = \frac{\partial}{\partial w^k_j} \left[ \sum_{i=1}^{\alpha} \left( g^k_i(r^k)x^i + g^k_iT^k_{d^i} + T^k_{IC}(r^k) \right) \right]
$$

$$= \frac{\partial}{\partial w^k_j} \left[ \sum_{i=1}^{\alpha} \left[ w^k_iT^k_{\phi^i} \right] + (w^k_i - w^k_{i-1})f_{samp}T^k_{d^i} + T^k_{IC}(r^k) \right]
$$

$$= T^k_{\phi^i}(r^k) + f_{samp}T^k_{d^i}(r^k) = T^k_{\phi^i} + f_{samp}T^k_{d^i}(r^k).
$$

Thanks to (53), (23) in the linear case is rewritten as

$$R^k[\hat{w}^k]^T(T^k_{\phi^i} + f_{samp}T^k_{d^i}) = 0, \text{ for all } j = 1, 2, \ldots, \alpha.
$$

Let us define the matrices $\hat{\Theta}, \Theta_d$ in $M^{P \times P}$ such that

$$(\Theta_d)_{ij} = f_{samp}T^i_{d^i}(x^i, r^k), \quad (\hat{\Theta})_{ij} = (\Theta)_{ij} + (\Theta_d)_{ij},$$

both independent of the index $k$.

Using (55) and (46), we have

$$T^k[\hat{w}^k] = \sum_{i=1}^{\alpha} \left( g^k_i(r^k)x^i + g^k_iT^k_{d^i} + T^k_{IC} \right) = \sum_{i=1}^{\alpha} \left[ w^k_iT^k_{\phi^i} \right] + (w^k_i - w^k_{i-1})f_{samp}T^k_{d^i} + T^k_{IC} = \hat{\Theta}w^k + \Theta_dw^{k-1} + T^k_{IC}.
$$

Recalling the definition of $R^k$, taking into account (55) and (56), system (54) can be written as

$$(\hat{\Theta})^T R^k[\hat{w}^k] = (\hat{\Theta})^T \left( \hat{\Theta}w^k + \Theta_dw^{k-1} + T^k_{IC} - \hat{T}^k \right) = 0.
$$

Therefore, a solution of the inverse problem $S^k_1$, considering $g^k(t)$ piecewise linear, is obtained by solving the linear system

$$(\hat{\Theta})^T \hat{\Theta}w^k = (\hat{\Theta})^T \left( \hat{T}^k + \Theta_dw^{k-1} - T^k_{IC} \right).
$$

Notice that as in the piecewise constant case, the system matrix, $(\hat{\Theta})^T \hat{\Theta}$, is $k$-independent.

We summarize the proposed methodology for the solution of the inverse Problem 3 in Algorithm 2. Similarly to the piecewise constant case, for each time interval $(r^{k-1}, r^k)$, $T_{\phi^i}$, $T_{d^i}$ and the related vectors do not change but $T^k_{IC}$ does because its IC depends on the temperature field at time $r^{k-1}$.

Also in this setting, (58) is an affine map from the observations, $\hat{T}^k$, to the heat flux weights, $w^k$. Consequently, we have that the existence and uniqueness of the solution of the inverse problem depends on the invertibility of the matrix $(\hat{\Theta})^T \hat{\Theta}$. It is symmetric and positive semi-definite. However, we cannot ensure that it is invertible. In fact, the invertibility depends on the choice of the basis functions, the computational domain, and the BCs.

We notice that, also in the piecewise linear case, the offline-online decomposition holds. Moreover, the linear system dimensions are the same of the piecewise constant case and the linearity of the direct problem is still a necessary condition also for Theorem 4.

### 3.4 Inverse solver for $S^k_2$

In this section, we discuss the solution of the inverse Problem 4. In particular, we extend the previously developed methodologies adapting them to the cost function $S^k_2$ as defined in (12).
Algorithm 2. Inverse solver for the solution of Problem 3 with piecewise linear parameterization in time of the heat flux, \( g \)

**OFFLINE**

**Input** RBF shape parameter, \( \eta \); thermocouples measurement points and times, \( \Psi, \Upsilon \)

1. Setup RBF parameterization by (15)
2. Compute \( T_{\phi_i} \) for \( i = 1, 2, \ldots, P \) by solving Problem 6
3. Compute \( T_{d_i} \) for \( i = 1, 2, \ldots, P \) by solving Problem 8
4. Assemble matrices \( \tilde{\Theta} \) and \( \Theta_d \)

**ONLINE**

**Input** Initial condition, \( T_0 \)

1. Set \( k = 1 \)
2. while \( k \leq P_t \) do
3. Read the thermocouples measurements, \( \hat{T}^k \)
4. Compute \( T_{IC}^k \) by solving Problem 7
5. Assemble \( T_{IC}^k \)
6. Compute \( \hat{w}^k \) by solving (58)
7. Compute \( g_{ik}^k(t) \) by (18)
8. Compute the heat flux \( g(x, t) \) for \( t \in (\tau^{k-1}, \tau^k) \) by (13)
9. Use (56) to compute \( T^k[g^k] \)
10. \( k = k + 1 \)
11. end while

As shown in detail in Section 4.1, the piecewise linear inverse solver of Section 3.3.2 presents instability issues, under certain conditions. Then, we stated this second inverse problem with the purpose of stabilizing the solution. To do this, we designed Problem 4 from Problem 3 by adding to the cost function (12) a term that penalizes the heat flux norm

\[
\langle g^k(\tau), g^k(\tau) \rangle_{L^2(\Gamma_{\text{in}})}.
\]

Also in this case, we exploit the parameterization of the heat flux (13). As a consequence, we introduce the inverse problem in terms of \( \hat{w}^k \) as

**Problem 9** (Inverse). Given the temperature measurements \( \hat{T}(\Psi, \Upsilon) \), find \( \hat{w}^k \in \mathbb{R}^P, 1 \leq k \leq P_t \), which minimizes the functional

\[
S_2[w^k] = \frac{1}{2} \sum_{i=1}^{P} [T^k[w^k](x_i, \tau^k) - \hat{T}^k(x_i)]^2 + p_\xi \int_{\Gamma_{\text{in}}} \left( \sum_{j=1}^{P} w^k_j \phi_j(x) \right) \left( \sum_{q=1}^{P} w^k_q \phi_q(x) \right) d\Gamma.
\]  

(59)

Notice that (59) holds true for both the piecewise constant and linear parameterization of the heat flux since

\[
g_{ik}^k(\tau) = w_i^k,
\]

for (16) as well as for (18).

Considering the second term of the right hand side of (59), we can write

\[
\int_{\Gamma_{\text{in}}} \left( \sum_{i=1}^{P} w^k_i \phi_i(x) \right) \left( \sum_{q=1}^{P} w^k_q \phi_q(x) \right) d\Gamma = \sum_{i=1}^{P} \sum_{q=1}^{P} w^k_i w^k_q \int_{\Gamma_{\text{in}}} \phi_i(x) \phi_q(x) d\Gamma.
\]  

(61)

Let us define the vectors of \( \mathbb{R}^{P^2} \)

\[
\phi_{\phi} = \left[ \int_{\Gamma_{\text{in}}} \phi_1(x) \phi_1(x) d\Gamma \int_{\Gamma_{\text{in}}} \phi_1(x) \phi_2(x) d\Gamma \ldots \int_{\Gamma_{\text{in}}} \phi_P(x) \phi_P(x) d\Gamma \right]^T,
\]

(62)
and

\[ \mathbf{a}_w^k = \begin{bmatrix} w_1^k & w_2^k & \cdots & w_p^k \end{bmatrix}^T. \quad (63) \]

We can now rewrite (61) as

\[ \sum_{j=1}^P \sum_{q=1}^P w_j^q \int_{\Gamma_{ln}} \phi_l(x) \phi_q(x) d\Gamma = \phi_\phi^T \mathbf{a}_w^k. \quad (64) \]

Furthermore, deriving (64) with respect to the weights, we obtain

\[ \frac{\partial}{\partial w_j^k} \left[ \int_{\Gamma_{ln}} \left( \sum_{i=1}^P w_i^k \phi_i(x) \right) \left( \sum_{q=1}^P w_q^k \phi_q(x) \right) d\Gamma \right] = \frac{\partial \phi_\phi^T \mathbf{a}_w^k}{\partial w_j^k} = \phi_\phi^T \frac{\partial \mathbf{a}_w^k}{\partial w_j^k}, \quad \text{for } j = 1, 2, \ldots, P. \quad (65) \]

Considering the case \( j = 1 \), we have

\[ \phi_\phi^T \frac{\partial \mathbf{a}_w^k}{\partial w_1^k} = \phi_\phi^T \begin{bmatrix} 2w_1^k & w_2^k & \cdots & w_p^k & 0 & \cdots & 0 \end{bmatrix}^T, \quad (66) \]

that we can rewrite as

\[ \phi_\phi^T \frac{\partial \mathbf{a}_w^k}{\partial w_1^k} = 2\phi_\phi \phi_1^k + \phi_\phi \phi_2^k + \phi_\phi \phi_3^k + \cdots + \phi_\phi \phi_p^k + \phi_\phi \phi_{p+1}^k + \phi_\phi \phi_{p+2}^k + \phi_\phi \phi_{p+3}^k + \cdots + \phi_\phi \phi_{p+P}^k. \quad (67) \]

Now, by noticing that

\[ \phi_\phi_{p,j-1\ldots j} = \int_{\Gamma_{ln}} \phi_j(x) \phi_s(x) d\Gamma = \phi_\phi_{p,j-1\ldots j}, \quad 1 \leq r, s \leq P, \quad (68) \]

we obtain

\[ \phi_\phi^T \frac{\partial \mathbf{a}_w^k}{\partial w_1^k} = 2\phi_\phi \phi_1^k + 2\phi_\phi \phi_2^k + 2\phi_\phi \phi_3^k + \cdots + 2\phi_\phi \phi_p^k = 2\phi_\phi^T \phi_1^k w_1^k, \quad (69) \]

Similarly, if we consider the general case, we have

\[ \phi_\phi^T \frac{\partial \mathbf{a}_w^k}{\partial w_j^k} = 2\phi_\phi \phi_j^k w_j^k + 2\phi_\phi \phi_{j+1}^k w_{j+1}^k + 2\phi_\phi \phi_{j+2}^k w_{j+2}^k + \cdots + 2\phi_\phi \phi_{p+1}^k w_{p+1}^k, \quad \text{for } j = 1, 2, \ldots, P. \quad (70) \]

Therefore, thanks to (65) and (70), we can write

\[ \frac{\partial}{\partial w_j^k} \left[ \int_{\Gamma_{ln}} \left( \sum_{i=1}^P w_i^k \phi_i(x) \right) \left( \sum_{q=1}^P w_q^k \phi_q(x) \right) d\Gamma \right] = \phi_\phi^T \frac{\partial \mathbf{a}_w^k}{\partial w_j^k} = 2\phi_\phi^T \phi_j^k w_j^k, \quad \text{for } j = 1, 2, \ldots, P. \quad (71) \]

Let us define the matrix \( \Phi \in \mathbb{R}^{P \times P} \) such that

\[ \Phi_{r,s} := \int_{\Gamma_{ln}} \phi_r(x) \phi_s(x) d\Gamma. \quad (72) \]

If we now consider the minimization of \( S_2^k \) with respect to the weights, \( w^k \), as in (23), we have

\[ \frac{\partial S_2^k[w^k]}{\partial w_j^k} = \sum_{i=1}^P \left( R_i^k[w^k] \right)_i \frac{\partial (T_i^k[w^k])_i}{\partial w_j^k} + 2p_\phi \phi_\phi^T \phi_j^k w_j^k = 0, \quad \text{for } j = 1, 2, \ldots, P. \quad (73) \]
Algorithm 3. Inverse solver for the solution of Problem 4 with piecewise constant parameterization in time of the heat flux, $g$

**OFFLINE**

**Input** RBF shape parameter, $\eta$; thermocouples measurement points and times, $\Psi$, $\Upsilon$; cost functional parameter, $p_g$

1. Setup RBF parameterization by (15)
2. Compute $T_{\phi_i}$ for $i = 1, 2, \ldots, P$ by solving Problem 6
3. Assemble matrix $\Theta$ by (38)
4. Assemble matrix $\Phi$ by (72)

**ONLINE**

**Input** Initial condition, $T_0$

1. Set $k = 1$
2. while $k \leq P_t$ do
3. Read the thermocouples measurements, $\hat{T}^k$
4. Compute $T^k_{IC}$ by solving Problem 7
5. Compute $\hat{w}^k$ by solving (75)
6. Compute $g^k(t)$ by (16)
7. Compute the heat flux $g(x, t)$ for $t \in (t^{k-1}, t^k]$ by (13) and (16)
8. Use (30) to compute $T^k[g^k]$
9. $k = k + 1$
10. endwhile

Considering the piecewise constant case, thanks to (40) and (65), we rewrite (73) as

$$\Theta^T(\Theta \hat{w}^k + T^k_{IC} - \hat{T}^k) + 2p_g \Phi \hat{w}^k = 0.$$  (74)

being $\Theta$ the matrix defined in (38). Therefore, for each $k$, $1 \leq k \leq P_t$, the solution of the inverse problem, $\hat{w}^k$, is obtained by solving the linear system

$$(\Theta^T \Theta + 2p_g \Phi) \hat{w}^k = \Theta^T(\hat{T}^k - T^k_{IC}).$$  (75)

Similarly, for the piecewise linear case, thanks to (56) and (65), we rewrite (73) as

$$(\hat{\Theta})^T(\hat{\Theta} \hat{w}^k - T^k_{IC} - \hat{T}^k) + 2p_g \Phi \hat{w}^k = 0.$$  (76)

being $\hat{\Theta}$ and $\Theta_d$ the matrices defined in (55). Therefore, for each $k$, $1 \leq k \leq P_t$, a solution of the inverse problem, $\hat{w}^k$, is obtained by solving the linear system

$$(\hat{\Theta}^T \hat{\Theta} + 2p_g \Phi) \hat{w}^k = \hat{\Theta}^T(\hat{T}^k + \Theta_d \hat{w}^{k-1} - T^k_{IC}).$$  (77)

The resulting inverse solvers are straightforward modifications of Algorithms 1 and 2. Then, we show them in the following Algorithms 3 and 4.

As a final remark, notice that for $p_g = 0 \frac{K^2}{W^2}$, we end up with the same solution as for $S^k_1$.

3.5 | Regularization

After the development of novel inverse solvers, we provide a brief discussion about regularization. It is well known that inverse problems as the ones here considered are ill-posed. This means that for our problem at least one of the following
Algorithm 4. Inverse solver for the solution of Problem 4 with piecewise linear parameterization in time of the heat flux, g

**OFFLINE**
**Input** RBF shape parameter, \( \eta \); thermocouples measurement points and times, \( \Psi, \Upsilon \); cost functional parameter, \( p_g \)
1: Setup RBF parameterization by (15)
2: Compute \( T_\phi \) for \( i = 1, 2, \ldots, P \) by solving Problem 6
3: Compute \( T_d \) for \( i = 1, 2, \ldots, P \) by solving Problem 8
4: Assemble matrices \( \Theta \) and \( \Theta_d \)
5: Assemble matrix \( \Phi \) by (72)

**ONLINE**
**Input** Initial condition, \( T_0 \)
1: Set \( k = 1 \)
2: while \( k \leq P_t \) do
3: Read the thermocouples measurements, \( \hat{T}^k \)
4: Compute \( T_k^{IC} \) by solving Problem 7
5: Assemble \( T_k^{IC} \)
6: Compute \( \tilde{w}^k \) by solving (77)
7: Compute \( g_i^k(t) \) by (18)
8: Compute the heat flux \( g(x, t) \) for \( t \in (t^{k-1}, t^k) \) by (13) and (18)
9: Use (46) to compute \( T_k^k[g^k] \)
10: \( k = k + 1 \)
11: end while

properties does not hold: for all admissible data, a solution exists; for all admissible data, the solution is unique; the solution depends continuously on the data. In our discussion, we turned the infinite dimensional inverse Problem 3 into the solution of the discrete linear systems (42) and (58) by making some assumptions on the heat flux (i.e., parameterizing it). In this new setting, if the matrices \( \Theta^T \Theta \) and \( \tilde{\Theta}^T \tilde{\Theta} \) are invertible, we have the existence of a unique solution for our inverse problem.

As we will see in the numerical tests section, it turns out that these matrices are very ill-conditioned. This can cause the matrix to be numerically rank deficient, losing the uniqueness of a solution. However, this is not the only concern. We still have the problem of a continuous dependence of the solution on the data. The ill-conditioning of the linear system causes that, if we have some noise in the data vector (as usual in an industrial measurement equipment), the solution of the linear system diverges from the correct value.

To address both these problems, we require regularization. There are several techniques available for regularizing a discrete ill-posed problem as the present one. In general, they are divided into direct methods like Truncated Singular Values Decomposition (TSVD) and Tikhonov regularization, and iterative methods such as the conjugate gradient method. For a deep discussion of all regularization methods, we refer the interested reader to Hansen’s monograph on the subject.

In the present investigation, we use TSVD. To briefly describe this regularization technique, we denote the Singular Values Decomposition (SVD) of a matrix \( K \) by

\[
K = U\Sigma V^T = \sum_{i=1}^{r} u_i \sigma_i v_i^T,
\]

where \( \sigma_i \) denotes the \( i \)th singular value of \( K \) (numbered according to their decreasing value), \( r \) denotes the last non null singular value (i.e., the rank of \( K \)), \( u_i \) and \( v_i \) are the \( i \)th column of the semi-unitary matrices \( U \) and \( V \) respectively (both belonging to \( \mathbb{M}^{P \times r} \)), and \( \Sigma \) is the square matrix of \( \mathbb{M}^{r \times r} \) such that \( \Sigma_{ii} = \sigma_i \) and \( \Sigma_{ij} = 0 \) if \( i \neq j \). Then, given \( \alpha_{TSVD} \leq r \), the TSVD regularized solution of the general linear system \( Kz = c \) is

\[
z = \sum_{i=1}^{\alpha_{TSVD}} \left( \frac{u_i^T c}{\sigma_i} \right) v_i.
\]
This solution differs from the least square solution only in that the sum is truncated at \( i = a_{TSVD} \) instead of \( i = r \). In this way, we cut off the smallest singular values that are responsible of the errors propagation. For a detailed discussion on the solution of discrete ill-posed inverse problems, we refer the reader to Hansen’s monograph on the subject.\(^{47}\)

Together with the classical aforementioned regularization method, we investigate also the regularization by discretization.\(^{48,49}\) Using this method, we exploit the regularizing properties of coarsening the time and/or space discretization to improve the heat flux estimation. In the next section, we will test the performance of these regularization methods also by adding noise to the thermocouples measurements.

### 3.6 Discretization selection algorithm

To conclude this section, we propose an algorithm for the automated selection of some of the parameters required by Algorithm 4. As will be shown in Section 4, the numerical tests highlight that this algorithm is very sensitive to the mesh and time discretization refinement as well as to the parameter \( p_g \). We anticipate here that this inverse solver shows severe instabilities for fine discretizations. However, these instabilities are effectively eliminated for values of \( p_g \) that are above a threshold that depends on the discretization refinement. In for these values of \( p_g \), we notice a drastic decrease of the dependency of the algorithm from the discretization.

However, the uncontrolled increase in \( p_g \) does not lead to a monotonic improvement of the inverse solver performances. As can be observed in the numerical results of Section 4 (see Figures 10, 11, 12, 18, 19), the dependency of the algorithm from \( p_g \) is such that it is unstable for low values of \( p_g \) then, increasing further \( p_g \), it sharply achieves an optimum of performance before reaching a plateau at which the algorithm is stable but the term \((g^k(\tau^k), g^k(\tau^k))_{\Lambda \subset \Omega} \) in (12) overcomes the measurements distance one, \( S_k \) defined in (11). Thus, for too high values of \( p_g \), we have a stable algorithm that is almost independent from the discretization refinement but that provides poor heat flux estimations.

To allow an industrial use of the proposed inverse solver, the objective of this section is to develop a method for automatically selecting the \( \Delta t \), the mesh and the value of \( p_g \) such that the algorithm is stable and accurately estimates the mold-steel heat flux.

In developing such method, we assume to have available a reliable dataset of thermocouples measurements, \( \hat{T}_{\text{train}}(\Psi, Y_{\text{train}}) \), that we can use to perform this tuning offline. Moreover, we assume that, independently from the mold physical parameters and the heat flux values, this inverse solver always shows the previously described behavior with respect to \( p_g \). In particular, we assume that, for values of \( p_g \) higher than a problem specific threshold, the algorithm is stable for all the discretizations and independent from them (i.e. we obtain similar solutions for any given mesh and \( \Delta t \)).

We recall, that in the real industrial case, we do not have any information about the true heat flux that we want to estimate. Thus, this selection methodology cannot be based on the heat flux estimation error. However, Figures 13 and 20 show that the measurement discrepancy functional \( S_k^T \) and the heat flux estimation error have a similar behavior as functions of \( p_g \) and we will use this quantity to determine the quality of the heat flux estimation.

All that said, we begin by selecting an ordered set of meshes \((\Delta x_1, \Delta x_2, \ldots , \Delta x_{n_M})\) and an ordered set of timestep sizes \((\Delta t_1, \Delta t_2, \ldots , \Delta t_{n_T})\). We order them from the finest to the coarsest discretization (i.e. \( \Delta x_1 < \Delta x_2 < \cdots < \Delta x_{n_M} \) and \( \Delta t_1 < \Delta t_2 < \cdots < \Delta t_{n_T} \)). Then, our first objective is to identify a \( p_g^0 \) within the aforementioned stability region.

To do it, we start with a tentative \( p_g^0 \). For this value of the parameter, we solve the inverse problem on the training measurement dataset for all \( \Delta x \) and \( \Delta t \). Let us denote by \( T[\Delta x, \Delta t] \) the corresponding solution. Having done so, we compute

\[
\Delta T := \max_{i,j \neq p} \left\| T[\Delta x_i, \Delta t_j] - T[\Delta x_q, \Delta t_p] \right\|_{L^2((0,t_f) \times \Omega)}.
\]

If we have

\[
\Delta T > \Delta x_{n_M} + \Delta t_{n_T},
\]

we consider that the solution is too dependent on the discretization refinement. Then, we increase the value of \( p_g^0 \) and redo the calculations until

\[
\Delta T \leq \Delta x_{n_M} + \Delta t_{n_T},
\]

is satisfied.
Once we select $n_M$ to the minimum for $p_g$, we have the recomputation every time these offline phases. However, we designed this algorithm to be used offline. Then, we choose the discretization setup $(\Delta x^i, \Delta t^i)$ that corresponds to the minimum for $p_g^i$ of

$$m_S[\Delta x, \Delta t, p_g^i] := \text{mean}_k \left( S_k^i[\Delta x, \Delta t, p_g^i] \right).$$

Once we select $\Delta x^i$ and $\Delta t^i$, we choose $p_g^i$ as the value of $p_g$ that minimizes $m_S[\Delta x^i, \Delta t^i, p_g]$. Then, we fix $p_g = p_g^1$ and we solve again the inverse problem for all the considered discretization setups. If the previously selected discretization is the one that corresponds to the lowest value of $m_S[\Delta x^i, \Delta t^i, p_g^i]$, we choose $\Delta x^i$, $\Delta t^i$, and $p_g = p_g^1$, and we stop the process. Otherwise, we continue iterating by selecting $\Delta x^{i+1}$ and $\Delta t^{i+1}$ as the ones corresponding to the smallest $m_S[\Delta x^i, \Delta t^i, p_g^i]$ and looking for the $p_g^i$ that minimizes $m_S[\Delta x^{i+1}, \Delta t^{i+1}, p_g^i]$, and so on. We summarize all this process in Algorithm 5.

This method allows a data-driven, automated selection of the discretization refinement and the $p_g$ parameter. This result comes to the cost of computing $n_M \cdot n_t$ solutions to the inverse problem at each iteration. If the available memory allows it, we can keep in the memory the results of the offline computations related to each discretization. Otherwise, we have the recompute every time these offline phases. However, we designed this algorithm to be used offline. Then, even if it is computationally expensive, we can run it before the caster starts to work and it only requires the dataset of thermocouples measurements $T_{\text{train}}$. 

\begin{algorithm}
\caption{Offline selection of the mesh, the timestep size and $p_g$ for the inverse solver in Algorithm 4}
\begin{algorithmic}[1]
\Input Ordered set of meshes, $(\Delta x_1, \Delta x_2, \ldots, \Delta x_{n_M})$; ordered set of timestep sizes, $(\Delta t_1, \Delta t_2, \ldots, \Delta t_{n_t})$; $p_g^0$, training set, $T_{\text{train}}(\mathcal{X}, Y_{\text{train}})$
\While{$\Delta T > \Delta x_{n_M} + \Delta t_{n_t}$} \Comment{Identify stability region}
\For{$i = 1$ to $n_M$}
\For{$j = 1$ to $n_t$}
\State Solve the inverse problem on the training set, $T_{\text{train}}$, by using Algorithm 4 with $\Delta x_i$, $\Delta t_j$ and $p_g = p_g^0$
\State Compute $m_S[\Delta x_i, \Delta t_j, p_g^0]$ by (83)
\EndFor
\EndFor
\State Compute $\Delta T$ by (82)
\If{$\Delta T > \Delta x_{n_M} + \Delta t_{n_t}$} \Comment{Compute $p_g^0 = 10p_g^0$}
\EndIf
\EndWhile
\State Choose $\Delta x^0$ and $\Delta t^0$ corresponding to $\min_{i,j} m_S[\Delta x_i, \Delta t_j, p_g^0]$ for $1 \leq i \leq n_M$, $1 \leq j \leq n_t$
\State $l = 1$, $f = 0$
\While{$f = 0$}
\State $p_g^l = \arg\min_{p_g^i} \left( m_S[\Delta x^{l-1}, \Delta t^{l-1}, p_g^i] \right)$
\For{$i = 1$ to $n_M$}
\For{$j = 1$ to $n_t$}
\State Solve the inverse problem on the training set, $T_{\text{train}}$, by using Algorithm 4 with $\Delta x_i$, $\Delta t_j$ and $p_g = p_g^l$
\State Compute $m_S[\Delta x_i, \Delta t_j, p_g^l]$ by (83)
\EndFor
\EndFor
\State Choose $\Delta x^l$ and $\Delta t^l$ corresponding to $\min_{i,j} m_S[\Delta x_i, \Delta t_j, p_g^l]$ for $1 \leq i \leq n_M$, $1 \leq j \leq n_t$
\If{$\Delta x^l = \Delta x^{l-1} \land \Delta t^l = \Delta t^{l-1}$} \Comment{$f = 1$}
\EndIf
\State $l = l + 1$
\EndWhile
\end{algorithmic}
\end{algorithm}
4 NUMERICAL TESTS

To test the previously developed methodologies, we design different benchmark cases. Through these tests, we validate and analyze the performances of the inverse solvers that we proposed in the previous sections. We design two benchmarks to perform different tests for the inverse problem solvers proposed in Section 3.

Notice that all the computations are performed in ITHACA-FV\textsuperscript{50,51} which is a C++ library based on OpenFOAM\textsuperscript{52} developed at SISSA Mathlab.

4.1 Benchmark 1

In this section, we test the performances of the inverse solvers proposed in Section 3 in the reconstruction of a linear in time heat flux, which is nonlinear in space.

4.1.1 Setup of the test case

To design a numerical test case for the inverse problems, we proceed as follows: we arbitrarily define a boundary heat flux, $g_{tr}(x, t)$, and the thermocouples positions, $\Psi$, and sampling frequency, $f_{\text{samp}}$. Then, we solve the direct Problem 1 associated with $g_{tr}(x, t)$ in the time domain $(0, t_f]$, obtaining the related temperature field. Finally, we use its values at the thermocouples points and sampling times as input measurements to the inverse problem, $\hat{T}$. Using this approach, we are able to analyze the inverse problem performance in the reconstruction of the boundary heat flux, $g_{tr}(x, t)$.

Table 1 shows the geometrical and physical parameters selected for the present benchmark case. In the attempt of mimicking the real industrial situation of estimating the boundary heat flux in a plate of a CC mold, these parameters are close to real industrial values. We use the computational domain in Figure 4A where $L$, $W$ and $H$ are set as in a real mold plate. Finally, Figure 4B shows the thermocouple locations.

To test the effect of the regularization by discretization, we use different space and time discretizations. For the time discretization, we use homogeneous time discretization with $\Delta t = 0.1$, 0.2, 0.25, and 0.5 s. For the space discretization, we use the uniform, structured, orthogonal, hexahedral meshes presented in Table 2.

| Parameter                  | Value                  |
|----------------------------|------------------------|
| Thermal conductivity, $k_s$| 383 W/(m K)            |
| Density, $\rho_s$          | 8940 kg/m$^3$          |
| Specific heat capacity, $C_p$| 390 J/(kg K)        |
| Heat transfer coefficient, $h$| 5.66e4 W/(m$^2$ K)  |
| Water temperature, $T_f$   | 350 K                  |
| Initial condition, $T_0$   | 350 K                  |
| $L$                        | 2 m                    |
| $W$                        | 0.1 m                  |
| $H$                        | 1.2 m                  |
| Sampling frequency, $f_{\text{samp}}$| 1 Hz               |
| $a$                        | 1100 W/(m$^2$ s)       |
| $b$                        | 1200 W/(m$^2$ s)       |
| $c$                        | 3000 W/(m$^2$ s)       |
| Final time, $t_f$          | 50 s                   |
Figure 4  Schematic of the domain used in the benchmark test cases (A) and position of the 100 thermocouples at the plane \( y = 0.02 \) m (B) used for the inverse solver tests (images taken from Morelli et al\(^3\))

Table 2  Summary of the different meshes used in the numerical tests

| Mesh 1 | Mesh 2 | Mesh 3 | Mesh 4 | Mesh 5 |
|--------|--------|--------|--------|--------|
| Number of elements | 1.7e5  | 4.5e4  | 2.1e4  | 7.5e3  | 1.5e3  |

For this test case, we select the heat flux \( g_{tr} \) to be linear in time and quadratic in space. In particular, given \( g_1(x) = bx^2 + c \) with \( b \) and \( c \) as in Table 1, we select the heat flux

\[
g_{tr}(x, t) = -k_s (0.5t g_1(x) + g_1(x)).
\]  

Moreover, to analyze the performance of the inverse solvers, we introduce the relative error

\[
e_{rel}(x, t) := \frac{g_{tr}(x, t) - g_c(x, t)}{g_{tr}(x, t)},
\]  

where \( g_c \) is the heat flux computed with the different methodologies described in Section 3 that will be tested in the following.

4.1.2  Effect of Time and space discretization refinement

Now, provided all the details for the first benchmark setup, we can proceed presenting the results. Firstly, we show the effects of mesh and time discretization refinement. To do it, we do not add any noise to the temperature measurements and do not apply any regularization in the solution of the linear systems solving them by a LU factorization with full pivoting.

We start by analyzing the case in which we minimize the functional \( S_{1s}^k \) (i.e., \( p_k = 0 \)). We show in Figure 5 the maximum and mean value of the \( L^2 \) - and \( L^\infty \)-norm of the relative error, \( e_{rel} \), in the interval \( [0, t_f] \), as the time and space discretization changes for Algorithm 1 (i.e., piecewise constant approximation in time of the heat flux).

From the figures, we appreciate on one side that the time discretization coarsening has very little effects on Algorithm 1 with a small decrease of the error as \( \Delta t \) increases. On the other, the space discretization does not have any effect on this inverse solver.
FIGURE 5  Maximum (circles) and mean (squares) values of the $L^2$- and $L^\infty$-norm of the relative error, $e_{\text{rel}}$, in the interval $(0, t_f]$, for Benchmark 1 as the time and space discretization changes for Algorithm 1 (piecewise constant time approximation of the heat flux and $p_g = 0 \frac{K}{W^2}$). (A) $L^2$-norm of the relative error as a function of $\Delta t$, (B) $L^\infty$-norm of the relative error as a function of $\Delta t$, (C) $L^2$-norm of the relative error as a function of the mesh size, (D) $L^\infty$-norm of the relative error as a function of the mesh size.

We now perform the same test for the piecewise linear time approximation of Algorithm 2. Similarly, Figure 6 shows the maximum and mean value of the $L^2$- and $L^\infty$-norm of the relative error, $e_{\text{rel}}$, in the interval $(0, t_f]$, as the time and space discretization changes.

In this setting, the obtained results are very different from the previous case. First of all, we notice a massive influence of both the space and time discretization refinement on the performances of the inverse solver. As anticipated in Section 3.5, the regularization by discretization plays an important role as the algorithm performances are improved by several orders of magnitude by the coarsening of the discretization. Moreover, when comparing the results for Algorithm 1 and 2, we notice that the piecewise linear solver is able to outperform the constant one by three orders of magnitude but is also very unstable depending on the discretization.

To better understand the behavior of this inverse solver, Figure 7 illustrates the $L^2$-norm of the relative error, $e_{\text{rel}}$, as a function of time for mesh 3 with different $\Delta t$. From these results, we see that the high errors shown in Figure 6 are caused by diverging oscillations in the algorithm. However, we also notice from the figure that, coarsening the time discretization, monotonically reduces such instability until achieving a stable solution, eventually.

4.1.3  Effect of cost functional parameter, $p_g$

In this section, we analyze the role that the cost functional parameter, $p_g$, in (12), has on the performance of the proposed inverse solvers. To do it, we solve several times this benchmark case using the different meshes of Table 2 and different timestep sizes. Then, we plot the maximum and mean value of the $L^2$-norm of the relative error, $e_{\text{rel}}$, over the entire interval $t = (0, t_f]$ as a function of the cost functional parameter, $p_g$. 
FIGURE 6 Maximum (circles) and mean (squares) values of the $L^2$- and $L^\infty$-norm of the relative error, $e_{rel}$, in the interval $(0, t_f]$, for Benchmark 1 as the time and space discretization changes for Algorithm 2 (piecewise linear time approximation of the heat flux and $p_g = 0$). (A) $L^2$-norm of the relative error as a function of $\Delta t$, (B) $L^\infty$-norm of the relative error as a function of $\Delta t$, (C) $L^2$-norm of the relative error as a function of the mesh size, (D) $L^\infty$-norm of the relative error as a function of the mesh size.

FIGURE 7 $L^2$-norm of the relative error, $e_{rel}$, in Benchmark 1 for Algorithm 2 (piecewise linear time approximation of the heat flux and $p_g = 0$). The presented results are obtained with Mesh 3.

We start with Algorithm 3 (i.e., piecewise constant approximation in time of the heat flux). Figure 8 shows the obtained results for different timestep sizes and a fixed space discretization.

From the results, we notice that increasing the value of $p_g$ monotonically decreases the quality of the reconstruction. Moreover, it is true for all considered $\Delta t$ with a slight improvement of the performances as the time discretization gets coarser.

Now, we perform a similar test but this time we keep $\Delta t = 0.25$ s and test the different meshes of Table 2. We illustrate in Figure 9 the obtained results.
FIGURE 8 Mean (a) and maximum (b) values of the $L^2$-norm of the relative error, $e_{\text{rel}}$, in the interval $(0, t_f)$, for Benchmark 1 as the value of the cost function parameter, $p_g$, changes for Algorithm 3 (piecewise constant time approximation of the heat flux). We show the results for Mesh 3 and different $\Delta t$.

FIGURE 9 Mean (a) and maximum (b) values of the $L^2$-norm of the relative error, $e_{\text{rel}}$, in the interval $(0, t_f)$, for Benchmark 1 as the value of the cost function parameter, $p_g$, changes for Algorithm 3 (piecewise constant time approximation of the heat flux). We show the results for $\Delta t = 0.25$ s and different meshes.

This figure confirms that Algorithm 3 is badly affected by the implementation of the second term of (12). In fact, its performance dramatically deteriorates as soon as this term begins to play a role (i.e., $p_g \gtrsim 10^{-12}K^2/W^2$). Moreover, the results are almost independent from the discretization refinement. This further confirms the insensitivity of this algorithm from the used discretization.

We continue by performing the same kind of tests on Algorithm 3 (i.e., piecewise linear approximation of the heat flux in time). We start by testing different timestep sizes while using Mesh 3 for the space discretization. We present the results in Figure 10.

At first, we notice that this algorithm has a very different behavior with respect to the piecewise constant case. In this case, the timestep size dramatically affects the results. We can depict two different behaviors as $p_g$ changes for a chosen $\Delta t$. In the first one (i.e., $\Delta t = 0.1, 0.2, 0.25$ s), the inverse solver is very unstable and provides completely useless solutions for low values of $p_g$ (i.e., $p_g \lesssim 10^{-12}K^2/W^2$). As $p_g$ increases, the quality of the approximation rapidly rises up until the error reaches a minimum. Here, we have stable solutions and a good approximation of the heat flux. For higher values of $p_g$, the error monotonically increases until it reaches a plateau at 100%.

On the other hand, we have a different behavior for $\Delta t = 0.5$ s. In this case, the inverse solver performs similarly to the piecewise constant case, but the quality of the estimation is by almost two orders of magnitude better. Then, we have stable and accurate solutions for low values of $p_g$. For $p_g \gtrsim 10^{-12}K^2/W^2$ we have a monotonic degradation of the heat flux estimation until we reach the 100% plateau.

It is interesting to notice that the second term in the functional $S_2^k$ can make the solver insensitive to the discretization refinement. In fact, after a certain value of $p_g$, the relative error norms for the different $\Delta t$ are almost coincident.
FIGURE 10 Mean (A) and maximum (B) values of the $L^2$-norm of the relative error, $e_{rel}$, in the interval $(0, t_f]$, for Benchmark 1 as the value of the cost function parameter, $p_g$, changes for Algorithm 4 (piecewise linear time approximation of the heat flux). We show the results for Mesh 3 and different $\Delta t$.

FIGURE 11 Mean (A) and maximum (B) values of the $L^2$-norm of the relative error, $e_{rel}$, in the interval $(0, t_f]$, for Benchmark 1 as the value of the cost function parameter, $p_g$, changes for Algorithm 4 (piecewise linear time approximation of the heat flux). We show the results for $\Delta t = 0.25$ s and different meshes.

We can see a similar behavior in Figure 11 where we show the results obtained refining the mesh and keeping $\Delta t = 0.25$ s. Also in this case, we notice the two previously described behaviors with the coarsest mesh being always stable and providing the best results for the lowest values of $p_g$.

These statements are remarked by the results shown in Figure 12, where we show the results of the same test as in Figure 6 but for $p_g = 5e - 11 K^2 / W^2$. The obtained results confirm that for some values of $p_g$ we can obtain a stable solver with a moderate dependency on the discretization refinement.

To conclude this analysis, we test the discretization and $p_g$ selection method of Algorithm 5 in this benchmark case. We use the virtual thermocouples measurements as input training dataset for the algorithm, $T_{train}$. In the test, the algorithm has to select a combination of mesh, timestep size and $p_g$ that provides stable and accurate solutions to this inverse problem. Before presenting the results of Algorithm 5, we show in Figure 13 the mean value of the temperature discrepancy functional $S^k_1$, defined in (11), as function of $p_g$ for different meshes and $\Delta t$.

These results show that $m^*_k$ in (83) behaves similarly to the relative error (85) as function of $p_g$. Notice that it presents the same two behaviors that we previously described for the relative error depending on the used discretization setup. Moreover, the $m^*_k$ minima are close to those of the relative error. For these reasons, in Section 3.6, we used this result in the creation of the selection criteria for the $p_g$ as well as for the mesh and the $\Delta t$.

That said, we are now ready to test Algorithm 5. With respect to its implementation, in step 16 of the algorithm, we use the Nelder-Mead method to find the $p_g$ that minimizes $S^k_1$. To start the algorithm, we set $p_g^0 = 1e - 7 K^2 / W^2$. Table 3 summarizes the algorithm behavior.

From the results in the table, we appreciate that the algorithm chooses the coarsest discretization since the first iteration. Then, it looks for the $p_g$ that minimizes $S^k_1$ for this discretization and, not finding a better discretization setup for this
FIGURE 12 Maximum (circles) and mean (squares) values of the \(L^2\) and \(L^\infty\)-norm of the relative error, \(e_{\text{rel}}\), in the interval (0, \(t_f\)), for Benchmark 1 as the time and space discretization changes for Algorithm 4 (piecewise linear time approximation of the heat flux and \(p_g = 5 \cdot e^{-11} K^2 W^{-2}\)). (A) \(L^2\)-norm of the relative error as a function of \(\Delta t\), (B) \(L^\infty\)-norm of the relative error as a function of \(\Delta t\), (C) \(L^2\)-norm of the relative error as a function of the mesh size, (D) \(L^\infty\)-norm of the relative error as a function of the mesh size.

FIGURE 13 Mean values of \(S_k^i\) for 1 \(\leq k \leq P_i\) for Benchmark 1 as the value of the cost function parameter, \(p_g\), changes. The results are obtained using Algorithm 4 (piecewise linear time approximation of the heat flux). We show the results for Mesh 3 and different \(\Delta t\) in (A), and for \(\Delta t = 0.25\) and different meshes in (B).
Table 3 Test of Algorithm 5 for Benchmark 1

| Iteration | Mesh | $\Delta t$ [s] | $p_g$ [$K^2 W^2$] | mean $e_k (S_k^2)$ [$K^2$] |
|-----------|------|---------------|------------------|---------------------|
| 0         | 5    | 0.5           | $1e - 7$         | $6.9e3$             |
| 1         | 5    | 0.5           | $3.2e - 21$      | $3.9e - 1$          |

Table 4 Parameters used for the unsteady Benchmark 2

| Parameter | Value |
|-----------|-------|
| $g_1(x)$ | $b x^2 + c$ |
| $g_2(x)$ | $\frac{10c}{1 + 4(x - 1)^2 + a^2}$ |
| Heat flux, $g_{tr}(x, t)$ | $-k_i \left[ \frac{g_1}{2} \sin \left( \frac{2\pi f_{max} t}{T_i} \right) + g_2 e^{-0.1t} \right] W/m^2$ |
| Maximum frequency, $f_{max}$ | 0.1 Hz |

value of $p_g$, exits the process. Comparing the obtained results to the relative error plots of Figures 10 and 11, we confirm that the algorithm is selecting the best configuration in between all the available.

4.2 Benchmark 2

In designing this benchmark case, we use the same geometrical and physical parameters as in Benchmark 1, but we choose a nonlinear in time true heat flux, $g_{tr}$, as in Table 4.

Also for this benchmark, we test both the piecewise constant and linear approximation algorithms. In particular, we investigate the regularization properties of the discretization coarsening, the effects of the $p_g$ parameter and the robustness of the algorithms to noise in the measurements.

4.2.1 Effect of time and space discretization refinement

The first test we do is related to the space and time discretization refinement. To test the effect of changing the space and time discretization sizes, we reconstruct the heat flux $g_{tr}(x, t)$ for all the meshes in Table 2 and $\Delta t = 0.1, 0.2, 0.25,$ and $0.5$ s. In these tests, we use the cost functional (11) (i.e. $p_g = 0$ $K^2 W^2$) and do not add noise to the measurements.

First, we test Algorithm 1. Figure 14 illustrates the mean and maximum values in $(0, t_f)$ of the $L^2$- and $L^\infty$-norm of the relative error (85). The results show an entirely similar behavior to that of the previous benchmark as described in Section 4.1.2 (Similarly in Figure 15 for the piecewise linear algorithm).

4.2.2 Effect of cost functional parameter, $p_g$

Also for this benchmark case, we test the effects that the parameter $p_g$ in (12) has on the inverse solvers performances. We do it by performing the same tests of Section 4.1.3 but for the present test case. In particular, we solve this inverse problem using all the meshes in Table 2 and $\Delta t = 0.1, 0.2, 0.25$ and $0.5$ s, for $1e - 16 \leq p_g \leq 1e - 6 \frac{K^2}{W^2}$. We use both the piecewise constant and linear approximation of the heat flux in Algorithms 3 and 4, respectively. Notice that in these tests, we use the full order algorithms.

First, we present in Figures 16 and 17 the results obtained using the piecewise constant approximation algorithm. These plots show the mean and maximum values of the $L^2$-norm of the relative error, $e_{rel}$, in the interval $(0, t_f)$ as functions of $p_g$ changing the mesh and the $\Delta t$, respectively.

From the presented results, we notice that Algorithm 3 has the same behavior shown in the previous benchmark case. In particular, this inverse solver confirms to be badly affected by $p_g > 0 \frac{K^2}{W^2}$. The effect of $p_g$ on its performance is very nonlinear with a first region of no effects for $p_g \approx 1e - 11 \frac{K^2}{W^2}$ followed by a steep degradation and a plateau at 100% relative
FIGURE 14 Maximum (circles) and mean (squares) values of the $L^2$- and $L^\infty$-norm of the relative error, $e_{rel}$, in the interval $(0, t_f]$, for Benchmark 2 as the time and space discretization changes for Algorithm 1 (piecewise constant time approximation of the heat flux and $p_g = 0 \frac{K}{W}$). (A) $L^2$-norm of the relative error as a function of $\Delta t$, (B) $L^\infty$-norm of the relative error as a function of $\Delta t$, (C) $L^2$-norm of the relative error as a function of the mesh size, (D) $L^\infty$-norm of the relative error as a function of the mesh size.

To conclude, we test the mesh, $\Delta t$, and $p_g$ selection method of Algorithm 5. In this test, we input to the algorithm the virtual thermocouples measurements that we compute for this benchmark case. Before presenting the results of this algorithm, we show in Figure 20 the mean value of $S_1$, $m_S$, as function of $p_g$ for different meshes and $\Delta t$.

Notice that $m_S$ has a behavior that is very similar to the relative error norm shown in Figures 18 and 19. Moreover, its minima are almost correspondent to the relative error ones. As already mentioned, we used these results as a guideline in developing Algorithm 5. We present its behavior for the present benchmark case in Table 5.

In this case, the algorithm does not select since the beginning the coarsest discretization. In the first iteration, it finds the $p_g$ that minimizes $m_S$ for this setup. Then, when comparing it to the other discretizations in step 23, it selects again the coarsest one. Also in this benchmark case, this algorithm showed to be able to select the discretization setup and the value of $p_g$ corresponding to the best performance of the inverse solver.
**FIGURE 15** Maximum (circles) and mean (squares) values of the $L^2$- and $L^\infty$-norm of the relative error, $e_{\text{rel}}$, in the interval $(0, t_f]$, for Benchmark 2 as the time and space discretization changes for Algorithm 2 (piecewise linear time approximation of the heat flux and $p_g = 0 \frac{K}{W^2}$). (A) $L^2$-norm of the relative error as a function of $\Delta t$, (B) $L^\infty$-norm of the relative error as a function of $\Delta t$, (C) $L^2$-norm of the relative error as a function of the mesh size, (D) $L^\infty$-norm of the relative error as a function of the mesh size.

**FIGURE 16** Mean (A) and maximum (B) values of the $L^2$-norm of the relative error, $e_{\text{rel}}$, in the interval $(0, t_f]$, for Benchmark 2 as the value of the cost function parameter, $p_g$, changes for Algorithm 3 (piecewise constant time approximation of the heat flux). We show the results for Mesh 3 and different $\Delta t$. 
FIGURE 17  Mean (A) and maximum (B) values of the $L^2$-norm of the relative error, $e_{rel}$, in the interval $(0, t_f]$, for Benchmark 2 as the value of the cost function parameter, $p_g$, changes for Algorithm 3 (piecewise constant time approximation of the heat flux). We show the results for $\Delta t = 0.25s$ and different meshes.

FIGURE 18  Mean (A) and maximum (B) values of the $L^2$-norm of the relative error, $e_{rel}$, in the interval $(0, t_f]$, for Benchmark 2 as the value of the cost function parameter, $p_g$, changes for Algorithm 4 (piecewise linear time approximation of the heat flux). We show the results for Mesh 3 and different $\Delta t$.

FIGURE 19  Mean (A) and maximum (B) values of the $L^2$-norm of the relative error, $e_{rel}$, in the interval $(0, t_f]$, for Benchmark 2 as the value of the cost function parameter, $p_g$, changes. The results are obtained using Algorithm 4 (piecewise linear time approximation of the heat flux). We show the results for $\Delta t = 0.25 s$ and different meshes.
FIGURE 20  Mean values of $S_k^1$ for $1 \leq k \leq P$, for Benchmark 2 as the value of the cost function parameter, $p_g$, changes. The results are obtained using Algorithm 4 (piecewise linear time approximation of the heat flux). We show the results for Mesh 3 and different $\Delta t$ in (A), and for $\Delta t = 0.25$ and different meshes in (B).

TABLE 5 Test of Algorithm 5 for Benchmark 2

| Iteration | Mesh | $\Delta t$ [s] | $p_g \left[ \frac{K^2}{W^2} \right]$ | mean$_k \left( S_k^1 \right) \left[ K^2 \right]$ |
|-----------|-----|---------------|---------------------------------|---------------------------------|
| 0         | 4   | 0.1           | 8e$-7$                          | 8.46e2                          |
| 1         | 5   | 0.5           | 3.6e$-11$                       | 6.2e0                           |
| 2         | 5   | 0.5           | 3.2e$-13$                       | 5.5e$-1$                       |

4.2.3 Effects of measurements noise and regularization

In this section, we test the effect that adding noise to the measurements vector, $\hat{T}$, has in the performances of Algorithms 1 and 2. From the industrial point of view, this analysis is of particular interest for our application since in the real case, thermocouples measurements are affected by noise.

We perform this analysis by adding to the measurements vector the Gaussian random noise $\eta = \mathcal{N}(\mu, \Sigma)$, where $\mu \in \mathbb{R}^M$ is the mean vector and $\Sigma \in \mathbb{R}^{M \times M}$ is the covariance matrix. Then, we have

$$T^k_\eta = T^k + \eta.$$  (86)

In particular, we choose $\eta$ to be an independent and identically distributed random variable with zero mean, that is, $\eta = \mathcal{N}(0, \omega^2 I)$, where $\omega$ denotes the noise standard deviation. To study the effect of noise, we perform several solutions of the inverse problem using $T^k_\eta$ as thermocouples measurements. For each test, we compute 200 samples.

We show in Figures 21 and 22 the obtained results for the piecewise constant and linear algorithm, respectively. In particular, we illustrate for each of them the mean values over the samples of the mean and maximum of the relative error (85) in $(0, t_f]$ (with 90% quantile bars) for different values of the noise standard deviation, $\omega$. The figure compares the results obtained using LU with full pivoting and TSVD with different values for the regularization parameter $\alpha_{TSVD}$.

The results show a very different dependency from the measurement noise in the two algorithm. The piecewise constant Algorithm 1 shows in Figure 21 to be quite robust with respect to these levels of noise. Moreover, the TSVD is effective in reducing the noise propagation and we are able to keep a reasonable level of accuracy.

On the other hand, the piecewise linear Algorithm 2 is much more affected by the noise. By using the TSVD regularization, we have an improvement of the noise robustness. However, the error rate of increase is much higher than for the piecewise constant solver.
FIGURE 21  Effect of the noise in the temperature measurements for Algorithm 1 in Benchmark 2. In the figures, we show the mean (A) and maximum (B) values of the relative error (85) in \((0, t_f)\) for different values of the noise standard deviation and using both LU with full pivoting and TSVD for the solution of inverse problem linear system (42). For each case, we performed 200 runs. The markers show the mean values while the bars are the 90% quantiles. In these computations, we considered \(p_g = 0.2^{\frac{E}{W^2}}\).

FIGURE 22  Effect of the noise in the temperature measurements for Algorithm 2 in Benchmark 2. In the figures, we show the mean (A) and maximum (B) values of the relative error (85) in \((0, t_f)\) for different values of the noise standard deviation and using both LU with full pivoting and TSVD for the solution of inverse problem linear system (58). For each case, we performed 200 runs. The markers show the mean values while the bars are the 90% quantiles. In these computations, we considered \(p_g = 0.2^{\frac{E}{W^2}}\).

TABLE 6  Average computational cost for one iteration of Algorithm 1 in Benchmark 2

| \(\Delta t\) | Mesh 1 | Mesh 2 | Mesh 3 | Mesh 4 | Mesh 5 |
|-------------|--------|--------|--------|--------|--------|
| 0.1 s       | 5184.0 ms | 1402.6 ms | 815.6 ms | 482.8 ms | 343.4 ms |
| 0.2 s       | 2520.1 ms | 741.2 ms  | 427.4 ms | 260.2 ms | 192.6 ms |
| 0.25 s      | 2052.9 ms | 600.6 ms  | 350.9 ms | 215.8 ms | 162.1 ms |
| 0.5 s       | 1115.5 ms | 333.4 ms  | 197.6 ms | 128.2 ms | 101.0 ms |

4.2.4  Computational cost

To conclude this analysis, we present in Tables 6 and 7 the numerical cost of performing one iteration of the proposed inverse solvers. Notice that all the computations were performed in serial on a Intel® Core™ i7-8550U CPU processor. As expected the required CPU time increases with the refinement of the discretization. Since we are using relative coarse meshes due to the simplified geometry, the computational cost in many cases meets the real-time requirement for this application (i.e. 1 s). However, the meshes required for the discretization of the real mold geometry are such that we cannot ensure real-time performances in these cases.
| $\Delta t$ \ Mesh  | Mesh 1  | Mesh 2  | Mesh 3  | Mesh 4  | Mesh 5  |
|-------------------|---------|---------|---------|---------|---------|
| 0.1 s             | 5966.4 ms | 1621.2 ms | 1442.5 ms | 517.3 ms | 400.1 ms |
| 0.2 s             | 2836.2 ms | 907.4 ms  | 518.1 ms  | 293.4 ms | 206.2 ms |
| 0.25 s            | 2258.8 ms | 707.6 ms  | 382.5 ms  | 232.4 ms | 182.9 ms |
| 0.5 s             | 1195.8 ms | 435.7 ms  | 216.8 ms  | 140.2 ms | 108.0 ms |

## 5 CONCLUSIONS AND FUTURE WORKS

The goal of the present investigation was to develop mathematical tools to monitor the mold behavior in CC machineries. In particular, we were interested in estimating the mold-steel heat flux. We opted for stating the problem in a data assimilation, optimal control setting in which we look for the heat flux that minimizes a functional that includes a measure of the distance between the computed and measured temperature at the measurement points.

In deriving the mold model, we considered as computational domain the mold plates only and we formulated a three dimensional unsteady-state heat conduction mold model. In this setting, the mold-steel heat flux is a Neumann BC on a portion of the boundary of our domain. Then, we can generalize this mathematical inverse problem as the estimation of a Neumann BC given pointwise state measurements in the interior of the domain.

In this unsteady-state setting, we used a sequential approach to the inverse problem. In fact, to provide a real-time solution in this setting means to stay always at the front of the timeline as it stretches. Then, since our measurements come equally spaced in time by one second, we considered the problem of estimating the heat flux only in between the last measurement and the previous one, assuming to have already the solution for older times.

In this framework, we stated two novel formulations of the boundary heat flux estimation problem. One looking for the heat flux that minimizes a measure of the distance between computed and measured temperature only. While, in the other, we want to minimize this distance plus a heat flux norm.

For both these inverse problems, we developed novel methodologies for their solution that exploit a RBFs parameterization of the heat flux in space with time dependent coefficients. With respect to these coefficients, we considered both the piecewise constant and the piecewise linear case. It means that the estimated heat flux is constant or linear in between two contiguous measurement instants.

These novel methodologies are direct methods that benefit from an offline-online decomposition. Thanks to this decomposition, we have a first computationally expensive offline phase, in which we solve several direct problems. This offline phase is computed once and for all and does not require any measurement. Then, when the caster starts to work, we only have to collect the thermocouples measurements and run the online phase which is computationally much cheaper.

To conclude, we tested the proposed inverse solvers on some benchmark cases. From the obtained results, we noticed a great difference in the behavior of the piecewise constant and linear inverse solvers. The former showed a very stable behavior and insensitivity to the time and space discretization used. The latter, rather, is very much influenced by the discretization used. In particular, it can be very unstable when using fine discretizations but this instability is reduced by coarsening the time and/or space discretization. In fact, for some discretizations, we achieved very stable and accurate solutions, eventually.

We also tested the effects that adding the heat flux norm to the minimization functional has on these inverse solvers. We implemented this new term multiplying it by a parameter. Then, we tested the effect that its value has on the solvers performance.

We noticed that the piecewise constant algorithm performance monotonically deteriorates as this parameter increases. The same goes for the piecewise linear solver when using the coarsest, stable discretizations. However, the unstable configurations showed to be positively affected by the addition of this new term and, for some values of this parameter, we were able to obtain stable and accurate solutions for all the tested discretizations. While, for too high values of the parameter, the solution is stable but inaccurate for all the meshes and timestep sizes. Moreover, we showed that, for values of the parameter above a threshold, the inverse solver performance is almost independent from the discretization.

Due to this dependency from the discretization and the functional parameter, we developed an algorithm for the automatic selection of these quantities. In the numerical tests, it proved to be able of a selection that corresponds to a stable and accurate inverse solver.
Testing the inverse solvers for several noise levels showed again a different behavior between the piecewise constant and linear approximations. The former is much less sensitive to the measurements noise than the latter. For both, the TSVD regularization proved to be able to mitigate the noise propagation and we were able to obtain accurate and stable solutions also in the presence of noise.

To conclude, we recall that the online phases of the proposed algorithms require the solution of a full order problem whose computational cost depends on the mesh and timestep size. As shown in the numerical tests section, it means that we cannot ensure real-time performance for these algorithms as they are. Then, in our future work, we will develop model order reduction techniques that will allow us to reduce the online phase computational time and make it independent from the discretization.54,55

As a final remark, we discuss the application of the new proposed methodology to other problems. Recalling that the presented continuous casting problem is a Neumann BC estimation problem in an unsteady linear setting with pointwise state measurements in the interior of the domain, we can apply the proposed methodologies to any problem sharing these features. An example can be a boundary stress estimation problem in linear elasticity with pointwise deformation measurements.

Other possible future works on the subject could be related to the study of theoretical results that can ensure a priori the stability and accuracy of these inverse solvers with respect to the used discretization. It would increase the potential of the proposed methodologies as well as their reliability. In particular, it would be useful for the final user to know a priori the time and space discretization to select as well as the minimization functional parameter. Notice that it is needed for the piecewise linear inverse solver because the piecewise constant one is almost insensible to the discretization refinement.

In the future, it would also be interesting to investigate the use of a completely different approach in the solution of this inverse problem. Thinking about a more proper handling of the measurement noise, we could think of using a Bayesian approach.56 Techniques such as ensemble Kalman filter could be suitable for this problem given the sequentiality of the measurements. Moreover, considering the real-time requirement of the application, it would probably require an effective use of model order reduction techniques to reduce the demanding computational cost of these techniques.
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