Near-isotropic performance of intrinsically anisotropic high-temperature superconducting tapes due to self-assembled nanostructures
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High-temperature superconductors (HTS) are finding use as high-current wires for potential application in power devices. The dependence of their basal-plane critical current properties on orientation in a magnetic field can pose important design problems. Here we report material and operating parameter conditions where prototype HTS tape conductors exhibit critical current characteristics that are essentially field-orientation independent. The novel phenomenon is observed for specific magnetic field intensities that depend on the operating temperature, and in materials having strong flux pinning by extended nanoscale structures aligned roughly along the HTS crystalline c-axis. The effect can be described by a simple model for the field dependence of critical current density, generalized for anisotropic electronic response. This description may provide insight into means to fine-tune the material properties for nearly isotropic performance characteristics at a preferred field and temperature.

PACS numbers: 74.25.Qt, 74.25.Sv

Introduction

The use of high-temperature superconductors (HTS) for a new generation of electrical conductors is nearing reality. Ingenious research and development efforts have overcome many of the formidable obstacles to formation of the brittle, ceramic materials into flexible wires, and in upgrading their properties to levels that provide useful, nearly energy-loss free current conduction. The second-generation (2G) wires utilize the class of these layered, cuprate materials known by the chemical formula $R$Ba$_2$Cu$_3$O$_y$ (RBCO), where $R$ is a rare-earth, or mixture of rare earth ions, most typically Y, Nd, Sm, Gd, or Dy. In their 2G usage, the HTS materials are deposited as an epitaxial coating on a near single-crystal template in the form of a long flat metallic-alloy tape. The preference for the RBCO material class of HTS is due to its relatively smaller electronic anisotropy, which is intrinsic to the layered HTS crystal structure. Aside from mechanical properties issues, many of the developmental problems have stemmed from this strongly anisotropic electronics and its ramifications for superconducting properties. Indeed, the daunting task of achieving a near-single crystal coating over kilometer lengths is demanded by the fact that supercurrents can flow strongly only within the $a$-$b$ basal CuO$_2$-planes, compared to the relatively weaker conduction along the long, $c$-axis of the crystalline orthorhombic structure. In addition, it was necessary to achieve biaxial alignment, since even small rotations of adjacent grains about the $c$ axis leads to diminished intergrain boundary currents (the weak-link problem), which likely arises from a combination of fundamental electronic and structural characteristics.

At the basic level, the anisotropy has been described in terms of the effective supercurrent mass anisotropy ratio, characterized by the parameter $\gamma = \sqrt{m_c/m_{ab}}$. For the RBCO materials, $\gamma = 5 - 7$, compared to a value 60 - 150 for the bismuth-based HTS (e.g., Bi$_2$Sr$_2$CaCu$_2$O$_x$ and Bi$_2$Sr$_2$CaCu$_2$O$_x$) used in the first-generation HTS wires. The anisotropy is of practical importance because of its affect on the intragrain flux pinning - the immobilization of the quantized magnetic vortices that permeate superconductors in the presence of magnetic field, whose orientation with respect to the basal $ab$-plane can vary. In this paper we are concerned exclusively with in-plane currents, and not at all with the currents, flowing along the $c$-axis. Electrical current density up to a critical value, $J_c$, is sustained only because the Lorentz-like driving force exerted by the current on the vortices is offset by the pinning force, thus preventing the energy dissipation that accompanies vortex motion. For a given defect, the pinning efficacy is limited by current and thermally driven vortex distortions, which are determined by the vortex line tension for supercurrents flowing in basal planes, $\epsilon = \frac{\pi R J_c}{4 H_c}$. Relative to that of an isotropic material, this value is smaller by the factor $1/\gamma^2$ for vortices along the $c$ axis, and leads to conditions of intrinsically depressed temperatures and fields where loss-free currents can be sustained, even for the case of optimal, columnar flux pinning defects with dimensions of a few nanometers that nearly match the vortex normal core. Nevertheless, practical levels of performance can be achieved, as demonstrated by a large body of work on the modification, measurement, and analysis of materials with artificially introduced defect structures, and by recent advances in materials processing that invokes self-assembly of second-phase correlated nanostructures.

The net dependence of $J_c$ on the magnetic field magnitude and orientation with respect to the crystal structure depends on a complicated interplay between the pinning defect structure and the HTS electronic anisotropy. Extended defects, such as lines or planes, lend toward enhancements in $J_c$ when the vortices are parallel, whereas isotropic, equixed pins should yield an angular dependence that depends on an effective magnetic field value...
$H_{\text{eff}} = H/\gamma(\theta)$, where the external field $H$ is scaled by the angular-dependent mass anisotropy $\gamma(\theta)^{15}$

$$\gamma(\theta) = \left[ \cos^2(\theta) + \frac{m_{ab}}{m_c} \sin^2(\theta) \right]^{-1/2} \tag{1}$$

Here, $\theta$ is the angle as the field is rotated away from the $c$ axis toward the $a-b$ planes, all for the case of maximum Lorentz force, with $\mathbf{J}$ in the $a-b$ planes, perpendicular to $\mathbf{H}$, as shown in Fig. 1(a). Typically, $J_c$ decreases with field magnitude as shown schematically in Fig. 1(a). At intermediate fields, isotropic pins might yield $J_c(\theta)$ as shown by the dashed line in Fig. 1(b). Extended defects can produce a drastic enhancement in $J_c$, and strong deviations from this dependence. The solid line in Fig. 1(b) illustrates effects that can be observed for columnar defects that are aligned near the $c$ axis. For these strong-pinning nanostructures, in some cases $J_{c,c} > J_{c,ab}$ over a range of intermediate fields, as also illustrated in Fig. 1(a). In this field regime, it is often found that the field dependence is given by: $J_c \propto H^{-\alpha}$, where the power-law exponent $\alpha$ takes on values that are expected to be in the range 0.5 - 0.6, but can be smaller for very strong pinning, reflecting relatively better retention of $J_c$ with field. Indeed, Fig. 1(a) illustrates a case where $\alpha_c < \alpha_{ab}$. The rapid decay of $J_c$ toward zero at the irreversibility field $H_{\text{irr}}$ is a consequence of depressed vortex line tension and strong thermal activation mentioned previously. At finite temperature, $H_{\text{irr}}$ is always less than the upper critical field $H_{c2}$ at a given orientation $\theta$, but in principle can be somewhat larger than the vortex lattice melting field $B_m$ (meaning that a vortex-matching array of optimal extended defects can provide some pinning of a vortex liquid). Since both $H_{c2}$ and $B_m$ scale with $\gamma(\theta)^{15}$, we may expect $B_{\text{irr,ab}} > B_{\text{irr,c}}$, with a consequence that there will exist some crossover field $B^*$ at which $J_c$ is the same for both orientations, as illustrated in Fig. 1(a).
Figures 2(c) and 2(d) show the angular dependence of $J_c$ taken near each $B^*$, and compared to the commonly used benchmark measurement at 77K and 1 Tesla. For both samples "A" and "B" this latter standard case at 1 Tesla corresponds to a field that falls below $B^*$(77K), and emphasizes the strong pinning for a broad angular range about $H \parallel c$. Aside from the special situation $H \parallel ab$ of Fig. 2(d), the observed $J_c(B^*, \theta)$ values for both samples are constant to within a few percent.

**Phenomenological Model Description**

We show now that this unique behavior can be described by generalization of a phenomenological model that has been used previously to parameterize the field dependence of $J_c$ for the case $H \parallel c$\textsuperscript{16}. The relationship is given by

$$J_c(B, \theta) = \left[ 1 + \frac{B}{B_0(\theta)} \right]^{-\alpha(\theta)} \left[ 1 - \frac{B}{B_{\text{irr}}(\theta)} \right]^{-2} \quad (2)$$

In Eq. (2), the field $B_0$ sets the scale for transition from the low-field "$J_c$ plateau" of Fig. 1(a) to the power-law regime where $J_c \propto B^{-\alpha}$. For a physical interpretation, $B_0$ might be regarded as the field above which inter-vortex interactions compete with vortex-pinning to suppress the critical current, while fields below $B_0$ characterize the individual vortex pinning regime ($J_c$ relatively field independent). As seen below, for the present samples typical values of $B_0$ range from 5 to 10 mT, and cannot be determined with enough certainty to assign an unambiguous angular dependence. The factor involving $B_{\text{irr}}$ is largely phenomenological, with the exponent value of 2 determined to be empirically applicable\textsuperscript{16}. However, by applying theoretical relationships for a special case of thermally-activated depinning from vortex-underfilled columnar defects\textsuperscript{6}, we have found that there is qualitative foundation for this form.

As shown in Eq. (2), the three parameters $B_0$, $\alpha$, and $B_{\text{irr}}$ can be orientation dependent. As explained above, anisotropy of $B_{\text{irr}}$ is anticipated on fundamental grounds. However, a clear understanding of both the magnitude and angular dependence of $B_0$ and $\alpha$ are still lacking. In any case, Eq. (2) provides a good description of the data at various orientations. Since $J_c(0)$ is directly measurable, the fits to Eq. (2) yield the three parameters $B_0$, $\alpha$, and $B_{\text{irr}}$ at each angle $\theta$ and temperature $T$.

Results for some deduced parameters are shown in Fig. 4. Figure 4(a) is an example of the output for the characteristic fields $B_0$ and $B_{\text{irr}}$ at 77 K. While we cannot ascribe an angle dependence to $B_0$ due to uncertainties in, and insensitivity to, its values, the $B_{\text{irr}}$ are well described by the solid curve, given by Eq. (1), for an intrinsic supercarrier mass anisotropy $\sqrt{m_c/m_{ab}} = 5$, a reasonable value for NdBCO. Blue and red symbols in the figure 4(b) are the fitted power-law exponent $\alpha$ found for samples "A" and "B" of Fig. 2, respectively. Here
FIG. 4: (color online) (a) Values of the orientation dependent parameters \( B_0 \) and \( B_{irr} \) found from the modeling of Eq. (2) to the data of sample "B" at 77 K. The curve through the fitted \( B_{irr}(\theta) \) is the function \( \gamma(\theta) \), Eq. (1), for an anisotropy ratio 5 and \( B_{irr,c} = 7.5 \) T. (b) Symbols: fitted values for the power-law exponent \( \alpha \), for samples "A" (open symbols) and "B" (solid symbols) at \( T= 80K(\lozenge) \), 77K(\blacksquare), 74K(\blacklozenge), 70K(\blacktriangle) and 65K(\blacktriangledown). Values of \( \alpha \) exhibit little systematic temperature dependence. Thick solid curves: \( \alpha(\theta) \) that from the model would produce perfect convergence at \( B^\ast = 2 \) T (purple), 2.5 T (green), 3 T (black) and 4 T (grey). The downturn of \( \alpha \) at \( H \parallel ab \) reflects the related upturn in \( J_{c,ab} \). As a good approximation for \( \alpha(\theta) \) the linear bands may be used to gain insight. Hatched areas represent a spread in deduced values of \( \alpha(c) \) (c) The irreversibility field \( B_{irr,c} \) (triangles) and crossover field \( B^\ast \) (squares) for samples "A" (blue) and "B" (red). The inset shows that \( B^\ast \) varies linearly with \( B_{irr,c} \).

Different symbol shapes corresponds to different temperatures, as explained in the figure caption. Aside from the special case \( H \parallel ab \) in sample "B", it can be seen that \( \alpha \) varies monotonically with angle. Within the applicability of Eq. (2), we may solve for the "ideal" \( \alpha(\theta) \) that would generate perfect convergence at \( B^\ast \) (i.e., \( J_c(B^\ast, \theta) \) constant). This yields the relation,

\[
\alpha(\theta) = \frac{\ln [(1 - B^\ast/B_{irr}(\theta))^2 / J^\ast]}{\ln (1 + B^\ast/B_0)} \quad (3)
\]

Equation (3) is plotted as the family of thick solid curves for different selected \( B^\ast = 2, 2.5, 3 \) and 4 Tesla. Here, \( J^\ast = J_c(B^\ast)/J_c(0) \) is fixed at the value 0.15, \( B_0 = 8 \) mT, and \( B_{irr,c} = 7.5 \) T. Due to the weak logarithmic sensitivity to angle through \( B_{irr}(\theta) \), we find that the relatively smooth, monotonic variation of this ideal \( \alpha(\theta) \) can be approximated as linear, resulting in only minor smearing of a simulated model-calculated crossover point at \( B^\ast \), basically very similar to that seen in the experimental data.

Temperature Dependence

Figures 4(b) and (c) also show the temperature dependence of the relevant parameters in the investigated liquid nitrogen range (65 K - 77 K). For the two samples, the extracted irreversibility fields at \( H \parallel c \) are found to scale with their respective directly observable crossover fields \( B^\ast \), while each vary nearly linearly with temperature, as shown in Fig. 4(c). In contrast, within the scatter there is little systematic temperature dependence in \( \alpha(\theta) \), and the hatched bands of Fig. 4(b) indicate that linear approximations of the fitted values are reasonable. However, it should be noted that the fitted values of \( \alpha \) for sample "B" are less reliable due to systematic high-field deviations from the model. As such, the magnitudes of \( \alpha \) depend on the exact choice of the fitting range. This problem is most likely due to "field-matching vortex pins" but does not affect the overall orientation dependence of \( \alpha \). Details will be reported elsewhere. In working with only the first derivative of Eq. (3), one can gain insights into the predicted inter-relationships among the three parameters, since then the actual value of \( J_c \) is not needed. For example, in this case one might deduce an average slope by measurement at only two relevant orientations, e.g.,

\[
\alpha' \equiv \left( \frac{d\alpha(\theta)}{d\theta} \right) = \frac{2}{\pi} (\alpha_{ab} - \alpha_c) = \frac{4}{\pi} \ln \left[ 1 - \sqrt{\frac{B_{irr,c}}{B_{irr,c}}} \right] - \ln \left[ 1 - \frac{B^\ast}{B_{irr,c}} \right] \quad (4)
\]
Discussion and Conclusions

At this point, some general statements regarding the overall experimental behavior, taken in the context of the model description, Eq. (2), must be made:

- The crossover phenomenon occurs at the field $B^*$ yielding $J_c(B^*, \theta)$ constant, only for a situation where the flux pinning at intermediate fields is increasing as the field orientation approaches the $c$ axis (i.e. $d\alpha(\theta)/d\theta > 0$), and the irreversibility field increases as orientation approaches $ab$ (consistent with the HTS electronic mass anisotropy).

- The crossover effect is robust, provided $\alpha(\theta)$ is monotonic and smoothly varying with orientation.

- For an approximate linear variation of $\alpha(\theta)$, the model yields an only slightly smeared crossover point, and scaling of the crossover field $B^*$ with the irreversibility field $B_{irr}$.

- The crossover field $B^*$ does not depend on the value of $\alpha$, but only on its (average) rate of variation with orientation, $\alpha'$ (Eq. (4)), whereas the magnitude of the isotropic $J_c(B^*)$ is enhanced for smaller values of $\alpha$ (and, of course, large $B_{irr}$) (Fig 1(a)).

The present study has been conducted over a limited temperature range for practical reasons (limitation of magnetic field and electric current levels). However, provided Eq. (2) is descriptive to lower temperatures, and if $\alpha$ remains nearly temperature independent, then the phenomenon can be described by a set of universal curves given in terms of scaled variables, such as illustrated for the present data in Fig. 6. Similar scaling with angle has been reported, but in that case for a different type of pinning system for which $\alpha$ is nearly angle-independent (i.e., the limit $\alpha' \to 0$). In that case, the scaling maps the data onto a single curve analogous to the large body of work that has been done for pinning models of isotropic low-temperature superconductors, where scaling with respect to temperature has been obtained for...
the bulk pinning force density $F_p$, with forms such as $F_p = J_c B \approx b^p (1 - b)^q$, but where $b = B/B_c$. As mentioned above, recent advances in deposition of HTS films under conditions that purposely produce self-assembled extended or strong-pinning defect structures have yielded the very strong c-axis performance needed for the present phenomenon.\(^{10,11-14}\) Although nearly isotropic critical currents have been reported or predicted under certain or special conditions,\(^{23-25}\) there has been no previous recognition of the nearly universal crossover behavior, which should occur and yield isotropic $J_c$, only in this class of especially strong-pinning materials.

From a practical viewpoint, such a scaling relationship could help guide design of HTS wires for targeted applications parameters, since there is a need for isotropic performance characteristics in devices operating in substantial magnetic fields, such as motors, generators, levitation magnets, etc. Simulations from the model can offer predictive value in materials tailoring, provided processing conditions can be controlled to tune the physical parameters, most importantly $\alpha$ and $J_c(0)$. In approaching selectivity of properties, it is unfortunate that there is little theoretical guidance in understanding the beneficial small $\alpha$ values (typically $< 1/3$) that can be realized for these particular self-assembled pinning nanosstructures. Previous theory has explored mechanisms that predict $J_c \propto B^{\alpha}$, but which for particular defect types have yielded calculated power-law exponents of 1/2 (correlated extended)\(^{26}\) and 5/8 (large random)\(^{27,28}\). Indeed, $\alpha$ values in this range have been reported for a variety of more weakly pinned HTS systems.\(^{16,21,29-31}\)

In conclusion, we have reported the systematic observation and analysis of isotropic critical currents in HTS materials. Interestingly, the phenomenon arises due to the combination of intrinsic electronic anisotropy coupled with the very strong vortex confinement due to arrays of self-assembled stacks of nanophasse BaZrO$_3$, which are distributed with alignment near the c axis in Nd-BaCuO films. Nearly complete isotropy of $J_c$ is realized at the field $B^*(T)$, which is found to have the same temperature dependence as the orientation-dependent irreversibility field $B_{irr}(T, \theta)$. By generalizing a simple flux pinning model for angle-dependent parameters, the features of the observations can be described analytically, with potential predictive utility in the design of conductors for particular applications. As mentioned above, the model Eq. (2) has limitations; for example, in the case of samples that show evidence for matching of the vortex density with that of the pinning array. In that case, additional $J_c$ above that predicted by Eq. (2) is found at the field where every vortex could be accommodated by an extended defect. Moreover, it is also possible that vortex alignment with correlated pins causes deviations of $H_{irr}(\theta)$ from the descriptive effective mass anisotropy of Eq. (1).\(^{32}\) Other subtle effects also have been observed and will be reported elsewhere. This work places further perspective on and context to the challenges presently pursued by researchers and developers worldwide: to control, modify, and understand the effects of such special defect structures, which may enable optimization of $B^*$ and $J_c(B^*)$.

The authors are grateful to J. R. Thompson and D. F. Lee for useful discussions. Y. L. Zuev and S. H. Wee would like to thank Oak Ridge Associated Universities for a postdoctoral fellowship. This work was sponsored by the Department of Energy Office of Electricity Delivery and Energy Reliability (OE) – Superconductivity for Electric Systems, and the Office of Basic Energy Sciences – Division of Materials Sciences and Engineering. This research was performed at the Oak Ridge National Laboratory, managed by UT-Battelle, LLC for the USDOE.

---

1. D. Haught, J. Daley, P. Bakke, B. Marchionini, Int. J. of Appl. Cer. Tech. 4, 197 (2007).
2. Robert F. Service, Science 308, 348 (2005).
3. S. R. Foltyn, L. Civale, J. L. MacManus-Driscoll, Q. X. Jia, B. Maiorov, H. Wang and M. Maley, Nature Materials 6, 631 (2007).
4. A. Goyal, Ed., Second Generation HTS Conductors, (Kluwer, Norwell, MA, 2005).
5. A. Gurevich, E. A. Pashitskii, Phys. Rev. B 57, 13878 (1998).
6. E. H. Brandt, Phys Rev. Lett. 69, 1105 (1992).
7. J. Figueras, T. Puig, X. Obradors, W. K. Kwok, L. Paulius, G. W. Crabtree and G. Deutscher, Nature Physics 2, 402 (2006).
8. L. Civale, Supercond. Sci. Technol. 10, A11 (1997).
9. L. Civale, B. Maiorov, S. Foltyn, in US Department of Energy Superconductivity for Electric Systems Annual Peer Review (Arlington, Virginia, 2007); available at http://www.energetics.com/supercon07/agenda.html
10. Amit Goyal, in US Department of Energy Superconductivity for Electric Systems Annual Peer Review (Arlington, Virginia, 2007); available at http://www.energetics.com/supercon07/agenda.html
11. S. Kang, A. Goyal, J. Li, A. A. Gapad, P. M. Martin, L. Heatherly, J. R. Thompson, D. K. Christen, F. A. List, M. Paranthaman, D. F. Lee, Science 311, 1911 (2006).
12. Y. Yamada, K. Takahashi, H. Kobayashi, M. Konishi, T. Watanabe, A. Ibi, T. Muroga, S. Miyata, T. Kato, T. Hirayama, and Y. Shishara, Aplat. Phys. Lett. 87, 132502 (2005).
13. S. Kang, K. J. Leonard, P. M. Martin, J. Li and A. Goyal, Supercond. Sci. Technol. 20, 11 (2007).
14. J. L. MacManus-Driscoll, S. R. Foltyn, Q. X. Jia, H. Wang, A. Serquis, L. Civale, B. Maiorov, M. E. Hawley, M. P. Maley and D. E. Peterson, Nature Materials 3, 439 (2004).
15. G. Blatter, M. V. Feigelman, V. B. Geshkenbein, A. I. Larkin and V. M. Vinokur, Rev. Mod. Phys. 66, 1125-1388 (1994).
16. T. Aytug, M. Paranthaman, K. J. Leonard, S. Kang, P. M. Martin, L. Heatherly, A. Goyal, A. O. Ijaduola, J. R.
Thompson, D. K Christen, R. Meng, I. Rusakova, and C. W. Chu, *Phys. Rev. B* **74**, 184505 (2006).

17 A. Goyal, S. Kang, K. J. Leonard, P. M. Martin, A. A. Gapud, M. Varela, M. Paranthaman, A. O. Ijaduola, E. D. Specht, J. R. Thompson, D. K. Christen, S. J. Pennycook and F. A. List, *Supercond. Sci. Technol.* **18**, 1533 (2005).

18 S. H. Wee, A. Goyal, J. Li, Y. L. Zuev, and S. Cook, *J. Appl Phys.* **102**, 063906 (2007).

19 M. Parans Paranthaman and Teruo Izumi, *MRS Bull.* **29**, 533 (2004).

20 A description is available at http://www.superpower-inc.com/index.php?p=16

21 L. Civale, B. Maiorov, A. Serquis, J. O. Willis, J. Y. Coulter, H. Wang, Q. X. Jia, P. N. Arendt, M. Jaime, J. L. MacManus-Driscoll, M. P. Maley and S. R. Foltyn, *J. Low Temp. Phys.* **135**, 87 (2004).

22 D. Dew-Hughes, *Low Temp. Phys.* **27**, 713 (2001), and references therein.

23 V. F. Solovyov, H. J. Wiesmann, L. Wu, Q. Li, L. D. Cookey, M. Suenaga, B. Maiorov and L. Civale, *Supercond. Sci. Technol.* **20**, L20 (2007).

24 J. P. Rodriguez, *Phys. Rev. B* **76**, 224502 (2007).

25 N. J. Long, *Supercond. Sci. Technol.* **21**, 1 (2008).

26 D. R. Nelson and V. M. Vinokur, *Phys. Rev. B* **48**, 13060 (1993).

27 Yu. N. Ovchinnikov and B. I. Ivlev, *Phys. Rev. B* **43**, 8024 (1991).

28 C. J. van der Beek, M. Konczykowski, A. Abaloshev, I. Abalosheva, P. Gierlowski, S. J. Lewandowski, M. V. Indenbom and S. Barbanera, *Phys. Rev. B* **66**, 024523 (2002).

29 A. O. Ijaduola, J. R. Thompson, R. Feenstra, D. K. Christen, A. A. Gapud, and X. Song, *Phys. Rev. B* **73**, 134502 (2006).

30 B. Dam, J. M. Huijbregtse, F. C. Klaassen, R. C. F. van der Geest, G. Doornbos, J. H. Rector, A. M. Testa, S. Freisem, J. C. Martinez, B. Stäuble-Pümpin and R. Griessen, *Nature* **399**, 439 (1999)

31 F. C. Klaassen, G. Doornbos, J. M. Huijbregtse, R. C. F. van der Geest, B. Dam, and R. Griessen, *Phys. Rev. B* **64**, 184523 (2001).

32 S. A. Baily, B. Maiorov, H. Zhou, F. F. Balakirev, M. Jaime, S. R. Foltyn, and L. Civale *Phys. Rev. Lett.* **100**, 027004 (2008).