Effect of religion on the risk behaviour of rural Ghanaian women: evidence from a controlled field experiment
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ABSTRACT
Religious doctrines may guide individual attitudes and preferences, including risk behaviour among others. We estimate the effect of religion on the willingness to take risk amongst 1209 rural women in Ghana, and observe that, whereas religious affiliation influences the decision to engage in risk, it does not in any way influence the level of risk taking thereafter. Specifically, we find that relative to the non-religious, religious affiliation of a woman influences her willingness to engage in risk negatively; however, we find very little difference in such willingness to engage in risk between the different religious groups.
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1. Introduction
Risk behaviour is fundamental in explaining individual, household and firm-level decisions, and in predicting responses to various policy interventions, such as portfolio choice, education, occupation, livelihood, health insurance among others. An individual’s attitude towards risk plays an important role in his/her economic decision making in any situation that involves uncertainty around a future outcome. Understanding individual attitudes towards
risk is thus critical in predicting economic behaviour (Bhandari & Kundu, 2014; Dohmen et al., 2011), and thus for prescribing policy.

Religious doctrines (beliefs, attitudes, values, norms, tenets, etc.) may guide individual attitudes and preferences, including diet, marriage, investment, risk-seeking propensity among others. Inzlicht, McGregor, Hirsh, and Nash (2009) assert that religious beliefs may provide the basis for understanding and acting within one’s environment; and for that matter, can influence individual preferences in general. Borrowing from the ‘social identity theory’ and ‘identity theory’ in social Psychology (Greenfield & Marks, 2007; Stets & Burke, 2000; Tajfel, 1972), it can be argued that individuals belonging to a religious group behave in a particular way. Consequently, religion may lead to heterogeneity in individual attitudes, preferences and traits. Thus, risk behaviour of an individual may differ based on his or her religious affiliation.

Generally, it is believed that the non-religious are not influenced by any risk-limiting religious dogmas; hence, they may be more willing to take risk than the religious. Most religious denominations promote individual risk-averse behaviour, especially with respect to decisions about money/finance. Almost all religious doctrines in one way or the other have a strong opposition to engaging in any form of financial decisions which may be associated with high level of uncertainty, especially gambling of any form such as a lottery or other games of chance. Adherents of most religions may, therefore, think about the moral or ethical implication of participating in lotteries. For instance, Islamic teachings tend to condition its followers to be risk averse in financial matters, since Qur’an 5:90 prohibits games of chance (maysir) and speculative behaviour (Gharar). El Massah and Al-Sayed (2013) argue that, Islamic finance discourages hoarding and prohibits transactions featuring extreme uncertainties and gambling. Also, trading or investing in highly risky assets due to uncertainty, and taking interest (Riba) are forbidden (haram) in Islam. According to some authors (Bohnet, Benedikt, & Zeckhauser, 2010; Hassan & Dridi, 2010; Hassan & Kayed, 2009), the Qur’an and the Islamic Law (Sharia) also discourage people (and businesses) from engaging in excessive risk-taking transactions. Hence, as a matter of principle, Sharia encourages the pursuance

---

1 Stets and Burke (2000) posit that social identity theory emphasizes one’s identification or association with a particular group, while identity theory examine the roles or behaviors persons enact as members of a group.
2 In general gambling is frowned upon by all religions: Budhism advocates six evil consequences for indulging in gambling; Although the Bible does not explicitly say, ‘thou shall not gamble’, Christians also consider gambling to be based on the love of money and the promise of quick, easy riches; therefore, condemn the act. Engaging in any form gambling result in punishment under Islamic law, since gambling is considered ‘haram’ (forbidden) in Islam.
3 ‘O you who believe, intoxicants, and gambling, and the altars of idols, and the games of chance are abominations of the devil; you shall avoid them, that you may succeed’ (Qur’an 5:90.013).
4 Riba, in Islam is seen as a form of extortion, hence forbidden. Literally, it means ‘an excess’ and interpreted as ‘any unjustifiable increase of capital whether in loans or sales’ (El Massah & Al-Sayed, 2013).
of risk-sharing strategies by individuals and businesses through the usage of less risky financial instruments.

Similarly, the Bible discourages adherents of the Christian faith from investing in assets which the investor sees as uncertain (Proverbs 19:2).\(^5\) Thus, indirectly the Bible promotes risk-averse behaviour. It is worth emphasizing however that the Bible does not explicitly speak against risk; and unlike the Qu’ran, the Bible does not explicitly mention betting or engaging in a lottery and it also does not specifically condemn betting or engaging in a lottery. Indeed, a couple of verses in the Bible encourage risk taking (Ecclesiastes 11:4–6, Matthew 25:14–30, 2nd Kings 7:4). Ecclesiastes 11:4\(^5\) criticizes those who are overly cautious and want to play it safe by not taking risk.

Doctrinal differences between various Christian denominations, in particular, between Catholics and Protestants with regards to gambling, may also lead to heterogeneity in individual risk behaviour. Though the current study does not focus on gambling in the strict sense, it is worth emphasizing that the divergent views on gambling/lotteries held by Catholics and Protestants may go a long way to influencing risk behaviour of the adherents of Catholicism and Protestantism. Whereas, Catholicism\(^7\) tolerates gambling activities, Protestants\(^8\) and Pentecostals\(^9\) have a strong moral opposition to lotteries of any form. Also as asserted by Friedman (2001), Judaism makes reference to the importance of diversification. This is contained in the Talmud (Babylonian Talmud, Bava Metzia 42a).\(^10\)

Notwithstanding the plethora of empirical literature on the effects of risk preferences on behaviour, Dohmen et al. (2011) emphasize that risk behaviour itself still remains to a large extent, a ‘black box’, in the sense that, relatively little is known about the factors influencing risk-seeking behaviour. Though there are several empirical studies on individual risk-taking preferences, only a few include cultural factors as determinants of risk preferences (Bartke & Schwarze, 2008; Benjamin, Choi, & Fisher, 2013; Dohmen et al., 2011; Haneishi, Takagaki, 2008; Benjamin, Choi, & Fisher, 2013; Dohmen et al., 2011; Haneishi, Takagaki, 2013).

5 ‘Desire without knowledge is not good, and whoever makes haste with his feet misses his way’ (Proverbs 19:2).
6 ‘He who watches the wind will not sow and he who looks at the clouds will not reap’ (Ecclesiastes 11:4).
7 The position of the Catholic Church on gambling is summarized in the New Catholic Encyclopedia: ‘A person is entitled to dispose of his own property as he wills . . . so long as in doing so he does not render himself incapable of fulfilling duties incumbent upon him by reason of justice or charity. Gambling, therefore, though a luxury, is not considered sinful except when the indulgence in it is inconsistent with duty’ (Gale Group, 2003).
8 The United Methodist Church’s 2004 Book of Resolutions stated its views on gambling which is typical of many Protestant churches: ‘Gambling is a menace to society, deadly to the best interests of moral, social, economic, and spiritual life, and destructive of good government. As an act of faith and concern, Christians should abstain from gambling and should strive to minister to those victimized by the practice’.
9 The general Board of the united Pentecostal church international in 1994 issued a position paper on gambling: Biblical faith with its emphasis on loyalty to God and it calls to a life trust tolerates no bowing of the knee to luck and no dependence on chance.
10 Diversification—dividing one’s assets into thirds: one third in land, one third in business, and one third kept liquid: Talmud (Babylonian Talmud, Bava Metzia 42a).
What is more, very few studies on correlates of risk behaviour include religion as an explanatory variable; and those that do focus on the developed country context (For the US: Benjamin, Choi, & Strickland, 2010, 2013; Halek & Eisenhauer, 2001; Hilary & Hui, 2009; For Germany: Dohmen et al., 2011; Köbrich León & Pfeifer, 2017; Weber, 2013; For the Netherlands: Renneboog & Spaenjersy, 2012).

Halek and Eisenhauer (2001), using US data, find that relative to traditional religions, being a Catholic or a Jew increases one’s level of risk aversion. Bartke and Schwarze (2008) analysed two possible determinants of individual risk attitudes for German individuals: nationality and religion, and found that while nationality does not significantly determine risk behaviour, religion is a significant determinant of risk behaviour. They report that religious affiliation matters, and that in religious individuals Muslims are more risk averse than Christians. Benjamin et al. (2010) report that in the US, Catholics are less risk averse than Protestants and Jews. In a lottery experiment of 450 adults in Germany, Dohmen et al. (2011) report that only Protestants and atheists significantly influence risk-seeking behaviour with respect to financial risk, with Protestants willing to take less risk than atheists. With respect to general risk, their results indicate that atheists are less risk averse than Protestants. In a Dutch study of religion and risk, Noussair, Trautmann, van de Kuilen, and Vellekoop (2012) report a positive correlation between religiosity and risk aversion. Additionally, they report Catholics to be less risk averse than Protestants. They also report that, respondents who pray more than once a week are more risk averse, relative to those praying less frequently. However, they found no significant effect of the strength of religious beliefs on risk aversion. In another study in the Netherlands, Renneboog and Spaenjersy (2012) used data from the annual Dutch National Bank (DNB) Household Survey and found a positive relationship between being Catholic and risk aversion. In an incentive-compatible experimental choice to evaluate risk aversion among a sample of 827 Cornell University students in the US, Benjamin et al. (2013) examined whether there are religion-induced differences in financial risk taking. The authors show that, whereas being a Protestant reduces risk-taking propensity, risk-taking propensity increases with Catholics. In a study of cultural differences in risk tolerance in Germany, Weber (2013) revealed that both religion and nationality matter for risk aversion. In particular, he concludes that Protestants and atheists are less risk averse than individuals belonging to other denominations. Köbrich León and Pfeifer (2017) report a negative and significant relationship between general risk-taking propensity and religiosity in Germany, suggesting that, in general, religiosity is associated with higher risk aversion. In particular, their results revealed that Catholics, Protestants and Muslims are less risk tolerant. In terms of the effect of religious affiliation on individual financial risk attitude, they found
no significant relationship among Catholics and Protestants. However, they found Muslims and traditional believers to be significantly less willing to take financial risk.

Generally, very little empirical work on risk behaviour exists in developing countries relative to developed countries (Bhandari & Kundu, 2014; Chinwendu, Chukwukere, & Remigus, 2012; Dadzie & Acquah, 2012; Haneishi et al., 2014; Liebenehm & Waibel, 2014; Wik, Kebede, Bergland, & Holden, 2004). This is particularly so in the area of religion and risk behaviour. An extensive literature search revealed very few empirical studies (in fact only two so far: Haneishi et al., 2014; Liebenehm & Waibel, 2014) in a developing country context that include religion as a covariate in explaining risk behaviour. In a field experiment conducted in Mali and Burkina Faso, Liebenehm and Waibel (2014) indicate that, risk preferences are correlated with religion. In particular, the authors find that time spent in a Quaranic school is positively related to greater risk-seeking behaviour. In a study of risk attitude of farmers in Uganda, Haneishi et al. (2014), included religion as part of their explanatory variables and found religion to be significant and positively correlated with risk aversion. The authors report that Muslims are more risk averse than Christians.

Aside from the fact that there is very little empirical work on the effect of religion on risk preferences, particularly in the developing country context (Haneishi et al., 2014; Liebenehm & Waibel, 2014), it is also worth emphasizing that heterogeneity in the risk preference of women, in particular, merits further examination. Although various studies have established that, women generally are less willing to take risk relative to men (Bhandari & Kundu, 2014; Charness & Gneezy, 2012; Hanewald & Kluge, 2014; Hryshko, Luengo-Prado, & Sørensen, 2011; Weber, 2013; West & Worthington, 2015), it is interesting to note that, to our knowledge no study has focused exclusively on the heterogeneity of risk preferences among women. An extensive literature search depicts a dearth of empirical evidence on using economic experiments (risk games with real monetary pay-offs) to assess the risk behaviour of rural women in general and in particular, to evaluate to what extent religion influences risk behaviour. Our current study, therefore, contributes to the literature by trying to assess the risk behaviour of rural Ghanaian women, with a focus on whether religion plays a role in explaining heterogeneity in individual risk-seeking propensity.

Analysing the effect of religion on risk behaviour of Ghanaian women in this current study makes our study unique in more ways than one. Firstly, very little empirical work on risk behaviour exists on Ghana, especially risk-taking behaviour among rural dwellers. This is particularly evident in using risk games with real pay-offs. The few studies (Dadzie & Acquah, 2012) that exist use hypothetical measures of risk which is not incentive compatible, hence, may not reveal true risk preferences. Our study is presumably the first
to use real pay-offs to measure risk behaviour in a large sample\textsuperscript{11} of rural Ghanaian individuals. Secondly, while various studies have looked at gender differences in risk-taking behaviour (Bhandari & Kundu, 2014; Charness & Gneezy, 2012; Hanewald & Kluge, 2014; Hryshko et al., 2011; Weber, 2013; West & Worthington, 2015), this is presumably the first study to focus exclusively on women, and in particular on rural women, when looking at heterogeneity in risk preferences. Consequently, our current study is unique owing to its gender specificity. Thirdly, this is the first study to look at the effect of religion on risk preferences, both in a developing country context, and amongst women. Lastly, we expand the set of personal and household characteristics that may influence individual risk behaviour by including social capital as part of our control variables.

While Ghana is a multicultural society with a mixture of both ethnic/tribal as well as religious groups, the International Religious Freedom Report (2015), notes that, there is no significant link between ethnicity and religion in Ghana. Further, the literature has found that Ghanaians identify themselves more by their religious affiliation than by their ethnic affiliation. Langer (2010) found, after conducting a general survey in Ghana that, when considering many factors including gender, language, nationality, religion, ethnicity, region of origin, ideology, locality and occupation, most Ghanaians considered religion most important in terms of their own self-perception. In fact, religion was more important than ethnicity in terms of their identity. This result is confirmed by McCauley (2016) who found that religious divisions in Ghana are more important than ethnic ones. In so far as it is religion that seems most important to Ghanaians’ identity, it seems plausible that their religious affiliation will influence many aspects of their decision making, be it consciously or subconsciously.

The rest of the paper is structured as follows: In the next section (Section 2), we present the methodology which looks at the data and experimental design, as well as the estimation strategy. We then present and discuss the results in Section 3. Section 4 concludes the study.

\section*{2. Methodology}

\subsection*{2.1. Data and research setting}

We use data from the Socio-economics Studies arm of the International Lipid based Nutrient Supplement Study (iLiNS) in Ghana, herein referred to as iLiNS Dyad-G-SES. The iLiNS Dyad-G-SES study is a collaborative research project between the University of Ghana and the University of California, Davis. Enrollment of women and their households into the iLiNS study was on a rolling basis\textsuperscript{11}.

\textsuperscript{11} The large sample also gives a good statistical power as most experimental risk studies with real monetary payoff often use smaller samples because it is expensive to undertake.
over a two year period from December 2009 to December 2011. As part of the eligibility criteria into the iLiNS study, women should be at least 18 years of age and resident in the Lower Manya Krobo or Yilo Krobo districts in the Eastern Region of Ghana (the iLiNS Project site) throughout the study period. In line with the objectives of the current study, we use the Risk Aversion data and the Household Socio-economic Characteristics data on 1209 women from the iLiNS DYAD-G-SES study. The risk behaviour data were generated from a risk aversion game (RAG), immediately after the household socio-economic characteristics survey on the same day.

2.2. Experimental design: RAG

Data on individual risk behaviour\textsuperscript{12} were collected using experimental economics games (RAG) with real monetary pay-offs. The game was designed to learn something about a woman’s risk behaviour, by asking her to take decisions about how much money she would like to bet. Depending on the choices the woman makes and the outcome of those choices, she will either double her bet or lose half of her bet. The game was explained to participants as not being a form of gambling or a lottery (as they would understand it in the strict sense), but rather, as a means of learning how they take decisions in the face of uncertainty. The initial approach to use the toss of a coin to determine the outcome of the game was replaced with the dice. This was because the toss of a coin was seen to be synonymous with gambling (which is normally frowned upon in typical Ghanaian societies), while the roll of a dice was acceptable as people in the area were familiar with the popular game called Ludo (a game of chance based on roll of a dice).

\textsuperscript{12} The current paper assumes that individuals have a certain degree of risk aversion and a propensity to risk-taking. Following from the mainstream literature on experimental studies (Andersen, Harrison, Lau, & Rutstrom, 2008; Chuang & Schechter, 2015; Drichoutis & Vassilopoulos, 2016), in this study, we assume stability of individual risk preference (constant risk behaviour). In a field experiment to examine temporal stability of risk preferences, Andersen et al. (2008) reported that generally risk attitudes did not change over a 17-month span after a repeated risk aversion elicitation task. Also, in a panel of subjects over a three-year period, Drichoutis and Vassilopoulos (2016) found aggregate stability of six measures of risk over time, and also showed remarkably high individual stability over the examined period. Thus, in concert with the theoretical assumptions and earlier studies, this current study assumes that a woman’s risk-taking propensity is the same across the entire period of data collection. Again, the assumption of constant risk over time could be seen in the light of the relationship between risk behaviour and religious affiliation. It is worth noting that religious affiliation, which is typically constant over time, is a relevant instrument for risk-taking propensity. Individuals are born into various religious groups, and most often do not change such affiliations. Indeed, the effect of religious conditioning is strong and lifelong; hence, individuals are forever bound and influenced by religious teachings and tenets. The current results show that generally religion influences risk behaviour. Therefore, to the extent that religion is lifelong, and individuals generally do not change their religion of birth, it is reasonable to assume that risk behaviour would be constant over time. However, it is possible that people make different kinds of decisions depending on the sphere in which they make decisions, and on the amounts of gains and losses. For instance, some people may buy lottery tickets, but be very risk averse in, say, major life decisions. Chuang and Schechter (2015) note that, theoretically, individual preferences are assumed constant; and if preferences do vary over time, then it is because of shocks faced by the individual. We acknowledge that this is an issue that the current paper cannot address.
The RAG was designed as follows. Upon arrival at the subject’s home, the experimenter reminded subjects of the confidentiality of the data. The experimenter began by giving the subject GH₵2 (approximately $1.22, using 2011 annual average exchange rates) and informed her that the money was hers to keep. The game was explained to the participant and at the end of the explanation she could either choose to play the game (decide to bet) or choose not to play the game (decide not to bet) and keep the GH₵2. If the subject indicated that she was not willing to play the game, the experimenter told her the GH₵2 was for her to keep, and then proceeded to the closing statement. If the subject wanted to play the game, then, in the remainder of the game the experimenter asked her to indicate how much of the GH₵2 she wanted to bet (subjects could choose to bet GH₵0, GH₵2, or any amount in between their endowment). After she stated her bet, the experimenter asked her to roll a six-sided die to determine the outcome of her bet. Depending on her choice and the outcome from rolling the dice, the participant either doubled her bet or lost half of her bet. If she rolled a one, two, or three, she was given double the amount of money she bet. If she rolled a four, five or six, she lost half of her bet. In order to help the subject fully understand the game, the experimenter leads the respondent through three practice rounds before conducting the real round. The experimenter then concluded the game by giving the subject the money she won or took back the money she lost and told her that the money she was left with was hers to keep. A flow diagram summarizing the experimental procedure is presented in Figure A1 (see Appendix).

2.3. Summary statistics

Table 1 presents the sample mean (count and percentages for dummy variables), standard deviation, as well as, the minimum and maximum for individual and household characteristics, including our main variables of interest: risk preference and religion.

Study participants’ age and years of schooling are on average 27 and 7 years, respectively. In terms of marital status; approximately 37% are married, 62% are in loose union and just 1% are not married (single, separated, widowed and divorced). About 20% of the sample are unemployed; and average monthly income from main economic activity is GH₵89 ($54). Additionally, 14%

---

13 According to the principle of Salience in experimental design (Smith, 1976, 1982) the connection between actions and payoffs should be clear to subjects. Therefore, in order to ensure maximum comprehension the experimenter (enumerator) takes time to clearly explain the game to the subject. The experimenter will also demonstrate that the roll of the die is random (50/50 chance of winning or losing a bet) by rolling the die about 10 times in a row, each time declaring the outcome of the roll (the number on top).

14 In experimental designs, it is very important to use repetition of task in order to maximize subject comprehension (Friedman 1998).
Table 1. Summary statistics and variable definitions.

| Variable                      | Definition                                                                 | Mean     | Std. dev. | Min | Max |
|-------------------------------|-----------------------------------------------------------------------------|----------|-----------|-----|-----|
| Risk behaviour                |                                                                             |          |           |     |     |
| Willingness to take risk      | Bet = 1, otherwise 0                                                        | 0.95864  | 0.19920   | 0   | 1   |
| NWTR moderately                | = 1 did not bet, otherwise 0                                               | 0.04136  | 0.19920   | 0   | 1   |
| Willing to take risk          | = 1 bet below mean, otherwise 0                                            | 0.52026  | 0.49980   | 0   | 1   |
| Highly willing to take risk   | = 1 bet mean and above, otherwise 0                                        | 0.43838  | 0.49639   | 0   | 1   |
| Amount bet in GHc$^a$          | Total amount bet as a continuous variable                                   | 0.82722  | 0.56620   | 0.05| 2   |
| Religious affiliation         |                                                                             |          |           |     |     |
| Pentecostal                   | = 1 pentecostal, otherwise 0                                               | 0.66749  | 0.47131   | 0   | 1   |
| Protestant                    | = 1 protestant, otherwise 0                                                | 0.18114  | 0.38529   | 0   | 1   |
| Catholic                      | = 1 catholic, otherwise 0                                                  | 0.08602  | 0.28051   | 0   | 1   |
| Muslim                        | = 1 Muslim, otherwise 0                                                    | 0.02481  | 0.15562   | 0   | 1   |
| Traditional religion          | = 1 traditional religion, otherwise 0                                      | 0.03225  | 0.17676   | 0   | 1   |
| No religion                   | = 1 no religion, otherwise 0                                               | 0.00827  | 0.09061   | 0   | 1   |
| Individual characteristics    |                                                                             |          |           |     |     |
| Age in years                  | Age in years as a continuous variable                                      | 26.825   | 5.5079    | 18  | 44  |
| Marital status                |                                                                             |          |           |     |     |
| Married                       | = 1 married, otherwise 0                                                   | 0.36642  | 0.48203   | 0   | 1   |
| Loose union                   | = 1 loose union, otherwise 0                                               | 0.62200  | 0.48509   | 0   | 1   |
| Not in any union              | = 1 not married, otherwise 0                                               | 0.01157  | 0.10703   | 0   | 1   |
| Education                     | Years of schooling completed                                               | 7.3143   | 4.4908    | 0   | 16  |
| Unemployed                    | = 1 unemployed, otherwise 0                                               | 0.20016  | 0.40029   | 0   | 1   |
| Monthly income in GHc$^a$     | Total monthly income from main occupation                                  | 88.736   | 172.0141  | 0   | 2100|

(continued).
| Variable       | Definition                                                                 | Mean       | Std. dev. | Min | Max | Expected signs: Willingness to take risk |
|----------------|-----------------------------------------------------------------------------|------------|-----------|-----|-----|-----------------------------------------|
| Household headship | = 1 if household head, otherwise 0                                          | 0.14227    | 0.34947   | 0   | 1   | +                                       |
| Social Capital   | = 1 belong to a group, otherwise 0                                          | 0.53350    | 0.49908   | 0   | 1   | +                                       |
| Household characteristics | Household debt = 1 if household borrowed money, otherwise 0                | 0.12738    | 0.33353   | 0   | 1   | +                                       |
| Wealth Dependency ratio | Asset index ratio of dependents per non-dependents | −0.01539   | 1.01087   | −3.157 | 2.221 | +                                       |
| Household size   | Total number of household members                                           | 3.91481    | 2.13692   | 1   | 16  | +/−                                     |
| Per-capita income/tribe | Krobo = 1 if Krobo, otherwise 0                                          | 0.76261    | 0.42566   | 0   | 1   | +/−                                     |
|                  | Akan = 1 if Akan, otherwise 0                                               | 0.07444    | 0.26260   | 0   | 1   | +/−                                     |
|                  | Ga = 1 if Ga, otherwise 0                                                   | 0.00579    | 0.07590   | 0   | 1   | +/−                                     |
|                  | Ewe = 1 if Ewe, otherwise 0                                                  | 0.11580    | 0.32012   | 0   | 1   | +/−                                     |
| Other tribe      | = 1 if other tribe, otherwise 0                                             | 0.04136    | 0.19920   | 0   | 1   | +/−                                     |
| Other Previous luck | Continuous variable for previous luck                                      | 0.05542    | 0.97794   | −1  | 1   |                                         |

*Using yearly average 2011 exchange rate of GH₵1 = US$0.61.

of the women are household heads; and in terms of social capital, approximately 53% are members of at least one group or association. On average, there are four people in a household, with an average dependency ratio of 0.7. In terms of household wealth, a mean score of −0.01539 was recorded for household asset index (a proxy measure of household wealth), and an average per-capita income of approximately 84 ($51). Also, roughly 13% indicated that their households were in debt.

Table A1 (Appendix) shows the cross-tabulation of religious affiliation and ethnicity. In terms of religious affiliation, with approximately 67%, Pentecostals
Table 2. Risk behaviour by religious affiliation.

| Religious affiliation | WTHR | WTMR | NWTR | Total observation |
|-----------------------|------|------|------|------------------|
| Pentecostal            | 343  | 428  | 36   | 807              |
| Protestant             | 106  | 106  | 7    | 219              |
| Catholic               | 48   | 52   | 4    | 104              |
| Muslim                 | 11   | 17   | 2    | 30               |
| Traditional religion   | 17   | 21   | 1    | 39               |
| No religion            | 5    | 5    | 0    | 10               |
| Total                  | 530  | 629  | 50   | 1209             |

aWTHR: bet mean and above; WTMR: bet below the mean; NWTR: did not bet at all.

constitute the largest religious group. This is followed by Protestants (18%) and Catholics (9%). Respondents of the Islamic faith constitute approximately 3%, and about 3% also belong to the traditional religion. Those who do not profess to any religion constitute 1%.

In terms of ethnicity, the bulk of the sample (76.3%) belongs to the Krobo tribe/ethnic group. Ewes and Akans make up 11.6% and 7.2%, respectively, with less than 1% (0.6%) from the Ga tribe. The remaining 4.4% belong to other tribes. It is not surprising that a greater proportion of the study women and their households are Krobos, since the survey area is part of the Krobo land of South Eastern Ghana. All the ethnic groups/tribes, except other tribes have more than half of the sample women belonging to the Pentecostal faith, followed by protestants, Catholics, Muslims, traditional and no religion, in that order. For instance, in Table A1 we see that the largest tribe, Krobo, has approximately 69% of women being Pentecostals. Protestants, Catholics and Muslims, as well as traditionalist and women not affiliated to any religion constitute about 18%, 8%, 8%, 4% and 1%, respectively, within the Krobo tribe.

Out of the total 1209 participants, 96% chose to play the game (Table 2). In terms of individual risk behaviour; approximately 4% are categorized as ‘Not Willing to Take Risk’ (NWTR), 52% as ‘Willing to Take Moderate Risk’ (WTMR) and 44% are ‘Willing to Take High Risk’ (WTHR), respectively. As indicated earlier, NWTR women are participants who chose not to play the RAG at all. WTMR women did play the game; but their bets were below the mean amount bet. WTHR women bet either the mean amount or higher. On average, amount bet by participants was GH₵0.83 ($0.50), with a range of GH₵0.05 to GH₵2 ($0.03–$1.2). Also, less than 1% (0.6%) and 13% of respondents bet the minimum and the maximum amount respectively. The distribution of amount bet is illustrated by the kernel density in Figure A2 (see Appendix).

15 The sample data do not have ethnicity/tribe data. However, we have information on the main language spoken in the household. Since most tribes are grouped along ethnolinguistic lines in Ghana, and tribal identity determines language, we use the main language spoken in the household as proxy for ethnicity.
2.4. Econometric framework

2.4.1. Effect of religion on the willingness to take risk
An individual’s decision to play (bet) the RAG or not in itself is seen as a measure of risk behaviour. A person who is NWTR will decide not to play the game and then keep the GH₵2. Someone who is willing to take risk, will however, decide to play or bet in the game, and may either win or lose more money, based on the outcome of the game. Since the decision to bet or not is binary, the basic econometric estimation framework to model the effect of religion on risk-seeking behaviour is indicated as a latent variable model below:

$$WTR_i^* = \alpha + \beta Religion_i + \gamma X_i + \epsilon_i; \quad \epsilon \approx N[0, \sigma^2], \sigma^2 = 1$$

where $WTR_i^*$ is an indicator of willingness to take risk, as a binary outcome ($WTR_i^* = 1$ if an individual is willing to play/bet, otherwise, 0). $Religion$ represents a vector of variables related to religious affiliation (Pentecostal, Protestant, Catholic, Muslim, Traditional religion and No religion). The coefficient, $\beta$, measures the effect of religion on risk behaviour (willingness to take risk). $X_i'$ represents a vector of control variables – individual, household and other characteristics – such as; age, education, marital status, unemployment, income, wealth, social capital, household size, and previous luck, believed to influence risk-seeking behaviour. The parameter, $\gamma$, signifies the strength of the impact of the control variables; $\alpha$ and $\epsilon_i$, are the intercept and error term, respectively. The error term is normally distributed and is independent of the covariates, summarizing all unobserved factors that affect risk behaviour with mean zero and a unity variance.

In the binary probit model, the coefficient of religion has a qualitative effect on $WTR_i^*$ (the dependent variable). Therefore, quantitative predictions are made only on the basis of the marginal effects of the repressors, which are derived from the estimated coefficient. In our current study since our dependent variable is $WTR_i^*$ and our independent variable of interest is $Religion$, the marginal effect is as follows:

$$\frac{\partial \text{Prob}(WTR = 1|Religion)}{\partial Religion} = \varphi(Religion)\beta$$

where $\varphi$ is the cumulative distribution function (CDF) of the normal distribution.

2.4.2. Effect of religion on the level of risk behaviour
As explained earlier, study participants had the choice to play (bet) in the RAG or not to play (not bet). The decision to bet, or not to bet, may result in more than two possible ordered multinomial outcomes; and hence, different risk-seeking behaviour categories. In the case of our current study, we consider
three categories of risk behaviour, namely, NWTR, WTMR and WTHR. As indicated earlier, NWTR subjects did not play the RAG, and hence did not bet at all. WTMR subjects played the RAG but bet below the mean amount bet. WTHR subjects played the RAG and bet either exactly the mean or above the mean.

We assume an unobserved latent variable $Risk^*$, corresponds to the individual risk behaviour category in the game. The effect of religion on risk behaviour for individual $i = 1, 2, \ldots$, is therefore given by the following equation:

$$Risk_i^* = \beta_{Religion} + \gamma X_i + \epsilon_i, \quad \epsilon \approx N(0, \sigma^2), \sigma^2 = 1$$

where $Risk^*$ are unobserved or latent risk behaviour categories, signifying NWTR (0), WTMR (1) and WTHR (2). Hence, the higher the value of $Risk^*$, the more likely the individual is willing to take risk, and vice versa. All the other variables ($\beta$, Religion, $\gamma$, $X'$ and $\epsilon$) are as explained earlier.

As is the case of all discrete choice models, in the ordered probit model, the coefficient of the explanatory variables have a qualitative effect. Therefore, quantitative predictions are made only on the basis of the marginal effects of the regressors, which are different from the coefficients. In our case of three categories, the marginal effects of changes in the regressors are as follows:

$$\frac{\partial \text{Prob}(Risk = 0|Religion)}{\partial Religion} = -\varphi(\beta_{Religion})\beta$$

$$\frac{\partial \text{Prob}(Risk = 1|Religion)}{\partial Religion} = [\varphi(-\beta_{Religion}) - \varphi(\mu - \beta_{Religion})]\beta$$

$$\frac{\partial \text{Prob}(Risk = 2|Religion)}{\partial Religion} = \varphi(\mu - \beta_{Religion})\beta$$

2.4.3. Effect of religion on amount of risk (bet)

How much a woman is willing and able to bet, is also, an indication of her risk-seeking behaviour. But because some subjects chose not to bet, estimating the effect of religion on risk behaviour using the amount bet as the dependent variable will mean that, there will be a problem of censoring. Hence a tobit regression is considered appropriate for the situation. The amount risk ($AMTrisk$) indicate different levels of risk behaviour, where the higher the amount the more willingness to take risk and vice versa. For individual $i = 1, 2, \ldots$; we estimate the model below:

$$AMTrisk_i^* = \beta_{Religion} + \gamma X' + \epsilon_i, \quad \epsilon|x \approx N(0, \sigma^2), \sigma^2 = 1$$

where $AMTrisk^*$ is the amount bet which represents the unobservable or latent risk behaviour. The other variables are as explained earlier.

It is worth noting that we observe the variable $AMTrisk$ which is defined to be equal to the unobservable or latent variable $AMTrisk^*$, whenever the
unobserved variable is above zero, and zero otherwise:

\[ AMTrisk = \begin{cases} 
0 & \text{if } AMTrisk^* \leq 0 \\
AMTrisk^* & \text{if } AMTrisk^* > 0 
\end{cases} \]

(8)

The estimated coefficients of the tobit regression are the marginal effects of a change in Religion on the observed variable (AMTrisk) as depicted below:

\[ \frac{\partial E[(AMTrisk | Religion)]}{\partial Religion} = \beta \varphi \left( \frac{\beta' Religion}{\sigma} \right) \]

(9)

As a starting point, we first show the results for an ordinary least square (OLS) regression, using the amount risk as the dependent variable, and then, show the tobit results as an alternative model which accounts for censoring. As a robustness check, we also estimate a Heckman selection two-step model.

2.5. Definition of variables and expected signs

Table 1 presents the definitions (and the expected signs) of both the dependent and explanatory variables used in modelling the effect of religion on risk behaviour.

2.5.1. Dependent variables

Risk behaviour: We have three dependent variables, because we use three different estimations (binary probit, ordered probit and tobit). The dependent variable for the binary probit, WTR, is a binary or dichotomous variable, where; \( WTR = 1 \) if the subject is willing to take risk, otherwise \( WTR = 0 \). The dependent variable for the ordered probit, Risk, is a multinomial ordered categorical measure of risk where, 0 signifies NWTR (subjects who did not bet at all), 1 for WTMR (subjects who bet below the mean amount bet) and 2 for WTHR (subjects who bet either the mean or above the mean). The dependent variable for tobit, AMTrisk, is a continuous variable indicating the total amount bet by participants in the game.

2.5.2. Main explanatory variable of interest

Religion: With respect to religion, our main explanatory variable of interest, subjects are grouped based on their adherence to the major religious groups in Ghana. To capture the effect of religion on risk behaviour, we use six different dummy variables (\( = 1 \) if woman is a member of the religious group and...
0 otherwise) to represent various religious group affiliations. These classifications are guided by the Ghana Statistical Service (GSS)\textsuperscript{16} groupings, based on how close the beliefs and or doctrines of the various religious denominations are. The religious affiliation variables used in this current study include Pentecostals (Pentecost and Charismatics), Protestants (Methodist, Presbyterian and Anglican), Catholics, Muslims, Traditional religion and No religion. Adherents of various religious faiths may internalize the doctrines of their respective religions. In this regard, since almost all the various religious groups in one way or the other have strong opposition to engaging in any form of highly risky and speculative ventures because of uncertainty in outcomes (lotteries, speculative investments, etc.), we expect religious affiliation to be negatively related to willingness to take risk, relative to the non-religious. However, we expect adherents of the Islamic faith to be relatively less willing to take risk compared with the others (Pentecostals, Protestants, Catholics and traditionally religious). This is because Islamic law (Sharia) and the Qu’ran take a much stricter stand against speculative behaviour, especially in financial matters.

\subsection*{2.5.3. Control variables}

\textit{Age}: A subject’s age is measured in completed years as a continuous variable. Generally, risk-seeking behaviour is considered to decrease with age as explained within the context of the lifecycle risk aversion hypothesis. The life cycle hypothesis posits that the further a person is from retirement, the more risk he or she is willing to take in their investments. After retirement, labour income is replaced by assets income and a person is not willing to take more investment risks (Bellante & Saba, 1986; Lin & Grace, 2007). Other studies that show that risk-seeking behaviour decreases with age are: Hira, Loibl, and Schenk (2007); Chinwendu et al. (2012) and Weber (2013). There is also evidence that risk-taking behaviour increases with age. As noted by Dadzie and Acquah (2012) older women are more likely to have accumulated more wealth than younger ones and are also likely to have a wider or greater social network, which can serve as a source of fallback strategies or traditional insurance in the process of decision making. Studies such as Hryshko et al. (2011); Dadzie and Acquah (2012); Hanewald and Kluge (2014); West and Worthington (2015) show an increase in risk-seeking behaviour with age.

\textit{Marital status}: Three different dummy variables (married, loose union and not married)\textsuperscript{17} are used to represent marital status, where ‘not married’ is the

\textsuperscript{16} Generally the main classification of religious groups in Ghana according to the Ghana Statistical Service include Catholics, Protestants (Methodist, Presbyterian and Anglican), Pentecostals (include charismatics), Muslims, Other Christian (Adventists, Later day Saints, Jehovah Witnesses, etc.), Traditional religion, other religion (Hindus, Buddhist, Eckhankar, Jews etc.) and No religion.

\textsuperscript{17} It is worth noting that most empirical studies only use just one dummy variable to represent marital status (mostly 1 for married, 0 otherwise). We wish to state that it is very common to find people in a long-term relationship (even to the extent of raising children together) though they may not be legally married (either by ordinance or customary). This is commonly so in the study area for this current study, but it is
base category. There are two schools of thought about the nature of the relationship between marital status and risk attitude. One school of thought asserts that married individuals have greater risk-taking propensities, while another suggests the opposite (Becker, 1974; Becker, Landes, & Michael, 1977; Jianakopoulos & Bernasek, 1998; Roszkowski, Snelbecker, & Leimberg, 1993). The marriage search-theoretic models explain that where individuals view marriage as a way to self-insure against income risks, risk-loving individuals would marry later relative to risk-averse individuals. As argued by Bhandari and Kundu (2014) marital status risk attitude relationship is ambiguous, hence, it is expected that there will be either a positive or a negative effect of marital status on risk-seeking behaviour.

**Education:** Education is measured by the number of completed years of schooling in formal education. Education is expected to be positively correlated with willingness to take risk, *ceteris paribus*. Generally, educated individuals show a lower level of risk aversion as postulated by Shaw (1996) in his human capital theory; where he suggests that human capital acquisition is an inverse function of risk aversion.

**Unemployment:** A dummy variable is used to represent the unemployment status of a woman (1 = unemployed and 0, otherwise). The unemployed have higher income uncertainties and lower disposable income. Therefore, a negative effect of unemployment on willingness to take risk is hypothesized, *ceteris paribus*.

**Income:** Two income variables have been used in this study. The first income variable is individual income, measured as a continuous variable of the total monthly income of the women participating in the risk behaviour game. The second income variable is the household income variable, measured using per-capita income, also as a continuous variable. Theoretically, attitudes to risk are expected to increase with income (Grable, Lytton, & O’Neill, 2004; Riley & Chow, 1992), hence, income is expected to be positively correlated with willingness to take risk.

**Household wealth:** The household asset index is used as a proxy measure of household socio-economic status, based on ownership of a set of assets. The asset index was constructed using principal component analysis (CPA) of household ownership of a set of assets such that a higher score indicates a better relative socio-economic status (Vyas & Kumaranayake, 2006). Just like

---

not typical of the general Ghanaian society. Hence, it is important to separate these two categories of marital status (married and loose union) as strictly or technically speaking they do not mean the same. Marriage by ordinance or customary is more binding and hence, cannot be easily dissolved (this would require the legalities of either divorce or separation) compared with a situation where people might be in less legally binding long-term relationships. Most studies fail to use these categories of marital status in their regressions possibly because of data limitations. Respondents were asked to indicate whether they are actually married, or in a loose union or divorce, separated etc. Hence, three different dummy variables for marital status (married, loose union, and not married) are included in this study.

---

The assets included in the index were radio, television, refrigerator, cell phone, stove, lighting source, drinking water supply, sanitation facilities, and flooring materials.
income, theoretically attitudes to risk are seen to increase with wealth (Grable et al., 2004; Riley & Chow, 1992). Hence, household wealth is expected to be positively correlated with the willingness to take risk.

*Household head:* A dummy variable is used to represent household headship (= 1 if a woman household head, 0 otherwise). The study hypothesizes a positive relationship between household headship and being willing to take risk. Household heads are generally considered to be risk-loving because being a household head entails taking certain stringent and risky decisions and having responsibilities on behalf of all other household members.

*Social capital*\(^{19}\): Social capital is measured as a dummy variable, where, 1 means being in a group or association and 0 otherwise. Social capital may serve as a means of traditional insurance, diversification, fallback strategies or coping opportunities. Therefore, it was expected that social capital would be positively correlated with being willing to take risk.

*Household debts:* Generally, debt tends to make an individual behave in a conservative manner especially in relation to financial matters; this study, therefore, hypothesizes household debt would decrease willingness to take risk. Household debt\(^{20}\) is measured using a dummy variable of whether the household borrowed money or not.

*Household size*\(^{21}\): Household size is a continuous variable, and is measured as the total number of members in a participant’s household. The total number of household members may represent labour force for the household, and hence could be viewed as a wealth variable, providing insurance, and would thus have a positive effect on risk-seeking behaviour. Alternatively, a larger household size means higher consumption needs and more people to feed, which may decrease risk-seeking behaviour. Consequently, the study expected household size to have an ambiguous (negative or positive) effect on risk behaviours. As such, household size is included in the regression without any *a priori* expectation of the sign.

*Dependency ratio:* Age dependency ratio\(^{22}\) is also measured as a continuous variable. In the study, a negative effect between dependency ratio and willingness to take risk was expected because higher dependency ratio means more people to feed, which therefore may decrease risk seeking.

*Previous luck:* It is believed that past experiences would influence current or future preferences, including risk preferences. Hence, a participant’s previous

---

\(^{19}\) Respondents were asked to indicate which of the following associations or groups they belong to: Susu, Farmer’s Association, sewing, singing, music, church, informal traders’, income-earning, mothers/men’s support groups; School, developmental committees; Queen Mother’s Association; Market Association.

\(^{20}\) For household debt, the following question was asked: ‘Over the past twelve months, did you or anyone else in your household borrow on credit from someone outside the household or from an institution?’.

\(^{21}\) Following the Ghana Statistical Service definition as used in various surveys (GLSS, GDHS, MICS, etc.), household members are defined as people who have been regularly sleeping in the same dwelling and sharing food from the same cooking pots for at least the last three months.

\(^{22}\) Age dependency ratio: measured by the ratio of number of dependants (below 18 years + above 60 years) and non-dependants (18–60 years).
risk-seeking experience was expected to influence her bet in the final or actual round of the risk behaviour game. To ascertain whether past risk-seeking experience has a significant effect on current risk behaviour, a previous lack variable was included as a proxy for previous risk-seeking experience. Previous luck is measured using the outcome of the last (third) practice round before the actual or final round of the RAG. The third practice round was used because the last practice round would be a good indication of accumulated learning or experience. The previous luck variable takes a value of $-1$ when the subject bets and loses in the third practice round; 1 when she bets and wins; and 0 when she does not bet at all. Past risk-seeking experience is hypothesized to influence willingness to take risk, \textit{ceteris paribus}, positively. An earlier study in India by Binswanger (1980) and a much later one by Wik et al. (2004) in Zambia are the only studies found in the literature to have included a previous luck variable. Both studies also found a positive effect of previous risk-seeking experience on risk behaviour.

\textit{Ethnicity/tribe}: The relationship between risk and religion may potentially be affected by tribal/ethnic identity, since the lines between religious and tribal identity are often vague. Hence, in order to assume away the influence of tribal identity, we included an ethnicity dummy in all our regressions estimations. We choose the Krobo tribe as the reference group simply because it is the largest tribe.

### 3. Results and discussion

Before we move on to our main regression results it important to have a look at bivariate relationships between risk behaviour and religion.

#### 3.1. Risk behaviour by religious affiliation

Table 2 shows the risk behaviour categories (WTHR, WTMR and NWTR) of the study women per their religious affiliation. A greater proportion of Pentecostals are WTMR (53.0%), followed by WTHR Pentecostals (43%) and then NWTR (4%). It can be seen that an equal proportion of Protestants (48%) are WTMR or WTHR. Exactly half (50%) of Catholics are WTMR and about 46% are WTHR. For adherents of the Islamic faith, 57% are WTMR, followed by WTHR (37%) and NWTR Muslims (7%). Similarly, for women belonging to a traditional religion, a little over half (54%) are WTMR. Traditionalists who are WTHR and NWTR constitute 44% and 3%, respectively. It is interesting to note that, none (0%) of the non-religious women are NWTR. The shares of women that are WTMR and WTHR among non-religious women are equal (50% each). It is also evident from Table 2 that on the whole, the proportion of women NWTR professing the Islamic faith (7%) are more than those in the other groups (Pentecostals, Protestants,
Catholics, traditionally religious and non-religious). Additionally, the proportion of Catholics that are NWTR (4%) are more than Protestants (3%), but lower than Pentecostals (5%). In the same vein, in terms of WTMR, the proportion of Muslims (57%) are more than any of the Christian denominations (Pentecostals, Protestants and Catholics), as well as, the traditionally religious and non-religious. Conversely, a lesser proportion of Muslims (37%) are WTHR, compared with Pentecostals (43%); traditionally religious (44%), Catholics (46%); Protestants (48%) and non-religious (50%).

3.2. Endogeneity and estimation issues

Before we present and discuss our regression results, we wish to comment on a few estimation issues relating to endogeneity concerns and the specification of our models.

An individual’s religious affiliation is mostly inherited from previous generations (mostly parents); and fundamentally remain unchanged (Guiso, Paola, & Luigi, 2006; Köbrich León & Pfeifer, 2017). We wish to emphasize that this is true for Ghana, where, religion for the vast majority is inherited from birth. Hence, in Ghana religious affiliation is typically constant overtime and the effect of religious conditioning is strong and lifelong. Individuals are born into various religious groups, and most often do not change such affiliations. Therefore, we assume religion to be exogenous.

A test of the specification of our binary probit and ordered probit models using the Ramsey’s Regression Equation Specification Error Test (RESET) indicate that both models are correctly specified. With respect to our tobit model, the link test confirms that there is no misspecification.

3.3. Regression results

Because the results of the binary probit, ordered probit and tobit regression coefficients just give a qualitative effect, in presenting and discussing our results, we focus on the average marginal effects (Table 3) which enables us to give quantitative effects. We use six categories of religious affiliation in our estimation namely; Pentecostal, Protestants, Catholics, Muslims, Traditional and Non-religious. In all our estimations the Non-religious are the reference category.

As expected, the binary probit results (Table 3, column 1) indicate that religion has a statistically significant negative effect on the likelihood of a woman’s willingness to take risk (WTR). In particular, relative to a non-religious woman, being a Pentecostal decreases the likelihood of WTR by 28.2 percentage points. Likewise, relative to the non-religious, the WTR of Protestants and Catholics are 26.2 and 27.1 percentage points lower respectively. Also, being a Muslim decreases WTR by 27.1 percentage points relative to the non-religious. With
Table 3. Effect of religion on risk-seeking behaviour (with controls).

| Variables                  | Decision to engage in risk (bet) | Level or degree of risk (amount bet) |
|----------------------------|----------------------------------|--------------------------------------|
|                            | Binary probit marginal effectb   | Ordered probitabcd marginal effect   | OLS | Tobitabcd marginal effect | Heckman |
|                            | (1) WTR (bet)                    | (2) WTHR                               | (3) WTMR | (4) NWTR | (5) AMTRisk (amount bet) | (6) AMTRisk (censored amount bet) | (7) AMTRisk (censored amount bet) |
| Religious affiliation      |                                  |                                      |      |           |                      |                                |                                |
| Pentecostal                | −0.2817***                      | −0.1203                               | 0.0925 | 0.0278    | −0.0285              | −0.0420                        | −0.0169                        |
| (0.038)                    | (0.130)                         | (0.100)                               | (0.030) |           | (0.169)             | (0.168)                        | (0.176)                        |
| Protestant                 | −0.2620***                      | −0.0783                               | 0.0602 | 0.0181    | 0.0037               | 0.00118                        | 0.00548                        |
| (0.038)                    | (0.133)                         | (0.102)                               | (0.031) |           | (0.173)             | (0.172)                        | (0.178)                        |
| Catholic                   | −0.2713***                      | −0.1115                               | 0.0857 | 0.0258    | −0.0272              | −0.0389                        | −0.0214                        |
| (0.039)                    | (0.137)                         | (0.105)                               | (0.032) |           | (0.177)             | (0.177)                        | (0.182)                        |
| Muslim                     | −0.2705***                      | −0.0810                               | 0.0622 | 0.0188    | −0.0860              | −0.0834                        | −0.0805                        |
| (0.050)                    | (0.158)                         | (0.122)                               | (0.037) |           | (0.197)             | (0.199)                        | (0.214)                        |
| Traditional                | −0.2650***                      | −0.1057                               | 0.0813 | 0.0245    | −0.0830              | −0.0743                        | −0.0799                        |
| (0.054)                    | (0.148)                         | (0.113)                               | (0.034) |           | (0.187)             | (0.187)                        | (0.195)                        |
| Individual characteristics | Age                              | 0.0093                                | 0.0406* | −0.0312*  | −0.0094*             | 0.0228                         | 0.0393                         | 0.0158                        |
| (0.009)                    | (0.021)                         | (0.016)                               | (0.005) |           | (0.026)             | (0.0269)                       | (0.0303)                       |
| Age squared                | −0.0002                          | −0.0008**                            | 0.0006** | 0.0002**  | −0.0005              | −0.0008*                       | −0.0003                        |
| (0.0002)                   | (0.0004)                        | (0.0003)                              | (0.0001) |           | (0.0004)            | (0.0001)                       | (0.001)                        |
| Married                    | −0.3075***                      | −0.1130                               | 0.0868 | 0.0262    | −0.160               | −0.170                         | −0.148                         |
| (0.040)                    | (0.114)                         | (0.088)                               | (0.027) |           | (0.169)             | (0.170)                        | (0.153)                        |
| Loose union                | −0.3127***                      | −0.0996                               | 0.0766 | 0.0231    | −0.191               | −0.204                         | −0.176                         |
| (0.043)                    | (0.111)                         | (0.086)                               | (0.026) |           | (0.167)             | (0.167)                        | (0.151)                        |

(continued).
|                          | Coefficient | Standard Error | Coefficient | Standard Error | Coefficient | Standard Error | Coefficient | Standard Error | Coefficient | Standard Error | Coefficient | Standard Error |
|--------------------------|-------------|----------------|-------------|----------------|-------------|----------------|-------------|----------------|-------------|----------------|-------------|----------------|
| Years of education       | 0.0006      | (0.001)        | 0.0007      | (0.003)        | −0.0005     | (0.002)        | −0.0002     | (0.001)        | 0.0008      | (0.004)        | 0.0012      | (0.005)        |
| Unemployed               | 0.0032      | (0.019)        | 0.0849**    | (0.038)        | −0.0653**   | (0.029)        | −0.0197**   | (0.009)        | 0.115**     | (0.049)        | 0.114**     | (0.048)        |
| Income                   | −0.0001     | (0.0001)       | 0.0001      | (0.0002)       | −0.0001     | (0.0003)       | 0.0003      | (0.0005)       | 8.66e−05   | (0.003)        | 0.0003      | (0.003)        |
| Income squared           | 1.09e−07    | (7.69e−08)     | 9.63e−09    | (1.24e−07)     | −7.40e−09   | (9.52e−08)     | −2.23e−09   | (2.87e−08)     | 3.63e−08   | (1.94e−07)     | 5.68e−08   | (1.53e−07)     |
| Social capital           | −0.0070     | (0.011)        | 0.0657***   | (0.025)        | −0.0505***  | (.0195)        | −0.015***   | (0.006)        | 0.104***    | (0.032)        | 0.1064***   | (0.033)        |
| Household head           | 0.0967***   | (0.031)        | 0.0772**    | (0.038)        | −0.0594**   | (0.029)        | −0.0179**   | (0.009)        | 0.0435      | (0.051)        | 0.103**     | (0.052)        |
| Household characteristics|             |                |             |                |             |                |             |                |             |                |             |                |
| Household debts          | −0.0249     | (0.015)        | −0.0132     | (0.039)        | 0.0101      | (0.030)        | 0.0031      | (0.009)        | −0.0131     | (0.048)        | −0.031    | (0.049)        |
| Asset index              | −0.0093     | (0.007)        | 0.0044      | (0.014)        | −0.0034     | (0.011)        | −0.0010     | (0.003)        | 0.0272      | (0.018)        | 0.0142     | (0.018)        |
| Dependency ratio         | −0.0220**   | (0.009)        | −0.0286     | (0.023)        | 0.0220      | (0.018)        | 0.0066      | (0.005)        | 0.0199      | (0.033)        | −0.0007    | (0.033)        |
| Household size           | 0.0083**    | (0.003)        | 0.0108      | (0.007)        | −0.0083     | (0.005)        | −0.0025     | (0.002)        | 0.0126      | (0.009)        | 0.0190**   | (0.009)        |
| Per-capita income        | 0.0001      | (0.0001)       | 0.0002      | (0.0002)       | −0.0001     | (0.0001)       | −0.0004     | (0.0002)       | 0.0003      | (0.0003)       | 0.0004     | (0.0003)       |
| Akan                     | 0.0052      | (0.021)        | 0.0216      | (0.051)        | −0.0166     | (0.040)        | −0.0050     | (0.0119)       | −0.0092     | (0.062)        | −0.0007    | (0.063)        |
| Ewe                      | 0.0860      | (0.020)        | 0.0251      | (0.397)        | −0.0193     | (0.31)         | −0.0058     | (0.09)         | 0.0003      | (0.046)        | 0.0069     | (0.047)        |
| Ga                       | −0.1422     | (0.132)        | 0.1093      | (0.101)        | 0.0329      | (0.101)        | −0.0827     | (0.154)        | −0.0734     | (0.149)        | 0.1057     | (0.242)        |
| Other tribe              | −0.0275     | (0.026)        | −0.1177     | (0.079)        | 0.0984      | (0.0604)       | 0.0272      | (0.019)        | −0.1009     | (0.098)        | −0.1326    | (0.101)        |

(continued)
Table 3. Continued.

| Variables | Decision to engage in risk (bet) | Level or degree of risk (amount bet) |
|-----------|----------------------------------|------------------------------------|
|           | Binary probit marginal effect<sup>b</sup> | Ordered probit<sup>a,c</sup> marginal effect | OLS | Tobit<sup>a,d</sup> marginal effect | Heckman |
|           | (1) WTR (bet) | (2) WTHR | (3) WTMR | (4) NWTR | (5) AMTRisk (amount bet) | (6) AMTRisk (censored amount bet) | (7) AMTRisk (censored amount bet) |
| Other     | Other Previous luck | 0.3828*** (0.028) | −0.2942*** (0.021) | −0.0886*** (0.013) | 0.4016*** (0.037) | 0.469*** (0.0371) | 0.400*** (0.0374) |
| Constant  | 7.5786*** (1.654) | −0.4449 (0.9642) | 1.6100* (0.9655) | | 0.385 (0.481) | 0.555*** (0.012) | 0.448 (0.515) |
| Constant cut1 | | | | | | | |
| Constant cut2 | | | | | | | |
| Mills lambda | | | | | | | |
| Rho | | | | | | | |
| Sigma | | | | | | | |
| Pseudo/R-squared | 0.1010 | 0.0804 | 0.123 | 0.5553 | 0.5433 |
| Wald chi² | 1064.62 | 169.52 | | 159.36 |
| Observ. | 1201 | 1208 | 1158 | 1208 |

Note: Standard errors in parentheses; ***p < .01, **p < .05, *p < .1.

<sup>a</sup> WTR (Willing to Take Risk): bet/played the risk game; WTHR: bet mean and above; WTMR: bet below the mean; NWTR: did not bet at all; AMTRisk (Amount Bet including 0 or censored): total amount bet/risk.

<sup>b</sup> RESET test: yf² = 0; (1) [bet]yf² = 0; chi² (1) = 0.85; Prob > chi² = 0.3559.

<sup>c</sup> RESET test: yf² = 0; (1) [riskbhwcat]yf² = 0; chi² (1) = 1.44; Prob > chi² = 0.2295.

<sup>d</sup> Link test, II (0); (_hat:2.275782**; _hatsq: −0.7834545).
respect to adherents of a traditional religion, we find a 26.5 percentage point decrease in willingness to take risk relative to the non-religious. It is evident from Table 3 that all the religious groups show a statistically significant negative effect on WTR, with no significant difference in this regard between the various religious groups.

Our results corroborate earlier studies that also observed various religious denominations to be less willing to take risk (Bartke & Schwarze, 2008; Köbrich León & Pfeifer, 2017; Noussair et al., 2012; Renneboog & Spaenjersy, 2012).

Columns 2, 3 and 4 of Table 3 show the ordered probit regression results. In our ordered probit regression, the dependent variable comprised of three ordered multinomial risk behaviour categories 0, 1 and 2; signifying NWTR, WTMR and WTHR, respectively. The results (Table 3, columns 2–4) depict that none of the religious affiliations variables are statistically significant. This is an indication that degree or levels of risk behaviour (NWTR, WTHR and WTMR) is not in any way explained by religious affiliation, at least, in the context of our ordered probit estimation.

As indicated earlier, conditioned on a subject’s decision to play the RAG; we ask how much a woman is willing to risk (AMTRisk) as an indicator of her willingness to take risk. Hence, we also use the amount bet as a measure of risk behaviour. As a starting point, we show the results for an OLS regression (column 5), and then, as a robustness check, we account for censoring by estimating a tobit regression (column 6) and then, a Heckman two-stage regression as a further check (column 7). It is worth noting that the OLS specifications are robust, at least qualitatively, to using the alternative tobit specification. It is interesting to note that the results of all the three estimated models (OLS, tobit and Heckman selection) show that none of our religious affiliation variables are statistically significant; implying that, again, religion does not explain the degree or level of risk behaviour (the amount risk). Given the very small number of zeros in the data (few individuals who chose not to play the game); it is not surprising that the OLS results are very close to the tobit results.

In summary, our results show that religion is statistically significant in explaining risk behaviour only in our binary probit model, but not in our ordered probit, tobit, OLS and Heckman regressions. This implies that whereas religion influences willingness to take risk, it does not in any way influence the degree or level of risk behaviour once the decision to engage in risk has been taken.

3.4. Effect of other individual and household characteristics on risk behaviour

Although religion is not statistically significant in explaining risk behaviour in our ordered probit, OLS, tobit and Heckman models, it is clear from the results that other covariates (control variables) significantly explain the degree or level
of risk taking. Thus, the effect of religious affiliation on willingness to take risk, as well as, the degree or level of risk taking depends on certain individual and household characteristics.

Turning to our control variables, the results in Table 3 depict that whereas age is not statistically significant in explaining risk behaviour in our binary probit (column 1) or the OLS, tobit and Heckman models (columns 5, 6 and 7), in the ordered probit, age has a significant positive effect on risk behaviour (columns 2, 3 and 4). Age increases the probability of being WTHR by about 4.06 percentage points. Thus, as age increases by one unit an individual is more likely to have a higher risk-taking propensity. As noted by Dadzie and Acquah (2012) older women are more likely to have accumulated more wealth than younger ones and are also likely to have a wider or greater social network, which can serve as a source of fallback strategies or traditional insurance in the process of decision making. Whereas our results confirm earlier studies (Dadzie & Acquah, 2012; Hanewald & Kluge, 2014; Hryshko et al., 2011; West & Worthington, 2015), it also conflicts with others studies with respect to age (Chinwendu et al., 2012; Hira et al. 2007; Weber, 2013).

The ordered probit and tobit results also depict a statistically significant non-linear effect of age on risk-taking behaviour, though the magnitude is very small (less than 0.1% in all cases). This is indicated by a negative significant marginal effect for WTHR (0.08 percentage points decrease). It is interesting to note that, although age is not statistically significant in our OLS, tobit and Heckman regressions, age squared has a significant negative effect (at 10% level) on the amount bet in the tobit regression. Notwithstanding the fact that the effect size of the age squared variable is very small, the results imply that ceteris paribus; the effect of age on willingness to take risk decreases as age increases. Just as we find in our current study, Bhandari and Kundu (2014) also found a positive but non-significant effect of age on risk-seeking behaviour and a negative significant effect of age squared on risk-seeking behaviour. Other studies that also found similar results include Cohen and Liran (2007), Faff, Mulino, and Chai (2008), Lin (2009), Picazo-Tadeo and Wall (2011).

Our marital status variables are statistically significant in explaining risk-seeking behaviour only in the binary probit regression, but not in the ordered probit, OLS, tobit and Heckman regressions. From Table 3 (column 1) married women and those in informal union are respectively 30.75 and 31.27 percentage points less likely to be willing to take risk relative to unmarried women. Our study substantiates earlier studies that report that married individuals are less likely to be risk loving (Grable & Roszkowski, 2007; Hanewald & Kluge, 2014; Weber, 2013).

In terms of the employment status of women, we find a statistically significant effect of unemployment in the ordered probit, OLS, tobit and Heckman regressions; but not in the binary probit regression. Generally, it is assumed that unemployed individuals are less risk seeking since they have lower disposable
income and higher income uncertainties (Anbar & Eker, 2010; Weber, 2013). However, contrary to the general belief, our results indicate that unemployed women are more willing to take risk as indicated by a positive significant coefficient for risk-seeking propensity in both the ordered probit and tobit regressions. Our results confirm the job search-theoretic model (Feinberg, 1977; Lippman & McCall, 1976; Pissarides, 1974), which predict a positive (negative) relation between willingness to take risk (NWTR) and unemployment; implying that the unemployed are more likely to take risk. Unemployment is sure to have immense sociological as well as psychological impact on those experiencing it (Díaz-Serrano & O’Neill, 2004). Hence, the current results can also be explained by the fact that the unemployed experience adverse situations (the experience of challenging life events and circumstances), thereby conditioning them to be willing to take risk. Further, because of the uncertainties in future income, the unemployed bet more (higher) relative to the employed, because intuitively, the unemployed see the lottery as a chance to get more money so they try to bet higher thinking they might be lucky.

As expected, both our ordered probit and OLS, tobit and Heckman results show a positive statistically significant effect of social capital on willingness to take risk (Table 3). The ordered probit results depict that social capital increases the propensity to take risk by 6.57 percentage points. Our present study arguably is the first in the empirical literature to establish a significant effect or relationship between social capital and willingness to take risk.

Household headship is also seen to be statistically significant in all our regression estimations. In the binary probit results, being a household head increases the probability of willingness to take risk by 9.67 percentage points. If a woman is a household head she is 7.72 percentage points more willing to take risk as indicated by the ordered probit results (column 2). Similarly, the tobit regression results (column 6), depicts a positive significant effect of household headship on being willing to take risk. All things being equal, if a woman is a household head, she bets 0.103 more; implying that, ceteris paribus, being a household head increases risk-seeking propensity. This is not surprising, because, position of authority enables a person to take risky decisions compared to those who do not have authority.

Turning to household characteristics, dependency ratio is statistically significant only in the binary probit regression, with a 2.20 percentage point decrease in the probability of willingness to take risk. This indicates that women from households with a higher proportion of dependents are less willing to take risk, compared with those from households with fewer dependents. Household size is positive and statistically significant in the binary probit and tobit regressions. The reason for the positive effect of household size on risk-seeking behaviour can be explained by the fact that the total number of household members may represent labour force for the household, and hence
could be viewed as a wealth variable, providing insurance, diversification and or coping opportunities.

We control for previous luck only in the ordered probit, OLS, tobit and Heckman models as the variable is not available for those who chose not to play the RAG. The results (columns 2–7) indicate that previous luck is statistically significant in explaining the level of risk behaviour. These results are an indication that individuals who won in the last practice round are more willing to take risk, all things being equal. The expected positive significant effect of previous luck may suggest that participants who won in previous rounds are updating their subjective probabilities in favour of winning as they move to the final round of the game. It is interesting to note that the previous luck variable was highly significant (at 1% level), and has the largest impact as indicated by the large marginal effects in the regressions compared with all other covariates in our current study. This, therefore, is suggestive of a strong impact of previous luck on risk-seeking behaviour. It is worth highlighting that an extensive literature search revealed very little empirical work that included previous luck variable in explaining the correlates of risk-seeking behaviour. Only the earlier study in India by Binswanger (1980) and a much later one by Wik et al. (2004) in Zambia were found in the literature to have included a previous luck variable. Both studies also found a similar positive effect of previous risk-seeking experience on risk behaviour.

3.5. Sample limitations

We wish to emphasis that, this study is not without limitations. Hence, before concluding and discussing the implications of our results, we highlight the limitations of the study. First, the study population in our risk behaviour game comprised of women who were recruited as part of the iLiNS Dyad Ghana nutritional intervention trial. One of the main inclusion criteria for a woman to be part of iLiNS Dyad Ghana study is that, she should be in her reproductive years (18 years and above) and also resident in the Yilo and Lower Manya Krobo districts of Ghana. Thus, our study population is certainly not a random sample of women in Ghana as a whole. Hence, to the extent that subjects who participated in the RAG were exclusively women recruited from just two districts out of the current total of 216 districts in Ghana, caution must be exercised in attempting to generalize these results to the entire women population of Ghana. Finally, since by design the sample was restricted to a rural population, it is not clear whether the results might be similar or different if urban women were included in our sample. Consequently, these limitations may have implications for the generalizability of our result. Hence, we do not seek to make generalizations of our findings, as external validity is not possible, since the sample is not a representation of all women in Ghana.
4. Conclusions

With the earlier external validity concerns and other limitations notwithstanding, we wish to highlight that important inferences can be made from our findings; which may provide valuable insights into heterogeneity of risk behaviour of rural women. It is worth emphasizing that one of the strengths of our current study lies in its gender specificity, owing to the fact that we focus on risk behaviour of rural women. Most risk preference studies are not gender specific, as they either focus on both men and women or on a particular group of people (farmers, managers, household heads, etc.).

We find robust evidence that religion, measured by religious affiliation, is negatively correlated with the decision to engage in risk, but not in determining the level or degree of risk taking once the decision has been made to engage in risk. With respect to the decision to engage in risk, while religious women are less willing than non-religious women to engage in risk, the differences between the various religious groups in this regard are not significant. Overall, the result of this study has important implications for understanding and predicting the effect of religion on individual economic behaviour among women in the study area, especially with respect to risk-related decision making. We, therefore, contribute to the existing empirical literature by providing evidence on the effect of religion in explaining heterogeneity of risk-seeking behaviour of women. Arguably, as far as we are concerned, our study is one of the few in a developing country context, if any at all, that principally focuses on the effect of religion on risk behaviour; and in particular risk behaviour of women.

Our results have implications for policy and future research. Religious beliefs normally shape individual values and economic behaviour, and in the long run affect the macro economy. Therefore, any policy design and implementation process that are seen to be risk induced such as uptake of public health insurance schemes among others, may affect individual economic behaviour and outcomes; and therefore should take into consideration the religious background of women. Additionally, as suggested by Cox and Harrison (2008), it is recommended that governments and NGOs contemplating the design and implementation of new interventions especially targeted at women such as public health insurance enrollment, employment schemes, new preventative health products, savings or investment products should take into consideration religious affiliation. Aside from religion, other individual and household factors such as age, marital status, employment status, household headship, dependency ratio, household size, social capital and previous experience should also be taken into consideration in coming out with policies and programmes that are indirectly or directly influenced by risk and uncertainty.

Also, we aim in future studies to further explore the evidence that social capital and previous luck influence risk behaviour to ascertain the veracity of our
results. Also, as indicated earlier in our current study our measure of religion is religious affiliation. An individual's level of risk could be determined by his or her level of religiosity. Hence, future studies could, therefore, explore religiosity variables such as frequency of prayer, specific believes, religious organizational membership, commitment and participation in religious activities.
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**Appendix**

**Table A1.** Ethnicity/tribe by religious affiliation.

| Religious affiliation | Krobo | Akan | Ga | Ewe | Other tribe | Total observation |
|-----------------------|-------|------|----|-----|-------------|------------------|
| Pentecostal           | 633 (68.7%) | 60 (66.7%) | 7 (100%) | 89 (63.6%) | 18 (36.0%) | 807 (66.7%) |
| Protestant            | 163 (17.7%) | 21 (23.3%) | 0 (0.0%) | 30 (21.4%) | 5 (10.0%) | 219 (18.1%) |
| Catholic              | 77 (8.4%) | 6 (6.7%) | 0 (0.0%) | 16 (11.4%) | 5 (10.0%) | 104 (8.6%) |
| Muslim                | 7 (7.6%) | 1 (1.1%) | 0 (0.0%) | 0 (0.0%) | 22 (44%) | 30 (2.5%) |
| Traditional           | 34 (3.7%) | 2 (2.2%) | 0 (0.0%) | 3 (2.1%) | 0 (0.0%) | 39 (3.2%) |
| No religion           | 8 (0.9%) | 0 (0.0%) | 0 (0.0%) | 2 (1.4%) | 0 (0.0%) | 10 (0.8%) |
| **Total**             | 922 (76.3%) | 90 (7.2%) | 7 (0.6%) | 140 (11.6%) | 50 (4.4%) | 1209 |

Note: Pearson $\chi^2(20) = 384.5934$ Pr = 0.000.
Figure A1. Flow diagram of the RAG experimental procedure.
Figure A2. Kernel density estimate of amount bet (GH₵).