Model-Agnostic Few-Shot Open-Set Recognition

Abstract

We tackle the Few-Shot Open-Set Recognition (FSOSR) problem, i.e., classifying instances among a set of classes for which we only have few labeled samples, while simultaneously detecting instances that do not belong to any known class. Departing from existing literature, we focus on developing model-agnostic inference methods that can be plugged into any existing model, regardless of its architecture or its training procedure. Through evaluating the embedding’s quality of a variety of models, we quantify the intrinsic difficulty of model-agnostic FSOSR. Furthermore, a fair empirical evaluation suggests that the naive combination of a $k$-NN detector and a prototypical classifier ranks before specialized or complex methods in the inductive setting of FSOSR. These observations motivated us to resort to transduction, as a popular and practical relaxation of standard few-shot learning problems. We introduce an Open Set Transductive Information Maximization method (OSTIM), which hallucinates an outlier prototype while maximizing the mutual information between extracted features and assignments. Through extensive experiments spanning 5 datasets, we show that OSTIM surpasses both inductive and existing transductive methods in detecting open-set instances while competing with the strongest transductive methods in classifying closed-set instances. We further show that OSTIM’s model agnosticity allows it to successfully leverage the strong expressive abilities of the latest architectures and training strategies without any hyperparameter modification, a promising sign that architectural advances to come will continue to positively impact OSTIM’s performances.

1 Introduction

Few-Shot Classification (FSC) consists in recognizing concepts, or classes, for which we only have a handful of labeled examples. These examples form the support set. Most methods classify query instances based on their similarity to support instances in a feature space, therefore implicitly assuming a closed-set setting, in which query instances are supposed to be constrained to the set of explicitly defined classes. However, the real world is open. This closed-set assumption rarely holds in practice, especially for limited support sets. Whether they are unexpected items circulating on an assembly line, a new dress not yet included in a marketplace’s catalog, or a previously undiscovered species of fungi, open-set instances occur everywhere. When they do, a closed-set classifier will falsely label them as the closest known class.
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2 Code is available at [https://github.com/ebennequin/few-shot-open-set](https://github.com/ebennequin/few-shot-open-set)
This drove the research community toward Open-Set Recognition i.e., recognizing instances with the awareness that they may belong to an unknown class. Although specifically designed methods in large-scale settings allow reliable detection of open-set instances while maintaining good accuracy on closed-set instances [31, 2, 43], recent attempts at developing Few-Shot Open-Set Classifiers expose it to be a very difficult task [22, 17]. Furthermore, these few-shot methods require a specific training strategy usually referred to as episodic training. As a result, they cannot be applied to a new architecture without a tedious optimization of the training process. We, on the other hand, argue that model-agnosticity, i.e., the ability to be directly plugged into any trained model should be considered an important feature for a few-shot method, because 1) such a method can be seamlessly integrated into an existing pipeline without the need to re-train the model; 2) it can scale up to the latest and most significant advances in representation learning (e.g., ViTs or self-supervised learning) without any additional effort; and 3) the difficult reproduction of episodic training has been shown to be an obstacle to the fair comparison between methods [1, 3], while this is not an issue when comparing methods using the same trained parameters. Therefore, in this work, we consider the challenge of building a method that acts on the feature space i.e., the output space of an already trained model.

We empirically observe that in this feature space, the clusters corresponding to the images’ classes are far better defined for classes that were seen during the model’s training than they are for novel classes, regardless of the model’s architecture or training process. This has a direct and disastrous effect on FSOSR models: not only are they limited to a few labeled samples, but they must also perform outlier recognition on ill-defined class distributions. Our conclusions on the difficulty of FSOSR motivate us to consider a loose relaxation of this problem. In particular, the transductive setting is very popular in closed-set few-shot learning [58, 11, 24, 49, 6, 41, 16, 5] and has led to state-of-the-art performances by assuming access to the whole query set at once, therefore using it as additional unlabeled data. A limiting factor of existing transductive methods is that they implicitly assume that all query instances belong to the classes represented in the support set. When this is not the case, we show that transductive methods tend to artificially match the prediction confidence of closed-set and open-set instances, making prediction-based detection more difficult. To address this issue and fully exploit the potential of transduction in FSOSR, we introduce a novel Open Set Transductive Information Maximization method (OSTIM), which builds on the InfoMax principle used in [6] and relaxes the closed-set assumption by hallucinating an outlier category.

We show on both standard and exploratory Few-Shot Classification benchmarks that OSTIM significantly surpasses its inductive and transductive predecessors alike for outlier detection while competing with the best transductive methods in terms of closed-set accuracy. Furthermore, unlike other FSOSR methods, and as motivated earlier, OSTIM is an inference-only method. Applied on a wide variety of architectures and training strategies and without any re-optimization of its parameters, OSTIM’s improvement over a strong baseline is large and consistent, showing that our method can fully benefit from the latest advances in standard image recognition. Before diving into the core content, let us summarize our contributions:

1. We expose the specific difficulty of the FSOSR problem when using off-the-shelf pre-trained models, on a wide range of benchmarks and architectures. To quantify this difficulty, we introduce the Mean Imposture Factor, a metric to measure how much the classes’ distributions in a dataset are perturbed by instances from other classes.

2. Stemming from the difficulty of the FSOSR problem, we introduce the transductive FSOSR setting, as a loose relaxation of the inductive FSOSR. We reproduce and benchmark five state-of-the-art model-agnostic transductive methods, and identify a shared issue. As a solution, we introduce OSTIM for Open Set Transductive Information Maximization.

3. Through extensive experiments spanning five datasets and a dozen of pre-trained models, we show that OSTIM respects the model-agnosticity property, in that it consistently surpasses both inductive and existing transductive methods in detecting open-set instances while competing with the strongest transductive methods in classifying closed-set instances.

2 Related Works

**Few-Shot Classification (FSC).** Many proposed methods to solve Few-Shot Classification involve episodic training [39], in which a neural network acting as a feature extractor is trained on artificial FSC tasks sampled from the training set. This replication of the inference scenario during training is
intended to make the learned representation more robust to new classes. However, recent works show that simple fine-tuning baselines are competitive in comparison to sophisticated episodic methods \cite{8, 14}, motivating a new direction of Few-Shot Learning research towards the development of model-agnostic methods that do not involve any specific training strategy \cite{11}.

**Transductive FSC.** Transductive Few-Shot Classification methods leverage the query set as unlabeled data to improve classification, through model fine-tuning \cite{11}, Laplacian regularization \cite{49}, clustering \cite{51}, mutual information maximization \cite{55, 58}, prototype rectification \cite{24}, or Optimal Transport \cite{4, 16, 19}. As shown in Sec. \ref{sec:transductive_fsc} these methods perform well on closed-set accuracy but fail at outlier detection. In comparison, our method leverages transduction to improve both aspects.

**Open-Set Recognition (OSR).** OSR aims to enable classifiers to detect instances from unknown classes \cite{31}. Prior works address this problem in the large-scale setting by augmenting the SoftMax activation to account for the possibility of unseen classes \cite{2}, generating artificial outliers \cite{13, 26}, improving closed-set accuracy \cite{37}, or using placeholders to anticipate novel classes’ distributions with adaptive decision boundaries \cite{48}. All these methods involve the training of deep neural networks on a specific class set and do not fully fit for the few-shot setting. In this work, we propose simple yet effective adaptations of OpenMax \cite{2} and PROSER \cite{48} as strong baselines for FSOSR.

**Few-Shot Open-Set Recognition.** In the few-shot setting, methods must detect open-set instances while only a few closed-set instances are available. \cite{22} use meta-learning on pseudo-open-set tasks to train a model to maximize the classification entropy of open-set instances. \cite{17} use transformation on novel classes. As an anomaly detection problem, open-set recognition consists in detecting samples that differ from the population that is known by the classification model. However, in FSOSR, neither closed-set classes nor open-set classes have been seen during the training of the feature extractor \emph{i.e.}, $\mathcal{C}_{\text{base}} \cap \mathcal{C}_{\text{CS}} = \mathcal{C}_{\text{base}} \cap \mathcal{C}_{\text{OS}} = \emptyset$. In that sense, both the inliers and the outliers of our problem can be considered outliers from the perspective of the feature extractor. Intuitively, this makes it harder to detect open-set instances, since the model doesn’t know well the distribution from which they are supposed to diverge. Here we empirically demonstrate and quantify the difficulty of OSR in a setting where closed-set classes have not

![Figure 1: 2-dimensional reduction with T-SNE of feature extracted from ImageNet’s validation set using a ResNet12 trained on miniImageNet. (Left): images from 20 randomly selected classes represented in miniImageNet’s base set. (Right): Images from the 20 classes represented in miniImageNet’s test set. Each color corresponds to a distinct class.](Image 309x172 to 404x244)
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3 **Few-Shot Open-Set Recognition**

**Setup and formalization.** Given an input space $\mathcal{X}$ and a \emph{closed-set} of classes $\mathcal{C}_{\text{CS}}$, with $|\mathcal{C}_{\text{CS}}| = K$, a $K$-way FSOSR task is formed by a support set of labeled instances $\mathcal{S} = \{(x^i_s, y^i_s) \in \mathcal{X} \times \mathcal{C}_{\text{CS}}\}_{i=1,\ldots,|\mathcal{S}|}$ and a query set $\mathcal{Q} = \{x^i_q \in \mathcal{X}\}_{i=1,\ldots,|\mathcal{Q}|}$. In the standard few-shot setting, the unknown ground-truth query labels $\{y^i_q\}_{i=1,\ldots,|\mathcal{Q}|}$ are assumed to be restricted to closed-set classes \emph{i.e.}, $\forall i, y^i_q \in \mathcal{C}_{\text{CS}}$. In FSOSR, however, query labels may also belong to an additional set $\mathcal{C}_{\text{OS}}$ of \emph{open-set} classes \emph{i.e.}, $\forall i, y^i_q \in \mathcal{C}_{\text{CS}} \cup \mathcal{C}_{\text{OS}}$ with $\mathcal{C}_{\text{CS}} \cap \mathcal{C}_{\text{OS}} = \emptyset$. For easy referencing, we refer to query samples from the closed-set classes $\mathcal{C}_{\text{CS}}$ as \emph{inliers} and to query samples from open-set classes $\mathcal{C}_{\text{OS}}$ as \emph{outliers}. For each query image $x^i_q$, the goal of FSOSR is to simultaneously assign a closed-set prediction $p^i_q = \mathbb{P}(y^i_q = k|\mathbf{x}^i_q), k \in \mathcal{C}_{\text{CS}}$ and an \emph{outlierness} score $\mathbb{P}(y^i_q \notin \mathcal{C}_{\text{CS}}|\mathbf{x}^i_q)$. As part of the model-agnostic setting, we perform this prediction on top of features lying in a feature space $\mathcal{Z}$ and extracted by a frozen model $\phi_\theta: \mathcal{X} \to \mathcal{Z}$, whose parameters $\theta$ were trained on some large dataset $\mathcal{D}_{\text{base}} = \{(x^i_b, y^i_b)\}_{i=1,\ldots,|\mathcal{D}_{\text{base}}|}$ such that for all $i$, $y^i_b \in \mathcal{C}_{\text{base}}$ with $\mathcal{C}_{\text{base}} \cap \mathcal{C}_{\text{CS}} = \mathcal{C}_{\text{base}} \cap \mathcal{C}_{\text{OS}} = \emptyset$.

**Measuring the difficulty of outlier detection on novel classes.** As an anomaly detection problem, open-set recognition consists in detecting samples that differ from the population that is known by the classification model. However, in FSOSR, neither closed-set classes nor open-set classes have been seen during the training of the feature extractor \emph{i.e.}, $\mathcal{C}_{\text{base}} \cap \mathcal{C}_{\text{CS}} = \mathcal{C}_{\text{base}} \cap \mathcal{C}_{\text{OS}} = \emptyset$. In that sense, both the inliers and the outliers of our problem can be considered outliers from the perspective of the feature extractor. Intuitively, this makes it harder to detect open-set instances, since the model doesn’t know well the distribution from which they are supposed to diverge. Here we empirically demonstrate and quantify the difficulty of OSR in a setting where closed-set classes have not
As a growing part of the Few-Shot literature, Transductive Few-Shot Learning assumes that unlabelled samples from the query set are observed at once, such that the structure of unlabelled data can be leveraged to help constrain ambiguous few-shot tasks. In practice, transductive methods have achieved impressive improvements over inductive methods in standard closed-set FSC \( [11, 6, 49, 16] \). Considering the difficulty posed by the FSOSR problem, and detailed in Sec. \( [3] \) we expect that transductive methods can help us improve outlier detection while still achieving super-inductive performance.

### Table 1: Contrast between datasets made of images from classes represented (\textit{base}) or not represented (\textit{test}) in the feature extractor’s training set, on three benchmarks and with several backbones (RN12: ResNet12, WRN: WideResNet1810, ViT: RN50: ResNet50, and MX: MLP-Mixer), following the MIF (in percents) and the variance ratio (\( \rho \)). Best result for each column is shown in bold.

| Classes      | miniImageNet | tieredImageNet | ImageNet → Aircraft |
|--------------|--------------|----------------|---------------------|
|              | \( \rho \)  | MIF (%)        | \( \rho \)  | MIF (%)        | \( \rho \)  | MIF (%)        |
| base         | RN12 WRN    | 0.93 0.84 0.89 1.03 | RN12 WRN    | 1.09 0.78 0.78 0.81 | RN12 WRN    | 0.96 1.36 2.54 0.09 |
| test         | 2.10 2.07 5.56 7.36 | 2.10 1.54 4.39 5.18 | 3.20 4.88 5.35 18.08 | 21.58 17.27 |

\[ MIF = \frac{1}{|\mathcal{C}|} \sum_k \frac{1}{|\mathcal{D}_\theta \setminus \mathcal{D}_k|} \sum_{z' \in \mathcal{D}_k} IF_{z|k} \quad \text{with} \quad IF_{z|k} = \frac{1}{|\mathcal{D}_k|} \sum_{z' \in \mathcal{D}_k} \mathbb{I}_{\|z' - \mu_k\|_2 > \|z - \mu_k\|_2} \]  

Mean Imposture Factor (MIF). Let \( \mathcal{D}_\theta \subset \mathcal{Z} \times \mathcal{C} \) be a labeled dataset of extracted feature vectors, with \( \phi_\theta \) a fixed feature extractor and \( \mathcal{C} \) a finite set of classes. For any feature vector \( z \) and a class \( k \) to which \( z \) does not belong, we define the Imposture Factor \( IF_{z|k} \) as the proportion of the instances of class \( k \) in \( \mathcal{D}_\phi \) that are further than \( z \) from their class centroid. Then the MIF is the average IF over all instances in \( \mathcal{D}_\theta \).

Base classes are better defined than test classes. We experiment on three widely used Few-Shot Learning benchmarks: \textit{mini}ImageNet \( [59] \), \textit{tiered}ImageNet \( [28] \), and ImageNet \( \rightarrow \) Aircraft \( [25] \). We use the validation set of ImageNet in order to obtain novel instances for ImageNet, \textit{mini}ImageNet, and \textit{tiered}ImageNet’s base classes. We also use it for test classes for consistency. In Figure \( [1] \) we present a visualization of the ability of a ResNet12 trained on \textit{mini}ImageNet to project images of both base and test classes into clusters. While we are able to obtain well-separated clusters for base classes after the 2-dimensional T-SNE reduction, this is clearly not the case for test classes, which are more scattered and overlapping. Such results are quantitatively corroborated by Table \( [3] \) which shows that both MIF and \( \rho \) are systematically lower for base classes across 3 benchmarks and 5 feature extractors. This demonstrates the difficulty of defining in the feature space the distribution of a class that was not seen during the training of the feature extractor, and therefore the difficulty of defining clear boundaries between inliers and outliers \textit{i.e.}, closed-set images and open-set images, all the more when only a few samples are available.

### 4 Transductive FSOSR

4 Transductive FSOSR

As a growing part of the Few-Shot literature, Transductive Few-Shot Learning assumes that unlabelled samples from the query set are observed at once, such that the structure of unlabelled data can be leveraged to help constrain ambiguous few-shot tasks. In practice, transductive methods have achieved impressive improvements over inductive methods in standard closed-set FSC \( [11, 6, 49, 16] \). Considering the difficulty posed by the FSOSR problem, and detailed in Sec. \( [3] \) we expect that transductive methods can help us improve outlier detection while still achieving super-inductive
closed-set predictive performance. Unfortunately, we empirically show in Sec. 5 that significant accuracy gains systematically come along with significant outlier detection degradation.

**Diagnosing the InfoMax transduction.** Among the 5 transductive methods evaluated, we find TIM [6] offers the best trade-off between performances in closed-set classification and outlier detection, although the latter still falls far below inductive alternatives. Indeed, as part of the InfoMax principle, TIM [6] systematically enforces confident predictions on each query sample through conditional entropy minimization, whether this sample is an outlier or not. To make things worse, outliers’ initial predictions typically fall in the region of the simplex where the magnitude of entropy’s gradients is the highest [38], meaning the model prioritizes minimizing the entropy of outliers over inliers. Altogether, those ingredients lead to a degradation of the discriminability between inliers and outliers’ predictions during inference. This situation is depicted in the left plot of Fig. 2, where we observe the entropy histogram of outliers (purple) shifting significantly towards the left (low-entropy) after inference. Following these observations, we seek to instantiate the InfoMax principle in a way that simultaneously benefits closed-set predictive performance and outlier detection.

**Introducing OSTIM.** To help remediate the issue, we propose a simple yet highly effective modification to the original closed-set TIM [6] method, that retains TIM’s high closed-set accuracy while drastically improving outlier detection. Importantly, it does not introduce any computational overhead or tunable hyperparameter. Relaxing the closed-set assumption, we consider a $K + 1$-way classification problem, where the added class represents the broad outlier category. We observe in Sec. 5.2 that introducing additional learnable parameters, e.g. a new prototype as in [48] to represent the outlier class in such low-data regimes yields poor performances. Consequently, we propose an implicit definition of the outlier class that reuses existing parameters and remains differentiable. We name our method OSTIM for Open Set Transductive Information Maximization.

**Implicit outlier prototype.** Following the setting described in Sec. 3, we abstract the base model and work directly on top of extracted features $z = \phi_\theta(x)$. We further consider the center-normalize transformation $\psi_\mu : Z \rightarrow Z$, and define the similarity $l_{ik}$ between a sample $z_i$ and a class prototype $w_k$ as the dot-product between centered-normalized features and prototypes:

$$l_{ik} = \text{sim}(z_i, w_k) = \langle \psi_\mu(z_i), \psi_\mu(w_k) \rangle, \quad \text{with } \psi_\mu(z) = \frac{z - \mu}{\|z - \mu\|_2}. \tag{2}$$

Note that the original TIM uses standard L2-normalization of features, which amounts to fixing $\mu = 0$. SimpleShot [40] fixes $\mu$ as the mean of features from the base set, while PT-MAP [16] uses the mean of all features in the task. We adopt the latter in our main experiments, and ablate on this
choice in Sec. 5.2. We now define the *outlier* logit as the negative average of inliers class logits:

\[ l_{i,K+1} = -\frac{1}{K} \sum_{k=1}^{K} l_{ik} = \langle \psi_{\mu}(z_i), -\frac{1}{K} \sum_{k=1}^{K} \psi_{\mu}(w_k) \rangle. \]  

(3)

The outlier logit can be interpreted as the similarity between some point and an outlier prototype corresponding to the diametrical opposite of the average of inlier prototypes. To clarify this intuition, a geometrical description of the problem is provided in Figure 3. For a center-normalized query point represented by a gray arrow, inlier logits \( \{l_{ik}\}_{k=1}^{K} \) correspond to measuring the angles between respective colored arrows and the gray arrow, while \( l_{K+1} \) measures the similarity with the black arrow. The concatenation of inlier logits and the outlier logit forms the final logit vector \( l_i = [l_{i1}, \ldots, l_{i,K+1}]^T \), which is translated into a probability vector \( p_i \) over the \( K+1 \) outcomes through a standard softmax operation. The first \( K \) components of this probability vector \( \{p_{ik}\}_{k=1}^{K} \) are used for closed-set classification, while the last \( p_{i,K+1} \) is used as the outlierness score.

**Prototype refinement.** The prototypes \( \{w_k\}_{k=1}^{K} \) are initialized as the class-centroids using labeled samples from \( S \), and further refined by minimizing an open-set version of TIM’s transductive loss:

\[
\min_{w} \text{CE} - l_{\alpha}
\]

with \( \text{CE} := -\frac{1}{|S|} \sum_{i=1}^{S} \sum_{k=1}^{K+1} y_{ik} \log(p_{ik}^*) \),

\[
-l_{\alpha} := \sum_{i=1}^{K+1} \sum_{k=1}^{K+1} p_k \log \hat{p}_k - \frac{\alpha}{|Q|} \sum_{i=1}^{Q} \sum_{k=1}^{K+1} p_{ik}^* \log(p_{ik}^*),
\]

(4)

where \( y_{ik}^* = 1[y_{ik} = k], k \in [1, K] \) is a one-hot encoded version of the ground-truth label introduced in Sec. 3 complemented with a last outlier component \( y_{i,K+1}^* = 0 \), and \( \hat{p}_k = \frac{1}{|Q|} \sum_{i=1}^{Q} p_{ik}^* \) denotes the marginal prediction for class \( k \). Following [6], \( \alpha \in \mathbb{R} \) is found through validation. Note that unlike in the standard TIM, the introduction of an additional \((K + 1)th\) class, represented by the implicit prototype, makes it possible to minimize the entropy of all samples without losing discriminability between inliers and outliers. In other words, outliers can simply be predicted in the \((K + 1)th\) category with high confidence, and inliers in their associated inlier category. As a matter of fact, Fig. 2 shows that inliers’ closed-set entropy decreases, indicating that they tend to get closer to some inlier prototype, while outliers’ closed-set entropy increases, indicating that they are on average moving away from their closest inlier prototype. We emphasize that closed-set entropy is simply used for diagnosis, and neither corresponds to the outlierness score used by TIM [6] nor OSTIM in Sec. 5.

### 5 Experiments

#### 5.1 Experimental setup

**Baselines.** One goal of this work is to fairly evaluate different strategies to address the FSOSR problem. In particular, we benchmark 4 families of methods: (i) popular Outlier Detection methods, e.g. Nearest-Neighbor [27], (ii) Inductive Few-Shot classifiers, e.g. SimpleShot [40] (iii) Inductive Open-Set methods formed by standard methods such as OpenMax [2] and Few-Shot methods such as Snatcher [17] (iv) Transductive classifiers, e.g. TIM [6], that implicitly rely on the closed-set assumption, and finally (v) Transductive Open-Set introduced in this work through OSTIM. Following [17], closed-set few-shot classifiers are turned into open-set classifiers by considering the negative of the maximum probability as a measure of outlierness. The center-normalize transformation \( \psi_{\mu} \) was found to benefit all methods. Therefore, we apply it to the features before applying any method, using an inductive Base centering [40] for inductive methods \( \mu_{\text{Base}} = \frac{1}{|D_{\text{base}}|} \sum_{x \in D_{\text{base}}} \phi_{\theta}(x) \), and a transductive Task centering [16] \( \mu_{\text{Task}} = \frac{1}{|D|} \sum_{x \in D \cup Q} \phi_{\theta}(x) \) for all transductive methods.

**Hyperparameters.** For all methods, we define a grid over salient hyper-parameters and tune over the validation split of mini-ImageNet. To avoid a cumbersome per-dataset tuning, and evaluate model-agnosticity of methods, we then keep hyper-parameters fixed across all other experiments.
Table 2: Standard Benchmarking. Evaluating different families of methods on the FSOSR problem, on the popular mini-ImageNet, using a ResNet-12. For each column, a light-gray standard deviation is indicated, corresponding to the maximum deviation observed across methods for that metric. Best methods are shown in bold. Results for PEELER* are reported from [17]. The same table for tiered-ImageNet is available in Appendix, along with the details about the presented metrics.

| Strategy          | Method   | 1-shot     |      |      | 5-shot     |      |      |
|-------------------|----------|------------|------|------|------------|------|------|
|                   |          | Acc | AUROC | AUPR | Prec@0.9 | Acc | AUROC | AUPR | Prec@0.9 |
| OOD detection     | k-NN     | 70.28 | 69.78 | 58.01 | -         | 76.56 | 76.75 | 61.58 |          |
|                   | IForest  | 56.10 | 55.54 | 52.34 | -         | 63.46 | 62.21 | 55.09 |          |
|                   | OCVSM    | 69.25 | 69.15 | 57.35 | -         | 69.25 | 66.38 | 59.43 |          |
|                   | PCA      | 67.14 | 66.33 | 56.78 | -         | 75.31 | 75.59 | 60.54 |          |
|                   | COPOD    | 50.45 | 51.76 | 50.86 | -         | 52.70 | 53.6  | 51.47 |          |
|                   | HBO      | 58.25 | 57.39 | 53.32 | -         | 61.62 | 60.64 | 54.47 |          |
| Inductive classifiers | SimpleShot | 65.93 | 64.44 | 63.27 | 55.29     | 81.73 | 70.92 | 70.36 | 58.13    |
|                   | Baseline ++ | 65.91 | 64.61 | 63.32 | 55.41     | 81.87 | 66.65 | 65.74 | 56.53    |
|                   | FEAT     | 67.28 | 52.25 | 54.28 | 50.0      | 81.89 | 53.25 | 56.36 | 50.0     |
| Inductive Open-Set | PEELER*  | 65.86 | 60.57 | -     | -         | 80.61 | 67.35 | -     |          |
|                   | Snatcher ++ | 67.28 | 69.26 | 68.98 | 57.57     | 81.89 | 76.87 | 77.35 | 62.09    |
|                   | OpenMax  | 65.93 | 70.86 | 70.34 | 58.30     | 82.37 | 77.24 | 77.62 | 62.14    |
|                   | PROSER   | 64.89 | 68.63 | 68.42 | 57.19     | 80.09 | 75.0  | 75.64 | 60.18    |
| Transductive classifiers | LaplacianShot | 70.99 | 51.88 | 53.59 | 51.66     | 82.88 | 57.17 | 57.88 | 52.66    |
|                   | BDCSPN   | 69.88 | 56.98 | 57.87 | 52.12     | 82.50 | 61.52 | 62.29 | 53.44    |
|                   | TIM-GD   | 67.78 | 61.94 | 60.71 | 54.48     | 82.51 | 67.29 | 66.05 | 56.87    |
|                   | PT-MAP   | 66.29 | 58.66 | 58.32 | 53.44     | 77.72 | 63.22 | 62.89 | 54.77    |
|                   | LR-ICI   | 69.34 | 46.10 | 49.24 | 50.02     | 81.46 | 45.97 | 49.84 | 49.91    |
| Transductive Open-Set | OSTM (ours) | 69.23 | 74.3  | 75.01 | 59.93     | 82.79 | 83.80 | 84.30 | 67.46    |

Architectures and checkpoints. To provide the fairest comparison, all non-episodic methods are tuned and tested using off-the-shelf pre-trained checkpoints. All results except Fig. 5 are produced using the pre-trained ResNet-12 and Wide-ResNet 28-10 checkpoints provided by the authors from [45]. As for episodically-finetuned models required by Snatcher [17] and FEAT [45], checkpoints are obtained from the authors’ respective repositories. Finally, to challenge the model-agnosticity of our method, we resort to an additional set of 10 ImageNet pre-trained models covering three distinct architectures: ResNet-50 [15] for CNNs, ViT-B/16 [12] for vision transformers, and Mixer-B/16 [36] for MLP-Mixer. Most models used are taken from the excellent TIMM library [43].

Datasets and tasks. We experiment with a total of 5 vision datasets. As standard FSC benchmarks, we use the mini-ImageNet [39] dataset with 100 classes and the larger tiered-ImageNet [28] dataset with 608 classes. We also experiment on more challenging cross-domain tasks formed by using 3 finer-grained datasets: the Caltech-UCSD Birds 200 [42] (CUB) dataset, with 200 classes, the FGVC-Aircraft dataset [25] with 100 classes, and the Fungi classification challenge [33] with 1394 classes. Following standard FSOSR protocol, support sets contain |CS| = 5 with 1 or 5 instances, or shots, per class, and query sets are formed by sampling 15 instances per class, from a total of ten classes, the five closed-set classes and an additional set of |OS| = 5 open-set classes.

5.2 Results

Simplest inductive methods are competitive. A first surprising result comes from analyzing the performances of standard OOD detectors on the FSOSR problem. Table 2 shows that k-NN and PCA outperform, by far, arguably more advanced methods that are OCVSM and Isolation Forest. This result contrasts with standard high-dimensional benchmarks [47] where k-NN falls typically short of the latter. On the other hand, such results echo with Sec. 3 in which FSOSR was shown to introduce serious challenges that may expose advanced methods to overfit. In fact, Fig. 4 shows that across 5 scenarios, the combination SimpleShot [40] + k-NN [27] formed by the simplest FS-inductive classifier and the simplest inductive OOD detector is a strong baseline that outperforms all specialized open-set methods. We refer to this combination as Strong baseline in Figures 4 and 5. Additional results for the Wide-ResNet architecture are provided in the supplementary material.
We accumulate further evidence of OSTIM’s superiority by AUPR improvement over the Strong Baseline. As shown in Table 2, most transductive classifiers still offer a significant boost in closed-set accuracy, even in the presence of outliers in the query set. Note that this contrasts with findings from the semi-supervised literature, where standard methods drop below the baseline in the presence of even a small fraction of outliers [46, 10, 30, 18]. We hypothesize that the deliberate under-parametrization of few-shot methods –typically only training a linear classifier–, required to avoid overfitting the support set, partly explains such robustness. However, transductive methods still largely underperform in OD, with AUROCs as low as 52% (50% being a random detector) for LaplacianShot.

OSTIM achieves the best trade-off. Benchmark results in Table 2 show that OSTIM competes with the best transductive methods in terms of closed-set accuracy, while consistently outperforming existing OOD or Open-Set competitors on outlier detection ability. Interestingly, while the gap between closed-set accuracy of transductive methods and inductive ones typically contracts with more shots, the outlier detection performance of OSTIM remains largely superior to its inductive competitors even in the 5-shot scenario, where a consistent 6-7% gap in AUROC and AUPR with the second-best method can be observed. We accumulate further evidence of OSTIM’s superiority by introducing 3 additional cross-domain scenarios in Fig. 4 corresponding to a base model pre-trained on tiered-ImageNet, but tested on CUB, Aircraft, and Fungi datasets. In such challenging scenarios, where both feature and class distributions shift, OSTIM maintains consistent improvements, and even widens the gap in the tiered → CUB setting, achieving a strong 7%+ AUPR improvement over the Strong Baseline.

OSTIM steps toward model-agnosticity. As a core motivation of this work, we evaluate OSTIM’s model-agnosticity by its ability to maintain consistent improvement over the Strong Baseline, regardless of the model used, and without hyperparameter adjustment. In that regard, we depart from the standard ResNet-12 and cover 3 largely distinct architectures, each encoding different inductive biases. To further strengthen our claim, for each architecture, we consider several training strategies spanning different paradigms – unsupervised, supervised, semi and semi-weakly supervised – and using different types of data – image, text–. Results in Fig. 5 show the relative improvement of OSTIM w.r.t the strong baseline in the 1-shot scenario on the tiered-ImageNet, with a ResNet-12.

Figure 4: Wider benchmarking. Relative 1-shot performance of the best methods of each family w.r.t the Strong baseline, across a set of 5 scenarios, including 3 with domain-shift. Each vertex represents one scenario, e.g. tiered→Fungi (x) means the feature extractor was pre-trained on tiered-ImageNet, test tasks are sampled from Fungi, and the Strong Baseline performance is x. For each method, the average relative improvement across the 5 scenarios is reported in parenthesis in the legend.

Table 3: OSTIM’s ablation study along three factors described in Sec. 5.2. Results are produced on the 1-shot scenario on tiered-ImageNet, with a ResNet-12.

| Ablation Study | Acc | AUPR |
|----------------|-----|------|
| (i) Centering | 74.2 | 72.5 |
| μ₃₃₃₃ [40] | 74.8 | 77.1 |
| μ₄₄₄₄ [16] | 74.8 | 78.7 |
| (ii) Prototype refinement | 71.6 | 77.5 |
| At initialization | 74.8 | 78.7 |
| After 200 gradient steps | 74.8 | 78.7 |
| (iii) Outlier prototype | 74.9 | 71.1 |
| Explicit dummy [43] | 74.9 | 78.7 |
| Implicit Eq. [3] | 74.9 | 78.7 |
Figure 5: **Model agnosticity.** To evaluate this important quality, we compare OSTIM to the Strong baseline on challenging 1-shot Fungi tasks. We experiment across 3 largely distinct architectures: ResNet-50 (CNN) [15], ViT-B/16 (Vision Transformer) [12], and Mixer-B/16 (MLP-Mixer) [36]. For each architecture, we include different types of pre-training, including Supervised (Sup.), Semi-Supervised, Semi-Weakly Supervised (SW Sup.) [44], DINO [7], SAM [9], MIIL [29]. Improvements over the baseline are consistently significant and generally higher than those observed with the ResNet-12 in Fig. 4.

Ablation study. We refer to the results in Table 3 to motivate the design choices of OSTIM: (i) A task-specific instantiation of the centering vector $\mu$ in Eq. (2) is important for outlier detection, but not strictly necessary as the base centering introduced in [40], already yields strong results when used along OSTIM. (ii) Even at initialization, OSTIM achieves high outlier detection performances but requires prototype refinement through the mutual information maximization in Eq. (4) to improve its CS accuracy. (iii) The inductive bias that consists in implicitly defining the outlier prototype as the diametrically opposite of the average of support prototypes is crucial. Introducing and optimizing an independent prototype as in the large-scale open-set PROSER [48] only adds up to the ambiguity of the few-shot problem, and ends up achieving poor outlier detection performances.

6 Discussion and Limitations

In this study, we advocate for Transduction as a promising avenue to address the difficult FSOSR problem. Through the proposed implicit prototype idea, we show that the InfoMax method TIM can be successfully opened. We further insist that the proposed technique does not necessitate any particular training process or model-specific parameter optimization, and can therefore be plugged effortlessly into the most expressive feature extractors. We hope that the promising results we obtained in this setting, using the latest advances in representation learning, will encourage the community to go beyond small residual networks and leverage these advances in our methods more often than we do today. Taking a step back, the opening technique we propose is in fact broadly applicable, and other transductive classification methods, e.g., LaplacianShot or PT-MAP could be similarly opened. In that regard, attempts at opening other existing methods would broaden the scope of the current study. As a second limitation, we note that Transduction does not come for free. In
particular, using unlabelled data makes transductive methods inherently sensitive to the statistical properties of the query set, e.g., class balance or size. Such properties may greatly vary from one practical situation to another. Consequently, an in-depth study of the impact of such properties on the performances of OSTIM would surely help better identify the situations in which Transduction should be preferred over Induction, and vice-versa.
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Table 4: **Standard Benchmarking.** Evaluating different families of methods on the Few-Shot Open-Set problem, on the popular tiered-ImageNet, using a ResNet-12. For each column, a light-gray standard deviation is indicated, corresponding to the maximum deviation observed across methods for that metric. Best methods are shown in bold. Results for PEELER* are reported from [17].

| Strategy | Method | 1-shot | 5-shot |
|----------|--------|--------|--------|
|          |        | Acc ± 0.74 | AUROC ± 0.76 | AUPR ± 0.72 | Prec@0.9 ± 0.74 | Acc ± 0.52 | AUROC ± 0.60 | AUPR ± 0.70 | Prec@0.9 ± 0.57 |
| **OOD detection** |        |        |        |        |        |        |        |        |        |
|          | k-NN [27] | - | 74.62 | 73.99 | 61.1 | - | 80.32 | 80.15 | 65.24 |
|          | IForest [23] | - | 55.03 | 54.56 | 51.91 | - | 62.46 | 61.32 | 54.53 |
|          | OCVSM [22] | - | 71.72 | 71.98 | 58.68 | - | 70.85 | 67.93 | 60.88 |
|          | PCA [51] | - | 68.78 | 67.74 | 57.68 | - | 76.37 | 76.55 | 61.5 |
|          | COPOD [21] | - | 50.99 | 52.05 | 51.1 | - | 52.55 | 53.32 | 51.34 |
|          | HBOS | - | 57.77 | 57.0 | 53.1 | - | 61.06 | 60.02 | 54.07 |
| **Inductive classifiers** | SimpleShot [40] | 70.52 | 70.39 | 68.42 | 58.99 | 84.65 | 77.67 | 76.24 | 63.5 |
|          | Baseline ++ [8] | 70.53 | 70.34 | 68.32 | 59.03 | 84.78 | 74.01 | 72.47 | 61.25 |
|          | FEAT [45] | 70.15 | 52.43 | 56.44 | 50.0 | 83.79 | 53.31 | 59.81 | 50.0 |
| **Inductive Open-Set** | PEELER* [22] | 69.51 | 65.2 | - | - | 84.10 | 73.27 | - | - |
|          | SnatcherF [17] | 70.15 | 74.51 | 73.94 | 61.01 | 83.79 | 81.97 | 81.65 | 66.78 |
|          | FEAT [45] | 70.15 | 70.34 | 68.32 | 59.03 | 84.78 | 74.01 | 72.47 | 61.25 |
| **Transductive classifiers** | LaplacianShot [42] | 76.19 | 58.39 | 58.69 | 53.96 | 85.44 | 77.94 | 78.48 | 62.86 |
|          | BDCSPN [24] | 74.80 | 62.58 | 62.23 | 54.92 | 85.30 | 67.43 | 67.49 | 56.25 |
|          | TIM-GD [6] | 72.89 | 68.46 | 66.37 | 58.24 | 85.38 | 74.71 | 73.02 | 61.69 |
|          | PT-MAP [16] | 71.39 | 64.86 | 63.39 | 56.57 | 82.66 | 75.8 | 76.66 | 60.71 |
|          | LR-ICI [41] | 74.18 | 45.04 | 48.73 | 49.85 | 84.27 | 45.66 | 50.02 | 49.98 |
| **Transductive Open-Set** | OSTM (ours) | 74.32 | 79.00 | 79.11 | 64.04 | 85.50 | 87.87 | 88.24 | 73.08 |

**A Metrics**

Here we provide some details about the metrics used in Section 5.

**Acc**: the classification accuracy on the closed-set instances of the query set (i.e., \(y^q \in \mathbb{C}_S\)).

**AUROC**: the area under the ROC curve is an almost mandatory metric for any OOD detection task. For a set of outlier predictions in [0, 1] and their ground truth (0 for inliers, 1 for outliers), any threshold \(\gamma \in [0, 1]\) gives a true positive rate \(TP(\gamma)\) (i.e., recall) and a false positive rate \(FP(\gamma)\). By rolling this threshold, we obtain a plot of \(TP\) as a function of \(FP\), the ROC curve. The area under this curve is a measure of the discrimination ability of the outlier detector. Random predictions lead to an AUROC of 50%.

**AUPR**: the area under the precision-recall (PR) curve is also a common metric in OOD detection. With the same principle as the ROC curve, the PR curve plots the precision as a function of the recall. Random predictions lead to an AUPR equal to the proportion of outliers in the query set i.e., 50% in our set-up.

**Prec@0.9**: the precision at 90% recall is the achievable precision on the few-shot open-set recognition task when setting the threshold allowing a recall of 90% for the same task. While AUROC and AUPR are global metrics, Prec@0.9 measures the ability of the detector to solve a specific problem, which is the detection of almost all outliers (e.g., for raising an alert when open-set instances appear so a human operator can create appropriate new classes). Since all detectors are able to achieve high recall with a sufficiently permissive threshold \(\gamma\), an excellent way to compare them is to measure the precision of the predictor at a given level of recall (i.e., the proportion of false alarms that the human operator will have to handle). Random predictions lead to a Prec@0.9 equal to the proportion of outliers in the query set i.e., 50% in our set-up.

**B Additional results**

Table 4 shows the benchmark results on tiered-ImageNet, and exhibits the same trends observed on mini-ImageNet in Section 5. Furthermore, we provide a more complete version of Fig. 4 in Fig. 6 and 7 showing the additional Prec@0.9 metric, along with the results on the WRN2810 provided by [45].
Figure 6: Complete version of Fig. 4 with a ResNet-12. (Left column): 1-shot. (Right column): 5-shot.
Figure 7: Complete version of Fig. 4 with a WideResNet 28-10. (Left column): 1-shot. (Right column): 5-shot. SnatcherF was not included in this plot because a yet misdiagnosed problem occurred with the provided tiered-ImageNet checkpoint.