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Abstract
We show that if $K$ is a self-similar set in the plane with positive length, then the distance set of $K$ has Hausdorff dimension one.
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1. Introduction

The distance set problem usually refers to two different but closely related questions, one in incidence geometry and the other in geometric measure theory. The incidence geometric formulation, due to Erdős [4] from 1946, asks to determine the least number of distinct distances spanned by a set of $n \in \mathbb{N}$ points in the plane. The conjectured bound is $\geq c_n (\log n)^{1/2}$ distances. A recent proof by Guth and Katz [7] comes very close by extracting $\geq c_n (\log n)^{-1}$ distances.

This paper deals with a special case of the geometric measure theoretic version of the distance set problem, formulated by Falconer [6] in 1985. In [6], Falconer proved that if $B \subset \mathbb{R}^d$ is an analytic set and $t < \dim B - d/2 + 1/2$, then the distance set $D(B) = \{|x-y| : x, y \in B\}$ has positive $t$-dimensional Hausdorff measure. In particular, we have $\dim D(B) \geq \dim B - d/2 + 1/2$. Here and below, $\dim$ will always refer to Hausdorff dimension. For $d \geq 2$, Falconer also constructed examples of compact sets $K \subset \mathbb{R}^d$ with $\dim K = s$ and $\dim D(K) \leq 2s/d$, for any $0 \leq s \leq d$. The question on the sharpness of these bounds and examples became known as Falconer’s distance set problem. The constructions in [6] show that the bounds given by the following conjecture would be optimal.

Conjecture 1.1 (Distance set conjecture). Let $B \subset \mathbb{R}^d$ be an analytic set. If $\dim B \geq d/2$, then $\dim D(B) = 1$. If $\dim B > d/2$, then $D(B)$ has positive length.

Since 1985, the conjecture and its variations have been studied by many authors, including Bourgain [2,3], Wolff [25], Erdoğan [5], Mattila [17], Mattila and Sjölin [19],
Katz and Tao [14], Mitsis [20], Peres and Schlag [21], Hofmann and Iosevich [9], Iosevich and Łaba [11, 12], Łaba and Konyagin [15] and Iosevich et al [13]. Readers unfamiliar with the problem may wish to consult the introduction in [5], which contains a brief summary of most developments up until 2004.

In this paper, we consider the planar case of conjecture 1.1 for self-similar sets. Before stating the main result, we quickly review the best known estimates on the dimension and measure of distance sets of general (analytic) sets $B \subset \mathbb{R}^2$. The main result in Wolff’s paper [25] states that if $\dim B > 3/4$, then $D(B)$ has positive length. In [3], Bourgain shows that if $\dim B \geq 1$, then $\dim D(B) \geq 1/2 + \varepsilon$ for some absolute constant $\varepsilon > 0$, smaller than $1/2$. We prove:

**Theorem 1.2.** Let $K \subset \mathbb{R}^2$ be a self-similar set with $\mathcal{H}^1(K) > 0$. Then $\dim D(K) = 1$.

Our method does not yield positive length for $D(K)$ under any assumption, nor can we show that $\dim K \geq 1$ alone would imply $\dim D(K) = 1$. Thus, conjecture 1.1 remains open even in the self-similar case. Theorem 1.2 imposes no ‘separation conditions’ on the self-similar sets under consideration, but readers familiar with the terminology should note that, according to a result of Schief [24], the open set condition is a consequence of the assumption $\mathcal{H}^1(K) > 0$ in case the similarity dimension of the function system generating $K$ equals one.

The proof of theorem 1.2 splits into two completely disjoint parts, according to whether or not the self-similar set $K$ contains an irrational rotation. The proof in the presence of irrational rotations will be very short, but only so because we have the following deep result by Hochman and Shmerkin at our disposal.

**Theorem 1.3 (Adapted from corollary 1.7 in [8]).** Let $K$ be a self-similar set in the plane satisfying the strong separation condition. Assume that at least one of the similitudes generating $K$ contains an irrational rotation. Then, for any $C^1$-mapping $g: K \to \mathbb{R}$ without singular points, we have

$$\dim g(K) = \min\{1, \dim K\}.$$ 

The assumption on $g$ simply means that $g$ is continuously differentiable in a neighborhood of $K$ and $\nabla g(x) \neq 0$ for $x \in K$. From this theorem we derive:

**Corollary 1.4.** Let $K$ be a self-similar set in the plane. Assume that at least one of the similitudes generating $K$ contains an irrational rotation. Then, we may find a point $x \in K$ such that $\dim D_x(K) = \min\{1, \dim K\}$, where $D_x(K)$ is the pinned distance set

$$D_x(K) = \{|x - y| : y \in K\}.$$ 

It may seem surprising at first sight that corollary 1.4 can be deduced from theorem 1.3, which, unlike corollary 1.4, imposes the strong separation condition on the set $K$. The explanation is simple: an easy argument given in section 2 shows that all separation assumptions can also be dropped from theorem 1.3. We point out that the conclusion in corollary 1.4 is notably stronger than the one in theorem 1.2. In particular, corollary 1.4 implies the first part of conjecture 1.1 as such. Unfortunately, the presence of irrational rotations is essential for theorem 1.3, so there is no hope to apply Hochman and Shmerkin’s result directly in the case with only rational rotations. Consequently, most of what follows will be devoted to the proof of theorem 1.2 in the rational case.
2. Definitions, and the case with irrational rotations

Definition 2.1 (Similitudes and types). A mapping $\psi: \mathbb{R}^2 \to \mathbb{R}^2$ is a contractive similitude on $\mathbb{R}^2$, or simply similitude, if there exists a contraction ratio $r \in (0, 1)$ such that $|\psi(x) - \psi(y)| = r|x - y|$ for all $x, y \in \mathbb{R}^2$. Then $\psi$ may be then written in the form $\psi(x) = rR O x + w$, where

(i) $R = \text{Id}$, or $R$ is the reflection $R(z) = \bar{z}$,
(ii) $O$ is, in complex notation, the rotation $O(z) = e^{2\pi i \theta} z$ for some $\theta \in [0, 1)$,
(iii) $w \in \mathbb{R}^2$ is a translation vector.

If $\psi(x) = rR O x + w$, we say that the type of $\psi$ is $[O, R]$ and write $[\psi] = [O, R]$. If the angle $\theta \in [0, 1)$ from the definition of $O$ is a rational number, we say that $[O, R]$ is a rational type. The similitude $\psi$ contains no rotations or reflections, if $[\psi] = [\text{Id}, \text{Id}]$.

Fix a collection $\{\psi_1, \ldots, \psi_q\}$ of contractive similitudes on $\mathbb{R}^2$. A classical result of Hutchinson [10] states that there exists a unique compact set $K \subset \mathbb{R}^2$ satisfying

$$K = \bigcup_{j=1}^{q} \psi_j(K).$$

The set $K$ is called the self-similar set generated by the similitudes $\{\psi_1, \ldots, \psi_q\}$. If not otherwise specified, the letter $K$ will always refer to the the self-similar set generated by the similitudes $\{\psi_1, \ldots, \psi_q\}$, and we will assume that $\mathcal{H}^1(K) > 0$. For the rest of the paper, let $B_0 := B(0, 1/2) := \{x \in \mathbb{R}^2 : |x| \leq 1/2\}$, and assume that $\psi_j(B_0) \subset B_0$ for $1 \leq j \leq q$ (this can be achieved by scaling all the translation vectors by some common factor, which has no impact on $\dim D(K)$ or any of the other results below).

Definition 2.2 (Generation $n$ balls). Set $B_0 = \{B_0\}$, and define the collections $B_n$ recursively by

$$B_n := \{\psi_j(B) : B \in B_{n-1}, 1 \leq j \leq q\}.$$

Note that the union of these generation $n$ balls of $K$ associated with $\{\psi_1, \ldots, \psi_q\}$ forms a cover for the set $K$ for any $n \in \mathbb{N}$. If $B \in B_n$ with $n \geq 1$, there exists a—not necessarily unique—sequence of mappings $(\psi_{i_1}, \ldots, \psi_{i_q})$ with $i_j \in \{1, \ldots, q\}$ such that $B = \psi_{i_1} \circ \cdots \circ \psi_{i_q}(B_0)$. The composition $\psi_{i_1} \circ \cdots \circ \psi_{i_q}$ is again a similitude on $\mathbb{R}^2$ with contraction ratio $d(B)/d(B_0) = d(B)$, and we write $\psi_B := \psi_{i_1} \circ \cdots \circ \psi_{i_q}$; if the sequence $(\psi_{i_1}, \ldots, \psi_{i_q})$ is not uniquely determined by $B$, we pick any admissible sequence in the definition of $\psi_B$. If $\tilde{B} \subset \bigcup_{n \in \mathbb{N}} B_n$ is any subcollection of generation $n$ balls, for various $n$ perhaps, then the self-similar set $\tilde{K}$ generated by the similitudes $\{\psi_B : B \in \tilde{B}\}$ is a subset of $K$; this subset may be proper even if $\tilde{B} = \bigcup_{n \in \mathbb{N}} B_n$. Note that the first generation balls $B_1$ of $\tilde{K}$ (associated with the natural similitudes $\{\psi_B : B \in \tilde{B}\}$) agree with the balls in $\tilde{B}$.

Definition 2.3 (Very strong separation). We say that the self-similar set $K$ satisfies the very strong separation condition, if the first generation balls of $K$ are disjoint. This degree of separation will be convenient to us, and it is stronger than the commonly used notion of 'strong separation', which merely requires that $\psi_i(K) \cap \psi_j(K) = \emptyset$ for $1 \leq i \neq j \leq q$ (the strong separation assumption in theorem 1.3 refers to this mainstream definition). Under either of these conditions, it is well known, see [10], that $\dim K$ equals the unique number $s \in (0, 2]$ solving the equation

$$\sum_{j=1}^{q} r_j^s = 1.$$
The strong separation assumption is not needed in theorem 1.3 because of

**Lemma 2.4.** Let $K$ be a self-similar set in $\mathbb{R}^2$. Then, for any $\varepsilon > 0$, there exists a self-similar set $K_\varepsilon \subset K$ satisfying the very strong separation condition and with

$$\dim K_\varepsilon > \dim K - \varepsilon.$$ 

**Proof.** Define the collections $B_0$ as above, with $B_0 = B(0, 1/2)$ and so on. For $n \in \mathbb{N}$, use the 5r-covering lemma, see [23, lemma 7.3], to find a subcollection $D_n \subset B_0$ of disjoint balls with the property that

$$K \subset \bigcup_{B \in D_n} B \subset \bigcup_{B \in D_n} 5B.$$ 

(2.5)

For any $n \in \mathbb{N}$, the similitudes $\{\psi_B : B \in D_n\}$ generate a self-similar set $K_n$ contained in $K$ and satisfying the very strong separation condition. Since $d(B)$ is the contraction ratio of the similitude $\psi_B$, the dimension of $K_n$ equals the unique number $s_n \in [0, \dim \mathbb{R}]$ satisfying

$$\sum_{B \in D_n} d(B)^{s_n} = 1.$$ 

(2.6)

On the other hand, the balls $5B$, $B \in D_n$, cover the original set $K$, so the very definition of Hausdorff dimension implies that

$$5^n \sum_{B \in D_n} d(B)^{s} = \sum_{B \in D_n} d(5B)^{s} \to \infty$$

as $n \to \infty$ for any $s < \dim K$. This forces $s_n \to \dim K$ as $n \to \infty$. □

**Remark 2.7.** If one of the similitudes generating $K$, say $\psi_j$, contains an irrational rotation (that is, $[\psi_j]$ is not a rational type) then the similitudes generating $K_\varepsilon$ can always be chosen so that one of them contains an irrational rotation as well. Indeed, suppose that the similitudes in $\Psi_n := \{\psi_B : B \in D_n\}$, as defined in the previous lemma, only contain rational rotations for large enough $n \in \mathbb{N}$. Then, for $n \in \mathbb{N}$, single out any one of the similitudes $\psi_B$, $B \in D_n$, and consider the collection $\tilde{\Psi}_n$, where this one similitude has been replaced by $\psi_B \circ \psi_j$. Then $\psi_B \circ \psi_j \in \tilde{\Psi}_n$ contains an irrational rotation. Moreover, the self-similar set $\tilde{K}_n$ generated by $\tilde{\Psi}_n$ still satisfies the very strong separation condition, and we also have $\dim \tilde{K}_n \to \dim K$, since (at least if $\dim \mathbb{R} > 0$) the effect of any single term on the sum on line (2.6) becomes negligible for $n \in \mathbb{N}$ large enough.

**Proof of corollary 1.4.** First, we use the previous lemma and remark to rid theorem 1.3 of the strong separation assumption: if $K \subset \mathbb{R}^2$ is a self-similar set containing an irrational rotation and $\varepsilon > 0$, find a self-similar set $K_\varepsilon \subset K$, containing an irrational rotation, satisfying the very strong separation condition, and with $\dim K_\varepsilon > \dim K - \varepsilon$. Then, for any $C^1$-mapping $g$ on $K$ without singular points, we have

$$\dim g(K) \geq \dim g(K_\varepsilon) = \min\{1, \dim K_\varepsilon\} \geq \min\{1, \dim K - \varepsilon\},$$

which means that $\dim g(K) = \min\{1, \dim K\}$. To prove corollary 1.4, we may assume that $\dim K > 0$. Then, for large enough $n \in \mathbb{N}$, we can choose a point $x_0 \in K$ that is not covered by some ball $B \in B_n$. Define the $C^1$-mapping $g : B_0 \to \mathbb{R}$ by $g(y) = |\psi_B^{-1}(x_0) - y|$. Now $\psi_B^{-1}(x_0) \not\in B_0$, so $g$ has no singular points in $K \subset B_0$, and we may infer that
dim \( g(K) = \min\{1, \dim K\} \). Denoting by \( r = d(B) \in (0, 1) \) the contraction ratio of \( \psi_B \) and noticing that \( \psi_B(K) \subset K \), we have

\[
D_{x_e}(K) \supset \{x_o - z : z \in \psi_B(K)\} = \{|x_o - \psi_B(y)| : y \in K\} = |r|\psi_B^{-1}(x_o) - y : y \in K\} = r \cdot g(K).
\]

This proves that \( \dim D_{x_e}(K) = \min\{1, \dim K\}. \)

### 3. The Case with only rational rotations

In essence, the case with only rational rotations can be reduced to the case with no rotations. If \( \dim K > 1 \), this would be literally true, but we are only assuming that \( \dim(K) > 0 \), and this causes some minor technical issues.

**Lemma 3.1.** Let \( [O, R] \) be a rational type. Then there exists \( n \in \mathbb{N} \) such that if \( \{\eta_1, \ldots, \eta_n\} \) are similitudes of type \([O, R]\), then \( \eta_1 \circ \cdots \circ \eta_n = [\text{Id}, \text{Id}] \).

**Proof.** Write \( O(z) = e^{2\pi i \theta} z \), where \( \theta = k/m \in [0, 1) \). If \( R(z) = \bar{z}, \) the claim is valid with \( n = 2 \). Indeed, if \( \eta_1(x) = r_1e^{2\pi i \theta} z + w_1 \) and \( \eta_2(x) = r_2e^{2\pi i \theta} \bar{z} + w_2 \) for some \( r_1, r_2 \in (0, 1) \) and \( w_1, w_2 \in \mathbb{R}^2 \), we have

\[
\eta_1 \circ \eta_2(z) = r_1e^{2\pi i \theta}(r_2e^{2\pi i \theta} \bar{w_2} + w_2) + w_1 = r_1r_2z + (r_1e^{2\pi i \theta} \bar{w_2} + w_1),
\]

which means that \( \eta_1 \circ \eta_2 = [\text{Id}, \text{Id}] \). If \( R = \text{Id} \), then any composition of the form \( \eta_1 \circ \cdots \circ \eta_n \) with \( \eta_j = [O, R], 1 \leq j \leq m \), has type \([\text{Id}, \text{Id}]\), and the claim holds with \( n = m \). □

The following lemma bears close resemblance to proposition 6 in [22] but does not seem to follow from it directly:

**Lemma 3.2.** Let \( K \subset \mathbb{R}^2 \) be a self-similar set in \( \mathbb{R}^2 \) generated by similitudes with only rational types. Then, for any \( \epsilon > 0 \), there exists a self-similar set \( K_{e} \subset K \) satisfying the very strong separation condition, generated by similitudes containing no rotations or reflections, and with \( \dim K_{e} > \dim K - \epsilon \).

**Proof.** By lemma 2.4, we may assume that \( K \) already satisfies the very strong separation condition. Let \( \{\psi_1, \ldots, \psi_q\} \) be the system of similitudes generating \( K \). The rationality assumption implies that there is a finite family of types \( T \) such that every composition of the form \( \psi_{i_1} \circ \cdots \circ \psi_{i_k} \) with \( k \in \mathbb{N} \) and \( (i_1, \ldots, i_k) \in \{1, \ldots, q\}^k \) has one of the types in \( T \). For every type in \([O, R] \in T \), fix some such composition \( \psi_{[O,R]} \) with \( \psi_{[O,R]} = [O, R] \). If \([O, R] \in T \), the previous lemma provides a number \( n_{[O,R]} \in \mathbb{N} \) with the following property:

\[
\text{if } \psi = [O, R], \text{ then } n_{[O,R]} \text{-fold composition } \psi_{[O,R]} \circ \cdots \circ \psi_{[O,R]} \circ \psi \text{ has type } [\text{Id}, \text{Id}].
\]

We have proven

(*) For every type \([O, R] \in T \) there corresponds a number \( k(O, R) \in \mathbb{N} \) such that if \( \psi \) is a similitude with \( [\psi] = [O, R] \), then \( [\psi_{i_1} \circ \cdots \circ \psi_{i_{k(O,R)}} \circ \psi] = [\text{Id}, \text{Id}] \) for some numbers \( i_j \in \{1, \ldots, q\}, 1 \leq j \leq k(O, R). \) Since card \( T < \infty \), we have

\[
C := \max\{k(O, R) : [O, R] \in T\} < \infty.
\]

Now we start building \( K_{e} \). If \( \psi \) is a similitude on \( \mathbb{R}^2 \), write \( r_{\psi} \in (0, 1) \) for the contraction ratio of \( \psi \). The similitude \( \psi \) is called good, if \( [\psi] = [\text{Id}, \text{Id}] \), and bad otherwise. Our goal is to construct a family \( \mathcal{G} \) of good similitudes of the form \( \psi_{i_1} \circ \cdots \circ \psi_{i_k} \), with \( (i_1, \ldots, i_k) \in \{1, \ldots, q\}^k \) and \( k \in \mathbb{N} \), satisfying

\[
\sum_{\psi \in \mathcal{G}} r_{\psi}^{1 - \epsilon} > 1.
\]  (3.3)
The self-similar set $K_\varepsilon$ generated by the similitudes in $G$ is contained in $K$ and has \( \dim K_\varepsilon > \dim K - \varepsilon \) by strong separation. We will find $G$ through the following iterative procedure. Initially, let $G_1 := \{ \psi_j : 1 \leq j \leq q \text{ and } \psi_j \text{ is good} \}$ and $B_1 := \{ \psi_j : 1 \leq j \leq q \text{ and } \psi_j \text{ is bad} \}$. Repeat the algorithm below for $j = 1, 2, \ldots$.

(ALG) If $B_j = \emptyset$, define $G_{j+1} = \emptyset = B_{j+1}$. Otherwise, for every mapping $\psi \in B_j$, take all compositions of the form $\psi_{i_1} \circ \ldots \circ \psi_{i_k} \circ \psi$, where $k[\psi]$ is the number from $\star$. Then, define $G_{j+1}$ and $B_{j+1}$ to consist of all such good and bad compositions, respectively.

The idea is to stop iterating (ALG) at some finite stage $j = j_0$ and conclude that $G = \bigcup_{j \leq j_0} G_j$ satisfies (3.3). Writing $t = \dim K$, we clearly have the following equation for every $j \in \mathbb{N}$:

$$
\sum_{i=1}^j \sum_{\psi \in G_j} r_\psi^i + \sum_{\psi \in B_j} r_\psi^i = 1.
$$

Thus, to prove that (3.3) holds for $G = \bigcup_{j \leq j_0} G_j$ for large enough $j_0 \in \mathbb{N}$, it suffices to demonstrate that

$$
\sum_{\psi \in B_j} r_\psi^i \to 0 \quad (3.4)
$$
as $j \to \infty$. To this end, note that

$$
\sum_{\psi \in B_j} r_\psi^i = \sum_{\psi \in B_{j-1}} r_\psi^i - \sum_{\psi \in G_j} r_\psi^i.
$$

Then recall that $k[\psi] \leq C$ for every type $[\psi] \in T$. This means that, on iterating (ALG), every similitude $\psi \in B_{j-1}$ produces at most $q^C$ new similitudes in $B_j \cup G_j$ out of which at least one is in $G_j$, by definition of $k[\psi]$. It follows that

$$
\sum_{\psi \in G_j} r_\psi^i \geq c \sum_{\psi \in B_{j-1}} r_\psi^i
$$
for some constant $c \in (0, 1)$ depending only on $q, C$ and the contraction ratios of the original similitudes $\psi_j$. This gives (3.4) and completes the proof. \( \square \)

**Lemma 3.5.** Let $B$ be an $\mathcal{H}^1$-measurable subset of the plane with $\mathcal{H}^1(B) > 0$. Then either $D(B)$ contains an interval, or the direction set

$$
S(B) := \left\{ \frac{x-y}{|x-y|} : x, y \in B, x \neq y \right\}
$$
is dense in $S^1 = \{ x \in \mathbb{R}^2 : |x| = 1 \}$.

**Proof.** If $S(B)$ is not dense in $S^1$, there exists a line $L$ through the origin and an opening angle $\alpha > 0$ such that the cones

$$
C(x, L, \alpha) := \{ y \in \mathbb{R}^2 : d(y - x, L) \leq \alpha |x - y| \}
$$
ever intersect $B \setminus \{x\}$ for any $x \in B$. It now follows from [18, lemma 15.13] that $K$ is 1-rectifiable. According to a 1948 result of Besicovitch and Miller [1], all 1-rectifiable sets with positive length in the plane possess the ‘Steinhaus property’: their distance sets contain an interval. \( \square \)

**Remark 3.6.** Applying the previous lemma is the only place in the paper where the assumption $\mathcal{H}^1(K) > 0$ is needed: for everything else, we would be happy with $\dim K \geq 1$. Unfortunately, we were not able to determine whether $\dim K \geq 1$ implies that either the direction set $S(K)$ is dense in $S^1$, or $\dim D(K) = 1$. 


Definition 3.7. The set $K_0$ consists of all points of the form $\psi_{i_1} \circ \cdots \circ \psi_{i_k}(0)$, with $k \in \mathbb{N}$ and $(i_1, \ldots, i_k) \in \{1, \ldots, q\}^k$, such that $[\psi_{i_1} \circ \cdots \circ \psi_{i_k}] = [\text{Id}, \text{Id}]$. The inclusion $K_0 \subset K$ is not true in general, but it may be assumed in our situation. Indeed, the distance set of $K$ is invariant under translations of $K$, whence we may always take one of the translation vectors to equal zero—and then $K_0 \subset K$.

Proposition 3.8. The set $K_0$ is dense in $K$.

Proof. Let $\varepsilon > 0$. All points of the form $\psi_{i_1} \circ \cdots \circ \psi_{i_k}(0)$ with $k \in \mathbb{N}$ and $(i_1, \ldots, i_k) \in \{1, \ldots, q\}^k$ are definitely dense in $K$. Thus, given $x \in K$, we may choose an arbitrarily large number $k \in \mathbb{N}$ and a sequence $(i_1, \ldots, i_k) \in \{1, \ldots, q\}^k$ such that $\psi_{i_k}(0) \in B(x, \varepsilon)$ with $\psi_{i_k} := \psi_{i_1} \circ \cdots \circ \psi_{i_k}$. Now choose $k$ so large that the contraction ratio $r_{i_k}$ of $\psi_{i_k}$ is no more than $\varepsilon$. As $[\psi_{i_k}]$ is again rational, the $n$-fold composition of $[\psi_{i_k}]$ with itself, denoted $\psi_{i_k}^n$, has type $[\text{Id}, \text{Id}]$ for some $n \in \mathbb{N}$, by lemma 3.1. Then

$$|\psi_{i_k}^n(0) - \psi_{i_k}(0)| = |\psi_{i_k}(\psi_{i_k}^{n-1}(0)) - \psi_{i_k}(0)| = r_{i_k} |\psi_{i_k}^{n-1}(0)| \leq \varepsilon.$$ 

This proves that $\psi_{i_k}^n(0) \in B(x, 2\varepsilon) \cap K_0$. \hfill $\square$

The denseness of $K_0$ in $K$ and our assumption $\mathcal{H}^1(K) > 0$ immediately yield

Corollary 3.9 (to lemma 3.5). Either $D(K)$ contains an interval, or the direction set $S(K_0)$ is dense in $S^1$.

If $D(K)$ contains an interval, the proof is completed. So, from now on, we will assume that $S(K_0)$ is dense in $S^1$. For the remainder of the proof, fix $\varepsilon > 0$ and use lemma 3.2 to locate a self-similar set $K_0 \subset K$ with $\dim K_0 > \dim K - \varepsilon \geq 1 - \varepsilon$, satisfying the very strong separation condition and containing neither rotations nor reflections. The symbols $B_n$ and $B_n^0$ will be used to denote the collections of generation $n$ balls of $K$ and $K_0$, respectively. Let $\pi_e: \mathbb{R}^2 \to \mathbb{R}$ denote the orthogonal projection $\pi_e(x) := x \cdot e$ onto the line spanned by the vector $e \in S^1$.

Lemma 3.10. The set $S_\varepsilon := \{ e \in S^1 : \dim \pi_e(K_0) > 1 - \varepsilon \}$ is open and dense in $S^1$.

Proof. A stronger, more general result is [8, proposition 9.3]. The proof here is presented, not only for its simplicity, but also because it contains information, which will be used independently in the following. Marstrand’s projection theorem guarantees the denseness of $S_\varepsilon$, so we may concentrate on proving openness. Since $K_0$ contains no rotations or reflections, the projections $\pi_e(K_0)$ are self-similar sets in $\mathbb{R}$. Hence, if $\dim \pi_e(K_0) > 1 - \varepsilon$ for some $e \in S^1$, lemma 2.4 indicates that we may find a self-similar subset $K_0'$ of $\pi_e(K_0)$ satisfying the very strong separation condition and with $\dim K_0' > 1 - \varepsilon$. The first generation balls $B_1$ of $K_0'$ are then disjoint closed intervals of $\mathbb{R}$, and

$$\sum_{I \in B_1^0} \ell(I)^{1-\varepsilon} > 1.$$ 

Moreover, these intervals are $\pi_e$-projections of some good balls $G_1^e \subset \bigcup_{m \in \mathbb{N}} B_m^0$. Since the intervals in $B_1^0$ are disjoint, the balls $G_1^e$ are contained in well-separated tubes orthogonal to the vector $e$. Now the separation of the tubes can be used to infer that there exists $\delta > 0$ with the following property: if $|\xi - e| < \delta$, the projections $\pi_e(B)$ and $\pi_e(B')$ are disjoint intervals for distinct balls $B, B' \in G_1^e$. These intervals satisfy

$$\sum_{B \in G_1^e} \ell(\pi_e(B))^{1-\varepsilon} = \sum_{I \in B_1^0} \ell(I)^{1-\varepsilon} > 1.$$
This completes the proof: \( \pi_\xi(K_\varepsilon) \) always contains the self-similar set generated by the similitudes taking \( \pi_\xi(B_0) \) to \( \pi_\xi(B) \), for \( B \in G_1^\varepsilon \). By the previous equation, this self-similar subset of \( \pi_\xi(K_\varepsilon) \) has dimension strictly greater than \( 1 - \varepsilon \) as long as it satisfies the (very) strong separation condition, which is true as long as \( |\xi - e| < \delta \). □

The set \( S(K_0) \) is dense, and the set \( S_{\varepsilon} \) is open and non-empty. Hence, we may choose and fix a vector \( e \in S(K_0) \cap S_{\varepsilon} \).

By definition of \( e \in S(K_0) \), we may then locate distinct points \( x_o, y_o \in K_0 \) such that \( (x_o - y_o)/|x_o - y_o| = e \). As \( e \in S_\varepsilon \), we may also find the collection \( G_1^\varepsilon := G_1^\varepsilon \subset \bigcup_{m \in \mathbb{N}} B_m^\varepsilon \) of good balls in the same fashion as in the proof of the previous lemma. The crucial features of these balls are the following:

\[
\sum_{B \in G_1} d(B)^{1-\varepsilon} > 1, \tag{3.11}
\]

and

\[
d(\pi_\varepsilon(B), \pi_\varepsilon(B')) \geq c > 0 \tag{3.12}
\]

for distinct balls \( B, B' \in G_1^\varepsilon \). Based on these facts, we will be able to prove that \( \dim D_{e\varepsilon}(K_\varepsilon) > 1 - \varepsilon \), where \( D_{e\varepsilon}(R) := \{ |x - y| : y \in R \} \) for \( x \in \mathbb{R}^2 \) and \( R \subset \mathbb{R}^2 \). Since \( x_o \in K_0 \subset K \), this will give \( \dim D(K) > 1 - \varepsilon \) and prove theorem 1.2.

Now, we see what we can do with the information (3.12). Let \( \xi \in S^1 \) be a vector orthogonal to \( e \). Since the balls in \( G_1^\varepsilon \) are contained in disjoint (closed) tubes in direction \( \xi \), we may choose \( \alpha > 0 \) such that the following holds: if \( B, B' \in G_1^\varepsilon \) are distinct balls, then

\[
B \cap C(x, L_\xi, \alpha) = \emptyset \quad \text{for all} \quad x \in B', \tag{3.13}
\]

where \( L_\xi \) is the line passing through the origin in direction \( \xi \), and, as before,

\[
C(x, L_\xi, \alpha) = \{ y \in \mathbb{R}^2 : d(y - x, L_\xi) \leq \alpha |x - y| \}.
\]

We define one final auxiliary self-similar set: this is the set \( G \) generated by the similitudes taking \( B_0 \) to the various balls \( B \in G_1^\varepsilon \) without rotations or reflections, see figure 1. Then \( G \subset K_\varepsilon \subset K \). Let \( G_n \) be the generation \( n \) balls associated with \( G \); this definition clearly coincides with the earlier one when \( n = 1 \).

**Proposition 3.14.** Equation (3.13) is valid for all distinct balls \( B, B' \in G_n, \) for any \( n \in \mathbb{N} \).
Proof. Equation (3.13) settles the case $n = 1$. Suppose that the proposition holds for some $n \in \mathbb{N}$, and choose two distinct balls in $B_{n+1}$, $B'_{n+1} \subset G_{n+1}$. If $B_{n+1}$ and $B'_{n+1}$ are contained in distinct balls of $G_n$, the claim follows instantly from the induction hypothesis. The other possibility is that $B_{n+1}, B'_{n+1} \subset B_n \subset G_n$. Then, if $\psi$ is the similitude taking $B_0$ to $B_n$ without rotations or reflections, we have $\psi^{-1}(B_{n+1}) = B \subset G_1$ and $\psi^{-1}(B'_{n+1}) = B' \subset G_1$. Now, for $x \in B'_{n+1}$ we have $\psi^{-1}(x) \in B'$, whence $B \cap \mathcal{C}(\psi^{-1}(x), \ell_2, \alpha) = \emptyset$ by (3.13). Finally, the identity $\mathcal{C}(x, \ell_2, \alpha) = \psi[\mathcal{C}(\psi^{-1}(x), \ell_2, \alpha)]$ yields

$$B_{n+1} \cap \mathcal{C}(x, \ell_2, \alpha) = \psi[B \cap \mathcal{C}(\psi^{-1}(x), \ell_2, \alpha)] = \emptyset.$$ 

\[\Box\]

Now we are well equipped to study distances. Let $L_e$ be the line passing through the origin in the direction of the vector $e$. Then there is a constant $r_0 > 0$ such that if $x \in L_e$ and $|x| \geq r_0$, we have

$$S(x, |x - y|) \cap B_0 \subset \mathcal{C}(y, \ell_2, \alpha) \quad \text{for all} \quad y \in B_0.$$ 

(3.15)

This is clear: if $x \in L_e$ and $|x|$ is large enough, and if $S = S(x, r)$ is a circle passing through $B_0$, then $B_0 \cap S$ is very close to $B_0 \cap (L_e + y)$ for any $y \in B_0 \cap S$. As a final intermediate step in proving that $\dim D_e(K) > 1 - \varepsilon$, we have

Lemma 3.16. Suppose that $x \in L_e$ with $|x| \geq r_0$. Then $\dim D_e(G) \geq 1 - \varepsilon$.

We will demonstrate that, under the assumptions of lemma 3.16, the set $D_e(G)$ is simply a generalized Cantor set”, whose dimension is relatively easy to evaluate. To make this precise, we need the following proposition from [16]:

Proposition 3.17 (Martin and Mattila, simplified). Assume that $p \in \mathbb{N}$, and for every multi-index $(i_1, \ldots, i_n) \in \{1, \ldots, p\}^n$ we are given a closed interval $I_{i_1,\ldots,i_n} \subset \mathbb{R}$. Of these intervals, we assume the following:

(i) $I_{i_1,\ldots,i_n} \subset I_{i_1,\ldots,i_n}$ for all $j \in \{1, \ldots, p\}$;
(ii) $I_{i_1,\ldots,i_n} \cap I_{i_1,\ldots,i_n}$ for $i \neq j$;
(iii) $\max\{\ell(I_{i_1,\ldots,i_n}) : (i_1, \ldots, i_n) \in \{1, \ldots, p\}^n\} \to 0$ as $n \to \infty$;
(iv) $\sum_{j=1}^{\infty} \ell(I_{i_1,\ldots,i_n}) = \ell(I_{i_1,\ldots,i_n})$.

Then

$$0 < H^\ell\left(\bigcap_{n=0}^{\infty} \bigcup_{(i_1,\ldots,i_n) \neq 0} I_{i_1,\ldots,i_n}\right) < \infty.$$ 

Proof of lemma 3.16. The set $D_e(G)$ can easily be expressed in a form covered by the proposition. Let $p = \text{card} G_1 \in \mathbb{N}$, and write $G_1 = \{B_1, \ldots, B_p\}$. Then, define $I_j = d_e(B_j) = \{|x-y| : y \in B_j\}$. Each ball $B_j \in G_1$ again contains exactly $p$ balls $B_{j1}, \ldots, B_{jp} \in G_2$, and we define $I_{ji} = d_e(B_{ji})$ for $1 \leq i \leq p$. It is clear how to continue this process. With the intervals $I_{i_1,\ldots,i_n}$ so defined, we start verifying conditions (i)–(iv). There is nothing to prove in (i) and (iii). Also, (iv) is easy, since the balls $B^1, \ldots, B^p \in G_{n+1}$ inside any ball $B^0 \in G_n$ satisfy

$$\sum_{j=1}^{p} d(B^j)^\ell = d(B^0)^\ell.$$
for some \( s > 1 - \varepsilon \), and \( \ell(d_r(B)) = d(B) \) for any ball \( B \subset \mathbb{R}^2 \). To establish (ii), we use proposition 3.14 and (3.15). Assume that some intervals \( I \) and \( I' \) of generation \( n \in \mathbb{N} \) overlap, and fix \( t \in I \cap I' \). Then \( I = d_r(B) \) and \( I' = d_r(B') \) for some balls \( B, B' \in G_n \), and we may find points \( y \in B \) and \( y' \in B' \) such that \( |x - y| = t = |x - y'| \). Then \( y \in S(x, |x - y'|) \cap B_0 \subset C(y', L_\varepsilon, \alpha) \) by (3.15). But this means that \( y \in B \cap C(y', L_\varepsilon, \alpha) \), which is only possible if \( B = B' \), by proposition 3.14. Thus \( I \) and \( I' \) are the same generation \( n \) intervals. We have now verified all the conditions of proposition 3.17, whence

\[
0 < \mathcal{H}^s(D_x(G)) = \mathcal{H}^s \left( \bigcap_{n=0}^{\infty} \bigcup_{i_1, \ldots, i_n} I_{i_1, \ldots, i_n} \right) < \infty
\]

for some \( s > 1 - \varepsilon \).

\[ \square \]

Completion of the proof of theorem 1.2. We use all the notation introduced above. Since \( G \subset K \), we have now proven that \( \dim D_x(K) > 1 - \varepsilon \), if \( x \in L_\varepsilon \) has norm at least \( r_\alpha \). We will now demonstrate that \( D_x(K) \) contains a scaled copy of \( D_x(K) \) for some such \( x \in L_\varepsilon \).

By definition of \( y_0 \in K_0 \), there exists a similitude \( \psi_{y_0} := \psi_{i_1} \circ \cdots \circ \psi_{i_q}, 1 \leq i_j \leq q \), with type \( [\psi_{y_0}] = [\text{Id}, \text{Id}] \) taking the origin to \( y_0 \). The similitude \( \psi_j \) mapping the origin to itself (recall the discussion in definition 3.7) has rational type, so the \( m \)-fold composition \( \psi_m \) of \( \psi_j \) with itself also has type \( [\text{Id}, \text{Id}] \) for some \( m \in \mathbb{N} \), by lemma 3.1. Let \( \psi^n \) denote the similitude obtained by composing \( \psi_{y_0} \) with \( n \) copies of \( \psi_m \), that is, \( \psi^n = \psi_{y_0} \circ \psi_m \circ \cdots \circ \psi_m \). Then \( [\psi^n] = [\text{Id}, \text{Id}] \) and \( \psi^n(0) = y_0 \) for all \( n \in \mathbb{N} \). This means that \( \psi^n \) has the form \( \psi^n(x) = \rho_n x + y_0 \) for some constant \( \rho_n \), and \( \rho_n \to 0 \) as \( n \to \infty \). The point \( x_n \) lies on the line passing through \( y_0 \) in direction \( e \). Hence, \( x_n := (\psi^n)^{-1}(x_n) \in L_\varepsilon \), and \( |x_n| = \rho_n^{-1}|x_n - y_0| \to \infty \), as \( n \to \infty \). Writing \( K_n := \psi^n(K) \subset K \), we have

\[
D_{x_n}(K) \supset D_{x_n}(K_n) = D_{x_n}(\psi^n(K)) = \{|x_n - \psi^n(x)| : x \in K\}
\]

\[
= \{|\rho_n |x_n - x| : x \in K\} = \rho_n \cdot D_{x_n}(K).
\]

Since \( \dim D_{x_n}(K) > 1 - \varepsilon \) for \( n \in \mathbb{N} \) large enough, the previous inclusions show that also \( \dim D_{x_n}(K) > 1 - \varepsilon \). The proof of theorem 1.2 is complete.

\[ \square \]

4. Open problems

(i) Does \( \dim K > 1 \) imply positive length for \( D(K) \)?

(ii) Could the hypothesis \( \mathcal{H}^1(K) > 0 \) be weakened to \( \dim K \geq 1 \)? This would only require improving lemma 3.5, see remark 3.6.
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