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Abstract

Patronizing and condescending language (PCL) has a large harmful impact and is difficult to detect, both for human judges and existing NLP systems. At SemEval-2022 Task 4, we propose a novel Transformer-based model and its ensembles to accurately understand such language context for PCL detection. To facilitate comprehension of the subtle and subjective nature of PCL, two fine-tuning strategies are applied to capture discriminative features from diverse linguistic behaviour and categorical distribution. The system achieves remarkable results on the official ranking, including 1st in Subtask 1 and 5th in Subtask 2. Extensive experiments on the task demonstrate the effectiveness of our system and its strategies.

1 Introduction

“Don’t worry, I know this is a mistake you usually make, we all make it sometimes, but I am bringing you a solution.”, which is a typical example of Patronizing and Condescending Language (PCL) (Giles et al., 1993; Huckin, 2002), shows a superior attitude and apparent kindness towards others, while is generally expressed unconsciously. The impact of PCL can potentially be very harmful, as it feeds inequalities and routinizes discrimination (Ng, 2007), especially if it is geared towards vulnerable communities in the media. If we are able to detect and identify when we are condescending or patronizing towards others, a corrective action (e.g., a more inclusive message) could be taken for a more responsible communication.

Recently, some works (Wang and Potts, 2019; Sap et al., 2020) on PCL are gradually emerging in NLP community. Remarkably, Pérez-Almendros et al. (2020) have shown that general pre-trained language models (Devlin et al., 2019; Liu et al., 2019) can achieve nontrivial performance. However, the behaviour of PCL is usually more unconscious, subtler, and subjective than other harmful types of discourse that are widely studied, i.e., hate speech (Basile et al., 2019), offensive language (Zampieri et al., 2019), intended sarcasm (Du et al., 2022), fake news (Zhang et al., 2021b) and rumor (Wei et al., 2021). These characteristics make PCL detection a difficult challenge, both for human judges and existing NLP systems.

To address this, we propose a novel Transformer-based model BERT-PCL (and its ensembles) with two discriminative fine-tuning strategies, to accurately understand such language context for PCL detection. The two strategies are grouped layer-wise learning rate decay (Grouped LLRD) and weighted random sampler (WRS), and both are beneficial for task-adaptive fine-tuning based on language models.

A brief description of these two strategies is as follows: 1) As different layers capture different types of information (Yosinski et al., 2014), Grouped LLRD, a variant of LLRD (Howard and Ruder, 2018; Zhang et al., 2021a), is applied to group hidden layers of the pre-trained Transformer (Vaswani et al., 2017) into different sets and apply different learning rates to each in a certain extent. And then, we can make full use of different layers to capture more diverse and fine-grained linguistic features, which can boost understanding of the subtle and subjective nature of PCL. 2) There is a quite common phenomenon that positive samples (patronizing or condescending) have a smaller number than the negative, which reflects usage rates of PCL in public forums (Wang and Potts, 2019; Pérez-Almendros et al., 2020). But the positive samples are more important when detecting PCL, due to the harmful impacts. To deal with imbalanced classes scenarios, we introduce WRS to place more emphasis on the minority classes. Under this strategy, our classifier can capture discriminative features from the categorical distribution and detect whether it contains PCL in an unbiased manner.

At SemEval-2022 Task 4 (Pérez-Almendros
et al., 2022), our proposed system achieves 1st in Subtask 1 and 5th in Subtask 2 on the evaluation leaderboard. Meanwhile, in the post-evaluation phase, we further verified the results of the system on the test set of both subtasks. For Subtask 1, the single model BERT-PCL and its ensembles obtained 63.69% and 65.41% performance in terms of F1 of positive class, respectively. For Subtask 2, the single model BERT-PCL and its ensembles obtained 43.28% and 45.66% performance in terms of macro-average F1, respectively. Moreover, a series of experiments are conducted on the two subtasks of PCL detection. Results consistently demonstrate that our model and its ensembles significantly outperform comparison methods and the effectiveness of two strategies used in our system.

2 Background

2.1 Task and Data Description

The aim of SemEval-2022 Task 4 (Pérez-Almendros et al., 2022) is to identify PCL, and to categorize the linguistic techniques (categories) used to express it, specifically when referring to vulnerable communities in the media. This challenge is divided into two subtasks, each corresponding to a subset of the Don’t Patronize Me! (DPM) dataset (Pérez-Almendros et al., 2020). The 10,469 annotated paragraphs (i.e., sentences in context) from the DPM corpus are used as training data, where each paragraph mentions one or several predefined vulnerable communities. These paragraphs are collected using a keyword-based strategy and cover English language news sources from 20 different countries. A short description of the two subtasks and training data is as follows:

- **Subtask 1: Binary classification.** Given a paragraph, a system must predict whether or not it contains any form of PCL. The training set consists of 10,469 paragraphs annotated with a label ranging from 0 to 4. Label 2, 3, and 4 means positive examples (condescending or patronizing) of PCL and the remaining labels means negatives.

- **Subtask 2: Multi-label classification.** Given a paragraph, a system must identify the categories of PCL that are present. The 993 unique paragraphs (positive examples) in the training set, totaling 2,760 instances of PCL, are labeled with one or more PCL categories: *Unbalanced power relations, Shallow solution, Presupposition, Authority voice, Metaphor, Compassion, The poorer, the merrier*.

In addition, the test set for the evaluation phase contains around 4,000 manually annotated paragraphs with the PCL annotation scheme. More details about the task can be found on the competition page.

2.2 Related Work

Harmful language detection/recognition has been widely studied in various forms of discourse, such as hate speech (Basile et al., 2019), offensive language (Zampieri et al., 2019), intended sarcasm (Du et al., 2022), fake news (Zhang et al., 2021b) and rumors (Wei et al., 2021; Hu et al., 2021). Unlike these works generally focused on explicit, aggressive and flagrant phenomena, the study of patronizing and condescending Language (PCL) (Giles et al., 1993; Huckin, 2002; Chouliaraki, 2006; Margić, 2017) has been almost ignored in NLP community until recently.

To encourage more research on PCL language, Wang and Potts (2019) present a condescension detection task and provides a TALKDOWN dataset in comment-reply pairs from Reddit. Besides, Pérez-Almendros et al. (2020) introduce a Don’t Patronize Me! dataset and the challenge of PCL detection towards vulnerable communities (e.g. refugees, homeless people, poor families). These works establish several advanced baselines using pre-trained language models (Devlin et al., 2019; Liu et al., 2019), and suggest that detecting such language is a challenging task both for humans and NLP systems due to its subtle and subjective nature.

3 System Overview

In this section, we review our system adopted in SemEval-2022 Task 4, where we design a novel Transformer-based model BERT-PCL (and its ensembles) with two discriminative fine-tuning strategies for both subtasks of PCL detection.

3.1 Model Architecture

BERT (Devlin et al., 2019) uses masked language models to enable pretrained deep bidirectional representations, and can be fine-tuned to create task-
specific models with powerful performance (Wei et al., 2020; Hu and Wei, 2020). Inspired by this, our system utilizes Transformers (Vaswani et al., 2017) to learn contextual representations of the input sentence under the BERT-like architecture.

Formally, given an input token sequence \(x_{i1}, \ldots, x_{iN}\) where \(x_{ij}\) refers to \(j\)-th token in the \(i\)-th input sample, and \(N\) is the maximum sequence length, the model learns to generate the context representation of the input token sequences:

\[
h_i = \text{BERT}([\text{CLS}], x_{i1}, \ldots, x_{iN}, [\text{SEP}]),
\]

where \([\text{CLS}]\) and \([\text{SEP}]\) are special tokens, usually at the beginning and end of each sequence, respectively. \(h_i\) indicates the hidden representation of the \(i\)-th input sample, computed by the representation of \([\text{CLS}]\) token in the last layer of the encoder.

3.2 PCL Detection

3.2.1 Subtask 1: Binary Classification

Subtask 1, a binary classification task, aims to predict whether or not a paragraph contains any form of PCL. After encoding, we apply a fully connected layer with the sigmoid function to predict whether or not the input contains any form of PCL:

\[
\hat{y}_i = \text{Softmax}(W h_i + b),
\]

where \(W\) and \(b\) are trainable parameters. We leverage Cross-entropy loss to optimize the system. The objective function of Subtask 1 is defined as:

\[
L = -\frac{1}{N} \sum_i (y_i \log(\hat{y}_i) + (1 - y_i) \log(1 - \hat{y}_i))
\]

where \(y_i\) is the ground-truth label of PCL.

3.2.2 Subtask 2: Multi-Label Classification

Subtask 2 is a multi-label classification task. Its goal is to determine which PCL categories a paragraph expresses. After encoding, we also apply a fully connected layer with the sigmoid function to predict the probability of each PCL class:

\[
\hat{y}^c_i = \sigma(W^c h_i + b^c),
\]

where \(\sigma\) is the sigmoid function. \(W^c\) and \(b^c\) are trainable parameters. We use Binary Cross Entropy (BCE) loss (Bengio et al., 2013) for the multi-label classification task, denoted as:

\[
L = -\frac{1}{N} \sum_i \sum_{c=1}^{M} [\hat{y}^c_i \log(\hat{y}^c_i) + (1 - \hat{y}^c_i) \log(1 - \hat{y}^c_i)],
\]

where \(M\) is the number of classes, \(\hat{y}^c_i\) indicates the predicted probability that the \(i\)-th sample belongs to the \(c\)-th class.

3.3 Fine-tuning Strategies

For discriminative fine-tuning of the model, we introduce two strategies to boost the accurate understanding of PCL context, namely grouped layer-wise learning rate decay (Grouped LLRD) and weighted random sampler (WRS).

3.3.1 Grouped LLRD

As different layers capture different types of information (Yosinski et al., 2014), they should be fine-tuned to different extents. Therefore, instead of using the same learning rate for all hidden layers of the Transformer, we tune each layer with different learning rates. Layer-wise learning rate decay (LLRD) (Howard and Ruder, 2018; Zhang et al., 2021a) is a popular fine-tuning strategy that applies higher learning rates for top layers and lower learning rates for bottom layers. Inspired by this, we group layers into different sets and apply different learning rates to each, denoted as Grouped LLRD.

Formally, we split all hidden layers of the Transformer into \(G\) sets with embeddings attached to the first set. The parameters of layers are denoted as \(\{\theta^1, \ldots, \theta^G\}\), where \(\theta^g\) refers to the \(g\)-th group. The corresponding learning rate values are denoted as \(\{\eta^1, \ldots, \eta^G\}\), where \(\eta^g\) indicates the learning rate of the \(g\)-th group. To capture discriminative features, a multiplicative decay rate \(\lambda\) is used to change relative value of initial learning rates from adjacent groups in a controlled fashion. At time step \(t\), the update of parameters \(\theta\) is computed by:

\[
\theta^g_t = \theta^g_{t-1} - \eta^g \cdot \nabla_{\theta^g} J(\theta),
\]

where \(\nabla_{\theta^g} J(\theta)\) is the gradient with regard to the model’s objective function. The learning rate of the lower layer is applied as \(\eta^g - 1 = \eta^g/\lambda\) during fine-tuning to decrease the learning rate group-by-group. In addition, same as LLRD, we use a learning rate that is slightly higher than the top hidden layer for the pooler head and classifier.

Under the above setting, we can capture more diverse and fine-grained linguistic features by flexibly optimizing different hidden layers of the Transformer. It can boost understanding of PCL’s subtle and subjective nature.
3.3.2 Weighted Random Sampler

The PCL dataset is highly imbalanced, which causes problems for training the above models. To alleviate this imbalanced classes problem, we use a Weighted Random Sampler (WRS) to place more emphasis on the minority classes. The samples are weighted and the probability of each sample being selected is determined by its relative weight.

For both subtasks, the sampling weight of the $i$-th sample is computed by:

$$s_i = \begin{cases} 
\frac{1}{\sqrt{\kappa_p}}, & \text{if it contains PCL,} \\
\frac{1}{\sqrt{\kappa_n}}, & \text{otherwise,}
\end{cases}$$

(7)

where $\kappa_p$ and $\kappa_n$ refer to the ratio of positive and negative examples of PCL in training data, respectively. Then, the elements are sampled based on the passed weights. It is worth noting that the number of samples is equal to the length of the training set. During training, the sampler tends to select samples from positive examples with small data volume. In this way, we can have positive and negative classes with equal probability. And the classifier can capture discriminative features from categorical distribution in an unbiased manner.

3.4 Ensemble

For the final submissions, we apply a voter-based fusion technique (Morvant et al., 2014) to ensemble several BERT-PCL models. Concretely, we train the proposed BERT-PCL with five different random seeds. Then, we select Top-3 models according to average result of k-fold cross-validation on the training data. Finally, results of the test set predicted by the three optimal models are voted to get the final submission.

4 Experimental Setup

4.1 Comparison Methods

We compare BERT-PCL and its ensembles with the following several methods:

- **Random** is based on random guessing, choosing each class/label with an equal probability.
- **BERT** (Devlin et al., 2019) is a language model pre-trained in a self-supervised fashion based on deep bidirectional transformers. We use bert-base-uncased\(^3\) to initialize BERT.

  - **ALBERT** (Lan et al., 2020) presents two parameter-reduction techniques to lower memory consumption and increase the training speed of BERT. We use albert-large-v2\(^3\) to initialize ALBERT.

  - **ERNIE 2.0** (Sun et al., 2020) is a continual pre-training framework, which builds and learns incrementally pre-training tasks through constant multi-task learning. We use nghuyong/ernie-2.0-large-en\(^3\) to initialize ERNIE 2.0.

  - **RoBERTa** (Liu et al., 2019) optimizes the training procedure of BERT and removes the next sentence predict objective when pre-training. We use roberta-large\(^3\) to initialize RoBERTa.

4.2 Implementation Details

For both subtasks, stratified k-fold cross validation (Kohavi, 1995; Sechidis et al., 2011) is performed to split limited training data into 5 folds. We choose the optimal hyperparameter values based on the the average result of validation sets for all folds, and evaluate the performance of systems on the test data. BERT-PCL is initialized with the roberta-large\(^3\) parameters, due to the nontrivial and consistent performance in both subtasks. Following Pérez-Almendros et al. (2020, 2022), the evaluation metrics are F1 over the positive class for Subtask 1 and macro-average F1 for Subtask 2.

We group layers into 3 groups, i.e., $G = 3$. The learning rate for layers in the lower, median, and higher groups as $\eta/\lambda$, $\eta$, and $\eta \times \lambda$, respectively, where $\eta$ is set to 1e-5. $\lambda$ is a hyperparameter searched from $\{0.6, 1.6, 2.6, 3.6, 4.6, 5.6, 6.6\}$. For the training of BERT-PCL, the optimal value of $\text{lambda}$ is 1.6 for Subtask 1 and 3.6 for Subtask 2. The experiments are conducted with batch size of 4, maximum length of 250, and dropout rate of 0.4. The number of epochs is set to 10 and the maximum patience number of early stopping is set to 50 batches. AdamW optimizer (Kingma and Ba, 2015) is used with a weight decay of 0.01. A cosine annealing schedule (Loshchilov and Hutter, 2017) is applied to decay the learning rate, with a linear warmup for the first 10% steps.

To effectively utilize the country term and search keyword term corresponding to each paragraph in the corpus, we concatenate these terms with the original paragraph as the input sequence. In the

\(^3\)https://huggingface.co/
Table 1: Results for the problem of detecting PCL, viewed as a binary classification problem (Subtask 1). The results are reported in terms of the precision (P), recall (R) and F1 score of the positive class. All compared pre-trained models are fine-tuned on the task dataset. † indicates the results on the official ranking.

| Model       | P   | R   | F1  |
|-------------|-----|-----|-----|
| Random      | 8.98| 55.21| 15.45|
| BERT        | 56.20| 48.58| 52.12|
| ALBERT      | 59.43| 32.81| 42.28|
| ERNIE 2.0   | 59.24| 58.68| 58.95|
| RoBERTa     | 60.65| 64.67| 62.60|
| BERT-PCL    | 64.31| 63.09| 63.69|
| Ensemble 1.0†| 64.60| 65.62| 65.10|
| Ensemble 2.0| 65.20| 65.62| 65.41|

In Table 1, both Ensemble 1.0 and Ensemble 2.0 are fused by three optimal full BERT-PCL models with different seeds and obtain a better performance than BERT-PCL in Subtask 1. In Table 2, Ensemble 1.0 is fused by the three optimal BERT-PCL that removes WRS, since we found that it is worse when performing WRS according to weights of category label in Subtask 2. Different from it, in the post-evaluation phase, we perform WRS according to weights of positive samples (patronizing or condescending) and fuse three optimal full BERT-PCL as Ensemble 2.0. As shown in Table 2, Ensemble 2.0 obtains a better performance than BERT-PCL and Ensemble 1.0 in Subtask 2.

Then, we qualitatively analyze the performance of BERT-PCL and typical baselines on the validation set for both subtasks. The results are illustrated in Figure 1. From the figure, BERT-PCL consistently obtains the best performance on the validation set for both subtasks, which confirms again the superiority of the proposed method.

5.2 Ablation Study

We conduct ablation studies by removing key components of BERT-PCL: 1) - w/o Grouped LLRD refers to removing the Grouped LLRD. 2) - w/o WRS refers to removing the WRS. 3) - w/o Grouped LLRD - w/o WRS refers to removing both Grouped LLRD and WRS, degenerated to RoBERTa.

Figure 2 shows results of ablation studies on two subtasks of PCL detection. The full model yields the best performance on both subtasks. When removing either Grouped LLRD or WRS, the results...
Table 2: Results for the problem of categorizing PCL, viewed as a paragraph-level multi-label classification problem (Subtask 2). We report the per-class F1 and macro-average F1. All compared pre-trained model are fine-tuned on the task dataset. † indicates the results on the official ranking. The considered seven categories are Unbalanced power relations (unb.), Shallow solution (shal.), Presupposition (pres.), Authority voice (auth.), Metaphor (met.), Compassion (comp.) and The poorer, the merrier (merr.).

|       | Random | BERT   | ALBERT | ERNIE 2.0 | RoBERTa | BERT-PCL | Ensemble 1.0 | Ensemble 2.0 |
|-------|--------|--------|--------|-----------|---------|----------|--------------|--------------|
| unb.  | 10.82  | 51.52  | 51.31  | 56.50     | 57.41   | 58.90    | 62.78        | 61.40        |
| shal. | 2.23   | 40.62  | 41.79  | 55.88     | 50.60   | 50.55    | 54.76        | 55.81        |
| pres. | 3.03   | 20.29  | 16.39  | 25.97     | 26.83   | 42.86    | 34.15        | 39.13        |
| auth. | 4.21   | 6.98   | 9.64   | 16.49     | 26.79   | 28.07    | 34.19        | 34.15        |
| met.  | 1.91   | 8.70   | 9.52   | 28.07     | 40.51   | 40.00    | 33.33        | 43.84        |
| comp. | 5.98   | 42.48  | 40.00  | 45.90     | 48.28   | 49.24    | 50.82        | 49.61        |
| merr. | 1.22   | 0.00   | 0.00   | 0.00      | 14.81   | 33.33    | 8.70         | 35.71        |
| Average | 4.20 | 24.37  | 24.09  | 32.69     | 37.89   | 43.28    | 39.82        | 45.66        |

5.3 Parameter Analysis

In this part, we explore the performance of BERT-PCL against different $\lambda$ in Grouped LLRD. Bottom groups often encode more general and broad-based information, while top groups closer to the output encode information more localized and specific to the task on hand. In our model, a suitable value $\lambda$ can control and balance these different layers of the Transformer to capture different kinds of features from diverse linguistic behaviour.

The results are illustrated in Figure 3. Based on k-fold cross validation on training data, we find the local optimum of $\lambda$, 1.6 for Subtask 1 and 3.6 for Subtask 2, and the resulting model consistently performed excellently on the test set. Under the optimal setting, different layers in the model can capture more diverse and fine-grained linguistic features, enhancing the understanding of the subtle and subjective nature of PCL. However, larger $\lambda$ would make the model overfit to small datasets and suffer catastrophic forgetting during fine-tuning. Hence, the performance degrades as $\lambda$ increases.

It is worth noting that in when $\lambda$ is up to 5.6 for Subtask 2, the model achieves suboptimal results on the validation set but performs exceptionally well on the test set. This may be because the model...
overfits some redundant features of the corpus.

5.4 Case Study

Table 3 and Table 4 show several typical examples in the training set from Subtask 1 and 2, respectively. Their gold labels and predictions by three methods (BERT-PCL, RoBERTa and ERNIE 2.0) are presented in the corresponding columns.

In Table 3, the first case is correctly classified by BERT-PCL, while is misclassified by other methods. We can easily observe that this example has the characteristics of Unbalanced power relations and Authority voice, and the language expression of the latter is more subtle. Unlike other methods, BERT-PCL can capture the linguistic phenomena of PCL through a discriminative fine-tuning process, and thus detect them correctly. For the second, BERT-PCL and RoBERTa can accurately identify the positive paragraphs, using the sentence representation ability learned by the pre-trained model. The latter two examples are consistently predicted as false negatives and false positives by all methods, respectively. We notice that both paragraphs have been annotated by two human annotators as borderline PCL. Unsurprisingly, these methods also struggle to detect such cases.

As seen in Table 4, only BERT-PCL can correctly determine fine-grained PCL categories of the first two cases, which again illustrates the superiority of our method. It can be noticed that the third example has three PCL sub-categories (i.e., unb., pres., met.) with a certain internal correlation, and the gold label (i.e., merr.) of the fourth example appears too little in the training set. These phenomena increase the difficulty of identifying the two examples, which leads to wrong predicted labels. We believe that identifying multiple related sub-categories simultaneously and controlling the
imbalance of positive PCL labels are urgent challenges for Subtask 2.

6 Conclusion

In this paper, we propose an advanced BERT-like model and its ensembles to accurately understand and detect patronizing and condescending language. Based on the pre-trained Transformer, we apply two fine-tuning strategies to capture discriminative features from diverse linguistic behaviour and categorical distribution. At SemEval-2022 Task 4, our system achieves 1st in Subtask 1 and 5th in Subtask 2 on the official ranking. Extensive experiments demonstrate the effectiveness and superiority of the proposed system and its strategies.
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