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Abstract

The Eherenfest theorem states that Schrödinger representation of quantum mechanics (wave mechanics) reproduces Newton’s laws of motion in terms of expectation values. Remarkably, the contrary is considered elusive and, indeed, many authors have tried to obtain wave mechanics starting from other alternative frameworks of classical mechanics (for instance, Hamilton-Jacobi theory). Despite this common opinion, we present here a simple method to make Newtonian dynamics develop naturally into Schrödinger representation. The proof is based on the assumption of matter waves and is laid out in three fundamental steps. First, the role of classical density functions is underlined in view of their use to define constants of the motion for massive particles. Thanks to this preparatory step, density functions generate wave-functions whose spatial and time variables obey Newton’s laws of motion. The resulting wave equation is defined in dependence on a parameter that plays the identical role of the constant $K$ introduced by Schrödinger in the original formulation of his theory. In the final step, the classical wave equation is treated under the hypothesis of conservative forces common to the Eherenfest theorem and, after some algebra, the Schrödinger equation emerges by means of the identification of the classical momentum with de Broglie momentum of matter waves.
I. INTRODUCTION

One of the main routes to quantum mechanics runs through the Schrödinger equation and the concept of wave function. Despite the undoubted importance of this cornerstone of modern physics, the subject is ordinarily introduced in courses on quantum mechanics without much detail about its conceptual foundations, with the result that, according to prominent physicists, the derivation of the Schrödinger equation conveys a sense of dissatisfaction. In reality, the disappointment has something to do with the heuristic explanation reported by Schrödinger in his original conjecture. Its weakness is, for instance, underlined by Feynman in the third volume of the Lectures where one can read the following comment about the founder of wave mechanics: “some of the arguments he used were even false, but that does not matter; the only important thing is that the ultimate equation gives a correct description of nature”. Against this compliant attitude, Feynman himself provided us with a derivation of the Schrödinger equation that led him to the path integral formulation of quantum field theory. Responding to the same stimulus and in the hope of a sound explanation of the equation, many other physicists have come up with several proposals that span the last 50 years. Along this line of research, the current attempt aims at the definition of a simple and, at the same time, rigorous approach to the task. But, before going into the details and to better contextualize our purpose, let us make some preliminary remarks concerning ordinary approaches to the Schrödinger picture of quantum mechanics.

In general, the introduction to this fundamental subject of modern physics is made on the basis of three mutually exclusive didactic criteria. The simplest responds to the legitimate claim that the Schrödinger equation is so well known that its detailed derivation can be neglected in favor of its solutions to fundamental problems. Under this orientation, the equation is simply assumed as a fact. On the other hand, the undisputable demand for a deeper physical insight urges us to provide a theoretical minimum at least. To this end, the most
common approach draws its inspiration from plausibility arguments\textsuperscript{27-29} that are simpler analogs of the original idea developed by Schrödinger. Beyond their undeniable strength of pedagogical interest, such proposals are not without shortcomings (e.g., restriction to the free particle, assumption of a constant potential) and, for this reason, they are not good enough for whoever is in pursuit of a flawless method to secure the Schrödinger equation against any doubt about its theoretical foundation. From this perspective, a considerable number of authors has met the challenge of an exact formulation from first principles.\textsuperscript{2, 7-23} Among these attempts, the Hamilton-Jacobi theory of classical mechanics has attracted a lot of attention because of the guidance it gave to Schrödinger in the discovery of his equation. Unlike this acknowledged theoretical standpoint, which presents itself with nonlinearities that must be suppressed in some manner (see, for instance, the discussion in Ref. 2), here we take the alternative view, suggested by some authors,\textsuperscript{7, 13} that the Schrödinger equation is directly achievable through Newton’s laws of dynamics.

The connection was clear soon after the birth of modern quantum mechanics (Ehrenfest theorem)\textsuperscript{30} and, nowadays, it is common knowledge that the Schrödinger equation “plays a role logically analogous to Newton’s second law”.\textsuperscript{25} Thus, the objective of this work is to prove that the correspondence is stronger than an analogy. However, it must be remarked that the current proof has the fundamental premise in the de Broglie postulate of matter waves. In this regard, our starting point coincides with the assumption from which Schrödinger moved in search of the equation that describes waves peculiar to massive particles.\textsuperscript{3} In addition, the postulate has the further benefit of avoiding the stochastic forces that characterize former proposals made to show that the radical departure from classical physics is unnecessary.\textsuperscript{7, 13}

The work is organized as follows. In Section II, density functions are introduced in view of their classical description of constants of motion of massive particles. It is then shown that such functions can be rewritten in terms of eigenfunctions that provide solutions to the
eigenvalue problem established for a proper linear operator. In Section III, the spatial and time dependences appearing in the eigenfunctions are treated according to the second law of Newtonian dynamics and, in this manner, a classical wave equation is generated. In Section IV, considering the reference to conservative forces that are central to the Ehrenfest theorem,\(^{30}\) the classical wave equation is combined with the divergence theorem of three-dimensional calculus and, in the end, the Schrödinger equation is recovered under the assumption of the de Broglie postulate. The final Section V is relative to the conclusions.

II. CONSTANTS OF THE MOTION AND EQUIVALENCE BETWEEN CLASSICAL DENSITY FUNCTIONS AND LINEAR OPERATORS

The approach considered here begins with the introduction of a three-dimensional Cartesian reference frame within which a classical non-relativistic particle of mass \(m\) and momentum \(p\) follows a certain trajectory that is solution to the equation \(m\ddot{r} = F\) (the dots indicate time derivatives while \(F\) is the force acting at the spatial point determined by the vector \(r\)). The space of volume \(V\) is supposed continuous and, for example, we can identify a suitable density function \(\rho_C(r,p,t)\) whose spatial integration gives rise to a constant of the motion so that

\[
C = \int_V \rho_C(r,p,t) \, dr
\]

where all the dynamical dependences have been considered in the argument of \(\rho_C(r,p,t)\). Typical examples of density functions that satisfy Eq. (1) are the mass density and the energy density of a particle. One can think of many other specific examples, but more generally we
can ask ourselves what is entailed in Eq. (1) if we suppose that the same constant of motion has to characterize the quantum description. In trying to answer, we first rewrite Eq. (1) in another version more suitable for whoever is familiar to quantum mechanics.

Classically, the density function \( \rho_C(r,p,t) \) can always be rendered as follows

\[
\rho_C(r,p,t) = \gamma |\Gamma(r,p,t)|^2
\]  

(2)

where \( \gamma \) is a number and \( \Gamma(r,p,t) \) is a complex-valued function that contains the relevant dependences on the dynamical variables. We also suppose that \( \Gamma(r,p,t) \) is normalized according to

\[
\int_V |\Gamma(r,p,t)|^2 \, dr = 1
\]  

(3)

which implies that \( C = \gamma \). It is then easy to show that if we were able to define a linear operator \( \hat{O} \) such that \( \hat{O} \Gamma(r,p,t) = \gamma \Gamma(r,p,t) \) we would find that Eq. (1) becomes

\[
C = \int_V \Gamma^*(r,p,t) \hat{O} \Gamma(r,p,t) \, dr = \gamma
\]  

(4)

where the superscript \( * \) indicates the complex conjugate. In conclusion, the classical description of Eqs. (1) and (2) is equivalent to the description in terms of linear operators that, in turn, form the reference mathematical tool of quantum mechanics. Vice versa, a dynamical description based on linear operators is closely connected to some density functions that are associated with some constants of the classical motion.
The equivalence summarized above imposes an important condition on the eigenfunction \( \Gamma(\mathbf{r}, \mathbf{p}, t) \). To determine it, we first observe that, if the momentum changes with time, Eqs. (1) and (4) imply that the dependences on instantaneous momentum \( \mathbf{p} \) and time \( t \) must disappear if the motion has to be defined by its constant \( C \). This means that for a given momentum \( \mathbf{p}_0 \) belonging to the range of possible values of \( \mathbf{p} \), it is always possible to find one or more points \( \mathbf{r}_j = \mathbf{r}(t_j) \) (with \( j = 1, 2, \ldots \) a positive index) that satisfy the following equation

\[
C = \gamma \sqrt{\Gamma(\mathbf{r}_j, \mathbf{p}_0, t_j)^2} \quad j = 1, 2, \ldots \tag{5}
\]

which results from the mean value theorem for the definite integrals of Eq. (3). Given the equality \( C = \gamma \) obtained before, Eq. (5) leads to the condition

\[
\sqrt{\Gamma(\mathbf{r}_j, \mathbf{p}_0, t_j)^2} = 1 \tag{6}
\]

that introduces a constraint on the shape of the eigenfunction \( \Gamma(\mathbf{r}, \mathbf{p}, t) \). The constraint has a simple representation when we solve Eq. (6) as follows

\[
\Gamma(\mathbf{r}_j, \mathbf{p}_0, t_j) = \frac{1}{V^{1/2}} e^{i\alpha \mathbf{r}_j \cdot \mathbf{p}_0} \tag{7}
\]

where \( \alpha \) is a proportionality constant with physical units of the inverse of an action. Eq. (7), although limited by the condition \( \mathbf{r}(t_j) = \mathbf{r}_j \), can be used to determine the more general shape of \( \Gamma(\mathbf{r}, \mathbf{p}, t) \). A very simple application is when the momentum remains constant at any time (i.e., free particle) so that we can replace the discrete values of \( \mathbf{r}_j \) and \( t_j \) with their
continuous representations. Then, based on Eq. (7), the eigenfunction $\Gamma(r,p,t)$ is identified by the plane wave when the momentum takes the only available value of $p_0$

$$
\Gamma(r,p_0,t) = \frac{1}{\sqrt{\alpha}} e^{i\alpha r p_0}.
$$

Understandably, the periodic condition

$$
e^{i\alpha (r+\Delta r) p_0} = e^{i\alpha r p_0}
$$

where $\alpha \Delta r \cdot p_0 = 2\pi$ (with $\Delta r$ a spatial vector in the direction of the motion) results in the definition of the wavelength $\lambda = |\Delta r|$}

$$
\lambda = \frac{2\pi}{\alpha p_0}
$$

where $p_0 = |p_0|$ and, as a direct consequence, we can easily remark that $\lambda$ becomes the de Broglie wavelength $\lambda_{DB}$ of the free particle as soon as we set $\alpha = 1/h$.

A further and well-known consequence of the constant value of $p_0$ appears when we interpret Eq. (1) as one component of a conserved vector and, for the case under consideration where $C = (C_x, C_y, C_z) = p_0$, then Eq. (4) reads

$$
p_0 = \int_V \Gamma^*(r,p,t) \hat{\vec{P}} \Gamma(r,p,t) dr = \frac{1}{V} \int_V e^{-i\alpha r p_0} \hat{\vec{P}} e^{i\alpha r p_0} dr
$$

(11)
that is solved if we take

\[ \hat{P} = -\frac{i}{\alpha} \nabla. \]  \hspace{1cm} (12)

Eq. (12) shows the usual quantum-mechanical representation of the momentum operator once we let \( \alpha = 1/\hbar \) as suggested before.

Armed with these very elementary findings (i.e., wave function of a free particle and representation of the momentum operator) that are however part of the initial concepts offered in courses on quantum mechanics, the next level of our itinerary is one step closer to the point we are trying to make here.

III. DYNAMICAL LAW OF A NEWTONIAN PARTICLE WITHOUT ACCURATE KNOWLEDGE OF ITS MOMENTUM AND POSITION

The correspondence between density functions and linear operators, briefly outlined before, leads us to some basic and very simple notions of Schrödinger theory for a free particle as soon as we accept the hypothesis of matter waves described by the de Broglie postulate. However, despite the general validity of Eqs. (6) and (7) for a chosen value \( p_0 \) within a set of possible values of the instantaneous momentum \( p \), we are not yet ready to work out the dependences appearing in \( \Gamma(r,p_0,t) \) when the particle interacts with a potential \( U \) associated with the force \( F \). Indeed, the plane wave of Eq. (8) applies only if the momentum is constant. Instead, if the momentum is time dependent, the continuous limit of Eq. (7) cannot be taken and more general functions \( \Gamma(r,p_0,t) \) have to be found. To this end, we look for solutions of the kind
\[ \Gamma(\mathbf{r}, \mathbf{p}_0, t) = \frac{1}{\sqrt{1/2}} f(\xi) = \frac{1}{\sqrt{1/2}} f(\alpha \mathbf{r} \cdot \mathbf{p}_0) \]  

(13)

where the definition of \( \xi = \alpha \mathbf{r} \cdot \mathbf{p}_0 \) is suggested by the conclusions reached for the function \( \Gamma(\mathbf{r}, \mathbf{p}_0, t) \) of the free particle seen in Eq. (8) so that, when \( \mathbf{r}(j) = \mathbf{r}_j \), Eq. (6) becomes

\[ \left| f(\xi_j) \right|^2 = \left| f(\alpha \mathbf{r}_j \cdot \mathbf{p}_0) \right|^2 = 1 \]  

(14)

which agrees with Eq. (7) if we set \( f(\xi_j) = f(\alpha \mathbf{r}_j \cdot \mathbf{p}_0) = \text{Exp}(i\alpha \mathbf{r}_j \cdot \mathbf{p}_0) \). Given this fundamental condition, the further step is the characterization of \( f(\xi) \) that, apart from Eq. (14), remains not well defined according to the information we gained until now.

First of all, we observe that the variable \( \xi \) is convenient because, as soon as we consider the evolution of \( f(\xi) \), its time derivative depends on the time derivative of \( \xi \) which, in turn, is connected to the kinetic energy \( |\mathbf{p}_0|^2 / (2m) \) when \( \dot{\mathbf{r}} = \mathbf{v}_0 = \mathbf{p}_0 / m \). Shortly, we are going to see how this information can be turned to our advantage. In addition, the role played here by the constant \( \alpha \) is identical to the role given by Schrödinger to the constant \( K \) appearing in the Hamilton principal function \( S = K \log \psi \) with \( \psi \) the later known Schrödinger wave function [see Eq. (2) in the first paper of Ref. 3] and, in complete analogy with the use of \( K \) made by the founder of wave mechanics, we will treat our constant \( \alpha \) as a free parameter whose value will be determined by the evidence of matter waves with momenta given by the de Broglie equation.

Although the function \( f(\xi) \) has been introduced without any specific definition of its properties (except for Eq. (14) and the above-mentioned definition of \( \xi \)), some conditions
restrict the choice. First of all, its evolution depends on the vector \( \mathbf{r}(t) \) extracted from the second Newton’s law \( m\ddot{\mathbf{r}} = \mathbf{F} \). To determine this evolution, we can calculate the first two time derivatives of \( f(\xi) \)

\[
\frac{df}{dt} = \alpha \frac{df}{d\xi} \frac{d(\mathbf{p}_0 \cdot \mathbf{r})}{dt} = \alpha \mathbf{p}_0 \cdot \dot{\mathbf{r}} \frac{df}{d\xi} \tag{15}
\]

\[
\frac{d^2 f}{dt^2} = \alpha^2 (\mathbf{p}_0 \cdot \dot{\mathbf{r}})^2 \frac{d^2 f}{d\xi^2} + \alpha \mathbf{p}_0 \cdot \ddot{\mathbf{r}} \frac{df}{d\xi} \tag{16}
\]

and considering that

\[
\nabla f = \alpha \mathbf{p}_0 \frac{df}{d\xi} \tag{17}
\]

\[
\nabla^2 f = \alpha^2 \mathbf{p}_0^2 \frac{d^2 f}{d\xi^2} \tag{18}
\]

with \( \mathbf{p}_0^2 = |\mathbf{p}_0|^2 = p_{0x}^2 + p_{0y}^2 + p_{0z}^2 \), we find

\[
- \frac{(\mathbf{p}_0 \cdot \dot{\mathbf{r}})^2}{p_0^2} \nabla^2 f + \frac{d^2 f}{dt^2} = \alpha \mathbf{p}_0 \cdot \ddot{\mathbf{r}} \frac{df}{d\xi} \tag{19}
\]

which establishes the dynamical law followed by the function \( f(\xi) \) in order to carry the information about the state of the particle. The significance of Eq. (19) stems from the left-hand side where we have the description of a wave with an associated propagation speed of \( (\mathbf{p}_0 \cdot \dot{\mathbf{r}})^2 / p_0^2 \). The right-hand side can be regarded as the source term of the wave. Regardless
of these details, we recover the known homogenous wave equation for free particles being
\( \ddot{\mathbf{r}} = 0 \) and hence the right-hand side of Eq. (19) vanishing, that is

\[
- \frac{(p_0 \cdot \dot{r})^2}{p_0^2} \nabla^2 f + \frac{d^2 f}{dt^2} = 0.
\]  

(20)

In view of its importance, this case is treated in the remaining part of this Section and Eq. (20) reduces to

\[
\nabla^2 f - \frac{1}{|v_0|^2} \frac{d^2 f}{dt^2} = 0
\]

(21)

where we have used the fact that the momentum the free particle had at the beginning is conserved and \( \dot{r} = p_0 / m = v_0 \) at any time. Eq. (21) differs from the familiar wave equation by the total time derivative that replaces the more usual partial derivative. Although the total time derivatives appears in classical mechanics of waves in continuous media, this little mismatch is removed by considering that \( \xi = \alpha p_0 \cdot r = \alpha p_0 \cdot \dot{r} \ t = \alpha p_0 \cdot v_0 \ t = \Omega t \), with \( \Omega = \alpha p_0^2 / m \) a constant angular frequency. Thus, the identity

\[
\frac{df}{dt} = \frac{\partial f}{\partial t}
\]

(22)

is trivially satisfied for the free particle. Furthermore, the time derivative of \( \xi \) results in

\[
\dot{\xi} = \alpha p_0 \cdot \dot{r} = \alpha p_0 v_0 = kv_0 = \Omega
\]

(23)
where we have made use of the definition $k = \alpha p_0$. As expected, this parameter has the physical dimension of a wave vector and, if we introduce a wavelength $\lambda$ such that $\Omega = 2\pi v_0/\lambda$, then we find $k = 2\pi/\lambda$ and

$$p_0 = \frac{2\pi}{\alpha \lambda}$$

(24)

which coincides with Eq. (10) found before as a result of the periodic condition on the plane wave of Eq. (8). The result of Eq. (24) was clearly expected even though it stems from a classical reasoning, but its quantum nature is apparent as soon as the exact correspondence to the de Broglie relationship is invoked. It means that the parameter $\alpha$ equals the inverse of the reduced Planck constant $\hbar$ and it is easy to demonstrate that this equality plays a further role in the connection of Eq. (21) with the time-independent Schrödinger equation of a free particle of total energy $E = p_0^2/(2m)$. Indeed, by combining Eq. (21) and the definition of $\Omega$, it is found that

$$-\frac{1}{2m \alpha^2} \nabla^2 f = E f$$

(25)

and, if we set $\alpha = 1/\hbar$, we get the fundamental equation of wave mechanics for the free particle.

Having clarified the role of the second Newton’s law in the derivation of the time-independent Schrödinger equation of a non-interacting particle, we are now ready to
undertake the more difficult task of laying the foundation of wave mechanics by using the tool of Newtonian dynamics in presence of interaction.

IV. CONSERVATIVE FORCES: FROM NEWTON TO SCHRÖDINGER

Most of the conclusions reached so far pertain to a region of space where the net force acting on the particle is negligible. Now, we abandon this strong simplification and, in this Section, we make the determined effort to deal with the difficult problem of finding the Schrödinger equation for a particle whose acceleration is described by the second Newton’s law. As recalled in the introductive Section, the idea of an intimate relationship between Newton’s laws of dynamics and Schrödinger equation dates back to 1927 when Ehrenfest came out with the well-known theorem that bears his name. The theorem states that, given a quantum state represented by the Schrödinger wave function, then the expectation value of the time derivative of the momentum operator is equal to the expectation value of the negative gradient of the potential energy function. In other words, the quantum-mechanical expectation values reproduce the structure of the second Newton’s law for conservative forces. The current attempt aims, instead, at a complete role reversal between hypothesis and thesis of the Ehrenfest theorem. Indeed, given Newton’s laws, we try to derive the Schrödinger equation. The underlying assumption is the de Broglie momentum that establishes the necessary premise for the Schrödinger theory as well as the current work.

To fulfill the plan, we need to prove that Eq. (19) suits our purposes when the second Newton’s law reads

\[ \ddot{r} = -\frac{\nabla U}{m} \]  \hspace{1cm} (26)
where the potential energy \( U = U(r) \) is a function of the spatial coordinates only. The combination of Eqs. (19) and (26) is open to further treatment after the multiplication by \( f(\xi) \) and three-dimensional spatial integration

\[
\int f(\xi) \left[ -\frac{\left(\mathbf{p}_0 \cdot \dot{r}\right)^2}{p_0^2} \nabla^2 f(\xi) + \frac{d^2 f(\xi)}{dt^2} \right] d\mathbf{r} = -\frac{\alpha}{m} \int \left[ \mathbf{p}_0 \cdot \nabla U(\mathbf{r}) \right] f(\xi) \frac{df(\xi)}{d\xi} d\mathbf{r}.
\] (27)

Next, we apply the divergence theorem (or Gauss theorem)\(^{32}\) useful for the integration by parts. This version is obtained when the theorem is applied to the product between a scalar function \( u \) and a vector field \( \mathbf{w} \), then

\[
\int_{V} (\mathbf{w} \cdot \nabla u) d\mathbf{r} + \int_{V} u (\nabla \cdot \mathbf{w}) d\mathbf{r} = \int_{S} u (\mathbf{w} \cdot \mathbf{n}) dS
\] (28)

where \( \mathbf{n} \) is a unit vector orthogonal to the surface \( S \) that contains the volume \( V \).

Eq. (28) allows us to rewrite the integral appearing on the right-hand side of Eq. (27) according to

\[
\int_{V} \left(\mathbf{p}_0 \cdot \nabla U\right) f(\xi) \frac{df(\xi)}{d\xi} d\mathbf{r} = \int_{S} U(\mathbf{r}) f(\xi) \frac{df(\xi)}{d\xi} \left(\mathbf{p}_0 \cdot \mathbf{n}\right) dS - \int_{V} \nabla \left[ \mathbf{p}_0 f(\xi) \frac{df(\xi)}{d\xi} \right] d\mathbf{r}
\] (29)

Now, we note that the surface integral is vanishing when we let the surface \( S \) go to infinite,

\[
\int_{S} U(\mathbf{r}) f(\xi) \frac{df(\xi)}{d\xi} \left(\mathbf{p}_0 \cdot \mathbf{n}\right) dS \to 0.
\] (30)
This happens by virtue of the vanishing values of \( f(\xi) \) and its first derivative when \( |\mathbf{r}| \to \infty \).

The assumption of rapidly converging functions to zero at large distances is clearly satisfied for the wave functions appearing in Schrödinger theory and we use the identical assumption in this context too. Then, Eq. (27) can be recast as follows

\[
\int f(\xi) \left[ -\frac{(\mathbf{p}_0 \cdot \dot{\mathbf{r}})^2}{p_0^2} \nabla^2 f + \frac{d^2 f}{dt^2} \right] d\mathbf{r} = \frac{\alpha^2}{m} \int U(\mathbf{r}) p_0^2 \frac{d}{d\xi} \left[ f(\xi) \frac{df}{d\xi} \right] d\mathbf{r} \quad (31)
\]

where we have used the identity

\[
\nabla \cdot \left[ \mathbf{p}_0 \ f(\xi) \frac{df}{d\xi} \right] = \alpha p_0^2 \frac{d}{d\xi} \left[ f(\xi) \frac{df}{d\xi} \right]. \quad (32)
\]

The result of Eq. (31) is obvious if we let the two kernels be the same or

\[
f(\xi) \left[ -\frac{(\mathbf{p}_0 \cdot \dot{\mathbf{r}})^2}{p_0^2} \nabla^2 f + \frac{d^2 f}{dt^2} \right] = \frac{\alpha^2}{m} p_0^2 U(\mathbf{r}) \frac{d}{d\xi} \left[ f(\xi) \frac{df}{d\xi} \right] \quad (33)
\]

and, at this stage, further elaboration of Eq. (33) deserves more explaining. Indeed, additional handling of Eq. (33) has to be made in view of the condition established in Eq. (14). The condition is crucial to make sure that classical and Schrödinger pictures refer to the same constant of motion as indicated in Eq. (4). This means that we look for a solution \( f(\xi) \) that conforms with the prescription of Eq. (14) where the reference to the selected times \( t_j \) is now made explicit by means of the following notation.
\[
\left\{ f(\xi) \left[ -\frac{(p_0 \cdot \dot{r})^2}{p_0^2} \nabla^2 f + \frac{d^2 f}{dt^2} \right] \right\}_{t=t_j} = \frac{\alpha^2 p_0^2}{m} \left\{ U(r) \frac{d}{d\xi} \left[ f(\xi) \frac{df}{d\xi} \right] \right\}_{t=t_j}.
\] (34)

Under this time restriction, when \( \dot{r}(t_j) = p_0 / m = v_0 \). Eq. (34) can be modified as follows.

First, \( d\xi \) appearing on the right-hand side is rearranged according to

\[
d\xi = \alpha p_0 \cdot d\mathbf{r} = \alpha p_0 \cdot v_0 \, dt.
\]

In this way, setting \( \Omega = \alpha p_0^2 / m \), we find

\[
\left\{ \frac{d}{d\xi} \left[ f(\xi) \frac{df}{d\xi} \right] \right\}_{t=t_j} = \frac{1}{\Omega^2} \left\{ \left( \frac{df}{dt} \right)_{t=t_j} \right\}^2 + \left\{ f(\xi) \frac{d^2 f}{dt^2} \right\}_{t=t_j}
\] (35)

and Eq. (34) becomes

\[
f(\xi)_{t=t_j} \left\{ -\frac{(p_0 \cdot v_0)^2}{p_0^2} \left[ \nabla^2 f \right]_{t=t_j} + \left. \frac{d^2 f}{dt^2} \right|_{t=t_j} \right\} = \frac{\alpha^2 p_0^2}{m \Omega^2} U(r) \left\{ \left( \frac{df}{dt} \right)_{t=t_j} \right\}^2 + \left\{ f(\xi) \frac{d^2 f}{dt^2} \right\}_{t=t_j}
\] (36)

The second effect of the constraint \( t = t_j \) is on the time derivatives. These can be calculated if we point out that around \( t = t_j \) the momentum appears to obey the conservation law typical of the free particle mentioned at the end of the previous Section. In other terms, the function \( f(\xi) \) has to guarantee that the momentum returns to the chosen value \( p_0 \) at any \( t_j \) so that

\[
f(\xi_j) = f(\alpha \mathbf{r}_j \cdot p_0) = \exp(i \alpha \mathbf{r}_j \cdot \mathbf{p}_0).
\]

The condition implies a restriction on the time
dependence of the wave function \( f(\xi) \) that should evolve according to a harmonically varying function between one \( t_j \) and the other. This means that the time derivatives can now be calculated

\[
\frac{df(\xi)}{dt} \bigg|_{t=t_j} = i\Omega f(\xi) \bigg|_{t=t_j} \tag{37}
\]

\[
\frac{d^2f(\xi)}{dt^2} \bigg|_{t=t_j} = -\Omega^2 f(\xi) \bigg|_{t=t_j} \tag{38}
\]

where the angular frequency \( \Omega \) appears because of the time derivative of the variable \( \xi \) at \( t = t_j \). In the end, Eq. (36) can be transformed into

\[
\frac{p_0^2}{m^2} \left[ \nabla^2 f(\xi) \right]_{t=t_j} + \Omega^2 f(\xi) \bigg|_{t=t_j} = 2\frac{\alpha^2 p_0^2}{m} [U(\mathbf{r}) f(\xi)]_{t=t_j} \tag{39}
\]

and recalling that \( \Omega = \alpha p_0^2 / m \), we obtain

\[
-\frac{1}{2\alpha^2 m} \left[ \nabla^2 f(\xi) \right]_{t=t_j} + [U(\mathbf{r}) f(\xi)]_{t=t_j} = \frac{\Omega}{2\alpha} f(\xi) \bigg|_{t=t_j} \tag{40}
\]

This equation is obeyed even if we look for solutions that are independent from the choice of the reference time \( t_j \) and, by relaxing the time constraint, we end up with the following result

\[
-\frac{1}{2\alpha^2 m} \nabla^2 f(\xi) + U(\mathbf{r}) f(\xi) = \frac{\Omega}{2\alpha} f(\xi) \tag{41}
\]
which is in close resemblance to the Schrödinger equation. The similarity is remarkable because Eq. (41) has been derived on the basis of classical arguments and shows many of the features that characterize the Schrödinger equation. What is more, the similarity becomes much clearer if we consider the de Broglie relationship that was used at the end of Section II to reach the conclusion about the correct value of $1/\hbar$ for the constant $\alpha$. In this instance, Eq. (41) is

$$-\frac{\hbar^2}{2m} \nabla^2 f(\xi) + U(\mathbf{r})f(\xi) = \frac{\hbar \Omega}{2} f(\xi)$$  \hspace{20pt} (42)$$

which seems to differ from the time-independent Schrödinger equation by only a factor of one-half on the right-hand side. This little difference will be brought into sharp focus in due course. For the time being, however, let us assume $\omega = \Omega/2$ and the final result is

$$-\frac{\hbar^2}{2m} \nabla^2 f(\xi) + U(\mathbf{r})f(\xi) = \hbar \omega f(\xi)$$  \hspace{20pt} (43)$$

Eq. (43) is the well-known time-independent Schrödinger equation and, to get back to the canonical time-dependent Schrödinger equation, we can now define a new wave function $\psi(\mathbf{r},t) = f(\xi) \exp(-i\omega t)$ that incorporates the arbitrary function $f(\xi)$ we introduced at the very beginning. By doing so, we achieve the correct equation

$$-\frac{\hbar^2}{2m} \nabla^2 \psi(\mathbf{r},t) + U(\mathbf{r})\psi(\mathbf{r},t) = i\hbar \frac{\partial \psi(\mathbf{r},t)}{\partial t}. \hspace{20pt} (44)$$
Nonetheless, the result would be incomplete if we were unable to explain why the factor of one-half makes its appearance on the right-hand side of Eq. (42) and, consequently, in the angular frequency $\omega = \Omega / 2$ of Eq. (43). The explanation goes back to the crucial result of Eq. (40) that is relative to all the points of the trajectory where the momentum is recurrently $p_0$. In manipulating that equation, we took advantage of $\Omega = \alpha p_0^2 / m$ and now, having set $\alpha = 1/\hbar$, it results that $\Omega = p_0^2/(\hbar m)$. But, the particle energy $E$ for which Eq. (40) holds is the kinetic energy $E = p_0^2/(2m)$ relative to the times $t_j$ that characterize Eq. (14). By substitution, we find $\Omega = 2E/\hbar$. But, in the passage from Eq. (40) to Eq. (42), we have relaxed the time constraint and the particle energy must be generally defined by the Planck-Einstein relationship $E = \hbar \omega$ so that we obtain $\Omega = 2\omega$. In conclusion, the correct angular frequency expected in the time-independent Schrödinger equation is $\omega = \Omega / 2$.

V. CONCLUSIONS

To sum up, the Schrödinger picture of quantum mechanics is obtained from Newtonian dynamics on the basis of the existence of matter waves dictated by de Broglie relationship. The objective has been accomplished thanks to the correspondence between classical density functions and the tool of linear operators. The correspondence is such that the classical density functions can be represented by the squared modulus of eigenfunctions that solve a corresponding eigenvalue problem established for a given linear operator whose specific definition is unimportant for the argument developed here. Furthermore, the correspondence provides a fundamental condition for the representation of the eigenfunctions of a particle with a given translational momentum. More importantly, the application of the second Newton’s law to the dynamical variables appearing in the eigenfunctions generates a wave
equation. This one is introduced in the divergence theorem of vector calculus and, after some algebraic manipulation, the result is then constrained to satisfy the fundamental condition for the representation of the eigenfunctions of a particle with a given translational momentum. The time restriction is finally released and the Schrödinger equation appears in dependence of a parameter with physical dimensions of the inverse of an action. This free parameter has the same role played by the constant $K$ introduced by Schrödinger in his successful effort to calculate the energy levels of the hydrogen atom. Tuning the parameter on the correct value determined by the de Broglie condition on the momenta, the final result is exactly the Schrödinger equation.
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