Abstract

This paper presents our submission to the WebNLG Challenge 2020 for the English and Russian RDF-to-text generation tasks. Our first of three submissions is based on Language Agnostic Delexicalisation, a novel delexicalisation method that match values in the input to their occurrences in the corresponding text through comparison of pre-trained multilingual embeddings, and employs a character-level post-editing model to inflect words in their correct form during relexicalisation. Our second submission forfeits delexicalisation and uses SentencePiece subwords as basic units. Our third submission combines the previous two by alternating between the output of the delexicalisation-based system when the input contains unseen entities and/or properties and the output of the SentencePiece-based system when the input is seen during training.

1 Introduction

Recently, neural approaches to language generation have become predominant in various tasks such as concept-to-text Natural Language Generation (NLG), Summarisation, and Machine Translation thanks to their ability to achieve state-of-the-art performance through end-to-end training (Dušek et al., 2018; Chandrasekaran et al., 2019; Barrault et al., 2019). Specifically in Machine Translation, deep learning models have proven easy to adapt to multilingual output (Johnson et al., 2017) and have been demonstrated to successfully transfer knowledge between languages, benefiting both the low and high resource languages (Dabre et al., 2020).

In the concept-to-text NLG task, the language generation model has to produce a text that is an accurate realisation of the abstract semantic information given in the input (Meaning Representation, MR). It is common practice to perform a delexicalisation (Wen et al., 2015) of the MR, in order to facilitate the NLG model’s generalization to rare and unseen input; lack of generalisation is a main drawback of neural models (Goyal et al., 2016) but is particularly prominent in concept-to-text. Delexicalisation is a two-step process that starts with a preprocessing step where all occurrences of MR values in the text are replaced with placeholders. This way the model focuses on learning to generate text that is abstracted away from the actual values. In a post-processing step, known as relexicalisation, the placeholders are re-filled with the MR values. Delexicalisation does not need to be contained to solely the MR values; in the Surface Realisation task, full delexicalization of the input structures has also been explored to great effect (Shimorina and Gardent, 2019; Colin and Gardent, 2019).

The main shortcoming of delexicalisation is that its efficacy is bound by the number of values that are correctly identified. In fact, a naive implementation of delexicalisation requires the values provided by the MR to appear verbatim in the text, which is often not the case. This shortcoming is more prominent when expanding context-to-text to the multilingual setting, as MR values in the target language are often only partially provided. Additionally, MR values are usually in their base form, which makes it harder to find them verbatim in text of morphologically rich languages. Finally, relexicalisation also remains a naive process that does not consider how the context should effect the morphology of the MR value when it is added to the text and vise versa (Goyal et al., 2016).

For our submissions to the WebNLG Challenge 2020 RDF-to-text generation tasks, we trained two multilingual neural NLG models that use differently-preprocessed data. Our first submitted system is based on Language Agnostic Delexicalisation (LAD), a novel delexicalisation method that aims to identify and delexicalise values in the text independently of the language. LAD expands over
Figure 1: Language Agnostic Delexicalisation outline

previous delexicalisation methods and maps input values to the most similar n-grams in the text, by focusing on semantic similarity, instead of lexical similarity, over a language independent embedding space. This is achieved by relying on pretrained multilingual embeddings, e.g. LASER (Artetxe and Schwenk, 2019). In addition, when relexicalising the placeholders, the values are processed with a character-level post editing model that modifies them to fit their context. Our second submission does not employ delexicalisation but makes use of an additional segmentation step that breaks down words into subword units. We anticipate LAD to perform better for inputs that were not seen during training (due to it abstracting away from specific values) and the subword-based model to perform better for seen inputs. To combine the two models, we submitted a third system that simply selects the output of the LAD system when the input contains unseen entities and/or properties or the output of the subword-based system when the input is seen.

2 Language Agnostic Delexicalisation

In this section, we will describe the Language Agnostic Delexicalisation (LAD) framework employed by our first submitted system. Figure 1 shows an overview of LAD; the input and output are first delexicalised using pretrained language-independent embeddings, and ordered. The multilingual generation model is trained on the delexicalised data, and the output is relexicalised using automatic value post-editing to ensure that the values fit the context. Each component is described in more detail below.

2.1 Value Matching

As briefly discussed in the introduction, one of the challenges of delexicalisation is matching the MR values with corresponding words in the text, especially in the multilingual setting. Even when the MR values are in the same language as the target, we observe from instances in the dataset that token overlapping methods are not sufficient to generate a complete and accurate delexicalisation as values may appear differently in the text.

To counter this problem, LAD performs matching by mapping MR values to n-grams based on the similarity of their representations. Specifically, it calculates the similarity between a value $v$ and all word n-grams $w_i, \ldots, w_j$ in the text, with $j − i < n$ and $n$ set to the maximum value length observed in the training data. LAD employs LASER (Artetxe and Schwenk, 2019) to generate language agnostic sentence embeddings of the values and n-grams, and calculates their distance via cosine similarity. Given an MR and text, all possible value and n-gram comparisons are calculated and the matches are determined in a greedy fashion.

2.2 Generic placeholders and ordering

The WebNLG dataset is challenging as it contains properties unseen during training, in addition to unseen values. This is problematic when we use property-bounded placeholders (e.g. “AIRPORT”) as unseen properties will result in unseen placeholders. Following Trisedya et al. (2018), LAD uses numbered generic placeholders “ENTITY-#” (e.g. “ENTITY-1”). Unfortunately, the adoption of generic placeholders creates problems for relexicalisation as it becomes unclear which input value should replace which placeholder. We address this by ordering the model’s input based on the graph formed by its RDF triples, again by following Trisedya et al. (2018). We traverse every edge in the graph, starting from the node with the least incoming edges (or randomly in case of ties) and then visit all nodes via BFS (breadth-first search).
We then trust that the model will learn to respect the input order when generating, and follow the order to relexicalise the placeholders.

2.3 Automatic Value Post-Editing
As previously mentioned, a naive relexicalisation of the placeholders may lead to disfluent sentences, as the procedure does not take into account the context in which the placeholders have been placed. This problem is more evident in morphologically rich languages where more factors affect the value’s form. To alleviate this, the LAD framework incorporates an Automatic Value Post-Editing (VAPE) component, consisting of a character-level seq2seq model that iterates over the values as they are placed in the text and modifies them to fit the context of their respective placeholders. Previous work (Anastasopoulos and Neubig, 2019) has already established the effectiveness of character models on morphological inflection generation, but no previous work has addressed how relexicalisation should adapt to context.

Our proposed VAPE model requires as input the MR placeholder \( e_i \), original value \( v_i \) and corresponding NLG output \( w'_1 \ldots w'_n \) for context; these are serialised and passed to the encoder. Similar to the multilingual model, we add an appropriate language token \( L \) before the NLG output. The output of VAPE is the MR value \( v'_i \) in the proper form.

\[
\{ e_i \, v_i \, [SEP] \, L \, w'_1 \ldots w'_n \} \rightarrow v'_i
\]

The training signal for VAPE is obtained during delexicalisation. For a given delexicalisation strategy, we obtain all pairs of MR values and matching n-grams in the training data, and subsequently train VAPE using these n-grams as the targets.

Most edits VAPE performs concern incorrect inflections, but it is not limited to morphological edits and has the potential to deal with various types of modifications. During our experiments we observed VAPE performing value re-formatting (e.g. “1986-04-15” → “April 15th 1986”), synonym generation (e.g. “east” → “oriental”) and value translation (e.g. “bbc” from Latin to Cyrillic).

Lastly, to counter the overprocessing of the values, we employ the same strategy used in Section 2.1 to measure the similarity between the original and post-processed value and discard the modifications when the similarity score does not reach a predefined threshold (i.e. the relexicalisation is performed using the original value).

2.4 Automatic Results

3 Data and preprocessing

In the WebNLG Challenge RDF-to-text task, the goal is to generate text that describes particular entities and their properties as they were extracted from Knowledge Bases, and as such the input MR consists of a set of RDF (Resource Description Format) triples, each in the form of \(<subject, property, object>\).

Our submitted systems are trained solely on the data provided by the organiser of the challenge. The MRs are formed by concatenating the triples in the RDFs sequentially. Tokenisation and truecasing is performed with the scripts provided in the Moses toolkit (Koehn et al., 2007). To enable multilingual generation, we adapt the universal encoder-decoder framework via “target forcing” (Johnson et al., 2017) since it can be directly applied to any NLG model without the need to modify the latter’s architecture. To do so, we extend the input MR in the encoder with a language token \(<2lang>\) that signals which language the model should generate output in. In addition, we follow Wang et al. (2018) and initialise the decoder with the language token as well.

For the LAD-based system, both MR and output text are delexicalised. During training, the input MR is ordered by imitating the order in which the triple’s objects appear in the corresponding text (according to LAD-based matching). During testing, we follow Trisedya et al. (2018) and perform graph-based ordering. The values in the input are delexicalized and indicated with a property-related placeholder followed by a numbered general placeholder. In the output text, the values are replaced solely with the numbered general placeholders. Examples of inputs and outputs are shown in Table 1. The subword-based system of our secondary submission uses SentencePiece (Kudo and Richardson, 2018) as segmentation strategy. We train the model with the implementation provided by Wolf et al. (2019) and vocabulary size set to 8000.

4 Configurations

The multilingual NLG and VAPE use a transformer as underlying architecture. We use the fairseq toolkit for our systems (Ott et al., 2019). Hyper-parameters are fine-tuned for the LAD system via random search on the validation set and corpus BLEU as scoring function. The resulting model
Table 1: Example of preprocessed input and output for the LAD-based and subword SentencePiece (SP)-based systems.

|                      | En-All |                |                |                |                |                |                |
|----------------------|--------|----------------|----------------|----------------|----------------|----------------|----------------|
|                      | BLEU   | METEOR         | CHRF++         | TER            | BERT PRECISION | BERT RECALL    | BERT F1        |
| LAD                  | 39.55  | 0.372          | 0.613          | 0.536          | 0.935          | 0.937          | 0.935          |
| SP                   | 24.45  | 0.367          | 0.608          | 0.522          | 0.936          | 0.935          | 0.935          |
| LAD+SP               | 41.03  | 0.223          | 0.425          | 0.739          | 0.874          | 0.880          | 0.876          |
|                      |        |                |                |                |                |                |                |
| En-Seen              |        |                |                |                |                |                |                |
| LAD                  | 49.68  | 0.402          | 0.674          | 0.504          | 0.950          | 0.949          | 0.949          |
| SP                   | 51.85  | 0.383          | 0.651          | 0.464          | 0.954          | 0.945          | 0.949          |
| LAD+SP               | 52.93  | 0.391          | 0.661          | 0.457          | 0.955          | 0.945          | 0.949          |
|                      |        |                |                |                |                |                |                |
| En-Unseen-Cat        |        |                |                |                |                |                |                |
| LAD                  | 29.13  | 0.345          | 0.553          | 0.575          | 0.922          | 0.926          | 0.924          |
| SP                   | 7.87   | 0.138          | 0.288          | 0.851          | 0.841          | 0.855          | 0.847          |
| LAD+SP               | 29.39  | 0.325          | 0.523          | 0.693          | 0.908          | 0.909          | 0.908          |
|                      |        |                |                |                |                |                |                |
| En-Unseen-Ent        |        |                |                |                |                |                |                |
| LAD                  | 42.42  | 0.375          | 0.631          | 0.487          | 0.944          | 0.944          | 0.944          |
| SP                   | 10.82  | 0.166          | 0.335          | 0.825          | 0.848          | 0.855          | 0.851          |
| LAD+SP               | 42.42  | 0.375          | 0.631          | 0.487          | 0.944          | 0.944          | 0.944          |
|                      |        |                |                |                |                |                |                |
| Russian              |        |                |                |                |                |                |                |
| LAD                  | 24.87  | 0.523          | 0.537          | 0.673          | 0.849          | 0.855          | 0.851          |
| SP                   | 46.84  | 0.632          | 0.637          | 0.456          | 0.899          | 0.890          | 0.893          |
| LAD+SP               | 41.52  | 0.602          | 0.610          | 0.486          | 0.891          | 0.883          | 0.886          |

Table 2: Automatic evaluation on testset for the English (all, seen categories, unseen categories, unseen entity) and Russian tasks.

is trained with shared embeddings, 2 encoder and 1 decoder attention heads, 4 layers, 256 hidden size, 3072 size for the feed forward layers. We trained with 0.4 dropout and 0.1 attention dropout, adam optimiser with a learning rate of 3e-4, clip normalisation of 2, early stopping and patience set to 20. The subword system and the VAPE model are trained with the same configuration.

The VAPE overprocessing similarity check threshold was set to 0.95.

5 Evaluation

Table 2 shows the automatic evaluation results for the submitted systems, as they were provided by the shared task (Castro-Ferreira et al., 2020).

We observe that overall for English LAD performs better than the subword model SP. Both LAD and SP performed comparably on instances seen at training time. However, the latter underperforms when dealing with unseen entities and even worse with unseen categories, i.e. domains not seen during training that often contain unseen properties in
addition to unseen entities. Surprisingly, the combination system LAD+SP performs better than SP in seen inputs and better than LAD in unseen categories. This implies some inconsistency between how LAD+SP distinguishes seen from unseen inputs and how they were divided for the shared task.

On the Russian test set, the subword system outperformed LAD considerably across all the evaluation metrics. We note however that the Russian test set contained practically no unseen properties nor unseen entities. This is an unfavourable setting for LAD as it is specifically designed to address generalisation to unseen input. Some properties do appear inconsistently in testing (e.g. spelled differently from how they occurred in training) which explains why the combination system LAD+SP performs worse than single SP.

By directly observing the output, we note that LAD is less fluent than the non-delexicalisation model, as the generated context is not always consistent with the values. However, its main advantage is that it avoids under- and over-generating values as they are being controlled by the placeholders. In fact, while SP often appears as more fluent than LAD, it tends to under-generate and miss values, especially for longer inputs.

6 Conclusion

We presented our submission to the WebNLG Challenge 2020 English and Russian RDF-to-text generation tasks. For both tasks we employ multilingual transformer-based seq2seq NLG systems that differ, however, in the type of data processing. Our first system adopts LAD, a delexicalisation technique that relies on multilingual embeddings for delexicalisation and uses post-editing to adapt the values to the text during relexicalisation. Our second system instead employs a SentencePiece model to perform word segmentation. In addition, we submitted a third system that combines the previous two by selecting the LAD output when the input contains an unseen property or entity, and the SP output otherwise.

The shared task’s automatic evaluation shows that overall LAD perform better than SP in English as it is more robust in dealing with unseen cases. However, this is not demonstrated in the Russian results as the test set contains only instances that have been seen during training.
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