Abstract

Quantifying patterns in visual or tactile textures provides important information about the process or phenomena that generated these patterns. In manufacturing, these patterns can be intentionally introduced as a design feature, or they can be a byproduct of a specific process. Since surface texture has significant impact on the mechanical properties and the longevity of the workpiece, it is important to develop tools for quantifying surface patterns and, when applicable, comparing them to their nominal counterparts. While existing tools may be able to indicate the existence of a pattern, they typically do not provide more information about the pattern structure, or how much it deviates from a nominal pattern. Further, prior works do not provide automatic or algorithmic approaches for quantifying other pattern characteristics such as depths’ consistency, and variations in the pattern motifs at different level sets. This paper leverages persistent homology from Topological Data Analysis (TDA) to derive noise-robust scores for quantifying motifs’ depth and roundness in a pattern. Specifically, sublevel persistence is used to derive scores that quantify the consistency of indentation depths at any level set in Piezo Vibration Striking Treatment (PVST) surfaces. Moreover, we combine sublevel persistence with the distance transform to quantify the consistency of the indentation radii, and to compare them with the nominal ones. Although the tool in our PVST experiments had a semi-spherical profile, we present a generalization of our approach to tools/motifs of arbitrary shapes thus making our method applicable to other pattern-generating manufacturing processes.

1 Introduction

Extracting information from surface images is an important field of research with many applications such as medical imaging [1], remote sensing [2][3], and metrology. In many instances, the texture on the surface represents a pattern with a tessellation of a repeating, base geometric shape called a motif. These patterns might be intentionally introduced either for functional reasons, e.g., adding friction, or to realize certain aesthetics. Alternatively, surface patterns can be an inevitable side effect of the process that generated the surface, such as machining marks.

Characterizing the resulting patterns can provide valuable information on the surface properties, and it can serve as a useful diagnostic of the production process. The quantification of patterns depends on the involved motifs. For example, a pattern of zero-dimensional motifs (points) is characterized by the lattice formed by the points. One-dimensional motifs (lines) can produce patterns that are characterized by the lines’ geometry and the spacing between them (for parallel lines). Patterns can also emerge in two dimensions as a result of the line intersections.
Of particular interest is the challenge of characterizing three dimensional patterns imprinted onto nominally planar surfaces. This scenario applies to many scientific domains that use image data to extract information about certain systems or processes. The image can be viewed as a spatial height map that contains information about the motifs. In particular, in this setting quantities of interest include the structure of the two-dimensional projections of the motifs’ centroids, the motifs’ depths consistency, and the regularity of the shape of the generalized cones produced from intersections of level sets with the motifs. For example, if the motifs are tessellated semi-spheres in the plane, then the quantities of interest are the centers of the circular two-dimensional projections, the depths of the semi-spheres across the surface, and the deviations of the circles’ perimeters as a function of the motifs’ height.

One specific field where surface texture description plays an important role is at the intersection of manufacturing and metrology. Surface metrology of manufactured parts is directly related to fit, wear, lubrication, and corrosion [4] as well as fatigue resistance [5–7]. In additive manufacturing, surface texture is further used to understand and optimize the process [8–10].

In the field of manufacturing, texture analysis is also a valuable quality control tool that can be used to investigate the effectiveness of a manufacturing process and obtain information about the current state of the machine being used [11]. For example, it has been shown that surface textures can be analyzed to identify the occurrence of chatter in a machining process [12–17]. Surface texture analysis has also been used to monitor and indicate tool wear in a machining process [18–25], detect surface defects such as cracks and scratches [26–30], and for quantifying surface roughness of a part [31–33]. Surface texture can also have a significant effect on the mechanical properties of a part, and as a result, a number of processes have been developed to intentionally introduce surface texture in order to obtain improved mechanical properties. Examples of such a processes include shot peening, elliptical vibration cutting and texturing, and piezo vibration striking treatment (PVST). Shot peening has been shown to improve properties such as the roughness, hardness and wear resistance of a part [34–37] and can increase the ultimate and yield strengths [38,39]. Elliptical vibration cutting is another process that results in a surface texture left behind on the part by inducing another direction of motion in the cutting process creating an elliptical cutting pattern [40]. These cuts leave a texture behind on the surface of the part that reduces tool wear and burrs, and improved surface properties such as roughness [41]. Models have also been developed to describe the relationships between the system parameters and the resulting textures for this process [42]. Another example of a process that exploits surface texture for improving mechanical properties is piezo vibration striking treatment (PVST) [43], see Section 2.1. This paper mainly focuses on analyzing results from the PVST process, but avenues are offered for studying textures with differing properties.

Most classical applications of texture analysis involve high resolution gray-scale images that provide depth information of the surface. A variety of different methods have been used for analyzing these images ranging from statistical techniques to wavelet transform approaches [23,33,44]. The classical approaches can be grouped into four categories that are summarized in Fig. 1. For statistical methods, the gray level co-occurrence matrix (GLCM) is usually of interest in which a matrix is obtained containing information on the probabilities that adjacent pixels would have the same intensity [44]. Statistical measures are then computed on this matrix leading to quantification of broad features such as smoothness, coarseness and regularity of a texture [12,45].

Another method of texture analysis is referred to as structural texture analysis. This method works best for tessellated patterns of predefined fundamental features called primitives [45]. Statistical quantities such as the image autocorrelation function provide information about the sizing of the primitives and a quantification of the texture periodicity [45]. The problem with this method is that the primitives and relative positions need to be manually defined by the user, and the results can vary significantly based on these decisions [45,46].

The final two methods are model based approaches and transform approaches. Model based methods utilize statistical models such as a Hidden Markov Model [18] to classify texture features from the gray level co-occurrence matrix.
Lastly, the transform approach uses frequency methods such as Fourier or wavelet transforms to extract information about feature frequency or relative sizing in the texture [46]. However, with transform methods, relative positioning of the texture features is lost in the process and further analysis is required to obtain this information [47]. With all of the methods discussed so far, expert knowledge of the process/analysis is required for interpreting the results, and it is difficult to target a specific feature in a texture such as the specific pattern shape or depth of features.

This paper describes a Topological data analysis (TDA) approach for quantifying surface texture and pattern, and it shows the validity of this approach by applying it to PVST surface images. Figure 2 shows an overview of the developed pipeline, and the first box in the figure shows an example surface image. While our prior work extended the the TDA approach in [48] to classify surface patterns formed by the indentation centers in PVST processes [49] (second box in Fig. 2), quantifying the consistency of indentation depths (third box in Fig. 2), and characterizing generalized radii of indentation shapes, e.g., the profile of the indenter at different heights (last box in Fig. 2) are two important problems that have not been addressed before. Specifically, the striking depth and roundness of semi-spherical PVST indenters are essential for characterizing a PVST surface and they enable predicting the impact forces in the PVST process [43]. Quantifying these properties allows process control and ensures consistent mechanical properties for the part, if the impact forces are constant from strike-to-strike. We provide a framework for automatically characterizing general patterned texture, and apply it to quantitatively describe PVST surfaces. Within this framework, we characterize striking depth and roundness from PVST surface images using sublevel persistent homology (a tool from TDA). Another contribution of this work is locating the specific feature depths to locate a reference height for the surface. This enables not only quantifying the indentation roundness at different heights, but it also allows estimating surface deviations from the theoretical $z = 0$ reference plane, e.g., the surface slope. The developed tools, along with our previously described method for quantifying the patterns of the indentation centers [49], provide a quantitative approach for characterizing surfaces from texture-producing processes such as PVST.

We start by describing the PVST process in 2.1. We then introduce the relevant TDA background followed by derivations for the theoretical expressions used for quantifying texture features in Section 3. The results are presented in Section 4 and the concluding remarks are listed in Section 7. Finally, CAD simulation of PVST patterns, a feature score noise analysis, and surface slope and angularity estimation are included in the appendices.

### 2.1 Piezo Vibration Striking Treatment (PVST)

PVST is a process in which a piezo stack controlled with a CNC machine is used to impact the surface at a specific frequency leaving behind a surface texture on the part. Geometric characteristics of the texture are chosen by varying process parameters such as the shape of the indenter, the impact frequency, and scanning speeds. The diagram shown in Fig. 3 demonstrates how the PVST process generates a texture on the surface as a result of the process parameters. We see that the piezo stack produces oscillations in the impact tool that plastically deform the surface at regular intervals, and the stack is translated in the plane using the CNC machine to produce the texture. Parameters such as the oscillation frequency $f$, in-plane speeds $v_x$ and $v_y$, and the overlap ratio $r_o$ can be varied to produce different textures. As a result, it is important to be able to compare the output surface texture to the nominally expected texture based on the input process parameters. This comparison will allow for quantification of the process effectiveness and ensuring that the mechanical properties are within the expected tolerances compared to the results for the nominal texture.
3 Background and Theory

Section 3.1 provides a brief background on persistent homology, the main tool from TDA that we use in this work. Sections 3.2 and 3.3 show the derivations for the expressions that will be used to score the strike depths and roundness, respectively, of the PVST surfaces. Section 3.3.5 shows how the process knowledge was applied to locate the strike minima and obtain the surface reference height. Section 3.4 describes how our approach can be generalized to other tool shapes.

3.1 Persistent Homology Background

Persistent homology (PH) is a tool from topological data analysis (TDA) that allows for quantification of features in a data set by providing information about things like connectivity and loops in the data. We will describe PH through the lens of a PVST image rather than presenting abstract homology constructs, and we refer the reader to [50] for a comprehensive presentation of TDA.

In this work, we use a specific type of PH called sublevel set persistent homology in which a height function is defined on the image. Let $I$ be the $p \times q$ image matrix of interest defined on the interval $[0, 1]$. We define a parameter $T \in \mathbb{R}$ to be an arbitrary height in the image and $I_T = f^{-1}[0, T]$ to be a new image that is obtained by taking the sublevel set of $I$ up to a height $T$. Parameterizing the image sublevel sets allows for the topology to be studied as $T$ is varied using persistent homology. The topology is determined for each sublevel set of the image by only including pixels with gray scale values at or below the threshold $T$, and the homology is computed at each height [51]. This allows tracking the birth and death of connected components in the image, and the formation of loops in the process as $T$ is increased.

We illustrate the concept of sublevel PH using a synthetic surface constructed by superimposing 6 Gaussian distributions as shown in Fig. 4(d). This surface can be compared to a PVST grid if each Gaussian distribution is imagined to be a strike in the PVST scan. The example image shows 6 prominent structures (blue) resulting from the Gaussian distributions and due to the relative positions, we see two loops in the image between the 6 components shown as orange circular structures. We will use sublevel persistent homology on this image to capture the aforementioned distributions and due to the relative positions, we see two loops in the image between the 6 components shown as orange circular structures. This surface can be compared to a PVST grid if each Gaussian distribution is imagined to be an arbitrary height in the image and $I_T = f^{-1}[0, T]$ to be a new image that is obtained by taking the sublevel set of $I$ up to a height $T$. The example in Figs. 4(e-g) shows three different level sets for the full surface with corresponding binary images in Figs. 4(a-c). Starting with Fig. 4(a), it is clear that 6 components were born in the image at this threshold, but two of them have connected or merged at this height. This connection is indicated in the persistence diagram by plotting the (birth, death) coordinate for the younger of the two classes, i.e., the class that appeared at a higher $T$ value. We plot this connection as a red point with coordinate $(0.17, 0.27)$ in Fig. 4(h). Figure 4(b) shows that increasing $T$ to 0.6 causes all 6 classes to connect into one component that persists to $\infty$. This is shown in the persistence diagram by plotting 4 more points at $(0.105, 0.38)$, $(0.11, 0.49)$, $(0.08, 0.56)$, and $(0.11, 0.59)$. The final red point indicates the infinite lifetime of the overall object on the dashed line. Note also that at a threshold of 0.58, the left loop is born meaning that a closed loop can be formed in the white region around a black region as shown in Fig. 4(b) at $T = 0.6$. A second loop is born at 0.602 shown in Fig. 4(c) at $T = 0.65$. When the threshold height reaches the point where the loops fill in with white in the level set, the loop dies and the point is plotted in the persistence diagram. For this example, the loops are born at 0.58 and 0.602, and die at 0.69 and 0.80 respectively as shown in Fig. 4(h). As $T$ reaches its highest value at 1 (Fig. 4(h)), the full persistence diagram is obtained.
loop on the right side is visually larger than the left one in Fig. 4(d), and this is indicated by the top blue square point having a larger distance to the diagonal in the persistence diagram giving that loop a longer lifetime. The distribution of points in the persistence diagram can then be studied to compare to the expected distribution of persistence pairs for a nominal surface.

A major benefit of utilizing sublevel persistence to study various features of a function is that it has been shown to be stable under small perturbations due to noise [52]. Specifically, the bottleneck distance between persistence diagrams is defined as

$$d_B(X, Y) = \inf_{\gamma} \sup_x || x - \gamma(x) ||_\infty$$

where $x \in X$ and $y \in Y$ are the persistence diagrams (birth and death coordinates) and $\gamma$ is the set of possible matchings between $X$ and $Y$. If one diagram contains more persistence pairs, those pairs are matched to the diagonal in $\gamma$. The main theorem in [52] states that for two continuous well-behaved functions, $f$ and $g$, the bottleneck distance satisfies,

$$d_B(D(f), D(g)) \leq || f - g ||_\infty,$$

where $D(f)$ and $D(g)$ are the sublevel persistence diagrams for $f$ and $g$. Assume that $f$ is the nominal texture surface and $g$ is the same texture that contains additive white noise. We represent the textures here as functions $f, g: \mathbb{R}^2 \to \mathbb{R}$ where the output of the functions is a depth map for the texture. Equation (1) states that the bottleneck distance between the nominal and noisy surface persistence diagrams will remain bounded by the largest deviation between the surfaces. This result allows for noise robust comparisons between the nominal and experimental texture persistence diagrams.

Figure 4: Sublevel persistent homology example. (a-c) shows the surface level set represented as a binary image at 3 threshold heights, (d) shows the full surface image (e-g) shows the corresponding 3D surface plots for the thresholded images and (h) shows the full sublevel set persistence diagram for the surface.

### 3.2 Strike Depth

In order to compare the experimental persistence results with the nominal surface pattern, we need to derive expressions that describe the persistence of nominal patterns as a function of the process parameters. We start with the PVST strike depth, and we consider the scenario of deriving the sublevel persistence of a nominal PVST grid.

#### 3.2.1 Theoretical Expressions

Based on the PVST process inputs, we expect the ideal texture to consist of a square grid of overlapping circular indentations where all strikes have uniform depths. Consider the side views of a single row and column in a perfect PVST lattice with arbitrary overlap ratios in Fig. 5 where $R$ is the nominal radius of the circle obtained from a PVST impact, $d_x$ and $d_y$ are the horizontal and vertical distances between centers accounting for overlap ratios. In general, the grid does not have to be square so we derive our expressions assuming a general grid shape and apply the special
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Figure 5: Arbitrary PVST lattice diagram with a grid top view (a), section views for the strike rows (b) and columns (c) to illustrate the geometry of a PVST grid.

In the horizontal direction, the overlap ratio is defined by

\[ r_x = \frac{2R - d_x}{2R}, \] (2)

where \( r_x \) is the overlap ratio in the \( x \) direction. Using the geometric expressions in Fig. 5, \( h_x \) measured from the maximum depth of the impact can be computed using

\[ h_x = \frac{1}{2} \left( 2R - \sqrt{(2R)^2 - d_x^2} \right), \] (3)

where \( h_x \) is the height at which all of the impact rows merge. Combining Eq. (2) and Eq. (3) to eliminate \( d_x \) gives an expression for the height \( h_x \) in terms of the impact radius and the overlap ratio

\[ h_x = R \left( 1 - \sqrt{(2 - r_x)r_x} \right). \] (4)

Similar expressions can be obtained for the vertical direction by replacing \( x \) with \( y \). In order to normalize Eq. (4), we rescale the radius of the PVST strikes at maximum depth to one. This is consistent with the PVST gray scale images used for the experimental analysis. This means that Eq. (4) can be normalized by setting \( R = 1 \) as this makes the connecting height 1 for an overlap ratio of 0. The normalized heights will be denoted by \( \tilde{h}_x \) and \( \tilde{h}_y \), respectively, and can be computed using

\[ \tilde{h} = 1 - \sqrt{(2 - r)r}, \] (5)

where \( \tilde{h} \) is the height in the \( x \) or \( y \) direction as a function of the overlap ratio \( r \) in the \( x \) or \( y \) direction respectively. Notice that Eq. (5) achieves maximum value when \( r \) is zero and minimum value when \( r \) is one.

Without loss of generality, we assume that \( r_x > r_y \). This means that the horizontal rows will connect before the columns because \( h_x < h_y \). Therefore, if there are \( p \) rows in the grid, \( p \) classes will die at \( h_x \) and if there are \( q \) columns in the grid, \( q \) more classes are expected to die at \( h_y \) in the OD persistence diagram when \( p \times q \) classes are born at \( h = 0 \). A theoretical persistence diagram was generated for the scenario when \( q > p \) shown in Fig. 6 but in general the relative sizes of \( p \) and \( q \) can vary depending on the number of rows and columns in the grid. For the images of interest, it was expected that the grid would be square (\( p = q = n \)) and the overlap ratio was constant in both directions (\( r_x = r_y = r \)). As a result, we expect \( n^2 \) classes to be born at 0 and die at a height \( h \). Table 1 shows the expected lifetime of the PVST strikes for different overlap ratios using Eq. (5). See Section A for CAD-based simulations used to confirm the theoretical derivations.

Table 1: Expected striking depth lifetimes for different overlap ratios where the grid is square \((n \times n)\) strikes, and the heights have been normalized to correspond to a strike radius of 1.

| Overlap Ratio | 0%  | 25% | 50% |
|---------------|-----|-----|-----|
| Lifetime (\( \tilde{h} \)) | 1   | 0.339 | 0.134 |

3.2.2 Depth Score

In this section we develop a score to quantify the uniformity of striking depths thus allowing a comparison between the experimentally measured depths and their nominal counterparts. We start by obtaining nominal and experimental
Figure 6: Theoretical sublevel persistence diagram and histogram for the striking depths for an arbitrary $p \times q$ grid with critical heights $h_x$ and $h_y$.

histograms to show the sample distributions of the sublevel persistence lifetimes of the strikes. We plot probability density on the $x$ axis, and persistence lifetime on the $y$ axis where the experimental lifetimes come from a direct persistence computation on the image, and the nominal distribution is obtained from the theoretical expressions. Note that the number of histogram bins for the experimental images was determined using Rices Rule which states that the number of bins $k$ is computed using $k = \lceil 2 \sqrt{n} \rceil$ where $n$ is the number of persistence pairs in the persistence diagram [53]. Once the two distributions are obtained, we compute the Earth Movers Distance between them to quantify the differences between the distributions [54]. A normalized score was desired to allow for comparison of the earth movers distances for the striking depth distributions. The Earth Movers Distance (EMD) can be analytically computed according to

$$\text{EMD}(u, v) = \inf_{\pi \in \Gamma(u,v)} \mathbb{E}_{(x,y) \sim \pi} [|x - y|],$$

where $u$ and $v$ are the two distributions, EMD is the earth movers distance between $u$ and $v$, and $\Gamma$ is the set of distributions that exist between $u$ and $v$. In other words, the EMD computes the minimum amount of work required to transform one distribution into the other [54].

It should be noted that Eq. (6) can be used to compare any two distributions $u$ and $v$, so it would be straightforward to directly compare the nominal and experimental persistence diagrams to measure the combination of feature depth and surface flatness. While this is a perfectly valid method for quantifying general differences in the textures, it does not directly provide information about a specific texture feature of interest as it considers both birth and death of the features. For this reason, it was chosen to consider the lifetime distributions as probability distributions to isolate the effect of the feature rather than where it is born in the image and provide a path for normalizing scores to quantifying these features in a way that is easy to understand for the user.

For the PVST striking depth distributions, the images have been normalized from 0 to 1. This means that each pixel can only contain a value in the finite interval 0 to 1. As a result, the maximum possible persistence lifetime for a feature occurs when the feature is born at zero and survives for the entire range of the height function. Conversely, the minimum persistence lifetime occurs when the feature is born at zero and survives for an infinitesimal time. The difference between these lifetimes corresponds to the maximal earth movers distance for any two images because Eq. (6) is independent of the number of observations. This means that in this case, the earth movers distance has an upper bound where one distribution has all persistence pairs with lifetimes at 1 and the second distribution has all persistence pairs with 0 lifetime. Therefore, the maximum possible earth movers distance in this case is 1, and the distances computed for the different overlap ratios can be directly compared. We define the depth score $0 \leq \bar{D} \leq 1$ according to

$$\bar{D} = 1 - \text{EMD},$$

where $\bar{D} = 1$ when the actual depth distribution is identical to the expected distribution, while $\bar{D} = 0$ when the distributions are the farthest apart. A score between 0 and 1 allows for characterizing the effectiveness of the PVST striking depth distribution as a percentage score where higher percentages indicate improved uniformity in the depth distribution of PVST strikes.

### 3.3 Strike Roundness

Since sublevel persistence does not encapsulate spatial information, it cannot be used by itself to characterize roundness of the PVST strikes. Therefore, we needed a tool that can encapsulate that information before using persistence to characterize the shape of the PVST strikes. The tool we used is the distance transform, which transforms each
pixel of the image to display its euclidean distance to the nearest background pixel (black) as a gray scale intensity. Each image needed to be thresholded at a particular height to compute the distance transform, i.e., any pixel below the height is set to black (0) and any pixel above is set to white (1). The distance transform then sets each pixel to a gray scale value encoding that pixels minimum euclidean distance to the nearest black pixel. In other words, the image is transformed to show information about the size of the circles in the third dimension rather than the depths. To obtain theoretical results for quantifying the roundness of the strikes, we first needed to develop a transformation to convert a number of pixels into a physical distance as described by

$$x = \frac{n_p w}{P},$$  \hspace{1cm} (8)$$

where $n_p$ is the number of pixels corresponding to distance $x$ in the image with $P \times P$ pixels and $w$ is the width or height of the image in any desired unit system. We note that $x$ and $w$ must have the same units. Using the nominal process parameters such as the in plane speeds, overlap ratio and frequency, the nominal circle radius can be computed. An example case for computing the nominal radius is as follows: For a frequency of $f$, a speed $v_x$ in mm/min, image width $w$ in mm, the nominal radius in mm can be computed using

$$R = \frac{v_x}{120f}.$$  \hspace{1cm} (9)$$

The factor of 120 is an artifact of the unit conversions from minutes to seconds and division by two to obtain the radius instead of the diameter.

The speed $v_x$ is dependent on the overlap ratio with the relationship

$$v_x = 3000(1 - r),$$  \hspace{1cm} (10)$$

where 3000 mm/min is the speed that results in a 0% overlap pattern at a frequency of 100 Hz.

Substituting the frequency and speed expression into (9), we obtain an expression for the nominal circle radius in terms of the overlap ratio,

$$R = \frac{1}{4}(1 - r),$$  \hspace{1cm} (11)$$

where $r$ is the overlap ratio and $R$ is the nominal circle radius in mm at a PVST frequency of 100 Hz. We then threshold the texture at a height $T$ and compute the circle radius at the given height using the geometry shown in Fig. 7(a). It is clear that as the image threshold height changes, the circle radius also varies due to the geometry of the strikes. Using the Pythagorean theorem we can obtain a relationship between $\sigma$, $h$ and $R$ as follows

$$h^2 + \sigma^2 = R^2.$$  \hspace{1cm} (12)$$

Solving for $\sigma$ and setting $h = R - T$ yields the following expression for the nominal radius at a given threshold height:

$$\sigma = \sqrt{(2R - T)T},$$  \hspace{1cm} (13)$$

where $T$ is the threshold height from the bottom of the strike in mm. Using this information, we can threshold the image at various heights and apply the distance transform to allow for sublevel persistence to be used for measuring the strike roundness. Basically, the distance transform is used to encode spatial information as height information, thus allowing us to leverage sublevel persistence for scoring strike roundness as described in the following sections.

### 3.3.1 Sublevel Persistence for no overlapping strikes ($T < \bar{h}$)

Consider the PVST grid with no overlap shown in Fig. 7(b). When the distance transform is applied to the thresholded grid, spatial information about the size of the circles is encoded as height information in the shape of cones (Fig. 7(c)). As the distance from the edge of the circle increases, so does the height of the cones which can be understood from Fig. 7(b). Applying sublevel set persistence to this grid of cones allows quantifying the roundness of the circles. We see that as the height of the connectivity parameter is varied starting at the bottom of the cones, 1D class is born at time 0 and remains to $\infty$. Applying one-dimensional persistence to the $n \times n$ grid of cones we expect $n^2$ 1D classes to be born at 0 and die at $\sigma$. 1D persistence was chosen for the roundness application because we are interested in the lifetimes of cycles in the images as they will provide information about the roundness of the strike. This was not necessary for the depth measurements because we only needed to know the depth at which the strikes connected.
3.3.2 Sublevel Persistence for overlapping strikes ($T \geq \bar{h}$)

We now generalize the result from the case with no overlap by thresholding the image above the critical height ($\bar{h}$) where we obtain an image with overlapping circles shown in Fig. 8(b). The critical height is the depth at which water would overflow from the strike into the other strikes and it can be computed using,

$$\bar{h} = R(1 - \sqrt{(2 - r)r}),$$

where $\bar{h}$ is the critical height, $R$ is the nominal circle radius, and $r$ is the overlap ratio. We define a new parameter $\epsilon$ to indicate the threshold height $T$ in terms of the critical height $\bar{h}$ using $T = \epsilon \bar{h}$ where $\epsilon$ defines the threshold height relative to the critical height. If $\epsilon < 1$, the circles in the thresholded image do not overlap and the case from Section 3.3.1 is used, whereas if $\epsilon \geq 1$, the circles will overlap and a more general relationship needs to be considered. In Fig. 8(a) we show a binarized image where $\epsilon > 1$ with strike overlap. When this thresholded image is distance transformed, a result similar to Fig. 8(c) is obtained where a critical distance $a$ needs to be considered. The distance $a$ is the height in the distance transformed image where the gap between the cones connects to the surrounding object. Above $a$, the circles also disconnect in the filtration so we have a formation of cycles that can be considered when performing sublevel persistence. To obtain an expression for $a$, we consider the triangle shown in Fig. 8(b) and apply the Pythagorean theorem

$$a = \sqrt{\sigma^2 - b^2}.$$  

An expression was needed for the side length $b$ in terms of other known parameters. For this, the center-to-center distance $d_s$ of the circles was used because we know that $d_s = 2R(1 - r)$ from the definition of the overlap ratio. At this point it is important to note that this expression depends on the full nominal radius $R$ and should not be written in terms of $\sigma$ because $d_s$ remains invariant for all threshold heights. Observe that, $d_s = 2b$ from Fig. 8(b) due to the
circle position remaining constant. Applying the definition of $d_s$ to the result for $b$ we obtain an expression for $b$ in terms of known parameters

$$b = R(1 - r).$$

(16)

Substituting $b$ into Eq. (15) gives the critical distance

$$a = \sqrt{a^2 - R^2(1 - r)^2}.$$  

(17)

### 3.3.3 Effect of High Threshold

Lastly, we consider the gaps between the cones at higher overlap ratios. For low overlap ratio, the gap heights will span the entire depth of the strike, but as the overlap ratio increases, the gap height eventually begins to decrease causing the cycles to have lower lifetimes. To quantify this result, we needed to compute the height of the gaps as a function of the overlap ratio. Consider the grid diagonal cross section shown in Fig. 9. We see that this section view results in the same triangle that was used to determine the closing height when categorizing the striking depths with the difference being the addition of the value $d_{xy}$. This value can be computed using

$$d_{xy} = \sqrt{d_x^2 + d_y^2},$$

(18)

or if the grid is square

$$d_{xy} = 2\sqrt{2}R(1 - r),$$

(19)

where $R$ is the nominal strike radius. If we apply the Pythagorean theorem in the same way as the depth results, we obtain an expression for $h_{xy}$,

$$h_{xy} = R(1 - \sqrt{1 - 2(1 - r)^2}).$$

(20)

Substituting for an overlap ratio of 0.5, and the nominal radius of 1 due to the normalized depths, we obtain a value of $h_{xy} = 0.29289$. It should be noted that $h_{xy}$ will be equal to the nominal radius $R$ as long as the following inequality is satisfied,

$$d_{xy} > 2R.$$ 

(21)

Here, if we assume equality, and substitute Eq. (19), we find that this corresponds to an overlap ratio of $r = 0.29289$. Because the 50% overlap ratio case is larger than 29.28% overlap, we needed to consider that all of the 1D persistence loops merge into a single loop above the height $h_{xy}$ whereas this phenomena was not present in the lower overlap ratio cases. This single component will have zero lifetime if the grid continues on forever.

### 3.3.4 Roundness Expected Results Summary

We summarize the PVST roundness expected 1D persistence results for the distance transformed images as follows:

1. If $\epsilon < 1$, we expect $n^2$ classes to be born at 0 and die at $\sigma$.
2. For $\epsilon > 1$, we expect 1 class to be born at 0 and die at $\sigma$, and $n^2 - 1$ classes to be born at $a$ and die at $\sigma$.
3. If $r > \frac{2 - \sqrt{2}}{2} \approx 0.29$ and $T > h_{xy}$, we expect one object to be born at time 0 and die at 0.

See Appendix A for CAD-based simulations that confirm the theoretical results.
3.3.5 Finding Reference Heights

Due to variations in strike forces, initial surface heights, and artifacts in the images, the strike minima do not lie uniformly at a height of 0 in practice, so a reference plane is required to determine what height to compare the roundness results with using the theoretical model. If the reference height is not used, then a shift would be present in the results that would skew the final roundness measurements. The first attempt at locating a reference height was to use the first height at which the persistence diagram contained a number of pairs equal to the number of strikes in the image. The problem with this approach is that the features obtained were due to noise in the image and very few of the strike minima were present in the image as shown in Fig. 10, where we see the first threshold height in the 50% overlap image that contains $19^2 = 361$ features. It appears that no strikes have been located in the top left corner of the image so this would be a poor estimate of the reference height for this image.

![Binarized Image](a) Binarized Image ![Distance Transform](b) Distance Transform

Figure 10: 50% overlap ratio image image thresholded at the reference height ($T = 0.24$) found by taking the first threshold height that contained $19^2 = 361$ features in the persistence diagram. The binarized image is shown on the left and distance transformed image on the right.

In order to obtain a better reference height, we needed to first utilize knowledge of the surface to filter the persistence diagram down to the features that corresponded to the strike minima of the surface.

We locate the strike minima by computing sublevel persistence on the surface and taking the birth times to be the minima of each feature. These points are plotted as shown in Fig. 11(a). The critical points have been matched to their location in the persistence diagrams by color. From the color coding, it was clear that the blue/purple/green features corresponded to the strikes and the orange/yellow/red features corresponded to locations between the strikes. This observation allowed for the persistence diagram to be filtered in order to obtain the features of interest. Note that these images have been down sampled to 300 $\times$ 300 down from 6000 $\times$ 6000 to reduce the number of features in the image. The process begins by observing that there were approximately 35 features in this image, so the goal was to algorithmically filter the persistence diagram such that the resulting 35 features correspond to the actual strike minima.

We start by filtering out low lifetime persistence pairs by computing a histogram of the lifetimes, and thresholding the lifetime above any point that contained a bar height larger than the number of desired features. This threshold resulted in the persistence diagram shown in Fig. 11(b). It is clear that the features removed up to this point are attributed to noise as we see that each strike still retained at least one critical point after this step. We also observe that the features born at exactly time zero are due to the artifacts in the image, so the birth times were restricted to be larger than 0. The final step is to remove critical points from the right of the persistence diagram (red region) until only the desired number of features remain in the image; the result of this step is shown in Fig. 11(c). The remaining features in the final filtered persistence diagram are taken to be the strike minima and the average height of these points is used as the reference height. Applying this process to the 25% and 50% overlap images yielded the results in Fig. 12. We see that the located features in the filtered persistence diagrams are exceedingly close to the true strike minima and taking the average height of these points provided a good estimate of the reference zero height. A byproduct of this process is to enable estimating the surface slope/angularity by computing a regression plane to using the strike minima, as shown in Appendix C.

3.3.6 Roundness Score

To quantify the feature roundness, the images needed to be thresholded at many different heights to compare the shapes to the nominal distribution over the entire feature. The output of this process is a curve for the earth movers distance as a function of the threshold height of the image. The overall feature roundness is then summarized by computing the area under this curve and diving by the interval width to remove the effects of different reference heights. For a general impact geometry, the area under this curve can be computed using Eq. (22).
Figure 11: Persistence diagram (PD) filtering on the simplified surface to locate strike minima. (a) The original PD of the simplified surface, (b) shows the persistence features after removing low lifetime features, and (c) shows the final filtered PD.

(a) 25% Overlap Filtered Persistence Diagram. (b) 50% Overlap Filtered Persistence Diagram.

Figure 12: Persistence diagram (PD) filtering on the simplified surface to locate strike minima. (a) 25% Overlap filtered PD, (b) 50% overlap filtered PD.

\[ R_G = \frac{1}{1 - h_r} \int_0^1 \text{EMD}(T) \, dT, \]  

(22)

where \( h_r \) is the reference height of the image and \( R_G \) is the generalized roundness score for the texture. We note that this score, by definition, results in a larger score meaning that the texture shape is further from nominal and a lower score is closer to nominal.

In order to obtain a roundness relationship similar to the percentage based depth score, we need to define a roundness score that is specific to the spherical impact by normalizing the area with an upper bound earth movers distance. However, the distance transform operation
Figure 13: Plot of $\sigma$ as a function of the image threshold height to demonstrate the worst case earth movers distance plot.

... makes it difficult to determine the maximum possible difference in pixel intensities because it is not possible to have all distances at the same value if at least one background pixel exists in the image.

To mitigate this issue, we assume for a reasonably generated physical texture, that the features will be generally close in size to the nominal features. To quantify this assumption, we will say that the experimental feature sizes will have a radius that is at most one nominal radius larger or smaller than the nominal feature size. By assuming that the experimental features are reasonably close in size to the nominal texture, it allows for the earth movers distance to be bounded by the radius at each threshold height and permits the definition of a percentage based score for this feature. For each threshold height of the image, the nominal radius is defined by $\sigma$. The $\sigma$ curve for a spherical feature geometry is defined by Eq. (13) as a function of the height $T$ ranging from 0 to $R$ where $R$ is the maximum strike radius. We then introduce the change of variables $T = R t$ where $t \in [0, 1]$ is the image threshold height. This change of variables results in a quarter elliptical curve describing the maximum earth movers distance as a function of threshold height shown in Fig. 13.

The area under this quarter ellipse is computed as $\frac{\pi}{4} R$. A roundness score is then defined by normalizing the area under the experimental EMD curve by the quarter ellipse area and subtracting the result from unity to provide a percentage based score similar to the depth score. Equation (23) shows the spherical impact roundness score as a percentage where a higher score corresponds to the feature roundness being closer to nominal.

$$\tilde{R} = 1 - \frac{4R_G}{\pi R}$$  \hspace{1cm} (23)

The resulting score is specific to the spherical impact shape, and if a score is desired for a different impact shape, the $\sigma$ curve specific to that geometry needs to be obtained that bounds the earth movers distance and the score can be computed in a similar fashion. Note also that if the input experimental texture contains features that differ significantly from nominal this score will be less than zero so it should only be used on textures with feature sizes close in size to nominal. However, the generalized roundness score $R_G$ can be used for any such texture, but a lower score means that the texture is closer to nominal in this case. See Appendix B for a quantification of the noise robustness of the depth and roundness scores.

### 3.4 Generalizing for Other Textures

While the methods used in this paper were designed to account for features in a PVST image created using a semi-spherical tool, the process can be modified to account for any tool shape. One such example of a generalization of this process arises when a 5-axis milling machine is used to generate a dimple texture on a part. This process leaves behind elliptical dimples which result in improved texture properties [55]. It is clear that the methods used for analyzing a PVST texture will not work for this case. Generalizing the expressions used may introduce significant complexities in the analysis, but we provide two potential avenues for doing this. The first method offered is to apply the techniques in Appendix A where a CAD model is created for the nominal texture and the nominal persistence diagrams can be computed directly from the images for comparison with experimental results. This method is the most straightforward and has been shown to provide results within 5% of the true values for the examples considered in this paper. The second method is to derive expressions for the theoretical persistence lifetimes using a generalized conic section to define the cross section shape. Pattern and depth can apply to any texture being analyzed, but roundness may not be...
Table 2: Striking depth scores for each overlap ratio. Higher is closer to nominal.

| Overlap Ratio | 0%     | 25%    | 50%    |
|---------------|--------|--------|--------|
| $\bar{D}$    | 41.04% | 86.31% | 88.63% |

a valid descriptor of the impact shape if it is not spherical. We adopt a generalized radius feature that applies to a significantly larger set of indenter geometries to be the generalized conic section described by

$$\rho(x, y) = \sum_{i=1}^{n} \alpha_i ||\vec{x} - \vec{b}_i||_p, \tag{24}$$

where $\rho(x, y)$ is the generalized radius as a function of $x$ and $y$, $\alpha_i$ is the $i$th weight coefficient, $\vec{x}$ is a vector of coordinates ($x, y$ in this case), $\vec{b}_i$ is the $i$th focal point of the curve, and $p$ is the corresponding p-norm of the vector. For the special case of $n = 1$, $\alpha = 1$, $p = 2$, and $b$ is the center point, we get the equation of a cone which has cross-sections of circles at various heights. Varying the weights and adding more focal points allows for arbitrary shapes to be formed such as the curves shown in Fig. 14.

![Example plots of generalized conic sections](image)

Figure 14: Example plots of generalized conic sections to demonstrate different tool shape configurations for generalizing the results in this paper. Red points are the focal points of the conic, and the blue curve represents the cross section of the impact tool.

4 Results

The theoretical approaches were implemented on three PVST scans at varying overlap ratios being 0%, 25% and 50% to quantify the strike depth and roundness in comparison to the respective nominal textures. We begin by measuring the strike depths for each image.

4.1 Strike Depth Results

Sublevel set persistence was applied to the PVST images shown in Fig. 15 with the corresponding persistence diagrams adjacent to each image. We see a significant portion of the persistence pairs have negligible lifetime and are likely a result of noise in the images. The noise was removed from these persistence diagrams by generating histograms for the pairs and increasing the persistence lifetime threshold if any of the histogram bars had a count larger than the number of strikes in the image. This method is reliant on the observation that a large number of points are present in the low lifetime region of the persistence diagrams. We also filter by the birth times of the features by removing features with the largest birth times until the desired number remain similarly to Fig. 11.

Applying these operations to the diagrams in Fig. 15, the filtered persistence diagrams in Fig. 16 were obtained. The corresponding computed depth scores are shown in Table 2 and it was clear that the 25% and 50% overlap images had significantly higher depth scores which could be a result of the strikes being closer together.

4.2 Strike Roundness Results

Experimental images were thresholded and distance transformed at 50 heights ranging from 0 to 1 in the image and sublevel persistence was computed at each height. Figure 17 shows the thresholded and distance transformed images at various heights as an example. The persistence lifetime histograms were used to compute the earth movers distance between the nominal and experimental distributions which provided a score at each height in the image and therefore information about the roundness over the entire depth of the strikes. Thresholding was started at the reference point.
Figure 15: Unaltered striking depth persistence diagrams (a) 0% Overlap PVST Image, (b) 25% Overlap PVST Image, (c) 50% Overlap PVST Image

$(T = 0)$ found from the filtered persistence diagrams. Histograms such as the ones in Fig. 18 were generated at each height to visually compare the theoretical distribution of persistence lifetimes to the experimental distribution. This process resulted in an earth movers distance distribution with respect to threshold height as shown in Fig. 19. We expect the experimental distributions to be identical to the theoretical distributions and therefore have an earth movers distance of 0 at each height. Any deviation from 0 indicates a change in the uniformity of the roundness. The generalized roundness score was computed for each image by taking the area under the curves in Fig. 19. Qualitatively, we see that the 0% image has the most deviation in the roundness when compared to the theoretical model due to its larger area under the earth movers distance curve. Similarly, the 50% overlap image has the most consistent roundness due to its smaller area. To truly compare these plots, the scores need to be computed because the domain for each overlap ratio was different. The roundness scores were computed using Eq. (23) because the strikes were nominally spherical. The computed scores are shown in Table 3 where a higher score corresponds to the roundness distribution being closer to nominal.

Table 3: Computed roundness scores for each overlap ratio. Note that a higher score corresponds to the texture being closer to nominal.

| Overlap Ratio | 0%  | 25%  | 50%  |
|---------------|-----|------|------|
| $R$           | 30.82% | 70.02% | 74.26% |

As expected, the 50% overlap image showed the highest roundness score indicating that this image had a more uniform roundness distribution, and the 0% image had the lowest roundness score meaning it had the most deviation from nominal.

5 Analysis Software

The software used for this analysis was implemented as a texture analysis module in the *teaspoon* python library for topological signal processing [57]. This code provides functions for computing the depth and roundness scores between two input images and the user is responsible for supplying the nominal and experimental image arrays. The teaspoon functions utilize cubical ripser for sublevel persistence computations [58].

To generate the nominal images, the process presented in Section A was followed using SolidWorks to model the surfaces and the algorithm in [59] to convert the CAD model to a point cloud that could be converted to an image.
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Figure 16: Noise filtered depth persistence diagrams and histograms for each overlap ratio.

(a) 0% Overlap
(b) 25% Overlap
(c) 50% Overlap

Figure 17: Example binarized and distance transformed images for each overlap ratio. (a) shows the 0% overlap image thresholded at a height of 0.47, (b) is the 25% overlap image thresholded at 0.47 and (c) shows the 50% overlap image thresholded at 0.51. Note: Binarized images are shown on the left and distance transformed images are shown on the right.

7 Conclusion

A novel approach to texture analysis was developed to describe specified features in a texture using topological data analysis. The tools were presented as an application to the surface treatment process piezo vibration striking treatment (PVST) in which a metal surface is impacted in a regular pattern by a tool on a CNC machine leaving a texture on the surface. Strike depth and roundness were successfully characterized using sublevel persistent homology, and scores were devised to quantify the features in the textural images relative to the nominal texture. In general, the higher overlap ratio images were found to provide more consistent strikes which could be due to the higher density of impacts on the surface. Two methods were also presented for generalizing the application of PVST of which the authors
Figure 18: Roundness lifetime histogram example at a threshold height of 0.1 from the 0% overlap image.

Figure 19: Earth movers distance between the experimental and theoretical roundness lifetime distributions as a function of threshold height for each overlap ratio.

recommend using the CAD model method for an arbitrary tool shape. These tools allow for engineers to quantify specific features in a texture, a process which has typically been conducted qualitatively by manual inspection in the past. The scores obtained for depth and roundness features can be used to measure the effectiveness of the process that produced the pattern, and in future work, we plan to utilize these scores for extracting information on the material properties of the work piece.

A Appendix - Verifying Theoretical Results

In order to verify the expressions in Section 3.2.1, we manufactured gray scale images consisting of perfect PVST strikes in the expected patterns, and computed sublevel persistence to determine whether the results are consistent with the expressions. CAD models were created to model the expected surfaces for 0, 25, and 50% overlap ratios as shown in Fig. 20. The number of strikes in each case was decided by assuming a $2.5 \times 2.5$ mm surface and a striking frequency of 100 Hz. Knowing these two parameters allowed for the in plane speeds to be set to obtain a specified overlap ratio. Note that the model was set up to only allow for full strikes and any fractional strike outside of the $2.5 \times 2.5$ mm window was ignored.

Figure 20: Ideal PVST grid CAD models at various overlap ratios. (a) 0% overlap, (b) 25% overlap, and (c) 50% overlap.
To compute the sublevel persistence of a nominal texture the surface CAD model needed to be manipulated into a form that was compatible with the cubical ripser. The image pipeline shown in Fig. 21 was used to convert the CAD information into a gray scale image and subsequently a CSV file for cubical ripser. The CAD model was scaled up by a factor of 10000 to increase the resolution of the point cloud. This was necessary to mitigate the Solidworks STL resolution limitations, but the results were not affected due to the normalization of the points at a later step. A Matlab script was implemented to convert the high resolution STL files into point clouds. Note that the point cloud shown in Fig. 21c was only plotting one point per 75 points for viewing clarity. After converting the model to a point cloud, the algorithm in [59] was used to convert the point cloud to a gray scale image and a bilinear interpolation created a smooth image as shown in Fig. 21d.

A.1 Strike Depths

This process was applied to the 0%, 25%, and 50% overlap ratio grids and persistence diagrams were generated for each case as shown in Fig. 22. Table 4 shows a comparison of the expected lifetimes using the derived results and the results obtained from the CAD model persistence. We see that the lifetimes obtained were exceedingly close to the expected results. The percent differences in each case being below 5% allowed for the theoretical results for the striking depths to be verified and used to compare with the experimental images.
Table 4: Comparison of the theoretical model lifetimes and the CAD Model generated striking depth lifetimes

| Overlap Ratio | 0% | 25% | 50% |
|---------------|----|-----|-----|
| Theoretical Lifetime (\(\bar{h}\)) | 1.00 | 0.339 | 0.134 |
| CAD Model Lifetime | 0.954 | 0.337 | 0.1337 |
| Percent Difference | 4.6% | 0.5% | 0.22% |

A.2 Strike Roundness

To test the theoretical results for the strike roundness, we threshold the images at two different heights. One height below the critical height and one above to determine if both results are consistent with the expressions.

A.2.1 Roundness - No Overlap

First, the images were thresholded at half of the nominal depth (\(\epsilon = 0.5\))

\[ T = 0.5h, \] (25)

where \(T\) is the image threshold height and anything above \(T\) is set to black and any pixel below \(T\) is set to white. The threshold and distance transform results for the nominal images are shown in Fig. 23. Because half of the nominal depth was chosen for thresholding, we expect zero overlap in each case. This means that the persistence diagram should have \(n^2\) 1D classes born at zero that die at \(\sigma = (2R - T)T\). The corresponding persistence diagrams for the half nominal depth threshold are shown in Fig. 23. We see that the 1D persistence shows the expected number of loops that are born at time 0 and die at various heights. Using Eq. (8), we have converted the pixel distances into distances in mm using \(W = 2.55\) mm and \(P = 5000\). The results in Table 5 are exceedingly close to the expected values from the theory. This implies that the theoretical model is correct for the case when the circles are not touching.

A.2.2 Roundness - Overlap

To consider a case of overlapping circles, only the 25% and 50% images can be considered. We test the theory for images that contain overlap by computing persistence on the CAD models at \(\epsilon = 1.1\). Figure 24 shows the thresholded
Table 5: Comparison of CAD model persistence results and theoretical strike roundness for each overlap ratio ($\epsilon = 0.5$).

| Overlap Ratio     | 0%     | 25%    | 50%    |
|-------------------|--------|--------|--------|
| 1-D Death [mm]    | 0.2157 | 0.1035 | 0.0445 |
| $\sigma$ [mm]     | 0.21651| 0.10438| 0.04498|
| Percent Difference | 0.372% | 0.843% | 1.068% |

Table 6: Comparison of CAD model persistence results and theoretical strike roundness for each overlap ratio ($\epsilon = 1.1$).

| Overlap Ratio     | 25%    | 50%    |
|-------------------|--------|--------|
| 1-D Birth [mm]    | 0.0405 | 0.01916|
| $\sigma$ [mm]     | 0.03917| 0.01897|
| Percent Difference | 3.396% | 1.014% |
| 1-D Death [mm]    | 0.1452 | 0.06480|
| $\sigma$ [mm]     | 0.1459 | 0.0653 |
| Percent Difference | 0.533% | 0.788% |

B Appendix - Score Noise Study

B.1 Feature Depth

A noise study was conducted on the feature depth score by generating a synthetic texture using a superposition of two-dimensional Gaussian distributions in a four by four grid as the features. The synthetic surface is shown in Fig. 25(a). Gaussian noise was added to this image by specifying an amplitude on a normal distribution and comparing this amplitude to the nominal strike depth (1) to generate a signal to noise ratio (SNR) in dB. The depth score was then computed and plotted over a range of SNRs to quantify the noise robustness of the score. Ten trials were conducted...
at each SNR with the average score plotted with error bars indicating one standard deviation from the mean. The resulting plot for the depth score is shown in Fig. 25(a). We see that the depth score remains within 5% of the nominal score (100%) for SNRs down to approximately 25 dB.

Figure 25: Texture quantification scores plotted as a function of the SNR in dB. The average score of 10 trials is plotted as a solid line and the dashed line indicates the true score of the feature depths. Error bars are shown at one standard deviation of the 10 trials at each SNR.

\[ z = 0.1508 - 0.000315i_x - 0.0001764i_y \]  

where \( i_x \) and \( i_y \) are the pixel indices in the \( x \) and \( y \) directions respectively and \( z \) is the height in the image. The slope coefficients on the \( i_x \) and \( i_y \) terms have units of \( \text{pixel}^{-1} \) due to the normalization of the depths in the image. The slopes can be converted to units of \( \mu \text{m/mm} \) using the maximum depth of the image in microns, the width of the image in millimeters and the number of pixels along one axis in the image. The resulting slopes are, \( m_x = -0.941 \) and \( m_y = -0.501 \mu \text{m/mm} \). In other words, for each millimeter increase in the horizontal direction in this image, we expect the strike depth to increase by about 0.941 microns. This increase corresponds with the top of the surface in this location being closer to the CNC tool. This means that the sample is sloped in the opposite directions. These slopes helped explain why the observed strike depths are deeper toward the bottom right corner of the image and why the image thresholding cannot provide an ideal quantification of the roundness of the strikes and persistence diagram filtering needed to be used to get an optimal reference height. The slopes for the 25 and 50% overlap images are shown in Table 7. Note that the image coordinate system was used for these slopes so the negative \( y \) direction points toward the top of the image.
Table 7: Measured Radius at Half Nominal Depth

| Direction   | $m_x$ [$\mu m/mm$] | $m_y$ [$\mu m/mm$] |
|-------------|--------------------|--------------------|
| 0% Overlap  | −0.941             | −0.501             |
| 25% Overlap | −1.211             | −2.307             |
| 50% Overlap | −0.832             | −0.475             |
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