A Structure-Guided Diffusion Model for Large-Hole Diverse Image Completion
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Figure 1. We propose a structure-guided diffusion model (SGDM), which uses structural guidance for large-hole diverse image completion. The SGDM first generates an edge image within missing regions, indicated by blue regions. Then, the SGDM generates images using the edge image as the structural guidance. The SGDM can generate diverse variations thanks to its stochastic capabilities.

Abstract

Diverse image completion, a problem of generating various ways of filling incomplete regions (\textit{i.e.} holes) of an image, has made remarkable success. However, managing input images with large holes is still a challenging problem due to the corruption of semantically important structures. In this paper, we tackle this problem by incorporating explicit structural guidance. We propose a structure-guided diffusion model (SGDM) for the large-hole diverse completion problem. Our proposed SGDM consists of a structure generator and a texture generator, which are both diffusion probabilistic models (DMs). The structure generator generates an edge image representing a plausible structure within the holes, which is later used to guide the texture generation process. To jointly train these two generators, we design a strategy that combines optimal Bayesian denoising and a momentum framework. In addition to the quality improvement, auxiliary edge images generated by the structure generator can be manually edited to allow user-guided image editing. Our experiments using datasets of faces (CelebA-HQ) and natural scenes (Places) show that our method achieves a comparable or superior trade-off between visual quality and diversity compared to other state-of-the-art methods.

1. Introduction

Image completion (also known as image inpainting) is a task to fill missing regions (\textit{i.e.} holes) of the target image with visually plausible contents. Image completion methods have been crucial in many applications, such as user-guided image editing [24, 80] and object removal [3, 9]. Humans possess the creative ability to guess the content of the missing regions, especially when the regions are large, in various rational ways. Therefore, image completion methods should ideally produce plausible yet diverse results while maintaining integrity and consistency with the visible regions.

How can we fill in holes in images with rational structure and visually realistic textures? Bertalmio \textit{et al}. [4]
describe how expert conservators restore damaged artworks as 1) figure out what content to put in missing regions, 2) draw contour edges for structural continuity, and 3) paint the regions with reasonable textures guided by the contours. Related to the second step, previous work [6,13,43,77] has introduced explicit structure guidance in image completion, resulting in better-quality image completion. An additional benefit of using structural guidance is to provide the opportunity for user-guided image editing [24,80], such as using sketching tools (see Fig. 1). However, it is still challenging to estimate reasonable structures when holes are large. Other previous work [46] has formulated the completion process as conditional image synthesis by the input condition of holes.

In this paper, we focus on diffusion probabilistic models (DMs) and explore incorporating structural guidance in the image completion process. We propose a structure-guided diffusion model (SGDM), which is the first DM that explicitly considers structural guidance using edge information; that is, we condition the textured image generation process on an edge image. Our framework consists of two networks: a structure generator that generates plausible edges and a texture generator that generates textures with the guidance of the edges, which aim to fill missing regions.

We present a novel joint-training strategy for these DM-based networks. The output of the network with time information prevents us from direct end-to-end joint training. To overcome it, we propose using optimal Bayesian denoising, in particular, Tweedie’s formula [14, 25, 59], which can denoise noisy edge images by a single step. However, this technique generates overly blurred edges depending on time. Therefore, we propose adopting a momentum framework [18,61] to perform the joint training effectively with blurred edges. That is, we prepare two networks during the joint training, the texture generator and the momentum texture generator, and update the weights of the momentum one as an exponential moving average (EMA) of the weights of the texture one. This framework allows us to use generated denoised edges and ground-truth edges simultaneously, which is the key to achieving stable training. In our experiments with datasets of faces (CelebA-HQ [26]) and natural scenes (Places [90]), we show that our method achieves a comparable or superior trade-off performance between visual quality and diversity using CelebA-HQ [26] and Places [90] datasets.

2. Related Work

2.1. Deterministic Image Completion

Early image completion approaches such as diffusion- [2,4,5,30] and patch-based [3,8–10,19] methods focused on non-learning prior knowledge. In particular, Bertalmio et al. [5] first considered texture and structure contexts simultaneously in missing regions. However, the traditional method suffered from complex scenes, including many different kinds of texture types or large missing regions.

Deep-learning-based methods using GANs [1,17,48] have demonstrated tremendous success in image completion [22,23,33–35,43,46,49,67–70,73–77,79,81,82,89,91]. To achieve fine-grained textures, numerous works proposed task-specific operations such as global and local discriminators [23], attention blocks [35,69,70,75,76,79,89], partial [34], and gated [77] convolutions. Concurrently, several works utilized explicit clues such as object edges [6,13,43,77], foreground contours [24,72,80], smoothed images [49], reference images [91], and semantic segmentation maps [32,33,58]. Nazeri et al. [43] first proposed a two-stage framework for edges and textures to introduce structure guidance. In this paper, we also employ edge images to explicitly provide structural clues for a texture generator.

2.2. Diverse Image Completion

Recent image completion studies have addressed more challenging issues, which fill up multiple visually plausible and diverse contents in a large hole [31,36,38,40,47,50,52,66,78,84,85,87,88]. Zheng et al. [87] first demonstrated the diverse image completion task. They and Zhao et al. [84] proposed a variational auto-encoder (VAE)-based framework, although their synthesized quality was limited because of variational training [86]. CoModGAN [85] and MAT [31] achieved a high-fidelity quality by introducing stochastic style representation [27,28], although their diversity was restricted due to the conditional training procedure.

Recent studies [38,66,78] have focused on an AR transformer [11,63] and achieved high-fidelity quality and diversity. However, ICT [66] and BAT-Fill [78] have a problem of information loss due to “low-resolution” and “quantization,” which are down-sampled into a much lower resolution (e.g. $32 \times 32$) and RGB values $256^3$ are quantized into a much lower dimension 512. To solve it, PUT [38] used a patch-based autoencoder with VQVAE [62] and applied the AR transformer to the vector quantized tokens. Nonetheless, the AR transformer-based approach has limitations on sampling orders [15], computational costs [16], and the lack of introducing explicit structural information. Because ARs
use only the sequence of preceding pixels, they cannot use a structure guidance that exists in the focused pixel.

2.3. Image Completion with Diffusion Models

Diffusion and score-based models have emerged as the family of likelihood-based models and shown remarkable success in quality, diversity, mode coverage, and generality in the training objective [12, 21, 44, 54, 56, 57]. Most previous studies [40, 54, 57] have shown the image completion results using unconditional image generation models. The completion can be performed by replacing the known region with the given image after each sampling step.

A major limitation of these methods is to produce images in which the content type matches the known region but is not semantically consistent and harmonious. To solve it, several methods have proposed [40, 52] to explicitly learn or deal with the completion problem. Palette [52] has outperformed task-specific baselines without any specific architecture and loss function by learning the completion problem. RePaint [40] proposed a conditional sampling method, which alternately performs the forward and reverse diffusion processes, for pre-trained unconditional generation models and showed the DMs could generate a variety of samples for large holes. However, these methods often fail to synthesize structural contents that satisfy the given context. Our method overcomes this limitation by explicitly estimating the structure of missing regions and using it as guidance.

3. Preliminaries

Diffusion probabilistic models (DMs) formulate a mapping from an empirical data distribution to a standard Gaussian distribution via an iterative denoising process of varying noise scales. Here we describe denoising diffusion probabilistic models (DDPM) [21, 44], which we adopt in this paper. We also describe optimal Bayesian denoising, which we use to enable our joint training.

3.1. Diffusion Models

DDPM defines a discrete Markov chain between two processes: forward and reverse processes. Starting from (noiseless) data $x_0$, the forward process at timestep $t$ adds Gaussian noise to the previous data $x_{t-1}$ to obtain the current data $x_t$. This process is modeled as $q(x_t|x_0) \sim \mathcal{N}(x_t; \sqrt{1-\beta_t}x_{t-1}, \beta_t \mathbf{1})$, where $\beta_t$ is a pre-defined noise scale depending on timestep $t$. By accumulating the timesteps, we can write $q(x_t|x_0) = \mathcal{N}(x_t; \sqrt{\alpha_t}x_0, (1-\alpha_t) \mathbf{1})$, where $\alpha_t := \prod_{s=1}^{t}(1-\beta_s)$. The reverse process iteratively samples $x_{t-1}$ from $x_t$, starting from $x_T$. This process is modeled as $p_{\theta}(x_{t-1}|x_t) \sim \mathcal{N}(x_{t-1}; \mu_{\theta}(x_t, t), \Sigma_{\theta}(x_t, t))$. DDPM uses a UNet [51] to approximate this posterior. For conditional cases, the UNet $e_\theta$ can be trained using a denoising score matching loss $\|e_\theta(x_t, t, y) - \epsilon\|^2_2$, where $\epsilon$ is a noise added to $x_0$ to create $x_t, y$ is a condition such as an image and an edge image with a hole in our case, and $e_\theta(x_t, t, y)$ represents a score function of the perturbed data distribution, $\nabla_{x_t} \log p_{\theta}(x_t)$ [56]. After the training, DDPM can produce samples with annealed Langevin dynamics [56, 65].

3.2. Optimal Bayesian Denoising

Optimal Bayesian denoising is a technique for performing a minimum mean square error (MMSE) denoising in a single step. To perform denoising for a Gaussian variable $z \sim \mathcal{N}(z; \mu, \Sigma)$, an MMSE estimator is given by Tweedie’s formula [14, 25, 59]; that is, $\mathbb{E}[\mu|z] = z + \Sigma \nabla_z \log p(z)$.

In DDPM, the forward step is modeled as $q(x_t|x_0) = \mathcal{N}(x_t; \sqrt{\alpha_t}x_0, (1-\alpha_t) \mathbf{1})$ as described in Sec. 3.1. Thus, we can apply Tweedie’s formula here by substituting $\sqrt{\alpha_t}x_0$ and $(1-\alpha_t) \mathbf{1}$ for $\mu$ and $\Sigma$, respectively. This allows us to determine a single-step denoising operation as

$$F(x_t) \coloneqq \hat{x}_t^0 = x_t + (1-\alpha_t) \nabla_{x_t} \log p(x_t) \sqrt{\alpha_t},$$

where $x_0^t$ represents a denoised sample. With this operation, we can convert the noisy sample (at time $t$) into the denoised one (at time 0) by a single step, as long as the optimal score function $\nabla_{x_t} \log p(x_t)$ is known. Refer to [7, 29, 41] for more detailed discussions.

4. Structure-Guided Diffusion Model

Given an input image with missing regions (i.e., holes), we aim to generate a semantically reasonable image that respects the context of the visible regions. We denote the target image by $I \in \mathbb{R}^{3 \times H \times W}$, the binary mask representing the missing regions by $M \in \{0, 1\}^{1 \times H \times W}$, and the generated image by $\hat{I} \in \mathbb{R}^{3 \times H \times W}$, where $H$ and $W$ represent a spatial resolution. With this notation, the goal is to generate $\hat{I}$ from $I_M = I \odot M$. The SGDM uses structural guidance in its generation process. Specifically, it generates a hole-filled edge image $\hat{E}$ and then uses it as structural guidance to generate $\hat{I}$. This edge image $\hat{E}$ is generated using an edge image with missing regions, denoted by $E_M$, which is generated from $I_M$ using an existing edge detection algorithm, Holistically-Nested Edge Detection (HED) [71].

4.1. Framework Architecture

Our framework consists of two DM-based networks: a structure generator $f_\theta$ and a texture generator $g_\theta$. The structure generator aims to generate an edge image that guides the texture generator. We employ UNet [12] for both networks. We attach five additional channels in the first layer of both networks following [45, 53] to take the conditions of the image and edge image with missing regions.

First, the structure generator fills in the holes of the edge image $E_M$ to produce the hole-filled edge image $\hat{E}$. Then,
the texture generator produces the plausible texture with the guidance of $E$ maintaining the context of the visible regions of $I$. These generations use the iterative sampling of DMs as described in Sec. 3.1.

### 4.2. Individual Training

We describe the data preparation and the training procedure. Suppose we have a ground-truth image $I$ from a training dataset. Then, we extract an edge image $E$ using HED. We degrade the image $I$ and the edge image $E$ using a binary mask $M$ that is randomly drawn for each sample, denoted as the masked image $I_M = I \cap M$ and the masked edge image $E_M = E \cap M$, respectively. We fill the masked region with zeros. To train DMs, we create a noisy image $I_t$ and a noisy edge image $E_t$ at timestep $t$ (out of $T$ timesteps) using Gaussian noises $\epsilon_I$ and $\epsilon_E$ with $I$ and $E$, respectively.

Figure 2 shows our individual training process. The structure generator $f_\theta$ generates, from the noisy edge image at the timestep $t$, a less noisy edge image at the previous timestep $t-1$. More specifically, given the noisy edge image $E_t \in \mathbb{R}^{3 \times H \times W}$, masked image $I_M$, mask $M$, masked edge image $E_M$, and timestep $t$, it outputs a less noisy edge image $\hat{E}_{t-1} \in \mathbb{R}^{3 \times H \times W}$. Similarly, given the noisy image $I_t \in \mathbb{R}^{3 \times H \times W}$, masked image $I_M$, mask $M$, edge image (without noise or masked regions) $E$, and timestep $t$, the texture generator $g_\phi$ outputs $\hat{I}_{t-1} \in \mathbb{R}^{3 \times H \times W}$. These processes can be written as

$$f_\theta(E_t, I_M, M, E_M, t) = \hat{E}_{t-1},$$

$$g_\phi(I_t, I_M, M, E, t) = \hat{I}_{t-1}.$$  

Both networks can be trained via the denoising score matching loss [21] in a closed form as described in Sec. 3.1,

$$L_f = \mathbb{E}_{I, M, E, t, \epsilon_E} \|f_\theta(E_t, I_M, M, E_M, t) - \epsilon_E \|^2_2,$$

$$L_g = \mathbb{E}_{I, M, E, t, \epsilon_I} \|g_\phi(I_t, I_M, M, E, t) - \epsilon_I \|^2_2,$$

where the noises $\epsilon_E$ and $\epsilon_I$ are sampled from Gaussian distribution to create $E_t$ and $I_t$, respectively.

### 4.3. Joint Training

The individually trained structure generator sometimes generates semantically unreasonable edges. This is because edge images are sparse compared to textured images, so the modeling is more difficult. To mitigate this issue, after the individual training, we jointly fine-tune both networks in an end-to-end manner. For this, we propose a novel joint-training strategy using optimal Bayesian denoising and a momentum framework, as shown in Fig. 3. The joint training of DMs is not performed in a straightforward fashion, such as in the training of GANs [13, 43]. This is because the texture generator needs to take a noisecess edge image as input, but the structure generator cannot generate a noiseless edge image without iterations. Even if we produce a noiseless edge image via iterative sampling, backpropagation is intractable due to the cause of gradient accumulation and computational costs. We solve this issue by applying the single-step denoising operation in Eq. (1); that is, we obtain a noiseless estimate by $\hat{E}_0 = F(E_t)$. We further average it in the channel dimension and binarize it using a threshold of 0.5. This allows us to perform the backpropagation in an end-to-end manner.

However, the denoised edge image $\hat{E}_0$ tends to be overly blurred (especially when $t$ is close to $T$), as shown in Fig. 4. We observe that the gap between the original edge image
where \( weight \) updating. To avoid corruption, we introduce without a sufficient difference between the prediction and ground-truth representations. Specifically, we replicate the texture generator for these networks and train them with the structure generator's output as an EMA of the weights of the network being trained. Other is the momentum network where the weight is updated between visual quality and diversity. We also analyzed the effectiveness of the joint training via an ablation study. We considered different sizes of missing regions conditions to see the performance change.

Datasets. The experiments were conducted with CelebA-HQ [26] and Places [90], which cover different degrees of context (face only vs. diverse natural scenes). The image resolution of both datasets was \( 256 \times 256 \). For CelebA-HQ, we prepared a train set and a test set with 24,183 and 5,000 images, respectively. The test set was newly created by combining the original split and validation set and then selecting 5,000 images randomly. For Places, we prepared a train set and a test set with 8 million (M) and 5,000 images. The test set of Places was created by randomly sampling 5,000 images.
images from the original validation set. When evaluating the diversity, we randomly selected 50 images from each test set. For a better understanding of the performances for holes with various sizes, we prepared three different masks (i.e., large, small, and center masks) and applied them for each image; see the supplementary material for details.

**Implementation details.** Before the training, we first initialized our generators’ weights with the pre-trained weights from [40], which were trained using an unconditional image generation task. For the individual training, each network was trained for 10M images on CelebA-HQ and 20M images on Places, respectively. Additionally, we carried out the joint training with 10M images. The batch size was fixed to 1. Both trainings were performed with AdamW optimizer [39] with $\beta_1 = 0.9$ and $\beta_2 = 0.999$ and a learning rate of $10^{-4}$. We conducted all experiments with four NVIDIA A100 GPUs. For the evaluation, we generated edge images and images using 1,000 sampling steps and 4,570 sampling steps using RePaint [40], respectively.

**Compared methods.** We compared our method with the following methods: MAT [31], CoModGAN (CMGAN) [85], BAT-Fill [85], PUT [38], RePaint [40], ADM [12], and Palette [52] using their pre-trained weights. MAT and CMGAN used a resolution of $512 \times 512$ while other methods used a resolution of $256 \times 256$. See Tab. 1 for what modeling each method used. RePaint, ADM, and ours used the same pre-trained weights. The difference between RePaint and ADM was the sampling procedure. We did not use CMGAN for CelebA-HQ since pre-trained weights were not publicly available.

**Evaluation metrics.** We considered two different aspects: visual quality and diversity. For the quality evaluation, we used two perceptual metrics: Fréchet inception distance (FID) [20] and Learned Perceptual Image Patch Similarity (LPIPS) [83]. FID measures the discrepancy between two sets of ground truth and generated image. LPIPS measures the perceptual similarity between each sample of them. For each mask setting, we calculated the mean value of these perceptual metrics for the 5,000 test images. For the diversity evaluation, we defined a diversity score for a given set of generated images, $X = \{x_i\}_{i=1}^N$, as

$$\text{Div}(X) = \frac{2}{N(N-1)} \sum_{i<j} (1 - \text{CosSim}(\Phi(x_i), \Phi(x_j))),$$

where $\text{CosSim}$ represents a cosine similarity between two image feature vectors and we set $N = 100$. We extracted image features by InceptionV3 [60] and applied the global average pooling to obtain the feature vector, as represented by $\Phi(\cdot)$. A higher score indicates that the generated set $X$ is more diverse. We then calculated the mean and standard deviation of the diversity scores for the 50 test images.

**5.1. Quantitative Comparisons**

Tables 1 and 2 show the completion performance with different masked regions on CelebA-HQ and Places, respectively. MAT and CMGAN far outperformed other methods in all visual qualities. These GANs-based methods, however, showed the lowest diversity. Our method achieved superior or comparable performance to BAT-Fill and PUT, which used ARs. Compared with RePaint, our method showed the advantage for all metrics on CelebA-HQ. However, on Places, RePaint achieved superior or comparable results to our method. ADM consistently showed the highest diversity score over all datasets. This implies that there was a trade-off between visual quality and diversity, as shown in Fig. 5. We conjecture that this was because, for visual quality, our method often generated some artifacts when edge generation was inaccurate. For diversity, the explicit introduction of structure would suppress the generation of samples that were not contextually relevant. As a result, our method tended to be less diverse than the methods using DMs, especially for Places with complex natural structures.

**5.2. Qualitative Comparisons**

Figure 6 shows a qualitative comparison of the competing methods. Each image was generated using a different seed. Our method generated various rational edge images and realistic images. From our variations from a single edge image, we observed that our method was able to synthesize texture and color variations while maintaining the structural context. In particular, our variations 3 and 4 successfully completed the reasonable structure and texture, even at the edges where no details were drawn. This implies that the texture generator could learn the semantic context from the partially visible region as well as from the edges. RePaint, ADM, and Palette, which use diffusion models, generated plausible images, but the semantic consistency was insufficient.
Figure 6. **Qualitative comparisons of the proposed SGDM with the state-of-the-art methods.** The SGDM generates rational structure and visually realistic textures. In addition, the SGDM produces multiple plausible images for each structural guidance by the edge images.

We also show comparisons between our method and existing methods with structural guidance, DeepFillv2 [77] and ZITS [13], in Fig. 8. Both comparison methods used GANs for generative modeling. For DeepFillv2, we had the generator to generate edge images for obtaining the guidance and the image generator. For ZITS, we used the officially provided pre-trained weights. As shown in Fig. 8, they failed to generate valid edge images for large holes. Although ZITS used the transformer for the global receptive field, it generated incompleted edges and blurred textures. In contrast, our diffusion-based method could generate plausible edges and images even for large masked regions, achieving higher quality.

5.3. Ablation Study

We conducted an ablation study as shown in Tab. 3. We generated edge images and images using DDIM [55] and PNDM [37] sampler with 100 sampling steps, respectively. We compared SGDMs with several settings: (a) no structural guidance, (b) only the individual training, (c) joint training after the individual training (d) using $L_c$ in Eq. (6) (e) with the EMA-based weight update strategy.
The visual quality of condition (a), which used no edge images, was worse than others (b-d), which used structural guidance provided by an edge. In contrast, the diversity of (a) achieved better because there were unstructured low-quality results. We see that the structural guidance could improve visual quality at the expense of diversity. Compared (b) to (c), we see that the joint training brought quality improvements. Furthermore, introducing \( \mathcal{L}_c \) and the EMA clearly boosted the visual quality. We note that condition (d) was numerically unstable, and we failed to produce results. This suggests that the use of the EMA was the key to achieving stable training. Figure 7 shows the visual comparison among conditions (a), (b), and (e). We can see that our method could generate more visually plausible images thanks to the structural guidance as edges and the joint training. After the joint training, we observed that our method tended to produce flatter edge images thanks to the improvement of robustness.

5.4. User-Editing Capability

Figure 1 shows user-edited results, where we edited the structure and shape of the eyes, expression, rock, and buildings of the target images. Our method was sufficiently robust so that we could easily edit the target image and perform quick trial-and-error procedures.

6. Limitation and Discussion

Failure cases. Our method often failed to generate semantically correct and adequately closed edges. For example, our method failed to generate a plausible structure for the human hand in Fig. 7 (g). In the right side of “Ours 2” in Fig. 8, while our method followed the edge guidance, the image did not have a reasonable structure. To avoid such artifacts, it is necessary to manually correct inadequate edges, as shown in the user-edited examples in Fig. 1.

Computational costs. Our method requires the iterative denoising process. In contrast, GANs can generate images in a single step, meaning that our method inherently takes more time than GAN-based methods. ARs-based methods such as BAT-Fill and PUT also require iterative inference, but their computational cost is lower than ours, thanks to their low-resolution modeling. To better understand the computational cost issue, we measured the time needed to complete a center-masked image for each method. As a result, MAT (GANs-based) needed 0.098 seconds, and PUT and BAT-Fill (ARs-based) required 4.06 and 4.49 seconds, respectively. Our method with 1,000 steps and with the sampling method of RePaint, on the other hand, took 71.15 and 157.53 seconds, respectively. To mitigate the computational cost problem, we can use acceleration methods such as DDIM and PLMS; our method with DDIM and PLMS took 6.80 and 12.47 seconds, respectively. This was more than 10× faster, and it could provide previews at a user-friendly and practical speed.

Potential societal impact. Our method inherits the potential societal impact of previous image completion methods (e.g. [40]). On the negative side, generated images may directly reflect the biases in the datasets, including gender, age, ethnicity, and so on. Additionally, our method can easily edit images by providing desired edge structures; thus, it could facilitate DeepFake creation [42, 64]. On the positive side, image completion may enhance privacy protection by replacing any identity-related information from photographs taken in public spaces.

7. Conclusion

We have presented the first diffusion-based model that considers structural guidance in the image generation process, called the structure-guided diffusion model (SGDM). The SGDM can generate rational structures and visually realistic textures. We have proposed a novel training strategy to enable effective end-to-end training. Extensive experiments show that the SGDM achieves a comparable or superior visual quality and diversity trade-off on CelebA-HQ and Places as compared with the state-of-the-art. Explicitly incorporating structural guidance using edge information has not only improved the visual quality but also enabled user-guided image editing.

Table 3. Result of the ablation study on CelebA-HQ with large holes. Indiv. and Joint indicate individual and joint training settings, respectively. The condition (e) represents the proposed method. In the condition (d), the training was unstable and failed.

| Condition                        | CelebA-HQ | Large hole |
|----------------------------------|-----------|------------|
| FID ↓                            | LPIPS ↓   | Div ↑      |
| w/o Edge                         | 24.70     | 0.153      | 0.083 ± 0.083 |
| Indiv. only                      | 22.20     | 0.136      | 0.068 ± 0.060 |
| Indiv. + Joint + EMA             | 22.05     | 0.134      | 0.068 ± 0.058 |
| Indiv. + Joint + \( \mathcal{L}_c \) | N/A       | N/A        | N/A         |
| Indiv. + Joint + \( \mathcal{L}_c \) + EMA | 21.42     | 0.131      | 0.087 ± 0.059 |

Figure 8. Visual comparison among image completion methods with structural guidance [13, 77]. Our method generates rational structures and rational and realistic textures, even with large holes.
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Appendix

A. Statistics for Masks

We followed MAT [31] and DeepFill v2 [77] to create masks. Figures A and B show statistics of large and small masks for visual quality and diversity evaluations, respectively. In the training, we created zero to five full-size or half-size rectangles and zero to nine random strokes with 12 to 48 width and 4 to 18 vertex. In the evaluation, we additionally created small masks. For the small masks, we created zero to three full-size or half-size rectangles and zero to four random strokes with 12 to 48 width and 4 to 18 vertex. For the center masks, we removed the top and bottom center area of the 256 × 256 image from 68 to 192 pixels.

B. Detailed Settings of Ablation Study

The goal of this ablation study was to investigate how each technical element of our model affects the performance. We evaluated the performance of the visual quality and diversity metrics in several different settings. To conduct this ablation study, we newly created a subset of the test of CelebA-HQ [26] (see Sec. 5 in the main text) for the ablation study as follows. For evaluating the visual quality metrics, we randomly selected 1,000 images from the test set that consisted of 5,000 images. For evaluating the diversity metric, we randomly selected 20 images from the test set that consisted of 50 images. We used the large mask setting for this study. For each test image, we generated a completed image (visual quality) and 50 completed images (diversity), as well as their corresponding edge images. Then, we calculated the scores of visual quality and diversity.

C. Quality Improvement by User Correction

The SGDM sometimes generated semantically unreasonable edges, which is our limitation. However, one of the advantages of the SGDM, which explicitly incorporates structural guidance, is that the user can easily correct such failures by editing the generated edge images. As shown in Fig. C, the user could resolve the artifacts as indicated by the orange arrows by user correcting.

D. Additional Results

We present more qualitative comparisons of the proposed SGDM with the state-of-the-art methods. Figures D and E show the results using large and center masks on CelebA-HQ [26], respectively. Figures F and G and Fig. H show the results using large and center masks on Places [90], respectively.
Figure D. Qualitative comparisons of the proposed SGDM with the state-of-the-art methods using CelebA-HQ and large masks.
Figure E. Qualitative comparisons of the proposed SGDM with the state-of-the-art methods using CelebA-HQ and center masks.
Figure F. Qualitative comparisons of the proposed SGDM with the state-of-the-art methods using Places and large masks.
Figure G. Qualitative comparisons of the proposed SGDM with the state-of-the-art methods using Places and large masks.
Figure H. Qualitative comparisons of the proposed SGDM with the state-of-the-art methods using Places and center masks.